Improved SVM algorithm for upper limb rehabilitation mechanical arm Study on the Prediction of Track Tracking Control
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Abstract. Aiming at the strong coupling, nonlinear and time-varying characteristics of upper limb rehabilitation training manipulator, a trajectory tracking predictive controller based on SVM (support Vector Machine) is designed. The input and output data of the manipulator system are collected, and the generalized inverse system is obtained by SVM identification, which is decoupling from the original system in series. For the decoupling system, the improved SVM algorithm is used to predict the trajectory tracking control, and the SVM algorithm is improved by combining the predictive function control method of PSO optimized rolling control sequence. The improved SVM algorithm can predict the trajectory of upper limb rehabilitation manipulator with high precision, and the experimental results show that the improved algorithm has good adaptability to the stability and robustness of the system.

1. Introduction

Scientific and reasonable rehabilitation training is of great importance for patients suffered from stroke, brain trauma and spinal cord injury, which is beneficial to the rehabilitation and improvement of limb movement. Currently, the traditional one-on-one manual training by physicians can no longer meet the market requirements. Therefore, intelligent robot begins to be applied in this area, and brings out great convenience for patients and physicians. The upper limb rehabilitation training robot arm can help to reduce recovery cost, improve training efficiency, meanwhile, it also can record recovery data, which make it broad application prospect and arouse a common attention.

The upper limb rehabilitation training robot arm has a series of advantages such as multiple degrees of freedom, large movement range, strong coupling and non-linearity. Considering the specificity of objects, the robot must adjust its positions in a fast, stable and precise manner, so that it can meet the requirements of different patients. The traditional control method for robot arm cannot realize high-efficiency trajectory tracking and real-time control. Therefore, in this paper, the stable and fast tracking control is achieved, by using decoupling system of generalized inverse system based on support vector machine and origanal system, and PSO optimized predictive function control structure. The predictive function control applies control strategies include predictive model, rolling optimization and feedback compensation[1-2], which lowers the dependence on the precision of system model[3-4]. The most important feature of predictive function control is the emphasis on structure form of control variables[5-
The control process output is predicted by historical information and future input within prediction horizon\[7\]set. Moreover, the prediction control adopts rolling optimization within finite horizon to address uncertainties resulted from model mismatch, time variance and inevitable disturbance, the control effect can be improved through repeated on-line optimization\[8\]. By applying generalized inverse system method, problems of multi-variable decoupling and feedback linearization faced by complicated multilinear systems can be solved well\[9\]-[10]. Because of the excellent nonlinear approximation and generalization ability, the subsystem applies SVM identification generalized inverse decoupling can help to improve model precision\[11\]-[12]. In order to improve dynamic control performance, PSO is used to optimize control sequence coefficient. In addition, since particle swarm optimization algorithm has advantages of good robustness and distributed computation, it is suitable to the rolling optimized solution of predictive control\[13\]-[15].

2. Dynamic Model

Coordinate system is built by D-H method, the spatial relationship between each joint and fixed coordinate system is represented by homogeneous transformation, the spatial relationship between neighbour joints is represented by homogeneous transform matrix. Therefore, the homogeneous transform matrix of terminal executor coordinate system corresponds to basis coordinate system can be deduced, and the space coordinate system of terminal executor can be established. After the establishment of transformation relation between terminal executor coordinate system and basis coordinate system, the dynamic model can be built according to Lagrange modeling principle:

$$
\tau_i = \sum_{j=1}^{6} D_{ij} \ddot{q}_j + I_{i(\text{act})} \dddot{q}_i + \sum_{k=1}^{6} \sum_{l=1}^{6} D_{ikl} \dot{q}_k \dot{q}_l + D_i
$$

Of which, \(\tau_i\) is inertia main force acted on No. \(i\) joint, \(i=1,2,\ldots,6\). The first section of right side of this equation represents for angular acceleration inertia, the third section represents for Coriolis force and centripetal force, the forth section represents for gravity. \(q\), \(\dot{q}\), \(\ddot{q}\) represents for the position, velocity and acceleration of each joint, respectively. Because of the three-dimension mass distribution of mechanical arm, driving force inertia \(I_{i(\text{act})}\) is difficult to be determined. In addition, factors such as moment caused by joint-friction, external disturbance and parameters precision can generate trajectory tracking error and affect the determination of precise dynamic model. Therefore, by applying prediction control algorithm which is dependant on model precision, the control and tracking precision will be improved.
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3. Prediction function control

One the one hand , the prediction function model has three basic features of prediction control: prediction model, rolling optimization and feedback compensation. On the other hand, it also emphasizes the structure of control variable, which is set as the linear superposition of basis functions related to tracking fixed value and nature of controlled object, including step signal, ramp signal, etc.

When tracking fixed value is \(c(k)\), the corresponding expression for PFC control variable is:

$$
u(k) = k_c(k)c(k) - y(k) + k_m(k)X_n(k)
$$

Of which, \(k = 1,2,\ldots,N\), \(k_c(k) = [\mu_1(k)\cdots\mu_{n1}(k)]\), \(k_m(k) = [\mu_2(k)\cdots\mu_{n2}(k)]\).

For upper limb rehabilitation training robot arm, step function and ramp function are selected as basis functions to satisfy the system requirements of control precision. According to the generalized inverse system by SVM identification and pseudo linear system obtained by cascade, the prediction function control system is designed and shown in Figure 1. In which, \(c(k)\) is tracking fixed value, i.e., the given position of upper limb rehabilitation training robot, \(u(k)\) is control variable output, \(y_g(k)\) is
the output value of controlled object, \( y_m(k) \) is the output value of prediction model, \( y(k) \) is position output of upper limb rehabilitation training robot, \( e(k+i) \) is the error between system actual output and prediction model output.

In general, the system output is compensated by calibrating the error between system actual output and prediction model output \( e(k+i) \), therefore, the performance of prediction function control is rely on the precision of prediction model. The dynamic characteristics of upper limb rehabilitation training robot can be presented by mathematical model, which is non-linear and reversible, described by kinematical and kinetic equations, and applies generalized inverse to realize control of non-linear systems. However, accurate mathematical model is often difficult to get and has a complicated inversion process which is hardly realized in industrial processes, therefore, SVM identification generalized inverse system is often used as an alternative. In order to simplify algorithm, after decoupling, the prediction model of six controllers can be obtained by SVM identification. After that, plugging the results of PSO off-line optimization into rolling optimization control sequence, then design closed-loop controller, perform trajectory tracking and real-time control.

![Overall control block diagram](image)

Figure 1. Overall control block diagram
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### 3.1 SVM identification generalized inverse system

Amid all linearization methods of non-linear feedback, inverse system method is easy to understand, and can be displayed directly. After linearization and decoupling of inverse system, the obtained pseudo linear system is pure integral system, and stable closed-loop system is hard to get. Generalized inverse decoupling can realize arbitrary assignment of poles in pseudo linear system, which will further enhance the dynamic property of system. In order to improve the precision of system model and simplify inversion process, SVM is used to identify the inverse model. The expression for dynamic model of upper limb rehabilitation robot is shown as equation (1). In original system, \( \tau_1, \tau_2, \ldots, \tau_6 \) is system input, \( q_1, q_2, \ldots, q_6 \) is system output. When identifying inverse systems, the output of original system is considered as the input of identification system, the input of original system is considered as the output of identification system, six SVMs are used. Firstly, take square signal as drive signal, and select 100 groups of data from the original system as identification data, of which, each group of data contains \( \tau \) and \( q \) from six joints. Since the system is a kind of second-order system, so the collected data need to go through further processing. The first-order derivative \( \dot{q} \) and second-order derivative \( \ddot{q} \) of \( q \) are obtained to show the velocity and acceleration of each joint, besides, identification data are also obtained as \( (q_i, \dot{q}_i, \ddot{q}_i, \ldots, q_{i6}, \dot{q}_{i6}, \ddot{q}_{i6}, \tau_i) \), of which \( i = 1, 2, \ldots, 6 \), \( j = 1, 2, \ldots, 100 \). The first 80 groups of data are training data, and the last 20 groups of data are testing...
data, radial kernel function is selected as SVM kernel function. The penalty parameter $c$ of SVM, RBF kernel parameter $g$ and $p$ are optimized by PSO optimal seeking method. After identification, generalized inverse system can be obtained. At last, cascade the obtained generalized inverse system and mechanical robot system to create pseudo linear system and realize dynamic decoupling. Therefore, after decoupling, the transfer function of pseudo linear system is

$$G_{1,2,\ldots,6}(s) = \frac{1}{(s+1)^2}$$

(3)

Figure 2. Generalized inverse system based on SVM identification

3.2 PSO-based rolling optimization for prediction function

In order to ensure good tracking performance, the optimization object of prediction function is often selected as the squares sum of error between system prediction output and reference track:

$$\min J(k) = \sum_{i=1}^{n_p} [y_p(k + h_i) - y_r(k + h_i)]^2$$

(4)

Of which, $n_p$ is the number of fit point in prediction horizon, $h_i$ is the numerical value of No. $i$ fit point. The target of optimization is to obtain a group of control coefficient $\mu_1(k), \mu_2(k), \ldots, \mu_n(k)$ to make the system prediction output in whole optimization horizon close to reference trajectory; on the other hand, to make equation (4) obtain the minimum value. Traditional prediction functions, such as gradient descent, get control sequence through numerical solution of objective functions, which generally require large amount of calculation, complicated calculation process, and cannot guarantee globally optimal solution. For six decoupled pseudo linear control system $G_{1,2,\ldots,6}(s) = \frac{1}{(s+1)^2}$, the optimization target is to get six groups of optimum control parameters $c_1$ and $k_n$.

Here is the resolution of joint 1 control coefficient. When the tracking signal is set as step signal, $c(k+i) = c(k)$, then in equation (3), $k_1(k+i) = k_1(k), k_2(k+i) = k_2(k)$, control coefficient $\mu_1$ and $\mu_2$ should be resolved. Therefore, $\mu_1$ and $\mu_2$ are set as the x and y axis position of globally optimal solution to continuously update the position of particles so that the minimum equation (4) value could
be obtained. Resolution of prediction function control sequence by PSO can be realized according to following steps:

- Determine the fitness function, select prediction function control shown in equation (4) to optimize object function, collect input signal and the difference value between input signal and output signal.
- Initialize the population and velocity of particle swarm. By enlarging the population size, local minimum problem caused by random initialization could be solved to some extent. Experiment results show that the optimal value could be obtained when population size is 50.
- Plug collection input signal and the difference value between input signal and output signal, calculate fitness function, update velocity and individual, conduct continuous optimization to get the optimal solution and control coefficient $\mu_1, \mu_2$.
- Output the position of globally optimal particle, assign value to $\mu_1, \mu_2$ and plug them into prediction function controller to verify control effect.

The results of simulation and experiment show that through PSO off-line optimization, satisfied control coefficient and good control effect can be achieved.

3.3 SVM identification and prediction model

Since it is difficult to get accurate dynamic model for upper limb rehabilitation training robot, therefore, in order to avoid complicated mathematical calculation and derivation, SVM is applied to identify the prediction model in prediction function control. In addition, when the internal structure and control mechanism of actual control system are hard to describe accurately, prediction model identified by SVM can also simplify control algorithm. For the single input single output system after decoupling

$$q_i(k + 1) = f[q_i(k), \dot{q}_i(k), \ddot{q}_i(k); \tau_i(k)]$$

Of which, $i = 1, 2, \ldots, 6$, then introduce a regression vector

$$X_j = [q(j), \dot{q}(j), \ddot{q}(j); \tau(j)]$$

then,

$$q(j + 1) = f(X_j)$$

Regression vector and actual position of joints are combined as training sample for support vector $\{X_j, q(j + 1)\}$, $j = 1, 2, \ldots, m$, $m$ is the number of identification data. When perform training modeling, radial kernel function is selected as SVM kernel function. The penalty parameter $c$ of SVM, RBF kernel parameter $g$ and $p$ are optimized by PSO optimal seeking method. Firstly, amid 100 groups of collected data mentioned in section 3.1 SVM identification generalized inverse system, select 80 groups of data as the training sample, of which, the first 50 groups of data for training set, the last 30 groups of data for testing set, optimized $c$, $g$ and $p$ are applied to facilitate training, so that the prediction model of each joint is obtained. Figure 3 represents for optimization parameters and prediction effect of joint 1 training prediction model.

![Figure 3. Prediction model based on SVM identification](image-url)
4. Experiment and analysis
Plug PSO-optimized rolling control parameters into the above-mentioned system, then design the closed-loop controller of prediction function to conduct trajectory tracking on the mechanical body. Of which, set value \( c = 1 \), sampling period \( T_s = 1 \) s, time constant of reference trajectory \( T_r = 30 \) s, prediction step \( H_1 = 10 \), \( H_2 = 20 \). From the picture, \( \text{link1}, \text{link2}, \ldots, \text{link6} \) is the position output of No. \( i \) joint, \( i = 1, 2, \ldots, 6 \), standard represents for standard \( 1/(s+1)^2 \) system response. The given signal for 6 joints is a same step signal, Figure 5 shows the tracking performance. Figure 4 shows that the response of each joint goes in line with the set standard system, preset decoupling result is realized. In addition, the output static error is 0, which shows trajectory tracking with no static errors could be achieved.

![Figure 4. System responses with no disturbance](image)

In order to verify the robustness and stability of prediction function control, system responses under disturbance should be observed and compared to traditional PID control effect. For the above-mentioned system, PFC and PID control are performed upon the single input single output system after decoupling, when \( t = 12 \) s, disturbance of \( d = 0.1 \) is added. Figure 5 shows the control effect of PFC and PID on position response of joint 1, the position response curve of joint 1,3-6 is the same with that of joint 2.

Analysis on Figure 5 shows that compare to PID control, prediction function control has a smooth output and non-overshoot curve, yet requires a long adjusting time. Therefore, for the upper limb rehabilitation training robot, the prediction function control can realize smooth control and high control precision.

![Figure 5. Comparison of control effects of two control strategies.](image)

5. Conclusion
In conclusion, decoupling system and prediction model based on SVM generalized inverse system and original system, as well as prediction function method based on PSO optimized control sequence are used in upper limb rehabilitation training robot with posture adjustment function, therefore, movement
tracking with high precision can be realized. The application of generalized inverse system in decoupling can help to simplify controller and avoid complicated resolving process. The closed-loop controller of prediction function, which is based on SVM identification prediction model and PSO optimized control sequence, further improve the robustness of the system. The experimental results show that the structure of the improved algorithm is simple, there is no need to adjust the parameters online, and it is easy to be realized by rehabilitation training.
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