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Abstract: Automatically generating a building footprint from an airborne LiDAR point cloud is an active research topic because of its widespread usage in numerous applications. This paper presents an efficient and automated workflow for generating building footprints from pre-classified LiDAR data. In this workflow, LiDAR points that belong to the building category are first segmented into multiple clusters by applying the grid-based DBSCAN clustering algorithm. Each cluster contains the points of an individual building. Then, the outermost points of each building are extracted, on which the recursive convex hull algorithm is applied to generate the initial outline of each building. Since LiDAR points are irregularly distributed, the initial building outline contains irregular zig-zag shapes. In order to achieve a regularized building footprint that is close to the true building boundary, a signal-based regularization algorithm is developed. The initial outline is first transformed into a signal, which can reveal the wholistic geometric structure of the building outline after applying a denoising procedure. By analyzing the denoised signal, the locations of corners are identified, and the regularized building footprint is generated. The performance of the proposed workflow is tested and evaluated using two datasets that have different point densities and building types. The qualitative assessment reveals that the proposed workflow has a satisfying performance in generating building footprints even for building with complex structures. The quantitative assessment compares the performance of signal-based regularization with existing regularization methods using the 149 buildings contained in the test dataset. The experimental result shows the proposed method has achieved superior results based on a number of commonly used accuracy metrics.
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1. Introduction

Building footprints, which reveal the geographic location and the geometric structure of buildings, play an important role in many applications, such as urban population estimation, urban planning, emergency response preparation, and infrastructure development [1,2]. According to Open Geospatial Consortium [3], building footprint is one of the five types of building models used in CityGML, a widely accepted data standard for urban models. These five types correspond to five different levels of details (LoD), ranging from LoD0 to LoD4, with the geometric and semantic complexity increase. LoD0 is the building footprint, a two-dimensional (2-D) model that delineates the area of a projected site used by the building structure. LoD1 is the prismatic model that combines the footprint with height. LoD2 model evolves from prismatic shape to simplified rooftop, and LoD3 adds more outdoor detail, such as windows and doors. LoD4 is the architecturally detailed model with outdoor and indoor features [4,5]. Regardless of which LoD is needed by an
application, acquiring an accurate building footprint (LoD0 building model) is either the objective or the first and the most fundamental step in constructing building models.

Because of its importance, many techniques were introduced to create building footprints. Traditional manual digitalization is an approach to interactively create building footprints directly from architecture blueprints, remotely sensed satellite, or airborne imagery. However, the involvement of human labor makes this process extremely time-consuming, expensive, and subjective. Some researchers attempted to automatically extract footprints from remotely sensed imagery [1,6,7], but the existence of relief displacement and the appearance of shadows in the imagery are the main challenges encountered by these approaches [2]. Additionally, the lack of three-dimensional (3-D) information makes it difficult to elevate the extracted building footprint to higher-level building models.

Airborne light detection and ranging (LiDAR) technology, on the other hand, is an activate remote sensing technology that captures the 3-D measurements of geographic feature in the form of point cloud with high density and high accuracy. By emitting the dense laser pulse and detecting returned pulse from airplane, the 3-D measurements of ground object in a large area can be rapidly collected in a short period of time. Although it may still suffer from the occlusion between adjacent objects and result in an incomplete measurement, the collected 3-D point cloud is free from the effect of relief displacement and illumination shadow [2] and thus makes the LiDAR point cloud a promising data source for extracting building footprint.

Creating building footprints using raw LiDAR datasets requires the point cloud of each individual building to be first extracted. This procedure usually involves the classification and segmentation of the raw point cloud, which by themselves are challenging research topics, which are not the concentration of this paper. Instead, our primary focus is the algorithms for generating building footprint given the point cloud of buildings.

Generating the footprint for a building using its corresponding point cloud can be further divided into two steps: (1) delineating the initial outline of a building; (2) regularizing the initial outline to be an acceptable building footprint. The objective of step 1 is to derive an outline polygon that encloses the LiDAR points belonging to that building, with an aim to approximately preserve the 2-D shape of the building, as demonstrated by Figure 1A, which shows a 2-D view of the LiDAR point cloud of a single building and its derived initial outline (in black line). From Figure 1B, the magnified view of a portion of Figure 1A, it can be observed that the initial outline is a polygon that is formed by connecting the outermost LiDAR points of the building. Since the points are irregularly spaced, the derived initial outline inevitably has an irregular pattern, which causes the straight building edge to appear in the jagged form, i.e., with the zig-zag shape. As a result, the initial building outline cannot serve as an acceptable building footprint and is often referred to as “irregular building outline” or “raw building boundary” in the literature. Therefore, the objective of step 2 is to straighten the irregular zig-zag shape and achieve an acceptable building footprint, i.e., the regularization of the initial outline.

In this paper, we present an automatic workflow to generate building footprint using the pre-classified airborne LiDAR point cloud. This workflow involves two algorithms, recursive convex hull and signal-based regularization, which complete the two aforementioned steps, respectively. The rest of this paper is organized as follows: Section 2 first explains the challenges of each step, then review the existing approaches and discusses their advantages and limitations. Section 3 describes the methodology. Section 4 provides experimental results. Section 5 discusses the main factor that affects the accuracy of results and Section 6 provides the conclusion.
The two steps of building footprint generation face two different challenges. The challenge for step 1 comes from the concavity of the building’s 2-D shape. Some buildings’ outlines are convex polygons for which the initial outlines can be generated directly from LiDAR points by using the well-established convex hull algorithm [8]. However, a great number of buildings have outlines in the form of concave polygons, such as the one in Figure 1, for which there is no obvious solution to generate their initial outlines.

The challenge of step 2 is to eliminate the zig-zag shape without losing the geometric fidelity of the building footprint. Buildings are manmade objects with specific geometric characteristics, such as the straight edge and vertical angle at the corner. Unlike the general polygon simplification, the building outline regularization needs to retain these characteristics while removing the zip-zag shape. The well-established edge-collapse-based map simplification approaches, such as Douglas–Peucker (D-P) algorithm [9], are not appropriate for regularizing the initial building outline since it may eliminate critical corners and therefore cannot preserve the sharp feature of the building’s shape.

In an attempt to tackle the challenge of step 1, i.e., derive an appropriate initial building outline, whether it is concave or convex, Sampath and Shan [10] adopted the algorithm proposed by Jarvis [11], which is a modified convex hull algorithm that limits the searching space to a circular neighborhood. Their approach is successful in generating the concave outline for most buildings. However, experimental results showed that the algorithm could fail in some cases due to the uneven distribution of the LiDAR points. Some other researchers delineated the initial outline through the triangulated irregular network (TIN) derived from LiDAR points [12,13]. The triangular mesh is first created using the point cloud of both ground and buildings. Then, the triangles located at the boundary between a building and the ground are used to derive the initial building outline. Their approach is relatively effective but not efficient because creating the triangular mesh using a large number of points can be time-consuming, given also the point cloud they used contains not only buildings points but also the ground points. Instead of creating a triangular mesh, Zhou and Neumann [14] overlaid a grid mesh over the building point cloud and used the points inside the outermost grid cells to estimate the building outline. Their approach improved computational efficiency, but there is no guarantee that every point of the building is enclosed within the generated initial outline polygon [14]. Most other researchers adopted the $\alpha$-shape determination algorithm [15] to derive the initial building outline [16]. The $\alpha$-shape is a concept introduced to mathematically define the possible shape that a set of points may represent. The parameter $\alpha$ determines whether the shape is concave or convex. If an appropriate value for the $\alpha$ is set, the $\alpha$-shape algorithm can be effective in generating reliable outline polygons using the LiDAR points of a building.

**Figure 1.** (A) The point cloud of a building and its derived initial outline. (B) The magnified view of the initial outline.
However, the $\alpha$-shape determination algorithm can be computationally costly for very high-density LiDAR data because all points of a building are used as input to the algorithm.

Most techniques mentioned above can handle the initial building outline generation task effectively, but may not always efficiently, given that the LiDAR point density and the resultant amount of data are increasing rapidly with the constant advancement of LiDAR technology. In this paper, instead of using all the points of building, we present an approach that only uses the outermost points, a small portion of all points of the building, to generate the initial outline more effectively.

For the purpose of solving the challenge in step 2, some approaches were proposed based on the assumption that the building edges are either parallel or perpendicular to one particular direction, namely “principal direction” or “dominant direction”. Therefore, these approaches were designed to first determine the principal direction, then align all the line segments that constitute the initial outline to be either parallel or perpendicular to the principal direction [2,10,17]. For example, Sampath and Shan [10] first clustered the consecutive line segments that have similar slopes into the same set and all these sets are further divided into “horizontal” and “vertical” groups based on their slopes. The principal direction can be then determined using the least-squares approximation with the constraint that the slopes of the two groups are perpendicular to each other. Alharthy and Bethel [17], on the other hand, built a histogram using the slope angle of all the line segments in the initial building outline and then determined the principal direction by looking for the peaks in the histogram. For the buildings whose footprint satisfies the “principal direction assumption”, their histogram built from the initial outline should contain two peaks, which represent two directions that are perpendicular to each other.

However, the “single principal direction assumption” may not be valid, especially for buildings with complicated structures. Zhou and Neumann [14] further extended this approach by looking for multiple principal directions from the histogram of angles, but the correct peaks may not be easily identified when the initial building outline is severely affected by the zig-zag shape. Widyaningrum [18] modified the traditional Hough Transform by introducing the ordered points to find not only the principal direction but also all other directions of the building edges. Instead of looking for principal direction, another group of researchers treated the building outline regularization as an optimization problem [16,19–21]. Their intention was to achieve a regularized building outline that is neither too complicated nor over-simplified by optimizing a loss function that equals a weighted sum of the complexity, residual error, and geometric regularity measurements. Too complicated polygons, such as the initial building outline that contains a zig-zag shape, would have a high value for complexity measurement; over-simplified polygons, such as polygons that cannot correctly preserve the building’s shape, would have a high error residual measurement. The introduction of geometric regularity measurements would cause the resulting regularized outline to favor orthogonality and parallelism. The balance between these measurements could be achieved when the loss function is optimized. Unlike the Douglas–Peucker algorithm, which only considers the distance between the vertices and polylines, the design of the loss function took more aspects into consideration, i.e., the outline complexity, error residual, and the wholistic shape regularity that includes directional repeatability and the regular angle transition. However, the performance of these approaches heavily relies on carefully selected weights for each measurement.

Other researchers chose to regularize the building outline by first looking for critical points, corresponding to the position of building corners [22,23]. Awrangjeb [22] first applied edge smoothing to an initial building outline and then estimated the location of the building’s corner by examining the curvature along the smoothed outline. Xu et al. [23] proposed the “Chord Height Ratio” method, which uses the distance between a point and the line formed by its adjacent points as criteria to determine if the point is a building corner. Once the positions of building corners are determined, the initial building outline can be decomposed into multiple segments. All the vertices between each two consecutive building corners are grouped into one segment and then used to fit straight lines, from
which the regularized building footprint can be assembled. Awrangjeb [22] further discussed a procedure that detects the missing corners from the fitted lines with residual error larger than a threshold. The performance of this type of method highly depends on the correctness of estimated building corners. Even though Xu et al. [23] and Awrangjeb [22] use different criteria to estimate the location of building corners, their approaches are based on the local geometric characteristics of the initial building outline. In this paper, instead of analyzing the local geometric characteristic in two-dimensional (2-D) space, a signal-based regularization algorithm is introduced to analyze the holistic geometric structure of the building footprint using a one-dimensional (1-D) discrete signal derived from an initial building outline and estimate the position of building corners with unsupervised classification.

3. Methodology

3.1. Data Pre-Processing

The airborne LiDAR dataset used in this study has been point-wisely classified into different classes (such as ground, vegetation, building, and noise). After the points for building classes are separated from those of other classes, they include points for all buildings in the covered area. Therefore, clustering is first conducted to extract the points of each building. Cluster methods such as K-means and Gaussian Mixture Distribution Cluster could not be used for this task because these methods require the number of buildings as an input parameter, which is unknown ahead of time in most cases. Theoretically, cluster methods such as Mean-Shift, Agglomerative Clustering, and Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [24] that do not need the number of clusters as an input parameter can be used to solve this problem. However, all these algorithms are based on calculating the distance between the points and are thus time-consuming due to the enormous number of LiDAR points involved. To achieve efficient clustering, the grid-based DBSCAN algorithm is adopted. All the points are first divided into the 2-D grid on the x-y plane, then the DBSCAN clustering is conducted on the non-empty grid cells that contain points. Once all cells are assigned with a cluster id, the points inside the cells are grouped into the same segment if their associated cells share the same cluster id. For example, Figure 2 shows the 2-D view of the point cloud of three buildings. After the points are divided into a grid, the empty grid cells that do not contain points are discarded and all the non-empty grid cells are separated into three clusters by the DBSCAN algorithm (denoted in red, blue, and green). The points contained in these cells are grouped into three segments accordingly, each of which represents an individual building. Since this procedure uses the grid cells as input, whose amount is much less than that of points, its computational efficiency increases significantly compared to the point-based cluster algorithms.

![Figure 2. Examples of the grid-based DBSCAN algorithm.](image-url)
3.2. Initial Building Outline Generation

After the point cloud of each individual building is extracted, the next step is to generate the initial outline. Our approach consists of two parts: (1) extract the outermost points of building, (2) use the outer points as the input of the recursive convex hull algorithm to generate the initial outline.

3.2.1. Extraction of Outermost Points

There are two methods introduced here to extract the outermost points. The first one is the multiple-return based method. Multiple-return is a characteristic of linear-mode LiDAR sensors, meaning that one emitted laser pulse could result in multiple received laser pulses. This is because the linear-mode LiDAR emits a laser pulse that has a circular footprint with a certain diameter. When the emitted pulse hit multiple objects with different altitudes, the LiDAR receiver may detect multiple return pulses. As demonstrated in Figure 3, the laser pulse may first hit the eaves of a building before it reaches the ground, generating two returns, one coming from the building eave, and the other from the ground. These two returns are recorded as two 3-D points in the LiDAR dataset, both of which are called “multiple-return points”. Their return number is also stored as an attribute of the point. In this case, the point from the building’s eave has a return number that equals 1 and the other point’s return number equals 2.

![Figure 3](image)

Figure 3. Examples of multiple returns. An emitted laser pulse causes two returns, corresponding to two different LiDAR points. One is for eaves; the other one is for ground.

The multiple-return property provides a convenient way to extract the points located at the building’s eave. The outermost building points can be easily extracted by selecting the multiple-return points that are classified as building. Figure 4B demonstrates such an example, the multiple-return points extracted are the outermost points of the building.

![Figure 4](image)

Figure 4. Initial building outline generation: (A) LiDAR point cloud of an individual building (2-D view). (B) Extracted outermost points. (C) Convex polygon generated after applying convex hull algorithm only once. (D) The concave polygon generated by removing spurious line after applying the recursive convex hull algorithm on the deviated points.
There are certain cases in which the multiple-return points are not located at the building’s outermost eave. These points may come from chimneys, attics, or other internal objects with their height extruded above the roof. These internal multiple-return points can be removed by checking the point density of their neighborhood region. Since the internal points are surrounded by other points, the point density of their neighborhood is higher than that of the outermost points.

Since the linear-mode LiDAR is the most widely used airborne commercial LiDAR system at present, the multiple-return based method can be used for most datasets. However, it is observed that some buildings’ eave does not have multiple-return points due to the LiDAR scanning direction. Furthermore, some recently invented LiDAR systems such as Geiger mode LiDAR or single-photon LiDAR do not have the capability to collect multiple return points. In these cases, the second method is introduced to handle these situations.

The primary procedure of the second method is to check the neighborhood region of each building point. If a point is classified as a building point and it has at least one non-building point falling into the circle centered at the point, it is extracted as the outermost point of a building. The second method can be applied to any pre-classified LiDAR point cloud, with or without multiple returns property, but is computationally less efficient.

3.2.2. Recursive Convex Hull Algorithm

After the outermost points are extracted from a building’s point cloud, they form a set of unordered points instead of a polygon that consists of vertices connected sequentially. Therefore, the next step is to organize the extracted outermost points to form the initial building outline.

As mentioned previously, the traditional convex hull algorithm is not suitable for generating building outlines because many building outlines are concave polygons. To overcome this problem, we adopt an algorithm that recursively makes use of the traditional convex hull algorithm to generate the correct building outline polygon, whether it is concave or convex. A similar idea was used in biology research [25] but has not been used for building footprint generation in existing algorithms.

Taking the building in Figure 4A as an example, its outline is a concave polygon. After applying the convex hull algorithm to the outermost points in Figure 4B only once, the polygon generated (Figure 4C) is apparently not correct since it does not preserve the concave shape at the bottom right corner and some of the outermost points are not on the generated polygon but relatively far from it.

These points that are far from the generated polygon are named “deviated points” and the corresponding line segment that is nearest to the deviated points is defined as a “spurious line”. The deviated points are identified by finding the points that have a distance to their nearest line segment in the polygon greater than a threshold. Then, the convex hull algorithm is applied again only to the deviated points, which generates another small convex polygon, part of which overlaps with the spurious line. When the overlapped part is removed, a new concave polygon (Figure 4D) that correctly preserves the building shape can be formed by combining the remaining lines of polygons. In cases where the building has a very complex outline, it may need to apply multiple iterations of the recursive convex hull algorithm until no “deviated points” can be detected.

By extracting the outermost points and using the recursive convex hull algorithm, the initial building outline can be correctly generated with improved efficiency because the input data (the outermost points) are only a small fraction of the original point cloud. Meanwhile, the time complexity of the recursive convex hull algorithm remains the same as that of the traditional convex hull algorithm (i.e., $O(n \times \log(n))$).

3.3. Signal Based Regularization

Following the initial building outline generation, the next procedure is the outline regularization. Unlike most existing approaches that achieve the outline regularization in the 2-D space, the signal-based regularization method developed in this paper tackles this
problem from a very different perspective by using the 1-D discrete signal. This algorithm consists of four steps. Firstly, the 2-D initial building outline derived above is transformed into a 1-D discrete signal by calculating the angular deviation at each vertex. Secondly, a denoising procedure is applied to the discrete signal, which results in a noise-reduced signal that aims to represent the holistic geometric structure of the building footprint. Thirdly, unsupervised data clustering is applied to determine the position of the building corner. In the end, the initial building outline is decomposed into multiple parts based on the location of building corners. Each part is mathematically fitted with a straight line, and the final building footprint is reconstructed by assembling these straight lines.

### 3.3.1. Transforming Initial Building Outline to Discrete Signal

The 1-D discrete signal is essentially a function whose domain is the set of integers. Transforming the initial building outline to a signal is a process of calculating the function value. The detailed procedure is as follows. (1) A random vertex of the initial building outline is selected as the starting point and its index is assigned to be 1. (2) The indices of the other vertices can be determined consecutively based on their order in the initial building outline. (3) Since each vertex connects two adjacent line segments, the angular deviation between the directions of the two line segments is used to formulate the signal. For example, Figure 5A shows an initial building outline and Figure 5C is the magnified view of vertices number 13 and number 14. The angular deviation is 25.41 degrees (clockwise) at vertex 13 and –27.77 degrees (counterclockwise) at vertex 14. Correspondingly, the value of the signal at 13 and 14 are assigned to be 25.41 and –27.77, respectively, as shown in the magnified view of the transformed signal (Figure 5D). Figure 5B is the plot of the entire transformed signal.

![Initial Building Outline](image1)

![Angular Deviation Signal](image2)

![Magnified View of Outline](image3)

![Magnified View of Signal](image4)

**Figure 5.** Transforming the initial building outline to discrete signal. (A) The initial outline of a building; (B) The entire plot of the transformed signal; (C) The magnified view of angular deviations at vertex number 13 and number 14; (D) The magnified view of the signal plot when index equals to 13 and 14.
The transformed signal is referred to as the angular deviation signal and formally denoted by \( r[i] \), where \( i \) is an integer that represents the indices of the vertices. Therefore, the signal value at 13 and 14 in Figure 5 are denoted as \( r[13] = 25.41 \) and \( r[14] = -27.77 \). If an initial building outline consists of \( n \) vertices, the values of \( r[1] \) to \( r[n] \) are equal to the angular deviations at vertices, whereas the value of \( r[i] \) is equal to 0 when \( i \leq 0 \) or \( i > n \).

Compared to the 2D polygon, the angular deviation signal provides a simpler way to represent the geometric structure of a building outline. Taking the simulated building outline in Figure 6A as an example, it contains no zig-zag shape and therefore its transformed signal (Figure 6B) has a special pattern, namely 6 spike pulses representing 6 building corners. The indices of the spike pulses are therefore the indices of vertices that represent the building corners.

**Figure 6.** Simulated building outline and corresponding angular deviation signal. (A) The simulated building outline that contains no zig-zag shape; (B) The corresponding angular deviation signal.

The angular deviation signal in Figure 5A does not have such a clear pattern to help locate the building corners due to noise caused by the zig-zag shape. In the following section, a denoising procedure is introduced to retrieve such a pattern.

### 3.3.2. Denoising

Gaussian Smoothing is used as the denoising technique. It is achieved by convoluting the Gaussian smoothing signal with the signal containing noise, formally defined as:

\[
(r * g)[i] = \sum_{m=-\infty}^{\infty} r[i-m]g[m],
\]

where \( r[i] \) is the signal containing noise and \( g[i] \) is the Gaussian smoothing signal that is derived from Gaussian distribution. \( (r * g)[i] \) represents the denoising result. According to Equation (1), the signal value of \( (r * g)[i] \) is essentially the weighted sum of signal \( r \). The weight is determined by the Gaussian distribution. The parameters of the Gaussian distribution determine the smoothness of the resulting signal.

Figure 7 displays the original angular deviation signal and the result after applying Gaussian Smoothing. The noise in the original signal has been significantly reduced and a total of 8 major pulses appear in the resulting signal (Figure 7B). These 8 pulses correspond to the 8 corners of the original building outlined in Figure 5A and therefore are named as “corner pulse”.

It is found that the Gaussian smoothing not only removes noise but also eliminates the pulses that represent the subtle structure of the building outline. For example, Figure 8A shows an initial building outline with U-shape. It is expected to have two corresponding pulses on the denoised signal. However, after applying Gaussian smoothing, the denoised signal (Figure 8E) shows only one pulse whereas the building outline consists of two corners. This is because these two corners are close to each other, and the distance of their corresponding pulses is shorter than the length of the Gaussian smoothing signal, which makes the two pulses merge into one during the convolution. To correct this problem, an important operation named “insertion” is introduced.
Figure 7 displays the original angular deviation signal and the result after applying Gaussian Smoothing. The noise in the original signal has been significantly reduced and a total of 8 major pulses appear in the resulting signal (Figure 7B). These 8 pulses correspond to the 8 corners of the original building outlined in Figure 5A and therefore are named as "corner pulse.

Figure 7. Gaussian Smoothing. (A) Angular Deviation Signal. (B) The denoised signal after applying Gaussian Smoothing.

It is found that the Gaussian smoothing not only removes noise but also eliminates the pulses that represent the subtle structure of the building outline. For example, Figure 8A shows an initial building outline with U-shape. It is expected to have two corresponding pulses on the denoised signal. However, after applying Gaussian smoothing, the denoised signal (Figure 8E) shows only one pulse whereas the building outline consists of two corners. This is because these two corners are close to each other, and the distance of their corresponding pulses is shorter than the length of the Gaussian smoothing signal, which makes the two pulses merge into one during the convolution. To correct this problem, an important operation named "insertion" is introduced.

Figure 8B displays the resulting polyline after applying the insertion operation to the initial building outline in Figure 8A. The original LiDAR points are marked with circles and extra vertices (marked with dots) were inserted between two adjacent LiDAR points with a specified distance interval. As the result, the length of the transformed angular deviation signal (Figure 8D) is prolonged compared to the original one (Figure 8C). After Gaussian smoothing, the denoised signal (Figure 8F) now has 2 major pulses, corresponding to the 2 corners in original building outline.

The insertion operation does not alter the geometry structure of the initial building outline but can effectively prevent the Gaussian smoothing from eliminating the subtle structure in the signal. Therefore, the insertion operation is always applied before the Gaussian smoothing.

3.3.3. Identifying Building Corner

The denoising procedure can reduce the noise but still cannot produce the ideal noise-free signal similar to the one displayed in Figure 6B. In Figure 6B, each pulse representing the building corner is a spike that is made of only one non-zero value and therefore has a width equal to one, whereas the corner pulses in Figures 7B and 8F usually consist of multiple non-zero values and have a width larger than one. Additionally, the peak index of the corner pulse in the ideal signal in Figure 6B can precisely indicate the vertex that corresponds to a building corner, whereas the peak index of the corner pulse in Figures 7B and 8F only indicates the vertex close to building corner.

However, the corner pulses in Figures 7B and 8F are still very useful because the approximate building corner locations they provide can be used to decompose the initial building outline into multiple segments. Each segment represents a straight building
Figure 8B displays the resulting polyline after applying the insertion operation to the initial building outline in Figure 8A. The original LiDAR points are marked with circles and extra vertices (marked with dots) were inserted between two adjacent LiDAR points with a specified distance interval. As the result, the length of the transformed angular deviation signal (Figure 8D) is prolonged compared to the original one (Figure 8C). After Gaussian smoothing, the denoised signal (Figure 8F) now has 2 major pulses, corresponding to the 2 corners in original building outline.

The insertion operation does not alter the geometry structure of the initial building outline but can effectively prevent the Gaussian smoothing from eliminating the subtle structure in the signal. Therefore, the insertion operation is always applied before the Gaussian smoothing.

### 3.3.3. Identifying Building Corner

The denoising procedure can reduce the noise but still cannot produce the ideal noise-free signal similar to the one displayed in Figure 6B. In Figure 6B, each pulse representing the building corner is a spike that is made of only one non-zero value and therefore has a width equal to one, whereas the corner pulses in Figures 7B and 8F usually consist of multiple non-zero values and have a width larger than one. Additionally, the peak index of the corner pulse in the ideal signal in Figure 6B can precisely indicate the vertex that corresponds to a building corner, whereas the peak index of the corner pulse in Figures 7B and 8F only indicates the vertex close to building corner.

However, the corner pulses in Figures 7B and 8F are still very useful because the approximate building corner locations they provide can be used to decompose the initial building outline into multiple segments. Each segment represents a straight building edge. For example, in Figure 7B, the peaks of the first two corner pulses have indices equal to 48 and 157. Therefore, the vertices whose indices are between 48 and 157 can be used to estimate the parameters of the straight edge connecting these two adjacent corners. In this way, the initial building outline can be disassembled into multiple segments and a final regularized building footprint can be assembled using these straight lines segments.

Based on the description above, identifying the corner pulses from the denoised signal is an important part of the signal-based regularization workflow. In Figure 7B, the identification of the corner pulses can rely on visual interpretation because the amplitude of these 8 pulses is clearly larger than the small-scale fluctuation. However, for cases where the signal is still severely affected by the noise even after Gaussian smoothing, using the amplitude of the pulse as the only criterion to find the corner pulse may not be reliable. Therefore, a clustering-based method is introduced to identify the corner pulses.

The first step of the clustering-based method is to obtain the absolute value of the denoised signal, as shown in Figure 9D. By doing this, the resulting signal can be viewed as a series of pulses with a positive amplitude. The endpoints of each pulse are determined by the indices with local minimum signal value. Each pulse of signal usually has a width larger than 1 and therefore corresponds to multiple vertices in the initial building outline. Taking Figure 9D as an example, the denoised angular deviation signal from 306 to 323 consists of two adjacent pulses. One pulse is from 306 to 318 and the other one is from 318 to 323. Each of these pulses corresponds to a portion of the initial building outline, as displayed in Figure 9B. Based on the plot of the portion, it can be observed that only the first pulse corresponds to a building corner, i.e., it is a corner pulse, and the second pulse is not.
Figure 9. Subdivide the denoised signal and calculate features. (A) The initial building outline; (B) the portion of the initial building outline from vertex number 306 to 327; (C) the denoised signal (absolute value); (D) the magnified view of the denoised signal from 306 to 327.

In order to automatically identify the corner pulses, two features are computed for each pulse and its corresponding portion in the initial building outline, namely the angular accumulation and the nonlinear indicator. The angular accumulation of a pulse is calculated by summing all the signal values within the range of this pulse. For example, the angular accumulation of the left pulse in Figure 9D equals the sum of all the signal values between 306 and 318, which equals 178.79. The second feature, the nonlinear indicator, is calculated using the procedure described as follows. (1) Applying the principal component analysis (PCA) to the vertices corresponding to the pulse using their x and y coordinates as input variables, i.e., the coordinates of vertices in the rectangle in Figure 9B. PCA can generate 2 eigenvalues, \( \lambda_1 \) and \( \lambda_2 \), with \( \lambda_1 > \lambda_2 \). (2) \( \lambda_2 / (\lambda_1 + \lambda_2) \) is used as the nonlinear indicator because it represents the percentage of the variance of the second component, which is also closely related to the linearity of input data samples (vertices). If all the vertices approximately form a straight line, \( \lambda_2 / (\lambda_1 + \lambda_2) \) would be very close to 0. If not, it would be larger. For a corner pulse (such as the left pulse in Figure 9D), its angular accumulation is likely to be relatively large because the angular deviation at the corner is relatively large (close to 90 degrees in this case), and its nonlinear indicator is also expected to be large because the corresponding vertices do not form a straight line. On the contrary, if a pulse is not a corner pulse (such as the right pulse in Figure 9D), the angular accumulation tends to be around 0, and its nonlinear indicator should be close to 0.

Once the two features are calculated and normalized into the range between 0 and 1, the DBSCAN clustering algorithm is used to separate the corner pulses from the others. Figure 10 displays the feature plot that shows the result of clustering. Every dot corresponds to a pulse with its x coordinate equal to the normalized angular accumulation and y coordinate equal to its normalized nonlinear indicator. As a result, two clusters are formed, with the red dots located near the origin, and the blue dots spread around and away from the origin. As mentioned previously, a pulse with high angular accumulation and a high nonlinear indicator is more likely to be a corner pulse. Therefore, all the dots around the origin point (red dots) are classified as “no corner”, whereas the other dots (blue dots) are classified as “corner”. With the peaks of the pulses that are classified as
“corner” being marked on the plot of the denoised signal with blue dots (Figure 11B), and their corresponding vertices also being marked on the initial outline (Figure 11A), all the building corners can be successfully identified.

![Figure 10. The result of clustering. The Y-coordinate of each dot is the normalized nonlinear indicator. X-coordinate represents the normalized angular accumulation.](image)

![Figure 11. The location of the identified building corner on initial outline and their corresponding position on the plot of the signal. (A) All the 8 corners are marked with blue dots; (B) all the peaks of 8 corner pulses are marked with blue dots.](image)

3.3.4. Reconstructing Building Footprint

After the corner pulses are identified, the approximate locations of their corresponding building corners can be determined. The last step is to reconstruct a regularized building footprint. As mentioned previously, using the approximate corner locations provided by corner pulses, the initial building outline can be decomposed into multiple parts, each of which consists of several vertices that could form a straight building edge. The coordinates of these vertices are used as the input of the least square approximation to derive the parameters of a straight line. Each two adjacent straight lines have an intersection. Subsequently connecting these intersections results in a regularized building outline without the zig-zag shape, as displayed in Figure 12A.
3.3.4. Reconstructing Building Footprint

After the corner pulses are identified, the approximate locations of their correspond-
ents are used as the input of the least square approximation to derive a direction adjustment procedure that is described below. (1) The direction of every line segment in Figure 12A is first calculated and represented by a vector. (2) The angular deviation between every two vectors is calculated. If two vectors are approximately perpendicular or parallel to each other, they are put into the same group. For the vector that is not approximately perpendicular or parallel to any other vectors, it forms a group by itself. In this way, all the vectors are divided into groups. (3) For the groups that contain more than one vector, an average direction is calculated. If the perpendicularity exists between the vectors inside that group. The 90-degree rotation is first performed on those vectors that are approximately perpendicular to most of the other vectors before calculating the average direction. (4) The average direction is used to replace the original direction of the line segment (or rotate 90 degrees if needed), then parallel and perpendicular relationship between the line segments can be recovered, as displayed in Figure 12B. For the vectors that form a single group by themselves, they usually represent an oblique building edge, whose direction will be preserved.

4. Experiment Results

4.1. Test Dataset

In order to evaluate the performance of the proposed method, the airborne LiDAR dataset collected at Santa Rosa, CA [26] and the ISPRS benchmark dataset for Toronto [27] are used as the test datasets. All the dataset has already been pre-classified. The height-based colorized point cloud of buildings in each dataset on top of airborne imagery is shown in Figures 13A and 13B, respectively.

The reason for choosing these two datasets is that we want to evaluate the performance of the algorithms on datasets with different point densities and different building types. Based on the basic information provided in Table 1, the Santa Rosa dataset contains 115 buildings with a point density of 13.75 points/m², whereas the Toronto dataset contains 34 buildings with a much lower point density that equals 5.95 points/m². Additionally, the buildings in the Santa Rosa dataset have relatively low heights, whereas the buildings in Toronto dataset are mainly high-rise buildings in the city. It is expected that the diversity of test datasets can help to test the robustness of the algorithms.
Since the grid based DBSCAN is adopted in this study, it is found that the appropriate value of this parameter is closely related to the average spacing of a point cloud. An acceptable result can be achieved when the cell size is within the range \([2 \times \text{avs}, 5 \times \text{avs}]\). In this study, based on multiple experiments, it is found that the cell size that equals \(4 \times \text{avs}\) can lead to optimal results. The original DBSCAN clustering has two parameters, epsilon and minPts. Epsilon is the parameter specifying the radius of a neighborhood. minPts specifies the minimum number of neighbor points required to be a core point. Since the grid based DBSCAN is adopted in this study, epsilon is not used. Instead, the eight neighbor grid cells are used to define the neighbor points required to be a core point.

### Table 1. Basic information of test dataset.

| Area       | Point Density | Building Number |
|------------|---------------|-----------------|
| Santa Rosa | 13.75 points/m\(^2\) | 115             |
| Toronto    | 5.95 points/m\(^2\)  | 34              |

#### 4.2. Parameter Setting

The grid based DBSCAN clustering, i.e., data pre-processing, is the first part of the workflow. One parameter is needed for grid generation, namely the cell size of the grid. In practice, it is found that the appropriate value of this parameter is closely related to the average spacing (avs) of a point cloud. An acceptable result can be achieved when the cell size is within the range \([2 \times \text{avs}, 5 \times \text{avs}]\). In this study, based on multiple experiments, it is found that the cell size that equals \(4 \times \text{avs}\) can lead to optimal results. The original DBSCAN clustering has two parameters, epsilon and minPts. Epsilon is the parameter specifying the radius of a neighborhood. minPts specifies the minimum number of neighbor points required to be a core point. Since the grid based DBSCAN is adopted in this study, epsilon is not used. Instead, the eight neighbor grid cells are used to define the neighbor area. Similarly, minCells is used to replace minPts. Its value is set to be 2, meaning that the cell with at least two non-empty neighbor cells is the “core cell”.

After clustering, the recursive convex hull algorithm is applied to the outermost points of each building to generate their initial building outline. The threshold that is used to determine if a polygon has spurious lines is the only parameter in this part. It is noticed that this threshold is also closely related to the average spacing of a point cloud. Based on our experiments, it is found that \(3 \times \text{avs}\) is the most appropriate value for this threshold.

In terms of the signal-based regularization, there are three parameters in this procedure. The first two parameters are used in the Gaussian Smoothing, which are the standard deviation (sd) and the length (len) of the Gaussian smoothing signal. The value of sd and len directly affect the results of smoothing. A relatively larger value of sd and len can allow Gaussian smoothing to remove more noise and make the resulting signal smoother. However, a too smoothed signal also may cause the subsequent procedure to fail in identifying the corner pulses. The third parameter \(\epsilon\) is used by the clustering algorithm DBSCAN. The value of \(\epsilon\) affects the accuracy of building corner identification. Its reasonable range is from 0 to 1. However, a too large value of \(\epsilon\) would cause DBSCAN fail to detect any building.
corners and a too-small value can lead to false detection. For different test datasets, the parameter of signal-based regularization may be different due to the different point densities and different building types. Table 2 lists the optimal parameters for two test datasets.

Table 2. Parameter setting of signal-based regularization.

| Area       | sd | len | ε   |
|------------|----|-----|-----|
| Santa Rosa | 1  | 36  | 0.25|
| Toronto    | 1  | 24  | 0.2 |

4.3. Result and Evaluation

The evaluation is divided into three parts, which correspond to the three parts of the methodology. Firstly, the result of the data pre-processing is evaluated by checking if the point cloud of each individual building can be properly separated from the others. There are two possible clustering errors (1) the point cloud of two nearby buildings is grouped into one cluster; (2) the point cloud of a single building is grouped into multiple clusters. The clustering results are shown in Figure 14, in which the points are colorized with the same color if they share the same cluster id. Based on the qualitative visual examination, the point clouds of all buildings in the test datasets are all correctly separated without any mistakes.

Figure 14. Points colorized according to its cluster id. Each cluster represents a building. (A) Toronto; (B) Santa Rosa.

Secondly, the performance of the initial building outline generation algorithm is evaluated by checking if the generated initial building outline correctly preserves the approximate geometric shape of the building boundary. The result is usually very satisfying if the point cloud of each building is correctly extracted, and the parameters are appropriately set. Some researchers introduced quantitative indices to measure the performance of the initial building outline generation [22]. However, given the fact that the indices are usually close to 100%, it is not necessary to quantitatively measure the performance of the initial outline generation. The results of initial building outline generation for Toronto and Santa Rosa datasets are displayed in Figure 15, from which it is observed that the initial building outlines generated correctly maintain the shape of the building boundaries. When the initial outline of a single building is magnified, the zig-zag shape can be clearly noticed.
The point cloud of each building is correctly extracted, and the parameters are appropriately set. Some researchers introduced quantitative indices to measure the performance of the initial building outline generation [22]. However, given the fact that the indices are usually close to 100%, it is not necessary to quantitatively measure the performance of the initial outline generation. The results of initial building outline generation for Toronto and Santa Rosa datasets are displayed in Figure 15, from which it is observed that the initial building outlines generated correctly maintain the shape of the building boundaries. When the initial outline of a single building is magnified, the zig-zag shape can be clearly noticed.

Figure 15. Initial Building Outline and magnified view. (A) Toronto. (B) Santa Rosa.

In order to evaluate the performance of signal-based regularization, the reference building footprint (the ground truth) is generated through onscreen manual digitization using LiDAR point cloud and airborne imagery. The qualitative evaluation is first conducted by visually comparing the regularized building footprint and the reference building footprint. Figure 16 displays the overview of all the building footprints generated by the signal-based regularization algorithm for the Toronto dataset and Santa Rosa dataset. In Figure 17, the magnified view of four representative buildings is presented along with their corresponding initial building outlines, regularized building footprints, reference building footprints, and D-P simplified outline. The first three building footprints are chosen from the Santa Rosa dataset and the last one from Toronto dataset. Overall, the regularized building footprints are almost identical to their ground truth. It is noticed that the second and the third example in Figure 17 as well as the building in the magnified view of Figure 16 do not meet the principal direction assumption. The regularized results for these buildings are quite satisfying, which demonstrates the signal-based regularization achieves its design goal and possesses the ability in generating the correct building footprint that does not have principal directions. Additionally, the second and the third initial building outline in Figure 17 are severely affected by the zig-zag shape. However, the resulting footprints of these buildings successfully recover the shape of building boundary and demonstrates the robustness of the signal-based regularization. The D-P simplified outline is also provided here for comparison. It is obvious that the general simplification not only fails to preserve the sharp feature of building boundary but also fails to eliminate some zig-zag shape.
resulting footprints of these buildings successfully recover the shape of building boundary and demonstrates the robustness of the signal-based regularization. The D-P simplified outline is also provided here for comparison. It is obvious that the general simplification not only fails to preserve the sharp feature of building boundary but also fails to eliminate some zig-zag shape.

Figure 16. Regularized Building Footprint and magnified view. (A) Toronto. (B) Santa Rosa.

Figure 17. Comparison of Initial Building Outline, Regularized Building Footprint, Reference Building Footprint and D-P Simplified Outline. The first three examples are in the Santa Rosa dataset. The last example is in Toronto dataset.
In addition to the qualitative evaluation, the quantitative evaluation is also performed to precisely measure the difference between regularized building footprint and ground truth. There are no unified quantitative metrics in the existing literature. Different researchers usually use different metrics and criteria to show the accuracy of their results. Some researchers do not even provide any quantitative evaluation. In this study, several most commonly used quantitative metrics are chosen to evaluate the performance of the signal-based regularization algorithm. Additionally, a relatively strict and uncommon quantitative evaluation metric, corner correspondence rate, is also adopted. A detailed description of all the metrics is provided as follows.

1. Intersection over Union (IoU).

\[ \text{IoU} = \frac{\text{Intersected area}}{\text{Area of union of building footprints}} \]  

It evaluates the percentage of the overlapped area between the regularized building footprint and the reference building footprint.

2. Corner Distance (CD).

\[ CD = \frac{1}{n} \sum_{i=1}^{n} \| V^R_i - V^s_i \| \]  

It measures the average distance between the corners of the reference building footprint and their corresponding corners in the automatically generated building footprint. \( V^R_i \) represents the coordinates of the corners in the reference building footprint. \( V^s_i \) stands for the coordinates of the corners in regularized building footprint. The number \( n \) is the total number of corners of the reference building footprint.

3. Corner Complexity Difference (CCD).

\[ \text{CCD} = \left| \frac{n_s - n_r}{n_r} \right| \]  

It measures the difference between regularized building footprint and ground truth in terms of the number of corners. \( n_s \) equals to the number of corners in the signal-based regularized building footprint. \( n_r \) equals to the number of corners in reference building footprint.

4. Corner Correspondence Rate

\[ \text{CCR} = \frac{n_c}{n_c + n_m + n_f} \]  

The corner correspondence rate measures the accuracy of the correct corners by considering both commission and omission errors. By comparing the corners of the regularized building footprint and those of the reference building footprint, a corresponding relation can be established. The corners that have the corresponding relation are regarded as “correct corners”. Their amount is represented by \( n_c \). The corners that exist in regularized building footprint but do not have the corresponding relation are regarded as “false corners”, whose amount is denoted by \( n_f \). Similarly, the corners in the reference building footprint that do not have the corresponding relation are regarded as “missing corners”, whose amount is \( n_m \).

Like much other research, the D-P algorithm is used as the baseline to quantitatively measure the performance improvement of signal-based regularization. The principal direction (P-D) approach [17] is also used in the evaluation.

Tables 3 and 4 provide the quantitative comparison between all three algorithms using the Toronto dataset and Santa Rosa dataset, respectively. According to the definitions of the metrics, the algorithm with a smaller value for Corner Distance (CD), Corner Complexity
Difference (CCD), and larger value for Intersection over Union (IoU), Corner Correspondence Rate (CCR) are superior. Based on Tables 3 and 4, it is observed that signal-based regularization achieves better performance for all evaluation metrics.

Table 3. Quantitative Analyses (Santa Rosa).

| Algorithm   | Signal-Based Method | Douglas–Peucker | Principal-Direction |
|-------------|---------------------|-----------------|---------------------|
| IoU         | 90.37%              | 90.19%          | 90.29%              |
| CD          | 1.382 m             | 1.797 m         | 1.531 m             |
| CCD         | 6.82 %              | 89.73%          | 216.40%             |
| CCR         | 77.82%              | 52.54%          | 36.68%              |

Table 4. Quantitative Analyses (Toronto).

| Algorithm   | Signal-Based Method | Douglas–Peucker | Principal-Direction |
|-------------|---------------------|-----------------|---------------------|
| IoU         | 96.08%              | 95.24%          | 96.01%              |
| CD          | 0.592 m             | 0.922 m         | 0.823 m             |
| CCD         | 5.49%               | 22.12%          | 55.79%              |
| CCR         | 88.21%              | 66.99%          | 81.58%              |

In terms of IoU, it is observed that signal-based regularization has a higher value, although it is not dramatically better than the D-P algorithm and P-D based regularization. Since IoU measures the percentage of the intersected area and the results of all regularization algorithms have a similar shape to the reference building footprint in general, it is expected that the IoU of three algorithms only have minor differences.

CD measures the average distance between the corners of the reference building footprint and their corresponding corners in the automatically generated building footprint. The signal-based regularization also has better and similar results than the other two algorithms, even though the edges of the signal-based regularization result are much closer to those of the reference building footprint compared to the other two. CD only measures the errors in the corner, but not along the edges between the corners. Therefore, a minor difference between all three algorithms was expected.

In terms of the Corner Complexity Difference (CCD) and Corner Correspondence Rate (CCR), signal-based regularization has much better performance than D-P and P-D. Since the D-P algorithm tends to generate some unnecessary vertices, its value for CCD is 89.73% in Santa Rosa, meaning that almost half of the vertices in the D-P simplified building footprint are not necessary, whereas the signal-based regularization has a very low value of 6.82% for this metrics (Table 3). The P-D approach has 216.4% for CCD in Santa Rosa (Table 3), meaning that its result contains excessively more corners than the ground truth. This result is also expected since the Santa Rosa dataset contains many buildings that do not satisfy the principal direction assumption. Toronto dataset contains fewer buildings with edges different from the principal directions, and therefore, the performance of the P-D approach on CCD is reduced to 55.79% (Table 4), much better than that in Santa Rosa.

CCR measures the percentage of the correct corners in all the vertices of the regularized building footprint. D-P only has a value of 52.54% for this metric in Santa Rosa (Table 3) and a value of 66.99% in Toronto (Table 4), meaning that a large portion of the corners in its simplified building footprint is incorrect. Signal-based regularization can achieve a value of 77.82% for the Santa Rosa dataset (Table 3) and a value of 88.21% for the Toronto dataset (Table 4). The P-D approach achieves a value of 36.68% for the metrics in Santa Rosa, meaning that a majority of the detected corners in its regularized building footprint are false corners. Since the Toronto dataset contains fewer edges with directions different from the principal direction, it achieves a value of 81.58% for this metric, much better than D-P but still much lower than the signal-based regularization.
5. Discussion

The accuracy of the final building footprint can be affected by many possible factors, such as point density, sensor error, classification error, vegetation occlusion, quality of initial building outline, and robustness of the regularization algorithm. After analyzing all the buildings whose quantitative evaluation results are below the average level, it is found that the vegetation occlusion is the main reason that affects the performance of regularization in the Santa Rosa dataset. Figure 18 displays such an example. The LiDAR points are displayed with overlapped airborne imagery. The yellow polygons are the manually digitized reference building footprints, and the red polygons are the signal-based regularized building footprints. It is clear that two buildings are occluded by the nearby vegetation, which leads to incomplete LiDAR points collected for the buildings. In such cases, it is almost impossible to recover the actual building geometric shape from the point cloud. The buildings in the Santa Rosa dataset have relatively lower heights and therefore are prone to be occluded by nearby vegetation. On the contrary, most buildings in Toronto dataset are high-rising structures and therefore less affected by vegetation occlusion. As observed in Tables 3 and 4, the signal-based regularization achieved much better performance using the Toronto dataset even though the point density of the Toronto dataset is much lower than the Santa Rosa dataset.

![Figure 18. Example of Vegetation occlusion in Santa Rosa dataset.](image)

Other than the vegetation occlusion, the uneven point density is found to be the second important factor that influences the performance of the algorithm. Figure 19 shows a building footprint in Toronto dataset that has a less satisfying result. The point cloud is displayed with overlapped airborne imagery. The yellow polygon is the reference building footprint, and the red polygon represents the regularized building footprint. It is obvious that a particular scanning pattern caused by the linear LiDAR system exists in the point cloud. As pointed out by other researchers [16,19], this scanning pattern usually leads to an uneven point density and causes the regularized building footprint to miss some subtle geometric shape even though the overall point density is not low. Therefore, it is anticipated that the algorithms introduced in this research would achieve better results if the data collection can avoid the uneven point density problem.

![Figure 19. Example in Toronto dataset.](image)
Figure 18. Example of Vegetation occlusion in Santa Rosa dataset.

Other than the vegetation occlusion, the uneven point density is found to be the second important factor that influences the performance of the algorithm. Figure 19 shows a building footprint in Toronto dataset that has a less satisfying result. The point cloud is displayed with overlapped airborne imagery. The yellow polygon is the reference building footprint, and the red polygon represents the regularized building footprint. It is obvious that a particular scanning pattern caused by the linear LiDAR system exists in the point cloud. As pointed out by other researchers [16,19], this scanning pattern usually leads to an uneven point density and causes the regularized building footprint to miss some subtle geometric shape even though the overall point density is not low. Therefore, it is anticipated that the algorithms introduced in this research would achieve better results if the data collection can avoid the uneven point density problem.

Figure 19. Example in Toronto dataset.

6. Conclusions

In this paper, an automatic workflow of generating building footprints given a pre-classified LiDAR point cloud is introduced. The workflow consists of three parts. (1) Grid-based DBSCAN clustering is conducted on the pre-classified point cloud to extract the point cloud of each individual building. (2) The outermost points of a single building are extracted, and the recursive convex hull algorithm is used to delineate the initial building outline. (3) The zig-zag shape in the 2-D initial building outline is removed by the signal-based regularization algorithm to generate the acceptable building footprint.

Our main contribution is the algorithms used in the last two parts, namely the recursive hull and signal-based regularization. The advantage of the recursive convex hull algorithm is that only the outermost points are used to generate the initial building outline. As mentioned above, several effective methods are proposed in the literature for delineating the initial building outline. All of them need the entire point set of a building as input, which can have very high computational expense due to the ever-increasing density of an airborne LiDAR point cloud. The recursive convex hull-based approach, on the other hand, starts by extracting the outermost points of a building using the multiple return attributes of LiDAR points, and then applies the traditional convex hull algorithm recursively on the outermost points to generate a proper initial outline of the building. Given the fact that the outermost points constitute only a very small fraction of the entire point set of a building, and the computational complexity of the recursive hull algorithm is the same as the traditional convex hull algorithm, the recursive convex hull algorithm provides an alternative approach for generating an initial building outline with much greater efficiency.

The signal-based regularization is the most important contribution of this research. Unlike any other existing approaches that regularize the initial building outline in the 2-D plane, it first transforms the 2-D initial building outline into a 1-D signal. By doing this, the zig-zag in the 2-D initial building outline is transformed into the noise in signal and the regularization problem becomes the signal denoising problem. The transformation from 2-D outline to 1-D signal reduces the complexity of data and makes it possible to analyze the geometric structure of a building boundary from a different perspective. The final building footprint can be reconstructed after the positions of building corners are detected on the signal. Since this signal-based approach does not have any assumptions regarding the directions of the building boundary, it has the ability to reconstruct proper footprints for the buildings whose boundary has any number of directions.
The most crucial parts of signal-based regularization are reducing the noise in the 1-D signal and detecting the pulses that represent building corners. The techniques that are used to achieve that are Gaussian smoothing and data clustering. It is observed that the accuracy of the resulting building footprint is also sensitive to the parameter setting of Gaussian smoothing. As we mentioned before, a relatively smaller value for the two parameters of Gaussian smoothing is unable to remove enough noise, and a too-large value may cause the subsequent procedure to fail to identify the pulse that represents building corners. The most appropriate parameters have to be carefully chosen to achieve the best results possible. Therefore, future work includes exploring other signal processing techniques to replace the Gaussian smoothing and data clustering to achieve better robustness in performance. Additionally, one major limitation of signal-based regularization is that it cannot generate a curved building edge. Therefore, future work also includes the regularization of a curved building outline. Furthermore, since generating building footprints is usually the first step in the pipeline of creating a 3-D building model, another future work could be incorporating signal-based regularization in automatic 3-D building modeling.
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