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Abstract. The incompressible Navier-Stokes equations stand as the best mathematical model for turbulent flows. However, direct numerical simulations at high Reynolds numbers are not yet feasible because the convective term produces far too many relevant scales of motion, thus remaining limited to relatively low-Reynolds numbers. Dynamically less complex mathematical formulations have been developed for coarse-grain simulations, like the well known eddy-viscosity models. Most of these models are based on the combination of invariants of a symmetric tensor that depends on the gradient of the resolved velocity field, \( \mathbf{G} = \nabla \mathbf{u} \), and should properly detect different flow configurations (laminar and 2D flows, near-wall behavior, transitional regime, etc.). Brand-new models have been constructed considering the first three invariants of the symmetric tensor \( \mathbf{GG}^T \) with excellent results;\(^1\) hence, it is formally based on the lowest-order approximation of the subgrid stress tensor, \( \tau(\pi) = \frac{\Delta^2}{12} \mathbf{GG}^T + O(\Delta^4) \), \( i.e. \) the gradient model proposed by Clark.\(^2\) Furthermore, these models have been implemented on a pseudo-spectral algorithm with a fully-explicit second-order time-integration method.\(^3\) The performance of this special configuration has been successfully tested for decaying isotropic turbulence and a turbulent channel flow. It is currently being developed for a semi-infinite boundary layer with periodic conditions as a previous step to carry out wind farm simulations. Details of the implementation and numerical results will be presented.

1 INTRODUCTION

The incompressible Navier Stokes equations stand as the most useful tool to deal with the turbulent flows. However, for large Reynolds numbers, that is, when it exists many relevant scales of motion of the flow, the direct numerical simulation is unfeasible or a very high demanding resources procedure. There have been developed a lot of numerical methods to try to solve this issue. To achieve the highest efficiency, it is necessary to discriminate between them when dealing with specific problems. In our case, the final goal is to simulate a wind farm. As Menevau and Katz\(^4\) point out, most successful tests typically use spectral methods and cutoff filtering on homogeneous directions. Our approach, then, is that of a pseudo-spectral algorithm. The remaining work is to find the best numerical method compatible with boundary layers,
spectral decomposition, and accurateness.

One that has given good results in many cases is that of the well known Large Eddy Simulation. Most of the models of the LES algorithms are based on combinations of invariants of some tensor depending on the gradient of the velocity. For example, they are the Smagorinsky model,\textsuperscript{5} Vreman’s,\textsuperscript{6} WALE,\textsuperscript{7} or the recently deployed S3PQR models.\textsuperscript{1} To assure the validity of the models, usually they are tested on what is called benchmark cases and compared with experimental results. These cases are, for example, the channel flow, the sink flow, the homogeneous isotropic turbulence, the boundary layer, and so on.

Besides, there are some technical specifications of the algorithm that could yield different performances of the model. That is, for example, the time-stepping procedure, the characteristic of the domain, or the mathematical approximations.

In this article, we will show the performance of the S3PQR LES models on the free boundary layer case, with a pseudo-spectral, fractional step method configuration. Therefore, we will review the technical aspects of the algorithm in the first next sections. Finally, we will present the results and compare them through several other LES methods towards finding the best method for a wind farm simulation.

2 PSEUDO-SPECTRAL S3PQR MODEL

2.1 Foundations of LES

Large eddy simulation equations result from applying a spatial filter to the incompressible Navier-Stokes equations, that then read as follows:

\[
\begin{aligned}
\partial_t \vec{u} + C(\vec{u}, \vec{u}) &= D(\vec{u}) - \nabla p - \nabla \cdot \tau(\vec{u}); \\
\nabla \cdot \vec{u} &= 0
\end{aligned}
\]  

(1)

where \( \vec{u} \) is the filtered velocity and \( \tau(\vec{u}) \) is the subgrid stress (SGS) tensor that approximates the effect of the under-resolved scales.

As this equation is, it needs a closure model in order to be numerically solved. The LES closure is of the type \( \tau(\vec{u}) \approx -2 \nu_e S(\vec{u}) \), where \( S(\vec{u}) = \frac{1}{2}(\nabla \vec{u} + \nabla \vec{u}^T) \) is the rate-of-strain tensor. We must define an eddy viscosity: \( \nu_e = (C_m \Delta)^2 D_m(\vec{u}) \) where \( C_m \) is the model constant, \( \Delta \) is the subgrid characteristic length, and \( D_m(\vec{u}) \) is the differential operator with units of frequency associated with the model\textsuperscript{8}

2.2 The velocity gradient tensor

From the several mathematical invariants that can be calculated from the gradient tensor \( \nabla \vec{u} \), we will restrict ourselves on

\[ \{Q_G, R_G, Q_S, R_S, V^2_G\} \]

where, given a second-order tensor \( A \), one can define\textsuperscript{1}

\[
\begin{aligned}
Q_A &= (1/2)(tr^2(A) - tr(A^2)) \\
R_A &= det(A) \\
V^2_G &= 4(tr(S^2\Omega^2) - 2Q_SQ_\Omega) \\
P_A &= tr(A)
\end{aligned}
\]  

(2)
where $S = 1/2(G + G^T)$ and $\Omega = 1/2(G - G^T)$ are the symmetric and the skew-symmetric parts of the gradient tensor, respectively.

Most of the LES known models are based upon a combination of these invariants and can be written as a function explicitly depending on them:

- Smagorinsky model: $\nu_{Smag} = f(Q_S)$
- Verstappen’s model: $\nu_{Ve} = f(R_S, Q_S)$
- WALE model: $\nu_{Wale} = f(Q_G, V, \Omega, Q_S)$
- Vreman’s model: $\nu_{Vr} = f(V, Q_G, \Omega, Q_S)$
- $\sigma$-model: $\nu_{\sigma} = f(GG_T)$

### 2.3 S3PQR model foundations

The recently developed S3PQR models involve three invariants of the symmetric tensor $GG_T$ formally based on the lowest-order approximation of the subgrid stress tensor:

$$\tau(\Pi) = \frac{\Delta^2}{12} GG_T + O(\Delta^4)$$

These invariants are directly related with the previous ones:

$$P_{GG_T} = tr(GG_T) = 2(Q_\Omega - Q_S)$$
$$Q_{GG_T} = 2(Q_\Omega - Q_S)^2 - Q_G^2 + 4tr(S^2 \Omega^2)$$
$$R_{GG_T} = det(GG_T) = det(G)det(G^T) = R_G^2$$

So now one can construct new models of the form $\nu_e = (C_{s3pq} \Delta)^2 P_{GG_T} Q_{GG_T}^d R_{GG_T}$

The family of S3PQR models are obtained by restricting them to solutions involving only two invariants of $GG_T$, so three different models can be found:

$$\nu_{eS3PQ} = (C_{s3pq} \Delta)^2 P_{GG_T}^{-5/2} Q_{GG_T}^{3/2}$$
$$\nu_{eS3PR} = (C_{s3pr} \Delta)^2 P_{GG_T}^{-1} R_{GG_T}^{1/2}$$
$$\nu_{eS3QR} = (C_{s3qr} \Delta)^2 Q_{GG_T}^{-1} R_{GG_T}^{5/6}$$

### 2.4 Some properties of S3PQR models

For completeness, we will give here a brief review of some of the properties of the S3PQR. First of all, there remains to be determined the model constant and it was done in two ways:

One is imposing numerical stability and less or equal dissipation than Vreman’s model $C_{s3pq} = C_{s3pr} = C_{s3qr} = \sqrt{3}C_V \approx 0.458$

The other one is granting than the averaged dissipation of the models is equal than that of the Smagorinsky model. $C_{s3pq} = 0.572, C_{s3pr} = 0.709, C_{s3qr} = 0.762$

In some cases, there have been found differences in the numerical results depending on the constant chosen. For example, simulations of decaying isotropic turbulence have shown that only the last values provide the right SGS dissipation.
Another important property of each of the S3PQR model is its 2D behaviour: only $R_{G,G}$-dependent models switch off for 2D flows, so S3PR and S3QR models are preferable in this case.

Other general properties are positiveness, locality, Galilean invariance, and proper near-wall behaviour ($O(y^3)$ dependence on normal direction).

2.5 Generalities about the pseudo-spectral configuration

We are working through a pseudo-spectral method, with Fourier expansion in the streamwise and spanwise directions, and Chebyshev expansion for the normal one. It is implemented on the structured non-staggered grid. It applies 3/2 rule de-aliasing technique.

It is worth mentioning that we are using the usual strong Navier Stokes formulation, so we have to solve the Poisson equation for the pressure.

The temporal configuration is a fully-explicit second-order Adams-Bashforth time-integration method, and the computation code is based on MPI parallelization.

With these features, the models have been tested and validated for the homogeneous isotropic turbulence case, both in the decaying and forced simulations, showing good results compared with classical Comte-Bellot & Corrsin experiment, for example. The channel flow has been tested also and compared with the DNS of Moser et al., yielding again proof of validity.

3 THE BOUNDARY LAYER

3.1 Periodic conditions

Pseudo-spectral methods provide high resolution when working with derivatives and have been seen as a very good tool for cases where periodic conditions could be applied. Indeed, pseudo-spectral algorithms, by construction, demand strict periodic conditions. But one of the main features of the boundary layer case is that it continually develops over the streamwise direction, so it is by no ways periodic.

There are several approaches to reconcile this contradiction. The first "crude" one is assuming that the growth and change of the boundary layer along the x-direction is "SLOW" compared with the normal direction.

More elaborated is the method proposed by Spalart, which includes normal coordinate similarity transformations, growing terms $GT(\bar{u}, \bar{U})$ and several other assumptions. Moreover, Spalart developed two separate global methods, the first one with a single domain, and the other one, splitting the domain into several stations.

Since our main objective is to check whether the S3PQR models can be adapted to the special characteristics of the boundary layer in a pseudo-spectral manner, we will not insist or discuss further the validity of the periodic configuration.

Therefore, we will follow the strategy of testing the algorithm from the crudest approach to the several stations model and compare its performance with other LES models.
3.2 Numerical technicalities of the boundary layer

The general structure of the algorithm is a direct adaptation of the channel flow code, already successfully tested.\textsuperscript{1,3}

It is based on the strong formulation of the Navier-Stokes equations with a Poisson - pressure correction term. The main changes are, as expected, on the initial velocity field, the boundary conditions, the algebraic scaling, and the Poisson solver.

The boundary conditions are the usually prescribed ones:

\begin{align}
  y &= 0 \rightarrow u, v, w = 0 \\
  y &= \infty \rightarrow <u> = 1; v, w = 0
\end{align}

We are dealing only with the zero mean pressure gradient case.

One of the key issues of the boundary layer simulations is the semi-infinite domain and the scaling procedure over the normal direction, from $y\in[0,\infty)$ to $y\in[-1,1]$, to deal with it.

The Navier-Stokes must be reformulated in presence of this scaling factor (sc):

\begin{align}
  \partial_t \overline{u} + C_{sc}(\overline{u}, \overline{p}) + GT(\overline{u}, \overline{U}) &= D_{sc} \overline{u} - \nabla_{sc} \cdot \overline{p} - \nabla_{sc} \cdot \tau(\overline{u}); \\
  \nabla_{sc} \cdot \overline{u} &= 0
\end{align}

3.3 Scaling procedure

For this model we have used the standard algebraic scaling\textsuperscript{14}

\begin{align}
  y_\infty &= \frac{L + y_1}{1 - y_1} \quad \text{smooth [0,\infty)} \\
  sc[y_1] &\equiv \frac{dy_1}{dy_\infty} \quad \text{smooth [2/L,0]}
\end{align}

where $y_\infty$ means the normal coordinate from 0 to $\infty$, and $y_1$ from $-1$ to $1$ (the usual prescription for Chebyshev transforms), $L$ is a parameter and $sc[y_1]$ means the scaling factor.

The fixing of the $L$ parameter is somewhat arbitrary: the value is barely related to the number of points in the normal direction.\textsuperscript{14} But again, we will not enter into this discussion any further. We have fixed the value of $L = 5$, since that is a reasonable election.

For clarity, we show the change that the scaling produces in some of the terms of the Navier-Stokes equations. So, for the $x$-direction:

- The convective term:

\begin{align}
  u \frac{\partial u}{\partial x} + v \cdot sc[y_1] \frac{\partial u}{\partial y_1} + w \frac{\partial u}{\partial z}
\end{align}

- The diffusive term:

\begin{align}
  \nu \left( \frac{\partial^2 u}{\partial x^2} + sc[y_1] \frac{\partial}{\partial y_1} \left( sc[y_1] \frac{\partial u}{\partial y_1} \right) + \frac{\partial^2 u}{\partial z^2} \right)
\end{align}

It is apparent that there are no special difficulties on both these terms.
• The Poisson equation:
\[
\frac{\partial^2 P}{\partial x^2} + \text{sc}[y_1] \frac{\partial}{\partial y_1} (\text{sc}[y_1] \frac{\partial P}{\partial y_1}) + \frac{\partial^2 P}{\partial z^2} = \frac{\partial u}{\partial x} + \text{sc}[y_1] \frac{\partial v}{\partial y_1} + \frac{\partial w}{\partial z}
\] (14)

Now, the Poisson equation involves not only the second derivative of the pressure, but also the first. It changes all the structure of the matrix equation. Moreover, it introduces spurious terms that must be carefully removed to give the maximum accuracy possible. The solver then, is profoundly changed.

• The S3PQR algorithm
\[
\frac{\partial}{\partial x} (\nu_e[x,y,z] \frac{\partial u}{\partial x}) + \text{sc}[y_1] \frac{\partial}{\partial y_1} (\nu_e[x,y,z] \cdot \text{sc}[y_1] \frac{\partial u}{\partial y_1}) + \frac{\partial}{\partial z} (\nu_e[x,y,z] \frac{\partial u}{\partial z})
\] (15)

The scaling factor enters into the \(\nu_e\) calculation via the \(\Delta\) subgrid characteristic length and the several invariants involved.

They are the relevant changes introduced concerning channel flow code. Not all of them are minor changes: we must keep in mind that algebraic scaling introduces great numerical expansions. Let us see the results.

4 RESULTS

4.1 Crude approximation

For the crude approximation, that is, applying directly periodic conditions on the x-direction without any growing terms, there exists a molecular viscosity threshold value. Above this value, that is, a lower Reynolds number, the dissipation wipes out all the turbulence and the simulation slowly decays giving no meaningful results.

Below this viscosity value, the turbulence can be generated at the wall and maintained over the time, reaching a quasi-stationary state. See figure [1]:

The net balance of the viscosity effect over the model is a tricky one. For models like Smagorinsky and Vreman’s, the increased viscosity (via eddy viscosity) gives bad results. Also for WALE.

For the case of no model, we obtain some better results: it can reproduce the law-of-the-wall velocity profile but it fails to follow the logarithmic-law away from the wall.

The results are far better with the S3PQR algorithms, but with some differences among them. It must be stretched that the numerical constant of the S3PQR models is of the Vreman’s type \(C_{3pq} = C_{3pr} = C_{3qr} = C_{3Vr} = \sqrt{3}C_{Vr}\). Using the other type (Smagorinsky) gives again bad results.

4.2 Further research

It is currently "on progress" the incorporation of Spalart’s growing terms and their simulation on a single or several stations. As a final step, the code will be tested for a wind farm facility with mathematically simplified models of turbines.
Figure 1: Normalized velocity profile vs normal direction. 32X64X32 (x,y,z nodes), fixed molecular viscosity $\nu = 0.0002253$. Log law with $\kappa = 0.41$ and $C^+ = 5.0$

5 CONCLUSIONS

At first sight, we have demonstrated that the S3PQR models can be successfully adapted and applied to the constraining characteristics of a boundary layer. At least for the crude approximation (that is, direct periodic treatment of the x-direction), they give better qualitative results than the no model simulation and also than some of other LES algorithms. Therefore, they are possible candidates to perform practical simulations of wind farm facilities.
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