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ABSTRACT
The disassembly activity, regarded as the crucial stage in recycling operations, has attracted increasing focus owing to the significance of eco-economics and environmental issues. This paper examines the capacitated disassembly scheduling with demand and disassembly operation time uncertainty consideration, which is the problem of determining the quantity of the end-of-life (EOL) products (root item) to be disassembled while satisfying recycling market. The addressed problem is formulated as a novel stochastic programming model and a hybrid genetic-based algorithm (HGA) is proposed to derive the best solution. To deal with the uncertain demand of disassembled parts/modules (leaf item) and the disassembly operation time, the fixed sample size (FSS) sampling strategy is employed and embedded into the designed heuristic algorithm, launched by the Monte Carlo Simulation. The numerical instances under different scales are performed, and results show that the developed HGA manifests good performance in terms of accuracy and efficiency.

1. Introduction
Driven by the green philosophy and sustainable requirement of the manufacturing industry and the society, the end-of-life product (EOL) recycling has tended to be a strategic business for industrial plants, also contributing to the sustainability achievement of the supply chain (Cai et al., 2019; D’Adamo & Rosa, 2016; Kim & Xirouchakis, 2010). This kind of recycling activities has been widely applied in various industrial sectors, such as EOL vehicle, EOL ship, EOL aircraft, steel products, and electronics (Go et al., 2011; Xiao et al., 2018; Zhou et al., 2020). The recycling business including recovery process, re-manufacturing and recycling operations, has been regarded as a promising branch of sustainable operations in production management (Jaehn, 2016; Zhou, Lim, He, & Pratap, 2019). Disassembly is a whole process that systematically separates an EOL product into several groups, modules, component items, parts, material and waste, regarding as one of the key techniques in product recovery or EOL recycling (Ullerich & Buscher, 2013; Zhou, Wang, et al., 2018; Zhou, Baldacci, et al., 2018; Zussman & Zhou, 1999). The prerequisite of the EOL product recycling is effective disassembly, and the efficiency of disassembly production plays a significant role on recycling process (Godichaud et al., 2012; Zhou, Lim, He, Lin, et al., 2019). Therefore, the disassembly scheduling problem has been focused by industrial practitioners and academic researchers, and become increasingly serious in the recycling sector (Godichaud & Amodeo, 2018). In the past decades, a vast majority of research efforts are performed on the disassembly modelling, solution algorithms, procedure optimization and industrial applications with an energy-saving and cost-effective way (Ehm, 2019; Jia et al., 2018; Kim, Lee, & Xirouchakis, 2007).

Disassembly scheduling is the problem of determining the ordering and disassembly schedule of EOL components or returned products to satisfy the further remanufacturing and recycling operations by producing individual parts or components (Lee, Xirouchakis, & Zust, 2002). The disassembly scheduling problems have been studied for several decades. Kim & Xirouchakis (2010) stated that previous disassembly scheduling studies could be classified into two branches: deterministic and non-deterministic. The variables and parameters were supposed to be known for deterministic disassembly scheduling scenarios; however, the non-deterministic disassembly scheduling considered random factors due to the uncertainty consideration in industrial plants.
Most related researches focus on the deterministic disassembly scheduling under the assumption of the certain parameters. The deterministic disassembly scheduling is known as the reverse materials requirements planning (RMRP), since its procedure is a reversed form of the regular MRP (Gupta & Taleb, 1994), and the basic disassembly scheduling problem is defined and formulated for one single product type by Gupta. Taken into the capacity constraints of the disassembly process, Lee et al. (2002) extended a disassembly scheduling research with capacity constraints by an integer programming model. Barba-Gutiérrez, Adenso-Díaz, and Gupta (2008) extended the typical disassembly scheduling (Gupta & Taleb, 1994) by considering the lot-sizing variable in reverse MRP situation, and the period order quantity (POQ) lot-sizing technique was used to embedded in the designed algorithm to facilitate the lot-sizing consideration. Kim et al. (2009) studied the disassembly scheduling with assembly product structure, and a branch and bound algorithm incorporating the Lagrangean relaxation-based upper and lower bounds was designed to determine the quantity of EOL products. Ji et al. (2016) developed a mixed-integer programming model targeted the total cost minimization, and a two-stage Lagrangian heuristic algorithm was designed to generate good solutions in acceptable time. The disassembly economic order quantity (EOQ) model was constructed to determine the procurement quantity and specific time in disassembly plants over a planning horizon, where disassembly cost and inventory cot were the two crucial optimization segments of the objective function (Godichaud & Amodeo, 2018). The disassembly scheduling studies also can be divided into two categories based on the number of product types, that is, single and multiple product types. Gupta & Taleb (1994) designed an algorithm to deal with disassembly scheduling problem by determining the number of root items for a single well-defined product structure. Taleb & Gupta (1997) extended the disassembly scheduling problem from a single structure to complex product structures with a multiple layer, and developed an algorithm to obtain a best disassembly scheme (Taleb, Gupta, & Brennan, 1997). Kim et al. (2003) developed an integer programming model by considering multiple product types in terms of disassembly scheduling, and a heuristic algorithm with linear programming relaxation operation was designed to find the solution.

The disassembly scheduling problem had proven to be a nonlinear and NP-hard problem, and meta-heuristic algorithms are developed in different industrial scenarios (Fu et al., 2019; Gao et al., 2020; Tian et al., 2019). Feng et al. (2018) proposed a novel multi-objective ant colony algorithm to derive the best disassembly sequence by formulating a multi-objective programming model. Tian et al. (2019) designed an improved artificial bee colony heuristic algorithm to deal with the dual-objective disassembly optimization problem. The disassembly time and profit also had been regarded as optimization objective in disassembly scheduling. Guo and Liu (2014) formulated a multi-objective disassembly sequence optimization programming model to minimize the total disassembly time and maximize disassembly profit by developing a modified scatter search optimization algorithm. Besides, Guo et al. (2019) studied a sequence-dependent disassembly planning problem with multi-resource constraints, and a Lexicographic multi-objective scatter search algorithm is developed to solve this programming model. To better represent the disassembly sequence, the timed disassembly Petri Nets (TDPNs) was employed to be embedded to the optimization model, and multi-objective generic evolution algorithm is designed to derive the Pareto solution set (Guo et al., 2020). Lee and Xiouchakis (2004) studied the disassembly scheduling with assembly product structure, and developed a two-stage heuristic algorithm to minimize the total disassembly cost. Prakash, Ceglarek, and Tiwari (2012) proposed a constraint-based simulated annealing (CBSA) algorithm to derive the best disassembly schedule.

However, the deterministic disassembly scheduling studies suppose the process parameters are deterministic with precise value, and fail to consider the uncertainties in industrial plants. Therefore, many scholars extended the deterministic disassembly scheduling by considering the uncertain ingredients during the manufacturing scenarios. Compared with assembly manufacturing, there exists much more uncertainties for disassembly process, such as, the discrepant condition of EOL products and the unpredictable demand in practical industries (Kim et al., 2007). Fleischmann et al. (1997) pointed out that the reliable planning of return flow became more difficult due to the increasing uncertainty which may lead to higher safety stock levels. Inderfurth and Langella (2006) developed two heuristics of different sophistication, and disassembly yield was highlighted as a stochastic variable due to the unknown state of returned products. Kim and Xiouchakis (2010) addressed the disassembly scheduling problem with resource capacity restriction for the two-level product structure, where demand of parts/modules is regarded as a stochastic variable. Liu and Zhang (2018) studied a capacitated single-item multi-period disassembly scheduling problem with random yields and demands. Tian and Zhang (2019) proposed a capacitated
disassembly scheduling and pricing solution framework, where the disassembly yield of returned products depended on their acquisition prices. Not only the uncertainties are considered in disassembly scheduling, but also, these ambiguous factors are addressed at the EOL product collection stage.

Kongar and Gupta (2006) developed a multi-criteria optimization model to determine the best EOL combinations from the vast majority of returned products, and the fuzzy goal programming technique was employed to deal with the uncertainties considered. Besides, the disassembly scheduling models are mostly supposed to be accomplished in a single period, and fail to address the dynamic demands in multi periods. The disassembly scheduling with multiple periods plays a significant role in manufacturing systems. Due to the fluctuation of practical demand in industrial market, the production scheduling problem within multi periods can assist to achieve lean production by determining the dynamic scheduling solution and cost reduction.

From the above-mentioned literature, we can find that the disassembly scheduling problem mainly includes deterministic and non-deterministic branches, most of which have targeted the total cost minimization as the optimization objective (Tian & Zhang, 2019). The non-deterministic highlights extend the disassembly scheduling by taking into uncertainties consideration, better reflecting the industrial practice in disassembly plants. The deterministic disassembly scheduling problem assumes that the disassembly operation time is certain and deterministic. The uncertain factors addressed in disassembly process contain disassembled demands, EOL conditions and disassembly yield parameters in most non-deterministic disassembly scheduling publications, and the disassembly operation is usually supposed to be accomplished in a single period. Both two categories fail to consider the uncertainty of disassembly operation time and the corresponding disassembly cost segment.

The illustrated literatures in terms of non-deterministic disassembly scheduling mostly focus on the uncertain characteristics of demand or disassembly yield variables. However, in the industrial disassembly process, the practical disassembly operation time is usually uncertain with a high stochastic characteristic (Fu et al., 2019; Tempelmeier, 2011). Different with the assembly production, the raw material of disassembly process is EOL products or returned components with high uncertainty due to the unknown utilisations and conditions. Besides, the conditions of the EOL products play a significant role on the workers’ maturity of disassembly operations. The discrepancy of disassembly operation cost caused by stochastic disassembly operation time for EOL products argues that we should concentrate on the stochastic characteristic of the corresponding disassembly cost. Therefore, this study examines a capacitated disassembly scheduling problem with multiple periods, multiple product types in a two-level product structure, also targeting the disassembly operation time and demand as non-deterministic. To the best of our knowledge, this research is the first study to formulate a non-deterministic disassembly scheduling programming model involving these two uncertain ingredients simultaneously (demands and operation time) in multi periods. A non-deterministic programming model is formulated to determine the disassembly quantity solution under uncertainties consideration. The stochastic variables make the formulated model to be a non-deterministic one, a much more complex problem which is difficult to be resolved by exact algorithms. The heuristic algorithms show better performance on the non-deterministic programming model for production planning and scheduling problems (Dao et al., 2019; Hecker et al., 2014; Liu et al., 2019; Liu et al., 2020; Ojstersek, Brezocnik, & Buchmeister, 2020). As a stochastic optimization method based on biological evolution mechanism, genetic algorithm (GA) has proven to an effective heuristic algorithm to search a best solution for production scheduling management (Hecker et al., 2014; Shi, Zhao, & Meng, 2020). For its advantages on global search capability and fast convergence ability, the genetic operators are employed, and we design an integrated heuristic algorithm to deal with the novel stochastic disassembly scheduling problem. The main contributions of this study are three-fold, summarized as follows:

1. A novel stochastic disassembly scheduling problem with capacity constraints within multi periods is formulated, where demand and disassembly processing time are treated as stochastic variables simultaneously. To the state-of-the-art, this is the first study to consider these two uncertain ingredients in non-deterministic disassembly scheduling within one model.

2. The hybrid GA-based (HGA) heuristic algorithm integrating GA, SA and local search operations is developed to find the best solution of the programming model. The fixed sample size (FSS) sampling strategy by Monte Carlo simulation is employed to deal with the stochastic variables considered.

3. The numerical cases are performed to verify the effectiveness of the model and the performance of the developed algorithm. Results show that the proposed study enables to deal with uncertain variables with high efficiency, and assists to
find an optimal disassembly scheduling solution, facilitating to promote disassembly scheduling management.

The rest of this paper is organized as follows. Section 2 describes the disassembly scheduling problem by highlighting the stochastic variables in real industrial plants. Section 3 is devoted to an analytically mathematical model of the illustrated problem. Then in Section 4, we design a hybrid genetic-based algorithm (HGA) to search an optimal disassembly scheduling solution. Some numerical experiments are carried to verify the effectiveness of our designed algorithm in Section 5. The theoretical contributions and practical implications are summarized in Section 6. Finally, we conclude the paper in Section 7.

2. Problem description

The end-of-life (EOL) products or components delivered to the dismantling plant will be processed by disassembly operations, producing the disassembled parts for the reuse, remanufacturing or recycling (Zhou & Ma, 2019). Therefore, the effective disassembly is the prerequisite of the EOL recycling (Berzi et al., 2016; Zhou et al., 2016). A two-level product structure disassembly scheduling problem is addressed, and the returned procured items (EOL product or components calling root items) are disassembled into components or parts (leaf items), aiming at satisfying the uncertain demand in each period. An example of the two-level disassembly scheduling structure is given in Figure 1, in which the number in each parenthesis represents the number of the corresponding leaf items obtained from root item. The yield ratio of leaf items obtained from the root item is \( \pi_i \), which is defined as the number of leaf item \( k \) successfully disassembled from root item \( i \). Where \( \pi_{ik} \) is yield of leaf item \( k \) of the root item \( i \). Suppose \( \pi \sim U[a, b] \), Notably, \( a \) and \( b \) is the minimum and maximum value respectively that can be disassembled successfully from one root item because of the degradation discrepancy. \( b \) is less than the corresponding value in the root item's BOM and \( a \geq 0 \) (Liu & Zhang, 2018). The yield variable \( \pi_{ik} \) is derived and represented by the mean value.

The demand variable regarded as uncertainty has been studied by many literatures in manufacturing activities, re-manufacturing factories and disassembly plants (Bollapragada, Kuppusamy, & Rao, 2015; Rossi, Kilic, & Tarim, 2015). Different from the assembly production, the demand of disassembly parts is treated as a stochastic variable due to the ambiguous requirement. In this study, the demand of each leaf item in each period \( D \) follows a normal distribution, which has been widely used and proven to be effective in previous literature (Disney et al., 2015; Guijarro, Cardós, & Babiloni, 2012; Liao & Shyu, 1991; Silver & Bischak, 2011; Tempelmeier, 2011; Wang & Gerchak, 2003).

Another uncertain variable is the operation time in industrial manufacturing scenarios, contributing to the ambiguity of lead time in MRP system at the procurement stage (Li et al., 2015; Song, Yano, & Lerssrsuriya, 2000; Zhou, Wang, et al., 2019; Zhou et al., 2017). Different with assembly activities, the disassembly processing time has played a great significant role on the damage degree of the end-of-life product (Zhou, Lim, He, Lin, et al., 2019). Due to the discrepant utilization and residual condition of the end-of-life product, there exists a high uncertainty for the disassembly time of the EOL products. In this research, the disassembly operation processing time in terms of each kind of leaf item are assumed to be random variables with the normal probability distribution (Bentaha Battaïa, & Dolgui, 2015).

The objective of this study is to derive the optimal decisions and the best disassembly scheduling solution by minimizing the total disassembly cost. The best disassembly scheduling strategy in multi periods is resolved by a novel stochastic programming model and a hybrid heuristic algorithm.

3. Model formulation

3.1. Notations and assumptions

The variables and their notations in this research are presented in the following Table 1. We use the
Table 1. Variable symbols and notation description.

| Indices   | Description                                |
|-----------|--------------------------------------------|
| $i$       | Set of root items ($i = 1, 2, \ldots, N$)  |
| $K$       | Set of leaf items ($k = 1, 2, \ldots, K$)  |

| Parameters | Description                                |
|------------|--------------------------------------------|
| $D_k$      | Demand for leaf $k$ at period $t$          |
| $g(\cdot)$ | The probability density function of demand |
| $G(\cdot)$ | The distribution probability function of demand |
| $Q_0$      | Output quantity of leaf item $k$ at period $t$ |
| $I_k$      | Inventory of leaf item $k$ at period $t$   |
| $pi_k$     | The yield of leaf item $k$ of root item $i$ |
| $c_c$      | Inventory cost for one unit of root item $i$ |
| $c_b$      | Backordering penalty cost for one unit of leaf item $i$ |
| $c_d$      | Disassembly cost per unit root item $i$ and unit time |
| $CP_t$     | Capacity available in period $t$           |
| $E(\cdot)$ | Expected value of $\cdot$                 |

Decision variable $x_{it}$: Disassembly quantity of root item $i$ at period $t$. 

following notations to develop the proposed mathematical model.

Also, we make the following assumptions to develop the proposed model.

i. The supply of raw materials (root items) is sufficient, and the time of EOL products and components collection and delivery can be ignored.

ii. Backlogging is not allowed and the disassembly can be finished as required.

iii. The yield ratios of all leaf items disassembled from the root item are different, regarded as stochastic variable with high uncertainty.

iv. The disassembly operation time is a stochastic variable, and the disassembly operation cost is influenced by the disassembly operation time.

v. The production preparation time is not separately addressed and the disassembly operation time variable includes the production preparation.

### 3.2. Mathematical model

Similar to the assembly manufacturing process, the disassembly production on end-of-life products is the inverse manufacturing focusing on dismantling operations. The cost segments for disassembly scheduling are similar to the optimization business in the assembly manufacturing process (Karmarkar, 1987; Zhou et al., 2017). The total cost minimization is targeted as the objective of the programming model, including procurement cost, disassembly operation cost and inventory cost segments, illustrated in the following Equation (1). The constraints of the model are formulated by the Equations (2)–(5).

\[
\text{Min } TC = \sum_{i=1}^{N} \sum_{t=1}^{T} pc_i x_{it} + \sum_{i=1}^{N} \sum_{t=1}^{T} cd_i E[I_{kt}] x_{it} + \sum_{k=1}^{K} \sum_{t=1}^{T} (c_a \cdot E[I_{kt}]^+ + c_c \cdot E[I_{kt}^-])
\]

s.t.

\[
Q_{kt} = \sum_{i=1}^{N} \pi_{ik} \sum_{j=1}^{t} x_{ij} [F(t-j+1) - F(t-j)]
\]

\[
I_{kt} = I_{kt-1} + Q_{kt} - D_k t
\]

\[
x_{it} \geq 0
\]

\[
\sum_{i=1}^{N} x_{it} \leq CP_t
\]

Specifically, the output quantity of leaf item $k$ at period $t$ is derived by the following Equation (6).

\[
Q_{it} = \pi_{ik} \left( x_{i1} P(t-1 \leq t < t+1) + \cdots + x_{i(t-1)} P(t-2 \leq t < t-1) \right)
\]

\[
+ \pi_{ik} \left( x_{i1} P(t-1 \leq t < t+1) + \cdots + x_{i(t-1)} P(t-2 \leq t < t-1) \right)
\]

\[
+ \cdots + \pi_{ik} \left( x_{iN} P(t-1 \leq t < t+1) + \cdots + x_{iN} P(t-2 \leq t < t-1) \right)
\]

\[
= \sum_{i=1}^{N} \pi_{ik} \sum_{j=1}^{t} x_{ij} [F(t-j+1) - F(t-j)]
\]

where $\pi_{ik}$ in Eq. (2) is established by the mean value of $\pi_{ik} \sim U[a_{ik}, b_{ik}]$. The operation time variable $l$ and the demand variable are regarded as stochastic variables, and which are supposed to follow the normal distributions. The Eq. (1) is the objective function by minimizing the total cost including procurement cost, disassembly operation cost, stock-out cost and inventory cost. Eq. (2) is the output quantity formulation of leaf item $k$ at period $t$. Eq. (3) is the inventory formulation of leaf item $k$ at period $t$. Eq. (4) is the range of disassembly quantity of root item $i$ at period $t$. Eq. (5) is the disassembly capacity constraint at period $t$.

The inventory cost of leaf item $k$ during period $t$ is calculated in the following Eq. (7).

\[
c_a \cdot E[I_{kt}^+] + c_c \cdot E[I_{kt}^-]
\]

\[
= c_a \int_{I_{kt-1} + Q_{kt}}^{I_{kt-1} + Q_{kt} - y} g(y) dy + c_c \int_{I_{kt-1} + Q_{kt} - y}^{\infty} g(y) dy
\]

\[
= c_a (I_{kt-1} + Q_{kt} - E[D_k t]) + (c_a + c_c) \int_{I_{kt-1} + Q_{kt} - y}^{\infty} g(y) dy
\]

where $I_{kt}^+ = \max(I_{kt-1} + Q_{kt} - y, 0), \ I_{kt}^- = \max(y - \ldots)$
The disassembly scheduling problem has proven to be NP-complete (Ji et al., 2016), and a hybrid GA-based algorithm (HGA) is developed in this part due to its advantages of global search performance. The GA steps are employed to search the best disassembly scheduling solutions. Besides, the local search strategy is adopted to improve the local search ability by generating new populations. The fixed sample size sampling strategy using Monte Carlo simulation is employed to deal with the random variables in the stochastic programming model. To avoid falling into local optimum and improve the global search capability, the self-adaptive simulated annealing (SA) operations are embedded into the GA steps. The hybrid heuristic-based evolutionary algorithm is presented in the following Figure 2.

4. Solution algorithm

4.1. GA-based steps

4.1.1. Chromosome coding

Genetic algorithm is a heuristic-based evolutionary algorithm, which has been widely used in production scheduling models and management applications (Kadri & Boctor, 2018; Zhou, Baldacci, et al., 2018). The chromosome coded with a numerical solution scheme, maps to a practical disassembly scheduling solution. In this formulated disassembly scheduling model, the real-number coding technique is adopted to represent the practical solution based on the characteristic of the decision variable. The chromosome code of the disassembly scheduling solution with multi periods is presented in the following Figure 3. There are N root items in each period, and the element “2” means the disassembly quantity of root item 1 at the first period is 2. The other genes have the similar meaning with real number, and a chromosome represents a disassembly solution.

4.1.2. Fitness function formulation

The fitness function reflects the performance of the iterated solution, which is used for solution assessment during the evolutionary search process. Based on the objective function in Eq. (1), we designed the fitness function presented in the following Eq. (9).

\[
\text{fitness}(x_{it}) = \frac{1}{TC} \\
= 1 \left( \frac{1}{\sum_{i=1}^{N} \sum_{t=1}^{T} p_{cit} x_{it} + \sum_{i=1}^{N} \sum_{t=1}^{T} c_d d_{it} E[L_i | x_{it}] + \sum_{k=1}^{K} \sum_{t=1}^{T} (c_o \cdot E[I_{kt}] + c_s \cdot E[I_{kt}])} \right)
\]

4.1.3. Adaptive genetic operators

The new solutions are generated and filtered by genetic operators, keeping diversity of the disassembly solutions. The following sub-section presents the selection operator, crossover operator and mutation operator.

1. Selection operator

In this study, the roulette wheel selection strategy is adopted to create a new generation, and the adaptive replication probability is calculated by the following Eq. (10). Those individual solutions with better performance measured by fitness function will be copied to the next generation with probability \( p(S_j) \).

\[
p(S_j) = \frac{f_j(S_j)}{\sum_{j=1}^{G_s} f_j(S_j)}
\]

where \( S_j \) is the individual disassembly solution; \( p(S_j) \) is the selection probability which will be copied to the next generation; and \( f_j(S_j) \) is the fitness value of individual solution \( S_j \).

1. Two-point crossover operator

The selection operator tries to find a better individual solution, while the crossover operator could assist to expand the solution domain. The two-point crossover operator is employed to generate the new individual solutions by crossover operation, illustrated in Figure 4. The crossover probability is of great significance on the performance of the heuristic algorithm. The high probability contributes to the search efficiency improvement of the designed algorithm, but may lead to the loss of good genes. Therefore, the adaptive crossover operator is adopted to perform the crossover operation, which is adjusted based on the fitness performance of the updated individual solution, found in Eq. (11). The new offspring will be obtained from two parent individual solutions with certain probability.
Figure 2. The implementation steps of the designed HGA.

Figure 3. Chromosome code chart with real-number coding technique.
Where $f_{\text{avg}}$ is the average fitness of the population, and $f_{\text{max}}$ is the maximum fitness. Generally speaking, $P_{c_1}=0.9$, $P_{c_2}=0.6$ (Zhou, Baldacci, et al., 2018).

1. Multi-point mutation operator

Another genetic operator is the mutation operation by selecting the mutation chromosome with a certain probability. In terms of the characteristics of the disassembly scheduling problem, the multi-point mutation operator is adopted, which is found in Figure 5. Besides, the adaptive mutation operation is performed to generate the new solution, whose mutation probability is calculated in Equation (12).

\[
P_m = \begin{cases} 
  P_{m_1} - \frac{(P_{m_1} - P_{m_2})(f' - f_{\text{avg}})}{f_{\text{max}} - f_{\text{avg}}}, & f' \geq f_{\text{avg}} \\
  P_{m_1}, & f' < f_{\text{avg}} 
\end{cases}
\]  

(12)

where $P_m$ is the mutation probability, and generally speaking $P_{m_1}=0.1$, $P_{m_2}=0.001$ (Zhou, Wang, et al., 2019).

4.2. Local search strategy

To improve the search efficiency and speed up the evolutionary process of the proposed algorithm, the local search (LS) strategy is adopted to find local optimum by different regions exploration in terms of search space. The performance of LS strategy depends on the structure of neighbourhood search and the initial solution (Zhou, Lin, et al., 2019). Based on characteristics of the formulated model on disassembly scheduling, the neighbourhood exchanging-based search structure is developed to perform the local search strategy. The gene is chosen randomly, and the nearest solutions are selected to test whether the performance is better or not. The individual solution with better fitness performance will be identified and chosen (Zhou, Wang, et al., 2019). Based on the formulated model, the following two local search strategies are proposed to improve the search efficiency based on the backorder penalty cost and inventory cost: ① if the stock-out cost item of the individual solution is large enough, we need to increase the purchasing volume in certain period; ② if the inventory cost item of the selected solution is large enough, the determinations should be reduced in this period. According to these two optimization strategies, the LS operation is performed to elevate the search efficiency.

4.3. SA technique

To improve the global search ability, the simulated annealing technique is employed to avoid local optimum (Vahdani et al., 2017). There is an initial temperature in SA, and the new solution $Y$ is generated from initial state $X$ randomly, which will be accepted by Metropolis rule in Equation (13).

\[
P = \begin{cases} 
  1, & f(Y') \geq f(Y) \\
  \exp \left[ \frac{(-f(Y) - f(Y'))}{KT} \right], & f(Y') < f(Y) 
\end{cases}
\]  

(13)

The detail SA procedure is found in the Figure 2. Where $I_{\text{iter}}$ is the number of iterations under specific temperature; $T_m$ is the terminal temperature; $\alpha$ is the cooling coefficient, and $K$ is the Boltzmann constant.
4.4. Fixed sample size (FSS) sampling strategy

To deal with the random variables in this study, the fixed sample size (FSS) sampling strategy is employed to simulate the random factors, which has been proven to be an effective tool for stochastic programming (Li et al., 2016; Taş et al., 2019). The fixed sample with a size of \(N\) is used in FSS strategy, and the designed algorithm is performed to generate the best solution of \(N\) samples, which is performed by Monte Carlo simulation (Ferrenberg, Xu, & Landau, 2018). Then, a large sample \(N'\) is used to evaluate the generated solution through the objective value. To improve the accuracy of the solution, the larger the sample size, the better performance the algorithm will have. However, the increasing sample size will lead to the efficiency reduction of the designed algorithm. Therefore, we need to focus on the trade-off between the accuracy and the efficiency of the stochastic programming process.

5. Illustrative examples

To verify the formulated programming model and the proposed hybrid heuristic algorithm, the numerical experiments are performed to derive the optimal disassembly solution. The experimental study is conducted on a laptop with an Inter Core i7 processor @ 3.3 GHz on Windows 8. The designed hybrid heuristic algorithm is coded and conducted using commercial solver software IntelliJ IDEA. The experimental instances are tested under different problem scales, also providing some computation results and comparison analysis.

5.1. Parameter establishment

The numerical instances are generated to verify the formulated model and the proposed algorithm is preformed to optimize the disassembly solution. We perform test cases with different scales in three levels of root kinds (5, 10, and 20), and three cycle scales (10, 20 and 30). Parameters in the formulated programming model are established and set as follows based on previous studies (Kim & Xirouchakis, 2010; Liu & Zhang, 2018).

\[
\begin{align*}
\text{Cycle 20} \\
\text{Root item } N &= 5 \\
\text{Leaf item } K &= 5 \\
\text{Disassembly processing time } l_i : \text{ Normally generated from} \\
&= N(\mu_i, \sigma_i^2) \{N(1.5, 0.5); N(1.7, 0.5); N(1.9, 0.5); N(2.0, 0.5); N(1.6, 0.5)\} \\
\text{Procurement price } p_c \text{ equals } (1.0, 1.2, 1.4, 1.5, \text{ and } 1.1) \\
\text{Demand } D : \text{ Normally generated from } N(70, 5) \\
\text{Disassembly yield } \pi : \text{ Uniformly generated from } [2, 4] \\
\text{Capacity } CP : 35 \\
\text{Initial inventory level } IV_{k0} \text{ is generated randomly by the formula } IV_{k0} = \beta D_{k0} (\beta \in [0.8, 1.2])
\end{align*}
\]

5.2. Sample size of FSS strategy

The FSS sampling strategy is employed to deal with the formulated stochastic programming model, and the appropriate sample size is of great significance on the accuracy and efficiency of the heuristic algorithm. To determine the sample size of the strategic sampling, the experimental test that the influence study of sample size on performance of the proposed algorithm is conducted to determine a suitable sample size. Therefore, we test performance and efficiency of the HGA in different experiment scenarios in terms of different sample size scales (sample size = 10, 20, 50, 100, 200).

We set six experiment instances based on the number of the root items (5, 10 and 20) and disassembled leaf items (5 and 10) in 20 production cycles. The Figure 6 demonstrates the CPU running time of the algorithm for settled experimental instances under different sample size.

From the Figure 6, the CPU running time of the HGA increases with the sample size of FSS strategy raises for experimental instances. And specifically, the efficiency of the algorithm begins to dramatically decrease when sample size increases more than 100. To testify the efficiency of the HGA, the minimum
total disassembly cost of the best solution and CPU time are recorded in terms of different sample size, found in Table 2.

For the experimental tests in scenario 3 and scenario 6, the best objective value appears when samples size is 50, while for other four experimental instances, it occurs at 100. From the Table 2, we can find that the best objective function value keeps a decreasing tendency and shows a better performance with the increasing of sample size. However, the quality of the computed solutions displays no further improvement when the sample size is larger than 100. It is worth noting that the CPU time soars very fast when sample size exceeds 100. Therefore, this sample size (100) is selected to perform the FSS strategy in this study.

5.3. Results and comparison analysis

The proposed algorithm is lunched to conduct experimental test for Scenario 1 case (Sample size = 100) as the designed logic steps, and the best disassembly scheduling solution is generated by minimizing the objective function. To verify the effectiveness of the proposed HGA, the computation analysis is performed by comparing with traditional GA procedures and TS algorithm in terms of optimal objective values and CPU running time (Cesaret, Oğuz, & Salman, 2012; Ojstersek et al., 2020; Senecal & Dimitrakopoulos, 2020). The convergence procedure of the objective function with iterations among different algorithms is presented in Figure 7.

From the convergence map in Figure 7, the proposed HGA shows a better performance than traditional GA and TS in terms of the solution quality, which has the minimum objective function value. The designed HGA shows a fewer iterations to a convergence on achieving the best solution with minimum total cost (11088.90), comparing with 1850 iterations for GA and after 2000 iterations for TS. For the computation efficiency, the CPU running time of three algorithms (GA, HGA, and TS) for the experimental case is 91 s, 157 s and 118 s respectively. Both GA and TS show better computation efficiency than the proposed HGA, however, the solution quality is not as good as the HGA. The computation time of all three algorithms can be accepted and tolerated in industrial applications. For disassembly scheduling problem, industrial managers would like to seek a best solution to spend the minimum cost in tolerated time. The experimental test verifies the effectiveness and advantage of the designed HGA on disassembly scheduling problem.

5.4. Model comparison test

According to the above-mentioned experimental analysis, this study extends the disassembly scheduling problem by addressing the two random factors simultaneously, which is more suitable for industrial plants due to the uncertainty consideration. These uncertain considerations are common in industrial factories, which play significant role on the disassembly procedures. The uncertain variables considered in this study make the formulated programming model more in line with the industrial disassembly plants. To verify the significance of the uncertainty considerations in disassembly scheduling problems, we conduct the comparison analysis between deterministic and non-deterministic scheduling model in terms of CPU time and best objective value. Based on the number of root items and leaf items, we generate four instances (5*5, 5*10, 10*5, and 10*10). Besides, the three cycles (10, 20 and 30) for disassembly scheduling problem is also
combined in this experiment, leading to the total 12 instances, and the comparison results are presented in Table 3.

The Table 3 presents the comparison analysis between deterministic and non-deterministic DSP under different 12 experimental instances. As we can see from the Table 3, the ignorance of these uncertain factors will lead to the total cost increasing, and the non-deterministic model helps to achieve a better performance with less total disassembly cost in each experimental instance. With the increasing of disassembly process cycle, the algorithm scale increases reflected from CPU and total cost indicators. It will take less time for deterministic DSP compared with non-deterministic DSP models. Even though it takes more CPU time to derive the best solution for non-deterministic instances, all of them show a better performance than deterministic alternatives with better objective value for all instances. This comparison result verifies that the proposed non-deterministic disassembly scheduling model performs a better performance and practical significance for industrial disassembly plants within an acceptable CPU time.

5.5. Sensitivity analysis

There are two uncertain factors (demand and disassembly operation time) addressed in the formulated

Table 3. Comparison analysis between deterministic and non-deterministic problem.

| Instances | Deterministic DSP | Non-deterministic DSP |
|-----------|-------------------|------------------------|
| Scenario 1-1 (5^S 5^C 10) | 5 | 5454.51 | 42 | 5156.07 |
| Scenario 1-2 (5^S 5^C 20) | 5 | 10930.57 | 87 | 10628.48 |
| Scenario 2-1 (5^S 10^C 10) | 9 | 17010.69 | 129 | 16269.5 |
| Scenario 2-2 (5^S 10^C 20) | 9 | 23538.65 | 145 | 22669.08 |
| Scenario 2-3 (5^S 10^C 30) | 9 | 35134.88 | 228 | 34003.63 |
| Scenario 3-1 (10^S 5^C 10) | 4 | 12377.34 | 44 | 12076.7 |
| Scenario 3-2 (10^S 5^C 20) | 7 | 23777.81 | 87 | 22628.88 |
| Scenario 3-3 (10^S 5^C 30) | 7 | 37526.2 | 133 | 37048.91 |
| Scenario 4-1 (10^S 10^C 10) | 6 | 4792.99 | 71 | 4273.89 |
| Scenario 4-2 (10^S 10^C 20) | 7 | 9934.57 | 153 | 9172.41 |
| Scenario 4-3 (10^S 10^C 30) | 10 | 14639.76 | 230 | 13744.38 |

Note DSP is short for disassembly scheduling problem.
non-deterministic disassembly scheduling model. To evaluate the influence of considered uncertainties on the best solution of the formulated model, the experimental tests of sensitivity analysis on these two uncertain variables are performed to illustrate the heuristic steps. The six experimental instances (Scenario 1–Scenario 6) as settled in previous subsection are used to test the experimental sensitivity analysis within 20 production cycles. To perform the sensitivity analysis, we conduct the experimental test by setting different standard deviation (\(\sigma_d = 1, 3, 5, 7, 9\)) of demand variable and disassembly operation time variable (\(\sigma_l = 0.1, 0.3, 0.5, 0.7, 0.9\)). The objective function value variation of six instances in the settled five experimental conditions is derived and sensitivity analysis on two uncertain variables is found in the following Figures 8 and 9 respectively.

As we can see from Figs. 8 and 9, the best objective function value fluctuates with the variation of uncertain variables. From the sensitivity analysis on the demand variable in Fig. 8, there is a slight fluctuation of the best objective function value in five experimental instances, except the Scenario 6. When the uncertainty of disassembly operation time varies, the variation of the best objective function values shows a relatively steady tendency for all six experiment instances in Fig. 9. The experimental test of the sensitivity analysis on these two uncertain factors demonstrates that the impact of these two uncertain factors on disassembly scheduling is not as serious as supposed even there are some impacts on the total disassembly cost.

6. Theoretical implications and managerial insights

This study severs both scientific and practical contributions by providing some theoretical implications and managerial insights on the disassembly management. In this section, we address the theoretical implications to disassembly scheduling problem and provide managerial implications for industrial application.

6.1. Implications to theoretical knowledge

This research contributes to the theoretical knowledge by proposing a non-deterministic disassembly scheduling solution framework considering the uncertainty of demand and disassembly operation time simultaneously. These two uncertain factors are regarded as stochastic variables based on the disassembly scheduling practice in industrial plants. A novel non-deterministic disassembly scheduling programming model with capacity constraints is developed to derive the best solution. Besides, to improve the local search capability, a novel HGA heuristic algorithm is designed where the SA and LS strategy is coupled with genetic operations. The fixed sample size (FSS) sampling strategy by Monte Carlo operation is simulated to solve the considered stochastic variables.

This paper extends the capacitated disassembly scheduling problem by considering uncertain demand and disassembly operation time factors within multiple periods. The formulated non-
6.2. Implications to industrial practice and managerial insights

This study also carries a few practical implications and managerial insights which will assist recycling industrial sector to improve lean operation by the formulated stochastic programming model. The disassembly scheduling model provides technical and methodological support on disassembly operation management for recycling enterprises, assisting to achieve cost reduction, efficiency improvement and reputation promotion.

From a managerial point of view, the non-deterministic disassembly scheduling model enables industrial managers to determine the best disassembly solution considering the addressed uncertain factors. Numerical instances validate that the designed HGA heuristic algorithm outperforms than the compared benchmarking heuristics. The experimental test on the numerical instances indicates that the non-deterministic model showing a much better performance on solution determination than the deterministic one. The sensitivity analysis of experimental tests demonstrates that these two uncertain variables show a limited influence on the best objective function value. The impact of these two uncertain factors on disassembly scheduling is not as obvious as imaged in industrial plants, even if there is some influence. The demand and disassembly operation time parameters can be treated as certain variables if there are limited resources in practical scenarios. These interesting findings will assist industrial managers better understand the non-deterministic disassembly scheduling decision-making and perform the dismantling management practice.

7. Concluding remarks

In this research, the capacitated disassembly scheduling with random demand and operation time was addressed by formulating a novel stochastic programming model. The total disassembly scheduling cost optimization is regarded as the objective function, including procurement cost, disassembly operation cost, stock-out cost and inventory cost item. This study extends a disassembly scheduling problem with multi-periods in terms of a two-level disassembly product structure, which aims at determining the quantity of EOL disassembling products for satisfying separated parts. In particular, the stochastic demand and disassembly operation time are highlighted and treated as non-deterministic due to uncertainties occurred in disassembly plants.

To cope with the novel disassembly scheduling problem, a hybrid heuristic evolutionary algorithm (HGA) is designed to derive the best solution. Besides, the fixed sample size (FSS) sampling strategy is employed to deal with the stochastic variables using Monte Carlo Simulation during the heuristic-based steps. Illustrative examples validate the
effectiveness of the formulated model and the designed HGA algorithm. Computational results show that the proposed hybrid heuristic algorithm outperforms most of the previously applied methods. To our surprise, the sensitivity analysis on these two uncertain variables indicates that the influence of these two variables on the best objective function value is not as significant as imaged in practical disassembly operation. These two parameters can be regarded as precise variables if there are not enough endeavours for industrial plants.

There are some limitations due to the assumptions we made in this paper. Firstly, the more perplex capacitated disassembly scheduling problem with multi-level structure can be studied to portray a more realistic industrial application. Secondly, other random factors or detail uncertainties are also of great significance for further study, such as the lead time, defective parts or uncertain arrivals of EOL products. Thirdly, other accurate algorithms can be designed based on the characteristics of the novel disassembly scenarios, as well as the intelligence-based algorithms.
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