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Abstract—Contemporary Virtual Reality (VR) setups commonly consist of a Head-Mounted Display (HMD) tethered to a content-generating server. "Cutting the wire" in such setups and going truly wireless will require a wireless network capable of delivering enormous amounts of video data at an extremely low latency. Higher frequencies, such as the millimeter-wave (mmWave) band, can support these requirements. Due to high attenuation and path loss in the mmWave frequencies, beamforming is essential. For VR setups, beamforming must adapt in real-time to the user’s head rotations, but can rely on the HMD's built-in sensors providing accurate orientation estimates. In this work, we present coVRage, a beamforming solution tailored for VR HMDs. Based on past and current head orientations, the HMD predicts how the Angle of Arrival (AoA) from the access point will change in the near future, and covers this AoA trajectory with a dynamically shaped beam, synthesized using sub-arrays. We show that this solution can cover such trajectories with consistently high gain, unlike regular single-beam solutions.

I. INTRODUCTION

A wide variety of Virtual Reality (VR) applications have been investigated over the years, in fields including education, medicine and manufacturing [1]–[3]. Such applications require a reliable high-throughput and low-latency connection to an external device providing VR content [4]. This may be live video recorded elsewhere, such as for remote collaboration or meetings, or 3D graphics generated on a PC or edge cloud, such as for gaming applications. The recently introduced Oculus Quest 2 Head-Mounted Display (HMD) is capable of generating content on-device and thereby working without any connection to other devices. As this restricts the device from running many such connected and computationally intensive applications, it also offers the option to tether it to a PC. This setup, along with most others currently on the market, relies on a wired connection for content delivery. While this easily meets reliability, latency and throughput requirements, it limits the user’s range of movement, hindering true immersion.

To achieve truly wireless connected HMDs, millimeter-wave (mmWave) networking, in the 30 to 300 GHz band, is most often considered, as lower frequencies cannot meet the VR requirements [4]. Solutions often rely on the existing IEEE 802.11ad and IEEE 802.11ay Wi-Fi standards for mmWave [5] or on 5G NR’s mmWave capabilities [6]. The main challenges in building such a system stem from mmWave’s inherently high path loss and attenuation. To achieve sufficiently high signal strength at the HMD, the transmitter and the HMD must both focus their energy towards each other, in a process called beamforming. MmWave transceivers usually implement beamforming using phased antenna arrays, consisting of many separate antenna elements [7]. The path lengths of the signal from each element will differ slightly in a given direction, meaning the different signals are generally not phase-aligned. By carefully shifting the phase of each element, a beamforming algorithm ensures signals towards an intended receiver are phase-aligned and therefore at maximum amplitude. As this phenomenon also applies to signals received at phased arrays, beamforming should also occur when in receive mode, focusing towards the transmitter. While basic beamforming consists of a single beam in one direction, we exploit a more advanced approach using a variable number of sub-beams. By subdividing the array into sub-arrays providing sub-beams, the combined beam can cover a dynamically shaped area. Such flexible coverage is highly advantageous for beamforming on an HMD. An angular beam misalignment of a few degrees can have a significant impact on Signal-to-Noise Ratio (SNR) [8], and a human head can reach an instantaneous angular velocity of hundreds of degrees per second [9]–[11]. As such, a flexibly shaped beam, stretched in the direction of a head rotation, can provide an HMD with consistently high receive gain, essential for uninterrupted low-latency video delivery. To form such a beam proactively, head rotations must be accurately predicted. Fortunately, HMDs are, by design, equipped with orientation estimation capabilities. Current and historical estimations enable the design of reasonably accurate predictors of future orientations and rotations. In this paper, we present coVRage, a novel beamforming method for HMDs, supporting uninterrupted connectivity during rapid head movements. This is, to the best of our knowledge, the first HMD-focused beamforming method offering proactive Angle of Arrival (AoA) trajectory coverage through sub-arrays. Using simulation, we demonstrate that coVRage provides a stable gain in a single-user VR scenario.

The remainder of this paper is organised as follows. In Section [I], we provide background and related work on sub-arrays, mmWave VR and head rotation prediction. Section [III] investigates how phased arrays may be placed within an HMD, along with an appropriate system model. Section [IV] outlines how to represent 3D orientations. Next, Section [V] presents coVRage, and in Section [VI] we evaluate how well it performs in simulation. Finally, Section [VII] concludes this paper.
II. BACKGROUND AND RELATED WORK

A. Sub-arrays

To form beams of flexible size and shape, sub-arrays are crucial. Therefore, we provide an overview of sub-arrays and the related literature. A sub-array may be either localized, with all elements adjacent, or interleaved, with elements spread across the entire array, as illustrated in Fig. 1. The sub-array configuration can be supported at a hardware level, by having multiple RF chains, allowing each sub-array to send a different signal. This includes hybrid arrays, with one chain per sub-array, and digital arrays, with one chain per element [12]. When only one RF chain is available for all elements, the array is called analog. Several works present design decisions for hybrid and digital arrays for localized [13]–[16] or interleaved [12], [17] sub-array antennas. Zhang et al. compare the two in terms of performance and feasibility [18].

For beamforming with hybrid arrays, many approaches have been proposed. These may either form a single main lobe [19], [20], or provide simultaneous coverage for multiple users [21]–[24]. The hybrid phased array has also been used to design hierarchical codebooks, facilitating a binary-search approach to beamforming with gradually narrowing beams [25]. Physical sub-arrays, based on the array’s design, can be further subdivided into logical sub-arrays. This allows for more flexible hierarchical codebook design [26]. Such codebooks can also be designed with logical sub-arrays only, which only requires an analog array [27]–[29]. Multi-user coverage with logical sub-arrays has also been investigated, both by assigning a sub-array per user [30], or by synthesizing one large beam of flexible shape, covering all recipients [31]. Our algorithm extends this final approach to cover the upcoming trajectory of one peer, rather than the current locations of several peers.

B. Wireless VR

Several works have considered mmWave for cutting the cord in VR. In the MoVR solution, a ceiling-mounted relay assists the Access Point (AP) at the edge of the playing field [8]. The HMD’s built-in location and orientation tracking is used to steer transmit and receive beams directly at peers. Zhong et al. present a programmable mmWave wireless solution using Commercial Off-The Shelf (COTS) hardware and investigate rendering-based optimizations [32]. Other works further investigate such optimizations [33], [34]. Elbamby et al. outline the challenges of mmWave VR [4]. Na et al. measure attainable VR throughput with COTS IEEE 802.11ad hardware [5]. The IEEE 802.11ad standard was shown to be a good fit for interactive VR, with its channel access settings having a significant impact on the attainable datarate [35].

Kim, Lee and Lee propose a dynamic power control algorithm for energy-efficient VR delivery over IEEE 802.11ad [36]. Several proposed designs incorporate falling back to legacy Wi-Fi to cover mmWave signal loss [6], [7]. In case of pre-recorded VR content, frames can be sent proactively over mmWave using predicted future viewing directions [38]. Pose information-assisted networks leverage location and orienta-

C. Head Rotation Prediction

Several approaches of varying complexity have been considered for head rotation prediction. A variety of works has shown the effectiveness of classical approaches such as autoregression and Kalman filters for head rotation estimation and prediction [40]–[43]. The more recent field of viewport prediction essentially solves the same problem [44], [45]. Recent work uses deep learning to further improve the results [46], and may use video content as additional inputs [47]. While the different approaches are difficult to compare directly due to varying prediction horizons and datasets, most approaches provide predictions amply accurate for our application. Several of the above approaches achieve an average error under a third of that of a baseline predictor which outputs the latest known orientation as prediction.

III. ASSUMPTIONS AND SYSTEM MODEL

In this section, we describe the environment CoVRage is expected to operate in, provide array design guidelines based on this environment, and outline an appropriate system model.

A. Expected Environment

CoVRage considers a VR setup where a ceiling-mounted mmWave AP serves an HMD-wearing user on the ground. The user can freely rotate their head. Within the time span of a single rotation, the user’s location is expected to remain static (the location intuitively changes more slowly than the rotation). The AP is assumed to run some beamforming as well as AP selection, focused on spatial sharing between clients [39]. Finally, OScan proposes fast 3D beam steering for mobile clients such as HMDs, using UV-coordinates [9]. Of these works, only OScan considers HMD-side beamforming, but it does not support proactively covering upcoming AoAs. As such, our work is complementary to most of the aforementioned works.

Fig. 1. Localized and interleaved sub-arrays in a Uniform Rectangular Array
with a mmWave phased array. The goal of coVRage is then to tune the receive beam of the HMD such that the received signal strength is consistently high while the HMD rotates towards the predicted orientation. CoVRage achieves this by synthesizing a beam covering the entire (shortest) trajectory between the current and predicted orientation. The prediction horizon should be large enough to encompass a single fast head movement, e.g., 200 ms.

B. Antenna Array Design

The antenna array for the HMD should be designed with the expected environment outlined above in mind. We provide some guidelines, then present a specific design. First of all, we eliminate hybrid and digital arrays. While their many RF chains would offer more flexible beamforming, their power consumption and cost are prohibitive for a battery-powered consumer device [23]. We therefore opt for an analog array. A next trade-off to consider is between the number of elements in the array, and the spacing between these elements. For an $N$-element Uniform Linear Array (ULA), the attainable beamwidth in radians is

$$b_\alpha = \frac{0.886\lambda}{Nd\cos\alpha}$$

(1)

at a steering angle $\alpha$ ($\alpha = 0$ being broadside), with an inter-element spacing of $d$. Such a ULA, with all elements on one line, will however not suffice, as it can only beamform with one degree of freedom [30]. As coVRage requires 3D beamforming, with both azimuth and elevation of the beam controllable, a Uniform Rectangular Array (URA) is needed. For a URA of size $N = N_x N_y$ aimed at $(\phi, \theta)$, the azimuthal and elevational beamwidths are calculated separately, replacing $N$ and $\alpha$ in (1) with either $N_x$ and $\phi$ or with $N_y$ and $\theta$. The beamwidth equation implies that, for a fixed physical area, adding more elements within said area will not tighten the beamwidth. As such, an inter-element spacing of $d = 0.5\lambda$ is often used throughout the industry, as a tighter spacing leads to unwieldy wide beams, while wider spacing is known to create grating lobes; undesired side lobes with a directional gain as high as the main lobe’s. This rule of thumb, however, no longer applies when using interleaved sub-arrays. With $M_i$ interleaved sub-arrays in a URA, the inter-element spacing within the sub-array is $\sqrt{M_i}d$, as illustrated by Fig. 1(b).

As such, the physical inter-element spacing should be chosen with a specific $M_i$ in mind. Whenever the sub-beams that these $M_i$ interleaved sub-arrays can create are unable to cover a full trajectory, they should be further subdivided into sub-sub-arrays, which would be localized within the sub-array. For the remainder of this paper, we consider a specific instantiation of the phased array within the HMD. Measuring many modern HMDs showed that a square URA of length 4 cm is feasible. We will use the 60 GHz band, as this unlicensed band is free to use, and already widely used for mmWave Wi-Fi. Then, we use $M_i = 4$ interleaved sub-arrays, meaning the inter-element spacing becomes $d = 0.25\lambda = 0.125$ cm. At this configuration, creating sub-sub-arrays would lead to rather large beams, meaning this is mainly a feasible option for higher frequencies. At 300 GHz, often considered the upper limit of mmWave, a sub-sub-array could consist of 40 × 40 elements, having a beamwidth of only 2.54°.

C. System Model

CoVRage is a receiver-side beamforming method, which assumes a Line-of-Sight (LoS) path always exists and ignores reflected paths. As such, we opt for a simple system model [36], [52], [53], calculating the received power as

$$P_R = P_T + G_T - PL(d) + G_R$$

(2)

where $P_T$ and $P_R$ are input and received power in dBm, $G_T$ and $G_R$ are transmitter and receiver gain in dBi and $PL(d)$ is the path loss over $d$ meters in dB.

Transmitter-side beamforming is assumed to be perfect\textsuperscript{1} so the transmitter’s Effective Isotropic Radiated Power (EIRP) is constantly at the maximum legally allowed strength (30 dBm in Europe), and

$$EIRP = P_T + G_T$$

(3)

Using the well-known log-distance path loss model, we approximate the path loss as

$$PL(d) = PL_{fs}(d_0) + 10n\log_{10}\left(\frac{d}{d_0}\right)$$

(4)

where $d$ is the transmitter-receiver distance in meters, $d_0$ is some reference distance, $n$ is the path loss exponent and $PL_{fs}(d_0)$ is the Friis free-space path loss over $d_0$:

$$PL_{fs}(d_0) = 20\log_{10}\left(\frac{4\pi d_0}{\lambda}\right)$$

(5)

\textsuperscript{1}With the indoor ceiling-to-floor transmissions we consider, LoS is unlikely to be broken. First-order reflections are most likely via walls, and their power is assumed to be negligible as long as the user is not right next to the wall and grating lobes are avoided. Redirected walking [51] can keep mobile users away from walls.

\textsuperscript{2}If pose information is forwarded from HMD to AP, beamforming at the (static) AP is considerably simpler than at the (rotating) HMD, and therefore considered to be solved for the purpose of our channel model.
where \( \lambda \) is the wavelength. The path loss exponent is estimated as 2 for an indoor LoS mmWave setting \([54]\), so given a wavelength of 0.005 m for 60 GHz, and using \( d_0 = 1 \) m, the model simplifies to approximately

\[
PL(d) = 68 + 20 \log_{10}(d)
\]

(6)

To determine the receiver gain, we first determine the phase shift between antenna elements. For a URA of size \( N_x \times N_y \), using element \( A_{0,0} \) as reference element, the phase shift becomes \([50]\)

\[
\delta_{x,y}(\phi, \theta) = e^{j2\pi d\lambda^{-1}(x \sin \phi \cos \theta - y \sin \theta)}
\]

(7)

for element \( A_{x,y} \) with an AoA of azimuth \( \phi \) and elevation \( \theta \), as illustrated in Fig. 2. Then, the phase shifters of the array are configured with Antenna Weight Vector (AWV) \( \mathbf{w} \) with \( N_x N_y \) complex elements each with magnitude 1, such that the received signal is modified with coefficient

\[
C_R(\phi, \theta) = \sum_{x=0}^{N_x-1} \sum_{y=0}^{N_y-1} [\mathbf{w}]_{x,y} \delta_{x,y}(\phi, \theta)
\]

(8)

such that the final directional receive gain in dBi for some AWV and AoA is

\[
G_R(\phi, \theta) = 10 \log_{10}(|C_R(\phi, \theta)|^2)
\]

(9)

where \((\phi, \theta)\) may be omitted for brevity when they represent the AoA.

To beamform the receiver towards a specific direction, its gain must be maximized. For this, the weight elements \([\mathbf{w}]_{x,y}\) of weight \( \mathbf{w} \) must be set to:

\[
[\mathbf{w}]_{x,y} = \frac{1}{\delta_{x,y}} = e^{j2\pi d\lambda^{-1}(x \sin \phi \cos \theta + y \sin \theta)}
\]

(10)

IV. ORIENTATIONS AND DIRECTIONS

Several methods of representing orientations and directions in 3D space have seen common use over the years \([55]–[57]\). Each has its own advantages and disadvantages, meaning no single most useful representation exists, and care must be taken to select the most appropriate representation for an application. These representations may vary in interpretability, compactness, uniqueness, numerical stability, computational efficiency, ease of combination/subdivision and susceptibility to gimbal lock. Different graphical VR engines supply user orientations in different representations, and throughout coVRage several representations are deliberately used to exploit their advantages.

A. Representations

An easily interpretable representation is that of the Euler angles. In this system, an orientation is described by three chained rotations around the three axes of the coordinate system, where this coordinate system rotates along with the body. As 3D rotations are not commutative, the order of orientations must be properly defined. The separate rotations are often referred to as \( \text{yaw}, \text{pitch} \) and \( \text{roll} \), assigned the variables \( \phi, \theta \) and \( \psi \) respectively. This is easily converted from an orientation to a direction; by simply omitting the final rotation, a direction in 3D space is represented compactly. In this interpretation, the two remaining rotations are frequently called the azimuth and elevation.

In graphical engines, rotations are often represented by unit quaternions. Quaternions, first covered in the mid 19th century, are an extension of complex numbers, containing three imaginary units \( i, j \) and \( k \), all equal to \(-1\) when squared, rather than just the one. In this paper, we represent the quaternion \( w + xi + yj + zk \) as the vector \( \mathbf{q} = [w, x, y, z]^T \). The set of unit quaternions (i.e., of norm 1) is a double-cover of the 3D rotation group, meaning that for each rotation in 3D space, exactly two unit quaternion representations exist (\( \mathbf{q} \) and \(-\mathbf{q}\), as negating both the magnitude and axis of a rotation results in the same rotation). Quaternions are mathematically convenient; they are numerically stable, do not suffer from gimbal lock and are computationally efficient. Furthermore, quaternions are easily combined by simply multiplying them using the Hamilton product. When representing a vector \( \vec{v} \) as quaternion \( \mathbf{v} \) \( \mathbf{v} = [0, \vec{v}_x, \vec{v}_y, \vec{v}_z]^T \), the product \( \mathbf{v'} = \mathbf{v}\mathbf{q}^* \), where \( \mathbf{q}^* \) is the complex conjugate, represents \( \vec{v} \) rotated by \( \mathbf{q} \). Interpolation and extrapolation are also simple: \( \mathbf{q}^a \) maintains the rotational axis but multiplies the magnitude by \( a \).

As a final representation, we consider \( u,v \)-coordinates \([9]–[58]\). \( (u,v) \), consisting of only two real variables, only has enough degrees of freedom to represent directions in 3D, similar to the azimuth-elevation representation. \( u,v \)-coordinates however exist in sine-space, meaning \( \{(u,v) | u, v \in [-1,1]\} \) covers a hemisphere whose center \((0,0)\) is equivalent to azimuth and elevation 0. Why these coordinates are commonly used for beamforming is outlined in Section V-A2.

B. Conversions

As different components within the beamforming system presented in this paper require different representations of orientations and directions, we often need to convert between them. The following conversions are used for the remainder of the paper.

1) Quaternions to Euler angles: To convert a quaternion \( \mathbf{q} = [w, x, y, z]^T \) to Euler angles \( (\phi, \theta, \psi) \), calculate \([55]\):

\[
\phi = \arctan2\left(\frac{2(wx + yz)}{1 - 2(x^2 + y^2)}\right)
\]

\[
\theta = \arcsin(2(wy + xz))
\]

\[
\psi = \arctan2\left(\frac{2(wz + xy)}{1 - 2(y^2 + z^2)}\right)
\]

(11)

where the arctangent must be implemented using the \text{atan2} function, returning a result in \([-\pi, \pi]\).

2) Euler angles to UV-coordinates: For this conversion, first convert the orientation to a direction, by simply discarding the roll \( \psi \). Then, the UV-coordinates are \([9]\)

\[
u = \cos \theta \sin \phi
\]

\[
v = \sin \theta
\]

(12)
Note that this definition differs from the one commonly used for the similar UV-mapping in graphical engines, which covers the full sphere.

3) **UV-coordinates to Euler angles:** In the opposite direction, \( \phi \) and \( \theta \) can be recovered as

\[
\phi = \arctan \frac{u}{\sqrt{1 - u^2 - v^2}} \\
\theta = \arcsin v
\]

again using \( \arctan \) in the implementation. This clearly shows that not every \((u, v)\) is a valid coordinate. If \(u^2 + v^2 > 1\), the azimuth is no longer a real number, meaning such coordinates are invalid.

V. CoVRage

In this section, we provide a step-by-step explanation of how CoVRage works, along with a brief analysis of its computational efficiency.

A. The Algorithm

CoVRage must convert measured current and predicted future HMD orientations to a set of phase shifts for the phased array in the HMD. We decompose this process into three distinct steps. First, we determine how the AP appears to move relative to the HMD, the reference point. Specifically, we determine the direction of the AP at the start and end of the rotation between HMD orientations, and the shortest trajectory between these directions, in UV-space. Next, we determine a set of beams that covers this trajectory, achievable by the phased array. Finally, we minimize the destructive interference between the sub-arrays on the trajectory, to avoid having "blind" spots along the trajectory.

1) **Trajectory Generation:** To present trajectory generation, we borrow some terminology from 3D graphics. All objects in 3D space are located relative to the world coordinate system, which is attached to the HMD. During a head rotation, this world coordinate system rotates. It is simple to see that this is equivalent to applying the inverse rotation, around the world coordinate system, to all other objects in 3D space. In quaternion terms, the HMD rotates from orientation \(q_1\) to \(q_2\) by rotation \(q_2q_1^\ast\), meaning the AP will appear to perform the rotation \((q_2q_1^\ast)^a = q_1q_2^a\) around the user. To translate rotations to absolute directions, the AP direction at one point must be known. This can be hard-coded, or measured using existing AP sensing approaches [39].

As the HMD is only expected to provide the start and end of the expected rotation within some brief time-frame, CoVRage is responsible for generating the path of the AP direction during the rotation, between those two points. The representation of the orientation depends on the used framework. OpenVR provides rotation matrices, Unreal uses Euler angles and Unity gives quaternions. The goal of this step was to determine the AP trajectory in UV-space, so some conversion is definitely required. Furthermore, determining the shortest trajectory between two orientations (i.e., a single rotation, known to exist from Euler’s rotation theorem) is not straightforward with UV-coordinates. To generate this UV-space trajectory, we will need to first generate it in another representation, sample some points from it, and convert those to UV-coordinates. More directly, we need to **interpolate** between the points. In the 3D graphics world, it is widely known that naive interpolation does not work well with rotation matrices and Euler angles [59], as this does not generate orientations on the shortest trajectory between the reference orientations. Quaternions, on the other hand, are known to be a perfect fit for interpolation. Given two quaternions \(q\) and \(p\), the quaternion \(pq^\ast\) represents the rotation from the orientation represented by \(q\) to that represented by \(p\). The set of quaternions \(\{pq^\ast\}^a\) for \(a \in [0, 1]\) covers exactly all intermediate orientations achieved during said rotation. This algorithm is known as Spherical linear interpolation (Slerp) and widely used in 3D graphics [59]. The resulting quaternions are easily converted to UV-coordinates using (11) and (12). As trajectories have only a modest curve in UV-space, this approximation is very close. Fig. 3 shows interpolations performed with quaternions, Euler angles and UV-coordinates. As only the quaternion-based interpolation provides the shortest path, this is used in CoVRage.

2) **Sub-Beamforming:** Once the AP trajectory as seen from the HMD is determined, the algorithm needs to synthesize a beam covering it. As the beam will consist of a variable number of sub-beams from sub-arrays, the number of beams, and, as an effect, their width, must first be determined. Here, the choice for UV-coordinates becomes clear. Remember from (1) that the beamwidth depends on the angular distance from broadside (\(\alpha = 0\)). In UV-coordinates however, the beamwidth is nearly invariant to the beam’s direction [58]. As such, the beamwidth in UV-space can be approximated by the constant

\[
b_{uv} = \frac{0.886 \lambda}{Nd}
\]

with an error always under 2\%, highest near the edges of the hemisphere. As shown in Fig. 4 a rectangular sub-array’s
beam anywhere in UV-space is as such accurately represented by a circle of constant radius, eliminating the need for complicated, time-consuming beam shape calculations. The problem of trajectory coverage with sub-beams is essentially reduced to covering a curve using circles. The first substep here is to determine how many beams are needed to cover the entire trajectory, noting that more beams means fewer elements per beam and therefore wider beams.

Estimate the trajectory length \( l_t \) as the sum of distances between adjacent UV-space trajectory points. We will aim the first sub-beam towards the current direction, then divide the remaining beams along the trajectory such that each point lies within at least one sub-beam’s beamwidth. When each interleaved sub-array has a beamwidth of \( w_i \) \((0.111 \text{ for } 16 \times 16)\), the required number of sub-arrays \( M_s \) is

\[
M_s = \left\lceil \frac{l_t + 0.5w_i}{w_i} \right\rceil
\]

(15)
as only half the beamwidth of the first sub-beam, aimed at the first point, covers the trajectory. Experimentation showed that aiming the first sub-beam such that the first point is at the edge of its beamwidth provided insufficient coverage at that first point.

If \( M_s \) exceeds the available number of interleaved sub-arrays \( M_t \) \((4 \text{ for } 4 \times 4 \text{ array})\), each must be further subdivided into localized sub-sub-arrays. For each subdivision, each sub-beam’s width doubles and the number of sub-beams quadruples, meaning the required number of subdivisions is the minimal value of \( s \) for which

\[
l_t + 2^{(s-1)}w_i \leq 4^s M_t \times 2^s w_i
\]

(16)

As the coverable trajectory length at 60 GHz is already over 3 for \( s = 1 \), this is mainly of practical use with higher frequencies.

Another possibility is that fewer than the available number of interleaved sub-arrays are needed. Some approaches choose to simply deactivate unneeded sub-arrays \[28\], which requires hardware support. We instead reinforce sub-beams by steering multiple sub-arrays in the same direction. When only one sub-array is needed, all are aimed in the same direction, effectively eliminating the sub-arraying mechanism entirely. With two sub-beams required, diagonally located pairs of sub-arrays steer towards the same direction. Finally, when three of the four are needed, the first sub-beam, closest to the current AP direction, is formed by two diagonally located sub-arrays.

Once the number of beams is determined, aiming these is relatively straightforward. CoVRage iterates through the available sample points on the trajectory curve and determines for each point if a beam should be aimed towards it. This is determined by checking if a sub-beam focused at the point would cover all previously considered points not yet covered by a previous sub-beam. As long as this is the case, no candidate sub-beams are locked in. However, once a candidate sub-beam could no longer cover all as of yet uncovered previous points, the candidate sub-beam at the previous point is selected. To avoid coverage gaps between two adjacent sample points, we may require that a sub-beam also covers the most recently considered point already covered by the previously selected sub-beam. As such, two consecutive sub-beams will overlap at (at least) one sample point. With this algorithm, a sub-beam covering the final part of the trajectory may not be found. If this occurs, we extrapolate the trajectory and continue the algorithm until all original sample points are covered.

The current implementation uses a simple linear extrapolation using the final two sample points. Using this set of sub-beams, phase shift weights for sub-beam syncing can be calculated. Experiments showed that the impact of how sub-beams are mapped to sub-arrays is negligible.

To calculate the sub-AWV \( w_i \) of the \( i \)-th sub-array, \[10\] still applies, with \( x \) and \( y \) being the element indices within the sub-array. To construct the full AWV, we first introduce helper functions \( f_i(x, y) \) and \( f_c(x, y) \), which map array-wide element coordinates \((x, y)\) to the index of the sub-array said element is assigned to, and to the coordinates within that sub-array, respectively. The elements of the full AWV are then

\[
[w]_{x,y} = \frac{a[i_f(x,y)]}{|w|_{f_c(x,y)} f_c(x,y)}
\]

(17)

where \( a \) contains sub-array-level phase shifts, detailed in the following subsection. The first two functions in Algorithm \[1\] summarize this step.

3) Sub-Beam Syncing: Once the sub-array layout is determined and each sub-array is aimed properly, the remaining step is to synchronize the sub-beams, eliminating destructive interference between sub-arrays along the trajectory. As global optimisation at this level is challenging and expensive, we apply a heuristic inspired by previous work on analog sub-arrays \[31\]. Specifically, we minimize destructive interference between adjacent sub-beams where it is expected to be the most impactful. In this case, this is the point along the trajectory equidistant from the two sub-beams. Sub-beam selection in Section \[V-A2\] was carefully designed to ensure (at least) one sample point of overlap between adjacent beams’ coverages. The algorithm iterates through all adjacent sub-beam pairs, determines the phase difference between the two sub-beams at the overlapping point, and applies a uniform additional phase shift to all elements of the second sub-beam, making the two sub-beams phase-aligned at the overlapping sample point. To
Algorithm 1 The coVRage algorithm

function SUBDIVIDE(t_l)
    c ← \((M, 0.5) \cdot 0.886 / N\)
    s ← 0
    while c < t_l do
        s ← s + 1
        c ← 8e
    end for
    A ← DOINTERLEAVEDSUBARRAYS(M, N)
    for i ← 1..s do
        A ← DOLOCALIZEDSUBARRAYS(4, N/i, A)
    end for
    return A

function COVERPOINTS(P, A)
    B ← [] \(\triangleright\) Beams
    M ← \[\]\(\triangleright\) Points in P covered by 2 adjacent beams
    p_u ← Null \(\triangleright\) The earliest not yet covered point
    p_b ← P[0] \(\triangleright\) Most recently allocated beam
    B ← LISTADD(B, AIMBEAM(p_b, A, N_s))
    for all p ∈ P do
        /*Does N_s-sized arr. aimed at p cover p_u?*/
        if not COVERS(p_u, p, N_s) then
            p_b ← p_prev
            B ← LISTADD(B, AIMBEAM(p_b, A, N_s))
            M ← LISTADD(M, p_u)
            p_u ← Null
            if p_u is Null and not COVERS(p, p_u, N_s) then
                p_u ← p_prev
        end if
    end for
    /*At final point but end of trajectory uncovered?*/
    if ISFINAL(P, p) and p_u is not Null then
        P ← APPEND(P, EXTRAP(p_prev, p))
    end if
    p_prev ← p
    return B, M

function PHASESYNCBEAMS(B, M)
    B_{sync} ← B[0]
    for i ← 0..LEN(M)-2 do
        m ← m[i]
        b_1 ← B[i], b_2 ← B[i+1]
        \(\delta_0\) ← GETPHASE(b_2, m) − GETPHASE(b_1, m)
        b_2 ← DOPHASESHIFT(b_2, −\(\delta_0\))
        LISTADD(B_{sync}, b_2)
    end for
    return B_{sync}

Input: Trajectory points P with traj. length t_l
N ← 16 \(\triangleright\) Number of elements in 1 direction, default
M_i ← 4 \(\triangleright\) Number of interleaved sub-arrays, default
A ← SUBDIVIDE(t_l)
B, M ← COVERPOINTS(P, A)
B ← PHASESYNCBEAMS(B, M)
Output: B

determine the phase difference of sub-beams i and k (where
\(k = i + 1\)) at point \((u_m, v_m)\), first convert this point to Euler
angles \((\phi_m, \theta_m)\) using (13). Then determine \(C^k_R(\phi_m, \theta_m)\) and
\(C^k_R(\phi_m, \theta_m)\) by applying (8) with the elements of only sub-
array i or k. Then set the sub-array-level phase shift such that it
undoes this phase difference at sub-array \(k\):
\[
[a]_k = e^{j(\angle C^k_R(\phi_m, \theta_m) - \angle C^k_R(\phi_m, \theta_m))}
\]
where \(\angle\) denotes the angle (i.e., the phase) of the complex
value. For the first sub-beam, there is no phase shift: \([a]_0 = 1\).
The third function in Algorithm 1 summarizes this step.

B. Computational Complexity

As coVRage is designed to run in real-time on an HMD,
it must be computationally efficient. The entire procedure
consists of closed-form expressions. The first and third func-
tions in Algorithm 1 are of complexity \(O(\log t_l)\) with \(t_l\)
the trajectory length. Considering the limitations of human
head movement, \(O(1)\) also approximates their complexity. The
second function is \(O(|P|)\) with \(P\) the sampled points on the
trajectory. If required, the sampling rate can be reduced to
meet any beamforming deadlines. Any calculated sub-beam
direction differs from the optimal direction by at most one
sampling interval.

VI. EVALUATION

In this section, we simulate coVRage to evaluate how well
it performs in the envisioned scenario. First, we assess its
performance in its trajectory-covering goal. Then, we analyse
the performance within the VR application, assessing the
impact on attainable datarate using mmWave Wi-Fi.

To evaluate coVRage, we simulate the 4 cm 60 GHz array,
and select two AP trajectories requiring all 4 interleaved sub-
arrays to be fully covered. Fig. 5f shows the directional receive
gain, calculated using (9) with both Euler angles and UV-
coordinates. For clarity, all gains are raised to at least 30 dBi,
and only half the hemisphere is shown. This clearly shows
that the gain along the entire trajectory is consistently high.
Some deviation from the predicted trajectory is also inher-
ently supported with this beamwidth, without losing excessive
energy far away from the trajectory. This provides coVRage
with some inherent robustness to prediction errors that may
occur with contemporary prediction methods. In trajectory B,
extrapolation provided the final sub-beam direction.

Next, Fig. 5c, 5d and 5f illustrate the advantage of some coVRage
design decisions. In Fig. 5c sub-beam syncing is disabled,
instead using arbitrary, implementation-dependent sub-array-
level phase shifts. Overall, the gain is lower, with coverage
near the midpoints being especially poor. This indicates that
sub-beam syncing is essential to the proper working of the
algorithm. In Fig. 5f the first sub-beam is not placed at the first
trajectory point, but rather at the farthest point whose beam
still covers the first point. As there is no sub-beam syncing
aimed at optimising gain at this first point, its gain decreases
by 7 dBi compared to having a sub-beam pointed directly at it.
As this is the actual AP direction at the time of beamforming,
high coverage for this point is arguably the most important. Next, we evaluate how coVRage compares to steering only a single beam in one specific direction. We consider three possible directions: (1) towards the current AP direction, (2) at the farthest trajectory point still covering the current position and (3) halfway along the trajectory. As the single beam uses the full array, with only half the inter-element spacing of the sub-arrays, this beam will be twice as wide as any sub-beam. Using the two trajectories from Fig. 5 we measure the directional receive gain along the entire trajectory using coVRage and the three single-beam approaches. As Fig. 6a and 6b show, the algorithm’s coverage of the trajectory is very consistent. In trajectory A, the gain range is 4.75 dBi, largely due to a decrease at the the end of the trajectory. With trajectory B, the final sub-beam is aimed beyond the final trajectory point, meaning coverage remains very stable throughout, with a range of only 1.4 dBi. Higher coverage at the end of the trajectory could be enforced by requiring a final sub-beam beyond the trajectory. The single-beam approaches, as expected, manage to outperform coVRage at and around their steering direction. Away from that direction, however, gain reduces quickly, in contrast to coVRage.

In analyzing the impact on SNR, both the receive gain in the AoA direction and the maximum receive gain are of importance. The former determines the intensity of the intended signal, while the latter influences that of the noise, assuming it is isotropic. Therefore, we quantify the approximate impact of gain fluctuations throughout the trajectory using a penalty

\[ N(\phi_{AoA}, \theta_{AoA}) = \max_{\phi, \theta} (G_R(\phi, \theta) - G_R(\phi_{AoA}, \theta_{AoA})) \]  

for some AoA. This decibel-scale term can be subtracted from the SNR directly, and therefore represents the SNR loss caused by high directional gain away from the AoA (but possibly elsewhere along the trajectory). As long as the maximum directional gain lies along the trajectory, the gain fluctuation along the trajectory also sets an upper bound to this noise penalty. Fig. 6c and 6d show the penalty for the two trajectories under consideration. To assess this penalty’s impact on performance, we rely on the IEEE 802.11ad standard’s minimum received signal intensity for each Modulation and Coding Scheme (MCS) [36], [60]. From the highest to lowest non-control MCS, offering 4620 Mbps and 385 Mbps throughput respectively, the required intensity drops by 15 dB. As such, when using any single-beam solution, even if the maximum SNR is an exceptionally high 25 dB above the requirement for maximum MCS, it will drop so low along the trajectory that the datarate reverts to a control-level 27.5 Mbps or connectivity is even lost altogether. Either halts delivery of video content to the HMD and is extremely disruptive to the user experience. Ignoring the coverage reduction at the end of trajectory A, a maximum SNR of just 1.5 dB above the required SNR of the highest MCS will suffice to maintain
the maximum datarate throughout the trajectory. This was previously shown to be sufficient to serve multiple 4K HMDs at 120 Hz and a transmission latency under 1 ms [33]. Hence, our solution can, in contrast to single-beam solutions, support truly wireless contemporary immersive VR setups.

### VII. Conclusion

In this paper, we presented coVRage, the first beamforming algorithm designed specifically for HMD-side beamforming with mobile VR, where uninterrupted reception even during fast head rotations is crucial for maintaining user experience. Using the HMD's built-in orientation detection capabilities, a predictor can estimate how the AoA of incoming wireless video data will change in the near future. By subdividing the phased array into sub-arrays and aiming each sub-array's beam at a different point along the predicted trajectory, coVRage is able to guarantee uninterrupted coverage along the full trajectory, at a very stable signal strength. Simulations using a simple channel model show that coVRage can design beams with a signal strength variation of only a few decibels. A single-beam solution is shown to instead vary by tens of decibels, enough to decimate the attainable throughput, therefore causing a substantial negative impact on, or even fully impairing the end-user's experience. In future work, we will further investigate capabilities with different array configurations and frequencies. Furthermore, we will quantify the impact of prediction errors and of residual destructive interference between sub-beams, and if needed harden the algorithm against this. Finally, we will combine coVRage with specific trajectory predictors and AP-side beamforming to evaluate the performance of an end-to-end system.
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