The impact of light polarization effects on weak lensing systematics
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ABSTRACT
A fraction of the light observed from edge-on disc galaxies is polarized due to two physical effects: selective extinction by dust grains aligned with the magnetic field and scattering of the anisotropic starlight field. Since the reflection and transmission coefficients of the reflecting and refracting surfaces in an optical system depend on the polarization of incoming rays, this optical polarization produces both (a) a selection bias in favour of galaxies with specific orientations and (b) a polarization-dependent point spread function (PSF). In this work, we build toy models to obtain for the first time an estimate for the impact of polarization on PSF shapes and the impact of the selection bias due to the polarization effect on the measurement of the ellipticity used in shear measurements. In particular, we are interested in determining if this effect will be significant for Wide-Field Infrared Survey Telescope (WFIRST). We show that the systematic uncertainties in the ellipticity components are $8 \times 10^{-5}$ and $1.1 \times 10^{-4}$ due to the selection bias and PSF errors respectively. Compared to the overall requirements on knowledge of the WFIRST PSF ellipticity ($4.7 \times 10^{-4}$ per component), both of these systematic uncertainties are sufficiently close to the WFIRST tolerance level that more detailed studies of the polarization effects or more stringent requirements on polarization-sensitive instrumentation for WFIRST are required.
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1 INTRODUCTION
Weak gravitational lensing arises due to deflection of light by the gravitational fields of large-scale structure, leading to tangential shear distortions in galaxy shapes. Measuring the correlation functions of galaxy shapes is therefore a method by which we can measure the growth of structure in the Universe (Bartelmann & Schneider 2001; Massey et al. 2007; Hoekstra & Jain 2008; Kilbinger 2015; Mandelbaum 2018) and hence a powerful method for constraining cosmological parameters (Huff et al. 2014; Jee et al. 2016; Troxel et al. 2018; Hikage et al. 2019; Hildebrandt et al. 2020).

Since weak gravitational shear is only a per-cent-level signal, weak lensing measurements rely on the use of large galaxy samples to reduce statistical uncertainties. In the upcoming Stage-IV surveys, including Euclid (Laureijs et al. 2011), LSST (LSST Science Collaboration 2009; Ivezić et al. 2019), and Wide-Field Infrared Survey Telescope (WFIRST) (Spergel et al. 2015), the statistical uncertainties of the weak lensing measurements are expected to reach sub-per-cent-level precision. With such small statistical uncertainties, the future of weak lensing analysis requires a better understanding and more careful control of systematics to avoid systematic uncertainties dominating over statistical uncertainties. Low-level sources of systematic uncertainty that are presently ignored in existing weak lensing analyses will become significant as the precision of the measurements increases.

Optical gravitational lensing measurements are based on how the light intensity profile of galaxies is affected by the matter distribution in the Universe. Besides intensity, the observed radiation also includes polarization information (Radhakrishnan 1989). However, to the best of our knowledge, the information in polarization has not been considered in optical weak lensing. While the light intensity profile contains the weak lensing information that we hope to measure, it is possible that the polarization of light could introduce weak lensing systematic errors if not accounted for.

Many polarization measurements of light from galaxies have been made at radio frequencies (Beck et al. 2002; Beck 2007; Stil et al. 2009; Akahori et al. 2018). At the radio frequency, the radiation is dominated by synchrotron emissions. Synchrotron emission is intrinsically linearly polarized perpendicular to the magnetic field; at long wavelengths, Faraday rotation changes the polarization angle and provides an additional probe of the magnetic field structure.
Weak lensing surveys are conducted, however, in the optical and near-infrared (NIR) wavelengths. The physics behind radio polarization is different from the optical/NIR. Unlike the radio band which is dominated by synchrotron emissions, the light at the optical and NIR frequencies is not itself linearly polarized. Some polarization effects may be induced through the interactions with dust grains (Mathis 1990). The optical galactic polarization has been studied and measured in Scarrott, Rolph & Semple (1990), Scarrott, Eaton & Axon (1991), Fendt et al. (1996), Scarrott, Ward-Thompson & Warren-Smith (1987), Fendt, Beck & Neininger (1998), Scarrott (1996), and Jones (2000). Even though the linear polarization of light from galaxies has been observed, polarization-induced systematic errors have not generally been considered for optical weak lensing analyses.

The overall weak lensing analysis covers many steps from image processing to the inference of cosmological parameter constraints. Different systematic uncertainties enter in each step. The sheared galaxy image that contains weak lensing information first propagates through the atmosphere (for ground-based observations) and the telescope optics, and is affected by the point spread function (PSF) of both. The final images are further affected by detector non-idealities. The subsequent processes in the weak lensing analysis involve using the final image to construct the shear catalogues and summary statistics such as two-point correlation functions, and finally inferring the cosmological parameters using a likelihood analysis. Among all of these steps, the polarization effect influences how the light rays propagate in the optical system before the final images are realized on the detectors. Since the s- and p-polarized components of light have different reflection and refraction coefficients at optical surfaces, including the mirrors and the antireflection coating on the detectors, the throughput of the optics and telescope PSF depend on the polarization of the input light (Brekenridge, Lam & Chipman 2015; Chipman, Lam & Brekenridge 2015). If the light from galaxies is linearly polarized, the existing analysis processes that ignore the polarization information could lead to biases in the weak lensing results. In this paper, we consider two potential polarization-related systematic errors: galaxy selection biases, and the PSF modelling errors due to the polarization-dependent PSF. The selection bias arises from the dependence of the transmitted intensity of polarized light on the wavelength. The polarization-dependent PSF, on the other hand, is a result of the polarization-dependent optical aberrations.

In Section 2, we briefly review polarization effects in optical/NIR galaxy images. Sections 4 and 5 describe the assumptions we make and how we construct our toy models for polarization-related selection and PSF effects respectively. We present our results in Section 6 and conclude in Section 7.

2 OPTICAL/NIR POLARIZATION OF GALAXIES

As shown in previous studies on optical polarization, light from distant stars and galaxies can be linearly polarized in the optical wavelengths (Scarrott et al. 1987; Fendt et al. 1996, 1998). At optical and NIR frequencies, the linear polarization of light arises from physical mechanisms including the anisotropic scattering by spherical dust grains and the selective extinction by aligned dust grains. The alignment was once proposed to be caused by magnetic dissipation – the Davis–Greenstein mechanism (Davis & Greenstein 1951) – but is now attributed to precession around the magnetic field combined with torque from scattering of starlight, which also usually results in alignment of the long axis of the grains perpendicular to the magnetic field (Andersson, Lazarian & Vaillancourt 2015). Both of these mechanisms can have complicated wavelength dependence. The dust £aring cross-section increases toward the blue and peaks in the ultraviolet (Draine 2003), but the polarization fraction of the scattered light exhibits a non-monotonic behaviour (Weingartner & Draine 2001). Polarization by selective extinction by aligned dust grains has long been known to peak in $\sim V$ band (e.g. Spitzer 1978). By observing in four bands across the 0.9–2.0 $\mu$m observer-frame wavelength range, and studying sources across a range of redshifts, WFIRST will be sensitive to both sources of polarization in multiple regimes.

2.1 Toy model for galaxy polarizations

To simplify the calculation and make an order of magnitude estimation of the polarization effects, we begin by assuming that only edge-on disc galaxies are observed and that each edge-on galaxy has fixed polarization fraction $p$, which speciﬁes the fraction of light from galaxy that is polarized. Although these assumptions will be relaxed by correction factors discussed in Section 2.2, this simplified model provides an easy and intuitive way to describe the galaxy polarization.

In the case of face-on disc galaxies, the polarization orientation varies with location in the galaxy, leading to the cancellation of optical polarizations in spiral and circular patterns (Scarrott et al. 1990; Simmons & Audit 2000). Thus, for a simple order of magnitude estimate of the polarization-dependent selection bias and PSF, we consider only edge-on disc galaxies in this work. Fendt et al. (1996) reported the polarization of three edge-on galaxies, the optical polarization orientations of which are perpendicular to the major axes. However, it is also possible that the polarization orientation of an edge-on galaxy is parallel to the disc plane, as shown in Scarrott et al. (1990) and Scarrott (1996). The diversity of polarization orientation arises from two competing effects: the selective extinction of non-spherical dust grains aligned with the galactic magnetic field and the anisotropic scattering. The toroidal magnetic field on the disc plane would generate polarizations parallel to the major axis for edge-on galaxies (since the grains align perpendicular to the disc and preferentially absorb that polarization), while the polarization by anisotropic scattering is perpendicular to the major axes (since the grains are in a radiation field where more light is coming from directions parallel to than perpendicular to the disc). In Jones et al. (2012), the authors presented the integrated polarization survey of 70 nearby galaxies and suggested that the dust scattering is the dominant source of optical polarization. The magnitude of the polarization-dependence of the PSF is only affected by the polarization level rather than the polarization orientation, but the polarization orientation has a great impact on the selection bias. In our toy model, we consider only the polarization orientation that is perpendicular to the major axis of the edge-on galaxies. This will provide the upper limit for the polarization-induced selection bias.

The level of polarization is typically of the order of several per cent (Sofue, Fujimoto & Wielebinski 1986; Scarrott et al. 1990; Draper et al. 1995; Scarrott 1996; Jones et al. 2012). For edge-on galaxies, the anisotropic scattering (Jura 1982) and alignment with the magnetic field (Scarrott et al. 1990; Fendt et al. 1996) under several $\mu$G of interstellar magnetic field both demonstrate polarization of the order of 5 per cent. The integrated polarization level would be less than the level in polarization maps in Fendt et al. (1996) and Scarrott (1996) due to partial cancellation of polarization vectors over the galaxy. The integrated polarization levels of 70
galaxies reported by Jones et al. (2012) are mostly below 1 per cent with several above 2 per cent. Hence, we choose the fraction of polarized light emitted by an edge-on disc galaxy to be 2 per cent.

2.2 Corrections to the toy model

Here we fold in additional factors that were left out in our initial assumptions. We stated earlier the assumption that our sample consists solely of edge-on spiral galaxies. However, if we consider randomly oriented discs, only a subset would be completely edge-on. We can parametrize the inclination $i$ of the disc galaxies with the convention that $i = 0°$ corresponds to face-on galaxies while $i = 90°$ corresponds to edge-on disc galaxies. The probability of observing a galaxy within $\Delta i$ of an inclination $i$ is

$$P(i) \Delta i = \sin i \Delta i$$

for $i$ between 0° and 90°. This is already normalized, and hence we can calculate the expectation value of the inclination $\langle i \rangle$, which gives 1 rad. For face-on disc galaxies, the light we observe on a whole is unpolarized. If we use the sin$^{-2}$i law for the dependence of polarization effect on inclination angle in Simmons & Audit (2000) and Jones et al. (2012), we can then say that the random inclinations of the disc galaxies results in $\langle e \rangle$ being multiplied by a factor of $f = 0.42$.

In addition, only about 50 per cent of galaxies are spiral galaxies, as inferred from the visual classifications of galaxy morphology in the Great Observatories Origins Deep Survey (GOODS) fields (Gavaliasco et al. 2004; Bundy, Ellis & Conselice 2005) into three broad morphology classes (ellipticals, spirals, and peculiar/irregulars). The 2978 galaxies used in the morphology classification by Bundy et al. (2005) are selected from the observations made by Hubble Space Telescope and the Advanced Camera for Surveys (ACS) with a magnitude limit in the $z_{850}$ band, $z_{AB} = 22.5$.

We take the spiral ratio of 50 per cent as a rough estimate since the morphological composition is subject to the cosmic variance due to the small size of the GOODS field (0.1 deg$^2$). In addition, WFIRST will cover different wavelength bands, magnitudes and redshifts compared with ACS. However, this number will suffice for an order of magnitude estimation.

Hence, we multiply all results by a correction factor of $f = 0.21$.

3 POLARIZATION-DEPENDENT OPTICAL RESPONSE AND PSF

In this section, we describe the mechanisms that induce the dependence of final image on polarizations.

3.1 Polarization response difference

We start by introducing the polarization response difference $\Delta_p$. The polarization response difference $\Delta_p$ reflects the difference in the detected flux on pixels due to the polarization-dependent response of the optical system and the detection efficiency along different polarization axes. The choice of coordinates and the axes is arbitrary. Without loss of generality, we define the x-axis as the axis along which the flux of polarized light is most attenuated. The polarization angle $\theta$ is defined against this axis.

The polarization response difference $\Delta_p$ due to the polarization-dependent throughput has two major sources: the antireflective coating of the detector and the fold mirrors. Since the actual coating model of the detector is not publicly available, we estimate the plausible levels of polarization-dependent transmission of it by considering the standard single layer antireflective coating. We build the coating model by setting the refractive index of the substrate to be 3.2 and tuning the refractive index of the coating to reproduce the ratio of the peak to the valley in the quantum efficiency curve of the WFIRST Wide-Field Instrument. This model predicts $\Delta_p = 0.03$ at the corner of the field. WFIRST’s mirrors use a protected silver coating. A bare silver fold flat would induce fractional polarization $\Delta_p = 0.0014$ (0.9 μm) or 0.0017 (1.93 μm), but coatings can significantly modify the reflection coefficients (see, e.g. Harrington & Sueoka 2017 for an analysis in the case of the Daniel K. Inouye Solar Telescope). The coatings for WFIRST at 45° incidence have $\Delta_p$ ranging from 0.006 at 0.5 μm, decreasing to near zero at 1.1 μm, and then rising again to 0.005 at 2.4 μm. The first fold mirror (F1) is at a 45° angle and is expected to dominate the polarization, since there are much smaller angles of incidence for the second fold and the tertiary mirror. The filter may contribute too (it is at normal incidence at the centre of the field, but the angle of incidence increases toward the edge), and so we plan to include it in a more complete model in the future. Our choice of $\Delta_p = 0.05$ in Table 1 is the sum of the effects of the antireflection coating (0.03) and these three-off-axis mirrors ($3 \times 0.006$, with the recognition that the true effect is smaller at most wavelengths) in the optical design of the WFIRST Wide-Field Instrument.

We note that linear retardance at the fold flat will result in some conversion of Stokes $U \rightarrow V$; this phenomenon is an issue for instruments that aim to measure circular polarization. It is less of a problem here since the mechanism of polarization-dependent sensitivity (off-axis antireflection coating) depends on linear, not circular, polarization.

3.2 Polarization-induced astigmatism

When light is reflected by an optical device inside a telescope, such as the primary mirror, the reflected ray gains an extra reflectivity coefficient relative to the ray of incidence:

$$r = |r| e^{i\phi}.$$

The real part of the coefficient describes the relative amplitude of the reflected light, and the imaginary part describes the phase change. Both the real part and the imaginary part depend on the mirror coatings, wavelength, angle of incidence, and the polarization. The

![Table 1. Choice of variables for the toy model. The variables $p$, $\Delta p$, $|e|$, and $a$ are the polarization fraction, the difference of response of polarization orientations, the absolute value of ellipticity, and the slope of the fitted magnitude distribution. The polarization fraction is relevant to all polarization effects, including the selection bias and the PSF errors. The other variables, $\Delta p$, $|e|$, and $a$, are specific to the selection bias.

| Parameter | Value |
|-----------|-------|
| $p$       | 0.02  |
| $\Delta p$| 0.05  |
| $|e|$      | 0.92  |
| $a$       | 0.36  |

| Parameter | Value |
|-----------|-------|
| $p$       | 0.02  |
| $\Delta p$| 0.05  |
| $|e|$      | 0.92  |
| $a$       | 0.36  |

4https://wfirst.gsfc.nasa.gov/science/WFIRST_Reference_Information.htm
5This uses the index of refraction model of Johnson & Christy (1972) and the standard Fresnel coefficients for reflection at an interface (e.g. Born & Wolf 1999), and we note that $\Delta_p = |R_l - R_p|/(R_l + R_p)$, where $R_l$ and $R_p$ are the power reflection coefficients for the two polarizations.
6We thank J. Kruk (private communication) for providing this information, and Harris Corporation for providing permission to publicly release the models.
phase change by the reflection is different for $s$- and $p$-polarizations. This polarization-dependent phase change induces the polarization variation as well as wavefront aberrations to the system. We define the phase shift between the two polarizations as retardance, 
\[ \delta = \delta_s - \delta_p. \]

We can estimate the magnitude of the polarization astigmatism by adding the retardance of each reflection fold.

The WFIRST technology report on polarization,\(^7\) which is reviewed by the Technology Assessment Committee, provides the optical modelling and linear retardance at several wavelengths. Astigmatisms has two spatial modes, vertical astigmatism ($Z_2^+$) and oblique astigmatism ($Z_2^-$), which follow $\rho^2\cos(2\phi)$ and $\rho^2\sin(2\phi)$ patterns on the polar plane respectively with polar coordinate $\rho$ and angular coordinate $\phi$. At 950 nm, the linear retardance is 0.005 waves (rms) for vertical astigmatism and 0.006 waves for oblique astigmatism. For our toy model, we choose 0.005 waves as a conservative estimate for both vertical and oblique astigmatisms due to the linear retardance of the fast primary mirror in the $J$ band of WFIRST. The WFIRST Wide-Field Instrument contains 18 Sensor Chip Assemblies (SCA). The PSF varies as a function of position in the focal plane, including across each SCA. We use the central PSF for each SCA. In addition to spatial variation, the PSF is also dependent on polarization. The difference in linear retardance of 0.005 waves between the two polarization directions introduces extra aberrations on top of the default PSF.

4 SELECTION BIAS

In this section, we describe how we use the ingredients in our toy model to estimate how polarization-related selection biases can affect weak lensing.

4.1 Defining a galaxy population

We begin by assuming that the galaxy angles are intrinsically uniformly distributed, and that galaxy magnitudes follow a distribution $P(m)$. To define $P(m)$, we use a simulated WFIRST photometry catalogue based on CANDELS (Hemmati et al. 2019).\(^8\) Fig. 1 shows the distribution of magnitudes in the $J$ band. We then fit a rising exponential $N(x; m)$ using magnitude cuts at 18 and 24 for each band to avoid the fall-off of counts near the depth limit.

The fitting curve is also shown in Fig. 1. The normalization of the number counts is arbitrary. It is the slope $a$ that affects the selection bias, since it determines what fraction of the sample is sufficiently close to the boundary that it can be affected by polarization-dependent selection effects. For the magnitude distribution in the $J$ band, the fitting within $18 < m < 24$ yields $a = 0.36$.

Additional corrections to the simplified toy model, for example to account for the distribution of galaxy inclination angles and the fraction of spiral galaxies, were introduced in Section 2.2.

4.2 Effect of polarization on magnitude

Following the definitions of $p$ and $\Delta_m^s$ in Section 3, we express the modification of the magnitude $m$ of a galaxy due to polarization via the following equation:
\[ m' = m - 2.5 \log_{10}[1 - p + p\sqrt{1 + (b^2 - 1)\cos^2 \theta}], \]

where the bias factor $b$ is defined as $b = (1 - \Delta_m^p)/(1 + \Delta_m^p)$.

Since magnitude is logarithmically related to flux, the bias factor results in a linear shift in magnitude. Hence, the term inside the logarithm represents the factor by which the flux is reduced, and has a maximal value of 1. Since $p$ represents the fraction of light that is polarized, $(1 - p)$ corresponds to the unpolarized light. The square root term corresponds to the reduction in flux after the component of the flux of light polarized along the $x$-axis is multiplied by a factor of $b$, which ranges from 0 to 1. The logarithm term is negative, and hence $m$ is greater than $m'$, i.e. the object appears fainter due to the polarization-dependent attenuation of light.

4.3 Magnitude cut

We assume that galaxies are selected by imposing a magnitude cut $m_{\text{cut}}$ on the galaxies such that galaxies fainter than the cut are filtered away. While this is not correct in detail (Zuntz et al. 2018; Mandelbaum et al. 2018), it is sufficient for an order-of-magnitude estimate. The consequence of modifying galaxy magnitudes $m$ to the polarization angle-dependent $m'$ is that galaxies with magnitudes near this cut could be moved to the other side of the cut. Since $m'$ is a function of angle, the resultant population of galaxies that remain after the cut will no longer have uniformly distributed angles, violating a basic assumption in weak lensing and inducing a selection bias since an unlensed population would not have some nonzero mean ensemble shear estimate (Hirata et al. 2004; Mandelbaum et al. 2005).

We first consider the case where there is no selection bias, so $b = 1$. If we consider galaxies with a fixed polarization angle $\theta$, their magnitudes $m$ should follow the distribution $P(m)$. Hence, when we apply the magnitude cuts to the galaxy population, we can write the probability of a remaining galaxy having the polarization...
angle θ as:

\begin{equation}
P(\theta) \propto P(m_{\text{low}} < m < m_{\text{high}}) = \int_{m_{\text{low}}}^{m_{\text{high}}} P(m) \, dm.
\end{equation}

The polarization-dependent response makes \( P(\theta) \) more complicated because \( m \) is a function of \( \theta \):

\begin{equation}
P(\theta) \propto P(m_{\text{low}} < m' < m_{\text{high}}) = \int_{m_{\text{low}}+2.5\log_{10}(c)}^{m_{\text{high}}+2.5\log_{10}(c)} P(m) \, dm,
\end{equation}

where \( c = (1 - p) + p \sqrt{1 + (b^2 - 1) \cos^2 \theta} \).

### 4.4 Selection bias estimation process

We can write the expectation value of the galaxy orientation after making the cut as:

\begin{equation}
\langle \theta \rangle = \frac{\int_0^\pi \theta P(\theta) \, d\theta}{\int_0^\pi P(\theta) \, d\theta}.
\end{equation}

Note that \( \pi < \theta < 2\pi \) is degenerate with \( 0 < \theta < \pi \) for the polarization angle. Substituting equation (4) gives us:

\begin{equation}
\langle \theta \rangle = \frac{1}{A} \int_0^\pi \theta \, \int_{m_{\text{low}}+2.5\log_{10}(c)}^{m_{\text{high}}+2.5\log_{10}(c)} P(m) \, dm \, d\theta,
\end{equation}

where \( A \) is the normalization factor,

\begin{equation}
A = \int_0^\pi \int_{m_{\text{low}}+2.5\log_{10}(c)}^{m_{\text{high}}+2.5\log_{10}(c)} P(m) \, dm \, d\theta.
\end{equation}

As a sanity check, for the case when \( c = 1 \), i.e. the case with no polarization-dependent selection effect, the inner integral evaluates to a constant \( k \) and the normalization factor is \( k \pi \). Hence, we obtain \( \langle \theta \rangle = \pi/2 \), as expected for a uniform distribution of angles from 0 to \( \pi \).

To quantify the effect of the selection bias on weak lensing measurements, we relate it to the two-component ellipticity \( e = (e_1, e_2) \), which is an observable quantity used to construct ensemble shear estimates. Making an arbitrary choice of axis with no loss of generality, we present results for the first component \( e_1 \).

\begin{equation}
(e_1) = \frac{1}{A} \int_0^\pi \cos(2\theta) \, \int_{m_{\text{low}}+2.5\log_{10}(c)}^{m_{\text{high}}+2.5\log_{10}(c)} P(m) \, dm \, d\theta.
\end{equation}

### 4.5 Parameters in the simplified toy model

We obtain an upper bound on the selection bias by choosing pessimistic conditions. The parameters that need to be specified and our values used are listed in Table 1.

In our analysis, we choose the polarization to be 2 per cent and estimate \( \Delta_k \) to be 5 per cent along the attenuated polarization axis. We choose the absolute value of ellipticity \( |e| \) of edge-on disc galaxies to be 0.92 based on the edge-on disc galaxy samples from the Sloan Digital Sky Survey (SDSS) data set (Kautsch et al. 2006). The ellipticity is defined based on the second moments of galaxy light profile throughout the paper (equation 11). The magnitude of ellipticity is therefore \( |e| = (1 - b^2/a^2)/(1 + b^2/a^2) \) with major and minor axes \( a \) and \( b \) instead of \( |e| = 1 - b/a \) used in Kautsch et al. (2006). The quoted value above of the ellipticity of edge-on disc galaxies has taken into account the change of definition. As mentioned in Section 4.1, \( P(m) \) is obtained from the WFIRST simulated photometry catalogue based on CANDELS. To do the experiment, we select galaxies with signal-to-noise ratio within \( 18 < \text{S/N} < 200 \). This leads to the magnitude cuts \( m_{\text{low}}, m_{\text{high}} = (21.6, 24.2) \) in the J band (Spergel et al. 2015), where we obtained a fit to the exponential magnitude distribution \( N \propto 10^{-m} \) with \( a = 0.36 \).

### 5 PSF ERRORS

In this section, we describe how we use the polarization-induced aberrations introduced in Section 3.2 to simulate the PSF errors for WFIRST.

#### 5.1 Image simulation with GAlSim

In this work, we use GAlSim\(^6\) (Rowe et al. 2015) version 1.6.1 and the WFIRST module (Kannawadi et al. 2016) of GAlSim to simulate the polarization-dependent PSF effect for WFIRST. GAlSim is a package for simulating images of stars and galaxies. It can simulate galaxies from different galaxy models and also generate optical PSFs from parametric models. In particular, GAlSim has a module especially designed for the image simulations for WFIRST. With GAlSim, we simulate the PSFs for WFIRST observations for different bandpasses and SCAs. Besides the default WFIRST aberrations, additional aberration (astigmatism) can be applied to test the polarization effect on PSFs.

#### 5.2 PSF shape measurement

In order to estimate the impact of polarization on PSF errors, we measure the sizes and shapes of WFIRST PSFs with both default and polarization-dependent aberrations by considering the image of a point star. The moments of the star image are measured using the hsm.FinalAdaptiveMom routine in GAlSim, which calculates the adaptive moments introduced by Bernstein & Jarvis (2002) and Hirata & Seljak (2003). This routine fits the 2D image \( I(x) \) with an elliptical Gaussian by iteratively minimizing the squared error

\begin{equation}
\text{SE} = \int \left\| I(x) - Ae^{-\frac{1}{2}(x-\mu)^T M^{-1}(x-\mu)} \right\|^2 \, d^2x.
\end{equation}

The best-fitting \( \mu \) and \( M \) are the weighted coordinates of the centroid and moments

\begin{equation}
\mu = \frac{\int x I(x) o(x) \, d^2x}{\int I(x) o(x) \, d^2x} \quad \text{and} \quad M_{ij} = \frac{2 \int (x - \mu_i)(x - \mu_j) I(x) o(x) \, d^2x}{\int I(x) o(x) \, d^2x},
\end{equation}

with the elliptic Gaussian weight function \( o(x) \) that minimizes the squared error.

The ellipticity components and the adaptive size \( \sigma \) of the PSF are then defined in terms of the second moments:

\begin{equation}
\begin{aligned}
e_1 &= \frac{M_{xx} - M_{yy}}{M_{xx} + M_{yy}}, \\
e_2 &= \frac{2M_{xy}}{M_{xx} + M_{yy}}, \quad \text{and} \\
\sigma &= \sqrt{\det M}.
\end{aligned}
\end{equation}

Please note that the ensemble average of this definition of ellipticity, based on the second moments of the light profile, when applied to galaxies, is not an unbiased estimator of the weak lensing

\(^6\)https://github.com/GalSim-developers/GalSim
shear. For nearly round objects, \( \langle e \rangle \approx 2 \langle y \rangle \). The requirements on our knowledge of PSF model ellipticity include the proper conversion factors to account for how systematic uncertainty in PSF model ellipticity (for this ellipticity definition) affects estimates of ensemble weak lensing shears for galaxies.

In the image simulation, we oversample the image below the WFIRST pixel scale (0.11 arcsec pix^{-1}) and down to 0.01 arcsec pix^{-1} to obtain convergent adaptive moments and adaptive sizes. The detector non-idealities, including the reciprocity failure, non-linearity, interpixel capacitance, etc., are not included. We only consider the extra aberrations of PSFs due to polarization.

6 RESULTS

In this section, we present the estimated polarization-induced systematic biases using the toy model described in Sections 4 and 5. We show the results for both the selection bias and the PSF errors.

6.1 Selection bias

Assuming an exponential magnitude distribution, we can calculate the expected mean selection bias in the shear. Given our fit for the exponential magnitude distribution in Section 4.1, we can substitute into equation (8) and simplify the expression. We first evaluate the inner integral,

\[
P(\theta) \propto \int_{m_{\text{min}} + 2.5 \log_{10}(e)}^{m_{\text{max}} + 2.5 \log_{10}(e)} P(m) \, dm \\
\propto [(1 - p) + p \sqrt{1 + (b^2 - 1) \cos^2 \theta}]^{2.5a}. \tag{12}
\]

Going back to equation (8),

\[
\langle e_1 \rangle = \langle |e| \cos(2\theta) \rangle \\
= \frac{\int_0^\pi |e| \int_0^\pi (\cos 2\theta)(1 - p) + p \sqrt{1 + (b^2 - 1) \cos^2 \theta}]^{2.5a} d\theta}{\int_0^\pi [(1 - p) + p \sqrt{1 + (b^2 - 1) \cos^2 \theta}]^{2.5a} d\theta}. \tag{13}
\]

This gives \( \langle e_1 \rangle = 0 \) when the bias parameter is 1, as expected. For a given set of variables \( p \) and \( \Delta_\rho \), we compute this integral numerically to determine the selection bias due to polarized light profiles of edge-on disc galaxies. We note that the pre-factor involving the magnitude cuts in equation (12) gets cancelled in equation (13), indicating that the expected shear component of the toy model does not depend on the magnitude cuts. In addition, the bright end limit of the magnitude cut contributes less than 10 per cent to the total selection effect. Setting the lower limit of the magnitude cut to negative infinity is not expected to make significant difference for the order of magnitude test.

Using equation (13) and \( |e| = 0.92 \), we vary \( p \) and \( \Delta_\rho \) and numerically evaluate the integral, giving us the results in Fig. 2. The additional correction factors, including the galactic inclination angle and the fraction of spiral galaxies, discussed in Section 2.2, are taken into account in this figure. For the values listed in Table 1 of \( p \) and \( \Delta_\rho \), we obtain the estimate of \( \langle e_1 \rangle = 8 \times 10^{-5} \). This is represented by the white point in Fig. 2.

6.2 PSF size and shape errors

To estimate the effect of light polarizations on PSF, we run the image simulation we describe in Section 5. In Fig. 3, we show the changes in \( e_{1,PSF} \) and \( e_{2,PSF} \) and the adaptive size \( \sigma \) due to the extra polarization-induced aberration measured across the 18 SCAs.

Table 2 shows the PSF errors in the \( Y \) band across the SCAs with all the factors above taken into consideration. The effect of the extra aberrations depends on the PSF of the SCAs, which is related...
7 DISCUSSION

In this work, we constructed a toy model to estimate the magnitude of polarization-driven systematic errors in the context of optical/NIR weak lensing surveys for the first time in the literature. We propose a simple toy model to make order of magnitude estimates for both selection bias and PSF errors due to the polarization effects. The selection bias due to the polarization-dependent optical efficiency can lead to a spurious mean shear estimate of $|\langle \epsilon_1 \rangle| \approx 8 \times 10^{-5}$. For PSF model error, our image simulations with GALSIM in the WFIRST $Y$ band give PSF model size and shape biases of $\delta M / \langle M \rangle = 2.0 \times 10^{-4}$ and $\delta \epsilon_1^{\text{PSF}} = 1.1 \times 10^{-4}$, compared to the WFIRST requirements on the entire PSF $\delta M / \langle M \rangle = 9.3 \times 10^{-4}$ and $\delta \epsilon_1^{\text{PSF}} = 4.7 \times 10^{-4}$.

There are several caveats to our toy model. The purpose of this work is to give a rough estimate of the polarization effects on weak lensing measurements, including the selection bias and PSF errors. Hence we adopted a simplified galaxy selection by magnitude cuts only, and use a power-law model for the galaxy number counts. We also made assumptions about the light polarization of galaxies, the dependence on galaxy inclination angle, the orientation of polarizations and the dependence of polarization fraction on rest-frame wavelength. Some assumptions help to simplify the estimation, and some are unfortunately necessary due to the limited number of optical/NIR observations of polarizations available and/or due to what information the WFIRST instrumentation vendors have released.

For WFIRST, the key priority will be to obtain enough measurements on both the telescope/instrument and the source galaxies to remove biases associated with polarization. The polarized detector response at non-normal incidence can be measured in the laboratory with a representative detector, and we are in discussions with the WFIRST Project Office about the best way to implement this measurement. We are also having discussions about what relevant information on the optics can be released. Given how faint the
galaxies are, a promising way to obtain the required information on the galaxies is from WFIRST itself. In the WFIRST supernova deep fields, the same set of galaxies in a 5 deg$^2$ area are observed at $\sim$144 epochs over 2 yr (Spergel et al. 2015). In the Spergel et al. (2015) deep field strategy, the aggregate S/N for a typical lensing source (AB = 24.5) is 250, and at 3 galaxies per arcmin$^2$ per redshift bin, there would be 54 000 galaxies per bin in a supernova deep field.11 The supernova fields are located near the Ecliptic poles. When observing the supernova fields, the telescope roll angle is adjusted to point its solar array toward the Sun for power. The roll angle would therefore go through a cycle every year. If there is a polarization-dependent throughput and the galaxies are polarized then we expect to see their magnitudes vary sinusoidally with a period of 6 months and a phase that corresponds to their position angle. The amplitude of this variation12 is $\Delta \rho \approx \rho$. WFIRST will not measure this for any one galaxy, but if $\Delta \rho \rho$ is really $\sim$0.00021 (where $\rho = 0.21$ is the suppression factor in Section 2.2), then the idealized aggregate S/N ratio on the measurement of the polarization effect is

$$\frac{1}{\sqrt{2}} \times 0.00021 \times 250 \times \sqrt{5.4 \times 10^4} = 8.6.$$  (14)

An advantage of this is that it directly measures the combination $\Delta \rho \rho$ that is of direct interest, even without depending in the detailed model for instrument polarization $\Delta \rho$. Future work should consider how to make this measurement practical, particularly when incorporating large-scale flat-field uncertainties and dithering strategies.

In this paper, the biases due to polarization-dependent throughput and PSF are both estimated with WFIRST-specific parameters. The polarization biases for surveys with different optical design, targeted wavelength and point spread function would be different. In addition, most weak lensing surveys to date are ground based and thus subject to atmospheric turbulence. It is non-trivial to infer the impact of polarization effect for other surveys without tailored analysis. But for WFIRST, both of the polarization-induced errors are comparable to the WFIRST tolerance. We thus recommend more complete studies on polarization-induced systematic uncertainties of weak lensing measurements.
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\[ \text{Table 2. This table summarizes the estimates of systematic errors due to polarization effects in our toy model. The columns show the (worst, mean, best) PSF errors due to extra polarization-induced vertical astigmatism among SCAs in the Y band, the selection bias, compared to the WFIRST tolerance in the last column.} \]

|                         | PSF error ($\times 10^{-4}$) | Selection bias ($\times 10^{-4}$) | WFIRST tolerance ($\times 10^{-4}$) |
|-------------------------|-------------------------------|----------------------------------|------------------------------------|
|                         | Worst   | Mean   | Best    | Worst   | Mean   | Best    | Worst   |
| Size Bias               | $\delta \epsilon_1^{\text{PSF}}$ | $0.48$   | $0.024$   | $0.8$   |
| Ellipticity Bias        | $\delta \epsilon_1^{\text{PSF}}$ | $0.11$   | $0.067$   | $4.7$   |

10Please see the WFIRST observatory reference information at https://wfirst.gsfc.nasa.gov/science/WFIRST_Reference_Information.html for the arrangement of SCAs and the field-of-view layout.

11This calculation uses the WFIRST Exposure Time Calculator (Hirata et al. 2012), following Hounsell et al. (2018), but updating with the current WFIRST Phase B throughput table, although this makes only a small difference.

12Defined as half of the peak-to-valley difference; the root mean square is a factor of $1/\sqrt{2}$ smaller.
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