Experience with opioids does not modify the brain network involved in expectations of placebo analgesia

Corentin A. Wicht | Michael Mouthon | Joelle Nsimire Chabwine | Jens Gaab | Lucas Spierer

1Neurology Unit, Medicine Section, Faculty of Science and Medicine, Fribourg, Switzerland
2Division of Neurorehabilitation, Fribourg Hospital, Fribourg, Switzerland
3Clinical Psychology and Psychotherapy, University of Basel, Basel, Switzerland

Correspondence
Corentin A. Wicht, Neurology Unit, Medicine Section, Faculty of Science and medicine, University of Fribourg, Chemin du Musée 5 CH-1700 Fribourg, Switzerland.
Email: corentin.wicht@unifr.ch

Funding information
Swiss National Science Foundation, Grant/Award Numbers: #P0LAP1_181689, #320030_175469

Abstract
Placebo analgesia (PA) is defined as a psychobiological phenomenon triggered by the information surrounding an analgesic drug instead of its inherent pharmacological properties. PA is hypothesized to be formed through either verbal suggestions or conditioning. The present study aims at disentangling the neural correlates of expectations effects with or without conditioning through prior experience using the model of PA.

We addressed this question by recruiting two groups of individuals holding comparable verbally-induced expectations regarding morphine analgesia but either (i) with or (ii) without prior experience with opioids. We then contrasted the two groups’ neurocognitive response to acute heat-pain induction following the injection of sham morphine using electroencephalography (EEG). Topographic ERP analyses of the N2 and P2 pain evoked potential components allowed to test the hypothesis that PA involves distinct neural networks when induced by expectations with or without prior experience.

First, we confirmed that the two groups showed corresponding expectations of morphine analgesia (Hedges’ gs < .4 positive control criteria, gs = .37 observed difference), and that our intervention induced a medium-sized PA (Hedges’ gav ≥ .5 positive control, gav = .6 observed PA). We then tested our hypothesis on the recruitment of different PA-associated brain networks in individuals with versus without prior experience with opioids and found no evidence for a...
1 INTRODUCTION

Placebo analgesia (PA; see for comparable acronym use Koban et al., 2012; Nakamura et al., 2012; De Pascalis & Scacchia, 2019) is a psychobiological reaction elicited by the contextual information associated with a non-active drug (i.e., placebo drug) rather than by any inherent active pharmacological properties. As for other placebo effects, PA is thought to result from expectations formed through verbal suggestions (unconditioned expectations) and conditioning (conditioned expectations). Yet, while verbal suggestions and conditioning induce corresponding behavioural placebo effects, indirect evidence suggest that they might involve different brain networks. The present study aims at confirming this hypothesis to deepen the fundamental understanding of the placebo effects.

Support for the assumption that distinct brain networks are involved in conditioned and unconditioned expectations notably comes from electrophysiological data. Colloca et al. (2009), for instance, showed that while PA induced by both conditioned and unconditioned expectations is associated with reduced N2-P2 event-related potential (ERP) complex amplitude, this effect is larger with conditioning. This pattern suggests a stronger involvement of early nociceptive brain mechanisms in conditioned than unconditioned expectations. In line with this finding, Carlino et al. (2015) report that PA-related reductions in N2-P2 amplitude occur when conditioning is associated with verbal information, but not when conditioning is engaged alone. Finally, psychopharmacological studies show that while conditioned PA depends on the drug's pharmacological effect, unconditioned PA mostly relies on the opioid system, further suggesting that different neurochemical pathways support each type of PA (see for a review Okusogu & Colloca, 2019; and for other investigation on this question: Amanzio & Benedetti, 1999; Bartels et al., 2014; Benedetti et al., 2003; Colloca et al., 2008; Colloca & Benedetti, 2009; De Jong et al., 1996; Montgomery & Kirsch, 1997; Reicherts et al., 2016; Voudouris et al., 1990).

Additionally, striatal regions of the reward system contribute to pre-cognitive anticipation of PA in conditioning (see for reviews de la Fuente-Fernández, 2009; Peciña et al., 2014). Since conditioning is by definition implicit (Bäbel, 2019; Benedetti et al., 2003), only implicit mechanisms would recruit this system. Hence, these evidence further suggest that different brain networks are involved in conditioned and unconditioned expectations.

We tested this hypothesis by focusing on the N2 and P2 ERP components during heat-evoked pain responses; The N2 and P2 components arise respectively 200–400 and 300–500 ms after the stimulation of Aδ fibers (Bromm & Treede, 1987) and originates from brain areas also involved in PA (Apkarian et al., 2005; see for reviews Benedetti, 2014; Wager & Atlas, 2015). These early components are sensitive to nociceptive stimulation (Wager et al., 2006) and are associated with the magnitude of pain perception (Colloca et al., 2009; García-Larrea et al., 1997; Iannetti et al., 2005; for reviews see Colloca, 2014; Legrain et al., 2002). At the cognitive level, the N2 component is hypothesized to index top-down attentional mechanisms, while the P2 is more sensitive to bottom-up attentional orienting mechanisms as those modulated by the probability of stimulus occurrence (Legrain et al., 2002; Legrain et al., 2003; Legrain et al., 2005). We chose to focus on these components to compare the placebo effects induced by two types of expectations because even if they are not specific to PA, they are minimally involved in it (Carlino et al., 2015; Colloca et al., 2009). Current accounts for the neural bases of placebo effects indeed advance that placebos mimic the neurobiological action of the substituted drugs (see for reviews Benedetti, 2014; Benedetti et al., 2011; Colloca, 2014; Haour, 2005; Kirsch, 1997; Meissner et al., 2011; Pacheco-López et al., 2006; Stewart-Williams & Podd, 2004; Wager & Atlas, 2015). We thus expect placebo morphine to modulate the same brain markers that would be affected by real morphine, and in turn the N2 and P2 components, two reliable indexes of antinociceptive drugs-induced analgesia (Truini et al., 2010).

The literature reviewed, however, relies on methods with limited neurophysiological interpretability; they could notably not differentiate between purely...
quantitative from qualitative modulation of brain activity. In addition, they focused on laboratory-induced non-pharmacological conditioning. They could thus not provide direct evidence that the brain networks mediating pre-established pharmacological conditioning effects differ from those involved in verbally-induced expectations.

To fill these gaps, we compared the neurocognitive responses to acute pain induction after the stimulation of Aδ fibers and after sham morphine administration between groups having the same verbally-induced expectations on the effects of morphine, but either with versus without an actual experience of opioids. This contrast enabled us to address our hypothesis because only the group with experience of opioids had formed conditioned expectations through prior experience. Specific questionnaires and inclusion criteria were used to control that morphine-related verbal suggestions were homogenous within- and between-group.

We identified whether each type of expectation engages distinct brain networks by comparing the spatial distribution of the N2-P2 scalp field potentials between the conditioned versus unconditioned expectations groups. We statistically compared the N2-P2 components topography with the so-called Global Map Dissimilarity (GMD), an index computed as the root mean square of the difference between the potentials measured at each electrode. This approach allowed to test our hypothesis because differences in ERP topography necessarily follow from alterations in the configuration of the underlying brain generators (Murray et al., 2008; Tzovara et al., 2012). Hence, if we observed different N2 and/or P2 ERP topographic maps (i.e., GMD differences) between the conditioned versus unconditioned group, our hypothesis that the two types of expectations involve different brain networks would be confirmed. Whether the topographic modulation manifest during the N2 and/or P2 component further provided information on whether each type of expectations differ at the level of the network involved in top-down or bottom-up attention to noxious stimulations.

2 | METHODS

2.1 | Participants

Participants were recruited with public advertisement.

Inclusion criteria include: Male or female, right-handed, 18 to 50 years old, French speakers, and a regular consumption of less than or equal to 21 units of alcohol/week to exclude individuals with a pathological relationship to alcohol.

To improve the homogeneity of the expectations in both groups, we controlled that they had neutral to positive prior experience with opioids (no severe adverse effects or intolerance), and thus that they had formed neutral to positive expectations regarding morphine analgesic properties (i.e., score ≥ or = 18 at the Morphine Analgesia Expectations Questionnaire, MAExpQ; see Section 3.5).

For the conditioned group, we controlled that they had comparable levels of PA conditioned expectations by ensuring that they had been treated with opioids as part of a medical treatment for a 1- to 6-month continuous duration per treatment course in the last 3 years maximum (several courses allowed during this period, provided there was a >1-month free time interval between them). Additionally, the pain-causing disease should not have been a cancer (unless completely healed) or a neurological disease (i.e., neuropathic pain). Yet, since pure conditioning (i.e., without verbal suggestions) is by nature implicit (see Babel, 2019) variation at this level may only have had a limited influence over our results, if any.

Exclusion criteria include: Needle phobia (score >8 on the Injections and Blood Draws subscale of the Medical Fear Survey, MFS; see Olatunji et al., 2012), history of substance-related addictive or misuse disorders (alcohol or other drugs), history of diagnosed neurological or psychiatric disorders (including acute and chronic pain syndromes), skin affliction of the forearms (see Schenk et al., 2014).

All eligible participants provided informed consent before beginning the experiment. Participants were allowed to withdraw their participation anytime without needing to provide explanations. We compensated participation to the study (at a rate of 25 CHF/hour; including transportation costs) even in case of withdrawal.

2.2 | Hypotheses and power analyses

We hypothesized that participants with prior experience with opioids (i.e., CondExp group) would recruit different neural networks to generate PA compared to individuals without prior experience with opioids (i.e., UncondExp group). This difference was expected to manifest during the N2 and/or P2 ERP components time windows, following the onset of heat-pain stimulations. Namely, if the effect manifested during the N2 time window we would have concluded that conditioning in PA influences attention towards noxious stimuli (i.e., top-down attentional mechanisms) while if it manifested for P2 we would have assumed that conditioning affects the way noxious
stimuli attracts attention (i.e., bottom-up attentional mechanisms; see Legrain et al., 2005, Legrain et al., 2003, Legrain et al., 2002).

2.2.1 | Power analysis

The sample was determined by computing a Monte Carlo power analysis (Muthén & Muthén, 2002; Paxton et al., 2001) on the contrast used to test our main hypothesis with a custom R script (R Core Team, 2020) relying on the ‘Superpower’ R package (Caldwell & Lakens, 2019).

For that purpose, we proceeded as follows:

1. First, we estimated the smallest absolute effect size of interest (SESOI) for our GMD contrast. Since GMD is a single value index of the differences in topography between two ERP fields (Brunet et al., 2011), the GMD group mean and standard deviation cannot be computed. We thus relied on the maximal single-electrode voltage difference across the whole montage at a given time frame, an index highly correlated with the GMD (correlation of \( r = .79 \) and \( r = .81 \)) during the period of the N2 component in two independent datasets) (Najberg et al., 2020; Ribordy Lambert et al., 2020). On this basis, we identified the SESOI as 2.99 mV based on those observed in previous contrasts close to the present study in terms of the expected variation in network configuration (Colloca et al., 2009; Ribordy Lambert et al., 2020). We conservatively decided to take only half of the absolute effect size reported in Colloca et al. (2009) since this study included a small sample size (i.e., N = 16 per group) and may thus have detected an inflated effect size. Consequently, we restricted our SESOI as half of the 2.99 mV: 1.45 mV. Considering the adjusted SESOI and the SD of each group, the smallest relative effect size corresponded to a Hedge’s \( g_s = 0.56 \).

2. We then calculated the between-subject variance of the voltage amplitude difference during the N2 component in Ribordy Lambert et al. (2020): 2.6 mV.

3. Based on the SESOI and variance parameters identified in steps 1 and 2, we generated 10,000 simulated datasets per conditions (conditioned and unconditioned groups) for total sample sizes ranging from 50 to 80 participants by steps of 2. For each simulation, we randomly drew data from the generated normal distributions and computed the power of each sample size to detect our effect of interest by extracting the percentage of \( p \) values that fell below our target alpha threshold of .05.

4. Finally, we identified the minimal sample required to detect our smallest effect size of interest with a .9 power.

The R script of the simulation can be found on Zenodo (https://doi.org/10.5281/zenodo.6043795).

To detect a moderate effect size of Hedge’s \( g_s = 0.56 \) with a power of .9 and an alpha threshold of .05, a total sample of \( N = 66 \) (i.e., \( n = 33 \) per group) was considered (see Figure 1). Drop-outs and other excluded participants were replaced to maintain this sample size in the final analyses.

2.2.2 | Experimental design

We tested our hypothesis using the analgesic effects of placebo morphine after acute pain induction (i.e., PA). The target population was manageable to recruit because knowledge of morphine antalgic properties is largely shared (De Sola et al., 2018), with \(~8\%\) of individuals having actually experienced its effects (Wertli et al., 2017 for data in Swiss populations).

We used a two-cell between-subjects design: (i) Conditioned expectations group (CondExp): Individuals holding neutral or positive expectations of morphine analgesia and with prior positive experience with opioids, namely they had been treated with opioids as part of a

![Sample size estimation](https://doi.org/10.5281/zenodo.6043795)

FIGURE 1 | Representation of the power that can be reached according to each sample size, from \( N = 50 \) to \( N = 80 \) by steps of 2, based on data from Colloca et al., 2009. Hence, to reach a 90% power, a sample of \( N = 66 \) for both groups was required. MeanUnCond/SDUnCond = Mean/SD of UncondExp group; MeanCond/SDCond = Mean/SD of CondExp group; Alpha = Alpha threshold; \( g \) = Hedge’s \( g_s \).
medical treatments according to criteria detailed in Section 3.1; and (ii) Unconditioned expectations group (UncondExp): Individuals holding neutral to positive expectations of morphine analgesia but without prior experience with opioids.

Due to the lack of a conditioning-only group, our design could not rule out the presence of a conditioning-by-expectations interaction effect in the CondExp versus UncondExp contrast. Hence, interpretations of our results solely went in the direction that adding conditioning with prior experience to expectations would recruit different neural networks than expectations alone to engender PA.

We were aware that our design remained less well-controlled than laboratory-based conditioning designs with administration of precise molecule, dose and number of runs (see, for an example, Amanzio & Benedetti, 1999). Nevertheless, our approach had the advantage of providing stronger ecological relevance while replicating earlier laboratory-based findings in an observational paradigm and extending them at the electrophysiological level.

2.3 Procedure

The experimental session lasted around 1.75 h. The procedure of the session is summarized in Figure 2; it consisted of the following steps:

As part of a two-stage informed consent procedure, participants gave their initial written consent for the study before data collection (i.e., only partial information disclosure) while a second consent was provided as soon as the complete information was revealed at the end of the session. In the first informed consent document, participants’ beliefs in the analgesic properties of Morphine were reinforced with the following paragraph: ‘Opium, from which morphine is extracted, was cultivated and used by the Sumerians to treat pain already 5000 years ago. The extracted morphine was injected for the first time 150 years ago by the Irish surgeon Francis Rynd (1801-1861). It remains now the most widely used analgesic and is the standard against which new pain-relieving medicine are tested. From 33 to 100% of patients report that morphine can completely suppress their pain, depending on the route of administration (Walsh et al., 2006). Morphine is a very potent drug since, once injected, it reaches its peak concentration in the blood after roughly 15 min and its analgesic effects can last up to 24 hours’. Then, participants were screened regarding the inclusion and exclusion criteria (with the GHQ, MAExpQ and MFS questionnaires) and the electrodes for the electroencephalography (EEG) recording system were positioned on participants’ head (duration /C24 15 min). Then, pain stimulation threshold was measured to determine the individual stimulation intensity that produces comparable pain feelings across participants (see Section 2.4.2).

Afterwards, participants’ cardiovascular readings were assessed for the first time as part of the cover story (see Section 2.6.2) after which they underwent the pre-injection pain induction phase (i.e., PreInject phase) which lasted ~8 min. They were then administered the saline injection framed as containing morphine by licensed study personnel. They were instructed that the syringe contained a dose of 3.5 mg morphine (see for a review Sverrisdottir et al., 2015) corresponding to half the dose that was routinely administered subcutaneously in a
hospital setting after a surgery or an injury, or to manage cancer pain or pain after a heart attack (National Health Institute, 2018). Fifteen minutes after the injection, participants had their cardiovascular function assessed for a second time again as part of the cover story (see Section 2.6.2) and then they underwent the post-injection pain induction phase (i.e., PostInject phase), again lasting ~8 min. Finally, participants received a debriefing information which disclosed the deception involved in the study and enabled them to react to it. They further provided a second informed consent, necessary to ensure that they maintained their consent after having received all information on the study.

2.4 | Task

2.4.1 | Pain stimulation device

Painful stimulations were performed with the PC-controlled PATHWAY CHEPS device (Medoc Advanced Medical Systems, Rimat Yishai, Israel). The thermofoil thermode had a surface of 27 mm in diameter (527.5 mm²). The thermode was placed on the left volar forearm and held by the experimenter while the stimulation site was moved between one of three positions 5 cm apart¹ within the same dermatome after each trial to avoid sensitization and/or habituation after repeated pain stimuli (for a similar procedure, see Warbrick et al., 2009). The thermofoil temperature ranged between 32°C and 52°C with a heating rate of 70°C/sec and was further cooled down with a rate of 40°C/sec (for a similar procedure, see Aslaksen et al., 2011).

2.4.2 | Identification of pain stimulation threshold

The intensity of the experimental stimulation trials was defined at the individual-subject level according to Schenk et al. (2014). In a first step, we relied on the methods of limits to assess the heat pain threshold and tolerance with temperature increasing at a rate of .3°C/s (Fruhstorfer et al., 1976). We applied two steadily increasing thermal stimulations until participants indicated orally when (i) they started to experience pain (i.e., transition from warm sensation to pain feeling) and

(iii) when the pain was unbearable (i.e., pain tolerance). In a second step, 11 pain stimulations were applied to reach an individualized temperature eliciting a pain level of 8 or higher on the Visual Analogue Scale (VAS; 0–10) or 52°C (if the corresponding VAS rating was lower than 8). The stimulation temperatures ranged from 42°C to 52°C and the temperature increased by steps of 1°C after each trial. Correspondingly, the temperature equivalent to a level of pain of 8 or higher on the VAS scale² was then used to induce pain throughout the session.

2.4.3 | Experimental painful stimulation

The experimental painful stimulation paradigm was divided into two phases of two blocks of 12³ trials (i.e., 24 trials in total; for a comparable procedure, see Aslaksen et al., 2011). Each block was separated by a 5-min break. The first phase happened before the saline injection (i.e., PreInject phase) while the second phase happened 15 min after the saline injection (i.e., PostInject phase), which corresponded to the time necessary to reach the peak concentration with real morphine (Mazorit et al., 2007). The post-injection scores were further used for statistical comparisons of our main contrast of interest (see Section 2.2.2) while both pre- and post-injection scores were used for the sanity checks to ensure that placebo analgesia indeed occurred (see Section 2.4.5).

The CHEPS software enabled the randomization of the interval between two stimulations which was set between 10 and 15 s to minimize the predictability of pain onset (see for a similiar procedure Schenk et al., 2014). Each block of 12 trials thus lasted roughly 3 min (including the inter-stimulus intervals). Stimulus onset was indexed by a TTL-pulse issued from the CHEPS software to the EEG-amplifier as soon as the temperature starts increasing (see for a similar procedure Aslaksen et al., 2011).

2.4.4 | Pain perception ratings

After the 6th and the 12th trial of each block, participants had to rate the perceived intensity of the stimulation on a

¹The anticipated sensitization process after repeated painful stimulations at the same skin location was stronger than expected and the signal-to-noise ratio was improved by moving the thermode within the same dermatome after each trial. The editorial approval for the deviation was obtained on the 27 October 2021, after the commencement of data collection but prior to data analysis.

²We adjusted this criterion as we realized that a VAS = 6 corresponded to a peak temperature of 46–48°C and was thus too low to reach an optimal signal-to-noise ratio in the ERPs. Hence, we increase it to VAS = 8 to reach a temperature of ~51–52°C.

³Since we increased the target VAS from 6 to 8, we also reduced by half the number of trials to shorten the duration of painful sensations. The editorial approval for these two deviations was obtained on 27 October 2021, after the commencement of data collection but prior to data analysis.
0–10 VAS scale, labelled respectively as ‘no pain at all’ to ‘unbearable pain’. The VAS was displayed on a computer screen and subjects had to move a cursor to indicate the value corresponding to the intensity of their pain. Global scores were computed as the average of the painful ratings over the four trials of each phase.

2.4.5 | Sanity checks

The following data sanity checks were used to control that our two groups shared common verbally-induced expectations and that the manipulation induced PA, which were a prerequisite for our key CondExp versus UncondExp GMD differences of interest to be interpretable.

A. First, we ensured that participants from both groups shared common positive verbally-induced expectations of morphine analgesia to ensure that this factor did not confound our contrast of interest. To this aim, we controlled that the difference at the MAExpQ global score was smaller than Hedges’ $g_s < .4$.

B. We then ensured that a placebo effect indeed occurred after the injection and thus that we could interpret any electrophysiological effect in terms of PA. To this aim, we used one-sided differences of Hedges’ $g_{av} \geq .5$ (.9 power and alpha threshold of .05 for this contrast with our planned sample size) on the mean of VAS trials after the injection (PostInject phase) compared to trials before the injection (PreInject phase), on the whole population sample.

If the first sanity check (i.e., A) was not fulfilled, participants with the value farther from the overall pooled median were successively excluded and replaced until the groups were balanced (i.e., since all participants should share the same expectations).

If the second sanity check (i.e., B) was not fulfilled, participants not showing placebo effects with the highest value compared to the difference score between the $\Delta$ VAS PreInject – VAS PostInject phases were successfully excluded and replaced until we reached the expected difference of Hedges’ $g_{av} \geq .5$ between the phases.

In the case where only one of the sanity checks was not fulfilled while the other one was, we will proceed to the exclusion and replacement of the participant.

2.5 | Questionnaires

- Demographics, measures of morphine analgesia expectations, as well as exclusion criteria were assessed with the following questionnaires:
  - General Health Questionnaire (GHQ): custom-made 40-items questionnaire, self-assessment of overall health, sport activities, drug consumption habits and substance use and abuse (e.g., cigarettes and alcohol).
  - Morphine Analgesia Expectations Questionnaire (MAExpQ): custom-made 9-items questionnaire, self-assessment of expectations regarding the analgesic properties of morphine and prior morphine or other opioids exposure.
  - Morphine Adverse Effects Questionnaire (MAEQ): custom-made 12-items questionnaire, self-assessment of expectations of and prior experience with morphine or other opioids’ side effects.
  - Medical Fear Survey-Short Version (MFS): 25-items, self-assessment of medically related fears along five dimensions: Injections and Blood Draws, Sharp Objects, Blood, Mutilation and Examinations and Symptoms (translated from Olatunji et al., 2012). We exclusively focused on the Injections and Blood Draws subscale to exclude participants with needle phobia (see Section 3.1).

2.6 | Blinding procedures and cover story

2.6.1 | Saline injection

All subjects received a subcutaneous injection (i.e. better than intramuscular injection for morphine; Jin et al., 2015) of one bolus of saline (NaCl .9%) which was framed as containing real morphine, in the lower abdomen. The injection was performed by licensed study personnel.

2.6.2 | Cover story

We implemented a deceptive protocol (i.e., cover story) to maximize the credibility of our procedure as well as participants’ expectations regarding the intervention. Previous evidence had demonstrated the usefulness of using cover stories when deceiving participants in placebo
manipulation experiments (see Elkins-Brown et al., 2018). Participants were instructed that the study aimed at clarifying the physiological mechanisms underlying the effects of morphine on acute pain in healthy populations. They were informed that, among others, we expected to observe a significant decrease in their cardiovascular readings roughly 15 min after morphine injection.

First, the injection was performed by licensed study personnel who were wearing the local hospital official coat and badge. The personnel followed the hospital safety guideline before beginning the injection by asking participants about their medical history, allergies, medication intake and assessed their cardiovascular function for the first time. We ensured that the cardiovascular readings that participants saw on the device’s screen were not their own, but a measurement that was preprogrammed to display readings which were in the upper norm (e.g., heart rate (HR) = 95 beats/min; Systolic Blood Pressure (SBP) = 138 mmHg; diastolic blood pressure (DBP) = 74 mmHg; taken from Rouby et al., 1981).

Obviously since we injected saline, the licensed personnel let each participant know that his/her results to the safety assessments were fine and that he could proceed with the injection. Beforehand, he warned the participant regarding the most common adverse events that can occur after injecting morphine (e.g., dizziness, drowsiness, sweating, low blood pressure and nausea; see Jamison et al., 1998). When the participant acknowledged the putative unpleasantness of receiving morphine, the study personnel told then participants that they were going to be injected with a dose of morphine of 3.5 mg which corresponded to half the dose that was routinely administered in a hospital setting. Moreover, he made sure to leave on the table a real morphine packaging in plain sight.

Then, after the injection of saline framed as morphine, the licensed personnel asked participants to remain seated and wait 15 min for morphine to reach its peak concentration. We carefully explained them that the choice of 15 min was grounded in the literature of morphine pharmacodynamics (see for a review Sverrisdóttir et al., 2015). During that time, we showed our participants a short documentary on anaesthesia in order to prime their verbally-induced expectations regarding morphine analgesic properties (https://youtu.be/UN4RNnlq7ds?t=699).

After 15 min, the licensed personnel assessed participants’ cardiovascular function for the second time. We made sure that the readings displayed on the screen were lower than during the first measurement (e.g., HR = 88 beats/min; SBP = 119 mmHg; DBP = 65 mmHg; taken from Rouby et al., 1981). To do that, we preprogramed in advance a low measurement (performed on ourselves) that we again reloaded on the device’s screen as soon as the second blood pressure measurement was done. Hence, the participants were not aware of their actual results and each of them saw the same blood pressure readings for the first and second measurements.

2.7 | Timeline

Estimation of the timeline for the completion of the study starting from the Stage 1 in-principle-acceptance (IPA) date can be found in Table 1. Stage 2 submission was estimated to occur at the end of February 2022.

2.8 | (Neuro-) physiological recordings and preprocessing

2.8.1 | Electroencephalography (EEG)

The EEG data was recorded at 1024 Hz using a 64 electrodes EEG Biosemi ActiveTwo® system referenced to
the common mode sense-driven right leg (CMS-DRL) ground (Biosemi, Amsterdam, Netherlands). Offline preprocessing and further statistical analyses were performed using custom MATLAB R2020b (MathWorks, Natick, Mass) scripts based on the EEGLab v2021.0 Toolbox (Delorme & Makeig, 2004) coupled with Cartool 3.91 (Brunet et al., 2011), Ragu (Koenig et al., 2011) and STEN 2.0 (developed by Jean-François Knebel and Michael Notter: https://doi.org/10.5281/zenodo.1164038).

### 2.8.2 ERP preprocessing

We relied on a semi-automated MATLAB (MathWorks, Natick, Mass) toolbox, autoERP2.0 (Najberg & Wicht, 2021) relying on the EEGLab Toolbox (Delorme & Makeig, 2004). The pre-processing of the raw data was done accordingly:

- Re-referencing to Cz electrode and band-pass filtering (.5–40 Hz).
- Artifacts removal on continuous data with the EEGLab plugins, (i) CleanLine (sinusoidal, line noise frequencies removed: 50/100 Hz; see Mullen, 2012), (ii) Artifact Subspace Reconstruction (ASR: non-stationary signals > 10SD from mixing matrix calculated on a clean ‘reference’ section of the recording; see Mullen et al., 2015; Chang et al., 2018) and (iii) BLINKER with default settings (detection of eye blinks; see Kleifges et al., 2017).
- Epochs’ segmentation time-locked to stimulus onset (100-ms pre- to 1000-ms post-stimulus onset; see for similar parameters Aslaksen et al., 2011).
- Baseline correction on the whole epoch window.
- Interpolation of bad channel(s) using multiquadric interpolation relying on radial basis functions (see Jäger, 2018; Jäger et al., 2016; Buhmann & Jäger, 2019). Electrodes were selected based on identification from the averaged ERPs.
- Epochs averaging for each participant and for the PreInject and PostInject phases separately.\(^5\)
- Re-referencing to the common average reference.

\(^5\)We removed the step that excluded the four last trials of each block used for the VAS subjective pain ratings. Since we decreased the number of trials in each ERP from 48 to 24, rejecting four additional trials would result in a lower signal-to-noise ratio while these trials could safely be included in the ERP. The editorial approval for the deviation was obtained on 27 October 2021, after the commencement of data collection but prior to data analysis.

### 2.8.3 ERP analyses

After the ERP pre-processing, we determined the period of interest (POI) for the group-level analyses. The POI was defined as the component peak latency of the N2 and P2 ERP components on the group-averaged Global Field Power (GFP) waveform. GFP is a measure of the strength of electrical field potentials computed as the standard deviation of the mean voltage amplitude over all electrodes at a given time point (Michel & Murray, 2012). The GFP peak during the component-specific POI corresponds to the time point during each component with the highest signal-to-noise ratio (Michel & Murray, 2012). Each component was identified at the individual level based on the latency and topography of each GFP peak (i.e. GFP peak around 300 ms with vertex [fronto-central] negativity and 400 ms with vertex positivity, respectively for the N2 and P2 components; see for reviews Garcia-Larrea et al., 2003; Kakigi et al., 2004). Once the component was identified, the POI was determined as the component peak latency of the mean GFP ± 1SD of the individual GFP peaks. Then, the ERP was averaged for each participant separately over each component’s POI. The scripts used to determine the POI are freely available following this address: https://github.com/CorentinWicht/GFPPeaks (Wicht, 2020). The resulting ERP topographic map were submitted to the GMD analysis. GMD indexes the differences in the underlying configuration of two distinct electric fields and is computed as the root mean square of the difference between the potentials measured at each electrode for the different experimental conditions normalized by instantaneous GFP (Brunet et al., 2011). Hence, GMD informs about distinct configuration of neural networks activated in each experimental condition. GMD was analyzed with robust randomization statistics (see Habermann et al., 2018; Koenig et al., 2011) using 5,000 permutations per data point with an alpha threshold of \(p < .05\) to estimate the significance of GMD differences.

The analysis of the GMD provides interpretative advantage over the analyses of local ERP waveforms since it takes into account the whole electrode montage and is reference-independent. Importantly, because GMD analyses are applied on strength-normalized electric field, we could rule out that any observed effect was confounded by quantitative variations in the response strength of the underlying generators.

### 2.8.4 Cardiovascular readings

Cardiovascular readings (i.e., systolic (SBP) and DBP, HR) were performed (i) before the PreInject pain...
induction phase and (ii) 15 min after the injection and before the PostInject pain induction phase (see Figure 2) to increase the credibility in our deceptive procedure (see Section 2.6.2), using an Omron M7 Intelli IT device (Omron Healthcare, Inc., Lake Forest, IL, USA).

2.9 | Data removal summary

We rejected trials if they met the following criteria:

2.9.1 | Behaviour (VAS)

- Intra-subject level behaviour:
  - To ensure a thorough filling of the VAS, trials with a RT shorter than 300 ms were excluded.
- Inter-subject level behaviour:
  - We used the median absolute deviation (MAD) to detect outliers participants (Leys et al., 2019), with default parameters (i.e. MAD range around the median of 1.4826).
  - After detecting outliers, if they were considered random (i.e. belonging to the distribution of interest) we left them in the dataset. If they were considered interesting outliers (i.e. influenced by an unknown moderator), we applied the Winsorization approach (Tukey & McLaughlin, 1963; percentile observation $k = 5$) to avoid as much as possible rejecting data points that would have resulted in loss of power.

EEG:

- For ERPs, trials with (i) at least one time frame (TF) at one electrode with voltage $\pm 80 \mu V$ (see Hartmann et al., 2016) or (ii) jump of more than $30 \mu V$ at one electrode from one TF to the next will be reject.

We removed the entire data of one participant if it met the following criteria:

- Behaviour$^6$
  - Evidence of substantial computer errors (i.e., $>80%$ of datapoints corrupted).
- EEG:

$^6$In relation to the adjustments implemented in the Sanity Checks section (i.e., further discussed in the emails exchange of the 19.11.2021), the second criterion was here removed. Since we are already controlling for the occurrence of the placebo effect in the sanity check, it was unnecessary to repeat it in this section.

The minimum number of EEG trials for each task was lower than $10^7$ trials for each to-be-averaged ERPs (see Boudewyn et al., 2018).

2.10 | Summary of statistical tests

The target alpha threshold for all statistical comparisons was set to 5% (see Table 2 for a list of contrasts).

For behavioural analyses, normality was assessed with the Shapiro–Wilks test together with the criteria of skewness and kurtosis within a $\pm 2$ range for parametric analyses (Gravetter & Wallnau, 2013). In case of non-normality, we used equivalent non-parametric tests (i.e., Mann–Whitney U). Additionally, for all statistical tests, effect sizes were reported using Hedges’ $g_s$ and $g_{av}$ (respectively for between- and within-subject designs, see Lakens, 2013).

For electrophysiological analyses (i.e., GMD), normality of data distribution was not assessed since we used non-parametric randomization statistics that are robust to asymmetrical distributions.

2.11 | Data availability

Coded study data, digital materials and analysis codes were uploaded to a public archive and can be downloaded at the following address: https://doi.org/10.5281/zenodo.6043795.

Additionally, the approved and published Stage 1 protocol can be downloaded at the following address: https://doi.org/10.5281/zenodo.4541048.

3 | RESULTS

Averages in the results section are reported as mean $\pm$ SD for parametric tests and as median/IQR for non-parametric tests.

3.1 | Study population

We recruited 75 participants, of whom (i) 2 were excluded at the beginning of the session based on inclusion/exclusion criteria and (ii) 3 were excluded from the analyses to comply with the quality checks (Figure 3). Our final sample was composed of 70 participants (65.7% females) aged 23.7 $\pm$ 5.2 years (see Figures S1 and S2).

$^7$Since we decreased the number of trials in each ERP from 48 to 24 (i.e., emails exchange of 27 October 2021), we adjusted this criterion.
The local ethics committee (Commission cantonale d'éthique de la recherche sur l'être humain, CER-VD) approved the protocol (#2021-00359). All recruited participants provided written informed consent prior to inclusion. They were all compensated for their participation.

### TABLE 2
Summary table of all statistical tests

| Hypotheses   | Statistical test | Contrast | Dependent variable |
|--------------|------------------|----------|--------------------|
| **Main contrast of interest** |                  |          |                    |
| **PBO morphine effect** | Independent-samples *t* test<sup>a</sup> | CondExp ≠<sup>b</sup> UncondExp | PostInject POI-averaged GMD values separately for: |
|              |                  |          | • N2              |
|              |                  |          | • P2              |

Note: GMD = Global Map Dissimilarity; PBO = Placebo; PostInject = Post-injection phase; VAS = Visual Analogue Score.

<sup>a</sup>One-sided test.

<sup>b</sup>The GMD index is not directional since it is a difference score between the two groups.

![Study flow diagram](image)

**FIGURE 3**  Study flow diagram

**FIGURE 4**  (a) Verbal expectations as measured with the morphine analgesia expectations questionnaire (MAExpQ) questionnaire averaged across groups. (b) Visual analogue scale (VAS) pain estimates averaged across phases. CondExp = Conditioned Expectations group; PreInject = pre-injection phase; PostInject = post-injection phase; UncondExp = Unconditioned Expectations group. *** = *p < .001

The local ethics committee (Commission cantonale d'éthique de la recherche sur l'être humain, CER-VD) approved the protocol (#2021-00359). All recruited participants provided written informed consent prior to inclusion. They were all compensated for their participation.
3.2 | Sanity checks

Both sanity checks were validated (see Section 2.4.5): First, the groups difference in positive verbally-induced expectations of morphine analgesia was smaller than our criteria of $g_s < 0.4$ (actual difference of $g_s = 0.370$, Table S3 and Figure 4a). Second, we ensured that our intervention induced a PA of minimum $g_{av} \geq 0.5$ (actual PA of $g_{av} = 0.552$). To satisfy the second criteria, we had to replace four participants to ensure that a placebo effect indeed occurred after the injection (Table S4 and Figure 4b).

3.3 | Data removal

According to the rejection criteria in the Data Removal Summary section, no outliers were identified at the behavioural level. Regarding the EEG data, one participant (P1) was excluded for having <16 trials in one of the ERP. After its exclusion, we completed the sample so that each group included at least 33 participants, which corresponded to our minimum sample size (see Section 2.2.1).

3.4 | ERPs results

As specified in the ERP analyses section, the Period of Interest (POI) for each of the investigated ERP component was determined as the average of individual GFP peaks ±1SD for each group (Table 3). While the N2 and P2 components were expected to occur respectively 200–400 and 300–500 ms post-stimulus onset (Bromm & Treede, 1987), they actually manifested in the 408–to 500- and 541–to 634-ms intervals (Figures S10 and S11).

3.5 | GMD

The GMD analyses did not confirm our hypothesis: we did not find evidence that participants with prior experience with opioids (i.e., CondExp group) recruit different brain networks during placebo analgesia compared to individuals without prior experience with opioids (i.e., UncondExp group) both during the N2 ($p = 0.951$, 0.61% explained variance, Figure 5a,b) and the P2 time windows, ($p = 0.605$, 1.07% explained variance, Figure 5c, d). Moreover, we computed the spatial correlation index to determine how strongly correlated the scalp topographies of the two groups were, separately for each component. As such, the two groups topographical maps were

| TABLE 3 | Group averages and SD of individual GFP peak, in milliseconds |
| Component | Group | Peak | SD |
|------------|-------|------|----|
| N2         | UncondExp | 456.86 | 40.01 |
|            | CondExp   | 450.47 | 51.66 |
|            | Overall   | 453.75 | 45.82 |
| P2         | UncondExp | 589.45 | 50.42 |
|            | CondExp   | 585.06 | 43.30 |
|            | Overall   | 587.32 | 46.81 |

Note: GFP = Global Field Power; SD=Standard Deviation.

F I G U R E 5 (a–d) topographical representations of voltage amplitudes (in μV) across groups (UncondExp and CondExp) and period of interest (POI) for each component of interests (N2 and P2). (e) Colour scale that was used to display the four topographies.
strongly correlated both for the N2 \((r = .99)\) and P2 \((r = .99)\) components further supporting the assertion that the recruited brain networks were not different between groups.

3.6 **Exploratory findings**

We conducted an exploratory GMD analysis using Ragu (Koenig et al., 2011) on the whole time-period to determine whether the ERP topographic group differences that we expected manifested outside our N2 and P2 POI or during short time periods.

We found two period of significant topographic modulations, namely 386 to 398 ms \((p = .035, 3.02\%\) explained variance) and 825 to 852 ms after the stimulus onset \((p = .022, 3.5\%\) explained variance; Figures 6a and 6c–g). The first significant period fell into the N2 time-window (Garcia-Larrea et al., 2003; Kakigi et al., 2004). The second significant period manifested during the

**FIGURE 6** (a) P values of the Global Map Dissimilarity (GMD) differences between groups over time. The blue rectangle corresponds to the first significant time-period (N2) and the red one to the second (LPP). The dashed vertical line represents the stimulus onset. (b) P values of the global duration statistics over time. The vertical solid lines represent the length of each significant time-periods, namely 12 ms for N2 (blue), 27 ms for LPP (red) as well as the minimum duration needed to reach the 5% alpha level (43 ms in green). The x axis was shortened to improve visualization. (c,b) The dashed horizontal lines represent the 5% alpha level. (c–f) Topographical representations of voltage amplitudes (in μV) across groups (UncondExp and CondExp) and for the two significant time-periods (N2 and LPP). (g) Colour scale that was used to display the four topographies
centro-parietal late positive potential (LPP) component (usually 400- to 800-ms post-stimulus onset; Garland et al., 2015).

We additionally ran global duration statistics on the whole recording to identify the probability that for a N ms contiguous time-period of significant topographic modulation to occur under the null hypothesis (Figure 6b). We found that a minimum of 44 contiguous timeframes (i.e., ~43 ms) would have been required to reach a false positive rate of less than 5% (i.e., alpha level of \( p < .05 \)). In our case, the first significant time-period lasted 12 ms while the second lasted 27 ms which corresponded to false positive rates of 48.59% and 13.48%, respectively. These short-lasting topographic modulations should thus be interpreted with much caution.

4 | DISCUSSION

The aim of the study was to test whether different types of morphine-related expectations would be supported by distinct brain networks during placebo analgesia (PA): We compared PA and the related electrophysiological activity between individuals with (CondExp group) vs without prior experience with morphine (UncondExp group) after being injected with a saline solution framed as being morphine. We posited that different brain networks would be recruited between the two groups over N2 and/or P2 ERP components after heat-pain stimulations. To test this hypothesis, we compared the ERP topography between the two groups. Topographic modulations indeed necessarily follow from alterations in the configuration of underlying brain generators (Murray et al., 2008; Tzovara et al., 2012).

Our positive control ensured that morphine analgesia was similar in the two groups (\( g_\text{c} = .37 \)) and that PA indeed occurred following our sham morphine intervention (\( g_\text{av} = .55 \)). In this context, however, our study could not contradict the assumption according to which ERP topographies are similar between the CondExp and UncondExp groups at the PostInject phase, neither during the N2 nor the P2 component. In the context of verbally-induced analgesia expectations, we did not find sufficient evidence to support the idea that prior conditioning to opioids leads to the recruitment of different brain networks to produce PA.

Assuming that our ERP analyses are sensitive to the differential recruitment of the dopaminergic and opioid systems, this finding is surprising since previous literature suggested that conditioned PA are supported by striatal regions of the dopaminergic reward system while the opioid system mainly underlie unconditioned PA (see for reviews de la Fuente-Fernández, 2009; Peciña et al., 2014; Okusogu & Colloca, 2019).

The absence of ERP topography effects on N2 and P2 components possibly originates from the fact that individuals in the CondExp group may have acquired expectations at first through verbal suggestions and then through conditioning, which may have led to a dominance of the former type of expectation in determining the underlying brain mechanisms. In a recent paper, Bajcar et al. (2021) indeed demonstrated that when verbal suggestions and classical conditioning coexist, the order of acquisition influences PA, with larger PA when verbal suggestions precede conditioning. Most importantly, Bajcar et al. (2021) have also found that when expectations were incongruent between verbal suggestions and conditioning, the magnitude of PA was in line with the direction of the last-used procedure. Since in clinical settings the experience of pain relief may precede suggestions provided by clinicians and follow from past positive and/or negative experiences, we cannot rule out that the order in which expectations were acquired, as well as their level of congruency, may have biased PA effects at neural level specifically in the CondExp group.

Additionally, whereas we formulated our hypothesis based on findings that conditioned and unconditioned expectations may recruit different neural networks to trigger PA (Carlino et al., 2015; Colloca et al., 2009), our study differs from this previous literature on several aspects. First, these studies focused on ERP components voltage amplitude of one electrode (Cz) that may reflect changes in ERP topography or changes in the global power of the ERP field. Since global field power modulations do not imply a modification in the configuration of the underlying neural generators (Murray et al., 2008; Tzovara et al., 2012), such metrics could not help testing our hypothesis and was thus ignored in the present study. In contrast, we focused on an index of topographic modulation insensitive to purely quantitative changes in field strength but able to detect modification of brain network configurations (Brunet et al., 2011). Second, the small sample sizes in previous studies (12–17 participants/group in Colloca et al., 2009; Carlino et al., 2015) may have resulted in overinflated effect size estimates and higher false positives/negatives rate (Button et al., 2013; Lakens, 2013; Schäfer & Schwarz, 2019). Since we estimated a sample size enabling to reach a 90% power to detect a medium effect size with a 5% \( \alpha \) level, our results can be confidently interpreted as indicating that the effects of prior conditioning on the brain networks underlying placebo analgesia in the context of expectations is either
nonexistent or small. Of note, other neuroimaging techniques such as source estimations (Burle et al., 2015) or fMRI may have revealed brain network effects of prior conditioning that we could not detect with analyses of the field potential topography. Finally, the Colloca et al. (2009) and Carlino et al. (2015) experiments focused on laser-evoked potentials (LEPs), whereas we relied on contact heat evoked potentials (CHEPs). LEPs have been shown to be of shorter latency and of larger amplitude than CHEPs (De Schoenmacker et al., 2021). Together with the fact that each ERP only comprised on average 23.7 ± .8 trials, the use of CHEPs may have led to a signal-to-noise ratio too small to detect small topographic modulations. Further experiments relying on CHEPs may consider increasing the number of trials to compensate for smaller signal-to-noise ratio and reduced evoked amplitudes level.

5 | EXPLORATORY

We conducted exploratory ERP topography analyses over the whole ERP time-period to determine whether we may have failed to detect the true effect because of too large or inappropriate periods of interest. We observed two periods of significant topographic differences between groups, namely 386–398 and 825–852 ms post-stimulus onset. While the first period of significance falls right into the N2 component time-window described in the literature (Garcia-Larrea et al., 2003; Kakigi et al., 2004), it occurred slightly earlier than the POI we found (i.e., 408–500 ms; see Section 3.5). Regarding the second significant period, it is most likely related to the late segment of the late positive potential (LPP) component that Wang et al. (2020) hypothesized to index processes such as evaluation, memory and affect regulation (Zheng et al., 2019). Yet, based on the results of the global duration statistics, such short-lasting significant time-period (respectively 12 and 27 ms) should rather be considered as false positives than as potential indicators of true effects.

6 | CONCLUSIONS AND FUTURE DIRECTIONS

Our results do not confirm the hypothesis that different types of expectations depend on distinct PA-related brain networks. Future studies may control the order of acquisition and congruency of different types of expectations. Additionally, they may benefit from investigating the role that emotional arousal and associated brain areas play in mediating PA.

In sum, expectations formed through verbal suggestions or conditioning likely produce PA via corresponding brain network.
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