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Abstract: We study a spectral problem associated to the quantization of a spectral curve arising in local mirror symmetry. The perturbative WKB quantization condition is determined by the quantum periods, or equivalently by the refined topological string in the Nekrasov–Shatashvili (NS) limit. We show that the information encoded in the quantum periods is radically insufficient to determine the spectrum: there is an infinite series of instanton corrections, which are non-perturbative in \( h \), and lead to an exact WKB quantization condition. Moreover, we conjecture the precise form of the instanton corrections: they are determined by the standard or un-refined topological string free energy, and we test our conjecture successfully against numerical calculations of the spectrum. This suggests that the non-perturbative sector of the NS refined topological string contains information about the standard topological string. As an application of the WKB quantization condition, we explain some recent observations relating membrane instanton corrections in ABJM theory to the refined topological string.
1. Introduction

This paper is motivated by two different, but related problems. The first problem is the non-perturbative structure of topological string theory. Topological strings, like many other string models, are only defined perturbatively, and it is natural to ask whether one can define them non-perturbatively or find new non-perturbative sectors. In the last years, there have been many different proposals addressing this problem, but none of them seems to be conclusive. A bona fide non-perturbative definition must be based on a manifestly well-defined quantity, at least for a certain range of the relevant parameters of the model. This quantity should have an asymptotic expansion, for small values of the string coupling constant, which reproduces the original perturbative expansion. The asymptotic expansion and the perturbative expansion can only differ in quantities which are non-analytic at the origin (like for example instanton effects). Of course, one might find different non-perturbative definitions of the same quantity, all of them differing in non-analytic terms. This is for example what happens in two-dimensional gravity [1]. In some cases, a reasonable physical criterium might single out one non-perturbative definition.

In this paper we will analyze the non-perturbative structure of refined topological strings in the Nekrasov–Shatashvili (NS) limit [2]. This theory depends on the Calabi–Yau (CY) moduli and on a string coupling constant which is usually denoted by $\hbar$. In the original proposal of [2], this refined string was related, for some special geometries, to quantum integrable systems. It was later pointed out in [3, 4] that the perturbative free energy of the NS topological string can be computed by quantizing a spectral curve given by the mirror Calabi–Yau or a limit thereof. Using the quantum spectral curve one can construct quantum periods, depending on $\hbar$, which define the free energy by an $\hbar$-deformed version of special geometry. The quantum periods have a nice interpretation in terms of one-dimensional Quantum Mechanics: the quantized spectral
curve defines a spectral problem, and the quantum periods are quantum-corrected WKB periods, which lead to a perturbative quantization condition, at all orders in \( \hbar \).

In this paper we study a spectral problem appearing in the quantization of the curve describing the mirror of local \( \mathbb{P}^1 \times \mathbb{P}^1 \). We show that the perturbative quantum periods are radically insufficient to solve the spectral problem: there is an infinite series of non-perturbative corrections in \( \hbar \), of the instanton type\(^1\). This is a well-known phenomenon in ordinary Quantum Mechanics. For example, in the double-well potential, the standard WKB quantization condition is insufficient to determine the spectrum, even after including all perturbative corrections in \( \hbar \); one should also take into account instantons tunneling between the two vacua, and including these leads to a non-perturbative, exact quantization condition [6, 7]. In the problem at hand a similar phenomena occurs, but it is even more dramatic: for some values of \( \hbar \), the quantization condition based on the quantum periods leads to an unphysical divergent expression. Instanton corrections are needed to cure the divergence.

A first-principle calculation of these instanton corrections is difficult, but we conjecture their precise form: they involve the standard (i.e. un-refined) topological string free energy. In particular, we write down an exact WKB quantization condition involving both the perturbative quantum periods and the instanton corrections. We perform a very precise test of this conjecture by comparing the exact quantization condition to the numerical calculation of the spectrum. The agreement is excellent.

Our conjecture gives a novel realization of the Gopakumar–Vafa invariants of local \( \mathbb{P}^1 \times \mathbb{P}^1 \) in terms of a spectral problem. More generally, it suggests that the spectral problems associated to quantum spectral curves in local mirror symmetry involve the standard topological string, non-perturbatively. It also suggests that we should define non-perturbative topological strings on local CYs through a well-defined spectral problem associated to the quantization of the mirror curve. For example, for some local CY geometries, the results of [2] provide a description of the refined topological string in terms of a quantum integrable system, and this should lead naturally to the sought-for spectral problem. If the structure we find in our particular example generalizes to other cases, this definition leads in a single strike to the refined NS string (as the non-perturbative sector). Notice that this non-perturbative definition, in the example of local \( \mathbb{P}^1 \times \mathbb{P}^1 \), satisfies the above two criteria: it is based on a well-defined quantity (the spectrum), and it reproduces perturbatively the quantum B-period (which is the derivative of the free energy). Of course, the most interesting aspect of this definition is the appearance of the un-refined topological string free energy in the non-perturbative sector.

The second motivation for our work comes from ABJM theory [8]. In [9], the partition function of this theory on a three-sphere was obtained by using localization techniques, and written as a matrix integral. Its full 't Hooft \( 1/N \) expansion was obtained in [10] by using large \( N \) techniques. In the paper [11], this matrix integral was written as the thermal partition function of an ideal, one-dimensional Fermi gas. One advantage of this approach, as compared to the standard large \( N \) techniques, is that one can also compute non-perturbative effects due to membrane instantons, which go beyond the 't Hooft expansion. In [12], building on previous work [13, 14, 15, 16], it was conjectured that these non-perturbative effects are encoded in the quantum periods of local \( \mathbb{P}^1 \times \mathbb{P}^1 \). In this paper we prove this conjecture to a large extent. The basic idea is simple: the spectral problem associated to the one-particle Hamiltonian of the Fermi

---

\(^1\)The instanton effects we study in this paper are not related to the gauge-theory instantons appearing in Nekrasov’s calculation of the topological string free energy [5]. These gauge-theory instantons are non-perturbative in \( \alpha’ \) and are already incorporated in the perturbative WKB periods.
gas is nothing but the spectral problem studied in this paper, i.e. it is a specialization of the spectral problem appearing in the quantization of the spectral curve of local $\mathbb{P}^1 \times \mathbb{P}^1$. The WKB analysis of the ABJM spectral problem leads immediately to the connection with these quantum periods. The grand potential of ABJM theory can be computed once we know the spectrum from the WKB quantization condition, and this makes it possible to derive many aspects of this grand potential which were conjectured in [12].

Many of our results on the WKB approach to the spectral problem are dual to the results on the grand potential of ABJM theory. For example, the fact that quantum periods are divergent for some values of $\hbar$ and should get non-perturbative corrections which cancel these divergences is a dual version of the HMO cancellation mechanism of [14]. Our conjecture on the instanton corrections to the spectral problem was motivated to a large extent by the known worldsheet instanton corrections to the grand potential of ABJM theory.

The organization of this paper is as follows: in section 2 we present the spectral problem we will focus on. In section 3 we do a WKB analysis of this problem. We first show that quantum periods are insufficient, we conjecture the form of the instanton corrections, and we perform a detailed test against the numerical calculation of the spectrum. In section 4 we derive from the results in section 3 the structure of the grand potential of ABJM theory, proving in this way some of the conjectures in [12]. Finally, in section 5 we state our conclusions and directions for further research. An Appendix contains some results on Mellin transforms which are used in section 4.

2. The spectral problem

We will consider a spectral problem arising in the quantization of the spectral curve describing the local CY known as local $\mathbb{P}^1 \times \mathbb{P}^1$. This is a spectral problem for a difference equation, with an appropriate and natural choice of analyticity and boundary conditions. The resulting problem can be equivalently formulated in terms of an integral equation which plays a crucial role in the Fermi gas approach to ABJM theory [11]. In this section we will first consider the integral equation formulation, and then the formulation in terms of a difference equation.

Let us consider the following integral kernel

$$\rho(x_1, x_2) = \frac{1}{2\pi k} \left( \frac{1}{2 \cosh \frac{x_1}{2}} \right)^{1/2} \left( \frac{1}{2 \cosh \frac{x_2}{2}} \right)^{1/2} \frac{1}{2 \cosh \left( \frac{x_1 - x_2}{2k} \right)}.$$  \hspace{1cm} (2.1)

Here, $k$ is a real parameter. This is a particular case of the family of kernels studied in [17, 18]. The spectral problem associated to this integral kernel is

$$\int_{-\infty}^{\infty} \rho(x_1, x_2) \phi(x_2) dx_2 = e^{-E} \phi(x_1).$$  \hspace{1cm} (2.2)

The kernel (2.1) defines a non-negative, Hermitian, Hilbert–Schmidt operator, therefore it has a discrete, positive spectrum

$$0 < E_0 < E_1 < E_2 < \cdots .$$  \hspace{1cm} (2.3)

It is easy to reformulate (2.2) as a spectral problem for a difference equation. One way to do this is to consider the operator $\hat{\rho}$ defined by [11]

$$\langle x | \hat{\rho} | x' \rangle = \rho(x, x').$$  \hspace{1cm} (2.4)
This operator can be written as
\[
\hat{\rho} = e^{-\frac{1}{2}U(\hat{x})} e^{-T(\hat{p})} e^{-\frac{1}{2}U(\hat{x})}.
\] (2.5)

In this equation, \(\hat{x}, \hat{p}\) are canonically conjugate operators,
\[
[\hat{x}, \hat{p}] = i\hbar,
\] (2.6)

where
\[
\hbar = 2\pi k,
\] (2.7)

and
\[
U(x) = \log \left( 2 \cosh \frac{x}{2} \right), \quad T(p) = \log \left( 2 \cosh \frac{p}{2} \right).
\] (2.8)

In this paper we will use \(\hbar\) and \(k\) interchangeably. The spectral problem (2.2) can now be written as
\[
\hat{\rho} |\phi\rangle = e^{-E} |\phi\rangle.
\] (2.9)

Let us now define
\[
|\psi\rangle = e^{\frac{1}{2}U(\hat{x})} |\phi\rangle.
\] (2.10)

It follows that
\[
e^{U(\hat{x})} e^{T(\hat{p})} |\psi\rangle = e^{E} |\psi\rangle
\] (2.11)
or, equivalently, in the coordinate representation,
\[
\psi(x + i\pi k) + \psi(x - i\pi k) = \frac{e^E}{2 \cosh \left( \frac{E}{2} \right)} \psi(x).
\] (2.12)

This difference equation is only equivalent to the original problem (2.2) provided some analyticity and boundary conditions are imposed on the function \(\psi(x)\). Following [18], let us denote by \(S_a\) the strip in the complex \(x\)-plane defined by
\[
|\text{Im}(x)| < a.
\] (2.13)

Let us also denote by \(A(S_a)\) those functions \(g\) which are bounded and analytic in the strip, continuous on its closure, and for which \(g(x + iy) \to 0\) as \(x \to \pm\infty\) through real values, when \(y \in \mathbb{R}\) is fixed and satisfies \(|y| < a\). It can be seen, by using the results in [18], that the equivalence of (2.12) and (2.2) requires that \(\psi(x)\) belongs to the space \(A(S_{\pi k})\).

The operator \(\hat{\rho}\) can be used to define a quantum Hamiltonian in the usual way [11],
\[
\hat{\rho} = e^{-\hat{H}},
\] (2.14)

whose classical limit is simply
\[
H_{cl}(x, p) = T(p) + U(x).
\] (2.15)

In [11] it was noticed that the curve
\[
\exp \left( T(p) + U(x) \right) = e^E,
\] (2.16)

defining the classical limit of the spectral problem, is a specialization of the curve describing the mirror of the Calabi–Yau known as local \(\mathbb{P}^1 \times \mathbb{P}^1\). Let us write this curve as in [4]
\[
e^u + z_1 e^{-u} + e^v + z_2 e^{-v} = 1,
\] (2.17)
where $u, v$ are complex coordinates. Then, the curve (2.16) can be seen to be equal to the curve (2.17) after the change of variables

$$u = \frac{x + p}{2} - E, \quad v = \frac{x - p}{2} - E$$

(2.18)

and the specialization

$$z_1 = z_2 = z,$$

(2.19)

where we have denoted, for convenience,

$$z = e^{-2E}.$$  

(2.20)

Notice that the above change of variables is essentially a canonical transformation, since it preserves the symplectic form, up to an overall constant,

$$du \wedge dv = -\frac{1}{2} dx \wedge dp.$$  

(2.21)

The curve (2.17) can be quantized, leading to a quantum spectral curve. One simply promotes $u, v$ to quantum operators $\hat{u}, \hat{v}$ satisfying canonical commutation relations. The equation satisfied by wavefunctions is

$$\left( e^{\hat{u}} + z_1 e^{-\hat{u}} + e^{\hat{v}} + z_2 e^{-\hat{v}} - 1 \right) |\psi\rangle = 0.$$  

(2.22)

We can now regard (2.12) as a particular case of (2.22) by promoting the classical change of variables (2.18) to a quantum one,

$$\hat{u} = \frac{\hat{x} + \hat{p}}{2} + i\frac{\pi k}{4} - E, \quad \hat{v} = \frac{\hat{x} - \hat{p}}{2} - i\frac{\pi k}{4} - E,$$  

(2.23)

while the specialization (2.19) has now the quantum correction

$$z_1 = \frac{q}{2} z, \quad z_2 = \frac{q^{-1}}{2} z,$$  

(2.24)

where

$$q = e^{i\frac{\hbar}{2}} = e^{\pi i k}.$$  

(2.25)

In terms of $\hbar$ as defined in (2.7), we have

$$[\hat{v}, \hat{u}] = \frac{i\hbar}{2}.$$  

(2.26)

We conclude that the results for the quantum spectral curve (2.22) obtained for example in [4, 12] can be specialized to study the spectral problem (2.2) and (2.12).

The difference equation (2.12) has the structure of Baxter’s TQ equation, which determines the spectrum of a quantum integrable system and can be regarded as a quantization of the spectral curve of the classical system. This similarity is not surprising: as it is well-known, the curve (2.17), describing the mirror of local $\mathbb{P}^1 \times \mathbb{P}^1$, can be regarded as a relativistic deformation of the spectral curve of the periodic Toda chain [19]. The Baxter equations for Toda and relativistic Toda have been studied in [20] and [21], respectively. Similar difference equations also appear in the study of $\mathcal{N} = 2$ supersymmetric gauge theories in the NS limit [22, 23]. (2.12) is also a close cousin of the difference equation studied in [24], which has its origin in the integral equation of the ’t Hooft model.

Unfortunately, the spectral problem (2.2) does not seem to be exactly solvable, and one has to use numerical or approximate methods.

---

$^2$This change of variables was previously observed by Kazumi Okuyama.
3. The exact WKB quantization condition

3.1 Perturbative WKB quantization

We will now analyze the spectral problem (2.12) by using the WKB method. At leading order in $\hbar$, the WKB method for bound states is the Bohr–Sommerfeld quantization condition. In this approximation, one calculates the classical volume of phase space as a function of the energy, $\text{vol}_0(E)$ (here, the subscript 0 means that we are working at zero order in the $\hbar$ expansion). The quantization condition says that this volume should be a half-integer multiple\(^3\) of the volume of an elementary cell in phase space, $2\pi\hbar$, and one obtains

$$\text{vol}_0(E) = 2\pi\hbar \left(n + \frac{1}{2}\right), \quad n = 0, 1, 2, \cdots. \quad (3.1)$$

The classical volume of phase space was already determined in [11]. It is given by a period integral on the curve (2.16). Since this is an elliptic curve, it has two periods, the $A$ and the $B$ periods. The spectral problem we are looking at involves the $B$ period, and we find

$$\text{vol}_0(E) = \oint_B \lambda, \quad \lambda = p(x)dx, \quad (3.2)$$

where $p(x)$ is obtained by solving (2.16). The calculation in [11] expresses this period in terms of a Meijer G-function

$$\text{vol}_0(E) = \frac{e^E}{\pi} \frac{G_{2,3}^{3,2}}{16} \left( \frac{e^{2E}}{0,0, -\frac{1}{2}} \right) - 4\pi^2 = 8E^2 - \frac{4\pi^2}{3} + O(E^{-2E}). \quad (3.3)$$

In the WKB method we are interested in large energies as compared to $\hbar$, i.e. in large quantum numbers. It is then useful to have a basis of classical periods of the curve which is appropriate for the $E \gg 1$ regime. Since the curve (2.16) is a specialization of the mirror of local $\mathbb{P}^1 \times \mathbb{P}^1$, the relevant periods are nothing but the large radius periods of this CY. Let us now review some basic facts about these periods.

In the full CY (2.17), i.e. for generic values of $z_1, z_2$, it is useful to consider two different $A$ periods and two different $B$ periods. The $A$ periods are given by

$$\Pi_{AI}(z) = \log z_I + \Pi_A(z_1, z_2), \quad I = 1, 2, \quad (3.4)$$

where

$$\Pi_A(z_1, z_2) = \sum_{\langle k,l \rangle \neq (0,0)} \frac{\Gamma(2k + 2l)}{\Gamma(1 + k)^2 \Gamma(1 + l)^2} z_1^k z_2^l = 2z_1 + 2z_2 + 3z_1^2 + 12z_1z_2 + 3z_2^2 + \cdots \quad (3.5)$$

There are two independent $B$-periods, $\Pi_{BI}(z_1, z_2), I = 1, 2$, which are related by the exchange of $z_1$ and $z_2$,

$$\Pi_{B2}(z_1, z_2) = \Pi_{B1}(z_2, z_1). \quad (3.6)$$

The $B_1$ period is given by

$$\Pi_{B1}(z_1, z_2) = -\frac{1}{8} \left( \log^2 z_1 - 2 \log z_1 \log z_2 - \log^2 z_2 \right) + \frac{1}{2} \log z_2 \Pi_A(z_1, z_2) + \frac{1}{4} \Pi_B(z_1, z_2), \quad (3.7)$$

\(^3\)The fact that this is a half-integer, and not an integer, can be shown by using a next-to-leading WKB analysis, as in [20]: the presence of an inverse square-root factor in the WKB wavefunction leads to an extra phase in going around a cut.
where
\[ \tilde{\Pi}_B(z_1, z_2) = 8 \sum_{k,l \geq 0, (k,l) \neq (0,0)} \frac{\Gamma(2k+2l)}{\Gamma(1+k)^2 \Gamma(1+l)^2} (\psi(2k+2l) - \psi(1+l)) z_1^k z_2^l \]
\[ = 8z_1 + 22z_1^2 + 40z_1 z_2 + 4z_2^2 + \cdots \]

In our spectral problem we have \( z_1 = z_2 \) classically (see (2.19)). In this limit, one has
\[ \tilde{\Pi}_A(z) \equiv \tilde{\Pi}_A(z, z) = \sum_{\ell \geq 1} \tilde{a}_\ell^{(0)} z^\ell, \quad \tilde{\Pi}_B(z) \equiv \tilde{\Pi}_B(z, z) = \sum_{\ell \geq 1} \tilde{b}_\ell^{(0)} z^\ell, \]
where
\[ \tilde{a}_\ell^{(0)} = \frac{1}{\ell} \left( \frac{\Gamma(\ell + \frac{1}{2})}{\Gamma(\frac{1}{2}) \ell!} \right)^2 16^\ell, \]
\[ \tilde{b}_\ell^{(0)} = \frac{4}{\ell} \left( \frac{\Gamma(\ell + \frac{1}{2})}{\Gamma(\frac{1}{2}) \ell!} \right)^2 16^\ell \left[ \psi \left( \frac{\ell + 1}{2} \right) - \psi(\ell + 1) + 2 \log 2 - \frac{1}{2} \right]. \]

The classical B-period becomes
\[ \Pi_B(z) \equiv \Pi_{B,1,2}(z, z) = \frac{1}{4} (\log z)^2 + \frac{1}{2} \log z \tilde{\Pi}_A(z) + \frac{1}{4} \tilde{\Pi}_B(z), \]
and one finds that the volume of phase space can be written in terms of this period as
\[ \text{vol}_0(E) = 8\Pi_B(e^{-2E}) - \frac{4\pi^2}{3} = 8E^2 - \frac{4\pi^2}{3} - 8E \sum_{\ell \geq 1} \tilde{a}_\ell^{(0)} e^{-2\ell E} + 2 \sum_{\ell \geq 1} \tilde{b}_\ell^{(0)} e^{-2\ell E}. \]

It is well-known that the Bohr–Sommerfeld quantization condition has perturbative corrections in \( \hbar \). These can be obtained in a straightforward way by solving the equations (2.12) with a WKB ansatz,
\[ \psi(x, h) = \exp \left( \frac{1}{h} S(x, h) \right), \]
where
\[ S(x, h) = \sum_{n \geq 0} S_n(x) h^n, \]
and interpreting \( \partial_x S(x, h) dx \) as a “quantum” differential. The leading order approximation gives
\[ S_0'(x) = p(x) \]
and reproduces the Bohr–Sommerfeld quantization condition. Using this quantum differential, we can define the perturbative, “quantum” volume of phase space as
\[ \text{vol}_p(E; h) = \oint_B \partial_x S(x, h) dx. \]

We could calculate these corrections directly in the equation (2.12). However, it is more illuminating to obtain them as particular cases of the quantum corrections for the spectral curve (2.22). Indeed, as explained in [3, 4] and reviewed in [12], these corrections promote the classical periods \( \Pi_{A,I}(z_1, z_2), \Pi_{B,I}(z_1, z_2) \) to quantum A-periods
\[ \Pi_{A,I}(z_1, z_2; h) = \log z_I + \tilde{\Pi}_A(z_1, z_2; h), \quad I = 1, 2, \]
\[ \Pi_{B,I}(z_1, z_2; h) = \log z_I + \tilde{\Pi}_B(z_1, z_2; h), \quad I = 1, 2, \]
\[ \text{vol}_p(E; h) = \oint_B \partial_x S(x, h) dx. \]
and quantum B-periods $\Pi_{B_I}(z_1, z_2; \hbar), I = 1, 2$. As in the classical case, there are two of them, but they are related by the exchange of the moduli,

$$
\Pi_{B_2}(z_1, z_2; \hbar) = \Pi_{B_1}(z_2, z_1; \hbar).
$$

(3.18)

The quantum counterpart of (3.7) is

$$
\begin{align*}
\Pi_{B_1}(z_1, z_2; \hbar) &= -\frac{1}{8} \left( \log^2 z_1 - 2 \log z_1 \log z_2 - \log^2 z_2 \right) + \frac{1}{2} \log z_2 \tilde{\Pi}_A(z_1, z_2; \hbar) \\
&\quad + \frac{1}{4} \tilde{\Pi}_B(z_1, z_2; \hbar).
\end{align*}
$$

(3.19)

These quantum periods can be computed systematically in a power series in $z_{1,2}$ [4, 12]. One finds, to the very first orders,

$$
\begin{align*}
\tilde{\Pi}_A(z_1, z_2; \hbar) &= 2(z_1 + z_2) + 3(z_1^2 + z_2^2) + 2(4 + q + q^{-1})z_1z_2 + \frac{20}{3}(z_1^3 + z_2^3) \\
&\quad + 2(16 + 6q + 6q^{-1} + q^2 + q^{-2})z_1z_2(z_1 + z_2) + O(z_i^4), \\
\tilde{\Pi}_B(z_1, z_2; \hbar) &= 8 \left[ \frac{q+1}{2(q-1)} \log q \right] z_1 + 4 \left[ 1 + \frac{5q^2 + 8q + 5}{2(q^2 - 1)} \log q \right] z_1^2 \\
&\quad + 8 \left[ 1 + \frac{(1+q)^3}{2(q-1)} \log q \right] z_1z_2 + 4z_2^2 + O(z_i^3),
\end{align*}
$$

(3.20)

where $q$ is given in (2.25).

Let us now come back to the problem of calculating (3.16). This is a quantum period for the spectral curve defined by (2.12), but this curve is just a specialization of (2.22) with the dictionary (2.24) and after a canonical transformation. Therefore, (3.16) should be a combination of the quantum periods of local $\mathbb{P}^1 \times \mathbb{P}^1$, specialized to the “slice” (2.24). Let us denote

$$
\begin{align*}
\tilde{\Pi}_A(z; \hbar) &= \tilde{\Pi}_A(q^{1/2}z, q^{-1/2}z; \hbar) = \sum_{\ell \geq 1} \tilde{a}_\ell(h)z^\ell, \\
\tilde{\Pi}_B(z; \hbar) &= \frac{1}{2} \left( \tilde{\Pi}_B(q^{1/2}z, q^{-1/2}z; \hbar) + \tilde{\Pi}_B(q^{-1/2}z, q^{1/2}z; \hbar) \right) = \sum_{\ell \geq 1} \tilde{b}_\ell(h)z^\ell,
\end{align*}
$$

(3.21)

where $\tilde{a}_\ell(h), \tilde{b}_\ell(h)$ have the $h$-expansion,

$$
\begin{align*}
\tilde{a}_\ell(h) &= \sum_{n=0}^\infty \tilde{a}_{\ell}^{(n)} h^{2n}, \\ 
\tilde{b}_\ell(h) &= \sum_{n=0}^\infty \tilde{b}_{\ell}^{(n)} h^{2n}.
\end{align*}
$$

(3.22)

Requiring the combination of quantum periods to have the correct classical limit, and that only even powers of $h$ appear, we find,

$$
\begin{align*}
\text{vol}_p(E; h) &= 4\Pi_{B_1}(q^{1/2}z, q^{-1/2}z; \hbar) + 4\Pi_{B_2}(q^{1/2}z, q^{-1/2}z; \hbar) - \frac{4\pi^2}{3} - \frac{\hbar^2}{12} \\
&= 8E^2 - \frac{4\pi^2}{3} + \frac{\hbar^2}{24} - 8E \sum_{\ell \geq 1} \tilde{a}_\ell(h)e^{-2\ell E} + 2 \sum_{\ell \geq 1} \tilde{b}_\ell(h)e^{-2\ell E}.
\end{align*}
$$

(3.23)
The third term in the last line of (3.23) is an $E$-independent correction to the quantum period which was already computed in [11]. Notice that the perturbative quantum volume has an $\hbar$-expansion of the form,

$$\text{vol}_p(E) = \sum_{n \geq 0} \text{vol}_n(E)\hbar^{2n}.$$  

(3.24)

The first term in this expansion is the function of $E$ given in (3.3). By the WKB expansion of the wavefunction (3.13), (3.14), it is possible to find an exact expression for the first quantum correction, which reads

$$\text{vol}_1(E) = e^{-E} \left( \frac{(32 e^{-2E} - 1)E(k) - K(k)}{6(16 e^{-2E} - 1)} \right),$$

(3.25)

where $K(k), E(k)$ are elliptic integrals of the first and second kind, respectively, and their modulus is given by

$$k^2 = 1 - \frac{e^{2E}}{16}.$$  

(3.26)

The derivation of this result is sketched in appendix B.

The equation (3.16) gives the full series of perturbative $\hbar$ corrections to the classical phase-space volume. The perturbatively exact quantization condition involves the quantum B-periods of the spectral curve, and it reads

$$\text{vol}_p(E; \hbar) = 2\pi \hbar \left( n + \frac{1}{2} \right), \quad n = 0, 1, 2, \cdots$$

(3.27)

We can now use (3.27) to compute the quantum-corrected spectrum. For example, we can use the explicit expressions (3.3) and (3.25) to compute the energies $E_n$ perturbatively, as a power series expansion around $\hbar = 0$, i.e.

$$E_n^p = \sum_{\ell=0}^{\infty} E_{n,\ell}\hbar^{\ell}.$$  

(3.28)

The leading order term corresponds to the zero of $\text{vol}_0(E)$, and as found in [11] this is,

$$E_{n,0} = 2\log 2.$$  

(3.29)

Plugging now the series (3.28) in (3.27), we find

$$E_{n,1} = \frac{2n + 1}{8}, \quad E_{n,2} = -\frac{2n^2 + 2n + 1}{128}.$$  

(3.30)

These values agree with a calculation starting directly from the density operator (2.5) [26].

### 3.2 Non-perturbative WKB quantization

As we have seen, the perturbative WKB quantization condition (3.27) makes it possible to compute the energies as a power series in $\hbar$. However, when we consider finite values of $\hbar$, we find a key problem: the coefficients $\widehat{b}_\ell(\hbar)$ appearing in the expansion (3.23) diverge for any integer $k$, and lead to a non-sensical WKB expansion when $\hbar$ approaches $2\pi$ times an integer. At the same time, there is no physical source for this divergence in the spectral problem itself: the eigenvalues for $E$ appearing in (2.12) and in the associated integral equation (2.2) are perfectly well-defined for any real value of $\hbar$, and in particular for integer $k$. As a matter of fact they can
be computed numerically, as we will see in the next subsection. We stress that the divergence problem in (3.27) is not an artifact of the large $E$ expansion used to obtain (3.23). This leads to an asymptotic expansion for the energy levels valid for large quantum numbers, which should be well-defined. It can be shown, by using the BPS structure of the refined topological string free energy [27, 28], that the quantum B-periods of any local CY manifold are divergent for an infinite number of values of $\hbar$. In particular, the WKB quantization condition for B-periods written down in [4] has an infinite number of poles in the complex $h$-plane.

We conclude that the expression (3.23) is incomplete, and there must be an extra correction which makes the quantum volume of phase space finite and leads to a reasonable quantization condition. Since (3.27) already incorporates all the perturbative information available, this correction must be non-perturbative in $h$.

The possibility of having instanton corrections to the quantum volume of phase space was already anticipated in [11]. As pointed out there, in order to understand these corrections we need the geometric approach to the WKB method developed in for example [29, 30, 31, 32]. In this approach, the perturbative WKB quantization condition is associated to a classical periodic orbit of energy $E$ and the quantum fluctuations around it. The classical action of this trajectory is the classical B-period, and the perturbative $\hbar$ corrections promote it to a quantum period. In our example, this perturbative analysis leads to the result (3.23). In fact, the classical periodic orbits can be described in detail. The classical Hamiltonian (2.15) leads to the equations of motion

$$\dot{x} = \frac{1}{2} \tanh \frac{p}{2}, \quad \dot{p} = -\frac{1}{2} \tanh \frac{x}{2}. \quad (3.31)$$

For an orbit of energy $E$, we find

$$\dot{x} = \frac{1}{2} \sqrt{1 - 16 e^{-2E} \cosh^2 \frac{x}{2}}, \quad (3.32)$$

which can be integrated in terms of Jacobi’s elliptic sine,

$$\tanh \frac{x}{2} = k \text{sn} \left( \frac{t}{4}, k \right), \quad (3.33)$$

where the modulus $k$ is now given by

$$k^2 = 1 - 16 e^{-2E}. \quad (3.34)$$

The function $\text{sn}(u, k)$ is doubly periodic in $u$. It has a real period given by

$$\omega_1 = 4K(k), \quad (3.35)$$

where $K(k)$ is the complete elliptic integral of the first kind. The action around this periodic trajectory is

$$S_B(E) = \int_{-8K(k)}^{8K(k)} p(t) \dot{x}(t) dt = \text{vol}_0(E), \quad (3.36)$$

where we took into account a relative factor of 4 coming from $u = t/4$.

However, as pointed out in [29], in order to obtain a non-perturbative quantization condition one should take into account as well complexified trajectories. These trajectories are allowed because the curve (2.16) has genus one and therefore it has an imaginary period, on top of the
Figure 1: For a given energy $E$, we have a real periodic trajectory given by (3.33), which is shown in the figure on the left for $E = 3$. The horizontal axis represents the time $t$ and it runs through a full period, from $-8K(k)$ to $8K(k)$. There is also an imaginary periodic trajectory for $\theta = \text{Im}(q)$, given by (3.40), which is shown in the figure on the right, also for $E = 3$. Here, the imaginary time $\tau$ runs from $-4K(k')$ to $4K(k')$.

real period associated to the real periodic orbit (an example of such a situation was discussed recently in [34]). In our case this is just the imaginary period of the Jacobi sine function,

$$\omega_2 = 2iK'(k),$$

where

$$K'(k) = K(k'), \quad k'^2 = 1 - k^2. \quad (3.38)$$

In the complexified orbit, time is imaginary, as in [29]: $t = i\tau$. If we now use the relation

$$\text{sn}(iu, k) = i\text{tn}(u, k'),$$

(3.39)

where $\text{tn} = \text{sn}/\text{cn}$, we find that $x$ is also imaginary: $x = i\theta$. The equation for the complex trajectory becomes

$$\tan\frac{\theta}{2} = k\text{tn}\left(\frac{\tau}{4}, k'\right). \quad (3.40)$$

The real and complexified trajectories, (3.33), (3.40), are represented in figure Fig. 1 for the value of the energy $E = 3$.

Geometrically, the trajectory (3.33) describes a closed orbit in phase space, along the hypersurface of constant energy $H_{cl}(x, p) = E$. This is the Fermi surface of the ideal Fermi gas introduced in [11]. After complexifying the exponentiated variable $e^{x/2}$, this closed orbit becomes a torus. The imaginary trajectory (3.40) is a closed orbit around the $A$-cycle of this torus, while (3.33) is now regarded as a closed orbit around the $B$-cycle. We depict both orbits in Fig. 2.

In the original Hamiltonian, $\theta$ has a periodicity of $4\pi$, therefore the relevant action is

$$S_A(E) = 2i \int_{-4K'(k)}^{4K'(k)} p(\tau) \dot{\theta}(\tau) d\tau = -4\pi \Pi_A(z), \quad (3.41)$$

where we have denoted

$$\Pi_A(z) = \log z + \tilde{\Pi}_A(z, z). \quad (3.42)$$

The contribution of such a complex trajectory to the quantization condition is of the form

$$\exp\left(\frac{i}{\hbar}S_A\right) = \exp\left(\frac{2\pi}{k}\Pi_A(z)\right). \quad (3.43)$$
Figure 2: The trajectory (3.33) describes a closed orbit in the phase space \((x, p)\), represented schematically in the figure on the left. After complexifying the exponentiated variable \(e^{x/2}\), this closed orbit becomes a torus, as shown in the figure on the right. The imaginary trajectory (3.40) is a closed orbit around the \(A\)-cycle of the torus.

Including the quantum corrections simply promotes the classical period to its quantum counterpart, as already noticed in [29]. As in [31, 32], we will call the exponentiated quantum period associated to a cycle a \textit{Voros multiplier}. The quantum \(A\)-period, specialized to the “slice” (2.24), is

\[
\Pi_{A_I}(q^{1/2}z, q^{-1/2}z; \hbar) = \log z \pm \frac{\pm \pi k}{2} + \sum_{\ell \geq 1} \tilde{a}_\ell(h)z^\ell, \quad I = 1, 2,
\]

(3.44)

where the \(\pm\) sign corresponds to \(I = 1, 2\), respectively. We conclude from (3.43) that the appropriate Voros multiplier for the \(A\)-period in this theory is

\[
\exp \left[ \frac{2}{k} \Pi_{A_I}(q^{1/2}z, q^{-1/2}z; \hbar) \right] = -e^{-4E_{\text{eff}}/k},
\]

(3.45)

where

\[
E_{\text{eff}} = E - \frac{1}{2} \sum_{\ell=1}^{\infty} \tilde{a}_\ell(h)e^{-2\ell E}.
\]

(3.46)

This result was also obtained in [11]^4. In general, the non-perturbative correction to the quantum volume is a formal power series in the Voros multiplier for the quantum \(A\)-period. In our case, it takes the form,

\[
\text{vol}_{np}(E; \hbar) = \sum_{m=1}^{\infty} s_m(k)(-1)^me^{-4mE_{\text{eff}}/k}.
\]

(3.47)

This is clearly non-perturbative in \(\hbar\) (or equivalently, in \(k\)), and it is invisible in the standard perturbative correction to the WKB condition.

The calculation of \(s_m(k)\) from first principles is difficult. In the case of the Schrödinger equation studied in [29, 30, 31, 32], the instanton corrections are determined by the vanishing of the so-called Jost function, and their calculation requires a detailed analysis of the spectral problem and of the WKB wavefunction. We will now present a conjecture for the form of the

---

^4In [11], what is here called the \(A\)-period was called the \(B\)-period, and viceversa. The notation we are using agrees with the standard conventions for periods in local Calabi–Yau manifolds.
instanton corrections for the spectral problem (2.12). To write down our formula, let us consider the worldsheet instanton corrections to the un-refined topological string free energy on local $\mathbb{P}^1 \times \mathbb{P}^1$, in the Gopakumar–Vafa form [25]:

$$F(T_1, T_2, g_s) = \sum_{g \geq 0} \sum_{w \geq 1} \sum_{d_1, d_2} (\frac{-1}{w})^{g-1} n_g^{d_1, d_2} \left( q_s^{w/2} - q_s^{-w/2} \right)^{2g-2} e^{-w(d_1 T_1 + d_2 T_2)}. \quad (3.48)$$

Here,

$$q_s = e^{gs}, \quad (3.49)$$

and $g_s$ is the topological string coupling constant. In (3.48), $T_1, T_2$ are the complexified Kähler classes, corresponding to the two compact $\mathbb{P}^1$s in the geometry, and $n_g^{d_1, d_2}$ are the Gopakumar–Vafa invariants of local $\mathbb{P}^1 \times \mathbb{P}^1$ for genus $g$ and degrees $d_1, d_2$. Along the “slice”

$$T_1 = T_2 = T \quad (3.50)$$

the natural invariant is the diagonal one,

$$n_g^d = \sum_{d_1 + d_2 = d} n_g^{d_1, d_2}. \quad (3.51)$$

We are now ready to state our conjecture about the form of the instanton corrections. We claim that the coefficients $s_m(k)$ in (3.47) are given by

$$s_m(k) = -4\pi k \sin \left( \frac{4\pi m}{k} \right) d_m(k), \quad (3.52)$$

where

$$d_m(k) = \frac{1}{m} \sum_{g \geq 0} \sum_{d|m} d n_g^d \left( 2 \sin \frac{2\pi m}{d} \right)^{2g-2}. \quad (3.53)$$

The coefficients $d_m(k)$ have a simple interpretation: they are the coefficients of $e^{-mT}$ in the topological string free energy of local $\mathbb{P}^1 \times \mathbb{P}^1$, along the slice (3.50), and for

$$g_s = \frac{4\pi i}{k}. \quad (3.54)$$

We then conjecture that the non-perturbative contribution to the quantum volume of phase space is

$$\text{vol}_{np}(E; \hbar) = -4\pi k \sum_{m=1}^{\infty} \sin \left( \frac{4\pi m}{k} \right) (-1)^m d_m(k) e^{-4mE_{\text{eff}}/k}, \quad (3.55)$$

and the total quantum volume is

$$\text{vol}(E; \hbar) = \text{vol}_p(E; \hbar) + \text{vol}_{np}(E; \hbar). \quad (3.56)$$

Notice that the non-perturbative volume (3.55) is also divergent for integer values of $k$. We will now show that the total volume (3.56) is well-defined, i.e. the divergences in $\text{vol}_p(E; \hbar)$ cancel against the divergences in $\text{vol}_{np}(E; \hbar)$.

Before showing this, let us give some indications on the origin of this conjecture. As we will see in the next section, the spectral problem (2.12) appears in the Fermi gas approach to ABJM
theory. It turns out that the grand potential of ABJM theory is closely related to the volume of phase space. The perturbative part (3.23) leads to the non-perturbative membrane corrections to the grand potential, while the non-perturbative part (3.55) leads to the worldsheet-instanton corrections to the grand potential. The conjecture (3.55) is inspired by the known form of these corrections [33, 10, 14]. The requirement that divergences should cancel in the total volume (3.56) is a dual manifestation of the HMO cancellation mechanism discovered in [14]. According to this mechanism, the divergences in the worldsheet instanton part of the grand potential of ABJM theory should cancel against the divergences in the membrane instanton part, since the total grand potential is well-defined and finite for any $k$. We have here a similar mechanism, which is based this time on the fact that the spectral problem is well-defined for any value of $k$. The cancellation mechanism in the quantum volume is simpler however than the HMO mechanism, since it only involves simple poles, while the HMO mechanism involves double poles.

Let us now verify that $\text{vol}(E; h)$ is well-defined for any value of $k$. Since the non-perturbative contribution is defined in terms of $E_{\text{eff}}$, instead of $E$, let us re-express the perturbative part $\text{vol}_p(E; h)$ in terms of this variable. This defines a new set of coefficients $\tilde{b}_\ell(k)$ as follows,

$$\text{vol}_p(E; h) = 8E_{\text{eff}}^2 - \frac{4\pi^2}{3} + \frac{h^2}{24} + 4\pi^2 k \sum_{\ell=1}^\infty \tilde{b}_\ell(k)e^{-2\ell E_{\text{eff}}}.$$  \hspace{0.5cm} (3.57)

These coefficients were first introduced in [16], in the context of ABJM theory, and their geometric meaning was uncovered in [12]: they can be expressed in terms of the refined BPS invariants $N_{d_1,d_2}^{d_1,d_2}$ of local $\mathbb{P}^1 \times \mathbb{P}^1$ as

$$\tilde{b}_\ell(k) = -\frac{\ell}{2\pi} \sum_{j_L,j_R} \sum_{\ell=d_1+d_2=d} N_{d_1,d_2}^{d_1,d_2} \frac{2j_R + 1}{2j_L + 1} \frac{\sin \frac{\pi kw}{2}(2j_L + 1) \sin \frac{\pi kw}{2}(2j_R + 1)}{w^2 \sin^3 \frac{\pi kw}{2}}.$$  \hspace{0.5cm} (3.58)

This formula is based on the fact that the combination of $B$-periods appearing in (3.23) is a derivative of the refined topological string free energy, which in turn can be written in terms of refined BPS invariants (see for example [28] for a summary of these facts, and a list of values of the refined invariants for low degrees). On the other hand, the coefficient (3.53) can be expressed in terms of the same invariants by the formula,

$$d_m(k) = \sum_{j_L,j_R} \sum_{m=dn, d_1+d_2=d} N_{d_1,d_2}^{d_1,d_2} \frac{2j_R + 1}{2j_L + 1} \frac{\sin \frac{4\pi n}{k}(2j_L + 1)}{\sin \frac{4\pi n}{k} \sin \frac{4\pi n}{k}} \frac{1}{n},$$  \hspace{0.5cm} (3.59)

see [12] for a derivation. We can now use a simplified version of the argument appearing in [12] to check that the singularities in (3.56) cancel. First of all, notice that the singularities appear when $k$ takes the form

$$k = \frac{2n}{w} = \frac{2m}{\ell}.$$  \hspace{0.5cm} (3.60)

The singularities are simple poles. The poles appearing in $\text{vol}_p(E; h)$ are of the form

$$(-1)^m \frac{8m}{w^3}(k - \frac{2n}{w})(1 + 2j_L)(1 + 2j_R)N_{j_L,j_R}^{d_1,d_2}e^{-\frac{2mw}{n}E_{\text{eff}}}.$$  \hspace{0.5cm} (3.61)

The corresponding poles appearing in (3.57) are of the form

$$-e^{\pi i kw(d_1-d_2)/2} \frac{8m}{w^3}(k - \frac{2n}{w})(-1)^n(2j_L + 2j_R - 1)(1 + 2j_L)(1 + 2j_R)N_{j_L,j_R}^{d_1,d_2}e^{-2\ell E_{\text{eff}}}.$$  \hspace{0.5cm} (3.62)
By using (3.60), one notices that
\[ e^{\pi i k w (d_1 - d_2)/2} = (-1)^m, \] (3.63)
and it is easy to see that all poles in (3.61) cancel against the poles in (3.62), for any value of \( E_{\text{eff}} \), provided that
\[ (-1)^{n(2j_L + 2j_R - 1)} = 1. \] (3.64)
This can be seen to be the case by a geometric argument explained in [12]. We conclude that \( \text{vol}(E; \hbar) \) is well-defined and finite for any real value of \( \hbar \), as a series in \( e^{-2E} \).

The exact WKB quantization condition reads now
\[ \text{vol}(E; \hbar) = 2\pi \hbar \left( n + \frac{1}{2} \right), \quad n = 0, 1, 2, \cdots, \] (3.65)
where \( \text{vol}(E; \hbar) \) is a sum of the perturbative part (3.23) and the non-perturbative part (3.55). This condition determines the energy levels \( E_n \) as functions of \( n \) and \( \hbar \). As in similar examples of exact WKB quantization conditions, the total \( \text{vol}(E) \) is a trans-series involving various small parameters, on top of \( \hbar \) itself. On one hand we have of course \( \hbar \), but we also have exponentially small quantities in \( \hbar \), and non-analytic functions of \( \hbar \) at \( \hbar = 0 \), like the trigonometric functions of \( 1/k \) appearing in (3.55). We can solve this quantization quantization at small \( \hbar \), as one does for example in the case of the double-well potential in Quantum Mechanics [7]. To give a flavour of the type of expressions one finds, let us calculate the first non-perturbative correction to the perturbative series in (3.28). In order to do this calculation, we need the leading term of \( E_{\text{eff}} \) in an expansion around \( \hbar = 0 \). We find, after using (3.10),
\[ E_{\text{eff}}(E) = E_{\text{eff}}^{(0)}(E) + \mathcal{O}(\hbar^2), \] (3.66)
where
\[ E_{\text{eff}}^{(0)}(E) = E - 2e^{-2E} \binom{1, 1, 3}{\frac{3}{2}, 2, 2, 2, 16e^{-2E}}. \] (3.67)
After expanding it around \( E = 2 \log 2 \), we find,
\[ E_{\text{eff}}^{(0)}(E) = \frac{4K}{\pi} + \frac{1}{\pi} (E - 2 \log 2) \left( 1 - \log \left( \frac{E - 2 \log 2}{8} \right) \right) + \mathcal{O} \left( (E - 2 \log 2)^2 \right), \] (3.68)
where \( K \) is the Catalan number. A simple calculation shows that
\[ E_n = E_n^{(0)} + E_n^{\text{np}}, \] (3.69)
where, as \( \hbar \to 0 \),
\[ E_n^{\text{np}} \approx -\frac{1}{4\pi} \left( \frac{2n + 1}{64} \right)^{2n+1} \sin \left( \frac{4\pi}{k} \right) d_1(k) e^{-2n-1} k^{2n+2} e^{-A/k}, \] (3.70)
and
\[ A = \frac{16K}{\pi}. \] (3.71)
It seems that \( E_n^{\text{np}} \) is a trans-series involving the small parameter \( e^{-A/k} \), \( \log \hbar \) and trigonometric functions of \( 1/k \).

Before closing this subsection, let us summarize the two most important consequences of our proposal for the exact quantization condition:
1. In solving the spectral problem (2.12) associated to the quantum curve of local \( \mathbb{P}^1 \times \mathbb{P}^1 \), the information encoded in the quantum periods (or, equivalently, in the NS limit of the refined topological string), evaluated with the perturbative WKB method as in [3, 4], is not enough. The perturbative quantization condition is insufficient and even ill-defined for some values of \( \hbar \), and has to be corrected by an infinite series of instantons. In the terminology of [31, 32], we can say that the WKB method of [3, 4] gives the Voros multipliers of the problem, but does not contain the information about the Jost function solving the spectral problem.

2. The information about the instanton corrections involves the standard topological string free energy, and in particular the standard Gopakumar–Vafa invariants. This is a statement dual to the conjecture in [12], where evidence was given that the non-perturbative corrections to the standard topological string free energy involves the refined topological string. The fact that the un-refined topological string and the NS refined topological string are intimately related in a non-perturbative treatment is reminiscent of the observations made in [35].

Although our conjecture is well-motivated by the relationship to ABJM theory, it can be tested in detail. After all, our conjecture gives the exact WKB quantization condition of the spectral problem, and we can (and should) compare it to the actual values of the energy levels.

3.3 Testing the non-perturbative WKB quantization condition

The goal of this subsection is to compute the energy levels using (3.65), but this time at large quantum number \( n \) and fixed \( k \). In this computation the non-perturbative part of \( \text{vol}(E; \hbar) \) plays a crucial role. We will then compare the energy levels obtained in this way with numerical values obtained directly from the integral equation (2.2), and find an impressive agreement.

Since the numerical spectrum is easier to compute with high accuracy when \( k = 1, 2 \), we will study (3.65) for these values of \( k \) (corresponding to \( \hbar = 2\pi \) and \( \hbar = 4\pi \), respectively). In these cases, we can see from (3.23) and (3.55) that \( \text{vol}(E; \hbar) \) is given as an expansion in powers of \( e^{-2E} \). In fact, for \( k = 1 \), the coefficients of the odd powers
\[ e^{-2(2m+1)E}, \quad m = 0, 1, 2, \ldots, \]
vanish. Therefore, for \( k = 1 \) we will have an expansion in powers of \( e^{-4E} \). Let us write the total quantum volume, for \( k = 1 \) and \( k = 2 \), as
\[
\frac{\text{vol}(E; \hbar)}{2\pi \hbar} = \hat{C}(\hbar) E^2 + \hat{n}_0(\hbar) + \sum_{\ell=1}^{\infty} (A_{\ell}(\hbar) E + B_{\ell}(\hbar)) e^{-4\ell E},
\]
where
\[
\hat{C}(\hbar) = \frac{4}{\pi \hbar}, \quad \hat{n}_0(\hbar) = -\frac{2\pi}{3\hbar} + \frac{\hbar}{48\pi}.
\]
The coefficients \( B_{\ell}(\hbar) \) will in general have contributions from both the perturbative and the non-perturbative part.

Since the volume is given as a large \( E \) expansion, we will calculate the energy levels in an asymptotic expansion for large quantum numbers. Let us assume an ansatz for the solution of the exact WKB quantization condition of the form
\[
E_n = E_n^{(0)} + \sum_{\ell=1}^{\infty} E_n^{(\ell)} e^{-4\ell E_n^{(0)}},
\]
vanish. Therefore, for \( k = 1 \) we will have an expansion in powers of \( e^{-4E} \). Let us write the total quantum volume, for \( k = 1 \) and \( k = 2 \), as
\[
\frac{\text{vol}(E; \hbar)}{2\pi \hbar} = \hat{C}(\hbar) E^2 + \hat{n}_0(\hbar) + \sum_{\ell=1}^{\infty} (A_{\ell}(\hbar) E + B_{\ell}(\hbar)) e^{-4\ell E},
\]
where
\[
\hat{C}(\hbar) = \frac{4}{\pi \hbar}, \quad \hat{n}_0(\hbar) = -\frac{2\pi}{3\hbar} + \frac{\hbar}{48\pi}.
\]
The coefficients \( B_{\ell}(\hbar) \) will in general have contributions from both the perturbative and the non-perturbative part.

Since the volume is given as a large \( E \) expansion, we will calculate the energy levels in an asymptotic expansion for large quantum numbers. Let us assume an ansatz for the solution of the exact WKB quantization condition of the form
\[
E_n = E_n^{(0)} + \sum_{\ell=1}^{\infty} E_n^{(\ell)} e^{-4\ell E_n^{(0)}}.
\]
Plugging it into (3.65) we find,

\[
E_n^{(0)} = \sqrt{\frac{n + 1/2 - \hat{n}_0(h)}{\hat{C}(h)}},
\]

\[
E_n^{(1)} = -\frac{1}{2\hat{C}(h)E_n^{(0)}} \left( B_1(h) + A_1(h)E_n^{(0)} \right),
\]

\[
E_n^{(2)} = \frac{1}{2\hat{C}(h)E_n^{(0)}} \left( -B_2(h) - A_2(h)E_n^{(0)} + \frac{4}{k} A_1(h)E_n^{(1)}E_n^{(0)} - \hat{C}(h)(E_n^{(1)})^2 \right.
\]
\[\left. - A_1(h)E_n^{(1)} + \frac{4}{k} B_1(h)E_n^{(1)} \right),
\]

as well as

\[
E_n^{(3)} = \frac{1}{2\hat{C}(h)E_n^{(0)}} \left( -B_3(h) - A_3(h)E_n^{(0)} - A_2(h) \left( E_n^{(1)} - \frac{8}{k} E_n^{(0)}E_n^{(1)} \right) \right.
\]
\[\left. + \frac{8}{k} B_2(h)E_n^{(1)} - 2\hat{C}(h)E_n^{(1)}E_n^{(2)} + B_1(h) \left( \frac{4}{k} E_n^{(2)} - \frac{8}{k^2} (E_n^{(1)})^2 \right) \right.
\]
\[\left. + A_1(h) \left( \frac{4}{k} (E_n^{(1)})^2 - \frac{8}{k^2} E_n^{(0)}(E_n^{(1)})^2 - E_n^{(2)} + \frac{4}{k} E_n^{(0)}E_n^{(2)} \right) \right).
\]

To lowest order, plugging in the values we find

\[
E_n^{(0)} = \sqrt{\frac{k\pi}{\sqrt{2}}} \left( n + \frac{1}{2} + \frac{1}{3k} - \frac{k}{24} \right)^{1/2}.
\]  

(3.78)

This expression is valid for any \( k > 0 \), provided \( n \) is large enough. The leading growth of the eigenvalues derived from the lowest order approximation,

\[
E_n^2 - E_0^2 \approx \frac{k\pi^2}{2n}, \quad n \gg 1,
\]

(3.79)

has been verified numerically in [13] for \( k = 1 \), by computing the spectrum for \( n = 0, \cdots, 6 \).

In order to obtain subleading corrections we have to calculate the coefficients \( A_t(h) \) and \( B_t(h) \), which are determined by the coefficients \( \hat{a}_t(h) \), \( \hat{b}_t(h) \) in (3.23) and \( s_m(k) \) in (3.55). For the first few values of \( t, m \), they can be read off from (3.20) and (3.21), and from the Gopakumar–Vafa invariants of local \( \mathbb{P}^1 \times \mathbb{P}^1 \), as listed in for example [14]. For the first three orders we find

\[
\frac{\text{vol}(E; h = 2\pi)}{4\pi^2} = \frac{2}{\pi^2} E^2 - \frac{7}{24} + \frac{8}{\pi^2} E e^{-4E} + \frac{1}{\pi^2} e^{-4E} - \frac{52}{\pi^2} E e^{-8E} - \frac{1}{4\pi^2} e^{-8E}
\]
\[+ \frac{1472}{3\pi^2} E e^{-12E} - \frac{152}{9\pi^2} e^{-12E} + \mathcal{O}(E e^{-16E}),
\]

(3.80)

\[
\frac{\text{vol}(E; h = 4\pi)}{8\pi^2} = \frac{1}{\pi^2} E^2 - \frac{1}{12} + \frac{8}{\pi^2} E e^{-2E} + \frac{2}{\pi^2} e^{-2E} - \frac{52}{\pi^2} E e^{-4E} - \frac{1}{2\pi^2} e^{-4E}
\]
\[+ \frac{1472}{3\pi^2} E e^{-6E} - \frac{304}{9\pi^2} e^{-6E} + \mathcal{O}(E e^{-8E}),
\]
Energy levels for \( k = 1 \)

| Order | \( E_0 \)       | \( E_1 \)       |
|-------|-----------------|-----------------|
| 0     | 1.97654203314   | 2.973469456     |
| 1     | 1.97575850097   | 2.973455218     |
| 2     | 1.97575795136   | 2.973455217     |
| 3     | 1.97575795105   | 2.973455217     |

Numerical value: 1.97575795105, 2.973455217

Table 1: The lowest and next-to-lowest energy eigenvalues for \( k = 1 \) calculated analytically, including higher and higher orders of exponentially small corrections in (3.75). In the last line numerical values are given. At each order of the approximation, we underline the digits which agree with the numerical result.

Energy levels for \( k = 2 \)

| Order | \( E_0 \)       | \( E_1 \)       |
|-------|-----------------|-----------------|
| 0     | 2.399431022965  | 3.953084066277  |
| 1     | 2.363040773485  | 3.951517001949  |
| 2     | 2.362388178770  | 3.951515902713  |
| 3     | 2.362377640277  | 3.951515902099  |

Numerical value: 2.362377493014, 3.951515902099

Table 2: The lowest and next-to-lowest energy eigenvalues for \( k = 2 \) calculated analytically, including higher and higher orders of exponentially small corrections in (3.75). In the last line numerical values are given. At each order of the approximation, we underline the digits which agree with the numerical result.

and the poles cancel, as expected.

Explicit calculations of the coefficients (3.21) and (3.53) in [12] indicate that (3.73) is a convergent series when \( |q| = 1 \) and for sufficiently large \( E \). Notice that, for small \( \hbar \), i.e. \( q \to 1 \), the coefficients in (3.21) are just the coefficients of the classical B-period, which are known to lead to a series with a finite radius of convergence. It seems that these convergence properties are preserved as long as \( q \) stays in the unit circle of the complex plane. It follows that the series (3.75) should also be convergent, for \( n \) large enough. Our numerical calculations indicate that, in fact, this series converges very rapidly already for \( n = 0, 1 \). The results for \( E_n \), for \( n = 0, 1 \), as computed with the WKB quantization condition, and up to third order for \( k = 1 \) and \( k = 2 \) are listed in Tables 1 and 2, respectively.

We can now compare these results with numerical values obtained starting from the integral equation (2.2). In order to get numerical values with high accuracy we will use that, as shown in [13], this equation can be rewritten in the form of an eigenvalue equation for an infinite dimensional matrix \( M \). For the derivation we refer to [13], here we only quote the results that we need in order to numerically test the energy eigenvalues we have obtained. The matrix elements \( M_{mn} \) depend only on \( m + n \). Such a matrix is called a Hankel matrix. Moreover, in this case they are zero if \( m + n \) is odd, that is, \( M \) has the following form

\[
M = \begin{pmatrix}
m_0 & 0 & m_1 & 0 & m_2 & 0 & \ldots \\
0 & m_1 & 0 & m_2 & 0 & m_3 & 0 \\
m_1 & 0 & m_2 & 0 & m_3 & 0 \\
0 & m_2 & 0 & m_3 & 0 & m_4 & 0 \\
m_2 & 0 & m_3 & 0 & m_4 & 0 & \ddots
\end{pmatrix}
\] (3.81)
Such a matrix can be decomposed into two blocks of Hankel matrices, $M_+$ and $M_-:$

$$M_+ = \begin{pmatrix} m_0 & m_1 & m_2 & \ldots \\ m_1 & m_2 & m_3 & \ldots \\ m_2 & m_3 & m_4 & \ldots \\ \vdots & \ddots & \ddots & \ddots \end{pmatrix}, \quad M_- = \begin{pmatrix} m_1 & m_2 & m_3 & \ldots \\ m_2 & m_3 & m_4 & \ldots \\ m_3 & m_4 & m_5 & \ldots \\ \vdots & \ddots & \ddots & \ddots \end{pmatrix}.$$ (3.82)

The eigenspaces of $M$ decompose into a direct product of the eigenspaces of $M_{\pm}.$ Let the eigenvalues of $M$ be denoted by $\lambda_n$, ordered such that

$$\lambda_0 > \lambda_1 > \lambda_2 > \ldots,$$ (3.83)

and let the eigenvalues of $M_{\pm}$ be denoted by $\lambda_{\pm,n}$, ordered in the same way. We then have

$$\lambda_{+,n} = \lambda_{2n}, \quad \lambda_{-,n} = \lambda_{2n+1}.$$ (3.84)

The relation between the eigenvalues of $M$ and the energy eigenvalues is

$$E_n = -\log \lambda_n.$$ (3.85)

Different values of $k$ give different $M_{nm}.$ For $k = 1$ we have (for $m + n$ even, otherwise we get zero)

$$M_{nm}^{k=1} = \frac{C_{m+n}}{2^{n+m+1}}$$ (3.86)

where $C_n$ is the Catalan number

$$C_n = \frac{(2n)!}{(n+1)!n!}.$$ (3.87)

For $k = 2$ we have (again for $m + n$ even, otherwise we get zero)\(^5\)

$$M_{nm}^{k=2} = \frac{1}{4\pi} \left[ -\frac{2}{n+m+1} + \psi\left(\frac{n+m+3}{4}\right) - \psi\left(\frac{n+m+1}{4}\right) \right]$$ (3.88)

where $\psi(x)$ is the digamma function.

We have calculated the lowest and next-to-lowest energy eigenvalues obtained from these two matrices numerically. In principle, we have to diagonalize an infinite-dimensional matrix, but in practice we have to truncate the Hankel matrices to an $L \times L$ matrix. The eigenvalues of this truncated matrix $E_n(L)$ give numerical approximations to the exact $E_n$, and they converge to it as $L \to \infty.$ In order to incorporate finite-size effects, let us assume that the eigenvalues depend on $L$ as

$$E_n(L) = E_n + \sum_{j \geq 1} \frac{E_n^j}{L^j}.$$ (3.89)

We can accelerate the convergence of the sequence $E_{n,L}$ to $E_n$ by using for example Richardson extrapolation [36]. The results obtained with this method for $k = 1$ and $k = 2$ are given in Table 1 and 2, respectively, with the displayed numerical accuracy. In all cases, the series of instanton corrections add up to values closer and closer to the numerical value. For $k = 1,$ and for the first excited state with $k = 2,$ the exponential corrections of fourth order and higher are

\(^5\)Note that there is a factor of 2 missing in equation 2.41 in the first version of [13].
not visible in the numerical approximation to the eigenvalue, due to the limited accuracy of our calculation. In the case of the ground state energy $E_0$ for $k = 2$, the corrections are moderately large: the approximation obtained by including up to the third exponentially small correction is only correct to order $10^{-7}$. We have checked that including the fourth order correction gives the correct numerical eigenvalue to order $10^{-9}$.

It seems clear from this numerical analysis that our ansatz \((3.55)\) for the non-perturbative corrections to the quantum volume is not only divergence-free: it is also in excellent agreement with the true spectrum of eigenvalues.

4. The grand potential of ABJM theory

As we explained in the introduction, the second motivation for looking at the spectral problem (2.2) is the study of non-perturbative effects in the partition function of ABJM theory \([8]\). This partition function $Z(N, k)$ depends on two parameters: the rank of the gauge group $N$ and the Chern–Simons level $k$. Building on \([9, 37]\), it was shown in \([11]\) that

\[
Z(N, k) = \frac{1}{N!} \sum_{\sigma \in S_N} (-1)^{t(\sigma)} \int d^N x \prod_i \rho(x_i, x_{\sigma(i)}),
\]

(4.1)

where $\rho(x_1, x_2)$ is the kernel defined in (2.1). This is nothing but the partition function of an ideal Fermi gas with one-particle energies $E_n$, $n \geq 0$, determined by the spectral problem (2.2).

The grand potential of the Fermi gas is given by

\[
J(\mu, k) = \sum_{n \geq 0} \log \left(1 + e^{\mu - E_n}\right),
\]

(4.2)

where the energy levels $E_n$ are determined by the WKB quantization condition (3.65), which defines in fact an implicit function $E(n)$ for arbitrary values of $n$. In order to perform the sum over discrete energy levels, we will use the Euler–Maclaurin formula, which reads

\[
\sum_{n \geq 0} f(n) = \int_0^\infty f(n) dn + \frac{1}{2} \left(f(0) + f(\infty)\right) + \sum_{r \geq 1} \frac{B_{2r}}{(2r)!} \left(f^{(2r - 1)}(\infty) - f^{(2r - 1)}(0)\right).
\]

(4.3)

Notice that, in general, this formula gives an asymptotic expansion for the sum. However, as noticed in \([38]\), this asymptotic expansion is Borel summable under mild assumptions for the function $f(n)$, and this can be used to write an exact formula. In this paper we will not explore this possibility. In our case, the function $f(n)$ is given by

\[
f(n) = \log \left(1 + e^{\mu - E(n)}\right).
\]

(4.4)

Since $E(n) \to \infty$ as $n \to \infty$, we have $f(\infty) = 0$, $f^{(2r - 1)}(\infty) = 0$ for all $r \geq 1$. The first terms of (4.3) give,

\[
\int_{E_0}^\infty \frac{dn(E)}{dE} \log \left(1 + e^{\mu - E}\right) dE + \frac{1}{2} f(0) = \frac{1}{2\pi \hbar} \int_{E_0}^\infty \frac{\text{vol}(E)}{1 + e^{E - \mu}} dE.
\]

(4.5)

In deriving this equation, we first changed variables from $n$ to $E$, used

\[
n(E) = \frac{\text{vol}(E)}{2\pi \hbar} - \frac{1}{2},
\]

(4.6)
we integrated by parts, and we took into account that
\[
\frac{\text{vol}(E_0)}{2\pi\hbar} = \frac{1}{2},
\] (4.7)
as well as the asymptotic behavior
\[
\text{vol}(E) \approx E^2, \quad E \to \infty.
\] (4.8)
We conclude that\(^6\)
\[
J(\mu, k) = \frac{1}{2\pi\hbar} \int_{E_0}^{\infty} \frac{\text{vol}(E) dE}{e^{E-\mu} + 1} \sum_{r \geq 1} \frac{B_{2r}}{(2r)!} f^{(2r-1)}(0).
\] (4.9)
The first term in this formula is nothing but an integral transform of the quantum volume of phase space studied in the previous section. In order to analyze it, we just have to compute the integrals
\[
R^{(j)}(E_0, \mu) = \int_{E_0}^{\infty} \frac{E^{j} e^{-2\ell E}}{e^{E-\mu} + 1} dE, \quad j = 0, 1, \ell \in \mathbb{N},
\] (4.10)
which appear when considering the perturbative quantum volume (3.23), as well as the integrals
\[
R^{(k)}(E_0, \mu) = \int_{E_0}^{\infty} \frac{e^{-\sigma E}}{e^{E-\mu} + 1} dE,
\] (4.11)
where \(\sigma \notin \mathbb{N}\). These appear when we consider the non-perturbative quantum volume (3.55) for \(k\) arbitrary.

The calculation of these integrals is not elementary, and we will use a variant of the Mellin transform used in [7]. It is defined as
\[
\hat{g}(s) = \int_{1}^{\infty} g(u) u^{-s-1} du.
\] (4.12)
This will make it possible to calculate analytically the integral over the density of states.

We will first consider the contribution to the integral due to the perturbative quantum volume. In order to have a more compact notation for the answer, it is useful to define the functions
\[
\hat{a}_{\ell}(s; h) = \hat{a}_{\ell}(h) e^{-(2\ell-s)E_0} \left(1 + (2\ell - s) E_0\right), \quad \hat{b}_{\ell}(s; h) = \hat{b}_{\ell}(h) e^{-(2\ell-s)E_0},
\] (4.13)
as well as the elementary integrals
\[
\mathcal{I}_j(n) = \int_{E_0}^{\infty} E^{j} e^{-nE} dE = \left(-\frac{\partial}{\partial n}\right)^j \left(\frac{1}{n} e^{-nE_0}\right), \quad j \geq 0.
\] (4.14)
Using the results collected in the Appendix, one finds
\[
\frac{1}{2\pi\hbar} \int_{E_0}^{\infty} \frac{\text{vol}_p(E) dE}{e^{E-\mu} + 1} = \frac{2\mu^3}{3k\pi^2} + \left(\frac{1}{3k} + \frac{k}{24}\right) \mu + \hat{A}(h)
+ \sum_{\ell \geq 1} \left(-\frac{\hat{a}_{\ell}(h)}{\pi^2 \ell^2 \mu^2} + \frac{\hat{b}_{\ell}(h)}{2\pi^2 \ell \mu} + \frac{\hat{c}_{\ell}(h)}{2\pi^2 \ell^2 k}ight) e^{-2\ell \mu} - \sum_{\ell \geq 0} \frac{\hat{d}_{\ell}(h)}{2\pi^2 \ell^2} e^{-(2\ell+1)\mu}.
\] (4.15)
\(^6\)In the first version of this paper, we didn’t include the corrections involving the derivatives of \(f(n)\) at \(n = 0\), and some of the resulting formulae were incorrect, as pointed out to us by Yasuyuki Hatsuda. We would like to thank him for his precious observations, which prompted us to find the correct formula for the grand potential.
In this expression, the $\mu$-independent function $\hat{A}(\hbar)$ is given by

$$
\hat{A}(\hbar) = -\frac{1}{2\pi^2\hbar} \left[ \frac{4}{3} E_0^3 - \left( \frac{2\pi^2}{3} - \frac{\hbar^2}{48} \right) E_0 + \sum_{\ell \geq 1} \frac{\hat{a}_\ell(0; h)}{\ell^2} - \sum_{\ell \geq 1} \frac{\hat{b}_\ell(0; h)}{2\ell} \right],
$$

(4.16)

and the coefficients $\hat{c}_\ell$ and $\hat{d}_\ell$ are given by

$$
\hat{c}_\ell(h) = -\frac{2\pi^2}{3} \hat{a}_\ell(h) + 2\hat{a}_\ell(h)E_0^2 - \hat{b}_\ell(h) - \sum_{m \neq \ell} \hat{a}_m(2\ell; h) E_0 - \sum_{m \neq \ell} \frac{\hat{b}_m(2\ell; h)}{(m - \ell)^2} + \sum_{m \neq \ell} \frac{\hat{b}_m(2\ell; h)}{2(m - \ell)} - 4\hat{I}_2(-2\ell) - \left( \frac{2\pi^2}{3} - \frac{\hbar^2}{48} \right) \hat{I}_0(-2\ell),
$$

(4.17)

$$
\hat{d}_\ell(h) = -4 \sum_{m \geq 1} \frac{\hat{a}_m(2\ell + 1; h)}{(2m - (2\ell + 1))^2} + \sum_{m \geq 1} \frac{\hat{b}_m(2\ell + 1; h)}{2m - (2\ell + 1)} + 4\hat{I}_2(-(2\ell + 1)) - \left( \frac{2\pi^2}{3} - \frac{\hbar^2}{48} \right) \hat{I}_0(-(2\ell + 1)).
$$

Although these expressions look complicated, the derivatives of these quantities w.r.t. $E_0$ have a simple expression in terms of the perturbative quantum volume. This is because

$$
\frac{\partial}{\partial E_0} \left( \frac{1}{2\pi\hbar} \int_{E_0}^\infty \frac{\text{vol}_p(E)\text{d}E}{e^{E-\mu} + 1} \right) = -\frac{1}{2\pi\hbar} \frac{\text{vol}_p(E_0)}{e^{E_0-\mu} + 1},
$$

(4.18)

and we deduce

$$
\frac{\partial \hat{A}(\hbar)}{\partial E_0} = -\frac{1}{2\pi\hbar} \text{vol}_p(E_0),
$$

$$
\frac{\partial \hat{c}_\ell(h)}{\partial E_0} = \frac{e^{2\ell E_0}}{2\pi\hbar} \text{vol}_p(E_0),
$$

(4.19)

$$
\frac{\partial \hat{d}_\ell(h)}{\partial E_0} = -\frac{e^{(2\ell + 1)E_0}}{2\pi\hbar} \text{vol}_p(E_0),
$$

where $E_0$ is regarded as an independent variable (in particular, independent of $\hbar$). We can use these expressions to obtain explicit formulae for the $\hbar$ expansion of $A(h)$, $\hat{c}_\ell(h)$, $\hat{d}_\ell(h)$ in terms of integrals of $\text{vol}_n(E)$. This makes it possible to evaluate analytically the infinite sums appearing in (4.16) and (4.17), order by order in $\hbar$.

Let us now consider the contribution to the grand potential coming from the non-perturbative part of the quantum volume. We expand the exponent of (3.47) and write

$$
\text{vol}_{np}(E) = \sum_{m=1}^\infty \sum_{\ell=0}^\infty s_{\ell,m}(k)(-1)^m e^{-\left(\frac{4m}{k} + 2\ell\right)E},
$$

(4.20)

where the coefficients $s_{\ell,m}(k)$ can be obtained from $s_n(k)$ and $\hat{a}_r(h)$, with $n \leq m$, $r \leq \ell$. By using now (A.13), with

$$
\sigma = \frac{4m}{k} + 2\ell, \quad m = 1, 2, \ldots, \quad \ell = 0, 1, \ldots,
$$

(4.21)
we find
\[
\frac{1}{2\pi\hbar} \int_{E_0}^{\infty} \text{vol}_{\mathbb{R}^4}(E) dE = -\frac{1}{2\hbar} \sum_{m=1}^{\infty} \csc \left( \frac{4\pi m}{k} \right) \sum_{\ell=0}^{\infty} s_{\ell,m}(k)(-1)^m e^{-\left(\frac{4\pi m}{k}+2\ell\right)\mu}
\]
\[
+ \frac{1}{4\pi^2} \sum_{n=0}^{\infty} \left\{ \sum_{m=1}^{\infty} \sum_{\ell=0}^{\infty} \frac{(-1)^m s_{\ell,m}(k)}{4m+k(2\ell-n)} e^{-\left(\frac{4\pi m}{k}+2\ell\right)E_0} \right\} (-1)^n e^{-n(\mu-E_0)}.
\]
(4.22)

If our conjecture (3.52) is true, we can write the first line of (4.22) as
\[
\sum_{m=1}^{\infty} d_m(k)(-1)^m e^{-4\mu_{\text{eff}}/k},
\]
(4.23)
where \(\mu_{\text{eff}}\) is defined by the same equality as (3.46), i.e.
\[
\mu_{\text{eff}} = \mu + \frac{\pi^2 k}{2} \sum_{\ell=1}^{\infty} a_\ell(k) e^{-2\ell\mu}.
\]
(4.24)

In order to obtain the grand potential, we have to add to the integral (4.15) the infinite series of corrections in (4.9). Since
\[
f'(n) = -\frac{E'(n)}{e^{E(n)-\mu} + 1},
\]
(4.25)
it is easy to see that, when expanded around \(\mu \to \infty\), these corrections can only lead to a constant term, plus a series in \(e^{-\mu}\). In addition, if we evaluate these corrections perturbatively in \(\hbar\), we find that \(f^{(2r-1)}(0)\) is of order \(\hbar^{2r-1}\).

We can now compare this calculation to the existing results on the perturbative grand potential of ABJM theory [11, 13, 14, 15, 16, 12]
\[
J(\mu, k) = \frac{2\mu^3}{3k\pi^2} + \left( \frac{1}{3k} + \frac{k}{24} \right) \mu + A(k) + \sum_{\ell \geq 1} \left( a_\ell(k) \mu^2 + b_\ell(k) \mu + c_\ell(k) \right) e^{-2\ell\mu}
\]
\[
+ \sum_{m=1}^{\infty} d_m(k)(-1)^m e^{-4\mu_{\text{eff}}/k}.
\]
(4.26)

As we have seen, the correction terms in (4.9) only affect the constant term and the series in \(e^{-\mu}\). In particular, the terms in \(\mu^2 e^{-2\ell\mu}\) and \(\mu e^{-2\ell\mu}\) in \(J(\mu, k)\) are completely captured by the integral (4.15). We conclude that:
\[
a_\ell(k) = -\frac{\hat{a}_\ell(k)}{\pi^2 k}, \quad b_\ell(k) = \frac{\hat{b}_\ell(k)}{2\pi^2 k}.
\]
(4.27)

This is the main conjecture in [12], which was tested there by direct computation. Here, we have derived this conjecture from the WKB solution of the spectral problem. Furthermore, (4.23) is exactly the non-perturbative contribution (in \(k\)) to the grand potential. It contains the contribution of worldsheet instantons, which is determined by the relation to standard topological string theory [33, 10, 11, 14], as well as the contribution of bound states conjectured in [16]. In fact, our conjecture (3.52) was tailored to reproduce the worldsheet instanton contribution. Although we can not derive (4.23) from first principles (since we have not proved (3.52)), the
appearance of the “effective” chemical potential $\mu_{\text{eff}}$ is a simple consequence of the fact that instanton corrections in the WKB method involve the exponentiated quantum A-period (3.45), as it was already pointed out in [11].

The conclusion of this analysis is that the conjecture of [12] relating the $a$, $b$ coefficients of the grand potential to the refined topological string can be derived from the perturbative WKB analysis of the spectral problem, and the conjecture on the contribution of bound states in [16] can be also partially justified. Conversely, the known results about the worldsheet instanton contribution to the grand potential lead to the conjecture (3.55) for the non-perturbative correction to the WKB quantization condition.

However, our analysis of (4.9) leads to further results for the grand potential, since we have not yet considered the constant term and the series in $e^{-\mu}$. Let us first look at the constant term.

First of all, it is easy to see that the constant part (in $\mu$) of the series of corrections in (4.9), as $\mu \to \infty$, is given by

$$\sum_{r \geq 1} B_{2r} (2r)! E^{(2r-1)}(0), \tag{4.28}$$

and involve the derivatives of the function $E(n)$ at $n = 0$. We conclude that

$$A(k) = \hat{A}(h) + \frac{1}{4\pi^2} \sum_{m=1}^{\infty} \sum_{\ell=0}^{\infty} \frac{(-1)^m s_{\ell,m}(k)}{4m + 2\ell} e^{-\left(\frac{4m}{\pi} + 2\ell\right)E_0} + \sum_{r \geq 1} B_{2r} (2r)! E^{(2r-1)}(0). \tag{4.29}$$

The second term in the r.h.s. comes from the contribution of $n = 0$ appearing in (4.22), and it is non-perturbative in $\hbar$. We can still analyze this equality by looking at the perturbative expansion around $k = 0$. The l.h.s. has a power series expansion of the form [11, 39]

$$A(k) = \frac{2\zeta(3)}{\pi^2 k} - \frac{k}{12} + \cdots \tag{4.30}$$

In order to test the equality of these two expressions, we can expand the first and third term in the r.h.s. of (4.29) in powers of $k$ and compare the resulting series order by order. Notice however that each order in (4.16) is given by an infinite sum. At leading order, the third term in (4.29) does not contribute, and in the expression (4.16) we can use the values of the coefficients (3.10) as well as the leading order term for $n = 0$ in (3.28). If we plug in these values in (4.16), we reproduce (numerically) the first term in (4.30), testing in this way the proposed equality at leading order. Alternatively, writing

$$\hat{A}(h) = \sum_{n \geq 0} \hat{A}_n k^{2n-1} \tag{4.31}$$

we can use the first equation in (4.19) and (3.3) to obtain the expression

$$\hat{A}_0 = E_0 + \frac{2\zeta(3)}{\pi^2} - \frac{e^{E_0}}{8\pi^3 G_{4,4}^{2,4}} \left( \frac{e^{2E_0}}{16} \left| \begin{array}{c} \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \\ \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \\ 0, 0, -\frac{1}{2}, -\frac{1}{2} \end{array} \right[ \right), \tag{4.32}$$

where the constant of integration is fixed by matching the expansion (4.16). With this expression we can perform an analytic check$^7$.

$^7$This analytic check has also been independently performed by Yasuyuki Hatsuda in an unpublished note.
Similarly, we can now look at the coefficients in the expansion in powers of $e^{-\mu}$ in both sides of (4.9). The equality in (4.9) implies that the coefficients $\hat{c}_\ell(h)$ are related to the coefficients $c_\ell(k)$ appearing in (4.26) by the equation

$$c_\ell(k) = \frac{\hat{c}_\ell(h)}{2\pi^2 k} + \frac{e^{2\ell E_0}}{4\pi^2} \sum_{m=1}^{\infty} \sum_{r=0}^{\infty} \frac{(-1)^m s_{r,m}(k)}{4m + 2k (r - \ell)} e^{-(\frac{4m}{k} + 2r) E_0}$$

$$- \sum_{r \geq 1} \frac{B_{2r}}{(2r)!} \left[ f^{(2r-1)}(0) \right]_{-2\ell}, \quad \ell \geq 1,$$

where the bracket $[\cdot]_{-2\ell}$ means the term in $e^{-2\ell\mu}$ in the expansion of $f^{(2r-1)}(0)$ at large $\mu$. Finally, we obtain the condition,

$$\frac{\hat{d}_\ell(h)}{2\pi^2 k} + \frac{e^{(2\ell+1) E_0}}{4\pi^2} \sum_{m=1}^{\infty} \sum_{r=0}^{\infty} \frac{(-1)^m s_{r,m}(k)}{4m + k (2r - 2\ell - 1)} e^{-(\frac{4m}{k} + 2r) E_0}$$

$$+ \sum_{r \geq 1} \frac{B_{2r}}{(2r)!} \left[ f^{(2r-1)}(0) \right]_{-2\ell-1} = 0, \quad \ell \geq 0.$$  

(4.34)

As before, these equations can be tested in perturbation theory around $k = 0$. In this case, the terms coming from the last sum in (4.22) do not contribute. In fact, the function $c_\ell(k)$ is known to be an analytic function of $k$ at the origin, therefore it should be given by the perturbative series around $k = 0$, while the non-perturbative terms in the r.h.s. should cancel. At leading order in $k$, the corrections involving $f^{(2r-1)}(0)$ do not contribute either, and the resulting equalities can be checked for the very first values of $\ell$, by performing numerically the sums or by using the equations (4.19).

It is instructive to perform a test of the various equalities we have written down, again in perturbation theory around $k = 0$, but at next-to-leading order in $k$. This can be done in a single strike by looking at (4.9) in perturbation theory. After taking into account the various expansions in $h$, and after writing down

$$J_p(\mu, k) = \sum_{n \geq 0} J_n(\mu) h^{2n-1},$$

(4.35)

it is easy to see that a next-to-leading order test amounts to checking that

$$J_1(\mu) = \frac{1}{2\pi} \int_{E_0^{(0)}}^{\infty} \frac{\text{vol}_1(E) dE}{e^{E-\mu} + 1} = \frac{1}{96(1 + 4 e^{-\mu})}.$$  

(4.36)

The second term in the r.h.s. has two contributions: one coming from the expansion of $E_0^p$ at order $h^2$, where we have taken into account (3.30), and another from the term $r = 1$ in the series of corrections in (4.9). The integral appearing in the r.h.s. can be evaluated explicitly, as a power series in $e^\mu$, by using the explicit result (3.25). The result is,

$$\frac{1}{2\pi} \int_{E_0^{(0)}}^{\infty} \frac{\text{vol}_1(E) dE}{e^{E-\mu} + 1} = - \sum_{n \geq 1} (r_n + s_n) (-1)^n e^{n\mu},$$

(4.37)

$^8 J_p(\mu, k)$ denotes the perturbative, in $k$, part of $J(\mu, k)$. 
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where
\[
    r_n = \frac{1}{3}2^{-2n-5}, \quad s_n = \frac{4^{-n-4}n \left( n^2 - 1 \right) \Gamma \left( \frac{n}{2} \right)^2}{3 \Gamma \left( \frac{n+3}{2} \right)^2}.
\]

(4.38)

It is easy to see that
\[
    - \sum_{n \geq 1} r_n (-1)^n e^{\mu n} = \frac{1}{96(1 + 4 e^{-\mu})},
\]

and also that
\[
    s_n = \frac{Z_n^{(1)}}{n},
\]

(4.40)

where
\[
    J_1(\mu) = - \sum_{n \geq 1} \frac{Z_n^{(1)}}{n} (-e^{\mu})^n,
\]

(4.41)

and the explicit expression for $Z_n^{(1)}$ was derived in [11] from the Wigner–Kirkwood expansion and written down in eq. (5.20) of that paper. This proves (4.36).

Although we have tested these equalities perturbatively, it would be also very interesting to test them non-perturbatively, for finite values of $k$, even numerically. In order to do this, one might need to perform a Borel resummation of the asymptotic series appearing in the Euler–Maclaurin expansion, following [38].

We conclude that our calculation of the quantum volume for the spectral problem (2.12) proves, to a large extent, the conjectures made in [12] relating the membrane instanton part of the grand potential to the refined topological string in the NS limit. This is the content of our result (4.27). The incorporation of “bound states” by promoting $\mu$ to $\mu_{\text{eff}}$, as proposed in [16], follows also from our WKB analysis. For a complete derivation of the known results, one should also prove the equalities (4.29), (4.33) and (4.34).

5. Conclusions and open problems

In this paper we have analyzed in detail a spectral problem which appears in ABJM theory and in the theory of quantum spectral curves. This problem is a particular case of the quantization of the mirror curve of local $\mathbb{P}^1 \times \mathbb{P}^1$, for some particular values of the complex parameters $z_1, z_2$. This choice of parameters is very convenient since, after imposing appropriate analyticity conditions, it leads to a reformulation of the problem in terms of an integral equation (2.2) for which we have a lot of information –numerical and analytical– thanks to its rôle in ABJM theory.

Our main conclusion is that the WKB analysis of [3, 4] (which reproduces the known results for the refined topological string in the NS limit) is insufficient for actually calculating the spectrum: there are instanton effects which should be added, just as in other quantum-mechanical situations [6, 7]. Surprisingly, the relevant instanton series is essentially the free energy of the standard topological string. This shows that the NS limit of the refined string (i.e. the choice $\epsilon_2 = 0$ in the Omega background) and the conventional topological string (i.e. the choice $\epsilon_1 = -\epsilon_2$) are intimately related in a non-perturbative treatment. This was already shown in the “dual” calculation of [12], by using the non-perturbative definition provided by the lens space matrix model.

Mathematically, the conjectural WKB quantization condition for the spectral problem (2.2) or (2.12) is very surprising. In particular, it contains information about the Gopakumar–Vafa...
invariants of local $\mathbb{P}^1 \times \mathbb{P}^1$. It would be interesting to derive this quantization condition analytically, perhaps along the lines of [24]. The spectral problem for integral equations like (2.2) is also related to a TBA equation [17, 18], and it would be also interesting to understand the non-perturbative corrections from the point of view of the TBA.

Our exact quantization condition is also very interesting from the point of view of the WKB method. Usually, the perturbative WKB quantization leads to an asymptotic series in the energy which has to be resummed with some appropriate prescription. Instanton corrections are typically needed when the series is not Borel-summable, and they cancel the non-perturbative ambiguities appearing in the resummation process, as in the double-well potential studied in [7]. In the case studied here, the WKB quantization condition leads to an infinite series which seems to be convergent in the energy plane. However, its coefficients develop simple poles at values of $\hbar$ of the form $2\pi n$, where $n$ is an integer. Instanton corrections are needed to cancel these non-physical poles, as in the closely related HMO mechanism of [16]. Therefore, the analytic mechanism for combining non-perturbative and perturbative corrections in our example is very different from standard quantum-mechanical situations: for generic, real values of $\hbar$, we have a WKB convergent series which requires however non-perturbative corrections.

Of course, the main question for future research is the following: is this story an accident of this example, or is it a general feature of local CY manifolds? One possible strategy to answer this question would be to look at the quantized curves of local CYs and take the spectral problem seriously. For example, the quantization of the mirror curve for local $\mathbb{P}^2$ leads to the operator

\begin{equation}
-1 + e^\hat{u} + e^\hat{v} + ze^{-\hat{u} - \hat{v}}.
\end{equation}

(5.1)

After a choice of polarization, we can require this operator to annihilate the wavefunction and obtain a difference equation. This equation can be analyzed as in [4], where it was shown that the perturbative WKB periods give the standard refined topological string on local $\mathbb{P}^2$, in the NS limit. However, this does not lead by itself to a quantized spectrum, since we need additional analyticity conditions on the wavefunction. One could impose a natural set of conditions similar to the ones we imposed on (2.12) (see [21] for a related discussion). As we mentioned before, the quantum B-period is singular for infinitely many values of $\hbar$. If the difference equation defined by (5.1) with the appropriate analyticity conditions leads to a well-defined spectral problem for these values of $\hbar$, then non-perturbative instanton corrections are needed. It might be the case that these corrections involve the standard topological string, as in the example studied in this paper.

Our result suggests in fact a new point of view on the non-perturbative definition of topological string theory: start with a well-defined spectral problem arising in the quantization of the spectral curve, and find its exact WKB quantization condition. The perturbative part will be given by the refined topological string in the NS limit, and the non-perturbative corrections might lead to the Gopakumar–Vafa expansion of the usual topological string, just as in our example.

This non-perturbative definition depends ultimately on an appropriate definition of the spectral problem. There is however a family of CY geometries in which this problem should be well-defined, thanks to the result of [2]: these are the $A_{N-1}$ local geometries, which generalize local $\mathbb{P}^1 \times \mathbb{P}^1$. In this case, the spectral problem is the Baxter equation obtained by quantizing the spectral curve of the relativistic Toda lattice. However, this equation is an auxiliary tool to solve the original quantum integrable system, and the analyticity properties of the solution to the Baxter equation should follow from the original problem of determining the spectrum of the conserved Hamiltonians for the quantum, relativistic Toda lattice (this is well understood in
the non-relativistic limit, see for example [20, 40]). Interestingly, the $A_{N-1}$ geometries also have a dual large $N$ Chern–Simons description, as well as a matrix model description [41]. It would be very interesting to study non-perturbatively the quantum spectral curves of these geometries and understand their relation to the matrix models. In the case studied in this paper, the matrix model partition function is the partition function of an ideal gas of $N$ fermions with the energy eigenvalues determined by the spectral problem.

Another possible extension of this paper is the analysis of the spectral problem appearing in the Fermi gas formulation of $\mathcal{N} = 3$ Chern–Simons–matter models. In [11], generalized kernels were defined for many of these theories; it would be interesting to study their spectrum, with the techniques developed here. This would lead to new results for non-perturbative effects in the type IIA/M-theory duals to these theories.

We hope to report on these problems in the near future.
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A. Mellin transform

We will use the Mellin transform as defined in (4.12). The inverse Mellin transform can be computed by inspection after using the following elementary integral:

$$\int_0^1 u^{n-s-1} (\log u)^m \, du = -\frac{\Gamma(m+1)}{(s-n)^{m+1}}. \quad (A.1)$$

Regular terms in $s$ do not contribute to $\mu$ expansion of the inverse Mellin transform. Therefore, we first compute the Mellin transform, consider the polar part of the Laurent series, and perform the inverse Mellin transform by using (A.1).

We will do a Mellin transform of quantities in the grand canonical ensemble with respect to the variable

$$u = e^{-\mu}. \quad (A.2)$$

The Mellin transform of the Fermi occupation number is

$$\int_0^1 \frac{u^{-s-1}}{e^u + 1} \, du = e^{sE} I(s) + \sum_{k \geq 1} \frac{(-1)^k e^{-kE}}{s + k}, \quad (A.3)$$

where

$$I(s) = \int_0^\infty \frac{x^s}{1 + x} \, dx = -\pi \csc(\pi s). \quad (A.4)$$

Notice that the function in the r.h.s. of (A.3) does not have poles at negative integer values of $s$. The function $I(s)$ has simple poles at the positive integers. The Laurent series around even
non-negative integers is,

\[ I(s) = -\frac{1}{s - 2\ell} - \frac{\pi^2}{6}(s - 2\ell) + \cdots \]  

(A.5)

while for odd positive integers we find,

\[ I(s) = \frac{1}{s - (2\ell + 1)} + \frac{\pi^2}{6}(s - (2\ell + 1)) + \cdots . \]  

(A.6)

Using these results, it is easy to compute the Mellin transform of \( J_p(\mu, k) \):

\[
\hat{J}_p(s, k) = \frac{1}{2\pi^2 k} \left\{ 4\mathcal{I}_2(-s) - \left(\frac{2\pi^2}{3} - \frac{\hbar^2}{48}\right) \mathcal{I}_0(-s) - 4 \sum_{\ell \geq 1} \hat{a}_\ell(\hbar) \mathcal{I}_1(2\ell - s) + \sum_{\ell \geq 1} \hat{b}_\ell(\hbar) \mathcal{I}_0(2\ell - s) \right\} I(s) + \cdots , \]

(A.7)

where \( \mathcal{I}_j(n) \) are defined in (4.14), and the dots in (A.7) denote terms which are regular in \( s \) or come from the second term in (A.3). To implement the inverse Mellin transform, we notice that this function has a pole of order fourth at \( s = 0 \), with Laurent expansion

\[
\frac{4}{\pi^2 k} \frac{1}{s^4} + \left(\frac{1}{3k} + \frac{k}{24}\right) \frac{1}{s^2} - \frac{\hat{A}(\hbar)}{s} + \cdots , \]

(A.8)

where \( \hat{A}(\hbar) \) is given in (4.16). At even positive integers, we have triple poles with the Laurent expansion

\[
\frac{2}{\pi^2 k} \frac{\hat{a}_\ell(\hbar)}{(s - 2\ell)^3} + \frac{1}{2\pi^2 k} \frac{\hat{b}_\ell(\hbar)}{(s - 2\ell)^2} - \frac{1}{\pi^2 k} \frac{\hat{c}_\ell(\hbar)}{s - 2\ell} + \cdots , \]

(A.9)

where \( \hat{c}_\ell \) is given in the first line of (4.17). At odd positive integers, we have simple poles with the structure

\[
\frac{1}{\pi^2 k} \frac{\hat{d}_\ell(\hbar)}{s - (2\ell + 1)} , \]

(A.10)

where \( \hat{d}_\ell \) is given in the second line of (4.17). Putting all the results together, we derive the result in (A.7).

Equivalently, one can use the Mellin transform to calculate the integrals (4.10). Their values are easily found to be,

\[
R^{(0)}_\ell(E_0, \mu) = \sum_{n=1, \mu \neq 2\ell} (-1)^n \frac{E_0}{2\ell - n} e^{-(2\ell-n)E_0} e^{-\eta \mu} + (\mu - E_0) e^{-2\ell \mu} + \frac{e^{-2\ell E_0}}{2\ell} , \]

\[
R^{(1)}_\ell(E_0, \mu) = \sum_{n=1, \mu \neq 2\ell} (-1)^n \left(\frac{1}{(2\ell - n)^2} + \frac{E_0}{2\ell - n}\right) e^{-(2\ell-n)E_0} e^{-\eta \mu} + \frac{\pi^2}{6} + \frac{\mu^2 - E_0^2}{2} \right) e^{-2\ell \mu} + \frac{1 + 2\ell E_0}{(2\ell)^2} e^{-2\ell E_0}, \]  

(A.11)

These expressions are valid for real \( \mu > E_0 \). Finally, we compute the integral (4.11). The Mellin transform is

\[
\hat{R}_\sigma(E_0, s) = \mathcal{I}_0(\sigma - s) I(s) + \cdots . \]  

(A.12)
If \( \sigma \) is not an integer, we have two types of simple poles in this expression: poles at \( s = \sigma \) coming from \( I_0(\sigma - s) \), and poles coming from \( I(s) \) at integer values \( s = n \) (like before, there are no poles at negative integers). A simple calculation shows that the inverse Mellin transform is given by

\[
R_\sigma(E_0, \mu) = -\pi \csc(\pi \sigma) e^{-\sigma \mu} + \sum_{n \geq 0} \frac{(-1)^n}{\sigma - n} e^{-(\sigma - n)E_0} e^{-\mu_n},
\]

which again is valid for real \( \mu > E_0 \). Notice that the first term is what we would obtain with the Sommerfeld expansion of the Fermi factor used in for example [42], and the second term is a non-perturbative correction. This result can be also written down in terms of the Hurwitz Lerch transcendent \( \Phi(a, b, c) \),

\[
R_\sigma(E_0, \mu) = -\pi \csc(\pi \sigma) e^{-\sigma \mu} + \frac{1}{\sigma} e^{-\sigma E_0} + e^{E_0(1-\sigma)-\mu} \Phi(e^{E_0-\mu}, 1, 1-\sigma).
\]

### B. Higher order quantum volume

In this appendix we will sketch how to derive the result (3.25). It is obtained by solving equation (2.12) with the ansatz (3.13) and then performing the period integral (3.16). When solving (2.12) we will follow the approach given in [43].

Let us write the difference equation (2.12) as

\[
\left[ e^{\frac{\hbar}{2} \partial_x} + e^{-\frac{\hbar}{2} \partial_x} \right] \psi(x) = 2r(x) \psi(x)
\]

where

\[
r(x) = \frac{e^E}{4 \cosh\left(\frac{x}{\hbar}\right)}.
\]

Plugging in the ansatz (3.13) in the above equation and expanding around \( \hbar = 0 \) keeping \( S(x, \hbar) \) fixed we get the following equation:

\[
cosh\left(\frac{1}{2} S^{(1)}(x, \hbar) - \frac{\hbar^2}{23} S^{(3)}(x, \hbar) + \ldots\right) \exp\left(-\frac{i \hbar S^{(2)}(x, \hbar)}{2!} + \ldots\right) = r(x),
\]

where

\[
S^{(m)}(x, \hbar) = \partial_x^m S(x, \hbar).
\]

We notice that a derivative of \( S(x, \hbar) \) of order \( m \) always comes with a factor \( \hbar^{m-1} \), \( m > 0 \). If we plug in the expansion (3.14) we can therefore first solve for \( \partial_x S_0 \) and then find \( \partial_x S_n(x), n > 0 \), in terms of derivatives of \( \partial_x S_m(x) \) with \( m < n \). For the first three orders we find

\[
\partial_x S_0(x) = 2 \cosh^{-1}[r(x)] = p(x),
\]

\[
\partial_x S_1(x) = \frac{ir(x) S_0^{(2)}(x)}{4 \sqrt{r(x)^2 - 1}},
\]

\[
\partial_x S_2(x) = \frac{r(x)}{64 (r(x)^2 - 1)^{3/2}} \left[ \left( S_0^{(2)}(x) \right)^2 + 16 (r(x)^2 - 1) S_1^{(2)}(x) \right] + \frac{S_0^{(3)}(x)}{48}.
\]

The perturbative part of the quantum volume is given by (3.16), and it has an expansion for small \( \hbar \) given in (3.24). In order to find \( \text{vol}_n(E) \) we use (B.5) and calculate the integral. To lowest order we find the result (3.3). The order \( \hbar^2 \) contribution vanishes as it should and at order \( \hbar^3 \) we obtain the result (3.25).
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