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Abstract

A generalized version of Chernoff’s theorem has been obtained. Namely, the version of Chernoff’s theorem for semigroups obtained in a paper by Smolyanov, Weizsäcker, and Wittich [1] is generalized for a time-inhomogeneous case. The main theorem obtained in the current paper, Chernoff’s theorem for evolution families, deals with a family of time-dependent generators of semigroups $A_t$ on a Banach space, a two-parameter family of operators $Q_{t,t+\Delta t}$ satisfying the relation: \[ \frac{\partial}{\partial \Delta t} Q_{t,t+\Delta t} \big|_{\Delta t=0} = A_t, \] whose products $Q_{t_i,t_{i+1}} \cdots Q_{t_{k-1},t_k}$ are uniformly bounded for all subpartitions $s = t_0 < t_1 < \cdots < t_n = t$. The theorem states that $Q_{t_0,t_1} \cdots Q_{t_{n-1},t_n}$ converges to an evolution family $U(s,t)$ solving a non-autonomous Cauchy problem. Furthermore, the theorem is formulated for a particular case when the generators $A_t$ are time dependent second order differential operators. Finally, an example of application of this theorem to a construction of time-inhomogeneous diffusions on a compact Riemannian manifold is given.
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1 Chernoff’s theorem for evolution families

1.1 Notation

Let \( A_t, t \in [S, T] \subset \mathbb{R}_+ \cup \{0\} \), be generators of strongly continuous semigroups on a Banach space \( E \). Let \( D(A_t) \) denote the domain of \( A_t \). We assume that there exists a Banach space \( Y \subset \cap_{t \in [S, T]} D(A_t) \), which is dense in \( E \).

Given a \( t \in (S, T] \), and an \( x \in Y \), we consider a non-autonomous Cauchy problem on the interval \([S, t]\) with the final condition \( x \):

\[
\begin{aligned}
\dot{u}(s) &= -A_s u(s) \\
u(t) &= x.
\end{aligned}
\]  

(1)

Let \( D_{[S,T]} = \{(s,t) : s \leq t, s \in [S, T], t \in [S, T]\} \). The evolution family \( U(s,t), (s,t) \in D_{[S,T]} \), solving the Cauchy problem (1) satisfies the relation:

\[
U(s,r)U(r,t) = U(s,t)
\]  

(2)

for all \( s \leq r \leq t \) (see [5], Chapter VI, paragraph 2).

1.2 Case of non-commuting generators

THEOREM 1 (Chernoff’s theorem for evolution families). Let \( A_t \) be generators of strongly continuous semigroups, \( Q_{t_1,t_2}, t_1, t_2 > 0 \), be a two-parameter family of bounded operators \( E \rightarrow E \), and \( U(s,t), S \leq s \leq t \leq T \), be an evolution family of operators with the generators \( A_t \) (see [5], Chapter VI, paragraph 2). We assume that the following assumptions are fulfilled:

1) there exists a Banach space \( Y \subset \cap_{t \in [S, T]} D(A_t) \) which is dense in \( E \), invariant under the action of \( U(s,t) \) for all \( (s,t) \in D_{[S,T]} \), i.e. \( U(s,t)Y \subset Y \), and such that the Cauchy problem (1) is well-posed (backward solvable) for all \( x \in Y \);

2) the function \([S, T] \rightarrow E, s \mapsto \frac{\partial}{\partial s} U(s,t)x \) is continuous for all \( x \in Y \) and \( t \in [S, T] \);

3) for any subinterval \([s,t] \subset [S, T] \), there exists a constant \( M(s,t) > 0 \) such that for all sequences \( \{s = \tau_1 < \tau_2 < \cdots < \tau_k \leq t\} \), \( \|Q_{\tau_1,\tau_2} \cdots Q_{\tau_{k-1},\tau_k}\| \leq M(s,t) \)\(^1\)

\(^1\)For example, this assumption is fulfilled when \( Q_{\tau,\tau+\Delta \tau} \) are contractions.
4) for any subinterval \([s, t] \in (S, T]\), for any fixed \(x \in Y\),

\[
\frac{Q_{\tau - \Delta \tau, \tau} - I}{\Delta \tau} U(\tau, t)x \to A_\tau U(\tau, t)x, \quad \Delta \tau \to 0
\] (3)

uniformly in \(\tau \in [s, t]\).

Then, for any subinterval \([s, t] \subset [S, T]\), for any sequence of partitions \(\{s = t_0 < t_1 < \cdots < t_n = t\}\) of \([s, t]\) such that \(\max (t_{j+1} - t_j) \to 0\) as \(n \to \infty\), and for all \(x \in E\),

\[
Q_{t_0, t_1} \cdots Q_{t_{n-1}, t_n} x \to U(s, t) x, \quad n \to \infty.
\]

**Proof.** First we consider the case \(s > S\), i.e. \([s, t] \subset (S, T]\). We fix an arbitrary \(x \in Y\). Using relation (2), we obtain:

\[
Q_{t_0, t_1} Q_{t_1, t_2} \cdots Q_{t_{n-1}, t_n} - U(s, t) = \sum_{j=0}^{n-1} Q_{t_1, t_2} \cdots Q_{t_{j-1}, t_j} (Q_{t_{j-1}, t_j} - I) U(t_{j-1}, t_j) U(t_j, t).
\] (4)

Let \(\delta_n = \max_j (t_j - t_{j-1})\) be the mesh of the partition \(\{s = t_0 < t_1 < \cdots < t_n = t\}\). Relation (4) implies the following inequality:

\[
\|(Q_{t_0, t_1} Q_{t_1, t_2} \cdots Q_{t_{n-1}, t_n} - U(s, t))x\| \\
\leq \sum_{j=0}^{n-1} \Delta t_j \left\| \left( \frac{Q_{t_{j-1}, t_j} - I}{t_j - t_{j-1}} \right) U(t_{j-1}, t_j) x \right\|_E \\
\leq (t - s) \sup\{ \left\| \left( \frac{Q_{\tau - \Delta \tau, \tau} - I}{\Delta \tau} \right) U(\tau, t) x \right\|_E : \tau \in [s, t], 0 < \Delta \tau < \delta_n \}
\]

\[
\leq (t - s) \sup\{ \left\| \left( \frac{Q_{\tau - \Delta \tau, \tau} - I}{\Delta \tau} - A_\tau \right) U(\tau, t) x \right\|_E : \tau \in [s, t], 0 < \Delta \tau < \delta_n \}
\] (5)

\[
+ (t - s) \sup\{ \left\| \frac{U(\tau - \Delta \tau, t) x - U(\tau, t) x}{\Delta \tau} - A_\tau U(\tau, t) x \right\|_E : \tau \in [s, t], 0 < \Delta \tau < \delta_n \}
\] (6)
Assumption 4 implies that the term (5) converges to zero. Let us consider the term (6). Assumption 2 implies that the function
\[ [s, t] \to E, \ \zeta \mapsto A_\zeta U(\zeta, t) \]
is continuous since \( \frac{\partial}{\partial \zeta} U(\zeta, t) = -A_\zeta U(\zeta, t) \). Taking into consideration this, we obtain that for \( \Delta \tau \in (0, s - S) \) there exists a \( \theta \in (0, 1) \) such that
\[ U(\tau - \Delta \tau, t) = U(\tau, t) + \Delta \tau A_{\tau - \theta \Delta \tau} U(\tau - \theta \Delta \tau, t). \]  
(7)

Hence,
\[
\frac{U(\tau - \Delta \tau, t) x - U(\tau, t) x}{\Delta \tau} = A_{\tau - \theta \Delta \tau} U(\tau - \theta \Delta \tau, t) x - A_\tau U(\tau, t) x \to 0, \quad \Delta \tau \to 0,
\]
where the right hand side converges to zero uniformly in \( \tau \in [s, t] \) since the continuous function \([s, t] \to E, \ \zeta \mapsto A_\zeta U(\zeta, t) \) is uniformly continuous.

Thus, we have proved that \( Q_{t_0,t_1} \cdots Q_{t_{n-1},t_n} x \to U(s, t) x \) as \( n \to \infty \) for each \( x \in Y \) where \( Y \) is dense in \( E \). Note that by Assumption 3 of the theorem, the bounded on \( E \) operators \( Q_{t_0,t_1} \cdots Q_{t_{n-1},t_n} \) are bounded uniformly in \( \{t_0, t_1, \ldots, t_n\} \). Hence, for an arbitrary subinterval \( [s, t] \subset (S, T) \), the convergence \( Q_{t_0,t_1} \cdots Q_{t_{n-1},t_n} x \to U(s, t) x \) holds for all \( x \in E \). Thus, we have proved the theorem for the case \( s > S \).

Now we consider the case \( s = S \). Let \( s_N \) be a decreasing system of real numbers such that \( \lim_{N \to \infty} s_N = s \). For each fixed \( N \) and for all \( x \in E \), we have:
\[ Q_{t_0^N,t_1^N} \cdots Q_{t_{n-1}^N,t_n^N} x \to U(s_N, t) x \quad \text{as} \quad n \to \infty \]
(8)
where \( s_N = t_0^N < t_1 < \cdots < t_n = t \) is a partition of \([s_N, t] \). Note that for each fixed \( \tau \) and for each fixed \( x \), \( \frac{1}{\Delta \tau} \| (Q_{\tau - \Delta \tau, \tau} - I) x \|_E \) is bounded, which follows from convergence (3) in Assumption 4 if we set \( t = \tau \). By the Banach-Steinhaus theorem there exists a constant \( M_\tau > 0 \) such that \( \frac{1}{\Delta \tau} \| Q_{\tau - \Delta \tau, \tau} - I \|_{E \to E} < M_\tau \). This implies that \( \| Q_{\tau - \Delta \tau, \tau} - I \|_{E \to E} \) tends to zero as \( \Delta \tau \to 0 \).

Let us fix an arbitrary \( \varepsilon > 0 \), and find a \( \delta > 0 \) such that \( \| Q_{s,s_N} - I \|_{E \to E} < \varepsilon \) and \( \| U(s, s_N) - I \|_{E \to E} < \varepsilon \) whenever \( s_N - s < \delta \). By Assumption 3 of Theorem 1,
\[
\| Q_{s,N} Q_{s_N,t_1} \cdots Q_{t_{n-1},t_n} - Q_{s_N,t_1} \cdots Q_{t_{n-1},t_n} \|_{E \to E} \\
\leq \| Q_{s,s_N} - I \|_{E \to E} \| Q_{s_N,t_1} \cdots Q_{t_{n-1},t_n} \|_{E \to E} \leq M(s, t) \varepsilon.
\]

4
By continuity of $U(\cdot, t)$,
\[
\|U(s, t) - U(s_N, t)\|_{E \to E} \leq \|U(s, s_N) - I\|_{E \to E} \|U(s_N, t)\|_{E \to E} \\
\leq \sup_{\xi \in [s, t]} \|U(\xi, t)\|_{E \to E} \varepsilon
\]

Convergence (8) and two last estimates imply that for all $x \in E$
\[
Q_{t_0, t_1} \cdots Q_{t_{n-1}, t_n} x \to U(s, t) x \quad \text{as} \quad n \to \infty.
\]

The theorem is proved. \hfill \Box

**Lemma 1.** Let $Y \subset \bigcap_{\tau \in [S, T]} D(A_{\tau})$ be a Banach space, dense in $E$, let $[s, t] \subset (S, T)$ be a closed interval. Further let $B_{\tau, \Delta \tau} : Y \to E$, $\tau \in [s, t]$, $\Delta \tau \in (0, s - S)$, be bounded operators, and let $U(\xi, \tau)$, $(\xi, \tau) \in D_{[S, T]}$, be an evolution family of operators with the generators $A_{\tau}$. We assume that the following assumptions are fulfilled:

1) for every $y \in Y$, $\|B_{\tau, \Delta \tau} y\|_E$ is bounded uniformly in $\tau \in [s, t]$ and $\Delta \tau \in [\delta, s - S]$, where $\delta \in (0, s - S)$ is fixed arbitrary;

2) $U(\tau, t)Y \subset Y$ for all $\tau \in [s, t]$;

3) for each $y \in Y$, the mapping $[s, t] \to Y$, $\tau \mapsto U(\tau, t)y$, is continuous;

4) for each fixed $y \in Y$,
\[
\sup_{\tau \in [s, t]} \|A_{\tau} y\|_E < \infty;
\]

5) for each fixed $y \in Y$,
\[
\lim_{\Delta \tau \to 0} B_{\tau, \Delta \tau} y = A_{\tau} y \tag{9}
\]

where the convergence is uniform in $\tau \in [s, t]$.

Then, for every $y \in Y$,
\[
\lim_{\Delta \tau \to 0} B_{\tau, \Delta \tau} U(\tau, t)y = A_{\tau} U(\tau, t)y \tag{10}
\]

and the convergence is uniform in $\tau \in [s, t]$. 

5
Proof. Assumptions 4 and 5, along with Assumption 1, imply that for each fixed \( y \in Y \), \( \|B_{\tau,\Delta \tau} y\|_E \) is bounded uniformly in \( \tau \in [s,t] \), and \( \Delta \tau \in (0, s-S] \). By the Banach-Steinhaus theorem, \( \|B_{\tau,\Delta \tau}\|_{Y \to E} \) are bounded uniformly in \( \tau \in [s,t] \) and \( \Delta \tau \in (0, s-S] \), i.e. there exists a constant \( K \) such that
\[
\|B_{\tau,\Delta \tau}\|_{Y \to E} < K.
\]
We fix a \( y \in Y \). The set
\[
\{U(\tau,t)y, \ \tau \in [s,t]\}
\] is a compact in \( Y \) due to the continuity of the mapping \([s,t] \to Y, \ \tau \mapsto U(\tau,t)y\). Next, we fix an arbitrary small \( \varepsilon > 0 \) and find a finite \( \varepsilon \)-net \( \{y_i\}_{i=1}^N \subset Y \) for the compact (11). Furthermore, we find a small \( \delta > 0 \), such that for all \( \tau \in [s,t] \), for all \( \Delta \tau \in (0, \delta) \), and for all \( y_i, 1 \leq i \leq N \),
\[
\|B_{\tau,\Delta \tau} y_i - A_{\tau} y_i\|_E < \varepsilon.
\]
Let \( \tau \in [s,t] \) be fixed arbitrary, and \( y_i \) be such that \( \|U(\tau,t)y - y_i\|_E < \varepsilon \). We obtain:
\[
\|B_{\tau,\Delta \tau} U(\tau,t)y - B_{\tau,\Delta \tau} y_i\|_E < K \|U(\tau,t)y - y_i\|_E < K\varepsilon.
\]
Taking the limit in the right hand side, as \( \Delta \tau \to 0 \), we obtain
\[
\|A_{\tau} U(\tau,t)y - A_{\tau} y_i\|_E \leq K\varepsilon.
\]
This implies:
\[
\|B_{\tau,\Delta \tau} U(\tau,t)y - A_{\tau} U(\tau,t)y\|_E \leq \|B_{\tau,\Delta \tau} U(\tau,t)y - B_{\tau,\Delta \tau} y_i\|_E + \|B_{\tau,\Delta \tau} y_i - A_{\tau} y_i\|_E + \|A_{\tau} y_i - A_{\tau} U(\tau,t)y\|_E < (2K+1)\varepsilon.
\]
This proves that the limit (10) exists and is uniform in \( \tau \in [s,t] \). The lemma is proved.

**Theorem 2 (Corollary of Chernoff’s Theorem).** Let \( A_t, Q_{t_1,t_2}, U(s,t) \), and \( Y \) be as in Theorem 1. Let us assume that Assumptions 1–3 of Theorem 1 are fulfilled, and that for any subinterval \([s,t] \subset (S,T]\), Assumptions 3 and 4 of Lemma 1 are fulfilled. We assume, that for any \( y \in Y \),
\[
\lim_{\Delta \tau \to 0} \frac{Q_{\tau-\Delta \tau,\tau} - I}{\Delta \tau} y = A_{\tau} y
\]
where the convergence is uniform in \( \tau \) running over closed subintervals \([s, t]\) \( \subset (S, T) \). Then, the statement of Theorem 1 holds true, i.e. for any subinterval \([s, t]\) \( \subset [S, T] \), for any sequence of partitions \( \{s = t_0 < t_1 < \cdots < t_n = t\} \) of \([s, t]\) such that \( \max (t_{j+1} - t_j) \to 0 \) as \( n \to \infty \), and for all \( x \in E \),

\[
Q_{t_0,t_1} \cdots Q_{t_{n-1},t_n} x \to U(s, t) x, \quad n \to \infty.
\]

**Proof.** Since we assume that Assumptions 1–3 of Theorem 1 are fulfilled, it suffices to prove that Assumption 4 of Theorem 1 is fulfilled. This will follow from Lemma 1 if we prove that Assumptions 1 and 5 of this lemma are fulfilled for the operators \( B_{\tau, \Delta \tau} = Q_{\tau - \Delta \tau, \tau - I} \). Assumptions 2–4 of Lemma 1 clearly follow from those assumptions of Theorem 1 and Lemma 1 that are assumed here to be fulfilled. To prove Assumption 4 of Theorem 1, we fix an arbitrary closed interval \([s, t]\) \( \subset (S, T) \), and a \( \delta \in (0, s - S) \). Then, for \( \Delta \tau \in [\delta, s - S] \), we obtain:

\[
\left\| \frac{Q_{\tau - \Delta \tau, \tau} - I}{\Delta \tau} \right\|_{E \to E} < \frac{M(s, t) + 1}{\delta}
\]

where \( M(s, t) \) is the constant in Assumption 3 of Theorem 1. Assumption 5 of Lemma 1 is obviously fulfilled. By Lemma 1,

\[
\lim_{\Delta \tau \to 0} \frac{Q_{\tau - \Delta \tau, \tau} - I}{\Delta \tau} U(\tau, t)y = A_t U(\tau, t)y
\]

and the limit is uniform in \( \tau \in [s, t] \). Applying Theorem 1 completes the proof of the theorem. \( \square \)

### 1.3 Case of commuting generators

The following result has been obtained in [11] (p. 489, Proposition 2.5):

**Proposition 1.** Let \( \{A_t\} \) be a stable family of pairwise commuting generators of strongly continuous semigroups. Let us assume that there exists a space \( Y \subset \cap_{t \in [S, T]} D(A_t) \) which is dense in \( E \), and let for all \( y \in Y \), the mapping \([S, T] \to E, t \mapsto A_t y \) be continuous. Then, \( (\int_s^t A_r dr, Y) \) is closable and its closure (which we still denote by \( \int_s^t A_r dr \)) is a generator. Moreover, the the Cauchy problem (1) is well-posed and the evolution family solving (1) is given by

\[
U(s, t) = e^{\int_s^t A_r dr}, \quad s \leq t.
\]
Theorem 3 (Chernoff’s theorem for evolution families). Let $A_t$ be a stable family of pairwise commuting generators of strongly continuous semigroups, and let $Q_{t_1,t_2}$, $t_1,t_2 > 0$, be a two-parameter family of bounded operators $E \to E$, such that Assumptions 2–4 of Theorem 1 are fulfilled. Then, for any subinterval $[s,t] \subset [S,T]$, for any sequence of partitions $\{s = t_0 < t_1 < \cdots < t_n = t\}$ of $[s,t]$ such that $\max (t_{j+1} - t_j) \to 0$ as $n \to \infty$, and for all $x \in E$,\[Q_{t_0,t_1} \cdots Q_{t_{n-1},t_n} x \to e^{\int_s^t A_r \, dr} x, \quad n \to \infty.\]

Proof. Proposition 1 implies that Cauchy problem (1) is well-posed, and that $U(s,t) = e^{\int_s^t A_r \, dr}$ is the evolution family solving the Cauchy problem (1). Now the statement of the theorem follows immediately from Theorem 1. \qed

2 Chernoff’s theorem for evolution families generated by manifold valued stochastic processes

Let $M$ be a $C^k$-smooth compact manifold, and let $A_0(t,x), A_1(t,x), \ldots, A_d(t,x)$, $t \in [S,T], x \in M$, be $C^k$-smooth vector fields on $M$. This means that if $f \in C^j(M)$ and $j > k$, then $A_i(t, \cdot) f \in C^k(M)$ and if $j \leq k$, then $A_i(t, \cdot) f \in C^{j-1}(M)$ for all $t \in [S,T]$. Let us consider $t$-dependent second order differential operators:

$$A_t = \frac{1}{2} \sum_{\alpha=1}^d A_\alpha(t, \cdot) \circ A_\alpha(t, \cdot) + A_0(t, \cdot) \quad (12)$$

with the common domain $C^k(M)$ independent of $t$. In the space $C^k(M)$ we introduce the norm:

$$\|f\|_k = \sum_{|\lambda|=0}^k \sup_{x \in V} \sup_y |\partial^\lambda f \circ \psi_y(x)| \quad (13)$$

where \{(V, \psi_y), y \in M\} is an atlas covering $M$. The fact that $\| \cdot \|_k$ defines a norm is proved in [9] (pp. 175-176). The space $C^k(M)$ with the norm $\| \cdot \|_k$ becomes a Banach space. We denote it by $Y$. 
Given a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with the filtration \(\mathcal{F}_t\), and a \(d\)-dimensional \(\mathcal{F}_t\)-Brownian motion \(B_t^\alpha\), we consider the stochastic differential equation:

\[
\begin{cases}
    dX_t = A_t(t, X_t) \circ dB_t^\alpha + A_0(t, X_t) dt \\
    X_s = x
\end{cases}
\]  

(14)

where \(A_t(t, X_t) \circ dB_t^\alpha\) is the Stratonovich differential. We denote by \(\mathbb{E}\) the expectation relative to the measure \(\mathbb{P}\). The operators \(A_t\) are generators of diffusions \(X_t\) on \(M\).

**Lemma 2.** Let \(Y = (C^k(M), \| \cdot \|_k)\) where \(k \geq 3\). Then, the solution of Cauchy problem (1) on the interval \([S, t]\) with the generators (12) and with the final condition \(u(t, x) = f(x), f \in Y, x \in M,\) exists, it is unique, and is given by

\[
u(s, x) = \mathbb{E}[f(X_t(s, x))]
\]

where \(X_t(s, x)\) is the solution of SDE (14). Moreover, \(u(s, x) \in Y, \frac{\partial}{\partial s} u(s, x) \in Y\) for all \(s \in [S, t]\), and the mappings \([S, t] \rightarrow Y, s \mapsto u(s, \cdot),\) and \([S, t] \rightarrow E, s \mapsto \frac{\partial}{\partial s} u(s, \cdot)\) are continuous.

**Proof.** Theorem 1.3 of Chapter 5 in [4] (p. 182) implies as a particular case that

\[
u(s, x) = (U(s, t)f)(x) = \mathbb{E}[f(X_t(s, x))]
\]

(15)

is a solution of the Cauchy problem (1). Here \(U(s, t), (s, t) \in D_{[S, T]}\), is the evolution family solving this Cauchy problem. Consider another evolution family \(\tilde{U}(\tau, \xi), (\tau, \xi) \in D_{[S, T]}\), satisfying the relation \(U(s, t) = \tilde{U}(T + S - t, T + S - s)\). Evidently, there exists another SDE of type (14) with \(C_k\)-smooth coefficients, having a unique solution \(\tilde{X}_\xi(\tau, x)\), such that for all \(f \in Y,\) for all \(x \in M,\)

\[
(\tilde{U}(\tau, \xi)f)(x) = \mathbb{E}[f(\tilde{X}_\xi(\tau, x))].
\]

Applying Ito’s formula gives:

\[
(U(s, t)f)(x) = (\tilde{U}(S + T - t, S + T - s)f)(x) = \mathbb{E}[f(\tilde{X}_{S+T-s}(S + T - t, x))]
\]

\[
= f(x) + \int_0^{S+T-s} \mathbb{E}[(A_{S+T-\zeta}f)(\tilde{X}_{\zeta}(S + T - t, x))]d\zeta
\]

(16)
where we have exchanged the symbol $\mathbb{E}$ for expectation with the integral in $\zeta$ by Fubini’s theorem. For the partial derivative in $s$ we obtain:

$$\frac{\partial}{\partial s} u(s, x) = \frac{\partial}{\partial s} (U(s,t)f)(x) = -\mathbb{E}[(A_{s+T-s}f)(\tilde{X}_s(S + T - t, x))].$$  \hspace{1cm} (17)$$

Clearly, $u(s, \cdot) \in Y$ and $\frac{\partial}{\partial s} u(s, \cdot) \in Y$. Also, relations (16) and (17) imply that the mappings $[S, t] \mapsto Y, s \mapsto u(s, \cdot)$ and $[S, t] \mapsto E, s \mapsto \frac{\partial}{\partial s} u(s, \cdot)$ are continuous. The lemma is proved.

**Theorem 4 (Chernoff’s theorem for evolution families generated by manifold valued stochastic processes).** Let $A_t, t \in [S, T]$, be given by (12), and let $D(A_t) = Y$ for all $t$. Further, let $Q_{t_1,t_2}, S \leq t_1 < t_2 \leq T$, be a family of contractions on $C(M)$. We assume that the following assumptions are fulfilled:

1) the functions $[S, T] \rightarrow C(M), t \mapsto A_t f$ are continuously differentiable for all $f \in Y$;

2) stochastic differential equation (14) has a unique solution $X_t(s, x);^2$

3) for all $f \in Y$,

$$\lim_{\Delta \tau \to 0} \frac{Q_{\tau - \Delta \tau, \tau} - I}{\Delta \tau} f = A_f$$

and the limit is uniform in $\tau$ running over closed intervals $[s, t] \subset (S, T]$.

Then, for any subinterval $[s, t] \subset [S, T]$, for any sequence of partitions $\{s = t_0 < t_1 < \cdots < t_n = t\}$ of $[s, t]$ such that $\max (t_{j+1} - t_j) \to 0$ as $n \to \infty$, and for all $f \in C(M)$, the following convergence holds in $C(M)$:

$$(Q_{t_0,t_1} \cdots Q_{t_{n-1},t_n} f)(\cdot) \to \mathbb{E}[f(X_t(s, \cdot))], \hspace{1cm} n \to \infty.$$ 

**Proof.** Let $[s, t] \subset (S, T]$ be fixed. We would like to apply Theorem 2. To this end, we have to verify Assumptions 1 – 3 of Theorem 1 and Assumptions 2 and 3 of Lemma 1. Assumption 1 of Theorem 1 follows from the paper [12] by Kato. The paper [12] guarantees existence and uniqueness of the solution of the Cauchy problem (1) if the following assumptions are fulfilled:

[^2]: Sufficient conditions under which (14) has a unique solution can be found for example in [4] and [13]
1) \( D(A_t) = Y \) for all \( t \in [S, T] \), and \( Y \) is dense in \( E \); 2) the functions \( t \mapsto A_t f \) are continuously differentiable. Due to this result, Assumption 1 of Theorem 1 is fulfilled. Let \( U(s, t) \) be the evolution family solving the Cauchy problem (1), and let \( u(s, x) \) denote the solution of (1) with the final condition \( f(x) \) at time \( t \). Assumption 2 of Theorem 1 is fulfilled by Lemma 2. Assumption 3 of Theorem 1 is fulfilled since \( Q_{t_1, t_2} \) are contractions. Assumptions 2 and 3 of Lemma 1 follow immediately from Lemma 2. Now the statement of the theorem is implied by Theorem 2.

\[ \square \]

3 Example: a time-inhomogeneous manifold valued stochastic process constructed by Chernoff’s theorem

Below, we describe a construction of a time-inhomogeneous Markov process on a compact Riemannian manifold using Theorem 4. Let \( M \) be a compact Riemannian manifold without boundary isometrically imbedded into \( \mathbb{R}^m \), and \( \dim M = d \). Let \( B_t \) be a Brownian motion on \( \mathbb{R}^m \) starting at the origin, and let \( \varphi : [0, 1] \to M \) be a two times continuously differentiable (non-random) function such that \( \varphi(0) = x \). We consider the process \( W_t = B_t + \varphi(t) \). Let \( \mathbb{W}_\varphi \) be its distribution, \( P_\varphi(t_1, z, t_2, A) \) be its transition probability. Clearly,

\[
P_\varphi(t_1, z, t_2, A) = P_0(t_1, z - \varphi(t_1), t_2, A - \varphi(t_2)) = \frac{1}{2\pi(t_2 - t_1)^{\frac{m}{2}}} \int_A e^{-\frac{|x - y - (\varphi(t_1) - \varphi(t_2))|^2}{2(t_2 - t_1)}} dy
\]

(18)

where \( P_0 \) corresponds to the case when \( \varphi \) is equal to zero identically.

Let \( U_\varepsilon(M) \) be the \( \varepsilon \)-neighborhood of \( M \), and let \( \mathbb{W}_{\varepsilon,t}^x \) be the distribution of the process which is conditioned to take a value in \( U_\varepsilon(M) \) at time \( t \). Specifically, we define a measure \( \mathbb{W}_{\varepsilon,t}^x \) by the following expression on the right hand side:

\[
\int_{C([0, t], \mathbb{R}^m)} f(\omega) \mathbb{W}_{\varepsilon,t}^x(d\omega) = \frac{\int_{C([0, t], \mathbb{R}^m)} \mathbb{I}_{\{\omega : \omega(t) \in U_\varepsilon(M)\}}(\omega) f(\omega) \mathbb{W}_\varphi^x(d\omega)}{\mathbb{W}_\varphi^x(\{\omega : \omega(t) \in U_\varepsilon(M)\})}. (19)
\]

Let \( P_{\varepsilon,t}^x(\cdot, \cdot, \cdot, \cdot) \) be the transition probability for the distribution \( \mathbb{W}_{\varepsilon,t}^x \). By
(18) and (19), $P^x_{ε,t}(s, t)$ is given by

$$
\int_{\mathbb{R}^m} P^x_{ε,t}(s, t, dy) g(y) = \int_{C([0,t],\mathbb{R}^m)} g(ω(t)) \mathcal{W}^x_{ε,t}(dω)
$$

$$
= \frac{\int_{U_c(M)} e^{-\frac{|μ(y)-(φ(s)-φ(t))|^2}{2(t-s)}} g(y) dy}{\int_{U_c(M)} e^{-\frac{|μ(y)-(φ(s)-φ(t))|^2}{2(t-s)}} d\bar{y}}
$$

where $g : \mathbb{R}^m → \mathbb{R}$ is bounded and continuous. Obviously, as $ε → 0$, the limit of the right hand side exists. Hence, the weak limit $P_{[s,t]}$ of the measures $P^x_{ε,t}(s, t)$ exists and equals

$$
\int_{\mathbb{R}^m} P_{[s,t]}(z, dy) g(y) = \int_{M} e^{-\frac{|μ(y)-(φ(s)-φ(t))|^2}{2(t-s)}} g(y) λ_M(dy)
$$

where $λ_M$ is the volume measure on $M$, and

$$
q_φ(s, z, t, y) = \frac{e^{-\frac{|μ(y)-(φ(s)-φ(t))|^2}{2(t-s)}}}{\int_{M} e^{-\frac{|μ(y)-(φ(s)-φ(t))|^2}{2(t-s)}} λ_M(dy)}.
$$

Given an interval $[s, t]$, the family of functions

$$
p_φ(t_1, z, t_2, y) = \frac{1}{2π(t_2 - t_1)^3} e^{-\frac{|μ(y)-(φ(t_1)-φ(t_2))|^2}{2(t_2 - t_1)^2}}
$$

$s < t_1 < t_2 < t$, together with the function $q_φ(t_3, z, t, y), t_3 < t$, builds a family of transition densities that defines the distribution of a Markov process on $[s, t]$ conditioned to take a value on $M$ at time $t$.

Consider a partition $P = \{s = t_0 < t_1 < \cdots < t_n = t\}$. For each partition interval $[t_i, t_{i+1})$, for each pair of points $ξ$ and $τ$ such that $t_i < ξ < τ ≤ t_{i+1}$, and for each Borel set $A ⊂ \mathbb{R}^m$, we define

$$
Q(ξ, z, τ, A) = \begin{cases} 
\int_{A} p_φ(ξ, z, τ, y) dy, & τ < t_{i+1}, \\
\int_{A∩M} q_φ(ξ, z, τ, y) λ_M(dy), & τ = t_{i+1}.
\end{cases}
$$
Next, we add more points to the partition \( P \) to obtain a partition \( P' = \{ s = \xi_0 < \xi_1 < \cdots < \xi_N = t \} \) containing \( P \). The family of measures

\[
Q(s, x, t, A) = \int_{\mathbb{R}^m} Q(s, x, \xi_1, dx_1) \int_{\mathbb{R}^m} Q(\xi_1, x_2, dx_2) \ldots \int_{\mathbb{R}^m} Q(\xi_{N-1}, x_{N-1}, dx_{N-1})Q(\xi_{N-1}, x_N, t, A)
\]

is a family of transition probabilities for a Markov process starting at the point \( x \in M \) at time \( s \), and conditioned to take values on \( M \) at all points of the partition \( P \).

We apply Theorem 4 to a subfamily of the family \( Q(\cdot, \cdot, \cdot, \cdot) \). Specifically, we investigate weak convergence of the family

\[
q_P(s, x, t, y) = \int_M q(\phi(s, x, t, 1)) \lambda_M(dx_1) \int_M q(\phi(t_1, x_2, t_2)) \lambda_M(dx_2) \ldots \int_M q(\phi(t_{N-1}, x_{N-1}, t)) \lambda_M(dx_{N-1}).
\]

This family is a subfamily of \( Q(\cdot, \cdot, \cdot, \cdot) \) by definition (22) of the family \( Q \). We consider the following two parameter family of contractions \( C(M) \rightarrow C(M) \):

\[
(Q_{t, t+1}f)(\cdot) = \int_M q(\phi(t, \cdot, t+1, y))f(y)\lambda_M(dy). \quad (23)
\]

**Theorem 5.** As the mesh of \( P \) tends to zero, the following convergence holds in \( C(M) \):

\[
\int_M q_P(s, \cdot, t, y) g(y) \lambda_M(dy) \rightarrow \int_M p(s, \cdot, t, y) g(y) \lambda_M(dy) \quad (24)
\]

where \( g \in C(M) \), \( p(s, x, t, y) \) is the transition density function of the process generated by

\[
A_s = (\phi'(s), \nabla M))_{\mathbb{R}^m} - \frac{1}{2} \Delta M. \quad (25)
\]

**Lemma 3.** The \( A_s \) given by (25) generate contraction semigroups on \( C(M) \). Moreover, each \( A_s \) is the generator of a diffusion \( X(\tau) \) on \( M \) which is the solution of the following SDE:

\[
\begin{cases}
  dr(\tau) = \tilde{L}_{s, \phi}(r(\tau)) \circ dw^s_{s, \phi}, \\
  r(0) = r,
\end{cases} \quad (26)
\]
where \( r(\tau) = (X^i(\tau), e^i_\alpha(\tau)) \), \( \{e_\alpha(\tau)\} \) is a basis in the tangent space at the point \( X(\tau) \), \( \tilde{L}_\alpha \) are canonical horizontal vector fields \([13]\), \( u^{s,\varphi}_i(\tau) = \varphi'(s)^\alpha \tau + B^\alpha(\tau) \), \( B^\alpha(\tau) \) is a Brownian motion in \( \mathbb{R}^d \).

**Proof.** Let \( r(\tau) = (X^i(\tau), e^i_\alpha(\tau)) \) be the solution of (26). We find the generator of \( X(\tau) \). Consider the function \( f(r) = f(x) \) for \( r = (x, e) \). We have:

\[
f(X(\tau)) - f(X(0)) = f(r(\tau)) - f(r(0))
\]

\[
= \int_0^\tau \left( \tilde{L}_\alpha f(r(\xi)) \right) \circ dw_{s,\varphi}(\xi)
\]

\[
= \int_0^\tau \tilde{L}_\alpha f(r(\xi)) dB^\alpha(\xi) + \int_0^\tau \tilde{L}_\alpha f(r(\xi)) \varphi'(s)^\alpha d\xi
\]

\[
+ \frac{1}{2} \int_0^\tau \sum_{\alpha=1}^d \tilde{L}_\alpha(\tilde{L}_\alpha f)(r(\xi)) d\xi.
\]

The definition of the generator of a process gives:

\[
A_s f = \sum_{\alpha=1}^d (\tilde{L}_\alpha f, \varphi'(s)^\alpha)_{\mathbb{R}^d} + \frac{1}{2} \sum_{\alpha=1}^d \tilde{L}_\alpha(\tilde{L}_\alpha f).
\]

Since \( f(r) = f(x) \), i.e. does not depend on \( e \), then the scalar product in the first term of the right hand side is well-defined, and

\[
\tilde{L} f = \nabla_M f
\]

by definition of \( \tilde{L} \). Further, it was shown in [13] (Chapter V, paragraph 3) that

\[
\sum_{\alpha=1}^d \tilde{L}_\alpha(\tilde{L}_\alpha f) = -\Delta_M f.
\]

Thus, we have proved that

\[
A_s f = (\varphi'(s), \nabla_M f)_{\mathbb{R}^d} - \frac{1}{2} \Delta_M f = (\varphi'(s), \nabla_M f)_{\mathbb{R}^m} - \frac{1}{2} \Delta_M f.
\]

Since \( A_s \) is a generator of a diffusion on \( M \), \( A_s \) generates a contraction semigroup on \( \text{C}(M) \). The lemma is proved. \( \square \)
Proof of Theorem 5. We apply Theorem 4 to the generators (25) and the two-parameter family of contractions

\[(Q_{t_1,t_2} f)(x) = \int_M q_\varphi(t_1,x,t_2,y) f(y) \lambda_M(dy)\].

Assumption 1 of Theorem 4 is fulfilled by continuity of \(\varphi''(t)\) which we have assumed. Assumption 2 of Theorem 4 is fulfilled by Theorem 2.1, p. 152, from the book [4], where the authors have considered a more general case of a manifold in a Banach space. We show that Assumption 3 of Theorem 4 is fulfilled too. We have to prove that

\[
\lim_{\Delta \tau \to 0} \frac{1}{\Delta \tau} \left( \int_M q_\varphi(\tau - \Delta \tau, y, z) g(z) \lambda_M(dz) - g(y) \right) = (\varphi'(\tau), \nabla_M g(y))_{\mathbb{R}^m} - \frac{1}{2} \Delta_M g(y),
\]

and that the limit is uniform in \(\tau\). Introduce the notation: \(\Delta \varphi_\tau = \varphi(\tau) - \varphi(\tau - \Delta \tau)\).

Lemma 4. Let \(g \in C^3(M)\). There exist a \(\delta > 0\), a constant \(K_g > 0\), and a function \(R : [0, \delta] \times M \times C^3(M) \to \mathbb{R}\) satisfying:

\[
|R(\Delta \tau, \cdot, g)| < K_g \Delta \tau^{\frac{3}{2}},
\]

and such that for all \(y \in M\) the following relation holds:

\[
\frac{\int_M g(z)e^{\frac{1}{2\Delta \tau} - \Delta \varphi_\tau^2}}{\int_M e^{\frac{1}{2\Delta \tau} - \Delta \varphi_\tau^2} \lambda_M(dz)} = g(y) + (\Delta \varphi_\tau, \nabla_M g(y))_{\mathbb{R}^m} - \frac{\Delta \tau}{2} \Delta_M g(y) + \Delta \tau R(\Delta \tau, y, g).
\]

Proof. We find a \(U_\varepsilon(M)\), the \(\varepsilon\)-neighborhood of \(M\), where the normal spaces \(N_{y_1}\) and \(N_{y_2}\) do not intersect each other for each pair of points \(y_1 \in M\) and \(y_2 \in M\). Hence, each \(y \in U_\varepsilon(M)\) can be uniquely presented as \(y = z + tn(z)\), where \(z \in M\), \(n(z) \in N_z\), and \(|n(z)| = 1\). Let \(P_M : U_\varepsilon(M) \to M, z + tn(z) \mapsto z, t \in \mathbb{R}\), be the projection on \(M\). For an arbitrary \(u \in \mathbb{R}^m, |u| < \varepsilon\), and a \(y \in M\), we define:

\[u_M(y) = P_M(y + u) - u, \quad u_\perp(y) = u - u_M(y)\].
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We obtain:
\[
\int_M g(z) e^{-\frac{|z-y-\Delta \varphi_r|^2}{2\Delta \tau}} \lambda_M(z) = \frac{\int_M g(z) e^{-\frac{|z-y-(\Delta \varphi_r)_M(y)|^2}{2\Delta \tau}} e^{\frac{(z-y-(\Delta \varphi_r)_M(y))}{\Delta \tau}} \lambda_M(z)}{\int_M e^{-\frac{|z-y-(\Delta \varphi_r)_M(y)|^2}{2\Delta \tau}} e^{\frac{(z-y-(\Delta \varphi_r)_M(y))}{\Delta \tau}} \lambda_M(z)}.
\] (30)

We will need the following formula (see [1] and [2]):
\[
\frac{\int_M e^{-\frac{|z-y|^2}{2\Delta \tau}} h(z) \lambda_M(z)}{\int_M e^{-\frac{|z-y|^2}{2\Delta \tau}} \lambda_M(z)} = h(y) - \frac{t}{2} \Delta_M h(y) + t\bar{R}(t, y, h)
\] (31)

where $|\bar{R}(t, y, h)| < K \|h\|_3 t^{\frac{1}{2}}$, $K$ is a constant, and the norms $\| \cdot \|_3$ are defined by (13) for $k = 3$. Dividing the numerator and denominator in the right hand side of (30) by $\int_M e^{-\frac{|z-y-(\Delta \varphi_r)_M(y)|^2}{2\Delta \tau}} \lambda_M(z)$, and applying (31), we obtain:
\[
\int_M g(z) e^{-\frac{|z-y-\Delta \varphi_r|^2}{2\Delta \tau}} \lambda_M(z)
\int_M e^{-\frac{|z-y-\Delta \varphi_r|^2}{2\Delta \tau}} \lambda_M(z)
\frac{g(y + (\Delta \varphi_r)_M(y)) - \frac{\Delta \tau}{2} \Delta_M \left(g e^{\frac{(z-y-(\Delta \varphi_r)_M(y))}{\Delta \tau}}\right)(y) + \Delta \tau R_1}{1 - \frac{\Delta \tau}{2} \left(\Delta_M e^{\frac{(z-y-(\Delta \varphi_r)_M(y))}{\Delta \tau}}\right)(y) + \Delta \tau R_2}
\] (32)

where $R_1$ and $R_2$ are short-hand notations for $\bar{R}(\Delta \tau, y+\Delta \varphi_r, g e^{\frac{(z-y-(\Delta \varphi_r)_M(y))}{\Delta \tau}})$ and $\bar{R}(\Delta \tau, y+\Delta \varphi_r, e^{\frac{(z-y-(\Delta \varphi_r)_M(y))}{\Delta \tau}})$, respectively. They can be estimated as follows:

$|R_1| < \tilde{K} \|g\|_3 \left\|e^{\frac{(z-y-(\Delta \varphi_r)_M(y))}{\Delta \tau}}\right\|_3 (\Delta \tau)^{\frac{1}{2}}$, $|R_2| < K \|e^{\frac{(z-y-(\Delta \varphi_r)_M(y))}{\Delta \tau}}\|_3 (\Delta \tau)^{\frac{1}{2}}$.

We show that $(\Delta_M e^{\frac{(z-y-(\Delta \varphi_r)_M(y))}{\Delta \tau}})(y)$ and $\|e^{\frac{(z-y-(\Delta \varphi_r)_M(y))}{\Delta \tau}}\|_3$ are bounded in $\tau$ and $\Delta \tau$. We consider local normal charts $\psi(\tilde{\xi}) = \psi(\xi_1, \ldots, \xi_d)$ at the point $y$. We obtain:
\[
\frac{\partial}{\partial \xi_i} e^{\psi(\tilde{\xi})-\frac{(\Delta \varphi_r)_M(y)}{\Delta \tau}} = e^{\psi(\tilde{\xi})-\frac{(\Delta \varphi_r)_M(y)}{\Delta \tau}} \left(\frac{\partial}{\partial \xi_i} \psi(\tilde{\xi})\right) \frac{(\Delta \varphi_r)_M(y)}{\Delta \tau}
\] (33)

This formula makes obvious the resulting expression upon taking two further derivatives, and thus, it shows that $(\Delta_M e^{\frac{(z-y-(\Delta \varphi_r)_M(y))}{\Delta \tau}})(y)$ and
\[ \| e^{\frac{\cdot - y}{\Delta \tau}} \|_3 \text{ are bounded in } \tau \text{ and } \Delta \tau \text{ if and only if } \frac{(\Delta \varphi_\tau)_\perp(y)}{\Delta \tau} \text{ is bounded in } \tau \text{ and } \Delta \tau. \]

The latter fact holds by existence of the limit:

\[ \lim_{\Delta \tau \to 0} \frac{(\Delta \varphi_\tau)_\perp(y)}{\Delta \tau} = \Pr_{N_y} \varphi'(\tau) \quad (34) \]

where \( \Pr_{N_y} \) is the orthogonal projection onto \( N_y \), the normal space at \( y \).

Now we can apply the short time asymptotic in \( \Delta \tau \) to the denominator at the right hand side of (32) while using the relation \( \Delta M\left(e^{\frac{\cdot - y}{\Delta \tau}} \right) \Delta_M g - 2(\nabla_M e^{\frac{\cdot - y}{\Delta \tau}}, \nabla_M g)_\mathbb{R}^m + g \Delta_M e^{\frac{\cdot - y}{\Delta \tau}} \). We obtain:

\[ \int_M g(z) e^{-\frac{\cdot - y - \Delta \varphi_\tau^2}{2 \Delta \tau}} \lambda_M(dz) = g(y) + ((\Delta \varphi_\tau)M(y), \nabla_M g(y))_{\mathbb{R}^m} - \frac{\Delta \tau}{2} \Delta_M g(y) \]

\[ + \Delta \tau(\nabla_M e^{\frac{\cdot - y}{\Delta \tau}})_{y}, \nabla_M g(y))_{\mathbb{R}^m} + \Delta \tau \tilde{R}(\Delta \tau) \quad (35) \]

where \( |\tilde{R}(\Delta \tau)| < \bar{K}\|g\|_3 \Delta \tau^\frac{1}{2}, \bar{K} \) is a constant. Formulas (33) and (34) imply:

\[ \left( \nabla_M e^{\frac{\cdot - y}{\Delta \tau}} \right)_{y}, \nabla_M g(y) = \left( \frac{(\Delta \varphi_\tau)_\perp(y)}{\Delta \tau}, \nabla_M g(y) \right). \]

Substituting this in (35), we obtain (29). The lemma is proved.

We continue the proof of Theorem 5. Lemma 4 easily implies the convergence in (27). This convergence is uniform in \( \tau \). Indeed, (28) implies that \( R(\Delta \tau, \cdot, g) \) converges to zero uniformly in \( \tau \). Further, we have:

\[ \left| \frac{\Delta \varphi_\tau}{\Delta \tau} - \varphi'(\tau) \right| \leq \frac{1}{2} \sup_{\theta \in [0,1]} |\varphi''(\tau + \theta \Delta \tau)| \Delta \tau, \]

and hence, \( \frac{\Delta \varphi_\tau}{\Delta \tau} \) converges to \( \varphi'(\tau) \) uniformly in \( \tau \). Thus, we have verified all the assumptions of Theorem 4. Finally, we note that since \( p(\cdot, \cdot, \cdot, \cdot) \) is the transition density for the diffusion process \( X_t(s,x) \), and hence

\[ \int_M p(s,x,t,y)f(y)\lambda_M(dy) = \mathbb{E}[f(X_t(s,x))]. \quad (36) \]

Now the statement of the theorem is implied by convergence (24), formulas (36) and (23), and by Theorem 4. \( \square \)
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