Predicting the FCI energy of large systems to chemical accuracy from restricted active space density matrix renormalization group calculations
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Abstract. We theoretically derive and validate with large scale simulations a remarkably accurate power law scaling of errors for the restricted active space density matrix renormalization group (DMRG-RAS) method [arXiv:2111.06665] in electronic structure calculations. This yields a new extrapolation method, DMRG-RAS-X, which reaches chemical accuracy for strongly correlated systems such as the Chromium dimer, dicarbon up to a large cc-pVQZ basis, and even a large chemical complex like the FeMoco with significantly lower computational demands than previous methods. The method is free of empirical parameters, performed robustly and reliably in all examples we tested, and has the potential to become a vital alternative method for electronic structure calculations in quantum chemistry, and more generally for the computation of strong correlations in nuclear and condensed matter physics.

I. INTRODUCTION

In light of tremendous progress in the past decade in transition metal chemistry [13, 19], photosynthesis [4–7], single molecular magnets [8, 10], and relativistic chemistry for compounds including heavy elements [11–15] the demand for a generally applicable method to efficiently treat strong electronic correlations and reveal solutions with chemical accuracy cannot be overemphasized. Although the main features of the electronic states are often characterized by the static correlations, contributions of an intractable number of high energy excited configurations with small weights, i.e., dynamical effects, can be crucial for an accurate theoretical description in light of experimental data [16, 17].

Quite recently, a cross-fertilization of the conventional restricted active space (RAS) scheme [18, 22] with the density matrix renormalization group method [23, 24] via the dynamically extended active space procedure [25, 26] has emerged as a new powerful method [27] to capture both static and dynamic correlations, and numerical benchmarks on molecules with notorious multi-reference characters have revealed various advantages of the new method with respect to conventional approaches [21, 28–31]. Furthermore, mapping of quantum lattice models to ab initio framework paves the road to attack challenging problems that are untractable by conventional approaches [32, 33]. The dramatic reduction of entanglement for higher dimensional lattice models via fermionic mode transformation [35, 36] also makes the resulting ab initio problems excellent candidates for the DMRG-RAS method.

In this work, we present a theoretical analysis of the new method for the first time and introduce a new extrapolation procedure, free of empirical parameters and fully ab-initio, which reveals the ground state energy of systems with full Hilbert space dimensions up to $2.48 \times 10^{31}$ within chemical accuracy (1 kcal/mole or 0.0016 a.u.). The principal insight is that the DMRG-RAS error exhibits stable power law scaling with respect to the CAS error, allowing reliable extrapolation. The scaling law is rigorously proved for a simplified model which captures key features of quantum chemical Hamiltonians, and numerically demonstrated for real molecules. We also show that DMRG-RAS is an embedding method, in the sense that when orbitals are partitioned into two subspaces, CAS and EXT, the correlations between them are calculated self-consistently, in contrast to other post-DMRG approaches [37–44] which provide corrections on top of the DMRG wave function. Furthermore, DMRG-RAS is variational and the error exhibits monotone decay as the CAS-EXT split increases, unlike TCC where non-monotone behaviour is observed [45, 46].

The unique features of the new method, dubbed DMRG-RAS-X, are demonstrated via large scale calculations for various strongly correlated molecules up to a full orbital space with more than hundred orbitals. This is achieved by utilizing algorithmic progress developed in the past two decades based on concepts of quantum information theory [47]. Therefore, our novel approach presented below, relying on a rigorous error scaling, can be applied to general systems and has the potential to become a widely used tool to target strongly correlated systems, in particular multi-reference problems in quantum chemistry [44, 47, 51], nuclear structure theory [52–54] and condensed matter theory [55, 57].

The setup of the paper is as follows. In Secs. II and IIIA we present the theory of the DMRG-RAS method,
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III. THEORETICAL ANALYSIS

In this section, we provide the theoretical analysis of the DMRG-RAS method focusing on the scaling of the error as a function of $\ell$, and we also introduce a new extrapolation method to improve significantly the prediction of the full-CI energy.

A. The reference Hamiltonian

A key step in predicting the accuracy of $E^0(\ell, k)$ is a judicious partitioning of the full Hamiltonian into a reference Hamiltonian associated with the CAS energy and a remainder. We propose the following choice:

$H = H_0 + H'$ with

$H_0 = PHP + (E_0 + \Delta)Q$ \hspace{1cm} (3)

$H' = H - PHP - (E_0 + \Delta)Q$ \hspace{1cm} (4)

where $P$ is the projector of $H$ onto the CAS Hilbert space $\mathcal{H}_{\text{CAS}}(\ell)$, $Q = I - P$ is the projector onto its orthogonal complement $\mathcal{H}_{\text{RAS}}(L - \ell, N)$ within the full $N$-electron Hilbert space $\mathcal{H}(\ell, N)$, $E_0$ is the CAS ground state energy, i.e.,

$E_0 = E^0_{\text{CAS}}(\ell)$ \hspace{1cm} (5)

and $\Delta > 0$ is a parameter to be chosen later. This partitioning has the following desirable features:

(i) The CAS ground state energy is the ground state energy of $H_0$ (this is guaranteed by eqs. (4) and (6) and the positivity of $\Delta$);

(ii) The operator $H_0 - E_0$ is invertible on the orthogonal complement of the ground state of $H_0$, yielding well-defined perturbation corrections at all orders;

(iii) the first order perturbation correction $E^{(1)} = \langle \Psi_0 | H' | \Psi_0 \rangle$ vanishes regardless of the choice of the orbitals and parameters such as $\ell$ and $\Delta$;

(iv) $H_0$ does not couple the CAS and RAS Hilbert spaces, with all the coupling contained in $H'$.

The latter property is evident by re-writing

$H - PHP = QHP + PHQ + QHQ$

(where the first term maps CAS to RAS, the second one, RAS to CAS, and the last one, RAS to itself), and makes transparent that DMRG-RAS can be considered an embedding method.

The above partitioning is by no means the only one that achieves properties (i)–(iv), but it is perhaps the simplest, and allows to accurately predict the FCI energy, as shown below.

B. Error scaling for weakly interacting systems

It is instructive to first discuss the case when $H'$ is small. So let us introduce a coupling constant $\lambda > 0$ and look at the ground state energy $E_\lambda(\ell, k)$ of

$H_0 + \lambda H'$

on $\mathcal{H}(\ell, k)$ for small $\lambda$. We focus on the standard choice $k = 2$. This energy shall be compared to the FCI energy $E^{\text{FCI}}_\lambda = E_\lambda(\ell, N)$.

Recall the reduced resolvent $R_0$ of $H_0$,

$R_0 = \begin{cases} 0 & \text{on the ground state of } H_0 \\ (H_0 - E_0)^{-1} & \text{on (ground state)} \end{cases}$

where (ground state)$^\perp$ denotes the orthogonal complement of the ground state within the full Hilbert space $\mathcal{H}(\ell, N)$. In theoretical discussions of perturbation theory, the reduced resolvent is often expressed in terms of the excited eigenvalues and eigenstates of $H_0$ as $R_0 = \sum_{n \neq 0} (E_n - E_0)^{-1} |\Psi_n \rangle \langle \Psi_n |$; but this information is neither needed for our purposes, nor available in practice in cases like ours when $H_0$ is a many-body operator.

By standard Rayleigh-Schrödinger perturbation theory (see e.g. [1]), assuming the ground state of $H_0$ is nondegenerate and denoting it by $\Psi_0$,

$E^{\text{FCI}}_\lambda = E_0 + \lambda E^{(1)} + \lambda^2 E^{(2)} + \lambda^3 E^{(3)} + O(\lambda^4)$

as $\lambda \to 0$, with

$E^{(1)} = \langle \Psi_0 | H' | \Psi_0 \rangle$, \hspace{1cm} (9)

$E^{(2)} = \langle \Psi_0 | H' | \Psi^{(1)} \rangle$

$= - \langle \Psi_0 | H' R_0 H' | \Psi_0 \rangle$, \hspace{1cm} (10)

$E^{(3)} = \langle \Psi_0 | H' R_0 (H' - E^{(1)} ) R_0 H' | \Psi_0 \rangle$

$= \langle \Psi^{(1)} | H' - E^{(1)} | \Psi^{(1)} \rangle$. \hspace{1cm} (11)
Here
\[ \Psi^{(1)} = -R_0 H' \Psi_0 \]  
(12)
is the first order wavefunction correction under the usual intermediate normalization \( \langle \Psi_0 | \Psi_{\text{FCI}}^{(1)} \rangle = 1 \), so that
\[ \Psi_{\text{FCI}}^{(1)} = \Psi_0 + \lambda \Psi^{(1)} + O(\lambda^2) \]  
(13)as \( \lambda \to 0 \).

We now specialize to the Hamiltonians \( H_0 \) and \( H' \) from \( [3,9] \). The key point is that in this case, the quantum state obtained by applying \( H' \) to the CAS ground state belongs to the doubly excited RAS space,
\[ \Psi' = H' \Psi_0 \in \mathcal{H}_{\text{RAS}}(L - \ell, 2), \]  
(14)
This is because (i) \( H \) is a two-body operator, so it maps \( \Psi_0 \) into \( \mathcal{H}_{\text{CAS}}(\ell) \oplus \mathcal{H}_{\text{RAS}}(L - \ell, 2) \), (ii) \( H' \Psi_0 = Q H \Psi_0 \) is orthogonal to \( \mathcal{H}_{\text{CAS}}(\ell) \). Together with the fact that \( R_0 \) is just given by \( \Delta^{-1} \) times the identity on \( \mathcal{H}_{\text{RAS}}(L - \ell, 2) \), it follows that
\begin{align*}
E^{(1)} &= 0, \\
\Psi^{(1)} &= -\Delta^{-1} \Psi' \in \mathcal{H}_{\text{RAS}}(L - \ell, 2), \\
E^{(2)} &= -\Delta^{-1} \|\Psi'\|^2, \\
E^{(3)} &= \langle \Psi^{(1)} | H' | \Psi^{(1)} \rangle = \Delta^{-2} \langle \Psi' | H' | \Psi' \rangle.
\end{align*}
(15)
We are now in a position to investigate the DMRG-RAS energy with excitation threshold \( k = 2 \), i.e., \( E_\lambda(\ell, 2) \). First, to quantify its improvement over the CAS energy \( E_0 \), we use that \( \Psi^{(1)} \) belongs to the corresponding RAS space, so that \( \langle \Psi_0 + \lambda \Psi^{(1)} | \| \Psi_0 + \lambda \Psi^{(1)} \| \rangle \) is an admissible trial function in the variational principle for \( E_\lambda(\ell, 2) \). This gives
\[ E_\lambda(\ell, 2) \leq \frac{\langle \Psi_0 + \lambda \Psi^{(1)} | H_0 + \lambda H' | \Psi_0 + \lambda \Psi^{(1)} \rangle}{1 + \lambda^2 \|\Psi^{(1)}\|^2} \]  
(16)
\[ = E_0 + \frac{\lambda \lambda^2 E^{(1)} + \lambda^2 E^{(2)} + \lambda^3 E^{(3)}}{1 + \lambda^2 \|\Psi^{(1)}\|^2}. \]  
(17)
Here the last expression follows by multiplying out the numerator in \( (16) \), re-writing the term \( \lambda^2 \langle \Psi^{(1)} | H_0 | \Psi^{(1)} \rangle \) as \( \lambda^2 E_0 \|\Psi^{(1)}\|^2 + \lambda^2 \langle \Psi^{(1)} | H_0 - E_0 \|\Psi^{(1)} \rangle \), and using that
\[ \langle \Psi^{(1)} | H_0 - E_0 \|\Psi^{(1)} \rangle = -E^{(2)} \]  
(since \( (H_0 - E_0) R_0 \) is the identity on the orthogonal complement of \( \Psi_0 \), to which \( H' \Psi_0 \) belongs).

By Taylor-expanding 1 over the denominator as \( 1 - \lambda^2 \|\Psi^{(1)}\|^2 + O(\lambda^4) \),
\[ E_\lambda(\ell, 2) \leq E_0 + \lambda E^{(1)} + \lambda^2 E^{(2)} + \lambda^3 E^{(3)} + O(\lambda^4), \]  
matching the expansion of the FCI energy to \( O(\lambda^4) \). Together with the trivial lower bound \( E_\lambda(\ell, 2) \geq E^{\text{FCI}}_\lambda \), this yields the overall error scaling
\[ e_\lambda^{\text{RAS}} = E_\lambda(\ell, 2) - E^{\text{FCI}}_\lambda = O(\lambda^4) \text{ as } \lambda \to 0. \]  
(18)
On the other hand, since \( E^{(1)} = 0 \) and \( E^{(2)} < 0 \), the CAS error satisfies
\[ e_\lambda^{\text{CAS}} = E_0 - E^{\text{FCI}}_\lambda = |E^{(2)}| \lambda^2 + O(\lambda^3) = \Omega(\lambda^2) \text{ as } \lambda \to 0. \]  
(19)
Here the Landau symbol \( \Omega(\lambda^p) \) denotes any term which stays bounded from below by a positive constant times \( \lambda^p \) (analogously to the more common Landau symbol \( O(\lambda^p) \) which denotes any term bounded above by a positive constant times \( \lambda^p \)). Combining with \( (18) \) gives the following scaling law which relates the CAS and DMRG-RAS error:
\[ e_\lambda^{\text{RAS}} = O\left((e_\lambda^{\text{CAS}})^2\right) \text{ as } \lambda \to 0. \]  
(20)

C. Error scaling for fully interacting systems

Predictions of Rayleigh-Schrödinger perturbation theory have to be viewed with some caution, here (eq. \( [18] \)) and in many other cases (Møller-Plesset perturbation theory, Göring-Levy perturbation theory, \ldots). The reason is that the perturbing operator \( H' \), which describes the action of the original Hamiltonian on omitted pieces of the Hilbert space and between kept and omitted pieces, is not small, in the sense of smallness of its matrix elements \( \langle \Psi | H' | \Phi \rangle \) or its operator norm
\[ ||H'|| = \max_{\|\Psi\|=1} ||H'\Psi|| = \max_{\|\Phi\|=1} \max_{\|\Psi\|=1} ||\langle \Psi | H' | \Phi \rangle||. \]  
(21)
But the small parameter \( \lambda \) in classical RS perturbation theory is precisely the operator norm \( ||H'|| \) (as seen from writing \( H' = \lambda \tilde{H} \) with the fixed operator \( \tilde{H} = H' ||H'|| \)). To summarize: neglecting higher-order energy contributions is rigorously justified only when \( ||H'|| \) is small; but this condition is not met in practice.

What can be made small in practice is the DMRG-RAS error, by increasing the number \( \ell \) of CAS orbitals to a reasonable value, is the action of the perturbation operator \( H' \) on the CAS ground state,
\[ ||H' \Psi_0||, \]  
(22)
or its variant
\[ ||H' \tilde{\Psi}_0|| \]  
(23)
where \( \tilde{\Psi}_0 \) is the dressed CAS ground state introduced below. These quantities measures the total size of the Slater determinants in the RAS Hilbert space which get activated by applying the full Hamiltonian to the (original or dressed) CAS ground state. (The actual \( \ell \) needed to make these quantities small depends on the system. Of course, a weakly correlated system can be captured sufficiently well by a small number of active orbitals, whereas a significantly larger \( \ell \) is required for strongly correlated systems; see the numerical results below.) We now investigate to what extent the scaling laws \( (18), (19), (20) \) remain correct when only \( (22) \) or \( (23) \) (instead of \( (21) \)
is small. Thus we aim to estimate the CAS and DMRG-RAS error at the physical value $\lambda = 1$ in (7), in terms of $||H^i\Psi_0||$ or $||H^i\tilde{\Psi}_0||$.

**Lower bound on the CAS error.** We start from the variational upper bound (17), which is valid for any $\lambda$, and obtain using (15):

$$E^{0}(\ell, 2) - E_0 \leq \frac{E^{(2)} + E^{(3)}}{1 + ||\Psi^{(1)}||^2}$$  \hspace{1cm} (24)

$$= -\Delta^{-1}||\Psi'||^2 + \Delta^{-2}\langle \Psi'|H'|\Psi'\rangle$$

The Taylor expansion $1/(1 + \Delta^{-2}||\Psi'||^2) = 1 - \Delta^{-2}||\Psi'||^2 + O(||\Psi'||^4)$ and the trivial estimate $||\Psi'|| ||H'|\Psi'|| \leq ||\Psi'|| ||H'\Psi'||$ now give

$$E^{0}(\ell, 2) - E_0 \leq -\Delta^{-1}||H'\Psi_0||^2$$

$$+ O(||H'\Psi_0|| ||H^2\Psi_0|| + ||H'\Psi_0||^4).$$  \hspace{1cm} (25)

Assuming that

$$||H'^2\Psi_0|| \ll ||H'\Psi_0||$$

as $||H'\Psi_0|| \to 0$,  \hspace{1cm} (26)

this inequality says that the CAS error contains a quadratic term in $||H'\Psi_0||$, and that the DMRG-RAS method removes it. More precisely, combining (24) with the trivial fact $E_{FCI} \leq E^{0}(\ell, 2)$ yields the universal lower bound

$$\epsilon_{CAS}(\ell) = E_0 - E_{FCI} \geq E_0 - E^{0}(\ell, 2)$$

$$\geq \frac{|E^{(2)}| - E^{(3)}}{1 + ||\Psi^{(1)}||^2}$$  \hspace{1cm} (27)

and combining (25) with $E_{FCI} \leq E^{0}(\ell, 2)$ gives the asymptotic lower bound

$$\epsilon_{CAS}(\ell) = \Omega(||H'\Psi_0||^2)$$

as $||H'\Psi_0||^2 \to 0$.  \hspace{1cm} (28)

**Upper bound on the DMRG-RAS error.** To obtain such an upper bound, i.e. a lower bound on the full CI energy, we rely on two ingredients, a spectral gap assumption and the notion of dressed CAS ground state.

**Spectral gap assumption.** We take $\Delta$ in eqs. (4)–(5) to be the gap between the pure RAS and the pure CAS ground state energies,

$$\Delta = \text{lowest eigenvalue of } H_{RAS} \rightarrow H_{CAS} (= QHQ)$$

$$- \text{lowest eigenvalue of } H_{CAS} \rightarrow H_{RAS} (= PHP),$$  \hspace{1cm} (29)

and make the assumption that

$$\Delta > 0.$$  \hspace{1cm} (30)

(Here the RAS energy is that in the full RAS space $\mathcal{H}_{RAS}(L - \ell, N)$, see the definition of $Q$ in section [III.A].) This spectral gap assumption is just a minimal (and in practice never violated) restriction on the choice of CAS and RAS orbitals. The above choice of $\Delta$ is independent of (and expected to be much larger than) the spectral gap between ground and first excited state within the CAS, and moreover increases monotonically with $\ell$, thereby promoting smallness of perturbation contributions which scale as inverse powers of $\Delta$.

**Dressed CAS ground state.** By this we mean the normalized projection of the full FCI ground state $\Psi_{FCI}$ onto the CAS,

$$\tilde{\Psi}_0 = \frac{P\Psi_{FCI}}{||P\Psi_{FCI}||}.$$  \hspace{1cm} (31)

This state gives rise to the dressed CAS ground state energy

$$\tilde{E}_0 = \langle \tilde{\Psi}_0 | H_0 | \tilde{\Psi}_0 \rangle$$

and dressed perturbation contributions $\tilde{E}^{(i)}$ and $\tilde{\Psi}^{(i)} (i \geq 1)$, defined by replacing the CAS ground state $\Psi_0$ in [14]–[15] by the dressed ground state $\tilde{\Psi}_0$. Similarly to any embedded quantum system, the dressed ground state and perturbation contributions reflect the entanglement with the environment.

**Lower bound on the FCI energy.** We claim that the FCI energy satisfies the following rigorous lower bound:

$$E_{FCI} \geq \tilde{E}_0 + \tilde{E}^{(2)} - 4||\tilde{\Psi}^{(1)}||^2(\tilde{E}_0 - E_0).$$  \hspace{1cm} (32)

To not interrupt our analysis of the DMRG-RAS method, the proof is relegated to an appendix.

**Matching upper bound on the DMRG-RAS energy.** A closely matching upper bound on the DMRG-RAS energy is obtained by using, instead of the bare first-order-corrected CAS ground state ($\Psi_0 + \Psi^{(1)})$/||$\Psi_0 + \Psi^{(1)}||$, the dressed first-order-corrected CAS ground state ($\tilde{\Psi}_0 + \tilde{\Psi}^{(1)})$||$\tilde{\Psi}_0 + \tilde{\Psi}^{(1)}||$ as a trial function in the variational principle for $E^{0}(\ell, 2)$. Note that this trial function is admissible because, for the same reasons underlying eq. (14),

$$H^i\tilde{\Psi}_0 \in \mathcal{H}_{RAS}(L - \ell, 2).$$  \hspace{1cm} (33)

It follows analogously to (24) that

$$E^{0}(\ell, 2) \leq \tilde{E}_0 + \frac{\tilde{E}^{(2)} + \tilde{E}^{(3)}}{1 + ||\Psi^{(1)}||^2}.$$  \hspace{1cm} (34)

**DMRG-RAS error.** Combining (32) and (34) gives

$$\epsilon_{CAS}(\ell) = E^{0}(\ell, 2) - E_{FCI}$$

$$\leq [\text{r.h.s. of (34)}] - [\text{r.h.s. of (32)}]$$

$$= \frac{\tilde{E}^{(3)} + ||\tilde{\Psi}^{(1)}||^2||\tilde{E}^{(2)}||}{1 + ||\Psi^{(1)}||^2} + 4||\tilde{\Psi}^{(1)}||^2(\tilde{E}_0 - E_0).$$  \hspace{1cm} (35)

Consequently

$$\epsilon_{CAS}(\ell) = O \left( \tilde{E}^{(3)} + ||H^i\tilde{\Psi}_0||^4 + ||H^i\tilde{\Psi}_0||^2(\tilde{E}_0 - E_0) \right)$$

as $H^i\tilde{\Psi}_0 \to 0$.  \hspace{1cm} (36)
Let us discuss the meaning of these error bounds.

(i) Eq. (32) shows that the RAS error tends to zero if the action of the perturbation operator $H'$ on the dressed CAS ground state $\tilde{\Psi}_0$ does so. This is because the latter implies that the r.h.s. of (32) tends to zero.

(ii) Note that for this conclusion neither smallness of $H'$ on the complement of the CAS nor smallness of CAS-complement coupling is required, just a spectral gap and smallness of $H'$ on a specific low-energy CAS state (which is expected to be close to the CAS ground state).

(iii) It turns out in exactly soluble model examples representative of quantum chemical systems (see the next section) that the estimate (36) is typically sharp (as is our lower bound (28)). Unlike predicted by standard perturbation theory, the DMRG-RAS method does not in general capture the term $E(3)$ which is cubic in $H'$.

(iv) Since $H'\tilde{\Psi}_0$ belongs to $\mathcal{H}_{RAS}(L-\ell,2)$, computation of the error bound only requires norm and energy evaluation of CAS and RAS states.

(v) The bounds (28), (36) do not immediately reveal the scaling of the RAS error with respect to $||H'\tilde{\Psi}_0||$ or with respect to the CAS error. This scaling turns out to be system-dependent – exactly so in our model examples in the next section, and approximately so in our numerical results for real molecules in Section IV A.

D. Ladder model

We now exhibit a simplified model which captures key features of the Hamiltonian (2) and the hierarchical structure of the CAS and RAS Hilbert spaces, and sheds light on the quantitative relation between the CAS and RAS error. Select a sequence of normalized quantum states $\Psi_1, \Psi_2, \Psi_3, \ldots$ such that $\Psi_1$ belongs to $\mathcal{H}_{CAS}(\ell_0)$ and $\Psi_j$ only contains Slater determinants which are $2(j-1)$-fold excited with respect to $\mathcal{H}_{CAS}(\ell_0)$. Because of the two-body structure of the Hamiltonian (2), the resulting matrix restricted to the span of the $\Psi_j$ has the form

$$
\begin{pmatrix}
h & v & 0 & 0 & \cdots \\
v & h' & v' & 0 & \cdots \\
0 & v' & h'' & v'' & \cdots \\
0 & 0 & v'' & h''' & \cdots \\
& & & & \ddots
\end{pmatrix},
$$

(37)

where $h = \langle \Psi_1 | H | \Psi_1 \rangle$, $v = \langle \Psi_1 | H | \Psi_2 \rangle$, $h' = \langle \Psi_2 | H | \Psi_2 \rangle$ etc. Typically the diagonal elements will increase and the off-diagonal elements will be of similar order of magnitude. We now make the following simplifying assumptions:

(i) the diagonal elements increase linearly

(ii) the off-diagonal elements are constant.

This yields the model Hamiltonian

$$
H = \begin{pmatrix}
h & v & 0 & 0 & \cdots \\
v & h+g & v & 0 & \cdots \\
0 & v & h+2g & v & \cdots \\
0 & 0 & v & h+3g & \cdots \\
& & & & \ddots
\end{pmatrix},
$$

(38)

with gap parameter $g$ and interaction strength $v$. Further, for simplicity let us focus on the case of just 4 states, that is,

$$
H = \begin{pmatrix}
h & v & 0 & 0 \\
v & h+g & v & 0 \\
0 & v & h+2g & v \\
0 & 0 & v & h+3g
\end{pmatrix},
$$

(39)

which is exactly soluble (see below). We propose to call the model (38) the ladder model. See Figure 2.

![FIG. 2. Top: 4-state ladder model and possible choices of CAS and RAS. Bottom: Spectrum of the ladder model at fixed gap $g = 1$ as a function of the interaction strength $v$ (solid lines). The ground state eigenvalues $E_{k\times k}$ of the top left $k \times k$ blocks of the Hamiltonian are also shown (dotted lines); these correspond to the CAS and RAS energies, with $k$ being the CAS dimension respectively the sum of the CAS and RAS dimensions.](image)

In the 4-level case, there are exactly three possible choices of CAS and RAS, as depicted in the figure: (a) 1d CAS, 1d RAS, (b) 1d CAS, 2d RAS, (c) 2d CAS,
The resulting CAS respectively RAS energies $E_{CAS}$, $E_{RAS}$ are given by the lowest eigenvalue $E_{k \times k}$ of some top left $k \times k$ block $H_{k \times k}$ of $H$, where $k$ is the CAS dimension respectively the sum of the CAS and RAS dimensions. E.g., in case (a), $E_{CAS} = E^{1 \times 1}$ and $E_{RAS} = E^{2 \times 2}$.

We observe that, with $\Psi_0$ and $\bar{\Psi}_0$ denoting the CAS ground state and the dressed CAS ground state as before, in all three cases (a), (b) and (c), at fixed gap $g$ we have

$$H^r \Psi_0 \to 0 \iff H^r \bar{\Psi}_0 \to 0 \iff v \to 0.$$  \hspace{1cm} (40)

Thus the abstract quantitites $[21]$, [23] reduce to the parameter $v$ in the ladder model. Indeed, in cases (a) and (b) we have $\Psi_0 = \bar{\Psi}_0 = \Psi_1$ so that $|H^r \Psi_0| = |H^r \bar{\Psi}_0| = |v|$, and in case (c) the expressions for the CAS and dressed CAS ground state derived in the appendix imply that $|H^r \Psi_0| = (E^{1 \times 1} - E^{2 \times 2})/\sqrt{1 + c^2}$ and $|H^r \bar{\Psi}_0| = (E^{1 \times 1} - E^{4 \times 4})/\sqrt{1 + c^2}$, establishing (40).

Hence in the following we study the CAS and RAS error as a function of the interaction strength $v$ at fixed gap $g$, and denote them by $\epsilon_{CAS}(v)$ and $\epsilon_{RAS}(v)$.

We claim that the model exhibits an exact power law

$$\epsilon_{RAS}(v) \sim a \epsilon_{CAS}(v)^p$$ \hspace{1cm} \text{as} \hspace{0.5cm} v \to 0,  \hspace{1cm} (41)

with non-universal exponent $p$ as given in Fig. 3.

Proof of the scaling law (41). The eigenvalues of the 4-state ladder model (39) can be found exactly, by solving the secular equation $\det(H - E \text{Id}) = 0$. This is done by exploiting that the eigenvalues $E = E(h, g, v)$ satisfy $E(h, g, v) = E(h, g, v) + (h - h)$ and choosing $h$ so as to make the Hamiltonian $H(h, g, v)$ traceless, $\tilde{h} = -\frac{3}{2} g$, in which case the secular equation reduces to a quadratic equation for $E^2$ instead of a 4th order equation for $E$. This yields the following eigenvalues:

$$h + \frac{3g}{2} \pm g \sqrt{\frac{5}{4} + \frac{3}{4} \left(\frac{v}{g}\right)^2 \pm \sqrt{1 + 3 \left(\frac{v}{g}\right)^2 + \frac{3}{4} \left(\frac{v}{g}\right)^2}}.$$ \hspace{1cm} (42)

For a plot of the eigenvalues at fixed gap $g = 1$ as a function of the interaction strength $v$ see Figure 2.

The required eigenvalues of the top left $k \times k$ block of $H$ can also be found exactly, trivially so for $k = 1$ and 2, and for $k = 3$ by making the 3 $\times$ 3 block traceless, in which case the middle eigenvalue of the block must be zero, again reducing the secular equation to just a quadratic equation. The result is

$$E^{1 \times 1} = h$$ \hspace{1cm} (43)

$$E^{2 \times 2} = h + \frac{g}{2} - \frac{g}{2} \sqrt{1 + 4 \left(\frac{v}{g}\right)^2}$$ \hspace{1cm} (44)

$$E^{3 \times 3} = h + g - g \sqrt{1 + 2 \left(\frac{v}{g}\right)^2}$$ \hspace{1cm} (45)

$$E^{4 \times 4} = h + \frac{3g}{2} - g \sqrt{\frac{5}{4} + \frac{3}{4} \left(\frac{v}{g}\right)^2 + \sqrt{1 + 3 \left(\frac{v}{g}\right)^2 + \frac{3}{4} \left(\frac{v}{g}\right)^2}}$$ \hspace{1cm} (46)

Taylor-expanding in the relative interaction strength $\frac{v}{g}$ using $\sqrt{1 + z} = 1 + \frac{1}{2} z - \frac{1}{8} z^2 + \frac{1}{16} z^3 + O(z^4)$ yields

$$E^{2 \times 2} = h - g \left(\frac{v}{g}\right)^2 + g \left(\frac{v}{g}\right)^4 + O\left(\left(\frac{v}{g}\right)^6\right)$$

$$E^{3 \times 3} = h - g \left(\frac{v}{g}\right)^2 + \frac{1}{2} g \left(\frac{v}{g}\right)^4 - \frac{1}{2} g \left(\frac{v}{g}\right)^6 + O\left(\left(\frac{v}{g}\right)^8\right)$$

$$E^{4 \times 4} = h - g \left(\frac{v}{g}\right)^2 + \frac{1}{2} g \left(\frac{v}{g}\right)^4 - \frac{7}{2} g \left(\frac{v}{g}\right)^6 + O\left(\left(\frac{v}{g}\right)^8\right).$$

Hence the error $\epsilon_{k \times k} = E_{k \times k} - E^{4 \times 4}$ satisfies, for $g = 1$,

$$\epsilon^{1 \times 1} \sim \frac{1}{2} \left(\epsilon^{1 \times 1}\right)^2,$$

$$\epsilon^{2 \times 2} \sim \frac{1}{72} \left(\epsilon^{1 \times 1}\right)^3 \sim \frac{2^{3/2}}{12} \left(\epsilon^{2 \times 2}\right)^{3/2}.$$ \hspace{1cm} (47)

This establishes the scaling law (41), with the values for $a$ and $p$ given in Fig. 3.

For the infinite ladder model (38), the above analysis suggests $\epsilon^{k \times k} \sim \text{const} \cdot v^{2k}$, which yields the following prediction for a $k$-dimensional CAS and an $r$-dimensional RAS:

$$\epsilon_{RAS}(v) \sim a \epsilon_{CAS}(v)^{\frac{k+r}{r}} \text{ as } v \to 0.$$ \hspace{1cm} (49)

Thus a power law always holds, but the scaling exponent $p$ can be any rational number bigger than 1.

Stability of the power law. The scaling law (41), including the precise exponents from Figure 3 does not rely on the explicit expressions for the CAS, RAS, and FCI energies, but it can be recovered from the error bounds (28), (30). Incidentally, this demonstrates the high accuracy of these bounds in the asymptotic regime. In fact, these bounds only take into account that $H^r H_{\text{CAS}} \subseteq H_{\text{RAS}}$, so for the ladder Hamiltonian (39) they are independent of the RAS dimension. (Refinements taking the latter into account are possible but not discussed here.) So our claim that these bounds recover (41) and the exponents from Figure 3 holds only for the cases (a) and (c) corresponding to a minimal RAS dimension. More precisely, in case (a) we find

$$\text{r.h.s. of (27)} = v^2 + O(v^4) \text{ as } v \to 0,$$

$$\text{r.h.s. of (34)} = 2v^4 + O(v^6) \text{ as } v \to 0$$ \hspace{1cm} (50)

and in case (c) we find

$$\text{r.h.s. of (27)} = v^4 + O(v^6) \text{ as } v \to 0,$$

$$\text{r.h.s. of (35)} = v^6 + O(v^8) \text{ as } v \to 0,$$ \hspace{1cm} (52)

exactly matching the scaling of the actual CAS and RAS errors and hence predicting the correct exponent $p$. A detailed derivation of (50–53) is given in an appendix.
For careful numerical validation of this scaling law in real systems, with exponents $p$ differing from system to system as expected from theory, see the next section.

Building on Eq. (55), we can predict the exponent $p$, the prefactor $a$ and the offset $E_{\text{FCI}}$ from $E^0_{\text{CAS}}(\ell)$ and $E^0(\ell, 2) = E_{\text{RAS}}(\ell)$. This is achieved by minimizing the mean squared regression error of RAS versus CAS error in a log log plot,

$$\text{MSE} = \frac{1}{n} \sum_{\ell} \left(y_\ell - (p \cdot x_\ell + \log a)\right)^2$$

where $n$ is the number of datapoints and

$$x_\ell = \log\left(E_{\text{CAS}}(\ell) - E_{\text{FCI}}\right), \quad y_\ell = \log\left(E_{\text{RAS}}(\ell) - E_{\text{FCI}}\right).$$

Vanishing of the regression error (56) corresponds to exact validity of the scaling law (55). The minimization over the prefactor $a$ and the exponent $p$ can be carried out explicitly, yielding

$$p_{\text{RAS-x}} = \frac{\sum_{\ell} (y_\ell - \bar{y})(x_\ell - \bar{x})}{\sum_{\ell} (x_\ell - \bar{x})^2}, \quad \log a_{\text{RAS-x}} = \bar{y} - p_{\text{RAS-x}} \bar{x}$$

where $\bar{x}$, $\bar{y}$ are the average values of $x_\ell$ and $y_\ell$. This reduces the minimization of (56) to a numerical minimization over the single free variable $E_{\text{FCI}}$. The predicted FCI energy is then

$$E_{\text{RAS-x}} = \arg \min_{E_{\text{FCI}}} \text{MSE}, \quad \text{MSE given by (56)–(58)}.$$

**IV. NUMERICAL RESULTS**

In this section we provide numerical justification for the theory presented in the previous section, focusing on the prediction given by Eq. (55). Here, let us remark that the overall error of the DMRG-RAS method stems from three main sources: (a) the split of the full orbital space to CAS and RAS parts; (b) the truncation of the RAS part based on $k$; and (c) the error of the DMRG used to approximate the CAS part. The latter one can be controlled using the dynamic block state selection (DBBS) approach [25, 60] to stay below an a priori defined error threshold, $\chi$. The truncation on the RAS part is fixed by choosing $k = 2$. Therefore, the main question to be answered is the error dependence on $\ell$. We remark here that the $\ell$-dependence hinges on a good choice of the CAS space and on the chosen basis [27, 62]. Since orbitals lying close to the Fermi surface possess the largest one-orbital entropies [25], a selection based on orbital entropy together with keeping the almost fully occupied orbitals in the CAS space is an efficient protocol [25, 46, 63].
lim_{\chi \to 0} E_0^\chi(\ell, k). In this work, we have not performed this step since both \(\varepsilon_{\text{CAS}}\) and \(\varepsilon_{\text{RAS}}\) were found to be larger by at least one order magnitude than \(\chi\) for the accessed \(\ell\) values and for the systems studied below.

### A. Numerical justification of the scaling law

First we investigate smaller systems with full-CI Hilbert space dimension not exceeding \(10^{10}\), so that exact diagonalization can be carried out and the full-CI energy is available.

In Fig. 4 we consider the CH\(_2\) molecule. The absolute error of the DMRG-RAS ground state energy, \(\varepsilon(\ell)_{\text{RAS}}\), is plotted as a function of the absolute error of the CAS ground state energy, \(\varepsilon(\ell)_{\text{CAS}}\), on a double logarithmic scale, using the split valence basis. In the full orbital space this describes the correlation of 6 electrons on 12 (spatial) orbitals, i.e., CAS(6,12) with \(\dim \mathcal{H}_{\text{FCI}} \approx 1.3 \times 10^9\). In order to acquire numerically exact data we have set the DMRG bond dimension to \(D = 16384\) and the residual error of the Davidson diagonalization method to \(\varepsilon_{\text{Davidson}} = 10^{-11}\). It is clearly seen in the figure that data points for increasing \(\ell\) values fall on a line on the double logarithmic scale. This justifies the prediction of Eq. [54].

In fact the fitted exponent comes out as \(p = 2.09\), a value that is very close to the value suggested by classical perturbation theory (eq. [20]).

Next, we consider the F\(_2\) molecule at \(d = 2.118a_0\) in the cc-pVDZ basis corresponding to CAS(14,28). The solid line is a double logarithmic scale for the CH\(_2\) molecule at \(d = 2.68797a_0\) using the basis of split valence orbitals corresponding to CAS(18,18).

### B. Numerically predicting the FCI energy within chemical accuracy

Turning towards much larger systems and with more pronounced correlations, i.e., to multi-reference problems, we show results for the N\(_2\) molecule at inter molecular distance \(d = 2.118a_0\) in the cc-pVDZ basis and for the C\(_2\) molecule at \(d = 1.25\)\(\AA\) in the frozen core cc-pVTZ basis \[55\], i.e., for CAS(14,28) with \(\dim \mathcal{H}_{\text{FCI}} \approx 5.8 \times 10^{12}\) and CAS(8,58) with \(\dim \mathcal{H}_{\text{FCI}} \approx 6.3 \times 10^{11}\), respectively. In both cases, the same numerical settings have been applied as for F\(_2\). The numerically estimated full-CI ground state energy was taken from Ref. \[59\] and from \[27\], respectively. The data show near-perfect agreement with the behavior predicted from theory, and the slopes of the fits are \(p_{\text{fit}} = 3.6\) and 3.3, respectively. Therefore, we can conclude that the power law scaling in eq. [54] holds for realistic systems.

We now demonstrate that the new extrapolation method presented in Sec. [III E] by Eq. [55] can be applied to realistic systems, providing both the ground state energy within chemical accuracy and an intrinsic error estimate for the DMRG-RAS calculation which does not require external reference data. In Fig. 5 the result of this minimization procedure providing \(p_{\text{RAS-X}}\) and \(E_{\text{RAS-X}}\) is presented for CH\(_2\), F\(_2\), N\(_2\) and C\(_2\). The predicted exponents...
TABLE I. Absolute error of the ground state energy for various systems, for the CAS, RAS, and RAS-X method. For the first two methods we used the largest ℓ values (i.e., the maximal number of CAS orbitals, ℓmax) in Figures 4 and 5. Also shown: ratio L/ℓmax of total number of orbitals to maximal number of CAS orbitals, and ratio of RAS-X to RAS error. Note that the RAS-X method achieves chemical accuracy (1 kcal/mol or 0.0016 a.u.) in all cases.

| system | εCAS | εRAS | εRAS-X | L/ℓmax | εRAS-X/εRAS |
|--------|------|------|--------|--------|-------------|
| F₂     | 0.0941 | 0.0023 | 0.0011 | 1.20   | 0.48        |
| CH₂    | 0.0690 | 0.0009 | -0.0004 | 1.33   | 0.29        |
| N₂     | 0.1662 | 0.0030 | 0.0007 | 1.75   | 0.23        |
| C₂     | 0.1159 | 0.0014 | 0.0001 | 3.22   | 0.07        |

are in all cases close to the fitted values obtained by using corresponding Full-CI reference energies (see Figs. 4 and 5); in fact, in case of C₂, the difference is of the order of 10⁻². More importantly, the extrapolation reduces the absolute error in the ground state energies significantly. The lowest values of the absolute error in the ground state energy achieved at the largest values of ℓ for the CAS and RAS methods, together with extrapolated values, are summarized in Tab. I. Our numerical data demonstrate that the absolute error is reduced by one to two orders of magnitude by the DMRG-RAS method with respect to the restricted CAS space solution, and it is further reduced by a factor of 2 to 15 via the new extrapolation procedure according to Eq. (56). This further reduction in error becomes monotonically better as the ratio L/ℓmax of total number of orbitals to maximal number of CAS orbitals increases, as is seen from the last two columns of the table. In addition, the difference between E_RAS and E_RAS-X provides an estimate of the error of a DMRG-RAS calculation without reference to external data, which is a unique and in our opinion very important feature among methods developed for electronic structure calculations.

As a final test we have repeated our analysis for stretched geometries of N₂, i.e., for bond lengths d = 2.700ₐ₀ and 3.60₀ₐ₀. By increasing d the multi reference character of the wave function, i.e., the contribution of dynamic correlations, becomes more pronounced. In Table II the DMRG and CC energies obtained for the full orbital space, together with extrapolated full-CI energies, E_RAS-X and related exponents p_{RAS-X} using ℓ = 8...16 are summarized. Values of p_fit obtained by direct fits of ε_{RAS} vs ε_{CAS} using the full-CI reference energies, as shown in Fig. 5 are also included for comparison. Our result confirms that the DMRG-RAS-X method provides very accurate energy values not only for equilibrium geometries but also in situations when dynamic correlations are even more pronounced.

C. Results for large basis sets and the stability of the DMRG-RAS-X method

In this section, we present our results for larger systems and larger basis sets. For such systems the full-CI energy is not available, so our DMRG-RAS and DMRG-RAS-X results can only be compared to calculations performed with conventional methods like CC or MRCI, or to reference data accessible in the literature.

First, we show our result for the notoriously strongly correlated chromium dimer which is subject to usual benchmark calculations even nowadays. Our result for Cr₂ in a natural orbital basis ob-
tained from the cc-pVDZ atomic basis (see Ref. [27]) at its equilibrium geometry, \( d = 1.6788 \text{Å} \), corresponding to a full orbital space \( \text{CAS}(12,68) \) with \( \dim H_{\text{FCI}} \approx 5 \times 10^{16} \), is shown in Fig. 4. In the numerical calculations we have used \( M_{\text{min}} = 2048, M_{\text{max}} = 10000, \chi = 10^{-6}, \epsilon_{\text{Davidson}} = 10^{-6} \) and eleven sweeps. Here, due to the large orbital space we do not have access to the full-CI energy, so we first perform our extrapolation scheme yielding the predicted parameters shown in Fig. 4 (a) and (b). Next, using the predicted full-CI energy, \( E_{\text{RAS-X}} = -2086.891 \), we show in Fig. 4 (c) that the linear scaling on double logarithmic axes for different \( \ell \) values is recovered, as expected. Comparing our result to CCSD, CCSD(T), CCSDT, and CCSDTQ (\( E = -2086.7401, -2086.8785, -2086.8675, -2086.8689 \)), respectively) we conclude that our data point \( E^{0}(17,2) = -2086.8769 \) is already below the CCSDTQ by \( 8 \times 10^{-3} \), while the extrapolated energy is between \( E_{\text{RAS-X}} = 2086.884 \) (\( p_{\text{RAS-X}} = 2.06 \)) and \( E_{\text{RAS-X}} = 2086.891 \) (\( p_{\text{RAS-X}} = 1.88 \)) using the first 12 or 14 data points in the fit, leading to an error estimate of the order of \( 10^{-3} \). We have excluded the last three data points from the fit (\( \ell = 15, 16, 17 \)) since the dynamically selected DMRG bond dimension has hit the upper threshold \( M_{\text{max}} \).

Next, we analyze the stability of the extrapolation with respect to the accuracy threshold imposed on DMRG. Lowering the accuracy, i.e., using \( \chi = 10^{-4} \), our data points for the largest \( \ell \) values shifted upwards by the order of \( 10^{-3} \) and we obtained \( E_{\text{RAS-X}} = -2086.881 \) with \( p_{\text{RAS-X}} = 2.08 \). Increasing the value of \( \chi \) further to \( 10^{-3} \) we obtained \( E^{0}(14,2) = -2086.8599 \) with \( \max(M) \approx 4000 \) only, and the extrapolation yielded \( E_{\text{RAS-X}} = -2086.873 \) with \( p_{\text{RAS-X}} = 2.02 \). Therefore, DMRG-RAS-X even with limited accuracy, i.e., with limited computational demands, can provide a better and hence a more accurate energy than the high rank CCSDTQ coupled cluster approach. That \( E_{\text{RAS-X}} \) with \( \chi = 10^{-4} \) is more accurate here than \( E_{\text{CCSDTQ}} \) follows from the fact that \( E_{\text{CCSDTQ}} > E_{\text{RAS-X}}(\chi = 10^{-4}) > E^{0}(17,2) > E_{\text{FCI}} \).

Finally we discuss results for the dicarbon molecule, but for the significantly larger cc-pVQZ basis set with frozen cores for \( d = 1.25 \text{Å} \) corresponding to \( \text{CAS}(8,108) \) with \( \dim H_{\text{FCI}} \approx 1 \times 10^{14} \). See Fig. 8. Our extrapolation procedure yields \( p_{\text{RAS-X}} = 3.48 \) and \( E_{\text{RAS-X}} = -75.803 \) using \( \ell = 4 \ldots 14 \). Note that the error of the bare \( E(14,2) = -75.7971 \) is \( 3.6 \times 10^{-3} \) with respect to the \( E_{\text{CCSD(T)}} = -75.8007 \) reference value. Again the linear trend seen in Fig. 8 (c) using \( p_{\text{RAS-X}} \) and \( E_{\text{RAS-X}} \) confirms the theory even for very large basis sets.

**D. Results for a large chemical complex: FeMoco**

In this section, we apply our approach to a large chemical complex, namely the FeMoco, which is in the focus of modern quantum chemistry [65,71], due to its important role in nitrogen fixation (i.e., reduction of nitrogen \( \text{N}_2 \)) to ammonia (\( \text{NH}_3 \)) [72], which is essential for the biosynthesis of nucleotides like DNA underlying all life forms on earth. Computing the electronic states of the FeMoco, however, poses a great challenge and even the appropriate model space is subject to debate [69]. Here, we restrict ourselves to a model space introduced in Ref. [68], since in this case there are various reference data in the literature obtained by different methods (see Ref. [70]) that we can compare to our approach. This problem corresponds to a CAS space describing the correlation of 54...
Ground state energy

| Method                  | Ground state energy  |
|------------------------|----------------------|
| i-FCIQMC-RDME          | -13482.17495(4)      |
| i-FCIQMC-PT2           | -13482.17845(40)     |
| sHCl-VAR               | -13482.16043         |
| sHCl-PT2               | -13482.17338         |
| DMRG                   | -13482.17681         |
| DMRG(D=8192)           | -13482.1718          |
| DMRG(D=10240,NO)       | -13482.1754          |
| RAS(23)                | -13482.1421          |
| RAS(23,NO)             | -13482.1544          |

TABLE III. Top: Non-extrapolated ground state energies obtained by various methods \[68, 70\] for the FeMoco orbital space introduced in Ref. \[68\]. Bottom: our results, including data for natural orbitals as well.

Non-extrapolated ground state energy values obtained by DMRG and FCIQMC methods presented in Refs. \[69, 70\], as well as our results, are summarized in Tab. III. Here, for the sake of completeness, we also performed DMRG calculations on the full orbital space for bond dimension values up to \(D = 10240\). In addition, to improve the optimal basis we have performed a DMRG calculation on the full orbital space using a fixed bond dimension \(D = 3000\) and determined the corresponding natural orbital basis. Since our DMRG-RAS implementation is not updated yet to handle non Abelian symmetries, we have utilized only U(1) symmetries for the full orbital space reference calculations.

Next, we discuss ground state energy values involving extrapolation. An extrapolation using large scale DMRG calculations for the bond dimension in the range of \(D = 2000 – 4000\) provided \(E = -13842.180\) \[69\] while extrapolation based on semi-stochastic heat bath configuration interaction (SHCI) variational and total energies gave \(E \simeq -13842.1825\) \[69\]. Our results for the FeMoco obtained for fixed bond dimension values on the full orbital space after ordering optimization are shown in Fig. 9 for two orbital sets. In panel (a), the ground state energy shifted by 13482 is shown for the model space taken from Ref. \[68\] and for natural orbitals, as a function of the inverse bond dimension. The solid line is a naive extrapolation using a 4th order polynomial. It is clearly visible that for a given \(D\) value lower energies are obtained for the NO-basis and the extrapolated energy is around \(-13842.179\). In panel (b) extrapolations are presented as a function of the truncation error \((\epsilon_{tr})\) for data points collected from the last DMRG sweep, i.e., \(\min(E)\) vs \(\max(\epsilon_{tr})\). Again, for a given \(D\) value lower truncation error values are obtained for the NO basis as expected. Nevertheless, data points fall more or less on a line and this extrapolation scheme is more reliable and more common in practice, leading to a lower ground state energy lying between \(-13842.82\) and \(-13842.83\). However, due to the very limited range of \(\epsilon_{tr}\) values a more reliable extrapolation would require even larger \(D\) values. For the same reason, the more rigorous extrapolation method via the DBSS procedure by using a broader range of fixed \(\chi\) could not be used.

In contrast to this, our DMRG-RAS-X method only requires significantly smaller CAS spaces. Results using \(\chi = 10^{-5}\), \(D_{min} = 2048\), \(D_{max} = 10000\) are shown in Fig. 10(a) for various \(\ell\) values up to \(\ell = 23\). An almost perfect linear scaling on the log-log scale is again observed in the asymptotic regime. Here we remark that for \(\ell \geq 22\), the upper bound on \(D\) has been reached for a few DMRG steps; thus we omitted the last two data points in our fit, yielding \(E = -13842.182\), \(p = 4.93\) and \(a = 5.87\). So both our extrapolations based on \(\min(E)\) vs \(\max(\epsilon_{tr})\) respectively DMRG-RAS-X agree to SHCI within chemical accuracy.

Repeating the same analysis for the natural orbitals, we obtained lower \(E_{CAS}(\ell)\) and \(E_{RAS}(\ell)\) values for all \(\ell\) compared to the original basis, but the enforced upper bound \(M_{max} = 10000\) has already been reached for \(\ell \geq 19\). Therefore, in the extrapolation we have excluded the last four data points. The DMRG-RAS-X method now leads to a slightly lower energy for \(\ell \leq 19\), \(E = -13842.183\), but with a much smaller exponent \(p = 2.06\). In fact, this lower exponent is the expected trend based on the analysis of the ladder model. Note also that both the CAS and the RAS errors shifted to lower values due to the more optimal basis, as expected.

Generating more data points within the enforced trun-
cation error tolerance would be desirable but requires larger bond dimensions than used here; nevertheless, even the excluded data points still lie nearly on a straight line as is shown in Fig. 10(b).

We conclude that the DMRG-RAS-X procedure has again lead to a very stable and robust extrapolation method even for a strongly correlated chemical complex like the FeMoco, requiring significantly lower computational cost than previous efforts due to smaller CAS spaces for the model space of Ref. [68].

We have shown that DMRG-RAS is an embedding method which accounts for forward and backward scattering between the CAS and the EXT (RAS) orbital spaces, unlike previous post-DMRG approaches like perturbation theory or tailored coupled cluster. We also showed that the method is variational, providing an upper bound on the true energy.

(b) We have derived a power law error scaling which relates the bare CAS energy and the DMRG-RAS energy as the CAS size is varied, by introducing and analyzing a model Hamiltonian which captures key features of the full Hamiltonian such as its two-body nature and the hierarchical structure of the CAS and RAS Hilbert spaces. Such a power law makes DMRG-RAS superior to other methods such as DMRG-TCC where errors are not even monotone. Based on the theory we introduced a new extrapolation method, dubbed DMRG-RAS-X, that is argued to provide the ground state energy within chemical accuracy for large systems as well. Moreover the difference between the DMRG-RAS and DMRG-RAS-X energy provides a useful intrinsic estimate of the DMRG-RAS error.

(c) We have numerically justified the validity of the power law error scaling for various small and large systems possessing single and multi reference characters, using full-CI reference energies from the literature or provided by large scale DMRG calculations on the full orbital space. We have also demonstrated that the absolute error is reduced significantly by the new extrapolation method, with better and better error reduction as the fraction of RAS orbitals increases, as inevitably happens for large systems.

(d) We have applied DMRG-RAS-X to obtain new benchmark predictions of the full-CI ground state energy for the chromium dimer and for the dicarbon using very large basis sets, which improve on previous high excitation rank coupled cluster reference data.

(e) We have used DMRG-RAS-X to obtain a carefully validated prediction of the full-CI ground state energy for the strongly correlated large chemical complex FeMoco for the model space introduced in Ref. [68].

The DMRG-RAS method is variational, free of uncontrolled errors, and – together with the new extrapolation method, the DMRG-RAS-X – very robust, achieving chemical accuracy with limited computational demands. These unique properties make DMRG-RAS-X a vital alternative method for electronic structure calculations.

Extension of our analysis to ground and excited states in strongly correlated molecular clusters and to higher dimensional quantum lattice models via fermionic mode optimization [35, 36, 62] is under progress.

APPENDIX: LOWER BOUND ON THE FCI ENERGY

Here we prove the lower bound [32]. Let $H = H_0 + H'$ be the partitioning of the Hamiltonian introduced in section III A with $\Delta$ as defined in [29], and let $\Psi_0$ be the dressed CAS ground state (eq. (31)), that is, the normalized projection of the FCI ground state onto the CAS Hilbert space $\mathcal{H}_{\text{CAS}}(\ell)$. The FCI ground state $\Psi_{\text{FCI}}$
can then be decomposed as

\[ \Psi_{\text{FCI}} = \sqrt{1 - \delta^2} \Psi_0 + \Psi^\perp \]

with inaccessible part \( \Psi^\perp \in \mathcal{H}_{\text{CAS}}(\ell)^\perp \) of norm \( ||\Psi^\perp|| = \delta \in [0,1] \). To estimate the size of \( \delta \), we expand using

\[ (\langle \Psi_{\text{FCI}} | H | \Psi_{\text{FCI}} \rangle ) = (1 - \delta^2) \langle \Psi_0 | H_0 | \Psi_0 \rangle + 2 \Re b \langle \Psi_0 | H_0 | \Psi^\perp \rangle + \langle \Psi^\perp | H_0 | \Psi^\perp \rangle \]

(59)

\[ \geq \tilde{E}_0 - \delta^2 (\tilde{E}_0 - E_0) + \Delta ||\Psi^\perp||^2 + 2 \Re b \langle \Psi_0 | H' | \Psi^\perp \rangle \]

Here we have used that \( H' \) is \( \geq 0 \) on the orthogonal complement of \( \mathcal{H}_{\text{CAS}}(\ell)^\perp \), thanks to the definition of \( \Delta \) (eq. (29)). The auxiliary problem to minimize \( I(\Phi^\perp) \) over arbitrary states \( \Phi^\perp \in \mathcal{H}_{\text{CAS}}(\ell)^\perp \) (not required to have norm \( \delta \)) has the unique solution

\[ \Phi^\perp = -\frac{1}{\Delta} b H' \tilde{\Psi}_0 \]

(note that \( H' \tilde{\Psi}_0 \in \mathcal{H}_{\text{CAS}}(\ell)^\perp \)), corresponding to the minimum value

\[ I(\Phi^\perp) = (1 - 2b) \frac{1}{\Delta} ||H' \tilde{\Psi}_0||^2 \geq \frac{1}{\Delta} ||H' \tilde{\Psi}_0||^2 = \tilde{E}^{(2)} \]

The right hand side equals \( I(\Phi^\perp) \) with \( b = 1 \), which is precisely the dressed 2nd order perturbation correction to the dressed CAS energy \( \tilde{E}_0 \). Likewise, \( \Phi^\perp \) with \( b = 1 \) is the dressed wavefunction correction \( \tilde{\Psi}^{(1)} \). It follows that

\[ E_{\text{FCI}} \geq \tilde{E}_0 + \tilde{E}_2 - \delta^2 (\tilde{E}_0 - E_0). \]

(60)

We now use that the left hand side of (59) is upper-bounded by the CAS energy \( E_0 \) and that the term \( (1 - \delta^2) \tilde{E}_0 \) is lower-bounded by \( (1 - \delta^2) E_0 \). It follows that

\[ E_0 \geq E_{\text{FCI}} \geq E_0 + \Delta \delta^2 + 2 \Re b \langle \Psi_0 | H' | \Psi^\perp \rangle. \]

The last term on the right hand side is, by the Cauchy-Schwarz inequality and the fact that \( b \leq 1 \), lower-bounded by \( -2 ||H' \tilde{\Psi}_0|| \delta \), giving

\[ 0 \geq \Delta \delta^2 - 2 ||H' \tilde{\Psi}_0|| \delta. \]

But the quadratic function \( f(\delta) = \Delta \delta^2 - c \delta \ (c \geq 0) \) is only \( \leq 0 \) in the interval \( [0, c/\Delta] \), giving

\[ \delta \leq \frac{2 ||H' \tilde{\Psi}_0||}{\Delta}. \]

(61)

Substitution of (61) into (60) gives the final lower bound

\[ E_{\text{FCI}} \geq \tilde{E}_0 + \tilde{E}_2 - \left( \frac{2 ||H' \tilde{\Psi}_0||}{\Delta} \right)^2 (\tilde{E}_0 - E_0). \]

Note that, since \( H' \tilde{\Psi}_0 \) belongs to \( \mathcal{H}_{\text{RAS}}(L - \ell, 2) \), this lower bound only involves Hamiltonian matrix elements and norms of states inside the accessible parts \( \mathcal{H}_{\text{CAS}}(\ell) \) and \( \mathcal{H}_{\text{RAS}}(L - \ell, 2) \) of the full Hilbert space.

**APPENDIX: STABILITY OF THE SCALING LAW FOR THE LADDER MODEL**

In this appendix we provide a detailed derivation of the asymptotic results (50)-(53). In case (a), \( \Psi_0 = \Psi_0 = (1, 0, 0, 0)^T \) and

\[ H' = \begin{pmatrix} 0 & v & -\Delta & v \\ v & 1 - \Delta & v & -\Delta \\ -\Delta & v & 2 - \Delta & v \\ v & -\Delta & v & 3 - \Delta \end{pmatrix}, \]

with \( \Delta \) maximal so that the bottom right \( 3 \times 3 \) block of \( H' \) is \( \geq 0 \). Explicitly, \( \Delta = 2 - \sqrt{1 + 2v^2} = 1 - v^2 + O(v^4) \). Using (15) we find

\[ E^{(2)} = \tilde{E}^{(2)} = -v^2 + O(v^4), \]

(62)

\[ ||\Psi^{(1)}||^2 = ||\tilde{\Psi}^{(1)}||^2 = v^2 + O(v^4), \]

(63)

\[ E^{(3)} = \tilde{E}^{(3)} = v^4 + O(v^6), \]

(64)

\[ \tilde{E}_0 - E_0 = 0. \]

(65)

Consequently

\[ \text{r.h.s. of (27)} = v^2 + O(v^4) \text{ as } v \to 0, \]

(66)

\[ \text{r.h.s. of (35)} = 2v^4 + O(v^6) \text{ as } v \to 0, \]

(67)

exactly matching the scaling of the actual CAS and RAS errors and hence predicting the correct exponent \( p \). Note also that here the two terms \( E^{(3)} \) and \( ||\Psi^{(1)}||^2 \) appearing in the RAS error bound are not just of the same order as the true error, but also of same order with respect to each other, unlike what standard perturbation theory predicts!

Turning to case (c), we first determine \( \Psi_0 \) and \( \tilde{\Psi}_0 \). The first component of the CAS eigenvalue equation \( H^{2 \times 2} \Psi_0 = E^{2 \times 2} \Psi_0 \) gives \( E^{1 \times 1} (\Psi_0)_1 + v (\Psi_0)_2 = E^{2 \times 2} (\Psi_0)_1 \), and the first component of the full eigenvalue equation \( H \Psi = E^{4 \times 4} \Psi \) for the full ground state \( \Psi \) gives \( E^{1 \times 1} (\Psi_0)_1 + v (\Psi_0)_2 = E^{4 \times 4} (\Psi_0)_1 \). It follows that

\[ \Psi_0 = \begin{pmatrix} 1 \\ c \\ 0 \\ 0 \end{pmatrix} \frac{1}{\sqrt{1 + c^2}}, \]

\[ \tilde{\Psi}_0 = \begin{pmatrix} 1 \\ \frac{c}{\sqrt{1 + c^2}} \\ 0 \\ 0 \end{pmatrix}. \]
with $c = -(E^{1×1} - E^{2×2})/v$, $\hat{c} = -(E^{1×1} - E^{4×4})/v$. Moreover, we now have

$$H' = \begin{pmatrix}
0 & 0 & v & 2 - \Delta & \nu \\
0 & 0 & \nu & 3 - \Delta & v
\end{pmatrix},$$

with $\Delta$ maximal so that the bottom right $2 \times 2$ block of $H'$ is $\geq 0$, i.e., $\Delta = \frac{3}{2} - \frac{1}{2} \sqrt{1 + 4\nu^2} = 2 - \nu^2 + O(\nu^4)$. Plugging these expressions into (15) and using $c = -\nu + v^3 + O(\nu^3)$, $\hat{c} = -v + v^3 + O(\nu^3)$, one finds that

$$E^{(2)} = -\frac{v^4}{4} + O(\nu^6),$$

$$E^{(2)} = -\frac{v^4}{4} + O(\nu^6),$$

$$||\Psi^{(1)}||^2 = \frac{v^4}{4} + O(\nu^6),$$

$$||\tilde{\Psi}^{(1)}||^2 = \frac{v^4}{4} + O(\nu^6),$$

$$E^{(3)} = \frac{v^6}{4} + O(\nu^8),$$

$$\tilde{E}^{(3)} = \frac{v^6}{4} + O(\nu^8),$$

$$\tilde{E}_0 - E_0 = O(\nu^6).$$

Consequently

$$\text{r.h.s. of (27)} = \frac{v^4}{4} + O(\nu^6) \text{ as } v \to 0,$$

$$\text{r.h.s. of (35)} = \frac{v^6}{4} + O(\nu^8) \text{ as } v \to 0,$$

again matching the scaling of the actual CAS and RAS errors and predicting the correct exponent $p$.
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