Exploration of Feature Extraction Methods and Dimension for sEMG Signal Classification
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Abstract: It is necessary to complete the two parts of gesture recognition and wireless remote control to realize the gesture control of the automatic pruning machine. To realize gesture recognition, in this paper, we have carried out the research of gesture recognition technology based on surface electromyography signal, and discussed the influence of different numbers and different gesture combinations on the optimal size. We have calculated the 630-dimensional eigenvector from the benchmark scientific database of sEMG signals and extracted the features using principal component analysis (PCA). Discriminant analysis (DA) has been used to compare the processing effects of each feature extraction method. The experimental results have shown that the recognition rate of four gestures can reach 100.0%, the recognition rate of six gestures can reach 98.29%, and the optimal size is 516–523 dimensions. This study lays a foundation for the follow-up work of the pruning machine gesture control, and provides a compelling new way to promote the creative and human computer interaction process of forestry machinery.
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1. Introduction

The electromyogram (EMG) signal is a vital biosignal produced by the electrical activity of muscle fibers during contraction or relaxation, and can be detected on the surface of the skin [1]. The EMG signal is a non-stationary random signal and usually requires noise reduction and signal amplification [2]. The development of EMG signal recognition systems has become a research hotspot [3–7]. However, in these studies, there are few applications related to forestry machinery. Based on the wireless remote-control automatic wood pruning machine developed in Japan [8], we have developed the BSR-Z23 radio remote automatic pruning machine [9], which can effectively improve the pruning efficiency and ensure the personal safety of the operators. At present, the automatic pruning machine control method is the traditional button type control [10]. Compared with the push-button control, the gesture control method based on the sEMG signal makes the consciousness of the human body and the mechanical device uniform. With the characteristics of straightforwardness and flexibility, it can realize natural control, intuitive operation [11]. The advantages have practical significance for the operations in the forest area, and it is easy to develop portable equipment, which provides a new idea for promoting the creative and human computer interaction process of forestry machinery [12].

The success of the EMG control scheme depends largely on feature computation and selection. So far, no studies have identified what types of features can fully express the mathematical properties
of sEMG signals. If too many features are selected, the calculation and complexity of the classifier will be increased, and the recognition efficiency will be reduced. If too few features are selected, the information contained in the EMG signal will be lost and not contribute to the classification in subsequent identification steps. At present, the sEMG signal feature calculation methods mainly include time-domain, frequency-domain, time-frequency-domain, and nonlinear dynamics analysis [12–14]. In time-domain analysis, there are mean absolute value [15], root mean square [16], Wilson amplitude [15], zero-crossing rate [17], wavelength [18], and some time-domain model parameters, such as auto-regressive parameter model coefficients [17]. Power spectrum analysis is commonly used in frequency-domain analysis methods. Time-frequency domain analysis includes wavelet decomposition [19] and wavelet packet decomposition. Among the nonlinear dynamics methods, calculation of the information entropy [20,21] and the maximum Lyapunov exponent [22] are the main methods.

To reduce the dimensionality of signal features, Phinyomark et al. [23] have proposed thirty-seven time-domain and frequency-domain features for studying the characteristics of EMG signals, among which the most recommended ones are the mean absolute value, waveform length, Wilson amplitude, auto-regressive, mean absolute value slope, and mean frequency. Bakshi et al. [24] have employed a Kernel Least Square Tracker (KRLS-T) to estimate dimensional wrist kinematics from the sEMG signals of forearm muscle groups. But the accuracy is not high enough. In conjunction with wavelet analysis, Fairley et al. [25] have used principal component analysis (PCA) and feature selection algorithms to reduce the number of dimensions and achieve automatic detection of EMG signals. Xing et al. [26] combined LDA with the wavelet packet transform to develop a novel feature selection method based on a depth recursive search algorithm. Such that the high-dimensional features can be reduced using a supervised feature reduction algorithm. Xie et al. [27] have proposed a multi-scale bidirectional two-dimensional PCA method for high-dimensional biomedical signal analysis, which realized the dimensionality reduction of high-dimensional signals and proved to be highly efficient. Wang et al. [28] have applied LDA classify the sEMG signals from 2 electrodes and recognize the grasping force. Although these methods have achieved good experimental results, their research is only for specific gestures. There is no demonstration of compliance with the classification requirements of other combinations of actions.

It is necessary to complete the two parts of gesture recognition and wireless remote control to realize the gesture control of the automatic pruning machine. To realize gesture recognition, in this paper, we have carried out the research of gesture recognition technology based on surface electromyography signal, and discussed the influence of different numbers and different gesture combinations on the optimal size. In order to explore the classification effects of different gesture combinations and different gestures, this paper applies four feature extraction methods and six classification algorithms to classify sEMG signals. Moreover, under the condition of setting different feature data sizes and using different classification algorithms, the recognition accuracy of each feature extraction method is obtained. The study lays a foundation for the follow-up work of the pruning machine gesture control and provides a compelling new way to promote the intelligent and human computer interaction process of forestry machinery.

2. Materials and Methods

2.1. Materials

We applied the RM6240B multi-channel physiological signal acquisition and processing system to acquire the sEMG signal. The signal sampling frequency reached 100 up to kHz, and it simultaneously acquired four channels of signals. The sampling frequency of the acquisition device was set to 1000 Hz. According to the operation command of the forestry machinery, combined with the function of the forearm muscle, we designed six types of gestures [29], which comprised fist, palm lateral supination, palm lateral pronation, palm supination, palm pronation, and finger spread, corresponding to median,
ascending, descending, idle, operation, and walking, respectively. We used patch electrodes to collect 4-way sEMG signals derived from the palmaris longus muscle of the forearm, the brachioradialis muscle, the extensor digitorum muscle, and the extensor carpi ulnaris muscle. The placement of the chip electrodes is shown in Figure 1. The determination of the target muscle was based on the following factors: first, muscles in the shallow forearm were preferentially selected; second, the function of the muscles corresponds to the gesture movement; finally, the position of the selected muscles is easy to find. The average age of the subjects was 23 years, including 12 males and three females. The subjects had no neuromuscular disease. In the last six months, there were no injuries to the forearm that affected the movement of the hand.

![Figure 1. Photo of placement positions of surface electrodes. (a) is the abdominal positions of the palmaris longus muscle and brachioradialis muscle; (b) is the abdominal positions of the extensor digitorum muscle and extensor carpi ulnaris muscle.](image-url)

In the signal acquisition, each group experiment included six actions, which were fist punching, punching, valgus, inversion, upper cutting, and lower cutting. The following action sequence was used to collect each set of motion signals: gesture 1 for 2 s → relax for 5 s → gesture 2 for 2 s → ... → gesture 6 for 2 s. Once an action sequence was completed, the subject had a 2-min relaxation period to prevent muscle fatigue. The acquisition instrument recorded the EMG signal continually, so the segment of sEMG signals contained both the motion signal segment and the no-action signal segment. Finally, 150 4-way motion signals were obtained in the acquisition experiment, in which each segment contained six myoelectric features of gestures. The signals obtained after pre-processing constituted the data sets of this study. The data set was tagged for the calculation of classification accuracy.

The signal pre-processing process included mainly noise cancellation, amplification, and active segment detection. First, 50 Hz power-frequency interference and other noise in the sEMG signal were eliminated by using a 50 Hz notch filter and a bandpass filter that allowed only frequency components between 10 and 450 Hz to pass. Then, the amplitude of the sEMG signal was amplified by a factor of 1000. Finally, to confirm the starting point and end of the motion, the moving average method was used to detect the active segment of the sEMG signal. The result of the active segment detection is shown in Figure 2. The red “×” indicates the starting point of the action, and the green “×” indicates the ending point of the action. After successfully segmenting the motion signal segment, 1024 sample points were taken in each segment of the signal for calculating features.

![Figure 2. sEMG signal waveform and activity segment detection.](image-url)
2.2. Methods

2.2.1. Feature Computation

The primary task of feature computation is to perform a series of operations on the EMG signal to represent the original signal. To fully reflect the information in the signal, we calculated 27 characteristics from four categories. Feature vectors with a total of 252-dimensions were obtained. The gesture classification procedure based on sEMG signals is shown in Figure 3. Four feature extraction methods were used to treat the feature vector, and six classification methods were used for the feature extraction of the data.

The gesture classification process based on sEMG signal.

- **Time-features**

  The time-domain feature had the advantage of simple calculation and effective representation of signal characteristics. Therefore, ten time-domain features were selected for feature calculation. They were the mean absolute value (MAV) [15], root mean square (RMS) [16], Wilson amplitude (WAMP) [15], zero-crossing (ZC) [17], waveform length (WL) [18], the mean absolute value slope (MAVS) [30], slope sign change (SSC) [31], variance (VAR) [32], autoregressive (AR) coefficient of sEMG signal [27], and the AR coefficients from the first difference (FDAR) of the sEMG signal.

- **Frequency-features**

  The power spectrum waveform of the sEMG signal varies greatly, so the frequency characteristics obtained by the power spectrum calculation were relatively stable. However, its calculation is difficult to achieve, so the median frequency (MDF) [18] and the mean frequency (MNF) [33] were used to characterize the power spectrum estimate.

- **Time-frequency features**

  The time-frequency analysis method is a novel signal processing and analysis method in sEMG signal analysis. Wavelet transform (WT) represents this analysis method and plays a vital role in the analysis and processing of non-stationary signals. Wavelet Packet Decomposition (WPD) is a more sophisticated analysis method that can more accurately reflect signal characteristics. The twelve time-frequency features we use include the maximum values of WT and WPD, singular values, average energy, variance, standard deviation, and WL [34–41]. In this paper, the wavelet-based sym3 is used to perform level = 3 wavelet decomposition on the EMG signal, and the third-order Symlet wavelet packet base is used to perform WPD on the EMG signal.

- **Nonlinear dynamics features**
Information entropy is a measure of the degree of disorder of the transmitted information, and the maximum value of the Lyapunov exponent can quantitatively describe the motion characteristics of the sEMG signal. Therefore, three nonlinear dynamic characteristics (including the entropy of WT [19], the entropy of WPD [21], and the maximum value of Lyapunov exponent [22]) were selected.

2.2.2. Feature Selection

Laplacian eigenmaps [42], kernel principal component analysis [43], the Gaussian process latent variable model [44], and linear discriminant analysis [45] were used in the dimension exploration experiments of self-acquisition signals. Since these feature selection methods are perfect in the scientific community, they will not be described again.

2.2.3. Classification Methods

This paper classifies the feature vectors after feature selection by using six classification methods: k-nearest neighbor (KNN), random forest (RF), naive Bayes (NB), discriminant analysis (DA), back-propagation neural network (BPNN) and support vector machine (SVM). These methods can be found in reference [46–51], respectively. The final correct recognition rate is the standard for judging feature selection methods.

3. Experiments

3.1. Self-Collecting Signals

After the feature extraction process was performed on the 252-dimensional feature vector, according to experience, the offline classification algorithm was adopted. We chose randomly 80% of the sample as training data, others as testing data. The above six classification algorithms were used to identify the dimension-reduction algorithms of different dimensions. The experimental results are shown in Figure 4. The results of using the k-nearest neighbour (KNN) classifier to test the four feature extraction algorithms are shown in Figure 4a, where the nearest neighbor number k was set to 4. The results of using the random forest (RF) classifier are shown in Figure 4b. The number of trees was set to 50. Because the RF classifier recognition results are different every time, the recognition rate in different dimensions is the average value of three recognition results. The results of using the naive Bayes (NB), discriminant analysis (DA), back-propagation neural network (BPNN), and support vector machine (SVM) are shown in Figure 4c–f, respectively. The training function of the BPNN was set as traincgb, the number of nodes in 13 hidden layers was set, and the training iteration number was 1000. The SVM parameters C and γ were set to 4 and 1, respectively. Table 1 summarizes the results in Figure 4.

As reported in Table 1, the results of dimensionality reduction using six classifiers show that LDA has the best dimension-reduction effect, and the optimal dimensions of LE and KPCA are generally higher than the optimal dimensions of GP-LVM and LDA. The average of the best dimensions of LE and KPCA is more significant than 100 dimensions, and the average of the best dimensions of GP-LVM and LDA is less than 60 dimensions. When testing with BPNN, the best dimension of GP-LVM appears to be 205 dimensions, which has some contingency. From the six figures, it can be observed that there is a maximum value in low dimensions.

To explore the difference in the optimal size number between different subjects, and the effect on different gesture recognition. We used the data which went through LDA reduced dimension as the feature data. Among the specific data of each gesture action of each subject, 80% of them were randomly selected as training data, and the rest were test data, and ten sets of training and test data were randomly obtained. The optimal dimensionality reduction dimension of each classifier was selected. KNN, NB, and DA classifiers used 5-dimensional data, RF classifiers used 6-dimensional data, and BPNN used 8-dimensional data. The final recognition rate was the average of 10 test results. The gesture recognition results are shown in Table 2, and the gesture recognition results for each gesture action are shown in Table 3.
The number of KNN as set as train, the number of nodes in 13 hidden layers was set, and the training was set to 50. Because the RF classifier recognition results are different every time, the results of using the support vector machine (SVM) are shown in Figure 4. The training function of the nearest neighbor (KNN), random forest (RF), and naive Bayes (NB) are shown in Figure 4.

(c) Test of the effect of feature extraction using the NB classifier.

(d) Test of the effect of feature extraction using the DA classifier.

(e) Test of the effect of feature extraction using the BPNN classifier.

(f) Test of the effect of feature extraction using the SVM classifier.

Figure 4. Test of the effect of feature extraction.
Table 1. Comparison of the effects of the four feature extraction methods.

| Feature Extraction Methods | Classification Methods | Best Classification Rates (%) | Optimal Dimensions | Average of Optimal Dimensions |
|----------------------------|------------------------|------------------------------|--------------------|-------------------------------|
| LE                        | KNN                    | 85.56                        | 105                |                               |
|                            | RF                     | 88.89                        | 159                |                               |
|                            | NB                     | 67.78                        | 57                 |                               |
|                            | DA                     | 87.78                        | 104                |                               |
|                            | BPNN                   | 85.43                        | 95                 |                               |
|                            | SVM                    | 87.78                        | 105                |                               |
| KPCA                      | KNN                    | 85.56                        | 249                |                               |
|                            | RF                     | 88.15                        | 118                |                               |
|                            | NB                     | 72.96                        | 89                 |                               |
|                            | DA                     | 84.81                        | 137                |                               |
|                            | BPNN                   | 86.79                        | 144                |                               |
|                            | SVM                    | 90.74                        | 142                |                               |
| GP-LVM                    | KNN                    | 89.26                        | 43                 |                               |
|                            | RF                     | 83.33                        | 39                 |                               |
|                            | NB                     | 67.78                        | 16                 |                               |
|                            | DA                     | 68.52                        | 30                 |                               |
|                            | BPNN                   | 77.04                        | 205                |                               |
|                            | SVM                    | 88.89                        | 10                 |                               |
| LDA                       | KNN                    | 94.44                        | 5                  |                               |
|                            | RF                     | 94.44                        | 6                  |                               |
|                            | NB                     | 97.41                        | 5                  |                               |
|                            | DA                     | 97.78                        | 5                  |                               |
|                            | BPNN                   | 97.04                        | 8                  |                               |
|                            | SVM                    | 94.44                        | 7                  |                               |

Table 2. Overall classification results for each subject when employing 5 common algorithms.

| Subject Number | KNN/%   | RF/%   | NB/%   | DA/%   | BPNN/%  |
|----------------|---------|--------|--------|--------|---------|
| 1              | 93.3    | 96.7   | 98.3   | 98.3   | 100.0   |
| 2              | 100.0   | 95.6   | 98.3   | 96.7   | 96.7    |
| 3              | 98.3    | 94.4   | 98.3   | 96.7   | 98.3    |
| 4              | 98.3    | 97.8   | 100.0  | 96.7   | 100.0   |
| 5              | 95.0    | 96.1   | 95.0   | 98.3   | 99.3    |
| 6              | 100.0   | 97.8   | 96.7   | 98.3   | 100.0   |
| 7              | 96.7    | 95.0   | 95.0   | 96.7   | 93.3    |
| 8              | 100.0   | 94.4   | 98.3   | 98.3   | 96.7    |
| 9              | 98.3    | 98.3   | 100.0  | 100.0  | 100.0   |
| 10             | 93.3    | 96.7   | 98.3   | 100.0  | 96.7    |
| 11             | 96.7    | 97.2   | 98.3   | 98.3   | 93.3    |
| 12             | 100.0   | 96.7   | 98.3   | 98.3   | 100.0   |
| 13             | 100.0   | 93.9   | 100.0  | 100.0  | 96.7    |
| 14             | 96.7    | 91.7   | 93.3   | 96.7   | 95.0    |
| 15             | 95.0    | 93.9   | 100.0  | 100.0  | 100.0   |

Averaged (mean ± SD) 97.4 ± 2.3 95.7 ± 1.8 97.9 ± 2.0 98.2 ± 1.3 97.7 ± 2.3
Table 3. Overall classification results for each motion when employing 5 common algorithms.

| Gestures | KNN/% | RF/% | NB/% | DA/% | BPNN/% |
|----------|-------|------|------|------|--------|
| 1        | 100.0 | 97.3 | 97.3 | 98.0 | 98.7   |
| 2        | 98.0  | 93.3 | 97.3 | 98.0 | 95.3   |
| 3        | 97.7  | 96.9 | 99.3 | 98.0 | 100.0  |
| 4        | 99.3  | 98.0 | 98.0 | 98.0 | 97.3   |
| 5        | 96.7  | 94.2 | 99.3 | 99.3 | 98.7   |
| 6        | 92.0  | 94.7 | 96.0 | 98.0 | 96.0   |
| Averaged (mean ± SD) | 97.4 ± 2.7 | 95.7 ± 1.7 | 97.9 ± 1.2 | 98.2 ± 0.5 | 97.7 ± 1.6 |

It can be seen from Tables 2 and 3 that the DA classification algorithm has the highest recognition rate, and the average recognition rate is 98.2%. The standard deviation of recognition rates between different subjects and between different gestures is 1.3% and 0.5%, respectively, and robustness is the best. The individual differences between subjects amount to less than 2% in using RF, NB, and DA classifications. In the KNN and BPNN classification, the impact of individual differences is only 2.3%. And the effect of different gestures on the optimal size is less than 2.7%. All results show that the optimal size number has no difference in subjects and gesture actions, and the effect of DA is best.

3.2. Benchmark Scientific Databases

Due to the three feature selection methods of LE, KPCA, and LDA, and the good performance of the DA classifier on the self-collecting signals, we applied it to the benchmark scientific databases [52] to further explore the optimal size. Because KPCA is more costly and less accurate than PCA, we used PCA to replace KPCA. Exercise B in the benchmark database (including eight isometric and isometric hand configurations and nine basic movements of the wrist) was selected as the data set for this part of the experiment. Acquired the data set by ten patch electrodes, obtain the 630-dimensional feature vector after feature calculation.

3.2.1. Dimensional Exploration of Similar Gestures

In this part, we selected six kinds of gestures similar to the self-acquisition signal gestures and carried out preliminary feature selection methods and dimension exploration. The experimental results are shown in Figure 5. The results show that the best recognition rate of LE is 51.67, the corresponding dimension is 9; the best recognition rate of LDA is 83.33, the corresponding dimension is 625; the best recognition rate of PCA is 86.67, the corresponding dimension is 570.

3.2.2. Dimensional Exploration of Different Gestures

To explore the effects of different gesture combinations on the classification effect and the optimal dimension, combined with the experimental results of Section 3.2.1, PCA and LDA were used to experiment on the four and six freely combined gestures on the dataset. Table 3 is the top ten gestures with the accuracy of the four action combinations after the PCA size reduced, and the corresponding optimal size. As can be seen from Table 4, the best dimension of PCA is 511 ± 12, and the best dimension of LDA is 35 ± 24. LDA is inferior to PCA in terms of stability of optimal size or classification accuracy. Therefore, PCA was chosen to explore the best dimensions of the six gestures. The results were shown in Table 5. It can be seen that the best dimension for PCA to classify six gestures is 542 ± 26.
Figure 5. Test of the effect of feature extraction using the DA classifier on the benchmark databases.

Table 4. Classification accuracy of four gesture combinations after feature selection. (a) Classification accuracy after dimensional reduction by PCA. (b) Classification accuracy after dimensional reduction by LDA.

| Gesture Combinations | Best Classification Rate (%) | Optimal Dimensions |
|----------------------|------------------------------|-------------------|
|                      |                              |                   |
|                      | 100.0                        | 504               |
|                      | 99.22                        | 504               |
|                      | 99.22                        | 507               |
### Table 4. Cont.

| Gesture Combinations | Best Classification Rate (%) | Optimal Dimensions |
|----------------------|------------------------------|--------------------|
| ![Gesture Image]     | 99.21                        | 511                |
| ![Gesture Image]     | 99.18                        | 503                |
| ![Gesture Image]     | 98.95                        | 507                |
| ![Gesture Image]     | 98.92                        | 515                |
| ![Gesture Image]     | 98.70                        | 504                |
| ![Gesture Image]     | 98.64                        | 523                |
Table 4. Cont.

| Gesture Combinations | Best Classification Rate (%) | Optimal Dimensions |
|----------------------|------------------------------|--------------------|
| a                    |                              |                    |
| [Gesture images]     | 98.64                        | 499                |
| b                    |                              |                    |
| [Gesture images]     | 73.94                        | 29                 |
|                      | 71.54                        | 16                 |
|                      | 70.82                        | 34                 |
|                      | 70.51                        | 11                 |

Table 5. Classification accuracy of six gesture combinations after PCA feature selection.
## Table 4. Cont.

| Gesture Combinations | Best Classification Rate (%) | Optimal Dimensions |
|----------------------|------------------------------|--------------------|
| ![Gesture Image](image1) | 68.99 | 44 |
| ![Gesture Image](image2) | 68.11 | 23 |
| ![Gesture Image](image3) | 68.07 | 58 |
| ![Gesture Image](image4) | 67.90 | 22 |
| ![Gesture Image](image5) | 67.87 | 59 |
| ![Gesture Image](image6) | 67.72 | 58 |
Table 5. Classification accuracy of six gesture combinations after PCA feature selection.

| Gesture Combinations | Best Classification Rate (%) | Optimal Dimensions |
|----------------------|-----------------------------|--------------------|
|                      | 98.29                       | 567                |
|                      | 98.21                       | 549                |
|                      | 97.88                       | 533                |
|                      | 97.71                       | 508                |
|                      | 97.71                       | 560                |
|                      | 97.70                       | 535                |
|                      | 97.64                       | 527                |
|                      | 97.16                       | 517                |
|                      | 97.15                       | 551                |
|                      | 97.03                       | 549                |

4. Conclusions

In this paper, we first classify six gestures from 15 healthy subjects using self-acquired signals (252-dimensional feature vectors), compare feature selection methods and classifiers with better classification effects, and compare different. Whether there are individual differences between the examiners is explored. The results indicate that there are no individual differences between subjects. Next, using the benchmark dataset (630-dimensional feature vector), the PCA and LDA dimension reduction methods are combined with the DA classifier to explore the effect of different numbers and different gestures on the optimal dimension. The experimental results show that the maximum accuracy of the four types of gestures is up to 100.0% after PCA dimensional reduction, and the optimal size is 511 ± 12. The highest accuracy after LDA reduction is only 73.94%, and the optimal size is 35 ± 24. The performance of PCA is better than LDA, both in terms of classification accuracy and stability of optimal size. For the six types of gestures, the highest classification accuracy after PCA reduction is 98.29%, and the optimal size is 542 ± 26. This shows that as the gesture movement increases or decreases, the optimal size of the PCA dimension reduction is not large, basically between 516 and 523 dimensions. The difference in the dimensionality of the two data sets may be due to the difference in the number of electrodes used in the two data sets during signal acquisition. The first data set
was acquired using four electrode patches, while the second data set was acquired using ten patch electrodes. The multiplication of the number of electrodes will undoubtedly increase the complexity of the signal. If a high-precision classification is desired, the dimensionality reduction will not be large. This also inspired us that the dimension of the sEMG signal is not as high as possible. We need to choose different dimensions according to the different requirements of the application. In general, the research results can meet the accuracy requirements of the automatic standing wood pruning machine for the classification of myoelectric signals. It provides a platform and extension for new control methods for pruning machines. The experimental results can be applied not only to the control method of the pruning machine but also to the forestry machinery below the six control commands, demonstrating the application of sEMG-based gesture recognition technology in the field of forestry machinery intelligence and human computer interaction.
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