Imaging Ferroelectric Domains via Charge Gradient Microscopy Enhanced by Principal Component Analysis
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Abstract

Local domain structures of ferroelectrics have been studied extensively using various modes of scanning probes at the nanoscale, including piezoresponse force microscopy (PFM) and Kelvin probe force microscopy (KPFM), though none of these techniques measure the polarization directly, and the fast formation kinetics of domains and screening charges cannot be captured by these quasi-static measurements. In this study, we used charge gradient microscopy (CGM) to image ferroelectric domains of lithium niobate based on current measured during fast scanning, and applied principal component analysis (PCA) to enhance the signal-to-noise ratio of noisy raw data. We found that the CGM signal increases linearly with the scan speed while decreases with the temperature under power-law, consistent with proposed imaging mechanisms of scraping and refilling of surface charges within domains, and polarization change across domain wall. We then, based on CGM mappings, estimated the spontaneous polarization and the density of surface charges with order of magnitude agreement with literature data. The study demonstrates that PCA is a powerful method in imaging analysis of scanning probe microscopy (SPM), with which quantitative analysis of noisy raw data becomes possible.
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Introduction

Lithium niobate (LiNbO$_3$) is a uniaxial ferroelectric crystal with large spontaneous polarization ($P_s = 80 \pm 5 \ \mu C/cm^2$) aligned along the crystallographic Z-axis [1, 2]. Because of its versatile ferroelectric properties, LiNbO$_3$ has been used in a wide range of applications, including electro-optics [3], nonlinear optics [4, 5], ferroelectric data storage [6, 7], and microelectromechanical devices [8]. Most of these applications involve ferroelectric domains with 180° domain walls created by applying an external electric field to produce antiparallel (180°) domains with $+P_s$ and $-P_s$ polarizations, and the large spontaneous polarization of LiNbO$_3$ often results in screening charges from the surrounding environment, so that bound charges on the crystal surface can be compensated, and the electrostatic energy can be minimized [9].

Local domain structure and dynamics of domain walls in LiNbO$_3$ have been studied extensively using various modes of scanning probe microscopy (SPM) techniques at the nanoscale, including piezoresponse force microscopy (PFM) [10-16], Kelvin probe force microscopy (KPFM) and time-resolved Kelvin probe force microscopy (tr-KPFM) [17, 18], and electrostatic force microscopy (EFM) [19-22]. Because of experimental complications, all these SPM techniques are usually performed with a slow or moderate scan speeds, less than 10 Hz/line over 10 $\mu m$ length, with which the pixel time of imaging is much longer than the time scale of the ferroelectric dynamics. Therefore, the fast formation kinetics of domains and domain walls and the evolution of the screening charges cannot be captured by such quasi-static measurements. Furthermore, none of these techniques measure the polarization directly, and thus the data interpretation is often challenging. For example, PFM images ferroelectric domains through piezoelectric strain, and it is now well known that multiple electromechanical mechanisms contribute to the piezoresponse signal measured by PFM [23-27].
Recently, charge gradient microscopy (CGM) has been developed to study the ferroelectric domains and characterize their surface charges [21, 28, 29]. It operates by mechanically scraping the screening charges on the surface using a conductive scanning probe, and collecting the resultant current using conductive atomic force microscopy (cAFM). Note that these scraped charges can be compensated and refilled by the conductive probe, and since the probe is virtually grounded under cAFM, the refilled charges can be measured as a current signal, making imaging possible. Because of the fast-moving probe, the refilling process is rapid compared to other mechanisms, enabling the study of dynamic process of domains and domain walls. More importantly, the current measured can be directly related to polarization, unlike other SPM techniques discussed earlier.

In this paper, we study ferroelectric domain structure of LiNbO$_3$ using CGM, and investigate the effects of scan speed and temperature on CGM signals. We rely on principal component analysis (PCA) to reduce the dimensionality of the data and enhance their signal-to-noise ratio, and demonstrate that CGM signal increases linearly with the scan speed while decreases with the temperature under power-law. The study suggests that current measured under CGM arise from the scraped and refilled surface charges within a domain, and from polarization change experienced by the scanning probe across a domain wall, enabling us to estimate the spontaneous polarization and surface charge density of LiNbO$_3$.

**Methods**

**Experimental methods**

We used periodically poled LiNbO$_3$ (PPLN, Asylum Research, USA) sample in our study, which is mounted on a metal puke and has dimensions of $3 \, \text{mm} \times 3 \, \text{mm} \times 0.5 \, \text{mm}$, with the poled domains approximately $10 \, \mu\text{m}$ in width. All the experiments were carried out on Asylum Research atomic force microscopes (Cypher and MFP-3D) using a conductive diamond probe.
(CDT-NCHR-10, Nanosensors, Inc.) with a spring constant around $80 \frac{N}{m}$.

**Fig. 1** Schematics of (a) PFM with phase map overlaid partially; and (b) CGM with trace and retrace current mappings overlaid.

As a benchmark, PFM scans were carried out first to map the ferroelectric domain structure of PPLN, as schematically shown in Fig. 1(a). An AC voltage of 7 V with a single frequency of 135 kHz was used to excite the piezoresponse, which is far away from the contact resonant frequency of approximately 2 MHz, making it possible to identify the polarization orientation directly from the piezoresponse. The scan speed was $22 \frac{\mu m}{s}$ and the contact force was kept constant at approximately 500 nN. The CGM signals were acquired using ORCA (Asylum Research, USA), a cAFM module with a grain of $5 \times 10^8 \frac{V}{A}$, as schematically shown in Fig. 1(b). The scan speed was varied from $\sim 75 \frac{\mu m}{s}$ to $\sim 3 \frac{mm}{s}$, and the contact force in all the CGM measurements was kept constant at around 3 µN, much higher than that of PFM to ensure that surface charges were scraped effectively. In addition, we used a heating stage (PolyHeater™, Asylum Research, USA) to study the effect of temperatures on CGM. In the experiment, the temperature of the sample was slowly raised to 83°C and kept constant. Continuous CGM imaging was then carried out while the temperature was ramped down with a rate of 4°C/min controlled via a closed-loop feedback.
Principal component analysis

A series of CGM current mappings were acquired under different conditions, including different scan speeds and temperatures, and the data were post-processed by principal component analysis [30, 31] to enhance the signal-to-noise ratio using MATLAB®, as detailed in the supplementary information (SI). Under PCA, a set of \( p \) current images (variables) of \( m \)-by-\( n \) pixels (observations) is represented as:

\[
I_i(\omega_j) = a_{ik} v_k(\omega_j),
\]

where \( I_i(\omega_j) \equiv I(x, y, \omega_j) \) is the current images data at the discrete variables \( \omega_j \) (such as scan speed or temperature), \( a_{ik} \equiv a_k(x, y) \) are the spatial expansion coefficients (known as PCA component images or PCA loadings), and \( v_k \) are the corresponding eigenvectors (PCA coefficients) [32]. Note that the matrix of experimental data \( I_{ij} \) is constructed from CGM current mappings, with each column corresponding to the reshaped grid points of each current image \((i = 1, \ldots, l = m \times n)\) and each row representing the experimental variables \((j = 1, \ldots, p)\) for a certain pixel. The eigenvectors \( v_k \) and their corresponding eigenvalues \( \lambda_k \) can be found from the empirical covariance matrix or more efficiently by the singular value decomposition (SVD) of the experimental matrix:

\[
I = U \Sigma W^T,
\]

where \( W \) is a \( p \)-by-\( p \) unitary matrix and each column of \( W \) are the eigenvectors \( v_k \), \( \Sigma \) is a \( l \)-by-\( p \) rectangular singular matrix whose singular values equal to the square root of the eigenvalues \( \lambda_k \), and \( U \) is a \( l \)-by-\( l \) unitary matrix. Each column of \( T = UE \) corresponds to the spatial expansion coefficients \( a_k \), also known as PCA component images, PCA loadings, or PCA scores, and the \( j^{th} \) PCA component image can be obtained by reshaping the \( j^{th} \) column of \( T \) to a matrix of \( m \)-by-\( n \). Note that in PCA, the eigenvectors \( v_k \) are orthogonal and sorted in a way that the corresponding eigenvalues \( \lambda_k \) are in descending order, i.e. the first eigenvector \( v_1 \) has the largest possible variance and thus, contains the most information. Dimensionally-reduced data can be reconstructed by forming a truncated \( l \)-by-\( L \) matrix \( I_L = U_L \Sigma_L W_L^T \) considering only the first \( L \) PCA modes (the \( L \) largest variances).
Fig. 2 Domain pattern of PPLN mapped by (a-c) PFM and (d-f) CGM; PFM amplitude (a), phase (b), and line scans of amplitude and phase (c); and CGM current mapping during trace (d), retrace (e), and corresponding line scans (f). The PFM was acquired with probe speed of \(22 \, \text{µm/s}\) while the CGM acquired with probe speed of \(1.5 \, \text{mm/s}\). The upward and downward domains are shown by \(\circ\) and \(\otimes\) signs, respectively.

**Results and discussions**

In order to map the domain structure and identify the polarization direction of PPLN, we first performed a slow off-resonance PFM scan, since the absolute phase of piezoresponse at the contact resonance is not well defined, and resonance-enhanced imaging at higher frequencies can change the piezoresponse due to the dynamics of cantilever or instrumental lags [33-35]. Away from the resonance, however, the polarization direction can be deduced directly from the piezoresponse phase signal measured [24]. The domain pattern of PPLN is revealed by PFM amplitude mapping in Fig. 2 (a), wherein domains of comparable amplitude are observed, separated by domain walls with much reduced response. This is evident from PFM phase mapping in Fig. 2 (b) as well, wherein 180° phase contrast is observed across domains. The variation of PFM phase and amplitude can be more clearly seen in Fig. 2(c), wherein line scans are shown. Given the positive \(d_{33}\) coefficient for PPLN, the phase should be around 180° and 0° for upward-
and downward-polarized domains, respectively [36], which are labelled by $\circ$ and $\otimes$ signs in Fig. 2(b).

While powerful for domain imaging, PFM does not yield any information on local polarization value. The CGM signals acquired in a separate scan but on the same area as PFM, on the other hand, reveal interesting current mappings (Fig. 2(d,e)) that match PFM well. First of all, there are current spikes when passing over domain walls, and the sign of such spikes is reversed between trace and retrace passes, and between entering and exiting a particular domain, which can be seen more clearly from the line scans in Fig. 2(f). Meanwhile, the current magnitude is reduced within domains, and the sign of the current acquired during trace and retrace are identical for the same domain, though between the adjacent domains the sign is reversed. The difference between CGM signals at domain walls and within domains can be understood from two different imaging mechanisms. As discussed in the introduction, polarization within a domain is compensated by the screen charge on the surface, and the charges are mechanically scraped by the CGM probe and then refilled, resulting in current measured. For a downward polarization, the positive surface charges are scratched away and have to be refilled from the probe, resulting in a negative current (positive charges flowing from the probe to the sample), and the sign does not depend on the scan direction. For an upward polarization, positive current (flowing from the sample to probe) is resulted. This is indeed what we observe in Fig. 2(d,e), confirming that the imaging mechanism within domains is scratching and refilling of surface charge by the virtually grounded CGM probe. When a domain wall is crossed, for example from a downward polarized domain to an upward polarized one, the net polarization difference is $+2P_s$, resulting in a positive current spike, which is reversed when going from the upward polarization to the downward one. This also explains why the current spikes reverse polarity between trace and retrace passes. These observations confirm that the imaging mechanism at domain walls is caused by the change of polarization experienced by the probe. As such, two different imaging mechanisms exist for CGM, which were observed by Hong et al. as well [21]. We also noted that Schroder et al. reported unexpected photoinduced current along domain walls in lithium niobate single crystal, though the mechanism is different there [37].
Fig. 3 CGM under different scan speeds; (a-c) raw CGM current mappings acquired with scanning speed of 0.36 mm/s (a), 1.46 mm/s (b), and 2.93 mm/s (c); (d-f) PCA of scan speed-dependent images: scree plot of eigenvalues (d), the first PCA eigenvector (e), and its corresponding component image (f).

To further understand the imaging mechanism of CGM, we investigate the effect of scan speed, ranging from ~75 μm/s to ~3 mm/s, on CGM signals. The raw CGM mappings acquired during the trace pass under a slow, intermediate, and fast scan speeds are presented in Fig. 3(a-c), showing in general enhanced CGM signals under higher scan speeds. However, having currents in the order of pA, the signals are rather noisy and it is difficult to draw a quantitative conclusion. Traditionally, the evolution of a set of AFM images were compared by their mean and standard deviation, which can be unreliable given the noisy CGM measurements [21]. Principal component analysis (PCA), a powerful tool for background and noise subtraction [38], was employed to analyze the data. The PCA eigenvalues drop rapidly after the first one, as shown in Fig. 3(d), suggesting that the first mode has the highest possible variance and contains the most information in this set of data. The first eigenvector $v_1(\omega)$ captures the average spectrum of data as a function
of discrete set of scan speeds, as shown in Fig. 3(e), and its corresponding component image (1\textsuperscript{st} PCA loading) shows the spatial distribution of CGM data (Fig. 3(f)). The higher component images of PCA are shown in Fig S1, confirming that the first mode is indeed sufficient to represent the data. The noise reduction is evident in the first component image, while the corresponding eigenvector exhibits a linear correlation between scan speed and the average current signal. Such a linear relationship is consistent with the imaging mechanisms proposed, as current under a constant change in charge is inversely proportional to time, and thus linear to scan speed.

![Diagram](image)

**Fig. 4** CGM under different temperatures; (a-c) raw CGM current mappings acquired under temperatures of 71.9\(^\circ\)C (a), 40.8\(^\circ\)C (b), and 30.6\(^\circ\)C (c); (d-f) PCA of temperature-dependent images: scree plot of eigenvalues (d), the first PCA eigenvector (e), and its corresponding component image (f). The scan speed in all 20 images was 1.2 \(\text{mm/s}\).

We then investigate the origin of current signals further by performing temperature-dependent CGM, acquired while the temperature is continuously decreasing from 83\(^\circ\)C to 30\(^\circ\)C. The raw CGM current images acquired at three distinct temperatures are shown in Fig. 4(a-c), showing higher signal at the lower temperature. To see this more clearly, this set of temperature-dependent CGM data was also analyzed by PCA. The normalized eigenvalues are plotted in Fig.
4(d), and it is observed that the second and higher modes of PCA have variances orders of magnitude less than that of the first mode, as confirmed by the higher modes PCA component images in Fig. S2. As such, the first mode contains the most information and the power-law decrease with increased temperatures exhibited by the first eigenvector, as shown in Fig. 4(e), is sufficient to represent the trend of the data. The corresponding component image is shown in Fig. 4(f), again with much enhanced signal-to-noise ratio. This temperature-dependence can be understood again from the imaging mechanism of the CGM that the increased temperature reduces spontaneous polarization and removes the screening charges, and thus reduces CGM signal. Indeed, Tong et al. discussed that the surface of PPLN is screened via short-range adsorption of ambient humidity molecules [29], and the rise in temperature results in evaporation of water and local decrease in the humidity, which significantly suppress the CGM signal. Furthermore, when the relative ambient humidity is less than 30%, no CGM signal is observed in our experiments.

The dependence of CGM current signal on scan speed and temperature are clearly revealed by PCA, consistent with the proposed imaging mechanisms based on scraping and refilling of charges within domains, and changes of polarizations at domain wall. With such an understanding on CGM current, we can estimate the spontaneous polarization $P_s$ as well as the surface screening charge density $|\sigma_d|$ based on the current measured in CGM. We calculate the collected charges over the domain walls and over domains, separately, as explained in detail in SI section 2.1 and shown in Fig. S3. Passing from a downward to upward domain with the absolute polarization difference of $2P_s$, the maximum collected charges on domain walls $|Q_w|$ can be correlated with the sample polarization as $|Q_w| = 2P_s \times A_{tip}$, where $A_{tip}$ is the tip-sample contact area. The estimated value of $P_s$ is $46 \ \mu\text{C/cm}^2$ (refer to SI section 2.2 and Fig. S4), comparable to previously measured value of $P_s = 80 \pm 5 \ \mu\text{C/cm}^2$ for LiNbO$_3$ crystals [2]. Moreover, the surface charge density $|\sigma_d|$ is estimated around $2.84 \ \mu\text{C/cm}^2$ (for details refer to SI section 2.3 and Fig. S5). Both spontaneous polarization and surface charge density estimated from experimental data appear to be relatively low, perhaps because of the partial screening of polarization charges and incomplete scraping and refilling of surface charges under moving CGM probe.
**Concluding Remarks**

In summary, we have used CGM and PCA to image ferroelectric domains of PPLN, and found that the CGM signal increases linearly with the scan speed while decreases via power law with the temperature. The observations are consistent with proposed imaging mechanisms of scraping and refilling of surface screening charge within domains, and polarization change across domain wall, enabling us to estimate the spontaneous polarization and the density of surface charges with order of magnitude agreement with literature data. The study demonstrates value of PCA, which helps us reduce noise level and enhance signal-to-noise ratio, making quantitative analysis of noise raw data possible.
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Principal component analysis

Principal component analysis (PCA) has been performed on a set of 40 CGM images with various probe speeds, and on a separate set of 20 CGM images at various temperatures. In the analysis, we imported the images from IGOR Pro (Asylum Research AFM software) to MATLAB®, specifically the topography data and the trace and retrace current data. The data of each image was reshaped to a vector, with each vector centered around zero based on its mean value, and the matrix of experimental data \( \mathbf{I} \) is constructed. The effect of drift in the series of CGM images was compensated by taking the topography of the first image as a benchmark and performing a 2D-cross-correlation (MATLAB’s \texttt{xcorr2} function) between topography of each image and the benchmark.

The PCA analysis was performed using MATLAB’s \texttt{pca} function. The function \texttt{pca}(\mathbf{I}) returns the principal component variances \texttt{latent} (referred here as eigenvalues, Fig. 3&4(d)), principal component \texttt{scores} (referred here as matrix of eigenvectors, Fig. 3&4(e)), and the principal component \texttt{scores} (referred here as matrix of PCA component images, Fig. 3&4(f)). The first four PCA component images for the speed-dependent and temperature-dependent CGM are shown in Figs. S1&2, respectively, where it is evident that only the first mode of PCA contains meaningful information and the higher modes mostly contain the background noises. An example of post-processing code with a typical data can be found in the following link here.
Fig. S1 The first four PCA component images of speed-dependent data, wherein it is observed that the first component image of PCA contains the most information.

Fig. S2 The first four PCA component images of temperature-dependent data (a-d), wherein it is observed that the first component image of PCA contains the most information.

2. **Quantitative analysis of spontaneous polarization and surface charge density**

We estimate the spontaneous polarization $P_s$ and the surface screen charge density $|\sigma_d|$ through calculating the absolute scraped charge on domains and domain walls based on CGM signals. The charge can be calculated by integrating the current with respect to time in each line scan of CGM. The estimated displacement charge associated with passing over a domain wall can be correlated with the spontaneous polarization as: $|Q_w| = 2P_s A_{tip}$, where $A_{tip}$ is the circular contact area of tip-sample junction with tip radius of 45 nm. Similarly, the screening surface charge density $|\sigma_d|$ can be estimated by averaging the collected absolute domain charges $|Q_d|$ over the number of pixels $n$ and the tip area as $|\sigma_d| = \frac{|Q_d|}{n \times A_{tip}}$, as explained in detail in the next section, and the extent of surface screening is assessed by finding the ratio of $\frac{|\sigma_d|}{P_s}$. 
Fig. S3 Calculation of collected domain and domain wall charges via CGM current signals. Line profiles of (a) trace and retrace CGM image as a function of scan distance; (b) absolute trace and retrace line profiles of CGM image as a function of scan time; (c) masked trace signal only over domains; and (d) masked retrace signal only over the domain walls.

2.1. Calculation of collected charges over domains and domain walls

A simple example of this analysis is visualized in Fig. S3, where a trace and a retrace line scans of a CGM image are shown in Fig. S3(a) as a function of scan distance. With the CGM probe speed given, the absolute value of these signals as a function scan time were calculated and shown in Fig. S3(b). The area under these curve is the collected charges, which were scraped over domains and domain walls. To separate these two mechanisms of charge scraping, the signals were masked based on a predefined threshold. The corresponding domain signals are obtained by masking the trace signal and removing the values bigger than the threshold of 7 pA, while the domain wall signals were acquired by ignoring the retrace values less than of 5.5 pA. The shaded area under the curve in Fig. S3(c) is equal to the absolute scraped charge over 5 domains while the shaded area in Fig. S3(d) is equal to the scraped charge over 5 domain walls.
2.2. **Estimation of spontaneous polarization based on domain wall charge**

The retrace signal is mostly dominated by the domain wall charges as shown in Fig. S4(a). The image was masked by replacing all the absolute values less than 5.5 pA with zero, which is shown in Fig. S4(b). The area under each line scan of this image is found with respect to the time of scan, summed over all line scans, and the total collected charge over all domain walls found to be \( |Q_w| \approx 6.12 \) pC. It is found that the number of current spikes corresponding to the domain wall crossing is around \( n = 1040 \). The estimated polarization is defined as \( P_s \approx \frac{|Q_w|}{2A_{tip} \times n} = 46.22 \frac{\mu C}{cm^2} \).

![CGM retrace image](image1.png)

**Fig. S4** CGM retrace image (a), and the masked retrace image with threshold of 5.5 pA (b).

2.3. **Estimation of surface charge density based on domain charge**

As discussed in the manuscript, the trace signal contains the scraped charge over the domains. To remove the domain wall current spikes, the trace CGM image (shown in Fig. S5(a)) is masked by considering only absolute current values less than the threshold of 7 pA. Fig. S5(b) shows the absolute current values only over the domains. The sum of areas under each line scan of this image with respect to the time is the total charge collected over the domains and is equal to \( |Q_d| = 9.076 \) pC. The number of pixels with non-zero values (corresponding to domain charges) in Fig. S5(b) is equal to 50173 and the average collected domain charge per pixel is equal to \( |Q_{dp}| = 0.1809 \frac{fC}{pixel} \). The surface charge density \( |\sigma_d| \) is then estimated as \( |\sigma_d| = \frac{|Q_{dp}|}{A_{tip}} = 2.84 \frac{\mu C}{cm^2} \).

We estimate the extent of surface screening by comparing the estimated domain charge density...
$|\sigma_d|$ with the ideal surface charge of ferroelectric surface, which should be equal to polarization charges $P_s = 80 \, \mu\text{C/cm}^2$, and found 3.55% screening ratio.

**Fig. S5** CGM trace image (a), and masked image with threshold of 7 pA (b). The masked image only captures the current signal over the domains.