Evolution of the magnetic excitations in NaOsO$_3$ through its metal-insulator transition
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The temperature dependence of the excitation spectrum in NaOsO$_3$ through its metal-to-insulator transition (MIT) at 410 K has been investigated using resonant inelastic X-ray scattering (RIXS) at the Os L$_3$ edge. High resolution ($\Delta E \sim 56$ meV) measurements show that the well-defined, low energy magnons in the insulating state weaken and dampen upon approaching the metallic state. Concomitantly, a broad continuum of excitations develops which is well described by the magnetic fluctuations of a nearly antiferromagnetic Fermi liquid. By revealing the continuous evolution of the magnetic quasiparticle spectrum as it changes its character from itinerant to localized, our results provide unprecedented insight into the nature of the MIT in NaOsO$_3$.

PACS numbers: 71.30.+h, 75.25.-j

The nature of the MIT in transition metal oxides (TMOs) is of enduring interest as it represents a spectacular manifestation of competing interactions, and their effects on the most fundamental transport property of materials. Recently, considerable attention has focussed on the nature of the MIT in 5d TMOs, which have the additional ingredients of strong spin-orbit coupling (SOC) and a lower degree of localization relative to their 3d counterparts [2, 3]. New phenomenology has been revealed by experiment, including a number of MITs which are intimately entwined with the onset of magnetic order. Notably these MITs do not appear to be associated with any spontaneous lattice symmetry breaking, placing them outside of the conventional Mott-Hubbard paradigm. A key and yet unsolved issue for such systems is to fully determine the nature of the magnetic quasiparticle spectrum as the electronic character evolves from itinerant to localized through the MIT.

The classification of magnetic interactions between full itinerancy and localization is usually described in one of two limits [4]. In the local moment (Heisenberg) limit, magnetism in insulators is assumed to arise from unpaired electrons within an atomic picture. At some temperature $T$, the orientation of the magnetic moments varies, but their magnitude remains fixed at the $T = 0$ value. Consequently only the transverse component of the local spin-density fluctuation (LSF) $\chi^\parallel(q, \omega)$ is important. This gives rise to collective spin wave excitations and is generally applicable to magnetic insulators. At the other extreme (itinerant or Stoner limit), the electrons and spin fluctuations are extended in real space; with thermodynamic properties of the system governed by intraband electron-hole pair interactions, which have a degree of collective behaviour. At some temperature $T$, the orientation of the magnetic moments remains fixed, but their magnitude is reduced from the $T = 0$ value. In this limit, the longitudinal component $\chi^\perp(q, \omega)$ and the temperature dependence of the LSF are important. Between these two limits, one typically observes Landau damping of spin waves by intraband particle-hole excitations. Damping is more prevalent at large wavevectors $q$ since there are a greater number of available states for the corresponding magnon to decay into. Such an effect has been observed in a number of materials, notably doped La$_{2-x}$Sr$_x$CuO$_4$ [5-7], and a subset of the iron pnictides [8-13]. A summary of the behaviour in the respective limits is shown schematically in Fig. 1.

Here we focus our attention upon materials which undergo continuous MITs with temperature, that are concomitant with the onset of long-ranged, commensurate antiferromagnetic order. Moreover, the crystallographic
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space group remains constant through the MIT. Examples include some of the 5\textit{d}\textsuperscript{5} pyrochlore iridates \(R_2\text{Ir_2}O_7\) (\(R = \text{Ln}^{3+}\)) [14, 15], plus the 5\textit{d}\textsuperscript{3} osmates \(\text{Cd}_2\text{Os}_3\text{O}_7\) [16–18], and \(\text{NaOsO}_3\). The latter material has been proposed to be an example of a Slater insulator [19–23], in which the formation of antiferromagnetic order itself at \(T_{\text{MIT}} = 410\) K drives the formation of an insulating gap below the Néel temperature. This interpretation, however, is not universally accepted [24]. Nevertheless, together with significant spin-phonon coupling [25], one observes an unprecedented connection between the magnetic, electronic, structural, and phonon degrees of freedom in \(\text{NaOsO}_3\).

One would thus expect the electronic and magnetic excitations to evolve correspondingly through the MIT. Optical conductivity measurements on \(\text{NaOsO}_3\) reveal a continuous opening of the electronic gap with decreasing temperature \(\{\Delta_s(0) = 102(3)\) meV\} [23], and an MIT in which electronic correlations play a limited role. This is consistent with a Slater picture in which interactions are mean-field like. Meanwhile previous RIXS measurements showed well-defined and strongly gapped (\(\sim 50\) meV) dispersive spin-wave excitations at 300 K [26]. This was found to be consistent with an anisotropic nearest-neighbour Heisenberg picture for the magnetic Hamiltonian, and is suggestive of localized magnetic moments. The question remains whether either the spin or electronic excitations remain coherent through the MIT, and if there is any evidence of coupling to any of the other relevant degrees of freedom present in the system.

In this manuscript (and Ref. 1), we establish that there is a continuous progression from itinerant to localized behavior through the MIT in \(\text{NaOsO}_3\). This is revealed by a significant renormalization of the magnetic quasiparticle spectral weight over large ranges of momentum and energy. In particular, the presence of correlations in the metallic state immediately leads to a deviation from mean-field behavior, and hence, true Slater phenomenology.

Our experiments relied on exploiting the unique ability of RIXS to provide momentum-resolved sensitivity to the excitations of the orbital, electronic and magnetic degrees of freedom. By providing data on an experimental test case, in which the magnetic quasiparticle spectrum can be tuned simply by varying the temperature, our work in turn helps extend the utility of RIXS, which has hitherto been best understood in the localized limit [27–29].

RIXS measurements were performed at the Os \(L_3\) edge \((E = 10.877\) keV, \(2p \rightarrow 5d)\) on the ID20 spectrometer at the ESRF, Grenoble. Preliminary measurements were performed at 9-ID-B, Advanced Photon Source. The energy resolution of the spectrometer was estimated to be \(\Delta E = 56\) meV, based upon scattering from transparent adhesive tape. The incident energy used equates to 3 eV below the maximum of the white line obtained from x-ray absorption spectroscopy (XAS). Further experimental details are provided in Ref. 1.

Our initial measurements focussed upon the high energy orbital excitations from the ground state (\(t_{2g}\) and \(t_{2g} \rightarrow e_g\)), which were consistent with those observed in Ref. 26. We were unable to determine any significant temperature dependence of these broad excitations. This corroborates the supposition that the MIT is not driven by local structural distortion, which would manifest in significant variations of the local crystal field parameters.

The main focus of this paper is the low-energy excitation spectrum below 0.5 eV. RIXS spectra were collected at three different momentum transfers as a function of temperature: \(\Gamma\) \((4.95, 2.95, 3.95), \Gamma–Y\) \((5, 2.75, 4),\) and \(Y\) \((5, 2.5, 4).\) This reflects a progression from the Brillouin zone centre to the zone boundary. Note that \(\text{NaOsO}_3\) exhibits \(Q_{\text{AFM}} = 0\) order, that is, the structural and magnetic lattices are commensurate with one another. Hence the point near \(\Gamma\) was chosen in order to avoid the weak magnetic Bragg peak at \((5, 3, 4).\) Four RIXS spectra were collected for each temperature and momentum transfer (30s/pt). These spectra were each normalized to the intensity of the \(t_{2g}\) excitations at 1 eV energy loss, cross-correlated to account for any temporal shift in the elastic line position, then averaged.

Representative RIXS spectra (at \(\Gamma–Y\)) are plotted in Fig. 2a, for temperatures below and above the MIT [30]. They are also shown with the elastic line and \(d\)-\(d\) contributions subtracted (Figs. 2b, in order to better isolate changes to the spectra below 1 eV. The spectrum at 300 K is in agreement with that given in Ref. 26, with a sharp dispersive peak evident at 60–100 meV energy.
loss attributable to a single magnon excitation. With increasing temperature this peak progressively weakens and broadens. Strikingly, concurrent with the diminishing of the single magnon peak, there is a continuous increase in intensity between 0.1 and 0.6 eV, whilst there is no significant change in the intra-$t_{2g}$ excitations.

In order to quantify these observations further, the data were fitted with Gaussians to represent the elastic line, magnon peak, broad component centred around 300 meV, and the intra-$t_{2g}$ excitations. The fits in the low energy portion of the RIXS spectra were corrected to take the Bose factor into account. Prior to fitting, the model lineshape was convoluted with the (asymmetric) experimental resolution function [1]. This minimal model for the lineshape was used in order to reduce the number of free parameters in the fit, whilst allowing the relevant features of the data to be captured. The results of these fits are given in the remaining panels of Fig. 2. Our simple model gives a good description of the experimental data, with $0.8 \leq \chi^2/\nu \leq 1.3$ for all datasets. Clearly there is a significant variation of the RIXS spectra through the MIT, as NaOsO$_3$ progresses from the localized to the itinerant limit. We briefly discuss the temperature dependence of the fitted parameters.

Firstly the peak at 80 meV appears to weaken progressively with increasing temperature for all momentum transfers (Fig. 2d). This abates at $T_N$, with some residual intensity remaining all the way to 450 K; and confirms its previous assignment as a magnon peak [26]. Secondly the energy of the magnon peak appears to weaken strongly with temperature (Fig. 2e). However, the magnon dispersion at 450 K appears remarkably similar to that collected at 300 K (within experimental uncertainty, Fig. 2f). We note that the previously reported value for the effective uniaxial anisotropy ($\Gamma = 1.4(1)$ meV) is likely to be an overestimate of the true magnitude. This is due to the effect of the finite momentum resolution of the RIXS spectrometer, which was not taken into account within the minimal model presented in Ref. 26. Combined with the finite energy resolution, this means that any temperature dependence of the spin gap is likely to be washed out and difficult to observe.

Finally the width of the magnon peak increases as a function of increasing temperature for all momentum transfers (Fig. 2d). In Ref. 26, it was proposed that the well-defined, resolution limited spin wave excitations at 300 K were evidence of localized (Heisenberg) behavior. Yet with the aid of our new fitting model, we observe experimentally that the magnons have an intrinsic FWHM of 30 meV at $\Gamma$, increasing to 70 meV at larger momentum transfers [1]. Some of this damping may arise from processes known to apply in the localized limit (four-magnon, magnon-phonon coupling). There is, however, the omnipresent continuous MIT at 410 K. Previous bulk measurements have shown that the charge gap $\Delta_g \sim 80$ meV at 300 K [19], with the optical gap having a similar magnitude [23]. Within a weak coupling theory, collective antiferromagnetic spin wave excitations are expected to merge into a Stoner continuum above a critical energy $\Delta_s$ (Fig. 1e). By using theoretical expressions given within Ref. 31, we find that $\Delta_s \sim 60$ meV.
FIG. 3. Color online. Paramagnetic spin fluctuations (SF) in NaOsO$_3$ at 450 K. (a): Experimental data collected at various crystal momenta. For clarity the elastic line and high-energy intra-t$_{2g}$ excitations have been subtracted. (b): Comparison of WAFL model (solid line) with experimental data. Filled area indicates paramagnetic SF calculated using Equation 1, with $\gamma = 0.02$ meV$^{-1}$ and $\xi/a_0 \sim 1$. Dashed line is a momentum-independent high-energy contribution, which likely results from inter-band particle-hole excitations.

for NaOsO$_3$ [1], implying that the magnons are (weakly) Landau damped for all wavevectors.

Here we focus on the characteristics of the RIXS spectrum in the metallic phase at 450 K, and what the magnetic quasiparticle spectrum reveals about the nature of the electronic state of the metallic phase. (A detailed discussion of the low-energy magnetic excitations deep in the insulating antiferromagnetic phase can be found in Ref. 26.)

The RIXS spectra are plotted in Fig. 3a; the elastic and intra-t$_{2g}$ contributions have been subtracted in order to highlight the salient features. A broad asymmetric feature can be observed, the shape and amplitude of which varies with momentum transfer. Meanwhile the high-energy portion ($> 0.3$ eV) appears momentum independent. The simple underdamped fitting model used in Fig. 2 leads to somewhat ambiguous results above $T_N$; this is especially the case for higher momentum transfers where the excitations are weaker [1]. We therefore considered models which more naturally describe spin fluctuations in the metallic phase, noting that previous bulk measurements [19] suggest NaOsO$_3$ exhibits paramagnetic Fermi liquid (WAFL) [4]. In this picture, magnetic order is destroyed by thermal excitations of long wavelength spin fluctuations. Yet even though long-ranged order disappears at $T_N$, there may be persistent short-ranged antiferromagnetic correlations, which are characterized by some correlation length $\xi$. These localized clusters of antiferromagnetic order are able to diffuse through the crystal lattice, giving rise to incoherent spin excitations.

For simplicity we assume that the fluctuations are spatially isotropic, and consider a pseudo-cubic unit cell, with a lattice constant $a_0 = 3.80$ Å given by the Os-Os distance. Following the approach of Inosov and Tucker [32, 33], the imaginary part of the dynamic susceptibility $\chi''(Q, E)$ is given by:

$$
\chi''(Q, E) \propto \frac{\chi_0 \Gamma E}{E^2 + \Gamma^2 [1 + \xi^2(Q - Q_{AFM})^2]}.
$$

In this expression the spin relaxation rate $\Gamma$ is defined through $\Gamma \equiv a_0^2/\gamma \xi^2$, where $\gamma$ denotes the damping coefficient arising from spin decay into particle-hole excitations (related to the electronic band structure), and $\xi$ is the spin-spin correlation length. Meanwhile $\chi_0$ is the staggered susceptibility at $Q_{AFM} = 0$ [34]. All of these parameters are in principle dependent upon temperature. For completeness the anti-Stokes (energy gain) process has also been included; this is a factor of $\exp(-\hbar\omega/kT)$ weaker than the equivalent Stokes (energy loss) process.

There is remarkable agreement between this model for the spin fluctuations and the data (Fig. 3b), with the best global fit to the data using $\gamma \sim 0.02$ meV$^{-1}$ and $\xi/a_0 \sim 1$. The magnitude of $\gamma$ is similar to that found in overdoped Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ [33], indicative of itinerant behavior. Moreover, the fact that $\xi$ is on the order of $a_0$ implies that the spin fluctuations at 450 K are short-ranged, and that the system is close to the hydrodynamic limit.

We make the following comments. The experimental RIXS cross-section includes a number of additional contributions, which include momentum-dependent absorption and polarization effects. This explains the use of a proportionality in Eqn. 1, in order to model these contributions phenomenologically. Secondly quantitative agreement with the data was improved through the inclusion of an additional scattering component centered at 0.3 eV (dashed line in Fig. 3b). This component was constrained to be momentum-independent, in order to facilitate convergence. The nature of this component is unclear directly from the data. This is because RIXS is sensitive to both electronic and magnetic interactions, and it is difficult to distinguish them a priori without further information. We posit that it results primarily from inter-band particle-hole excitations, based on calculations presented within Ref. 1.

Finally, the fits presented in Fig. 3b explicitly use the same scale factor for all momentum transfers, in order to remove any ambiguity related to the proportionality
in Eqn. 1. The fact that the WAFL model describes the experimental data so well at 450 K, without the use of arbitrary scale factors, is further evidence that this better reflects the behavior in the metallic phase as opposed to the phenomenological underdamped model plotted in Fig. 2 [35].

In this manuscript, we provide evidence that the continuous MIT observed in NaOsO$_3$ extends to a continuous evolution of the magnetic quasiparticle spectrum. The magnetic excitations at 300 K appear to be weakly Landau damped at all wavevectors, as a consequence of the emergent charge gap below the MIT. Meanwhile at 450 K, these excitations become diffusive, and can be successfully modelled within a weakly antiferromagnetic Fermi liquid picture. Such an approach naturally requires the presence of correlations in the high temperature phase, which leads to a departure from mean-field behavior required for a pure Slater MIT. Therefore we conclude that NaOsO$_3$ lies proximate to, but not within, the Slater limit.

A number of similarities can be drawn between the behavior of the magnetic excitations in NaOsO$_3$, and those observed for the cuprates and pnictides as a function of carrier doping. The distinction in NaOsO$_3$ is that the continuous evolution of the magnetic quasiparticle spectra occurs within a single system, through tuning of temperature alone. This is in contrast with the cuprates and pnictides, where measurements have to be performed on multiple systems with different doping levels, slightly different experimental conditions, and so forth. Hence NaOsO$_3$ is an ideal system for testing theoretical predictions of the RIXS response as a function of the strength of electronic interaction. The results presented here (and in Ref. 1) suggest a correspondence between the dynamic structure factor $S(Q, \omega)$ and the RIXS cross-section in the itinerant limit.
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