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Abstract
The models of time-varying network have a profound impact on the study of virus spreading on the networks. On the basis of an activity-driven memory evolution model, a time-varying spatial memory model (TSM) is proposed. In the TSM model, the cumulative number of connections between nodes is recorded, and the spatiality of nodes is considered at the same time. Therefore, the active nodes tend to connect the nodes with high intimacy and close proximity. Then, the TSM model is applied to epidemic spreading, and the epidemic spreading on different models is compared. To verify the universality of the TSM model, this model is also applied to rumor spreading, and it is proved that it can also play a good inhibiting effect. We find that, in the TSM network, the introduction of spatiality and memory can slow down the propagation speed and narrow the propagation scope of disease or rumor, and memory is more important. We then explore the impact of different prevention and control methods on pandemic spreading to provide reference for COVID-19 management and control and find when the activity of node is restricted, the spreading will be controlled. As floating population has been acknowledged as a key parameter that affects the situation of COVID-19 after work resumption, the factor of population mobility is introduced to calculate the interregional population interaction rate, and the time-varying interregional epidemic model is established. Finally, our results of infectious disease parameters based on daily cases are in good agreement with the real data, and the effectiveness of different control measures is evaluated.

1. Introduction

The transmission period of COVID-19 coincided with the Spring Festival travel rush on the eve of the Chinese New Year, during which a large population movement occurred throughout the country, expanding the spread of the virus and accelerating its spread [1, 2]. The Chinese government adopted series of control measures to cut off the transmission path of the virus. After February 4, the number of reported daily cases in China began to decrease, indicating that the measures were working. Because of the certain negative impact on the lives of residents and social economy, some regions and enterprises began to return to work after February 10, and the population mobility rate rose. The flowing of population made it more difficult to control the epidemic, so it was of great significance to study the way and modes of transmission of COVID-19.

From previous studies, we can learn about some epidemiological and clinical characteristics of COVID-19 [3, 4]. Compared with SARS and H1N1, the transmission of COVID-19 is stronger. The infection source is mainly a patient infected by COVID-19. A number of studies have proved that asymptomatic infected persons may also be the source of the virus. Through analysis of early cases of COVID-19, Li et al. found that only 8.6% of the cases developed after January 1 were related to the seafood wholesale markets in South China, and human-to-human transmission had occurred among close contacts since mid-December 2019 [5]. Previous research has confirmed that contact is the main way for the spread of the virus, but in order to prevent and control the transmission of COVID-19 more effectively, further modeling and research are needed for the transmission dynamics of the virus.
Many scholars have studied the development and policies of COVID-19 for further prevention and control from the perspective of epidemic dynamics [6, 7]. Jia et al. [8] used the location data of mobile phone to track the flow of people from Wuhan to other areas and analyzed the transmission process of the pandemic based on the data. Kraemer et al. [9] used mobility data from Wuhan and case data including travel history to analyze the influence of travel restrictions on the spread of COVID-19 in China and found that travel restrictions in the early stages of the pandemic could be effective in preventing the importation of the virus. Moreover, complex network is an important tool for simulating transmission dynamics of virus or information on networks and can provide theoretical basis and guidance for it. COVID-19 has been analyzed using complex networks by some scholars [10]. Basnarkov [11] studied the Susceptible-Exposed-Asymptomatic-Infectious-Recovered (SEAIR) epidemic spreading model to capture two characteristics: delayed start and its appearance before onset of symptoms. Some scholars have used multilayer networks to analyze the COVID-19 epidemic from the individual characteristics of different countries, such as social activities and economic characteristics [12, 13]. Wang et al. [14] proposed a disease model based on two-layered multiplex networks, demonstrating that the epidemic prevalence and the epidemic outbreaks can be suppressed by the diffusion of positive preventive information and be promoted by the diffusion of negative preventive information. In addition, the dynamics of multiple information transmission and epidemic co-evolution under the influence of mass media are discussed in [15].

The spread of COVID-19 is mostly analyzed from the perspective of overall population flow for epidemic prevention and control measures, but the establishment and transmission mode of interpersonal social network of COVID-19 spreading are lacking. In this paper, from the construction of a disease transmission network, we try to study COVID-19 from the perspective of transmission dynamics on the time-varying network.

In most real networks, individual attributes, such as activity and location, all change over time and lead to changes in network topologies on the macroscopic view. Therefore, it is more appropriate to use time-varying networks to simulate the structure of real networks [16]. Time-varying networks are widely used [17–19]. According to characteristics of social networks, N perra et al. verified degree distribution and weight distribution of nodes in the aggregated static network met the power-law distribution. The ratio of the number of activities of node $i$ to the number of activities of all nodes in a period of time was defined as the activity of node $i$, and it was found that the distribution of activity also met the power-law distribution. Therefore, N perra et al. proposed the activity-driven model to describe time-varying networks [20]. Many scholars have proposed improvements and optimizations to the time-varying network model, to make it more in line with the real network and dynamic characteristics, and mainly applied it to the epidemic transmission and the information transmission in social networks [21]. Some scholars set properties for nodes, such as attractiveness and willingness [22–29] or introduced external factor to the process of propagation [30–32].

We first try to build a network model closer to the real network. In the real network, the process of node connecting is not completely random, but the result of the non-Markov process with memory. Especially in social networks, social reinforcement derived from memory is the main feature of social contagions. It is of great practical significance to add memory mechanism [33–40] in time-varying networks. Moreover, it is known that, in our daily life, we tend to have more contact with the people around us or those close to us, while there is little work to consider spatial factors on the basis of the activity model.

Considering these characteristics, spatiality, activity, and memory of node are introduced into the construction of network and a time-varying spatial memory model (TSM) model is proposed, which can better reflect real network characteristics. The TSM model is applied to the epidemic spreading to provide a reference for the spread, management, and control of the COVID-19 epidemic. Considering that infectious disease is the virus in biology, while rumor is the virus in sociology, this model is also applied to rumor spreading to prove the universality of the TSM model. Moreover, a time-varying interregional epidemic model under the influence of floating population is proposed to explore the impact of interregional population after returning to cities, and the influence and effect of different epidemic control measures are compared.

The remaining sections in this paper are organized on the basis of the following organization. In Section 2, a time-varying spatial memory model considering spatiality and memory of nodes is proposed based on the RP model. In Section 3, SEIR spreading and its simulation of the propagation of COVID-19 under the influence of floating population are studied. The TSM model is applied to the spread of the epidemic and also rumor, and the effect of control measures is analyzed in Section 4. In Section 5, an empirical study on the impact of returning to work in the epidemic situation is conducted. Last, conclusion is explained.

2. Time-Varying Spatial Memory Network Model Based on the RP Model

A model based on activity driven is proposed by N Perra et al., introducing the memory of nodes [40]. In this model, each node records all nodes that have been connected with it before time $t$ to form set $R$. When active nodes establish edges at time $t$, the probability of selecting nodes in set $R$ increases with the increase of the number of nodes in it. However, for nodes belonging to set $R$, the probability of being selected is the same, which is also the limitation of the memory model. In the actual network, if the cumulative number of edges between pairs of nodes is taken as the edge weight, the weight will reflect the intimacy between nodes and have a great influence on the preference probability of connecting edges. For example, in social networks, the more the connections between individuals, the closer the relationship. Although some nodes have been connected, they
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may be only accidental. Obviously, we are more likely to spread information to friends and acquaintances and we cannot simply assume that the two categories are the same as in the RP model.

Meanwhile, both the spatiality and memory of nodes in time-varying networks will affect network structure. In social networks, for example, when we want to connect with others, we tend to choose the ones closer to us. Although the online social network is currently booming, if the distance between nodes is similar, the two are often in the same community. Distance is still one of the driving factors for node connection. On the other hand, we prefer to share with our close friends and partners when we get the news, rather than randomly choose one of the people we know.

Therefore, we consider both spatiality and memory of nodes in the model of time-varying networks. Nodes do not only record whether they have established a connection with other nodes but also record the total number of interactions with other nodes from the first time step and are more inclined to connect to nodes that are closer to them. These preferences are reflected in the preference probability of the destination node selected. The network model, named as the time-varying spatial memory (TSM) model, is constructed as follows:

1. An activity $a_i$ is assigned to each node at the beginning of constructing the network, which is subject to the power-law distribution.
2. In each discrete time step $\Delta t$, the initial state of network $G_t$ is composed of $N$ disconnected nodes.
3. Each node becomes active with probability $q_i \Delta t$. The active node creates $m$ edges and connects to other nodes. Inactive nodes can only receive edges. The probability of node $i$ choosing node $j$ to establish edges is as follows:

$$P_{ij} = \begin{cases} \frac{n}{n+C} \left( \frac{W_{ij}^a d_{ij}^2}{\sum_{R(B)} (W_{ij}^a d_{ij}^2)} \right), & j \in R, \\ \frac{C}{n+C} \left( \frac{1/d_{ij}^2}{\sum_{R(B)} (1/d_{ij}^2)} \right), & j \notin R, \end{cases}$$

(1)

where $R$ is the set of nodes that have been connected to node $i$, $n$ is the number of nodes in set $R$, $C$ is the bias constant, and $C=1$ is set here. $W_{ij}^a$ is the cumulative number of edges between node pairs, $d_{ij}$ is the Manhattan distance between node $i$ and node $j$, and $\alpha$ is the proportion parameter. The larger the value of $\alpha$ is, the greater the influence of node memory on preference probability is.

As the number of connected nodes increases, the probability of connecting new nodes decreases. In [40], the author used $(C/(n+C))$ to define the probability of connecting a new node and showed that there would be a probability of $(n/(n+C))$ to connect an old node. In addition to the difference between the old and the new nodes, the probability of connecting the given two nodes increases as their intimacy increases, and whether it is a new node or an old node, the probability of creating an edge between two nodes decreases as the distance between them increases. So, after choosing the new node or the old node by probabilities $(C/(n+C))$ and $(n/(n+C))$, we set the probability of choosing a particular node as proportional to intimacy and inversely proportional to distance. Also, we use a parameter $\alpha$ to adjust the ratio between intimacy and distance.

According to the formula for the probability of connecting edges,

1. The active node $i$ first decides whether to select the destination node in set $R$ according to the probability $P_{\text{old neighbor}}(n) = (n/(n+C))$.
2. If so, the destination node is selected according to the intimacy and distance between each node in set $R$ and node $i$. Otherwise, the closer node is randomly selected as the destination in the remaining new nodes.

4. At the next time step $t + \Delta t$, all edges in the network $G_t$ are deleted and the second step is repeated to get the network $G_{t+\Delta t}$ at the next time step.

We analyze the degree distribution of the network generated by the TSM model and set $N = 1000$, $L = 32$, $m = 3$, $a < 0.8$, and $\alpha = 0.5$. A network of 2000 time steps is generated, and every 400 time steps, the degree distribution of the current time step and the degree distribution of the integrated network superimposed at all times (including and excluding repeated edges) are recorded, as shown in Figure 1. Figure 1(a) shows the degree distribution of a single time step. As can be seen from the figure, the degree distribution of each time step is similar, and nodes with a degree value of 0 account for about 50% of the total nodes. Figure 1(c) shows the degree distribution of the integrated network. As time goes by, the number of edges in the network increases, and there are fewer nodes with small or large degree value, while there are more nodes with intermediate degree value. As can be seen from the figure, because the node activity in the network is the power-law distribution, it is difficult to be active for some nodes, and their cumulative degree values change slightly over time, while the degree values of nodes with higher activity increase significantly over time. Also, because the node considers the memory attribute when selecting the destination node, the difference between different time steps becomes smaller as time goes by. Figure 1(e) shows the degree distribution including the number of repeated edges, as there are repeated edges between a pair of nodes in the integrated network. In addition, we record the distribution of degree when the activity of nodes is set as 0.1, as shown in Figures 1(b), 1(d), and 1(f). The node distribution of a single time step in Figure 1(b) is similar to that in Figure 1(a), while in Figures 1(d) and 1(f), due to the same node activity, the degree value increases evenly.
Figure 1: Degree distribution of the network. (a) The degree distribution of a single time step. (c) The degree distribution of the integrated network excluding repeated edges. (e) The degree distribution of the integrated network including repeated edges. $N = 1000$, $L = 32$, $m = 3$, $a < 0.8$, and $a = 0.5$. (b) The degree distribution of a single time step when $a = 0.1$. (d) The degree distribution of the integrated network excluding repeated edges when $a = 0.1$. (f) The degree distribution of the integrated network including repeated edges when $a = 0.1$. 
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Because the TSM model comprehensively considers three driving attributes of nodes that affect the network topology and the proportion of driving factors that can be adjusted by parameter, it can be used as a general model framework for studying a complex system and its dynamic behaviors. The dynamics on the model also can apply to the spread of an epidemic and rumor.

3. SEIR Spreading

The epidemic model SEIR divides population into four categories: susceptible (S), exposed (E), infectious (I), and recover (R), and the four groups of individuals will transform or die at a certain rate. With the development of the epidemic and the improved control of COVID-19 after February 1, a variant of the SEIR model containing probable and isolated individuals [41] is adopted in this paper. $S_k, E_k, I_k, P_k, J_k, R_k$, respectively, label and quantify susceptible, exposed, infected, probable, isolated, and recovered individuals at time $t$. Then, the total population in the area $k$ at time $t$ is

$$P_{total} = S_k + E_k + I_k + P_k + J_k + R_k.$$ (2)

Probable individuals $P_k$ are quarantined individuals with confirmed epidemiological contact with a source of COVID-19. It is assumed that all quarantined individuals include susceptible individuals and exposed individuals. When the exposed individuals develop symptoms, they become isolated individuals $I_k$, but their contact is reduced due to quarantine. So, even if they are exposed, they are not infectious, and after quarantine observation, asymptomatic groups will become susceptible groups and exposed groups will become isolated. Isolated population $J_k$; infected persons become the isolated population through isolation or hospitalization, losing the ability to infect the susceptible population, which will be diminished due to recovery and disease-induced death.

We also consider the influence of population mobility. We suppose there are several geographical regions in addition to the current region, each region can be regarded as a community, and people from the same community are homogeneous; that is, they have the same biological and epidemiological parameters. According to the control measures for COVID-19, the time is divided into the period of strict control from February 1 to February 10 and the period of returning to work after February 10. Suppose that population flow between different regions is 0 from February 1 to February 10 because of strict controlling. After February 10, due to the impact of work resumption, it is assumed that except the probable and the isolated who cannot leave the area, the remaining individuals can enter and leave the areas at a certain rate, but the flow rate of infected individuals is affected by epidemic control. Supposing that, after returning to work on February 10, the population inflow rate in the area $k$ is $\phi_k$, the population outflow rate is $\rho_k$, and the limit coefficient of epidemic control on infected people is $c$. $c = 0$ indicates that infected individuals cannot leave their areas, and $c = 1$ indicates that infected individuals can move at the same rate as the susceptible. $S_t, E_t, I_t, R_t$ represent the total number of the susceptible, exposed, infected, and recovered individuals in other areas except region $k$, respectively.

The spread coefficients of exposed and infected persons are, respectively, $\beta_E$ and $\beta_I$, which represent the transmission probability of COVID-19. The infection rate of susceptible people in region $k$ is $(\beta_E E_k + \beta_I I_k)S_k/P_{total}$.

Since it is not possible to accurately distinguish COVID-19 patients and ordinary influenza patients, ordinary influenza patients turn into probable individuals by probability $\theta_p$ and recover to susceptible individuals by probability $\theta_s$ after a period of isolation. $\gamma_E$ indicates the probability that an exposed individual will turn into a probable individual, and then, $\epsilon_E$ means the exposed individuals will turn to infected with probability $\xi_E$. $\xi_I$ refers to the self-healing rate of the infected individual, $\gamma_I$ represents the isolation rate of the infected individual in hospital, $\sigma$ represents the mortality rate of infected individuals, $\epsilon_p$ represents the probability of the probable individuals becoming infected and being isolated, and $\xi_I$ indicates the cure rate of the hospitalized isolated population. We can get the equations of different groups of people in region $k$:

$$\frac{dS_k}{dt} = \phi_k S_k - \rho_k S_k - \left(\beta_E E_k + \beta_I I_k\right)S_k/P_{total} + \theta_p P_k - \theta_s S_k,$$

$$\frac{dE_k}{dt} = \phi_k E_k - \rho_k E_k + \left(\beta_E E_k + \beta_I I_k\right)S_k/P_{total} - \epsilon_E E_k - \gamma_E E_k,$$

$$\frac{dI_k}{dt} = c \phi_k I_k - c \rho_k I_k + \epsilon_E E_k - \gamma_I I_k - \xi_I I_k - \sigma I_k,$$

$$\frac{dP_k}{dt} = \gamma_E E_k - \theta_p P_k + \theta_s S_k - \epsilon_p P_k,$$

$$\frac{dJ_k}{dt} = \epsilon_p P_k + \gamma_I I_k - \xi_I I_k - \sigma J_k,$$

$$\frac{dR_k}{dt} = \phi_k R_k - \rho_k R_k + \xi_I I_k + \xi_I J_k.$$ (3)

4. The Impact of Time-Varying Network Models on Transmission Dynamics

In real life, the network of contact between people changes over time. In order to explore the spread of COVID-19 on networks, the epidemic model in Section 3 is applied to the TSM model, and the influence of different time-varying network models is analyzed to prove the inhibition of the TSM model on propagation. Prevention and control strategies of epidemic on the spread of the epidemic are also analyzed.

When the epidemic model is applied to time-varying network models, the contact network between susceptible $S(t)$, exposed $E(t)$, infected $I(t)$, and recovered $R(t)$ is simulated. As we assume that the other two probable groups $P(t)$ and isolated groups $J(t)$ have little influence in the contact network, they are not discussed here.
In a time-varying network, when a susceptible (S) individual and an infected (I) one meet, the susceptible may become exposed (E) with probability $\beta_{ij}$. If an exposed individual contacts with a susceptible one, the susceptible individual will become an exposed one with probability $\beta_{ij}$; each time, exposed individuals turn infectious with probability $\varepsilon_{ij}$ and the infectious individuals become recovered individuals with probability $\xi_{ij}$. Figure 2 shows the propagation illustration of the model of epidemic spreading. In the figure, 25 nodes are taken as examples. Inactive nodes are represented by circles and active nodes are represented by stars.

The number of network nodes $N = 10^4$, $L = 100$, which means we distribute the nodes in a $100 \times 100$ grid in the simulation, the active nodes create $m$ edges each time where $m = 3$, the minimum value of activity $a$ is set as 0.1, the maximum value as 1.0, and the distribution of activity follows the power-law distribution with a power exponent of 0.78. Without loss of generality, we set $\beta_{ij} = 0.80, \beta_{ij} = 0.08, \varepsilon_{ij} = 0.10, \xi_{ij} = 0.10$, and $\alpha = 0.50$ to get a clear view of the epidemic spreading.

The spread of the epidemic on the TSM model is simulated, as shown in Figure 3. There is a peak in the proportion of exposed and infected individuals. After 100 time steps, the proportion of the susceptible individuals decreases from 1 to 0 and the proportion of the recovered individuals increases from 0 to 1.

To compare the difference of epidemic spreading between the TSM model and other time-varying network models and prove the inhibition of the TSM model on virus propagation, the process of epidemic spreading is also carried out on the ML model, IRP model considering only memory, and AD model considering only distance, respectively.

The probability of node $i$ selecting node $j$ of the IRP model is as follows:

$$P_{ij} = \frac{n}{n + C} \frac{W_{ij}}{\sum_{j \in R} W_{ij}}, \quad j \in R,$$

$$P_{ij} = \frac{1}{n + C} \frac{1}{b}, \quad j \notin R,$$

where $b$ is the number of nodes that node $i$ has not connected.

The probability of node $i$ selecting node $j$ of the AD model is as follows:

$$P_{ij} = \frac{1}{d_{ij}},$$

where $d_{ij}$ is the distance between nodes $i$ and $j$.

The proportion of exposed people $E(t)$ in networks is shown in Figure 4. The AD model only considers the distance between nodes and only reduces the spread of the disease to a little extent. The IRP model considers the influence of memory and records the number of connections as the intimacy between nodes, which delays the spread of the epidemic and reduces the range of spreading. The TSM model reflects the contact feature more accurately because people tend to move around or get in touch with their close friends in general. Among the time-varying networks generated by the three models, the TSM network has the slowest spread of the epidemic and effectively suppresses it. In Figure 4, compared with the ML network reaching 57.14% of the maximum proportion of exposed persons, the TSM network reaches the maximum spread of 44.03%. The proportion of exposed persons is reduced by about 13%. This is because when a node chooses the destination node, it first divides the nodes into two categories by memory, which improves the probability of choosing old neighbors. During this time, the intimacy and distance between nodes work together, which makes the preference of connect stronger and the randomness weaker, and the "strong connection" and "weak connection" in the network become more obvious.

After the outbreak of COVID-19, a series of management and control measures were taken in China. One of the most important measures was to reduce the frequency of residents going out, to avoid the movement of people between regions, and to reduce personal contacts. In order to explore the effect of reducing human contact, different active mechanisms of nodes are simulated. First, the activity of nodes in the network is reduced. The maximum value is 0.8, and the distribution of activity still follows a power-law distribution with a power exponent of 0.78, making it more difficult for nodes to be active and reducing the number of active nodes to a certain extent. Figure 5(a) shows the proportion of infected nodes in the network. When the node activity is reduced and it is no longer easy to contact people, the proportion of infected people in the network is significantly reduced, and the time of the outbreak is delayed, from the maximum value of 31.7% to 21.61%. The epidemic has been effectively prevented and controlled, which reflects the inhibition of strong connection.

Then, another possible situation about node activity is considered. The minimum value of activity $a$ is set to 0.1, and the distribution of activity still follows a power-law distribution with a power exponent of 0.78, while the number of edges generated by active nodes is set to $m = 1, 2, 3, 4, 5, 6$, respectively. The results are shown in Figure 5(b). When the number of edges created by active nodes is reduced, fewer people are contacted in each time step, which also slows down the spread of the epidemic and the scope becomes smaller. When $m$ is set to 1, the range of spread is reduced to about 15%, and the peak of the outbreak is greatly delayed.

Due to rapid advances in medical technology for COVID-19, the cure rate of COVID-19 patients within a certain period of time has been effectively improved. Therefore, we assume that the probability of an infected person becoming recovered person increases to 0.3 at each time step, and the rate of infected people is compared with that of $\xi_{ij} = 0.1$. The results are shown in Figure 5(c). Although the outbreak of the epidemic is hardly delayed, the number of people remaining healthy increases at every moment, which has greatly reduced the number of infected people. Therefore, improving the cure probability of infected persons is also crucial to control the epidemic.

In order to explore the influence of the ratio of spatiality and memory in the TSM model on epidemic transmission, we compare the ratio of susceptible individuals in epidemic spreading under different $\alpha$ and the results are shown in Figure 6. It can be seen that the greater the value of $\alpha$ (i.e., the
greater the dominance of memory over connection in the TSM model, the stronger the speed, and the scope of the epidemic spreading is inhibited. Specifically, when $\alpha = 0$, the node selects the destination node in set $R$ only considering the distance. When $\alpha > 0$, the intimacy affects the selection of the destination node.

Figure 2: Schematic illustration of epidemic spreading on the TSM model. When a susceptible (S) individual and an infected (I) one meet, the susceptible may become exposed (E) with probability $\beta_I$. If an exposed individual contacts with a susceptible one, the susceptible individual will become an exposed one with probability $\beta_E$; each time, exposed individuals turn infectious with probability $\epsilon_E$, and the infectious individuals become recovered individuals with probability $\xi_I$. T1 means the first time step, T2 means the second time step, and so on. 25 nodes are taken as examples in the illustration. The distribution of activity follows a power-law distribution, as some nodes are often active, while others are rarely active.

Figure 3: Behaviors of the epidemic spreading on the TSM model. There is a peak in the proportion of exposed and infected individuals. The proportion of susceptible individuals decreases from 1 to 0, and the proportion of recovered individuals increases from 0 to 1. $N = 10^4$, $L = 100$, $m = 3$, $0.1 < \alpha < 1.0$, $\beta_I = 0.80$, $\beta_E = 0.08$, $\epsilon_E = 0.10$, $\xi_I = 0.10$, and $\alpha = 0.50$, and the distribution of activity follows a power-law distribution with a power exponent of 0.78.
edge. With the increase of \( \alpha \), the proportion of intimacy increases, and the inhibition effect on the speed and range of epidemic spreading is also gradually enhanced. For example, when \( \alpha = 4 \), the spread range drops to about 66%. Thus, it can be further verified that memory has a greater inhibitory effect on transmission compared with spatiality.

In order to verify whether the epidemic spreading on the time-varying network is consistent with the real epidemic spreading of COVID-19, the parameters are adjusted and the number of infected persons is compared with the real number of confirmed cases in Shanghai, Zhejiang, and Henan from February 1 to 29 [42]. It can be seen from Figure 7 that the propagation trend in time-varying networks and real networks is roughly the same. Because we adjust the parameters of different regions in the model, the transmission process is more in line with the real network. The number of infected people goes through a peak from low to high, and then, it declines with most of the people becoming immune. It is of great practical significance to study the propagation process on time-varying networks.

In order to further prove the universality of the TSM model, we also apply the model to the rumor propagation process in social networks. The spread of rumors is similar to the spread of viruses in some ways. Infectious disease is the virus in biology, while rumor is the virus in sociology.

There are three states of nodes in the network, namely, ignorant, spreader, and recover. In each time step, if the spreader interacts with the ignorant, the ignorant will become a spreader with the infection rate \( \lambda \). In the event of an interaction between two spreaders or an interaction between the spreader and the recover, the person may be aware of the rumor or find that the information is known to the public, so the interest in continuing to transmit the information will decline and the spreader will become a recover at the recovery rate \( \mu \). We set the parameters of the models as \( N = 10^4 \), \( m = 1 \), and the distribution of activity follows a power-law distribution with a power exponent of 2.8, \( \lambda = 1 \), and recovery rate \( \mu = 0.6 \). The rumor spreading process is observed on the network generated by the TSM model, and the results are compared with the ML model, AD model, and IRP model. Figure 8 shows the proportion of ignorant \( I_g(t) \) with time step. The influence of each driving factor on propagation speed and range is analyzed.

The results of rumor propagation on networks are similar with that of the epidemic spreading. The results based on AD and ML are very similar. The rumor propagation speed in the AD model drops slightly, and there is basically no impact on the spreading ranges. The IRP model has an obvious constraint on the rumor spreading. In the TSM model, the propagation speed and range are further controlled. We adjust the parameters of the models to simulate a real mail network. The mail network is built from the mail exchange data of about 1000 staff in a European university’s data website SNAP. The rumor propagation on various networks is shown in the subgraph of Figure 8. The network generated by the TSM model is the closest to the result of the actual network among several models.

Figure 9 shows the rumor propagation on the network generated by the TSM model when the proportion parameter \( \alpha \) takes different values with the number of nodes \( N = 10^4 \). Different with epidemic spreading, multiple connections between two nodes may cause the node to become recover more quickly. It may lead to the stronger inhibition effect of memory in the results.

5. Impact of Work Resumption on COVID-19

We collect the number of daily confirmed, existing confirmed, suspected, cured, and dead cases of COVID-19 in China as of February, 2020. The data come from reported cases in Chinese provinces online [42]. We estimate the parameters in the model by existing data and referring to existing work.

First, the parameters of the model from February 1 to 10 are estimated according to the work in [5, 43, 44] and the data, and the following parameters are used for simulation: \( \beta_I = 0.1379, \beta_E = 0.01379, \delta_P = 0.04002, \delta_S = 0.02213, \epsilon_P = 0.02083, \epsilon_f = 0.2, \gamma_E = 0.1875, \gamma_I = 0.3448, \xi_I = 0.002, \xi_f = 0.03, \sigma = 0.0021 \). We assume the epidemic control is strict during the period from February 1 to February 10; then, \( \phi_k = 0, \rho_k = 0, c = 0 \). Numerical simulation of daily COVID-19 patients in Shanghai is shown in Figure 10.

Although strong prevention and control measures have played an important role in curbing the outbreak of COVID-19, these measures have also had a huge negative impact on daily life and economic development. Many regions and enterprises start work resumption after February 10, which also means that the population flow begins to increase and may lead to a renewed COVID-19 outbreak. To solve this problem, a simulation is carried out by controlling the daily inflow and outflow of population. \( \delta \) represents the ratio of daily inflow and outflow to the local population. Assuming
that the distribution of various groups of people in various regions is similar, there are

\[
\delta = \frac{\varphi_k S_k - \rho_k S_k}{S_k} = \frac{\varphi_k E_k - \rho_k E_k}{E_k} = \frac{\varphi_k R_k - \rho_k R_k}{R_k} \quad (6)
\]

The movement of infected people \(\delta_I\) is affected by epidemic control:

\[
\delta_I = c \varphi_k I_k - c \rho_k I_k = c \delta, \quad (7)
\]

where \(S_k, E_k, I_k, P_k, I_k, R_k\), respectively, represent susceptible, exposed, infected, probable, isolated, and recovered individuals in the area \(k\), \(S_k, E_k, I_k, R_k\) represent the total number of susceptible, exposed, infected, and recovered individuals in other areas except region \(k\), respectively. The population

**Figure 5:** Comparison of infected persons under different management and control measures. (a) Proportion of infected persons before and after reducing node activity. The activity \(a\) is set to \(0.1 < a < 1.0\) and \(0.0 < a < 0.8\), respectively, and the distribution of activity still follows a power-law distribution with a power exponent of 0.78. (b) Proportion of infected persons with different number of edges created by active nodes, \(m = 1, 2, 3, 4, 5, 6\), respectively. (c) Proportion of infected persons before and after improving the recovery probability, \(\xi_I = 0.1, 0.3\), respectively.
Figure 6: The impact of different $\alpha$ on epidemic spreading. $\alpha = 0, 1, 2, 3, 4, 5$, respectively. The greater the value of $\alpha$, the greater the proportion of memory. $N = 10^4$, $L = 100$, $m = 1$, $0.0 < \alpha < 0.8$, $\beta_I = 0.8$, $\beta_E = 0.08$, $\epsilon_E = 0.08$, $\xi_I = 0.0004$, and the distribution of activity follows a power-law distribution with a power exponent of 2.8. The greater the value of $\alpha$, the stronger the speed, and the scope of the epidemic spreading is inhibited.

Figure 7: The simulated number of infected persons on the TSM model and the real number of confirmed cases in three regions in February, 2020. (a) Simulated and real data of Shanghai. (b) Simulated and real data of Zhejiang. (c) Simulated and real data of Henan. The propagation trend in time-varying networks and real networks is roughly the same. It is of great practical significance to study the propagation process on time-varying networks.
inflow rate in the area $k$ is $\varphi_k$, and the population outflow rate is $\rho_k$. $\delta < 0$ indicates that the outflow of population is greater than the inflow of population, while $\delta > 0$ indicates the opposite. Taking Shanghai as an example, the epidemic trend under different inflow and outflow rates is simulated, and the results are shown in Figure 11. It is found that, after the epidemic has been basically controlled, the impact of urban population decreasing on the epidemic situation is small. For cities with an influx of population, $\delta$ has little impact on the epidemic when it is relatively small ($\delta \leq 0.14$). However, as $\delta$ is gradually increasing, the epidemic is getting serious. It will lead to the outbreak of the epidemic again in a short time when $\delta \geq 0.20$, so it is important to control the population flow during the return journey.

In order to study the influencing factors of work resumption, we analyze the comprehensive effects of the delay in returning and the inflow rate on the epidemic. It can be found from Figure 12(a) that returning to the city at a higher...
rate of population inflow after 7 days can effectively reduce the epidemic. We further consider the impact of returning to the city in batches, and the result in Figure 12(a) indicates that returning to the city in batches can ensure the efficiency of resumption of work and avoid a great impact on the epidemic.

Due to the lack of reliable and efficient virus detection methods, human errors, and some unregulated population inflow, it is impossible to effectively and accurately detect and isolate all infected people returning to work. Figure 12(b) shows the epidemic trend under two different migration policies ($c = 0$ and $c = 1$) with different $\delta$. It is easy to find from Figure 12(b) that even if all infected persons are effectively isolated, it will be of little help to control the epidemic under the increasing inflow of population. The results show that when there are enough exposed persons,
even if the infected people are completely isolated, the development of the epidemic cannot be effectively prevented.

6. Conclusions

Considering that the spatiality and memory attribute of nodes are two important driving factors to promote the evolution of time-varying networks besides activity, we propose the TSM model by combining the distance and memory. If the cumulative interaction between two nodes is more or the two nodes are closer, the probability of establishing edges between them is greater. The proportion of the two driving factors in the model can be adjusted by parameters, so that the model can be adapted to a variety of practical time-varying networks.

In order to provide a reference for the spread and management of COVID-19, we apply the TSM model to pandemic spreading. The distance and intimacy between nodes simultaneously are driven by the network structure in the TSM model, so the epidemic spreading on the network is further reduced and slowed down in scope and speed. We also find that the memory is more important in inhibiting the spreading. Considering the requirements of epidemic prevention and management, we limit the active behaviors of nodes. The results show that when the activity of nodes decreases or the contacts created by active nodes per time step is reduced, the epidemic will be effectively controlled. In addition, increasing the recovery probability of infected people in each time step can greatly reduce the spread of the epidemic. We also verify the validity of the experiment on time-varying networks for epidemic spreading through real data, and the simulation result is the same as the trend of the real data. We then find that our model is also applicable to rumor propagation.

Finally, in order to understand the impact of inter-regional population flow caused by work resumption on the epidemic, the model based on the population mobility rate is proposed. We determine the relevant parameters of the epidemiological characteristics of COVID-19 through relevant literature and daily cases and prove that the model and parameters can fit the real data well. Then, the effectiveness of different control measures is evaluated, such as changing the flow rate, delaying the time to return to work, and strengthening the screening of inflows. Furthermore, we analyze the relationship between return time and virus transmission and find that delaying return time can reduce the spread of the epidemic and an appropriate delay with the return time can have a less impact on the epidemic. In order to take into account the economic development at the same time, we suggest that we should let workers return to work in cities while controlling the epidemic, and the strategy of resuming work in batches can be implemented.

In this paper, we focus on the research of modeling the temporal interpersonal contact network of infectious disease and reflecting COVID-19 dynamics, while the threshold of the spreading or other characteristics are important from the overall perspective of epidemic spreading. The stability or critical characteristics of the proposed epidemic model deserves further investigation in the future.
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