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Abstract—Deep neural networks have seen tremendous success over the last years. Since the training is performed on digital hardware, in this paper, we analyze what actually can be computed on current hardware platforms and modeled as Turing machines, which would lead to inherent restrictions of deep learning. For this, we focus on the class of inverse problems, which, in particular, encompasses any task to reconstruct data from measurements. We prove that finite-dimensional inverse problems are not Banach-Mazur computable for small relaxation parameters. Even more, our results introduce a lower bound on the accuracy that can be obtained algorithmically.
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I. INTRODUCTION

The solution of problems which do not admit a closed form solution is often a computationally tremendously challenging task. In fact, for many problems closed form solutions are not only not known, but can provably not exist [1]. Therefore, general algorithms for solving problems such as Diophantine equations are often not known. In 1900, Hilbert proposed the problem of finding an algorithm which, for any polynomial equation with integer coefficients and a finite number of unknowns [2], decides whether the polynomial possesses integer-valued roots. This problem, commonly known as Hilbert’s tenth problem, turned out to be unsolvable — there does not exist such an algorithm [3]. Further examples include physical processes that are often modeled mathematically in the form of differential equations in order to study their properties, even without exact knowledge of their solutions. This calls for approaches which allow to make profound observations about these processes without explicit access to closed form and exact algorithmic solutions.

A practical alternative in this regard is to simulate the underlying systems and observe the evolution of the model over time to gain insight into its functioning. The simulated models are often of a continuum nature, i.e., their input and output quantities are described by continuous variables. At first glance, it seems natural to solve or simulate continuous problems on analog computers. Nonetheless, the tremendous success of digital computing and the conviction that any continuous problem can be simulated on digital machines lies at the present situation that computations are performed almost exclusively on digital hardware. The question whether a continuous system can be simulated on digital computers lies therefore at the heart of the foundations of signal processing and computer science.

A. Deep Learning

A completely different approach to tackle various problems has recently emerged in the form of deep learning. Instead of explicitly modelling a process, its goal is to learn the underlying relations by using an (artificial) neural network. Inspired by the functionality of the human brain, McCulloch and Pitts [4] introduced the idea of a neural network in 1943. Roughly speaking, a neural network consists of neurons arranged in layers and connected by weighted edges; in mathematical terms we can think of a concatenation of affine-linear functions and relatively simple non-linearities.

Triggered by the drastic improvements in computing power of digital computers and the availability of vast amounts of training data, the area has seen overwhelming practical progress in the last fifteen years. Deep neural networks (which in fact inspired the name “deep learning”), i.e., networks with large numbers of layers, have been applied with great success in many different fields, even yielding state of the art results...
in applications such as image classification [5], playing board games [6], natural language processing [7], and protein folding prediction [8]. Interestingly, the most significant progress and superhuman abilities seem to occur on discrete problems such as the aforementioned board games including chess and Go. For an in-depth overview, we refer to the survey paper by LeCun, Bengio, and Hinton [9].

A neural network implements a non-linear mapping and the primary goal is to approximate an unknown function based on a given set (of samples) of input-output value pairs. This is typically accomplished by adjusting the network’s biases and weights according to an optimization process; the standard approach so far is stochastic gradient descent (via backpropagation) [10]. The optimization step is usually referred to as the training of a neural network.

An active field of research, which was to a certain extent swept by deep learning approaches over the last several years, is the area of inverse problems in imaging sciences. Image reconstruction from measurements is an important task in a wide range of scientific, industrial, and medical applications such as electron microscopy, seismic imaging, magnetic resonance imaging (MRI) and X-Ray computed tomography (CT). Numerous contributions to solving such inverse problems using deep neural networks could be recently witnessed, claiming to achieve competitive or even superior performance compared to current techniques.

A unified framework for image reconstruction by manifold approximation as a data-driven supervised learning task is proposed in [11]. In [12], the authors survey methods solving ill-posed inverse problems combining data-driven models, and in particular those based on deep learning, with domain-specific knowledge contained in physical-analytical models. Approaches to tackle specific inverse problems have been presented for instance in [13] for limited angle CT, in [14] and [15] for MRI, in [16] for low-light photography, in [17] for computational microscopy, and in [18] for geophysical imaging.

Despite their impressive success, it is important to emphasize that neural networks share inherent restrictions with digital computers. Today’s neural networks operate on digital hardware, therefore the same limitations concerning continuous problems do apply. More precisely, although neural networks are used seemingly successful on myriads of problems, it is crucial to analyze whether the given problem and input data do in fact allow for an effective computation in the sense that every computed output comes with a guaranteed worst-case error bound. The importance of this question should not be underestimated, since we may unknowingly obtain erroneous outputs for certain problems or specific inputs even if neural networks demonstrated their power for other problems or inputs. In this paper we will analyze this obstacle for a large class of inverse problems, which are a canonical model for, in particular, image reconstruction tasks such as CT, MRI, etc.

B. Digital Computations of Continuous Models

Digital hardware only allows the exact computation of the solution of finite discrete problems. In case of continuous problems, algorithms on digital hardware can only provide an approximation of the exact solution. In contrast to classical approximation theory, where the mere mathematical existence of an approximation is sufficient, the essential point for computability is that the approximation can be algorithmically and effectively computed in a finite number of steps. The requirement of effectiveness is particularly important, since it demands that the digital system should not only provide an approximate solution of the continuous problem, but it also has to quantify the error between the approximation and the true (but generally unknown) solution of the continuous problem. Even more, the digital system should be able to provide a solution which is guaranteed to lie within any prescribed error bound. Only if such an effective approximation on a digital system is possible, one would say that the continuous problem is computable (on a digital machine); see Figure 1 for an illustration. These requirements are of particular importance if a machine needs to autonomously apply specific operations to unknown input data. Then the computability of the operations is essential to prevent erroneous calculations. Basically any simulation or numerical solution of a problem on a digital computer relies on the fact that the problem itself is computable. Otherwise, the obtained output may be, unknowingly to the user of the digital machine, far away from the sought true solution as worst-case error bounds are missing. A specific use case where such problems arise is the numerical solution of differential equations [19], [20], [21], [22]. Another important issue is trustworthiness in engineering in 6G applications, whereby trustworthiness can not be reached without reliable, i.e., computable, systems [23].

For practical applications the efficiency of an algorithm is of key importance — not only the correctness, but additionally the required resources such as time, storage, and data are relevant. Classical computer science focusing on discrete problems provides us with suitable notions, for instance, the commonly known classes P and NP constitute a notion of efficiency. Roughly speaking, algorithms in P are considered efficient and applicable in practice whereas algorithms in NP generally do not suffice practical demands. However, before the efficiency of an algorithm can be addressed, one needs to determine the effective solvability first. In this sense, effectiveness is the minimum requirement for any efficient algorithm.

A theoretical model for digital computers is given by Turing machines [24], which capture the logic of digital computations but neglect real-word limitations like memory constraints, energy consumption, etc. Consequently, Turing machines offer a mathematical model describing the power and limitations of digital computations. Using this model, it has been shown that, if the effectiveness of the approximation is taken into consideration, then not every continuous system can be simulated on a digital machine; examples include the Cauchy problem for the three dimensional wave equation [25], channel capacities in information theory [26], [27], and operations in signal processing such as spectral factorization [28] or the Fourier transform of discrete and bandlimited signals [29]. In fact, even very simple analog systems such as stable, linear, and time-invariant systems can generally not be simulated on
a digital machine [19]. Only for certain subsets of all admissible input signals can these continuous models be effectively approximated on digital computers. For these reasons, it is important that users of digital simulation software are able to recognize whether their problem and the given input data allow for an effective computation.

The previous discussion shows that it is crucial to be aware of circumstances where the output of a (physical) system can generally not be calculated on a digital machine. In such a situation, we may still ask whether there exist subsets of input signals such that the output of the system can be predicted on a digital machine by controlling algorithmically the approximation error. This leads to the question of determining classes of “good” input signals which are as large as possible. We may even ask, if it is possible to have a machine which is able to decide autonomously whether, for a given input signal, the output can be effectively approximated.

C. Contributions

Despite the tremendous success of deep learning in various applications, several downsides have been observed. Particularly problematic for their applicability are, for instance, instabilities due to adversarial examples in image classification [30] and image reconstruction [31], the fact that deep neural networks still act as a black box lacking explainability [32], [33], and in general a vast gap between theory and practise (see, for instance, [34], [35]). This led to the acknowledgement that a better understanding as well as a mathematical theory of deep learning is in great demand. In fact, these observations might also point to underlying problems of a computability nature as discussed in the previous section. Therefore, our goal is to study the boundaries of deep learning in the following sense:

What can actually be computed on digital hardware and what are inherent restrictions of deep learning (performed on digital hardware)?

We focus on a specific scenario - finite-dimensional inverse problems - where (prior to the results of [36] and [38]) arbitrarily accurate neural networks were expected to exist [36], but are not obtained in practice due to flaws such as instability [37]. Although we consider only a very restricted setting, the underlying question(s) are universal and important in basically any application domain, ranging from industry, over the public up to the sciences.

Are we missing the correct tools and algorithms to train neural networks adequately on digital machines or do such algorithms not exist at all?

As shown in [36], the answer for finite dimensional inverse problems is unfortunately negative. In particular, [36] establishes fundamental limitations of any training algorithm in a variety of computational models, including deterministic and randomized Turing machines by introducing lower bounds on the accuracy of any randomized or deterministic algorithmically trained neural network tackling inverse problems. We supplement these results in the deterministic setting by proving non-approximability in Theorem 26 of inverse problems in the Banach-Mazur sense (see Section II for an overview of computability theory). Thereby, our focus is on inverse problems tackling via basis pursuit and lasso optimization. In this way, we supplement the findings in [36] and [38] on the study of limitations of deep learning for solving inverse problems. In particular, starting from the Banach-Mazur framework, we show that there exists a lower bound on the achievable accuracy of any algorithm which performs the training of a neural network on digital hardware. This reinforces the described limits on the accuracy of algorithmically computed approximations of inverse problems via neural networks.

Summarizing, we provide further evidence on the limitations of neural networks for solving finite-dimensional inverse problems given that the computations are performed on Turing machines (as abstract model of digital computers). In the Banach-Mazur setting, the barrier on the capabilities of neural networks is caused by the following two separate aspects:

- The mathematical structure and properties of finite-dimensional inverse problems.
- The mathematical structure and properties of Turing machines and thereby also of digital machines.

It is important to stress that our negative result is due to a combination of these aspects. However, as digital computations are dominant — at this time — in basically any field including deep learning, our findings confirm the previously
reported [36], [38] profound limitations of current deep learning approaches and is consequently of tremendous practical relevance.

D. Related Work

Next, we describe the the results in [36] and [38] concerning the limits of any algorithmic computations tackling inverse problems in more detail. Moreover, classification problems were also analyzed with a similar methodology [39]. Based on the notion of a general algorithm [40] the existence of algorithms [38], in particular, training algorithms of neural networks [36], solving finite-dimensional inverse problems was studied. Thereby, the notion of a general algorithm encompasses deterministic as well as probabilistic algorithms and various computing models such as Turing [24] and Blum-Shub-Smale (BSS) [41] machines. The computing models describe the feasible algorithmic operations, i.e., the operations an algorithm can rely on if executed on said (abstract) machine. One key feature of a general algorithm is the provided input representation. A general algorithm is given a rational sequence \( (x_n)_{n \in \mathbb{N}} \) approximating the ‘true’ input \( x \in \mathbb{C}^m \) and an error parameter \( \varepsilon > 0 \). The algorithm is asked to output a number which is at least \( \varepsilon \)-close to the solution set — the solution may not be unique — associated to \( x \). Thereby, an algorithm is successful if it can accomplish this task for any feasible input and error parameter. In contrast, the largest \( \varepsilon \) for which all algorithms will fail to provide \( \varepsilon \)-accuracy is called the breakdown epsilon of the problem.

Thus, the question studied in [36] and [38] is the following: Given arbitrarily accurate approximations to any complex number such as, in particular, the training samples, do there exist general algorithms that yield accurate neural networks tackling inverse problems or are there computational barriers preventing the training of neural networks under these conditions? It turns out that these algorithms can not exist in fairly general circumstances, i.e., for any error parameter \( \varepsilon = 10^{-k}, k > 2 \), one can find classes of inputs where any algorithm will fail to compute \( \varepsilon \)-close solutions. Therefore, also the existence of training algorithms for computing neural networks, which output \( \varepsilon \)-close solutions on the given input class, is excluded i.e., breakdown epsilon exists and are indeed greater than zero. Moreover, the failure of algorithms is not related to ill-conditioned instances; the constructed input classes contain only well-condition problems.

We consider the same fundamental question concerning the existence and achievable accuracy of algorithms. In particular, we are interested in autonomous digital computations modeled by (deterministic) Turing machines. Therefore, the starting point of our analysis is the theory of recursive functions and mathematical logic and, our findings are strictly restricted to the Turing model of computation. Moreover, we assume that the input representation is part of the algorithm(s) so that only computable numbers as inputs are feasible. Here, a complex number \( c \) is computable, if there exists a Turing machine which, given an error bound \( 2^{-m}, m \in \mathbb{N} \), outputs a rational number with distance to \( c \) smaller than \( 2^{-n} \). Hence, an algorithm takes computable numbers \( x \) and an error parameter \( \varepsilon > 0 \) as input and needs to compute an approximation of a fixed element of the solution set corresponding to \( x \) with error at most \( \varepsilon \). The algorithm is successful if it can accomplish this task for any computable input and error parameter. We will refer to these algorithms as Borel-Turing algorithms.

As described, a general algorithm in the sense of [36] and [38] generalizes this concept and additionally captures a multitude of computational models. Hence, when restricting the input domain of a general algorithm to computable numbers, it also describes Borel-Turing algorithms since the input representation in the general algorithm setting is necessarily computable. The restriction of the input domain is a critical feature since Turing machines can not compute all complex numbers to within any desired precision, i.e., the computable complex numbers are indeed a proper subset of the complex numbers. Due to the larger input domain of general algorithms in comparison to Borel-Turing algorithms, it is not a priori clear if the previously described non-existence results of general algorithms also convey to algorithms in Borel-Turing sense. However, an analysis of the proof techniques in [36] and [38] reveals that it is indeed the case. We adopt ideas from [36] and [38] and embed them in the framework of recursive functions. Thereby, we show that finite-dimensional inverse problems are not Banach-Mazur computable and we establish a lower bound on the approximation accuracy of the solution map of inverse problems via Banach-Mazur computable functions.

Finally, we would also like to mention that the described differences in the input representation are far from trivial, even if our findings and the results in [36] and [38] are closely related in the Turing model. In [42], it was shown that in the BSS model with exact input representations, i.e., real numbers are considered as entities, the computational barriers for solving finite-dimensional inverse problems observed in the Turing model do not appear. In contrast, the non-existence of general algorithms for solving finite-dimensional inverse problems remains valid in the BSS model with inexact input representations [36], [38]. Hence, based on the input representation, different capabilities in the same computing model may arise.

E. Impact

The results in [36], [38], and [39] as well as our contributions establish a limit on the capabilities of deep learning on digital machines. Since this might cause significant concern, we would like to discuss its implications in more detail.

- First, we considered the application of deep learning methods on inverse problems, and our approach and results only concern this use-case. In particular, specific solution strategies — which are typically applied in practice — via optimization problems such as basis pursuit [43] and lasso [44], [45] were analyzed. The same solution strategies were also considered in [36] and [38]. Although this is very strong evidence that inverse problems in general encompass the described limitations, a completely new approach circumventing the limits
can not be ruled out, however, it appears to be highly unlikely. Moreover, the need to investigate the capabilities and limitations of deep learning persists beyond (finite-dimensional) inverse problems. Thus, it is important to consider other application fields of deep learning from the point of view of computability, as for instance carried out for classification problems in [39].

- Second, the described findings do not question the impressive power of deep learning, but emphasize a necessary caution. The instability and non-robustness of today’s networks that lead to unreliable behavior is a widely accepted phenomenon [46], [47], [48], [49]. However, it is not clear how to avoid it [50], [51] and why it arises [52], [53], [54]. Is it due to some insufficient tools and methods or is it an inherent property of deep learning? We are not able to provide a comprehensive answer to this question at this point, but it is now clear that any algorithm used for training a neural network (solving an inverse problem) on a digital machine has certain computational barriers. This may not be connected to today’s instabilities, but it demonstrates that we can not expect perfectly accurate networks for every situation. Additionally, the analysis in [36] and [39] provides insights under which circumstances robust and accurate deep learning may be feasible. At the very least, we need to be aware of these limitations so that the user(s) can assess the potential risk of undesired effects.

- Third, neural networks can generally not be trained up to arbitrary high accuracy in an automated fashion on Turing machines — meaning that, given a desired accuracy, a Turing machine outputs a network capable of approximating the given task with the prescribed accuracy. Even more, we can specify lower bounds on the achievable precision in the Banach-Mazur setting (see Theorem 26). This achievable precision is defined in [36] and [38] as the ‘breakdown epsilons’, wherein similar statements are made for different models of computation.

- At last, we stress that our results are inherently connected to digital computations. Using different hardware platforms may lead to different answers. In particular, in deep learning, the emergence of neuromorphic hardware [55], [56] — a combination of digital and analog computations where elements of a computer are modeled after systems in the human brain and nervous system — demands the considerations of analog computation models given, for instance, by the BSS machine [41]. Intriguingly, the limitations that occur on Turing machines via the Banach-Mazur framework do not necessarily arise in the BSS model [42]. Here, the input representation is crucial and explains the difference to general algorithms considered in [36] and [38], where the limitations persist also in analog computations modeled by BSS machines.

F. Outline

A concise introduction to the theory of computation with all necessary notions will be presented in Section II. This is followed by a description of finite-dimensional inverse problems and how deep learning is applied to find its solutions in Section III. Section IV covers the formal statement of our main results concerning the limitations of deep learning and their proof. We conclude with a short discussion of our findings and their implications in Section V.

II. PRELIMINARIES FROM THE THEORY OF COMPUTATION

Already in 1936, Alan Turing addressed the problem of the algorithmic computation of real numbers [24]. He found that only countably many real numbers can be computed, so that most real numbers are not computable. Several different computing models were developed by Turing himself [24], John von Neumann [57], Kurt Gödel [58], and many others, to identify objects which are algorithmically computable. Intriguingly, it turned out that all these computing models are equivalent. Nowadays, the most well-known and widely applied model by computer scientists is Turing’s proposal — the so-called Turing machine.

Turing machines are a mathematical model of what we intuitively understand as computation machines that manipulate symbols on a strip of tape according to certain given rules. They yield an abstract idealization of today’s real-world (digital) computers. Any algorithm that can be executed by a real-world computer can, in theory, be simulated by a Turing machine, and vice versa. In contrast to real-world computers, Turing machines are not subject to any restrictions regarding energy consumption, computation time, or memory size. In addition, the computation of a Turing machine is assumed to be executed free of any errors.

Since its introduction, several non-computable operations where discovered, i.e., operations that can not be effectively approximated on a Turing machine and thereby not on a digital computer. Let us exemplarily mention that there exist continuously differentiable and computable functions for which the first derivative is not computable [59].

Next, we present the relevant notions from computability theory based on Turing machines that will enable us to investigate the questions raised in the introduction. A comprehensive formal introduction on the topic of computability may be found in [60], [61], [62], and [63].

We first recall two notions from classical computability theory.

Definition 1:

1. A set $A \subset \mathbb{N}$ of natural numbers is said to be recursive (or computable or decidable), if there exists an algorithm taking natural numbers as input and which correctly decides after a finite amount of time whether the input belongs to $A$ or to the complement set $A^c = \mathbb{N} \setminus A$.

2. A set $A \subset \mathbb{N}$ is called recursively enumerable, if there exists an algorithm, which correctly identifies (after a finite amount of time) all inputs belonging to $A$, but which may not halt if the input does not belong to $A$.

Note that the halting problem for Turing machines ensures the existence of recursively enumerable sets that are non-recursive. Before considering the notion of computability on an uncountable domain, we recall its meaning on a discrete...
domain like the natural numbers. For this purpose, we introduce the set of \( \mu \)-recursive functions, often simply referred to as recursive functions \([64]\), which constitute a special subset of the set \( \bigcup_{n=0}^{\infty} \{ f : \mathbb{N}^n \rightarrow \mathbb{N} \} \), where \( \mapsto \) denotes a partial mapping. Recursive functions are functions which can be constructed by applying a restricted set of operations, like composition and primitive recursion, on some simple, basic functions like constant functions and the successor function. One can think of the recursive functions as a natural mathematical class of computable functions on the natural numbers.

The considered functions are discrete, i.e., we can expect exact computations on a Turing machine; that is, \( f : \mathbb{N}^n \rightarrow \mathbb{N} \) is computable if there exists a Turing machine that accepts input \( x \) exactly if \( f(x) \) is defined, and, upon acceptance, leaves the string \( f(x) \) on its tape. Detailed knowledge about recursive functions is not required for our purpose. It suffices to know that Turing-computable functions and recursive functions is not required for our purpose. It suffices to know that Turing-computable functions and recursive functions constitute the same class of function as shown by Turing himself \([65]\).

**Lemma 2:** A function \( f : \mathbb{N}^n \rightarrow \mathbb{N} \) is a recursive function if and only if it is computable by a Turing machine.

### A. Computable Real Numbers

Our next aim is to define what it means for a real number to be computable. Intuitively, a computable real number is one which can be effectively approximated to any desired degree of precision by a Turing machine given in advance. There are only countably many Turing machines so that only countably many computable real numbers exist. Any rational number is automatically computable and we can characterize computable sequences of rational numbers.

**Definition 3:** A sequence \( (r_k)_{k \in \mathbb{N}} \) of rational numbers is computable, if there exist three recursive functions \( a, b, s : \mathbb{N} \rightarrow \mathbb{N} \) such that \( b(k) \neq 0 \) and

\[
r_k = (-1)^s(k) \frac{a(k)}{b(k)} \quad \text{for all } k \in \mathbb{N}.
\]

**Remark 4:** The definition can be straightforwardly extended to multi-indexed sequences. For a fixed \( n \in \mathbb{N} \), a sequence \( (r_{k_1, \ldots, k_n})_{k_1, \ldots, k_n \in \mathbb{N}} \subset \mathbb{Q} \) is then called computable, if there exist three recursive functions \( a, b, s : \mathbb{N}^n \rightarrow \mathbb{N} \) such that

\[
r_{k_1, \ldots, k_n} = (-1)^s(k_1, \ldots, k_n) \frac{a(k_1, \ldots, k_n)}{b(k_1, \ldots, k_n)}
\]

for all \( k_1, \ldots, k_n \in \mathbb{N} \).

We can apply computable sequences of rational numbers to establish computability of a real number.

**Definition 5:**

1. A sequence \( (r_k)_{k \in \mathbb{N}} \) of rational numbers converges effectively to a real number \( x \), if there exists a recursive function \( e : \mathbb{N} \rightarrow \mathbb{N} \) such that

\[
|r_k - x| \leq 2^{-N}
\]

holds true for all \( N \in \mathbb{N} \) and all \( k \geq e(N) \).

2. A real number \( x \) is computable, if there exists a computable sequence \( (r_k)_{k \in \mathbb{N}} \) of rationals which converges effectively to \( x \). We refer to the sequence \( (r_k)_{k \in \mathbb{N}} \) as a representation for \( x \) and denote the set of computable real numbers by \( \mathbb{R}_c \).

Next, we introduce some properties of computable numbers as well as its extension to multi-dimensional objects.

**Remark 6:** (1) The set \( \mathbb{R}_c \) is a subfield of \( \mathbb{R} \) with countably many elements. Since all rational numbers are computable, \( \mathbb{R}_c \) is dense in \( \mathbb{R} \).

2) A number \( x \in \mathbb{R} \) is computable if and only if there exists a computable sequence of rational numbers \( (r_k)_{k \in \mathbb{N}} \) such that

\[
|r_k - x| \leq 2^{-k} \quad \text{for all } k \in \mathbb{N}.
\]

**Definition 7:** A vector \( v \in \mathbb{R}^n \) is computable if each of its components is computable. Similarly, a complex number is computable if its real and imaginary parts are computable. We denote the set of computable complex numbers by \( \mathbb{C}_c = \{ x + iy : x, y \in \mathbb{R}_c \} \).

An important operation is the comparison of two numbers. Unfortunately, it is not straightforward to implement it algorithmically.

**Remark 8:** There is no algorithm that decides whether two computable real numbers are equal. The inequality relation between computable reals is recursively enumerable, i.e., given \( x, y \in \mathbb{R}_c \), one can effectively decide if \( x > y \) or \( x < y \), provided that \( x \neq y \). However, for rational numbers comparisons can be (effectively) decided \([62]\).

### B. Computable Sequences of Real Numbers

Our next goal is to identify computable sequences of real numbers. Surprisingly, such a sequence might not be computable, even though each of its individual elements is.

**Definition 9:** Let \( (x_n)_{n \in \mathbb{N}}, (x_{n,k})_{n,k \in \mathbb{N}} \) be a sequence, respectively a double-indexed sequence, of real numbers such that

\[
x_{n,k} \rightarrow x_n \quad \text{for } k \rightarrow \infty \text{ and each } n \in \mathbb{N}.
\]

We say that \( (x_{n,k})_{n,k \in \mathbb{N}} \) converges to \( (x_n)_{n \in \mathbb{N}} \) effectively in \( k \) and \( n \), if there exists a recursive function \( e : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N} \) such that

\[
|x_{n,k} - x_n| \leq 2^{-N}
\]

holds true for all \( n, N \in \mathbb{N} \) and all \( k \geq e(n, N) \). A sequence of real numbers \( (x_n)_{n \in \mathbb{N}} \) is computable (as a sequence) if there exists a computable double-indexed sequence of rationals \( (r_{n,k})_{n,k \in \mathbb{N}} \) such that \( r_{n,k} \) converges to \( x_n \) effectively in \( k \) and \( n \).

**Remark 10:** In the previous definition one may assume without loss of generality that the recursive function \( e : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N} \) is an increasing function of both variables. Subsequently, we collect some properties of computable sequences and again describe their extension to multi-dimensional objects.

**Remark 11:** (1) A sequence \( (x_n)_{n \in \mathbb{N}} \subset \mathbb{R} \) is computable if and only if there exists a computable double-indexed sequence \( (r_{n,k})_{n,k \in \mathbb{N}} \subset \mathbb{Q} \) such that

\[
|r_{n,k} - x_n| \leq 2^{-k} \quad \text{for all } k, n \in \mathbb{N}.
\]
(2) One immediately observes that each finite sequence of computable real or complex numbers is computable. 

**Remark 12:** We can again straightforwardly extend the computability notion to multi-indexed sequences. For a fixed $n \in \mathbb{N}$, we call a sequence $(x_{k_1,\ldots,k_n})_{k_1,\ldots,k_n \in \mathbb{N}} \subseteq \mathbb{R}$ computable if and only if there exists a computable sequence $\{r_{k_1,\ldots,k_{n+1}}\}_{k_1,\ldots,k_{n+1} \in \mathbb{N}} \subseteq \mathbb{Q}$ of rational numbers such that 

$$|r_{k_1,\ldots,k_{n+1}} - x_{k_1,\ldots,k_n}| \leq 2^{-k_{n+1}}$$

for all $k_1, \ldots, k_{n+1} \in \mathbb{N}$.

**Definition 13:** A sequence of vectors $(v_k)_{k \in \mathbb{N}} \subset \mathbb{R}^n$ is computable if each of its components is a computable sequence. A sequence of complex numbers is computable if its real and imaginary parts are computable sequences.

An interesting question is under which circumstances the limit of a (computable) sequence is computable. The following example illustrates that simple convergence of a sequence consisting of computable elements is not sufficient to guarantee computability of the limit. Consider a non-computable number $u \in \mathbb{R}$. Due to the fact that $\mathbb{R}_c$ is dense in $\mathbb{R}$, there has to exist a sequence of computable numbers $(x_n)_{n \in \mathbb{N}}$ such that $|u - x_n| \leq 2^{-m}$ for all $m \in \mathbb{N}$. One might think that this contradicts the non-computability of $u$. Although the converging sequence $(x_n)_{n \in \mathbb{N}}$ exists, it is not computable as a sequence despite all individual elements being computable. In other words, the sequence can not be obtained algorithmically.

Under slightly stronger assumptions we obtain a highly useful result concerning the closure of multi-indexed computable sequences (cp. [62]).

**Theorem 14 (Closure Under Effective Convergence):** Let $(x_{n,k})_{n,k \in \mathbb{N}} \subset \mathbb{R}$ be a computable double-indexed sequence of real numbers, which converges to a sequence $(x_n)_{n \in \mathbb{N}}$ as $k \to \infty$ effectively in $k$ and $n$. Then the sequence $(x_n)_{n \in \mathbb{N}}$ is computable.

### C. Computable Functions

Often the computability of practical problems can be reduced to the question whether a certain function is computable by formulating the problems as an input-output relation. Computability of functions is a well-studied property, and there exist various computability notions. We would like to mention Borel- and Markov computable functions or computable continuous functions. In essence, the concept of computability defines the expected input description and the admissible computation steps for solving a given task. For a comprehensive review of different computability notions we refer to [63]. One notion, we will employ in our paper, is the following one.

**Definition 15:** A function $f : I \rightarrow \mathbb{R}_c^n$, $I \subset \mathbb{R}_c^m$, is called Borel-Turing computable, if there exists an algorithm (or Turing machine) that transforms each given computable representation of a computable vector $x \in I$ into a representation for $f(x)$.

**Remark 16:** (1) In general, the representation $(r_{k})_{k \in \mathbb{N}}$ of a computable vector $x$ is not unique. Hence, the representation of a Borel-Turing computable function $f$ at $f(x)$ depends on the representation $(r_{k})_{k \in \mathbb{N}}$ of $x$ given as input to the algorithm. It is important to be aware of this subtlety, since, for instance, the running time of the algorithm may depend on the input representation and vary accordingly.

(2) We note that Turing’s original definition of computability conforms to the definition of Borel-Turing computability. From a practical point of view, this can be seen as a minimal requirement for an algorithmic computation of the input-output relation of a problem on perfect digital hardware. The typical approach to solve this task consists of establishing an algorithm that takes the input(s) and computes the output value(s) with a precision depending on the input precision. In particular, the algorithm can determine a sufficient input precision so that the computation terminates with an output within the prescribed worst-case error bound. The whole algorithmic computation comprises therefore the following steps. First, the sought output precision as well as the representation of the input is provided to the algorithm. Then, the algorithm determines an adequate description of the input, which guarantees upon termination of the computation that the presented output satisfies the prescribed precision. Here, one can think of the input representation as a Turing machine, which can be queried with a precision parameter, that provides an approximation of the “exact” input.

On Turing machines, the weakest form of computability on the computable numbers is Banach-Mazur computability. If a single-valued function is not Banach-Mazur computable, then it is not computable on perfect digital hardware with respect to any other reasonable notion of computability including Borel-Turing computability. Note that this statement is true only for single-valued functions. For multi-valued functions different notions of algorithmic computability may be introduced which qualify neither as stronger or weaker than Banach-Mazur computability (see Definition 23 and Remark 24 for further details).

**Definition 17 (Banach-Mazur Computability):** A function $f : I \rightarrow \mathbb{R}_c^n$, $I \subset \mathbb{R}_c^m$, is said to be Banach-Mazur computable, if $f$ maps computable sequences $(t_n)_{n \in \mathbb{N}} \subset I$ onto computable sequences $(f(t_n))_{n \in \mathbb{N}} \subset \mathbb{R}_c^n$.

**Remark 18:** We can extend Borel-Turing and Banach-Mazur computability in a straightforward way to the complex domain. A function $f : I \rightarrow \mathbb{C}_c^n$, $I \subset \mathbb{C}_c^m$ is Borel-Turing, respectively Banach-Mazur, computable if its real and imaginary part are Borel-Turing, respectively Banach-Mazur, computable. Hence, the problem of computability reduces to the real-valued case.

Many elementary functions can be identified as computable. Subsequently, we present some examples of computable elementary functions to provide some intuition for the reader.

**Remark 19 (Elementary Functions):** Let $(x_n)_{n \in \mathbb{N}}$ and $(y_n)_{n \in \mathbb{N}}$ be computable sequences of real numbers. Then the following sequences are computable in all reasonable models — including in the sense of Banach-Mazur:

- $(x_n \pm y_n)_{n \in \mathbb{N}}$, $(x_n y_n)_{n \in \mathbb{N}}$, $(\max \{x_n, y_n\})_{n \in \mathbb{N}}$ (if $y_n \neq 0$ for all $n$)
- $(\min \{x_n, y_n\})_{n \in \mathbb{N}}$, $(\exp x_n)_{n \in \mathbb{N}}$, $(\log x_n)_{n \in \mathbb{N}}$, $(\sqrt[n]{x_n})_{n \in \mathbb{N}}$
Another important property is the relation of computable functions and continuity. Often, one can find statements like “Every computable real number function \( f : \mathbb{R}^n \to \mathbb{R} \) is continuous” (see [66]). Hence, in order to show non-computability of a function it suffices to prove that the function is discontinuous. This is certainly not wrong, but the details matter as the following examples show.

**Example:** Consider the function \( f : [0,1] \to \{0,1\} \) given by

\[
    f(x) = \begin{cases} 
        1 & : \text{if } x \text{ is a computable real number,} \\
        0 & : \text{else.}
    \end{cases}
\]

In this situation, \( f \) is not continuous but Banach-Mazur computable, since any computable input sequence is necessarily mapped to 1. Even more, the simplest Turing machine, which ignores the input and always outputs simply 1, is able to correctly describe the input-output relation of \( f \). The apparent contradiction to the aforementioned continuity-statement resolves when taking the input domains into account. While \( f \) is well-defined for any input in \([0,1]\), Banach-Mazur computability implicitly expects only computable inputs by definition. Thus, the key is that the discontinuity is computable or can be effectively approximated — which in case of \( f \) does not hold.

**Remark 20:** In order to circumvent the intricacies related to computable numbers and functions, a restriction to rational inputs might appear as a reasonable approach. However, for most practical problems with continuous input quantities such a simplification is inadequate for at least two reasons:

1) Central values that commonly appear like \( \pi, e \), etc., are not rational numbers.
2) Even simple operations like the square root function \( \sqrt{x} \) do not map onto the rational numbers in general, e.g., \( \sqrt{2} \notin \mathbb{Q} \).

Thus, internal quantities of a problem are in most circumstances not rational, i.e., the computations for rational inputs nevertheless require computable real numbers.

**Remark 21:** Apart from the described practical shortcomings there are also theoretical obstacles from the restriction to rational inputs. A prime example is given in [67]: A computable sequence \((x_n)_{n \in \mathbb{N}}\) of computable real numbers, which additionally satisfy \( x_n \in \mathbb{Q} \) for all \( n \in \mathbb{N} \), is constructed. However, \((x_n)_{n \in \mathbb{N}}\) does not constitute a computable sequence of rational numbers according to Definition 3. Hence, identifying a sequence of rational numbers as computable according to Definition 3 is a strictly stronger statement than identifying the same sequence of rational numbers as computable according to Definition 9.

In certain applications the notion of a function may be too restrictive to model a problem. For example, consider an optimization problem, where the solution to a given input may not be unique. Therefore, the assignment of the input to the output is not unique. However, we can circumvent this obstacle and work with set-valued functions. Although a multi-valued function is in general not a function in its strictest sense, the notion is still typically formalized mathematically as a function.

### Definition 22 (Multi-Valued Function)

A multi-valued function \( f \) from a set \( A \) to a set \( B \) is a function \( f : A \to \mathcal{P}(B) \), where \( \mathcal{P}(B) \) denotes the power set of \( B \) (such that \( f(a) \) is non-empty for every \( a \in A \) or is implicitly assumed as a partial function). We will denote a multi-valued function from \( A \) to \( B \) by \( A \ni B \).

In most circumstances it is not necessary to compute the entire solution set of a problem described by a multi-valued map; it suffices to obtain exactly one feasible solution. If the restricted task of computing only one solution can not be carried out, then certainly the entire solution set can not be computed. Therefore, our goal is to study computability of a single-valued restriction of the multi-valued map.

To formalize this concept, note that for a multi-valued function \( f : \mathcal{X} \ni \mathcal{Y} \) there exists for each input \( x \in \text{dom}(f) \) at least one output \( y^*_x \in f(x) \subseteq \mathcal{P}(\mathcal{Y}) \). A single-valued restriction of \( f \) can then be defined as the function

\[
    \tilde{f} : \mathcal{X} \to \mathcal{Y}
    \quad x \mapsto y^*_x.
\]

We denote by \( \mathcal{M}_f \) the set of all single-valued functions associated with the multi-valued function \( f \). Hence, the set \( \mathcal{M}_f \) encompasses all (single-valued) functions \( \tilde{f} \) that are formed by restricting the multi-valued map \( f \) to a single value for each input. If there exists at least one function \( \tilde{f} \in \mathcal{M}_f \) such that \( \tilde{f} \) is computable, then we can algorithmically solve the problem proposed by \( f \).

### Definition 23: A problem with an input-output relation described by a multi-valued function \( f : \mathcal{X} \ni \mathcal{Y} \) is algorithmically solvable on a Turing machine in Borel-Turing or Banach-Mazur sense, if there exists a function \( \tilde{f} \in \mathcal{M}_f \) that is Borel-Turing or Banach-Mazur computable, respectively. In particular, it is not relevant which of the (possibly infinitely many) functions in \( \mathcal{M}_f \) is computable, since any of those is an appropriate solution. Even more, it may be the case that most functions in \( \mathcal{M}_f \) are non-computable. As long as we succeed to show computability for just one of them, we consider the task algorithmically solvable.

**Remark 24:** A different notion of a successful algorithmic computation can be established via the distance to the solution set. This approach is pursued in [36] and [38] and the (non-)existence of algorithms is studied with respect to an error parameter \( \varepsilon \) describing the admissible distance of an algorithmic solution to the solution set. The aforementioned notion of the breakdown epsilon for a given problem refers to the non-existence of algorithms computing a solution within the prescribed error bound. More formally, an algorithm \( A \) is given an error parameter \( \varepsilon > 0 \) and access to a representation \((r_k^x)_{k \in \mathbb{N}}\) of an input \( x \in \mathcal{X} \) and is required to compute a solution \( A(\varepsilon, (r_k^x)_{k \in \mathbb{N}}) \) such that

\[
    \text{dist}(A(\varepsilon, (r_k^x)_{k \in \mathbb{N}}), f(x)) := \inf_{y \in f(x)} d(A(\varepsilon, (r_k^x)_{k \in \mathbb{N}}), y) \leq \varepsilon \tag{1}
\]

where \( d \) is a metric on \( \mathcal{Y} \). Hence, \( A(\varepsilon, (r_k^x)_{k \in \mathbb{N}}) \) does not approximate a fixed element of the solution set \( f(x) \) but only the distance to the whole solution set is controlled as \( \varepsilon \) and/or the representation varies. In particular, the closest element in the solution set may depend on the representation and the
magnitude of $\varepsilon$. Therefore, the existence of these types of algorithms can not be assessed via the notion of Banach-Mazur computability since the algorithms can not be described by a set of single-valued functions mapping from $\mathcal{X}$ to $\mathcal{Y}$. Thus, a problem characterized by $f$ may not be algorithmically solvable in Banach-Mazur sense, but an algorithm as described in (1) may still exist. Note that this case only arises if $f$ is indeed a multi-valued and not a single-valued function.

III. INVERSE PROBLEMS

A. Inverse Problems in Imaging

We consider the following finite-dimensional, underdetermined inverse problem:

Given noisy measurements $y = Ax + e \in \mathbb{C}^m$ of $x \in \mathbb{C}^N$, recover $x$, \hspace{1cm} (2)

where $A \in \mathbb{C}^{m \times N}$, $m < N$, is the sampling operator (or measurement matrix), $e \in \mathbb{C}^m$ is a noise vector, $y \in \mathbb{C}^m$ is the vector of measurements and $x \in \mathbb{C}^N$ is the object to recover (typically a vectorized discrete image). Classical examples from medical imaging are MRI, where $A$ encodes the Fourier transform, and CT, where $A$ encodes the Radon transform. In practice, the underdetermined setting $m < N$ is common, the reason being that in many applications the number of measurements is severely limited due to time, cost, power or other constraints. Given a specific inverse problem, the objective is to reconstruct (an approximation of) the original data $x$ from knowledge of the measurements $y$, the matrix $A$, and — ideally — the noise level $\|e\|$. A general solution strategy for inverse problems is to rewrite the model (2) in a mathematically more tractable form since (2) is in general ill-posed. Aiming to account for uncertainties of the measurements, a relaxed formulation is considered, which has a considerably simpler solution map than the original description (2). Typically, the goal is to express (2) as an optimization problem given a sampling operator $A \in \mathbb{C}^{m \times N}$ and a vector of measurements $y \in \mathbb{C}^m$. There exist various formulations of this optimization problem, a straightforward one is given by the least-squares problem

$$\arg\min_{x \in \mathbb{C}^N} \|Ax - y\|_{\ell_2},$$

A minimizer of the least-squares problem can be obtained via the pseudoinverse of $A$. Unfortunately, the capabilities to compute a minimizer of (ls) algorithmically on Turing machines via the pseudoinverse is limited [68]. Additionally, the solution of (ls) is generally not unique and the individual solutions tend to display different qualitative properties, i.e., not all minimizers of (ls) are of the same value when reconsidering the original problem (2). Thus, additional information about the image domain has to be incorporated in the solver, which is referred to as “regularization”. A very successful conceptual approach in the last years are sparse regularization techniques [69]. These methods exploit the inherent sparsity of data such as natural images in fixed transform domains (e.g. wavelets, shearlets, or discrete gradient) and reach state-of-the-art results for various image reconstruction tasks. A special case of this is the highly successful field of compressed sensing [70], [71], [72], [73], which revolutionized the efficient acquisition of data. Recently, deep learning techniques, where the reconstruction algorithm can learn a priori information in a much more detailed manner from a training database, have provided a new paradigm with similar or even better performances for solving inverse problems in imaging science [74].

Typically, solution strategies consider the relaxed formulation via (quadratically constrained) basis pursuit [43]

$$\arg\min_{x \in \mathbb{C}^N} \|x\|_{\ell_1} \text{ such that } \|Ax - y\|_{\ell_2} \leq \varepsilon,$$

where the magnitude of $\varepsilon > 0$ controls the relaxation, and unconstrained (square-root) lasso [44], [45]

$$\arg\min_{x \in \mathbb{C}^N} \lambda \|x\|_{\ell_1} + \|Ax - y\|_{\ell_2},$$

where $\lambda > 0$ replaces the role of the parameter $\varepsilon$. However, each formulation describes a similar problem to solve. Proving non-computability results for today’s digital hardware on the simpler, relaxed problems (bp) and (la) is a striking computational barrier for practical applications.

B. Deep Learning for Inverse Problems

In this section, we give a short introduction to deep learning with a particular focus on solving inverse problems [74], [75], [76], [77], [78]. For a comprehensive depiction of deep learning theory we refer to [35] and [79].

1) Prediction Task: Before we address deep learning theory we shortly dive into classical learning theory connected to prediction tasks. Formally, in a prediction task one is given data in a measurable space $Z := \mathcal{X} \times \mathcal{Y} \subset \mathbb{R}^n \times \mathbb{R}^m$ and a loss function $L : \mathcal{M}(\mathcal{X}, \mathcal{Y}) \times Z \to [0, \infty]$, where $\mathcal{M}(\mathcal{X}, \mathcal{Y})$ denotes the space of measurable functions from $\mathcal{X}$ to $\mathcal{Y}$. The goal is to choose a hypothesis set $\mathcal{F} \subset \mathcal{M}(\mathcal{X}, \mathcal{Y})$ and derive a learning algorithm, i.e., a mapping

$$A : \bigcup_{\ell \in \mathbb{N}} \mathcal{Z}^\ell \to \mathcal{F},$$

that uses samples $\tau = ((x^{(i)}, y^{(i)}))_{i=1}^\ell \in \mathcal{Z}^\ell$ consisting of features $x^{(i)} \in \mathcal{X}$ and corresponding labels $y^{(i)} \in \mathcal{Y}$ to find a model $f_\tau = A(\tau) \in \mathcal{F}$ that performs well on the training data $\tau$ and also generalizes to unseen data $z = (x, y) \in \hat{Z}$. The ability to generalize is measured via the loss function $L$ and the corresponding loss $L(f_\tau, z)$.

In this paper, we aim to unravel some of the limitations of any such algorithm on digital machines, while focusing on the inverse problem setting. As discussed in Subsection III-A, a very popular choice for the hypothesis set is the set of deep neural networks with a given architecture and the next subsection will give a short introduction into this set. But we would like to stress that our results in fact do hold for any hypothesis set.

2) Neural Networks: Aiming to present the core idea of neural networks, we consider the simple setting of feedforward neural networks, which to a certain extent is also the most common one. From a functional viewpoint, an $L$-layer
feedforward neural network is a mapping $\Phi : \mathbb{R}^d \rightarrow \mathbb{R}^m$ of the form

$$\Phi(x) = T_L \rho(T_{L-1} \rho(\ldots \rho(T_1 x))), \quad x \in \mathbb{R}^d,$$

where $T_\ell : \mathbb{R}^{n_{\ell-1}} \rightarrow \mathbb{R}^{n_{\ell}}, \ell = 1, \ldots, L$, are affine-linear maps

$$T_\ell x = W_\ell x + b_\ell, \quad W_\ell \in \mathbb{R}^{n_{\ell} \times n_{\ell-1}}, b_\ell \in \mathbb{R}^{n_{\ell}},$$

$\rho : \mathbb{R} \rightarrow \mathbb{R}$ is a non-linear function acting component-wise on a vector. The input and output dimension of the network is represented by $n_0 = d$ and $n_L = m$, respectively. The matrices $W_\ell$ are called weights, the vectors $b_\ell$ biases, and the function $\rho$ activation function. Together with the width $n = (n_1, \ldots, n_L)$ and depth $L$ the activation function determines the architecture of a neural network, see Figure 2.

The class of neural networks $\mathcal{NN}_{L,n,\rho}$ from $\mathbb{R}^d$ to $\mathbb{R}^m$ describes the possible realizations of neural networks with architecture $(L, n, \rho)$. Realization refers to the mapping associated with a neural network. Hence, $\mathcal{NN}_{L,n,\rho}$ comprises all functions of the form given in (3). We now briefly recap the learning procedure of a deep neural network when aiming to solve an inverse problem (2). Neural networks can be incorporated in the solution approach of inverse problems in various ways. Depending on the properties of a given inverse problem or the aspired application, a specific utilization of neural networks in the reconstruction process may seem the most promising. We focus on an end-to-end approach, where the goal is to directly learn a mapping from measurements to reconstructed data; see [77] for alternative approaches which employ deep learning at certain steps in the processing pipeline, e.g., in order to learn a regularizer. The end-to-end approach represents the most fundamental method, since it requires no further problem specific knowledge or assumptions. In this situation, our sample pairs consist of measurements $y = Ax + e$ and corresponding images $x$, i.e., the finite training set $\tau$ is of the form

$$\tau = \{(y^j, x^j) : y^j = Ax^j + e, j = 1, \ldots, R\}.$$
3) Our Problem Setting: We will now describe the specific problem setting as well as the precise question we aim to tackle. To solve an inverse problem (in imaging science) via a deep neural network, we first require a training set sampled from the relaxed inverse problem description. For fixed sampling operator $A$ and optimization parameter $\mu$, the training set consists of finitely many pairs $(y^j, x^j)_{j=1}^R$, where $y^j$ is a measurement and $x^j$ a corresponding solution of an optimization problem $P$, i.e.,

$$\tau_P = \{(y^j, x^j) : x^j \in P(A, y^j, \mu), j = 1, \ldots, R\}, \quad (4)$$

where $P(A, y^j, \mu)$ denotes the set of minimizers for the optimization problem $P$, e.g., (bp) for $\mu = \varepsilon$ or (la) for $\mu = \lambda$. Note that the training set consists of input-output pairs of the optimization problem $P$ and not from the original inverse problem model (2). The training process shall now yield a deep neural network $\Phi_{P,\tau}$, which approximates the mapping from measurements to the original data such that the recovered data satisfies the conditions posed by the applied optimization problem. Hence, we ask, for fixed sampling operator $A \in \mathbb{C}^{m \times N}$ and some fixed optimization parameter $\mu > 0$:

**Given measurements $Y = \{y_k\}_{k=1}^R \subset \mathbb{C}^m$, $R < \infty$, does there exist a neural network approximating the reconstruction map, and can this network be trained by an algorithm in the Banach-Mazur sense?**

Such an algorithm, i.e., a training process, can by definition only exist if the reconstruction map is computable. To study this question denote by

$$\Xi_{P,A,\mu} : \mathbb{C}^m \rightrightarrows \mathbb{C}^N \quad y \mapsto P(A, y, \mu)$$

the (multi-valued) reconstruction map so that

**Given a measurement $y \in \mathbb{C}^m$ the set of minimizers $P(A, y, \mu)$ is represented by $\Xi_{P,A,\mu}(y)$.**

Observe that the map $\Xi_{P,A,\mu}$ is in general set-valued, since the solution of the optimization problem does not need to be unique. However, in practical applications one is usually interested in a single-valued reconstruction map. Indeed, a neural network will yield not all eligible but exactly one recovery for each measurement. By considering single-valued restrictions $\Xi_{P,A,\mu}^s \in \mathcal{M}_{\Xi_{P,A,\mu}}$ we can examine the algorithmic solvability of a specific inverse problem determined by the sampling operator $A$, the optimization problem $P$ and parameter $\mu$. However, we are not only interested in approximating the reconstruction map of a specific inverse problem but we want to study a broader research question. Instead of fixing a specific sampling operator, we ask for any sampling operator of dimension $m \times N$:

**Given measurements $Y = \{y_k\}_{k=1}^R \subset \mathbb{C}^m$, $R < \infty$ and the associated sampling operator $A \in \mathbb{C}^{m \times N}$, does there exist a neural network approximating the reconstruction map, and can this network be trained by an algorithm in the Banach-Mazur sense?**

The crucial aspect is that we look for an algorithm that can be applied to any inverse problem of dimension $m \times N$. Hence, the task is much more difficult than for a fixed inverse problem. The algorithm can not be adapted to properties of a specific inverse problem. Even if we can establish a suitable algorithm for a fixed inverse problem, this fact by no means implies that we can find a general algorithm applicable to any inverse problem. Such an algorithm, i.e., a training process, can by definition only exist if the reconstruction map of any inverse problem of dimension $m \times N$ is computable. More formally, denote by

$$\Xi_{P,\mu} : \mathbb{C}^{m \times N} \times \mathbb{C}^m \rightrightarrows \mathbb{C}^N \quad (A, y) \mapsto P(A, y, \mu)$$

(5)

the extended (multi-valued) reconstruction map so that

**Given a sampling operator $A \in \mathbb{C}^{m \times N}$ and an associated measurement $y \in \mathbb{C}^m$ the set of minimizers $P(A, y, \mu)$ is represented by $\Xi_{P,\mu}(A, y)$, i.e., $\Xi_{P,\mu}(A, y) = \Xi_{P,A,\mu}(y)$. Hence, the map $\Xi_{P,\mu}$ is not associated to a specific sampling operator but represents the recovery operation for any inverse problem described by a sampling operator of fixed dimension $m \times N$ and optimization task $P$ with fixed optimization parameter $\mu$. The algorithmic solvability related to any single-valued mapping $\Xi_{P,\mu} \in \mathcal{M}_{\Xi_{P,\mu}}$ is the crucial aspect for practical applications; see Figure 3.

**IV. Main Result**

The goal of this work is to assess whether and to what degree inverse problems described by the solution maps $\Xi_{bp,\varepsilon}$ and $\Xi_{la,\lambda}$ are algorithmically approximable in Banach-Mazur sense, i.e., can we algorithmically approximate optimal reconstructions? Before focusing on the Banach-Mazur setting,
we want to briefly consider and formalize this problem from the Borel-Turing perspective: Does there exist a computable sequence of Borel-Turing computable functions $(\Xi_{P,\mu})_{\mu \in \mathbb{N}}$ with $\Xi_{P,\mu} : \mathbb{C}^{m \times N} \times \mathbb{C}^m \to \mathbb{C}^N$ such that, for all $(A, y) \in \mathbb{C}^{m \times N} \times \mathbb{C}^m$, we have

$$\| \Xi_{P,\mu}^s(A, y) - \Xi_{P,\mu}(A, y) \|_{\ell_2} < 2^{-n}$$

(6)

for some arbitrary function $\Xi_{P,\mu}^s \in M_{\Xi_{P,\mu}}$? If sequences $(\Xi_{P,\mu}^s)_{\mu \in \mathbb{N}}$ and $(\Xi_{P,\mu}^e)_{\mu \in \mathbb{N}}$ exist for certain optimization parameters $\varepsilon^*$ and $\lambda^*$, then (6) implies that $\Xi_{P,\mu}^s$ and $\Xi_{P,\mu}^e$ are Borel-Turing computable; respectively; for more details about this implication we refer to [80]. Similarly, we conclude in the Banach-Mazur setting that an arbitrarily small approximation error implies that inverse problems described by the maps $\Xi_{P,\mu}^s$ and $\Xi_{P,\mu}^e$ are algorithmically solvable in Banach-Mazur sense. However, our main result characterizes the non-approximability of these maps and establishes a lower bound on the algorithmically achievable accuracy from the Banach-Mazur perspective. Note that in [36] and [38] similar lower bounds were established under the notion of ‘breakdown epsilons’ in the general algorithm setting.

**Theorem 26:** Consider the optimization problems (bp) and (la), where $N \geq 2$ and $m < N$, for fixed parameters $\varepsilon \in (0, 1/4)$ and $\lambda \in (0, 5/4) \cap \mathbb{Q}$, respectively. Let $\Xi_{P,\mu}^s \in M_{\Xi_{P,\mu}}$ be an arbitrary (single-valued) function and let $C_{bp} > 0$ be some suitably large constant. Let $\Xi : \mathbb{C}^{m \times N} \times \mathbb{C}^m \to \mathbb{C}^N$ be a function with

$$\sup_{(A, y) \in \mathbb{C}^{m \times N} \times \mathbb{C}^m : \|A\| \leq K, \|y\| \leq 1} \| \Xi_{P,\mu}^s(A, y) - \Xi(A, y) \|_{\ell_2} < \frac{1}{4},$$

(7)

where $K \geq C_{bp}$ is arbitrary. Then $\Xi$ is not Banach-Mazur computable. Similarly, for arbitrary $\Xi_{P,\mu}^e \in M_{\Xi_{P,\mu}}$ and $K \geq C_{la}$, where $C_{la} > 0$ is some suitably large constant,

$$\sup_{(A, y) \in \mathbb{C}^{m \times N} \times \mathbb{C}^m : \|A\| \leq K, \|y\| \leq 1} \| \Xi_{P,\mu}^e(A, y) - \Xi(A, y) \|_{\ell_2} < \frac{1}{8},$$

(8)

implies that $\Xi : \mathbb{C}^{m \times N} \times \mathbb{C}^m \to \mathbb{C}^N$ is not Banach-Mazur computable.

**Remark 27:** We want to stress that the statement in Theorem 26 does not depend on the unboundedness of the input domain, but holds true on a compact input set. The value of the constants $C_{bp}$ and $C_{la}$ can be explicitly computed and depend on our specific construction in the proof; they do not reflect a fundamental bound but may be improved, i.e., lowered, by further analysis.

A similar result holds with slightly weakened bounds when considering the distance of a function to the entire solution set.

**Corollary 28:** Consider the optimization problems (bp) and (la), where $N \geq 2$ and $m < N$, for fixed parameters $\varepsilon \in (0, 1/4)$ and $\lambda \in (0, 5/4) \cap \mathbb{Q}$, respectively. Recall the constants $C_{bp}$ and $C_{la}$ from Theorem 26. Let $\Xi : \mathbb{C}^{m \times N} \times \mathbb{C}^m \to \mathbb{C}^N$ be a function with

$$\sup_{(A, y) \in \mathbb{C}^{m \times N} \times \mathbb{C}^m : \|A\| \leq K, \|y\| \leq 1} \text{dist}(\Xi_{P,\mu}^s(A, y), \Xi(A, y)) < \frac{1}{4} - \delta_{bp},$$

(9)

where $\delta_{bp} \in (0, 1/4)$, $K \geq C_{bp}$, and

$$\text{dist}(\Xi_{P,\mu}^s(A, y), \Xi(A, y)) = \inf_{\Xi_{P,\mu}^s \in M_{\Xi_{P,\mu}}} \| \Xi_{P,\mu}^s(A, y) - \Xi(A, y) \|_{\ell_2}.$$ 

Then $\Xi$ is not Banach-Mazur computable. Similarly, for $\delta_{la} \in (0, 1/8)$ and $K \geq C_{la}$

$$\sup_{(A, y) \in \mathbb{C}^{m \times N} \times \mathbb{C}^m : \|A\| \leq K, \|y\| \leq 1} \text{dist}(\Xi_{P,\mu}^e(A, y), \Xi(A, y)) < \frac{1}{8} - \delta_{la},$$

implies that $\Xi : \mathbb{C}^{m \times N} \times \mathbb{C}^m \to \mathbb{C}^N$ is not Banach-Mazur computable.

**Remark 29:** In the setting of Corollary 28, Banach-Mazur non-approximability of the solution sets of (bp) and (la) still relies on the evaluation of single-valued functions on the considered domain. Thus, it is not related to the algorithmic notion described in Remark 24, which can not be captured by these single-valued functions — we refer to Remark 24 for more details.

Finally, we want to add that the limitations in Theorem 26 generally do not arise due to poor conditioning of the considered problems. For specific input domains the limitations remain valid while every inverse problem in the input domain is well-conditioned. This fact was already observed in [36] and [38] and we extend the findings to the Banach-Mazur setting. For an introduction to condition numbers we refer to [81] and [82], the relevant notions for optimization problems are also established in [36] and we provide a brief summary in Section IV-B.

**Theorem 30:** Consider the optimization problems (bp) and (la), where $N \geq 2$ and $m < N$, for fixed parameters $\varepsilon \in (0, 1/4)$ and $\lambda \in (0, 1) \cap \mathbb{Q}$, respectively. Then, there exists an input domain $\Omega \subset \mathbb{C}^{m \times N} \times \mathbb{C}^m$ containing only well-conditioned problems such that for any $\Xi^s \in M_{\Xi_{P,\mu}^s} \cup M_{\Xi_{P,\mu}^e}$ and arbitrary Banach-Mazur computable function $\Xi : \Omega \to \mathbb{C}^N$

$$\sup_{(A, y) \in \Omega} \| \Xi^s(A, y) - \Xi(A, y) \|_{\ell_2} \geq \frac{1}{10}$$

holds. In particular, the condition numbers of matrices $A A^H$ with $(A, \cdot) \in \Omega$, the condition of the maps $\Xi_{P,\mu}^s$ and $\Xi_{P,\mu}^e$ on $\Omega$, and the feasibility primal condition number on $\Omega$ are all bounded by 1.

### A. Proof of Banach-Mazur Non-Approximability

1) **Architecture of the Proof:** For the convenience of the reader we will first provide higher level insights into the overall architecture of the proof of Theorem 26.

- First, following the outline in [36] we characterize in Lemma 31 general non-approximability conditions in Banach-Mazur sense for functions $\Xi_{P,\mu}^s$, introduced in Section III-B3, describing the solution set of an optimization problem $P$.
- Informally, we show that the existence of two input sequences which converge to the same limit but whose function values are strictly separated contradicts the
approximability of the function in Banach-Mazur sense under some additional requirements.

- Subsequently, based on a characterization of the solution sets of basis pursuit and lasso optimization summarized in Lemma 33, input sequences are constructed that meet the conditions of Lemma 31.

- Finally, analyzing the input sequences yields the degree of algorithmic non-approximability in Banach-Mazur sense of the problem posed by $\Xi_{bp,\varepsilon}$ and $\Xi_{lb,\lambda}$ in Theorem 26.

2) Non-Approximability Lemma: Next, we will introduce general non-approximability conditions in Banach-Mazur sense of the mappings describing the solutions of inverse problems via optimization problems introduced in Section III.

Lemma 31: Consider for the optimization problem $P$ with optimization parameter $\mu > 0$ the multi-valued mapping $\Xi_{P,\mu}$ defined in (5), i.e.,

$$\Xi_{P,\mu} : C^{m \times N} \times C^{m} \rightarrow C^{N}$$

$$(A, y) \mapsto P(A, y, \mu)$$

Choose an arbitrary single-valued restriction $\Psi^* \in \mathcal{M}_{\Xi_{P,\mu}}$ and $\Omega \subseteq \text{dom}(\Psi^*) \neq \emptyset$. Further, suppose that there are two computable sequences $(\omega_1^1)_{n \in \mathbb{N}}, (\omega_2^2)_{n \in \mathbb{N}} \subseteq \Omega$ satisfying the following conditions:

(a) There are sets $S^1, S^2 \subseteq C^{N}$ and $\kappa > 0, \kappa \in \mathbb{Q}$ such that

$$\inf_{x_1 \in S^1, x_2 \in S^2} \|x_1 - x_2\|_{\ell^2} > \kappa \quad \text{and} \quad \Psi^*(\omega_n^1) \in S^1$$

for $j = 1, 2$.

(b) There exists $\omega^* \in \Omega$ such that

$$\|\omega_n^1 - \omega^*\|_{\ell^2} \leq 2^{-n}$$

for all $n \in \mathbb{N}$, $j = 1, 2$.

In addition, let $\Psi : \Omega_{\Psi} \rightarrow C^{N}, \Omega \subseteq \Omega_{\Psi} \subseteq C^{m \times N} \times C^{m}$, be an arbitrary function with

$$\sup_{\omega \in \Omega} \|\Psi^*(\omega) - \Psi(\omega)\|_{\ell^2} \leq \frac{\kappa}{2}.$$ 

Then $\Psi$ is not Banach-Mazur computable.

Remark 32: For $\omega \in \Omega$ we write $\omega = (\omega_A, \omega_y)$, where $\omega_A \in C^{m \times N}$ corresponds to the matrix $A$ and $\omega_y \in C^{m}$ corresponds to the measurement $y$. Furthermore, $\omega_{A_{k,l}}$ and $\omega_{y_k}$ denote the $(k,l)$-th element in $\omega_A$ and the $k$-th element in $\omega_y$, respectively. Moreover, we utilize the norm $\|\omega\|_{\ell^2} = \|\omega_A\|_{\ell^2} + \|\omega_y\|_{\ell^2}$ on $C^{m \times N} \times C^{m}$. Here, $\|\omega_A\|_{\ell^2}$ is given by the matrix norm induced by the $\ell^2$-norm.

Proof: Without loss of generality we may assume that $\Omega, \Omega_{\Psi} \subseteq \mathbb{R}^{m \times N} \times \mathbb{R}^m$. The complex case $C^{m \times N} \times C^{m}$ is a straightforward extension of the real case. This applies, since to show Banach-Mazur computability of a complex-valued function one needs to show Banach-Mazur computability of the real-valued functions representing the real and imaginary parts. Hence, the proof reduces to the real-valued domain.

The general idea is to ‘encode’ a recursively enumerable but non-recursive set $B \subseteq \mathbb{N}$ in $\Omega$ in the following manner: The approximability of $\Psi^*$ on $\Omega$ by a Banach-Mazur computable function $\Psi$ would allow for an algorithm which correctly decides for arbitrary natural numbers the membership to $B$ — contradicting its non-recursiveness. Thus, $\Psi^*$ cannot be approximated in Banach-Mazur sense, i.e., $\Psi$ cannot be Banach-Mazur computable. In the first part of the remaining proof we will carry out the encoding of $B$ in $\Omega$. Subsequently, in the second part we will present the contradiction arising from the Banach-Mazur computability of $\Psi$ by establishing the mentioned decision procedure.

Part 1 (Encoding): We begin with some observations. Note that condition (b) implies for any $k = 1, \ldots, m$ and $l = 1, \ldots, N$ that

$$|\omega^j_{A_{k,l},n} - \omega^*_{A_{k,l}}| \leq 2^{-n} \quad \text{and} \quad |\omega^j_{y_k,n} - \omega^*_{y_k}| \leq 2^{-n} \quad (11)$$

for all $n \in \mathbb{N}, j = 1, 2$. Therefore, the component-wise sequences $\omega^j_{A_{k,l},n}$ and $\omega^j_{y_k,n}$ converge effectively to $\omega^*_{A_{k,l}}$ and $\omega^*_{y_k}$, respectively. Thus, $\omega^j_{A_{k,l}}$ and $\omega^j_{y_k}$ are computable real numbers. Consequently, all components of $\omega^*$ are computable, i.e., $\omega^*$ is itself computable. Moreover, the following must hold true:

$$\|\Psi^*(\omega^*) - \Psi^*(\omega^j_n)\|_{\ell^2} > \frac{\kappa}{2} \quad \forall n \in \mathbb{N} \quad \text{or} \quad$$

$$\|\Psi^*(\omega^*) - \Psi^*(\omega^2_n)\|_{\ell^2} > \frac{\kappa}{2} \quad \forall n \in \mathbb{N}.$$

Otherwise, there exists $n_1, n_2 \in \mathbb{N}$ such that

$$\|\Psi^*(\omega^*) - \Psi^*(\omega^j_n)\|_{\ell^2} \leq \frac{\kappa}{2} \quad \text{for } j = 1, 2,$$

and

$$\inf_{x_1 \in S^1, x_2 \in S^2} \|x_1 - x_2\|_{\ell^2} \leq \frac{\kappa}{2}$$

for all $n \in \mathbb{N}, j = 1, 2$.

This contradicts condition (a). Hence, without loss of generality we can assume that

$$\|\Psi^*(\omega^*) - \Psi^*(\omega^j_n)\|_{\ell^2} > \frac{\kappa}{2} \quad \text{for all } n \in \mathbb{N}. \quad (12)$$

Now, consider a recursively enumerable but non-recursive set $B \subseteq \mathbb{N}$. Denote by $T_M$ a Turing machine which accepts $n \in \mathbb{N}$ if $n \in B$ and does not halt otherwise. We define the double-indexed sequence $(r_{n,j})_{n,j \in \mathbb{N}}$ based on the output of $T_M(n)$ after $j$ steps of computation. In particular, we set

$$r_{n,j} = \begin{cases} q_n & \text{if } T_M \text{ accepts } n \text{ after at most } j \text{ steps}, \\ j & \text{otherwise}, \end{cases} \quad (13)$$

where $q_n \leq j$ denotes the least number of computation steps of $T_M$ required to accept input $n$.

Next, we show that $(r_{n,j})_{n,j \in \mathbb{N}}$ is a computable double-indexed sequence of rational numbers. Obviously, both $q_n$ and $j$ are natural numbers, hence we need to find a recursive function $a : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ such that $r_{n,j} = a(n,j)$. Thus, it suffices to describe a Turing machine that computes the function $a$. Informally, we can apply a Turing machine $T_M$, that simulates $T_M$ such that $T_M(n,j)$ runs $T_M(n)$ for at most $j$ steps. If $T_M$ stops and accepts $n$, then $T_M$ outputs the number of required computation steps of $T_M$, otherwise — $T_M(n)$ did not halt after $j$ steps — it outputs $j$.

Define the sequence $(\hat{w}_n)_{n \in \mathbb{N}} \subseteq \Omega$ by

$$\hat{w}_n := \begin{cases} \omega^1_{q_n} & \text{if } n \in B, \\ \omega^* & \text{otherwise}, \end{cases}$$
and note that
\[ \omega^1_{r_{n,j}} \rightarrow \omega_n \text{ for } j \rightarrow \infty, \]
since:
- if \( n \in B \), then \( TM_B \) stops after a finite number of steps, i.e. \( r_{n,j} = q_n \) for \( j \) large enough;
- if \( n \notin B \), then \( TM_B \) does not stop, i.e. \( r_{n,j} = j \) for any \( j \), and therefore \( \omega^1_{r_{n,j}} = \omega^1 \rightarrow \omega^* \) by condition (b).

The subsequent step is to show that \( (\hat{\omega}_n)_{n \in \mathbb{N}} \) is a computable sequence. We consider explicitly the computability of the component-wise sequence \( (\hat{\omega}_{A_k,l,n})_{n \in \mathbb{N}} \) for \( k, l \) and \( 1 \). The cases for arbitrary \( k = 1, \ldots, m \) and \( l = 1, \ldots, N \) as well as the computability of the component-wise sequences \( \hat{\omega}_{y_k,n} \) follow analogously. It suffices to construct a computable double-indexed sequence \( (\gamma_{n,j})_{n,j \in \mathbb{N}} \) which converges to the sequence \( (\hat{\omega}_{A_1,1,n})_{n \in \mathbb{N}} \) effectively in \( j \) and \( n \), i.e., we need to find a recursive function \( e^* : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N} \) such that for all \( n, M^* \in \mathbb{N} \)
\[ |\omega^1_{A_1,1,n} - \gamma_{n,j}| \leq 2^{-M^*} \text{ for } j \geq e^*(n, M^*). \]

For \( n, j \in \mathbb{N} \), let \( \gamma_{n,j} = \omega^1_{A_1,1,r_{n,j}} \) and observe that there exists a recursive function \( e_r : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N} \) with \( r_{n,j} = e_r(n, j) \) since \( (r_{n,j})_{n,j \in \mathbb{N}} \) can be computed by a Turing machine. Moreover, due to the computability of \( (\omega^1_{A_1,1,n})_{n \in \mathbb{N}} \), there exists a computable double-indexed sequence \( \left(t_{(n,m)}, n, m \in \mathbb{N} \right) \subset \mathbb{Q} \) and a recursive function \( e_i : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N} \) such that
\[ |\omega^1_{A_1,1,n} - t_{n,m}| \leq 2^{-M^*} \text{ for } n, m \in \mathbb{N}. \]
holds true for all \( n, M^* \in \mathbb{N} \) and all \( m \geq e_\ell(n, M^*). \)

By definition of a computable sequence of rationals, the elements of the sequence \( (t_{(n,m)}, n, m \in \mathbb{N}) \) can be computed via recursive functions \( a_k, b_k, s_k : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N} \) by
\[ t_{n,m} = (-1)^{s_k(n,m)}a_k(t_{t(n,m)}), \quad b_k(t_{t(n,m)}) \text{ for } n, m \in \mathbb{N}. \]
Thus, the elements of the sequence \( (t_{r_{n,j},m}, n, j, m \in \mathbb{N}) \) can be expressed by the recursive functions \( a_k, b_k, s_k, e_r \) as
\[ t_{r_{n,j},m} = (-1)^{s_k(e_r(n,j,m))}a_k(e_r(n,j,m), m), \quad b_k(e_r(n,j,m), m), \quad s_k(e_r(n,j,m), m) \text{ for } n, j, m \in \mathbb{N}. \]
are compositions of recursive functions and consequently again recursive. Therefore, the elements of \( (t_{r_{n,j},m}, n, j, m \in \mathbb{N}) \) can be computed via recursive functions \( a_k, b_k, s_k \) as
\[ t_{r_{n,j},m} = (-1)^{s_k(n,j,m)}a_k(n,j,m), \quad b_k(n,j,m), \quad s_k(n,j,m) \text{ for } n, j, m \in \mathbb{N}. \]

Hence, \( (t_{r_{n,j},m}, n, j, m \in \mathbb{N}) \) is a computable sequence of rationals. Finally, note that
\[ |\omega^1_{A_1,1,r_{n,j}} - t_{r_{n,j},\ell}| \leq 2^{-L} \]
holds for all \( n, j, L \in \mathbb{N} \) and all \( \ell \geq e_\ell(e_r(n,j), L) \). Since \( e_{\ell,r} : \mathbb{N}^3 \rightarrow \mathbb{N} \), defined by
\[ e_{\ell,r}(n,j,\ell) := e_\ell(e_r(n,j),\ell), \]
is recursive as a composition of recursive functions, we can conclude that \( (t_{r_{n,j},m}, n, j, m \in \mathbb{N}) \) converges effectively to \( (\omega^1_{A_1,1,r_{n,j}})_{n,j \in \mathbb{N}} \), i.e., Theorem 14 implies that \( (\omega^1_{A_1,1,r_{n,j}})_{n,j \in \mathbb{N}} \) is a computable sequence of real numbers.

It is left to show that \( (\omega^1_{A_1,1,r_{n,j}})_{n,j \in \mathbb{N}} \) converges effectively to \( (\hat{\omega}_{A_1,1,n})_{n \in \mathbb{N}} \). The assumptions and (11) imply that \( (\omega^1_{A_1,1,n})_{n \in \mathbb{N}} \) is a computable sequence which converges effectively to \( \omega^*_{A_1,1} \). Hence, there exists a recursive function \( e_{A_1,1} : \mathbb{N} \rightarrow \mathbb{N} \) such that for all \( M \in \mathbb{N} \) we obtain
\[ |\omega^1_{A_1,1} - \omega^1_{A_1,1,n}| \leq 2^{-M} \text{ for } n \geq e_{A_1,1}(M). \]
Define \( e' : \mathbb{N} \rightarrow \mathbb{N} \) by
\[ e'(z) := e_{A_1,1}(z + 1) \]
so that \( e' \) is recursive. For fixed \( n \in \mathbb{N} \setminus B \) and arbitrary \( M' \in \mathbb{N} \), we have for any \( j \geq e'(M') \)
\[ |\omega^1_{A_1,1,n} - \omega^1_{A_1,1,r_{n,j}}| = |\omega^1_{A_1,1} - \omega^1_{A_1,1,n}| \leq 2^{-(M' + 1)}. \]

Similarly, for fixed \( n \in \mathbb{N} \setminus B \) it follows that
\[ |\omega^1_{A_1,1,n} - \omega^1_{A_1,1,r_{n,j}}| = |\omega^1_{A_1,1,n} - \omega^1_{A_1,1,r_{n,j}}| \]
\[ = \begin{cases} |\omega^1_{A_1,1,n} - \omega^1_{A_1,1,j}|, & \text{if } j < q_n \smallskip \| |\omega^1_{A_1,1,n} - \omega^1_{A_1,1,j}|, & \text{if } j \geq q_n \end{cases} \]
\[ \leq \begin{cases} |\omega^1_{A_1,1,n} - \omega^1_{A_1,1} + |\omega^*_{A_1,1} - \omega^1_{A_1,1}|, & \text{if } j < q_n \smallskip \| 0, & \text{if } j \geq q_n \end{cases} \]
\[ \leq 2^{-(M' + 1)} + 2^{-(M' + 1)}, \text{ if } j < q_n \smallskip \| 0, & \text{if } j \geq q_n \end{cases} \]
\[ \leq 2^{-M'}. \]

Overall, this yields for arbitrary \( n \in \mathbb{N} \) that
\[ |\omega^1_{A_1,1,n} - \omega^1_{A_1,1,r_{n,j}}| \leq 2^{-M'} \text{ for } j \geq e'(M'), \]
i.e., \( (\omega^1_{A_1,1,r_{n,j}})_{n \in \mathbb{N}} \) converges effectively to \( \hat{\omega}_{A_1,1,n} \). Finally, setting \( e^*(v, z) = e'(z) \) guarantees that \( e^* \) is recursive and yields for all \( n, M^* \in \mathbb{N} \)
\[ |\omega^1_{A_1,1,n} - \omega^1_{A_1,1,r_{n,j}}| \leq 2^{-M^*} \text{ for } j \geq e^*(n, M^*). \]

Thereby, we have shown that \( (\omega^1_{A_1,1,r_{n,j}})_{n \in \mathbb{N}} \) converges effectively to \( (\hat{\omega}_{A_1,1,n})_{n \in \mathbb{N}} \). Consequently, Theorem 14 implies that \( (\hat{\omega}_{A_1,1,n})_{n \in \mathbb{N}} \) is a computable sequence. Moreover, the same holds true for any \( (\hat{\omega}_{A_1,1,n})_{n \in \mathbb{N}} \) and \( (\hat{\omega}_{y_{k,n}})_{n \in \mathbb{N}} \). Therefore, all component-wise sequences of \( (\hat{\omega}_{n})_{n \in \mathbb{N}} \) are computable, i.e., \( (\hat{\omega}_{n})_{n \in \mathbb{N}} \) is a computable sequence.

**Part 2 (Decision Procedure):**

Finally, we combine the previous observations to establish the claim. For the sake of contradiction assume that \( \Psi \) is Banach-Mazur computable and satisfies
\[ \sup_{\omega \in \Omega} ||\Psi(\omega) - \Psi(\omega)||_{L^2} \leq \frac{K}{8}. \]
Then, Banach-Mazur computability of $\Psi$ implies that $\Psi(\omega^*)$ and $(\Psi(\omega^*))_{n \in \mathbb{N}}$ are a computable vector and a computable sequence, respectively. Hence, the sequence $(s_n)_{n \in \mathbb{N}}$ given by

$$s_n := \|\Psi(\omega^*_n) - \Psi(\omega^*)\|_{\ell_2} \quad \text{for } n \in \mathbb{N}$$

is a computable sequence since the $\ell_2$-norm consists of computable elementary functions (see Remark 19). Observe that by construction of $(\omega^*_n)_{n \in \mathbb{N}}$ in (13) we have

$$\Psi(\omega^*_n) = \begin{cases} \Psi(\omega^1_n) & \text{if } n \in B \\ \Psi(\omega^*) & \text{if } n \notin B \end{cases}$$

and

$$\Psi^*(\omega^*_n) = \begin{cases} \Psi^*(\omega^1_n) & \text{if } n \in B \\ \Psi^*(\omega^*) & \text{if } n \notin B \end{cases}$$

Due to (12) and (14) it follows that

- $s_n > \frac{\kappa}{4}$ if $n \in B$, since

$$\frac{\kappa}{2} < \|\Psi^*(\omega^*) - \Psi^*(\omega^*_n)\|_{\ell_2} \leq \|\Psi^*(\omega^*) - \Psi^*(\omega^*)\|_{\ell_2} + \|\Psi(\omega^*_n) - \Psi^*(\omega^*_n)\|_{\ell_2} + \frac{2\kappa}{8} + \|\Psi^*(\omega^*) - \Psi^*(\omega^*_n)\|_{\ell_2}$$

- $s_n < \frac{\kappa}{4}$ if $n \in N \setminus B$, since

$$\|\Psi^*(\omega^*) - \Psi(\omega^*_n)\|_{\ell_2} \leq \|\Psi^*(\omega^*) - \Psi^*(\omega^*)\|_{\ell_2} + \|\Psi(\omega^*_n) - \Psi(\omega^*_n)\|_{\ell_2} + \frac{2\kappa}{8}$$

This shows that it suffices to decide if $s_n > \frac{\kappa}{4}$ or $s_n < \frac{\kappa}{4}$ in order to determine whether $n \in B$ or $n \in N \setminus B$. Since $(s_n)_{n \in \mathbb{N}}$ is computable, there exists a computable sequence of rationals $(p_{n,k})_{k \in \mathbb{N}} \subset \mathbb{Q}$ and a recursive function $e_s : \mathbb{N} \to \mathbb{N}$ such that for all $M \in \mathbb{N}$

$$|s_n - p_{n,k}| \leq 2^{-M} \quad \text{for } k \geq e_s(M).$$

In particular, for every $n \in \mathbb{N}$, using that $s_n \neq \frac{\kappa}{4}$, we can find $M_n \in \mathbb{N}$ such that

$$\left| \frac{\kappa}{4} - p_{n,e_s(M_n)} \right| > 2^{-M_n}. \quad (15)$$

Then, comparing the rational numbers $\frac{\kappa}{4}$ and $p_{n,e_s(M_n)}$ is sufficient to determine whether $n \in B$. Hence, we can establish the following algorithm on Turing machines that decides $B$ in a finite number of steps. On input $n \in \mathbb{N}$, iteratively compute $p_{n,e_s(M)}$ for $M = 1, 2, \ldots$ until the condition in (15) is met for some $M = M_n$. Subsequently, output the result of the comparison of $\frac{\kappa}{4}$ and $p_{n,e_s(M_n)}$. Due to the computability of $(s_n)_{n \in \mathbb{N}}$ and the fact that the final comparison only involves rational numbers, all calculations can be performed independently by a Turing machine. The computed approximations depend on the representation of $(s_n)_{n \in \mathbb{N}}$, however, the outcome of the comparison is independent of the actual approximation. We can conclude that there exists a Turing machine which on input $n$ decides in a finite number of steps if $n$ is in $B$. This effective method contradicts the fact that $B$ is not recursive, i.e., there can not exist a Banach-Mazur computable function $\Psi$ satisfying (14).

3) Construction of Input Sequences: By certifying the conditions of Lemma 31 for (bp) and (la) we can derive Theorem 26. Since Lemma 31 relies on a characterization of the solution sets of basis pursuit and lasso optimization, we first provide an explicit description of the solution set for a specific range of optimization parameters.

Lemma 33 [36]: Let $N \geq 2$ and consider the problem (bp) for

$$A = (a_1 \ a_2 \ \ldots \ a_N) \in \mathbb{C}^{1 \times N}, \quad y = 1, \quad \varepsilon \in [0, 1),$$

where $a_j > 0$ for $j = 1, \ldots, N$. Then the set of solutions is given by

$$\sum_{j=1}^{N} \frac{t_j (1 - \varepsilon)}{a_j} e_j, \quad \text{s.t. } t_j \in [0, 1], \quad \sum_{j=1}^{N} t_j = 1,$$

and $t_j = 0$ if $a_j < \max_k a_k$,

where $\{e_j\}_{j=1}^{N}$ is the canonical basis of $\mathbb{C}^N$. Furthermore, for (la) with

$$A = \lambda (a_1 \ a_2 \ \ldots \ a_N) \in \mathbb{C}^{1 \times N}, \quad y = 1, \quad \lambda > 0,$$

where $a_j > 1$ for $j = 1, \ldots, N$, the set of solutions is given by

$$\sum_{j=1}^{N} \frac{t_j}{a_j} e_j, \quad \text{s.t. } t_j \in [0, 1], \quad \sum_{j=1}^{N} t_j = 1,$$

and $t_j = 0$ if $a_j < \max_k a_k$.

Now, we are ready to prove Theorem 26.

Proof of Theorem 26: We begin with the claim concerning (bp) and consider the case $m = 1$. The general case $m > 1$ will follow by an embedding of the one-dimensional construction.

Choose an arbitrary $\Xi_{bp,e}^* \in \mathcal{M}_e \Xi_{bp,e} \subset \mathbb{C}^{m \times N} \times \mathbb{C}^m$ where

$$A_1 = (a + 2^{-n} \ a \ \ldots \ a) \quad \text{and} \quad A_2 = (a + 2^{-n} \ a \ \ldots \ a)$$

for $n \in \mathbb{N}$ and some $a \in \mathbb{Q}, a > 0$. The sequences converge effectively to the (computable) element $(A^*, 1) \in \mathbb{C}^{m \times N} \times \mathbb{C}^m$ with $A^* = (a \ \ldots \ a)$ since for $j = 1, 2$

$$\|A_1 - (A^*, 1)\|_{\ell_2} = \|A^* - A_1\|_{\ell_2} + \|1 - 1\|_{\ell_2} = a + 2^{-n} - a = 2^{-n} \quad \text{for all } n \in \mathbb{N}. \quad (16)$$

Besides, observe that $(A_1^*, 1)_{n \in \mathbb{N}}$ and $(A_2^*, 1)_{n \in \mathbb{N}}$ are both computable sequences. Indeed, the component-wise sequences are given either by constant sequences, which are therefore computable, or by the sequence $(a + 2^{-n})_{n \in \mathbb{N}}$. We have

$$a + 2^{-n} = \frac{c}{d} + 2^{-n} = \frac{2^n c + d}{d 2^n}$$
for some \( c, d \in \mathbb{N} \). Consequently, there exist recursive functions \( g, h : \mathbb{N} \rightarrow \mathbb{N} \), given by \( g(n) = 2^nc + d \) and \( h(n) = 2^nd \), such that

\[
a + 2^{-n} = \frac{g(n)}{h(n)}
\]

for arbitrary \( n \in \mathbb{N} \). Since \( (a + 2^{-n})_{n \in \mathbb{N}} \) can be expressed as the quotient of two recursive functions, it is by definition a computable sequence of rational numbers.

Finally, setting \( S^j := \{(1 - \varepsilon)s^{-1}e_j \mid s \in (a, a + 1/2]\} \) and applying Lemma 33 gives, for all \( n \in \mathbb{N} \),

\[
\Xi_{bp,c}(A^j_n, 1) \in \Xi_{bp,c}(A^j_n, 1) = \left\{ \frac{1 - \varepsilon}{a + 2^{-n}e_j} \right\} \in S^j, \quad (17)
\]

and

\[
\inf_{s_1 \in S^1, s_2 \in S^2} \| s_1 - s_2 \|_{\ell_2} = \inf_{z_1, z_2 \in (a, a + 1/2]} \sqrt{(1 - \varepsilon) z_1^{-1} e_1 - (1 - \varepsilon) z_2^{-1} e_2} = (1 - \varepsilon) \sqrt{z_1^{-2} + z_2^{-2}} = \sqrt{2(1 - \varepsilon)(a + \frac{1}{2})^{-1}} > 0. \quad (18)
\]

Hence, the sequences \( (A^j_n, 1)_{n \in \mathbb{N}}, j = 1, 2 \), satisfy all conditions in Lemma 31 with \( \kappa_a = \sqrt{2(1 - \varepsilon)(a + \frac{1}{2})^{-1}} \) on

\[
\Omega = \bigcup_{j \in \{1, 2\}} \bigcup_{n \in \mathbb{N}} \{ (A^j_n, 1) \} \cup \{ (A^a, 1) \}.
\]

Thus, invoking Lemma 31 yields that there does not exist a Banach-Mazur computable function \( \Xi : \mathbb{C}^{m \times N} \times \mathbb{C}^m \rightarrow \mathbb{C}^N \) with

\[
\sup_{\omega \in \Omega} \| \Xi_{bp,c}(\omega) - \Xi(\omega) \|_{\ell_2} < \kappa_a \frac{\sqrt{2}}{8}.
\]

To identify the optimal upper bound, we need to optimize \( \kappa_a \), i.e., find the corresponding optimal sequence. For fixed \( \varepsilon \in (0, \frac{1}{2}) \) the value of \( \kappa_a \) only depends on \( a \), which is an arbitrary positive rational number. Therefore, we can compute

\[
\kappa_\varepsilon := \sup_{a \in \mathbb{Q}, a > 0} \kappa_a = \sup_{a \in \mathbb{Q}, a > 0} \sqrt{2(1 - \varepsilon)(a + \frac{1}{2})^{-1}} = 2\sqrt{2}(1 - \varepsilon)
\]

and

\[
\inf_{\varepsilon \in (0, \frac{1}{2})} \kappa_\varepsilon = \inf_{\varepsilon \in (0, \frac{1}{2})} 2\sqrt{2}(1 - \varepsilon) = \frac{3\sqrt{2}}{2} > 2.
\]

Consequently, choosing \( a \) sufficiently close to 0 yields sequences which satisfy the conditions in Lemma 31 with \( \kappa_a = 2 \). Additionally, \( \Omega \) is a bounded set for a fixed choice of \( a \), in particular, every \( (A, y) \in \Omega \) satisfies \( \| y \|_{\ell_2} = 1 \) and \( C_{bp} := \sup_{(A, y) \in \Omega} \| A \|_{\ell_2} < \infty \). Thus, the claim regarding (bp) follows for \( m = 1 \).

In case of arbitrary \( m > 1 \), observe that for

\[
y^{(m)} = (y \ 0 \ldots \ 0) \in \mathbb{C}^m \quad \text{and} \quad A^{(m)} = \begin{pmatrix} A & 0 \\ 0 & I_{m-1} \end{pmatrix} \in \mathbb{C}^{m \times (N + m - 1)},
\]

where \( A \in \mathbb{C}^{1 \times N} \), \( y \in \mathbb{C} \) and \( I_{m-1} \in \mathbb{C}^{(m-1) \times (m-1)} \) is the identity matrix, the constraint in (bp) reads as

\[
\| A^{(m)}x - y^{(m)} \|_{\ell_2} = \sum_{i=1}^{m} \left( (A^{(m)}x - y^{(m)}) T e_i \right)^2 = (A^{(N)}y - y^2 + (x^{(m-1)}) T x^{(m-1)}
\]

for any \( x = \begin{pmatrix} x^{(N)} \\ x^{(m-1)} \end{pmatrix} \in \mathbb{C}^{N+m-1} \).

Hence, any minimum norm solution of (bp) requires \( x^{(m-1)} \) to be zero. Thus, we can express (bp) for given \( (A^{(m)}, y^{(m)}) \) equivalently by

\[
\operatorname{arg min}_{x^{(N)} \in \mathbb{C}^N} \| x^{(N)} \|_{\ell_2} \text{ such that } \| A^{(N)} - y \|_{\ell_2} \leq \varepsilon.
\]

Recall that by construction \( A \in \mathbb{C}^{1 \times N} \), i.e., we have reduced the problem to the one-dimensional case and are again in the previously considered setting.

With minor modifications we can derive the statement concerning (la). It suffices to consider the one-dimensional case \( m = 1 \) again since a similar embedding as for (bp) can be constructed. Let \( \Xi_{bp,c}(1, 1) = \Xi_{bp,c}(A^j_n, 1) = \Xi_{bp,c}(A^j_n, 1) = \Xi_{bp,c}(A^j_n, 1) \), and note that the sequences \( (\Lambda A^j_n, 1)_{n \in \mathbb{N}} \) and \( (\Lambda A^j_n, 1)_{n \in \mathbb{N}} \), where we require that \( a \in \mathbb{Q}, a > 1 \), satisfy the assumptions in Lemma 31. In particular, via Lemma 33 we obtain for \( S^j := \{ \lambda^{-1}s^{-1}e_j \mid s \in (a, a + 2^{-4}] \} \) and all \( n \in \mathbb{N} \) that

\[
\Xi_{bp,c}(A^{j+1}_n, 1) \in \Xi_{bp,c}(A^{j+1}_n, 1) = \{ \lambda^{-1}(a + 2^{-n+3})^{-1} e_j \} \in S^j.
\]

With

\[
\kappa_a := \inf_{s_1 \in S^1, s_2 \in S^2} \| s_1 - s_2 \|_{\ell_2} = \frac{\sqrt{2}}{\lambda}(a + 2^{-4})^{-1}
\]

we have by Lemma 31 that there does not exist a Banach-Mazur computable function \( \Xi : \mathbb{C}^{m \times N} \times \mathbb{C}^m \rightarrow \mathbb{C}^N \) with

\[
\sup_{\omega \in \Omega} \| \Xi_{bp,c}(\omega) - \Xi(\omega) \|_{\ell_2} < \kappa_a \frac{\sqrt{2}}{8},
\]

where \( \Omega = \bigcup_{j \in \{1, 2\}} \bigcup_{n \in \mathbb{N}} \{ (\Lambda A^j_n, 1) \} \cup \{ (\Lambda A^a, 1) \} \). Finally, choosing the optimal \( \kappa_a \) via

\[
\kappa_a := \sup_{a \in \mathbb{Q}, a > 1} \frac{\sqrt{2}}{\lambda(a + 2^{-4})} = \frac{\sqrt{2}}{\lambda(1 + 2^{-4})}
\]

and

\[
\inf_{\lambda \in (0, \frac{1}{2})} \kappa_a = \inf_{\lambda \in (0, \frac{1}{2})} \frac{\sqrt{2}}{\lambda(1 + 2^{-4})} = \frac{4\sqrt{2}}{5(1 + 2^{-4})} > 1
\]

gives the claim. \( \square \)

Remark 34: With minor modifications to the applied constructions, the bounds in (7) and (8) can be strengthened, i.e., the range of the optimization parameters as well as the non-approximation bounds increased and the constants decreased. The stated quantities in Theorem 26 were derived by analyzing specific sequences constructed in the proof. By further optimizing the construction stronger results can be obtained, e.g., it easily follows from (17) and (18) that removing the first \( k \) elements, for some \( k \in \mathbb{N} \), from the
considered sequences strengthens the quantities in the basis pursuit instance.

Theorem 26 immediately implies the statement in Corollary 28 concerning the non-approximability in Banach-Mazur sense of the entire solution set.

**Proof of Corollary 28:** We consider the statement related to (bp), the result for (la) follows analogously. Let \( \Xi_{bp, \varepsilon} \in M_{\Xi_{bp, \varepsilon}} \) be a single-valued solution function which maps feasible inputs \( (A, y) \in C^{m \times N} \times C^m \) to \( x_A, y \in \Xi_{bp, \varepsilon} \) such that \( x_A, y \) additionally satisfies

\[
\|x_A, y - \Xi(A, y)\|_{\ell_2} < 1 - \frac{\delta_{bp}}{2}
\]
on \( \{ (A, y) \in C^{m \times N} \times C^m : \|A\|_{\ell_2} \leq K, \|y\|_{\ell_2} \leq 1 \} \) for \( K \geq C_{bp} \). Note that (9) guarantees the existence of \( \Xi_{bp, \varepsilon} \) and we obtain

\[
\sup_{(A, y) \in C^{m \times N} \times C^m : \|A\|_{\ell_2} \leq K, \|y\|_{\ell_2} \leq 1} \|x_A, y - \Xi(A, y)\|_{\ell_2} < 1 - \frac{\delta_{bp}}{2}.
\]

Hence, Theorem 26 yields that \( \Xi \) is not Banach-Mazur computable. \( \square \)

**B. Proof of Well-Conditioning**

Next, we will give a short overview of standard notions of condition numbers related to inverse problem and optimization. For more detailed derivations and explanations we refer to [81] and [82]. We focus on the condition number of matrices and multi-valued mappings as well as the distance to infeasibility. The outline and the applied proof techniques closely follow [36] and [38].

For consistency reasons we apply the matrix norm induced by the \( \ell_2 \)-norm, however, the following notions also are valid with respect to different norms. The classical condition number of an invertible matrix \( A \) is given by

\[
\kappa(A) = \|A\|_{\ell_2} \|A^{-1}\|_{\ell_2}.
\]
The condition of a multi-valued mapping \( \Xi : \Omega \subset C^n \rightrightarrows C^m \) depends on the set of relevant perturbations. Denote by

\[
\text{Act}(\Omega) = \{ j \in \{1, \ldots, n\} : \exists v, w \in \Omega \text{ with } v_j \neq w_j \}
\]
the set of coordinates that are varying in \( \Omega \) and, for \( \alpha > 0 \) (where \( \alpha = \infty \) is valid as well), by

\[
\Omega_\alpha = \{ v \in C^n : \exists w \in \Omega \text{ with } \|v - w\|_{\ell_\infty} \leq \alpha \}
\]
the set of \( \alpha \)-perturbations along the non-constant coordinates of elements in \( \Omega \). Then, the condition number of the mapping \( \Xi \) is

\[
\kappa(\Xi, \Omega) = \sup_{v \in \Omega} \lim_{\delta \to 0^+} \sup_{0 < \|w\|_{\ell_2} \leq \delta} \frac{\text{dist}(\Xi(v + w), \Xi(v))}{\|w\|_{\ell_2}},
\]
where we assumed that \( \Xi \) is also defined on \( \Omega_\alpha \). Here, \( \text{dist}(\cdot, \cdot) \) denotes the usual distance function on sets, i.e.,

\[
\text{dist}(\Xi(v + w), \Xi(v)) = \inf_{z_1, z_2 \in \Xi(v + w), z_2 \in \Xi(v)} \|z_1 - z_2\|_{\ell_2}.
\]

Finally, the distance to infeasibility is established for basis pursuit (for lasso is the following condition number is always zero), i.e., \( \Xi = \Xi_{bp, \varepsilon} \), via

\[
\alpha(A, y) = \sup_{\delta \geq 0} \|\frac{\hat{y}}{\ell_2}, \|A + \hat{A}, y + \hat{y}\|_{\ell_2} \leq \delta, (A + \hat{A}, y + \hat{y}) \in \Omega_\infty \implies (A, y) \text{ are feasible inputs to } \Xi_{bp, \varepsilon}.
\]

Here, the input to \( \Xi_{bp, \varepsilon} \) is feasible, if the solution set of the corresponding optimization problem is non-empty. We define the Feasibility Primal (FP) condition number as

\[
\kappa_{FP}(A, y) = \frac{\alpha(A, y)}{\kappa(\Xi_{bp, \varepsilon})}.
\]

Now, we are ready to apply the introduced notions of condition numbers to our problem setting.

**Proof of Theorem 30:** We analyze the one-dimensional case \( m = 1 \). The general case \( m > 1 \) follows from the following embedding. We already observed in the proof of Theorem 26 that, for

\[
y^{(m)} = (y_{0} 0 \ldots 0) \in C^m \text{ and } A^{(m)} = \begin{pmatrix} A_{0} & 0 \\ 0 & I_{m-1} \end{pmatrix} \in C^{m \times (N + m - 1)},
\]
where \( A \in C^{1 \times N}, y \in C \) and \( I_{m-1} \in C^{(m - 1) \times (m - 1)} \) is the identity matrix, the optimization problems reduce to a one-dimensional task involving \( A \) and \( y \). By introducing an additional parameter \( \beta_A \in C \) via

\[
A^{(m)} = \begin{pmatrix} A_{0} & 0 \\ 0 & \beta_A I_{m-1} \end{pmatrix},
\]
where \( \beta_A \) is chosen such that \( AA^H \) is a multiple of the identity, we can guarantee that the embedding does not affect the considered condition numbers – the matrix condition, the distance to infeasibility and the conditions of the mappings \( \Xi_{bp, \varepsilon}, \Xi_{la, \lambda} \) remain unchanged. Therefore, it is indeed sufficient to construct \( \Omega \) for \( m = 1 \). Set, for some \( b \geq 1/2,

\[
\Omega = \{ (A, y) \in C^{m \times N} \times C^m : A = (a_1, a_2 \ldots a_N), y = 1 \text{ with } a_i \in (1, b) \}.
\]

Next, we check that the condition number bounds hold. Let \( (A, y) \in \Omega \) and note that \( \kappa(AA^H) = 1 \). Moreover, any \( (A', y) \in C^{m \times N} \times C^m \) is also in \( \Omega_\infty \) so that \( (A + A', y) \in \Omega_\infty \). If \( \|A'\|_{\ell_2} < \|A\|_{\ell_2} \), then \( (A + A', y) \) is a feasible input to \( \Xi_{bp, \varepsilon} \), i.e., \( \alpha(A, y) \geq \|A'\|_{\ell_2} > 1 \). Thus, we obtain

\[
\kappa_{FP}(A, y) = \frac{\max\{\|A\|_{\ell_2}, 1\}}{\alpha(A, y)} \leq \max\left\{ \frac{1}{\|A\|_{\ell_2}}, 1 \right\} \leq 1.
\]

It is left to show that the condition of the mappings are bounded. Let \( (A', 1) \in \Omega \) with \( 0 < \|A - A'\|_{\ell_2} \) sufficiently
small such that there exists $t' \in [0, 1]^N$, $\sum_j t'_j = 1$ satisfying
\[
\sum_{j=1}^N t'_j \left(1 - \varepsilon \right) \frac{1}{a_j} e_j \in \Xi_{bp,c} (A, 1) \quad \text{and} \quad \sum_{j=1}^N t'_j \left(1 - \varepsilon \right) \frac{1}{a'_j} e_j \in \Xi_{bp,c} (A', 1).
\]

The existence of $t'$ follows from the description of the solution set of (bp) in Lemma 33. This implies
\[
dist(\Xi_{bp,c} (A, 1), \Xi_{bp,c} (A', 1)) = (1 - \varepsilon) \left(\sum_{j=1}^N \left(\frac{a'_j - a_j}{a'_j} \right)^2 \right) \leq (1 - \varepsilon) \|A - A'\|_{\ell_2}
\]
and consequently we obtain
\[
\lim_{\delta \to 0^+} \sup_{\|A\| \leq \delta} \frac{\|A\|_{\ell_2}}{\|A - A'\|_{\ell_2}} \leq (1 - \varepsilon) < 1 \quad \text{so that} \quad \kappa(\Xi_{bp,c}, \Omega) \leq 1.
\]

Similarly, using $\lambda > 1$ by construction, we can approach the estimation of the condition number of $\Xi_{la,\lambda}$. Let $(A', 1) \in \Omega$ such that $0 < \|A - A'\|_{\ell_2}$ is sufficiently small and there exists $t' \in [0, 1]^N$, $\sum_j t'_j = 1$ satisfying
\[
\sum_{j=1}^N \frac{t'_j}{\lambda} \frac{1}{\lambda} e_j \in \Xi_{la,\lambda} (A, 1) \quad \text{and} \quad \sum_{j=1}^N \frac{t'_j}{\lambda} \frac{1}{\lambda} e_j \in \Xi_{la,\lambda} (A', 1).
\]

The existence of $t'$ follows again from the description of the solution set of (la) in Lemma 33. Therefore, we get
\[
dist(\Xi_{la,\lambda} (A, 1), \Xi_{la,\lambda} (A', 1)) \leq \left(\sum_{j=1}^N \frac{t'_j}{\lambda} \frac{1}{\lambda} \right) \|e_j\|_{\ell_2} \leq \|A - A'\|_{\ell_2} \quad \text{so that} \quad \kappa(\Xi_{la,\lambda}, \Omega) \leq 1.
\]

Finally, Lemma 31 (via similar constructions as in the proof of Theorem 26) yields the non-approximability of $\Xi^* (10)$ on $\Omega$ and thereby the result.

\section{Discussion}

Our main goal was to analyze limitations of deep learning on digital hardware. To do so, we focused on inverse problems since deep learning approaches often do in this application area. Nevertheless, there exist a wide range of approaches to tackle inverse problem with various advantages. We want to exemplarily demonstrate the effect of our findings on these approaches. A particularly interesting one is given by iterative algorithms [83], [84], which can, in fact, also be combined with deep learning techniques [85], [86].

\subsection{Iterative Algorithms in the Banach-Mazur Model}

The general idea is the following: Given the optimization problem (bp) or (la), a sequence of reconstructions $(x^{(n)})_{n \in \mathbb{N}} \subset \mathbb{C}^N$ is computed that converges (ideally) to a minimizer $x^*$ of the problem. Thereby, the iterations are defined by the choice of the initialization $x^{(0)} \in \mathbb{C}^N$ and
\[
x^{(n)} = T(I, \mu, x^{(n-1)}),
\]
where $T$ is an operator which has access to the input $I = (A, y, \varepsilon)$ (or is $I = (A, y, \lambda)$), a set of parameters $\mu$ (e.g., a step size) and the current reconstruction $x^{(n-1)}$. In practical applications, additionally a stopping criterion is required to abort the iterative process once the reconstruction is expected to be sufficiently close to the solution $x^*$. Ideally, the algorithm would take an error parameter $\gamma > 0$ as additional input and halt, if for some $m \in \mathbb{N}$ the reconstruction error of $x^{(m)}$ is below $\gamma$. The criterion is usually based on heuristics which typically lead to acceptable results, e.g., the difference of $\|x^{(0)}\|_{\ell_1}$ and $\|x^*\|_{\ell_1}$. However, they do not ensure closeness of $x^{(m)}$ and $x^*$. Then again, one can guarantee convergence or even a specific convergence rate of $(x^{(n)})_{n \in \mathbb{N}}$ to $x^*$ in certain circumstances [69], [87], [88].

Since our findings are connected to the computation device and not to a specific solution technique, they also affect implementations of iterative algorithms on digital hardware. We immediately observe that iterative algorithms cannot be an effective procedure in the Banach-Mazur sense. Otherwise, the existence of an effective algorithm solving inverse problems would contradict their algorithmic non-solvability. This may be surprising in light of the convergence guarantees of $(x^{(n)})_{n \in \mathbb{N}}$, but we want to point out some obstacles.

- The convergence of the sequence $(x^{(n)})_{n \in \mathbb{N}}$ may depend on the choice of the initialization $x^{(0)}$ and the parameters $\mu$. Although the existence of suitable initial values and parameters to guarantee convergence can be proven, this does not imply that these values can be effectively obtained, i.e., can be effectively computed. Thus, it is essential to consider the initialization as an integral part of the algorithm when checking for effectiveness.

- Although the sequence $(x^{(n)})_{n \in \mathbb{N}}$ may indeed converge towards $x^*$, the convergence may not be effective. Hence, the reconstructions computed by the algorithm come without explicit error bounds on the difference to the sought solution $x^*$. Therefore, there does not exist an effective stopping criterion, i.e., a criterion that aborts the
computation once a reconstruction satisfies a pre-defined error bound. For more details about computability of exit-flag functionalities we refer to [89].

The above discussion shows that iterative algorithms need to rely on a stopping criterion based on heuristics. Although a chosen criterion may be well-adapted to a certain application, we can in general not expect the output of an iterative algorithm to come with guaranteed error bounds. We summarize our conclusions in the following statement, which is a direct implication of Theorem 26.

**Corollary 35:** There does not exist an effective stopping criterion on Turing machines for iterative algorithms applied to solving inverse problems via basis pursuit (bp) or lasso (la). In particular, using the notation introduced in (19) we have: There does not exist a Turing machine that, given computable $I$ and a computable error parameter $\gamma > 0$ as input, computes an initialization $x^{(0)}$ and a set of parameters $\mu$ such that the iterative process (19) is stopped after finitely many steps $m$ with

$$\|x^* - x^{(m)}\| \leq \gamma.$$  \hfill (20)

In other words, there does not exist a Turing machine that, given $I$ and $\gamma$, computes an initialization $x^{(0)}$, a set of parameters $\mu$, and an index $m$ such that (20) holds.

We can further refine Corollary 35 by also taking the lower bounds in Theorem 26 into consideration. Then, the non-existence of the sought Turing machines for specific values of the error parameter $\gamma$ can be explicitly stated.

**B. Summary and Outlook**

We have shown that the computational problems posed by the mappings $\Xi_{\text{bp}}, \Xi_{\text{la}}$, i.e., computing the solution(s) of basis pursuit (bp) and lasso (la), are not algorithmically solvable in Banach-Mazur sense for a relevant set of relaxation parameters. In other words, any single-valued restriction of the solution mappings — i.e., fixing an arbitrary element of the possibly many solutions as the function value for each input — is not Banach-Mazur computable. More importantly, we also exclude the possibility of algorithmically approximate the solution map in Banach-Mazur sense. We provide a negative answer and specify a lower bound on the achievable approximation accuracy (also known as the breakdown-epsilon [38]). Here, the found limitations are not connected to ill-conditioning but do occur on well-conditioned inputs. Thus, another characterization of the best-case scenario in practical applications on digital hardware is provided, adding to [36] and [38]. Moreover, the proof techniques can, in principle, be extended to other formulations as well. This is further evidence, reinforcing the findings in [36] and [38], that the computational limitations of solving inverse problems on digital hardware persist through various problem descriptions.

Additionally, the impossibility results also imply non-computability in Borel-Turing sense and thereby match some of the results in [36] and [38] from a different starting point. Borel-Turing computability is an appropriate notion to describe certifiably correct computations on digital hardware in the following sense: Given approximations of the exact input of arbitrary accuracy, a (digital) computer calculates approximations of the exact output such that the accuracy increases with the input accuracy. Even more, the computer also provides error bounds for each computed output, i.e., its worst-case distance to the exact solution. The non-computability and non-approximability results imply that there is no algorithm that is able to compute or approximate the sought minimizer of the problem in the described manner.

The algorithmic non-approximability result also has severe implications on the training of neural networks aspired to solve inverse problems via basis pursuit (bp) and lasso (la) optimization. Given a finite set of samples $\tau_P$ as defined in (4), where $P$ is either (bp) or (la), the objective is to obtain a mapping that takes as input the measurements and the sampling operator of some unknown image and returns (some approximation of) the image as output. However, this mapping is not computable on digital machines. Therefore, there does not exist a general learning algorithm applicable to arbitrary inverse problems in this setting. In particular, there does not exist an algorithm that produces a neural network $\Phi_{A,\tau_P}$ which approximates a single-valued solution mapping with arbitrary precision, based on a training set with computable elements of the form $(A, \tau_P)$. The crucial point is that we either have to be content with a precision above the non-approximability threshold, i.e., the breakdown epsilon [38], or we can not algorithmically check to which degree the algorithmic computation of $\Phi_{A,\tau_P}$ succeeds.

Therefore, in the latter case we can not guarantee the correctness of the output of $\Phi_{A,\tau_P}$. Although the output is not necessarily ‘wrong’ — it may be very close to the correct reconstruction — we have no way to algorithmically assess its correctness or deviation since we have no algorithmically constructible measure of distance to the correct reconstruction. Nevertheless, we may still apply $\Phi_{A,\tau_P}$ in practice but we have to be aware of its limitations. In particular, the algorithmic non-approximability of the reconstruction map implies that $\Phi_{A,\tau_P}$ is guaranteed to fail for specific inputs. Even more, in [36], for any $K > 2$, inputs sets are constructed for which any learning algorithm will produce neural networks that approximate the corresponding solutions with at most $K - 1$ correct digits. A possible work-around would be to characterize large classes of (computable) inputs of the inverse problems such that the corresponding reconstructions can be algorithmically computed. Ideally, the user or $\Phi_{A,\tau_P}$ itself should algorithmically recognize whether the given data allows for a successful computation which satisfies the specified error bound. Unfortunately, automating such an exit-flag functionality on Turing machines is not feasible for inverse problems [38].

Finally, we want to stress that in our analysis via Banach-Mazur computability the limitations of algorithmically solving inverse problems are inherently connected to digital hardware. In other computation models the circumstances may be different, as shown in [42] for the BSS model describing (noise-free) analog computations. Although digital hardware is prevalent in basically any field of scientific computing, this paradigm may shift in the future. In deep learning, the emergence of neuromorphic hardware [55], [56] — a
combination of digital and analog computations where elements of a computer are modeled after systems in the human brain and nervous system — potentially offers a solution to overcome the computational barriers on digital hardware.
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