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Abstract

We introduce deep switching auto-regressive factorization (DSARF), a deep generative model for spatio-temporal data with the capability to unravel recurring patterns in the data and perform robust short- and long-term predictions. Similar to other factor analysis methods, DSARF approximates high dimensional data by a product between time dependent weights and spatially dependent factors. These weights and factors are in turn represented in terms of lower dimensional latent variables that are inferred using stochastic variational inference. DSARF is different from the state-of-the-art techniques in that it parameterizes the weights in terms of a deep switching vector auto-regressive likelihood governed with a Markovian prior, which is able to capture the non-linear interdependencies among weights to characterize multimodal temporal dynamics. This results in a flexible hierarchical deep generative factor analysis model that can be extended to (i) provide a collection of potentially interpretable states abstracted from the process dynamics, and (ii) perform short- and long-term vector time series prediction in a complex multi-relational setting. Our extensive experiments, which include simulated data and real data from a wide range of applications such as climate change, weather forecasting, traffic, infectious disease spread and nonlinear physical systems attest the superior performance of DSARF in terms of long- and short-term prediction error, when compared with the state-of-the-art methods.

1 Introduction

Ever-improving sensing technologies offer fast and accurate collection of large-scale spatio-temporal data in various applications, ranging from medicine and biology to marketing and traffic control. In these domains, modeling the temporal dynamics and spatial relations of data have been investigated and analysed from different perspectives.

As these multivariate spatio-temporal data often exhibit high levels of correlation between dimensions, they can naturally be thought of as governed by a smaller number of underlying components. Tensor/matrix factorization frameworks are used to describe variability in these correlated dimensions in terms of potentially lower dimensional unobserved variables, namely temporal weights and spatial factors. Accordingly, Bayesian probabilistic global matrix/tensor factorization has been investigated in Salakhutdinov and Mnih (2008); Zhao, Zhang, and Cichocki (2015); Chen et al. (2019) for time series imputation. Besides, linear temporal dynamics have been adapted into this framework in Xiong et al. (2010); Charlin et al. (2015); Sun and Chen (2019). A number of non-Bayesian dynamical matrix factorization methods have been explored in Rogers, Li, and Russell (2013); Sun, Parthasarathy, and Varshney (2014); Bahadori, Yu, and Liu (2014); Cai et al. (2015); Yu, Rao, and Dhillon (2016); Takeuchi, Kashima, and Ueda (2017); Jing et al. (2018). Amongst these methods, some assume a linear vector auto-regressive model for the temporal weights (Bahadori, Yu, and Liu 2014; Yu, Rao, and Dhillon 2016), and spatial factors (Takeuchi, Kashima, and Ueda 2017) to model higher-order auto-regressive dependencies in multivariate time series data.

From another perspective, Bayesian switching linear state-space models, (Chang and Athans 1978; Hamilton 1990; Ghahramani and Hinton 1996; Murphy 1998; Fox et al. 2009; Linderman et al. 2017; Nassar et al. 2019; Becker-Ehmck, Peters, and van der Smagt 2019) have provided a more flexible structure for modeling temporal dynamics characterized by several modes. These models are specifically useful in the applications where complex dynamical behaviors can be broken down into simpler potentially interpretable units, which in turn provides additional insight into the rich processes generating complex natural phenomena. These models achieve globally nonlinear dynamics by composing linear systems through switching, (Sontag 1981). Besides, Gaussian state space models adapting neural networks have been used for approximating nonlinear first-order temporal dynamics in Krishnan, Shalit, and Sontag (2015); Watter et al. (2015); Karl et al. (2017); Krishnan, Shalit, and Sontag (2017); Fraccaro et al. (2017); Becker et al. (2019); Farnoosh et al. (2020).

In this paper, we introduce deep switching auto-regressive factorization (DSARF) in a Bayesian framework. Our method adds to the current body of knowledge by extending switching linear dynamical system models and Bayesian dynamical matrix factorization methods, and combining their favorable properties. Specifically, for temporal dynamic modeling, we
employ a non-linear vector auto-regressive latent model parameterized by neural networks and governed by a Markovian chain of discrete switches to capture higher-order multimodal latent dependencies. This will provide a more flexible model that expands prediction horizon and improves long- and short-term forecasting. In addition, we use a deep generative prior for estimation of multimodal distributions for spatial factors. We leverage the tensor/matrix factorization framework to make our model scalable to high dimensional data and solve this model efficiently with approximate variational inference.

Our hierarchical generative model with the help of corresponding learning and inference algorithms is able to handle missing data and to provide uncertainty measures for estimations. We demonstrate our model performance using experiments including simulated and real-world data from a wide range of application areas. Our experiments show that DSARF achieves better predictive performance on unseen data relative to current state-of-the-art methods when evaluated based on short- and long-term prediction errors. In the following section, we provide more motivation and background regarding our main contributions.

2 Background and Motivation

Our hierarchical model consists of three components: switching dynamical systems, non-linear vector auto-regression, and tensor/matrix factorization, for which we provide reviews and justifications in this section.

Linear Gaussian dynamical systems operating in Markov dependent switching environment have long been investigated in the literature. (Ackerson and Fu [1970], Chang and Athans [1978], Hamilton [1990], Ghahramani and Hinton [1996], Murphy [1998], Fox et al. [2009]). These models, also known as switching linear dynamical system (SLDS), decompose nonlinear time series data into series of simpler, repeated dynamical modes. The SLDS model learns the underlying nonlinear generative process of the data as it breaks down the data sequences into coherent, potentially interpretable, discrete units, similar to the piecewise affine (PWA) framework in control systems (Sontag [1981], Juloski, Weiland, and Heemels [2005], Paolletti et al. [2007]). The generative process starts with sampling a discrete latent state \( s_t \in \{1, \ldots, S\} \) at each time \( t = 1, \ldots, T \) according to Markovian dynamics \( s_t \mid s_{t-1}, \Phi \sim \pi_{s_{t-1}} \), where \( \Phi \) is the Markov transition matrix and \( \pi_s \) is the categorical distribution parameter. Then, a continuous latent state \( w_t \in \mathbb{R}^K \) is sampled from a normal distribution whose mean follows a conditionally linear dynamics as \( w_t = A_s w_{t-1} + b_s + \mu_t, \quad \mu_t \sim \mathcal{N}(0, Q_s) \), for matrices \( A_s, Q_s \in \mathbb{R}^{K \times K} \) and vectors \( b_s \in \mathbb{R}^K \) for \( s = 1, 2, \ldots, S \). Finally, a linear Gaussian observation \( x_t \in \mathbb{R}^D \) is generated from the continuous latent state \( w_t \) according to \( x_t = C_s x_t + d_s + \mu_t, \quad \mu_t \sim \mathcal{N}(0, G_s) \), for matrices \( C_s, G_s \in \mathbb{R}^{D \times K} \) and vectors \( d_s \in \mathbb{R}^D \). SLDS parameters are learned in a Bayesian inference approach. In this framework, the probabilistic dependencies are in such a way that \( s_{t+1} \mid s_t \) is independent of the continuous state \( w_t \), and hence the model cannot learn the transition of the discrete latent state when continuous latent state enters a particular region of state space. This problem is addressed in recurrent switching linear dynamical system (rSLDS), (Linderman et al. [2017], Nassar et al. [2019]) by allowing the discrete state transition probabilities to depend on the preceding continuous latent state, i.e., \( s_t \mid s_{t-1}, w_{t-1} \). rSLDS studies proposed to use auxiliary variable methods for approximate inference in a multi-stage training process. Nassar et al. [2019] extended rSLDS of Linderman et al. [2017] by enforcing a tree-structured prior on the switching variables in which sub-trees share similar dynamics. Becker-Ehmck, Peters, and van der Smagt [2019] proposed to learn an rSLDS model through a recurrent variational autoencoder (rVAE) framework, and approximated switching variables by a continuous relaxation. This amortized inference compromised the applicability of their model on missing data, as they only included physics-simulated experiments.

The rSLDS prediction horizon is, however, limited as it adopts the first-order linear Markovian dynamics, a prevalent model in the literature, for both discrete and continuous latent state, \( s_t \) and \( w_t \). On the other hand, we advocate the use of higher-order dependencies in an auto-regressive approach, as in Bahadori, Yu, and Liu [2014], Sun and Chen [2019], namely we introduce deep generative vector auto-regressive priors for the continuous latent variable, \( w_t \), which gives more flexibility to the model to expand its prediction horizon and capture higher-order nonlinear auto-regressive relations amongst its continuous latent variable. More specifically, we used a weighted combination of a linear and a non-linear transformation as the relation between two continuous latent variables \( w_t \) and \( w_{t-\ell} \), where \( \ell \) is a lag set.

Bayesian tensor/matrix factorization constitutes the outermost layer of our hierarchical probabilistic model offering an effective approach to convert massive data into a lower-dimensional and computationally more tractable set of latent, e.g., temporal and spatial components. Tensor/matrix factorization frameworks, (Sun, Parthasarathy, and Varshney [2014], Bahadori, Yu, and Liu [2014], Cai et al. [2015], Zhao, Zhang, and Cichocki [2015], Yu, Rao, and Dhillon [2016], Takeuchi, Kashima, and Ueda [2017], Chen et al. [2019]), are used to describe variability in high dimensional correlated data in terms of potentially lower dimensional unobserved variables called factors. In other words, given an observation matrix \( X \in \mathbb{R}^{T \times D} \) of spatio-temporal data with \( T \) time points and \( D \) spatial locations, these methods decompose \( X \) into a set of \( K \ll D \) temporal factors (weights) \( W \in \mathbb{R}^{K \times T} \), and spatial factors \( F \in \mathbb{R}^{K \times D} \) as \( X \approx WF \), where temporal dynamics are modeled in \( W \) as first-, e.g., in Sun, Parthasarathy, and Varshney [2014], Cai et al. [2015], of higher-order linear dependencies, e.g., in Bahadori, Yu, and Liu [2014], Yu, Rao, and Dhillon [2016], Takeuchi, Kashima, and Ueda [2017].

While the focus of this paper is on Bayesian switching dynamical modeling, several studies have employed neural networks for non-linear Markovian space-time modeling, (Krishnan, Shalit, and Sontag [2015], Watter et al. [2015], Karl et al. [2017], Krishnan, Shalit, and Sontag [2017], Fraccaro et al. [2017], Becker et al. [2019] (a.k.a. SSMs), and multi-dimensional times series forecasting, (Chang et al. [2018], Lai et al. [2018], Rangapuram et al. [2018], Li et al. [2019], Sen, Yu, and Dhillon [2019], Salinas et al. [2020] (denoted by INNs here). Deep SSMs operate in an encoding/decoding
framework (similar to VAEs), and are restricted to first-order Markovian dependencies. INNs estimate model parameters from input data using recurrent neural networks (RNNs), e.g., in Chang et al. (2018), Lai et al. (2018), Salinas et al. (2020). Transformers, in Li et al. (2019), or temporal convolution networks (TCNs), in Sen, Yu, and Dhillon (2019). While linear vector auto-regression on high-dimensional input data is adopted in INNs of Chang et al. (2018), Lai et al. (2018), most INNs employ first-order autoregressive models. In addition, many SSMS and INNs are not naturally tractable to data with missing values (without e.g., prior imputation or zero-filling), since, in training target values, \( x_{1:T} \), are fed directly to a neural network for model estimation, e.g., in INNs, or variational estimation, i.e., amortized inference in SSMS (see Che et al. (2018), Ghazi et al. (2018), Rangapuram et al. (2018), Mattei and Frellsen (2019) for a discussion). As such, the two recent works, Sen, Yu, and Dhillon (2019), Salinas et al. (2020), excluded time series with missing values from their experiments. This is a major motivation for non-amortized inference in DSARF and some of the comparison baselines in this paper as the datasets in our experiments have up to 50% missing values. In the following section, we provide detailed formulation of DSARF model and its inference procedure.

3 Problem Formulation: Deep Switching Auto-Regressive Factorization

We consider a corpus of \( N \) spatio-temporal data \( \{X_n\}_{n=1}^N \), where each \( X_n \in \mathbb{R}^{T \times D} \) contains \( T \) time points and \( D \) spatial locations. We assume that \( X_n \) can be decomposed into a weighted summation of \( K \ll D \) factors over time:

\[
X_n \approx \{w_{n,1}, \ldots, w_{n,T}\} = W_n^T F, \tag{1}
\]

where \( f_k \in \mathbb{R}^D \) is the \( k \)th spatial factor and \( w_{n,t} \in \mathbb{R}^K \) are weights at time \( t \). In order to model temporal dynamics, we assume that these low dimensional weights, \( W = \{w_{t}\}_{t=1}^T \), are generated in accordance with a set of temporal lags, \( \ell \), through a deep probabilistic switching auto-regressive model, governed by a Markovian chain of discrete latent states, \( S = \{s_t\}_{t=1}^T \) as follows: \( w_t \sim p(w_t|w_{t-\ell}, s_t), s_t \sim p(s_t|s_{t-1}) \).

In other words, in the underlying state-space model of data, \( w_t \) is conditioned on \( w_{t-\ell} \) (weights at the temporal lags specified in \( \ell \)), and \( s_t \) (state of the model at time \( t \)). This encourages a multimodal distribution for the temporal generative model. We further assume that spatial factors, \( F = \{f_k\}_{k=1}^K \), come from a shared low dimensional latent variable, \( z \), which ensures the estimation of a multimodal distribution for the spatial factors as follows: \( f_k \sim p(F|z), z \sim p(z) \).

These assumptions define the graphical model for DSARF in Fig. 1. We train this hierarchical model using stochastic variational methods (Hoffman et al. 2013, Ranganath et al. 2013, Kingma and Welling 2013, Rezende and Mohamed 2015). These methods approximate the posterior \( p_\theta(S, W, F|X) \) using a variational distribution \( q_\phi(S, W, z, F) \) by maximizing a lower bound (known as ELBO) \( \mathcal{L}(\theta, \phi) \leq \log p_\theta(X) \):

\[
\mathcal{L}(\theta, \phi) = \mathbb{E}_{q_\phi(S, W, z, F)} \left[ \log p_\theta(X, S, W, z, F) \right] = \log p_\theta(X) - \mathbb{K}(q_\phi(S, W, z, F) || p_\theta(S, W, z, F|X)) \tag{2}
\]

By maximizing this bound with respect to the parameters \( \theta \), we learn a deep generative model that defines a distribution over datasets \( p_\theta(X) \). By maximizing the bound over the parameters \( \phi \), we perform Bayesian inference by approximating the distribution \( q_\phi(S, W, z, F) \approx p_\phi(S, W, z, F|X) \) over latent variables for each data point. Considering the proposed generative model, the joint distribution of observations and latents will be (denoting \( Z = \{W, F\} \) for brevity):

\[
p_\theta(X, S, Z) = p(F|z)p(z) \prod_{n=1}^N p(X_n|W_n, F)p(w_{n,-\ell}|s_{n,0}) \prod_{t=1}^T p(s_{n,t}|s_{n,t-1})p(w_{n,t}|w_{n,t-\ell}, s_{n,t}) \tag{3}
\]

We approximate the posterior distributions of latents with a fully factorized variational distribution:

\[
q(S, Z) = q(F)q(z) \prod_{n=1}^N q(w_{n,-\ell})q(s_{n,0}) \prod_{t=1}^T q(s_{n,t})q(w_{n,t}) \tag{4}
\]
The ELBO is then derived by plugging in $p_{\theta}(\cdot)$ and $q_{\phi}(\cdot)$ from Eq. (3) and Eq. (4) respectively into Eq. (2) (see Appendix A.1 for detail):

$$
\mathcal{L}(\theta, \phi) = \mathcal{L}_{\text{rec}} + \mathcal{L}_{\text{w-d}} - \sum_{t=1}^{T} \left( \mathcal{L}_{\text{c},t} + \mathcal{L}_{\text{w},t} \right) + \mathcal{L}_{\phi},
$$

where

$$
\mathcal{L}_{\text{w},t} = -\text{KL}(q(w_{t-1})||p(w_{t-1}))
$$

and

$$
\mathcal{L}_{\text{c},t} = -\text{KL}(q(s_{t}||p(s_{t}|w_{t-1}, s_{t-1}))).
$$

In the following paragraphs, the parameterization of each term in Eq. (5) is described.

**Latent States** ($S$): We assume that each data point at a specific time, $x_{n,t}$, belongs to a specific state out of $S$ possible states. This is declared by the categorical variable $s_{n,t}$ in our temporal generative model. These discrete, $s_{n,t}$, are configured in a Markov chain and govern the state transitions over time as follows ($n$ is dropped hereafter):

$$
p_{0}(s_{t} = s_{t-1}) = \text{Cat}(\Phi_{0} \pi_{s_{t-1}}), \quad q_{0}(s_{t} = s_{t-1}) = \text{Cat}(\pi_{s_{t-1}}),
$$

where $\pi_{s_{t-1}} = [p_{1}, \ldots, p_{S}]$ is the $S$-dimensional posterior parameter vector of $s_{t-1}$, representing probabilities of the categorical distribution, and $\Phi_{0} \in \mathbb{R}^{S \times S}$ is a valid probability transition matrix. In practice, we pass $\Phi_{0}$ to a softmax function to ensure a valid probability vector.

**Temporal Latents** ($W$): We adopt a switching Gaussian dynamic for the temporal latent transitions governed by the discrete latent states, $s_{t}$. In other words, we assume that the marginal distribution of temporal weights, $w_{t}$, follows a Gaussian mixture in the latent space, such that:

$$
p_{0}(w_{t}|w_{t-1}, s_{t} = s) = \mathcal{N} \left( \mu_{w,s}^{(t)}(w_{t-1}), \Sigma_{w,s}^{(t)}(w_{t-1}) \right),
$$

where $s \in \{1, \ldots, S\}$, and state-specific $\mu_{w,s}^{(t)}(\cdot)$ and diagonal $\Sigma_{w,s}^{(t)}(\cdot)$ are parameterized by multilayer perceptrons (MLPs), hence, follow a nonlinear vector auto-regressive model given $w_{t-1}$, temporal weights in accordance with a lag set $\ell$, as input (e.g., $w_{t-1}, w_{t-2}$). Namely, we feed $w_{t-1}$ to a multi-head MLP for estimating the Gaussian parameters, e.g.,

$$
\mu_{w,s}^{(t)} = \text{FC}_{s}(h_{s}), \quad h_{s} = \sum_{t \in \ell} \sigma(\text{FC}_{s,t}(w_{t-1})),
$$

where FC denotes a fully connected layer, and $\sigma$ is a nonlinear activation function. We further combine a linear vector auto-regression (VAR) of $w_{t-1}$ with the estimated mean from neural network to support both linear and nonlinear dynamics:

$$
\mu_{w,s}^{(t)} = (1 - g_{s}) \odot \text{VAR}_{w,s}(w_{t-1}) + g_{s} \odot \mu_{w,s}^{(t)}(w_{t-1}),
$$

where $\odot$ is an element-wise multiplication and $g_{s} \in [0, 1]$ is a gating vector estimated from $w_{t-1}$ using an MLP.

**Spatial Factors** ($F$): As with the temporal latents, we assume a diagonal Gaussian distribution for spatial factors parameterized with an MLP as $p_{0}(F|z) = \mathcal{N}\left( \mu_{0}^{(z)}(z), \Sigma_{0}^{(z)}(z) \right)$, where $z$ itself is sampled from a normal distribution: $z \sim \mathcal{N}(0, I)$. Introducing $z$, as a low dimensional spatial embedding, encourages the estimation of a multimodal distribution among spatial factors. Namely, marginalizing $p(F, z) = p(F|z)p(z)$ over $z$ leads to a Gaussian-mixture prior over $K$ factors in $F$ (given the nonlinear mapping from $z$ that parameterizes the Gaussian $p(F|z)$). Whereas a matrix Normal prior on $F$, as in [Sun and Chen (2019)], naively assumes that $f_{1:K}$ have a unimodal distribution and uncorrelated elements, DSARF is able to encode such correlations by jointly estimating the factors from $z$.

**Expected Log Likelihood**: Finally, having the temporal weights and spatial factors, we can recover the data by incorporating our initial factorization assumption from Eq. (1):

$$
X_{n} \sim p_{0}(X_{n}|W_{n}, F) = \mathcal{N}\left([w_{n,1}, \ldots, w_{n,T}]^{T}F, \sigma_{0}^{2}\right),
$$

where $\sigma_{0}$ is a hyperparameter for observation noise.

**Variational Parameters**: We introduce trainable variational parameters, $\phi$, as mean and diagonal covariance of a Gaussian distribution for each data point to define a fully factored variational distribution on the latents:

$$
q(z|\phi), \quad q(F|\phi), \quad q(w_{t}|s_{t}, \phi_{t}) \quad \text{for } n=1, t=1, \ldots, T
$$

We approximate variational parameters for discrete latents, $q(s_{n,t}|\phi_{n,t})$, with posteriors

$$
\mathbb{E}_{q(s_{n,t}|\phi_{n,t})}[p(s_{n,t}|w_{t-1}, s_{t-1})] = \mathbb{E}_{q(s_{n,t-1}|w_{t-1})}[p(s_{n,t}|w_{t-1}, s_{t-1})]
$$

This approximation has a two-fold advantage: (1) it is also a complex variational distribution, and (2) it is simpler to parameterize the variational distribution and (2) further couples together the generative and variational parameters of discrete and continuous latents, and together with Eq. (6), resolve the open loop issue mentioned in [Linderman et al. (2017)] for these switching models as follows: the posterior on discrete state $s_{t}$ is informed about the current value of the continuous latent $w_{t}$ through Eq. (7):

$$
q(s_{t}|\pi_{s_{t}}) \approx p_{0}(s_{t}|w_{t}) \propto p_{0}(w_{t}|s_{t}) p_{0}(s_{t}) w_{t} \sim q_{0}(w_{t}),
$$

hence $s_{t}$ is a function of $w_{t}$, i.e., $\pi_{s_{t}} = f(w_{t}; \theta) p_{0}(s_{t})$.

This is then propagated to the generative model through Eq. (6):

$$
p_{0}(s_{t+1}|s_{t}) = \text{Cat}(\Phi_{0} \pi_{s_{t}}) = \text{Cat}(\Phi_{0} f(w_{t}; \theta) p_{0}(s_{t})).
$$

The latter modulates the prior on latent state, $p(s_{t+1}, 1)$, with $w_{t}$, whereas the rSRLDS models explicitly allow the discrete switches to depend on the continuous latents.

**Training DSARF**: We compute the Monte-Carlo estimate of the gradient of ELBO in Eq. (5) with respect to generative, $\theta$, and variational, $\phi$, parameters using a re-parameterized sample, $[\text{Kingma and Welling (2014)}]$, from the posterior of continuous latents, $[W, z, F]$. For the discrete latent, $S$, we compute the expectations over $q_{\phi}(s_{n,t})$ by summing over the $S$ possible states, hence no explicit sampling is performed, i.e., for each data point $\mathcal{L}_{\phi}$ would be:

$$
- \sum_{s=1}^{S} q(s_{t} = s) \mathbb{E}_{q(w_{t-1})} \left[ \text{KL}(q(w_{t})|p(w_{t}|w_{t-1}, s_{t} = s)) \right]
$$
This explicitly regularizes the $S$ nonlinear auto-regressive priors based on their corresponding weighting. We can analytically calculate the Kullback-Leibler (KL) divergence terms of ELBO for both multivariate Gaussian and categorical distributions, which leads to lower variance gradient estimates and faster training as compared to e.g., noisy Monte Carlo estimates often used in literature.

Implementation Details: We implemented DSARF in PyTorch v1.3 (Paszke et al. 2017), and used the Adam optimizer (Kingma and Ba 2014) with learning rate of 0.01 for training. We initialized all the parameters randomly, and adopted a linear KL annealing schedule, (Bowman et al. 2016), to increase from 0.01 to 1 over the course of 100 epochs. DSARF has $O(NK\times(T+D))$ variational parameters and $O(S^2+S/|K|)$ parameters for the temporal generative model. We learned and tested all the models on an Intel Core i7 CPU@3.7GHz with 8 GB of RAM. Per-epoch training time varied from 30ms in smaller datasets to 1.2 s in larger experiments and 500 epochs sufficed for most experiments.

Long- & Short-Term Prediction: We evaluated the performance of DSARF for both long- and short-term prediction tasks by adopting a rolling prediction scheme (Yu, Rao, and Dhillon [2016] Chen et al. [2019]). For long-term prediction, we predict the test set sequentially using the generative model and spatial factors learned on the train set. For short-term prediction, we predict the next time point on the test set using the generative model and spatial factors learned on the train set: $\mathbf{X}_{t+1} = \mathbf{W}_{t+1}^{T} \mathbf{F}$, where $\mathbf{W}_{t+1} \sim p(\mathbf{W}_{t+1}|w_{t+1-1}, \mathbf{S}_{t})$, and $\mathbf{S}_{t} \sim p(\mathbf{S}_{t}|\mathbf{S}_{t-1})$. We then run inference on $\mathbf{X}_{t+1}$, the actual observation at $t+1$ (if not missing), to obtain $\mathbf{W}_{t+1}$ and $\mathbf{S}_{t+1}$, and add them to the historical data for prediction of the next time point $\mathbf{X}_{t+2}$ in the same way. We repeat these steps to make short-term predictions in a rolling manner across a test set. We keep the generative model and spatial factors fixed during the entire prediction. We report normalized root-mean-square error (NRMSE%) for both long- and short-term predictions (see Appendix A.2). The test set NRMSE% we report for short-term predictions is related to the expected negative test-set log-likelihood for our case of Gaussian distributions (with a multiplicative/additive constant), hence it is used for evaluating the predictive generative models.

4 Experimental Evaluation

We evaluated the performance of DSARF in modeling the temporal dynamics and discovering the underlying temporal states by conducting a number of controlled synthetic experiments, followed by a comprehensive real-world data assessment covering a wide range of application areas. To this end, we compared the predictive performance of DSARF against two established Bayesian switching state-space models, rSLDS (Nassar et al. 2019) and SLDS (Fox et al. 2009), three state-of-the-art dynamical matrix factorization methods, BTMF (Sun and Chen 2019), TRMF (Yu, Rao, and Dhillon 2016) and its Bayesian extension (B-TRMF), a deep state-space model, RKN (Becker et al. 2019), and a deep neural network-based time series forecasting method, LSTMNet (Lai et al. 2018), which employs vector auto-regression, and allows long-term forecasting, in terms of short- and/or long-term prediction tasks throughout the experiments.

4.1 Model Evaluation using Synthetic Data

Toy Example: Inspired by Ghahramani and Hinton [1996], we generated $N = 200$ spatio-temporal sequences, each with $T = 200$ time points and $D = 10$ spatial dimensions from $K = 2$ shared factors according to a simple nonlinear dynamical model in $W$ which switched between two temporal models as follows:

$w_{1}\mid s_{1}=0 = 0.9 w_{t-1} + \tanh(0.5w_{t-2}) + 3 \sin(w_{t-3}) + \epsilon_{t}$
$w_{1}\mid s_{1}=1 = 0.9 w_{t-1} + \tanh(0.2w_{t-2}) + \sin(w_{t-3}) + \epsilon_{t}$
$X_{n} = [w_{1}, \cdots, w_{1}]_{n} F + \nu_{n}$  $\nu_{n} \sim \mathcal{N}(0, 0.1I)$,  $F \sim U(-1, 1)$

Figure 2: Test set results for synthetic experiments. (a) DSARF with $\ell = \{1, 2, 3\}$ outperforms rSLDS and SLDS in recovering the actual temporal states as these baselines failed in modeling the higher order temporal dependencies in this synthetic data. (b) DSARF separates the two planes in lorenz attractor into two distinct states each with rotational dynamics similar to rSLDS, while SLDS completely failed in this task. (c) DSARF with $\ell = \{1, 2\}$ outperforms baselines in short-term prediction. This is expected as the motion of pendulums are governed by a set of coupled second-order ordinary differential equations. We observe that for $S = 3$ the dynamical trajectory is roughly segmented along the deflection angle of the first pendulum. We have visualized the true (blue) and predicted (red) latent space for all the experiments (see Appendix A.3 for more details). Red shaded regions correspond to prediction uncertainty.
where \( w_t \in \mathbb{R}^2, F \in \mathbb{R}^{2 \times 10} \) and \( \epsilon_t \sim \mathcal{N}(0, I) \), and the switch state \( s_t \) was chosen using priors \( \pi_1 = \pi_2 = 1/2 \) and transition probabilities \( \Phi_{11} = \Phi_{22} = 0.95; \Phi_{12} = \Phi_{21} = 0.05 \). We picked 10 sequences for test, and trained DSARF on the rest with lag set \( \ell = \{1, 2, 3\} \) for 200 epochs. We recovered temporal states on the entire dataset with an accuracy of 79.63% ± 3.89 compared to 61.74% ± 9.13 and 52.01% ± 11.19 for rSLDS and SLDS respectively. We predicted the test set in short-term with NRMSE of 13.81% while rSLDS and SLDS only achieved 78.45% and 98.01% respectively. rSLDS and SLDS apparently failed in modeling the higher order temporal dependencies in this synthetic data. We have visualized short-term predictions along with recovered states for three test sequences in Fig. 2h.

**Lorenz Attractor:** We applied DSARF to simulated data from a canonical nonlinear dynamical system, the Lorenz attractor, whose nonlinear dynamics are given by:

\[
\frac{dw}{dt} = \begin{bmatrix}
\alpha (w_2 - w_1) \\
(w_1 - w_2) w_1 - \gamma w_1 \\
\beta w_1 - \gamma w_3
\end{bmatrix}
\]

Though nonlinear and chaotic, we see that the Lorenz attractor roughly traces out ellipses in two opposing planes (see Fig. 2 top-right). We simulated \( T = 2000 \) time points and left the second half for test. Rather than directly observing the states, \( w_{1:T} \), we projected them into a \( D = 10 \) dimensional space: \( X = W^T F \). Fitting DSARF, we found that the model separates these two planes into two distinct states (accuracy of 92.90%), each with rotational dynamics as depicted in Fig. 2 bottom-left. SLDS failed in detecting the true states, while rSLDS performed close in terms of state estimation (see Fig. 2b). However, DSARF predicted the test set in short-term with NRMSE of 0.88% compared to 1.14% and 2.70% for rSLDS and SLDS respectively. Note that the latent states are only identifiable up to invertible transformation.

**Double Pendulum:** A double pendulum (a pendulum with another pendulum attached to its end) is another simple nonlinear physical system that exhibits rich dynamic behavior with a strong sensitivity to initial conditions. The motion of a double pendulum is governed by a set of coupled second-order ordinary differential equations and is chaotic (Levien and Tan 1993):

\[
2\ddot{\theta}_1 + \ddot{\theta}_2 \cos(\theta_1 - \theta_2) + \dot{\theta}_2^2 \sin(\theta_1 - \theta_2) + 2g \sin(\theta_1) = 0 \\
\ddot{\theta}_2 + \ddot{\theta}_1 \cos(\theta_1 - \theta_2) + \dot{\theta}_1^2 \sin(\theta_1 - \theta_2) + g \sin(\theta_2) = 0,
\]

where \( \theta_1 \) and \( \theta_2 \) are the deflection angles of the pendulums, and \( g \) is the gravitational acceleration. We simulated the system for \( T = 20,000 \) time points and recorded the locations of the two pendulums. We observed these locations through a linear projection with \( D = 10 \) just like the previous experiments. We kept the last 400 time points for test, and fit DSARF with \( S = 3 \) once with lag set \( \ell = \{1, 2\} \) and another time with \( \ell = \{1\} \) on the train set. DSARF with \( \ell = \{1, 2\} \) predicted the test set in short-term with NRMSE of 4.38%, while DSARF with \( \ell = \{1\} \) achieved 9.70%, and rSLDS and SLDS achieved 10.42% and 15.53% respectively. This is expected as the second derivatives of location (i.e., acceleration) appear in the Euler-Lagrange differential equation for double pendulum. We have visualized short-term predictions of the test set along with inferred states and dynamics in Fig. 2i. While this system could potentially be segmented to more states, we observed that for \( S = 3 \) the dynamical trajectory is roughly segmented along the deflection angle of the first pendulum. Increasing \( S = 10 \) would further improve test set prediction error to 4.16%.

## 4.2 Model Evaluation using Real-World Data

We give a brief description of each real-world data as well as the train/test splits we used for our evaluation in Table 2. In the following paragraphs, we describe our quantitative comparison results summarized in Table 1.

**Short-term prediction results:** For the sleep Apnea dataset, we observed that DSARF is able to segment the respiration signal for both train and test sets into instances of apnea (small variability in chest volume, followed by bursts).
with an accuracy of 86% on the test set compared to 71% for SLDS, while rSLDS completely fails on this task as depicted in Fig. 3. In addition, DSARF predicts the test set in short-term with NRMSE of 23.86% outperforming all the other baselines (see Table 1) RKN with 27.13% is the second best. For the other datasets, as summarized in the short-term section of Table 1, DSARF outperforms in short-term prediction of test sets in Birmingham, Hangzhou, Seattle, Bat flight and precipitation datasets, while closely following the state-of-the-art in Google flu and Dengue datasets (where TRMF and B-TRMF perform the best respectively). LSTNet and rSLDS to the incorporation of factorization framework, is tractable horizon and improves long- and short-term forecasting as summarized in the long-term section of Table 1. DSARF outperforms in long-term prediction of the test sets in Birmingham, Hangzhou, Seattle, PST, Google flu and Dengue datasets, while closely follows BTMF on the Guangzhou dataset. We have visualized sample long-term predictions of test set (one spatial dimension per dataset) along with prediction uncertainty and ground-truth values in Fig. 3h, i respectively.

**Long-term prediction results**: We excluded the Bat flight, Precipitation, and Apnea datasets from long-term prediction task as these datasets hardly show periodic behaviours and/or are chaotic, e.g., in precipitation data (Buizza 2002). On the other hand, we see some extent of long-term recurrence, e.g., in traffic data and seasonal diseases spread, over calendar dates (days, weeks, seasons, etc.). For this reason, we used the lag set $\ell = \{1, 2, 3, T_0, T_0 + 1, T_0 + 2, T_0 + 4, T_0 + 1, T_0 + 2\}$ for traffic datasets as in Sun and Chen (2019) (where $T_0$ is the time points per day), $\ell = \{1, 2, 5, 52, 1 + 2, 52, 2 + 52, 1 + 52\}$ weeks for Google flu and Dengue datasets and $\ell = \{1, 2, 12, 12 + 1, 6 \times 12, 6 \times 12 + 1\}$ months for the PST dataset. We also excluded SLDS, rSLDS and RKN from this comparison as these baselines do not allow for long historical conditioning, hence are intractable for long-term prediction and diverge very fast. As summarized in the long-term section of Table 1, DSARF outperforms in long-term prediction of the test sets in Birmingham, Hangzhou, Seattle, PST, Google flu and Dengue datasets, while closely follows BTMF on the Guangzhou dataset. We have visualized sample long-term predictions of test set (one spatial dimension per dataset) along with prediction uncertainty and ground-truth values in Fig. 3h, i respectively. Note that part of the error is sourced from the sparse factorization.

### Spatial generative model: DSARF resulted in spatial factors with higher test-set log-likelihood in all of our real-data experiments when compared to a widely used matrix Normal prior, with $-1.02$ nats versus $-1.37$ nats (on average) respectively.

#### 5 Conclusion

We introduced deep switching auto-regressive factorization (DSARF) in a Bayesian framework. Our method extends switching linear dynamical system models and Bayesian dynamical matrix factorization methods by employing a non-linear vector auto-regressive latent model switched by a Markovian chain of discrete latents to capture higher-order multimodal latent dependencies. This expands prediction horizon and improves long- and short-term forecasting as demonstrated by our extensive synthetic and real data experiments. DSARF proves scalable to high-dimensional data due to the incorporation of factorization framework, is tractable on missing data, provides uncertainty measures for estimation, and lends itself to an efficient inference algorithm.

### Table 1: Comparison of short- and long-term prediction error (NRMSE%) on the test sets of real data.

| Dataset | Short-term | Long-term |
|---------|------------|-----------|
|          | DSARF | rSLDS | rSLDS | BTMF | B-TRMF | TRMF | RKN | LSTNet | DSARF | BTMF | B-TRMF | TRMF | LSTNet |
| Birmingham (K=10) | 5.70 5.76 14.23 14.69 8.69 14.52 15.27 15.84 17.13 11.92 9.32 | 15.05 18.02 28.71 22.65 23.38 |
| Guanzhou (K=30) | 10.21 10.20 10.10 10.11 10.86 10.16 10.30 10.75 10.83 10.33 9.17 | 13.01 12.83 16.03 14.75 15.76 |
| Hangzhou (K=10) | 17.31 15.55 16.57 17.27 17.20 17.27 16.67 18.26 17.86 16.39 16.40 | 15.64 18.33 20.92 17.85 16.68 |
| Seattle (K=30) | 7.60 7.52 7.54 7.52 8.44 7.53 7.69 8.10 8.30 7.61 7.73 | 14.14 14.33 22.51 16.79 16.30 |
| PST (K=50) | 1.96 2.12 1.80 1.75 1.94 1.74 3.35 23.95 2.81 2.25 2.16 | 2.53 7.43 6.91 3.49 3.19 |
| Flu (K=10) | 16.51 16.77 18.98 18.41 19.50 18.25 22.59 19.01 15.54 24.03 17.78 | 34.96 94.31 51.12 40.87 42.11 |
| Dengue (K=5) | 35.29 34.67 43.78 41.84 40.92 39.91 37.23 33.91 35.92 37.02 36.39 | 52.83 63.85 61.04 57.34 60.46 |
| Bat (K=5) | 7.74 8.08 9.91 10.11 11.13 10.19 8.89 8.16 9.02 18.59 16.55 | 13 - 13 - - - - - - - - - |
| Precipitation (K=20) | 67.41 69.52 67.70 67.70 68.62 68.44 70.48 96.07 78.80 74.35 | 27.13 27 - - - - - - - - - |
| Apnea | 23.86 - 27.35 - 28.06 - 31.47 30.10 30.08 27.13 - | 27 - - - - - - - - - |

The two best results are highlighted in bold fonts without and with asterisk, respectively.

#### Table 2: Description of real data (see Appendix A.4 for details).

| Dataset (missing%) | Resolution | NT × D | Tref ² |
|--------------------|------------|--------|--------|
| Birmingham Parking (14.89%) | q30min | 1386 × 30 | 126 (7d) |
| Guanzhou Traffic (1.29%) | q10min | 8784 × 214 | 720 (5d) |
| Hangzhou Metro (0.02%) | q10min | 2700 × 80 | 540 (5d) |
| Seattle Traffic (51.5%) | q5min | 8064 × 323 | 1440 (5d) |
| Pacific Surface Temp. (PST) | q30min | 396 × 30 (84) | 60 (5yr) |
| Google Flu (9.53%) | qwk | 658 × 29 | 84 (2yr) |
| Google Dengue (4.89%) | qwk | 658 × 10 | 84 (2yr) |
| Bat Flight (32.55%) | q30sec | 3303 × (34) × 3 | 700 |
| Precipitation (50.65%) | q5min | 1462 × 259 | 305 (1yr) |

1 q: every, d: days, yr: years, mt: months, wk: weeks.

---

#### 5 Conclusion

We introduced deep switching auto-regressive factorization (DSARF) in a Bayesian framework. Our method extends switching linear dynamical system models and Bayesian dynamical matrix factorization methods by employing a non-linear vector auto-regressive latent model switched by a Markovian chain of discrete latents to capture higher-order multimodal latent dependencies. This expands prediction horizon and improves long- and short-term forecasting as demonstrated by our extensive synthetic and real data experiments. DSARF proves scalable to high-dimensional data due to the incorporation of factorization framework, is tractable on missing data, provides uncertainty measures for estimation, and lends itself to an efficient inference algorithm.
The model we proposed in this work is a step toward better understanding of high dimensional time series data that appear in a variety of real-world settings. Analysing and more importantly forecasting these times series naturally embrace a very broad range of applications from healthcare management, disease spread prediction and infection diagnosis to traffic control and weather and financial forecasting, which are where we see the potential for a broader impact. Although, these time series data often show long- and short-term recurring patterns, they occasionally exhibit sophisticated behaviours or are chaotic. Subsequently, we need appropriate tools and legitimate assumptions for analysing them. While we understand that, as George Box wrote in Box (1979), “all models are wrong but some are useful,” we hope that in a wide range of applications with proper assumptions and prior knowledge, our DSARF model be useful in providing a means to analyzing high dimensional spatio-temporal data.
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A Supplementary Materials

We have submitted the source code and experiments/datasets along with our submission as part of its supplementary materials. In the following sections, we provide the details on ELBO derivation, synthetic experiments, and hyper-parameter setup for real-world datasets.

A.1 Derivation of Evidence Lower BOund (ELBO) for DSARF

We derive the lower bound on the log-likelihood of observations, \( \mathcal{L}(\theta, \phi) \), by incorporating conditional independencies inferred from the graphical model of DSARF in Fig. [1] as follows:

\[
X_n \perp X_{\cdot n|W_{n:1:T}, F} \\
W_{n,t} \perp W_{n,-(t,t-\ell)}, s_{n,-|W_{n,t-\ell}, s_{n,t}} \\
W_{n,t} \perp s_{n,-|W_{n,t-\ell}, s_{n,t}} \\
s_{n,t} \perp s_{n,-(t,t-1)}|s_{n,t-1} \\
s_{n,t} \perp s_{n-|s_{n,t-1}}
\]

Considering these conditional independencies, the joint distribution of observations and latent variables will be:

\[
p_\theta(X, S, W, z, F) = p_\theta(F|z)p_\theta(z) \prod_{n=1}^N p_\theta(X_n|W_{n:1:T}, F)p_\theta(w_{n,-\ell})p_\theta(s_{n,0}) \\
\prod_{t=1}^T p_\theta(s_{n,t}|s_{n,t-1})p_\theta(w_{n,t}|w_{n,t-\ell}, s_{n,t})
\]  

We assume a fully factorized variational distribution on \( \{S, W, z, F\} \), hence:

\[
q_\phi(S, W, z, F) = q_\phi(F)q_\phi(z) \prod_{n=1}^N q_\phi(w_{n,-\ell})q_\phi(s_{n,0}) \prod_{t=1}^T q_\phi(s_{n,t})q_\phi(w_{n,t})
\]  

We then derive the ELBO by writing down the log-likelihood of observations, and plugging in \( p_\theta(\cdot) \) and \( q_\phi(\cdot) \) from Eq. (S1) and Eq. (S2) respectively (we denote continuous latent variables collectively as \( Z = \{W, z, F\} \) for brevity):

\[
\log p_\theta(X) = \log \sum_S \sum_Z q_\phi(S, Z)p_\theta(X, S, W, z, F) dZ \geq \sum_S \sum_Z q_\phi(S, Z) \log \frac{p_\theta(X, S, Z)}{q_\phi(S, Z)} dZ
\]

\[
= \sum_S \int q(S, Z) \log \frac{p(F|z)p(z)}{q(F|q(z)} \prod_{n=1}^N \frac{p(X_n|W_{n:1:T}, F)p(w_{n,-\ell})p(s_{n,0})}{q(w_{n,-\ell})q(s_{n,0})} \\
\prod_{t=1}^T \frac{p(w_{n,t}|w_{n,t-\ell}, s_{n,t})p(s_{n,t}|s_{n,t-1})}{q(w_{n,t})q(s_{n,t})} dZ
\]

\[
= \sum_S q(S) q(S|Z) \int q(Z|z) dZ \left( \int q(z) q(F) \log \frac{p(F|z)}{q(F)} dF + \int q(z) \log \frac{p(z)}{q(z)} dF \right)
\]

\[
+ \sum_{n=1}^N \int_{z' \in \mathcal{Z}} q(w_{n:1:T}, F) \log p(X_n|w_{n:1:T}, F) dz'
\]

\[
+ \sum_{s' \in \{s_{n,0}\}} q(s_{n,0}) \log \frac{p(s_{n,0})}{q(s_{n,0})} + \int_{z' \in \mathcal{Z}} q(w_{n,-\ell}) \log \frac{p(w_{n,-\ell})}{q(w_{n,-\ell})} dz'
\]

\[
+ \sum_{t=1}^T \sum_{z' \in \mathcal{Z}} q(s_{n,t-1})q(s_{n,t}) \log \frac{p(s_{n,t}|s_{n,t-1})}{q(s_{n,t})} \\
+ \sum_{s' \in \{s_{n,t}\}} \int q(w_{n,t-\ell}) \log \frac{p(w_{n,t}|w_{n,t-\ell}, s_{n,t})}{q(w_{n,t})} dz',
\]  

(S3)
where the integrations/summations over distributions of the latent variables outside of the big parenthesis is: \[ \sum_{S \setminus s'} q(S) \int_{Z \setminus z'} q(Z \setminus z') \, dZ \setminus z' = 1 \] for \( \{s', z'\} \) of each term inside the parenthesis (we are abusing the notation here for the sake of brevity). Considering that \( \mathbb{K}(q, p) = \int q \log \frac{q}{p} \), and \( \mathbb{E}_q(x[f(x)] = \int_x q(x)f(x) \), we rewrite each term of the summations in Eq. (S3) to summarize the ELBO:

\[
\mathcal{L}(\theta, \phi) = \sum_{t=1}^{N} \left( \mathcal{L}_{\text{re}} + \mathcal{L}_{\text{proj}} - \mathcal{L}_{\text{KL}} + \sum_{t=1}^{T} \left( \mathcal{L}_{\text{KL}} + \mathcal{L}_{\text{proj}} \right) \right) + \mathcal{L}_F , \tag{S4}
\]

**Kullback Leibler (KL) Divergence Terms:** We can analytically calculate the KL terms of ELBO in Eq. (S4). For two multivariate (d-dimensional) Gaussian distributions \( q(\cdot) \), and \( p(\cdot) \), the KL divergence is:

\[
\mathbb{K}(q, p) = \frac{1}{2} \left[ \log \frac{\Sigma_p}{\Sigma_q} + d + \text{tr}(\Sigma_p^{-1}\Sigma_q) + (\mu_p - \mu_q)^T \Sigma_p^{-1}(\mu_p - \mu_q) \right],
\]

which would be further simplified here, in the case of diagonal covariances. The KL divergence between two \( S \)-dimensional categorical distributions, \( q(\cdot) \), and \( p(\cdot) \), can be readily computed:

\[
\mathbb{K}(q, p) = \sum_s q_s \log \left( \frac{q_s}{p_s} \right),
\]

where the subscript \( s \) denotes the probability of state \( s \) out of \( S \) possible states.

### A.2 Normalized root-mean-square error (NRMSE%)

We compute the prediction NRMSE% for a test set \( X_{T \times D} \) as follows:

\[
\text{NRMSE\%} = \sqrt{\frac{1}{F \times D} \sum_{t=1}^{T} \sum_{d=1}^{D} (X_{t,d} - \hat{X}_{t,d})^2} \times 100
\]

where \( \hat{X} \) are the predicted values, and \( \sigma_X \) is the global standard deviation of the test set matrix, \( X \).

### A.3 More details on the synthetic experiments

For all the synthetic experiments in Section 4.1 (toy example, Lorenz attractor and double pendulum), we observed the continuous latents, \( W \), through a linear projection and an additive noise as: \( X = W^T F + N(0, \sigma I) \). Fitting DSARM (and the other baselines) on these observations, \( X \), would result in a projected estimation of \( W \). While we report the prediction NRMSE% in the observation space, for the sake of a more informative visualization in Fig. 2, we project the actual \( W \) to the estimated space of the model as follows:

\[
X = W^T F, \quad \text{where } F \text{ are the actual spatial factors}
\]

\[
\hat{X} = W_{\text{proj}}^T \hat{F}, \quad \text{where } \hat{F} \text{ are the inferred spatial factors}
\]

Then,

\[
W^T F = W_{\text{proj}}^T \hat{F} \xrightarrow{\text{least-squares solution}} W_{\text{proj}} = (F \hat{F}^+)^TW
\]

where \( \hat{F}^+ \) is the Moore–Penrose inverse of \( \hat{F} \), the inferred spatial factors after fitting the model. We visualized \( W_{\text{proj}} \) as groundtruth along with the inferred temporal latents, \( W \), in Fig. 2.

**Double pendulum:** We have additionally visualized the inferred dynamical trajectory in \( \theta_1-\theta_2 \) space for \( S = 3 \) in Fig. S1 which shows a rough segmentation along \( \theta_1 \), the deflection angle of the first pendulum. Note that we had visualized this inferred dynamical trajectory in Cartesian space for \( S = 3 \) in Fig. 2 in the paper.
We set the number of factors $K$ with probabilistic principal component analysis (PPCA). For example, in the Bat flight dataset we choose (28 days) with a 5-minute resolution (288 time intervals per day). We picked the last 5 days for test. We kept the last 2 years for test.

Google Flu performed a manual search for other hyperparameters (Flu 2016): Weekly estimates of influenza activity in 239 areas around Boulder Colorado for the period of November 2013–November 2017 with 50.65% missing values. We held the last year for test.

Hangzhou Metro (HIP 2019): Incoming passenger flow from 80 metro stations in Hangzhou, China, from January 1 to January 25, 2019 (25 days) with a 10-minute resolution during service hours (108 time intervals per day). We picked the last 5 days for test.

Guangzhou Traffic (UTS 2016): Recorded traffic speed data from 214 road segments in Guangzhou, China, from August 1 to September 30, 2016 (61 days) with a 10-minute resolution (144 time intervals per day) with 1.29% missing values. We picked the last 5 days for test.

Seattle Traffic (SIL 2015): Recorded traffic speed from 323 loop detectors in Seattle, USA, from January 1 to January 28, 2015 (28 days) with a 5-minute resolution (288 time intervals per day). We picked the last 5 days for test.

Pacific Surface Temperature (PST) (IRI 2002): Gridded (at a 2 by 2 degrees resolution, corresponding to 2520 spatial locations) monthly sea surface temperature on the Pacific for 396 consecutive months from January 1970 through December 2002. We held the last 5 years for test.

Colorado Precipitation (NOA 2017): Daily precipitation measurements for 239 areas around Boulder Colorado for the period of November 2013–November 2017 with 50.65% missing values. We held the last year for test.

Google Flu (Flu 2016): Weekly estimates of influenza activity in 29 countries for 13 years from 2003-2016 with 9.53% missing values. We kept the last 2 years for test.

Google Dengue (Den 2016): Weekly estimates of Dengue trend in 10 countries for 13 years from 2003-2016 with 4.89% missing values. We kept the last 2 years for test.

A.4 Description of real-world datasets

Sleep Apnea. A physiological data set from a patient tentatively diagnosed with sleep apnea (Rigney 1994; Goldberger et al. 2000). The respiration pattern in sleep apnea is characterized by at least two regimes: no breathing and gasping breathing induced by a reflex arousal. We used samples 6201-7200 for training and 5201-6200 for testing as in Ghahramani and Hinton (1996).

Bat Flight. (Bergou et al. 2015): Registered 3D coordinates of 34 markers on a Bat body (i.e., joint locations) recorded over time during a landing maneuver for 10 experimental runs with 32.55% missing values as markers are frequently occluded during the flight. We organized this dataset into a tuple of $(T_n \times 34 \times 3)_{n=1}^{10}$ tensors, where $T_n$ ranges from 166 – 436 time points, and left the last two runs for test.

Birmingham Parking (B 2016): Recorded occupancy of 30 car parks in Birmingham, UK, from October 4 to December 19, 2016 (77 days) every half an hour (18 time intervals per day) with 14.89% missing values. We picked the last 7 days for test.

Hangzhou Metro (HIP 2019): Incoming passenger flow from 80 metro stations in Hangzhou, China, from January 1 to January 25, 2019 (25 days) with a 10-minute resolution during service hours (108 time intervals per day). We picked the last 5 days for test.

Guangzhou Traffic (UTS 2016): Recorded traffic speed data from 214 road segments in Guangzhou, China, from August 1 to September 30, 2016 (61 days) with a 10-minute resolution (144 time intervals per day) with 1.29% missing values. We picked the last 5 days for test.

Seattle Traffic (SIL 2015): Recorded traffic speed from 323 loop detectors in Seattle, USA, from January 1 to January 28, 2015 (28 days) with a 5-minute resolution (288 time intervals per day). We picked the last 5 days for test.

Pacific Surface Temperature (PST) (IRI 2002): Gridded (at a 2 by 2 degrees resolution, corresponding to 2520 spatial locations) monthly sea surface temperature on the Pacific for 396 consecutive months from January 1970 through December 2002. We held the last 5 years for test.

Colorado Precipitation (NOA 2017): Daily precipitation measurements for 239 areas around Boulder Colorado for the period of November 2013–November 2017 with 50.65% missing values. We held the last year for test.

Google Flu (Flu 2016): Weekly estimates of influenza activity in 29 countries for 13 years from 2003-2016 with 9.53% missing values. We kept the last 2 years for test.

Google Dengue (Den 2016): Weekly estimates of Dengue trend in 10 countries for 13 years from 2003-2016 with 4.89% missing values. We kept the last 2 years for test.

A.5 Hyperparameter setup for the real-world datasets

We set the number of factors $K = \{10, 30, 10, 30, 50, 10, 5, 5, 20, 1\}$ and the number of discrete states $S = \{3, 3, 3, 3, 2, 2, 2, 3, 2, 2\}$ for Birmingham, Guangzhou, Hangzhou, Seattle, PST, Google flu, Google Dengue, Bat flight, Precipitation and Apnea datasets respectively for DSARF and the other baselines accordingly (if applicable). For rSLDS, SLDS, and RKN we set the dimension of the continuous latent space to $K$. The choice of $K$ for Birmingham, Guangzhou, Hangzhou and Seattle datasets is consistent with Sun and Chen (2019). For other datasets the choice of $K$ is well reasoned, and is determined with probabilistic principal component analysis (PPCA). For example, in the Bat flight dataset we choose $K = 5$ as the movement of joints in bat are highly correlated during flight as suggested in Riskin et al. (2008), where they found that approximating the bat’s motion with only one third of the principal components accounted for 95% of the variance of the original behavior. We performed a manual search for other hyperparameters ($S$ and $\ell$) based on apriori knowledge about a dataset.

We used lag set $\ell = \{1, 2\}$ for DSARF on all short-term prediction experiments on real-world data (set accordingly for BTMF, A.5 Hyperparameter setup for the real-world datasets

We set the number of factors $K = \{10, 30, 10, 30, 50, 10, 5, 5, 20, 1\}$ and the number of discrete states $S = \{3, 3, 3, 3, 2, 2, 2, 3, 2, 2\}$ for Birmingham, Guangzhou, Hangzhou, Seattle, PST, Google flu, Google Dengue, Bat flight, Precipitation and Apnea datasets respectively for DSARF and the other baselines accordingly (if applicable). For rSLDS, SLDS, and RKN we set the dimension of the continuous latent space to $K$. The choice of $K$ for Birmingham, Guangzhou, Hangzhou and Seattle datasets is consistent with Sun and Chen (2019). For other datasets the choice of $K$ is well reasoned, and is determined with probabilistic principal component analysis (PPCA). For example, in the Bat flight dataset we choose $K = 5$ as the movement of joints in bat are highly correlated during flight as suggested in Riskin et al. (2008), where they found that approximating the bat’s motion with only one third of the principal components accounted for 95% of the variance of the original behavior. We performed a manual search for other hyperparameters ($S$ and $\ell$) based on apriori knowledge about a dataset.

We used lag set $\ell = \{1, 2\}$ for DSARF on all short-term prediction experiments on real-world data (set accordingly for BTMF,
Table S1: Comparison of test set log-likelihood of spatial factors for real-world data.

| Dataset  | Spatial Prior | DSARF Hierarchical Prior | Multivariate Normal Prior |
|----------|---------------|--------------------------|---------------------------|
| Birmingham | −1.55 × 10⁻¹ | −3.37 × 10⁻¹ |
| Guangzhou | −1.74 | −1.96 |
| Hangzhou | −1.05 | −2.45 |
| Seattle | −2.00 | −2.49 |
| PST | −3.99 × 10⁻¹ | −1.15 |
| Flu | −5.82 × 10⁻² | −1.35 × 10⁻¹ |
| Dengue | −2.27 | −2.76 |
| Bat | −2.39 × 10⁻¹ | −3.50 × 10⁻¹ |
| Precipitation | −4.07 × 10⁻¹ | −7.56 × 10⁻¹ |
| Average | −1.02 | −1.37 |

The values are normalized by K × D (i.e., the unit is nats/spatial element).

TRMF, B-TRMF, and LSTNet). For long-term predictions, we used lag set \( \ell = \{1, 2, 3, T_0, T_0 + 1, T_0 + 2, 7T_0, 7T_0 + 1, 7T_0 + 2\} \) for Birmingham, Guangzhou, Hangzhou and Seattle datasets as in [Sun and Chen (2019)](where \( T_0 \) is the time points per day), \( \ell = \{1, 2, 52, 52 + 1, 2 \times 52, 2 \times 52 + 1\} \) weeks for Google flu and Dengue datasets and \( \ell = \{1, 2, 12, 12 + 1, 6 \times 12, 6 \times 12 + 1\} \) months for the PST dataset.

A.6 Spatial generative model

In order to justify the effect of our proposed spatial generative modeling, we compared that with the widely used multivariate Normal prior for spatial factors. To this end, we fit DSARF once with the proposed hierarchical prior, and another time with a multivariate Normal prior on a train set, and then computed an estimation of the expected log-likelihood (LL) of the spatial factors on a test set as follows:

\[
LL = \mathbb{E}_{F \sim q(F)} \left[ \log \mathcal{N}(F; \mu^F, \Sigma^F) \right], \quad \text{for a multivariate Normal prior}
\]

\[
LL = \mathbb{E}_{F \sim q(F)} \mathbb{E}_{z \sim q(z)} \left[ \log \mathcal{N}(F; \mu^F(z), \Sigma^F(z)) \right], \quad \text{for the proposed hierarchical prior}
\]

where we estimated each expectation with 100 samples. The results of this comparison on our real-world data are summarized in Table S1 and demonstrate that DSARF resulted in spatial factors with higher test set log-likelihood (i.e., higher posterior predictive probability) on all of our real-data experiments, when compared to the multivariate Normal prior.