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Abstract. Two well-known polytopes whose vertices are indexed by permutations in the symmetric group \( S_n \) are the permutohedron \( P_n \) and the Birkhoff polytope \( B_n \). We consider polytopes \( P_n(\Pi) \) and \( B_n(\Pi) \), whose vertices correspond to the permutations in \( S_n \) avoiding a set of patterns \( \Pi \). For various choices of \( \Pi \), we explore the Ehrhart polynomials and \( h^* \)-vectors of these polytopes as well as other aspects of their combinatorial structure.

For \( P_n(\Pi) \), we consider all subsets \( \Pi \subseteq S_3 \) and are able to provide results in most cases. To illustrate, \( P_n(123, 132) \) is a Pitman-Stanley polytope, the number of interior lattice points in \( P_n(132, 312) \) is a derangement number, and the normalized volume of \( P_n(123, 231, 312) \) is the number of trees on \( n \) vertices.

The polytopes \( B_n(\Pi) \) seem much more difficult to analyze, so we focus on four particular choices of \( \Pi \). First we show that the \( B_n(231, 321) \) is exactly the Chan-Robbins-Yuen polytope. Next we prove that for any \( \Pi \) containing \{123, 312\} we have \( h^*(B_n(\Pi)) = 1 \). Finally, we study \( B_n(132, 312) \) and \( \tilde{B}_n(123) \), where the tilde indicates that we choose vertices corresponding to alternating permutations avoiding the pattern 123. In both cases we use order complexes of posets and techniques from toric algebra to construct regular, unimodular triangulations of the polytopes. The posets involved turn out to be isomorphic to the lattices of Young diagrams contained in a certain shape, and this permits us to give an exact expression for the normalized volumes of the corresponding polytopes via the hook formula. Finally, Stanley’s theory of \((P, \omega)\)-partitions allows us to show that their \( h^* \)-vectors are symmetric and unimodal.

Various questions and conjectures are presented throughout.

1. Introduction

Let \( S_n \) denote the symmetric group on 1, 2, \ldots, \( n \) and \( \mathfrak{S} = \bigcup_{n \geq 0} S_n \). Let \( \pi \in S_k \) and \( \sigma \in S_n \). We say that \( \sigma \) contains the pattern \( \pi \) if there is some substring \( \sigma' \) of \( \sigma \) whose elements have the same relative order as those in \( \pi \). Alternatively, we view \( \sigma' \) as standardizing to \( \pi \) by replacing the smallest element of \( \sigma' \) with 1, the next smallest by 2, and so on. If there is no such substring then we say that \( \sigma \) avoids the pattern \( \pi \). If \( \Pi \subseteq \mathfrak{S} \), then we say \( \sigma \) avoids \( \Pi \) if \( \sigma \) avoids every element of \( \Pi \). We will use the notation

\[
\text{Av}_n(\Pi) := \{ \sigma \in S_n \mid \sigma \text{ avoids } \Pi \}.
\]

Note this is not the avoidance class of \( \Pi \) which is the union of these sets over all \( n \).

A polytope \( P \subseteq \mathbb{R}^n \) is the convex hull of finitely many points, written \( P = \text{conv}\{v_1, \ldots, v_k\} \). Equivalently, a polytope may be described as a bounded intersection of finitely many halfspaces. The dimension of \( P \) is the dimension of its affine span. We think of vectors in \( \mathbb{R}^n \) as columns and use \( a^T b \) to denote the usual inner product of \( a, b \in \mathbb{R}^n \). An affine hyperplane \( H \) determined by the equation \( a^T x = b \) for some \( a, b \in \mathbb{R}^n \) is called supporting if \( a^T p \geq b \) for every \( p \in P \). Some texts, such as [19], insist that \( H \cap P \) be nonempty; our definition aligns with those found in [6, 37]. If \( H \) is a supporting hyperplane, then the set \( H \cap P \) is called a face of \( P \) and is a subpolytope of \( P \). Faces of dimension 0 are vertices, faces of dimension
1 are called \textit{edges}, and faces of dimension \( \dim P - 1 \) are called \textit{facets}. Additionally, we say a polytope is a \textit{lattice polytope} if each vertex is an element of \( \mathbb{Z}^n \). Lattice polytopes have long found connections with permutations, in particular via the permutohedron and Birkhoff polytope.

The \textit{permutohedron} is defined as

\[
P_n := \text{conv}\{ (a_1, \ldots, a_n) \mid a_1 \cdots a_n \in \mathfrak{S}_n \}.
\]

We will often make no distinction between a permutation and its corresponding point in \( \mathbb{R}^n \). This polytope was first described in \cite{30} and has connections to the geometry of flag varieties as well as representations of \( GL_n \). We refer to \cite{42} for general background regarding permutohedra.

The \textit{Birkhoff polytope} is the polytope

\[
B_n := \text{conv}\left\{ X = (x_{i,j}) \in (\mathbb{R}_{\geq 0})^{n \times n} \mid \sum_{i=1}^{n} x_{i,j} = \sum_{j=1}^{n} x_{i,j} = 1 \text{ for all } i, j \right\}.
\]

The Birkhoff-von Neumann Theorem states that the vertices of \( B_n \) are the permutation matrices.

In this article, we describe a natural blending of pattern avoidance with the permutohedron and the Birkhoff polytope. Specifically, for any set of patterns \( \Pi \), we define \( P_n(\Pi) \) to be the subpolytope of \( P_n \) obtained by taking the convex hull of those vertices corresponding to permutations in \( \text{Av}_n(\Pi) \). The polytope \( B_n(\Pi) \) is defined similarly. We study the Ehrhart polynomials and \( h^* \)-vectors of these polytopes as well as other aspects of their combinatorial structure.

The rest of this paper is organized as follows. In Section 2 we review some basic notions about pattern avoidance and polytopes which will be needed throughout. Section 3 focuses on the permutohedron case \( P_n(\Pi) \). We first show in Proposition 3.2 that the action of a certain subgroup of the dihedral group of the square produces unimodularly equivalent polytopes. We then consider all possible \( \Pi \subseteq S_3 \) and are able to provide results for most of the orbits of this action. Specific propositions are listed in Table 1. As a sampling, \( P_n(123, 132) \) is a Pitman-Stanley polytope, the number of interior lattice points in \( P_n(132, 312) \) is a derangement number, and the normalized volume of \( P_n(123, 231, 312) \) is the number of trees on \( n \) vertices.

The \( \Pi \)-avoiding Birkhoff polytope appears to be much harder to analyze in general. So we concentrate on four specific examples. In Section 4 we show that \( B_n(231, 321) \) is a polytope studied by Chan, Robbins, and Yuen. Next we prove that for any \( \Pi \) containing the permutations 123 and 312 we have \( h^*(B_n(\Pi)) = 1 \). In Section 5 we begin our study of \( B_n(132, 312) \) and \( \tilde{B}_n(123) \), the tilde indicating that we choose vertices corresponding to alternating permutations avoiding the pattern 123. In both cases we use order complexes of posets and techniques from toric algebra to construct regular, unimodular triangulations of the polytopes. The posets involved turn out to be isomorphic to the lattices of Young diagrams contained in a certain shape, and this permits us to give an exact expression for the normalized volumes of the corresponding polytopes via the hook formula. Finally, in Section 6 Stanley’s theory of \( (P, \omega) \)-partitions is applied to show that the \( h^* \)-vectors of these two polytopes are symmetric and unimodal.

Various conjectures and questions are scattered through the paper.
2. Preliminaries

There are a number of concepts to which we refer throughout the paper. In this section, we collect the most frequent of these notions.

2.1. Diagrams, Wilf Equivalence, and Grid Classes. Let $\pi = a_1 \cdots a_k \in S_k$. Sometimes for clarity we will insert commas and write $\pi = a_1, \cdots , a_k$. The diagram of a permutation $\pi$ is the set of points with Cartesian coordinates $(i, a_i)$ for $i = 1, \ldots , k$. An example diagram is given in Figure 1. When no confusion will result, we make no distinction between a permutation and its diagram. Diagrams of permutations provide an easy way to see how certain permutations can be related geometrically. For example, the diagrams of $\pi$ and $\pi^{-1}$ are related by reflection across the line $y = x$. With both the $\Pi$-avoiding permutohedra and $\Pi$-avoiding Birkhoff polytopes, many results will be true not only for the choice of $\Pi$ in their statement, but also for certain other subsets of permutations whose diagrams are related to those in $\Pi$.

Two permutations $\pi_1$ and $\pi_2$ are called Wilf equivalent, written $\pi_1 \equiv \pi_2$, if $|\text{Av}_n(\pi_1)| = |\text{Av}_n(\pi_2)|$ for all $n$. For example, any two permutations in $S_3$ are Wilf equivalent. This is indeed an equivalence relation. Although proving $\pi_1 \equiv \pi_2$ may be quite difficult, in some instances the Wilf equivalence of two permutations follows quickly from observing that their diagrams are related by a transformation in the dihedral group of the square.

Let $D_4 = \{R_0, R_{90}, R_{180}, R_{270}, r_{-1}, r_0, r_1, r_{\infty}\}$, where $R_\theta$ is rotation counterclockwise by an angle of $\theta$ degrees and $r_m$ is reflection across a line of slope $m$. A couple of these rigid motions have easy descriptions in terms of the one-line notation for permutations. If $\pi = a_1 a_2 \ldots a_k$ then its reversal is $\pi^r = a_k \ldots a_2 a_1 = r_\infty(\pi)$, and its complement is $\pi^c = k + 1 - a_1, k + 1 - a_2, \ldots , k + 1 - a_k = r_0(\pi)$.

Note that for any $f \in D_4$, one has $\sigma \in \text{Av}_n(\pi)$ if and only if $f(\sigma) \in \text{Av}_n(f(\pi))$, and hence $\pi \equiv f(\pi)$. For this reason, the equivalences induced by the dihedral action on a square are often referred to as the trivial Wilf equivalences.

Call polytopes $P$ and $Q$ unimodularly equivalent if one can be taken into the other by an affine transformation whose linear part is representable by an $n \times n$ matrix with integer...
Figure 2. An $A$-gridding of 4261573.

entries and determinant $\pm 1$. We will see in Propositions 3.2 and 4.2 that certain trivial Wilf equivalences imply unimodular equivalence of the corresponding polytopes.

In subsequent sections, it will be helpful to describe classes of permutations in the following way: Let $A = (a_{i,j})$ be a $k \times l$ matrix with entries in $\{0, \pm 1\}$. We say that a permutation $\sigma$ is $A$-griddable in $\mathbb{R}^2$ if the diagram $C$ of $\sigma$ can be partitioned into rectangular regions $C_{i,j}$ using horizontal and vertical lines in such a way that

$$C \cap C_{i,j} = \begin{cases} \text{increasing} & \text{if } a_{i,j} = 1, \\ \text{decreasing} & \text{if } a_{i,j} = -1, \\ \text{empty} & \text{if } a_{i,j} = 0. \end{cases}$$

If $C \cap C_{i,j}$ contains one element or no elements, it may be considered as either increasing or decreasing. For example, if

$$A = \begin{bmatrix} 0 & 1 \\ -1 & -1 \\ 0 & -1 \end{bmatrix},$$

then $\sigma = 4261573$ is $A$-griddable, as demonstrated in Figure 2. For a particular matrix $A$, the grid class of $A$ is the set of permutations that are $A$-griddable. We will occasionally use grid classes to more conveniently describe the structure of permutations used as the vertices of our polytopes.

2.2. Ehrhart Polynomials and Volume. For a lattice polytope $P \subseteq \mathbb{R}^n$, consider the counting function $L_P(m) := |mP \cap \mathbb{Z}^n|$, where $mP$ is the $m$-th dilate of $P$. This function is a polynomial in $m$, although not obviously so; it is called the Ehrhart polynomial of $P$. In particular, two well-known theorems due to Ehrhart [16] and Stanley [34] imply that the Ehrhart series of $P$,

$$E_P(t) := 1 + \sum_{m \geq 1} L_P(m)t^m,$$
may be written in the form
\[ E_P(t) = \frac{\sum_{j=0}^{d} h_j^* t^j}{(1 - t)^{\dim P + 1}} \]
for some nonnegative integers \( h_0^*, \ldots, h_d^* \) with \( h_0^* = 1, \ h_d^* \neq 0, \) and \( d \leq \dim P. \)

We say the polynomial \( h^*_P(t) := \sum_{j=0}^{d} h_j^* t^j \) is the \( h^*-polynomial \) of \( P \) and the vector of coefficients, \( h^*(P) \), is the \( h^*-vector \) of \( P \). The \( h^*-vector \) of a lattice polytope \( P \) is a fascinating invariant, and obtaining a general understanding of \( h^*-vectors \) of lattice polytopes and their geometric/combinatorial implications is currently of great interest.

A standard result of Ehrhart theory is that the leading coefficient of \( L_P(m) \) gives the volume of \( P \). We note, though that when a polytope \( P \subseteq \mathbb{R}^n \) is not full-dimensional, some extra care is needed when discussing volume. Usual Euclidean volume would dictate that the volume of a polytope that is not full-dimensional is zero. However, we are typically interested in the relative volume, that is, the volume of the polytope with respect to the lattice \( (\text{aff } P) \cap \mathbb{Z}^n \) where \( \text{aff } P \) is the affine subspace spanned by \( P \). When \( P \) does have full dimension, the notions of volume and relative volume coincide. Throughout this paper, “volume” is understood to mean the relative volume.

The normalized volume of a lattice polytope \( P \subseteq \mathbb{R}^n \) is \( \text{Vol } P := (\dim P)! \cdot \text{vol}(P) \), where \( \text{vol}(P) \) is the usual relative volume of \( P \). A lattice simplex \( \Sigma \subseteq \mathbb{R}^n \) with vertex set \( V = \{v_0, \ldots, v_k\} \) is unimodular with respect to the lattice \( L \) if it has smallest possible relative volume with respect to \( L \). If \( L \) is not specified, then it is assumed that \( L = (\text{aff } V) \cap \mathbb{Z}^n \). Equivalently, \( \Sigma \) is unimodular with respect to \( L \) if the set of emanating vectors \( \{v_1 - v_0, \ldots, v_k - v_0\} \) forms a \( \mathbb{Z} \)-basis of \( L - v_0 \). In particular, if \( P \) is unimodular, then it has a normalized volume of 1. We refer to Section 5.4 of [6] for a more thorough discussion of these details.

3. Permutohedra

The permutahedron has been generalized in multiple ways, including the permuto-association of Kapranov [21], which was first realized as a polytope by Reiner and Ziegler [29], and the generalized permutahedra studied by Postnikov [27]. Here, we study yet another generalization of the permutahedron by looking at \( P_n \) from the perspective of pattern avoidance.

Definition 3.1. Let \( \Pi \subseteq \mathcal{S}_n \) and define
\[ P_n(\Pi) := \text{conv}\{(a_1, \ldots, a_n) \mid a_1 \ldots a_n \in \text{Av}_n(\Pi)\} \]
to be the \( \Pi \)-avoiding permutohedron. If \( \Pi = \{\pi\} \) then we write \( P_n(\pi) \) for \( P_n(\Pi) \).

Notice that if \( \Pi = \emptyset \), then \( P_n(\Pi) = P_n \) and each permutation is a vertex of \( P_n \). Since \( P_n(\Pi) \) is obtained by taking a convex hull of a subset of these vertices, the elements of \( \text{Av}_n(\Pi) \) will also be vertices of \( P_n(\Pi) \). For example, if \( \pi \in \mathcal{S}_3 \) then, as previously remarked, \( |\text{Av}_n(\pi)| = C_n \) where \( C_n \) is the \( n \)th Catalan number, so \( P_n(\pi) \) has a Catalan number of vertices.

Proposition 3.2. If \( \Pi \subseteq \mathcal{S} \), then \( P_n(f(\Pi)) \) is unimodularly equivalent to \( P_n(\Pi) \) for any \( f \in \{R_0, R_{180}, r_0, r_{\infty}\} \). So their face lattices, volumes, and Ehrhart series are all equal.
Proof. For ease of notation, we prove this in the case that \( \Pi = \{\pi\} \). The general demonstration is similar. Recall that \( \pi^r = r_\infty(\pi) \) and \( \pi^c = r_0(\pi) \).

From the discussion above, \( P_n(\pi^r) \) is the image of \( P_n(\pi) \) under the map \( f(v) = Av \), where \( A = [e_n \cdots e_1] \) and the \( e_i \) are the standard unit column vectors. Since \( A \) is a permutation matrix, this is a unimodular transformation.

Also, \( P_n(\pi^c) \) is the image of \( P_n(\pi) \) under the map 
\[
g(x_1, \ldots, x_n) = (n + 1 - x_1, \ldots, n + 1 - x_n) = (n + 1, \ldots, n + 1) - (x_1, \ldots, x_n),
\]
which is again clearly unimodular. Finally, notice that \( R_{180}(\pi) = f \circ g(\pi) \) and so \( R_{180} \) gives rise to a unimodular equivalence as well. \( \square \)

Notice that

- two permutations \( \pi \) and \( \pi' \) may be Wilf equivalent without \( P_n(\pi) \) and \( P_n(\pi') \) being unimodularly equivalent. For example, 123 and 132 are Wilf equivalent, but \( P_4(123) \) has 13 facets whereas \( P_4(132) \) has only 11.
- two permutations \( \pi \) and \( \pi' \) may even be trivially Wilf equivalent without \( P_n(\pi) \) and \( P_n(\pi') \) being unimodularly equivalent. For example, \( \pi = 1243 \) and \( \pi' = 2431 \) are related by a 90-degree rotation, however \( P_5(1423) \) has 48 facets while \( P_5(2431) \) only has 46.

Proposition 3.2 allows us to choose \( \Pi \) more efficiently; a summary of the choices of \( \Pi \subseteq S_3 \) leading to potentially distinct \( P_n(\Pi) \), and the corresponding results, are given in Table 1. Certain entries in the table have no corresponding result or conjecture provided; this is because no clear structure of \( P_n(\Pi) \) is apparent in these cases. See Table 2 for experimental data, computed via LattE [3], regarding these two polytopes for small \( n \).

3.1. Avoiding Two Patterns in \( S_3 \). We begin by noting that if \( \Pi = \{123, 321\} \) then \( Av_n(\Pi) = \emptyset \) for \( n \geq 5 \). This is because of the Erdős-Szekeres theorem which states that any permutation in \( S_{mn+1} \) contains either an increasing subsequence of length \( m + 1 \) or a decreasing subsequence of length \( n + 1 \). The same is clearly true for any \( \Pi \) containing \( \{123, 321\} \). So we do not need to consider polytopes for such avoidance classes.

The following result will be useful when considering \( \Pi = \{132, 312\} \) in both the permutohedron and Birkhoff polytope cases. It follows easily from the proof of Proposition 5.2 in [15].

Lemma 3.3. The permutations in \( Av_n(132, 312) \) are the permutations of \( S_n \) in the grid class of the matrix
\[
A = \begin{bmatrix} 1 \\ -1 \end{bmatrix}.
\]
\( \square \)

Proposition 3.4. The polytope \( P_n(132, 312) \) is a rectangular parallelepiped (parallelotope). Specifically, the polytope is contained in the hyperplane \( \sum x_i = \binom{n+1}{2} \), and its facet-defining inequalities are
\[
\left| \sum_{i=1}^{j}(x_i - x_{j+1}) \right| \leq \binom{j+1}{2}
\]
as \( j \) ranges over \( 1, \ldots, n-1 \).
Table 1. The choices of \( \Pi \subseteq \mathfrak{S}_3 \) that result in unimodularly distinct \( P_n(\Pi) \), and references to the results proven about them.

| \( \Pi \) | Relevant result(s) for \( P_n(\Pi) \) |
|-----|----------------------------------|
| \( \emptyset \) | \( P_n(\Pi) = P_n \) |
| \{123\} | - |
| \{132\} | - |
| \{123, 132\} | Theorem 3.16 |
| \{123, 231\} | - |
| \{123, 321\} | \( P_n(\Pi) = \emptyset \) for \( n \geq 5 \) |
| \{132, 213\} | Conjecture 3.19 |
| \{132, 312\} | - |
| \{123, 132, 213\} | Proposition 3.9 |
| \{123, 132, 231\} | Proposition 3.21 |
| \{123, 132, 312\} | Proposition 3.20 |
| \{123, 231, 312\} | Proposition 3.22 |
| \{132, 213, 231\} | Proposition 3.23 |
| \{123, 132, 213, 231\} | Proposition 3.24 |
| \{123, 132, 213, 312\} | Proposition 3.24 |
| \{132, 213, 231, 312\} | Proposition 3.24 |
| \{123, 132, 213, 231, 312\} | \( P_n(\Pi) = \{(n, n - 1, \ldots, 1)\} \) |

Table 2. Experimental data for \( P_n(123) \) and \( P_n(132) \) for \( n = 3, 4, 5, 6 \). We use the notation \( f_{n-2} \) to denote the number of facets of the polytope.

| \( \Pi \) | \( n \) | \( f_{n-2} \) | \( \mathcal{L}_{P_n(\Pi)}(m) \) | \( \text{Vol}(P_n(\Pi)) \) |
|-----|-----|------|-----------------|---------|
| \{123\} | 3  | 5  | \( 1 + \frac{5}{2} m + \frac{5}{2} m^2 \) | 5 |
|  | 4  | 13 | \( 1 + \frac{11}{3} m + 9 m^2 + \frac{31}{3} m^3 \) | 62 |
|  | 5  | 43 | \( 1 + \frac{61}{12} m + 1218 m^2 + \frac{511}{12} m^3 + \frac{479}{8} m^4 \) | 1437 |
|  | 6  | 215 | \( 1 + \frac{74}{6} m + \frac{417}{4} m^2 + \frac{413}{6} m^3 + \frac{1019}{4} m^4 + \frac{1339}{3} m^5 \) | 53560 |
| \{132\} | 3  | 5  | \( 1 + \frac{5}{2} m + \frac{5}{2} m^2 \) | 5 |
|  | 4  | 11 | \( 1 + 4m + 9m^2 + 10m^3 \) | 60 |
|  | 5  | 27 | \( 1 + 6m + 372m^2 + 43m^3 + \frac{109}{2} m^4 \) | 1308 |
|  | 6  | 84 | \( 1 + \frac{524}{60} m + \frac{283}{8} m^2 + \frac{407}{2} m^3 + \frac{2089}{8} m^4 + \frac{2239}{60} m^5 \) | 44798 |

Proof. Consider the polytope \( P \) defined by the given inequalities and lying in the given hyperplane. Each inequality in (1) gives a pair of parallel faces of \( P \) because of the absolute value signs. It is also easy to check that the normal vectors are pairwise orthogonal and also orthogonal to the vector \((1, \ldots, 1)\) which defines the hyperplane \( \sum x_i = \binom{n+1}{2} \). Thus \( P \) is an \((n - 1)\)-dimensional parallelotope.
The polytope $P$ will have $2^{n-1} = |\text{Av}_n(132,312)|$ vertices. So to demonstrate that $P = P_n(132,312)$ it suffices to prove that every $\sigma = a_1a_2\cdots a_n \in \text{Av}_n(132,312)$ is a vertex of $P$. It follows from Lemma 3.3 that the elements of this avoidance class are characterized by the fact that for each $j = 1,\ldots,n-1$, we have $a_{j+1}$ is either one greater than the largest previously-appearing entry or one less than the smallest previously-appearing entry. Note that if it is smaller, then $\sigma$ satisfies $\sum_{i=1}^{j} (x_i - x_{j+1}) = (j+1)$, and if it is larger then $\sigma$ satisfies $\sum_{i=1}^{j} (x_i - x_{j+1}) = -(j+1)$. These equalities hold because the summands are exactly the integers $1,\ldots,j$ in the first case and $-1,\ldots,-j$ in the second. Since this is true for all $j$, $\sigma$ is a vertex of $P$. \hfill \square

**Corollary 3.5.** The volume of $P_n(132,312)$ is $(n-1)!$.

**Proof.** By the previous proposition, the volume of $P = P_n(132,312)$ may be computed directly by choosing a base vertex, taking the product of the lengths of the edges incident to it, and then dividing by an appropriate factor to account for the relative volume. For the scaling factor, it is well-known that for a (measurable) subset $S \subseteq \mathbb{R}^m$ and a linear function $f : \mathbb{R}^m \to \mathbb{R}^n$, with $m \leq n$,

$$\text{vol}(f(S)) = \sqrt{\det A^T A} \text{vol}(S),$$

where $A$ is the matrix for $f$ and volume is taken with respect to the usual Euclidean measure. In our case, a $\mathbb{Z}$-basis for $\text{aff} P \cap \mathbb{Z}^n$ is $e_1 - e_j$ for $j = 2,\ldots,n$, so these vectors form the columns of $A$. It is straightforward to check that $A^T A = J_{n-1} + I_{n-1}$ where $J_{n-1}$ is the $(n-1) \times (n-1)$ matrix with every entry 1. Furthermore, one easily sees that $J_{n-1} + I_{n-1}$ has one eigenvalue equal to $n$ (with corresponding eigenspace spanned by the all-ones vector) and the rest equal to 1 (with corresponding eigenspace the subspace of vectors with coordinate sum zero). Thus $\det A^T A = n$. So to find the relative volume of $P$, we must divide the usual $(n-1)$-dimensional volume of $P$ by $\sqrt{n}$.

Now, a convenient choice of base vertex is the permutation $\sigma = 12\cdots n$. Using the hyperplane description of the previous result, this vertex is adjacent to the permutations $\sigma_j = 2,\ldots,j,1,j+1,\ldots,n$ for each $j = 2,\ldots,n$. It is straightforward to compute that $|\sigma_j - \sigma| = \sqrt{j(j-1)}$, so taking the product of these lengths and then dividing by $\sqrt{n}$ yields $\text{vol}(P) = (n-1)!$ as desired. \hfill \square

**Remark 3.6.** We would like to note a connection between permutations avoiding $\{132,312\}$ and the world of polytopes. The permutations of $\text{Av}_n(132,312)$ can be considered as elements of a type-$A$ Coxeter group. Thought of in this way, the elements of $\text{Av}_n(132,312)$ are an example of $c$-singletons (where $c = s_1s_2s_3$), that is, their inverses form vertices of both the permutohedron and Loday’s realization of the associahedron; see [23, 20]. It would be interesting to define pattern-avoiding polytopes for other Coxeter groups and see if there is any relationship with the corresponding $c$-singletons.

Postnikov [27] defined generalized permutohedra and showed that they encompass associahedra, cyclohedra, Stanley-Pitman polytopes, and graphical zonotopes. So one could ask if $P_n(\Pi)$ is always a generalized permutohedron, since we would then immediately know its volume and, in some cases, its Ehrhart polynomial. However we will show that this is not the case for $\Pi = \{132,312\}$. To do this, we need a few more tools.

A *fan* in $\mathbb{R}^n$ consists of a set of polyhedral cones $\mathcal{F} = \{C_\alpha\}$ in $\mathbb{R}^n$, each containing 0, such that
• if $C_\alpha \in \mathcal{F}$ and $C_\beta$ is a face of $C_\alpha$, then $C_\beta \in \mathcal{F}$, and
• for any $\alpha$ and $\beta$, $C_\alpha \cap C_\beta$ is a face of both $C_\alpha$ and $C_\beta$.

Using the notation

$$|\mathcal{F}| := \bigcup_{F \in \mathcal{F}} F,$$

we say a fan $\mathcal{F}'$ refines $\mathcal{F}$ if $|\mathcal{F}'| = |\mathcal{F}|$ and if each cone in $\mathcal{F}'$ is contained in a cone in $\mathcal{F}$.

We note that the literature also uses the notation

$$\bigcup_{\mathcal{F},}$$

where $\sigma$ in the form $P$ to see that

$$braid arrangement fan.$$

The following result of Postnikov, Reiner, and Williams, allows us to see that Weyl chambers hyperplanes partition the space into the $\mathcal{F}$.

Proposition 3.7 ([26, Proposition 3.2]). A polytope $P$ in $\mathbb{R}^n$ is a generalized permutohedron if and only if its normal fan, reduced by (1, $\ldots$, 1)$\mathbb{R}$, is refined by the braid arrangement fan.

In particular, if $F$ is a facet of $P$, then $N_P(F)$ is a ray. The collection of all $N_P(F)$, ranging over all faces of $P$, is the normal fan of the polytope, and is denoted $N(P)$.

In our case, the inequalities of (14) provide the rays of the normal fan for $P_n(132, 312)$.

The braid arrangement in $\mathbb{R}^{n}/(1, \ldots, 1) \mathbb{R}$ is the set of hyperplanes $\{x_i = x_j\}_{1 \leq i < j \leq n}$. These hyperplanes partition the space into the Weyl chambers

$$C_\sigma := \{(x_1, \ldots, x_n) \in \mathbb{R}^n \mid x_{\sigma(1)} \leq \cdots \leq x_{\sigma(n)}\},$$

where $\sigma \in \mathfrak{S}_n$. The collection of these chambers and their lower-dimensional faces is the braid arrangement fan. The following result of Postnikov, Reiner, and Williams, allows us to see that $P_n(132, 312)$ does not fall into the class of generalized permutohedra.

Proposition 3.7 ([26 Proposition 3.2]). A polytope $P$ in $\mathbb{R}^n$ is a generalized permutohedron if and only if its normal fan, reduced by (1, $\ldots$, 1)$\mathbb{R}$, is refined by the braid arrangement fan.

Using the hyperplane description from Proposition 3.4 we can see immediately that the rays of $N(P_n(132, 312))$ are not all rays of the braid arrangement fan. Thus, the braid arrangement fan cannot be a refinement of $N(P_n(132, 312))$. See Figure 3 for an example.

The Ehrhart polynomial of $P_n$ is known to be $\sum_{i=0}^{n-1} F_i m^i$, where $F_i$ is the number of forests with $i$ edges on vertex set $\{1, 2, \ldots, n\}$ (see Exercise 4.64(a) in [37]). The technique in this exercise can also be used to find the Ehrhart polynomial of $P_n(\{132, 312\})$. Our first step in this direction will use the following result, due to Stanley.

Theorem 3.8 ([36 Theorem 2.2]). Suppose $P$ is a lattice zonotope, that is, $P$ can be written in the form

$$P = \{a_1 v_1 + \ldots + a_k v_k \mid 0 \leq a_i \leq 1\},$$

where each $v_i$ belongs to $\mathbb{Z}^n$. The Ehrhart polynomial of $P$ is

$$\mathcal{L}_P(m) = \sum_{X} g(X) m^{|X|}$$

where the sum ranges over all linearly independent subsets $X$ of $\{v_1, \ldots, v_k\}$ and where $g(X)$ is the greatest common divisor of all full minors of the matrix whose columns are the elements of $X$. 

\[ \square \]
Figure 3. Viewed from (1, 1, 1), the rays \( N(P_{3}(132, 312)) \) are solid, while the rays of the braid arrangement fan are dashed.

To state the next result elegantly we define, for nonnegative integers \( n \) and \( k \), the falling factorial
\[
{n \downarrow k} = n(n-1) \ldots (n-k+1).
\]

**Proposition 3.9.** The polytope \( P = P_{n}(132, 312) \) has Ehrhart polynomial
\[
\mathcal{L}_{P}(m) = \sum_{k=0}^{n-1} (n-1)_{k} m^{k}.
\]

**Proof.** From the half-space and hyperplane description given in Proposition 3.4, we can see that \( P \) is, up to a translation by \( (1, 2, \ldots, n) \), the zonotope
\[
Z = \{a_{1}v_{1} + \ldots + a_{n-1}v_{n-1} \mid 0 \leq a_{i} \leq 1\} \subseteq \mathbb{R}^{n}
\]
where \( v_{j} = \sum_{i=1}^{j}(e_{i} - e_{j+1}) \) for \( j = 1, \ldots, n-1 \). By applying the transformation \( x \mapsto Ax \), where \( A \) is the \( n \times n \) upper-triangular matrix with \(-1\) in all positions along and above the diagonal, we see that \( Z \) is unimodularly equivalent to
\[
\tilde{Z} = \{a_{1}w_{1} + \ldots + a_{n-1}w_{n-1} \mid 0 \leq a_{i} \leq 1\} \subseteq \mathbb{R}^{n}
\]
where
\[
w_{j} = \sum_{i=1}^{j+1}(i-1)e_{i}
\]
for each \( j = 1, \ldots, n-1 \). Note that the set of all \( w_{j} \) is linearly independent.

We will now complete the proof using equation (2) on the \( w_{j} \) basis. First, however, we need to set up some notation. For \( X \) as in (2) we will use \( X \) to stand for both the subset
and the matrix whose columns are the elements of $X$. For any family $F$ of subsets $X$ we define

$$g(F) = \sum_{X \in F} g(X).$$

We also let $F_{n,k}$ be the family of all $k$-element subsets of $w_1, \ldots, w_{n-1}$ and $g(n,k) = g(F_{n,k})$. So we will be done if we can prove that $g(n,k) = (n-1)\downarrow_k$. In fact, we will show that the following recurrence relation holds:

(3) \hspace{1cm} g(n + 1, k) = g(n, k) + n(\gamma(n,k-1) - g(n-1,k-1)) + \gamma(n-1,k-1).

It is easy to verify that $(n-1)\downarrow_k$ satisfies the same recursion for $n \geq 2$. So induction on $n$ completes the proof once we have verified the base case $n = 1$. But $P = P_1(132,312)$ is a single vertex so that $L_P(m) = 1$ which agrees with the fact that $0\downarrow_k = \delta_{0,k}$ where the latter is the Kronecker delta.

To prove (3), partition $F_{n+1,k}$ into the three subsets

$$F_1 = \{X \in F_{n+1,k} \mid X \text{ does not contain } w_n\},$$

$$F_2 = \{X \in F_{n+1,k} \mid X \text{ contains both } w_{n-1} \text{ and } w_n\},$$

$$F_3 = \{X \in F_{n+1,k} \mid X \text{ contains } w_n \text{ but not } w_{n-1}\}.$$

From the definitions, one has

$$g(n+1,k) = g(F_1) + g(F_2) + g(F_3).$$

We now show that each of these summands equals the corresponding summand in (3).

The matrices in $F_1$ are the same as those for $F_{n,k}$ except with a last row of zeros. Clearly this row does not contribute any nonzero minors so $g(F_1) = g(n,k)$, giving the first summand.

Now consider the minors of a matrix $X \in F_2$, letting $M$ be the submatrix of the minor. An example follows the proof to elucidate the method. If $M$ does not contain the last row of $X$, then its last two columns are equal and $\det M = 0$. So the only $M$ contributing to $g(F_2)$ are those whose last row is the final row of $X$ which is all zero except for a last entry of $n$. It follows that $|\det M| = n|\det M'|$ where $M'$ is obtained by removing the last row and column of $M$. The possible $M'$ which can appear are exactly those occurring in elements $X' \in F_{n,k-1}$ such that $w_{n-1} \in X'$. Using the reasoning of the previous paragraph and complementation, we see that such $|\det M'|$ contribute exactly $g(n,k-1) - g(n-1,k-1)$ to the desired sum. Thus $g(F_2) = n(g(n,k-1) - g(n-1,k-1))$.

Finally take $X \in F_3$ so that $X$ ends with a sequence of at least two rows each of which has a sole nonzero entry at the end. Keeping the notation and reasoning of the previous paragraph, we see that if $\det M \neq 0$ then $M$ must contain exactly one row from this final sequence. Let $m_1, \ldots, m_r$ be the minors which can be obtained from all nonzero minors containing the last row of $X$. Then for all $i$ we have $m_i = nm_i'$ where $m_1', \ldots, m_r'$ are exactly the nonzero minors of $X' \in F_{n-1,k-1}$ obtained by removing the last row and column of $X$. So

$$\gcd(m_1, \ldots, m_r) = n \gcd(m_1', \ldots, m_r') = n g(X').$$

Now repeat this process, but using the penultimate row of $X$, giving minors $m_{r+1}, \ldots, m_{2r}$ with greatest common divisor $(n-1)g(X')$. But $n$ and $n-1$ are relatively prime, so $\gcd(m_1, \ldots, m_{2r}) = g(X')$. Continuing in this way, we see that $g(X) = g(X')$. Summing over all possible $X$ gives $g(F_3) = g(n-1,k-1)$ and completes the proof. \qed
To illustrate this demonstration, take \( n = 5 \) and \( k = 4 \). Then a typical element of \( \mathcal{F}_2 \) is

\[
X = \begin{bmatrix}
0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 \\
0 & 2 & 2 & 2 \\
0 & 0 & 3 & 3 \\
0 & 0 & 4 & 4 \\
0 & 0 & 0 & 5
\end{bmatrix}.
\]

Considering the submatrix \( M \) obtained by picking rows 2, 3, 5, and 6 of \( X \) and expanding around the last row we get \( \det M = 5 \det M' \) where

\[
M' = \begin{bmatrix}
1 & 1 & 1 \\
0 & 2 & 2 \\
0 & 0 & 4
\end{bmatrix}.
\]

Note that \( M' \) is also a submatrix of the matrix

\[
X' = \begin{bmatrix}
0 & 0 & 0 \\
1 & 1 & 1 \\
0 & 2 & 2 \\
0 & 0 & 3 \\
0 & 0 & 4
\end{bmatrix} \in \mathcal{F}_{5,3}
\]

and \( w_4 \in X' \). The reader should now find it easy to construct a similar example for the argument concerning \( X \in \mathcal{F}_3 \) if need be.

A standard fact from Ehrhart theory states that the leading coefficient of \( L_P(m) \) is the volume of \( P \), so Corollary [3.5] is reaffirmed by the previous result. Moreover, knowing the Ehrhart polynomial allows us to deduce an interesting fact about the interior lattice points of \( P_n(132, 312) \).

**Corollary 3.10.** The number of lattice points interior to \( P_n(132, 312) \) is equal to the number of derangements in \( \mathfrak{S}_{n-1} \).

**Proof.** Let \( P = P_n(132, 312) \) and \( P^o \) be the interior of \( P \). By Proposition [3.9] and Ehrhart-Macdonald reciprocity [6, Theorem 4.1],

\[
L_{P^o}(m) = (-1)^{n-1} \sum_{k=0}^{n-1} (n - 1) \downarrow_k (-m)^k.
\]

Evaluating at \( m = 1 \), we get

\[
L_{P^o}(1) = (-1)^{n-1} \sum_{k=0}^{n-1} (n - 1) \downarrow_k (-1)^k,
\]

which is the well-known inclusion-exclusion formula for derangements. \( \square \)

**Question 3.11.** Is there a natural bijection between the interior points of \( P_n(132, 312) \) and the derangements in \( \mathfrak{S}_{n-1} \)?

In the case of \( P_n(132, 312) \), the Ehrhart polynomial was simple enough to compute directly. Since the coefficients can be explicitly determined, one may also determine the \( h^* \)-vector of
$P_n(132, 312)$ by a change-of-basis, although there does not seem to be a simple formula for its components.

Although finding explicit formulas for $h^*$-vectors is usually challenging in general, there are other methods for determining certain properties it might possess. A recent result due to Beck, Jochemko, and McCullough [4] states that lattice zonotopes always have a unimodal $h^*$-vector. Thus the following result follows from Proposition 3.4.

**Corollary 3.12.** For all $n \geq 1$, $h^*(P_n(132, 312))$ is unimodal. □

**Question 3.13.** For which $\Pi$-avoiding permutohedra $P$ is $h^*(P)$ unimodal?

We will next consider a $\Pi$-avoiding permutohedron whose Ehrhart polynomial is easily computable due to results of Pitman and Stanley [25]. Given a sequence of nonnegative real numbers $c = (c_1, \ldots, c_n)$, there is a corresponding *Pitman-Stanley polytope* $PS_n(c)$ defined by

$$PS_n(c) := \left\{ x \in \mathbb{R}^n \mid x_i \geq 0 \text{ and } \sum_{i=1}^{j} x_i \leq \sum_{i=1}^{j} c_i \text{ for all } 1 \leq j \leq n \right\}.$$  

Pitman-Stanley polytopes are connected with multiple combinatorial objects. For example, recall that a *polyhedral subdivision* of a polytope $P$ is a collection of subpolytopes $P_1, \ldots, P_k \subseteq P$ whose union is $P$, and $P_i \cap P_j$ is a face of both $P_i$ and $P_j$ for all $i, j$. Pitman and Stanley showed that $PS_n(c)$ has polyhedral subdivisions whose maximal elements correspond to certain plane trees; $\text{Vol}(PS_n(c))$ can be expressed in terms of parking functions; the number of lattice points of $PS_n(c)$ can be expressed in terms of plane partitions of a particular shape. The key result for us is the following.

**Theorem 3.14** (Pitman and Stanley, [25]). Let $a, b$ be positive integers, and set $c = (a, b, \ldots, b) \in \mathbb{Z}^n$. The Ehrhart polynomial of $PS_n(c)$ is

$$\mathcal{L}_{PS_n(c)}(m) = \frac{am + 1}{n!} \prod_{j=2}^{n} ((a + nb)m + j).$$  

□

Before continuing, we need a little background. The **face lattice** of a polytope is the poset of its faces ordered by inclusion. Two polytopes are *combinatorially equivalent* if their face lattices are isomorphic. As proven in Theorem 19 of [25], whenever $c$ has positive entries, $PS_n(c)$ is combinatorially equivalent to an $n$-cube.

**Lemma 3.15.** When $c$ has positive entries, the vertices of $PS_n(c)$ are exactly the vectors $v = (v_1, \ldots, v_n)$ constructed, component-wise from left to right, by either setting $v_j = 0$ or setting $v_j = c_j + c_{j-1} + \cdots + c_i$, where $v_{i-1}$ is the previous nonzero entry of $v$.

**Proof.** Since $c$ has positive entries, $PS_n(c)$ is a combinatorial cube, hence the set of facets may be partitioned into $n$ non-intersecting pairs. In particular, the pairs correspond to the hyperplanes $x_j = 0$ and $x_1 + \cdots + x_j = c_1 + \cdots + c_j$. Again, since $PS_n(c)$ is a combinatorial cube, a vertex $v$ will lie on exactly one of the facets of each pair. From these two facts, the conclusion follows. □
Theorem 3.16. The polytope $P = P_n(123, 132)$ is a combinatorial cube with Ehrhart polynomial

$$L_P(m) = \frac{m + 1}{(n - 1)!} \prod_{j=2}^{n-1} (nm + j).$$

Proof. We will show that $P$ is related to $PS_{n-1}(1, \ldots, 1)$ in such a way that its face lattice and Ehrhart polynomial are preserved. Then the theorem will follow from the statement just before Lemma 3.15 and by setting $a = b = 1$ in Theorem 3.14.

We first need a description of the vertices of $P$. By reversing the permutations in Proposition 4.2 of [15], we note that the diagram for a vertex $v = (v_1, \ldots, v_n)$ of $P_n(123, 132)$ consists of a decreasing sequence of blocks where each block is the pattern $k(k-1) \cdots 1(k+1)$ for some $k$. Define a function $f: \mathbb{R}^n \to \mathbb{R}^{n-1}$ by

$$f(a_1, \ldots, a_n) = (a_1, \ldots, a_{n-1}) - (n-1, n-2, \ldots, 1).$$

We claim that $f$ maps the vertices of $P$ to the vertices of $PS_{n-1}(1, \ldots, 1)$. Indeed, suppose the first block of a vertex $v$ of $P$ is of the form $(n-1, n-2, \ldots, n-k, n)$. Then under $f$ this maps to the sequence $(0, 0, \ldots, 0, k+1)$ with $k$ initial zeros. But, by Lemma 3.15, this is the prefix of a vertex of $PS_{n-1}(1, \ldots, 1)$. Continuing in this way, we see that $f(v)$ will indeed be a vertex of this Pitman-Stanley polytope. Reversing the argument shows that $f$ is, in fact, a bijection on the vertex sets.

Since $P$ is a subpolytope of the usual permutohedron, the projection to the first $n-1$ coordinates preserves the face lattice and Ehrhart polynomial, as does lattice translation. This verifies the claim in the first sentence of the proof. □

From the Ehrhart polynomial, we can immediately determine the volume and number of lattice points in the polytope.

Corollary 3.17. The normalized volume of $P_n(123, 132)$ is $n^{n-2}$ and the number of lattice points it contains is the Catalan number $C_n = \frac{1}{n+1} \binom{2n}{n}$.

Proof. To calculate the normalized volume, one takes the leading coefficient of the Ehrhart polynomial in Theorem 3.16 and multiplies by $(n - 1)!$ since $\dim P_n(123, 132) = n - 1$. To calculate the number of lattice points, one just plugs $m = 1$ into this polynomial. □

We end this section with a question and a conjecture.

Question 3.18. The normalized volume in Corollary 3.17 is just the number of trees on $n$ vertices and this quantity will also appear as a normalized volume in Proposition 3.22. And there are many combinatorial interpretations of the Catalan numbers. This raises the question of whether there is a combinatorial proof of Corollary 3.17 or Proposition 3.22.

The conjecture that follows makes a statement similar to that of Proposition 3.16. However, we have been unable to provide a proof.

Conjecture 3.19. For all $n$, $P_n(132, 213)$ is a combinatorial cube with normalized volume $2^{n-1}n^{n-3}$.
3.2. Avoiding Three or Four Patterns from $\mathcal{G}_3$. When $\Pi$ contains at least three or four patterns of $\mathcal{G}_3$, there are relatively few vertices of $P_n(\Pi)$. Consequently, $P_n(\Pi)$ can be a fairly simple object such as a simplex or line segment.

**Proposition 3.20.** The Ehrhart polynomial for $P = P_n(123, 132, 312)$ is $(1 + m)^{n-1}$ and so $h_P(t)$ is the Eulerian polynomial $A_{n-1}(t)$.

**Proof.** As noted in [9], it is implied by [13] that the simplex $S_m$ has Ehrhart polynomial $(1 + P'A$ the first column of $\Pi$.

Using the proof of Proposition 16* in [31] again, the elements of $Av$ are exactly the permutations of the form

$$\sigma = n, n-1, \ldots, k+1, k-1, k-2, \ldots, 1, k$$

for $1 \leq k \leq n$. Consider the transformation $f : \mathbb{R}^n \to \mathbb{R}^n$, defined by $f(x) = Ax - v$, where column $i$ of $A$ is $e_{n-i} - e_{n-i+1} + e_n$ for $1 \leq i < n$, column $n$ of $A$ is $e_n$, and $v = (1, \ldots, 1, (n)^T)$. It is straightforward to check that $\det A = (-1)^{n-1}$, so that $f$ is a unimodular transformation, and that $f(P_n(123, 132, 312)) = \Delta_{n-1}$. $\square$

**Proposition 3.21.** For all $n$, $P_n(123, 132, 231)$ is unimodularly equivalent to $\Delta_{n-1}$.

**Proof.** Again from the proof of [31] Proposition 16* we see that the elements of $Av_n(123, 132, 231)$ are exactly the permutations of the form

$$\sigma = n, n-1, \ldots, k+1, k-1, k-2, \ldots, 1, k$$

for $1 \leq k \leq n$. Consider the transformation $f : \mathbb{R}^n \to \mathbb{R}^n$, defined by $f(x) = Ax + v$, where the first column of $A$ is $-e_1 - e_n$, column $i$ of $A$ is $e_{i-1} - e_i$ for $1 < i < n$, column $n$ of $A$ with normalized volume $n^{n-2}$. $\square$

**Proposition 3.22.** For all $n$, $P_n(123, 231, 312)$ is a simplex with normalized volume $n^{n-2}$. $\square$
A is $e_{n-1}$, and $v = (1, \ldots, 1, n)$. It is easy to see that $\det A = (-1)^n$, so $f$ is a unimodular transformation. Moreover,

$$P' = f(P_n(123, 213, 312)) = \text{conv}\{0\} \cup \{ne_i + (n-i)e_n \mid 1 \leq i < n\}.$$ 

So, $P_n(123, 213, 312)$ is a simplex lying in the hyperplane $H$ determined by the equation

$$(n-1)x_1 + (n-2)x_2 + \cdots + x_{n-1} - nx_n = 0.$$ 

The lattice $H \cap \mathbb{Z}^n$ has a $\mathbb{Z}$-basis

$$\{e_i - (n-i)e_{n-1} \mid 1 \leq i \leq n-2\} \cup \{ne_{n-1} + e_n\}.$$ 

Therefore, the normalized volume of $P'$ is the same as the normalized volume of the polytope whose vertices are the coordinate vectors of the vertices of $P'$ expressed in this basis. These vertices are $0$, $e_{n-1}$, and $ne_i + (n-i)e_{n-1}$ for $1 \leq i \leq n-2$. Thus, the normalized volume is

$$\det[ne_1 + (n-1)e_{n-1}, ne_2 + (n-2)e_{n-1}, \ldots, ne_{n-2} + 2e_{n-1}, e_{n-1}] = n^{n-2},$$

as desired. $\square$

**Proposition 3.23.** For all $n$, $P_n(132, 213, 231)$ is a simplex with normalized volume $(n-1)!$.

**Proof.** Again, the proof of 3.11 Proposition 16\textsuperscript{a} shows that the elements of $\text{Av}_n(132, 213, 231)$ are exactly the permutations of the form

$$\sigma = n, n-1, \ldots, k+1, 1, 2, \ldots, k-1, k$$

for $1 \leq k \leq n$. Consider the transformation $f : \mathbb{R}^n \to \mathbb{R}^n$, defined by $f(x) = Ax$, where row 1 of $A$ is the all-ones vector, row 2 of $A$ is $e_n$, and row $i$ for $2 < i \leq n$ is $e_{i-1} - e_i$. It is routine to verify (say, by cofactor expansion along row 2) that $\det A = (-1)^n$, hence $f$ is a unimodular transformation. Also, it is straightforward to check that $f(P_n(132, 213, 231))$ lies on the hyperplane $x_1 = \left(\frac{n+1}{2}\right)$, so that projecting $f(P_n(132, 213, 231))$ onto its last $n-1$ coordinates results in a polytope $P'_n$ with the same normalized volume. Furthermore, the translation $P'_n + v$, where $v = (-n, 1, \ldots, 1)^T \in \mathbb{R}^{n-1}$, gives a polytope whose vertices are $v_0, \ldots, v_{n-1}$, where $v_0$ is the origin, $v_1 = -e_1$, and

$$v_i = -ie_1 + (n-i+1)e_i + 2 \sum_{j=2}^{i-1} e_j$$

for $i = 2, \ldots, n-1$. The matrix $M$ with columns $v_1, \ldots, v_{n-1}$ is diagonal with $|\det M| = (n-1)!$ which simultaneously proves that $P_n(132, 213, 231)$ is a simplex and has the correct normalized volume. $\square$

Although we have proven that $P_n(132, 213, 231)$ has the same combinatorial structure and volume as $P_n(123, 132, 312)$, these two polytope are not unimodularly equivalent. This can be seen from comparing their Ehrhart polynomials, which are distinct; some of the Ehrhart polynomials of $P_n(132, 213, 231)$ for small $n$ are given in Table 3. There does not appear to by any obvious formula for their coefficients.

The last result of this section is included for completeness.

**Proposition 3.24.** For all $n$, the polytopes $P_n(123, 132, 213, 231)$, $P_n(123, 132, 231, 312)$, and $P_n(132, 213, 231, 312)$ are line segments.

**Proof.** By 3.11 Proposition 17, $|\text{Av}_n(\Pi)| = 2$ for each of these $\Pi$. The claim follows immediately. $\square$
Table 3. The Ehrhart polynomial of $P_n(132, 213, 231)$ for $3 \leq n \leq 8$.

4. The Birkhoff Polytope

We come now to our second mixing of polytopes and avoidance classes of permutations by generalizing the Birkhoff polytope $B_n$ in the following way.

**Definition 4.1.** Let $\Pi$ be any set of permutations. The $\Pi$-avoiding Birkhoff polytope is

$$B_n(\Pi) := \text{conv}\{M \in \mathbb{R}^{n \times n} \mid M \text{ is the permutation matrix for some } \sigma \in \text{Av}_n(\Pi)\}.$$  

Despite its simple description, the Birkhoff polytope has shown a reluctance to provide researchers with information about certain elements of its structure. For example, although its $h^*$-vector is known to be symmetric and unimodal $[1]$, its volume is only known for $n \leq 10$ $[5]$.

Studying variations of the Birkhoff polytope is not uncommon. For example, permutation polytopes, subpolytopes of $B_n$ whose vertices form a subgroup of $\mathfrak{S}_n$, have been studied by, for example, Burggraf, De Loera, and Omar $[11]$, who studied their volumes, and Onn $[24]$, who studied their low-dimensional skeletons and combinatorial types. Another important variation is the class of transportation polytopes, in which row and column sums may be numbers other than 1, and two rows or columns do not necessarily need to sum to the same value. See $[14]$ for a nice survey of these polytopes.

For compatibility with diagrams of permutations, we will henceforth use the nonstandard convention of indexing our matrices using Cartesian coordinates, using the convention for permutation diagrams. So if $M = (m_{x,y})$ is a matrix then $m_{x,y}$ refers to the entry which is in the $x$th column from the left and $y$th row from the bottom. By way of illustration, in a $3 \times 3$ matrix we would have

$$M = \begin{bmatrix} m_{1,3} & m_{2,3} & m_{3,3} \\ m_{1,2} & m_{2,2} & m_{3,2} \\ m_{1,1} & m_{2,1} & m_{3,1} \end{bmatrix}.$$  

If $\sigma \in \mathfrak{S}_n$ is a permutation and we refer to its matrix, we mean the permutation matrix $(m_{x,y}) \in \mathbb{R}^{n \times n}$ such that $m_{x,y} = 1$ if and only if $(x, y)$ is in the diagram of $\sigma$. For example, if $\sigma = 132$ then the corresponding matrix is

$$\begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix}.$$
Table 4. Data for $B_n(123)$ and $B_n(132)$ for $n = 3, 4, 5$.

| $P$     | dim $P$ | $f$-vector of $P$          | $h^*(P)$ | Vol $P$ |
|---------|---------|---------------------------|----------|---------|
| $B_3(123)$ | 4       | $(1, 5, 10, 10, 5, 1)$    | $(1)$    | 1       |
| $B_4(123)$ | 9       | $(1, 14, 83, 275, 565, 752, 654, 363, 120, 20, 1)$ | $(1, 4, 6, 4, 1)$ | 16      |
| $B_3(123)$ | 16      | ?                         | ?        | 13890   |
| $B_4(123)$ | 4       | $(1, 5, 10, 10, 5, 1)$    | $(1)$    | 1       |
| $B_4(132)$ | 9       | $(1, 14, 85, 290, 610, 822, 714, 390, 125, 20, 1)$ | $(1, 4, 7, 5, 1)$ | 17      |
| $B_5(132)$ | 16      | ?                         | ?        | 21043   |

Note that we will use the term “main diagonal” to refer to the longest diagonal going from northwest to southeast in a square matrix, the same as when normal matrix coordinates are used.

Similarly to $P_n(\Pi)$, $B_n(\Pi)$ has the permutation matrices in $Av_n(\Pi)$ as its vertices. Aside from this, though, there is very little in common between $P_n(\Pi)$ and $B_n(\Pi)$. One additional similarity is that, just as in case of $P_n$ and $B_n$ themselves, $P_n(\Pi)$ is the image of $B_n(\Pi)$ via the projection

$$(m_{x,y})_{1 \leq x,y \leq n} \mapsto \sum_{1 \leq x,y \leq n} m_{x,y}e_x = (y_1, y_2, \ldots, y_n)$$

where $e_i$ denotes the $i$th standard basis vector in $\mathbb{R}^n$ and $y_i$ is the unique index such that $m_{x_i,y_i} = 1$ for $1 \leq i \leq n$. However, unlike the $\Pi$-avoiding permutohedron, we will see that all trivial Wilf equivalences of permutations yield unimodular equivalences of the corresponding polytopes.

**Proposition 4.2.** If $\Pi \subseteq \mathcal{S}$, then $B_n(f(\Pi))$ is unimodularly equivalent to $B_n(\Pi)$ for any $f$ in the dihedral group of the square.

**Proof.** Because $f$ is a dihedral action on the square, there is an obvious corresponding action on the vertices of $B_n(\Pi)$ to obtain the vertices of $B_n(f(\Pi))$. This action is a particular permutation of the elements of each matrix, which is itself a unimodular transformation. Applying the action to the full polytope $B_n(\Pi)$ results in a unimodular transformation whose image is $B_n(f(\Pi))$. $\square$

This characterization of unimodularly equivalent polytopes allows us to more efficiently study $B_n(\Pi)$, as did Proposition 3.2. However, as the reader will see in the following sections, the analysis of $B_n(\Pi)$ appears to be much more difficult than it was for $P_n(\Pi)$. So we will content ourselves with describing a few special cases.

We begin again with the most natural starting point: choosing $\Pi$ to be a single element of $\mathcal{S}_3$. By Proposition 3.2, there are only two such classes to consider, which are that of $B_n(123)$ and $B_n(132)$. Although 123 and 132 are Wilf equivalent, they are not trivially Wilf equivalent and their corresponding Birkhoff polytopes are not unimodularly equivalent. Table 4 provides experimental data for these two polytopes when $n$ is small.

We can say more about $B_n(\Pi)$ for certain two-element subsets $\Pi \subseteq \mathcal{S}_3$. For the first such, we recall a well-known polytope, introduced in [12].

**Definition 4.3.** The Chan-Robbins-Yuen polytope is the polytope in $\mathbb{R}^{n \times n}$ defined as

$$CRY_n := \text{conv}\{(m_{x,y}) \mid (m_{x,y}) \text{ a permutation matrix and } m_{x,y} = 0 \text{ for all } x \geq n + 3 - y\}.$$
One of the most fascinating aspects of $\text{CRY}_n$ is that its volume is known to be a product of consecutive Catalan numbers, but this fact has only been established via analytic techniques [II]. It remains an open problem to find a combinatorial proof. In what follows, we will say that a permutation matrix $M_\sigma$ contains a pattern $\pi$ if $\sigma$ contains $\pi$ and similarly for other definitions from pattern theory.

**Proposition 4.4.** For all $n$ we have $B_n(123, 213) = \text{CRY}_n$.

*Proof.* To establish the equality, we will show that the polytopes have the same vertex sets. In fact, we prove the contrapositive: $M_\sigma$ contains a 123 or 213 pattern if and only if $m_{x,y} = 1$ for some $x \geq n + 3 - y$. Assume first that we have $m_{x,y} = 1$ where $x \geq n + 3 - y$. The number of ones in a row below row $y$ is $y - 1$. And the number of ones in a column to the right of column $x$ is $n - x \leq y - 3$. It follows that there must be at least two ones below and to the left of $m_{x,y}$. Thus these three ones form a copy of 123 or 213.

For the converse, let $m_{x,y} = 1$ be the one which is furthest to the right in any copy of 123 or 213. It follows that all ones to the right of $m_{x,y}$ must be in lower rows, else $m_{x,y}$ is not rightmost. Since we know there are at least two elements to the left of $m_{x,y}$ which are smaller, the number of columns to the right of column $x$ is bounded by the number of rows below $y$ minus 2. Equivalently $n - x \leq y - 3$ as we wished to prove. $\square$

We next consider $\Pi = \{123, 312\}$. First, we will need a lemma which will be helpful for a number of our results.

**Lemma 4.5.** Suppose $n \geq d + 1$ and let $P$ be a polytope in $\mathbb{R}^n$ with vertices $v_1, \ldots, v_{d+1}$ of the form

$$v_j = (0, \ldots, 0, 1, *, \ldots, *)^T$$

for $1 \leq j \leq d + 1$ where the stars represent arbitrary integers. Then $P$ is unimodularly equivalent to $\Delta_d$.

*Proof.* Let $A$ be the square matrix whose $j$th column is $v_j$ for $1 \leq j \leq d + 1$, and is $e_j$ for $j > d + 1$. By definition of the $v_j$, we have that $A$ has a main diagonal of ones with zeros above it. So $\det A = 1$. Also, by construction, we have $Ae_j = v_j$ for $1 \leq j \leq d + 1$ and the lemma follows. $\square$

**Proposition 4.6.** The polytope $B_n(123, 312)$ is unimodularly equivalent to $\Delta_\binom{n}{2}$. Thus, for any $\Pi \subseteq \mathfrak{S}$ containing 123 and 312 we have $h^*(B_n(\Pi)) = 1$.

*Proof.* Using the proof of [III, Proposition 13] and complementation, we see that the permutations $\sigma \in \text{Av}_n(123, 312)$ are exactly the elements of $\mathfrak{S}_n$ in the grid class of the matrix

$$A = \begin{bmatrix} 0 & -1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & -1 \end{bmatrix}.$$ 

So the elements below the main diagonal of $M_\sigma$ are precisely those corresponding to the $-1$ in the first column of $A$, and once those elements are determined the rest of $M_\sigma$ is fixed. Furthermore, if we know the coordinates of the southeast-most $m_{x,y} = 1$ in the sequence corresponding to that $-1$ in $A$, then the whole sequence is determined because it must be

$$m_{x,y}, m_{x-1,y+1}, \ldots, m_{1,x+y-1}.$$
To summarize, there is a unique vertex of $B_n(123, 312)$ associated with each coordinate pair $(x, y)$ with $x + y \leq n$, together with a last vertex corresponding to $\sigma = n, n - 1, \ldots, 1$ which has no entry below the main diagonal.

To verify the first statement of the proposition, we will use Lemma 4.5. To bring our matrices to the form in equation (4) we reorganize the coordinates according to the map $\mathbb{R}^{n \times n} \to \mathbb{R}^{n^2}$ given by

$$
\begin{bmatrix}
\tilde{z}_1^{(n)+1} & * & * & \ldots & * & * & * \\
\tilde{z}_{n-1} & * & * & \ldots & * & * & * \\
\tilde{z}_{2n-3} & \tilde{z}_{n-2} & * & \ldots & * & * & * \\
\tilde{z}_{3n-6} & \tilde{z}_{2n-4} & \tilde{z}_{n-3} & \ldots & * & * & * \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\tilde{z}_1^{(n)-3} & \tilde{z}_1^{(n)-7} & \tilde{z}_1^{(n)-12} & \ldots & \tilde{z}_3 & * & * \\
\tilde{z}_1^{(n)-1} & \tilde{z}_1^{(n)-4} & \tilde{z}_1^{(n)-8} & \ldots & \tilde{z}_{n+1} & \tilde{z}_2 & * \\
\tilde{z}_1^{(n)} & \tilde{z}_1^{(n)-2} & \tilde{z}_1^{(n)-5} & \ldots & \tilde{z}_{2n-2} & \tilde{z}_n & \tilde{z}_1 & *
\end{bmatrix}
\mapsto \left(\tilde{z}_1, \tilde{z}_2, \ldots, \tilde{z}_1^{(n)+1}, *, \ldots, *\right)^T,
$$

where the coordinates with stars are rearranged in a fixed but arbitrary manner. It is now an easy matter to verify that the hypothesis of the lemma is satisfied if $v_j$ is the image of the $M_\sigma$ with sequence $[\ ]$ ending at position $z_j$ for $1 \leq j \leq \binom{n}{2}$, and for $j = \binom{n}{2} + 1$ we take $M_\sigma$ to be the matrix with ones on the main diagonal.

For the second claim, since $B_n(123, 312)$ is a unimodular simplex and $B_n(\Pi')$ is a subpolytope if $\{123, 312\} \subseteq \Pi'$, $B_n(\Pi')$ is a face of $B_n(123, 312)$. Thus $B_n(\Pi')$ is a lattice simplex of some dimension $k \leq n$, and is unimodular (with respect to its affine span). So, using the equivalence we just established, if $\Pi'$ contains 123 and 312 then $h^*(B_n(\Pi')) = 1$. □

5. The Polytopes $B_n(132, 312)$ and $\tilde{B}_n(123)$

The remainder of this paper will be devoted to studying $B_n(132, 312)$ and one other class of polytopes. For this final class we will require some more definitions and notation. We say a permutation $\sigma = a_1 \cdots a_n$ is alternating, or up-down, if $a_1 < a_2 > a_3 < \cdots$. In the literature, “alternating” sometimes includes down-up permutations, where the previous inequalities are all reversed. It is worth noting that alternating permutations may be expressed in terms of vincular patterns, which are patterns requiring certain elements to occur consecutively. To indicate this, the portion of the pattern which must be consecutive is underlined. For example, 4261573 contains five instances of the vincular pattern $231$, namely 261, 461, 473, 573, and 673; the subsequence 453 is not an instance of the vincular pattern $231$ since 5 and 3 do not occur consecutively. The study of vincular patterns was introduced in [2] and has since been extended to bivincular patterns, mesh patterns, and other generalizations. We refer to [38] for more information about each of these avoidance classes, including assorted open problems.

Alternating permutations in $S_n$ are exactly the elements $\sigma = a_1 \cdots a_n \in \text{Av}_n(\varepsilon 21, 123, 321)$. The “$\varepsilon$” at beginning of the vincular pattern denotes the “empty permutation” which has length 0 and is to be treated as preceding $a_1$. So $\sigma$ containing the pattern $\varepsilon 21$ is equivalent to $a_1 > a_2$, and avoiding it forces $a_1 < a_2$. In the interest of compact notation, we will write $\tilde{\text{Av}}_n(\Pi)$ for $\text{Av}_n(\{\varepsilon 21, 123, 321\} \cup \Pi)$ and $\tilde{B}_n(\Pi)$ for the analogous variation of $B_n(\Pi)$. 
We now introduce the final class of polytopes that we will study, \( \tilde{B}_n(123) \). We claim that if \( n \) is even, then the number of 123-avoiding alternating permutations is the same in \( \mathfrak{S}_n \) and \( \mathfrak{S}_{n-1} \). To see this, note that in any permutation avoiding 123 the 1 can not be followed by two elements forming an increasing subsequence. So if \( n \) is even and \( \sigma = a_1 a_2 \cdots a_n \) is alternating and 123-avoiding, then \( a_{n-1} = 1 \). Furthermore, since \( \sigma \) avoids 123 and \( a_{n-3} < a_{n-2} \) we must have \( a_{n-2} > a_n \). It follows that standardizing \( \sigma' = a_1 a_2 \cdots a_{n-2} a_n \) gives a bijection between the two sets of permutations in question. Thus, the projection of \( \tilde{B}_n(123) \) to \( \tilde{B}_{n-1}(123) \), defined by dropping row \( n \) and column \( n-1 \) of the matrices, preserves the Ehrhart polynomial.

To study the Ehrhart theory of \( B_n(132, 312) \) and \( \tilde{B}_n(123) \), we use the following outline:

1. Let \( P \) be either \( B_n(132, 312) \) or \( \tilde{B}_n(123) \).
2. In Proposition 5.4 we will construct a set of simplices, each contained in \( P \), such that each simplex \( S \) is unimodular with respect to the lattice \( \text{aff}(S) \cap \mathbb{Z}^{n \times n} \).
3. Using toric algebra, we will separately construct a triangulation of \( P \) in Theorem 5.11.
4. Finally, we will observe that the simplices from Theorem 5.11 are exactly those formed in Proposition 5.4. Therefore, the triangulations obtained in step 3 are unimodular with respect to the lattice \( \text{aff}(P) \cap \mathbb{Z}^{n \times n} \).

5.1. Sublattices of the Weak Order. In order to prove interesting results about the Ehrhart theory of \( B_n(132, 312) \) and \( \tilde{B}_n(123) \), we will first show how the polytopes may be decomposed by putting a partial order on their vertex sets. These posets (partially ordered sets) are themselves highly structured and interact in a natural way with the geometry of the polytopes. We refer the reader to [37, Chapter 3] for the necessary background regarding posets.

Our posets will be constructed using weak Bruhat order. We will compose permutations from right to left. A permutation \( \sigma = a_1 \cdots a_n \in \mathfrak{S}_n \) has inversion set

\[
\text{Inv}(\sigma) = \{(i, j) \mid i < j \text{ and } a_i > a_j\},
\]

and inversion value set

\[
\text{Invv}(\sigma) = \{(a_j, a_i) \mid i < j \text{ and } a_i > a_j\}.
\]

The number of inversions of \( \sigma \) is \( \text{inv}(\sigma) = |\text{Inv}(\sigma)| = |\text{Invv}(\sigma)| \).

The right (respectively, left) weak (Bruhat) order on \( \mathfrak{S}_n \) is defined by the cover relations \( \sigma_1 < \sigma_2 \) if there is a simple transposition \( s_i \) such that \( \sigma_1 s_i = \sigma_2 \) (respectively, \( s_i \sigma_1 = \sigma_2 \)) and \( \text{inv}(\sigma_2) = \text{inv}(\sigma_1) + 1 \). For example, if \( \sigma = 2613754 \), then \( \sigma s_3 = 2631754 \), and \( s_3 \sigma = 2614753 \) and in both cases the number of inversions increases. The left and right weak orders are isomorphic by the order-preserving map \( \sigma \mapsto \sigma^{-1} \), but it will be important for the reader to keep in mind the distinction between left and right in what follows.

Let \( Q_n(\Pi) \) denote the poset obtained by restricting the right weak order to \( \text{Av}_n(\Pi) \). Similarly define \( \tilde{Q}_n(\Pi) \) for the left weak order on \( \tilde{\text{Av}}_n(\Pi) \).

If \( \Pi \) is chosen arbitrarily, then there is no reason to expect these posets to have especially pleasant structure. We will see, though, that specific choices of \( \Pi \) may result in interesting classes of posets. Figure 4 shows the posets \( Q_5(132, 312) \) and \( \tilde{Q}_8(123) \).

We will define two well-known posets and prove that these are isomorphic to the posets just defined. To do so, we first need to introduce certain kinds of Young diagrams. Given
a strictly decreasing partition $\lambda = (\lambda_1, \ldots, \lambda_l)$, its shifted Young diagram is an array of boxes such that row $i$ contains $\lambda_i$ boxes and begins in column $i$. Let $M(n)$ denote the poset of shifted Young diagrams with largest part at most $n$, ordered by inclusion that is, $(\lambda_1, \ldots, \lambda_l) < (\lambda'_1, \ldots, \lambda'_k)$ if and only if $l \leq k$ and $\lambda_i \leq \lambda'_i$ for each $i = 1, \ldots, l$. These are the posets described in Exercise 3.187(a) in [37] and studied using linear algebra in [28]. In particular, the previously cited exercise establishes that $M(n)$ is a distributive lattice.

For the other class of useful posets, recall that a Dyck path, $p$, of length $2k$ is a lattice path from $(0, 0)$ to $(k, k)$ using steps $(1, 0)$ and $(0, 1)$, which never goes below the line $y = x$. We say the steps $(1, 0)$ and $(0, 1)$ are east steps and north steps, respectively. Let $D_k$ denote the poset of Dyck paths of length $2k$, where if $d_1, d_2 \in D_k$, then $d_1 \leq d_2$ if $d_1$ lies weakly to the right of $d_2$. The posets $D_k$ were shown to be distributive lattices in [17].

For an arbitrary poset $P$, we denote the dual poset by $P^\ast$. We may equivalently describe $D_k^\ast$ as the poset of (left-justified) Young diagrams fitting inside the shape $(k-1, k-2, \ldots, 1)$, ordering by inclusion. This equivalence is easily seen by identifying a Dyck path with the region bounded between it, the $y$-axis, and the line $y = k$.

Before proving our isomorphisms, we should make some comments about order polytopes. Let $Q = \{q_1, \ldots, q_s\}$ be a poset, and let $\mathcal{I}_Q$ be the distributive lattice of order ideals of $Q$. 

$Q_5(132, 312)$  

$\tilde{Q}_8(123)$

**Figure 4.** Hasse diagrams of posets $Q_5(132, 312)$ and $\tilde{Q}_8(123)$. 
If \( I \in \mathcal{I}_Q \), let \( \chi_I = (\chi_I(q_1), \ldots, \chi_I(q_s)) \) where

\[
\chi_I(q_i) = \begin{cases} 
0 & \text{if } q_i \notin I \\
1 & \text{if } q_i \in I.
\end{cases}
\]

The order polytope of \( Q \) is

\[
\mathcal{O}(Q) = \text{conv}\{\chi_I \in \mathbb{R}^{|Q|} \mid I \in \mathcal{I}_Q\}.
\]

Using results from [35], if we could show that \( B_n(132, 312) \) or \( \tilde{B}_n(123) \) are order polytopes, then certain triangulations, volumes, and other properties of the polytopes would follow immediately. For example, one might try to show that \( B_n(132, 312) \) is unimodularly equivalent to \( \mathcal{O}(\text{Irr}(M(n - 1))) \), where \( \text{Irr}(M(n - 1)) \) is the poset of irreducibles of \( M(n - 1) \). Indeed, this appears to be the case for \( n \leq 5 \) for \( B_n(132, 312) \) and \( n \leq 8 \) for \( \tilde{B}_n(123) \) when comparing face vectors. However, since \( B_n(132, 312) \subseteq \mathbb{R}^{n \times n} \) and \( \mathcal{O}(\text{Irr}(M(n - 1))) \subseteq \mathbb{R}^{2^{n - 1}} \), for example, it is not obvious how to find a specific unimodular equivalence. One possible approach would be to take some subset \( S \subseteq [n] \times [n] \) of size \( 2^{n - 1} \), project \( B_n(132, 312) \) to \( \mathbb{R}^{2^{n - 1}} \) onto coordinates according to the indices in \( S \), and find the reduced form of the matrix \( X_S := [v_1 \ v_2 \ldots v_{2^{n-1}}] \), where \( v_1, \ldots, v_{2^{n-1}} \) are the projections of the vertices of \( B_n(132, 312) \). One can then check for unimodular equivalence by computing row-reduced echelon forms. However, an exhaustive search of all possible \( S \) for small \( n \) reveals no choice that works. It is for this reason that we have resorted to other means.

**Question 5.1.** Are \( B_n(132, 312) \) or \( \tilde{B}_n(123) \) unimodularly equivalent to order polytopes?

Our next result will provide isomorphisms of both \( Q_n(132, 312) \) and \( \tilde{Q}_n(123) \) with the lattices of certain Young diagrams.

**Proposition 5.2.** For all \( n \), \( Q_n(132, 312) \cong M(n - 1) \) and \( \tilde{Q}_n(123) \cong D^*_\lfloor n/2 \rfloor \). Thus, \( Q_n(132, 312) \) and \( \tilde{Q}_n(123) \) are distributive lattices. Also, the covers in both posets are also covers in weak Bruhat order.

**Proof.** First note that the statement about distributive lattices will follow immediately once we have proved the isomorphisms.

We begin by proving that \( Q_n(132, 312) \cong M(n - 1) \). Let \( \text{Des}(\sigma) \) denote the descent set of \( \sigma = a_1 \ldots a_n \), namely,

\[
\text{Des}(\sigma) = \{i \in [n - 1] \mid a_i > a_{i+1}\}.
\]

Note that if \( \sigma, \tau \in \text{Av}_n(132, 312) \) are distinct permutations, then it follows from Lemma [3.3] that \( \text{Des}(\sigma) \neq \text{Des}(\tau) \). Combined with the fact that \( |Q_n(132, 312)| = 2^{n-1} = |M(n - 1)| \), we have that \( \text{Des} : Q_n(132, 312) \to M(n - 1) \) is a bijection, where we write the descent set in decreasing order and consider it the shape of a shifted Young diagram.

To show that \( \text{Des} \) and its inverse are order preserving, let \( t_{i,j} \) denote the transposition in \( \mathcal{S}_n \) which interchanges \( i \) and \( j \) where \( 1 \leq i < j \leq n \). Given \( \sigma \in \mathcal{S}_n \), we consider the set

\[
T_L(\sigma) = \{t_{i,j} \mid \text{inv}(t_{i,j} \sigma) < \text{inv}(\sigma)\}.
\]

We are interested in \( T_L(\sigma) \) because of the fact [3] Proposition 3.1.3] that \( \sigma \leq \tau \) in right weak order if and only if \( T_L(\sigma) \subseteq T_L(\tau) \). It is easy to see that

\[
T_L(\sigma) = \{t_{i,j} \mid (i, j) \in \text{Invv}(\sigma)\}
\]
and this is the description of $T_L(\sigma)$ which we will use.

Now suppose $\text{Des}(\sigma) = \lambda$ where $\sigma = a_1 \ldots a_n$ and $\lambda = (\lambda_1, \ldots, \lambda_l)$ is the shape of a shifted Young diagram. We will show that there is a bijection between the $t_{i,j} \in T_L(\sigma)$ and the squares of $\lambda$ where we index those squares using matrix coordinates and also use $\lambda$ to stand for the set of squares. An example follows the proof. Using the description of $\sigma$ in Lemma 3.3 we see that $k \in \text{Des}(\sigma) = \lambda$ if and only if $a_{k+1}$ is on the $-1$ side of the grid (where, by convention, $a_1$ is on the $+1$ side). And in this case $a_m > a_{k+1}$ for every $m \leq k$, whereas elements on the $+1$ side of the grid are the second coordinate in no inversion value pairs. Also the elements before $a_{k+1}$ form the interval $[a_{k+1} + 1, a_{k+1} + k]$. In addition, the elements on the $-1$ side of the grid are exactly the $l$ smallest elements of $\sigma$, where $l$ is the number of parts of $\lambda$. So, letting $i = a_{k+1},$

$$\text{Inv}(\sigma) = \{(i, j) \mid 1 \leq i \leq l \text{ and } i + 1 \leq j \leq i + k\}.$$  

Comparing this to the set of squares of $\lambda$ which is

$$\{(i, j) \mid 1 \leq i \leq l \text{ and } i \leq j \leq i + k - 1\}$$

we have the obvious bijection between $T_L(\sigma) \leftrightarrow \lambda$ given by $t_{i,j} \leftrightarrow (i, j - 1)$.

We can now show that $\text{Des}$ and $\text{Des}^{-1}$ are order preserving. Suppose $\text{Des}(\sigma) = \lambda$ and $\text{Des}(\tau) = \mu$. Then $\sigma \leq \tau$ if and only if $T_L(\sigma) \subseteq T_L(\tau)$. But from the previous paragraph, this is equivalent to $\lambda \subseteq \tau$ as Young diagrams and that is the partial order on $M(n - 1)$. We also obtain the statement in the theorem about covers. For, using the previous notation, we have a cover in right weak order if and only if $T_L(\tau)$ is obtained from $T_L(\sigma)$ by adding a single transposition. But the covers in $M(n - 1)$ occur precisely when $\mu$ is obtained from $\lambda$ by adding a single square. By the bijection $T_L(\sigma) \leftrightarrow \lambda$, the covers in $M(n - 1)$ become covers in $Q(132, 312)$.

Showing $\tilde{Q}_n(123) \cong D^*_n$ requires a bit more care. We will first show that $\tilde{Q}_{2k}(123) \cong \tilde{Q}_{2k-1}(123)$ under the map

$$\varphi(a_1, a_2, \ldots, a_{2k}) = a_1 - 1, \ldots, a_{2k-2} - 1, a_{2k} - 1.$$  

That this map is a bijection follows from the discussion when we defined $\tilde{B}_n(123)$. Moreover, any $\sigma = a_1 \ldots a_{2k}$ always has $a_{2k-1} = 1$. So one will never apply $s_1$ to $\sigma$. And applying $s_i$, $i \geq 2$, corresponds to acting on $\varphi(\sigma)$ with $s_{i-1}$. From this the isomorphism follows. Therefore we may henceforth assume that $n = 2k$ for some integer $k$.

Define a function $f: \tilde{Q}_n(123) \to D^*_k$ where the path $f(a_1 \ldots a_{2k}) = p$ is constructed by putting north steps in positions $a_1, a_3, \ldots, a_{2k-1}$ and east steps in positions $a_2, a_4, \ldots, a_{2k}$. We must check that $f$ is well defined in that it stays weakly above the line $y = x$. Note that since the sequences used to define the $N$ and $E$ steps are decreasing, the $i$th step east is in position $a_{2k-2i+2}$. Since $\pi = a_1 \ldots a_{2k}$ is also alternating, $a_{2k-2i+2}$ is larger than both $a_{2k-2i+1}$ and all the elements in odd positions to its right. But these are the positions of the first $i$ north steps, and thus the given $E$ step has sufficiently many $N$ steps preceding it to make the path Dyck. Directly from its definition, we see that $f$ is injective. So in must be a bijection since both the domain and range have $C_k$ elements.

We now show that $f$ is order preserving. First of all, instead of $T_L(\sigma)$ one must use

$$T_R(\sigma) = \{t_{i,j} \mid \text{inv}(\sigma_{t_{i,j}}) < \text{inv}(\sigma)\} = \{t_{i,j} \mid (i, j) \in \text{Inv}(\sigma)\}.$$
One must also be aware that since $\sigma$ is alternating with $a_1, a_3, \ldots, a_{2k-1}$ and $a_2, a_4, \ldots, a_{2k}$ decreasing, then the set of pairs

$$\text{Inv}' = \{(2i-1, 2j-1) \mid 1 \leq i < j \leq k\} \cup \{(2i, j) \mid 2 \leq 2i < j \leq 2k\}$$

is contained in $\text{Inv}(\sigma)$ for every $\sigma \in \tilde{Q}_{123}$. So we need only consider $\text{Inv}'(\sigma) := \text{Inv}(\sigma) - \text{Inv}'$. It follows that every pair in $\text{Inv}'(\sigma)$ is of the form $(2i-1, 2j)$ for some $i < j$. (We can not have $i = j$ since $\sigma$ is alternating.)

Now let $f(\sigma) = p$ for a Dyck path $p$ and let $\lambda$ be the left-justified Young diagram associated with $p$ as described in the paragraph before the proof of this Proposition. Again, an example follows. There is a canonical bijection between the squares of $\lambda$ and pairs consisting of an $N$ step of $p$ together with an earlier $E$ step, where the square $(i, j)$ is the one in the same row as the $N$ step (which must be the $i$th north step reading right-to-left) and the same column of the $E$ step (which must be the $j$th east step reading left-to-right). By the way that the steps of $p$ are labeled, it must be that the $N$ step corresponds to some $a_{2i-1}$ and the $E$ step to some $a_{2(k-j+1)}$. Furthermore, because $p$ is Dyck, it must be that $(2i-1, 2(k-j+1)) \in \text{Inv}'(\sigma)$. And every element of $\text{Inv}'(\sigma)$ is realized this way. Thus we have a bijection between the squares of $\lambda$ and the elements of $T_R(\sigma)$ indexed by elements of $\text{Inv}'(\sigma)$ where $(i, j) \leftrightarrow t_{2i-1, 2(k-j+1)}$. The rest of the proof is as in the $Q_n(132, 312)$ case.

To illustrate the bijection for $Q_n(132, 312)$, consider the permutation $\sigma = 4325167$. So $\text{Des}(\sigma) = (4, 2, 1) = \lambda$ whose diagram is displayed on the left in Figure 5. We also have

$$D_L(\sigma) = \{t_{1,2}, t_{1,3}, t_{1,4}, t_{1,5}, t_{2,3}, t_{2,4}, t_{3,4}\}$$

and each square of $\lambda$ is labeled with its corresponding transposition. As for $\tilde{Q}_{123}$, consider $\sigma = 78562413$. So

$$\text{Inv}'(\sigma) = \{(1,4), (1,6), (1,8), (3,6), (3,8)\}.$$  

The path $p$ will have its $N$ steps labeled by $1, 2, 5, 7$ and its $E$ steps labeled by $3, 4, 6, 8$ as on the right in Figure 5. As before, each square of the Young diagram of $p$ is labeled with the corresponding transposition indexed by $\text{Inv}'(\sigma)$.

We now return to the general development. For a general finite distributive lattice $L$ of rank $n$, it is well-known that there exists an $n$-element poset $P$ for which $L \cong J(P)$, where $J(P)$ denotes the lattice of order ideals of $P$. The poset $P$ can be taken to be the join-irreducible elements of $L$ with order relations inherited from $L$. Note that $x \in L$ is join-irreducible if and only if $x$ covers exactly one element. We denote the poset of join-irreducibles of $L$ by $\text{Irr}(L)$. To simplify matters, we will identify the join-irreducibles of
\(Q_n(132, 312)\) with the join-irreducibles of \(M(n-1)\), and likewise identify the join-irreducibles of \(\tilde{Q}_n(123)\) and \(D^*_n/2\).

Let us now determine the join-irreducibles of our two lattices. Let \((b, c)\) be the box in row \(b\) and column \(c\) of a Young diagram \(\lambda\). (Note that we are taking the diagrams to be in English notation with the largest row on top.) Call \((b, c)\) an inner corner of the diagram if neither \((b+1, c)\) nor \((b, c+1)\) is in \(\lambda\). Using the Young diagram interpretation of our two lattices, an element is join-irreducible precisely when the shape has exactly one inner corner. Identifying these diagrams with the coordinates of their unique inner corners, the induced partial order on both posets of join-irreducibles is component-wise. For the remainder of this paper, the join-irreducibles of \(Q_n(132, 312)\) and \(\tilde{Q}_n(123)\) will be identified with the elements of these posets. See Figure 6 for an example, where for now the label coming after each coordinate pair can be ignored.

5.2. Triangulations, Shellability, and EL-labelings. In this section we will use the posets \(Q_n(132, 312)\) and \(\tilde{Q}_n(123)\) to carefully decompose \(B_n(132, 312)\) and \(\tilde{B}_n(123)\). First, we recall some definitions and concepts in geometry and poset topology.

A polytopal complex \(\mathcal{F}\) is a finite nonempty collection of polytopes such that
1. if \(P \in \mathcal{F}\), then every face of \(P\) is in \(\mathcal{F}\), and
2. if \(P, Q \in \mathcal{F}\), then \(P \cap Q\) is a face of both \(P\) and \(Q\).

An important polytopal complex is the face complex \(\mathcal{F}(P)\) of a polytope \(P\), whose faces are the faces of \(P\). A polytopal complex \(\mathcal{F}\) is a geometric simplicial complex if every polytope \(P \in \mathcal{F}\) is a simplex.

A triangulation of a polytopal complex \(\mathcal{F}\) is a geometric simplicial complex \(\Delta\) whose vertices are the vertices of \(\mathcal{F}\) and underlying space equal to the union of the faces of \(\mathcal{F}\), such that every face of \(\Delta\) is contained in a face of \(\mathcal{F}\). A triangulation of the face complex \(\mathcal{F}(P)\) of a polytope \(P\) is simply called a triangulation of \(P\). Therefore, if \(P\) has a unimodular triangulation \(\mathcal{T}\), then its normalized volume is equal to the number of maximal simplices in \(\mathcal{T}\).

The order complex \(\Delta(Q)\) of a poset \(Q\) is the simplicial complex of chains in \(Q\). A simplicial complex is shellable if its maximal faces are of the same dimension and can be ordered as \(F_1, \ldots, F_k\) such that for each \(i = 1, \ldots, k-1\),

\[ F_{i+1} \cap \left( \bigcup_{j=1}^{i} F_j \right) \]

is a nonempty union of facets of \(F_{i+1}\). A poset is called shellable if its order complex is shellable.

We will show that \(Q_n(132, 312)\) and \(\tilde{Q}_n(123)\) are shellable by using a particular labeling of the edges in their Hasse diagrams.

If \(Q\) is a poset, let \(E(Q)\) denote the set

\[ E(Q) := \{ (q_1, q_2) \in Q \times Q \mid q_1 \leq q_2 \}, \]

thought of as the edges of the Hasse diagram of \(Q\). An edge labeling of \(Q\) by \(Z\) is a function \(\lambda : E(Q) \to Z\). A saturated chain \(q_0 < q_1 < \cdots < q_k\) in \(Q\) is called increasing if \(\lambda(q_0, q_1) < \lambda(q_1, q_2) < \cdots < \lambda(q_{k-1}, q_k)\). An EL-labeling of a poset \(Q\), first introduced in [7], is an edge labeling such that every interval \([x, y]\) in \(Q\) has a unique increasing maximal chain, and
Figure 6. The elements of \( \text{Irr}(Q_5(132,312)) \) and \( \text{Irr}(\tilde{Q}_8(123)) \) along with their images under natural labelings.

that chain lexicographically precedes all other maximal chains of \([x, y]\). Posets admitting an EL-labeling are shellable and are usually referred to as **EL-shellable**.

We will use EL-shellable posets to decompose \( B_n(132, 312) \) and \( \tilde{B}_n(123) \) in specific ways in Section 6. Fortunately, specific EL-shellings of \( Q_n(132, 312) \) and \( \tilde{Q}_n(123) \) are available and follow naturally from [32]. A **natural labeling** of a poset \( P \) with \(|P| = n \) is an order-preserving bijection \( \omega : P \to [n] \). Let \( L \) be a finite distributive lattice so that \( L \cong J(P) \) where \( P \) is the poset of join-irreducibles, and let \( \omega \) be a natural labeling of \( P \). Then we have a cover of order ideals \( I \preceq J \) in \( L \) if and only if \( J - I = \{x\} \) for some \( x \in P \). Give the cover the label \( \lambda(I, J) = \omega(x) \).

**Theorem 5.3** (Stanley, see [32]). The edge labeling of a finite distributive lattice \( L \) constructed above is an EL-labeling for \( L \). □

To apply this process we will use the natural labeling of the irreducibles in both of our posets which is obtained by reading the cells \((b, c)\) in each row of the corresponding triangular diagram left to right, starting with the first row and moving down. Thus in \( \text{Irr}(Q_n(132,321)) \) this extension is given by

\[
\omega(b, c) = (b - 1)n + c + 1 - \binom{b + 1}{2}
\]

and in \( \text{Irr}(\tilde{Q}_n(123)) \) for \( n \) even by

\[
\omega(b, c) = \frac{(b - 1)(n - b)}{2} + c.
\]

Alternatively, one can think of both natural labelings as ordering the elements of the poset lexicographically. Examples of these elements and their associated labels are given in Figure 6 where the label is displayed beside each element. An application of the EL-labeling process appears for \( \tilde{Q}_8(123) \) in Figure 7. To simplify notation, we will often identify maximal chains \( c : q_0 \preceq q_1 \preceq \cdots \preceq q_k \) in \( Q_n(132,312) \) and \( \tilde{Q}_n(123) \) with their sequences of edge labels \( \lambda(c) = (\lambda(q_0, q_1), \lambda(q_1, q_2), \ldots, \lambda(q_k-1, q_k)) \).
We now take a first step in constructing a bridge from purely combinatorial information of these abstract simplicial complexes to geometric information about $B_n(132, 312)$ and $\tilde{B}_n(123)$. One of our main goals is to construct triangulations of $B_n(132, 312)$ and $\tilde{B}_n(123)$. The following proposition only identifies unimodular simplices which potentially form the simplices of triangulations of these polytopes. The fact that these do form a triangulation will require toric algebra and so will come in Section 5.3.

**Proposition 5.4.** Let $f : \Delta(Q_n(132, 312)) \to \mathbb{R}^{n \times n}$ be the function

$$f(\{\sigma_1, \ldots, \sigma_u\}) = \text{conv}\{M_{\sigma_1}, \ldots, M_{\sigma_u}\},$$

where $M_{\sigma_i}$ is the matrix for $\sigma_i$. The collection

$$T_n(132, 312) := \{f(\Gamma) \mid \Gamma \in \Delta(Q_n(132, 312))\}$$

is a set of simplices contained in $B_n(132, 312)$, each $f(\Gamma)$ is unimodular with respect to the affine lattice $\text{aff}(f(\Gamma)) \cap \mathbb{Z}^{n \times n}$ and is of dimension $\binom{n}{2}$. The collection $\tilde{T}_n(123)$, defined similarly, is a collection of unimodular simplices in $\tilde{B}_n(123)$ of dimension $\binom{n}{\lfloor n/2 \rfloor}$.

**Proof.** First we will focus on $T_n(132, 312)$. Note that it is enough to prove the claim for the simplices in $T_n(132, 312)$ of maximal dimension, since $\Gamma_1 \subseteq \Gamma_2$ in $\Delta(Q_n(132, 312))$ corresponds to an inclusion of faces $f(\Gamma_1) \subseteq f(\Gamma_2)$ in $T_n(132, 312)$, and faces of unimodular simplices are again unimodular.

Arrange the maximal chains $c_1, \ldots, c_s$ in $Q_n(132, 312)$ lexicographically, and let $\Delta^q = \Delta(c_q)$ be the corresponding maximal simplex in $\Delta(Q_n(132, 312))$. We will prove our claim by induction on $q$.

First consider the $f(\Delta^1)$. We will use Lemma 4.3 to show that this is a unimodular simplex. Note that we have chosen the labeling of the irreducibles so that $c_1$ starts with the identity permutation $\iota$ and then one proceeds up the chain by having the element 1 move from the first position to the last, followed by the element 2 moving to be the penultimate element, and so forth until one reaches the decreasing permutation. Thus if one rewrites the
coordinates of the $M_\sigma$ for $\sigma \in c_1$ using the map

$$
\begin{bmatrix}
  z^{(2)}_1 & * & \ldots & * & * & * \\
  z^{(2)}_2 & * & \ldots & * & * & * \\
  \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
  z_n & z_{n+1} & \ldots & z_{2n-3} & * & * \\
  z_1 & z_2 & \ldots & z_{n-2} & z_{n-1} & * 
\end{bmatrix}
\mapsto (z_1, z_2, \ldots, z^{(2)}_1, *, \ldots, *)^T,
$$

and let $v_j$ be the image of the element of rank $j - 1$ in the chain, then it is easy to check that equation (4) holds. So we have shown that $f(\Delta^1)$ is unimodular of the correct dimension. In particular, if we let $L_1$ be the affine span of $f(\Delta^1)$ then the vectors $f(\beta_{1,r}) - f(\iota)$ for $\beta_{1,r} \neq \iota$ in $c_1$ form a basis for the lattice $(L_1 - f(\iota)) \cap \mathbb{Z}^{n(2)}$.

We will perform the induction step by showing that the remaining maximal simplices in $\mathcal{T}_n(132,312)$ are unimodular transformations of $f(\Delta^1)$. Recall that $Q_n(132,312)$ has an EL-labeling. So, for $q > 1$, each maximal chain $c_q$ intersects some earlier maximal chain $c_p$ such that they differ by a single element. So suppose $c_q$ intersects with $c_p$ such that $\sigma \in c_p - c_q$ and $\sigma' \in c_q - c_p$. Then $\sigma$ and $\sigma'$ are incomparable, and

$$\sigma \land \sigma' \prec \sigma, \sigma' \prec \sigma \lor \sigma'. $$

So $\sigma, \sigma'$ can each be obtained from simple transpositions applied to their meet. And since the interval $[\sigma \land \sigma', \sigma \lor \sigma']$ consists of 4 elements, these transpositions commute. If follows that the relationship displayed above is captured by $f$ via

$$\tag{6} f(\sigma \land \sigma') + f(\sigma \lor \sigma') = f(\sigma) + f(\sigma').$$

We will use this relationship create a transformation $\varphi : L_p - f(\iota) \to L_q - f(\iota)$ by defining its images on the basis vectors $\beta_{p,r} - f(\iota)$ obtained from the inductive assumption. (The map $\varphi$ implicitly depends on $p$ and $q$ even though that is not reflected in our notation.) This function will map $f(\Delta^p) - f(\iota)$ to $f(\Delta^q) - f(\iota)$, and we will show that it is a unimodular transformation. It follows that $\Delta^q$ is also unimodular with respect to the affine lattice $L_q \cap \mathbb{Z}^{n \times n}$.

For each $r$, set

$$\varphi(f(\beta_{p,r}) - f(\iota)) = f(\beta_{q,r}) - f(\iota).$$

If $\beta_{p,r} \in c_p \cap c_q$, then $\varphi$ acts as the identity on $\beta_{p,r} - f(\iota)$. Otherwise, consider the index $t$ such that $\beta_{p,t} = \sigma$ and use equation (6) to write

$$
\varphi(f(\beta_{p,t}) - f(\iota)) = f(\sigma') - f(\iota)
= [f(\sigma \land \sigma') - f(\iota)] + [f(\sigma \lor \sigma') - f(\iota)] - [f(\sigma) - f(\iota)]
= [f(\beta_{q,t-1}) - f(\iota)] + [f(\beta_{q,t+1}) - f(\iota)] - [f(\beta_{q,t}) - f(\iota)].
$$

The matrix for $\varphi$ is identical to the identity matrix except in the column corresponding to $\sigma$. And in that column, because of the previously displayed equation, the only nonzero entries are a $-1$ on the main diagonal with a 1 just above it and another 1 just below. So, this matrix is unimodularly equivalent to the identity matrix since it has determinant $-1$, and $\Delta^q$ is a unimodular simplex with respect to $L_q \cap \mathbb{Z}^{n \times n}$.  
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We then apply induction, using the ϕ constructed above. Since Δ^1 is unimodular with respect to L, so are all of the images of the ϕ, and therefore so are all of the f(Δ^q). Thus, \( \mathcal{T}_n(132, 312) \) is a collection of unimodular simplices.

The case of \( \tilde{B}_n(123) \) is similar. First consider \( n = 2k \) and \( \Delta^1 = f(c_1) \). In order to apply Lemma 4.5, read the permutations \( \sigma = a_1a_2 \ldots a_{2k} \in c_1 \) from the bottom of \( c_1 \) to the top, concentrating only on the subsequence \( a_1a_3 \ldots a_{2k-1} \). Recall that we have chosen the labeling \( \omega \) to add boxes to the Young diagram row by row, and that \( a_{2i+1} \) is the label of the north step at the end of row \( i \) of the Dyck path boundary of the Young diagram. It follows that \( a_1 \) will first increase from \( k \) to \( 2k - 1 \), then \( a_3 \) will increase from \( k - 1 \) to \( 2k - 3 \), and so forth. This suggests that we use the following map to rewrite the coordinates, where we will just write out the case \( n = 8 \) since the generalization to all even \( n \) should then be clear:

\[
\begin{bmatrix}
* & * & * & * & * & * & * \\
* & * & * & * & * & * & * \\
z_3 & * & * & * & * & * & * \\
z_2 & * & * & * & * & * & * \\
z_1 & * & z_5 & * & * & * & * \\
* & z_4 & * & * & * & * & * \\
* & * & * & * & z_6 & * & * \\
* & * & * & * & * & z_7 & *
\end{bmatrix}
\implies (z_1, z_2, \ldots, z_7, *, \ldots, *)^T.
\]

Now letting \( v_i \) be the image of the element at rank \( i - 1 \) in \( c_1 \) as before completes the proof of unimodularity and the corresponding dimension.

By creating \( \tilde{\varphi} \) as in the previous case, it follows by induction that \( \tilde{T}_{2k}(123) \) is a collection of unimodular simplices in \( \tilde{B}_n(123) \). As usual, if \( n \) is odd, then we use the isomorphism \( \tilde{Q}_n(123) \cong \tilde{Q}_{n+1}(123) \) and proceed as in the case of even \( n \).

5.3. Toric Algebra. The methods we will use to show \( \mathcal{T}_n(132, 312) \) and \( \tilde{T}_n(123) \) are unimodular triangulations of their respective polytopes require a bit of algebra background. Part of the importance of identifying unimodular triangulations is to show when two constructions based on polytopes agree, and we will encounter such a situation in this section; the details of this connection are delayed until the end of the end of the section. The crucial property of a polytope necessary for the constructions to agree is the following.

**Definition 5.5.** A lattice polytope \( P \subseteq \mathbb{R}^n \) is said to have the integer decomposition property (or to be IDP) if, for all positive integers \( m \) and any \( x \in mP \cap \mathbb{Z}^n \), there exist \( m \) points \( x_1, \ldots, x_m \in P \cap \mathbb{Z}^n \) such that \( x = \sum x_i \).

Much of the exposition that follows is described in [39, Chapters 4 and 8]; we reproduce the relevant background below in the interest of self-containment.

First, let \( \mathcal{A} = \{l_1, \ldots, l_s\} \subseteq Z^n \). For a field \( k \), we may define a subring \( k[\mathcal{A}] \) of the ring of Laurent polynomials \( k[x_1^{\pm 1}, \ldots, x_n^{\pm 1}] \) by \( k[\mathcal{A}] := k[x_1^{l_1}, \ldots, x_1^{l_s}] \) where \( x_1^{r_1} \cdots x_n^{r_n} = \prod x_i^{v_i} \). Defining \( T_\mathcal{A} = k[t_1, \ldots, t_s] \) and the map \( \phi : T_\mathcal{A} \to k[\mathcal{A}] \) by \( \phi(t_i) = x_1^{l_i} \), it follows that

\( T_\mathcal{A}/ \ker \phi \cong k[\mathcal{A}] \).

The ideal \( I_\mathcal{A} := \ker \phi \) is the toric ideal of \( \mathcal{A} \), and has been studied extensively in part due to its uses in algebraic statistics, algebraic geometry, and convex polytopes.
If $P$ is an integral polytope then we set $\mathcal{A}_P = (P,1) \cap \mathbb{Z}^{n+1}$, and
\[
k[\text{cone}(P)] := k[x^a z^m \mid a \in mP \cap \mathbb{Z}^n] \subseteq k[x_1^{\pm 1}, \ldots, x_n^{\pm 1}, z],
\]
an algebra graded by the exponent of the new variable $z$. So when $P$ is IDP we have $k[\text{cone}(P)] = k[\mathcal{A}_P]$. However, this equality does not hold if $P$ is not IDP, since then the monoid generated by $\mathcal{A}_P$ does not generate all elements of $\text{cone}(P) \cap \mathbb{Z}^{n+1}$. To remedy this we have to introduce the Hilbert basis of $\text{cone}(P)$, which is the unique minimal-cardinality set $\mathcal{H} \subseteq \text{cone}(P) \cap \mathbb{Z}^{n+1}$ such that every lattice point of $\text{cone}(P)$ is a $\mathbb{Z}_{\geq 0}$-linear combination of elements of $\mathcal{H}$. The existence and uniqueness of the Hilbert basis can be proved using the Hilbert Basis Theorem.

This allows us to define the toric ideal $I_P$ of a polytope $P$: Suppose the Hilbert basis of $\text{cone}(P)$ is $\mathcal{H} = \{(v_1, w_1), \ldots, (v_r, w_r)\} \subseteq \mathbb{Z}^n \times \mathbb{Z}$. We have
\[
T_{\mathcal{H}}/I_P \cong k[\text{cone}(P)],
\]
where $I_P = \ker \phi$ is the toric ideal of $P$. So, if $P$ is IDP, then $I_P = I_{\mathcal{A}_P}$, but in general we only have $I_P \supseteq I_{\mathcal{A}_P}$.

If there is some $\nu = (\nu_1, \ldots, \nu_n) \in \mathbb{R}^n$ such that $\nu^T l_i = 1$ for each $l_i \in \mathcal{A}$, we call $\mathcal{A}$ a point configuration, or simply a configuration if there is no risk of confusion. When $\mathcal{A}$ is a configuration, then the positive span
\[
\text{pos}(\mathcal{A}) := \left\{ \sum_{i=1}^s \lambda_i l_i \mid \lambda_i \geq 0 \text{ for all } i \right\} \subseteq \mathbb{R}^n
\]
is a polyhedral cone (differing from $\text{cone}(\mathcal{A}) \subseteq \mathbb{R}^{n+1}$) containing no positive-dimensional subspace, so a Hilbert basis exists. If $\mathcal{A}$ is not a configuration, then no such $\nu$ exists. In this case, $\text{pos}(\mathcal{A})$ is still a cone but now contains a nontrivial subspace, so a Hilbert basis does not exist since a minimal generating set of $\text{pos}(\mathcal{A}) \cap \mathbb{Z}^n$ is no longer unique. Note that for any polytope $P$ in $\mathbb{R}^n$, the set $\mathcal{A}_P$ is a configuration since it satisfies $e^T_{n+1} v = 1$ for each $v \in \mathcal{A}_P$.

Techniques from toric algebra will provide the tools for a critical step in proving that $B_n(132,312)$ and $\tilde{B}_n(123)$ are IDP by showing that the collections of simplices introduced in the previous section actually form unimodular triangulations of their respective polytopes. In particular, when $P$ is one of these polytopes, we will use $I_{\mathcal{A}_P}$ to identify a triangulation of $\text{conv} \mathcal{A}_P$ in which the vertices of the triangulation use only the elements of $\mathcal{A}_P$. In this case, since $P$ is a subpolytope of $[0,1]^{n \times n}$, it contains no lattice points other than its vertices. So, $\mathcal{A}_P$ consists exactly of the vertices of $(P,1)$, and a triangulation of $\text{conv} \mathcal{A}_P$ is automatically a triangulation of $(P,1)$, which in turn induces a triangulation of $P$ by projecting each simplex back into $\mathbb{R}^{n \times n}$. The triangulation of $P$ will be unimodular with respect to the lattice generated by $\mathbb{Z}$-linear combinations of the elements of $P$. Observing that this triangulation consists exactly of the simplices in $T_n(132,312)$ (respectively, $\tilde{T_n}(123)$), Proposition 5.4 will show that the triangulations are unimodular with respect to the affine lattice $B_n(132,312) \cap \mathbb{Z}^{n \times n}$ (respectively, $\tilde{B}_n(123) \cap \mathbb{Z}^{n \times n}$).

Returning to the general development, when $S \subseteq \mathbb{R}^n$ is a unimodular simplex, it is not difficult to show that $\mathcal{A}_S$ is the Hilbert basis of $\text{cone}(S)$. When $P$ is a general lattice polytope, we only know a priori that $\mathcal{A}_P$ must be contained in the Hilbert basis of $\text{cone}(P)$. When a triangulation $\mathcal{T}$ of $P$ is known, each lattice point $x \in \text{cone}(P)$ lies in $\text{cone}(S)$ for
some \( S \in \mathcal{T} \). If \( S \) is unimodular, then \( x \) may be written as a sum of just the elements in \((S, 1) \cap \mathbb{Z}^{n+1} \subseteq A_p\). Thus, if \( \mathcal{T} \) is a unimodular triangulation, \( x \) can always be expressed as a sum of elements in \( A_p \), so \( A_p \) is exactly the Hilbert basis of \( \text{cone}(P) \). Therefore, in this case, any properties of \((\mathcal{T}, 1)\) as a unimodular triangulation with respect to \( \text{aff} \ A_p \cap \mathbb{Z}^{n+1} \) carry over to \( \mathcal{T} \) as a unimodular triangulation of \( P \).

Before continuing with toric ideals, let us first recall some additional definitions. Let \( \Delta \) be an abstract simplicial complex on vertex set \( \{v_1, \ldots, v_s\} \) and let \( T = k[t_1, \ldots, t_s] \). The  

\[
I_\Delta := (t_{i_1} \cdots t_{i_j} \mid \{i_1, \ldots, i_j\} \notin \Delta),
\]

where the parentheses represent the ideal of \( T \) generated by these monomials. We use this ideal to define the Stanley-Reisner ring, \( T/I_\Delta \), whose monomials are those with support corresponding to faces of \( \Delta \). The numerator of its Hilbert series is called the \( h \)-polynomial of \( \Delta \). If \( P \) is a polytope and \( \Delta \) is a unimodular triangulation of \( P \), then the \( h \)-polynomial of \( \Delta \) and the \( h^* \)-polynomial of \( P \) coincide.

Note that the Stanley-Reisner ideal of a simplicial complex accounts for the combinatorial structure of the complex and does not inherently reflect any geometric properties. To overcome this limitation, we will express the Stanley-Reisner ideal as the result of operations on a different ideal, designed with geometric properties in mind.

Suppose \( \prec \) is a monomial order on \( T \), that is, a total well-ordering of the monomials of \( T \) which respects multiplication. Consider any ideal \( I \) of \( T \). Each \( f \in I \) then has an initial or leading term with respect to \( \prec \), denoted \( \text{in}_\prec(f) \), which is the term of \( f \) that is greatest with respect to \( \prec \). The initial ideal of \( I \) with respect to \( \prec \) is the ideal generated by the initial terms of polynomials in \( I \), that is,

\[
\text{in}_\prec(I) := (\text{in}_\prec(f) \mid f \in I).
\]

A Gröbner basis of \( I \) is a finite generating set \( \mathcal{G} \) for \( I \) such that \( \text{in}_\prec(I) = (\text{in}_\prec(g) \mid g \in \mathcal{G}) \). Since \( I \) is assumed to be an ideal of a noetherian ring, a Gröbner basis always exists and may be computed from a given finite set of generators for \( I \) using the well-known Buchberger algorithm. Say \( \mathcal{G} \) is reduced if each element has a leading coefficient of 1 and for any \( g_1, g_2 \in \mathcal{G} \), \( \text{in}_\prec(g_1) \) does not divide any term of \( g_2 \). Given an ideal \( I \subseteq T \) and a fixed monomial ordering on \( T \), there are many Gröbner bases of \( I \) but there is exactly one reduced Gröbner basis of \( I \).

**Theorem 5.6** ([39] Corollary 4.4 and Lemma 4.14). Let \( A = \{l_1, \ldots, l_s\} \subseteq \mathbb{Z}^n \). The reduced Gröbner basis \( \mathcal{G} \) of the toric ideal \( I_A \) consists of binomials of the form \( t^u - t^v \) for \( u, v \in \mathbb{Z}_{\geq 0}^n \), where the monomials \( t^u \) and \( t^v \) have no variable in common. Moreover, the binomials of \( \mathcal{G} \) are homogeneous if and only \( A \) is a configuration.

There are many additional nice results connecting Gröbner bases with combinatorics, one of which involves types of triangulations that we define now. Suppose \( P \subseteq \mathbb{R}^n \) is an \( n \)-dimensional lattice polytope and \( P \cap \mathbb{Z}^n = \{l_1, \ldots, l_s\} \). Choose a vector \( w = (w_1, \ldots, w_s) \in \mathbb{R}^s \) such that the polytope

\[
P_w := \text{conv}\{(l_1, w_1), \ldots, (l_s, w_s)\} \subseteq \mathbb{R}^{n+1}
\]

is \((n+1)\)-dimensional, i.e., \( P_w \) does not lie in an affine hyperplane of \( \mathbb{R}^{n+1} \). Certain facets of \( P_w \) have outward-pointing normal vectors with a negative last coordinate; projecting these
facets back to $\mathbb{R}^n$ provides the facets of a polytopal decomposition of $P$. If the facets are themselves simplices, then the decomposition is a triangulation, and will be denoted $\Upsilon_w(P)$. Any triangulation that can be obtained in this way for an appropriate choice of $w$ is called regular.

For a configuration $\mathcal{A} \subseteq \mathbb{Z}^n$ of size $s$, there is a close connection between regular triangulations of $\text{conv}(\mathcal{A})$ and initial ideals of $I_{\mathcal{A}}$. First, we note that each monomial ordering $\prec$ on $T_{\mathcal{A}} = k[t_1, \ldots, t_s]$ can be represented by a sufficiently generic weight vector $w \in \mathbb{R}^s$ such that, for all $u, v \in \mathbb{Z}_{\geq 0}^n$, $t^u \prec t^v$ if and only if $w^T u < w^T v$. Next, we define the initial complex $\Delta_{\prec}(I)$ of an ideal $I \subseteq T_{\mathcal{A}}$ with respect to $\prec$ to be the simplicial complex on $[s]$ such that $F$ is a face of $\Delta_{\prec}(I)$ if and only if there is no monomial in $\text{in}_{\prec}(I)$ whose support is $F$. Using linear programming, one may show the following.

**Theorem 5.7** ([39 Theorem 8.3]). Let $\mathcal{A} \subseteq \mathbb{Z}^n$ be a configuration. If $w$ is the weight vector for a monomial order $\prec$ on $T_{\mathcal{A}}$ then the abstract simplicial complex $\Delta_{\prec}(I_{\mathcal{A}})$ is, in fact, a geometric simplicial complex which is the regular triangulation $\Upsilon_w(\text{conv}(\mathcal{A}))$. That is, the set

$$\Upsilon_w(\text{conv}(\mathcal{A})) = \{ \text{conv}(F) \mid F \in \Delta_{\prec}(I_{\mathcal{A}}) \}$$

is a regular triangulation of $\text{conv}(\mathcal{A})$.

To state the next result we will need, recall that an ideal $I \subseteq T_{\mathcal{A}}$ having a minimal generating set of monomials is squarefree if no square divides any of these generating monomials.

**Theorem 5.8** ([39 Corollaries 8.4 and 8.9]). For any monomial order $\prec$ and corresponding weight vector $w$, the radical $\text{rad}(\text{in}_{\prec}(I_{\mathcal{A}}))$ is the Stanley-Reisner ideal of $\Upsilon_w(\text{conv}(\mathcal{A}))$. Moreover, $\text{in}_{\prec}(I_{\mathcal{A}})$ is squarefree if and only if $\Upsilon_w(\text{conv}(\mathcal{A}))$ is unimodular with respect to the affine lattice generated by $\mathbb{Z}$-linear combinations of lattice points in $\mathcal{A}$.

The triangulations $\mathcal{T}_n(132, 312)$ and $\tilde{\mathcal{T}}_n(123)$ will turn out to have even more properties than those already discussed. A triangulation is called flag if all its minimal nonfaces have two elements. This may be detected algebraically by proving the existence of an initial ideal generated by squarefree quadratic monomials. We will demonstrate the flag property by taking the vertices of $P = B_n(132, 312)$ (respectively, $P = \tilde{B}_n(123)$) and imposing the graded reverse lexicographic (grevlex) monomial ordering on $T_{A_P}/I_{A_P}$ induced from $Q_n(132, 312)$ (respectively, $Q = \tilde{Q}_n(123)$) as follows. Let $T = k[t_1, \ldots, t_s]$ and give the variables the total order $t_1 > t_2 > \cdots > t_s$. Given a monomial $t^a$ we let $|a|$ denote the sum of the exponents. Grevlex extends the order on the variables to all monomials of $k[t_1, \ldots, t_s]$ by insisting that $t^a \triangleright_{\text{grevlex}} t^b$ if $|a| > |b|$ or if both $|a| = |b|$ and the rightmost nonzero entry of $a - b$ is negative. To apply this to $T_{A_P}$, we must first place an order on the vertices of $P$; for notational convenience, since our variables correspond to permutation matrices, we will frequently use the notation $t_\sigma$ to denote the variable corresponding the matrix for the permutation $\sigma$. To define grevlex order on monomials in these variables, we must first specify the ordering of the variables themselves. Write $\sigma' >_{\text{lex}} \sigma$ if $\sigma'$ is lexicographically greater than $\sigma$ as words. In this case we define $t_\sigma' \triangleright_{\text{grevlex}} t_\sigma$.

This allows us to define a reverse lexicographic, or pulling, triangulation of a lattice polytope $P$, which is any triangulation whose Stanley-Reisner ideal is $\text{rad}(\text{in}_{\triangleright_{\text{grevlex}}}(I_P))$. Thus, a triangulation of $P$ is reverse lexicographic if its maximal simplices are the projections of the appropriate facets of $P_w$ where $w$ is a weight vector for $\prec$. See [22], for example, for a recursive geometric description of how to create reverse lexicographic triangulations.
Before we prove the main theorem of this section, we will need two more lemmas. Recall that a poset is graded if all of its maximal chains have the same length.

**Lemma 5.9.** Let $M_\sigma$ denote the matrix corresponding to a permutation $\sigma$. For any $\sigma, \sigma'$ that are both in $Q_n(132, 312)$ or in $\tilde{Q}_n(123)$, we have

$$M_\sigma + M_{\sigma'} = M_{\sigma \land \sigma'} + M_{\sigma \lor \sigma'}.$$  

*Proof.* Our lattices are distributive and thus graded. Let $r$ and $r'$ be the lengths of maximal chains in the intervals $[\sigma \land \sigma', \sigma]$ and $[\sigma \land \sigma', \sigma']$, respectively. Without loss of generality, we can assume $r \geq r'$. We induct on the pairs $(r, r')$ in lexicographic order. The case when $r' = 0$ in trivial, and the case $(r, r') = (1, 1)$ is covered by equation (6). So take a permutation $\tau$ in the interval $[\sigma \land \sigma', \sigma]$ which is covered by $\sigma$. Assume $r \geq 2$. First compare $\tau$ and $\sigma'$. By choice of $\tau$, we have $\tau \land \sigma' = \sigma \land \sigma'$. And since the lattice is semimodular [37, Proposition 3.3.2], the length of a maximal chain in $[\tau, \tau \lor \sigma']$ is $r'$. Comparing $\sigma$ and $\tau \lor \sigma'$ we see that, since we are in a distributive lattice,

$$\sigma \land (\tau \lor \sigma') = (\sigma \land \tau) \lor (\sigma \land \sigma').$$

Also clearly $\sigma \lor (\tau \lor \sigma') = \sigma \lor \sigma'$. Because of the way we have chosen $r$ and $r'$, we can apply induction to the pair $\tau, \sigma'$ and to the pair $\sigma, \tau \lor \sigma'$, giving

$$M_\tau + M_{\sigma'} = M_{\sigma \land \sigma'} + M_{\tau \lor \sigma'} \quad \text{and} \quad M_\sigma + M_{\tau \lor \sigma'} = M_\tau + M_{\sigma \lor \sigma'}.$$  

Adding these two equations and canceling finishes the proof. \hfill \Box

**Lemma 5.10.** For each permutation $\sigma = a_1 \ldots a_n$ define

$$\mu_i(\sigma) = \min\{a_1, \ldots, a_i\}.$$  

Suppose $\sigma \leq \tau$ in either left or right (weak) Bruhat order. It follows that $\mu_i(\sigma) \leq \mu_i(\tau)$ for all $i$.

*Proof.* The proof follows quickly by induction if we can prove it for $\sigma \prec \tau$. In this case, $\tau$ was obtained from $\sigma$ by interchanging two elements $a_r$ and $a_s$ where $r < s$ and $a_r < a_s$. Consider the sets $A = \{a_1, \ldots, a_i\}$ and $B = \{b_1, \ldots, b_i\}$. If $i < r < s$ or $r < s \leq i$ then $A = B$ and so the lemma is trivial. The only remaining possibility is $r \leq i < s$. But in that case $B$ is obtained from $A$ by replacing $a_r$ with a larger element $a_s$. So the minimum can only weakly increase in passing from $A$ to $B$ and the proof is complete. \hfill \Box

We are now ready to prove the main result of this section.

**Theorem 5.11.** The sets $T_n(132, 312)$ and $\tilde{T}_n(123)$ are regular, flag, unimodular reverse lexicographic triangulations of $B_n(132, 312)$ and $\tilde{B}_n(123)$, respectively.

*Proof.* First consider $P = B_n(132, 312)$, and let $A = P \cap \mathbb{Z}^{n \times n}$, so that $A_\sigma = \{(l, 1) \mid l \in A\}$. Our strategy will be to construct the reduced Gröbner basis $G$ of $I_{A_\sigma}$ with respect to $\prec$ which we are taking the grevlex order. By Theorem 5.7, the initial complex $\Delta_\prec(I_{A_\sigma})$ is a regular triangulation $\Upsilon_w(A_\sigma)$ of $\text{conv}(A_\sigma) = (P, 1)$, which induces a regular triangulation $\Upsilon_w(P)$ of $P$. We will see that $G$ consists of binomials whose initial terms are products of distinct pairs of variables corresponding to incomparable elements of $Q_n(132, 312)$. Thus, by Theorem 5.8 and the comment directly afterwards, since $\text{in}_\prec(I_{A_\sigma})$ is the Stanley-Reisner ideal for $\Upsilon_w(P)$, the triangulation is flag and unimodular with respect to the affine lattice $\text{aff}(P) \cap \mathbb{Z}^{n \times n}$. By our description of the minimal non-faces of this triangulation, we will know that the simplices
in $\Upsilon_u(P)$ are exactly the elements of $T_n(132, 312)$. Since we saw in Proposition 5.4 that each $\Gamma \in T_n(132, 312)$ is unimodular with respect to $(\text{aff} \Gamma) \cap \mathbb{Z}^{n \times n}$, we have that $T_n(132, 312)$ is actually a triangulation of $P$ with respect to the lattice $(\text{aff} P) \cap \mathbb{Z}^{n \times n}$. Because of how we defined $\prec$, the triangulation $T_n(132, 312)$ is reverse lexicographic as well.

We know by Theorem 5.6 that $G$ consists of binomials whose structure we will now examine. Consider the set of monomials $t_{\sigma}t_{\sigma'}$ in $T_{Ap}$ such that $\sigma$ and $\sigma'$ are incomparable in $Q_n(132, 312)$. Because of equation (7), we know that $t_{\sigma}t_{\sigma'} - t_{\sigma \wedge \sigma'}t_{\sigma \vee \sigma'} \in I_{Ap}$. By the way we defined $\prec$, on monomials it is a linear extension of the partial order in $Q_n(132, 312)$. So the smaller of the two terms is the one containing $t_{\sigma \wedge \sigma'}$. Thus $t_{\sigma}t_{\sigma'}$ is the initial term of the binomial. Since this monomial is quadratic, it must be the initial term of some binomial in $G$. It quickly follows from the definition of a reduced Gröbner basis that there can be no binomial in $G$ of degree 3 or greater whose initial term contains a pair of variables $t_{\sigma}, t_{\sigma'}$ corresponding to incomparable elements $\sigma, \sigma'$ in $Q_n(132, 312)$. Otherwise, this initial term would be divisible by $t_{\sigma}t_{\sigma'}$, which is itself an initial term of a binomial in $G$.

Now we will show that there are no binomials of degree 2 or greater in $G$ with initial term $t_{\sigma_1}^{u_1} \cdots t_{\sigma_r}^{u_r}$ such that $\sigma_1 < \cdots < \sigma_r$ in $Q_n(132, 312)$. If we assume there is such a binomial, let $t_{\sigma_1}^{v_1} \cdots t_{\sigma_s}^{v_s}$ be the other term in the binomial. By Theorem 5.6 again, we know the binomial is homogeneous and that the two monomials have no common factors. So in the noninitial term there is some variable, which we may take to be $t_{\sigma_i}$, such that that $t_{\sigma_i} <_{\text{grevlex}} t_{\sigma_i}$ for all $i$. So, by definition of this monomial order, $\sigma_1' <_{\text{lex}} \sigma_i$ for all $i$. Letting $\sigma_1 = a_1 \ldots a_n$ and $\sigma_1' = c_1 \ldots c_n$, denote by $j$ the smallest index for which $c_j < a_j$. Now

$$\sum_{i=1}^{r} u_i M_{\sigma_i} = \sum_{i=1}^{s} v_i M_{\sigma_i'},$$

and we know from Theorem 5.6 that all the $u_i, v_i$ can be taken to be positive. Thus the entry with coordinates $(j, c_j)$ in the matrix for the right-hand sum must be positive. Comparison with the left-hand side shows that there is some other $\sigma_p = b_1 \ldots b_n$ for which $b_j = c_j$ and $\sigma_1 < \sigma_p$ in $Q_n(132, 312)$.

We will show $c_j$ is equal to some element in $c_1 \ldots c_{j-1} = a_1 \ldots a_{j-1}$ and so $\sigma_j'$ is not a permutation, the desired contradiction. Using Lemma 5.10 and the definition of $j$ we have

$$\text{min}\{a_1, \ldots, a_j\} = \mu_j(\sigma_1) \leq \mu_j(\sigma_p) \leq b_j = c_j < a_j.$$

But from Lemma 3.3 it is clear that any prefix of $\sigma_1$ forms an interval. So the above inequalities show that $c_j \in \{a_1, \ldots, a_{j-1}\} = \{c_1, \ldots, c_{j-1}\}$. So $c_j$ is repeated in $\sigma_j'$ forcing it not to be a permutation, the desired contradiction.

We have shown that the binomials in $G$ have initial terms that are products of variables that correspond to pairwise incomparable elements in $Q_n(132, 312)$. So, the initial ideal of $I_{Ap}$ is radical and therefore, by Theorem 5.8, is the Stanley-Reisner ideal of a regular triangulation of $\text{conv}(Ap)$ which induces a triangulation of $\text{conv}(A) = P$.

Since the minimal non-edges of the triangulation are pairs of incomparable elements, any chain $\sigma_1 < \cdots < \sigma_r$ in $Q_n(132, 312)$ induces a face $\{M_{\sigma_1}, \ldots, M_{\sigma_r}\}$ of the triangulation. The set of all such faces is exactly $T_n(132, 312)$, so $T_n(132, 312)$ is actually a regular triangulation of $B_n(132, 312)$. By Proposition 5.4 this triangulation is unimodular with respect to $(\text{aff} P) \cap \mathbb{Z}^{n \times n}$, and since the minimal non-faces are edges, this triangulation is flag. Because this
triangulation was the result of taking an initial ideal with respect to a grevlex order, the
triangulation is reverse lexicographic.

The same proof will work in the case of $\tilde{B}_n(123)$ except during the demonstration that $\sigma_1'$ is not a permutation where we used the grid class structure of $\text{Av}_n(132,312)$. Instead, we show that there is no such $\sigma_1'$ in $\tilde{Q}_n(123)$ as follows. If $c_j$ occurs among $a_1, \ldots, a_{j-1}$ then we are done as before. Otherwise, $a_j$ must occur to the right of $c_j$ in $\sigma_1'$. Recall that applying a simple transposition $s_i$ to an element of $\tilde{Q}_n(123)$ interchanges $i$ which is in odd position with $i+1$ which is in an even position. It follows that elements in odd positions increase with the partial order while those in even positions decrease. Since $a_j > b_j$, we must have $j$ even. If $a_j$ occurs in an even position to the right of $c_j$ in $\sigma_1'$, then we have a contradiction since $c_j < a_j$ are the elements in even positions form a decreasing sequence. If $a_j$ is in an odd position, then $c_{j-1} > a_j$ since the elements in odd positions are also decreasing. But then $c_{j-1} > a_j > c_j$ which contradicts the fact that $\sigma_1'$ is alternating. This final contradiction finishes the proof.

As a first application of this theorem, we will compute the dimensions of our polytopes. Indeed, since the simplices defined in Proposition 5.4 are those of a regular triangulation, their dimensions must be that of the corresponding polytopes. So we have shown the following.

**Corollary 5.12.** We have $\dim B_n(132,312) = \binom{n}{2}$ and $\dim \tilde{B}_n(123) = \binom{n}{\lfloor n/2 \rfloor}$. □

We can also compute the normalized volumes of $B_n(132,312)$ and $\tilde{B}_n(123)$.

**Corollary 5.13.** The normalized volume of $B_n(132,312)$ is

$$\text{Vol} B_n(132,312) = \binom{n}{2} \frac{\prod_{i=1}^{n-1} (i-1)!}{\prod_{i=1}^{n-1} (2i-1)!}$$

The normalized volume of $\tilde{B}_n(123)$ is

$$\text{Vol} \tilde{B}_n(123) = \binom{k}{2} \frac{1}{\prod_{i=1}^{k-1} (2i-1)^{k-i}}$$

where $k = \lfloor n/2 \rfloor$.

**Proof.** Since $T_n(132,312)$ and $\tilde{T}_n(123)$ are unimodular triangulations of $B_n(132,312)$ and $\tilde{B}_n(123)$, the normalized volumes of the polytopes are the total number of maximal simplices in the respective triangulations. These are enumerated by counting the maximal chains in $Q_n(132,312)$ and $\tilde{Q}_n(123)$, which are in bijection with shifted SYT of shape $(n-1, \ldots, 1)$ and left-justified SYT of shape $(k-1, \ldots, 1)$. Such tableaux are counted by the well-known hook formulas, established in [40] and [18]. □

Because the triangulations in Theorem 5.11 were obtained using the grevlex order, Corollary 2.5 of [34] gives us

$$h^*(B_n(132,312)) = h(T_n(132,312)) = h(\Delta(Q_n(132,312)))$$

and likewise for $\tilde{B}_n(123)$. This fact will come into play in the final section when making statements about the components of $h^*$-vectors for our polytopes.

To close this section, we return to the connection between unimodular triangulations and the integer decomposition property. In particular, we note that not every choice of $\Pi$
produces a polytope $B_n(\Pi)$ with a unimodular triangulation. If a lattice polytope does have a unimodular triangulation, then it follows quickly that it is also IDP. To outline why the implication holds, suppose $v_0, \ldots, v_n$ are the vertices of a unimodular simplex $S \subseteq \mathbb{R}^n$. Then $x \in mS \cap \mathbb{Z}^n$ if and only if $(x, m) \in \text{cone}(S) \cap \mathbb{Z}^n$, where cone$(S)$ denotes the cone in $\mathbb{R}^{n+1}$ whose ray generators are $(v_0, 1), \ldots, (v_n, 1)$. Since $S$ is a simplex, each lattice point in the cone is contained in a single translate of the monoid generated by $\{(v_0, 1), \ldots, (v_n, 1)\}$, where the translates are uniquely determined by the lattice points in the half-open fundamental parallelepiped

$$\Phi_S := \{ x \in \mathbb{R}^{n+1} \mid x = \sum_{i=0}^{n} \lambda_i(v_i, 1) \text{ where } 0 \leq \lambda_i < 1 \}.$$ 

For example, given the 1-dimensional simplex $[-1, 1]$, we see that $\Phi_{[-1,1]}$ contains two lattice points, which are $(0,0)$ and $(0,1)$. So, every lattice point of cone$([-1,1])$ is contained in exactly one of the translates $\mathbb{Z}_{\geq 0}\{(-1,1),(1,1)\}$ or $(0,1) + \mathbb{Z}_{\geq 0}\{(-1,1),(1,1)\}$.

The simplex $S$ is unimodular if and only if $\Phi_S$ contains exactly one lattice point, which is necessarily 0. Thus the lattice points of cone$(S)$ are exactly the elements of the single monoid $\mathbb{Z}_{\geq 0}\{(v_0,1), \ldots, (v_n,1)\}$, which forces $S$ to be IDP. It follows that a polytope with a unimodular triangulation must also be IDP.

Directly proving that a lattice polytope has the integer decomposition property is usually very difficult. It is more usually established as a byproduct of proving that the polytope has a unimodular triangulation, or simply a unimodular cover.

**Conjecture 5.14.** If $\Pi \subseteq \mathcal{S}_3$, and $B_n(\Pi)$ is nonempty, then $B_n(\Pi)$ is IDP.

Computer experiments support this conjecture for all choices of $\Pi$ satisfying the given conditions and all $n \leq 5$. There do exist choices of $\Pi \subseteq \mathcal{S}$ for which $B_n(\Pi)$ is not IDP, though. For example, one can verify that

$$\begin{bmatrix}
0 & 1 & 1 & 2 & 0 \\
1 & 0 & 1 & 0 & 2 \\
1 & 1 & 0 & 1 & 1 \\
2 & 0 & 1 & 0 & 1 \\
0 & 2 & 1 & 1 & 0
\end{bmatrix}$$

is a lattice point of $4B_5(2413,3124)$ but cannot be written as a sum of four lattice points from $B_5(2413,3124)$. This raises the following very broad question.

**Question 5.15.** For which choices of $\Pi$ is $B_n(\Pi)$ IDP?

6. **The Ehrhart Theory of $B_n(132,312)$ and $\tilde{B}_n(123)$**

The previous section identified shellable, regular, unimodular triangulations of $B_n(132,312)$ and $\tilde{B}_n(123)$ which arose from order complexes of certain distributive lattices; in this section, we use the EL-labelings of the lattices to study the $h^*$-vectors of the polytopes. To do so, we require some more definitions and background.

Suppose $P \subseteq \mathbb{R}^n$ is a lattice polytope containing the origin in its interior. We say that $P$ is reflexive if its polar dual

$$P^\vee := \{ x \in \mathbb{R}^n \mid x^Ty \leq 1 \text{ for all } y \in P \}$$
Proposition 6.3. Shelling can be computed using shelling numbers.

Order $F$ polytopes are palindromic and unimodal.

Facet $h$-vector of a lattice polytope $P$ is known to have a regular, unimodular triangulation, it follows that the number of simplices $T_i$ of the polytope being shelled can be computed using shelling numbers.

Theorem 6.1 ([33, Theorem 4.4]). A lattice polytope is Gorenstein if and only if its $h^*$-vector is palindromic.

We can use this result together with the following facts about $h^*$-vectors to determine necessary conditions for $P$ to be Gorenstein. Let $h^*(P) = (h_0^*, \ldots, h_n^*)$ where $P$ is any lattice polytope. We always have $h_0^* = 1$. Additionally, as a consequence of Ehrhart-Macdonald reciprocity, the first scaling of $P$ containing an interior lattice point is $(\dim P - d + 1)P$, and the number of interior lattice points in this scaling is $h_d^*$. Since a Gorenstein polytope has a palindromic $h^*$-vector, then in order to be Gorenstein, the first scaling of $P$ with an interior lattice point must have exactly one such point.

Note that not every set of permutations $\Pi$ will produce a Gorenstein $B_n(\Pi)$. Take, for example, $\Pi = \{123, 132\}$ and $n = 5$. One may verify that the first nonnegative integer scaling $mB_n(123, 132)$ containing an interior lattice point occurs when $m = 8$, but this scaling contains four interior lattice points rather than the one needed to be Gorenstein.

The main goal of this section will be to prove the following theorem.

Theorem 6.2. For all $n$, $B_n(132, 312)$ and $\tilde{B}_n(123)$ are Gorenstein.

If the hyperplane description of a lattice polytope is known, then proving whether it is Gorenstein is often a straightforward task. Such a description of $B_n(132, 312)$ and $\tilde{B}_n(123)$ has been elusive, though, so we must approach the proof of Theorem 6.2 by showing that their $h^*$ vectors are palindromic and then appealing to Theorem 6.1.

One benefit of going through the work of the previous section is that once a Gorenstein polytope is known to have a regular, unimodular triangulation, it follows that the $h^*$-vector of the polytope is unimodal in addition to being palindromic [10]. Thus, using Theorem 6.2 the regular unimodular triangulations $T_n(132, 312)$ and $\tilde{T}_n(123)$, as well as the EL-labelings of $Q_n(132, 312)$ and $\tilde{Q}_n(123)$, we will be able to establish that the $h^*$-vectors of these two polytopes are palindromic and unimodal.

In a shellable triangulation (which may be either abstract or geometric) with shelling order $F_1, \ldots, F_s$, the restriction of face $F_j$ is the set $\mathcal{R}(F_j)$ of vertices $v \in F_j$ such that the facet $F_j - v$ is contained in $F_1 \cup \cdots \cup F_{j-1}$. The shelling number of $F_j$ is $r(F_j) = |\mathcal{R}(F_j)|$.

The following result of Stanley shows that the entries of the $h^*$-vector of the polytope being shelled can be computed using shelling numbers.

Proposition 6.3 ([33, Corollary 2.6]). Suppose that $T_1, \ldots, T_k$ is a shelling order of a unimodular triangulation of a lattice polytope $P$. Then the component $h_i^*$ of $h^*(P)$ is equal to the number of simplices $T_j$ such that $r(T_j) = i$. $\Box$

When using EL-shellings, there is an easy way to determine the shelling number of a facet, that is, of a maximal chain $c$, from its labeling. In particular, if $\lambda(c) = (\lambda(q_0, q_1), \lambda(q_1, q_2), \ldots, \lambda(q_{k-1}, q_k))$ then $q_m \in \mathcal{R}(c)$ if and only if we have a descent $\lambda(q_{m-1}, q_m) > \lambda(q_m, q_{m+1})$ in $\lambda(c)$. This is the content of the following lemma of Björner.
Lemma 6.4 ([37] Lemma 2.6). Let \( c \) be a maximal chain of a poset admitting an EL-labeling \( \lambda \). Then
\[
\rho(c) = \text{des} \lambda(c)
\]
where \( \text{des} \) is the number of descents.

The last link in our chain will come from a result in the theory of \((Q, \omega)\)-partitions as developed by Stanley. A fuller exposition can be found in Chapter 3 of his book [37]. Let \( Q \) be a poset with \(|Q| = n\), and let \( \omega : Q \to [n] \) be a bijection, called a labeling of \( Q \). We say \( f : Q \to \mathbb{Z}_{\geq 1} \) is a (dual) \((Q, \omega)\)-partition if
(i) \( f \) is order preserving, and
(ii) if \( s < t \) and \( \omega(s) > \omega(t) \), then \( f(s) < f(t) \).

In a sense one may think of \( \omega \) as indicating where strict inequalities of \( f \) occur, rather than weak inequalities. If \( \omega \) itself is order-preserving then, as we have already seen, it is called a natural labeling of \( Q \). We call \( \omega \) dual natural if its dual labeling \( \overline{\omega} \), defined by the complementation \( \overline{\omega}(q) = n + 1 - \omega(q) \), is natural.

We will be concerned with the order polynomial \( \Omega_{Q, \omega}(m) \) of \((Q, \omega)\), which is the number of maps \( f : Q \to [m] \) which satisfy conditions (i) and (ii) above. It can be shown that \( \Omega_{Q, \omega}(m) \) is a polynomial in \( m \) of degree \( n = |Q| \). Equivalently, the generating function for the order polynomial must be in the form
\[
\sum_{m \geq 0} \Omega_{Q, \omega}(m) t^m = \frac{A_{Q, \omega}(t)}{(1 - t)^{n+1}}
\]
where \( A_{Q, \omega}(t) \) is a polynomial of degree at most \( n \) called the Eulerian polynomial of \((Q, \omega)\).

In fact, one can give an explicit description of \( A_{Q, \omega}(t) \) as follows. Define the Jordan-Hölder set \( L(Q, \omega) \) of \((Q, \omega)\) to be the set of all permutations of the form \( w = \omega(q_1) \omega(q_2) \cdots \omega(q_n) \) as \( q_1, q_2, \ldots, q_n \) runs over all linear extensions of \( Q \), that is, total orders on \( Q \) such that if \( q_i < q_j \) in \( Q \) then \( i < j \).

Theorem 6.5 ([37] Theorem 3.15.8]). We have
\[
\sum_{m \geq 0} \Omega_{Q, \omega}(m) t^m = \frac{\sum_{w \in L(Q, \omega)} t^{1 + \text{des } w}}{(1 - t)^{n+1}}
\]
where \( n = |Q| \).

Our next goal is to show that under certain conditions \( A_{Q, \omega}(t) \) is palindromic. To do this, we will need a trio of results. Since \( \Omega_{Q, \omega}(m) \) is a polynomial it makes sense to talk about its value at a negative argument. Also, there are many properties of the order polynomial which are true for all natural labelings \( \omega \). In this case, we shorten \( \Omega_{Q, \omega} \) to \( \Omega_Q \) and similarly for other notation.

Theorem 6.6 ([37] Corollaries 3.15.12 and 3.15.18]). Let \( Q \) be a poset with \(|Q| = n\) and longest chain of length \( l \).

(A) (Reciprocity theorem for order polynomials) For all \( m \in \mathbb{Z} \)
\[
\Omega_{Q, \overline{\omega}}(m) = (-1)^n \Omega_{Q, \omega}(-m).
\]

(B) If \( \omega \) is natural then
\[
\Omega_Q(0) = \Omega_Q(-1) = \cdots = \Omega_Q(-l) = 0.
\]
(C) Suppose \( \omega \) is natural. The poset \( Q \) is graded if and only if
\[
\Omega_Q(m) = (-1)^n \Omega_Q(-m - l)
\]
for all \( m \in \mathbb{Z} \).

\[\square\]

**Theorem 6.7.** Let \( Q \) be a poset and let \( \omega \) be a natural labeling of \( Q \). Then the Eulerian polynomial \( A_Q(t) \) is palindromic if and only if \( Q \) is graded.

**Proof.** We will prove the backwards direction as going forwards is similar. We will use \( \overline{Q} \) as an abbreviation for \( (Q, \overline{\omega}) \). We also conserve the notation of the previous result. Using Theorem 6.6 (A), Theorem 6.5, and the definition of \( \overline{\omega} \),
\[\square\]

Comparing the final numerators in the last two series of displayed equalities implies that \( A_Q(t) \) is a palindrome, as desired.

We now have all our tools in place. The following result, together with Theorem 6.1, proves Theorem 6.2.

**Theorem 6.8.** The vectors \( h^*(B_n(132, 312)) \) and \( h^*(\tilde{B}_n(123)) \) are palindromic for all \( n \).

**Proof.** We will only deal with the case of \( P = B_n(132, 312) \) as \( \tilde{B}_n(123) \) is similar. Let \( Q = \text{Irr}(Q_n(132, 312)) \). Let \( \omega \) be the natural labeling of \( Q \) used in the EL-labeling \( \lambda \) of \( Q_n(132, 312) \). Since \( Q \) is graded, we know from Theorem 6.7 that \( A_Q(t) \) is palindromic. So it suffices to show that the coefficient sequence of \( A_Q(t) \) equals \( h^*(P) \) (where we ignore the constant term of zero in the former). Consider the unimodular triangulation of \( P \) given in Theorem 5.11. This permits us to apply Proposition 6.3 and Lemma 6.4 to conclude that \( h^*(P) \) is the number of maximal chains \( c \) of \( Q_n(132, 312) \) with \( \text{des} \lambda(c) = i \). Comparing this with the expression for \( A_Q(t) \) in Theorem 6.5, we see that it suffices to prove
\[\square\]

But this follows since \( Q_n(132, 312) = J(Q) \) so that linear extensions \( q_0, q_1, q_2, \ldots \) of \( Q \) are in bijective correspondence with maximal chains \( q_0 < q_0 \lor q_1 < q_0 \lor q_1 \lor q_2 < \ldots \) of \( Q_n(132, 312) \), and we are using the same function \( \omega \) to label both the elements of \( Q \) and the covers in the chain.

**Corollary 6.9.** The vectors \( h^*(B_n(132, 312)) \) and \( h^*(\tilde{B}_n(123)) \) are unimodal.

**Proof.** For each \( n \), \( B_n(132, 312) \) and \( \tilde{B}_n(123) \) have regular, unimodular triangulations by Theorem 5.11 and are Gorenstein by Theorem 6.2. By the main result of [10], the \( h^* \)-vectors for each polytope are \( h \)-vectors for boundaries of simplicial polytopes, that is, they are unimodal. \[\square\]
Acknowledgement. We thank Richard Stanley for pointing out that the theory of \((P, \omega)\)-partitions could be used to obtain Theorem 6.7. Helpful comments were also given by several anonymous referees.
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