A transformer fine-tuning strategy for text dialect identification
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Abstract
Online medical consultation can significantly improve the efficiency of primary health care. Recently, many online medical question–answer services have been developed that connect the patients with relevant medical consultants based on their questions. Considering the linguistic variety in their question, social background identification of patients can improve the referral system by selecting a medical consultant with a similar social origin for efficient communication. This paper has proposed a novel fine-tuning strategy for the pre-trained transformers to identify the social origin of text authors. When fused with the existing adapter model, the proposed methods achieve an overall accuracy of 53.96% for the Arabic dialect identification task on the Nuanced Arabic Dialect Identification (NADI) dataset. The overall accuracy is 0.54% higher than the previous best for the same dataset, which establishes the utility of custom fine-tuning strategies for pre-trained transformer models.
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1 Introduction

Recently online medical question-answering services have gained widespread popularity. These websites connect patients to specialist medical practitioners without needing physical visits. Subsequently, these services reduce the overhead of clinic visits and make the first level of medical support significantly more efficient [1]. Online medical answers can be a practical first step for further diagnosis and referrals for relevant physical visits if required. These services have become remarkably more relevant after the introduction of the social distancing policies due to the COVID-19 pandemic. An essential challenge for such medical question-answering services is the automatic categorisation of questions based on the medical speciality for notifying the relevant practitioners for answers. Since patients are generally unfamiliar with the categorisations of medical specialities, and even those with the familiarity might not be sure about the most appropriate medical field based on their symptoms. Hence, the answering services rely on automatic classification models trained using machine learning techniques [2].

The automatic question categorisation makes the service much more efficient. It removes the requirement or manual efforts, knowledge, and skills required to analyse each question and forward it to the right doctor with the relevant medical specialities. However, the existing question classification models only consider medical specialities for question categorisation and disregard the social background of patients. Selecting a doctor with a social background similar to that of the patients can significantly improve the effectiveness and convenience of patient-doctor interaction by removing socio-linguistic barriers. Moreover, recent medical research has proven that information about a patient’s social background can impact the diagnosis and effectiveness of treatment options.

This research aims at identifying the native country of patients by considering the linguistic varieties in their text. Hence, the task can be seen as country-specific dialect classification or author profiling from Arabic text. Since not enough medical questions datasets are available in Arabic, a recent social-media Arabic text dataset has been
considered for the dialect classification task. The dataset is well-researched as it has been presented as an Arabic dialect identification challenge in 2021 [3]. Multiple state-of-the-art text classification models have reported results on the dataset. It is shown that our proposed method achieves higher accuracy than the previous best on the dataset.

Most successful contemporary author profiling techniques utilise transformer models [4]. The transformer architecture was initially tested for auto-regressive sequence to sequence mapping tasks, such as machine translation, and comprises an encoder and a decoder. Each encoder block within the transformer can be further divided into two sub-blocks: the attention and feed-forward sub-blocks. The attention sub-block consists of multiple weights concatenated kernels for query, key, and value, which are then followed by a fully connected layer as the output of the attention sub-block. This output is fed to a feed-forward network with two fully connected layers: one intermediate and one final-output layer for the encoder. The decoder blocks are similar to the encoder blocks, except for an additional attention layer that considers the final output from the encoder stack along with the decoder attention output. For sequence mapping tasks, the encoder block is fed with input text sequence while the decoder considers the shifted output sequence already predicted by the model as input. Devlin et al. [5] presented a bidirectional encoder representations from transformer (BERT) model based on transformer encoders and demonstrated its usage for multiple downstream tasks. The basic version of the BERT architecture has a sequence of 12 different encoder blocks.

Before training on a labelled dataset of interest, the BERT models are usually pre-trained on a large unlabelled text dataset for multiple unsupervised tasks. The pre-trained models can then be fine-tuned using the labelled dataset for supervised classification with minimal changes to its parameters. The pre-training helps the model learn the text structure utilising massive unlabelled text data scraped from the web. The unsupervised pre-training has been proven very effective for a wide range of classification tasks [6].

Two unsupervised tasks have been used to pre-train the BERT model. The first task was the masked word prediction with a softmax classifier for the entire vocabulary as the final classification layer. Random words from the input sentence were masked, with the training objective of predicting the masked words. The second pre-training task was the next sentence prediction. The final layer was replaced with a single-unit binary classification layer that identifies if the second sentence in a pair of sentences is the following consecutive sentence of the first sentence or not. A unique separator token separates the two sentences of the pairs at the transformer input.

The pre-trained BERT models can be used for downstream tasks by fine-tuning or feature-based strategies. With fine-tuning, the final classification layer is replaced for the downstream task, and the rest of the model initialised with the pre-trained weights is tuned by end-to-end training. Consequently, the fine-tuning updates the pre-trained weights of all the transformer layers according to the downstream classification task. On the other hand, the feature-based strategy transforms the input text into a representation at the output of the encoder-stack in the pre-trained BERT model by forward-pass. These text embeddings may then be used as inputs for training and testing with a separate custom downstream classifier [5, 7, 8].

Recently, a novel strategy has been proposed to adapt the transformers for downstream tasks without complete fine-tuning or utilising the embeddings for another classifier [9]. The proposed technique adds new, small adapter layers within the transformer encoder blocks. During fine-tuning for the downstream tasks, only these adapter layers are trained while freezing other transformer layers to their pre-trained weights. The method proposes to add two fully connected adapter layers for each encoder block, one between attention and feed-forward sub-blocks and the other after the feed-forward sub-block as the encoder output.

Many variants of BERT for the Arabic language are available, and they have been pre-trained on Arabic text datasets of different nature. Among the Arabic BERT models, the MARBERT has been multi-dialectal pre-trained on Twitter data and has been shown to give better results than other pre-trained models when fine-tuned for author profiling [10]. The adapter model has recently been used by AlKhamsi et al. [11] to enhance the MARBERT and achieved the highest score for the Arabic dialect classification challenge. Their model fuses the results by adapter-based tuning and complete fine-tuning of a pre-trained MARBERT [3].

Despite the effectiveness of the adapter model, it needs additional layers to be embedded in the pre-trained model, which requires complex implementation. Moreover, bias toward dominating class has also been reported as a significant issue [11]. In this paper, we propose to improve the simple fine-tuning of the pre-trained BERT models without adding adapters by training only the intermediate, fully connected layers while retaining the pre-trained weights of all other layers. Moreover, to utilise the pre-trained model without fine-tuning, the model proposes concatenating the output of all the transformer hidden layers. Another classifier is trained over these concatenated representations for the classification dataset. Fusion of predictions by the
The paper is organised as follows. The next section reviews recent literature on the progress of linguistic features used for author profiling. Relevant datasets, recent challenges, and associated models for Arabic text dialect identification are reviewed, with brief descriptions of models that have reported superior accuracies for the task. The literature section is followed by a section on the proposed method, explaining the proposed technique in this paper and the experimental setup for its evaluation. The results give a performance comparison of the proposed technique for the Arabic dialect identification task compared to the prior models. Finally, the conclusion lists key findings from this work and their implications in the area.

2 Literature review

Identification of the social background of authors through their writing styles and speakers from their accents has attracted significant interest from the research community due to its wide applications ranging from forensic investigations and speech recognition to informed marketing and authorship attribution [12–14]. This section briefly reviews the history of techniques used for author profiling and then focuses on current transformer-based models, specifically their application for Arabic dialect profiling challenges.

2.1 Traditional author profiling

The oldest techniques for author profiling use a stylometric approach by analysing statistics of text style, including lengths, types of words, and sentences [15–17]. Purely stylometric techniques are then surpassed by content-based lexical features [18, 19]. The most famous examples of lexical features are vector space models, such as ‘Term-Frequency Inverse-Document-Frequency’ (TF-IDF), which represents each sentence as a sparse vector indicating the number of appearances of each term in that sentence normalised by appearances throughout the dataset [20]. Terms refer to individual words or n-grams for words in the dataset vocabulary. Sequences of word embeddings then replace the vector space models learned through training. Most common word embeddings capture semantic information of words and are trained for unsupervised tasks on a large unlabelled dataset. Word2Vec [21] and Glove [22] are the two most well-known semantic word embeddings. Word2Vec embeddings are learned by minimising geometric distance in embedding space between semantically similar words. Words having similar neighbours are considered semantically similar. Glove embeddings also use a similar training objective. However, the dot products for embeddings represent semantic similarity for corresponding words.

2.2 Transformer models

More recently, transformer-based embeddings have outperformed other techniques by demonstrating superior results for most natural language processing tasks [4, 23]. Transformers utilise attention mechanisms and capture words’ context and their semantic information.

Many variants of transformers are available and have been used for a variety of text classification tasks. The models are pre-trained on large amounts of unlabelled text data, with the models varying in their architectures and pre-training methodology [5, 24–26]. Most prominent among the transformer-based models are the BERT models [5] [27, 28]. Pre-trained BERT models have been successfully applied for various text classification problems, including author identification, author profiling, and dialect classification tasks [28–32].

The BERT models are available for many languages, with many BERT models, which have been trained with a variety of unlabelled Arabic text datasets, available for the Arabic language. These include QCRI Arabic and Dialectal BERT (QARiB) [7], Arabic BERT (AraBERT) [8], and MARBERT [10]. Most of these models have been trained on web-scraped datasets, except for MARBERT, which has been trained explicitly on Arabic tweets and is particularly suitable for Twitter datasets. The MARBERT pre-training dataset has a vocabulary size of 100 k and 15.6 B tokens and uses the BERT-based transformer architecture.

2.3 Arabic author profiling challenges

Many datasets and challenges have been arranged for author profiling from Arabic text, as well as, particularly for the task of Arabic language variety or dialect identification. These challenges aim to categorise Arabic text into dialect categories with different granularities, ranging from binary classification into dialectical or standard Arabic to classification into regional dialects. The dialects are associated with different regions, such as Egyptian, Gulf, Levantine, or North-West African, and more fine-grained country or province-level author classification [33–36].

More recently, Nuanced Arabic Dialect Identification 2020 (NADI 2020) and NADI 2021 [3] challenges have presented datasets with even broader coverage and multiple classification tasks, such as identifying provinces and countries from standard as well as dialectical Arabic text.

Many researchers have proposed various methods, specifically for the challenges, by utilising a wide variety of techniques, including n-gram TF-IDF, semantic embeddings, and transformers [37–39]. Transformer-based
classification models have been shown to outperform other techniques, with the most prominent among the transformer-based submissions being the MARBERT model. The MARBERT model has been fine-tuned for the downstream dialect classification task to achieve an accuracy of 51.9% [10]. However, the best accuracy has been demonstrated by Khamisi et al. [11]. They have adapted the MARBERT model by utilising the adapter mechanism proposed initially by Houlsby et al. [9] to fine-tune the transformers. The adapter-based fine-tuning of the MARBERT model has demonstrated benchmark accuracy for Arabic dialect identification. In this paper, the final classification result by Khamisi et al. [11] is reported using an ensemble of a MARBERT model tuned using adapters and another MARBERT model, fine-tuned simply for the complete architecture. Individual accuracies by the adapter and simple fine-tuning models have been reported at 52.48% and 51.02%, respectively. In contrast, the ensemble of both MARBERT models achieves 53.42% accuracy on the development set for the country-level dialect identification.

While the MARBERT [10] model was fine-tuned simply for the NADI challenge, Khamisi et al. [11] added another pre-trained MARBERT tuned with the adapter as an ensemble with the simply fine-tuned model. This paper proposes to enhance the ensemble of classifiers by Khamisi et al. [11] by replicating the adapter-based MARBERT model but replacing the simple fine-tuned model with the newly proposed fine-tuning strategy. Moreover, a third feature-based custom classifier fed with concatenated features extracted from all layers of pre-trained MARBERT is also added to the ensemble.

3 The proposed method

The proposed classification model for dialect classification comprises three individual classifiers, with an overall output given by simply averaging the outputs from the three classifiers. Figure 1 represents the proposed classification model. The three individual classification models, which constitute the proposed ensemble, are:

1. The MARBERT model is fine-tuned using the proposed strategy in this paper, which is accomplished by training only selected layers of the transformer.
2. The MARBERT model, fine-tuned with the adapter mechanism, as implemented by Khamisi et al. [11].
3. Standalone classifier using concatenated pre-trained MARBERT representations without fine-tuning.

Simple averaging is performed on the outputs from the three classification models, with the model referred to as the ensemble model. Averaging the three different components is expected to improve the model’s generalisation. The novel fine-tuning strategy employed in the first component of the ensemble also improves the generalisation as it helps to retain most of the parameters learned during unsupervised pre-training on much larger datasets. The adapter model used as the second component has achieved the best results for the particular task. Similarly, the standalone classifier as the third component, using encoder embeddings as input, performs better when fed with representations from multiple encoder layers.

All three individual classifiers considered are built on the MARBERT model [10]. It is a publicly available transformer trained on a large dataset of Arabic tweets. The MARBERT model comprises 12 encoder blocks, with an output of the preceding encoder block serving as input to the following encoder block. The output of the MARBERT model is effectively the output of the 12th encoder block. The MARBERT model utilises 768-dimensional embeddings at every layer.

3.1 Fine-tuning strategy

The proposed fine-tuning model wholly follows the MARBERT model in terms of architecture. Similar to the adapter model, a classification head with C target classes has been added to the fine-tuned model, taking input from the 768-dimensional embedding of the last encoder block. The output classification layer allows the fine-tuned model to be used for the classification task. A fine-tuning strategy has been proposed for the encoder model. The tuning strategy proposes freezing all the sub-layers within the encoder blocks, except for the intermediate fully connected layers within the feed-forward sub-block of each encoder block. Figure 2 represents an encoder block of the proposed fine-tuned model. Every intermediate layer of all 12 encoder blocks is fine-tuned during training while freezing all other layers with the pre-trained weights of the original
MARBERT model. Freezing most layers allows the retention of the rich pre-trained embedded knowledge on most of the MARBERT layers. Still, it allows flexibility to adapt specifically to the classification task by allowing fine-tuning of weights of the intermediate fully connected layers. Additionally, the fine-tuning strategy also avoids overfitting.

### 3.2 Adapter

The adapter model follows the MARBERT model as a basis, but has been adapted by embedding two additional layers, called the adapter, at each encoder block of the transformer. One of the adapters is added after the attention sub-block, and the other adapter, after the feed-forward sub-block. Figure 3 represents the adapter model, with details of the model given by Khamisi et al. [11]. A classification head with C target classes corresponding to the dialect categories has been added to the model. During fine-tuning, all the layers are frozen, except for the two adapter layers of the encoders. Again, this allows retention of rich pre-trained embedded knowledge in the original MARBERT while allowing the model to adapt to the specific classification task via fine-tuning the adapter layers.

---

**Fig. 2** Proposed fine-tuning strategy

**Fig. 3** Adapter tuning [11]

**Fig. 4** Feature-based method
3.3 Feature-based model

The final individual classifier is feature-based and is given in Fig. 4. It comprises 12 pre-trained encoder blocks of the original MARBERT model, with 768-dimensional embedding from each encoder block serving as input to the next consecutive encoder block. As opposed to the previous individual classifiers, the encoders in the proposed feature-based model are not fine-tuned to the classification task and retain the pre-training weights of the original MARBERT model. The MARBERT model without the classification head is used to transform the text token sequences into their respective embeddings. The fix-length token sequences have been forward-passed to the model, and outputs by each of the 12 encoder blocks are captured for only the first, sentence-level token. Consequently, each sentence is transformed into 12 different 768-dimensional embeddings at encoder outputs. These 768-dimensional embeddings outputs of each encoder block are then concatenated to provide a single 768 × 12-dimensional vector output, with the transformer architecture discarded after that. The single 768 × 12-dimensional vector output is then fed to a single fully connected softmax classifier with C target classes, corresponding to the dialect categories of the classification task. The output of the softmax classifier provides output to the overall proposed feature-based model.

4 Results and discussions

The proposed method has been evaluated for Arabic text dialect identification using the NADI 2021 dataset [3] for the country-level identification task. Many methods have been proposed for the classification task, including state-of-the-art models such as the adapter approach. Only the training and development subsets from the NADI 2021 dataset have been utilised for training and testing the models, respectively, as the organisers only provide true labels for these two subsets. The training and development subsets consist of 21,000 and 5,000 text samples, respectively, with each sample annotated with one of the 21 countries, i.e. C = 21 classes. These annotated samples represent the Twitter text of the respective dialectical Arabic selected by considering the origin and location history of the users.

Input text has been tokenised with the MARBERT tokeniser with padding and truncation to the fixed length of 30 tokens per sample. The three individual classifier models were then trained for the classification task on the training dataset. Both the adapter and proposed fine-tuning models have been trained end-to-end. As has been previously discussed, the original MARBERT layers have been frozen in the adapter model, except for the additional adapter layers at every encoder block. Similarly, all MARBERT layers have been frozen in the fine-tuned model, except the intermediate fully connected layer in the feed-forward network of the encoder block. In contrast, only the single 768 × 12-dimensional vector output from the proposed feature-based model has been used to train the classification head.

4.1 Overall accuracy

In the first instance, the performances of the three individual classifier models, the adapter, proposed fine-tuning, and proposed feature-based models, and their ensembles have been compared on the dialect identification task. Table 1 lists the accuracies, macro-average of precision, and recall achieved by the three individual classifiers and their ensembles on the development dataset. It can be seen that the adapter model gives the best accuracy among the individual classifiers, with 52.26% accuracy. However, averaging the outputs from the adapter, proposed fine-tuning, and proposed feature-based models via simple averaging provides the best accuracy of 53.96%. Higher accuracy by the average output indicates that the different classifiers capture complementary information.

Precision is the ratio of true predictions to total predictions for a particular class, while recall is the ratio of true predictions to total test samples of that class. Macro-averaging simply averages total precision and recall for all classes with equal weightage. As can be seen, the ensemble of the three individual classifiers achieves precision and recalls of 0.4335 and 0.3113, respectively. It is noteworthy that among the individual classifiers, the proposed fine-tuning model achieves the highest precision but the lowest recall among all the individual classifiers. Moreover, the final ensemble reports considerably higher precision than the adapter model, with a recall value similar to the adapter model.

From the literature, the best accuracy for the country-level identification task on the NADI2021 dataset has been reported using the adapter method/fine-tuning ensemble for MARBERT [11], and then, followed by fine-tuning for MARBERT [10], achieving 53.42% and 51.90% accuracies, respectively, on the development set. All the individual classifiers used in this paper have also utilised the original MARBERT as their basis. The adapter model used in this paper has been replicated using the same architecture provided by Khamisi et al. [11] using multiple training initialisation seeds but without vertical attention. Table 2 represents the classification accuracy of the proposed ensemble model compared to the two previous best models for the same dataset. The proposed ensemble model
achieves a classification accuracy of 53.96%, which is 0.54% higher than the adapter and fine-tuning ensemble reported by Khamisi et al. [11].

The proposed ensemble model comprises three individual classifiers: the adapter, the proposed fine-tuning, and the proposed feature-based models. Fine-tuning just the intermediate layer while freezing the rest of the layers, in the case of the proposed fine-tuning model, helps to retain useful information learned on large pre-training datasets and prevents overfitting to the smaller fine-tuning training set. Moreover, output embeddings from the different encoder blocks of the pre-trained model represent different levels of complementary information useful to train the downstream classifier without fine-tuning the transformer. The 768-dimensional sentence-level representations by all the 12 encoder blocks have been down-projected to two-dimensional using principal component analysis (PCA) for visualisation. Figure 5 presents the scatter plots for the two down-projected PCA components of the 12 encoder representations for the complete development set samples. Samples for each of the 21 countries have been represented with a unique colour.

4.2 Country-wise classification metrics

Figure 6 presents the confusion matrix for the final predictions by the proposed ensemble model, with rows and columns indicating actual and predicted classes of the samples, respectively. Consequently, each row–column index-pair represents the rounded-off percentage of samples for that row-country (true-class) predicted as the column-country (predicted-class), with the diagonal representing percentage of correct predictions. The confusion matrix shows that the proposed ensemble model achieves the best results for Egypt and Saudi Arabia with

| Model                        | Accuracy % | Precision (macro) | Recall (macro) |
|------------------------------|------------|-------------------|----------------|
| Adapter model                | 52.26      | 0.3491            | 0.3136         |
| Proposed fine-tuning model   | 51.4       | 0.4217            | 0.2762         |
| Proposed Feature-based model | 50.6       | 0.3919            | 0.2790         |
| Proposed Ensemble            | 53.96      | 0.4335            | 0.3113         |

Table 1 Classification accuracy by the components of the proposed method and their ensemble

Table 2 Classification accuracy comparison with previous best models

| Model                          | Accuracy % |
|--------------------------------|------------|
| Fine-tuning for MARBERT [10]   | 51.9       |
| Ensemble with adapter for MARBERT [11] | 53.42     |
| Proposed ensemble              | 53.96      |

Figure 5 Scatter plots of the first and second PCA components at the different encoder layers of the feature-based model

Figure 6 Confusion matrix of the proposed ensemble classification model

93% and 71% accuracies, respectively. Bahrain, Djibouti, and Somalia achieve 0% accuracy, with the most significant confusion reported for Somalia, with 57% of the samples wrongly predicted as being from Saudi Arabia.
The higher accuracy for Egypt and Saudi Arabia can be attributed to the imbalance in the NADI dataset [3]. The dataset contains 4220 training and 1041 development samples for Egyptian dialect and 2110 training and 520 development samples for Saudi Arabian dialect. These are much higher as compared to the rest of the countries.

Table 3 lists the class-wise precision and recall scores, with the number of test samples for each class. Similarly, Egypt has the highest recall value, followed by Saudi Arabia, with 0.932 and 0.713, respectively. Again, these can be attributed to the higher number of samples in the dataset. On the other hand, Mauritania has the highest precision value of 0.727, followed by Egypt and Morocco with 0.719 and 0.707, respectively. Kuwait, Sudan, Oman, and Saudi Arabia have the lowest recall values of 0.328, 0.372, 0.399, and 0.399, respectively. Precision for Saudi Arabia is very low despite its higher recall value due to many misidentifications from other countries as being from Saudi Arabia.

5 Conclusion

Most text classification tasks have achieved the best results by fine-tuning the pre-trained transformer models. This paper proposes a novel technique of fine-tuning a pre-trained transformer model by freezing all, except the intermediate fully connected layers of each encoder block, before training on a particular classification task. The proposed fine-tuning model effectively retains valuable information from the original MARBERT model, which has been pre-trained on a huge Arabic dataset while at the same time adapting to the smaller training dataset. Moreover, the paper has also illustrated the effectiveness of concatenating the output representations from all hidden-layer encoder blocks to train a custom downstream classifier. Fusion of the proposed classifiers with the state-of-the-art adapter-based classification achieves a classification accuracy of 53.96% for identifying the authors’ origin from a span of 21 countries, superseding the previous best model by fusing adapter with simple fine-tuning of the same pre-trained BERT model, with a reported accuracy of 53.42%. Although improvement in the classification accuracy is marginal, the results are significant as the previous best model has already reported quite a high accuracy as compared to many other models. Precision and recall of the proposed ensembles are 0.4335 and 0.3113, respectively. Country-specific confusion matrix has indicated that the model performs considerably better for countries with more text samples in the dataset. Hence, obtaining a more balanced dataset is critical to achieve balanced performances across all the countries.

In the future, we plan to test our proposed algorithm for other languages to establish its utility across text in different languages. Moreover, the model can be used with acoustic models for speaker profiling from spontaneous speech.

Table 3  Country-wise precision and recall

| Country       | Precision | Recall | Test samples |
|---------------|-----------|--------|--------------|
| Algeria       | 0.582     | 0.579  | 430          |
| Bahrain       | 0         | 0      | 52           |
| Djibouti      | 0         | 0      | 27           |
| Egypt         | 0.719     | 0.932  | 1041         |
| Iraq          | 0.583     | 0.66   | 664          |
| Jordan        | 0.533     | 0.154  | 104          |
| Kuwait        | 0.328     | 0.21   | 105          |
| Lebanon       | 0.477     | 0.134  | 157          |
| Libya         | 0.591     | 0.548  | 314          |
| Mauritania    | 0.727     | 0.151  | 53           |
| Morocco       | 0.707     | 0.198  | 207          |
| Oman          | 0.399     | 0.448  | 355          |
| Palestine     | 0.471     | 0.231  | 104          |
| Qatar         | 0.5       | 0.019  | 52           |
| Saudi Arabia  | 0.399     | 0.713  | 520          |
| Somalia       | 0         | 0      | 49           |
| Sudan         | 0.372     | 0.66   | 53           |
| Syria         | 0.267     | 0.252  | 278          |
| Tunisia       | 0.612     | 0.237  | 173          |
| UAE           | 0.382     | 0.318  | 157          |
| Yemen         | 0.455     | 0.095  | 105          |
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