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ABSTRACT

Aiming at the diversity of Nondominated Sorting Genetic Algorithm II (NSGA-II) in screening out nondominated solutions, a crowding distance elimination (CDE) method is proposed. Firstly, the crowding distance is calculated in the same level of nondominated solutions, and the solution of minimum crowding distance is eliminated; secondly, the crowding distance of residual solutions is recalculated, and the solution of minimum crowding distance is also eliminated. Repeat the above process, and stop the cycle when the nondominated solutions reaches the set number. In order to verify the effectiveness of the algorithm, experiments are carried out with the representative test functions: ZDT1, ZDT2, and ZDT3. The comparative experiments of NSGA-II, φ-Multi-objective particle swarm optimization algorithm (MOPSO), Non dominated sorting particle swarm optimization algorithm (NSPSO), and CDE were carried out respectively. By analyzing the diversity and convergence of the four algorithms, the strategy of nondominated solutions selection based on CDE has better performance.

1. INTRODUCTION

In recent years, the multi-objective optimization (MOP) problem has been widely concerned and studied by many researchers from the fields of scientific research and engineering. In general, the methods to solve MOP problems can be divided into two categories: The first is objective normalization method. According to this method, a certain strategy is used to confirm the trade-off mode among multiple objectives. As a result, the MOP problem is converted into a single-objective optimization problem. Finally, the solution set constituted by the optimal solutions of these single-objective is used to approximate Pareto optimal solution. Such method includes weighting method, constraint method, and goal planning method, and so on. To use objective normalization method, people shall obtain the relevant information of the objectives in advance and establish relationships among these objectives. Therefore, the method has limitations to solve many engineering problems. The second category is the multi-objective evolutionary algorithm (MOEA). During the process of MOEA, it is unnecessary to get the detailed information of various objectives in advance. Instead, the powerful global search capability of MOEA can help researchers search out the potential Pareto optimal solution. Unlike the single-objective optimization problem, the MOP aims to solve two problems: Fortify the approximation to the ideal Pareto optimal front; diversify the searched Pareto solutions [1]. As for the MOP algorithm, Nondominated Sorting Genetic Algorithm II (NSGA-II) is regarded as an important milestone [2]. It has become the benchmark for the performance comparison of other MOP algorithms [3]. NSGA-II is designed on the basis of NSGA, and it adopts the nondominated sorting and elitism strategy. The neighborhood density of individuals is calculated in accordance with the crowding distance (C.D.). The selection operators of fitness and diversity are used to improve the performance of the algorithm. The non-dominated sorting and C.D. sorting strategies of NSGA-II have been widely used in other MOP algorithms, such as the particle swarm optimization algorithm [4–6], and so on.

The improved scheme of NSGA-II mainly focuses on the following two aspects: Firstly, fortify the diversity of Pareto solution set; secondly, improve the convergence rate. The improved method of NSGA-II based on niche technology has been proposed in Literature [7]. The improved method of NSGA-II based on minimum spanning tree was put forward in Literature [8]. The improved algorithm proposed in Literature [9] has taken Pareto sorting hierarchy and congestion degree of individuals into account. According to Literature [10], when NSGA-II is used to solve the grid task scheduling problem, a genetic operator based on multiple QOS constraints has been proposed. As described in Literature [11], the researcher has taken various factors (such as time and load) into account and put forward a fuzzy genetic operator. Literature [12] has put emphasis on analyzing the causes and impacts of overlapping individuals produced during the evolutionary process of NSGA-II algorithm. Besides, the advantages to use the overlapping individual elimination method have been fully reflected via experiments. The genetic operator combined with a messy algorithm has been proposed in Literature [13]. The genetic operator is proved to improve the population diversity of NSGA-II. According to the improved method in
Literature [14], the objectives shall be subject to the normalization processing. Secondly, the reference values of dynamic objectives are introduced to sort out the population. However, the improved calculation method of C.D. is barely stable, which is a fatal weakness. In addition, overmuch time shall be invested. As a result, the diversity of nondominated solution set has poor robustness. The mechanism of NSGA-II is analyzed carefully in this paper. The nondominated solutions shall be sorted by calculating the C.D. of the nondominated solutions, so as to screen out the sparse solutions and eliminate the dense solutions. The C.D. sorting of NSGA-II aims to improve the diversity of solutions. However, the impact of an eliminated solution on the C.D. of neighborhood solution has not been considered properly. In fact, for the originally dense solution, when the denser solutions around it are eliminated, it will become sparse. It is beneficial to fortify the diversity of solutions to keep such solutions. In view of this, this paper proposes an improved NSGA-II algorithm based on the C.D. elimination strategy (CDE-NSGA-II).

2. CDE ALGORITHM

According to the nondominated sorting strategy of NSGA-II, the principle is shown in Figure 1. Suppose that the population size is \( N \) and Population \( R_t \) (the population size is \( 2N \)) is combined by the current dominated solution set \( P_t \) and the current offspring \( Q_t \). According to the dominance relation, \( R_t \) gets a series of nondominated Pareto solution set, with the order of \( F_1, F_2, \ldots, F_i \) in the top level. If the quantity of \( F_1 \) is less than \( N \), all members of \( F_1 \) will be selected into Population \( P_{t+1} \). The remaining members in Population \( P_{t+1} \) will be selected from \( F_2, F_3, \ldots \) until the quantity of member reaches \( N \). The order of the first member in \( F_3 \) is less than \( N \), while the order of the last member is greater than \( N \). In order to keep the diversity of the population, NSGA-II algorithm is used to perform C.D. sorting to \( F_3 \), and the individuals with large C.D. are given priority to entering Population \( P_{t+1} \).

2.1. Problems in C.D. Sorting of NSGA-II

After completing nondominated sorting, the C.D. of each solution within the nondominated solution set at the same level is calculated based on the objective space [2]. The C.D. of the extreme solution (the maximum or minimum solution of all objectives within the objective space) shall be set as infinity all the time (it shall be set as a big real number in the practical operation, such as \( 1.0e + 50 \)), while other solutions shall be sorted out for all objectives. The C.D. of other solutions shall be defined as the average value of target distances between two adjacent solutions. Among 10 nondominated solutions as shown in Figure 2, five solutions has been selected in accordance with the C.D. According to the C.D. sorting algorithm of NSGA-II, the C.D. for all solutions are listed in Table 1. In which: The C.D. of Solutions 1–2 and 8–10 are so large that all of them shall be kept, while the C.D. of Solutions 3–7 is too small to be saved. As shown in Figure 3, after the selection, the results of Solutions 2 and 8 are not reasonable due to the sparse distance between them.

![Figure 1](image1)

**Figure 1** Nondominated sorting strategy of Nondominated Sorting Genetic Algorithm II (NSGA-II).
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**Figure 2** Ten nondominated solutions.
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**Table 1** Crowding distance of nondominated solutions.

| No. | 1   | 2   | 3   | 4   | 5   |
|-----|-----|-----|-----|-----|-----|
| C.D. | 1.0e + 50 | 0.71 | 0.29 | 0.35 | 0.41 |
| No. | 6   | 7   | 8   | 9   | 10  |
| C.D. | 0.33 | 0.26 | 0.37 | 0.51 | 1.0e + 50 |

C.D., crowding distance.

2.2. CDE Algorithm

The NSGA-II algorithm is generally used for MOP problems. Unconstrained MOP problems can be defined as follows:

\[
\begin{align*}
\text{Min} & \quad F(x) = (f_1(x), f_2(x), \ldots, f_n(x)) \\
\text{s.t.} & \quad x = (x_1, x_2, \ldots, x_k) \in X \\
& \quad u = (u_1, u_2, \ldots, u_l) \text{ and } l = (l_1, l_2, \ldots, l_k) \\
\end{align*}
\]

(1)

where \( F(x) \) is the objective function vector, \( x \) is a decision parameter vector, \( X \) is the decision parameter space, \( u \) and \( l \) are the upper and lower bounds of the decision parameter, respectively.

C.D. reflects the density of the surrounding individuals of a given individual in a population. It can be expressed as the sum of the largest rectangle and width by the surrounding individuals. The C.D. \( n_d \) is defined as
n_d = n_d + \frac{f_m (i + 1) - f_m (i - 1)}{f_m^{\text{max}} - f_m^{\text{min}}}, \quad (2)

where, \( f_m^{\text{max}} \) and \( f_m^{\text{min}} \) are the maximum and minimum of objective function \( f_m \), \( m \) is the individual of solution set. \( n_d \) is initially set to 0.

For the choice of nondominant solutions, the following methods are adopted:

\[ i \prec j, \quad \text{if} \begin{cases} i_{\text{rank}} < j_{\text{rank}} \\ i_{\text{rank}} = j_{\text{rank}} \text{ and } n_d > n_d' \end{cases} \quad (3) \]

When the rankings of two nondominant solutions are different, the solutions with smaller rankings will be selected. When two solutions belong to the same Pareto frontier, the solution with larger C.D. will be chosen.

In order to overcome the shortcoming of the C.D. sorting algorithm in NSGA-II, the CDE algorithm has been proposed in this paper.

The basic idea of CDE algorithm is as follows: The problem shown in Figure 2 is to calculate the C.D. Since the C.D. of Solution 7 is smallest, Solution 7 has been deleted directly (solution labeled \( a \) in Figure 4); the C.D. of the remaining solutions is recalculated. Considering that the C.D. of Solution 3 is minimum, Solution 3 is deleted as well (solution labeled \( b \) in Figure 4). In the same way, only five solutions are left behind as shown removal order from \( c \) to \( e \) in Figure 4. According to the results shown in Figures 3 and 4, the solutions screened out with CDE algorithm are more uniform and diverse than those solutions screened out with the NSGA-II algorithm.

### 2.3. The Flow and Time Complexity of CDE Algorithm

The task of CDE algorithm is to screen and keep \( n \) solutions from the nondominated solution \( F \) (\( m \) solutions in total) in accordance with the C.D. The pseudocode of CDE algorithm flow is as follows:

```
Crowding_Distance_Elimination (F, m, n) {
   While m! = n
      for i = 1 : m
         F[i].distance = 0; // Initialization
      end
      for j = 1 : J // Objective from 1 to \( J \)
         F = sort (F, j); // Sort by objective \( j \)
         interval = F[m].value - F[1].value;
         // Max - min of objective \( j \)
         if interval == 0
            interval = 1.0e - 20;
            // Prevent all individuals of objective \( j \) from overlapping
         end
         F[m].distance = 1.0e + 50;
         // Maximum crowding distance
         F[1].distance = 1.0e + 50;
         // Maximum crowding distance
         For k = 2 : m - 1
            F[k].distance = (F[k + 1].value - F[k - 1].value) / interval;
         end
         end
         i = Min_Distance (F); // Find the solution of minimum crowding distance
         F[i] = [ ]; // Delete the solution of minimum crowding distance
         m = m - 1; // Enter the next cycle
      end
   end
}
```

The worst case in C.D. sorting algorithm is to select \( N \) solutions from \( 2N \) (\( N \) refers to the population size). The time complexity for single C.D. sorting algorithm is \( O (J(2N) \log(2N)) \) (\( J \) refers to the number of objectives). During the sorting process, the time complexity for the first sorting in CDE algorithm is \( O (J(2N) \log(2N)) \), and the time complexity for the second sorting is \( O (J(2N - 1) \log(2N - 1)) \), and the time complexity for the last sorting is \( O (J(N) \log(N)) \). Therefore, the overall time complexity \( \varepsilon \) is as follows:

\[ \varepsilon = O \left( \sum_{i=N}^{2N} J(i) \log(i) \right). \quad (4) \]
3. EXPERIMENT AND DISCUSSION

3.1. CDE Algorithm

Three test functions are selected to verify the algorithm in this paper. The three test functions are the ZDT series functions. The ideal Pareto solutions of ZDT1, ZDT2, ZDT3 are convex, concave, and discontinuous, respectively. These test functions are quite representative.

ZDT1:
\[
\begin{align*}
\min f_1 (x_1) &= x_1 \\
\min f_2 (x) &= g \left( 1 - \sqrt {\frac {f_1} {g}} \right) \\
g (x) &= 1 + \frac {9 \sum_{i=2}^{m} x_i} {m-1} \\
s.t. 0 < x_i < 1, \quad i = 1, 2, \ldots, 30
\end{align*}
\]

ZDT2:
\[
\begin{align*}
\min f_1 (x_1) &= x_1 \\
\min f_2 (x) &= g \left( 1 - \left( f_1 / g \right)^2 \right) \\
g (x) &= 1 + \frac {9 \sum_{i=2}^{m} x_i} {m-1} \\
s.t. 0 < x_i < 1, \quad i = 1, 2, \ldots, 30
\end{align*}
\]

ZDT3:
\[
\begin{align*}
\min f_1 (x_1) &= x_1 \\
\min f_2 (x) &= g \left( 1 - \sqrt {f_1 / g} - \left( f_1 / g \right) \sin \left( 10 \pi f_1 \right) \right) \\
g (x) &= 1 + \frac {9 \sum_{i=2}^{m} x_i} {m-1} \\
s.t. 0 < x_i < 1, \quad i = 1, 2, \ldots, 30
\end{align*}
\]

There are two goals for MOP: 1) Converge to the ideal Pareto front; 2) Maintain the diversity of Pareto solutions. The convergence degree and diversity are used to evaluate the performance of these two goals. The convergence degree is used to measure the distance between Pareto solutions \( P \) obtained by algorithm and the ideal Pareto solutions \( P^* \). First of all, 500 solutions distributed in the ideal Pareto front uniformly shall be selected to constitute \( P^* \); secondly, calculate the Euclidean distance between each solution in Pareto solution set \( P \) and the most proximate solution in \( P^* \). The average value of the distances shall be regarded as the convergence degree. The diversity \( \Delta \) is defined as follows:
\[
\Delta = \frac {d_i + d_j + \sum_{l=1}^{N-1} |d_i - d_l|} {d_i + d_j + (N-1) \cdot d}, \tag{5}
\]
where \( d_i \) is the distance between adjacent solutions in \( P \); \( d \) is the average value of all \( d_i \); \( d_j \) and \( d_l \) are the Euclidean distances between the boundary solution of \( P \) and the extreme solution in \( P^* \).

3.2. Comparative Analysis of Algorithms

The comparison test has been carried out by using NSGA-II, \( \sigma \)-MOPSO [15], NSPSO [16], and CDE-NSGA-II developed in this paper. The parent population size, crossover probability, mutation probability, and number of iteration are set as 50, 0.9, 0.2, and 500, respectively. Therefore, there are 25,000 times of function evaluations. In order to reflect the repeatability properly, each group of experiments has been implemented 100 times. The mean and variance of convergence degree and diversity are calculated as well. The data of NSGA-II has been introduced from the literature [12], and the data of NSPSO and \( \sigma \)-MOPSO derive from literature [17]. According to the definition, the smaller value of mean and variance, the better the algorithm is. The test data are shown in Tables 2 and 3.

The experimental results of several MOP algorithms are shown in Figure 5(a–d). Compared with other algorithms, CDE-NSGA-II has the fastest convergence rate; as for diversity, the proposed algorithm also has the best performance.

To reflect the convergence degree and diversity intuitively, the experiment has been performed again by using NSGA-II and CDE-NSGA-II. In this case, the numbers of iteration are set as 500 and 1000. According to the output results shown in Figure 6(a–c), the proposed algorithm is superior to NSGA-II in terms of the convergence rate. Besides, the distribution of Pareto solutions is more even. As for solutions obtained by NSGA-II algorithm, the solutions at circular marker are too dense, and around it are too sparse.

Compared with NSGA-II, CDM-NSGA-II is provided with an improved C.D. sorting strategy but offers no change to the selection, crossover, and mutation. With the application of the ZDT1 ~ ZDT3 functions, CDM-NSGA-II has experienced a sound improvement in terms of its convergence and diversity, which verifies the effectiveness of CDE algorithm.
4. CONCLUSION

By virtue of in-depth discussion and analysis on the mechanism of NSGA-II C.D. sorting, a new method is proposed to overcome the defects: a strategy based on CDE method. According to the experimental results, CDM-NSGA-II is superior to NSGA-II, \( \sigma \)-MOPSO, and NSPSO in terms of convergence and diversity. Therefore, CDM-NSGA-II is highly competitive.
However, the proposed method will increase the computational complexity. When the number of objective functions reaches a certain order of magnitude, the number of variables that need to be involved is also very large, which will lead to a sharp increase in the amount of computation and affect the speed of optimization calculation. Therefore, our future work will optimize the computational complexity of the algorithm and reduce the running cost of the algorithm on the premise of ensuring the convergence and diversity of the solution set.
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