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This paper investigates a distributed coordination control for a class of high-order uncertain multiagent systems. Under the framework of iterative learning control, a novel fully distributed learning protocol is devised for the coordination problem of MASs including time-varying parameter uncertainties as well as actuator saturations. Meanwhile, the learning updating laws of various parameters are proposed. Utilizing Lyapunov theory and combining with Graph theory, the proposed algorithm can make each follower track a leader completely over a limited time interval even though each follower is without knowing the dynamics of the leader. Moreover, the extension to formation control is made. The validity and feasibility of the algorithm are verified conclusively by two examples.

1. Introduction

Coordination of multiagent systems (MASs) draws a lot of attention because of its wide applications in UAV, biological systems, sensor networks, and so forth. An important problem in coordination is to develop the distributed protocols, which specifies information exchange among agents, such that the group as a whole can agree on a common quantity. This kind of problem is called consensus [1–5]. For this consensus realization, a leader-follower consensus [6, 7] has been extensively studied by many scholars. Another problem of coordination is formation control; the fault-tolerant leader-following formation control and cluster formation control were discussed in [8, 9], respectively. However, in the real world, the dynamics of systems are usually uncertain. Therefore, the consensus or/and formation control for uncertain MASs become a hot topic in the field of control.

Generally speaking, an effective scheme to dispose parameter uncertainties is adaptive control [10–19]. An adaptive neural network approximation scheme was utilized to design the control protocols of the first-, second-, and high-order uncertain MASs in [10–12]. References [13, 14] used the adaptive idea to design the fully distributed control protocols by adjusting the protocols gains, so that the global information dependent on topology matrix can be avoided, and the promising technique is more and more popular among researchers for different purposes [15–19], where adaptive iterative learning control is utilized to handle the consensus for MASs over a finite time interval [20–24]. It is noteworthy that the abovementioned studies did not consider actuator saturations in the MASs. Actually, due to the limited actuator capability, actuator saturations may exist in most physical systems and cause the system instability. Consequently, it is useful to take into account actuator saturations in system analysis. Recently, a large number of work about MASs with actuator saturations emerge [25–32]. References [25–29] studied consensus algorithms under one-dimensional system framework when time goes to infinity and [30–32] tackled the consensus problem by iterative learning control (ILC). In [30], authors addressed the neural network consensus for the second-order MASs subject to saturation input; authors in [31] proposed the fully distributed learning scheme and made use of the properties of
satisfy Assumption 2. Parametric uncertainties so that all the followers can uniformly, that is to say, for a unknown continuous time-varying parameter, which shows from the above, it is known that each follower is being an unknown positive constant. Denote $\xi(t)$ as an unknown smooth nonlinear vector valued function; $A(\xi(t))$ is the saturation function, $\eta_i$ and $\xi(t)$ is a known smooth nonlinear vector valued function. $A(\xi(t))$ is the saturation function, $\eta_i$ and $\xi(t)$ is a known smooth nonlinear vector valued function.

Assumption 1. It is assumed that $|f(\eta_i(t))| \leq \eta_i$, with $\eta_i$ being an unknown positive constant. Denote $\eta_i = [\eta_1, \eta_2, \ldots, \eta_n]^T$.

Remark 1. From the above, it is known that each follower is without knowing the dynamic of the leader.

For the $i$th follower, the consensus error is

$$\delta_i^k = x_i^k - x_0.$$  \hfill (2)

In this paper, we aim to find suitable protocols $[u_i^k, i = 1, 2, \ldots, N, 0 \leq t \leq T]$ and the updating laws of parametric uncertainties so that all the followers can uniformly track the leader over $[0, T]$ as $k$ approaches to infinity, that is to say,

$$\lim_{k \to \infty} \|\delta_i^k\| = \lim_{k \to \infty} \|x_i^k - x_0(t)\| = 0, \quad i = 1, 2, \ldots, N.$$  \hfill (3)

Assumption 2. The state vector of each follower and the leader satisfy $x_i^0(0) = x_i^{k-1}(t)$ and $x_0(0) = x_0(t)$.

Remark 2. From assumption 2, we have $\delta_i^k(0) = \delta_i^{k-1}(t)$.

The consensus problem is extended to the formation control for a class of high-order MASs. The rest is arranged as follows. Some useful preliminary results and problem formulation are presented in Section 2. Section 3 is the protocols design and consensus analysis. The extension to formation control is given in Section 4. Two examples for illustration are shown in Sections 5 and conclusion is drawn in Sections 6, respectively.

2. Problem Formulation

Here, the MASs with $N$ followers and one leader are considered under a repetitive environment. The models are

$$\dot{x}^k_i(t) = Ax_i^k + \theta_i(t)x_i^k(t) + \text{sat}(u_i^k(t), u^*) \quad i = 1, 2, \ldots, N,$$

where $x_i^k(t) \in \mathbb{R}^n$ is the state vector of the $i$th follower and $u_i^k(t) \in \mathbb{R}^n$ is the input vector of the $i$th follower; $\theta_i(t)$ is an unknown continuous time-varying parameter, which shows the uncertainty in system model for each follower agent; $\xi_1(x_i^k(t)) \in \mathbb{R}^n$ is a known smooth nonlinear vector valued function; $A \in \mathbb{R}^{n \times n}$; sat$(u_i^k, u^*)$ is the saturation function [31], $j = 1, 2, \ldots, n$, and $\text{sat}(u_i^k, u^*) = [\text{sat}(u_{i1}^k, u_{i1}^*), \text{sat}(u_{i2}^k, u_{i2}^*), \ldots, \text{sat}(u_{in}^k, u_{in}^*)]^T$ is a saturation vector function; $x_i(t) \in \mathbb{R}^n$ is the state vector of the leader, and $f(t) = [f_1(x_0(t), x_0(t), t), f_2(x_0(t), t), \ldots, f_N(x_0(t), t)]^T \in \mathbb{R}^n$ is an unknown but bounded vector valued nonlinear function.

To design the distributed protocols, the distribute error is

$$e_i^k(t) = \sum_{j=1}^N a_{ij}(x_j^k(t) - x_i^k(t)) + b_i(x_0(t) - x_i^k(t)).$$  \hfill (4)

The compact forms are

$$\delta^k = x^k - 1_N \otimes x_0,$$

$$\delta^k = -(L + B)(x^k - 1_N \otimes x_0) = -(H \otimes I_n)\delta^k,$$

where $e^k = [(e_1^k)^T, (e_2^k)^T, \ldots, (e_N^k)^T]^T \in \mathbb{R}^{Nn}$ and $\delta^k = [(\delta_1^k)^T, (\delta_2^k)^T, \ldots, (\delta_N^k)^T]^T \in \mathbb{R}^{Nn}$; $H = L + B$ is a symmetric positive definite matrix, and the communication topology of the paper is the same as that in [31].

3. Learning Control Protocols Design and Consensus Analysis

The error dynamic can be calculated as

$$\delta_i^k = Ax_i^k + \theta_i(t)x_i^k + \text{sat}(u_i^k, u^*) - f(x_0(t)).$$  \hfill (6)

Then, the learning protocol is devised as

$$u_i^k(t) = \tilde{c}_i^k(t)e_i^k - \tilde{\delta}_i^k(t)x_i^k + \omega e_i^k(t) + \mu_i^k(t),$$  \hfill (7)

where $c_i^k(t) \in \mathbb{R}$ is a time-varying gain; $\theta_i(t) \in \mathbb{R}$ is to estimate $\theta_i(t)$; $\omega > 0$; $\mu_i^k(t)$ is to deal with the saturation term in (1); and $u_i^k(t) \in \mathbb{R}^n$ is to offset $f(x_0(t), t)$.

To design the learning adaptive laws of $\tilde{c}_i^k(t)$ and $\mu_i^k(t)$, we are devised as

$$\dot{c}_i^k(t) = \eta_i^k(t)\text{tanh} \left( \frac{(c_i^k(t) - P\eta_i^k(t))}{\Delta_{k+1}} \right),$$  \hfill (8)
\[
\begin{align*}
\dot{\mathbf{z}}_i^k (t) &= \rho_i \left( \mathbf{e}_i^k (t) \right)^T P \mathbf{e}_i^k (t), \\
\mathbf{z}_i^k (0) &= \mathbf{z}_i^{k-1} (T), \quad \mathbf{c}_i^k (0) = 0,
\end{align*}
\]

with \( m_i > 0 \).

Meanwhile,
\[
\begin{align*}
\tilde{\mathbf{e}}_i^k (t) &= \mathbf{P} \mathbf{e}_i^k, \\
\tilde{\mathbf{e}}_i^k (0) &= \tilde{\mathbf{e}}_i^{k-1} (T),
\end{align*}
\]

where \( \tilde{\mathbf{e}}_i^k (t) \) is the estimation of \( \mathbf{e}_i^k \) and \( \mathbf{P} \) is symmetric positive definite; \( \rho_i > 0 \); \( \dot{\mathbf{u}}_i^k = \mathbf{u}_i^k - \text{sat}(\mathbf{u}_i^k) = \text{col} \{ \mathbf{u}^k_1, \mathbf{u}^k_2, \ldots, \mathbf{u}^k_N \} \in \mathbb{R}^{Nn}, \) \( \text{sat}(\mathbf{u}_i^k) = \text{col} \{ \text{sat}(\mathbf{u}^k_1), \text{sat}(\mathbf{u}^k_2), \ldots \ldots \text{sat}(\mathbf{u}^k_N) \} \in \mathbb{R}^{Nn}, \) and \( \dot{\mathbf{u}}_i^k = \text{col} \{ \dot{\mathbf{u}}_i^1, \dot{\mathbf{u}}_i^2, \ldots, \dot{\mathbf{u}}_i^N \} \in \mathbb{R}^{Nn} \).

Furthermore, the learning-based updating law of \( \tilde{\theta}_i (t) \) is devised as
\[
\begin{align*}
\tilde{\theta}_i^k (t) &= \text{sat} \left( \tilde{\theta}_i^{k-1} (t) \right), \\
\tilde{\theta}_i^{k-1} (t) &= \text{sat} \left( \tilde{\theta}_i^{k-1} (t) - m_i (\mathbf{e}_i^k)^T P \mathbf{c}_i^k \right), \quad t \in [0, T],
\end{align*}
\]

Thus,
\[
\begin{align*}
\dot{\delta}^k &= (I_N \otimes A) \delta^k + \left( \tilde{\Theta}^k (t) \otimes I_n \right) \xi^k + \left( \tilde{\mathbf{C}}^k (t) H \otimes I_n \right) \dot{\delta} + \omega \mu^k - \dot{\mathbf{u}}_i^k + \dot{\mathbf{u}}^k - (1_N \otimes f (x_0, t)), \quad i = 1, \ldots, N. \tag{14}
\end{align*}
\]

with \( \mu_i > 0 \).

Meanwhile,
\[
\begin{align*}
\tilde{\mathbf{e}}_i^k (t) &= \mathbf{P} \mathbf{e}_i^k, \\
\tilde{\mathbf{e}}_i^k (0) &= \tilde{\mathbf{e}}_i^{k-1} (T),
\end{align*}
\]

where \( \tilde{\mathbf{e}}_i^k (t) \) is the estimation of \( \mathbf{e}_i^k \) and \( \mathbf{P} \) is symmetric positive definite; \( \rho_i > 0 \); \( \dot{\mathbf{u}}_i^k = \mathbf{u}_i^k - \text{sat}(\mathbf{u}_i^k) = \text{col} \{ \mathbf{u}^k_1, \mathbf{u}^k_2, \ldots, \mathbf{u}^k_N \} \in \mathbb{R}^{Nn}, \) \( \text{sat}(\mathbf{u}_i^k) = \text{col} \{ \text{sat}(\mathbf{u}^k_1), \text{sat}(\mathbf{u}^k_2), \ldots \ldots \text{sat}(\mathbf{u}^k_N) \} \in \mathbb{R}^{Nn}, \) and \( \dot{\mathbf{u}}_i^k = \text{col} \{ \dot{\mathbf{u}}_i^1, \dot{\mathbf{u}}_i^2, \ldots, \dot{\mathbf{u}}_i^N \} \in \mathbb{R}^{Nn} \).

Furthermore, the learning-based updating law of \( \tilde{\theta}_i (t) \) is devised as
\[
\begin{align*}
\tilde{\theta}_i^k (t) &= \text{sat} \left( \tilde{\theta}_i^{k-1} (t) \right), \\
\tilde{\theta}_i^{k-1} (t) &= \text{sat} \left( \tilde{\theta}_i^{k-1} (t) - m_i (\mathbf{e}_i^k)^T P \mathbf{c}_i^k \right), \quad t \in [0, T],
\end{align*}
\]

Thus,
\[
\begin{align*}
\dot{\delta}^k &= (I_N \otimes A) \delta^k + \left( \tilde{\Theta}^k (t) \otimes I_n \right) \xi^k + \left( \tilde{\mathbf{C}}^k (t) H \otimes I_n \right) \dot{\delta} + \omega \mu^k - \dot{\mathbf{u}}_i^k + \dot{\mathbf{u}}^k - (1_N \otimes f (x_0, t)), \quad i = 1, \ldots, N. \tag{14}
\end{align*}
\]

where

\[
\begin{align*}
\tilde{\Theta}^k (t) &= \text{diag} \{ \tilde{\theta}_1^k (t), \tilde{\theta}_2^k (t), \ldots, \tilde{\theta}_N^k (t) \}, \\
\xi^k &= \left( (\mathbf{x}_1^k)^T, (\mathbf{x}_2^k)^T, \ldots, (\mathbf{x}_N^k)^T \right)^T \in \mathbb{R}^{Nn}, \\
\dot{\mathbf{u}}^k (t) &= \text{col} \{ \mathbf{u}_1(t), \mathbf{u}_2(t), \ldots, \mathbf{u}_N(t) \} \in \mathbb{R}^{Nn} \text{ and } \tilde{\mathbf{C}}^k (t) \equiv \text{diag} \{ \tilde{\mathbf{C}}_1^k (t), \tilde{\mathbf{C}}_2^k (t), \ldots, \tilde{\mathbf{C}}_N^k (t) \}. \tag{15}
\end{align*}
\]
\[ \Delta V^k(t) = V^k(t) - V^{k-1}(t) = (\delta^k)^T (H \otimes P) \delta^k - (\delta^{k-1}(t))^T (H \otimes P) \delta^{k-1}(t) + \sum_{i=1}^{N} \frac{1}{m_i} \int_0^t \left[ \left( \delta_i^k \right)^2 - \left( \delta_i^{k-1} \right)^2 \right] dt \\
+ \sum_{i=1}^{N} \frac{1}{\rho_i} \left( c_i^k \right)^2 - \left( c_i^{k-1} \right)^2 \right] + \sum_{i=1}^{N} \left( \mu_i^k(t) \right)^T \Gamma_i^{-1} \mu_i^k(t) - \sum_{i=1}^{N} \left( \mu_i^{k-1}(t) \right)^T \Gamma_i^{-1} \mu_i^{k-1}(t) + \sum_{i=1}^{N} \left( \eta_i \right)^T \Gamma_i^{-1} \eta_i - \sum_{i=1}^{N} \left( \eta_i^{k-1} \right)^T \Gamma_i^{-1} \eta_i^{k-1}. \]  

(17)

From the error dynamic (14), we have

\[ (\delta^k)^T (H \otimes P) \delta^k = 2 \int_0^t (\delta^k)^T (H \otimes P) \mu^k dt + (\delta^k(0))^T (H \otimes P) \delta^k(0) \]

\[ = \int_0^t (\delta^k)^T \left[ H \otimes (PA + A^T P) \right] \delta^k dt + 2 \int_0^t (\delta^k)^T (H \otimes P) \mu^k dt - 2 \int_0^t (\delta^k)^T (H \otimes P) \delta u^k dt \]

\[ - 2 \int_0^t (\delta^k)^T \left( HC^k(\tau)H \otimes I_n \right) \delta^k + 2 \int_0^t (\delta^k)^T \left( H \Theta^k(\tau) \otimes P \right) \chi^k dr \]

\[ + 2 \int_0^t (\delta^k)^T (H \otimes P) u^k dt - 2 \int_0^t (\delta^k)^T (H \otimes P) (1_{N_t} \otimes f(x_0)) dr \]

\[ + (\delta^k(0))^T (H \otimes P) \delta^k(0), \]  

(18)

where

\[ -2 \int_0^t (\delta^k)^T (H \otimes P) \delta u^k dt \leq \int_0^t (\delta^k)^T (H^2 \otimes P^2) \delta^k dr + \int_0^t (\delta u^k)^T \delta u^k dr, \]  

(19)

and

\[ \sum_{i=1}^{N} \frac{1}{m_i} \int_0^t \left[ \left( \theta_i^k \right)^2 - \left( \theta_i^{k-1} \right)^2 \right] dt = \sum_{i=1}^{N} \frac{2}{m_i} \int_0^t \left[ \theta_i^k - \theta_i^{k-1} \right]^2 \left( \theta_i - \theta_i \right) \left( \theta_i - \theta_i \right) dt \]

\[ \leq \sum_{i=1}^{N} \frac{2}{m_i} \int_0^t \left[ \theta_i^k - \theta_i \right]^2 dt \leq 2 \int_0^t (\delta^k)^T \left( H \Theta^k(\tau) \otimes P \right) \chi^k dr \]

\[ + \sum_{i=1}^{N} \frac{1}{m_i} \int_0^t \left[ \left( \theta_i^k(0) \right)^2 - \left( \theta_i^{k-1} \right)^2 \right] dt \]

Simultaneously,

\[ \sum_{i=1}^{N} \frac{1}{m_i} \int_0^t \left[ \left( \theta_i^k \right)^2 - \left( \theta_i^{k-1} \right)^2 \right] dt = \sum_{i=1}^{N} \frac{2}{m_i} \int_0^t \left[ \left( \theta_i^k \right)^2 - \left( \theta_i^{k-1} \right)^2 \right] dt \]

\[ = -2 \int_0^t (\delta^k)^T (H \Theta^k(\tau) \otimes P) \delta^k dr + 2 \int_0^t (\delta^k)^T \left( H \Theta^k(\tau) \otimes P \right) \delta^k dr + \sum_{i=1}^{N} \frac{1}{m_i} \int_0^t \left[ \left( \theta_i^k(0) \right)^2 - \left( \theta_i^{k-1} \right)^2 \right] dt, \]  

(20)
where $C = \text{diag}[c_1, c_1, \ldots, c_N]$. In addition,

$$
\begin{aligned}
\sum_{i=1}^{N} (\mu_i^k (t))^T P H_i^k (t) - \sum_{i=1}^{N} (\mu_i^{k-1} (t))^T P H_i^{k-1} (t) = 2 \sum_{i=1}^{N} \int_{0}^{t} (\mu_i^k (t))^T P H_i^k d\tau - \sum_{i=1}^{N} (\mu_i^{k-1} (t))^T P H_i^{k-1} (t) + \sum_{i=1}^{N} (\mu_i^k (0))^T P H_i^k (0) \\
= -2\omega \int_{0}^{t} (\delta^{k})^T (H \otimes P) \mu_i^k d\tau - \int_{0}^{t} (\delta u_i^k)^T \delta u_i^k d\tau - \sum_{i=1}^{N} (\mu_i^{k-1} (t))^T P H_i^{k-1} (t) \\
+ \sum_{i=1}^{N} (\mu_i^k (0))^T P H_i^k (0),
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{i=1}^{N} \left( \eta_i^k \right)^T \Gamma_i^{-1} \eta_i^k - \sum_{i=1}^{N} \left( \eta_i^{k-1} \right)^T \Gamma_i^{-1} \eta_i^{k-1} = 2 \sum_{i=1}^{N} \int_{0}^{t} \left( \eta_i^k \right)^T \Gamma_i^{-1} \eta_i^k d\tau - \sum_{i=1}^{N} \left( \eta_i^{k-1} (t) \right)^T \Gamma_i^{-1} \eta_i^{k-1} (t) + \sum_{i=1}^{N} \left( \eta_i^k (0) \right)^T \Gamma_i^{-1} \eta_i^k (0) \\
= -2 \sum_{i=1}^{N} \int_{0}^{t} \left| P e_i^k \right| d\tau - \sum_{i=1}^{N} \left( \eta_i^{k-1} (t) \right)^T \Gamma_i^{-1} \eta_i^{k-1} (t) + \sum_{i=1}^{N} \left( \eta_i^k (0) \right)^T \Gamma_i^{-1} \eta_i^k (0).
\end{aligned}
$$

Substituting (18)–(23) into (17) yields

$$
\Delta V^k (t) \leq \int_{0}^{t} \left( \delta^{k} \right)^T (H \otimes (P A + A^T P - (2HCH \otimes P - H^T \otimes P^2)) \right) \delta^k d\tau + \left( \delta^{k} (0) \right)^T (H \otimes P) \delta^k (0) - \left( \delta^{k-1} (t) \right)^T (H \otimes P) \delta^{k-1} (t) \\
+ \sum_{i=1}^{N} \frac{1}{P_i} \left( \eta_i^k (0) \right)^2 - \left( \eta_i^k (0) \right)^2 \\
+ \sum_{i=1}^{N} (\mu_i^k (0))^T P H_i^k (0) - \sum_{i=1}^{N} (\mu_i^{k-1} (t))^T P H_i^{k-1} (t) + \sum_{i=1}^{N} \left( \eta_i^k (0) \right)^T \Gamma_i^{-1} \eta_i^k (0) - \sum_{i=1}^{N} \left( \eta_i^{k-1} (t) \right)^T \Gamma_i^{-1} \eta_i^{k-1} (t) \\
+ 2 \int_{0}^{t} \left( \delta^k \right)^T (H \otimes P) u_i^k d\tau - 2 \int_{0}^{t} \left( \delta^k \right)^T (H \otimes P) (1_N \otimes f(x_i)) d\tau - \sum_{i=1}^{N} \int_{0}^{t} \left( \eta_i^k \right)^T P e_i^k d\tau.
$$

Due to (8) and Property 1 in [20],
\[
2 \int_0^t \left( \delta^k \right)^T (H \otimes P) \delta^k \, dt - 2 \int_0^t \left( \delta^k \right)^T (H \otimes P) (1_N \otimes f(x_o) \, dt - 2 \sum_{i=1}^N \int_0^t \left( \eta_i^k \right)^T |P \epsilon_i^k| \, dt
\]
\[
= -2 \sum_{i=1}^N \int_0^t \left( \epsilon_i^k \right)^T P \epsilon_i^k \, dt + 2 \sum_{i=1}^N \int_0^t \left( \epsilon_i^k \right)^T P f(x_o) \, dt - 2 \sum_{i=1}^N \int_0^t \left( \eta_i^k \right)^T |P \epsilon_i^k| \, dt
\]
\[
\leq -2 \sum_{i=1}^N \int_0^t \left( \epsilon_i^k \right)^T P \epsilon_i^k \, dt + 2 \sum_{i=1}^N \int_0^t \left( \epsilon_i^k \right)^T P |\eta_i| \, dt - 2 \sum_{i=1}^N \int_0^t \left( \eta_i^k \right)^T |P \eta_i^k| \, dt
\]
\[
= 2 \sum_{i=1}^N \int_0^t \left[ \left( \epsilon_i^k \right)^T P \eta_i^k - \left( \epsilon_i^k \right)^T P \eta_i^k \tanh \left( \frac{\left( \epsilon_i^k \right)^T P \eta_i^k}{\Delta_{k+1}} \right) \right] \, dt \leq 2NT \epsilon \Delta_{k+1}.
\]

Therefore,

\[
\Delta V^k(t) \leq 2 \int_0^t \left( \delta^k \right)^T \left[ (H \otimes (PA + A^T P) - (2HCH \otimes P - H^2 \otimes P^2)) \right] \delta^k \, dt
\]
\[
+ \left( \delta^k(0) \right)^T (H \otimes P) \delta^k(0) - \left( \delta^{k-1}(t) \right)^T (H \otimes P) \delta^{k-1}(t) + \sum_{i=1}^N \frac{1}{\rho_i} \left( \left( \delta^k(0) \right)^2 - \left( \delta^{k-1}(t) \right)^2 \right)
\]
\[
+ \sum_{i=1}^N \left( \mu_i^k(0) \right)^T P \mu_i^k(0) - \sum_{i=1}^N \left( \mu_i^{k-1}(t) \right)^T P \mu_i^{k-1}(t)
\]
\[
+ \sum_{i=1}^N \left( \eta_i^k(0) \right)^T \Gamma_i^{-1} \eta_i^k(0) - \sum_{i=1}^N \left( \eta_i^{k-1}(t) \right)^T \Gamma_i^{-1} \eta_i^{k-1}(t) + 2N \epsilon \Delta_{k+1}.
\]

On account of the positiveness of \( H, C, \) and \( P, \) set \( \bar{\delta}^k = (F^T \otimes I_n) \delta^k \) and \( F \) is an orthogonal matrix:

\[
\Delta V^k \leq \sum_{i=1}^N \lambda_i(H) \int_0^t \left( \delta^k \right)^T \left[ (PA + A^T P) - 2(\min_{i \in \mathbb{N}} \lambda_{\min}(H) \lambda_{\min}(P) - \lambda_{\max}(H) \lambda_{\max}(P)) I \right] \delta^k \, dt + 2NT \epsilon \Delta_{k+1}
\]
\[
+ \left( \delta^k(0) \right)^T (H \otimes P) \delta^k(0) - \left( \delta^{k-1}(t) \right)^T (H \otimes P) \delta^{k-1}(t) + \sum_{i=1}^N \frac{1}{\rho_i} \left( \left( \delta^k(0) \right)^2 - \left( \delta^{k-1}(t) \right)^2 \right)
\]
\[
+ \sum_{i=1}^N \left( \mu_i^k(0) \right)^T P \mu_i^k(0) - \sum_{i=1}^N \left( \mu_i^{k-1}(t) \right)^T P \mu_i^{k-1}(t) + \sum_{i=1}^N \left( \eta_i^k(0) \right)^T \Gamma_i^{-1} \eta_i^k(0) - \sum_{i=1}^N \left( \eta_i^{k-1}(t) \right)^T \Gamma_i^{-1} \eta_i^{k-1}(t),
\]

where \( \lambda_i(H) > 0 \) shows the eigenvalue of \( H \) and \( c_{\min} = \min_{i \in \mathbb{N}} |c_i|. \) For the sufficient large constant \( c_{\min} > 0, \) the inequality \( PA + A^T P - 2(\min_{i \in \mathbb{N}} \lambda_{\min}(H) \lambda_{\min}(P) - \lambda_{\max} \lambda_{\max}(P)) \leq -\sigma I \) with \( \sigma > 0 \) always holds.

When \( t = T, \) it follows that

\[
\Delta V^k(T) \leq \sigma \lambda_{\min}(H) \sum_{i=1}^N \int_0^T \left( \delta^k \right)^T \delta^k \, dt + 2NT \epsilon \Delta_{k+1},
\]

which results in

\[
V^k(T) \leq V^{k-1}(T) + 2NT \epsilon \Delta_{k+1}.
\]
In the second place, let us prove boundednesses of signals involved. On the basis of the definition of $V^k$ results,

\[ V^k = \Delta V^k + V^{k-1} \leq -\sigma \lambda_{\text{min}} (H) \int_0^\tau (\delta_t^k)^T \delta_t^k \, dt + \left( (H \otimes P) \delta_t^k (0) - (\delta_t^{k-1})^T (H \otimes P) \delta_t^{k-1} \right) + \sum_{i=1}^N \frac{1}{m_i} \int_0^\tau (\delta_t^{k-1})^2 \, dt + \sum_{i=1}^N (\delta_t^{k-1})^T P_{\theta_i} (0) + \sum_{i=1}^N (\mu_i^k (0))^T P_{\mu_i} (0) - \sum_{i=1}^N (\mu_i^{k-1})^T P_{\mu_i}^{k-1} + \sum_{i=1}^N (\eta_i^{k-1})^T \Gamma_i^{k-1} \eta_i^{k-1} + \sum_{i=1}^N (\eta_i^k (0))^T \Gamma_i^0 \eta_i^k (0) - \sum_{i=1}^N (\eta_i^{k-1})^T \Gamma_i^{k-1} \eta_i^{k-1} + \sum_{i=1}^N \frac{1}{m_i} (\zeta_i^k (0))^2 + \sum_{i=1}^N \frac{1}{m_i} \left( (\zeta_i^k (0))^2 - (\zeta_i^{k-1})^2 \right) + 2N \tau \Delta_{k+1}. \]

That is,

\[ V^k \leq V^{k-1} (T) + 2NT \varepsilon \Delta_{k+1}. \]  

(31)

It can be obtained from (29) and (31) that

\[ V^k \leq V^{k-1} (T) + 2NT \varepsilon \Delta_k + 2NT \varepsilon \Delta_{k+1} \]

\[ \vdots \]

\[ \leq V^0 (T) + 2NT \varepsilon \sum_{i=2}^{k+1} \Delta_i. \]

As \( \lim_{k \to \infty} 2NT \varepsilon \sum_{i=2}^{k+1} \Delta_i \leq 4NT \varepsilon a \) [20], \( 2NT \varepsilon \sum_{i=2}^{k+1} \Delta_i \) is uniformly bounded, \( \forall k \in Z^+ \). Denote \( 2NT \varepsilon \sum_{i=2}^{k+1} \Delta_i \leq S \) with \( S > 0 \). Hence,

\[ \dot{V}^0 \leq (\delta^0)^T \left[ H \otimes (PA + A^T P) - 2HCH \otimes P - H^2 \otimes P^2 \right] \delta^0 + \sum_{i=1}^N \frac{1}{m_i} \theta_i^2 (t) + 2(\delta^0)^T (H \otimes P) \nu^0 - 2(\delta^0)^T (H \otimes P) (1_N \otimes f (x_0)) - 2 \sum_{i=1}^N (\eta_i^0)^T |Pe_i^0|, \]

(35)

where

\[ 2(\delta^0)^T (H \otimes P) \nu^0 - 2(\delta^0)^T (H \otimes P) (1_N \otimes f (x_0)) - 2 \sum_{i=1}^N (\eta_i^0)^T |Pe_i^0| d \tau \]

\[ \leq 2 \sum_{i=1}^N \left| (\nu_i^0)^T P_{\theta_i} (0) - (\theta_i^0)^T P_{\theta_i} (0) \tanh \left( \frac{(\nu_i^0)^T P_{\theta_i} (0)}{\Delta_1} \right) \right| \leq 2N \varepsilon a. \]

Thus,
\[
V^0 \leq -\sigma \lambda_{\text{min}}(H) \sum_{i=1}^{N} (\delta^k_i(t))^T \delta^k_i + \sum_{i=1}^{N} \frac{1}{m_i} \theta_i^2(t) + 2Nea \sum_{i=1}^{N} \frac{1}{m_i} \theta_i^2(t) + 2Nea.
\]

(37)

Since \( \theta_i(t) \) is continuous, the boundedness of it obtained [0, T]. Then,
\[
V^0 (t) \leq M'_0,
\]

(38)

\[
V^0 = |V^0(0)| + \int_0^t \left| V^0(\tau) \right| d\tau \leq (\delta^0(t))^T (H \otimes P) \delta^0(t) + \sum_{i=1}^{N} \frac{1}{c_i^0} + \sum_{i=1}^{N} \left( \mu_i^0(0) \right)^T \Pi_i \mu_i^0(0) + \sum_{i=1}^{N} \theta_i^2 \eta + TM'_0 < \infty.
\]

(39)

4. Formation Control of the MASs

The formation control of the MASs (1) is concerned here. If the followers and leader form a formation at a certain distance over [0, T], we can say that the formation control is achieved.

Let us define
\[
\delta_{\text{ij}}^k(t) = x_{\text{ij}}^k - \Delta,
\]

(42)

where \( \Delta \) is the expected formation vector for the \( i \)th follower relative to the leader.

The formation error is
\[
\delta_{\text{ij}}^k(t) = x_{\text{ij}}^k - x_{0j}(t).
\]

(43)

And, \( \delta_{\text{ij}}^k(t) \) is the same as \( \delta_{\text{ij}}^k(t) \) defined in (2), \( l = 2, 3, \ldots, n \).

Like that, the problem of formation can be reformulated as the consensus problem, i.e., \( \lim_{k \to \infty} \| \delta_{\text{ij}}^k \| = 0 \).

Simultaneously, the neighborhood formation errors are
\[
e_{\text{ij}}^k = \sum_{j=1}^{N} a_{ij} (x_{\text{ij}}^k - x_{\text{ij}}^k) + b_{ij} (x_{0j} - x_{\text{ij}}^k),
\]

(44)

Assumption 3. For each follower, \( x_{\text{ij}}^0(0) = x_{\text{ij}}^{0-1}(T), x_{\text{ij}}^k(0) = x_{\text{ij}}^{k-1}(T), i = 1, 2, \ldots, N \) and \( l = 2, 3, \ldots, n \); for the leader, \( x_{0j}(0) = x_{0j}(T) \). Then, it follows that \( \delta_{\text{ij}}^0(t) = \delta_{\text{ij}}^{0-1}(T) \).

Theorem 2. For the MASs with graph \( G \), under assumptions 1 and 3, N followers represented by (1) under the protocols (7)-(8) with learning-based updating laws (9)-(12) with the local neighborhood formation errors (44) can make the followers form the desired formation in the iteration domain on \( t \in [0, T] \). The variables involved are bounded.

5. Simulation

In this part, two examples are provided to validate the validity and practicability for the fully distributed learning protocol of this paper. As mentioned in [33], the LC
oscillator system can be considered as a MASs. Therefore, here, let us consider the MASs consisting of six followers as well as one leader. Figure 1 shows the communication graph.

Then, we have

\[
L = \begin{pmatrix}
3 & -1 & -1 & 0 & -1 & 0 \\
-1 & 2 & 0 & 0 & 0 & -1 \\
-1 & 0 & 2 & -1 & 0 & 0 \\
0 & 0 & -1 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 & 0 & 1
\end{pmatrix},
\]

\[
B = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

Figure 1: Topology graph (0 indicates the leader).

**Example 1.** Consider the MASs (1) with \( A = [0, 1; -1, 0] \), \( \theta_i(t) = \cos(2\pi t) \), \( \xi_i(t) = [(0.01 \sin x_{i1}^k)^3, (0.01 \sin (x_{i2}^k))^3]^T \), \( i = 1, 2, 3, 4, 5, 6 \). \( x_0(t) = [\sin(t), \cos(t)]^T \). In simulations, we choose \( a = 1 \times 10^4 \), \( T = 2\pi \); \([-25, 25]\) is the lower and upper bounds of the saturation function.

**Case 1.** Consensus of the MASs

The designed parameters are chosen as \( \varpi = 2 \):

- \( q_1 = 0.2 \),
- \( q_2 = 0.3 \),
- \( q_3 = 0.1 \),
- \( q_4 = 0.3 \),
- \( q_5 = 0.5 \),
- \( q_6 = 0.1 \),
- \( m_1 = 0.1 \),
- \( m_2 = 0.3 \),
- \( m_3 = 0.1 \),
- \( m_4 = 0.1 \),
- \( m_5 = 0.1 \),
- \( m_6 = 0.2 \),
- \( \rho_1 = \rho_2 = \rho_3 = \rho_4 = \rho_5 = \rho_6 = 0.1 \),
- \( \Gamma_1 = \text{diag}[0.2, 0.3] \),
- \( \Gamma_2 = \text{diag}[0.2, 0.4] \),
Figure 2: Consensus trajectories of six followers for Case 1 at 30th iteration.

Figure 3: Consensus errors of six followers for Case 1.
Figure 4: Responses of six followers for Case 1.
\(\Gamma_3 = \text{diag}[0.3, 0.2]\),
\(\Gamma_4 = \text{diag}[0.3, 0.2]\),
\(\Gamma_5 = \text{diag}[0.4, 0.2]\),
\(\Gamma_6 = \text{diag}[0.5, 0.3]\),
\(P = \text{diag}[1, 1]\),
\(c = 3\),
\(x_1(0) = [1, 2]^T, x_2(0) = [1, 1.5]^T, x_3(0) = [3, 1]^T, x_4(0) = [1.5, 2]^T, x_5(0) = [1, 1]^T, x_6(0) = [2, 3]^T,\)
\(\hat{\eta}_1^0(0) = [1, 2]^T, \hat{\eta}_2^0(0) = [2, 1]^T, \hat{\eta}_3^0(0) = [1, 1]^T, \hat{\eta}_4^0(0) = [1.5, 2]^T, \hat{\eta}_5^0(0) = [2, 1]^T, \hat{\eta}_6^0(0) = [1, 1.5]^T,\)
\(\mu_1^0(0) = [1, 2]^T, \mu_2^0(0) = [2, 1]^T, \mu_3^0(0) = [1, 1]^T, \mu_4^0(0) = [1.5, 2]^T, \mu_5^0(0) = [2, 1]^T, \mu_6^0(0) = [1, 1.5]^T.\)

After 30 cycles, Figures 2–4 show the simulation results. Even if the dynamic of the leader is unknown to each follower and there exit actuator saturations in the dynamic of system, it can be seen from Figures 2 and 3 that six followers can perfectly track the leader, and in Figure 4, it is evident the signals involved are bounded. The results fit into Theorem 1.

**Case 2.** Formation control of the MASs.

Select \(\Delta_1 = -0.1, \Delta_2 = -0.2, \Delta_3 = -0.3, \Delta_4 = -0.4,\)
\(\Delta_5 = -0.5, \Delta_6 = -0.6.\) Other values involved are the same as in Case 1.

Figures 5–7 depict the results of formation control for the MASs (1). From Figure 5, we know that the agents form the desired formation. Figure 6 shows that the errors converge to zero over \([0, 2\pi]\), and Figure 7 illustrates that the signals involved in the closed-loop system are bounded. The results obtained align with Theorem 2.

**Example 2.** In the LC oscillator system [33] with six follower oscillators and one leader oscillator, each LC oscillator is governed by

\[
\begin{align*}
\frac{dv(t)}{dt} &= \frac{1}{C}e(t), \\
\frac{dc(t)}{dt} &= -\frac{1}{L}v(t),
\end{align*}
\]
where \( L, C, c_i(t), \) and \( v_i(t) \) denote the inductance, capacitor, current, and voltage; \( i = 1, 2, \ldots, 6. \) Under the repetitive environment, we study the fully distributed adaptive ILC for the LC oscillator system (47); hence, the input is applied to each oscillator (47) and affected by actuator saturations. Furthermore, assume that the disturbances are time-varying linearly parameterized uncertainties \( \theta_i(t) \xi(x_i^k) \). Under these circumstances, system (47) is rewritten as

\[
x_i^k = \text{Ax}_i^k + \theta_i(t) \xi_i^k(x_i^k, t) + \text{sat}(u_i^k(t)),
\]

Figure 6: Formation errors of six followers for Case 2.

where \( A = \begin{bmatrix} 0 & 1/C \\ -1/L & 0 \end{bmatrix}, \quad x_i^k(t) = \begin{bmatrix} x_i^k(t) \\ x_i^0(t) \end{bmatrix} = \begin{bmatrix} v_i^k(t) \\ c_i^k(t) \end{bmatrix}, \)

\( \xi_i^k(x_i^k, t) = \begin{bmatrix} 5x_i^k \cos(x_i^k) \\ 3x_i^k \cos(x_i^k) \end{bmatrix}, \theta_i(t) = 0.1 \sin(2\pi t), \) and \( k \) is the iteration index. In addition, \( x_0(t) = [\sin(\pi t), \cos(\pi t)]^T. \)

Select \( a = 8 \times 10^6, T = 2, C = 1/2, \) and \( L = 1/4; \) the bounds of saturation functions are \([-35, 35]. \) The designed parameters are chosen as \( \bar{\omega} = 1.3: \)

\[
q_1 = q_2 = q_3 = q_4 = q_5 = q_6 = 1,
\]

\[
m_1 = m_2 = m_3 = m_4 = m_5 = m_6 = 2,
\]

\[
\rho_1 = \rho_2 = \rho_3 = \rho_4 = \rho_5 = \rho_6 = 1.5,
\]

\[
\Gamma_1 = \Gamma_2 = \Gamma_3 = \Gamma_4 = \Gamma_5 = \Gamma_6 = \text{diag}[1, 0.2],
\]

\[
P = \text{diag}[4, 5],
\]

\[
c = 3,
\]

\[
x_1(0) = x_2(0) = x_3(0) = x_4(0) = x_5(0) = x_6(0) = [-1, -1.5]^T,
\]

\[
\eta_1^0(0) = \eta_2^0(0) = \eta_3^0(0) = \eta_4^0(0) = \eta_5^0(0) = \eta_6^0(0) = [2, 3]^T,
\]

\[
\mu_1^0(0) = [1, 2]^T,
\]

\[
\mu_2^0(0) = [2, 1]^T,
\]
Figure 7: Responses of six followers for Case 2.
Figure 8: Consensus trajectories of six follower oscillators at 60th iteration.

Figure 9: Consensus errors of six follower oscillators.
Figure 10: Responses of six follower oscillators.
Figures 8–10 demonstrate the results of consensus control for 60 iterations, respectively. We can see that six follower oscillators can perfectly track the leader oscillator from Figures 8 and 9, even if each follower oscillator is without knowing the dynamic of the leader oscillator, and the signals involved are bounded. The results fit into Theorem 1.

6. Conclusions

We have solved the fully distributed learning coordination problem of a class of high-order nonlinear MASs by adaptive ILC in this study. With the help of algebraic graph theory, Barlat-like lemma, and Lyapunov theory, the perfect consensus tracking as well as the formation control problem has been resolved over [0, T]. At last, two examples testify the effectiveness and efficiency of the algorithm devised in the paper.

Data Availability

No data were used to support this study.

Disclosure

This article has been submitted as a pre-print.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This work was supported by the Innovation Fund Project of Gansu Provincial Department of Education (Grant No. 2021A-025), National Natural Science Foundation of China (Grant No. 61663024), and Hongliu First Class Discipline Development Project of Lanzhou University of Technology.

References

[1] J. Tsitsiklis, D. Bertsekas, and M. Athans, “Distributed asynchronous deterministic and stochastic gradient optimization algorithms,” IEEE Transactions on Automatic Control, vol. 31, no. 9, pp. 803–812, 1986.

[2] A. Jadbabaie, J. Jie Lin, and A. S. Morse, “Coordination of groups of mobile autonomous agents using nearest neighbor rules,” IEEE Transactions on Automatic Control, vol. 48, no. 6, pp. 988–1001, 2003.

[3] T. Han and W. X. Zheng, “Bipartite output consensus for heterogeneous multi-Agent systems via output regulation approach,” IEEE Transactions on Circuits and Systems II: Express Briefs, vol. 68, no. 1, pp. 281–285, 2021.

[4] X. Feng, Y. Yang, and D. Wei, “Adaptive fully distributed consensus for a class of heterogeneous nonlinear multi-agent systems,” Neurocomputing, vol. 428, pp. 12–18, 2021.

[5] M. Zhao, C. Peng, Q.-L. Han, and X.-M. Zhang, “Cluster consensus of multiagent systems with weighted antagonistic interactions,” IEEE Transactions on Cybernetics, vol. 51, no. 11, pp. 5609–5618, 2021.

[6] X. Ai and L. Wang, “Distributed fixed-time event-triggered consensus of linear multi-agent systems with input delay,” International Journal of Robust and Nonlinear Control, vol. 31, no. 7, pp. 2526–2545, 2021.

[7] S. Babenko, M. Defoort, and M. Djemai, “On the consensus tracking investigation for multi-agent systems on time scale via matrix-valued Lyapunov functions,” Automatica, vol. 97, pp. 316–326, 2018.

[8] M. Khalili, X. Zhang, Y. Cao, M. P. Marios, and P. Thomas, “Distributed adaptive fault-tolerant leader-following formation control of nonlinear uncertain second-order multi-agent systems,” International Journal of Robust and Nonlinear Control, vol. 28, no. 15, pp. 4287–4308, 2018.

[9] X. H. Ge, Q.-L. Han, and X.-M. Zhang, “Achieving cluster formation of multi-agent systems under aperiodic sampling and communication delays,” IEEE Transactions on Industrial Electronics, vol. 65, no. 4, pp. 3417–3426, 2018.

[10] A. Das and F. L. Lewis, “Distributed adaptive control for synchronization of unknown nonlinear networked systems,” Automatica, vol. 46, pp. 2014–2021, 2010.

[11] A. Das and F. L. Lewis, “Cooperative adaptive control for synchronization of second-order systems with unknown nonlinearities,” International Journal of Robust and Nonlinear Control, vol. 21, no. 13, pp. 1509–1524, 2011.

[12] H. Zhang and F. L. Lewis, “Adaptive cooperative tracking control of higher-order nonlinear systems with unknown dynamics,” Automatica, vol. 48, no. 7, pp. 1432–1439, 2012.

[13] Z. Li, W. Ren, and X. Liu, “Consensus of multi-agent systems with general linear and Lipschitz nonlinear dynamic using distributed adaptive protocols,” IEEE Transactions on Automatic Control, vol. 58, no. 7, pp. 1786–1791, 2013.

[14] Z. Li, W. Ren, X. Liu, and L. Xie, “Distributed consensus of linear multi-agent systems with adaptive dynamic protocols,” Automatica, vol. 49, no. 7, pp. 1986–1995, 2013.

[15] X. Mu, X. Xiao, K. Liu, and J. Zhang, “Leader-following consensus of multi-agent systems with jointly connected topology using distributed adaptive protocols,” Journal of the Franklin Institute, vol. 351, pp. 5399–5410, 2014.

[16] H. Li, Y. Zhu, J. Liu, and Y. Wang, “Consensus of second-order delayed nonlinear multi-agent systems via node-based distributed adaptive completely intermittent protocols,” Applied Mathematics and Computation, vol. 326, pp. 1–15, 2018.
[17] D. Ye and X. Yang, “Distributed event-triggered consensus for nonlinear multi-agent systems subject to cyber attacks,” *Information Sciences*, vol. 473, pp. 178–189, 2019.

[18] X. W. Li, Y. Tang, and H. R. Karimi, “Consensus of multi-agent systems via fully distributed event-triggered control,” *Automatica*, vol. 116, Article ID 108898, 2020.

[19] X. Y. Nan, Y. Z. Lv, and Z. S. Duan, “Fully distributed observer-based protocols for bipartite consensus of directed nonlinear multi-agent systems: a proportional-integral-gain perspective,” *International Journal of Robust and Nonlinear Control*, 2021.

[20] J. S. Li and J. M. Li, “Coordination control of multi-agent systems with second-order nonlinear dynamics using fully distributed adaptive iterative learning,” *Journal of the Franklin Institute*, vol. 352, pp. 2441–2463, 2015.

[21] J. S. Li and J. M. Li, “Distributed adaptive fuzzy iterative learning control of coordination problems for higher order multi-agent systems,” *International Journal of Systems Science*, vol. 47, no. 10, pp. 2318–2329, 2016.

[22] J. S. Li, S. Y. Liu, and J. M. Li, “Observer-based distributed adaptive iterative learning control for linear multi-agent systems,” *International Journal of Systems Science*, vol. 48, no. 14, pp. 2948–2955, 2017.

[23] X. F. Deng and X. X. Sun, “Distributed adaptive iterative learning control for the consensus tracking of heterogeneous nonlinear multi-agent systems,” *Transactions of the Institute of Measurement and Control*, vol. 42, no. 13, pp. 2948–2955, 2020.

[24] Y. C. Wang, H. F. Li, X. J. Qiu, and X. Xie, “Consensus tracking for nonlinear multi-agent systems with unknown disturbance by using model free adaptive iterative learning control,” *Applied Mathematics and Computation*, vol. 365, Article ID 124701, 2020.

[25] Y. Y. Yin, Y. Shi, F. Liu, and K. L. Teo, “Second-order consensus for heterogeneous multi-agent systems with input constraints,” *Neurocomputing*, vol. 351, pp. 43–50, 2019.

[26] L. Cao, H. Y. Li, and G. W. Dong, “Event-triggered control for multi-agent systems with sensor faults and input saturation,” *IEEE Transactions on Systems, Man, and Cybernetics: Systems*, vol. 51, no. 6, pp. 3855–3866, 2020.

[27] L. Cao, H. Li, G. Dong, and R. Lu, “Event-triggered control for multi-agent systems with sensor faults and input saturation,” *IEEE Transactions on Neural Networks and Learning Systems*, vol. 31, no. 11, pp. 4946–4955, 2020.

[28] M. Y. Lu, J. Wu, X. S. Zhan, T. Han, and H. Yan, “Consensus of second-order heterogeneous multi-agent systems with and without input saturation,” *ISA Transactions*, 2021.

[29] B. H. Wang, W. S. Chen, and J. C. Wang, “Semiglobal tracking cooperative control for multi-agent systems with input saturation: a multiple saturation levels framework consensus of second-order heterogeneous multi-agent systems with and without input saturation,” *IEEE Transactions on Automatic Control*, vol. 66, no. 3, pp. 1215–1222, 2021.

[30] X. F. Deng, X. X. Sun, S. G. Liu, and B. Zhang, “Leader-following consensus for second-order nonlinear multiagent systems with input saturation via distributed adaptive neural network iterative learning control,” *Complexity*, vol. 2019, Article ID 9858504, 13 pages, 2019.

[31] N. N. Yang and J. M. Li, “Fully distributed coordination learning control of second-order nonlinear multi-agent systems with input saturation,” *Asian Journal of Control*, vol. 23, no. 4, pp. 1748–1761, 2020.

[32] B. Y. Liu, Z. Z. Zhang, and L. C. Wang, “Iterative learning tracking control of nonlinear multi-agent systems with input saturation,” *Complexity*, no. 1, pp. 1–13, 2021.

[33] C. Shi and G. Yang, “Robust consensus control for a class of multi-agent systems via distributed PID algorithm and weighted edge dynamics,” *Applied Mathematics and Computation*, vol. 316, pp. 73–88, 2018.