Pulsars Do Not Produce Sharp Features in the Cosmic-Ray Electron and Positron Spectra
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Pulsars are considered to be the leading explanation for the excess in cosmic-ray positrons. A notable feature of standard pulsar models is the sharp spectral cutoff produced by the increasingly efficient cooling of very-high-energy electrons by synchrotron and inverse-Compton processes. This spectral break has been used to argue that many pulsars contribute to the positron flux and that spectral features cannot distinguish between dark matter and pulsar models. We prove that this feature does not exist — it appears due to approximations that treat inverse-Compton scattering as a continuous, instead of as a discrete and catastrophic, energy-loss process. Astrophysical sources do not produce sharp spectral features via cooling, reopening the possibility that such a feature would provide evidence for dark matter.

I. INTRODUCTION

Observations by PAMELA \cite{1} and AMS-02 \cite{2–4} have provided clear evidence for a rise in the positron fraction at energies above \(\sim 10\) GeV. This excess has most commonly been interpreted as either evidence of dark matter (e.g., \cite{5}) or the production of electron and positron pairs (e\(^+\)e\(^−\), hereafter, electrons) by energetic pulsars \cite{6,7}. Over the last five years, TeV halo observations have shown that pulsars efficiently convert a large fraction of their spin-down power into energetic electrons, providing credence to the pulsar explanation \cite{8–12}. TeV halo observations also have intriguing effects for our understanding of diffusion throughout the Milky Way \cite{13}.

In addition to energetic arguments, the positron spectrum has long been discussed (even before PAMELA) as a discriminant of the underlying mechanism. Dark matter models generally include sharp spectral “lines” at an energy corresponding to the dark matter mass \cite{14}. However, pulsar models include their own sharp spectral feature located at an energy determined by the pulsar age and the energy-loss rate of very high-energy electrons \cite{15}. These features are similar, and models for the PAMELA and AMS-02 data have discussed the difficulty in using spectral features to constrain their dark matter or pulsar origin \cite{16–19}, a topic which was revived after DAMPE observations \cite{20} of a potential 1.4 TeV electron spectral bump \cite{21–25}.

As \(\gamma\)-ray data have begun to prefer the pulsar interpretation \cite{8,10,26}, studies have focused on whether the excess is dominated by a few nearby pulsars or a large ensemble of systems \cite{6–8,19,27,28}. Spectral considerations again play an important role. Models predict that every pulsar will produce a spectral cutoff at an energy corresponding to the pulsar age. The detectability of this feature depends on its fractional contribution to the positron flux. Because AMS-02 does not find any sharp spectral features, models tend to prefer scenarios where many pulsars contribute to the excess \cite{29–33}.

The reason for this spectral feature is straightforward. Young pulsars spin down quickly, injecting most of their electrons in a few thousand years. These electrons cool rapidly through synchrotron and inverse-Compton scattering (ICS).

Critically, both processes cool electrons at a rate that is proportional to the square of the electron energy. Thus, the highest energy electrons all cool to almost the same critical energy regardless of their initial energy. Because the electrons are born at about the same time and travel through the same magnetic and interstellar radiation fields, they bunch up at a specific energy, above which there is a sharp cutoff.

However, this explanation depends on an incorrect simplification. It assumes that ICS is a continuous process where numerous interactions each remove infinitesimal energy from the electron. Instead, the ICS of high-energy electrons is a catastrophic process, where individual interactions remove a large fraction (\(\sim 10–100\%\)) of the electron energy.

In this paper, we prove that when the stochasticity of ICS is correctly modeled, pulsars do not produce a sharp feature in the local cosmic-ray spectrum. Using a detailed Monte Carlo, we find that ICS energy losses typically produce a distribution of electron energies that are dispersed by \(\sim 50\%\) around the standard “critical value”, washing out the sharp spectral effect (see Figure 1). Importantly, this result does not apply to dark matter models, where the spectral feature is instead directly
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FIG. 1. The total electron spectrum integrated over all distances from a 342 kyr old pulsar (e.g., Geminga), obtained by the standard analytic approximation (blue), compared to our exact stochastic ICS model (orange). The sharp spectral feature at \(\sim 0.88\) TeV is washed out, while the low and high energy behavior remains the same. Error bars are statistical due to the low-number of high-energy counts.
produced in the annihilation event. Thus, our results have significant implications for our ability to differentiate dark matter and pulsar contributions to the positron flux.

II. MODELING

A. Standard Pulsar Models

Most pulsar studies use similar approaches, which we detail in Appendix A. Here, we review three points that are relevant for our results. The first is that most electrons are accelerated when the pulsar is young. The electron luminosity traces the pulsar spin-down power as:

\[ L(t) = \eta L_0 \left(1 + \frac{t}{\tau}\right)^{-2} \]  
(1)

where \( L_0 \) is the initial luminosity, \( \eta \) is a conversion efficiency, and \( \tau \) is a timescale, which theory and data show to be \( O(10 \text{ kyr}) \). This is short compared to the electron diffusion and cooling timescales, meaning that pulsars inject a significant fraction of their total electron energy before the electrons cool considerably.

The second point is that the electron injection spectrum is hard and continues to very high energies. Standard models use an injection spectrum:

\[ \frac{dN}{dE} = Q(t) E^{-\alpha} e^{-E/E_{\text{cut}}} \]  
(2)

where \( Q(t) \) is a normalization related to \( L(t) \). Best-fit values for \( \alpha \) span 1.5 – 2.2 [8, 9, 34], with \( E_{\text{cut}} \) between 0.01 – 1 PeV, though see Refs. [35, 36] for more detailed models. This means that most of the electron power is injected far above the GeV-scales where the local electron flux is best-measured.

The third point is that the energy-loss rate for high-energy electrons gets faster at higher energies, with a form:

\[ \frac{dE}{dt} = -\frac{4}{3} \sigma_T c \left( \frac{E}{m_e} \right)^2 \rho_B + \sum_i \rho_i(\nu_i) S(E, \nu_i) \]  
(3)

where \( \sigma_T \) is the Thomson cross section, \( E \) and \( m_e \) are the electron energy and mass, \( \rho_B \) is the magnetic field energy density, and \( \rho_i \) are the energy densities of interstellar radiation field (ISRF) components with energies \( \nu_i \). \( S(E, \nu_i) \) accounts for the Klein-Nishina suppression of the ICS cross-section [37]. For a magnetic field \( B \sim 3 \mu G = 0.22 \text{ eV cm}^{-3} \) and ISRF of 1 eV cm\(^{-3}\) this timescale is:

\[ t_{\text{loss}} \approx 320 \text{ kyr} \left( \frac{E}{1 \text{ TeV}} \right)^{-1} \left( \frac{\rho_{\text{tot}} S_{\text{eff}}(E)}{1 \text{ eV cm}^{-3}} \right) \]  
(4)

Finally, these terms are integrated into a diffusion equation, which determines the time-dependent electron flux that propagates from a pulsar to Earth.

Eqns. (1 – 4) show how pulsars produce a spectral feature. The pulsar produces very-high-energy electrons in a \( \delta \)-function-like burst. The most energetic electrons cool more quickly than lower-energy electrons, producing a spectrum that “bunches up” at a critical energy, \( E_c \). This critical energy decreases with pulsar age, but is between 100 – 1000 GeV for the pulsars that are most critical to the AMS-02 observations. This result is generic to any pulsar model that uses Eqn. (3) to calculate ICS cooling.

B. The Stochasticity of Inverse-Compton Scattering

The problem with this approach stems from Eqn. (3), which calculates the average energy that an electron loses over a period of time, but does not account for the dispersion in these losses. Eqn. (3) treats energy losses as continuous, when they, in fact, stem from a finite number of interactions between an electron and ambient magnetic and radiation fields.

For synchrotron radiation, the difference is negligible. The critical energy for synchrotron radiation is given by:

\[ \nu_c = \frac{3\gamma^2 eB}{4\pi m_e c} = 0.06 \left( \frac{B}{1 \mu \text{G}} \right) \left( \frac{E}{1 \text{ TeV}} \right)^2 \text{ eV} \]  
(5)

Thus, the energy loss from each interaction is small, as is the relative variance in the number of interactions (\( 1/\sqrt{n} \)).

For ICS, however, individual interactions are important. The ICS differential cross-section was originally computed in Ref. [37, 38], and is reported here from Ref [39]:

\[ \frac{d^2\sigma(E_{\gamma}, \theta)}{d\Omega dE_{\gamma}} = \frac{r_0^2}{2\nu_i E_{\gamma}^2} \times \left[ 1 + \frac{z^2}{2(1-z)} - \frac{2z}{b_0(1-z)} + \frac{2z^2}{b_0^2(1-z)^2} \right] \]  
(6)

where \( E_{\gamma} \) is the final \( \gamma \)-ray energy, \( \nu_i \) and \( E \) are the initial energies of the photon and electron and \( \theta \) is the angle between them, and \( r_0 \) is the classical electron radius. The parameter \( z \equiv E_{\gamma}/E \) and \( b_0 \equiv 2(1-\cos \theta)\nu_i E \). At low energies (Thomson regime), only the first term is non-zero, the cross-section is \( \sigma_T = 6.6 \times 10^{-25} \text{ cm}^2 \), and the relevant energy scales for this process are approximately:

\[ E_{\gamma,c} = \frac{4}{3} \gamma^2 \nu_i \]  
(7)

At high energies (Klein-Nishina regime) the critical energy, i.e., the average energy lost, exceeds the electron energy (which is kinematically forbidden), suppressing the cross-section and producing \( \gamma \)-rays with energies just below the electron energy.
Thus, even for scatterings with typical CMB photons ($\nu_1 \sim 10^{-5}$ eV), an electron with an initial energy of 1 TeV loses 5 GeV, a 10 TeV electron loses 500 GeV, and a 100 TeV electron loses 50 TeV. Energy losses for infrared ($\nu_2 \sim 10^{-2}$ eV), optical ($\nu_2 \sim 1$ eV), and UV ($\nu_2 \sim 10$ eV), are even higher, and can fall well into the Klein-Nishina range.

C. Interstellar Radiation Field Model

We model the interstellar radiation field (ISRF) based on four components: the cosmic-microwave background (energy density $u = 0.26$ eV/cm$^3$, temperature $T = 2.7$ K), infrared ($u = 0.60$ eV/cm$^3$, $T = 20$ K), optical ($u = 0.60$ eV/cm$^3$, $T = 5000$ K) and ultra-violet ($u = 0.10$ eV/cm$^3$, $T = 20000$ K) [8]. From this, we compute the photon number density in 560 logarithmic bins spanning from $10^{-5} - 200$ eV following a blackbody spectrum, and use Monte Carlo techniques to select target photons from this distribution.

D. Geminga as a Template

In our default analysis, we choose model parameters consistent with values for Geminga, a nearby (~250 pc), middle-aged (~342 kyr) pulsar [40]. We set the electron injection index $\alpha = 1.9$ and energy cutoff $E_{\text{cut}} = 100$ TeV [8], normalized to the total energy output of Geminga $E_{\text{tot}} \approx 9.8 \times 10^{50}$ GeV, and an efficiency of converting spin-down power into $e^+\bar{e}^-$ pairs of $\eta = 0.1$. We adopt a time-dependent luminosity following Eqn. (1), with a spin-down timescale of 9.1 kyr [8]. This last parameter may vary significantly between pulsars [24, 32]. We note that our analysis and results apply to any young and middle-aged pulsar, and only choose Geminga as an example here.

E. Numerical Setup

We use a Monte Carlo approach to account for the variance of ICS energy losses. The electron energy is calculated explicitly in time as follows: (1) we begin with an electron formed at a time $t$ after pulsar formation and initial energy $E_0$, (2) we evolve the system in time, choosing a time step small enough that synchrotron losses (assuming a magnetic field strength of 3 $\mu$G) and the probability of having two ICS events are negligible, (3) based on the electron energy and photon density, we randomly pick whether an ICS event happens or not, and if so calculate the initial and final photon energy, (4) we recompute the electron energy and repeat this process up to the current pulsar age.

To produce an accurate model, we inject ~30,000 electrons with an initial energy distribution following Eqn. 2 and time-evolution from Eqn. 1. We include electrons from 100 GeV to 1000 TeV in 5000 logarithmic bins. We bin the final electron energies into 30 logarithmic bins between 100 GeV and 10 TeV. We generate several alternative datasets for parameter space tests described in Appendices B and C.

We compare our stochastic method to an analytic calculation that produces a sharp spectral cutoff. We use Eqn. A4, which gives the differential flux for electrons injected a time $t' = 342$ kyr $- t$ ago for a pulsar at distance $d$ from Earth with an injection spectrum following Equation 2 with 320 logarithmic bins between 100 GeV and 1000 TeV. To model electrons injection continuously over time, we sum the results for single $\delta$-function injections for $t' = 0 - 342$ kyr and normalize the flux in each time step following Eqn. 1.

Only a small fraction of electrons produced by the pulsar
reach Earth. Our stochastic model does not include diffusion and provides the total electron power from the pulsar. To compare this with the analytic calculation, which gives the electron flux at radius $r$, we integrate the analytic flux over all space. In order to compare our results to an observed electron spectrum, one would need to take diffusion into account to obtain the spectrum at Earth. We stress that this approach does not affect our qualitative results, as the spectral feature depends on cooling, not diffusion. We discuss diffusion further in Appendix D.

III. RESULTS

Figure 2 shows the fundamental process that disperses the final electron energy. Starting with electrons at an initial energy of 10 TeV, we show the average energy lost per ICS event and the final energy at 342 kyr. On average, each ICS event removes $\sim 55$ GeV from an electron, indicating that stochastic variations in the number and strength of ICS events lead to detectable dispersion in the electron energy. For these initial conditions, the dispersion is $872 \pm 145$ GeV, where we note that 872 GeV represents the average energy of the electron population, and 145 GeV represents the dispersion in the energies of single electrons around this average.

Figure 3 shows the time-evolution of the electron energy from Figure 2. The initial dispersion is small because most electrons have not yet had an ICS event. However, the dispersion increases quickly. At 5 Myr, the electron energies are spread between 42 – 62 GeV at $1\sigma$ and 32 – 72 GeV at $2\sigma$. We note that the average final energy in our stochastic model is 52 GeV, which is essentially equivalent to the 53 GeV final energy in the analytic case.

Combining these features, we show our main result in Figure 1. The standard analytic approximation has three features: (1) a sharply rising electron spectrum at low energies, where the electrons are not cooled and maintain their injection spectrum, (2) a steep drop at a critical energy that corresponds to the efficient cooling of higher-energy electrons produced near $t = 0$, and (3) a softer high-energy spectrum produced by cooled electrons emitted at later times.

Our exact solution includes the first and third features, because the average ICS cooling is correct in the analytic approximation. However, the sharp spectral feature is smoothed out by the different energy losses experienced by individual electrons. Notably, this effect is much larger than the energy resolution of current cosmic-ray experiments such as AMS-02, CALET and DAMPE [2, 20, 41].

A. Discussion

We have shown that the standard analytic approximation for ICS cooling (Eqn. 3) induces an erroneous spectral feature in the local electron and positron fluxes. A proper treatment accounting for the stochasticity of ICS does not produce this feature. Physically, this stems from the fact that electrons only interact with a small random sample of the photon field, cooling to an energy that is described by a probability distribution function rather than an exact value.

We stress that while this stochastic effect is most pronounced at high energies, it is not physically related to the kinematic effects of Klein-Nishina suppression, but is purely due to the statistics of ICS interactions. This fact is clearest in Figure 3, where we see that the significant dispersion in the final electron energies continues to nearly $\sim 50$ GeV at 5 Myr, far lower than the standard Klein-Nishina range.

Our results are applicable to more diverse phenomena than the positron excess. ICS cooling cannot produce spectral features, owing to its inherent stochasticity. Our results hold for any system where particles are stochastically cooled, including e.g., supernova models of the electron and positron fluxes [23]. Similar effects stemming from catastrophic energy loss processes have been discussed in the case of $p\gamma$ interactions [42] and secondary antiproton production [43].

Interestingly, a peaked local electron spectrum is possible if cooling were dominated by synchrotron, rather than ICS – making a spectral peak a diagnostic for the energy loss process. However, for local studies, this is an academic concern. Any source close enough to contribute to the electron flux that had sufficient synchrotron cooling to dominate ICS losses would have already been detected in radio data.

B. Effect on Pulsar Models

Our results have significant implications for pulsar models of the positron excess. Early studies realized that the number of pulsars that contribute to the excess is energy-dependent [6], due to the fact that the energy-dependence of diffusion ($D \propto E^\delta$ with $\delta \sim 0.4$ [44]) is weaker than the $E^{-1}$ energy-loss timescale for synchrotron and ICS. This means that low-energy electrons can travel farther from pulsars before cooling. This was examined quantitatively in Ref. [33, 45], and is not affected by our result.

Several recent studies have produced detailed models of Milky Way pulsars to determine the characteristics of systems that contribute to the positron flux [29, 31–33, 46]. Because these models produce $\chi^2$ fits to AMS-02 (and also DAMPE and CALET) data over a large energy range, they quantitatively constrain spectral features from individual pulsars. Because the observed electron and positron spectra are smooth, these studies tend to rule out models where a few young pulsars would produce large spectral features.

We note that each of these models have many free parameters, and treat systematic errors differently. Thus, it is difficult to determine how the ICS approximation affects each. However, any study that uses an analytic ICS model will produce artificially strong constraints on the contribution from nearby pulsars with ages between $\sim 100$–1000 kyr, because such systems would produce spectral features between 100–1000 GeV that have not been observed. This constraint is weaker at lower energies because a larger number of pulsars contributes to the excess, and weaker at higher energies be-
cause of the larger uncertainties in cosmic-ray data.

These constraints are in modest tension with TeV halo data, which show that Geminga and Monogem (among others) are powerful electron accelerators. Studies have discussed several effects that could be invoked in standard ICS models to decrease their spectral bumps, including: (1) inhomogeneities in energy-losses [16] or diffusion [47] that may affect the uniformity of the electron flux reaching Earth, (2) the effective trapping and cooling of young electrons within the pulsar wind nebulae [46, 48], (3) changes to the pulsar spin-down timescale which increase the fraction of electrons that are accelerated at late times [33], or (4) the energetic dominance by an extremely young pulsar with a spectral bump above the energy of current data [32]. Our models do not necessarily reject such ideas but they do diminish the need for such models. However, it is possible that the spectral feature would be even more smoothed out by these possible effects.

To be clear, our results show that pulsars do not produce sharp spectral features – a result which is based only on known particle physics. Our results re-open the possibility that only a small number of pulsars produce the positron excess at high-energies. Additionally, our analysis indicates that current (or even future [49]) studies of the electron and positron fluxes will not find sharp spectral features that can be used to constrain the age or proximity of nearby sources.

C. Effect on Dark Matter Searches

Dark matter particles that annihilate into $e^+e^-$ pairs or other lepton states are predicted to produce features in the cosmic-ray positron spectrum. This dark matter contribution would be subdominant, rather than accounting for the majority of the positron excess, and includes a sharp cutoff corresponding to the mass of the dark matter particle [14]. This spectral cutoff is intrinsic to the electron production process (and not caused by cooling). Our results do not affect this conclusion.

Excitingly, our analysis indicates that there is no standard astrophysical mechanism capable of producing a sharp feature in the local electron spectrum. The detection of such a feature, in this case, would serve as incontrovertible evidence of dark matter annihilation, or another novel physics process.

D. Diffusion

For clarity, this paper focuses on cooling and ignores diffusion. Of course, to compare our results with an observed positron flux taken at the specific solar position, one would need to directly model the diffusion of cosmic-rays from Geminga to Earth. However, we note that diffusion cannot “re-create” a spectral peak for two reasons: (1) the energy-dependence of diffusion is monotonic. To create a feature, the diffusion coefficient would need a sharp “spike” at a specific energy, (2) any such spike would affect all cosmic rays at a given rigidity, producing a sharp feature in all cosmic ray data that is ruled out. We provide more details in Appendix D.
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Appendix A: Cosmic-Ray Electron Acceleration and Propagation

The most common treatment of electron acceleration, propagation, and cooling in pulsars is as follows. The pulsar is born at time $t=0$ (matching the supernova) and immediately begins to inject $e^+e^-$ pairs with a flux that is proportional to its spin-down power. The spin-down power is calculated using a simple model where the pulsar is treated as a mis-aligned rotating dipole, with a luminosity:

$$L(t) = \eta L_0 \left(1 + \frac{t}{\tau}\right)^{-(n+1)/(n-1)} \quad (A1)$$

where $L_0$ is the power at time $t=0$ and is normalized to the pulsar kinetic energy, $n$ is the breaking index, which is usually set to 3, $\eta$ is an efficiency parameter, which is typically assumed to be constant with a typical range of 0.01–1 (though see [46, 48]), and $\tau$ sets the energy loss timescale, which can be calculated in the dipole model as:

$$\tau = \frac{3e^3 I F_0^2}{4\pi^2 B^2 R_0^6} \quad (A2)$$

The specific value for $\tau$ can change significantly depending on the initial period and magnetic field strength of individual pulsars [24, 32, 50]. Here, we adopt $\tau = 9.1$ kyr, as calculated by Ref. [8] for the Geminga pulsar. Because this time scale is short compared to the ~100 kyr age of pulsars that contribute to the positron excess, some studies (e.g. Refs [7, 33]), further simplify the modeling by assuming that pulsars instantaneously inject all their energy at time $t = 0$.

The pulsar spectrum is typically modeled as a power-law with an exponential cutoff. However, the actual mechanism producing this acceleration is unclear, as there are two possibilities. The first is direct $e^\pm$ pair production and acceleration at the pulsar magnetosphere, a process which may be either efficient or inefficient depending on the pulsar magnetosphere model, and which can continue to energies well above 1 TeV [51, 52]. The second option is that the electrons
are originally produced in the pulsar-magnetosphere, but are then re-accelerated (and their spectrum is reset) as they transit through the termination shock of the surrounding pulsar wind nebula [53–55]. Future observations of systems that do not include pulsar wind nebulae (e.g., milisecond-pulsars) could potentially distinguish these possibilities [56, 57].

In either case, the electron pairs diffuse away from the pulsar/pulsar wind nebula, following a process that is typically treated using the diffusion/convolution equation of the form:

\[
\frac{\partial}{\partial t} \frac{d\psi}{dE} (E, r, t) = \nabla \cdot \left[ D(E) \nabla \frac{d\psi}{dE} - v_c \frac{d\psi}{dE} \right] + \frac{d}{dE} \left[ \frac{d\psi}{dE} \cdot \frac{d}{dt} \frac{d\psi}{dE} \right] + \delta(r) Q_0 (r, t, E) \tag{A3}
\]

where \( D(E) \) is the diffusion coefficient, which is typically normalized to fit cosmic-ray secondary-to-primary ratios, with a typical energy dependence \( D(E) \propto E^\alpha \) with \( \alpha \) in the range 0.33 – 0.5 [44], \( v_c \) is a convection term which we will set to 0 in this study, the energy derivative accounts for energy losses due to synchrotron and ICS, and finally \( Q_0 \) is the source term, which is a spectrum-dependent normalization constant that is set such that the integral of the pulsar emission matches the pulsar luminosity from Eq. A1.

While this transport equation must typically be solved numerically, there is a commonly-employed analytic formula in the case that the cosmic-ray injection rate is a delta-function in time, which is given by:

\[
\frac{dN}{dE} = \frac{Q(E)}{\pi^{3/2} d^3} (1 - bt' E)^{(\alpha - 2)} \left( \frac{d}{D_{\text{diff}}} \right)^3 e^{-(d/D_{\text{diff}})^2} \tag{A4}
\]

where \( d \) is the distance from the pulsar to Earth, \( t' \) is the time since electron injection (e.g., 342 yr - t) and \( D_{\text{diff}} \) is:

\[
D_{\text{diff}} (E_e, t') \approx 2 \sqrt{D (E_e) t' \frac{1 - (1 - E_e/E_{\text{max}})^{1-\delta}}{(1 - \delta) E_e/E_{\text{max}}}}. \tag{A5}
\]

\( E_{\text{max}} \) is the maximum energy that can be lost due to conversation of energy, given by \( E_{\text{max}} \approx 1/(bt) \), and \( D (E_e) \) is the diffusion coefficient for a specific electron energy given by:

\[
D (E_e) = D_0 \times \left( \frac{E_e}{1 \text{ GeV}} \right)^\delta, \tag{A6}
\]

where we take \( D_0 = 2 \times 10^{28} \text{ cm}^2/\text{s} \) at an electron energy of 1 GeV and a diffusion spectral index of \( \delta = 0.4 \) [8].

Following Equation 3, the energy loss rate is typically written as a continuous process, which is given by:

\[
\frac{dE}{dt} = -b (E) \times \left( \frac{E}{1 \text{ GeV}} \right)^2, \tag{A7}
\]

where \( b \) is typically calculated as:

\[
b (E) \approx 2 \times 10^{-6} \times \left( \sum_i \frac{\rho_i eV/cm^2}{S_i (E) + \rho_{\text{mag}} \frac{B}{3 \mu G}^2} \right)^2 \text{GeV/s}. \tag{A8}
\]

though we note that there are more accurate analytic prescriptions in the literature which take into account the energy-dependence of \( b \) [58]. In particular, this cross-section is inhibited at high-energies due to Klein-Nishina suppression, which decreases the incidence angles over which a photon and electron have a high-interaction probability. Studies have either used an exact calculation of the Klein-Nishina suppression [37], or utilized a simplified suppression factor \( S(E) \) first calculated in [59]. Throughout this paper, we utilize the exact solution for the Klein-Nishina suppression calculated at each \( \gamma \)-ray and initial photon energy, following Ref. [37] and given by:

\[
\frac{dE}{dt} = \frac{12 \sigma_T E^2}{m_e c^2} \int_0^\infty J (\Gamma) \mu n (\nu) d\nu, \tag{A9}
\]

where \( \sigma_T \) is the Thomson cross section, \( \nu \) is the energy of the ISRF photons and \( n (\nu) \) represents their energy spectrum (in \( 1/(eV \text{ cm}^3) \), \( \Gamma = 4\nu / (m_e c^2) \) and \( q = \nu / (\Gamma (\gamma m_e c^2 - \nu_s)) \) takes into account the final \( \gamma \)-ray energy \( \nu_s \), and \( J (\Gamma) \) is in integral given by:

\[
J (\Gamma) = \int_0^1 q G (q, \Gamma) (1 + \Gamma q)^3 dq, \tag{A10}
\]

While we utilize the exact solution for the Klein-Nishina cross-section, we stress that the difference between the approximate and exact solutions for Klein-Nishina suppression is not relevant for our study – because both are calculated within the continuous energy-loss formalism. Any method utilizing Equation 3 will incorrectly induce an electron spectral peak regardless of whether an exact or approximate model for the Klein-Nishina effect is employed.

The effect of ICS cooling depends sensitively on the model for the ISRF. There are many possibilities, including full spectral models based on multidimensional observations as well as approximate models that bin the ISRF into a few major components with specified energies. In this study, we take the temperatures \( T_{\text{UV}} = 20 \times 10^{3} \text{ K} \), \( T_{\text{optical}} = 5 \times 10^{3} \text{ K} \), \( T_{\text{IR}} = 20 \text{ K} \) and \( T_{\text{CMB}} = 2.7 \text{ K} \), and the energy densities \( \rho_{\text{UV}} = 0.1 \text{ eV/cm}^3 \), \( \rho_{\text{optical}} = 0.6 \text{ eV/cm}^3 \), \( \rho_{\text{IR}} = 0.6 \text{ eV/cm}^3 \), \( \rho_{\text{CMB}} = 0.26 \text{ eV/cm}^3 \), \( \rho_{\text{mag}} = 0.224 \text{ eV/cm}^3 \) (corresponding to a magnetic field strength of \( B = 3 \mu G \)) [8]. We again stress that differences between these approaches are not responsible for the feature we identify in the main text.

Figure 4 shows the energy losses for the analytic approximation over 1 Myr for electrons with different initial energies. Electrons with high energies cool faster than electrons with low energies, and over time cool down to similar energies. After 1 Myr, the electrons with initial energies between
FIG. 4. The evolution of the electron energy over 1 Myr in the standard analytic approximation for electrons with different initial energies (1 TeV (blue), 10 TeV (orange), 100 TeV (green) and 1000 TeV (red)). Electrons with higher initial energies cool more rapidly than lower energy electrons, causing the electrons to cool down to similar energies over time, producing a spectral feature.

10 and 1000 TeV have roughly cooled to the same energy, 0.42 TeV. The fact that a larger fraction of initial lines converge at later times drives the fact that models of pulsar contributions provide increasingly peaky spectral features for older pulsars.

Appendix B: Further Analysis of Stochastic Inverse-Compton Scattering

Figures 5–7 show several additional plots depicting the distribution of interactions that our electron population undergoes while interacting with the ISRF. These results correspond to the simulations produced in Figures 2 and 3 of the main text, meaning that they simulate 1000 electrons with an initial energy of 10 TeV and produce results for a simulation that lasts 342 kyr, corresponding to the age of Geminga.

In Figure 5, the final electron energy is shown compared to the maximum energy loss an electron has experienced in an ICS interaction. The maximum energy loss for each individual electron lies between approximately 600 to 1700 GeV, which is a significant fraction of the total electron energy. Over 342 kyr, these electrons undergo relatively few ICS interactions, typically 90 – 130 interactions, as shown in Figure 6 for the final electron energy against the number of ICS interactions per electron. The large spread in the energy loss per ICS interactions and the large variation in the number of interactions results in the large spread of final electron energies. Finally, Figure 7 shows the average energy loss per ICS interaction compared to the number of ICS interactions it undergoes.

Figure 8 shows the evolution of the electron energy over 1000 kyr, similar to Figure 3, but with an initial electron energy of 3 TeV for 1000 electrons. The final average energy of the exact stochastic ICS calculation is 267 GeV (black-solid) with an energy spread of 230–304 GeV at 1σ and 194–340 GeV at 2σ. The final energy in the standard analytic approximation is 271 GeV (black-dotted line). The colored lines represent the energy losses of a few individual electrons.

FIG. 5. The final electron energy compared to the maximum energy loss for an electron with an initial energy of 10 TeV, cooled over 342 kyr. The vast majority of electrons have at least one ICS interaction which removes over 1 TeV from the electron.

FIG. 6. The final electron energy compared to the number of ICS interactions an electron with initial energy 10 TeV experiences over 342 kyr.

FIG. 7. The average energy loss per ICS interaction for an electron compared to the number of ICS interactions an electron with initial energy 10 TeV experiences over 342 kyr.
In many scenarios, the ISRF is isotropic, based on contributions from many optical and infrared sources. Thus, many studies use an isotropic version of the ICS cross-section, which is equivalent to Equation 6 integrated over solid angle:

\[
\frac{dN(E_\gamma)}{dE_\gamma} = \frac{2\pi \nu_i^2}{\nu_i E_i^2} \times \left[ 1 + \frac{z^2}{2 - (1 - z)} + \frac{z}{b(1-z)} - \frac{2z^2}{b^2(1-z)^2} - \frac{z^3}{2b(1-z)^2} \ln \left( \frac{b(1-z)}{z} \right) \right],
\]

(C1)

where \(\nu_i\) is the initial photon energy, \(E_\gamma\) the outgoing gamma energy, \(E\) the electron energy before the interaction, and \(z \equiv E_\gamma / E\) and \(b \equiv 4\nu_i E_\gamma\).

Figure 10 shows the electron energy as a function of time for initial energy of 10 TeV for 1000 electrons. This is identical to Figure 3 but for an isotropic ICS calculation. The analytic ICS calculation is shown as a black-dashed line, the average of the stochastic ICS as the black-solid line with the \(1\sigma\) and \(2\sigma\) bands in dark gray and light gray, respectively. The colored lines represent a few examples of individual electrons. The final energy in the exact stochastic ICS calculation is 287 GeV with an energy spread between 241–333 GeV at \(1\sigma\) and 195–379 GeV at \(2\sigma\), which is similar to the results of the non-isotropic case, as expected.
Appendix D: Treatment of Diffusion

Throughout the bulk of this paper, we have focused on the effect of electron cooling on the total electron spectrum generated by a nearby, middle-aged pulsar. However, the electrons produced by this source also must diffuse through the interstellar medium, and the treatment of particle diffusion may affect the electron spectrum observed at Earth.

We note several methods for proving that diffusion does not affect the production (in the analytic approximation) or smearing (in the correct stochastic model) of the spectral feature that we discuss.

First, we note that diffusion does not affect the production of the sharp spectral feature in the analytic approximation. In Figure 11 we show the local electron flux produced by Geminga using multiple different choices for the diffusion coefficient (at 1 TeV) and the diffusion spectral index. Because this changes the energy-dependent fraction of cosmic-rays that are near the Earth position after 370 kyr, it changes both the normalization and the overall spectrum of the electron flux both below and above the peak. However, the location and sharpness of the spectral feature is mostly unaffected, because it stems purely from the effective cooling of very-high-energy electrons.

To show this, we directly create a version of our stochastic model that includes diffusion. This is computationally difficult, because the diffusion of each individual electron must be simulated via Monte Carlo techniques along with its energy losses. After the simulation is complete, electrons will be discarded unless they have diffused to the correct distance between the source and observer. This process cannot be separated, because the individual interactions of each electron influence their energy, and thus the efficiency through which they diffuse through the interstellar medium.

To produce this simulation, at each time step, we calculate the diffusion coefficient for an individual electron by:

\[
D = D_0 \left( \frac{E}{1 \text{ GeV}} \right)^\delta,
\]

where \(D_0\) is the normalization of the diffusion coefficient at 1 GeV and \(\delta\) the diffusion spectral index. We adopt typical values of \(D_0 = 2 \times 10^{28} \text{ cm}^2/\text{s}\) and \(\delta = 0.4\) [8]. Using the diffusion coefficient, the mean free path of the electrons can be calculated by \(\delta r = 6D/c\), where \(c\) is the speed of light. Since diffusion can be modelled as a 3-dimensional random walk, we choose a random direction in which the electron travels the calculated distance.

The spectrum for Geminga (at age 370 kyr) can be seen in Figure 12. The left panel shows the diffusion spectrum at 250 pc for the analytic approximation and the stochastic model. For better statistics, we include all electrons whose final positions are within the range of 200 to 300 pc in the plot (some amount of binning is necessary because the probability that an individual electron lands exactly at Earth is minuscule even though this introduces a slight additional smearing form the binning). The average expected displacement of an electron with an initial energy of 1 TeV is given by \(L_{\text{diff}} = \sqrt{6Dt}\), which gives \(L_{\text{diff}} \approx 1500\) pc in 370 kyr. This means that most electrons end up at a distance much further away from Geminga than Earth. In the right panel, we show the diffused spectrum at 1250 pc, near the location where the total electron flux (integrated over the concentric ring) is maximized. Because the electron count is much larger at this distance than closer to the pulsar, we can obtain good statistics with a more limited radial range of 1225–1275 pc, which reduces any effect of smearing from our binning.

In both cases, we clearly see an identical spectral effect as we produce in the main text (where diffusion is not considered). In each case there is a significant spectral cutoff in the analytic approximation, which stems from the fact that higher energy electrons are cooled to a common energy. In the stochastic modeling, this effect is smeared out due to the different energy loss histories of each individual electron. We note that the statistical uncertainties in each bin are slightly larger (especially in our model at 250 pc) purely due to the computational difficulties in simulating enough particles to produce a robust determination of the spectral feature.

Appendix E: Alternative Interstellar Radiation Field

Throughout our analysis, we adopt the interstellar radiation field model with the energy densities and photon temperatures as described in the main text: with temperatures \(T_{\text{UV}} = 20 \times 10^3\) K, \(T_{\text{optical}} = 5 \times 10^3\) K, \(T_{\text{IR}} = 20\) K and \(T_{\text{CMB}} = 2.7\) K, and energy densities \(\rho_{\text{UV}} = 0.1\) eV/cm³, \(\rho_{\text{optical}} = 0.6\) eV/cm³, \(\rho_{\text{IR}} = 0.6\) eV/cm³, \(\rho_{\text{CMB}} = 0.26\) eV/cm³ [8].

However, the precise values for the ISRF are not well-
FIG. 12. Comparison of the analytic and stochastic inverse-Compton scattering models for a diffused spectrum. The left panel shows the spectrum at 250 pc, the distance from Geminga to Earth, while the right panel shows the spectrum at 1250 pc.

FIG. 13. Similar to Figure 1, but with an alternative ISRF model that has $\sim 30\%$ lower energy densities in the IR and optical component.

known. To study the effect of the underlying ISRF model on our results, we employ an ISRF model with lower energy densities, and re-create Figure 1 in the main text. We lower the energy densities of IR and optical radiation from 0.6 eV/cm$^3$ to 0.2 eV/cm$^3$, while keeping everything else the same.

In Figure 13, we show the total flux at 342 kyr, for a dataset of $\sim 10,000$ particles. We find that the energy of the spectral peak has increased in both the analytic approximation and the stochastic model, which is expected because we have decreased the ISRF and thus the electron cooling rate. However, the effect of this model on the spectral peak is not changed – the analytic model still produces a sharp spectral feature (even though we have decreased the importance of ICS cooling compared to synchrotron cooling), while the feature is still eliminated in our stochastic modeling.

FIG. 14. Similar to Figure 3 in the main paper, but with an increased magnetic field strength of 10 $\mu$G instead of 3 $\mu$G, which means that synchrotron losses are at least 1.7 times stronger than the total ISRF losses. The average final stochastic energy is 267 GeV with an energy spread of $\pm 23$ GeV at $1\sigma$, and the final energy of the analytic model of 269 GeV.

Appendix F: Alternative Magnetic Field Model

Throughout our analysis, we assume a Galactic magnetic field strength of $B = 3 \mu G$, which determines the energy losses due to synchrotron radiation. This means that energy losses are dominated by ICS interactions up to electron energies of about 40 TeV (see the main text for the ISRF model), which includes most of the total electron power injected in our pulsar model.

Here we investigate the case where energy losses due to
synchrotron radiation exceed ICS energy losses, and show that the stochasticity stemming from the limited number of ICS signal does not go away. So long as ICS losses are non-negligible – particles will continue to be dispersed in energy due to the Poisson nature of these interactions. While keeping everything else in our model the same, we change the magnetic field strength to an extremely large value of $10 \mu G$ (which significantly exceeds current best-fit measurements). For this model, synchrotron losses dominate over ISRF losses for every electron energy in our simulation. We simulate energy losses for electrons with an initial energy of $10 \text{ TeV}$, simulating every electron for every time step. In the standard case, the energy loss is calculated using Monte Carlo techniques to select a single random incoming photon energy and final $\gamma$-ray energy, we wrap the Monte Carlo process in a for-loop and repeat the energy loss calculation several times. We then calculate the average energy loss from the Monte Carlo draws in our for-loop, and apply the average energy loss to our electron before moving onto the next time step.

To verify that this is the case (and that there are not any underlying issues with either our analytic approximation or stochastic model) we make a simple adjustment in our code to continuously vary between the stochastic (when the for-loop is run a single time), and the continuous energy-loss model, where every electron moves through every energy value between the initial and final value. Since the ICS cross-section changes with energy, this leads to slightly different effective cooling rates.

Through the addition of a single for-loop, this allows our Monte Carlo code to continuously vary between the stochastic energy loss model (when the for-loop is run a single time), and the continuous energy-loss model (as the for loop is run infinite times). Specifically, in the limit of an infinite loop, every electron has interactions with every photon in the ISRF, and loses a small, but non-zero amount of energy in every time step, even if the time steps become very small.

In Figure 15 we show the energy losses against time for an energy of $10 \text{ TeV}$, similar to Figure 3 for $342 \text{ kyr}$.

The result is shown in Figure 14. We find that the average dispersion only decreases from 16% (for $B = 3 \mu G$) to 8%. Moreover, we note that – due to the fact that the final electron energy has decreased due to the enhanced synchrotron losses – the feature would actually be more detectable in current AMS-02 data, because the statistical precision of AMS-02 data is much better at lower energy. Thus, we argue that our results remain robust for all reasonable choices of the local magnetic field strength.

### Appendix G: Stochastic vs Continuous Loss Rates

Throughout this work (e.g., Figures 3, 8, 9, 10), we note an interesting feature. The continuous loss-rate obtained from the analytic calculation is slightly larger ($\sim2\%$) than the average energy obtained from the stochastic model. While this effect is small, it is intuitively unexpected, because the analytic model (which essentially calculates the average effect from a scenario where every electron continuously interacts with every photon in the model), appears like it should provide a reasonable calculation for the average energy of an electron after a given time.

In fact, we find that the small difference between the stochastic and continuous energy loss rates stems from the energy-dependence of the inverse-Compton scattering cross section. In the stochastic scenario, the probability of having significant energy losses makes certain electron energies (and thus, certain inverse-Compton scattering cross-sections), more likely than other values. For example, a single interaction of a $10 \text{ TeV}$ electron may remove many TeV of its energy, bringing it to a lower energy where the Klein-Nishina suppression with regards to the infrared portions of the ISRF are no longer as large. This slightly changes the expected energy of the electron after a time $t$ compared to a continuous energy loss model, where every electron moves through every energy value between the initial and final value. Since the ICS cross-section changes with energy, this leads to slightly different effective cooling rates.

In Figure 15 we show the energy losses against time for $342 \text{ kyr}$ for different number of repetitions of our loop at each time step. In the standard case, the energy loss is calculated once per time step, which is exactly our stochastic model. In
the other cases, the energy losses are repeatedly drawn and averaged 2, 10 and 100 times at each time step, which begins to approach a continuous limit. The left panel shows the energy losses of the full 342 kyr of electron cooling, while the right panel shows the same but zoomed in to the last few 10 kyr. It can be seen that, for an increasing loop-length, the final electron energy after 342 kyr continuously changes from the average value calculated by the stochastic energy loss model, to the value calculated by the continuous energy loss model. Specifically, at an age of 342 kyr, the final average stochastic energies are 872 GeV in the standard case, 889 GeV for 2 averages, 896 GeV for 10 averages, and 897 GeV for 100 averages. The continuous loss rate, which purely relies on the standard analytical calculation as described in the main text, produces a final energy of 897 GeV, exactly matching our averaged (over 100 draws) stochastic code.

We note that while this effect is extremely interesting – it is practically undetectable because it is degenerate with the exact values of the magnetic field strength, the amplitude of the ISRF, and the pulsar age. If all of these parameters were known to within 2%, then conceivably the error in the calculation of the average electron energy could be observed. This differs from the dispersion in the electron energies, which we show is robust for many different pulsar inputs – and is already potentially detectable with existing AMS-02 data.

Appendix H: Non-Dipole Pulsar Models

In Equation 1, we assume the braking index of the pulsar to be $n = 3$, which corresponds to a dipole model. However, observations suggest that pulsars are not an exact dipole and the braking index is lower, $n \sim 1.4 - 2.9$ (e.g. [60–62]). Here, we study the effect of a smaller braking index on the pulsar feature. In Figure 16, we show the total flux from the analytic calculation after 342 kyr, in the dipole model with $n = 3$, that we assume throughout this work, and a non-dipole model with $n = 2$. In the non-dipole case, the sharp spectral feature becomes even more pronounced because more electrons are injected at earlier times compared to the dipole model.

We note that even a sharper spectral feature will be washed out in our correct stochastic modeling. This is apparent because we have shown in the main text, that even a delta-function injection signal (at 10 TeV) does not produce a spectral bump once stochastic energy losses are taken into account.
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