CRITICAL ASSESSMENT OF THE DIFFERENT OPTIONS TO EVALUATE THE EFFICIENCY OF GREEDY ROUTING

Two metrics to measure the efficiency of greedy routing were introduced in Refs. [1, 2], respectively coined efficiency ratio and GR score, which are in fact the same quantity. They are related to the success rate and to the average stretch used in the main text. Although summarizing the navigability results in one single scalar may be appealing, these measures can lead to an ambiguity that the minimal “burden” of keeping track of two relatively simple measures does not justify. To further explain this position and to compare the different measures, let us introduce the following quantities.

- **N**: number of nodes in the network.
- **N_g**: number of greedy paths.
- **N_s**: total number of shortest paths. Note that \( N_s = N(N - 1) \) if the network is connected (i.e., one single component) which is the case in every connectomes considered in our study. Note also that \( N_g \leq N_s \).
- **\( \Lambda_{bin}^{ij} \)**: length of the greedy path from node \( i \) to node \( j \) measured in terms of the number of links crossed. It is set to \( \infty \) if no such path exists.
- **\( \Lambda_{geo}^{ij} \)**: length of the greedy path from node \( i \) to node \( j \) measured in terms of the Euclidean/Hyperbolic distance between each consecutive nodes on the path. It is set to \( \infty \) if no such path exists.
- **\( \Lambda_{bin}^{\ast ij} \)**: length of the shortest path from node \( i \) to node \( j \) measured in terms of the number of links crossed. It is set to \( \infty \) if no such path exists. Note that \( \Lambda_{bin}^{\ast ij} = \Lambda_{ji}^{\ast bin} \) if the network is undirected.
- **\( \Lambda_{geo}^{\ast ij} \)**: length of the shortest path from node \( i \) to node \( j \) measured in terms of the Euclidean/Hyperbolic distance between each consecutive nodes on the path. It is set to \( \infty \) if no such path exists. Note that \( \Lambda_{geo}^{\ast ij} = \Lambda_{ji}^{geo} \) if the network is undirected.
- **\( \Lambda_{\dagger geo}^{ij} \)**: length of the path whose length is the shortest, regardless of the number of nodes visited. Note that \( \Lambda_{\dagger geo}^{ij} = \Lambda_{ji}^{\dagger geo} \) if the network is undirected.

In the main text, the success rate of greedy routing is defined as

\[
R = \frac{N_g}{N_s} \tag{1}
\]

and the average topological and geometrical stretches are defined as

\[
S_{bin} = \frac{1}{N_g} \sum_{i,j \neq i} \Lambda_{bin}^{ij} = \frac{1}{N_g} \sum_{i,j \neq i} S_{bin}^{ij}, \tag{2}
\]

\[
S_{geo} = \frac{1}{N_g} \sum_{i,j \neq i} \Lambda_{geo}^{ij} = \frac{1}{N_g} \sum_{i,j \neq i} S_{geo}^{ij}. \tag{3}
\]

where \( S_{bin/geo}^{ij} \) denotes the stretch of an individual greedy path, and where the primed sum is over every ordered pairs \( i,j \) for which \( \Lambda_{bin}^{ij} < \infty \), i.e. over all existing greedy paths.

The binary efficiency ratio introduced in Ref. [2] and the GR-score introduced in Ref. [1] are the same quantity (see also Refs. [3, 4]) and are defined as

\[
E_{bin}^R = \frac{1}{N(N - 1)} \sum_{i,j \neq i} \frac{\Lambda_{bin}^{ij}}{\Lambda_{bin}^{\ast ij}} = \frac{1}{N_s} \sum_{i,j \neq i} \frac{\Lambda_{bin}^{ij}}{\Lambda_{bin}^{\ast ij}}. \tag{4}
\]

Note that the sum covers all possible paths and therefore considers greedy paths that do not exist. However, the length of these nonexistent greedy paths is set to \( \Lambda_{bin}^{ij} = \infty \) and therefore contribute 0 to the sum. Assuming that the networks are connected—otherwise the theoretical maximum of \( E_{bin}^R \) would be less than 1—, we can rewrite the binary efficiency ratio as

\[
E_{bin}^R = R \frac{1}{N_g} \sum_{i,j \neq i} \frac{1}{S_{bin}^{ij}}. \tag{5}
\]
The binary efficiency ratio can therefore be decoupled into two contributions: the success rate, \( R \), and the average value of the reciprocal of the individual stretches

\[
\frac{1}{N_g} \sum_{i,j \neq i}^\prime \frac{1}{S_{\text{bin},ij}}.
\]  

(6)

Because the lengths of greedy and shortest paths are typically of the same order of magnitude, Eqs. (2) and (6) mirror each other, and approach 1 respectively from above and from below as the greedy paths increasingly uncover the shortest paths of the network (see the top panel of Fig. 1). Both average values can therefore be seen as the two faces of a same coin, meaning that neither of them is more insightful than the other.

As shown on the bottom panel of Fig. 1 the behavior of the binary efficiency ratio is mainly governed by the value of the success rate, whose value is modulated by Eq. (6). Although appealing, the interpretation of this single-value summary of the performance of GR can be ambiguous. Consider for instance two networks, 1 and 2, for which

\[
R^{(1)} = 0.95 ; \quad \frac{1}{N_g^{(1)}} \sum_{i,j \neq i}^{\prime(1)} \frac{1}{S_{\text{bin},(1)}^{\prime}} = 0.684 ;
\]

\[
R^{(2)} = 0.70 ; \quad \frac{1}{N_g^{(2)}} \sum_{i,j \neq i}^{\prime(2)} \frac{1}{S_{\text{bin},(2)}^{\prime}} = 0.929 .
\]

Although both networks have roughly the same binary efficiency ratios, \( E_{\text{bin},R}^{(1)} \approx E_{\text{bin},R}^{(2)} \approx 0.65 \), their navigability are very different. In network 1, a greedy path is found for 95% of node pairs, but this high success rate comes at the expense that these paths are considerably longer than their respective theoretical minimum. In network 2, although GR was successful in only 70% of the time, it was able to uncover paths that were very close to the shortest paths of the network. This simple example illustrates how the measures proposed by Refs. [1, 2] can lead to ambiguous conclusions by coarse-graining the results one step too many, and therefore why we decided to present the success rates and the average stretches side by side. Moreover, considering the individual stretches allows us to look at their distribution (and transformation thereof), and therefore to conclude that the stretch of greedy paths in hyperbolic space are less dispersed around their average value than in Euclidean space.

A similar discussion can also apply to the distance-based efficiency ratio defined in Ref. [2] as

\[
E_{\text{dis}} = \frac{1}{N(N-1)} \sum_{i,j \neq i} A_{ij}^{\text{geo}} = \frac{1}{N} R \sum_{i,j \neq i} \frac{A_{ij}^{\text{geo}}}{A_{ij}^{\prime}}.
\]  

(7)
However, the principal difference with $S^{geo}$ (geometrical stretch) is the quantity to which the length of greedy paths, $\Lambda_{ij}^{geo}$, are compared. In the case of $S^{geo}$, they are compared with the length of the shortest paths, $\Lambda_{ij}^{\ast geo}$. Doing so assesses whether GR, by taking into account distances, is able to find a path whose geometrical length (i.e., measured in terms of distances) is shorter than the shortest path found based on topological information only. In the case of $E_{R}^{dis}$, $\Lambda_{ij}^{geo}$ is compared to the shortest route in terms of distances only, $\Lambda_{ij}^{\ast geo}$, regardless of the number of nodes visited by the path. The distance-based efficiency, $E_{R}^{dis}$, therefore measures how close the greedy paths are to their respective theoretical minimum.

Both approaches consist in valid ways to characterize greedy paths. That being said, given that $E_{R}^{dis}$ only confirms the conclusions drawn using $E_{R}^{bin}$ in Ref. [2] (in the sense that it does not lead to new unexpected conclusions), it is therefore not expected that adding a third measure of the stretch in which $\Lambda_{ij}^{geo}$ is compared to $\Lambda_{ij}^{\ast geo}$ would bring critical new information.
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