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ABSTRACT

High-dimensional data sets are often analyzed and explored via the construction of a latent low-dimensional space which enables convenient visualization and efficient predictive modeling or clustering. For complex data structures, linear dimensionality reduction techniques like PCA may not be sufficiently flexible to enable low-dimensional representation. Non-linear dimension reduction techniques, like kernel PCA and autoencoders, suffer from loss of interpretability since each latent variable is dependent of all input dimensions. To address this limitation, we here present path lasso penalized autoencoders. This structured regularization enhances interpretability by penalizing each path through the encoder from an input to a latent variable, thus restricting how many input variables are represented in each latent dimension. Our algorithm uses a group lasso penalty and non-negative matrix factorization to construct a sparse, non-linear latent representation. We compare the path lasso regularized autoencoder to PCA, sparse PCA, autoencoders and sparse autoencoders on real and simulated data sets. We show that the algorithm exhibits much lower reconstruction errors than sparse PCA and parameter-wise lasso regularized autoencoders for low-dimensional representations. Moreover, path lasso representations provide a more accurate reconstruction match, i.e. preserved relative distance between objects in the original and reconstructed spaces.
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1 Introduction

Dimensionality reduction is a key component in data compression, data visualization and feature extraction. One of the most widely used techniques is principal component analysis (PCA), that uses the eigendecomposition of the sample covariance matrix to construct latent dimensions as linear combinations of the original dimensions. The interpretability of the latent representation is increased if each latent dimension consists only of a subset of the original dimensions, as in sparse PCA (Zou et al., 2006). Since the introduction of sparse PCA, several variants have been presented, such as non-negative sparse PCA (Zass and Shashua, 2007), where the loadings are all non-negative; multilinear sparse PCA (Lai et al., 2014), that operates on tensors instead of vectors; and robust PCA (Meng et al., 2012; Croux et al., 2013), that is less affected by outliers.

While more interpretable than standard PCA, sparse PCA and its variants are still linear and therefore cannot capture more complex relations in the data. Furthermore, they have limitations on how efficiently they make use of the latent dimensions, something that is especially important when the number of latent dimensions is small. Several non-linear
The sparse autoencoder generalizes Equation (1) to have rows to be dense.

Although there do exist several algorithms for sparse kernel PCA, see work by Tipping (2001), Smola et al. (2002), Wang and Tanaka (2016) and Guo et al. (2019), as well as for sparse autoencoders (e.g. Ng et al., 2011), the terminology might be a little confusing, since the algorithms are sparse in a different sense than sparse PCA. Instead of being sparse in the sense original to latent dimensions, they are sparse in the sense observations to latent dimensions, which means that each observation is active only in a subset of the latent dimensions (and vice versa, each latent dimension depends only on a subset of the data). To further illustrate this, we look at the linear case, with $d_x$ and $d_z$ as before and with $n$ being the number of observations. For $Z \in \mathbb{R}^{n \times d_z}, X \in \mathbb{R}^{n \times d_x}$ and $W \in \mathbb{R}^{d_x \times d_z}$, the latent representation $Z$ is obtained from the original representation $X$ as

$$Z = X \cdot W.$$  \hspace{1cm} (1)

Then sparsity in the sense original to latent dimensions means that $W$ is sparse, while sparsity in the sense observations to latent dimensions means that $Z$ is sparse. A third notion of sparsity is feature selection, where only a subset of the original dimension are included in the model. This corresponds to entire rows of $W$ being zero, allowing the remaining rows to be dense.

The sparse autoencoder generalizes Equation (1) to $Z = \text{Enc}(X)$, where $\text{Enc}$ is the non-linear encoder and, to produce a sparse $Z$, it includes a constraint on how frequently a latent unit is allowed to be non-zero, where frequency is measured among observations. This means that the architecture of the encoder might still be dense, in contrast to sparsity corresponding to a sparse $W$, which requires a sparse architecture.

Neural networks with sparse architectures are usually obtained using different versions oflasso, or $l_1$-, regularization (Tibshirani, 1996), and there are numerous examples of these. Scardapane et al. (2017) used group lasso (Yuan and Lin, 2006) to remove all the links to or from a node, while Yoon and Hwang (2017) combined group lasso with exclusive lasso (Zhou et al., 2010) on filters in convolutional neural networks to, on one hand, totally eliminate some filters (using group lasso) and, on the other hand, make filters as different as possible (using exclusive lasso). Lasso regularized autoencoders include work by Wu et al. (2019), with a linear encoder and a lasso regularized decoder; Dabin et al. (2020), with a lasso regularized encoder and a linear decoder; and Ainsworth et al. (2018), which uses group lasso and variational autoencoders to split the original dimensions into pre-defined groups and then uses one decoder per group, with a shared latent space.

In this paper we propose path lasso, that uses group lasso regularization to eliminate all connections between two nodes in two non-adjacent layers of a fully connected feedforward neural network. We apply path lasso, in combination with exclusive lasso, to an autoencoder to introduce sparsity between original and latent variables, obtaining non-linear, sparse dimensionality reduction in the same sense as in sparse PCA. Path lasso forces each latent dimension to be a function only of a subset of the data. To further illustrate this, we look at the linear case, with path lasso being zero, allowing the remaining rows to be dense.

The rest of this paper is organized as follows: In Section 2 we introduce the path lasso penalty and the path lasso penalized autoencoder. In Section 3 we run experiments on real and simulated data sets, comparing path lasso to PCA, autoencoders, sparse autoencoders, sparse PCA and an autoencoder with parameter-wise $l_1$-regularization. We show that, for a given sparsity, path lasso results in a lower reconstruction error and is better at reconstruction match, i.e. retaining relative positioning of objects in the reconstructed space as in the original space. We conclude with a discussion in Section 4.

## 2 Method

This section is structured in the following way: Sections 2.1 and 2.2 present short reviews of different flavours of the lasso algorithm and of proximal gradient descent, while Sections 2.3 to 2.6 describe different aspects of path lasso. Section 2.3 and 2.4 describe how paths between nodes in two non-adjacent layers are defined and penalized, and how the path penalties are transformed to individual link penalties. Section 2.5 discusses when and how to apply the path penalty and Section 2.6 describes how we adapt path lasso when using it in an autoencoder. In Appendix A, we discuss different methods to accelerate training.
2.1 Review of Lasso Penalties

The lasso algorithm sets some model parameters exactly equal to zero, thus eliminating them from the model. There are different versions of the lasso, four of which are used in this paper. Here follows a short summary to these.

*(Standard) Lasso* applies an $l_1$-penalty to all the parameters in the parameter vector $\theta \in \mathbb{R}^d$, and is defined as

$$
\lambda \| \theta \|_1 = \lambda \sum_{i=1}^{d} |\theta_i|,
$$

where $\lambda > 0$ is the regularization strength. Due to the non-differentiability of the absolute value at zero, some of the $\theta_i$’s are set to exactly zero and thus eliminated from the model.

*Adaptive Lasso* applies an individual $l_1$-penalty to all the parameters in the parameter vector $\theta \in \mathbb{R}^d$, and is defined as

$$
\sum_{i=1}^{d} \lambda_i |\theta_i|,
$$

where $\lambda_i := \frac{\lambda}{|\hat{\theta}_i^R|}$ for some $\gamma > 0$ (common practice is $\gamma = 2$), and $\hat{\theta}_i^R$ is the ridge regression estimate of $\theta_i$. The idea is that important parameters will have larger values of $\hat{\theta}_i^R$ and thus be penalized less than unimportant parameters.

*Group Lasso* penalizes pre-defined groups of parameters together, which means that either all, or none, of the parameters in the group are set to zero. The group lasso penalty for a group $g \in G$ is defined as

$$
\lambda \| \theta_g \|_2 = \lambda \sqrt{\sum_{i \in g} \theta_i^2},
$$

where $G = \{g_1, \ldots, g_C\}$ is a disjoint partition of the index set $\{1, \ldots, d\}$, i.e. each $g$ is a set of indices defining a group, and, for a given $\theta \in \mathbb{R}^d$, $\theta_g$ is a $d$-dimensional vector with components equal to $\theta$ for indices within $g$ and zero otherwise. The total group lasso penalty is then taken as the sum of the penalties over the different groups. As seen, for a given group $g$,

$$
\sqrt{\sum_{i \in g} \theta_i^2} = 0 \iff \theta_i = 0 \forall i \in g.
$$

The *Exclusive Lasso* can be seen as the opposite of the group lasso. Again, the parameters are split into pre-defined groups, but now the goal is instead to impose a similar number of non-zero parameters in every group. With $g$ as before, its exclusive lasso penalty defined as

$$
\lambda \| \theta_g \|_1^2 = \lambda \left( \sum_{i \in g} |\theta_i| \right)^2,
$$

and, again, the total penalty is defined as the sum over the groups. Since the number of mixed terms in the squared sum grows with the number of elements in the sum, the total number of mixed terms over all the groups is minimized when the non-zero elements are evenly distributed among the groups.

2.2 Review of Proximal Gradient Descent

The reason that some parameters in lasso penalized models are set exactly to zero, is that the derivative of the absolute value is not unique at zero: $\frac{\partial |\theta|}{\partial \theta}|_{\theta=0} \in [-1, 1]$. Gradient descent methods are unable to use this non-uniqueness and as a consequence no parameters are set exactly to zero. Proximal gradient descent ([Rockafellar] 1976) on the other hand takes the non-uniqueness into account, resulting in exact zeros.

If the objective function, $f(\theta)$, can be decomposed into $f(\theta) = g(\theta) + h(\theta)$, where $g$ is differentiable (typically a reconstruction error) and $h$ is not (typically a lasso regularization term), then a standard gradient descent step, followed by a proximal gradient descent step, is defined as

$$
\theta^{t+1} = \text{prox}_{\alpha h}(\theta^t - \alpha \nabla g(\theta^t)),
$$

where $\alpha > 0$ is the learning rate and prox is the proximal operator that depends on $h$. 3
For lasso, with \( h(\theta) = \lambda |\theta|_1 = \sum_i |\theta_i| \), the proximal operator decomposes component-wise and is, with \((x)^+ := \max(x,0)\),

\[
\text{prox}_{\alpha h}(\theta_i) = \text{sign}(\theta_i) \cdot (|\theta_i| - \alpha \lambda)^+.
\]  

(2)

I.e., each \( \theta_i \) is additively shrunk towards zero, and once it changes sign it becomes exactly zero.

For group lasso, with \( h(\theta) = \lambda \sum_{g \in G} |\theta_g|_2 = \lambda \sum_{g \in G} \sqrt{\sum_{i \in g} \theta_i^2} \), where \( \theta_g \) are the \( \theta_i \)'s that belong to group \( g \) and \( G \) is the set of all groups, the proximal operator for \( \theta_i \) is

\[
\text{prox}_{\alpha h}(\theta_i) = \theta_i \cdot \left(1 - \frac{\alpha \lambda}{\sqrt{\sum_{j \in g_i} \theta_j^2}}\right)^+,
\]  

(3)

where \( g_i \) is the group that \( \theta_i \) belongs to. Thus all members of the group are penalized equally and set to zero at the exact same time.

### 2.3 Path Penalties

Let \( \{o_l\}_{l=0}^{L} \), \( o_l \in \mathbb{R}^{d_l} \), denote the outputs of \( L + 1 \) consecutive layers in a fully connected feedforward neural network, where the first and last layers are also denoted by \( x \) and \( y \) respectively, i.e. \( x := o_0 \) and \( y := o_L \). Then \( y \) depends on \( x \) as

\[
y = \Phi_L(W_L \Phi_{L-1}(W_{L-1} \Phi_{L-2}(\ldots \Phi_1(W_1 x + b_1) \ldots) + b_{L-1}) + b_L),
\]  

(4)

where \( \{W_l\}_{l=1}^{L} \), \( W_l \in \mathbb{R}^{d_{l-1} \times d_l} \), are the weight matrices, \( \{b_l\}_{l=1}^{L} \), \( b_l \in \mathbb{R}^{d_l} \), the bias vectors, and \( \{\Phi_l\}_{l=1}^{L} \) the (not necessarily identical) element-wise activation functions. Thinking of Equation (4) as a graph, each weight matrix element, \( w_{i_1i_2} \), corresponds to a link between two nodes in two adjacent layers.

By combining links from multiple weight matrices, paths between nodes in non-adjacent layers can be constructed. Between a given node in layer \( x, x_{i_0} \), and a node in layer \( y, y_{i_L} \), there are in total \( \prod_{l=1}^{L-1} d_l \) paths, each consisting of \( L \) links, see Figure 1 for an illustration. A path is broken if at least one of its links has value zero and to disconnect the two nodes, all paths between them need to be broken. Just as Neyshabur et al. (2015), we define the value of a path as the product of its absolute valued links; see Definition 1.

**Definition 1 (Path Value).** For \( k = 1, 2, \ldots, \prod_{l=1}^{L-1} d_k \), where each \( k \) corresponds to a unique combination of the indices \( i_1 \) to \( i_{L-1} \)

\[
p_{i_L,i_0}^k := |w_{i_L,i_{L-1}}| \cdot |w_{i_{L-1},i_{L-2}}| \cdots |w_{i_2,i_1}|.
\]

With this definition a broken path, where at least one link is zero, has the value zero. We further define a group of paths so that all paths connecting \( x_{i_0} \) to \( y_{i_L} \) form one group; then if all paths in the group are zero, the nodes are disconnected. Applying the group lasso proximal operator to path \( p_{i_L,i_0}^k \), belonging to group \( g_{i_L,i_0} \), then amounts to

\[
p_{i_L,i_0}^k \cdot \left(1 - \frac{\alpha \lambda}{\sqrt{\sum_{l \in g_{i_L,i_0}} (p_{i_l,i_0}^l)^2}}\right)^+,
\]  

(5)

which according to Proposition 1 can be written as

\[
p_{i_L,i_0}^k \cdot \left(1 - \frac{\alpha \lambda}{(W_{PL})_{i_L,i_0}}\right)^+
\]

with \( W_{PL} \) according to Definition 2.

**Definition 2 (Path Lasso Matrix).** With the square and the square root taken element-wise,

\[
W_{PL} := \sqrt{\prod_{l=L,\ldots,1}^1 (W_l)^2} = \sqrt{(W_L)^2 \cdot (W_{L-1})^2 \cdots (W_1)^2}.
\]  

(6)

**Proposition 1.** The element \((W_{PL})_{i_L,i_0}\) in \( W_{PL} \) is the group lasso penalty on the group consisting of all paths between nodes \( x_{i_0} \) and \( y_{i_L} \), i.e.

\[
(W_{PL})_{i_L,i_0} = \sqrt{\sum_{k \in g_{i_L,i_0}} (p_{i_L,i_0}^k)^2}
\]
Figure 1: Illustration of two of the $3^3$ (where the exponent is the number of inner layers and the base is their width) possible paths between node one in layer one and node two in layer five. Each arrow denotes a link, which corresponds to an element in a weight matrix.

For a proof, see Appendix B.

We call each element in $W_{PL}$ a connection, i.e. $(W_{PL})_{i_L i_0}$ is the strength of the connection between nodes $x_{i_0}$ and $y_{i_L}$ and if it is zero, meaning that all paths between the nodes are broken, then the nodes are disconnected. Proposition 2 gives a theoretical justification for this definition of connections, stating that if there is no connection between $x_{i_0}$ and $y_{i_L}$, then the derivative of $y_{i_L}$ with respect to $x_{i_0}$ is zero, regardless of the value of $x$.

Proposition 2. Let the vector $y$ depend on the vector $x$ as stated in Equation (4) and let $W_{PL}$ be the path lasso matrix defined in Equation (6). Then, if all weights and activations are bounded,

$$(W_{PL})_{i_L i_0} = 0 \Rightarrow \frac{\partial y_{i_L}}{\partial x_{i_0}} = \left(\frac{\partial y}{\partial x}\right)_{i_L i_0} = 0 \quad \forall x \in \mathbb{R}^{d_0}.$$  

For a proof, see Appendix B.

2.4 From Paths to Links

Equation (5) describes how all paths between two nodes in the network are penalized towards zero, but it does not tell how this penalization affects the individual links. However, since the neural network is expressed in terms of the individual links, rather than in paths, the penalized paths must be translated into penalized links, i.e. the penalty must be expressed on link level, rather than on path level. Proposition 3 describes how this translation can be done, i.e. how applying the proximal group lasso operator to the paths can be translated into applying a standard lasso proximal operator to each individual link.

Proposition 3. The group lasso proximal step in path space can be transformed to standard lasso proximal steps in link space by first solving the matrix equation

$$\prod_{l=L-1}^{1} |(W_t)_{i_l}| \odot \left(1 - \frac{\alpha \lambda}{(W_{PL})_{i_l}}\right)^+ = \prod_{l=L-1}^{1} \tilde{W}_t$$

for $\{\tilde{W}_t\}_{t=1}^L$, and then set $(W_t)_{i_l+1} := \text{sign}((W_t)_{i_l}) \odot \tilde{W}_t$, where $\tilde{w}_{ij} =: |(w_{ij})_{i_l}| - \alpha \lambda_{i_l}^{i_{i_l}}$ for some $\lambda_{i_l}^{i_{i_l}} > 0$. The absolute value, sign and division are taken element-wise and $\odot$ denotes element-wise multiplication.

The proof, which is presented in Appendix B, contains a step where the paths in each group are summed over. This step transforms the system of non-linear equations from one equation per path to one equation per connection, i.e. from $\prod_{l=0}^{L} d_l$ to $d_0 \cdot d_L$ equations, and to a form can be solved efficiently using non-negative matrix factorization, NMF, with the extra requirement that $\tilde{w}_{i_l i_{l-1}} \leq |(w_{i_l i_{l-1}})_l|$, or equivalently $\lambda_{i_l}^{i_{i_l}} \geq 0$. We describe this algorithm in Appendix C.

The reduced number of equations leads to an undetermined system (unless the hidden layers are very narrow). Therefore, all equations can hold, although there might be more than one solution. Since we are interested in a solution that lies close to the unpenalized weight matrices, we use $|W_t|$ as the seed for each $\tilde{W}_t$ in the matrix factorization.
An optimization step using proximal gradient descent on paths is summarized in Algorithm 1. The bottleneck of this algorithm is the matrix factorization step from Equation (7). In Appendix A, different methods to alleviate this bottleneck are discussed.

**Algorithm 1 Proximal Path Lasso Optimization Step**

**Input:** Parameters at time \( t \), \( \{ (W_l)^t, (b_l)^t \}_{l=1}^L \); data, \( \mathbf{x} \); learning rate, \( \alpha \); regularization strength, \( \lambda \).

**Output:** Parameters at time \( t + 1 \): \( \{ (W_l)^{t+1}, (b_l)^{t+1} \}_{l=1}^L \).

1: Update all weights and biases using one step of standard (stochastic) gradient descent:
\[
\{(W_l)^{t+1/2}, (b_l)^{t+1/2}\}_{l=1}^L \leftarrow \{(W_l)^{t}, (b_l)^{t}\}_{l=1}^L - \alpha \cdot \nabla (\text{NN}(\{(W_l)^t, (b_l)^t\}_{l=1}^L; \mathbf{x}))
\]
where NN denotes the neural network.

2: Penalize paths, by applying the group lasso proximal operator, and update the path values accordingly:
   a: Construct the path lasso penalty matrix for the weight outputs from step 1, according to Equation (6):
   \[
   (W_{\text{PL}})^{t+1/2} \leftarrow \sqrt{\prod_{l=L,...,1} ((W_l)^{t+1/2})^2}.
   \]
   b: Penalize paths according to Equation (7):
   \[
P^{t+1} \leftarrow \prod_{l=L,...,1} |(W_l)^{t+1/2}| \odot \left(1 - \frac{\alpha \lambda}{(W_{\text{PL}})^{t+1/2}}\right)^+.
   \]

3: Translate penalized paths to penalized links:
   a: Translate penalized paths to absolute valued penalized links, using modified non-negative matrix factorization:
   \[
   \{(\tilde{W}_l)^{t+1}\}_{l=1}^L \leftarrow \text{NMF}(P^{t+1}).
   \]
   b: Restore signs:
   \[
   (W_l)^{t+1} \leftarrow \text{sign}((W_l)^{t}) \odot (\tilde{W}_l)^{t+1}.
   \]

### 2.5 Applying the Path Lasso Penalty

Since training a neural network is a non-convex optimization problem, with multiple local optima, how and when the regularization is added might affect which optimum is found. If a too high penalty is added too early during training, the risk of getting stuck in a bad local optimum is larger than if the regularization is added later. To mitigate this, training was split into three stages:

- Following the adaptive lasso approach of [Allerbo and Jörnsten (2020)], we first trained the network without path regularization to obtain individual penalties for each connection during the path lasso stage.
- In a second stage, we added path regularization with an individual penalty to each connection, depending on the magnitude of the connection after the first stage:
  \[
  \lambda_{i_l,i_{l0}} := \frac{\lambda}{((W_{\text{PL}})^{1}_{i_l,i_{l0}})^2},
  \]
  where \( W_{\text{PL}} \) is the value of \( W_{\text{PL}} \) after the first optimization stage and \( \gamma > 0 \). Throughout this paper, \( \gamma = 2 \) was used.
- To reduce bias and thus improve performance, we finally added a stage of unregularized training after the path lasso stage, with the links set to zero in the previous stage kept to zero.

All stages were trained until convergence and stages two and three were warm started with the solutions from the previous stage.

### 2.6 Path Lasso for Dimensionality Reduction

Path lasso as described so far is applicable to any two non-adjacent layers in any feedforward neural network. To use it for sparse non-linear dimensionality reduction, it was applied to an autoencoder, with the following adaptations:
• Path penalties were applied between the input ($x \in \mathbb{R}^d$) and latent ($z \in \mathbb{R}^d$) variables, and between the latent and output ($\hat{x} \in \mathbb{R}^d$) variables.

• To enforce the encoder and the decoder to be symmetric, the group lasso groups were defined as all paths connecting $x_i$ and $z_j$, together with all paths connecting $z_j$ and $\hat{x}_i$, i.e.

$$W_{PL} := \prod_{l=L, \ldots ,1} (W_E^l)^2 + \prod_{l=L, \ldots ,1} (W_D^l)^2,$$

where $\{W_E^l\}_{l=1}^L$ and $\{W_D^l\}_{l=1}^L$ are the weight matrices of the encoder and the decoder, respectively. This means that if an input is disconnected to a latent variable, so is the corresponding output, by construction.

• To encourage the algorithm to make equal use of the latent dimensions, we added an exclusive lasso penalty to the elements in $W_{PL}$, with as many groups as there are latent dimensions, each group being defined as the connections to a given latent dimension.

### 3 Experiments

In order to evaluate path lasso for dimensionality reduction we applied it to three different data sets, one with synthetic data, consisting of Gaussian clusters on a hypercube, one with text documents from newsgroup posts, and one with images of faces. In each experiment, 20% of the data was set aside for testing and the remaining 80% was split 90-10 into training and validation data; all visualizations were made using the testing data. All autoencoders used one hidden layer with tanh activations in the encoder and decoder respectively, and were trained with Adam optimizer (Kingma and Ba 2014) was used.

In addition to path lasso, we used a standard autoencoder, a sparse autoencoder, an autoencoder with parameter-wise $l_1$-regularization and thresholding (hereafter referred to as standard lasso), PCA and sparse PCA. The reason for adding thresholding in standard lasso is because unless proximal methods are used, no parameters are set exactly to zero, but instead to very small values, as discussed in Section 2.2. It should also be noted that the sparse autoencoder is sparse in terms of observations to latent dimensions, and not in terms of original to latent dimensions, as we are interested in; see the text associated to Equation 1 for details. The standard autoencoder and PCA are of course not sparse in any sense. Since “observation sparse” algorithms are not as relevant to us as the “truly sparse” algorithms, we omit them in some of the comparisons.

The following measures were calculated on the testing data:

• Reconstruction error as explained variance ($R^2$).

• Fraction of correctly identified reconstructions. A reconstructed observation is considered correctly identified if it is closer to its own original observation than any of the other ones, measured in $l_2$-distance, i.e. $\|\hat{x}_i - x_j\|_2 < \|\hat{x}_i - x_k\|_2$, $i \neq j$. This is hereafter referred to as observation reconstruction match.

• Fraction of correctly reconstructed labels. The reconstructed label is defined as the label of the original observation that is closest to the reconstructed observation, where distance is measured as above, i.e. the label of $x_j$, where $\|\hat{x}_i - x_j\|_2 < \|\hat{x}_i - x_k\|_2$, $j \neq k$. This is hereafter referred to as label reconstruction match.

#### 3.1 Synthetic Data Set

Sixteen clusters were generated in $\mathbb{R}^4$, centered at each of the sixteen vertices in the hypercube $\{0, 1\}^4$. For cluster $i$, 100 data points were sampled according to $x_i \sim N(\mu_i, 0.01 \cdot I_4)$, where $I_4$ is the identity matrix and $\mu_i$ is one of the sixteen vertices in $\{0, 1\}^4$. The four dimensional data set was reduced down to two dimensions using the six different algorithms. For the four autoencoder based algorithms, the number of nodes in the five layers of the autoencoder were 4, 50, 2, 50 and 4, respectively. The three sparse algorithms (in the sense original to latent dimensions) were penalized so that four of the original eight connections remained. The experiment was performed twice, with and without added noise, distributed according to $N(0, 0.3^2)$.

Ten different splits of the data into training and validation sets were done. For each split, three different optimization seeds were used and the seed resulting in the best $R^2$ value on the validation data was chosen. The resulting mean and standard deviations are presented in Table 1. The p-values come from the one-sided paired rank test, testing whether path lasso performs better than the competing algorithm. P-values smaller than 1% are marked in bold. With noise
3.2 Text - 20 Newsgroup Data Set

To test the algorithm on text data, the 20 newsgroups dataset was used. Out of the original 20 categories, the following 4 were selected: `soc.religion.christian`, `sci.space`, `comp.windows.x` and `rec.sport.hockey`. 

1Available at [http://qwone.com/~jason/20Newsgroups/](http://qwone.com/~jason/20Newsgroups/)
| Algorithm      | Noise | Connections | $R^2$ | Observation Match | Label |
|---------------|-------|-------------|------|-------------------|-------|
|               |       |             |      | Mean (std)        | p-value | Mean (std) | p-value | Mean (std) | p-value |
| Path Lasso    | No    | 4           | 0.98 (0.0013) | 0.37 (0.015) | -        | 1.0 (0.0014) | -        |
| Standard Lasso| No    | 4           | 0.98 (0.0020) | 0.36 (0.022) | 0.070    | 1.0 (0.0014) | 0.68    |
| Sparse PCA    | No    | 4           | 0.48 (0.0018) | 0.067 (0.019) | 0.00098  | 0.30 (0.014) | 0.0029  |
| Autoencoder   | No    | 8           | 0.98 (0.0026) | 0.35 (0.013) | 0.0046   | 1.0 (0.0021) | 0.16    |
| Sparse AE     | No    | 8           | 0.98 (0.00027) | 0.34 (0.0076) | 0.0039  | 1.0 (0.0013) | 0.018   |
| PCA           | No    | 8           | 0.48 (0.0014) | 0.067 (0.015) | 0.00098  | 0.43 (0.044) | 0.0029  |
| Path Lasso    | Yes   | 4           | 0.89 (0.017) | 0.38 (0.038) | -        | 0.88 (0.019) | -        |
| Standard Lasso| Yes   | 4           | 0.58 (0.097) | 0.11 (0.030) | 0.00098  | 0.39 (0.11) | 0.0029  |
| Sparse PCA    | Yes   | 4           | 0.50 (0.0016) | 0.11 (0.0061) | 0.0029  | 0.37 (0.010) | 0.0029  |
| Autoencoder   | Yes   | 8           | 0.86 (0.011) | 0.33 (0.014) | 0.0095  | 0.86 (0.016) | 0.0088  |
| Sparse AE     | Yes   | 8           | 0.85 (0.0038) | 0.30 (0.015) | 0.00098  | 0.85 (0.0035) | 0.0020  |
| PCA           | Yes   | 8           | 0.50 (0.0043) | 0.12 (0.0088) | 0.00098  | 0.40 (0.030) | 0.00098  |

Table 1: Number of remaining connections, explained variance, reconstruction match and p-value for six algorithms when reducing 16 clusters from four to two dimensions with and without added noise. P-values are for the one-sided paired rank test, that tests whether path lasso performs better than the competing algorithm, with p-values smaller than 1% marked in bold. For the three sparse algorithms, the number of connections is always four, by construction; for three the dense algorithms it is always eight. Especially for noisy data, path lasso outperforms the competing algorithms.
which resulted in 31225 documents. Then, for each word the tf-idf score was calculated, and the 100 words with the highest score were kept, resulting in a 31225 × 100 data matrix. Using a standard autoencoder, path lasso, standard lasso and sparse PCA, the 100 dimensional data set was mapped down to two, four and 25 dimensions, where the 25D case was added for comparing the test measures at moderate dimensionality reductions. For the autoencoder based algorithms, the layer widths were 100, 50, 2 (4, 25), 50 and 100 nodes.

Two different sparsity levels were used; One sparse, to be able to compare interpretability, and one almost dense, to be able to compare to a standard autoencoder. In each case the penalties were set to obtain (approximately) the same sparsity, measured as number of connections, for all algorithms.

The latent spaces in the sparse case are shown in Figure 3. In the 4D case, standard lasso only uses one latent dimension and is incapable of distinguishing between the categories, sparse PCA maps one category to each latent dimension, while path lasso has a tendency to map two categories to each latent dimension, one to the positive and one to the negative axis. This is further accentuated when compressing to only two dimensions. While path lasso is able to identify all four categories, sparse PCA only identifies two of them. Standard lasso still only uses one dimension and is not able to identify any categories at all. The use of only one latent dimension by standard lasso is likely attributed to the flexibility of the autoencoder, and without the structure in the penalty imposed by the path lasso algorithm, there is less incentive to use all parts of the latent space. The same tendency is visible in Figure 4c.

To see which original dimensions (words) contribute to which latent dimensions, the non-zero elements of $W_{PL}$ can be used, but since all elements in this matrix are non-negative, it gives no information about the sign. Instead the corresponding signed matrix was created according to $W_2 \cdot W_1 + (W_4 \cdot W_3) \top$, where $(W_1, W_2)$ and $(W_3, W_4)$ are the weight matrices of the encoder and the decoder, respectively. The signed words in the latent dimensions are presented in Tables 2 and 3. The assignment of words to the 4 (8) latent half-axes done by path lasso and sparse PCA is consistent with the results in Figure 3. Path lasso also seems to identify a subcategory of comp.windows.x related to e-mails.

In Tables 4 and 5, remaining connections, explained variance and reconstruction match are presented for both sparsity levels. We conclude that path lasso performs best among the sparse algorithms both in terms of explained variance and reconstruction match. Compared to the standard autoencoder, path lasso performs slightly better in terms of reconstruction error and observation reconstruction match, which is in line with the results in Section 3.1. It is also noticeable that with increasing latent dimensionality the advantage of non-linear over linear models decreases.

### 3.3 Images - AT&T Face Database

We also tested the algorithm on the AT&T face database (Samaria and Harter, 1994), which contains 400 grayscale images of faces. The images were compressed to a size of 60 × 50 pixels, after which the 3000 dimensional images where reduced to 5 dimensions. Both the encoder and the decoder had 1000 units wide hidden layers, and to assure that a pixel that was disconnected from all the latent dimensions got a value of zero, no bias parameters were used.

Again, each algorithm was penalized to obtain (approximately) the same number of connections, at two different sparsity levels. One low, with almost all of the $5 \cdot 3000 = 15000$ connections kept to be able to compare to a dense,
Figure 3: Latent spaces of the news data, when compressed down to two and to four latent dimensions. In (b) the y-axis value is just a random number, added to increase readability. Path lasso uses the latent space more efficiently than the other algorithms, being capable of mapping one category to each half-axis.
### Table 3: Positive and negative words in the four latent dimension, with sign calculated as \( \text{sign}(W_2 \cdot W_1 + (W_4 \cdot W_3)^T) \).

| Algorithm          | Dimension | Axis        | Words                                                                 |
|--------------------|-----------|-------------|----------------------------------------------------------------------|
| Path Lasso         | 1 of 4    | Negative    | game, year, hockey, play, games, players, season, nhl                 |
|                    |           | Positive    | window, use, need, server, program, motif, using, windows, application, widget |
|                    | 2 of 4    | Negative    | -                                                                    |
|                    |           | Positive    | space                                                                |
|                    | 3 of 4    | Negative    | know, thanks, edu, mail, hi, list                                    |
|                    |           | Positive    | god, don, think, people, jesus, say, believe, church, christians, christian, bible, christ, faith, life |
|                    | 4 of 4    | Negative    | -                                                                    |
|                    |           | Positive    | team, new, hockey, going, better, probably, lot                      |
| Standard Lasso     | 1 of 4    | Negative    | -                                                                    |
|                    |           | Positive    | -                                                                    |
|                    | 2 of 4    | Negative    | -                                                                    |
|                    |           | Positive    | -                                                                    |
|                    | 3 of 4    | Negative    | -                                                                    |
|                    |           | Positive    | -                                                                    |
|                    | 4 of 4    | Negative    | god, like, know, don, think, space, does, christ, time, window, thanks, use, jesus, way, say, sun, believe, need, want, problem, edu, server, hi, right, church, program, using, work, nasa, life, christians, true, bible, help, mail, used, actually |
|                    |           | Positive    | just, people, good, team, new, did, hockey, make, going, better, probably, lot |
| Sparse PCA         | 1 of 4    | Negative    | god, don, think, people, does, jesus, say, believe, church, things, question, said, christians, true, christian, bible, come, world, point, christ, faith, life |
|                    |           | Positive    | -                                                                    |
|                    | 2 of 4    | Negative    | game, good, team, year, hockey, play, games, players, season, better, best, nhl |
|                    |           | Positive    | use                                                                  |
|                    | 3 of 4    | Negative    | -                                                                    |
|                    |           | Positive    | window, server, program, motif, using, windows, application, widget  |
|                    | 4 of 4    | Negative    | -                                                                    |
|                    |           | Positive    | space, nasa, earth                                                  |

### Table 4: Number of remaining connections, explained variance and reconstruction match for the three algorithms on the newsgroup data at high sparsity. Path lasso performs best both in terms of explained variance and reconstruction match.

| Dimensions | Algorithm | Connections | \( R^2 \) | Reconstruction Match |
|------------|-----------|-------------|-----------|---------------------|
|            |           |             | Observation | Label               |
| 2          | Path lasso| 9           | 0.13       | 0.021               | 0.47                |
| 2          | Standard Lasso | 11        | 0.015      | 0.0021              | 0.25                |
| 2          | Sparse PCA | 10          | 0.028      | 0.0084              | 0.29                |
| 4          | Path lasso| 46          | 0.20       | 0.027               | 0.55                |
| 4          | Standard Lasso | 47        | 0.015      | 0.0021              | 0.25                |
| 4          | Sparse PCA | 46          | 0.11       | 0.017               | 0.43                |
| 25         | Path lasso| 102         | 0.55       | 0.34                | 0.66                |
| 25         | Standard Lasso | 104       | 0.069      | 0.0063              | 0.33                |
| 25         | Sparse PCA | 104         | 0.40       | 0.14                | 0.56                |

Table 4: Number of remaining connections, explained variance and reconstruction match for the three algorithms on the newsgroup data at high sparsity. Path lasso performs best both in terms of explained variance and reconstruction match.
The results are summarized in Table 6. Since the images are unlabeled the label reconstruction match was replaced by a 10 nearest neighbor reconstruction match, where an observation is considered correctly reconstructed if its own original observation is among the ten closest original observations.

Path lasso and standard lasso do much better than sparse PCA in terms of reconstruction, and at low sparsity they are on par with the dense autoencoder. For observation reconstruction match, path lasso outperforms the other two algorithms, and at low sparsity also the standard autoencoder. For the 10 nearest neighbors reconstruction match, all non-linear algorithms do very well at low sparsity, while at high sparsity path lasso does better than the other algorithms.

The five eigenfaces, calculated as $\text{Dec}(e_i)$ where Dec is the decoder and $e_i$ is the i-th standard basis vector in $\mathbb{R}^5$, are shown in the left column of Figure 4. For PCA, the decoder function corresponds to multiplication with the loadings matrix, whose i-th column is the i-th eigenface. A pixel with value zero is colored red. Sparse PCA distributes its non-zero pixels more evenly among the latent dimensions, while again standard lasso does not use all 5 latent dimensions. The right column shows the reconstruction of some of the images in the test set, using the four different algorithms. The reconstructed images using path lasso look more diversified than for the other sparse algorithms, something that is in line with the superior reconstruction match of path lasso.

### 4 Conclusions

We proposed path lasso, a penalty that creates structured sparsity in feedforward neural networks, by using a group lasso penalty to remove all connections between two nodes in two non-adjacent layers. We applied path lasso to

---

**Table 5**: Number of remaining connections, explained variance and reconstruction match for the four algorithms on the newsgroup data at low sparsity. Path lasso performs better than standard lasso and sparse PCA both in terms of explained variance and reconstruction match. Compared to the standard autoencoder path lasso performs slightly better in terms of explained variance and observation reconstruction match.

| Algorithm      | Connections | $R^2$ | Reconstruction Match | Observation | Label |
|----------------|-------------|-------|----------------------|-------------|-------|
| Autoencoder    | 200         | 0.24  | 0.048                | 0.56        |
| Path Lasso     | 194         | 0.27  | 0.058                | 0.54        |
| Standard Lasso | 196         | 0.073 | 0.0042               | 0.35        |
| Sparse PCA     | 195         | 0.051 | 0.0063               | 0.32        |

**Table 6**: Number of remaining connections, explained variance and reconstruction match for the four algorithms on the image data. Path lasso outperforms the competing algorithms in terms of observation reconstruction match, and at low sparsity even beats the fully connected autoencoder.

| Algorithm      | Connections | $R^2$ | Reconstruction Match | Observation | 10 Nearest Neighbors |
|----------------|-------------|-------|----------------------|-------------|---------------------|
| Autoencoder    | 15000       | 0.73  | 0.66                 | 0.97        |
| Path Lasso     | 14923       | 0.72  | 0.70                 | 0.96        |
| Standard Lasso | 14936       | 0.70  | 0.55                 | 0.96        |
| Sparse PCA     | 14923       | -0.24 | 0.16                 | 0.60        |
| Path Lasso     | 3770        | 0.57  | 0.21                 | 0.75        |
| Standard Lasso | 3771        | 0.44  | 0.025                | 0.26        |
| Sparse PCA     | 3770        | -1.2  | 0.10                 | 0.46        |
Figure 4: Eigenfaces and examples of reconstructions of test faces at small and large penalization. Zeros are indicated with red. The results of the dense autoencoder are presented together with the low sparsity results. The reconstructed images using path lasso look more diverse than those of the other sparse algorithms. At high sparsity standard lasso does not use all 5 latent dimensions.
an autoencoder to obtain sparse, non-linear dimensionality reduction, and showed that this non-linearity makes path lasso much more flexible than sparse PCA, leading to a lower reconstruction error and a higher reconstruction match. Thanks to its higher flexibility path lasso is also able to use the latent space more efficiently, something that proved essential when the latent dimensions were few. Compared to an autoencoder with individually lasso penalized links, path lasso performed better in terms of reconstruction, reconstruction match and interpretation of the latent space. In addition, at low sparsity levels path lasso resulted in a better reconstruction match than the standard autoencoder.

Using path lasso for non-linear, sparse dimensionality reduction, flexibility and interpretability can be combined in a new way, enabling compression to fewer dimensions, with preserved interpretability. In this paper, we used the path lasso penalty in an autoencoder. However, path lasso can be used in many other types of feedforward neural networks with applications including non-linear, sparse multivariate regression, and non-linear, sparse network models. Such investigations are left for future work.

Code is available at https://github.com/allerbo/path_lasso.
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A Accelerating the Non-Negative Matrix Factorization

To increase the speed of the matrix factorization step in Equation (7) the following three approaches were used: Substitution, parallelization and Boolean matrix factorization.

A.1 Substitution

By first applying an off-the-shelf optimization method to \( f(\theta) = g(\theta) + \lambda W_{PL} \), where \( g(\theta) \) is the reconstruction error, we obtain a solution where some of the paths have very small values, although non-zero. We then, as in adaptive lasso, use this solution to initialize a second optimization stage, using proximal gradient descent, with individual penalties for each connection, where the penalties depend on the magnitude of the connection after the first stage:

\[
\lambda_{i_{L},i_{0}} := \frac{\lambda}{((\hat{W}_{PL})_{i_{L},i_{0}})^{\gamma}}
\]

where \( \hat{W}_{PL} \) is the value of \( W_{PL} \) after the optimization with the off-the-shelf optimizer and \( \gamma > 0 \). Just as in Section 2.5 \( \gamma = 2 \) was used. Choosing a relatively small value of \( \lambda \), connections that are not close to zero after the first stage will be left more or less unpenalized, while connections close to zero will be penalized hard. Another advantage of this two stage procedure is that we are able to further increase the speed in the first stage by leveraging on momentum based optimization methods, which are not available for proximal gradient descent.

A.2 Parallelization

In general, the larger the weight matrices, the more time consuming is the factorization of the penalized path matrix into penalized weight matrices. By splitting the weight matrices into blocks, the factorization can instead be done in parallel for smaller sub-matrices. In the simplest example, three layers are split into two parts each. This corresponds to two weight matrices, whose rows and columns are both split into two blocks each, and is shown in Equation (8) below. Let \( A \in (\mathbb{R}_{\geq 0})^{d_3 \times d_2} \) and \( B \in (\mathbb{R}_{\geq 0})^{d_2 \times d_1} \) denote the absolute valued weight matrices and let \( C + D \in (\mathbb{R}_{\geq 0})^{d_3 \times d_1} \) denote the penalized path matrix, where the sum of the paths in \((C + D)_{ij}\) is split into \(C_{ij}\), containing the sum of some of the paths, and \(D_{ij}\), containing the sum of the remaining paths. Which paths belong to \( C \) and which belong to \( D \) depends on how \( A \) and \( B \) are split. Then, the factorization of \( C + D \) into \( A \cdot B \) can be divided into \( 2^3 = 8 \) smaller factorizations which can be solved in parallel, i.e.

\[
\begin{bmatrix}
C_{11} + D_{11} & C_{12} + D_{12} \\
C_{21} + D_{21} & C_{22} + D_{22}
\end{bmatrix} =
\begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix} \cdot
\begin{bmatrix}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{bmatrix}
\]

(8)

can be split into

\[
\begin{bmatrix}
C_{11} & C_{12} \\
C_{21} & C_{22}
\end{bmatrix} =
\begin{bmatrix}
A_{11} & 0 \\
A_{21} & 0
\end{bmatrix} \cdot
\begin{bmatrix}
B_{11} & B_{12} \\
0 & 0
\end{bmatrix} =
\begin{bmatrix}
A_{11} \cdot B_{11} & A_{11} \cdot B_{12} \\
A_{21} \cdot B_{11} & A_{21} \cdot B_{12}
\end{bmatrix}
\]

\[
\begin{bmatrix}
D_{11} & D_{12} \\
D_{21} & D_{22}
\end{bmatrix} =
\begin{bmatrix}
0 & A_{12} \\
0 & A_{22}
\end{bmatrix} \cdot
\begin{bmatrix}
0 & 0 \\
B_{21} & B_{22}
\end{bmatrix} =
\begin{bmatrix}
A_{12} \cdot B_{21} & A_{12} \cdot B_{22} \\
A_{22} \cdot B_{21} & A_{22} \cdot B_{22}
\end{bmatrix}
\]

or equivalently

\[
C_{11} = A_{11} \cdot B_{11}, \quad C_{12} = A_{11} \cdot B_{12}, \quad C_{21} = A_{21} \cdot B_{11}, \quad C_{22} = A_{21} \cdot B_{12}
\]

\[
D_{11} = A_{12} \cdot B_{21}, \quad D_{12} = A_{12} \cdot B_{22}, \quad D_{21} = A_{22} \cdot B_{21}, \quad D_{22} = A_{22} \cdot B_{22}.
\]

Here, \( A_{ij} \in (\mathbb{R}_{\geq 0})^{d_3 \times d_2}, B_{ij} \in (\mathbb{R}_{\geq 0})^{d_2 \times d_1} \) and \( C_{ij}, D_{ij} \in (\mathbb{R}_{\geq 0})^{d_3 \times d_1} \), where \( i, j \in \{1, 2\} \) and \( d_{k_1} + d_{k_2} = d_k \) for \( k = 1, 2, 3 \), are all block matrices. This results in two, potentially different, solutions for each \( A_{ij} \) and \( B_{ij} \), that need to be aggregated. To be conservative, and set a link to zero only when it is zero in both solutions, we use the maximum value element-wise for aggregation:

\[
(A_{ij})_{kl} = \max_{n \in \{1, 2\}} (A_{ij}^n)_{kl}
\]

where \( A_{ij}^n \) is the \( n \)-th solution of \( A_{ij} \). Remember that all elements in all matrices are non-negative.

This generalizes trivially to more layers and splits and the number of equations is always the product of the splits over all the layers.
A.3 Boolean Matrix Factorization

Another way to speed up the computations is early stopping of the matrix factorization. This may however lead to some of the elements on the right hand side in Equation (7) being very close, but not equal, to zero, introducing the need to threshold. We determine the optimal threshold value using Boolean matrix multiplication, which differs from ordinary matrix multiplication in the following way:

- All elements are in \{0, 1\}.
- Instead of ordinary sum, Boolean sum (or Boolean or), \(\lor\), is used: \(0 \lor 0 = 0, 0 \lor 1 = 1, 1 \lor 0 = 1, 1 \lor 1 = 1\).

We define a Boolean matrix for each matrix in Equation (7) as:

\[
(B)_{ij} := \mathbb{I} \left[ \left( \prod_{l=L,\ldots,1} |W_l| \lor \left( 1 - \frac{\alpha \lambda}{W_{PL}} \right) \right)_{ij} > 0 \right]
\]

\[
(B_l)_{ij} (\tau) := \mathbb{I} \left[ (\tilde{W}_l)_{ij} > \tau \right], \tau \geq 0
\]

where \(\mathbb{I}[\cdot]\) is the (element-wise) indicator function which equals 1 when its argument is true and 0 otherwise. Thus, in the matrix on the left hand side in Equation (7), zero elements become zeros and all other elements become ones, while for the matrices on the right hand side, we use a threshold to decide which elements should be set to zero. In the first case, an element of one means that there is a non-zero connection, while in the second case it means that there is an non-zero link. If \(B = \bigvee_{l=L,\ldots,1} B_l\), where \(\bigvee\) denotes Boolean matrix multiplication, then the matrix factorization was successful in the sense that all connections in \(W_{PL}\) are represented by appropriate links in the weight matrices. Each differing element means that either two nodes are disconnected in \(W_{PL}\) but not in \(\{\tilde{W}_l\}_{l=1}^L\) or vice versa. To minimize this quantity, we minimize \(\sum |B - \bigvee_{l=L,\ldots,1} B_l(\tau)|\), with the absolute value taken element-wise, with respect to \(\tau\), and then threshold \(\{\tilde{W}_l\}_{l=1}^L\) using the resulting \(\tau\):

\[
\tau = \arg\min_{\tau \geq 0} \sum_{\text{all elements}} \mathbb{I} \left[ \prod_{l=L,\ldots,1} |W_l| \lor \left( 1 - \frac{\alpha \lambda}{W_{PL}} \right) > 0 \right] - \bigvee_{l=L,\ldots,1} \mathbb{I}[\tilde{W}_l > \tau]
\]

\[
\tilde{W}_t \leftarrow \tilde{W}_t \lor \mathbb{I}[\tilde{W}_t > \tau]
\]

Since the objective function is piecewise constant and thus hard to optimize, we simply evaluate it for 20 logarithmically spaced values of \(\tau \in [10^{-10}, 1]\) and pick the best one.

B Proofs

Proof of Proposition 7 Using the definition of matrix multiplication, with \(k\) running over all paths connecting \(x_{i_0}\) and \(y_{i_L}\), we obtain

\[
\sqrt{\sum_{k \in \mathcal{P}_{L}} (p_{i_L,i_0}^k)^2} = \sqrt{\sum_{l=L-1}^{1} \sum_{i_{l-1}=1}^{d_{l-1}} \sum_{i_l=1}^{d_l} |w_{i_l,i_{l-1}}^L| \cdot |w_{i_{l-1},i_{l-2}}^{L-1}| \cdots |w_{i_1,i_0}^1|^2} = \sqrt{(W_L)^2 \cdot (W_{L-1})^2 \cdots (W_1)^2} = \sqrt{(W_{PL})_{i_L,i_0}}.
\]

To prove Proposition 2, we begin with the following lemma:

Lemma 1. Let \(\{A_k\}_{k=1}^n\) be a set of arbitrary matrices and \(\{D_k\}_{k=1}^n\) a set of diagonal matrices, where all elements in \(A_k\) and \(D_k\) are bounded. Let \(f \geq 0\) an element-wise function where \(f(x) = 0\) if and only if \(x = 0\). Let the dimensions of the matrices be such that the matrix multiplications below make sense. Then

\[
(f(A_1) \cdot f(A_2) \cdot \ldots f(A_n))_{ij} = 0 \implies (D_1 \cdot A_1 \cdot D_2 \cdot A_2 \cdot D_2 \cdot \ldots D_n \cdot A_n)_{ij}.
\]
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Proof. Denote $a_{ij}^k := (A_k)_{ij}$ and $d_{ij}^k := (D_k)_{ij}$. Then for the left hand side

$$
(f(A_1) \cdot f(A_2) \cdots f(A_n))_{ij} = \sum_{k_1} \sum_{k_2} \cdots \sum_{k_{n-1}} f(a_{ik_1}^1) \cdot f(a_{k_1k_2}^2) \cdots f(a_{k_{n-1}j}^n)
$$

and for the right hand side

$$(D_1 \cdot A_1 \cdot D_2 \cdot A_2 \cdots D_n \cdot A_n)_{ij} = \sum_{k_1} \sum_{k_2} \cdots \sum_{k_{n-1}} a_{ik_1}^1 \cdot a_{k_1k_2}^2 \cdots a_{k_{n-1}j}^n \cdot d_{ii}^1 \cdot d_{k_1k_1}^2 \cdots d_{k_{n-1}k_{n-1}}^n.
$$

By the definition of $f$, $f(a_{ik_1}^1) \cdot f(a_{k_1k_2}^2) \cdots f(a_{k_{n-1}j}^n) \geq 0$ with equality only if at least one of $a_{ik_1}^1, a_{k_1k_2}^2, \ldots a_{k_{n-1}j}^n$ is zero, which implies that $a_{ik_1}^1 \cdot a_{k_1k_2}^2 \cdots a_{k_{n-1}j}^n = 0$. The sum

$$
\sum_{k_1} \sum_{k_2} \cdots \sum_{k_{n-1}} f(a_{ik_1}^1) \cdot f(a_{k_1k_2}^2) \cdots f(a_{k_{n-1}j}^n)
$$

is zero if and only if all its terms are zero, which means that

$$
a_{ik_1}^1 \cdot a_{k_1k_2}^2 \cdots a_{k_{n-1}j}^n = 0
$$

for all combinations of indices summed over. Multiplying with some bounded constant does not change that fact, so

$$
f(a_{ik_1}^1) \cdot f(a_{k_1k_2}^2) \cdots f(a_{k_{n-1}j}^n) = 0 \implies a_{ik_1}^1 \cdot a_{k_1k_2}^2 \cdots a_{k_{n-1}j}^n \cdot d_{ii}^1 \cdot d_{k_1k_1}^2 \cdots d_{k_{n-1}k_{n-1}}^n = 0.
$$

Finally summing only zeros we get

$$
0 = \sum_{k_1} \sum_{k_2} \cdots \sum_{k_{n-1}} a_{ik_1}^1 \cdot a_{k_1k_2}^2 \cdots a_{k_{n-1}j}^n \cdot d_{ii}^1 \cdot d_{k_1k_1}^2 \cdots d_{k_{n-1}k_{n-1}}^n = (D_1 \cdot A_1 \cdot D_2 \cdot A_2 \cdots D_n \cdot A_n)_{ij}
$$

Proof of Proposition. With $\{o_l\}_{l=0}^L$ (where $o_0 = x$ and $o_L = y$) denoting the outputs and $\{i_l\}_{l=1}^L$ the inputs of the activation functions $\{\Phi_l\}_{l=1}^L$, we can express Equation (4) recursively for $1 \leq l \leq L$ as

$$
i_l = W_l o_{l-1} + b_l
$$

$$
o_l = \Phi_l(i_l)
$$

Applying the chain rule we obtain

$$
\frac{\partial y}{\partial x} = \frac{\partial o_l}{\partial o_0} = \frac{\partial o_l}{\partial o_{l-1}} \cdot \frac{\partial i_l}{\partial o_{l-1}} \cdot \frac{\partial o_{l-1}}{\partial o_{l-2}} \cdots \frac{\partial o_1}{\partial i_1} \cdot \frac{\partial i_1}{\partial x},
$$

(9)

where $\frac{\partial o_l}{\partial o_{l-1}}$ is a diagonal matrix, since $\Phi_l$ is an element-wise operator, and $\frac{\partial o_l}{\partial i_{l-1}} = W_l$. We can now apply Lemma 1 with $f(x) = x^2$ to Equation (9) to obtain

$$
(W_{PL})_{i_{l-1}i_{l-1}} = 0 \iff ((W_L)^2 \cdot (W_{L-1})^2 \cdots (W_1)^2)_{i_{l-1}i_{l-1}} = 0
$$

$$
\implies 0 = (\frac{\partial o_L}{\partial i_L} \cdot W_L \cdot \frac{\partial o_{L-1}}{\partial i_{L-1}} \cdot W_{L-1} \cdots \frac{\partial o_1}{\partial i_1} \cdot W_1)_{i_{l-1}i_{l-1}} = \left(\frac{\partial y}{\partial x}\right)_{i_{l-1}i_{l-1}}
$$

where the equivalence comes from the definition of $W_{PL}$ and the implication from Lemma 1.

Proof of Proposition. Assuming the penalized path can be written as a product of penalized links, we get the following equation for the $k$-th path between nodes $i_0$ and $i_L$ in total $\prod_{l=0}^{L} d_k$ equations:

$$
p_{ik_1i_0}^k \cdot \left(1 - \frac{\alpha \lambda}{(W_{PL})_{i_{l-1}i_{l-1}}} \right)^+ = |w_{i_{l-1}i_{l-1}}^L| \cdot |w_{i_{l-2}i_{l-1}}^L| \cdots |w_{i_{l-1}i_{l-1}}^L| \cdot \left(1 - \frac{\alpha \lambda}{(W_{PL})_{i_{l-1}i_{l-1}}} \right)^+
$$

$$
= \text{sign}(w_{i_{l-1}i_{l-1}}^L) \cdot (|w_{i_{l-2}i_{l-1}}^L| - \alpha \lambda |w_{i_{l-2}i_{l-1}}^L|)^+ \cdots \text{sign}(w_{i_{l-1}i_{l-1}}^L) \cdot (|w_{i_{l-1}i_{l-1}}^L| - \alpha \lambda |w_{i_{l-1}i_{l-1}}^L|)^+
$$

$$
=: \text{sign}(w_{i_{l-1}i_{l-1}}^L) \cdot \tilde{w}_{i_{l-1}i_{l-1}}^L \cdots \text{sign}(w_{i_{l-1}i_{l-1}}^L) \cdot \tilde{w}_{i_{l-1}i_{l-1}}^L.
$$
C.1 Update Rule for the upper constraint on the solution).

For \( \tilde{W} \in (\mathbb{R}^+)^{d_1 \times d_2} \) we want to solve, adding the possibility to add element-wise \( l_1 \)- and \( l_2 \)-penalties:

\[
\min_{\tilde{W} : 0 \leq (\tilde{W})_{ir} \leq (\tilde{W}_0)_{ir}} \frac{1}{2} ||V - \tilde{W} \tilde{H}||_F^2 + \sum_{i,r} \left( \lambda_1 (\tilde{W})_{ir} + \frac{\lambda_2}{2} (\tilde{W})_{ir}^2 \right)
\]

where \( \tilde{W}_0 \) is the seed. We update each element \((\tilde{W})_{ir}\) by adding \( sE_{ir} \), for an optimal \( s \), where \( E_{ir} \) is a matrix with all zeros, except element \((i,r)\), which is 1. Defining

\[
g_{ir}(s) := \frac{1}{2} \sum_j (V)_{ij} - ((\tilde{W} + sE_{ir}) \tilde{H})_{ij} + \lambda_1 ((\tilde{W})_{ir} + s) + \frac{\lambda_2}{2} ((\tilde{W})_{ir} + s)^2
\]
we get
\[
g_{\tilde{W}}(s) = \frac{1}{2} \sum_{j}((V)_{ij} - ((\tilde{W} + sE_{ir})\tilde{H})_{ij})^2 + \lambda_1((\tilde{W})_{ir} + s)^2 + \frac{\lambda_2}{2}((\tilde{W})_{ir} + s)^2
\]
\[
= \frac{1}{2} \sum_{j}((V)_{ij} - (\tilde{W}\tilde{H})_{ij} - s(\tilde{H})_{rj})^2 + \lambda_1((\tilde{W})_{ir} + s)^2 + \frac{\lambda_2}{2}((\tilde{W})_{ir} + s)^2
\]
\[
(g_{\tilde{W}})'(s) = \sum_{j}(-(V)_{ij}(\tilde{H})_{rj} + (\tilde{W}\tilde{H})_{ij}(\tilde{H})_{rj} + 2s(\tilde{H})_{rj}^2 + \lambda_1 + \lambda_2((\tilde{W})_{ir} + s)
\]
\[
(g_{\tilde{W}})''(s) = \sum_{j}(2(\tilde{H})_{rj}^2) + \lambda_2
\]
\[
(g_{\tilde{W}})'(0) = \sum_{i,j}(-(V)_{ij}(\tilde{H})_{rj} + (\tilde{W}\tilde{H})_{ij}(\tilde{H})_{rj}) + \lambda_1 + \lambda_2(\tilde{W})_{ir}
\]
\[
(g_{\tilde{W}})''(0) = \sum_{j}(\tilde{H})_{rj}(\tilde{H})_{rj} + \lambda_2 = (\tilde{H}\tilde{H})_{rr} + \lambda_2.
\]

Since $g_{\tilde{W}}(s)$ is quadratic in $s$, its Taylor expansion only contains terms up to and including $s^2$:
\[
g_{\tilde{W}}(s) = g_{\tilde{W}}(0) + (g_{\tilde{W}})'(0) \cdot s + \frac{1}{2}(g_{\tilde{W}})''(0) \cdot s^2
\]
which is minimized at
\[
s^* = -\frac{(g_{\tilde{W}})'(0)}{(g_{\tilde{W}})''(0)} = \frac{(V\tilde{H})_{ir} - (\tilde{W}\tilde{H}\tilde{H})_{ir} - \lambda_1 - \lambda_2(\tilde{W})_{ir}}{(\tilde{H}\tilde{H})_{rr} + \lambda_2}
\]
and, to make sure $(\tilde{W})_{ir} \in [0,(\tilde{W}_0)_{ir}]$:
\[
(\tilde{W})_{ir}^{t+1} = \max((\tilde{W}_0)_{ir}, \min(0,(\tilde{W})_{ir}^{t} + s^*)).
\]

C.2 Update Rule for $\tilde{M}$

For $M \in (\mathbb{R}^+)^{d_p \times d_r}$ the corresponding equations become
\[
\min_{\tilde{M}: 0 \leq (\tilde{M})_{pr} \leq (\tilde{M}_0)_{pr}} \frac{1}{2}||V - \tilde{W}\tilde{M}\tilde{H}||_F^2 + \sum_{p,r} \left(\lambda_1(\tilde{M})_{pr} + \frac{\lambda_2}{2}(\tilde{M})_{pr}^2\right)
\]
\[ g^M_{pr}(s) := \frac{1}{2} \sum_{i,j} ((V)_{ij} - (\hat{W}(\hat{M} + sE_{pr})\hat{H})_{ij})^2 + \lambda_1((\hat{M})_{pr} + s) + \frac{\lambda_2}{2}((\hat{M})_{pr} + s)^2 \]

\[
= \frac{1}{2} \sum_{i,j} ((V)_{ij} - (\hat{W}\hat{M}\hat{H})_{ij} - s(W)_{ip}(\hat{H})_{rj})^2 + \lambda_1((\hat{M})_{pr} + s) \\
+ \frac{\lambda_2}{2}((\hat{M})_{pr} + s)^2
\]

\[
(g^M_{pr})'(s) = \sum_{i,j} (-((V)_{ij}(W)_{ip}(\hat{H})_{rj} + (\hat{W}\hat{M}\hat{H})_{ij}(W)_{ip}(\hat{H})_{rj} + 2s(W)_{ip}(\hat{H})^2_{ij}) \\
+ \lambda_1 + \lambda_2((\hat{M})_{pr} + s)
\]

\[
(g^M_{pr})''(s) = \sum_{i,j} (2(W)_{ip}(\hat{H})^2_{rj}) + \lambda_2
\]

\[
(g^M_{pr})''(0) = \sum_{i,j} (-((V)_{ij}(W)_{ip}(\hat{H})_{rj} + (\hat{W}\hat{M}\hat{H})_{ij}(W)_{ip}(\hat{H})_{rj}) + \lambda_1 + \lambda_2((\hat{M})_{pr} \\
= (-\hat{W}^T V \hat{H}^T + \hat{W}^T \hat{W} \hat{M} \hat{H} \hat{H}^T)_{pr} + \lambda_1 + \lambda_2(\hat{M})_{pr}
\]

\[
(g^M_{pr})''(0) = \sum_{i,j} (W)_{ip}(\hat{W})_{pi} \sum_{j} (\hat{H})_{rj} (\hat{H})^T_{j} + \lambda_2 = (\hat{W}^T \hat{W})_{pp}(\hat{H} \hat{H}^T)_{rr} + \lambda_2
\]

\[
s^* = \frac{(\hat{W}^T V \hat{H}^T - \hat{W}^T \hat{W} \hat{M} \hat{H} \hat{H}^T)_{pr} - \lambda_1 - \lambda_2(\hat{M})_{pr}}{(\hat{W}^T \hat{W})_{pp}(\hat{H} \hat{H}^T)_{rr} + \lambda_2}
\]

\[
(\hat{M})^{t+1}_{pr} = \max((\hat{M}_0)_{pr}, \min(0, ((\hat{M}_{t})_{ir})^T + s^*))
\]
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