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Abstract

Polynomial ensembles are determinantal point processes associated with (non necessarily orthogonal) projections onto polynomial subspaces. The aim of this survey article is to put forward the use of recurrence coefficients to obtain the global asymptotic behavior of such ensembles in a rather simple way. We provide a unified approach to recover well-known convergence results for real OP ensembles. We study the mutual convergence of the polynomial ensemble and the zeros of its average characteristic polynomial; we discuss in particular the complex setting. We also control the variance of linear statistics of polynomial ensembles and derive comparison results, as well as asymptotic formulas for real OP ensembles. Finally, we reinterpret the classical algorithm to sample determinantal point processes so as to cover the setting of non-orthogonal projection kernels. A few open problems are also suggested.

1 Introduction

Determinantal point processes (DPPs) are random point configurations where the points tend to repel each others. A DPP is parametrized by a kernel $K(x, y)$ and a reference measure $\mu$ on the space $\Lambda$ where the points, or particles, live. The most repulsive DPPs arise when the integral operator $K$ acting on $L^2(\mu)$ associated with the kernel is a projection operator, in which case the number of points in the configuration equals to the rank of the projection; we refer to [Soshnikov, 2000, Lyons, 2003, Johansson, 2006, Hough et al., 2006] for general presentations. We here focus on polynomial ensembles, which are DPPs coming with a projection $K_N$ onto polynomials of degree less than $N$. Such models are special instances of biorthogonal ensembles [Borodin, 1999]. When $K_N$ is an orthogonal projection, this yields an important class of DPPs popularized by random matrix theory among other things: the orthogonal polynomial (OP) ensembles [Köning, 2005]. Non-orthogonal projections also appear in several interesting models. For instance multiple OP ensembles, which involve polynomials satisfying multiple orthogonality conditions with respect to several scalar products, appear in several non-unitary invariant random matrix models [Kuijlaars, 2010]. Polynomial ensembles turn out to be a class of models which is stable under natural matrix operations [Kuijlaars, 2016].
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1.1 Polynomial ensembles

Let \( \mu \) be a Borel measure with infinite support \( \Lambda \subset \mathbb{C} \) such that any polynomial belongs to \( L^2(\mu) \). Consider two families \( P_k \) and \( Q_k \) of function in \( L^2(\mu) \) such that \( P_k \) is a polynomial of degree \( k \) and the \( Q_k \)'s satisfy the biorthogonality relations

\[
\langle P_k, Q_m \rangle := \int P_k(x) \overline{Q_m(x)} \mu(dx) = \delta_{k,m}, \quad k, m \in \mathbb{N}.
\] (1.1)

A polynomial ensemble (of \( N \) points) is a probability distribution on \( \Lambda^N \) of the form

\[
dP(x_1, \ldots, x_N) = \frac{1}{N!} \det \left[ K(x_i, x_j) \right]_{i,j=1}^{N} \prod_{i=1}^{N} \mu(dx_i),
\] (1.2)

with kernel

\[
K(x, y) = \sum_{k=0}^{N-1} P_k(x) \overline{Q_k(y)}.
\] (1.3)

When the reference measure is supported on \( \mathbb{R} \), we say that \( P \) is a real polynomial ensemble.

It is known that a polynomial ensemble \( P \) induces a DPP with kernel \( K(x, y) \), namely for every \( k \geq 1 \) and every positive Borel function \( f : \Lambda^k \to \mathbb{C} \), we have

\[
\mathbb{E} \left[ \sum_{i_1 \neq \cdots \neq i_k} f(x_{i_1}, \ldots, x_{i_k}) \right] = \int_{\Lambda^k} f(x_1, \ldots, x_k) \det \left[ K(x_i, x_j) \right]_{i,j=1}^{k} \prod_{i=1}^{k} \mu(dx_i),
\] (1.4)

where the sum ranges over all pairwise distinct \( k \)-indices from 1 to \( N \) and \( \mathbb{E} \) is the expectation with respect to \( P \). Note that assuming that (1.2) defines a probability measure and (1.4) yield together that \( K(x, y) \) has to be positive definite, namely \( \det[K(x_i, x_j)]_{i,j=1}^{k} \geq 0 \) for every \( k \geq 1 \) and every \( x_1, \ldots, x_k \in \Lambda \).

Projections and OP ensembles. Note that the integral operator \( K \) acting on \( L^2(\mu) \) by

\[
K : f(x) \mapsto \int K(x, y) f(y) \mu(dy)
\] (1.5)

is a bounded projection onto \( \text{Im}(K) = \text{Vect}(P_0, \ldots, P_{N-1}) \), the polynomials of degree at most \( N - 1 \), parallel to \( \text{Ker}(K)^\perp = \text{Vect}(Q_0, \ldots, Q_{N-1}) \). This projection is orthogonal if and only if \( K^* = K \), which is equivalent to \( P_k = Q_k \) for every \( k \geq 0 \). In this case, \( P_k \) is the orthonormal polynomial associated with the reference measure \( \mu \), and we say \( P \) is an orthogonal polynomial (OP) ensemble.

Asymptotic. From now, we consider a sequence of polynomial ensembles: For any \( N \geq 1 \) let \( P_N \) be a polynomial ensemble with reference measure \( \mu_N \) and kernel \( K_N(x, y) \) associated to functions \( P_k^N \) and \( Q_k^N \) satisfying the same conditions as above. When the reference measure does not depend on \( N \), we just write \( P_k \) and \( Q_k \). The goal is to study the behavior of the polynomial ensemble \( P_N \) in the large \( N \) limit. The main tool we use here to do so are the recurrence coefficients.
1.2 Recurrence coefficients

Since \( xP^N_k \) is a polynomial of degree \( k + 1 \), the biorthogonality relations (1.1) yield,

\[
xP^N_k(x) = \sum_{m=0}^{k+1} \langle xP^N_k, Q^N_m \rangle P^N_m(x),
\]

(1.6)

where \( \langle \cdot, \cdot \rangle := \langle \cdot, \cdot \rangle_{L^2(\mu_N)} \). We refer to the coefficients \( \langle xP^N_k, Q^N_m \rangle \) as recurrence coefficients, since one can deduce inductively any \( P^N_k \) from \( P^N_0 \) and these coefficients.

Three-term recurrence relation. In the setting of real OP ensembles, where \( P^N_k = Q^N_k \) are orthonormal polynomials with respect to a measure \( \mu_N \) on \( \mathbb{R} \), we set as usual

\[
a^N_k := \langle xP^N_k, P^N_{k+1} \rangle, \quad b^N_k := \langle xP^N_k, P^N_k \rangle,
\]

with the convention that \( a^{-1} := 0 \), so as to recover the three-term recurrence relation

\[
xP^N_k(x) = a^N_k P^N_{k+1}(x) + b^N_k P^N_k(x) + a^{-1} P^N_{k-1}(x).
\]

(1.7)

When the reference measure does not depend on \( N \), we just write \( a_k \) and \( b_k \).

The key formula. The main message is that knowing the large \( N \) limit of recurrence coefficients \( \langle xP^N_k, Q^N_m \rangle \) as \( N \to \infty \) provides a lot of information on the asymptotic behavior of polynomial ensembles. Moreover, many of these asymptotic results turn out to have quite simple combinatorial proofs, which may contrast with the usually quite involved analytical proofs in the field.

We will repeatedly use the following key observation: If one wants to express \( x^\ell P^N_k \) in terms of the recurrence coefficients, it is convenient to consider the oriented graph \( G = (V, E) \) with vertices \( V := \mathbb{N}^2 \) and edges

\[
E := \left\{ (n, k) \to (n + 1, m), \quad n, k \in \mathbb{N}, \quad 0 \leq m \leq k + 1 \right\},
\]

where to each edge is associated the weight

\[
w((n, k) \to (n + 1, m)) := \langle xP^N_k, Q^N_m \rangle.
\]

Indeed, the recurrence equation (1.6) yields by induction

\[
x^\ell P^N_k(x) = \sum_{m=0}^{k+\ell} \left( \sum_{\gamma: (0, k) \to (\ell, m)} \prod_{e \in \gamma} w(e) \right) P^N_m(x),
\]

where the rightmost sum ranges over the oriented paths \( \gamma \) on \( G \) starting from \( (0, k) \) and ending at \( (\ell, m) \), and each path picks the product of the weights along the edges it crosses. This leads to the formula

\[
\langle x^\ell P^N_k, Q^N_m \rangle = \sum_{\gamma: (0, k) \to (\ell, m)} \prod_{e \in \gamma} w(e), \quad \ell, k, m \in \mathbb{N},
\]

(1.8)
which will be the key to study the large $N$ limit of the moments of polynomial ensembles.

For example, in the case of a real OP ensemble, the paths in the rightmost sum (1.8) start from $(0, k)$, end after $\ell$ steps on the graph at $(\ell, m)$, and at each step the path increases its abscissa by one and its ordinate by 1, 0, or −1, with corresponding weights given by

$$w((n, m) \to (n + 1, m + 1)) = a^N_{m+1},$$
$$w((n, m) \to (n + 1, m)) = b^N_m,$$
$$w((n, m) \to (n + 1, m - 1)) = a^N_m.$$

1.3 Organisation

In Section 2 we investigate the convergence of the mean empirical distribution of polynomial ensembles. After recalling a few definitions, we provide in Theorem 2.1 explicit limits for real OP ensembles having recurrence coefficients with continuous directional limits. This recovers and extends results obtained by Ledoux [2004, 2005]. We partially extends this result to polynomial ensembles satisfying a finite-term recurrence relation in Proposition 2.6.

Following [Hardy, 2015], we study in Section 3 the mutual convergence of the mean distribution of polynomial ensembles and the zeros of associated average characteristic polynomials. We discuss further the complex setting and show in Corollary 3.2 the two limiting measures have the same logarithmic energy away from the supports.

In Section 4, we provide upper bounds, comparison results, and limiting formulas for the variance of linear statistics. For real OP ensembles, after recalling the standard upper bound and explaining how this upgrades the mean convergence of the empirical measure to the almost sure one, we show how to obtain explicit formulas for the limiting variance in a rather broad setting, a proof inspired from [Bardenet and Hardy, 2016]. We also provide upper bounds and comparison estimates for moments of polynomial ensembles by using the approach of [Hardy, 2015].

In Section 5, we briefly present the recent results of Breuer and Duits [2017] and Lambert [2015] on fluctuations for the linear statistics of polynomial ensembles satisfying a finite-term recurrence relation.

In Section 6, we review the standard algorithm for sampling DPPs associated with orthogonal projections due to Hough et al. [2006]. Since this algorithm does not cover polynomial ensembles, except for OP ensembles, we suggest an alternative approach for this algorithm so as to cover more general DPPs associated with non-orthogonal projections, and in particular arbitrary polynomial ensembles.
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2 Mean global convergence

We consider a sequence of polynomial ensembles $P_N$ of $N$ particles $x_1, \ldots, x_N$ and investigate the limiting behavior of the empirical distribution

$$\hat{\mu}_N := \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i}$$

(2.1)

under the law $P_N$ as $N \to \infty$. We start with a few definitions and standard facts on convergence of (random) probability measures.

2.1 Convergence of measures

Let $\mathcal{P}(\mathbb{R}^d)$ be the space of Borel probability measures on $\mathbb{R}^d$. A sequence $(\mu_n)$ in $\mathcal{P}(\mathbb{R}^d)$ converges weakly to a limiting measure $\mu$ when

$$\int f \, d\mu_n \xrightarrow{n \to \infty} \int f \, d\mu$$

(2.2)

for every continuous and bounded functions $f$ on $\mathbb{R}^d$. By approximation this is equivalent to (2.2) for every Lipschitz and bounded functions. When (2.2) holds true for any polynomial function $f$, we say $\mu_n$ converges to $\mu$ in moments. If $\mu$ is characterized by its moments, which is for instance the case when $\mu$ has compact support, then convergence in moments implies weak convergence but it is a stronger mode of convergence.

If $\mu_n$ is itself a random probability measure, namely a measurable map from a probability space $(\Omega_n, \mathcal{F}_n, P_n)$ to $\mathcal{P}(\mathbb{R}^d)$, the mean of $\mu_n$ is the probability measure $E\mu_n$ defined by

$$E\mu_n := \int f \, d\mu_n$$

(2.3)

Moreover, we say that $\mu_n$ converge in moments, or weakly, to $\mu$ almost surely if for every probability space $(\Omega, \mathcal{F}, P)$ such that $P|\mathcal{F}_n = P_n$ we have $P(\mu_n \to \mu$ in moments) = 1, or $P(\mu_n \to \mu$ weakly) = 1.

It follows from (1.4) with $k = 1$ that, with $\hat{\mu}_N$ defined in (2.1),

$$E\hat{\mu}_N = \frac{1}{N} K_N(x, x) \mu_N(dx) = \frac{1}{N} \sum_{k=0}^{N-1} P^N_k(x) Q^N_k(x) \mu_N(dx).$$

(2.3)

We now study the asymptotics of this mean measure. Results on the almost sure convergence of $\hat{\mu}_N$ will appear in Section 4.

2.2 Real OP ensembles

We first show how the key formula (1.8) easily yields an explicit description for the limit of the mean distribution $E\hat{\mu}_N$ for the class of real OP ensembles having recurrence coefficients with continuous directional limits.

The equilibrium measure of the interval $[\alpha, \beta]$ is defined by

$$\omega_{[\alpha, \beta]}(dx) := \frac{1}{\pi} \frac{1_{[\alpha, \beta]}(x) dx}{\sqrt{(\beta - x)(x - \alpha)}}$$

(2.4)

It is the unique minimizer of $\mu \mapsto \iint |x - y|^{-1} \mu(dx) \mu(dy)$ over Borel probability measures with support in $[\alpha, \beta]$. A random variable with distribution $\omega_{[\alpha, \beta]}$ is called an arcsine random variable on $[\alpha, \beta]$. Our first result is the following.
**Theorem 2.1.** Let $P_N$ be a sequence of real OP ensembles. Assume the recurrence coefficients satisfy $a^N_k \to a(s)$ and $b^N_k \to b(s)$ as $k/N \to s \in (0,1)$, where $a,b : (0,1) \to \mathbb{R}$ are two continuous functions such that $a^k b^m$ are Riemann integrable on $[0,1]$ for every $k,m \geq 0$. Then we have the convergence in moments

$$E \mu_N \xrightarrow{N \to \infty} \mu_{a,b}$$

with $\mu_{a,b}$ the law of the random variable $2a(U)\xi + b(U)$, where $U, \xi$ are independent random variables with $U$ uniform on $[0,1]$ and $\xi$ is an arcsine random variable on $[-1,1]$.

**Remark 2.2.** If $V$ is uniform on $[0,1]$, then $\cos(\pi V)$ is an arcsine random variable on $[-1,1]$. The moments of $\omega_{[-1,1]}$ have an explicit formula (make the change of variable $x = \cos \theta$ and do the Wallis’ integrals recursion trick):

$$\int x^\ell \omega_{[-1,1]}(dx) = \begin{cases} \frac{1}{4^m} \binom{2m}{m} & \text{if } \ell = 2m, \\ 0 & \text{otherwise}. \end{cases} \quad (2.5)$$

**Corollary 2.3.** If $P_N$ be a sequence of real OP ensembles with a reference measure $\mu_N = \mu$ which does not depend on $N$ and $a_k \to a$ and $b_k \to b$ as $k \to \infty$, then

$$E \mu_N \xrightarrow{N \to \infty} \omega_{[-2a+b,2a+b]}$$

in moments and weakly.

**Remark 2.4.** Denisov–Rakhmonov’s Theorem, see e.g. [Simon, 2011, Theorem 1.4.2], states that if $\mu = \omega(x)dx + \mu_s$ with $\mu_s$ singular and $\{x \in \mathbb{R} : \omega(x) > 0\} = [-2a + b, 2a + b]$ up to a set of null Lebesgue measure, then $a_k \to a$ and $b_k \to b$ as $k \to \infty$.

**Proof of Theorem 2.1.** It follows from (2.3) that,

$$E \left[ \int x^\ell d\mu_N \right] = \frac{1}{N} \sum_{k=0}^{N-1} \langle x^\ell P^N_k, P^N_k \rangle.$$

In the case of real OPs, the paths in the key formula (1.8) for $\langle x^\ell P^N_k, P^N_k \rangle$ explore vertices contained in the set

$$\{(n,m) \in \mathbb{N}^2 : 0 \leq n \leq \ell, \ k - \ell \leq m < k + \ell\}.$$ 

This yields in particular that $\langle x^\ell P^N_k, P^N_k \rangle$ is a polynomial map in the variables $(a^N_N+m)|m| \leq \ell$ and $(b^N_{N+m})|m| \leq \ell$ which does not depend on $k$ nor $N$. Namely, there exists a polynomial $\mathcal{P}_\ell$ such that

$$\langle x^\ell P^N_k, P^N_k \rangle = \mathcal{P}_\ell(a^N_{k-\ell}, \ldots, a^N_{k+\ell}, b^N_{k-\ell}, \ldots, b^N_{k+\ell})$$

Moreover, given any $a, b \in \mathbb{R}$, we have

$$\mathcal{P}_\ell(a, \ldots, a, b, \ldots, b) = \sum_{m=0}^{\lfloor \ell/2 \rfloor} \binom{2m}{m} a^{2m} b^{\ell-2m},$$
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the first binomial term picking the $2m$ steps “up or down” and the second the $m$ steps “up” within the previous non-flat steps. Using that $a_k^N \to a(s)$ and $b_k^N \to b(s)$ as $k/N \to s \in (0, 1)$ and the assumptions on $a, b$, it follows that,

\[
\frac{1}{N} \sum_{k=0}^{N-1} \langle x^\ell P_{k,N} ; P_{k,N} \rangle = \frac{1}{N} \sum_{k=0}^{N-1} \mathcal{P}_\ell(a_{k-\ell}^N, \ldots, a_{k+\ell}^N, b_{k-\ell}^N, \ldots, b_{k+\ell}^N)
\]

\[
= \frac{1}{N} \sum_{k=0}^{N-1} \mathcal{P}_\ell(a(k/N), \ldots, a(k/N), b(k/N), b(k/N)) + o(1)
\]

\[
= \sum_{m=0}^{\lfloor \ell/2 \rfloor} \binom{\ell}{2m} \binom{2m}{m} \frac{1}{N} \sum_{k=0}^{N-1} a(k/N)^{2m} b(k/N)^{\ell-2m} + o(1)
\]

\[
= \sum_{m=0}^{\lfloor \ell/2 \rfloor} \binom{\ell}{2m} \binom{2m}{m} \int_0^1 a(s)^{2m} b(s)^{\ell-2m} ds + o(1),
\]

as $N \to \infty$. On the other hand, using the expression (2.5) for $E[\xi^k]$, we have

\[
E \left[ (2a(U)\xi + b(U))^\ell \right] = \sum_{m=0}^{\ell} \binom{\ell}{m} E \left[ (2a(U)\xi)^m b(U)^{\ell-m} \right]
\]

\[
= \sum_{m=0}^{\ell} \binom{\ell}{m} \int_0^1 (2a(s))^m E[\xi^m] b(s)^{\ell-m} ds
\]

\[
= \sum_{m=0}^{\lfloor \ell/2 \rfloor} \binom{\ell}{2m} \binom{2m}{m} \int_0^1 a(s)^{2m} b(s)^{\ell-2m} ds,
\]

and the result follows.

\[\square\]

**Example 2.5.** The eigenvalues of a $N \times N$ GUE random matrix is an OP ensemble with

$\mu_N = \exp(-Nx^2/2)dx$ on $\mathbb{R}$. The recurrence coefficients are given by $a_k^N = \sqrt{k/N}$ and $b_k^N = 0$.

The theorem thus applies with $a(s) = \sqrt{s}$ and $b(s) = 0$ and, since

\[
E \left[ (2\sqrt{U}\xi)^\ell \right] = 2^\ell E[\xi^\ell] \int_0^1 (\sqrt{u})^\ell du = 1_\ell = 2m \frac{1}{m+1} \binom{2m}{m} = \frac{1}{2\pi} \int_{-2}^{2} x^\ell \sqrt{4-x^2} \, dx,
\]

we recover the convergence towards the semi-circle law (weakly and in moments).

The convergence towards the law of $2\sqrt{U}\xi$ for the GUE has been obtained by Ledoux [2004], thanks to a Markov operator approach. It relies on the differential equations satisfied by the OPs and applies to several classical OPs (Hermite, Laguerre, Jacobi). Ledoux [2005] extends this approach so as to cover discrete OPs (Charlier, Meixner, Krawtchouk, Hahn). It turns out that the recurrence coefficients of these classical continuous and discrete OPs are explicit and satisfy the conditions of Theorem 2.1 after appropriate scalings, and Theorem 2.1 recovers Ledoux’s results.
2.3 Polynomial ensembles

In the general setting of polynomial ensembles, the three-term recurrence relations does not hold anymore, but in some examples finite-term recurrence relations do. By following the exact same lines of argument as in the proof of Theorem 2.1 one can show this result:

**Proposition 2.6.** Let \( P_N \) be a sequence of polynomial ensembles and assume that:

(a) There exists \( q \in \mathbb{N} \) independent on \( k, N \) such that
\[
\langle xP_k^N, Q_{k-m}^N \rangle = 0 \quad \text{for every } m > q.
\]
(b) For every \(-1 \leq j \leq q\), there exists a continuous function \( a_j : (0, 1) \rightarrow \mathbb{R} \) such that
\[
\langle xP_k^N, Q_{k-j}^N \rangle \rightarrow a_j(s), \quad k/N \rightarrow s \in (0, 1).
\]
(c) For every \( k_1, \ldots, k_q \in \mathbb{N}, \prod_j a_{kj}^N \) is Riemann integrable on \([0, 1]\

Then, for any \( \ell \geq 1 \),
\[
\lim_{N \rightarrow \infty} E \left[ \int x^{\ell} d\hat{\mu}_N \right] = \sum_{k \in \mathcal{Q}_\ell(q)} \left( k_{-1}, k_0, \ldots, k_q \right) \int_0^1 \prod_{j=-1}^q a_{kj}(s) ds,
\]
where
\[
\mathcal{Q}_\ell(q) = \left\{ k = (k_{-1}, k_0, k_1, \ldots, k_q) \in \mathbb{N}^{q+2} : \sum_{j=-1}^q k_j = \ell, \sum_{j=-1}^q jk_j = 0 \right\}.
\]

**Open problem 2.7.** For real polynomial ensembles, can we find a similar, or alternative, representation as in Theorem 2.1 for the probability measure on \( \mathbb{R} \) having for \( \ell \)-th moment the right hand side of (2.6)?

3 Zeros of average characteristic polynomials

To a polynomial ensemble \( P_N \), one can associate the average characteristic polynomial,
\[
\chi_N(z) := E \left[ \prod_{i=1}^N (z - x_i) \right], \quad z \in \mathbb{C},
\]
where the expectation \( E \) refers to \( P_N \). For OP ensembles, a formula attributed to Heine yields that \( \chi_N \) is the \( N \)-th monic orthogonal polynomial. For several other polynomial ensembles \( \chi_N \) have a similar connexion to the leading polynomial \( P_N \), see e.g. [Hardy, 2015, Section 1] and references therein.

Let \( z_1, \ldots, z_N \in \mathbb{C} \) be the zeros of \( \chi_N \). The next result, extracted from [Hardy, 2015], states that these zeros have the same moments than \( \mathbb{E} \hat{\mu}_N \) asymptotically provided the recurrence coefficients do not grow too fast.

**Theorem 3.1.** Let \( P_N \) be a sequence of polynomial ensembles satisfying, for some \( \ell > 0, \)
\[
\max_{-\ell \leq k, m \leq \ell} |\langle xP_{N+k}^N, Q_{N+m}^N \rangle| = o(N^{1/\ell}), \quad N \rightarrow \infty.
\]

Then, for every polynomial \( P \) of degree \( \deg(P) \leq \ell \),
\[
\lim_{N \rightarrow \infty} \left| E \left[ \int P d\hat{\mu}_N \right] - \frac{1}{N} \sum_{i=1}^N P(z_i) \right| = 0.
\]
The pioneering result of this type is due to Simon [2009] and applies to OP ensembles with reference measure $\mu_N$ independent on $N$ with compact support. In this case (3.2) is automatically satisfied for every $\ell \geq 1$.

Since it is usually harder to derive the asymptotic distribution of the zeros of $\chi_N$ than the one of $E^{\hat{\mu}_N} = \frac{1}{N} K_N(x, x) \mu_N(dx)$, this result may yield a simpler approach for obtaining weak limits for the zeros. For example, combined with Theorem 2.1, one recovers from Theorem 3.1 the result of Kuijlaars and Van Assche [1999] on weak limits of zeros of orthogonal polynomials. Similarly, using results from free probability, one can characterize in full generality the limiting zeros distribution of type II multiple Hermite and Laguerre polynomials in terms of free convolutions and obtain explicit algebraic equations for the Cauchy transform of these limiting distributions, see [Hardy, 2015, Section 3].

Note that in the complex setting the convergence (3.3) for every polynomial in $z$ does not yield that the limiting zero distribution coincide with the one of $E^{\hat{\mu}_N}$. For example, consider the OP ensemble on the unit circle $S^1$ with reference measure $\mu_N$ the uniform measure on $S^1$, which corresponds to the eigenvalues of a $N \times N$ Haar unitary matrix. Then $\chi_N(z) = z^N$ whereas $E^{\hat{\mu}_N}$ is the uniform measure on $S^1$. However both measures have the same logarithmic potential outside of the unit disc. We show in the next corollary that this feature holds true in the general setting of polynomial ensembles.

**Corollary 3.2.** Assume that $E^{\hat{\mu}_N}$ and $\frac{1}{N} \sum \delta_{z_j}$ have subsequences which converge weakly towards $\mu$ and $\nu$ respectively, and that $K := \text{Supp}(\mu) \cup \text{Supp}(\nu)$ is compact. Then, we have

$$\int \log \frac{1}{|z - x|} \mu(dx) = \int \log \frac{1}{|z - x|} \nu(dx), \quad z \in \mathbb{C} \setminus K^*,$$

where $K^*$ is the smallest (for inclusion) simply connected subset of $\mathbb{C}$ which contains $K$.

**Proof.** Using that $K$ is compact and Theorem 3.1, it follows that

$$\int P d\mu = \int P d\nu$$

for every polynomial $P$ and that these integrals are finite. Because the same holds true after taking the complex conjugate, we further have

$$\int \Re P d\mu = \int \Re P d\nu. \quad (3.4)$$

Let $z \in \mathbb{C} \setminus K^*$ be fixed. Since $K^*$ is simply connected, there exists a determination $\varphi$ of the map $x \mapsto \log(x - z)$ which is analytic on $K^*$. Since $K^*$ is bounded, there is a sequence of polynomials $P_n$ which approximates uniformly $\varphi$ there. By taking the real part, this yields,

$$\lim_{n \to \infty} \sup_{x \in K^*} |\Re P_n(x) - \log |z - x|| = 0.$$

Combined together with (3.4), the corollary follows.

**Open problem 3.3.** Under the assumptions of Corollary 3.2, can we obtain further information on the relation between $\mu$ and $\nu$? For instance, can we relate the logarithmic potentials of $\mu$ and $\nu$ inside $K^*$ by, say, an inequality?
We now turn to the proof of Theorem 3.1. The key idea is to notice that, using (1.4), one can write \( \chi_N \) as a Fredholm determinant
\[
\chi_N(z) = \det \left( z - K_N MK_N \right)_{L^2(\mu_N)},
\]
for the position operator acting on \( L^2(\mu_N) \). We refer to [Hardy, 2015, Proposition 2.3] for a proof. Note that the operator \( K_N MK_N \), seen as an endomorphism of \( \text{Im}(K_N) \), has the matrix representation \([\langle x P_{i-1}^N, Q_j^N \rangle_{i,j=1}^N]\) in the basis \( P_0^N, \ldots, P_{N-1}^N \). Hence in the OP ensemble setting this is just the \( N \times N \) Jacobi matrix.

**Proof of Theorem 3.1.** Assume (3.2) holds true for some \( \ell \geq 1 \). To prove the theorem, it is enough to obtain (3.3) with \( P(x) = x^\ell \). Thanks to the representation (3.5), we have
\[
\sum_{i=1}^N z_i^\ell = \text{Tr}((K_N MK_N)^\ell) = \sum_{k=0}^{N-1} (K_N M \cdots K_N M P_k^N, Q_k^N),
\]
where we used that \( K_N^2 = K_N \). If we introduce
\[
D_N = \{(n,m) \in \mathbb{N}^2 : m \geq N\},
\]
then using the notation of Section 1.2 we have
\[
K_N M \cdots K_N M P_k^N = \sum_{m=0}^{N-1} \sum_{\gamma:(0,k) \to (\ell,m), \gamma \cap D_N = \emptyset} w(\gamma) P_m^N,
\]
and hence
\[
\sum_{i=1}^N z_i^\ell = \sum_{k=0}^{N-1} \sum_{\gamma:(0,k) \to (\ell,k), \gamma \cap D_N = \emptyset} w(\gamma).
\]
Since the key formula (1.8) and (2.3) moreover yields
\[
\mathbb{E} \left[ \int x^\ell \, d\mu_N \right] = \frac{1}{N} \sum_{k=0}^{N-1} \langle x^\ell P_k^N, Q_k^N \rangle = \frac{1}{N} \sum_{k=0}^{N-1} \sum_{\gamma:(0,k) \to (\ell,k)} \prod e(\gamma),
\]
we obtain
\[
\mathbb{E} \left[ \int x^\ell \, d\mu_N \right] - \frac{1}{N} \sum_{i=1}^N z_i^\ell = \frac{1}{N} \sum_{k=0}^{N-1} \sum_{\gamma:(0,k) \to (\ell,k), \gamma \cap D_N = \emptyset} w(\gamma).
\]
Since by following an edge of the graph \( G \) one increases the ordinate by at most one, the rightmost sum of (3.9) will bring null contribution if \( k \) is less that \( N - \ell \). Observe moreover that the vertices explored by any path \( \gamma \) going from \( (0,k) \) to \( (\ell,k) \) for some \( N - \ell \leq k \leq N - 1 \) such that \( \gamma \cap D_N \neq \emptyset \) form a subset of
\[
B := \{(n,m) \in \mathbb{N}^2 : 0 \leq n \leq \ell, \quad N - \ell \leq m < N + \ell\}.
\]
Since \( \text{Card}(B) \leq (2\ell)^\ell \), we obtain from (3.9) the rough upper bound
\[
\left| \mathbb{E} \left[ \int x^\ell \, d\mu_N \right] - \frac{1}{N} \sum_{i=1}^N z_i^\ell \right| \leq \frac{(2\ell)^\ell}{N^{N-\ell,k,m \leq N+\ell}} \left| \langle x P_k^N, Q_m^N \rangle \right| \ell,
\]
and the theorem is proven. \( \Box \)
4 Variance asymptotics

In this section, we emphasize on how recurrence coefficients allow to control the variance of linear statistics of polynomials ensembles. More precisely, we study for test functions \( f \) the variance
\[
\text{Var} \left[ \sum_{i=1}^{N} f(x_i) \right] = \int f(x)^2 K_N(x, x) \mu_N(dx) \\
- \iint f(x)f(y)K_N(x, y)K_N(y, x) \mu_N(dx)\mu_N(dy),
\]
a formula which follows from (1.4) with \( k = 1 \) and \( k = 2 \). One motivation to obtain bounds on the variance is to upgrade the convergence of \( \hat{\mu}_N \) to the almost sure convergence of \( \hat{\mu}_N \).

We start with the simplest setting of real OP ensembles, where in this case the Christoffel–Darboux formula is available and states that
\[
(x - y)K_N(x, y) = a_N^2 (P_N(x)P_{N-1}(y) - P_N^N(x)P_N^N(y)).
\]
(4.2)
It is a direct consequence of the three-term recurrence relation (1.7). This formula already yields an efficient upper bound on the variance for Lipschitz test functions, as we learned from [Pastur and Shcherbina, 2011].

**Lemma 4.1.** Let \( \mathbb{P}_N \) be a real OP ensemble. For any Lipschitz function \( f : \mathbb{R} \to \mathbb{R} \), we have
\[
\sqrt{\text{Var} \left[ \sum_{i=1}^{N} f(x_i) \right]} \leq a_N \| f \|_{\text{Lip}}, \quad \| f \|_{\text{Lip}} := \sup_{x \neq y} \left| \frac{f(x) - f(y)}{x - y} \right|.
\]

**Proof.** We start from the symmetrized representation of the variance
\[
\text{Var} \left[ \sum_{i=1}^{N} f(x_i) \right] = \frac{1}{2} \iint (f(x) - f(y))^2 K_N(x, y)^2 \mu_N(dx)\mu_N(dy),
\]
which follows from (4.1) and that \( K_N \) is an orthogonal projection. The Christoffel–Darboux formula (4.2) and the orthonormality relations then yield
\[
\text{Var} \left[ \sum_{i=1}^{N} f(x_i) \right] = \frac{1}{2} \iint (f(x) - f(y))^2 K_N(x, y)^2 \mu_N(dx)\mu_N(dy) \\
\leq \frac{1}{2} \| f \|_{\text{Lip}}^2 \iint (x - y)^2 K_N(x, y)^2 \mu_N(dx)\mu_N(dy) \\
= \frac{1}{2} (a_N \| f \|_{\text{Lip}})^2 \iint (P_N(x)P_{N-1}(y) - P_N^N(x)P_N^N(y))^2 \mu_N(dx)\mu_N(dy) \\
= (a_N \| f \|_{\text{Lip}})^2.
\]

**Corollary 4.2.** Let \( \mathbb{P}_N \) be a sequence of real OP ensembles such that \( \frac{1}{N}a_N^2 \) is square-summable sequence. If \( \mathbb{E}\hat{\mu}_N \to \mu \) weakly, then \( \hat{\mu}_N \to \mu \) weakly almost surely.
Proof. Given any $\varepsilon > 0$ and any bounded Lipschitz function $f$, by assumption there exists $N_0$ such that

$$\sup_{N \geq N_0} \left| \mathbb{E} \left[ \int f \, d\tilde{\mu}_N \right] - \int f \, d\mu \right| \leq \varepsilon.$$  

The Chebyshev inequality and Lemma 4.1 then yield that, for every $N \geq N_0$,

$$P_N \left( \left| \int f \, d\tilde{\mu}_N - \int f \, d\mu \right| \geq 2\varepsilon \right) \leq \frac{1}{\varepsilon^2} \text{Var} \left[ \int f \, d\tilde{\mu}_N \right] = \frac{1}{N^2\varepsilon^2} \text{Var} \left[ \sum_{i=1}^{N} f(x_i) \right] \leq \frac{(a_N^N)^2}{N^2\varepsilon^2}.$$  

By assumption, the right hand side is a summable sequence and hence Borel–Cantelli’s lemma yields that, for any joint probability space $(\Omega, \mathcal{F}, P)$ satisfying $P|_{\mathcal{B}(\Lambda^N)} = P_N$, where $\mathcal{B}(\Lambda^N)$ stands for the Borel sets of $\Lambda^N$, we have

$$P \left( \limsup_{N \to \infty} \left| \int f \, d\tilde{\mu}_N - \int f \, d\mu \right| \geq 2\varepsilon \right) = 0.$$  

Since this holds true for any $\varepsilon > 0$ and any bounded Lipschitz function $f$, this yields $P(\tilde{\mu}_N \rightarrow \mu$ weakly) = 1 and hence the corollary.

Besides upper bounds, one may also investigate precise limits of the variances. As we have seen in the proof of Lemma 4.1, the study of the variance is linked to the study of the probability measure on $\mathbb{R} \times \mathbb{R}$,

$$Q_N(dx, dy) := \frac{1}{2(a_N^N)^2}(x - y)^2 K_N(x, y)^2 \mu_N(dx) \mu_N(dy). \quad (4.4)$$  

Indeed, (4.3) yields the identity

$$\text{Var} \left[ \sum_{i=1}^{N} f(x_i) \right] = (a_N^N)^2 \int \int \left( \frac{f(x) - f(y)}{x - y} \right)^2 Q_N(dx, dy). \quad (4.5)$$

Theorem 4.3. Let $P_N$ be a sequence of real OP ensemble. If there exists $a > 0$ and $b \in \mathbb{R}$ such that, for every fixed $k \in \mathbb{Z}$,

$$a_N^{N+k} \rightarrow a, \quad b_N^{N+k} \rightarrow b,$$  

as $N \to \infty$, then $Q_N$ converge in moments towards

$$Q(dx, dy) := \frac{4a^2 - (x - b)(y - b)}{4\pi^2 a^2 \sqrt{4a^2 - (x - b)^2} \sqrt{4a^2 - (y - b)^2}} 1_{[-2a+2b,2a+2b]^2}(x, y) dx dy. \quad (4.6)$$
The weak convergence \( Q_N \to Q \) has been established for the GUE, see Example 2.5, by Haagerup and Thorbjørnsen [2012], using the differential equations satisfied by Hermite polynomials. This more general statement is inspired from [Bardenet and Hardy, 2016, Lemma 4.7] and only requires asymptotic information on the recurrence coefficients.

The next result is a direct consequence of Theorem 4.3 and the representation (4.5).

**Corollary 4.4.** Under the assumptions of Theorem 4.3, for every \( C^1 \) function \( f \) satisfying \( f(x) = O(|x|) \) as \( x \to \infty \) we have,

\[
\lim_{N \to \infty} \text{Var} \left[ \sum_{i=1}^{N} f(x_i) \right] = a^2 \iint \left( \frac{f(x) - f(y)}{x - y} \right)^2 Q(dx, dy). \tag{4.7}
\]

To prove Proposition 4.3, we start with the following comparison result.

**Lemma 4.5.** Let \( \mathbb{P}_N \) and \( \bar{\mathbb{P}}_N \) be two sequences of real OP ensembles with recurrence coefficients satisfying, as \( N \to \infty \),

\[
a_{N+k}^N = \tilde{a}_{N+k}^N + o(1), \quad b_{N+k}^N = \tilde{b}_{N+k}^N + o(1), \tag{4.8}
\]

for every fixed \( k \in \mathbb{Z} \). Then, for every bivariate polynomial \( P \), we have

\[
\iint P(x, y) Q_N(dx, dy) = \iint P(x, y) \tilde{Q}_N(dx, dy) + o(1), \quad \text{as } N \to \infty.
\]

**Proof.** It is enough to prove that for every \( m, n \in \mathbb{N} \),

\[
\lim_{N \to \infty} \left| \iint x^m y^n Q_N(dx, dy) - \iint x^m y^n \tilde{Q}_N(dx, dy) \right| = 0.
\]

Since the Christoffel–Darboux formula (4.2) yields

\[
Q_N(dx, dy) = \frac{1}{2} (P_N^N(x) P_{N-1}^N(y) - P_{N-1}^N(x) P_N^N(y))^2, \tag{4.9}
\]

we see it is enough to show that, for every \( m \in \mathbb{N} \),

\[
\lim_{N \to \infty} \left| \langle x^m P_N^N, P_N^N \rangle_{L^2(\mu_N)} - \langle x^m \tilde{P}_N^N, \tilde{P}_N^N \rangle_{L^2(\tilde{\mu}_N)} \right| = 0, \tag{4.10}
\]

and

\[
\lim_{N \to \infty} \left| \langle x^m P_N^N, P_{N-1}^N \rangle_{L^2(\mu_N)} - \langle x^m \tilde{P}_N^N, \tilde{P}_{N-1}^N \rangle_{L^2(\tilde{\mu}_N)} \right| = 0. \tag{4.11}
\]

As it follows from the key formula (1.8) that \( \langle x^m P_N^N, P_N^N \rangle_{L^2(\mu_N)} \) and \( \langle x^m P_N^N, P_{N-1}^N \rangle_{L^2(\mu_N)} \) are both polynomial functions in the variables \( (a_{N+k-1}^N)_{-\ell \leq k \leq \ell+1} \) and \( (b_{N+k-1}^N)_{-\ell \leq k \leq \ell+1} \), polynomial functions which only depend on \( m \). Thus (4.10) and (4.11) both follow from the assumption (4.8) and the lemma is proven.

**Proof of Theorem 4.3.** By a change of variables, without loss of generality one can assume \( a = 1/2 \) and \( b = 0 \). In this case,

\[
Q(dx, dy) = \frac{1 - xy}{\pi^2 \sqrt{1 - x^2} \sqrt{1 - y^2}} 1_{[-1,1]}^2(x, y) dx dy. \tag{4.12}
\]
We first prove the result when the reference measure $\mu_N$ equals the equilibrium measure $\omega_{[-1,1]}$ for every $N$. In this case the orthonormal polynomials $P_k$ are the Chebyshev polynomials, defined by $P_0 = 1$ and $P_k(\cos \theta) = \sqrt{2}\cos(k\theta)$ when $k \geq 1$. The recurrence coefficients are given by $a_k = 1_{k=0}/\sqrt{2} + 1_{k\geq1}/2$ and $b_k = 0$. Let us call $Q_N^*$ the associated measure (4.4) in this setting. Using the representation (4.9), we see the image of $Q_N^*$ by the change of variables $(x,y) = (\cos \theta, \cos \eta)$, where $\theta, \eta \in [0,\pi]$, reads

$$\frac{2}{\pi^2} \left( \cos(N\theta) \cos((N-1)\eta) - \cos((N-1)\theta \cos(N\eta)) \right)^2 d\theta d\eta. \quad (4.13)$$

This measure has for Fourier transform

$$\frac{2}{\pi^2} \int_0^\pi \int_0^\pi e^{i(\theta u + \eta v)} \left\{ \cos(N\theta) \cos((N-1)\eta) - \cos((N-1)\theta \cos(N\eta)) \right\}^2 d\theta d\eta$$

$$= \frac{2}{\pi^2} \int_0^\pi \int_0^\pi \cos(\theta u + \eta v) \left\{ \cos(N\theta) \cos((N-1)\eta) - \cos((N-1)\theta \cos(N\eta)) \right\}^2 d\theta d\eta.$$  

By developing the square in the integrand and linearizing the products of cosines, we see that the non-vanishing contribution as $N \to \infty$ of the Fourier transform are the terms which are independent on $N$ since the $N$-dependent terms come up with a factor $1/N$ after integration. Thus, the Fourier transform equals to

$$\frac{1}{\pi^2} \int_0^\pi \int_0^\pi \cos(\theta u + \eta v) \left(1 - \cos \theta \cos \eta\right) d\theta d\eta + O(1/N).$$

This yields the weak convergence of (4.13) towards $\pi^{-2}(1 - \cos \theta \cos \eta)d\theta d\eta$. By taking the image of the measures by the inverse map $(\cos \theta, \cos \eta) \mapsto (x,y)$, we obtain the weak convergence of $Q_N^*$ towards (4.12). Since all these measures are supported on the same compact set $[-1,1]^2$, by approximation this weak convergence extends to convergence in moments.

In the general setting of a reference measure $\mu_N$ such that $a_{N+k}^N \to 1/2$ and $b_{N+k}^N \to 0$ as $N \to \infty$ for every fixed $k$, Lemma 4.5 yields that, for any bivariate polynomial $P$,

$$\left| \int P dQ_N - \int P dQ \right| \leq \left| \int P dQ_N - \int P dQ_N^* \right| + \left| \int P dQ_N^* - \int P dQ \right| \xrightarrow{N \to \infty} 0,$$

which proves the theorem.

In the general setting of polynomial ensembles, the Christoffel–Darboux formula is not available anymore, but one can still obtain upper bounds on the variances, as well as a comparison result, thanks to a similar path representation as in the key formula (1.8).

**Theorem 4.6.** \(a\) Let $\mathbb{P}_N$ be a polynomial ensemble. For every $\ell \geq 1$, we have

$$\text{Var} \left[ \sum_{i=1}^N x_i \right] \leq (2\ell)^{2\ell} \max_{-\ell \leq k, m \leq \ell} \left| \langle xP_{N+k}^N, Q_{N+m}^N \rangle \right|^{2\ell}. \quad (4.14)$$

\(b\) Let $\mathbb{P}_N$ and $\mathbb{P}_N$ be two sequences of polynomial ensembles satisfying

$$\langle xP_{N+k}^N, Q_{N+m}^N \rangle_{L^2(\mu_N)} = \langle x\hat{P}_{N+k}^N, \hat{Q}_{N+m}^N \rangle_{L^2(\hat{\mu}_N)} + o(1), \quad N \to \infty,$$
for every fixed \( k, m \in \mathbb{Z} \). Then, for every univariate polynomial \( P \),

\[
\operatorname{Var} \left[ \sum_{i=1}^{N} P(x_i) \right] = \operatorname{Var} \left[ \sum_{i=1}^{N} P(x_i) \right] + o(1), \quad N \to \infty.
\]

Part (a) is taken from [Hardy, 2015].

Proof. We start from the representation (4.1),

\[
\operatorname{Var} \left[ \sum_{i=1}^{N} x_i^t \right] = \int x^{2t} K_N(x, x) \mu_N(dx) - \int \int x^{2t} y^t K_N(x, y) K_N(y, x) \mu_N(dx) \mu_N(dy).
\]

Using the position operator \( Mf(x) = xf(x) \) this can be alternatively written as

\[
\operatorname{Var} \left[ \sum_{i=1}^{N} x_i^t \right] = \text{Tr}(K_N M^{2t} K_N) - \text{Tr}(K_N M^t K_N M^t K_N).
\] (4.15)

We have from the key formula (1.8),

\[
\text{Tr}(K_N M^{2t} K_N) = \sum_{k=0}^{N-1} \langle x^{2t} P_k^N, Q_k^N \rangle = \sum_{k=0}^{N-1} \sum_{\gamma:(0,k) \to (2t,k)} w(\gamma).
\] (4.16)

Since

\[
(K_N M^t K_N M^t K_N) P_k^N = \sum_{m=0}^{N-1} \left( \sum_{\gamma:(0,k) \to (\ell,m), \gamma(\ell) < N} w(\gamma) \right) P_m^N,
\]

where \( \gamma(\ell) \) stands for the ordinate of the path \( \gamma \) at abscissa \( \ell \), we moreover obtain

\[
\text{Tr}(K_N M^t K_N M^t K_N) = \sum_{k=0}^{N-1} \sum_{\gamma:(0,k) \to (2t,k), \gamma(\ell) \geq N} w(\gamma).
\]

Combined with (4.15)–(4.16) this yields

\[
\operatorname{Var} \left[ \sum_{i=1}^{N} x_i^t \right] = \sum_{k=0}^{N-1} \sum_{\gamma:(0,k) \to (2t,k), \gamma(\ell) \geq N} w(\gamma).
\] (4.17)

Since at each step a path can increase its ordinate by at most one, the condition \( \gamma(\ell) \geq N \) yields the contributing paths in right hand side of (4.17) having vertices lying within the set

\[
\left\{ (n, m) \in \mathbb{N}^2 : \quad 0 \leq n \leq 2\ell, \quad N - \ell \leq m < N + \ell \right\}.
\]

Thus we have the rough upper bound

\[
\operatorname{Var} \left[ \sum_{i=1}^{N} x_i^t \right] \leq (2\ell)^t \max_{N-\ell \leq k, m \leq N+\ell} |\langle x P_k^N, Q_m^N \rangle|^{2\ell},
\]

which proves (a). Moreover, this shows (4.17) is a polynomial function in the variables \( \langle x P_{N+k}^N, Q_m^N \rangle \) where \( -\ell \leq k, m \leq \ell \), a polynomial function which only depends on \( \ell \), and (b) follows.
Now the same proof as for Corollary 4.2 yields the following upgrade for the moment convergence of real polynomial ensembles.

**Corollary 4.7.** Let $P_N$ be a sequence of real polynomial ensembles with recurrence coefficients satisfying the growth assumption (3.2) for every $\ell \geq 1$. If $E\hat{\mu}_N \to \mu$ in moments, then $\hat{\mu}_N \to \mu$ in moments almost surely.

## 5 Higher order cumulants and fluctuations

After studying the variance asymptotics, it is natural to investigate higher order cumulants. We briefly review here recent results concerning this question and emphasize on the role played by recurrence coefficients. More precisely, the cumulants $\kappa_n[X]$ of a real random variable $X$ are defined through the series expansion of the log-Laplace transform,

$$
\log E[e^{zX}] = \sum_{n=1}^{\infty} \kappa_n[X] z^n,
$$

provided this makes sense. Thus we have $\kappa_1[X] = E[X]$ and $\kappa_2[X] = \text{Var}[X]$. A useful characterization of a real gaussian random variable $X$ is that all its cumulants vanish for $n \geq 3$. This is sometimes useful to prove convergence in law of a properly rescaled random variable towards a gaussian limit, such as in the classical central limit theorem (CLT).

In the setting of real polynomial ensembles satisfying a finite-term recurrence relation, many interesting results for the cumulants of linear statistics $\sum f(x_i)$ have been obtained by Breuer and Duits [2017]. In particular they obtain central limit theorems for the fluctuations of the linear statistics when convergence of the recurrence coefficients is assumed. These results have been recovered by Lambert [2015] using technics more in the spirit of this note, namely involving sums over paths weighted by the recurrence coefficients.

Specifically, one can extract from [Breuer and Duits, 2017] the following results, which should be put in perspective with Theorem 4.6(b) and Theorem 4.3. Let us say that a sequence of polynomial ensembles $P_N$ is banded if there exists $R \geq 1$ independent on $k,m,N$ such that $\langle xP_{N+k}, Q_{N+m} \rangle_{L^2(\mu_N)} = 0$ for any $m > R$ and $k \geq 0$.

**Theorem 5.1.** Let $P_N$ and $\tilde{P}_N$ be real and banded polynomial ensembles satisfying

$$
\langle xP_{N+k}, Q_{N+m} \rangle_{L^2(\mu_N)} = \langle \tilde{x}P_{N+k}, \tilde{Q}_{N+m} \rangle_{L^2(\tilde{\mu}_N)} + o(1), \quad N \to \infty,
$$

for every fixed $k,m \in \mathbb{Z}$. Then, for every $n \geq 2$ and every univariate polynomial $P$,

$$
\kappa_n \left[ \sum_{i=1}^{N} P(x_i) \right] = \tilde{\kappa}_n \left[ \sum_{i=1}^{N} P(x_i) \right] + o(1), \quad N \to \infty.
$$

Moreover, if $\langle xP_{N+k}, Q_{N+m} \rangle_{L^2(\mu_N)}$ has a limit as $N \to \infty$ for every $k,m \in \mathbb{Z}$, then

$$
\lim_{N \to \infty} \kappa_n \left[ \sum_{i=1}^{N} P(x_i) \right] = 0, \quad n \geq 3. \quad (5.1)
$$

As explained above, (5.1) implies Gaussian fluctuations for the linear statistics $\sum P(x_i)$ once centered and reduced. Combined with Theorem 4.3 and Corollary 4.4 this yields for instance a general CLT for real OP ensembles:
Corollary 5.2. Let $\mathbb{P}_N$ be a sequence of real OP ensemble. If there exists $a > 0$ and $b \in \mathbb{R}$ such that, for every fixed $k \in \mathbb{Z}$,

$$a_{N+k}^N \to a, \quad b_{N+k}^N \to b, \quad \text{as } N \to \infty,$$

then, for any polynomial $P$, we have the convergence in law to a Gaussian random variable,

$$\sum_{i=1}^N P(x_i) - \mathbb{E} \left[ \sum_{i=1}^N P(x_i) \right] \xrightarrow{N \to \infty} \mathcal{N}(0, \sigma_P^2),$$

where the limiting variance is given by

$$\sigma_P^2 := a^2 \int_{-2}^2 \int_{-2}^2 \frac{(f(ax + b) - f(ay + b))^2}{x - y} \frac{4 - xy}{\sqrt{4 - x^2} \sqrt{4 - y^2}} \, dx \, dy. \quad (5.2)$$

One recovers the CLT known for the GUE random matrices where $a = 1$ and $b = 0$.

In [Breuer and Duits, 2017], all these results are extended from polynomials $P$ to $\mathcal{C}^1$ functions $f$ satisfying an appropriate growth condition, by means of a density argument. They also obtain CLTs for more general banded polynomial ensembles, although the limiting variance has a less explicit form than (5.2), which is a weighted version of the Sobolev norm $H^{1/2}$.

A similar CLT for the linear statistics of higher dimensional DPPs associated with projection onto multivariate orthogonal polynomials has been derived in [Bardenet and Hardy, 2016], with a proof strongly using recurrence coefficients’ asymptotics. These are DPPs generating $N$ points on $\mathbb{R}^d$, for any $d \geq 1$, which are the higher dimensional analogues of the OP ensembles; we introduced such processes for the purpose of building a Monte Carlo method converging faster than the classical methods, based on weakly or non correlated random variables. The main difference in higher dimension is that now the variance grows with the number of points $N$. More precisely it is proved that, as $N \to \infty$,

$$\text{Var} \left[ \sum_{i=1}^N f(x_i) \right] \sim N^{1 - 1/d} \sigma_f^2,$$

where $\sigma_f^2$ is an explicit constant depending on the $\mathcal{C}^1$ test function $f : \mathbb{R}^d \to \mathbb{R}$. Due to a result of Soshnikov this automatically yields a CLT for $\sum f(x_i)$, but the variance asymptotics (5.3) is much harder to obtain than in the one dimensional setting we describe above. Comparing to the case of $N$ i.i.d random variables $X_i$ on $\mathbb{R}^d$ where

$$\text{Var} \left[ \sum_{i=1}^N f(X_i) \right] \sim N \sigma_f^2,$$

these higher dimensional point processes are sometimes called hyperuniform.

Open problem 5.3. Given DPPs associated with finite rank $N$ projections $K_N$ over functions acting on an arbitrary dimensional space, which exponents $\alpha$ for the variance’s growth

$$\text{Var} \left[ \sum_{i=1}^N f(x_i) \right] \sim N^\alpha \sigma_f^2$$
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are possible for smooth test function \( f \), assuming we are in the global regime? The latter means that \( \frac{1}{N} K_N(x,x) \mu_N(dx) \) has a non-trivial weak limit when \( N \to \infty \), since otherwise one can always modify the exponent \( \alpha \) by scaling the particle system. It appears that \( \alpha \) depends more on the space of functions than the real dimension of the ambient space itself.

For instance, a variance growth of \( N^{1-1/d} \) is achieved in [Berman, 2016, Theorem 1.5] for DPPs living on a complex manifold of dimension \( d \), thus locally diffeomorphic to \( \mathbb{R}^{2d} \).

### 6 Sampling a DPP with non-orthogonal projection kernel

In this section, we consider the general setting where \( K(x,y) \) is a complex valued positive definite kernel associated with a rank \( N \) projection acting \( K \) on \( L^2(\mu) \), for some appropriate reference measure \( \mu \) with support \( \Lambda \). Namely, we only assume the kernel is positive definite and satisfies

\[
\int K(x,x) \mu(dx) = N, \quad \int K(x,u)K(u,y)\mu(du) = K(x,y), \quad x,y \in \Lambda. \tag{6.1}
\]

Under these assumptions, it is well known that the permutation invariant measure on \( \Lambda^N \)

\[
d\mathbb{P}(x_1,\ldots,x_N) = \frac{1}{N!} \det \left[ K(x_i,x_j) \right]_{i,j=1}^N \prod_{j=1}^N \mu(dx_j) \tag{6.2}
\]

is a probability distribution and that the point process \( x_1,\ldots,x_N \) generated by \( \mathbb{P} \) is determinantal with kernel \( K(x,y) \). The latter assertion means that, for every \( k \geq 1 \) and fixed \( x_1,\ldots,x_k \in \Lambda \),

\[
\frac{1}{(N-k)!} \int \cdots \mathbb{P}(x_1,\ldots,x_N) = \det \left[ K(x_i,x_j) \right]_{i,j=1}^k. \tag{6.3}
\]

The goal of this section is to provide a sampling algorithm for \( x_1,\ldots,x_N \) with joint probability distribution (6.2). We first review the HKPV algorithm, introduced by Hough et al. [2006], in a self contained way. This algorithm is based on a neat geometric interpretation but only works when the kernel \( K(x,y) \) is hermitian. Next, we reinterpret this algorithm so as to get rid of this hermitian assumption.

#### 6.1 The HKPV algorithm

In this subsection, we make the extra assumption that \( K \) is hermitian, i.e. \( K(y,x) = \overline{K(x,y)} \). The idea behind the HKPV algorithm goes as follows: Using that \( K \) is hermitian and the reproducing property (6.1), we obtain that

\[
K(x_i,x_j) = \int K(x_i,y)\overline{K(x_j,y)}\mu(dy) = \langle \psi_i, \psi_j \rangle, \quad \psi_j(x) := K(x_j,x),
\]

where \( \langle \cdot, \cdot \rangle := \langle \cdot, \cdot \rangle_{L^2(\mu)} \). Hence,

\[
\det \left[ K(x_i,x_j) \right]_{i,j=1}^N = \det \left[ \langle \psi_i, \psi_j \rangle \right]_{i,j=1}^N \tag{6.4}
\]

is a Gram matrix which represents the squared volume of the parallelootope generated by the vectors \( \psi_1,\ldots,\psi_N \). Note that by (6.2), (6.4) the \( \psi_k \)'s are linearly independent for \( \mathbb{P} \)-almost
every configuration \(x_1, \ldots, x_N\). Thus, using the generalized “base times height” formula we can write this determinant as a product of \(N\) functions. It turns out the \(k\)-th function only involves \(x_1, \ldots, x_k\) and is a probability density with respect to \(\mu\) in the variable \(x_k\). This allows us to sample \(x_1, \ldots, x_N\) from \(\mathbb{P}\) inductively by sampling \(x_1\) according the the first density, and then \(x_2\) according to the second density knowing \(x_1\), etc.

More precisely, set \(H_N := \text{Span}(\psi_1, \ldots, \psi_N)\) and orthogonalize the family \(\psi_k\) by setting
\[
\hat{\psi}_1 := \psi_1, \quad \hat{\psi}_{k+1} := P_{H_{N-k}}(\psi_{k+1}),
\]
where \(P_H\) stands for the orthogonal projection onto \(H\) and \(H_{N-k}\) is the orthocomplement of \(\text{Span}(\psi_1, \ldots, \psi_k)\) in \(H_N\). That is, we apply the Gram–Schmidt algorithm to the \(\psi_k\)’s except that we do not normalize at each step the resulting orthogonal family. The interest in doing so is the generalized “base times height” formula:
\[
\det \left[ \langle \psi_i, \psi_j \rangle \right]_{i,j=1}^N = \prod_{k=1}^N \| \hat{\psi}_k \|^2.
\] (6.5)

**Proof.** If \(R\) is the endomorphism of \(H_N\) defined by \(R\hat{\psi}_k = \psi_k\) for every \(1 \leq k \leq N\), then its matrix representation in the basis \((\hat{\psi}_k)\) reads
\[
R = \left[ \frac{\langle \psi_i, \hat{\psi}_j \rangle}{\| \hat{\psi}_j \|^2} \right]_{i,j=1}^N.
\]
Since \(\psi_k = \hat{\psi}_k + \varphi\) with \(\varphi \in \text{Span}(\hat{\psi}_1, \ldots, \hat{\psi}_{k-1})\) by construction, \(R\) is lower triangular and moreover \(R_{jj} = 1\) for every \(j\). Thus, \(\det R = 1\) and (6.5) follows since, using that \(\hat{\psi}_k\) is an orthogonal family, we have
\[
\det \left[ \langle \psi_i, \psi_j \rangle \right] = \det \left[ \langle R\hat{\psi}_i, \hat{\psi}_j \rangle \right] = \det \left( R \left[ \langle \hat{\psi}_i, \hat{\psi}_j \rangle \right] R^* \right) = | \det R |^2 \prod_{k=1}^N \| \hat{\psi}_k \|^2.
\]

By combining (6.2),(6.4) and (6.5), we thus obtain the identity
\[
\text{d}\mathbb{P}(x_1, \ldots, x_N) = \frac{1}{N!} \prod_{k=1}^N \| \hat{\psi}_k \|^2 \mu(dx_k).
\] (6.6)

For the first term, we have the explicit formula
\[
\eta_1(dx_1) := \frac{1}{N} \| \hat{\psi}_1 \|^2 \mu(dx_1) = \frac{1}{N} \| \psi_1 \|^2 \mu(dx_1) = \frac{1}{N} K(x_1, x_1) \mu(dx_1),
\] (6.7)
and we see that \(\eta_1\) is a probability measure from (6.1). Then, for any \(k \geq 1\),
\[
\eta_{k+1}(dx_{k+1}|x_1, \ldots, x_k) := \frac{1}{N-k} \| \hat{\psi}_{k+1} \|^2 \mu(dx_{k+1})
\]
is non-negative and only depends on \(x_1, \ldots, x_{k+1}\) by construction, and we have from (6.6),
\[
\text{d}\mathbb{P}(x_1, \ldots, x_N) = \eta_1(dx_1) \prod_{k=2}^N \eta_k(dx_k|x_1, \ldots, x_{k-1}).
\] (6.8)
Moreover, \(\eta_{k+1}(\cdot|x_1, \ldots, x_k)\) it is a probability measure on \(\Lambda\).
Proof. Given any subspace $H \subset H_N$, if we let $K_H$ be the orthogonal projection onto $H$ then clearly $K_H K = K_H$. If $K_H(x, y)$ stands for the kernel of $K_H$, the latter identity yields that $K_H \psi_k = K_H(x_k, \cdot)$. As a consequence,

$$
\int \eta_{k+1}(dx_{k+1}|x_1, \ldots, x_k) = \frac{1}{N-k} \int \|K_{H^{-1}} \psi_{k+1}\|^2 \mu(dx_{k+1})
$$

$$
= \frac{1}{N-k} \int \|K_{H^{-1}}(x_{k+1}, \cdot)\|^2 \mu(dx_{k+1})
$$

$$
= \frac{1}{N-k} \int K_{H^{-1}}(x_{k+1}, x_{k+1}) \mu(dx_{k+1})
$$

$$
= \frac{1}{N-k} \text{Tr}(K_{H^{-1}}) = 1.
$$

In conclusion, we see from (6.8) that sampling $x_1, \ldots, x_N$ with joint distribution $\mathbb{P}$ amounts to sample sample $x_1$ with distribution $\eta_1$, then $x_2$ with distribution $\eta_2(\cdot | x_1)$, then $x_3$ with distribution $\eta_3(\cdot | x_1, x_2)$, etc. This is the HKPV algorithm introduced in [Hough et al., 2006].

For this algorithm to be implementable in practice, one needs to be able to sample according to the distributions $\eta_k$'s. For $\eta_1$ we have the explicit formula (6.7) and, assuming one knows $\mu$ and an explicit upper bound on $K(x, x)$, one can sample from this law by rejection sampling. As for the other densities, we have by orthogonality

$$
\eta_{k+1}(dx_{k+1}|x_1, \ldots, x_k) \mu(dx) = \frac{1}{N-k} \|\hat{\psi}_k\|^2 = \frac{1}{N-k} \left( K(x, x) - \sum_{j=1}^{k-1} \frac{\langle \psi_k, \hat{\psi}_j \rangle^2}{\|\hat{\psi}_j\|^2} \right),
$$

which allows pointwise evaluations inductively. See [Scardicchio et al., 2009, Section 4] and [Lavancier et al., 2015, Section 2.4] for further details on how to implement the HKPV algorithm in practice.

6.2 The HKPV algorithm revisited

The previous geometric interpretation, starting point of the HKPV algorithm, becomes unclear when $K(x, y)$ is not hermitian. One may notice the previous algorithm amounts to perform a Cholesky decomposition $\left[K(x_i, x_j)\right]_{i,j=1}^N = LDL^*$ and to store the entries of the diagonal matrix $D$. Performing a $LDU$ decomposition would extend the algorithm to the non-hermitian setting. This works, but we suggest the following simple approach instead.

First, (6.3) yields that for $\mathbb{P}$-almost every configuration $x_1, \ldots, x_N$ and every $1 \leq k \leq N$,

$$
\det \left[K(x_i, x_j)\right]_{i,j=1}^k > 0.
$$

(6.10)

Consider the mean distribution,

$$
\eta_1(dx_1) := \frac{1}{N} K(x_1, x_1) \mu(dx_1),
$$

(6.11)
as well as the marginal distributions given, for $1 \leq k \leq N - 1$ and $x_1, \ldots, x_k$ satisfying (6.10), by
\[
\eta_{k+1}(dx_{k+1}|x_1, \ldots, x_k) := \frac{1}{N - k} \frac{\det \left[ K(x_i, x_j) \right]_{i,j=1}^{k+1}}{\det \left[ K(x_i, x_j) \right]_{i,j=1}^k} \mu(dx_{k+1}). \quad (6.12)
\]
We define the density of $\eta_{k+1}(dx_{k+1}|x_1, \ldots, x_k)$ to be zero otherwise. Clearly,
\[
dP(x_1, \ldots, x_N) = \eta_1(dx_1) \prod_{k=2}^{N} \eta_k(dx_k|x_1, \ldots, x_{k-1}). \quad (6.13)
\]
It follows from (6.1) that $\eta_1$ is a probability measure and, because (6.3) yields
\[
\int \det \left[ K(x_i, x_j) \right]_{i,j=1}^{k+1} \mu(dx_{k+1}) = (N - k) \det \left[ K(x_i, x_j) \right]_{i,j=1}^k,
\]
so does $\eta_{k+1}(\cdot|x_1, \ldots, x_k)$ for every $1 \leq k \leq N - 1$ and $x_1, \ldots, x_k$ such that (6.10) holds true.

Thus the same conclusion than in the HKPV algorithm applies: sampling $x_1, \ldots, x_N$ with joint distribution $P$ amounts to sample sample $x_1$ with distribution $\eta_1$, then $x_2$ with distribution $\eta_2(\cdot|x_1)$, etc. As before $\eta_1$ is explicit and, using a Schur complement in (6.12), we have for any $k \geq 2$ the explicit formulas for the densities:
\[
\eta_{k+1}(dx|x_1, \ldots, x_k) = \frac{1}{N - k} \left( K(x, x) - \left[ K(x, x_1) \right]_i \cdots \left[ K(x, x_k) \right]_j \right)^{-1} \left[ K(x_1, x) \right]_{i,j=1}^k. \quad (6.14)
\]
Note that, by successive integrations, a decompositions of the form (6.13) into probability measures has to be unique, and hence both algorithms yield the same $\eta_k$’s when $K(x, y)$ is hermitian. Actually, one can work out the formula (6.9) so as to obtain (6.14), as pointed out in [Bardenet and Hardy, 2016, Section 2.4]. In conclusion, this algorithm is just a reinterpretation of the HKPV algorithm when $K(x, y)$ is hermitian, but which extends its applicability beyond the hermitian setting.

**Open problem 6.1.** As it is explained in [Hough et al., 2006], there are honest DPPs for which $K(x, y)$ is not a projection kernel, but a finite rank contraction, and for which it is still possible to sample a point configuration. This however requires the explicit knowledge of the kernel’s spectral decomposition, namely to have at disposal $\lambda_k$’s and two biorthogonal families $\varphi_k, \psi_k$ such that, in $L^2(\mu)$,
\[
K(x, y) = \sum_{k=1}^{N} \lambda_k \varphi_k(x) \psi_k(y).
\]
The idea is that if one samples for each $k \in \{1, \ldots, N\}$ a Bernoulli random variables $X_k$ of parameter $\lambda_k \in (0, 1]$ (recall $K$ is a contraction), namely $\mathbb{P}(X_k = 1) = 1 - \mathbb{P}(X_k = 0) = \lambda_k$, and then sample a DPP from the finite rank projection kernel,
\[
K_I(x, y) := \sum_{k \in I} \varphi_k(x) \psi_k(y), \quad I := \{k \in \{1, \ldots, N\} : X_k = 1\},
\]
then one can check that the points obtained this way have the same distribution as the DPP with the original contraction kernel $K$. Could we find a procedure to sample a contraction DPP without the a priori knowledge of its spectral decomposition? Note that one can always see a contraction as the restriction of a projection provided one enlarges the ambient space: for instance, for finite state spaces, this amounts to couples the particles of the DPP with the holes where the particles are not. Can this be used to build an algorithm solely based on the data of the kernel $K(x,y)$?

This question is related to a natural but, to my knowledge, unsolved problem: Can we sample exactly from the celebrated Sine kernel? This is a projection kernel which is not of finite rank, hence generating a.s. an infinite number of points on $\mathbb{R}$. But if you fix a compact window, say $W := [-10, 10]$, and condition on the fact that the process generates, say, at most 100 points in that window (which is quite likely since this is a point process of intensity one), then one can ask about sampling such a restricted process in $W$. This leads to a contraction operator on $L^2(W)$ for which the spectral decomposition does not seem to be accessible. Same question for the Airy, Bessel, or Pearcey kernel. For instance, to my knowledge, there is no exact algorithm to sample from the Tracy–Widom distribution yet.
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