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Can a micron sized sack of interacting molecules understand, and adapt to a constantly-fluctuating environment? Cellular life provides an existence proof in the affirmative, but the principles that allow for life’s existence are far from being proven. One challenge in engineering and understanding biochemical computation is the intrinsic noise due to chemical fluctuations. In this paper, we draw insights from machine learning theory, chemical reaction network theory, and statistical physics to show that the broad and biologically relevant class of detailed balanced chemical reaction networks is capable of representing and conditioning complex distributions. These results illustrate how a biochemical computer can use intrinsic chemical noise to perform complex computations. Furthermore, we use our explicit physical model to derive thermodynamic costs of inference.

Chemical Reaction Network | Probabilistic Inference | Boltzmann Machine | Molecular Programming

Computing with small numbers of molecules at around room temperature presents a unique set of challenges. However, cell and molecular biology demonstrate that every living cell can perform complex information processing using circuitry built out of just a few basic building blocks (1). More recently, systems biologists have identified a variety of biochemical design principles observed across many organisms which suggests that unified understanding of biochemical systems may be possible (2, 3). At the same time, synthetic biologists and engineers, inspired by the sophistication seen in biology, are beginning to build cellular and synthetic cell-like systems capable of functions ranging from locomotion to division to digital and analog information processing (4–7). Programmed biochemical systems are rapidly expanding into medical diagnostics (8), cancer therapeutics (9), sustainable bioreactors (10), and advanced materials (11). However, designing and understanding increasingly complex biochemical computation will require new principles and design methodologies. This work adds a new perspective by showing that a wide class of biochemical models can be formally interpreted, designed, and analyzed using machine-learning inspired methods.

Almost all modern computers are built on the digital abstraction of variables having binary values. This abstraction allows computers to excel at tasks like Boolean logic and integer arithmetic. However, there is no reason why biochemical computers need be digital or would have evolved that way. Despite early success building synthetic biochemical logic circuits (12, 13), so far these systems have failed to achieve anything close to the complexity of a smartphone, much less a living organism. An alternative is to take an analog approach where biochemical signals are allowed a continuous range of values. In the past decades, analog computing has been reborn under the guise of deep learning and is revolutionizing domains from computer vision (14) to natural language processing (15) to biochemistry (16). A third approach, and the one we emphasize in this paper, is probabilistic programming (17), a hybrid of the conventional digital abstraction and analog computing where discrete values are assigned probabilities. Indeed, many state of the art machine learning methods involve probabilistic elements (18) and more conventional machine learning methods may be seen as approximations of probabilistic models (19). It has also been suggested that analog or hybrid digital-analog approaches to information processing may be more efficient, particularly in the nervous system and biochemical contexts (20, 21). There is also an increased interest in specialized hardware capable of

Significance Statement

This work presents a highly interdisciplinary approach towards understanding how biochemical systems can perform inference. By combining theories from the fields of machine learning, chemical reaction networks, and statistical physics, we have been able to provide a unique lens to understand biochemical networks as physical implementations of machine learning algorithms. In this work, we focus on inference: namely how can a chemical system make decisions based upon noisy data. Our results indicate that thermal fluctuations can be used as a resource at the micron scale. Finally, due to the concrete nature of our theory, we can directly apply known results from thermodynamics to chemical systems performing inferential computations.
A number of theoretical biochemical algorithms have been proposed that use intrinsic chemical fluctuations to generate which means when interpreted as generative models, each of these systems probabilistically samples (or explores) a high dimensional state value. However, it is also possible to generalize conditioning to holding moments of a distribution fixed via the conditional restricted network of binary nodes **Boltzmann Machines**. Boltzmann Machines are one of the most well studied of these models and excel at learning high dimensional probability distribution using hidden (latent) variables and computing conditional distributions (45). In this paper, we build on previous work which presented a number of CRN implementations of Boltzmann machines (46). Here, we show how a broad class of stochastic biochemical models called detailed balanced (db) CRNs may be viewed as generalizations of Boltzmann machines: capable of representing complex distributions using hidden variables and computing conditional distributions. Due to the explicit and physical nature of these models, we then go on to provide some thermodynamic costs related to inference. In the a separate paper we apply these models to the task of learning.

1. Background

**A. Probabilistic Inference.** In this work, we are interested in generative models, a broad class of mathematical models that represent probability distributions (47). Specifically we focus on Boltzmann machines and stochastic chemical reaction networks; when interpreted as generative models, each of these systems probabilistically samples (or explores) a high dimensional state space. In general, we are less concerned with the sampling dynamics than the steady state distribution which occurs in the limit of running a generative model for infinite time. In fact, a low number of dynamic variables can represent a steady-state distribution that is exponential in the degrees of freedom (46). Seen in this light, probability distributions present a powerful framework for a system to understand its environment. Within the context of generative models, we equate inference with the computation of conditional steady state distributions. For instance, a cell inferring the state of the environment $h$ given a noisy signal $v$ is equivalent to computing the conditional distribution $P(h | v)$. Implicit in our framework is the idea that the variable being conditioned on is held constant while the conditional distribution is being computed - the constant variables are referred to as **clamped**. Additionally, the un-clamped or **free** variables must be clamped to the clamped variables for inference to be meaningful. In the limit of no coupling between $x$ and $y$, a distribution can be written in product form, $P(x, y) = P(x)P(y)$, which means $x$ and $y$ are independent and conditioning provides no new information: $P(x | y) = P(x)$ and $P(y | x) = P(y)$.

Most readers will be familiar with conditional distributions of the form $P(h | v)$ which is conditioning on $v$ having an exact value. However, it is also possible to generalize conditioning to holding moments of a distribution fixed via the conditional limit theorem (48). For example, $P(h, v | \langle v \rangle = \bar{v})$ means that the distribution $P(h, v)$ has been conditioned on $v$ having an average value of $\langle v \rangle = \bar{v}$. This kind of conditioning allows $v$ to fluctuate, subject to constraints. Under a number of reasonable conditions we detail in Supplemental Section A, the conditional limit theorem states:

$$P(h, v | \langle v \rangle = \bar{v}) = \text{argmin}_{P \in \mu} D(P(h, v) \parallel P(h, v)). \quad [1]$$

Here $D(P || Q) = \sum_x P(x) \log \frac{P(x)}{Q(x)}$ is the relative entropy and $\mu$ is the space of all distributions with mean $\langle v \rangle = \bar{v}$. As we will discuss, this generalization turns out to be more mathematically tractable than holding $v$ fixed and allows for complex inferential computations. Finally, in this work, we will use the term **clamped** to also denote variables whose means have been conditioned and it will be clear by context which kind of conditioning is being performed.

**B. Boltzmann Machines.** Boltzmann Machines* (BM) are a class of probabilistic graphical model which have been extensively studied theoretically (49, 50) and used for many machine learning applications (51–53). For the purposes of this work, BMs serve as a guide for understanding what it means for a system to be capable of inference. Briefly, a BM is a stochastic neural network of binary nodes $x_i \in \{0, 1\}$ which have an equilibrium distribution:

$$P(x) = \frac{1}{Z} e^{-E(x)} \quad Z = \sum_{x \in \{0, 1\}^N} e^{-E(x)} \quad E(x) = \sum_{i,j} w_{ij}x_ix_j - \sum_i \theta_i x_i. \quad [2]$$

* Many readers may be familiar with restricted Boltzmann Machines which are a subclass of Boltzmann Machines with specific topological structure.
Here, \( \theta \in \mathbb{R} \) are bias terms and the weight terms \( w_{ij} \in \mathbb{R} \) couple nodes \( x_i \) and \( x_j \) and induce correlations ensuring \( x_i \) and \( x_j \) are not independent. Additionally Boltzmann machines can use hidden units and marginalization to represent even more complex distributions. Let \( X = \{ x_i \} \) be partitioned into two disjoint sets \( V \) and \( U \) of visible and hidden units, respectively. The probability of the visible units is given by the marginalization over the hidden units:

\[
P(v) = \sum_u P(v, u).
\]

Similar to the many layers of latent variables in a deep neural network, the hidden units \( U \) have been shown to increase the complexity of the distributions that the BM can model (49, 50, 54).

BMs are also able to seamlessly compute conditional distributions. Again, partition the nodes \( X \) into two disjoint sets \( U \) and \( V \). Here \( U \) will be the free variables and \( V \) will be clamped. The conditional distribution \( \pi(u \mid v) \) can be exactly sampled by clamping \( v \) to a constant value while simulating the BM (49). In many cases, a combination of clamping and marginalization is used together where both visible and hidden units can be clamped or free. General purpose inference allows Boltzmann Machines to classify data (55) (\( U \) are class labels and hidden units, \( V \) are data points); generate distributions (56) (\( U \) are data and hidden units, \( V \) are labels and hidden units); and infer missing data (52) (\( U \) are unknown data and hidden units, \( V \) are known data).

Finally, the parameters (energies) of a BM can be learned via gradient descent on the relative entropy between a BM run freely and the distribution of the BM clamped to samples from data distribution \( \psi(v) \).

\[
\frac{dw_{ij}}{dt} = \frac{\partial}{\partial w_{ij}} \left( \frac{\mathbb{E}(\psi(v) \mid \pi(v))}{\mathbb{E}(\psi(v) \mid \pi(v))} \right) = \epsilon (\langle x_i x_j \rangle_\pi - \langle x_i x_j \rangle_\psi)
\]

Here, \( \mathbb{P}(v, u) = \mathbb{P}(u \mid v)\psi(v) \) is the clamped distribution and \( \epsilon \) is the learning rate. Importantly, this optimization procedure is equivalent to minimizing the relative entropy \( DD(\psi(v) \mid \mathbb{P}(v)) \). However, by using the clamped distribution \( \mathbb{P} \) this learning rule is able to train hidden units representing latent variables not part of the data distribution \( \psi \).

### C. Chemical Reaction Networks

In this work, we model biochemical fluctuations using stochastic chemical reaction networks (CRNs) with mass action kinetics. This model is consistent with the statistical mechanics of a well-mixed ideal solution (30) and has a long history being applied to biological problems including modeling genetic circuits (57) and understanding noise in biochemical processes (58). Similarly, stochastic CRNs have been studied as a programming language, shown to be Turing universal (59–61) and used to guide implementations and analyses of molecular programs in laboratory settings (62–64).

Formally, a CRN \((S, \mathcal{R}, k)\) is a set of species \( S \), reactions \( \mathcal{R} \) and reaction rates \( k \). Reactions convert one multiset of species into another: \( I^r \xrightarrow{k_r} O^r \). Here \( I^r \) and \( O^r \) are the vectors of input and output species for reaction \( r \), respectively. These vectors can be combined into a single matrix called the stoichiometric matrix \( M = O - I \). CRNs may have both stochastic and deterministic dynamics. However, in this paper we focus on the stochastic dynamics of the probability that species in the CRN will have particular counts. Reactions occur with probability proportional to their mass-action propensity function \( \rho_r(s) = \frac{k_r}{\mathbb{V}(s)} \prod_i s_i^{r_i} \). Here, \( \mathbb{V} \) denotes the volume of the CRN and will be assumed to be 1 unless explicitly defined otherwise and \( k_r \) have units of per second. We use \( s_i \) to mean the counts of species \( S_i \) and \( s \) without a subscript denotes a vector of species’ counts. The dynamics of the probability distribution are given by the chemical master equation:

\[
\frac{dP(s,t)}{dt} = \sum_r P(s - M^r, t)\rho_r(s - M^r) - P(s, t)\rho_r(s).
\]

Often, we are interested in the stationary distribution \( P^*(s; s^0) \) found by setting (5) to 0 or by simulating the CRN dynamics until convergence with exact methods such as the Gillespie algorithm (65). For arbitrary CRNs, \( P^*(s; s^0) \) may or may not exist, may not be unique, and may depend on the initial condition \( s^0 \). However, for the class of detailed balanced CRNs defined below existence and uniqueness are guaranteed.

The reachability class of a CRN, \( \Gamma_{s^0} \subseteq \mathbb{Z}^S \), is the subset of the integer lattice reachable by a sequence of reactions starting at an initial state \( s^0 \). In some cases, \( \Gamma_{s^0} \) may be infinite. We emphasize that this set is distinct from the stoichiometric subspace \( \Omega_{s^0} \) which is given by the kernel of the stoichiometric matrix \( M \). The latter is an affine space of the form \( \mathbb{A}(s - s^0) = 0 \), with \( A \) a \( |S| \) by \( k \) dimensional matrix representing \( k \geq 0 \) conserved quantities in the system. Specifically, \( \Gamma_{s^0} \subseteq \Omega_{s^0} \) (66). For example, the CRN \( \emptyset \equiv 2S \) has an infinite reachability class of either the even or odd positive integers depending on \( s^0 \) and a stoichiometric compatibility class that covers all the positive integers. Indeed, as we will prove later, it is by restricting the reachability class relative to the stoichiometric subspace that we are able to program detailed balanced CRNs to represent broad classes of distributions. Note that the reachability class may be arbitrarily complex compared to the stoichiometric compatibility class (67).

### D. Detailed Balanced Chemical Reaction Networks

Detailed balanced CRNs (dbCRN) are a subclass of CRNs that represent non-driven chemical systems such as molecular binding and unbinding. Mathematically, the detailed balanced property requires that:

- Each species \( S_i \in S \) has an energy \( G_i \)
A detailed balanced reaction network’s stationary distribution is an equilibrium distribution meaning there is no net energy flow or entropy production at steady state. These distributions can correspond to both the canonical or grand canonical ensembles of statistical physics, depending on whether only energy is allowed to be exchanged with the surrounding heat bath or if certain species within a reservoir can also be exchanged (such as via the reaction $0 \rightleftharpoons \mathcal{S}$).

A detailed balanced reaction network’s stationary distribution is an equilibrium distribution meaning there is no net energy flow or entropy production at steady state. These distributions can correspond to both the canonical or grand canonical ensembles of statistical physics, depending on whether only energy is allowed to be exchanged with the surrounding heat bath or if certain species within a reservoir can also be exchanged (such as via the reaction $0 \rightleftharpoons \mathcal{S}$). This equilibrium distribution necessarily has product a Poisson form written in terms of the free energy function $G(s)$:

$$
\pi(s; s^0) = \frac{1}{Z} \prod_i e^{-G_i s_i} = \frac{1}{Z} e^{-G(s)} \quad Z = \sum_{s \in \Gamma_{\emptyset}} e^{-G(s)} \quad G(s) = \sum_i G_i(s) = \sum_i G_i s_i + \log s_i!
$$

Notice that in general the equilibrium distribution $\pi(s; s^0)$ depends on the initial condition $s^0$. However, for notational simplicity we will typically just write $\pi(s)$ with the initial condition dependence implied. Similarly, the sum in the partition function runs over the reachability class $\Gamma_{\emptyset}$ and the dependence of $Z$ on $s^0$ is always implied. Additionally, in some proofs to avoid cluttered notation, the reachability class may be omitted from sums over species $s$ but is always implied. We comment that $\pi(s; s^0)$ is ergodic within the reachability class $\Gamma_{\emptyset}$ due to the detailed balanced conditions. Finally, in this paper, we are primarily concerned with how species’ energies affect the equilibrium distribution. If $\mathcal{D} = (\mathcal{S}, \mathcal{R}, k)$ is a detailed balanced CRN, $\mathcal{D}_G$ is the same set of species and reactions with the rate constants $k$ changed to reflect the new energies $G$. This CRN will not necessarily be unique because any pair of forward and backward rates can be rescaled arbitrarily, however it will have a unique equilibrium distribution given by equation (6).

**E. Detailed Balanced CRNs Can Model Complex Environments.** Equation (6) seems to suggest that dbCRNs can only produce simple distributions in product-Poisson form that seem to only allow control of the mean of the species’ counts, because Poisson distributions are defined by their mean. For example, a product Poisson distribution on the entire integer lattice can be seen in figure 1A. Yet, in previous work, we constructed dbCRNs able to produce non-Poisson distributions such as those produced by Boltzmann Machines (46). Indeed, carefully constructed dbCRNs can in fact produce any distribution with finite support (40). Each of these constructions implicitly restricts the reachability class with specific reactions and initial conditions. In this section, we illustrate two example of dbCRNs producing non-poisson distributions. First, we consider the simple dbCRN used to produce the distributions in Figure 1B:

$$
S_1 \equiv S_2 \equiv S_3 \quad s_1 + s_2 + s_3 = c.
$$
Here the a single constraint restricts the reachability class of each species where c is the total number of all the species at the start of the simulation. Even such a simple constraint is enough to break the independence of a product Poisson distribution which can be seen by the obvious anti-correlation between \( S_1 \) and \( S_2 \) in Figure 1B.

Detailed balanced CRNs with many more conservation laws can produce arbitrary distributions with finite support. For example, the dbCRN used to produce the face in figure 1C and the smiley-frowny face in 2C is given by the reactions:

\[
C_\alpha + P_{x,y}^\alpha \rightleftharpoons C_\alpha + P_{x+1,y}^{\alpha+1} + S_1, \quad C_\alpha + P_{x,y}^\alpha \rightleftharpoons C_\alpha + P_{x,y+1}^{\alpha+1} + S_2, \quad C_\alpha + P_{x,y}^\alpha \rightleftharpoons C_\beta + P_{x,y}^\beta.
\]

Here, \( C_\alpha \) are control species tuning whether the distribution is happy (\( \alpha = h \)) or sad (\( \alpha = s \)). There are two sets of pixel species \( P_{x,y}^\alpha \), one for the happy face (\( \alpha = h \)) and one for the sad face (\( \alpha = s \)) with \( x \) and \( y \) denoting the pixel locations. The visible species are \( S_1 \) and \( S_2 \). The energies of the pixel species have been set to produce the happy and sad images. This construction requires a very tightly coupled reachability class with initial conditions that satisfy the following constraints:

\[
c_h + c_s = 1, \quad \sum_{x,y} P_{x,y}^\alpha = c_h, \quad s_1 = \sum_{x,y} xP_{x,y}^\alpha, \quad s_2 = \sum_{x,y} yP_{x,y}^\alpha.
\]

In words: there is only one \( C_\alpha \) species present and one \( P_{x,y}^\alpha \) species present at any time and they must both have the same value for \( \alpha \). The counts of \( S_1 \) and \( S_2 \) must also correspond to the values \( x \) and \( y \), respectively, of the single \( P_{x,y}^\alpha \) species present. Importantly, if this dbCRN begins in a state which obeys these conservation laws, all subsequent states will also obey these laws due to the carefully chosen set of reactions.

F. Chemical Boltzmann Machines. In our previous work on chemical Boltzmann machines (46), we showed that a special class of detailed balanced CRNs called the Edge-Species Chemical Boltzmann Machine (ECBM) construction exactly simulates a traditional Boltzmann Machine and is capable of a limited form of inference. This construction uses reactions to constrain the reachability class of certain species with conservation laws. This fact can be seen by the example of a two-node ECBM (which can be generalized to arbitrary graphs):

\[
S_1^0 + S_2^0 \rightleftharpoons S_1^1 + S_2^0 \quad S_1^1 + S_2^0 + S_W^0 \rightleftharpoons S_1^1 + S_2^1 + S_W^1
\]

Here, each node \( i \in \{1,2\} \) of a BM is represented by two species \( S_i^0 \) and \( S_i^1 \) corresponding to the off and on states. The edge species \( S_W^0 \) and \( S_W^1 \) relates to the energy term \( w_{12} \) in a BM and similarly has off and on states. This dbCRN has stoichiometric conservation laws \( s_i^0 + s_i^1 = N_i \quad i \in \{1,2,W\} \) as well as the possibility of an emergent conservation law \( s_i^1 + s_i^1 = s_W^1 \) which occurs when \( N_1 = N_2 = N_W = 1 \) and the CRN starts in a state which respects this law. The key observation is that, due to the the final conservation law, the BM energy \( w_{ij} \) directly corresponds to the species energy \( G_{W1} \) of an ECBM. Additionally, in our past work, we developed a rudimentary clamping process by which a subset of species in the dbCRN is held constant for conditioning (possibly "turning off" a subset of reactions when some species are clamped to zero). However we observe that our previous clamping construction is fragile because it requires that the reachability class of the unclamped species remains unchanged, which will only be very carefully designed dbCRNs.

In this work, we generalize the ideas of clamping to all dbCRNs and show how they can be implemented in a purely chemical setting. First, we will provide a general framework for understanding how restricting the reachability class of a dbCRN enables the production of complex distributions. Then, we will provide a new definition of clamping which is broadly applicable to any dbCRN demonstrating that any dbCRN is capable of inference. Finally, we will use this notion of clamping to derive some thermodynamic costs for inference.

2. Effective Use of Hidden Species Requires Reachability Entanglement

In this section, we provide the first core result of this paper: a unifying framework for understanding how some dbCRNs are able to produce equilibrium distributions which are far from products of independent Poisson distributions. First, we will show that restricting the reachability class of dbCRNs is essential to producing far-from-Poisson distributions. Furthermore, when using hidden units to increase the representational power of a dbCRN, the reachability class of these units must be "entangled" with the reachability class of the visible units for the hidden units to have any effect on the visible distribution.

As a reference case, consider a dbCRN with reactions such that the entire positive integer lattice is reachable: \( \Gamma_{db}^\alpha = \mathbb{Z}^{[S]}_{\geq 0} \) with equilibrium distribution \( \rho(s) \). Then all the species are independent of each other because \( \rho \) is a product of independent Poisson distributions. \textbf{Proof:} Rewrite equation (6) into product form to show independence.

\[
\rho(s) = \prod_{i \in [S]} e^{-\varphi_i(s_i)} = \prod_{i \in [S]} e^{-\varphi_i(s_i)} = \prod_{i \in [S]} e^{-\varphi_i(s_i)} = \prod_{i \in [S]} \rho_i(s_i).
\]

Notice that switching the order of the sum and product in the denominator is only possible because the entire positive integer lattice is reachable. An example of such a CRN, \( \emptyset \rightleftharpoons S_i \quad i \in \{1,2,3\} \), is illustrated in figure 1A. In general, the partition function \( Z \) cannot necessarily be factored this way.
Now, consider a second dbCRN with the same species and the same species’ energies but different reactions and a different reachability class $\Gamma^\rho_s \subset \Gamma^\rho_s$ and equilibrium distribution $\pi(s; s^0)$. How well a product poisson $\rho$ is approximated by the distribution $\pi$ can be measured using the relative entropy:

$$D(\pi \mid \mid \rho) = \sum_{s \in \Gamma^\rho_s} \pi(s) \log \frac{\pi(s)}{\rho(s)} = \sum_{s \in \Gamma^\rho_s} e^{-\phi(s)} \log \frac{Z^\rho}{Z^\pi} = \log \frac{Z^\rho}{Z^\pi} = \log(1 + \frac{Z^-}{Z^+}).$$

[13]

Here, $Z^\rho$ and $Z^\pi$ are the partition functions of $\rho$ and $\pi$, respectively, and $Z^- = Z^\rho - Z^\pi > 0$. Note that we are using the convention $\pi(s) = 0$ if $s \not\in \Gamma^\rho_s$ and $0 \log 0 = 0$. Due to the logarithm, for $\pi$ to be far from product Poisson, a heavily weighted subset of states must be unreachable so that $Z^- \gg Z^+$. The figure 1B illustrates how restricting the reachability class with linear conservation laws induces correlations using the dbCRN is $S_1 \Rightarrow S_2 \Rightarrow S_3$ as an example.

More generally, the combination of marginalization and restricting the reachability class can be employed to increase the relative entropy between the equilibrium distribution of any dbCRN, $\sigma(v)$, and the equilibrium distribution of another dbCRN with the same species $V$ as well as additional hidden species $U$ such that the equilibrium is $\pi(v, u)$. We will show this by providing a sufficient condition for hidden units to not increase the relative entropy and then describe how to construct systems which do not satisfy that condition. Assume that all the species $V$ have the same energies $G$ in both dbCRNs and that the reachable states in the first dbCRN are also reachable in the second dbCRN, for some value of the hidden species $u: \Gamma^\rho_{v(0)} \cap \Gamma^\rho_{v(0),u(0)} = \Gamma^\rho_{v(0)}$, where the initial condition is $s^0 = v^0, u^0$ (here $\cap$ is used loosely to denote the overlap between two spaces of different dimensions as opposed to a typical set intersection). The marginal distribution of the second dbCRN is:

$$\pi(v) = \sum_{u \in \gamma(v)} \pi(v, u) \quad \gamma(v) = \{ u \text{ s.t. } v' = v \mid (u, v') \in \Gamma^\rho_u \}$$

[14]

Here the function $\gamma$ produces a set of the reachable hidden states $u$ given a visible state $v$ with the dependence on the reachability class and initial condition implied in the function arguments for brevity. The relative entropy can then be written:

$$D(\pi(v) \mid \mid \sigma(v)) = \sum_{v \in \Gamma^\rho} \pi(v) \log \frac{\pi(v)}{\sigma(v)} = \sum_{v \in \Gamma^\rho} \left( \sum_{u \in \gamma(v)} \pi(v, u) \right) \log \frac{\sum_{u \in \gamma(v)} \pi(v, u)}{\sigma(v)}$$

[15]

$$= \sum_{(v, u) \in \Gamma^\rho} \pi(v, u) \log \left( \frac{Z^\sigma}{Z^\pi} \sum_{u \in \gamma(v)} e^{-\phi(u)} \right)$$

[16]

If $\gamma(v)$ is constant for all $v$, the restrictions on the reachability class are independent of the visible species, allowing the partition function to be factored $Z^\pi = Z^\sigma(\sum_u e^{-\phi(u)})$. This simplifies the previous equation to 0 showing that marginalization requires restricted reachability classes to modify distributions:

$$\gamma(v) = \text{const} \implies D(\pi(v) \mid \mid \rho(v)) = \log \frac{Z^\sigma(\sum_u e^{-\phi(u)})}{Z^\pi} = 0.$$ 

[17]

A conceptual way to interpret this result is that marginalizing over the species $U$ does not affect the species $V$ if the reachable states of $V$ and $U$ are independent. This illustrates that complex reachability restrictions on the hidden species are not enough: for them to provide extra power for representing complex distributions, the reachability of the visible and hidden species must be entangled. Figure 1C depicts the equilibrium distribution of a dbCRN which marginalizes over many hidden species and extensively restricts reachability. This construction relied on very specific initial conditions described in section E which cause the hidden pixel species are highly entangled with each other—only one pixel can be present at a time—and also with the visible species—each visible count $(s_1, s_2)$ corresponds to a unique pixel species $P_{s_1, s_2}$.

In summary, dbCRNs can represent a diverse set of distributions. When a dbCRN is unconstrained with species’ counts allowed to take any value, all dbCRNs will have Poisson equilibrium distributions with species’ means determined by their energies (illustrated in Figure 1A). Species may then be coupled together via conservation laws which can induce correlations (illustrated in Figure 1B). Furthermore, increasingly complex conservation laws have the potential to dramatically constrain the reachability class and enable the production of distributions with very rich structure. In some cases, the reachability class can be constrained via auxiliary hidden species which have their reachable states entangled with the reachable states of the visible species. In such cases, marginalization over the hidden species may produce even more complex distributions on the visible species (illustrated in Figure 1C). Finally, we comment that marginalization occurs implicitly when two chemical systems interact. Consider subsystem $A$ with species $S^A = (V, U^A)$ which observes a different subsystem $B$ with species $S^B = (V, U^B)$. If $A$ observes the species $V$ long enough, it implicitly observes the marginal distribution over the unobserved species $U_B$.  

3. Inference with Detailed Balanced CRNs

As referenced in the background section B on Boltzmann Machines, general purpose inference is incredibly powerful and can be used for a wide range of computational tasks. In the following sections, we show that dbCRNs are similarly capable of inference. To do this, we define a new notion of clamping which overcomes the limitations of our previous work [46] and is applicable to all dbCRNs. We then show how this clamping can be implemented by an auxiliary set of chemical species. In this section, each CRN will be assumed to have its species partitioned into disjoint sets of free and clamped species, $S = (S^F, S^C)$. 
Fig. 2. Energy clamping hidden species is a powerful inferential computation capable of dramatically changing the marginal distribution of visible species. A. Energy clamping a dbCRN with a reachability class covering the entire positive integer lattice: $\emptyset \Rightarrow S_1$. Clamping the energy of $S_3$ does not change the marginal distribution of $\pi(s_1, s_2)$. B. Energy clamping species in a dbCRN with a restricted reachability class can increase or decrease correlations in unclamped species. Here, the energy of $S_3$ in the dbCRN $S_1 \Rightarrow S_2 \Rightarrow S_3$ is clamped causing $S_1$ and $S_2$ become increasingly anti-correlated at high energies and more independent at low energies. C. Energy clamping species in a dbCRN with many hidden species and highly entangled reachability classes between hidden and visible species can give rise to dramatic changes in the marginal distribution of the visible species. Here, the clamping a single hidden species $C_h$ is capable of generating diverse distributions illustrated by the frowning, open mouthed, and smiling emojis. The construction for this dbCRN is described in by equation (8).
A. Energy Clamping. We define a new kind of clamping which is applicable to all dbCRNs. We call this process energy clamping because it works by modulating the energies of chemical species illustrated in figure 3A. The energy clamped dbCRN $D_{GC}$ has the same species and reactions as $D_G$ but different energies and hence different reaction rates:

$$G^C_G = \begin{cases} G_i & S_i \in S^F \\ G_i + \Delta_i & S_i \in S^C \end{cases}$$

where $\Delta_i$ are the changes in energy for each clamped species. The clamped dbCRN has a new equilibrium distribution $\pi_C(s)$:

$$\pi_C(s) = \frac{e^{-\mathcal{G}^C(s)}}{Z^C} \quad Z^C = \sum_{s \in \Gamma_0} e^{-\mathcal{G}^C(s)} \quad \mathcal{G}^C(s) = \sum_i G^C_i s_i + \log s_i!$$

Here we are treating the energy changes $\Delta$ as tunable parameters which control the means of our species. Unlike traditional clamping of a Boltzmann Machine or the construction from the CBM paper, energy clamping does not hold the value of a species fixed. Instead, energy clamping can be interpreted as holding the mean of the clamped species fixed while allowing for fluctuations. These fluctuations are important because they ensure that the reachability class is preserved. This is formalized via the second core result of this paper which equates energy clamping to inference by conditioning on the mean via the conditional limit theorem (48):

**Theorem:** Energy clamping is equivalent to conditioning upon the mean $\langle s^C \rangle$ being equal to $\bar{s}$.

$$\pi_C(s^F, s^C) = \pi(s^F, s^C | \langle s^C \rangle = \bar{s})$$

Here, we have implicitly chosen $\Delta$ such that $\langle s^C \rangle_{\pi_C} = \bar{s}$. **Proof:** See SI A. We note that there is generally no analytic formula for choosing the values of $\Delta$ which result in a particular mean; however, optimization procedures such as the gradient descent learning rule for dbCRN energies described in (46) can be used to find these parameters numerically.

The idea of conditioning on the mean versus holding the value of a species constant is analogous to the difference between microcanonical ensembles, where energy is constant, and the canonical ensemble where the mean energy is fixed, but allowed to fluctuate. Energy clamping modulates the energy of a species which holds the steady-state mean value constant but the actual count of that species is still allowed to fluctuate. The correctness of energy clamping can also be seen more simply through the following theorem on the conditional distributions:

**Theorem:** Energy clamping produces the same conditional distributions between $\pi$ and $\pi_C$ when conditioned on the species $S^C$ taking a specific value $c$:

$$\pi(s^F | s^C = c) = \pi_C(s^F | s^C = c).$$

**Proof:**

$$\pi(s^F | s^C = c) = \frac{\pi(s^F, c)}{\pi(c)} = \frac{e^{-\mathcal{G}(s^F) - \mathcal{G}(c)}}{\sum_{s^F} e^{-\mathcal{G}(s^F) - \mathcal{G}(c)}} = \frac{e^{-\mathcal{G}(s^F)}}{\sum_{s^F} e^{-\mathcal{G}(s^F)}}$$

$$\pi_C(s^F | s^C = c) = \frac{\pi_C(s^F, c)}{\pi_C(c)} = \frac{e^{-\mathcal{G}^C(s^F) - \mathcal{G}^C(c)}}{\sum_{s^F} e^{-\mathcal{G}^C(s^F) - \mathcal{G}^C(c)}} = \frac{e^{-\mathcal{G}(s^F)}}{\sum_{s^F} e^{-\mathcal{G}(s^F)}}$$

where the final steps notes that $\mathcal{G}^C(s^F) = \mathcal{G}(s^F)$ by definition. This result shows that the clamped dbCRN has the correct conditional distribution when conditioned on any $s^C = c$.

Energy clamping provides a framework to hold the species of an arbitrary detailed balanced CRN around a value by modulating the energy vector $G \rightarrow G^C$. In the case where $S_i$ can take any value on the integer lattice, energy clamping can be thought of as tuning the mean of $S_i$ directly as seen in the lower plot of figure 2A. In the case where $S_i$ is constrained via a conservation class to some minimum and maximum value, energy clamping may be better thought of as pushing $S_i$ towards one of its extreme values. Furthermore, when reachable states of the clamped species are entangled with the reachable states of free species, energy clamping induces changes in the distribution of free species illustrated clearly in figure 2B. In these cases, energy clamping may perform computationally challenging inferential tasks. For example, in Figure 2C, clamping a single species $C_b$ is able to induce dramatic changes in the distribution of the visible species causing the transition between a frowning face to a smiling face. Importantly, the energy clamping construction does not change the reachability class of the underlying dbCRN which allows it to apply to any species in any dbCRN, regardless of reactions in the CRN. In the next section, we will describe how energy clamping can be implemented via external chemical potentials.
B. Clamping with A Potential Bath. Energy clamping provides a formal framework by which dbCRN can perform inference. However, implementing energy clamping directly would involve carefully modifying the internal energies of different species in a dbCRN. Although theoretically possible, this is not an easy parameter to tune experimentally. In this section, we construct a dbCRN in a small volume $\nu$ can be coupled to a large external bath at volume $V \gg \nu$ to produce a chemical system which implements energy clamping. We call these CRNs potentiated dbCRNs. A physical illustration of a potentiated CRN can be found in figure 3.

We will denote the potentiated dbCRN $D_G$, by adding an additional potential species $P_i$ that are coupled to a corresponding clamped species $S_i \in S^G$ and held at a constant concentration $[P_i] = \frac{k_i}{V}$ where $p_i$ is a count. Formally, this can be viewed as replacing all instances of $S_i$ in each reaction (both inputs and outputs) with $S_i + P_i$. For example, the dbCRN with reaction $2S_i \rightleftharpoons S_j + S_k$ become a potentiated dbCRN with reaction $2S_i + 2P \rightleftharpoons S_j + S_k + P_j + P_k$ in the case that all species are clamped. Formally, given a dbCRN $D_G = (S, R, k)$ we will denote the potentiated dbCRN $D_G^P = (S \cup P, R_P, k)$ where $P$ are the potential species, $R_P$ are the reactions from $R$ modified to include potentials, and the rates $k_r$ of each reaction are unchanged. This model is a hybrid model in the sense that $S_i$ are measured in counts and vary stochastically but $P_i$ varies continuously and is measured in concentration. This formalism will be derived as the limiting case of a completely stochastic CRN when the count of $P_i$ becomes large in the SI. In other work, we coupled the potentiated dbCRN back to the bath through a set of (non detailed balanced) chemical reactions producing a CRN which is able to autonomously learn from its environment.

**Theorem:** Any potentiated dbCRN $D_G^P$ is detailed balanced. **Proof:** See SI. Remark: it is not strictly necessary for each $S_i$ to have a unique potential species $P_i$; many $S_i$ could share the same $P_j$ (a universal potential species) if they are all clamped together simultaneously. Remark: if individual reactions are connected to a potential, instead of each species, the CRN is no longer detailed balanced and most of the results in this paper are not expected to hold. The physics of such systems have been studied elsewhere (69, 70).

**Theorem:** Let $D_G^P$ be a potentiated dbCRN with equilibrium distribution $\pi^P(s)$ and $D_G$ be an energy clamped dbCRN with equilibrium distribution $\pi^G(s) = \pi^P(s)$ provided that:

$$\Delta_i = \mu_i = G_i^P + \log \frac{P_i}{V} = G_i^P = \log [P_i]$$

[24]

Here the energy difference $\Delta_i$ is equated to the chemical potential of $P_i$, commonly denoted $\mu_i$, and $G_i^P$ is the energy of $P_i$. **Proof:** See SI B.

4. Thermodynamics of Inference via Clamping

This section provides energetic and thermodynamic costs for inference with potentiated dbCRNs. We start with a dbCRN $D_G$ with equilibrium distribution $\pi_G$ and, via the clamping process, end up with a new distribution $\pi_G^P$. The final distribution $\pi_G^P$ can be physically realized in a variety of ways: by changing the energies $G' = G + \Delta$; or by equipping $D_G$ with potential species so that $G' = G + \mu$. Importantly, in the both these scenarios, $\pi_G^P$ remains a dbCRN. In the following section, we will investigate reversibly and non-reversibly modulating the potentials of a potentiated dbCRN.

To analyze the costs of inference, we consider clamping a potentiated dbCRN by changing the concentrations of the potential species directly by changing the external baths. In the following analysis, the system will be a tuple $(\pi, P)$ where $\pi$ is an initial distribution of the CRN and $P$ are the potential bath concentrations. The system is always isothermal equilibrium with its environment (the solvent) at a temperature $T$. By changing the concentration of the external bath of the species $P$, the chemical potentials $\mu$ can be controlled. Similarly to the analysis by Ouldridge and collaborators (71, 72), we will imagine a set of different baths $b$ each with a concentration of potential species $[P^b]$ which can be freely disconnected and reconnected reaction volume. The purpose of this analysis is to highlight different costs of inference in certain extreme conditions which can act as benchmarks for future investigations. We begin with some basic thermodynamic definitions for a dbCRN at a (not necessarily equilibrium) distribution $\omega$ connected to a potential bath with concentrations $[P]$. Denote the energy function $G^P$ which includes chemical potential terms. The internal energy, $G^P$, entropy, $S^P$, and free energy, $F^P$, of a dbCRN are given.
Proof: See SI. Again, approximate the potential baths as constant and assume any work because the relative entropy is always positive. Entropy is produced by the dbCRN being pushed out of equilibrium and then settling into a new equilibrium state.

The free energy difference between a potentiated dbCRN with potential concentrations \([P]\) in a non-equilibrium distribution \(\omega\) and its equilibrium \(\pi^P\) is given by (74):

\[
\Delta F^P_{\omega \rightarrow \pi^P} = F^P_\omega - F^P_\pi^P = G^P_\omega - TS^P_\omega - F^P_\pi^P = k_B T \sum_s \omega(s) (\log \omega(s) - \log \pi^P(s)) = k_B T \mathbb{D}(\omega \mid \mid \pi^P).
\]  

**The Reversible Case:** Following the analysis by Ouldridge and collaborators (71), we consider a process in which the potentiated dbCRN begins in an equilibrium distribution \(\pi^{P_0}\) connected to a bath of potential species at concentration \([P^0]\). We now disconnect the potentiated dbCRN from this potential bath and instantaneously reconnect it to a new bath \([P^1]\) then allow the potentiated dbCRN to equilibrate to a new equilibrium distribution \(\pi^{P_1}\). In our analysis we approximate the potential baths being constant; in reality, a small number of \(P_i\) species may be transferred between potential baths which could result in additional entropy production terms due to mixing. This procedure is repeated a total of \(N\) times resulting in a sequence of potential concentrations: \([P^0] \rightarrow ... \rightarrow [P^1] \rightarrow ... \rightarrow [P^N]\). Similarly, there is a corresponding sequence of equilibrium distributions: \(\pi^{P_0} \rightarrow ... \rightarrow \pi^{P_1} \rightarrow ... \rightarrow \pi^{P_N}\). In each step, the non-equilibrium free energy difference given by equation (27) will be dissipated into the bath (73):

\[
\Delta F^P_{\pi^{P_j} \rightarrow \pi^{P_{j+1}}} = k_B T \mathbb{D}(\pi^{P_j} \mid \mid \pi^{P_{j+1}}).
\]  

Schematically a single step of the process can be described by:

\[
(P^j, \pi^{P_j}) \xrightarrow{\mathbb{W}} (P^{j+1}, \pi^{P_{j+1}}) \xrightarrow{\Delta F^P} (P^{j+1}, \pi^{P_{j+1}}).
\]  

Notice that some work \(\mathbb{W}\) must be done to modulate the potentials but we assume that is recoverable by reversing the process. Summing over all \(N\) transitions results in the total entropy produced by the process. In the limit of \(N \rightarrow \infty\), no entropy will be produced by this process:

\[
\Delta S^{\text{reversible}} = \lim_{N \rightarrow \infty} \frac{1}{T} \sum_{j=0}^{N-1} \Delta F^P_{\pi^{P_j} \rightarrow \pi^{P_{j+1}}} = 0.
\]  

**Proof:** See SI. This shows that a quasi-static reversible process is capable of inference and generates no entropy. This result indicates that inference, if computed slowly, can be free—something we suspect might be advantageous to cellular life in certain conditions.

**The Maximally Irreversible Case:** Next, we consider a non-reversible process. In this protocol, the potential baths are changed instantaneously from \(P^0\) to \(P^N\). This can be imagined as moving through the same series of baths as above but infinitely quickly instead of infinitely slowly (or equivalently moving directly to the final buffer). The CRN is initially at equilibrium with distribution \(\pi^{P_0}\). Following the change, the CRN will initially be out of equilibrium at the distribution \(\pi^{P_0}\) but at potential concentration \(P^N\). Then, the CRN relaxes to the equilibrium distribution \(\pi^{P_N}\) based upon the new potential species’ concentrations.

\[
(P^0, \pi^{P_0}) \xrightarrow{\mathbb{W}} (P^N, \pi^{P_0}) \xrightarrow{\Delta F^P} (P^N, \pi^{P_N}).
\]  

Again, approximate the potential baths as constant and assume any work \(\mathbb{W}\) to modulate the potentials is recoverable by the reverse process. Then, the entropy generated as the potentiated dbCRN equilibrates with the bath can be written by applying equation (28) to a single step:

\[
\Delta F^P_{\pi^{P_0} \rightarrow \pi^{P_N}} = k_B T \mathbb{D}(\pi^{P_0} \mid \mid \pi^{P_N}) \geq 0.
\]  

In other words, the thermodynamic cost of performing inference quickly is the relative entropy between the initial distribution of the system and the final distribution of the system. Importantly, performing inference in this way always has an energetic cost because the relative entropy is always positive. Entropy is produced by the dbCRN being pushed out of equilibrium and then settling into a new equilibrium state.
5. Discussion

We begin our discussion with the title of this paper—a metaphor between detailed balanced chemical reaction networks and Boltzmann machines. As a paradigm of generative machine learning models, BMs have three important features. First, they are capable of representing a broad class of distributions and make use marginalization over hidden units to enhance their computational power. Second, BMs can condition these distributions to perform probabilistic inference via the clamping process. Finally, there is a simple algorithm which allows for their parameters to be trained from data. We argue that dbCRNs share these fundamental features. First, we analyzed necessary conditions for dbCRNs to represent complex distributions far from the canonical product Poisson form they are best known for and show that this can be accomplished by careful control of their species counts and initial conditions in order to restrict their reachability class. We then provided necessary conditions for dbCRNs to make use of hidden species to further increase the complexity of the distributions they generate. Addressing the second point, we showed how energy clamping is a form of conditioning and can enable complex inferential computations which make use of hidden units. However, in this work we have not yet addressed the third point—that a simple learning algorithm exists for dbCRNs—because previous work has already uncovered such an algorithm allowing for the species energies $G_i$ to be tuned in silico (46).

\[
\frac{dG_i}{dt} = \frac{d\mathbb{D}(\pi \mid \pi)}{dG_i} = \epsilon (\langle s_i \rangle_\pi - \langle s_i \rangle_\pi).
\]

Here the time derivative is meant to denote a gradient descent algorithm over training epochs, $\epsilon$ is the learning rate, $\pi$ is the distribution of a dbCRN, and $\pi$ is a distribution of a dbCRN which has been clamped to a sample of the training data. In other work, we examine this training algorithm in more detail and show how it can be implemented by non-detailed balanced CRNs.

We next turn to the question of the representational power of dbCRNs. We have provided a necessary condition for marginalization over hidden species to increase the complexity of distributions a dbCRN can represent: that the reachable states of the visible species must be dependent on the states of the hidden species. This leads to the question of which dbCRN architectures can produce far-from-Poisson distributions and how the representational power of dbCRNs relates to their underlying structure. So far, we know of two powerful constructions which require many species and/or reactions as well as carefully controlled binary species counts. The pixel CRN construction used to produce the face distribution in figure (1) uses $O(N)$ hidden species where $N$ is the size of the supported visible distribution. Similarly, the chemical Boltzmann machine construction described in Section F uses $O(2^D K)$ reactions where $D$ is the degree of the underlying BM and $K = \log_2 N$ is the number of binary species needed to represent a distribution of size $N$. This leads us to speculate that restricting the reachability class of a dbCRN is a kind of computational resource much as entanglement is a resource in quantum computing (75).

Next, we examined how modulating the energies of the species in a dbCRN can be interpreted as computing a conditional distribution and hence a form of inference. Energy clamping, as we named this process, can also be implemented by coupling clamped species in the dbCRN to potential baths. Modulating the energies of chemical species can happen easily by changing the sequences of DNA or other polymers and therefore likely is a form of inference that can occur evolutionary. Using a chemical potential to modulate the mean of a chemical signal could also easily occur in a real or synthetic biochemical network and may be used for an organism to adapt to its environment. We suspect that these kinds of inferential systems could be realised in vivo due to the binding and unbinding events between the genome and different proteins or RNAs such as occurs in epigenetic chromatin structures in eukaryotes and in folded or looping conformations caused by many transcription factors in bacteria and eukaryotes (76, 77). In order to build such a system in the lab, the greatest challenge will be to produce a chemical network with low species counts and dynamically measure the stochastic fluctuations. Advances in droplet based technologies coupled with microfluidics (78) and positioning of single DNA molecules (79) provide potential avenues for the construction of such a circuit in vitro. In a separate paper we further examine how potential clamping can be implemented in a chemical environment.

To conclude, we wish to emphasize that the mathematical structures described in this paper are in fact quite general, even though they may appear overly specific. At the highest level, detailed balanced CRNs are ubiquitous in biology and engineered bio-molecular systems; interactions such as molecular binding, diffusion, and conformation changes are frequently detailed balanced. Indeed, for our results on energy clamping and inference to hold, a detailed balanced sub-system need only be at a dynamic quasi-equilibrium relative to other subsystems. Similarly, our results on potentiated dbCRNs are also somewhat more general than they may appear: potentials may be shared between multiple species and, as exemplified in the DNA looping model, can occur on either side of a detailed balanced reaction. This flexibility means that dynamic and driven biochemical systems may, in fact, be generalized Boltzmann machines in disguise. Finally, the observation that dynamic changes in generalized potential species coupled to detailed balanced sub-systems could be acting as molecular machine learning models - representing complex distributions and computing inference while simultaneously adapting to and learning from the environment is addressed separately.

Materials and Methods

Methods: all numerical simulations were carried out using the Gillespie algorithm implemented in the Bioscrape python package (80). Steady state distributions were found by simulating a CRN for a long time until the distribution converged.
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We can now apply the condition limit theorem which states that for any convex set \( \mathcal{C} \) we have:

\[
\lim_{n \to \infty} P(s = s^i | P_X^n \in E) = P^* \quad \text{where} \quad P^* = \arg\min_{P \in E} \mathbb{D}(P \| \pi) = \pi_C
\]
In words, considering a set of samples $n$ from a detailed balanced CRN with equilibrium distribution $\pi$ where the means of a subset of the species $s$ of these samples are given by $(s^C)_n = \pi$. In the limit $n \to \infty$, the samples will be distributed according to a distribution, $P^*(s^F, s^C)$, which can be produced by another detailed balanced CRN with equilibrium distribution $P^* = \pi_C$ where the species’ energies $G_i^o = \Delta_i + G_i$ are chosen such that $(s^F)_\pi = \pi$. This process can be thought of as a kind of sample clamping because the sampling process must be somehow biased to produce a different mean. This technical description allows us to equate sample clamping with the energy clamping; they are equivalent descriptions of conditioning on the mean value of $\pi$:

$$\pi_C(s^F, s^C) = \pi(s^F, s^C \mid (s^C) = \pi).$$

And hence energy clamping produces a conditional distribution and therefore can be interpreted as a kind of inference.

**B. Proof of Energy Clamping and Potential Clamping Equivalence.** The following is a proof of the theorem (24):

**Claim 1** Any potentiated dbCRN is still detailed balanced with equilibrium distribution given by:

$$\pi^P(s, p) = \frac{1}{Z} \exp \left( - \sum_i G_i s_i + G_i^p p_i + \log s_i! + \log p_i! \right)$$

**Proof:** Consider the reaction $\sum_i I_i S_i \xrightarrow{k^+} \sum_i O_i S_i$. After being connected to the potential baths, this reaction becomes:

$$\sum_i I_i(S_i + P_i) \xrightarrow{k^+} \sum_i O_i(S_i + P_i)$$

$$\frac{k^+}{k^-} = e^\Delta$$

$$\rho^+(x) = k^+ \prod_i \frac{s_i! p_i!}{(s_i - I_i)!(p_i - I_i)!}$$

$$\rho^-(x) = k^- \prod_i \frac{s_i! p_i!}{(s_i - O_i)!(p_i - O_i)!}$$

$I$ and $O$ are the reactions inputs and outputs which are the same stoichiometry for each species $S_i$ and its potential $P_i$ by construction. $G_i$ and $G_i^p$ are the energies of the species $S_i$ and $P_i$, respectively. $\rho^\pm(x)$ are the propensities of the forward and backward reactions. Note that the rate constants (in units of per second) are unchanged by the addition of the potential species by construction. Next, we show that $\pi^P(s + O - I) \rho^-(s + O - I) = \pi^P(s) \rho^+(s)$ proving that $\pi^P$ is a stationary distribution which satisfies detailed balance:

$$\frac{\rho^+(s)}{\rho^-(s + O - I)} = \frac{k^+}{k^-} \prod_i \frac{s_i! p_i!}{(s_i - I_i)!(p_i - I_i)!} \prod_i \frac{e^{(G_i + G_i^p)(I_i - O_i)}}{e^{(O_i + I_i)!}(p_i + O_i - I_i)!} \prod_i \frac{(s_i + O_i - I_i)!}{(p_i + O_i - I_i)!}$$

$$\pi^P(s + O - I, p + O - I) \pi^P(s) = \prod_i \frac{s_i! p_i!}{(s_i - O_i)!(p_i - O_i)!} \prod_i \frac{e^{-(G_i + G_i^p)(I_i - O_i)}}{e^{O_i + I_i)!}(p_i + O_i - I_i)!} \prod_i \frac{(s_i + O_i - I_i)!}{(p_i + O_i - I_i)!}$$

Because the dbCRN with potential species is detailed balanced, we can simply apply the product Poisson formula (6) to get the equilibrium distribution (44).

**Claim 2:** $\pi^P(s, p)$ is just a function of $s$.

$$\pi^P(s) = \frac{1}{Z} e^{-\sum_i G_i s_i + G_i^p s_i! - \log s_i!}$$

**Proof:** Given an initial condition $(s_0^F, p^0)$, it is clear that the change in $s_i$ and $p_i$ is coupled by the construction of the CRN: $p_i = s_i - s_0^i + p_0^i$. Equation (50) results from inserting this conservation law into (44). Furthermore, note that the terms $G_i(s_i - s_0^i + p_0^i) - \log(s_i - s_0^i + p_0^i)!$ are a kind of stochastic chemical potential.

**Claim 3:** In the limit $p_i \gg 0$ and $p_i \gg s_i^0$ $\pi^P$ has the simplified form:

$$\pi^P(s) \approx \frac{1}{Z} e^{-\sum_i G_i s_i - G_i^p s_i! - \log s_i!}$$

**Proof:** Using Stirling’s approximation, $\log(s_i - s_0^i + p_0^i)! \approx (s_i - s_0^i + p_0^i)$. If $p_i \gg s_i^0$ then $\log(s_i - s_0^i + p_0^i)! \approx \log p_i^0$. Finally, the constant terms $G_i^p(p_i^0 - s_0^i)$ and $(p_i^0 - s_0^i)! \log p_i^0$ will factor out between the Gibbs factor and the partition function.

**Claim 4:** Equating the exponential terms of (51) to the exponential terms of an energy clamped CRN (19) term by term results in the relation:

$$G_i^C = G_i + G_i^p + \log p_i^0 = G_i + \mu_i$$

where $\mu_i$ is the chemical potential of $P_i$ and is retrieved by changing from units of counts to units of concentration. **Proof:** this follows easily from some simple algebraic manipulation.

**C. Proof of the Thermodynamically Reversible Limit.** In this section, we will prove that the thermodynamically reversible limit of an infinitely slow clamping process exists and generates no entropy. We will consider a dbCRN $\Delta G$ and slowly change the energies of the CRN to $G + \Delta$. We note that modulating the energies $\Delta$ is equivalent to modulating the potentials $\pi$ and results in simpler notation. We will assume $\Delta$ changes over $N$ steps resulting in a sequence of equilibrium distributions for entire process: $\pi^1, \ldots, \pi^i, \ldots, \pi^N$. Each distribution is given by:

$$\pi^i(s) = \frac{1}{Z^i} e^{-\left(G_i + \Delta G\right) s - \log s^i}$$

and $Z^i = \sum_s e^{-\left(G_i + \Delta G\right) s - \log s^i}$. [53]
We will then apply the monotone convergence theorem (82) to pull the limit inside of the expected value for the first term; because

This completes the proof that

Next, we simplify the ratio of partition functions,

Combining these results we obtain the total entropy produced for an N-step process:

Next, we take the limit \( N \to \infty \). For the quasi-static reversible process:

We begin by finding upper bounds for the both term in the sum:

This allows the terms inside the sum to be bounded:

Furthermore, the infinite sums of the bounds converge:

These results allow us to apply the dominated convergence theorem (82) which shows that the limit \( N \to \infty \) and the summation commute. We will then apply the monotone convergence theorem (82) to pull the limit inside of the expected value for the first term; because \( e^{-\frac{\Delta}{N} \cdot s} \) is monotone for positive \( N \), the limit can be pulled inside the expected value. Similarly, for the second term \( \frac{\Delta}{N} \cdot s \) is monotone in \( N \) so the limit can be pulled inside the expected value:

This completes the proof that \( \lim_{N \to \infty} S_N = 0 \), showing that the quasi-reversible limit exists for energy-clamping arbitrary detailed balanced CRNs.