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Abstract—This work aims to learn how to perform complex robot manipulation tasks that are composed of several, consecutively executed low-level sub-tasks, given as input a few visual demonstrations of the tasks performed by a person. The sub-tasks consist of moving the robot’s end-effector until it reaches a sub-goal region in the task space, performing an action, and triggering the next sub-task when a pre-condition is met. Most prior work in this domain has been concerned with learning only low-level tasks, such as hitting a ball or reaching an object and grasping it. This paper describes a new neural network-based framework for learning simultaneously low-level policies as well as high-level policies, such as deciding which object to pick next or where to place it relative to other objects in the scene. A key feature of the proposed approach is that the policies are learned directly from raw videos of task demonstrations, without any manual annotation or post-processing of the data. Empirical results on object manipulation tasks with a robotic arm show that the proposed network can efficiently learn from real visual demonstrations to perform the tasks, and outperforms popular imitation learning algorithms.

I. INTRODUCTION

Complex manipulation tasks are performed by combining low-level sensorimotor primitives, such as grasping, pushing and simple arm movements, with high-level reasoning skills, such as deciding which object to grasp next and where to place it. While low-level sensorimotor primitives have been extensively studied in robotics, learning how to perform high-level task planning is relatively less explored.

High-level reasoning consists of appropriately chaining low-level skills, such as picking and placing. It determines when the goal of a low-level skill has been reached, and the pre-conditions for switching to the next skill are satisfied. This work proposes a unified framework for learning both low and high level skills in an end-to-end manner from visual demonstrations of tasks performed by people. The focus is on tasks that require manipulating several objects in a sequence. Examples include stacking objects to form a structure, as in Fig. 1, removing lug nuts from a tire to replace it, and dipping a brush into a bucket before pressing it on a surface for painting. These tasks are considered in the experimental section of this work. For all of these tasks, the pre-conditions of low-level skills depend on the types of objects as well as their spatial poses relative to each other, in addition to the history of executed actions. To support the networks responsible for the control policies, this work uses a separate vision neural network to recognize the objects and to track their 6D poses both over the demonstration videos as well as during execution. The output of the vision network is the semantic category of each object and its 6D pose relative to other objects. This output along with the history of executed actions is passed to a high-level reasoning neural network, which selects a pair of two objects that an intermediate level policy needs to focus its attention on.

The first object is referred to as the tool, and to the second one as the target. In a stacking task, the tool is the object grasped by the robot and the target is a table or any other object on top of which the tool will be placed. In the painting task, the tool is the brush and the target is the paint bucket or the canvas. If no object is grasped, then the tool is the robot’s end-effector and the target is the paint bucket or the canvas. An intermediate-level network receives the pair of objects indicated by the high-level reasoning network, their 6D poses relative to each other, and a history of executed actions. The intermediate-level network returns a sub-goal state, defined as a way-point in $SE(3)$. Finally, a low-level neural network generates the end-effector’s motion to reach the way-point. The policy neural networks are summarized in Fig. 2.

While the proposed formulation is not exhaustive, it allows to cast a large range of manipulation tasks, and to use the same network to learn them. The proposed architecture requires only raw RGB-D videos, without the need to segment them into sub-tasks, or even to indicate the number of sub-tasks. The efficacy of the method is demonstrated in extensive experiments using real objects in visual demonstrations, as well as both simulation and a real robot for execution.
II. RELATED WORK

Most of the existing techniques in imitation learning in robotics are related to learning basic low-level sensorimotor primitives, such as grasping, pushing and simple arm movements [1], [2]. The problem of learning spatial preconditions of manipulation skills has been addressed in some prior works [3], [4]. Random forests were used [3] to classify configurations of pairs of objects, obtained from real images, into a family of low level skills. However, the method presented in [3] considers only static images where the objects are in the vicinity of each other [3], in contrast to the proposed model, which continuously predicts low-level skills while the objects are being manipulated and moved by the robot. Moreover, it does not consider complex tasks that are composed of several low-level motor primitives [3].

A closely related line of work models each sub-task as a funnel in the state space, wherein the input and output regions of each sub-task are modeled as a multi-modal Gaussian mixture [4], [5], and learned from explanatory data through an elaborate clustering process. Explicit segmentation and clustering have also been used [6]. Compared to these methods, the proposed approach is simple to reproduce and uses significantly less hyper-parameters since it does not involve any clustering process. Our approach trains an LSTM to select and remember pertinent past actions. The proposed approach also aims for data-efficiency through an attention mechanism provided by the high-level network. Hierarchical imitation learning with high and low level policies is investigated in recent work [7], [8]. These methods require ground-truth labeling of each sub-task to train the high-level policy, while the proposed method is unsupervised.

Skill chaining was considered in other domains, such as 2D robot navigation [9]. Long-horizon manipulation tasks have also been solved by using symbolic representations via Task and Motion Planning (TAMP) [10], [11], [12], [13]. Nevertheless, all the variables of the reward function in these works are assumed to be known and fully observable, in contrast to the proposed approach. A finite-state machine that supports the specification of reward functions was presented and used to accelerate reinforcement learning of structured policies [14]. In contrast to the proposed method, the structure of the reward machine was assumed to be known. A similar idea has also been adopted in other efforts [15], [16].

While 6D poses and labels of objects are provided from a vision module [17] in the proposed approach, other recent works have shown that complex tasks can be completed by learning directly from pixels [18], [19], [20], [21], [22], [23], [24]. This objective is typically accomplished by using compositional policy structures that are learned by imitation [18], [19], or that are manually specified [20], [21]. Some of these methods have been used for simulated control tasks [25], [26], [27]. These promising end-to-end techniques still require orders of magnitude more training trajectories compared to methods like the one proposed here, which separates the object tracking and policy learning problems.

III. PROBLEM FORMULATION AND ARCHITECTURE

This approach employs a hierarchical neural network for learning to perform tasks that require consecutive manipulation of multiple objects. The assumption is that each scene contains at most $n$ objects from a predefined set $\mathcal{O} = \{o^1, o^2, \ldots, o^n\}$. The robot’s end-effector is included as a special object in $\mathcal{O}$. The robot receives as inputs at each time-step $t$ sensory data as an observation $z_t = (e_t, (l^1_t, \ldots, l^n_t), p_t)$, where $e_t \in \mathbb{R}^3 \times SO(3)$ is the 6D pose of the end-effector in the world frame, $m$ is the maximum number of objects present in the scene, $l^j_t$ is the semantic label of object $o^j$, and $p_t$ is a $7n \times 7n$ matrix that contains the 6D poses of all objects relative to each other, i.e., $p_t[o^j, o^l]$ is a 7-dim. vector that represents $o^j$’s orientation and translation in the frame of object $o^l$. The objects have known geometric models and have fixed frames of reference defined by their centers and 3 principal axes. The objects are detected and tracked using the technique presented in Section V.B.

The maximum number of objects $n$ is fixed a priori.

The system returns at each time-step $t$ an action $a^t_t \in \mathbb{R}^3 \times SO(3)$, i.e., a desired change in the pose $e^t_t$ of the robotic end-effector. An individual low-level sub-task is identified by a tool denoted by $o^+_t$ and a target denoted by $o^*_t$, along with a way-point $w_t$. The tool is the object being grasped by the robot at time $t$, the target is the object to manipulate using the grasped tool and the predicted way-point is the desired pose of the tool in the target’s frame at the end of the sub-task. The way-point $w_t$ is a function of time as it changes based on the current pose of the tool relative to the target. Several way-points are often necessary to perform even simple tasks. For instance, in painting, a brush is the tool $o^+_t$ and a paint bucket is the target $o^*_t$. To load a brush with paint, several way-points in the bucket’s frame need to be predicted. The first way-point can be when the brush touches the paint, while the second way-point is slightly above the paint. The tool $o^+_t$ and target assignment $o^*_t$ are also functions of time $t$, and change as the system switches from one sub-task to the next, based on the current observation $z_t$ and on what has been accomplished so far. For instance, after loading the brush, the robot switches to the next sub-task wherein the brush is still the tool object, but the painting canvas or surface becomes the new target object.

In the proposed model, observations are limited to 6D poses of objects and their semantic labels. These observations are often insufficient by themselves for determining the current stage of the task, for deciding to terminate the current sub-task and for selecting the next sub-task. For instance, in the painting example, the vision module does not provide information regarding the current status of the brush. Therefore, the robot needs to remember whether it has already dipped the brush in the paint. Since it is not practical to keep the entire sequence of past actions in memory, the approach uses a Long Short-Term Memory (LSTM) to compress the history $h_t$ of the actions that the robot has performed so far, and use it as an input to the system along with observation $z_t$. The LSTM is trained along with the
network architecture as depicted in Figure 2. A high-level policy network uses the latest observation, current progress towards the current way-point and memory to select a pair of tool/target objects and their relative poses, which are then passed along to the intermediate policy for generating a next way-point. The low-level policy is responsible of generating the actual motion of the end-effector toward the way-point.

The following describes the three levels of the hierarchical network architecture as depicted in Figure 2.

**A high-level** policy, denoted by $\pi_h$, returns a probability distribution over pairs $(o_t^+, o_t^-)$ of objects, wherein $o_t^+$ is the predicted tool at time $t$, and $o_t^-$ is the predicted target at time $t$. The high-level policy takes as inputs 6D poses of objects and their semantic labels, along with the pose of the robot’s end-effector. Additionally, the high-level policy $\pi_h$ receives as inputs a history $h_t = (o_t^+, o_t^-, w_{k})_{k=0...t-1}$ of pairs of tools and targets $(o_t^+, o_t^-)$ and way-points $w_k$ at different times $k$ in the past, compressed into an LSTM unit, as well as a progress vector $y_t = p_t[O_{t-1}^+, O_{t-1}^-] - w_{t-1}$ that indicates how far is the tool $o_{t-1}^+$ from the previous desired way-point $w_{t-1}$ with respect to the target $o_{t-1}^-$. An intermediate-level policy, denoted by $\pi_m$, receives as inputs the current tool $o_t^+$ and target $o_t^-$, the pose $p_t[O_{t-1}^+, O_{t-1}^-]$ of $o_t^+$ relative to $o_t^-$, in addition to history $h_t$ and progress vector $y_t$. Both tool $o_t^+$ and target $o_t^-$ are predicted by the high-level policy $\pi_h$, as explained above. The intermediate-level policy returns a way-point $w_t \in \mathbb{R}^3 \times SO(3)$, expressed in the coordinate system of the target object $o_t^-$. A low-level policy, denoted by $\pi_l$, receives as inputs the current pose $p_t[O_t^+, O_t^-]$ of the current tool $o_t^+$ relative to the current target $o_t^-$, in addition to the way-point $w_t$ predicted by the intermediate policy, and returns a Gaussian distribution on action $a_t \in \mathbb{R}^3 \times SO(3)$ that corresponds to a desired change in the pose $e_t$ of the robotic end-effector.

IV. LEARNING APPROACH

In the proposed framework, an RGB-D camera is used to record a human performing an object manipulation task multiple times with varying initial placements of the objects. The pose estimation and tracking technique, explained in Section [V-B] is then used to extract several trajectories of the form $\tau = (z_1, z_2, \ldots, z_H)$, wherein $z_t = (e_t, \{l_1^t, \ldots, l_n^t\}, p_t)$ is the observed 6D poses of all objects at time $t$, including the end-effector’s pose $e_t$. The goal of the learning process is to learn parameters of the three policy neural networks $\pi_h$, $\pi_m$ and $\pi_l$ that maximize the likelihood of the data $\tau$ and the inferred way-points, tools and targets, so that the system can generalize to novel placements of the objects that did not occur in the demonstrations. The likelihood is given by:

$$P((z_t, w_t, o_t^+, o_t^-)_{t=0}^H) = \prod_{t=1}^{H} P_{A,t} P_{B,t},$$

with

$$\begin{align*}
P_{A,t} & \triangleq P(w_t, o_t^+, o_t^- | z_t) = \pi_h(o_t^+, o_t^- | z_t, h_t, g_t)\pi_m(w_t | h_t, g_t, p_t[O_t^+, O_t^-]), \\
P_{B,t} & \triangleq P(z_{t+1} | z_t, w_t, o_t^+, o_t^-) = \pi_t(e_{t+1} = e_t | w_t, o_t^+, o_t^-), p_t[O_t^+, O_t^-]),
\end{align*}$$

wherein $h_t = (w_t, o_t^+, o_t^-)_{t=0}^H$ is the history and $g_t = p_t[O_t^+, O_t^-] - w_{t-1}$ is the progress vector. The principal challenge here lies in the fact that the sequence $(w_t, o_t^+, o_t^-)_{t=0}^H$ of way-points, tools, and targets is unknown, since the proposed approach uses as inputs only 6D poses of objects at different time-steps and does not require any sort of manual annotation of the data.

To address this problem, an iterative learning process performed in three steps is proposed. First, the low-level policy is initialized by training on basic reaching tasks. The intermediate and high-level policies are initialized with prior distributions that simply encourage time continuity and proximity of way-points to target objects. Then, an expectation-maximization (EM) algorithm is devised to infer the most likely sequence $(w_t, o_t^+, o_t^-)_{t=0}^H$ of way-points, tools and targets in the demonstration data $(z_t)_{t=0}^H$. Finally, the three policy networks are trained by maximizing the likelihood of the demonstration data $(z_t)_{t=0}^H$ and the pseudo ground-truth data $(w_t, o_t^+, o_t^-)_{t=0}^H$ obtained from the EM algorithm. This process is repeated until the inferred pseudo ground-truth data $(w_t, o_t^+, o_t^-)_{t=0}^H$ become constant across iterations.

A. Prior Initialization

This section first explains how the low-level policy $\pi_l$ is initialized. The most basic low-level skill is moving the end-effector between two points in $\mathbb{R}^3 \times SO(3)$ that are relatively close to each other. We therefore initialize the low-level policy by training the policy network, using gradient-ascent, to maximize the likelihood of straight-line movements between consecutive poses $e_{t+1}$ and $e_t$ of the end-effector while aiming at way-points $w_t \equiv p_{t+1}[o_t^+, o_t^-]$. Therefore, the objective of the initialization process is given as $\max_{\theta_l} \sum_{t=1}^{H} \pi_l(e_{t+1} = e_t | o_t^+, o_t^-, p_t[O_t^+, O_t^-], w_t)$, wherein
each \( \hat{w}_t \) is expressed in the frame of the target \( o_t^* \), and \( \theta_t \) are the parameters of the neural network \( \pi_t \). Both \( o_t^+ \) and \( o_t^- \) are also chosen randomly in this initialization phase. The goal is to learn simple reaching skills, which will be refined and adapted in the learning steps to produce more complex motions, such as rotations.

The intermediate policy \( \pi_m \) is responsible for selecting way-point \( w_t \) given history \( h_t \). It is initialized by constructing a discrete probability distribution over points \((\hat{w}_t, \hat{w}_{t+1}, \hat{w}_{t+2}, \ldots, \hat{w}_T)\), defined as \( \hat{w}_t \triangleq p_{t+1}[o_t^+, o_t^-] \). Poses \( p_{t+1} \) used as way-points \( \hat{w}_t \) are obtained directly from demonstration data \((z_t)_t \infty \). Specifically, we set \( \pi_m(\hat{w}_k | h_t, o_t^+, o_t^-, p_t[o_t^+, o_t^-]) = 0 \) for \( k < t \), \( \pi_m(\hat{w}_k | h_t, o_t^+, o_t^-, p_t[o_t^+, o_t^-]) \propto \exp(-\alpha\|\hat{w}_k\|_2^2) \) for \( k = t \), and \( \pi_m(\hat{w}_k | h_t, o_t^+, o_t^-, p_t[o_t^+, o_t^-]) \propto \exp(-\gamma\|\hat{w}_k\|_2^2) \) for \( k > t \), where \( \alpha \) and \( \beta \) are predefined fixed hyper-parameters, and \( \hat{w}_k \) is expressed in the coordinates system of the target \( o_t^* \). This distribution encourages way-points to be close to the target at time \( t \). This distribution is constructed for each candidate target \( o_t^* \in O \) at each time-step \( t \), except for the robot’s end-effector, which cannot be a target.

High-level policy \( \pi_h \) is responsible for selecting tools and targets (\( o_t^+, o_t^- \)) as a function of context. It is initialized by setting the tool as the object with the most motion relative to others: \( o_t^+ = \arg\max_{o \in \mathcal{O}} \| p_{t+1}[o_t^+, o^-] - p_t[o_t^+, o^-] \| _{\infty} \), excluding the end-effector (or human hand) \( o^- \). If all the objects besides the end-effector are stationary relative to each other, then no object is being used, and the end-effector is selected as the tool. Once the tool \( o_t^+ \) is fixed, the prior distribution on the target \( o_t^- \) is set as: \( \pi_h(o_t^+, o_t^- | h_t, p_t, g_t) = 0 \) if \( o_t^- = o^- \) (the end-effector cannot be a target), \( \pi_h(o_t^+, o_t^- | h_t, p_t, g_t) = \gamma \) if \( o_t^- = o_{t-1}^* \), and \( \pi_h(o_t^+, o_t^- | h_t, p_t, g_t) = \frac{1}{n} \) if \( o_t^- \neq o_{t-1}^* \). If \( o_{t-1}^* \) is obtained from history \( h_{t-1} \), \( n \) is the number of objects and \( \gamma \) is a fixed hyper-parameter, set to a value close to \( 1 \) to ensure that switching between targets does not occur frequently in a given trajectory.

### B. Pseudo Ground-Truth Inference

After initializing \( \pi_h, \pi_m \) and \( \pi_l \) as in Section V-A, the next step consists of inferring from the demonstrations \((z_t)_t = 1 \infty\) a sequence \((o_t^+, o_t^-, w_t)_t = 1 \infty\) of tools, targets and way-points that has the highest joint probability \( P((z_1, w_1, o_1^+, o_1^-)_t = 0 \infty) \) (Algorithm 1) lines 2-15). This problem is solved by using the Viterbi technique. In a forward pass (lines 2-12), the method computes the probability of the most likely sequence up to time \( t \) that results in a choice \((o_t^+, o_t^-, w_t)\) at time \( t \). The log of this probability, denoted by \( F_t(o_t^+, o_t^-, w_t) \), is computed by taking the product of three probabilities: (i) \( \pi_h \): the probability of switching from \( o_{t-1}^* \) and \( o_{t-1}^- \) as tools and targets to \( o_t^+ \) and \( o_t^- \) given the progress vector \( g_t \); (ii) \( \pi_m \): the probability of selecting as a way-point a future pose \( p_k[o_t^+, o_t^-] \) (denoted as \( w_k \), \( k \geq t \)) for the tool relative to the target in the demonstration trajectory; this probability is also conditioned on choices made at the previous time step \( t \); (iii) the likelihood of the observed movement of the objects at time \( t \) in the demonstration, given the choice \((o_t^+, o_t^-, w_k)\) and the relative poses of the objects with respect to each other (given by matrix \( p_k \)). For each candidate \((o_t^+, o_t^-, w_k)_t = 1 \infty\) at time \( t \), we keep in \( R_t \) the trace of the candidate at time \( t \) that maximizes their joint probability. The backward pass (lines 13-15) finds the most likely sequence \((o_t^+, o_t^-, w_k)_t = 1 \infty\) by starting from the end of the demonstration and following the trace of that sequence in \( R_t \). The last step is to train \( \pi_m \), \( \pi_l \) and \( \pi_h \) using the most likely sequence \((o_t^+, o_t^-, w_k)_t = 1 \infty\) as a pseudo ground-truth for the tools, targets and way-points.

### C. Training the Policy Networks

To train \( \pi_m \), \( \pi_l \) and \( \pi_h \) using the pseudo ground-truth \((- o_t^+, o_t^-, w_k)_t = 1 \infty\), obtained as explained in the previous section, we apply the stochastic gradient-descent technique to simultaneously optimize the parameters of the networks by minimizing a loss function \( L \) defined as follows. \( L \) is defined as the sum of multiple terms. The first two are \( L_{\theta} = \sum C E(o_t^+, o_t^+) \) and \( L_{\phi} = \sum C E(o_t^+, o_t^-) \) where \( C E \) is the cross entropy, and \( (o_t^+, o_t^-) \) is the current prediction of \( \pi_h \). The third term is \( L_{\phi} = \sum M S E(\hat{w}_t, w_t) \) where \( \hat{w}_t \) is the output of \( \pi_m \) and \( M S E \) is the mean square error. The next term is \( L_{\text{action}} = -\log[p_1(a_t | \pi_h, o_t^+, o_t^-)] \), which corresponds to the log-likelihood of the low-level
actions in the demonstrations. To further facilitate the training, two auxiliary losses are introduced. The first one is to encourage consistency within each sub-task. As the role of the memory in the architecture is to indicate the sequence sub-tasks that have been already performed, it should not change before \((o^t_t, o^t_{t+1}, w_t)\) changes. If we denote the LSTM’s output as \(M(h_t)\) at time-step \(t\), the consistency loss is defined as 
\[
L_{\text{mem}} = \sum \| M(h_t) - M(h_{t+1}) \|_2 \times I_{o^t_{t+1} = o^t_t, o^t_{t+1} = o^t_t, w_{t+1} = w_t}
\]
where \(I\) is the indicator function. The last loss term, \(L_{\text{ret}}\), is used to ensure that memory \(M(h_t)\) retains sufficient information from previous steps. Thus, we train an additional layer \((ret_o^t, ret_l^t, ret_w)\) directly after \(M(h_t)\) to retrieve at step \(t\) the target, tool and way-point of step \(t - 1\). \(L_{\text{ret}}\) is defined as 
\[
L_{\text{ret}} = CE(ret_o^t(M(h_i)), o_{t-1}^o) + CE(ret_l^t(M(h_i)), o_{t-1}^l) + MSE(ret_w(M(h_i)), w_{t-1})
\]
As a result, the complete proposed architecture is trained with the loss 
\[
L = L_o^t + L_o^t + L_w + L_{\text{action}} + L_{\text{mem}} + L_{\text{ret}}
\]

V. EXPERIMENTAL RESULTS

A. Data collection

We used an Intel RealSense 415 camera to record several demonstrations of a human subject performing three tasks. The first task consists in inserting a paint brush into a bucket, then moving it to a painting surface and painting a virtual straight line on the surface. The poses of the brush, bucket and painting surface are all tracked in real-time using the technique explained in \[V\]. The second task consists in picking up various blocks and stacking them on top of each other to form a predefined desired pattern. The third task is similar to the second one, with the only difference being the desired stacking pattern. Additionally, we use the PyBullet physics engine to simulate a Kuka robotic arm and collect data regarding a fourth task. The fourth task consists in moving a wrench that is attached to the end-effector to four precise locations on a wheel, sequentially, rotating the wrench at each location to remove the lug-nuts, then moving the wrench to the wheel’s center before finally pulling it.

Fig. 3: Tasks considered in the experiments: painting (left), stacking (middle), and tire removal (right).

B. Object Pose Parsing from Demonstration Video

In each demonstration video, 6D poses \(x \in SE(3)\) and semantic labels of all relevant objects are estimated in real-time and used to create observations \((z_t)_{t=1}^T\) as explained in Section \[III\]. Concretely, a scene-level multi-object pose estimator \([28]\) is leveraged to compute globally the relevant objects’ 6D poses in the first frame. It starts with a pose sampling process and performs Integer Linear Programming to

Fig. 4: Average success rate (left) and episode length (right) as a function of the number of training trajectories.
ensure physical consistency by checking collisions between any two objects as well as collisions between any object and the table. Next, the poses computed from the first frame are used to initialize the se(3)-TrackNet [17], which returns a 6D pose for each object in every frame of the video. The 6D tracker requires access to the objects’ CAD models. For the painting task, the brush and the bucket are 3D-scanned as in [29], while for all the other objects, models are obtained from CAD designs derived from geometric primitives. During inference on the demonstration videos, the tracker operates in $90Hz$, resulting in an average processing time of 13.3s for a 1 min demonstration video. The entire video parsing process is fully automated, and did not require any human input beyond providing CAD models of the objects offline to the se(3)-TrackNet in order to learn to track them.

C. Training and architecture details

The high-level, intermediate-level, and low-level policies are all neural networks. In the high-level policy, the progress vector $g_t$ is embedded by a fully connected layer with 64 units followed by a ReLU layer. An LSTM layer with 32 units is used to encode history $h_t$. Observation $z_t$ is concatenated with the LSTM units and the embedded progress vector and fed as an input to two hidden layers with 64 units followed by a ReLU layer. From the last hidden layer, target and tool objects are predicted by a fully connected layer and a softmax. The intermediate-level policy network consists of two hidden layers with 64 units. The low-level policy concatenates into a vector four inputs: 6D pose of the target in the frame of the tool object, way-point, and the semantic labels of the target and tool objects. After the target in the frame of the tool object, way-point, and targets and tool objects are predicted by a fully connected layer and a softmax. The intermediate-level policy network consists of two hidden layers with 64 units. The low-level policy outputs a Gaussian action distribution. The number of training iterations for all tasks is $20,000$, the batch size is 2,048 steps, the learning rate is $1e-4$, and the optimizer is Adam. The hyper-parameters used in Section V-A are set as $\gamma = 0.95$, $\alpha = 100$, and $\beta = 0.95$.

The proposed method is compared to three other techniques. Generative Adversarial Imitation Learning (GAIL) [30], Learning Task Decomposition via Temporal Alignment for Control (TACO) [8], and Behavioral Cloning [31] where we train the policy network of [30] directly to maximize the likelihood of the demonstrations without learning rewards. We also compare to a supervised variant of our proposed technique where we manually provide ground-truth tool and target objects and way-points for each frame. The supervised variant provides an upper bound on the performance of our unsupervised algorithm. Note also that TACO [8] requires providing manual sketches of the sub-tasks, whereas our algorithm is fully unsupervised.

D. Evaluation

Except for the tire removal, all tasks are evaluated using real demonstrations and a real Kuka LBR robot equipped with a Robottiq hand. The policies learned from real demonstrations are also tested extensively in the PyBullet simulator before testing them on the real robot.

| Proposed (unsupervised) | Painting | Stacking 1 | Stacking 2 |
|-------------------------|----------|------------|------------|
| GAIL [30]               | 0/5      | 0/5        | 0/5        |
| TACO [8]                | 1/5      | 1/5        | 2/5        |

TABLE I: Success rates on the real Kuka robot

A painting task is successfully accomplished if the brush is moved into a specific region of a radius of 3cm inside the paint bucket, the brush is then moved to a plane that is 10cm on the top of the painting surface, and finally the brush draws a virtual straight line of 5cm at least on that plane. A tire removal task is successfully accomplished if the robot removes all bolts by rotating its end-effector on top of each bolt (with a tolerance of 5mm) with at least 30° counter-clockwise, and then moves to the center of the wheel. A stacking task is successful if the centers of all the objects in their final configuration are within 0.5cm of the corresponding desired locations.

Figure 4 shows the success rates of the compared methods for the four tasks, as well as the length of the generated trajectories while solving these tasks in simulation, as a function of the number of demonstration trajectories collected as explained in Section V-A. The results are averaged over 5 independent runs, each run contains 50 test episodes that start with random layouts of the objects. Table I shows the success rates of the compared methods on the real Kuka robot, using the same demonstration trajectories that were used to generate Figure 4 (70 trajectories for painting and 40 for each of the remaining tasks). These results show clearly that the proposed approach outperforms the compared alternatives in terms of success rates and solves the four tasks with a smaller number of actions. The performance of our unsupervised approach is also close to that of the supervised variant. The proposed approach outperforms TACO despite the fact that TACO requires a form of supervision in its training. We also note that both our approach and TACO outperform GAIL and the behavioral cloning techniques, which clearly indicates the data-efficiency of compositional and hierarchical methods. Videos and supplementary material can be found at https://tinyurl.com/2zrp2rzm

VI. CONCLUSION

We presented a unified neural-network framework for training robots to perform complex manipulation tasks that are composed of several sub-tasks. The proposed framework employs the principal of attention by training a high-level policy network to select a pair of tool and target objects dynamically, depending on the context. The proposed method outperformed alternative techniques for imitation learning, without requiring any supervision beyond recorded demonstration videos. While the current video parsing module requires the objects’ CAD models beforehand, it is possible in future work to leverage model-free 6D pose trackers [32] for learning from demonstration involving novel unknown objects. We will also explore other applications of the proposed framework, such as real-world assembly tasks.
