Hybrid quantum circuits in which measurements are interspersed with unitary dynamics have been shown to yield novel non-equilibrium phases and phase transitions [1–16]. A core concept is that weak or infrequent measurements “cut” Bell pairs in a quantum circuit and can decrease entanglement from volume law to area law. After this was first shown numerically in [1, 3], a variety of theoretical perspectives have emerged, including maps of the circuit dynamics to various statistical mechanics models [4–10, 14] and replica tricks in which the steady state maps to the ground state of an effective Hamiltonian [17]. Meanwhile, classification of these phases can be extended to include not just entanglement properties, but also symmetry breaking, even within the volume law phase.

A consistent picture that emerges is that the equilibrium properties cannot be described by the measurement-averaged density matrix, which is a featureless infinite temperature state. This is true despite the fact that the quantities of interest are indeed averaged over measurements, with no measurement-dependent feedback. It has been argued that this arises because measurement phases and phase transitions are only found in “quantities” that are non-linear in the density matrix, including Renyi entropies of the (pure state) trajectories. A complementary perspective is that measurement phases emerge as the $n \to 1$ limit of $n$ replicas, whose measurement-averaged states encode higher moments of the probability distribution over pure state density matrices [17].

Despite this perspective, it is nevertheless occasionally stated that hybrid quantum circuits can be thought of as a proxy for noisy quantum computers, where the desired quantum circuit is continuously “measured” by the environment. One potential argument for this is that open quantum systems, such as those obtained by averaging over measurement outcomes, are useful in not only describing the equilibrium properties of the steady state, but also its non-equilibrium dynamics through the quantum regression formula [18–20]. Such dissipative dynamics do in fact contain information about scrambling, and one of the perspectives on measurement phase transitions is in terms of a scrambling and non-scrambling phase [6]. This leaves the important question: are measurement phases and phase transitions able to be captured by the dynamics of an appropriate measurement-averaged system?

In this paper, we show that the answer is no by providing a counterexample. Explicitly, we consider a family of “unfolding” of a dissipative system such that the measurement-averaged dynamics are identical. Three conventional unfoldings that we consider give similar entanglement phase transitions in the steady state, though the exact value of entanglement and critical measurement strength differs. However, the fourth unfolding shows no phase transition, exhibiting a volume law phase independent of generalized measurement strength. We discuss general properties for such unfoldings to give different measurement phases and what general entanglement structure emerges. This result clarifies the applicability of measurement-averaged dynamics to understand scrambling and has implications for simulations of open quantum systems, for which our results imply that different unfoldings of the quantum master equation lead to different entanglement in the resulting trajectories.

Model – We consider a quintessential model of measurement phase transition, in which random 2-qubit Haar unitaries are interspersed with on-site $Z$-measurements, as illustrated in Figure 1. For the simplest case of projective measurements with probability $p$, a number of papers have shown that a phase transition exists in this model between a volume law entangled phase at low $p$ and an area law entangled phase at high $p$ [2, 21, 22]. We can write such measurement dynamics in the language of Kraus operators:

$$M_0^p = \sqrt{p} \left| \uparrow \right\rangle \left\langle \uparrow \right|$$
$$M_1^p = \sqrt{p} \left| \downarrow \right\rangle \left\langle \downarrow \right|$$
$$M_2^p = \sqrt{1-p} \mathbb{1}$$

For a generic pure state $|\psi\rangle$, each of these outcomes is obtained with probability $p_j = \langle \psi | \psi_j \rangle$, where $|\psi_j\rangle = M_j |\psi\rangle$. Averaging over measurement outcomes, the post-
For such randomly placed projective measurements, we measure state is given by

\[ \rho_f = \sum_j M_j \rho_i M_j^\dagger. \]

For such randomly placed projective measurements, we see that the result is a pure dephasing channel:

\[ \rho_f^P = \begin{pmatrix} \rho_{i,\uparrow\uparrow} & (1-p) \rho_{i,\downarrow\uparrow} \\ (1-p) \rho_{i,\downarrow\uparrow} & \rho_{i,\downarrow\downarrow} \end{pmatrix}. \]

The advantage of this Kraus operator formalism is that it can be applied to generalized measurements. For instance, a simple description of weak measurements is given by

\[ M_0^{NP} = \frac{1 + \lambda Z}{\sqrt{2(1 + \lambda^2)}} \]
\[ M_1^{NP} = \frac{1 - \lambda Z}{\sqrt{2(1 + \lambda^2)}} \]

where the superscript “NP” indicates that the measurement is non-projective. Considering the action on a single qubit, we can again see this corresponds to a dephasing channel. As shown in the supplement,

\[ \rho_f^{NP} = \begin{pmatrix} \rho_{i,\uparrow\uparrow} & \left( \frac{\lambda^2}{1 + \lambda^2} \right) \rho_{i,\downarrow\uparrow} \\ \left( \frac{1 - \lambda^2}{1 + \lambda^2} \right) \rho_{i,\downarrow\uparrow} & \rho_{i,\downarrow\downarrow} \end{pmatrix}. \]

Clearly the measurement-averaged dynamics match if \( 1 - p = \frac{1 - \lambda^2}{1 + \lambda^2} \), suggesting that generalized measurement strength \( \lambda \) corresponds to an effective measurement rate

\[ p_{eff}^{NP} = \frac{2\lambda^2}{1 + \lambda^2} \]

As we will see in the next section, both projective and non-projective measurements behave in a similar way, producing volume law phases at low \( p_{eff} \) and area law at high \( p_{eff} \). It might then be tempting to suggest that the phase transition is indeed universal in some sense for different models of the same measurement-averaged dynamics. However, we now show that this is not the case by considering a third generalized measurement protocol, which we refer to as unitary unfolding. In this case, with probability \( q \), the qubit undergoes a unitary kick with operator \( Z \). This is represented by Kraus operators

\[ M_0^U = \sqrt{q}Z \]
\[ M_1^U = 1 - q \]

Again, this corresponds to a pure dephasing channel, with identical measurement-averaged dynamics when \( p_{eff}^U = 2q \).

While such unitary kicks do not collect information about the qubit, they are valid Kraus operators and therefore we refer to this situation as “unitary measurements” and use the superscript “U.”

Note that the limit of weak continuous measurement corresponds to Lindblad dynamics, meaning that the strong generalized measurements above can be generated by finite time evolution under appropriate unfoldings of the Lindblad equation. Therefore, we refer to these measurement-averaged dynamics as “Lindblad equivalent” and use the term Lindblad to refer to any such dynamics, even if the measurement amplitudes are not small.

\[ S_{AB} = -\text{Tr} [\rho_{AB} \log_2 \rho_{AB}] \]

where \( \rho_{AB} \) is the reduced density matrix of subsystem \( AB \), which has length \( L/2 \) (see Figure 1). In principle, \( S_{AB} \) is proportional to \( L \) in the volume law phase and \( O(1) \) in the area law phase. However, entanglement entropy has not been found to be a sensitive metric for the phase transition. Instead, we adopt the tripartite mutual information as described in [22]:

\[ I_3 = S_A + S_B + S_C + S_D - S_{AB} - S_{BC} - S_{AC}. \]

While \( I_3 \) is extensive (and negative) in the volume law phase, it vanishes in the thermodynamic limit within the area law phase, since boundary contributions cancel. Therefore it provides much more useful finite size scaling for detecting the phase transition on small system size.

The entanglement entropy and tripartite mutual information are seen in Figure 2. The unitary unfolding is not shown explicitly, but for all \( p \) it matches the \( p = 0 \) limit of P and NP measurements. The first thing to note is that neither \( S_{AB} \) nor \( I_3 \) matches for the three different unfoldings. This implies that the steady state ensembles are not microscopically equivalent, but not necessarily that the phases of matter differ. However, analyzing crossings of
unitary unfolding has no phase transition, exhibiting a volume of

The loss of entropy of the first qubit $\Delta S_{\text{Bell}} = S_f - S_i$ is shown for various measurements in Figure 3. Clearly it aligns with the results for steady state entropy; a smaller steady state entropy density corresponds to larger $|\Delta S|$. To further test this theory, we consider a slightly more accurate model of weak measurement in which the histograms of measurement results are Gaussian distributed with a finite separation between $\uparrow$ and $\downarrow$ corresponding to the measurement strength $\alpha$

$$M^G(x) = 2^{1/2} \pi^{1/4} \left[ G(x - \alpha) | \uparrow \rangle \langle \uparrow | + G(x + \alpha) | \downarrow \rangle \langle \downarrow | \right]$$

where $G(x)$ is a normalized Gaussian of mean 0 and variance 1 and $x \in (-\infty, \infty)$ are the possible measurement outcomes. These Gaussian measurements further support our idea, as both the Bell state entropy loss $\Delta S_{\text{Bell}}$ and the steady state entropy $S_{AB}$ are intermediate between non-projective and projective measurements.

Clearly non-projective measurements outperform random projective measurements in producing low-entanglement trajectories for the same Lindblad equation, i.e., are closer to the optimal unfolding for stochastic Schrödinger equation simulations. To argue that the measurements labeled “NP” are optimal, we consider the following generic family of generalized measurements:

$$M^{\text{gen}}(p, x) = \beta^p(x) \left[ I + xZ \right],$$

a set of non-projective measurements weighted by the real function $\beta^p(x) = \beta^p(-x)$. As shown in the supplement, the function $\beta^p$ is constrained by a normalization condition, $\int_{-\infty}^{\infty} (1 + x^2) \beta^p(x)^2 \, dx = 1$, and our goal of matching the measurement-averaged dynamics, which sets $\int_{-\infty}^{\infty} x^2 \beta^p(x)^2 \, dx = p/2$. Note that all four of the measurement types considered so far fall within this family with appropriate choices of $\beta^p$. In order to better understand which $\beta^p$ will maximize $|\Delta S_{\text{Bell}}|$, we start by noticing that, for each $x$, the measurement matches $M^{\text{NP}}(\lambda)$. As shown in Fig. 3 and shown analytically in the appendix, Bell state entropy loss is a convex function in the range $x \in [0, 1]$, going from $\Delta S_{\text{Bell}} = 0$ at $x = 0$ to $\Delta S_{\text{Bell}} = 1$ at $x = 1$, which corresponds to a projective measurement. The precise opposite happens for $x > 1$, as $\Delta S(x) = \Delta S(1/x)$. Therefore, the optimal entropy loss will be given by a $\delta$-function peaked at whatever value is necessary to match $p$, i.e., the non-projective (NP) measurement. While this argument is specific to our class of measurements and this particular system, we expect a similar line of logic to hold in attempting to determine optimal unfolding of more general Lindblad dynamics.

Discussion – We have shown via explicit counterexample that different unfoldings of the same measurement-averaged (Lindblad-type) dynamics give rise to different

![Figure 2](image-url) Comparison of tripartite mutual information (Eq. 3) between projective (P), non-projective (NP), and Gaussian (G) measurements over the same effective range of measurement rate $p$. Dashed lines show approximate $p_c$ from finite size crossings, which clearly differs between measurement types.
values of entanglement and the entanglement phase transition in the equivalent hybrid quantum circuit. We find that destruction of entanglement in a Bell pair is a useful proxy for many-body steady state entanglement for our class of hybrid circuits. We use this to show that a non-projective measurement of the form $1 \pm \lambda Z$ is optimal for minimizing entanglement.

The most immediate consequences of this work are for numerical simulations of open quantum systems via the stochastic Schrödinger equation, particularly for entanglement-sensitive methods such as matrix product states. Our work suggests to use an unfolding of the form $1 + \lambda Z$ for dephasing channels, which are commonly found experimentally. We expect that a similar analysis can be applied for other Lindblad operators as well. An interesting side note is that our results imply that entanglement complexity of the stochastic Schrödinger equation is not equivalent to that of the Lindblad evolution, for example by simulating the density matrix directly as a matrix product operator. In particular, [23] showed that for unital quantum channels – like the ones we examine here – density matrices always flow to the area law phase and are thus efficiently representable. This implies that, for sufficiently slow Lindblad operators (small $p$), direct Lindblad evolution of the density matrix is more efficient than stochastic evolution of even a single pure state trajectory. Note that this result undercuts one of the original goals of studying these measurement phase transitions, namely looking at them as phase transitions in the difficulty of simulating the Lindblad dynamics [3].

The other implication of this work is that no direct connection will exist between hybrid quantum circuits and a related class of non-unitary quantum dynamics that people are very interested in: noisy intermediate-scale quantum (NISQ) devices. Heuristically, hybrid quantum circuits seems to capture many of the notable aspects of NISQ devices, such as the inability to harness large amounts of entanglement due to non-unitary interactions with the measuring device, with the tantalizing possibility of putting NISQ devices on the more conventional footing of quantum phase transitions. However, we have concretely shown that NISQ devices weakly coupled to Markovian baths, whose dynamics is well-represented by Lindblad evolution, are not equivalent to the dynamics of the unfolded trajectories. Thus, while not meaningful proxies for NISQ devices, hybrid quantum circuits serve as a separate, useful platform for uncovering novel nonequilibrium phases of matter, whose quantum dynamics continue to yield surprising behavior in their own right.
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SUPPLEMENTARY INFORMATION

In this supplementary information, we derive measurement-averaged channels and Bell state entropy loss for each of the generalized measurements considered in the main text. We start by introducing a replica picture approach which also provides useful notation for doing measurement averages. We then derive the behavior of each generalized measurement using this machinery.

I. REPLICA PICTURE

As shown in [17], the measurement phase transition can be obtained in the replica limit of a generalized Renyi entropy in which the vectorized density matrix is averaged over measurement outcomes in the replica picture. The advantage is that this reduces the trajectory-averaged entanglement entropy calculation, which is non-linear in density matrix, to a problem which is linear in replicated density matrix and, thus, more simple to calculate. As a warmup, consider the superoperator representation of the unreplicated state. For the case of a projective $Z$ measurement performed with probability $p$, the final density matrix can be written as

$$ |\rho_f^{(1)}\rangle = \left[(1-p) \mathbb{1}_1 \mathbb{1}_1 + p\Pi_\uparrow \Pi_\downarrow + p\Pi_\downarrow \Pi_\uparrow \right] |\rho_i^{(1)}\rangle $$

where $\Pi_\uparrow = |\uparrow\rangle \langle \uparrow|$ and the subscript 1 (\bar{1}) indicates acting on the ket (bra). Rearranging, the transfer matrix $\mathcal{T}$ can be written

$$ \mathcal{T}_p^{(1)} = (1-p) \mathbb{1}_1 \mathbb{1}_1 + \frac{p}{4} (\mathbb{1}_1 + Z_1) (\mathbb{1}_1 + Z_1) + \frac{p}{4} (\mathbb{1}_1 - Z_1) (\mathbb{1}_1 - Z_1) $$

$$ = \left(1 - \frac{p}{2}\right) \mathbb{1}_1 \mathbb{1}_1 + \frac{p}{2} Z_1 Z_1 $$

Note that this is precisely the action of a single-qubit dephasing channel, which we will match for other generalized measurements in the following sections.
Now we do the same thing for the \( n = 2 \) replica case:

\[
\mathcal{T}_p^{(2)} = (1 - p)^2 \mathbb{I}_1 \mathbb{I}_1 \mathbb{I}_2 \mathbb{I}_2 + \frac{p^2}{16} (\mathbb{I}_1 + Z_1) (\mathbb{I}_1 + Z_1) (\mathbb{I}_2 + Z_2) (\mathbb{I}_2 + Z_2) \\
+ \frac{p^2}{16} (\mathbb{I}_1 - Z_1) (\mathbb{I}_1 - Z_1) (\mathbb{I}_2 - Z_2) (\mathbb{I}_2 - Z_2) \\
= \left[ 1 - 2p + \frac{9p^2}{8} \right] \mathbb{I}_1 \mathbb{I}_1 \mathbb{I}_2 \mathbb{I}_2 + \frac{p^2}{8} (Z_1 Z_1 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2)
\]

\[
\mathcal{T}_N^{(2)} = \frac{1}{4(1 + \lambda^2)^2} (\mathbb{I}_1 + \lambda Z_1) (\mathbb{I}_1 + \lambda Z_1) (\mathbb{I}_2 + \lambda Z_2) (\mathbb{I}_2 + \lambda Z_2) \\
+ \frac{1}{4(1 + \lambda^2)^2} (\mathbb{I}_1 - \lambda Z_1) (\mathbb{I}_1 - \lambda Z_1) (\mathbb{I}_2 - \lambda Z_2) (\mathbb{I}_2 - \lambda Z_2)
\]

\[
= \frac{1}{2(1 + \lambda^2)} \left[ \mathbb{I}_1 \mathbb{I}_1 \mathbb{I}_2 \mathbb{I}_2 + \lambda^2 (Z_1 Z_1 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2) + \lambda^4 Z_1 Z_1 Z_2 Z_2 \right]
\]

\[
\mathcal{T}_U^{(2)} = (1 - q)^2 \mathbb{I}_1 \mathbb{I}_1 \mathbb{I}_2 \mathbb{I}_2 + q^2 Z_1 Z_1 Z_2 Z_2
\]

\[
\mathcal{T}_G^{(2)} = \pi \int dx \left\{ [G(x - \lambda) (\mathbb{I}_1 + Z_1) + G(x + \lambda) (\mathbb{I}_1 - Z_1)] \times [G(x - \lambda) (\mathbb{I}_1 + Z_2) + G(x + \lambda) (\mathbb{I}_1 - Z_2)] \times [G(x - \lambda) (\mathbb{I}_2 + Z_2) + G(x + \lambda) (\mathbb{I}_2 - Z_2)] \times [G(x - \lambda) (\mathbb{I}_2 + Z_1) + G(x + \lambda) (\mathbb{I}_2 - Z_1)] \right\}
\]

\[
= \pi \int dx [G(x - \lambda)]^2 \mathbb{I}_1 \mathbb{I}_1 \mathbb{I}_2 \mathbb{I}_2 + \pi \int dx [G(x - \lambda)]^2 [G(x + \lambda)]^2 (Z_1 Z_1 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2) + \pi \int dx [G(x + \lambda)]^4 Z_1 Z_1 Z_2 Z_2
\]

\[
\int dx [G(x - \lambda)]^4 = \int dx \frac{G(2(x - \lambda))}{2\pi} = \frac{1}{4\pi}
\]

\[
\int dx [G(x - \lambda)]^2 [G(x + \lambda)]^2 = \frac{1}{4\pi^2} \int dx \exp \left[ -\frac{(x - \lambda)^2}{2} - \frac{(x + \lambda)^2}{2} \right] = \frac{1}{4\pi^2} \int dx \exp [-x^2 - \lambda^2] = \frac{e^{-\lambda^2}}{4\pi^{3/2}}
\]

\[
\mathcal{T}_G^{(2)} = \frac{1}{4} \left[ \mathbb{I}_1 \mathbb{I}_1 \mathbb{I}_2 \mathbb{I}_2 + \frac{e^{-\lambda^2}}{\sqrt{\pi}} (Z_1 Z_1 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2) \right]
\]

An interesting fact, which will hold at higher \( n \) as well, is that the unitary case does not contain the pairwise \( Z_i Z_j \) terms, while both the projective and non-projective case do. However, coefficients for projective versus non-projective are different, which will result in differences between their entanglement. For instance, at leading order in \( p, \lambda \ll 1 \), the projective case would have both the pairwise and four “qubit” \( (Z_1 Z_1 Z_2 Z_2) \) terms, whereas the non-projective case would just include the pairwise term. Thus, even in this Lindblad limit, the projective and non-projective cases are different for \( n = 2 \) replicas.

In order to understand the role of such measurements in disentangling the system within this replica picture, let’s
consider the general case

\[ T^{(2)} \sim I_1 I_1 I_2 I_2 + \alpha (Z_1 Z_1 + Z_1 Z_2 + Z_1 Z_2 + Z_1 Z_2 + Z_2 Z_2 + Z_2 Z_2) + \beta Z_1 Z_1 Z_2 Z_2 \]

acting on a Bell state \(|\psi\rangle = (|\uparrow\uparrow\rangle + |\downarrow\downarrow\rangle) / \sqrt{2}\). Let’s start by introducing notation for our replicated states:

\[
|\rho_i^{(2)}\rangle = \frac{1}{4} (|\uparrow\uparrow\rangle + |\downarrow\downarrow\rangle) \otimes ((\uparrow\uparrow\rangle + (\downarrow\downarrow\rangle) \otimes (|\uparrow\rangle + |\downarrow\rangle) \otimes (|\uparrow\rangle + |\downarrow\rangle))
\]

\[= \frac{1}{4} (|\uparrow\uparrow\uparrow\uparrow\uparrow\rangle + |\uparrow\uparrow\downarrow\downarrow\rangle + |\downarrow\uparrow\uparrow\uparrow\uparrow\rangle + |\downarrow\uparrow\down\down\rangle + \cdots + |\down\down\down\down\rangle)\]

where we have defined the replicated density matrix supervector via eigenstates of the basis

\[|Z_{1,1} Z_{2,1} Z_{1,2} Z_{2,2} Z_{1,1} Z_{2,2} Z_{1,2} Z_{2,2}\rangle\]

where \(Z_{i,j}\) corresponds to replica \(j\) of spin at site \(i\). The initial density matrix contains 16 terms in which spin 1 and 2 are aligned independently for each replica and bra/ket. For comparison, the identity state corresponds to \(I\) for each spin and replica independently. In our language, this corresponds to an equal superposition over spin states in which the bra and the ket \((j\) and \(j\) match,

\[|I^{(2)}\rangle = |\uparrow\down\rangle + |\down\up\rangle + \cdots + |\down\down\rangle\]

up to an overall prefactor that we define as 1. Consider the pairwise and quartic “interactions”:

\[T^{(2)}_{\text{pair}}|\rho_i^{(2)}\rangle = \frac{1}{4} \left[ 6|\uparrow\uparrow\down\down\rangle + 0|\uparrow\down\up\down\rangle + 0|\down\up\up\down\rangle - 2|\up\down\rangle \right] \]

\[T^{(2)}_{\text{quart}}|\rho_i^{(2)}\rangle = \frac{1}{4} \left[ |\up\down\rangle - 0|\up\down\rangle - |\down\up\rangle + |\down\up\rangle \right] \]

Putting these terms together,

\[|\rho_j^{(2)}\rangle = \frac{1}{4} \left[ (1 + 6\alpha + \beta)|\up\up\down\down\rangle + (1 + \beta)|\up\down\up\down\rangle + (1 + \beta)|\down\up\up\down\rangle + (1 + 2\alpha + \beta)|\down\down\rangle \right] \]

The entanglement is calculated as the replica limit of

\[S_A^{(n)} = \frac{1}{1 - n} \log_2 \left[ \frac{\langle I|C^{(n)}_A|\rho^{(n)}\rangle}{\langle I|\rho^{(n)}\rangle} \right] \]
where $C_A^{(n)}$ permutes replicas in subsystem $A$. Consider our case for $A$ given by site 1.

$$
C_A^{(2)} |\rho_i^{(2)}\rangle = \frac{1}{4} \left[ |\uparrow\uparrow\uparrow\uparrow\uparrow\uparrow\rangle + |\uparrow\uparrow\uparrow\uparrow\uparrow\downarrow\rangle + |\downarrow\uparrow\uparrow\uparrow\uparrow\uparrow\rangle + |\downarrow\uparrow\uparrow\uparrow\uparrow\downarrow\rangle + |\uparrow\uparrow\uparrow\downarrow\uparrow\uparrow\rangle + |\uparrow\uparrow\downarrow\uparrow\uparrow\uparrow\rangle + |\downarrow\uparrow\uparrow\downarrow\uparrow\uparrow\rangle + |\downarrow\uparrow\downarrow\uparrow\uparrow\uparrow\rangle + |\uparrow\downarrow\uparrow\uparrow\uparrow\uparrow\rangle + |\uparrow\down\uparrow\uparrow\uparrow\uparrow\rangle + |\down\uparrow\up\uparrow\up\up\up\rangle + |\down\up\up\up\up\up\up\down\rangle + |\up\down\up\up\up\up\down\down\rangle + |\up\down\down\up\up\up\down\down\rangle + |\down\down\up\up\up\up\down\down\rangle + |\down\down\down\up\up\up\down\down\down\rangle + |\up\down\down\down\up\up\up\down\down\rangle + |\up\down\down\down\down\up\up\down\down\rangle + |\down\down\down\down\up\up\up\down\down\down\rangle + |\down\down\down\down\down\up\up\up\down\down\down\down\rangle \right]
$$

$$
C_A^{(2)} |\rho_f^{(2)}\rangle = \frac{1}{4} \left[ (1 + 6\alpha + \beta) |\uparrow\uparrow\uparrow\uparrow\uparrow\uparrow\rangle + (1 - \beta) |\uparrow\uparrow\uparrow\uparrow\uparrow\downarrow\rangle + (1 - \beta) |\down\up\up\up\up\up\down\down\rangle + (1 - \beta) |\down\up\down\up\up\up\down\down\down\rangle + (1 - \beta) |\up\down\up\up\up\up\down\down\rangle + (1 - \beta) |\up\down\down\up\up\up\down\down\down\rangle + (1 - \beta) |\down\down\up\up\up\up\down\down\rangle + (1 - \beta) |\down\down\down\up\up\up\down\down\down\rangle + (1 - 2\alpha + \beta) |\up\down\up\up\up\up\down\down\rangle + (1 - \beta) |\down\down\up\up\up\up\down\down\down\rangle + (1 - \beta) |\down\down\down\up\up\up\down\down\down\down\rangle \right]
$$

$$
2^{-S_A^{(2)}} = \frac{\langle I | C_A^{(2)} |\rho_i^{(2)}\rangle \rangle}{\langle I |\rho_i^{(2)}\rangle} = \frac{1}{2}
$$

$$
2^{-S_A^{(2),f}} = \frac{2 (1 + 6\alpha + \beta)}{2 (1 + 6\alpha + \beta) + 2 (1 - 2\alpha + \beta)} = \frac{1 + 6\alpha + \beta}{2 + 4\alpha + 2\beta}
$$

For the fully projective case, $\alpha = \beta = 1$, this gives the expected result $e^{-S_A^{(2)}} = 1$, i.e., zero entanglement. In general, this is a useful metric to determine how much entanglement is lost, on average, when a generalized measurement is performed. One advantage is that it is more straightforward to calculate than von Neumann entropy. However, since von Neumann entropy is more commonly used to obtain the measurement phase transition, we solve it below and focus on it in the main text.

II. RANDOM PROJECTIVE MEASUREMENT (P)

We now proceed to calculate details for the various generalized measurements calculated in the main text. Let's start with random projective measurement. This can be made into a generalized measurement performed on each site by introducing a third measurement operator that does nothing. Specifically, the complete set of measurement operators is

$$
M_0 = \sqrt{p} |0\rangle \langle 0| = \sqrt{p} \Pi_0
$$

$$
M_1 = \sqrt{p} |1\rangle \langle 1| = \sqrt{p} \Pi_1
$$

$$
M_2 = \sqrt{1 - p} \mathbb{I}
$$

These (Hermitian) measurement operators clearly satisfy the completeness relation $\sum_j M_j^\dagger M_j = 1$. Meanwhile, their action on the density matrix is that of dephasing:

$$
\rho_f = \sum_j M_j \rho_i M_j^\dagger
$$

$$
= p \rho_{i,00} |0\rangle \langle 0| + p \rho_{i,11} |1\rangle \langle 1| + (1 - p) \rho_i
$$

This is precisely the effect of $T_2$ dephasing applied for time $t$ such that $1 - p = e^{-t/T_2}$. Note that this is a circuit version of the Lindblad equation. It could be replaced by actual time-dependent Lindblad dynamics by simply replacing the measurement step by Lindblad dynamics for finite time with single Lindblad operator $Z$.

It is also worth noting that the same Lindblad-type action can be obtained directly through the superoperator formalism. As seen in Eq. [3]
\[ T_p^{(1)} = (1 - p) \mathbb{1}_1 \mathbb{1}_\bar{1} + \frac{p}{4} (\mathbb{1}_1 + Z_1)(\mathbb{1}_\bar{1} + Z_\bar{1}) + \frac{p}{4} (\mathbb{1}_1 - Z_1)(\mathbb{1}_\bar{1} - Z_\bar{1}) = (1 - \frac{p}{2}) \mathbb{1}_1 \mathbb{1}_\bar{1} + \frac{p}{2} Z_1 Z_\bar{1}. \]

This is the transfer matrix, i.e., measurement-averaged quantum channel, that we will match throughout this supplement for various measurement types.

The final entropy of the Bell state is readily calculated by noting that it is 0 if a measurement is done and remains 1 if no measurement is done. Hence,
\[ S_f^p = (1 - p) (1) + \frac{p}{2} (0) + \frac{p}{2} (0) = 1 - p. \]

III. DEFINITE NON-PROJECTIVE MEASUREMENT (NP)

Next, consider the non-projective (NP) measurements:
\[ M_\pm = \frac{1 \pm \lambda Z\sqrt{2(1 + \lambda^2)}}{2(1 + \lambda^2)} \]

For these measurements, we have
\[ T_{NP}^{(1)} = \frac{1}{2(1 + \lambda^2)} (\mathbb{1}_1 + \lambda Z_1)(\mathbb{1}_\bar{1} + \lambda Z_\bar{1}) + \frac{1}{2(1 + \lambda^2)} (\mathbb{1}_1 - \lambda Z_1)(\mathbb{1}_\bar{1} - \lambda Z_\bar{1}) \]
\[ = \frac{1}{(1 + \lambda^2)} \mathbb{1}_1 \mathbb{1}_\bar{1} + \frac{\lambda^2}{(1 + \lambda^2)} Z_1 Z_\bar{1} \]

Note that Eq. 4 and 5 match if \[ p = \frac{2 \lambda^2}{1 + \lambda^2}, \] as expected.

Next let’s calculate \[ \Delta S_{\text{Bell}} \] for NP measurements. After measurement result + on qubit 1,
\[ |\psi_+\rangle = M_{+1} |\psi_{\text{Bell}}\rangle \]
\[ = \frac{1}{2(1 + \lambda^2)} \begin{pmatrix} (1 + \lambda) & 1 \\ (1 - \lambda) & 1 \end{pmatrix} \]
\[ \rho_{f1}(x) = \frac{1}{2(1 + \lambda^2)} \begin{pmatrix} (1 + \lambda)^2 & 0 \\ 0 & (1 - \lambda)^2 \end{pmatrix} \]
\[ S_f(\lambda) = \frac{(1 + \lambda)^2}{2(1 + \lambda^2)} \log_2 \left[ \frac{2 (1 + \lambda^2)}{(1 + \lambda)^2} \right] + \frac{(1 - \lambda)^2}{2(1 - \lambda^2)} \log_2 \left[ \frac{2 (1 - \lambda^2)}{(1 - \lambda)^2} \right] \]

The same reduced density matrix results for measurement result −, except with the role of \( \uparrow \) and \( \downarrow \) reversed. Therefore, entanglement entropy does not depend on measurement outcome. Note that
\[ \rho_{f1}(\lambda^{-1}) = \frac{1}{2(1 + \lambda^{-2})} \begin{pmatrix} (1 + \lambda^{-1})^2 & 0 \\ 0 & (1 - \lambda^{-1})^2 \end{pmatrix} \]
\[ = \frac{1}{2(1 + \lambda^{-2})} \begin{pmatrix} \lambda^{-2} (\lambda + 1)^2 & 0 \\ 0 & \lambda^{-2} (\lambda - 1)^2 \end{pmatrix} \]
\[ = \frac{1}{2(1 + \lambda^2)} \begin{pmatrix} (1 + \lambda)^2 & 0 \\ 0 & (1 - \lambda)^2 \end{pmatrix} = \rho_{f1}(\lambda) \]

so \[ S_f(\lambda) = S_f(1/\lambda). \]

IV. UNITARY MEASUREMENT (U)

Consider the unitary measurement given by Kraus operators
\[ M_0 = \sqrt{p_U} Z \]
\[ M_1 = \sqrt{1 - p_U} \mathbb{1} \]
Then
\[ T^{(1)}_U = (1 - q) \mathbb{I}_1 \mathbb{I}_1 + q Z_1 \bar{Z}_1 \]
with matching for \( q = p/2 \). It is clear without calculation that single site unitaries do not affect entanglement, so \( \Delta S_{\text{Bell}} = 0 \).

V. GAUSSIAN WEAK MEASUREMENT (G)

A Gaussian model of weak measurement is more consistent with experimental realizations (cf. [24]) and has been considered in other papers on the measurement phase transition [21]. The Krauss operators are
\[ M^G(x) = \frac{2}{\sqrt{2\pi}} \frac{1}{4} \left[ G(x - \alpha) \Pi_\uparrow + G(x + \alpha) \Pi_\downarrow \right] \]
where \( G(z) \propto \exp \left( -\frac{z^2}{2} \right) \) is a normalized Gaussian of mean zero and standard deviation 1. Noting that
\[ G^2(z) = \frac{1}{2\pi} e^{-z^2} = \frac{1}{(\sqrt{2\pi})^2} e^{-\left( \frac{z\sqrt{2}}{\sqrt{2}} \right)^2} = \frac{G\left( \frac{z\sqrt{2}}{\sqrt{2}} \right)}{\sqrt{2\pi}} \]
and that the measurement operators are again Hermitian, they satisfy the appropriate completeness relation:
\[ \int_{-\infty}^{\infty} dx M^G(x) M^G(x) = 1 \]
The transfer matrix is
\[ T^{(1)}_G = \int_{-\infty}^{\infty} dx M^G(x) M^G(x) \]
\[ = 2^{1/2} \pi^{1/4} \left[ G(x - \alpha) \Pi_\uparrow + G(x + \alpha) \Pi_\downarrow \right] \left[ G(x - \alpha) \Pi_\uparrow + G(x + \alpha) \Pi_\downarrow \right] \]
\[ = \frac{\sqrt{2}}{\pi} \frac{1}{4} \left( 1 + e^{-\alpha^2} + (1 + e^{-\alpha^2}) (1 + e^{-\alpha^2}) \right) \]
\[ = \frac{1}{2} \left( \left( 1 + e^{-\alpha^2} \right) \mathbb{I}_1 \mathbb{I}_1 + (1 - e^{-\alpha^2}) Z_1 \bar{Z}_1 \right) \]
\[ \Rightarrow p = 1 - e^{-\alpha^2} . \]
Calculating the final entropy of the Bell state is possible. Note that, given the continuum of measurement outcomes $x$, the results for each state must be weighted by the probability of obtaining that $x$ value. Therefore,

$$|\psi^G(x)\rangle = \frac{e^{-(x-\alpha)^2/2} |\uparrow\rangle + e^{-(x+\alpha)^2/2} |\downarrow\rangle}{\sqrt{e^{-(x-\alpha)^2} + e^{-(x+\alpha)^2}}} \,$$

$$S^G(x) = \frac{e^{-(x-\alpha)^2}}{e^{-(x-\alpha)^2} + e^{-(x+\alpha)^2}} \log_2 \left[ \frac{e^{-(x-\alpha)^2}}{e^{-(x-\alpha)^2} + e^{-(x+\alpha)^2}} \right] + \frac{e^{-(x+\alpha)^2}}{e^{-(x-\alpha)^2} + e^{-(x+\alpha)^2}} \log_2 \left[ \frac{e^{-(x+\alpha)^2}}{e^{-(x-\alpha)^2} + e^{-(x+\alpha)^2}} \right]$$

$$p(x) = \langle \psi | M^2(x) | \psi \rangle = 2\sqrt{\pi} \left[ G(x - \alpha)^2 \left( \frac{1}{2} \right) + G(x + \alpha)^2 \left( \frac{1}{2} \right) \right]$$

$$= \frac{1}{2\sqrt{\pi}} \left[ e^{-(x-\alpha)^2} + e^{-(x+\alpha)^2} \right]$$

$$S_f^G = \int_{-\infty}^{\infty} dx p(x) S^G(x) = \frac{1}{2\sqrt{\pi}} \int_{-\infty}^{\infty} dx \left( e^{-(x-\alpha)^2} \log_2 \left[ \frac{e^{-(x-\alpha)^2}}{e^{-(x-\alpha)^2} + e^{-(x+\alpha)^2}} \right] + e^{-(x+\alpha)^2} \log_2 \left[ \frac{e^{-(x+\alpha)^2}}{e^{-(x-\alpha)^2} + e^{-(x+\alpha)^2}} \right] \right)$$

The final integral can be calculated numerically, obtaining the results in Figure 3 of the main text.

VI. UNIVERSAL GENERALIZED MEASUREMENTS (GEN)

Finally, we consider a family of generalized measurements that encompasses all previous ones,

$$M^{gen}(p, x) = \beta_p(x) [\mathbb{1} + xZ],$$

with the restriction $\beta_p(-x) = \beta_p(x)$ on the real-valued function $\beta_p$. Normalization of the Kraus operators gives

$$\mathbb{1} = \int_{-\infty}^{\infty} [M^G(p, x)]^2 dx$$

$$= 1 \int_{-\infty}^{\infty} (1 + x^2) \beta_p(x)^2 dx$$

$$\implies \int_{-\infty}^{\infty} (1 + x^2) \beta_p(x)^2 = 1$$

To match the Lindblad operator with measurement strength $p$, we need

$$\mathcal{T}^{(1)}_{gen} = \int_{-\infty}^{\infty} M^G(p, x) M^G_1(p, x) dx$$

$$= \int_{-\infty}^{\infty} \beta_p(x)^2 [\mathbb{1} + xZ_1] [\mathbb{1} + xZ_1] dx$$

$$= \int_{-\infty}^{\infty} \beta_p(x)^2 [\mathbb{1} \mathbb{1} + x^2Z_1Z_1] dx$$

$$\implies \int_{-\infty}^{\infty} x^2 \beta_p(x)^2 dx = \frac{p}{2}$$

Note that this generalized measurement encompasses all previous ones. In particular, we have:

$$\beta_p(x)^2 = (1 - p) \delta (x) + \frac{p}{2} [\delta (x - 1) + \delta (x + 1)]$$

$$\beta_{NP}(x)^2 = \frac{1}{2(1 + \lambda^2)} [\delta (x - \lambda) + \delta (x + \lambda)]$$

$$\beta_U(x)^2 = (1 - q) \delta (x) + \lim_{y \to \infty} \frac{q\delta (x - y)}{1 + y^2}$$
Gaussian measurements require a bit more work because they also have continuous outcomes whose values need to be rescaled to match those from $M^{\text{gen}}$. Consider the Gaussian measurement outcome $x'$. Then

$$M^G(x') = 2^{1/2} \pi^{1/4} [G(x - \alpha) \Pi_1 + G(x + \alpha) \Pi_2] = \beta_G(x) [\mathbb{1} + xZ]$$

$$\implies \beta_G(x) = \sqrt{\frac{\pi^{1/2}}{2}} [G(x' - \alpha) + G(x' + \alpha)]$$

$$x\beta_G(x) = \sqrt{\frac{\pi^{1/2}}{2}} [G(x' - \alpha) - G(x' + \alpha)]$$

$$x = \frac{G(x' - \alpha) - G(x' + \alpha)}{G(x' - \alpha) + G(x' + \alpha)}$$