Mixed bubbles in Bose-Bose mixtures
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Repulsive Bose-Bose mixtures are known to either mix or phase-separate into pure components. Here we predict a mixed-bubble regime in which bubbles of the mixed phase coexist with a pure phase of one of the components. This is a beyond-mean-field effect which occurs for unequal masses or unequal intraspecies coupling constants and is due to a competition between the mean-field term, quadratic in densities, and a nonquadratic beyond-mean-field correction. We find parameters of the mixed-bubble regime in all dimensions and discuss implications for current experiments.

Mixtures of particles in the quantum regime have been a topic of research in various fields of physics, starting from experiments on liquid helium mixtures [1–2]. With the development of ultracold atoms, it has been possible to realise mixtures of atoms at low temperature and study their properties with full control over the system parameters such as density and interactions. In particular, a number of experiments on atomic Bose-Bose mixtures with repulsive interactions have demonstrated the phenomenon of phase separation [3–6], consistent with theoretical predictions based on the mean-field (MF) approximation [7–12].

In the MF approximation, a mixture of two components 1 and 2 is mechanically stable when the energy-density paraboloid $\sum g_{\sigma\sigma'} n_{\sigma} n_{\sigma'}/2$ is elliptic, which requires that the modulus of the interspecies coupling constant $g_{12}$ be smaller than the geometrical average $\sqrt{g_{11} g_{22}}$ of the intraspecies coupling constants (both positive). Otherwise, the system undergoes either a phase separation for $g_{12} > \sqrt{g_{11} g_{22}}$ or collapse for $g_{12} < -\sqrt{g_{11} g_{22}}$. In both cases the energy density becomes a hyperbolic paraboloid, albeit the instabilities proceed in different directions in the $n_1 n_2$-plane. One of us has shown that the beyond-mean-field (BMF) correction, not quadratic in the densities, can stabilize collapsing mixtures and can lead to their self binding [16]. Such quantum droplets have recently been observed in potassium mixtures [17–19], potassium-rubidium mixtures [20] and have also been theoretically predicted to occur in lower dimensions [21].

BMF studies of mixtures close to the phase-separation threshold have focused on the stability of the mixed phase at finite temperature [13–15].

In this Letter we investigate the zero-temperature BMF phases of a weakly-interacting mixture close to the miscible-immiscible threshold, i.e., for small $\delta g = g_{12} - \sqrt{g_{11} g_{22}}$. A new feature that we predict is that for unequal intraspecies interactions or unequal masses the 1 + 2 mixed phase can form bubbles with tunable population imbalance immersed in a pure gas of one of the components. This phenomenon is due to the competition between the MF term, artificially weakened by tuning to small $\delta g$, and the BMF correction, nonquadratic in the component densities. Mixed bubbles thus offer a relatively straightforward experimental path towards detecting quantum effects in the mixture. In spite of certain similarities, mixed bubbles differ from quantum droplets in quite a few aspects and open new avenues for further studies.

The problem is defined by the Hamiltonian

$$\hat{H} = \sum_{\sigma=1,2} \sum_{\mathbf{p}} \frac{\mu_{\sigma}^2}{2 m_{\sigma}} \hat{a}_{\sigma,\mathbf{p}}^\dagger \hat{a}_{\sigma,\mathbf{p}} + \sum_{\sigma,\sigma'=1,2} \sum_{\mathbf{p},\mathbf{q},\mathbf{k}} \frac{g_{\sigma\sigma'}^2}{2} \hat{a}_{\sigma,\mathbf{q}-\mathbf{k}}^\dagger \hat{a}_{\sigma',\mathbf{p}+\mathbf{k}} \hat{a}_{\sigma',\mathbf{p}},$$

(1)

where we set $\hbar = 1$ and assume $g_{\sigma\sigma'}$ to be constants. However, in order to avoid ultraviolet divergencies in dimensions $D = 2$ and 3 the sum over $\mathbf{k}$ in the interaction term is cut off at $|\mathbf{k}| > \kappa$. Then, according to the standard Bogoliubov prescription, we assume the macroscopic condensate occupations $\hat{a}_{\sigma,0} = a_{\sigma,0}$, expand Eq. (1) up to quadratic terms in the operators $\hat{a}_{\sigma,\mathbf{p}}$ and $\hat{a}_{\sigma,\mathbf{p}}^\dagger$, diagonalize the resulting Hamiltonian by the Bogoliubov transformation, and obtain the ground-state grand potential density in the so-called Bogoliubov approximation

$$\Omega = \sum_{\sigma,\sigma'} \frac{g_{\sigma\sigma'}^2}{2} n_{\sigma} n_{\sigma'} + E_B - \mu_1 n_1 - \mu_2 n_2,$$

(2)

where the Bogoliubov vacuum energy (leading BMF correction) $E_B$ can be written explicitly (see Ref. [26]) as a function of the masses, densities, and coupling constants.

In order to describe the mixed-bubble effect in the most transparent fashion let us start with the mass-balanced case $m_1 = m_2 = m$, where $E_B$ can be written in the form [16, 21]

$$E_B = \begin{cases} 
\frac{8}{15\pi} \sum_{\ell} c_{\ell}^2, & D = 3, \\
\frac{1}{8\pi} \sum_{\ell} c_{\ell}^2 \ln \frac{c_{\ell}^2 + \mu^2}{\ell^2}, & D = 2, \\
-\frac{2}{3\pi} \sum_{\ell} c_{\ell}^2, & D = 1,
\end{cases}$$

(3)
and the squared Bogoliubov sound velocities equal

\[ c_\pm^2 = \frac{g_{11}n_1 + g_{22}n_2 \pm \sqrt{(g_{11}n_1 - g_{22}n_2)^2 + 4g_{12}^2n_1n_2}}{2} \]  \hspace{1cm} (4)

Equation (2) gives the first two leading terms in powers of the weak-interaction parameter \( \gamma \ll 1 \), which scales in different dimensions as \( \gamma_3 \propto \sqrt{m^2g^3n}, \gamma_2 \propto mg \), and \( \gamma_1 \propto \sqrt{mg/n} \) (here, for estimates, we take \( g_{11} \sim g_{22} \sim g \) and \( n_1 \sim n_2 \sim n \)). We mention that in the three-dimensional case the cutoff dependence has been removed in the standard manner and in Eqs. (2) we use the renormalized coupling constants \( g_{\sigma \sigma'} = 4\pi a_{\sigma \sigma'}/m \) defined by the three-dimensional scattering lengths. One can also verify [21, 26] that in the two-dimensional case the grand potential is \( \kappa \)-independent (to the chosen approximation order) since for fixed scattering lengths \( a_{\sigma \sigma'}(2d) \) the coupling constants run with \( \kappa \) as \( g_{\sigma \sigma'} = 2\pi/m \ln(2e\gamma/\kappa a_{\sigma \sigma'}(2d)) \), where \( \gamma \) is Euler’s constant.

Since \( \gamma \ll 1 \) the BMF term is generally much weaker than the MF one. However, close to the phase separation threshold, in the regime \( \delta g/g \sim \gamma \), they become comparable in the sense that one of the eigenvalues of the matrix \( g_{\sigma \sigma'} \) is \( \propto -\delta g \). The corresponding eigenvector designates a direction in the \( n_1n_2 \)-plane, along which the system is “soft” and sensitive to the BMF term, whereas in the perpendicular direction the system’s behavior is still governed by the dominant MF term. This separation of scales makes the analysis of the phases, which consists of minimizing Eq. (2) with respect to the densities, a two-step process. In order to see this, let us define \( g = \sqrt{g_{11}g_{22}} \), introduce the asymmetry parameter \( \alpha = \sqrt{g_{22}/g_{11}} \), and rotate the \( n_1n_2 \)-plane according to

\[
\begin{align*}
n_+ &= \frac{\alpha^{-1/2}n_1 + \alpha^{1/2}n_2}{\sqrt{\alpha + \alpha^{-1}}}, \hspace{1cm} (5) \\
n_- &= \frac{-\alpha^{1/2}n_1 + \alpha^{-1/2}n_2}{\sqrt{\alpha + \alpha^{-1}}}, \hspace{1cm} (6)
\end{align*}
\]

with the constraints (equivalent to \( n_1 > 0 \) and \( n_2 > 0 \))

\[ n_{\text{L}} < n_- < n_{\text{R}}, \hspace{1cm} (7) \]

where \( n_{\text{L}} = -n_+ + \alpha n_R = n_+ / \alpha \). In these new notations the grand potential density reads

\[
\begin{align*}
\Omega &= \frac{\alpha + \alpha^{-1}}{2} gn_+^2 - \mu_+ n_+ + \frac{\delta g n_+^2 - (\alpha - \alpha^{-1})n_+ n_- - n_-}{\alpha + \alpha^{-1}} + E_B - \mu_- n_-, \hspace{1cm} (8)
\end{align*}
\]

where we introduce \( \mu_+ \) and \( \mu_- \) given by Eqs. (5) and (6) with \( n \)'s formally replaced by \( \mu \)'s. In Eq. (8) we have placed the leading-order terms (\( \propto gn_+^2 \)) in the first line and the next-order ones (\( \propto gn_+^2\gamma \)) in the second line. In order not to exceed the accuracy of the Bogoliubov approximation we should set \( \delta g = 0 \) in \( E_B \) (recall that \( \delta g \sim \gamma g \)), which amounts to replacing \( c_- \) by 0 and \( c_+^2 \) by

\[ c_+^2|_{\delta g = 0} = g(\alpha^2 + 1)n_+ + \alpha(\alpha - 1)n_- \frac{\alpha\sqrt{\alpha^2 + 1}}{\alpha} \hspace{1cm} \]  \hspace{1cm} (9)

in Eq. (3).

Minimizing the first line of Eq. (5) with respect to \( n_+ \) gives

\[ n_+ = \frac{\mu_+}{g(\alpha + \alpha^{-1})}. \hspace{1cm} (10) \]

and taking the second line into account produces a correction to Eq. (10) of order \( \delta n_+ \sim \gamma n_+ \), which can be neglected in the Bogoliubov approximation [one can check that it leads to a correction \( \sim gn_+^2\gamma^2 \) in Eq. (5)]. To this order, \( n_+ \) is independent of the phase of the system [22]. In the second step we thus arrive at the problem of minimizing \( \Omega \) with respect to \( n_- \) on the interval \([7\), with \( n_+ \) given by Eq. (10).

In Fig. 1 we plot \( \Omega(n_-) \) in the case of \( D = 1 \) for a few values of \( \delta g \), choosing \( \alpha = 2.7 \). For sufficiently large \( \delta g \) this function is concave since dominated by the term \( -\delta g n_+^2/(\alpha + \alpha^{-1}) \). It is thus minimized at the ends of the interval \([7\), corresponding to the pure 1 and 2 phases. The first-order phase transition between these phases happens at \( \mu_- \) defined by the equation \( \Omega(n_L) = \Omega(n_R) \) (the case actually shown in Fig. 1). By contrast, \( \Omega(n_-) \) is convex for large negative \( \delta g \) (see the lowest curve in Fig. 1). In this case, the mixed phase is separated from pure phases 1 and 2 by two second-order phase transitions at \( \mu_- \) determined by \( \Omega'(n_L) = 0 \) and \( \Omega'(n_R) = 0 \), respectively. In the MF approximation (where \( E_B = 0 \)) these two scenarios are exhaustive; the first is realized for \( \delta g > 0 \) and the second for \( \delta g < 0 \).
The BMF term $E_B$ leads to another scenario realized for $\delta g_{\text{min}} < \delta g < \delta g_{\text{max}}$, where $\Omega(n_-)$ can be concave in an interval of $n_-$, and convex in another interval (see the three intermediate curves in Fig. 1). For $\alpha > 1$, the concave region starts at $n_L$ (pure 1 phase) and ends at a certain $n_-$, inside corresponding to a mixed phase. The blue dashed lines in Fig. 1 show the tangent constructions corresponding to the first-order transitions between the pure 1 phase and the mixed phase (blue dots).

In the canonical picture first-order phase transition means phase separation or, in other words, bubble formation. Component 2, if one tries to admix it into a big bath of 1 atoms, will spread over the whole system for $\delta g < \delta g_{\text{min}}$. Otherwise, it will form either pure 2 bubbles for $\delta g > \delta g_{\text{max}}$ or mixed $(1 + 2)$ bubbles for $\delta g_{\text{min}} < \delta g < \delta g_{\text{max}}$. The formation of this mixed bubble changes continuously from pure 2 to pure 1 phase as one decreases $\delta g$ (see the trajectory of the blue dots in Fig. 1).

We note that this new scenario of mixed bubbles appears only in mixtures with unequal intraspecies interactions ($\alpha \neq 1$) since, otherwise, $E_B$ does not depend on $n_-$ [see Eq. (9)] and $\delta g_{\text{min}} = \delta g_{\text{max}}$. The effect gets enhanced with increasing $\alpha$ since $\Omega(n_-)$ then deviates more from a quadratic function.

Although Fig. 1 corresponds to the concrete case $D = 1$ and $\alpha = 2.7$, the qualitative picture remains the same for $D > 1$ and for other values of $\alpha > 1$ because of the common feature that $\Omega'(n_-)$ monotonically grows with $n_-$ [one can see this by substituting Eq. (9) into Eq. (2)] giving to $\Omega(n_-)$ a concave-convex look when $\delta g_{\text{min}} < \delta g < \delta g_{\text{max}}$. The value of $\delta g_{\text{min}}$ is determined by the equation $\Omega'(n_L) = 0$, which is the condition for the mixed-phase tangent point (blue dots in Fig. 1) to approach the left end of the interval (7). By contrast, $\delta g = \delta g_{\text{max}}$ corresponds to the mixed-phase tangent point located at the right end of the interval (7), which is conditioned by $\Omega'(n_R) = [\Omega(n_R) - \Omega(n_L)]/(\alpha_R - \alpha_L)$. From these formulas we obtain in three dimensions

$$\frac{\delta g_{\text{min}}}{g} = \frac{1}{\pi^2} \left( \frac{\alpha - 1}{\alpha} \right)^2 \frac{\alpha}{\sqrt{m^3g^3n_+}} \sqrt{\alpha^2 + 4/\alpha} n_+^{1/4},$$

(11)

$$\delta g_{\text{max}} = \frac{4}{15} \frac{3\alpha^{3/2} + \alpha + 2}{\sqrt{\alpha + 1}} g g_{\text{min}}.$$  

(12)

In two dimensions the bubble region can be defined with the help of the parameter $C$,

$$2 < C < \frac{1}{2} + \frac{\alpha}{\alpha - 1} + \frac{(\alpha - 2)\ln \alpha}{(\alpha - 1)^2},$$

(13)

related to $\delta g$ by

$$\frac{\delta g}{g} = \frac{(\alpha - 1)^2}{8\pi\alpha}[C + \ln \frac{\sqrt{\alpha^2 + 4mgn}}{\alpha^2}] mg,$$  

(14)

To give an example of application of Eq. (14) consider a quasi-two-dimensional mixture characterized by the three-dimensional scattering lengths $a_{3(d)}$, all much smaller than the confinement oscillator length $l$. At low energies $\ll 1/m^2 l^2$ the two-body interaction in this geometry is equivalent to a purely two-dimensional one characterized by $g_{3(d)} = 2\sqrt{2} \pi a_{3(d)}^2/m$ and $\kappa = \sqrt{\beta/\pi} l$, where $\beta \approx 0.9$ (27) (28). Equation (14) then transforms into

$$\frac{\delta g}{g} = \frac{(\alpha - 1)^2}{2\sqrt{2\pi} \alpha \beta} \left[ C + \ln \frac{\sqrt{3 + \frac{4}{\sqrt{\alpha^2 + 4}}}}{\alpha^2} \right] \ln \frac{mg}{\kappa^2},$$

(15)

where $\alpha = \sqrt{\frac{m_{12}^2}{m_1 m_2}}$ and $\delta g = a_{3(d)} - a$.

Finally, in one dimension we have

$$\frac{\delta g_{\text{min}}}{g} = -\frac{1}{4\pi} \frac{(\alpha - 1)^2}{\sqrt{\alpha^2 + 1}^{1/4}} \sqrt{\frac{m^2}{n_+}}$$

(16)

$$\frac{\delta g_{\text{max}}}{g} = \frac{4}{3} \left( \sqrt{\alpha + 1} + 2 \right) \delta g_{\text{min}}.$$  

(17)

Note that mixed bubbles require $\delta g$ to be negative in low dimensions and positive for $D = 3$. From the MF viewpoint these are, respectively, miscible and immiscible regimes. The interval $(\delta g_{\text{min}}, \delta g_{\text{max}})$ widens with $\alpha$ and with $\gamma$.

The analysis of the mixed-bubble regime for $m_1 \neq m_2$ in the Bogoliubov approximation is the same as in the mass-balanced case; Eqs. (5), (6), (7), (8), and (10) remain valid. Although the expression for $E_B$ is more cumbersome, it can be put in a form convenient for minimization of $\Omega(n_-)$, particularly for the relevant case $g_{12} = \sqrt{g_{11} g_{22}}$ (see [26]). Introducing $m = \sqrt{m_1 m_2}$ and $z = m_2/m_1$, the blue and pink areas in Fig. 2 show the mixed-bubble region in the plane $(\delta g/g)/\gamma$ versus $\alpha$ for the set of mass ratios $z = 1, 5$, and 20 (from left to right) and for different dimensions $D = 3, 2, 1$ (from top to bottom). For $D = 2$, instead of $(\delta g/g)/\gamma$ we introduce

$$R = -\frac{\delta g}{mg^2} - \frac{1}{8\pi} \left( \frac{1}{\alpha - 1} + \frac{1}{\alpha + 1} \right) \ln \frac{mg}{\kappa^2},$$  

(18)

which does not run with $\kappa$ in the Bogoliubov approximation (see more details in Ref. [26]). Independent of $D$, in the blue-shaded regions the behavior of $\Omega(n_-)$ is qualitatively similar to the scenario depicted in Fig. 1. The pink shading denotes the inverted scenario, where $\Omega(n_-)$ exhibits a convex-concave configuration and where the mixed phase can coexist with the pure 2 phase. For equal masses this corresponds to the exchange $\alpha \rightarrow 1/\alpha$ equivalent to $1 \rightarrow 2$. More generally, the bubble-regime boundaries for the inverse mass ratios $(z = 1, 1/5, \text{and} 1/20)$ can be obtained from Fig. 2 by replacing $\alpha \rightarrow 1/\alpha$ and exchanging the blue and pink shading.

In Fig. 2 we see that the mixed-bubble region significantly widens with increasing the mass imbalance. This
feature, promising from the viewpoint of observing the mixed bubbles, is due to the amplification of the nonquadratic part of $E_B$, particularly when $\ln \alpha$ and $\ln z$ are of the same sign. A noticeable peculiarity of the mass-imbalanced cases is that when $\ln \alpha$ and $\ln z$ are of different signs, effects of the mass and interaction imbalance compete with each other and pinch the mixed-bubble region. However, since the two effects cannot completely cancel the nonquadratic part of $E_B$, the pinch areas (curved triangles in Fig. 2) are, in fact, realizations of yet another scenario where $\Omega(n_-)$ acquires a concave-convex-concave configuration and allows for two separate tangential constructions (see the insets in right upper and lower panels in Fig. 2). Note that this scenario becomes more probable with decreasing $D$.

Quite a few currently available ultracold mixtures are suitable for the observation of mixed bubbles. For instance, the mixture of $^{41}$K (component 1) and $^{39}$K (component 2) atoms both in hyperfine states $F = 1$, $m_F = 0$, is characterized by a $2 - 2$ Feshbach resonance at $B \approx 60G$ [24], in the vicinity of which the other scattering lengths equal $a^{(3d)}_{11} \approx 65a_0$ and $a^{(3d)}_{12} \approx 174a_0$ [24]. Neglecting the mass imbalance, the MF miscible-immiscible threshold is thus achieved by tuning $a^{(3d)}_{12}$ to the value $(a^{(3d)}_{12})^2/a^{(3d)}_{11} \approx 470a_0$ corresponding to $\alpha \approx 2.7$ (explaining our choice of $\alpha$ in Fig. 1). Another example, the $^{174}$Yb-$^7$Li mixture studied in Ref. [25], is among the most mass imbalanced. This mixture can be tuned near the MF miscible-immiscible threshold at $B \approx 650G$ thanks to the $^7$Li resonance at $B \approx 700G$.

In contrast to self-trapped liquid droplets, mixed bubbles are pockets trapped inside a gaseous medium, which requires an external trapping. However, the trap should be sufficiently flat in order not to interfere with the subtle MF-BMF competition at the heart of the mixed-bubble physics. We leave this point for future studies. Other open questions are the shape of finite-size bubbles, their dynamics, excitation spectra, and superfluid properties. Again in contrast to the droplet case, bubble characteris-
tics should depend on the velocity with which they move through the host gas. This may become a route towards probing Andreev-Bashkin physics \cite{29} and other BMF effects. That the mixed-bubble region widens with $\gamma$ suggests further studies of strongly-interacting regimes, particularly for $D = 1$, where large $\gamma$ is not generally associated with enhanced losses.
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THE BOGOLIUBOV VACUUM ENERGY $E_B$ (LEE-HUANG-YANG TERM)

Case $D = 3$

In three dimensions we have

$$E_B^{(3d)} = \frac{8}{15\pi^2} \left( \frac{m_1}{k^2} \right)^{3/2} (g_{11} n_1)^{5/2} f^{(3d)} \left( \frac{m_2}{m_1}, \frac{g_{22}}{g_{11} g_{22}}, \frac{g_{22} n_2}{g_{11} n_1} \right), \quad (S1)$$

where

$$f^{(3d)}(z, u, x) = \frac{15}{32} \int_0^{\infty} \left[ \frac{1}{\sqrt{2}} \sum_{\pm} \sqrt{k^2 + \frac{xk^2}{z} + \frac{k^4}{4} + \frac{k^4}{4z^2} \pm \sqrt{\left( k^2 - \frac{xk^2}{z} + \frac{k^4}{4} - \frac{k^4}{4z^2} \right)^2 + \frac{4ruzk^4}{z}} \right. \left. - \frac{1 + z}{2z} k^2 - 1 - x + \left( 1 + x^2 z + \frac{4xzv}{1 + z} \right) \frac{1}{k^2} \right] k^3 dk. \quad (S2)$$

In order to calculate the integral we change the integration variable by using

$$k^2 = \frac{4\sqrt{ruz^3}}{z^2 - 1} \left[ t - \frac{1}{t} + \frac{x - z}{\sqrt{ruz}} \right] = \frac{4\sqrt{ruz^3} (t - b_1) (t - b_2)}{z^2 - 1} \cdot \frac{t}{t}. \quad (S3)$$

Assuming $z > 1$ and $b_2 > b_1$, the new integration interval is $t \in [b_2, \infty)$. The change of variable $(S3)$ removes the internal square root in Eq. $(S2)$ leading to

$$\sqrt{k^2 + \frac{xk^2}{z} + \frac{k^4}{4} + \frac{k^4}{4z^2} + \sqrt{\left( k^2 - \frac{xk^2}{z} + \frac{k^4}{4} - \frac{k^4}{4z^2} \right)^2 + \frac{4ruzk^4}{z}} = \frac{\sqrt{8ruz}}{z^2 - 1} \sqrt{(t - b_1) (t - b_2) (t - a_1) (t - a_2)} \cdot \frac{t}{t} \quad (S4)$$

and

$$\sqrt{k^2 + \frac{xk^2}{z} + \frac{k^4}{4} + \frac{k^4}{4z^2} - \sqrt{\left( k^2 - \frac{xk^2}{z} + \frac{k^4}{4} - \frac{k^4}{4z^2} \right)^2 + \frac{4ruzk^4}{z}} = \frac{z\sqrt{8ruz}}{z^2 - 1} \sqrt{(t - b_1) (t - b_2) (t - a_1/z^2) (t - a_2/z^2)} \cdot \frac{t}{t} \quad (S5)$$

where $a_1$ and $a_2$ are roots of

$$t^2 + \frac{\sqrt{2}(xz - 1)}{\sqrt{ru}} t - z^2 = 0. \quad (S6)$$

The integration of Eq. $(S2)$ then results in a combination of elementary and elliptic functions. In the particular case $g_{12} = \pm \sqrt{g_{11} g_{22}}$ we obtain

$$f^{(3d)}(z, 1, x) = \left( -2 - 7xz + 2z^2 + x^2 z^2 \right) \frac{\sqrt{x + z}}{2\sqrt{2}(z^2 - 1)}$$

$$+ \left( -2 - 7xz + 3z^2 + 3x^2 z^2 - 7xz^3 - 2x^2 z^4 \right) E[\arcsin(1/z) - xz] - E(-xz) \left[ \frac{\sqrt{2}(z^2 - 1)^{3/2}}{2(z^2 - 1)^{3/2}} \right]$$

$$+ \left( 2 + 8xz - 3z^2 + 6x^2 z^2 - 2xz^3 + x^2 z^4 \right) F[\arcsin(1/z) - xz] - K(-xz) \left[ \frac{\sqrt{2}(z^2 - 1)^{3/2}}{2(z^2 - 1)^{3/2}} \right]. \quad (S7)$$

In Eq. $(S7)$ $E(\phi|v)$ is the elliptic integral of the second kind, $E(v)$ is the complete elliptic integral, $F(\phi|v)$ is the elliptic integral of the first kind, and $K(v)$ is the complete elliptic integral of the first kind.

Finally, let us mention the identity $f^{(3d)}(z, u, x) = z^{3/2} x^{5/2} f^{(3d)}(1/z, u, 1/x)$ which follows from Eq. $(S1)$ and which can be useful, for instance, for analyzing the vicinity of the extreme limit $n_1 \to 0$, where $x$ diverges.
Case $D = 2$

In two dimensions we have

$$E_{B}^{(2d)} = \frac{1}{4\pi} \left( \frac{m_1}{\hbar^2} \right)^{1/2} (g_{11} n_1)^{3/2} f^{(2d)} \left( \frac{m_2}{m_1}, \frac{g_{12}}{g_{11} g_{22}}, \frac{g_{22} n_2}{g_{11} n_1}, \frac{\kappa}{\sqrt{m_1 g_{11} n_1}} \right),$$

(S8)

where

$$f^{(2d)}(z, u, \kappa) = \int_0^\kappa \left[ \frac{1}{\sqrt{2}} \sum_{\pm} \sqrt{k^2 + \frac{x k^2}{z} + \frac{k^4}{4} + \frac{k^4}{4z^2} \pm \left( \frac{k^2 - \frac{x k^2}{z} + \frac{k^4}{4}}{z} - \frac{1 + z}{2z} k^2 + 1 \right) \right] dk.$$  

(S9)

This function satisfies $f^{(2d)}(z, u, \kappa) = z x^2 f^{(2d)}(1/z, u, 1/x, \kappa/\sqrt{xz})$ and, at large $\kappa$, can be written as

$$f^{(2d)}(z, u, \kappa) = -\frac{1 + z + 4 k x z + x^2 z + x^2 z^2}{1 + z} \ln \kappa + \eta(z, u, x) + O(\kappa^{-2}).$$  

(S10)

We neglect the effective-range correction $O(\kappa^{-2})$, which is exponentially small in terms of the expansion parameter $\gamma$. For our analysis it is sufficient to set $g_{12} = \pm \sqrt{g_{11} g_{22}}$ and we make use of the explicit expression

$$\eta(z, 1, x) = \frac{x^2 z^2 + x^2 z + x z^2 + z + 1}{z + 1} \ln \frac{2 x^{1/4}\sqrt{z^2 - 1}}{4(z^2 - 1)} + x^2 z^2 + x z^2 + z^2 - 4 z + 1 - (xz - 1) \sqrt{z(z + 1)} - \frac{(xz - 1) \sqrt{z(z + 1)}}{z^2 - 1}
- \frac{x^2 z^5 - 2 x^2 z^3 + 4 x z^4 - 4 x z^3 + x^2 z + 4 x z^2 + 4 x z - 2 z^2 + 1}{2(z^2 - 1)} \ln 2 - \frac{4 x z^3 - z^4 - 4 x z + 2 z^2 - 1}{2(z^2 - 1)} \ln \frac{z - 1}{\sqrt{z^2 - 1}}$$

+ \frac{x z(x z^2 + 4 z - x)}{z^2 - 1} \ln \frac{(z/x)^{3/4}(z - 1)^{3/2}}{\sqrt{1 + x^2} - \sqrt{1 + z^2}} - \frac{4 x z - z^2 + 1}{2(z^2 - 1)} \ln \frac{z \sqrt{1 + x^2} + \sqrt{1 + x z}}{\sqrt{z} \sqrt{1 + x^2} - \sqrt{1 + x z}}$$

(S11)

and the property (useful for the case $z < 1$)

$$\eta(z, 1, x) = x^2 z \eta(1/z, 1, 1/x) + \frac{x^2 z^2 + x z^2 + 4 x z + z + 1}{z + 1} \ln \frac{z}{z^2}.$$  

(S12)

Case $D = 1$

In one dimension we have

$$E_{B}^{(1d)} = \frac{1}{2\pi} \left( \frac{m_1}{\hbar^2} \right)^{1/2} (g_{11} n_1)^{3/2} f^{(1d)} \left( \frac{m_2}{m_1}, \frac{g_{12}}{g_{11} g_{22}}, \frac{g_{22} n_2}{g_{11} n_1} \right),$$  

(S13)

where

$$f^{(1d)}(z, u, x) = \int_0^\infty \left[ \frac{1}{\sqrt{2}} \sum_{\pm} \sqrt{k^2 + \frac{x k^2}{z} + \frac{k^4}{4} + \frac{k^4}{4z^2} \pm \left( \frac{k^2 - \frac{x k^2}{z} + \frac{k^4}{4}}{z} - \frac{1 + z}{2z} k^2 + 1 \right) \right] dk$$

(S14)

satisfies $f^{(1d)}(z, u, x) = z^{1/2} x^{3/2} f^{(1d)}(1/z, u, 1/x)$. In the particular case $g_{12} = \pm \sqrt{g_{11} g_{22}}$ we use the explicit expression

$$f^{(1d)}(z, 1, x) = -\frac{4}{3} \sqrt{1 + \frac{x}{z} + \frac{1}{3\sqrt{z^2 - 1}}} \left\{ (xz - 1) E[\arcsin(1/z) - x z] + (xz + 1) F[\arcsin(1/z)] - x z \right\}$$

$$- 2 (xz - 1)(E(-xz) - (xz + 1)K(-xz)) + \sqrt{x z + 1} \left[ (xz - 1) E \left( \frac{x z}{x z + 1} \right) - (2xz - 1) K \left( \frac{x z}{x z + 1} \right) \right].$$  

(S15)
MIXED-BUBBLE REGIME BOUNDARIES

Case $D = 3$

In the upper row of Fig. 2 of the main text, the blue and orange curves comprising the blue areas are determined, respectively, from the conditions $Ω''(n_L) = 0$ and $Ω'(n_R) = [Ω(n_R) − Ω(n_L)]/(n_R − n_L)$, the same conditions as in the mass-balanced case, explained in the main text. They give, respectively,

$$\frac{δg_{\text{min}}(z, α)}{g'\sqrt{m^4g^4n_+}} = (α^2 + 1)1/4 \left[ -4 + 4z^2 + 12zα + 3z^2α^2 - \frac{3z^2α(-4z - 2α + z^2α)}{4(z^2 - 1)^{3/2}} \right] \arccos(1/z)$$

(S16)

and

$$\frac{δg_{\text{max}}(z, α)}{g'\sqrt{m^4g^4n_+}} = (α^2 + 1)1/4 \left[ -8 + 8z^2 - 30z^{5/2}α^{3/2} - 12z^{3/2}α^{5/2} + 12z^{7/2}α^{5/2} - 2(zα)^{3/2}ln(z - \sqrt{z^2 - 1}) \right]$$

(S17)

The boundaries comprising the pink areas are given, respectively, by Eqs. (S16) and (S17) with replaced $α → 1/α$ and $z → 1/z$ (equivalent to the interchange $1 \leftrightarrow 2$).

The red upper borders of the “pinch” areas are obtained by the condition that the convex lobe of $Ω(n_−)$ has a minimum degenerate with $Ω(n_L)$ and $Ω(n_R)$.

Case $D = 2$

The two-dimensional case is analyzed in the same manner as the three-dimensional one. In spite of the seemingly explicit dependence on $κ$ the results are actually cut-off independent (to the chosen approximation order) because of the running

$$g_{σσ'} = \frac{1}{μ_{σσ'}} \ln[2e^γ/κ(2d^{(d)})],$$

(S18)

where $μ_{σσ'} = m_σm_{σ'}/(m_\sigma + m_{σ'})$. In our notations ($z = m_2/m_1$ and $m = \sqrt{m_1m_2}$) $μ_{11} = m/2\sqrt{z}$, $μ_{22} = m\sqrt{z}/2$, and $μ_{12} = m/(\sqrt{z} + 1/\sqrt{z})$. Equation (S18) is valid for $γ = μ_{σσ'}g_{σσ'} ≪ 1$, which gives the freedom to choose the cut-off scale. Indeed, choosing another cutoff $κ$ the new coupling constant $g_{σσ'}$ is related to the old one by the equation

$$g_{σσ'} \approx \tilde{g}_{σσ'} - \frac{μ_{σσ'}\tilde{g}_{σσ'}^2}{π} ln \frac{κ}{κ_0} \approx \tilde{g}_{σσ'} - \frac{μ_{σσ'}g_{σσ'}^2}{π} ln \frac{κ}{κ_0}.$$

(S19)

The tilde is removed in the second-order term since the difference between $g^2$ and $\tilde{g}^2$ is third order in $γ$ and can be neglected in the Bogoliubov approximation. In the same spirit the $κ$-dependence of $g_{σσ'}$ in the MF energy term gets cancelled by the explicit logarithmic dependence of $E_B$.

From Eq. (S19) one can also derive the running of $δg = g_{12} - \sqrt{g_{11}g_{22}}$. Namely,

$$δg ≈ δ\tilde{g} + \frac{m\tilde{g}^2}{4π} \left( \frac{1}{α\sqrt{z}} + \frac{α}{\sqrt{z} + 1/\sqrt{z}} - \frac{4}{\sqrt{z} + 1/\sqrt{z}} \right) ln \frac{κ}{κ_0} \approx δ\tilde{g} + \frac{m\tilde{g}^2}{4π} \left( \frac{1}{α\sqrt{z}} + \frac{α}{\sqrt{z} + 1/\sqrt{z}} - \frac{4}{\sqrt{z} + 1/\sqrt{z}} \right) ln \frac{κ}{κ_0}.$$

(S20)

The middle row in Fig. 2 thus presents the boundaries of the mixed-bubble regime in terms of the renormalized ratio

$$R = \frac{δ\tilde{g}}{mg_\sigma^2} = \frac{1}{8π} \left( \frac{1}{α\sqrt{z}} + \frac{α}{\sqrt{z} + 1/\sqrt{z}} - \frac{4}{\sqrt{z} + 1/\sqrt{z}} \right) ln \frac{mg_\sigma}{κ^2},$$

(S21)

which is $κ$ independent in the Bogoliubov approximation. The blue and orange curves comprising the blue-shaded regions in the middle row of Fig. 2 are obtained in the same manner as Eqs. (S16) and (S17) and are given, respectively, by the formulas

$$R_{\text{min}}(z, α) = \frac{1}{16π(z^2 - 1)^{3/2}} \left[(2 + 4ln2)z^3α^2 + 4z^2α^2 - (8 + 16ln2)z^2α - (6 + 4ln2)zα^2 + 8zα + 4z^2 - 4 + (3z^3α^2 - 12z^2α - 3zα^2 - 2z^2 - 4zα + 1)lnz - (2z^3α^2 - 8z^2α - 2zα^2 + 2z^2 + 8zα - 2)lnα + (z^3α^2 - 4z^2α - zα^2 - z^2 + 4zα - 1)(ln(α^2 + 1) - (4z^3α^2 - 16z^2α - 4zα^2)ln(z + 1).$$

(S22)
and
\[ R_{\text{max}}(z, \alpha) = \frac{3z\alpha^2 + 1 - \ln[z\alpha^2/(\alpha^2 + 1)]}{16\pi\sqrt{z\alpha}} + \frac{\sqrt{z}(z\alpha + \alpha - 4)\ln[z(\alpha^2 + 1)]}{16\pi(z + 1)} - \frac{\sqrt{z}\ln[(z + 1)/2]}{\pi(z^2 - 1)}. \] (S23)

The pink-shaded areas are restricted by the curves \( R_{\text{min}}(1/z, 1/\alpha) \) (blue) and \( R_{\text{max}}(1/z, 1/\alpha) \) (orange). The red boundary is calculated numerically from the condition that \( \Omega(n_-) \) has three degenerate minima.

**Case \( D = 1 \)**

The analysis is also the same. The blue and orange curves for the blue-shaded regions in the lower row of Fig. 2 are obtained from the formulas,
\[ \frac{\delta g_{\text{min}}(z, \alpha)}{g\sqrt{mg/n_+}} = -\frac{1}{8\pi z^{1/4}\sqrt{\alpha}(\alpha^2 + 1)^{1/4}} \left[ 2 + \alpha^2 + \frac{z\alpha(z\alpha - 4)}{\sqrt{z^2 - 1}}\arccos(1/z) \right], \] (S24)

and
\[ \frac{\delta g_{\text{max}}(z, \alpha)}{g\sqrt{mg/n_+}} = -\frac{1}{3\pi\sqrt{z\alpha^2(\alpha^2 + 1)^{1/4}}} \left[ 2 + \sqrt{z\alpha^3} + \frac{3\sqrt{z\alpha}\ln(z - \sqrt{z^2 - 1})}{\sqrt{z^2 - 1}} \right], \] (S25)

and, as in higher dimensions, the pink-shaded region boundaries are obtained from Eqs. (S24) and (S25) by setting \( \alpha \to 1/\alpha \) and \( z \to 1/z \).