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The absorption spectra of silicon nanowires are calculated using semi-empirical sp3d5s* tight binding and Density Functional Theory methods. The roles of diameter, wave function symmetry, strain, and crystallographic direction in determining the absorption are discussed. We find that compressive strain can change the band edge absorption by more than one order of magnitude due to the change in wave function symmetry. In addition, photon polarization with respect to the nanowire axis significantly alters the band edge absorption. Overall, the band edge absorption of [110] and [100] silicon nanowires can differ by as much as three orders of magnitude. We find that compared to bulk Silicon, a strained Silicon nanowire array can absorb infrared photons (1.1 eV) approximately one hundred times better. Finally, we compare a fully numerical and a computationally efficient semi-analytical method, and find that they both yield satisfactory values of the band edge absorption. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4993587]

I. INTRODUCTION

Silicon nanowires (SiNWs) have been actively studied both experimentally and theoretically. Compatibility with traditional silicon microelectronic fabrication methods, and demonstrations of quantum confinement, tunable bandgap, and sensitivity of the electronic structure to surface adsorbents and mechanical strain offer significant long-term prospects in applications. During the last decade, we have witnessed applications in transistors,1,2 logic circuits,3 memory,4 spin-based quantum computing,5 chemical,6 and biological7 sensors, piezo-resistive sensors,8 nano mechanical resonators,9 and thermoelectric converters.10,11 The utilization of SiNWs in optoelectronic devices such as solar cells,12,13 photo-transistors,14,15 and avalanche photodiodes16,17 is also promising. Integration of silicon with photonics is important due to low cost and mature fabrication technology of silicon chips. Over the years, researchers have attempted to observe light emission with the signature of quantum confinement from SiNWs. The availability of new fabrication methods18 has made it possible to reduce non-radiative and surface recombination rates. This is important for light emission arising from transition between conduction and valence band states (as opposed to defect states). At a more fundamental level, light emission/absorption at bandgap energies in SiNWs mandates having a direct bandgap and a symmetry allowed dipole transition between states at the conduction (c) and valence (v) band edges.

To have a non-zero (symmetry allowed) value for the dipole moment, the integrand in Eq. (1) should be of even symmetry. Here, $\Psi_c$ and $\Psi_v$ are the conduction and valence band wave functions, and $r$ is the position operator. In bulk silicon and large diameter SiNWs, the conduction band minimum and valence band maximum do not have the same wave vector value within the Brillouin Zone (BZ) [Fig. 1(a)]. Since the photon absorption/emission is a momentum conserving process, indirect transitions are weak second order processes mediated by phonons. However, narrow diameter SiNWs can have a direct bandgap due to folding of off center energy states of bulk silicon into the BZ center. Figure 1(b) shows a direct band gap for a [100] SiNW with a diameter of 2.2 nm. However, most experiments have involved large diameter SiNWs within a hybrid light emitting device, where photon emission occurs efficiently via a direct bandgap nanowire made from III-V materials. In these demonstrations, the SiNW is used only for biasing and carrier injection. For example, nano-lasers and Light Emitting Diodes (LEDs) were reported based on the combination of top-down grown SiNWs and bottom-up III-V19 and Cd-VI nanowires,20 as well as a core/shell p-Si/n-CdS nanowire.17 Further, studies utilizing SiNW arrays in solar cells, wave guides,21 color filters,22 and photonic crystals exploit the electromagnetic wave scattering properties of these arrays rather than the quantum confined properties of SiNWs because their diameters are between few tens of nanometers and a 1 $\mu$m. The role of SiNW arrays in these experiments is to help with (a) Spectrum Widening and (b) Collimation and Lensing. Spectrum Widening refers to the increase in optical absorption of a SiNW array over a wider wavelength range than thin film silicon of equivalent
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emitting diodes.\textsuperscript{32,33} The value of strain in these thin films is experimentally\textsuperscript{32} and electrically pumped\textsuperscript{33} Ge-on-Si. On the computational side, using the tight binding (TB) method, it was shown\textsuperscript{34} that a $+2\%$ strain value changes the bandgap of bulk Ge from indirect to direct.\textsuperscript{34} This value of strain is similar to the value of $+1.8\%$ predicted by the effective mass theory\textsuperscript{31} as well as the experimental value of $+2\%$ reported in Ge-on-Si light emitting diodes.\textsuperscript{32,33} The value of strain in these thin films is fixed because it is controlled by alloy composition.\textsuperscript{35,36} Similarly, coaxial SiNWs can be strained by a lattice mismatch induced by the shell material; examples include germanium,\textsuperscript{47} SiO$_2$,\textsuperscript{18,38–41} silica,\textsuperscript{42} metallization,\textsuperscript{5} and silicon nitride.\textsuperscript{43,44} Strain was also found to modulate the spontaneous emission rate in narrow diameter SiNWs by two orders of magnitude\textsuperscript{45} as a result of symmetry change in wave functions and a direct to indirect bandgap transition.\textsuperscript{46–53} It was recently observed that the electron-hole recombination rate in silicon nanowires can be enhanced by 6 times due to strain (1$\%$–5$\%$ tensile) induced in the bent sections of the nanowires.\textsuperscript{54}

Motivated by the effect of strain on modulating the spontaneous emission rate, the main goal of this article is the computational study of photo absorption in SiNWs and its dependence on strain, diameter, and crystallographic direction. Due to the equivalence of the stimulated emission and absorption rates ($R_{\text{stim}} \approx R_{\text{abs}}$), this study facilitates the calculation of the gain spectrum in SiNW-based lasers as well. We start from the quantum mechanical formulation of the dielectric function of semiconductors adapted for a nanowire by including 1D Joint Density of States (JDOS) using the ten orbital ($sp^3d^5s^*$) semi-empirical tight binding method.\textsuperscript{55} We note that bandgap underestimation in Density Functional Theory (DFT) makes direct comparison of light absorption in SiNWs with bulk silicon less straightforward. On the other hand, TB has already shown success in reproducing the band structure of bulk silicon as well as the experimental strain-induced shift of photoluminescence (PL) spectra in SiNWs.\textsuperscript{18,56}

The absorption spectrum can be found using both real and imaginary parts of the dielectric function. The real part of the dielectric function is calculated from the imaginary part using the Kramers-Krönig relationship. The approximations can be summarized as follows: (a) the tight binding method is used, and is validated by comparing with DFT\textsuperscript{57} and experiments in case of bulk Silicon. (b) The optical transitions studied in this work are all of direct type (first order) and indirect (second order phonon mediated) transitions are not studied here. (c) After observing close agreement of the full band (fully numerical) and effective mass (semi analytic) approximations, the latter is chosen. The transition matrix element value is assumed to be close to the value at the Brillouin zone center. (d) The local field effect and many-body effect are not considered in this work. (e) The calculations are carried out only to the linear response. (f) In evaluating the matrix elements, it is assumed that the orbitals of Silicon and Hydrogen are of Slater type. In carrying out the validation mentioned in (a), we use the DFT method implemented in SIESTA\textsuperscript{57} to calculate the absorption spectrum of bulk silicon only due to direct transitions. Calculation of the absorption in indirect bandgap semiconductors has been discussed in the literature\textsuperscript{56} and a recent DFT study reports the calculation of the absorption spectrum (phonon assisted part) in bulk silicon using the second order perturbation theory.\textsuperscript{59}

This article is organized as follows. We start with a review of computational methods, i.e., energy minimization with and without strain, and band structure calculations using the tight binding method (Sec. II A). This is followed by a comparison of a fully numerical and a computationally efficient semi-analytical computation of the absorption spectrum using the TB method (Sec. II B 1). The results from these computations are compared to DFT-based and experimental
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**FIG. 1.** (a) Band structure of bulk silicon showing an indirect bandgap. (b) Band structure of a [100] SiNW with a diameter of 2.2 nm shows a direct bandgap in contrast to bulk silicon.
absorption spectra for bulk silicon (Sec. II B 2). Then, the effects of diameter, crystallographic direction, and strain value on band edge absorption of SiNWs are discussed along with an explanation of the underlying principles (Sec. III). Section IV concludes the article.

II. METHODS

A. Energy minimization and strain application

The SIESTA package\textsuperscript{57} is used to relax the atomic structure of periodic silicon nanowires.\textsuperscript{60} The Local Density Approximation (LDA) functional with Perdew-Wang (PW91) exchange correlation potential\textsuperscript{61} is used, along with spin polarized Kohn-Sham orbitals of double-\(\xi\) type with polarization. The Brillion Zone is sampled by a set of \(1 \times 1 \times 40\) \(k\) points along the nanowire axis (\(z\) axis). The minimum center to center distance of SiNWs is at least 6 nm to avoid inter-cell interaction. The values for energy cut-off, split norm, and force tolerance are 680 eV (50 Ry), 0.15, and 0.01 eV/Å, respectively. The energy of the unstrained nanowire is minimized using the Conjugate Gradient (CG) algorithm during which the variable unit cell option is used. An initial guess for the strained nanowire is generated by uniformly stretching the unstrained nanowire according to\(a_{\text{new}} = a_{\text{old}}(1 \pm \varepsilon)\), where \(a\) is the unit cell length and \(\varepsilon\) is the strain value in percent [see Fig. 2(a)]. At nonzero values of strain, the unit cell is relaxed using the constant volume (fixed unit cell) option.

We calculate the band structure and Eigen states using the ten orbital (\(sp^3d^5s^*\)) TB method with Jancu’s parameters.\textsuperscript{55} The bandgap underestimation that is typical of DFT calculations is avoided by using the TB method. The TB method has successfully reproduced the effect of radial strain on the PL spectrum of narrow SiNWs in the experiments.\textsuperscript{18,56} The trend of the TB bandgap change with diameter in the case of silicon nano-crystals also agrees with DFT based calculations.\textsuperscript{62} In the case of [110] SiNWs, the TB method reproduces the bandgap change with diameter observed in Scanning Tunneling Spectroscopy (STS) measurements.\textsuperscript{63} Finally, we note that the nanowires in this work are constructed from a bulk silicon crystal in [110] and [100] directions terminating their surface with hydrogen atoms. The cross section of each nanowire lies in the x-y plane and its axis is parallel to the z direction. Figure 2(a) shows the atomic structure of a unit cell in a SiNW oriented in the [110] direction with a diameter of 1.7 nm.

B. Photo absorption

The calculation of the tensor dielectric function \(\varepsilon_{\text{sp}}\) of the material is required to obtain the absorption spectrum. Macroscopically, the displacement vector \((\mathbf{D})\) and applied electric field \((\mathbf{E})\) are related by

\[
\mathbf{D}(\mathbf{q}, \omega) = \varepsilon_{\text{sp}}(\mathbf{q}, \omega) \mathbf{E}(\mathbf{q}, \omega).
\]

\(\omega\) and \(\mathbf{q}\) are frequency and wave vector of the electromagnetic field. For anisotropic solids (non-cubic crystals), the non-diagonal elements of \(\varepsilon_{\text{sp}}\) are nonzero. In addition to the above constitutive equation, the electric field induces a current density \((\mathbf{J})\) in the material, which is given by

\[
\mathbf{J}(\mathbf{q}, \omega) = -\frac{i\omega}{4\pi} [\varepsilon_{\text{sp}}(\mathbf{q}, \omega) - \delta_{\text{sp}}] \mathbf{E}(\mathbf{q}, \omega).
\]

\(\delta_{\text{sp}}\) is the Kronecker delta function. The quantum mechanical treatment to calculate the dielectric function of solids was initially demonstrated in Refs. 64–66. Later, this method was used for calculation of optical properties of bulk copper\textsuperscript{67} and silicon nano crystals.\textsuperscript{68} The procedure is summarized here. The single particle Hamiltonian of the periodic solid with the time-dependent magnetic \((\mathbf{A}(\mathbf{r}, t))\) and electric \((\mathbf{V}(\mathbf{r}, t))\) potentials is

\[
\mathcal{H} = \frac{1}{2m} \left[ \mathbf{p} + \left( \frac{e\mathbf{A}(\mathbf{r}, t)}{c} \right) \right]^2 + \mathbf{V}(\mathbf{r}, t) + U(\mathbf{r}).
\]

The unperturbed periodic potential in the crystal is \(U(\mathbf{r})\). Since the laser power used in the photoluminescence (PL) studies of SiNWs is typically in the kW/cm\(^2\) range, it is possible to ignore the nonlinear perturbation terms \((\mathbf{A}^2)\), and retain only the linear terms. The response of electrons in the solid to the perturbation results in a change in charge \((\rho(\mathbf{r}, t))\) and current densities. The charge and current densities are in turn related by the continuity equation, \(\nabla \cdot \mathbf{J} + \partial \rho / \partial t = 0\). The change in charge and current densities from equilibrium can
be obtained from knowledge of the density matrix \( \varphi \), which is obtained by solving the Liouville equation,

\[
\hbar \frac{\partial \varphi}{\partial t} = [\mathcal{H}, \varphi].
\]

(5)

The density matrix can be written as, \( \varphi = \varphi^0 + \varphi^1 \), where the first and the second terms correspond to the unperturbed and perturbed density matrix, respectively. The unperturbed part is given by

\[
\varphi^0(kl) = f_0(E_{kl})|kl\rangle\langle kl|,
\]

(6)

where \( f_0 \) is the Fermi function. \( k \) and \( l \) are quantum numbers that represent the electron wave vector and band index of the unperturbed wave function,

\[
|kl\rangle = \frac{1}{\sqrt{V}} e^{ikr} u_{kl}
\]

(7)

with energy Eigen value \( E_{kl} \). \( V \) is the volume of the crystal and \( u_{kl} \) is the periodic part of the wave function. From the first order perturbed density matrix \( \varphi^1 \), the induced charge density can be found using

\[
\rho^\text{ind}(r,t) = \text{Trace}(\varphi^1)\rho^\text{op}(r),
\]

(8)

\( \rho^0(r) \) is the quantum mechanical charge density operator, \( \rho^\text{op}(r) = e\delta(r-r_c) \), where \( e \) and \( r_c \) represent the charge of the electron and its position in the crystal, respectively. Inserting \( \varphi \) into Eq. (5) and multiplying it from right (left) by \( |kl\rangle \) \( (k + q l') \) makes it possible to find \( \varphi^1 \) and \( \rho^\text{ind}(r,t) \). The band index of the new state is shown by \( l' \) and wave vector change of the electron is due to absorption/emission of a photon with a wave vector of \( q \). Using \( \rho^\text{ind}(r,t) \) and continuity equation, the value of \( J^\text{ind}(r,t) \) is known at this stage. Finally, \( \delta(\omega, \omega_0) \) can be calculated by using Eq. (3) from knowledge of \( J^\text{ind}(r,t) \). If it is assumed that the wavelength of the incoming light is larger than the unit cell length (\( a_u \)) of the solid (\( \lambda \gg a_u \)), then it can be said that \( q = 2\pi/\lambda \) is zero and the dielectric tensor is given by

\[
e(0, \omega) = 1 - \frac{4\pi e^2 N}{mV \omega^2} + \frac{4\pi e^2}{mV \omega^2} \sum_{a r k} |\langle kl|p|r k\rangle|^2 (f_0(E_{rk}) - f_0(E_{lk})) \cdot \hbar \omega + E_{rk} - E_{lk} + i\eta.
\]

(9)

Here, \( N \) is the number of unit cells in the crystal and \( \eta \) is the broadening factor. From now on, we replace \( l \) and \( l' \) with \( v \) and \( c \) which represent quantum numbers of states in a valence and conduction bands, respectively. In the process of obtaining Eq. (9), the Local Field Effect (LFE) was ignored, i.e., it was assumed that there is no distinction between macroscopic and microscopic potentials and electric fields. Otherwise a microscopic potential, \( \mathcal{V}^\text{ind}(r, t) \), is induced from the macroscopic excitation which is \( V(r, t) \). Hence before starting the previous procedure, e.g., Eq. (8), \( \mathcal{V}^\text{ind}(r, t) \) must be first calculated from \( V(r, t) \) using perturbation theory. Later on, \( \mathcal{V}^\text{ind}(r, t) \) enters the main procedure as a new perturbation (as if LFE was not included).

In addition to the linear response, the following assumptions were made in our calculations: (a) Nanowire is assumed to be an isotropic media, i.e., \( \mathbf{D} \) is always parallel to \( \mathbf{E} \). This is because for cubic crystals like silicon the dielectric tensor is isotropic. (b) Although Eq. (9) is general and it includes both intra and inter sub band transitions, only the inter sub band transitions are considered for SiNWs [See Fig. 2(b)]. This is because the bandgap of SiNWs is large and at room temperature the conduction band is empty. However, in case of a small bandgap material, e.g., bismuth nanowire\(^{69}\) with \( E_g = 123 \) meV, the conduction band has a significant number of electrons and transitions between conduction band states (\( C_1 \) to \( C_2 \) and \( C_1 \) to \( C_3 \) etc) cannot be ignored at room temperature [Fig. 2(b)]. (c) As a result of the previous assumption (b), the conduction band is empty and the valence band is full, i.e., \( f_0(E_{ck}) = 0 \) and \( f_0(E_{ck}) = 1 \) (This is equivalent to assuming \( T = 0 \) K.).

Finding the imaginary part of \( \delta(\omega, \omega_0) \) [Eq. (9)] is straightforward. Converting CGS to SI unit (multiplying to \( 1/4\pi \epsilon_0 \)) and using the Lorentzian approximation of Dirac’s delta function [Eq. (10)]

\[
\delta(\omega_0 + E_{ck} - E_{ck}) = \frac{1}{\pi} \frac{\eta}{(\hbar \omega + E_{ck} - E_{ck})^2 + \eta^2}
\]

(10)

results in Eq. (11)\(^{70,71}\)

\[
\epsilon(\omega) = \text{imag} \epsilon(0, \omega) = \frac{\pi e^2}{\omega_0 m^2 V \omega^2} \sum_{c r k} |\langle u_{ck}|\mathbf{p}|u_{ck}\rangle|^2 \delta(\hbar \omega + E_{ck} - E_{ck}).
\]

(11)

\( \epsilon \) is a unit vector along the direction of photon polarization and \( \epsilon_0 \) is dielectric permittivity of vacuum. Now the momentum matrix element between a conduction band state (\( c, k' \)) and a valence band state (\( v, k \)) can be written as \( \langle u_{ck}|\mathbf{p}|u_{ck}\rangle \) or \( \langle v, k|\mathbf{p}|c, k'\rangle \). Using the time evolution of the position operator, \( \frac{\partial}{\partial t} \mathbf{r} = \mathbf{p} \), the momentum matrix element can be written in terms of position operator as follows. The Hamiltonian operator acts on each state according to \( \mathcal{H}[n, k] = E_{nk}[n, k] \) and therefore

\[
\langle v, k|\mathbf{p}|c, k'\rangle = \left\langle v, k | \frac{m_0}{\hbar} \frac{\partial}{\partial t} \mathbf{r} | c, k' \right\rangle = \frac{m_0}{\hbar} \left( \langle v, k | [\mathbf{H}, \mathbf{r}] | c, k' \rangle + \langle v, k | [\mathbf{H}, \mathbf{r}] | c, k' \rangle \right.
\]

(12)

Now, the momentum matrix element in Eq. (11) can be replaced by

\[
|\langle u_{ck}|\mathbf{p}|u_{ck}\rangle|^2 = m^2 \omega_0 x \overline{c}^2 |\langle u_{ck}|\mathbf{r}|u_{ck}\rangle|^2,
\]

(13)

where \( \omega_0 x = (E_{ck} - E_{ck})/\hbar \).

To find the position matrix element in Eq. (13), we use Slater-type\(^{14}\) orbitals, which have been successfully applied to semiconductors\(^{52-75}\) and molecules\(^{76}\) We start with an electronic Eigen-state given at a point along the 1D BZ of
SiNW which is expanded using the 10 orbital basis. The number of Eigen values for each wave vector is \( N_{\text{orbit}} = N_{\text{Si}} \times 10 + N_{\text{H}} \), where \( N_{\text{Si}} \) and \( N_{\text{H}} \) are the number of silicon and hydrogen atoms within each unit cell, respectively. The position matrix element in Eq. (13) can be reduced to two terms,\(^{34,72,76}\)

\[
\langle \mathbf{r}, k | \mathbf{r} | c, k' \rangle = \sum_{\alpha \beta} C_{\alpha \beta}^{\mathbf{r}}(k) C_{\beta \alpha}^{\mathbf{r}}(k') \delta_{k,k'} \langle z(\mathbf{r}) | \mathbf{p} | \beta(\mathbf{r}) \rangle + \sum_{\alpha} C_{\alpha}^{\mathbf{r}}(k) C_{\alpha}^{\mathbf{r}}(k') \delta_{k,k} \mathbf{R}.
\]  

(14)

The coefficients \( (C) \) are components of each eigenvector, i.e., \( N_{\text{orbit}} \) complex numbers in general. The indices of \( C \), i.e., \( x \) and \( \beta \), span the 10 orbitals for Si and one orbital for H. The second term in the right hand side of Eq. (14) is simply the element by element multiplication of valence and conduction eigenvectors which are weighted by coordinates of the atoms \( \mathbf{R} \) in a unit cell. The first term on the right hand side of Eq. (14) contains the overlap integral between different types of orbitals on the same atom, i.e., \( \langle z(\mathbf{r}) | \mathbf{p} | \beta(\mathbf{r}) \rangle \) and it is called intra-atomic contribution. This quantity is an integral similar to Eq. (1) in which both radial and angular parts of each orbital must be used to find the overlap value. Since many of the overlap integrals vanish due to symmetry, only 15 out of the 100 overlap integrals are non-zero and need to be calculated. In this work, we assume Slater type orbitals\(^{77}\)

\[
\phi(r) = N r^{n-1} e^{-\frac{r}{\alpha}},
\]  

(15)

\( Z \) is the atomic number, \( s \) is a screening constant, and \( n^* \) is effective quantum number. \( N \) is the normalization factor which is calculated by normalizing the whole orbital (both angular and radial parts included). We verified that our orbitals match with the orbitals reported in Ref. \(^{75} \) for the more restricted \( sp^3s^* \) TB method. However, here we also include 3d and 4s \( s^* \) orbitals following the procedure in Ref. \(^{78} \) wherein the authors used \( d^* \) for III-V semiconductors. Table I lists the values of \( n^*, \) \( Z-s \), radial and angular parts of orbitals calculated for a silicon atom.

The values of fifteen non-zero overlap integrals for silicon are given in Table II. Integration over the radial part is found by numerical integration. For the angular part, the exact integration of spherical harmonics is found analytically.\(^{79}\) The angular part of the orbitals or \( Y_{lm} \), which are written in Table I, can be found in the literature.\(^{80}\) In our

| Orbital index | Orbital type | \( n^* \) | \( Z-s \) | Radial and angular part |
|--------------|---------------|------------|--------------|--------------------------|
| 1            | \( s \)       | 3          | 4.15         | 0.37032 \( r^2 e^{-1.383 \theta} \) |
| 2            | \( p_x \)     | 3          | 4.15         | 0.37032 \( r^2 e^{-1.383 \sin \theta \cos \phi} \) |
| 3            | \( p_y \)     | 3          | 4.15         | 0.37032 \( r^2 e^{-1.383 \sin \phi \cos \theta} \) |
| 4            | \( p_z \)     | 3          | 4.15         | 0.37032 \( r^2 e^{-1.383 \cos \theta} \) |
| 5            | \( d_{xy} \)  | 3          | 1            | 0.0049 \( r^2 e^{-0.333 \sin \theta \sin 2\phi} \) |
| 6            | \( d_{yz} \)  | 3          | 1            | 0.0098 \( r^2 e^{-0.333 \sin \phi \sin \theta} \) |
| 7            | \( d_{zx} \)  | 3          | 1            | 0.0098 \( r^2 e^{-0.333 \sin \phi \cos \theta} \) |
| 8            | \( d_{x^2-y^2} \) | 3        | 1            | 0.0049 \( r^2 e^{-0.333 \sin^2 \theta \cos \phi} \) |
| 9            | \( d_{3x^2-3y^2} \) | 3        | 1            | 0.0028 \( r^2 e^{-0.333 \cos^2 \theta - 1} \) |
| 10           | \( s^* \)     | 3.7        | 1.45         | 0.49 \( \times 10^{-4} r^2 e^{-0.391 \theta} \) |

### Table II. Non-zero overlap integrals for Slater type orbitals in silicon.

| Non-zero overlap integrals | Value (\( \text{Å} \)) |
|----------------------------|------------------------|
| \( \langle s|p_x \rangle \)  | 1.4636                 |
| \( \langle s|p_y \rangle \)  | 0.3697                 |
| \( \langle s|p_z \rangle \)  | 0.4029                 |
| \( \langle p_x|d_{xy} \rangle \) | 0.3525                 |
| \( \langle p_y|d_{xy} \rangle \) | 0.3525                 |
| \( \langle p_z|d_{xy} \rangle \) | 0.3525                 |

case, \( l \) spans 0, 1, and 2, and \( m \) spans 0 for \( s \) and \( s^* \) orbitals, \([-1,0,+1]\) for three \( p \) orbitals and \([-2,+1,+1,+2]\) for five \( d \) orbitals.

### 1. Numerical method

The one-dimensional band structure of SiNWs allows further simplification of Eq. (11) for numerical calculation. In case of a nanowire, the wave vector \( \mathbf{k} \) is a 1D vector along the axis of the SiNWs (z-axis), i.e., \( k = k \hat{z} \). The summation over \( \mathbf{k} \) is reduced to

\[
\sum_{k} \ldots = 2 \times \frac{L_{\text{NW}}}{2\pi} \int_{\text{BZ}} \ldots dk,
\]  

(16)

where \( L_{\text{NW}} \) is the length of the nanowire and the extra factor of 2 takes the spin degeneracy into account. Let \( E_{\text{cv}}(k) = E_{\text{c}}(k) - E_{\text{v}}(k) \). Now Dirac’s delta function can be expanded using the roots \( (K_{0p}) \) of the equation \( E_{\text{cv}}(K_{0p}) - \hbar \omega = 0 \). That is,

\[
\delta(E_{\text{cv}}(k) - \hbar \omega) = \sum_{K_{0p}} \frac{\delta(k - K_{0p})}{\partial E_{\text{cv}}(k)} \frac{\partial E_{\text{cv}}(k)}{\partial K_{0p}}.
\]  

(17)

Using Eq. (17), the dielectric function [Eq. (11)] can be written as

\[
e_2(\omega) = \frac{\epsilon_0 m^*_e A_{\text{NW}} \omega^2}{\epsilon_0 \mu e^2 A_{\text{NW}} \omega^2} \sum_{K_{0p} > 0} \left| \langle u_c | e \cdot p | u_i \rangle \right|^2 \sum_{K_{0p} > 0} \frac{\delta(k - K_{0p})}{\partial E_{\text{cv}}(k)} \frac{\partial E_{\text{cv}}(k)}{\partial K_{0p}}.
\]  

(18)

By interchanging the integration and the last summation and using the sifting property of Dirac’s delta, Eq. (18) becomes

\[
e_2(\omega) = \frac{2\epsilon_0^2}{\epsilon_0 \mu e^2 A_{\text{NW}} \omega^2} \sum_{K_{0p} > 0} \left| \langle u_c | e \cdot p | u_i \rangle \right|^2 \frac{\left| \partial E_{\text{cv}}(k) \right|^2}{\partial K_{0p}}.
\]  

(19)

where \( A_{\text{NW}} \) is the cross-sectional area of the nanowire. From the calculation of the band structure and Eigen states, all possible combinations of valence to conduction transitions (i.e., \( E_{\text{cv}} \) and corresponding matrix elements \( \langle u_c | e \cdot p | u_i \rangle \) are found for each given \( k \) value along the BZ (\( k_{0p} \)-axis) [See Fig. 2(b)]. The method of implementing Eq. (19) is depicted in Fig. 2(b) for an example in which the band structure has 2 and 3 valence and conduction bands, respectively. If the band structure has 100 points along the BZ, then it is required to store 600 different values for \( E_{\text{cv}} \) and optical matrix elements. Now at each given value of frequency \( (\omega) \), the number of \( K_{0p} \).
points at which $E_{cv}(K_{\mathbf{p}}) = \hbar \omega$ is found by counting the number of times the modified band structure, $E_{cv}(k)$, crosses the horizontal $\hbar \omega$ line [Fig. 2(b)].

The absorption, $\alpha(\omega)$, is calculated using the extinction ratio, $\kappa(\omega)$. The extinction ratio can be expressed in terms of real and imaginary parts of dielectric function, i.e., $\varepsilon_{1}(\omega)$ and $\varepsilon_{2}(\omega)$, respectively. Since the imaginary part of the dielectric function has already been calculated, it is possible to find the real part by applying Kramers-Kröning theorem.\(^8\) We first show how this helps in the numerical evaluation of $\varepsilon_{1}(\omega)$. To show this, Eq. (11) is directly inserted into the Kramers-Kröning integral as follows:

$$
\begin{align*}
\varepsilon_{1}(\omega') &= 1 + \frac{2}{\pi} \int_{0}^{\infty} \frac{\pi e^{2} \varepsilon_{1}(\omega) \varepsilon_{2}(\omega)}{\omega^{2} - \omega'^{2}} d\omega \\
&= 1 + \frac{2}{\pi} P \left[ \int_{0}^{\infty} \frac{\pi e^{2} \varepsilon_{1}(\omega) \varepsilon_{2}(\omega)}{\omega^{2} - \omega'^{2}} \sum_{c,v} \sum_{k} |\langle u_{c}| \mathbf{p} |u_{v} \rangle|^{2} \\
&\quad \times \delta(E_{cv}(k) - \hbar \omega) \varepsilon_{2}(\omega) \frac{d\omega}{\omega^{2} - \omega'^{2}} \right].
\end{align*}
$$

Using the sifting property of Dirac’s delta function and converting the summation over $k$ vectors to an integration lead to

$$
\begin{align*}
\varepsilon_{1}(\omega') &= 1 + \frac{4 \pi e^{2} \hbar^{2}}{\pi \varepsilon_{0} m_{e} A_{pq}} \sum_{c,v} \sum_{k} \int_{k=0}^{k=\pi} \\
&\quad \times \frac{d\mathbf{k}}{E_{cv}(k)\left((E_{cv}(k))^{2} - (\hbar \omega')\right)^{2}}.
\end{align*}
$$

Evaluating Eq. (21) requires three nested summation loops. The first loop runs over the incoming light frequencies ($\omega'$). The second loop runs over all combinations of valence to conduction band transitions ($cv$) and the third loop runs over all discrete $k$ points along the BZ (i.e., $k_{x} = 0$ to $\pi$). After this step, both real and imaginary parts of the dielectric function are used to find the extinction ratio ($\kappa$) and refractive index ($n$) of SiNW according to

$$
\begin{align*}
\kappa &= \sqrt{\left( \sqrt{\varepsilon_{1}^{2} + \varepsilon_{2}^{2}} - \varepsilon_{1} \right) / 2} \quad \text{and} \\
n &= \sqrt{\left( \sqrt{\varepsilon_{1}^{2} + \varepsilon_{2}^{2} + \varepsilon_{1}} \right) / 2}.
\end{align*}
$$

The relation between the absorption coefficient and the extinction ratio is given as follows:\(^8\)

$$
\begin{align*}
\alpha(\omega) &= \frac{4 \pi \kappa(\omega)}{\lambda_{0}} = \frac{4 \pi \kappa(\omega)}{c/\lambda} = \frac{2 \omega k(\omega)}{c}.
\end{align*}
$$

Implementing Eqs. (19) and (21) requires storing all combinations of valence to conduction transitions (i.e., storing the corresponding energy differences and matrix elements) which renders the fully numerical method very slow, especially for large diameter nanowires. A simpler semi-analytical formulation based on effective mass approximation (EMA) is presented in the Appendix which offers a good approximation of absorption in a computationally more efficient manner. Note that in the numerical implementation of the equations in both Secs. II B 1 and II B 2 we use the right hand side of Eq. (13) to find the momentum matrix elements.

2. Absorption in bulk silicon

As a validation step, we will show that the tight binding method can successfully reproduce the experimental as well as DFT-based absorption spectrum of bulk silicon for all possible direct valence-to-conduction inter-band transitions.

To speed up the integration over the 3D BZ of bulk silicon, the calculation of Eigen states and absorption can be confined to an irreducible wedge as shown in Fig. 3. The wedge is 1/48th of the whole BZ; hence, the calculated quantities within this wedge must be weighted correctly. The higher the number of $(k_{x}, k_{y}, k_{z})$ points (samples) taken from the wedge, the more precise the calculated absorption value is.

To calculate the Eigen states and Eigen energies, a discretized 3D k-space is built by dividing the 3D space of $(0,2\pi/a) \times (0,2\pi/a) \times (0,2\pi/a)$ into $N_{x} \times N_{y} \times N_{z}$ points where $a$ is the lattice constant of silicon. Then, a search routine is used to find those $(k_{x}, k_{y}, k_{z})$ points from this space which are surrounded by the five faces of the wedge which are given by the following equations:\(^8\)

$$
\begin{align*}
k_{x} + k_{y} + k_{z} &= \frac{3 \pi}{2a}, \quad k_{x} = k_{z}, \quad k_{y} = k_{z}, \quad k_{z} = \frac{2\pi}{a} \quad \text{and} \quad k_{z} = 0.
\end{align*}
$$

Now $N_{w}$ triplets of $(k_{x}, k_{y}, k_{z})$ are found within the wedge which are saved for the next step of Eigen state/energy calculation. Using Bloch’s theorem, we obtain the $20 \times 20$ matrix (two atoms per primitive cell), whose eigen values and functions correspond to the energy levels and wave functions.\(^8\)

The lowest 4 Eigen-states and energies belong to the valence band and the rest (16 states) compose the conduction band.

![FIG. 3. The first BZ of the reciprocal lattice for bulk silicon with emphasis on the first octant (solid line) which contains the first irreducible wedge (dashed line).](image-url)
Hence, there are 64 possible valence to conduction band transitions at each given \( k \) point within the 3D irreducible wedge [dashed lines in Fig. 3].

Afterwards, Eq. (11) is used to find the imaginary part of the dielectric function. Replacing the summation over \( k \) with 3D integration and using the Lorentzian broadening function to approximate the Dirac delta function yields

\[
\epsilon_2(\omega) = \frac{\pi \varepsilon^2}{\varepsilon_0 \mu_0 V \omega^2} \sum_{c,v} \frac{2 \times V \times 48}{8 \pi^3} \times \int_{k} |(u_c, \hat{\epsilon}, p) | w_c |^2 \left( \frac{\gamma}{\pi} (E_{cv}(k) - h\omega)^2 + \gamma^2 \right) d^3k, \tag{25}
\]

where \( \gamma \) is the broadening with a value of 10–20 meV chosen\(^\text{70} \) and the volume element is \( d^3k = dk_x dk_y dk_z \).

Implementing Eq. (25) requires three nested loops corresponding to the photon energy \( (\omega) \), 64 combinations of sub bands \( (cv) \), and \( N_w \) values of \( k \) triplets within the wedge. The Kramers-Krönig code\(^\text{84} \) is used to find the real part of the dielectric function from Eq. (25). The total absorption is found by averaging three values corresponding to three different polarizations \( (x, y, z) \). In parallel with the abovementioned procedure, the DFT method implemented in SIESTA is used to calculate the dielectric function, \( \epsilon_2(\omega) \), of bulk silicon. The results were post processed using available Fortran codes in SIESTA to find \( \epsilon_1(\omega) \) as well as \( \varepsilon(\omega) \).\(^\text{87} \)

III. RESULTS

A. Direct transitions in bulk silicon

The absorption spectrum of bulk silicon is calculated by TB and it is compared with experimental data\(^\text{85} \) in Fig. 4. Firstly, it is observed that the TB-based absorption spectrum starts at 3.24 eV which is consistent with the value of the direct bandgap in bulk silicon. However, the DFT-based spectrum starts at a lower value due to underestimation of the bandgap in bulk silicon, especially for energy values below 4.5 eV. This is because the \( E_{cv}(k) \) sub bands fit very well to EMA-based parabola for this energy range. For higher photon energies, the sub bands tend to have a different or even negative curvature; however, some of the peak positions continue to be similar.

1. Effect of anisotropy and diameter

As it was observed theoretically\(^\text{45,87} \) and experimentally\(^\text{88,89} \), nanowires have strong optical anisotropy. For
example, in [110] silicon nanowires, the photoluminescence is stronger when polarization is parallel to the nanowire axis. The same effect is observed here in the band edge absorption spectrum of [110] SiNWs. As Fig. 6 shows, in a 1.7 nm [110] SiNW, the absorption value for z-polarized photons is 6 orders of magnitude higher than the same quantity for x and y polarizations. In photo detectors made from SiNWs, this effect could make the photocurrent highly sensitive to polarization of incident light.

In our previous work, we observed that the optical dipole matrix elements for z-polarized photons had a stronger role in determining the value of spontaneous emission time in 2.3 nm and 3.1 nm [110] SiNWs. This means that the value of absorption for z-polarized photons is also larger for these SiNWs. We also notice that absorption is inversely proportional to the diameter of the nanowire, due to the decrease of the optical dipole matrix element with the increase in diameter (Fig. 7). The change of the matrix element with diameter (confinement) has been previously explained using the particle in a box model.

For the sake of clarity, the absorption spectra in Fig. 7 is magnified around the band edge in order to show the exact difference between 1.7 nm, 2.3 nm, and 3.1 nm [110] SiNWs.

We observe in the inset that the first absorption peak belongs to a 3.1 nm [110] SiNW. It has the smallest band edge absorption compared to the other nanowires considered. This result suggests that embedding arrays of silicon nanowires covering a wide range of diameters can broaden the absorption spectrum of the host material as each array is sensitive to different cut-off wavelengths as a result of its bandgap.

2. Effect of strain

Effect of strain on the spontaneous emission of photons in nanowires was explained through the change of the optical transition matrix element arising from the change of wave function symmetry. The symmetry of wave functions was almost intact in the tensile strain regime which resulted in very close values of spontaneous emission time for this regime. On the other hand by entering into compressive strain regime, the spontaneous emission time decreased by a few orders of magnitude. This is due to the valence band flip which changed the wave function symmetry.

For the sake of clarity, the absorption spectra in Fig. 7 is magnified around the band edge in order to show the exact difference between 1.7 nm, 2.3 nm, and 3.1 nm [110] SiNWs.
In the context of absorption, we show that this mechanism causes a large variation of band edge absorption in the compressive strain regime. Figure 8 shows the absorption spectra of a 1.7 nm [110] SiNW at $-2\%$, $0\%$, and $+2\%$ strain values. As it is evident, the values of absorption for $0\%$ and $+2\%$ strained nanowires are fairly close to each other; however for the compressively strained nanowire ($-2\%$), we observe one order of magnitude drop in the value of absorption. This is due to the valence band interchange that occurs in response to compressive strain. As shown in Fig. 8, the valence sub band V2 which had lower energy than V1 in case of $0\%$ and $+2\%$ strain is now shifted upward as a result of its anti-bonding orbital composition in response to $-2\%$ strain.\textsuperscript{34,48,51} Hence due to its different symmetry compared to V1, it lowers the value of the optical matrix element compared with other cases in which C1 and V1 determine the band edge transition rate. The normalized momentum matrix element values for $0\%$ and $+2\%$ strained nanowires are $\sim15$ meV at the BZ center, while for $-2\%$ strained nanowire it is 1.5 meV. This can explain the one order of magnitude difference between absorption values at $0\%$ and $-2\%$ strains.

Figure 9 compares the experimental absorption spectrum of bulk silicon\textsuperscript{85} with that of a 3.1 nm [110] SiNW at $+5\%$ strain, and the calculated spectrum for a 3.1 nm [110] SiNW under $+5\%$ strain. Since the unstrained...
bandgap of [110] nanowires in this work is more than that of bulk silicon, a strained nanowire is chosen for comparison purpose. The nanowire under study has a direct bandgap of 1.1 eV as opposed to bulk silicon which has an indirect bandgap at 1.1 eV; hence, a higher absorption is expected for the nanowire provided the dipole matrix elements are non-zero. It is assumed that the incident light is polarized along the z-axis. We see in Fig. 9 that in the energy range of 1–2 eV, the nanowire has a greater amount of absorption than bulk silicon, i.e., 7000 cm\(^{-1}\) versus 100 cm\(^{-1}\). Within this range, the absorption process in bulk silicon is a weak second order process mediated by phonons.

C. Absorption spectrum of [100] SiNWs

Comparing the absorption spectrum of [110] and [100] SiNWs is also instructive since it further reveals the role of wave function symmetry in determining the optical anisotropy. Figure 10 shows the absorption spectrum of a 2.2 nm [100] unstrained SiNW in a wide energy range including the magnified portion near the band edge (Inset). As it can be seen here, the band edge absorption is predominantly determined by x and y polarizations. For the z polarized case, the matrix element (and hence absorption) vanishes (Fig. 10).

The wave functions corresponding to conduction/valence band minimum/maximum (at BZ center) are plotted in the xy cross sectional plane of the nanowire in Figs. 11(a) and 11(b), respectively. The conduction and valence bands have even and odd symmetry with respect to the center of rotation, respectively. Recalling the definition of the position operator matrix element, i.e., Eq. (1), we observe that the integrand must have an even parity in order to obtain a nonzero matrix element. Since x and y operators have odd parity, they both make the integrand to be of even symmetry. As a result, the x and y polarized matrix elements are nonzero as opposed to the z-polarized matrix element. Since the cross section of the nanowire has C\(_4\) group symmetry, the z operator is of A type which results in an integrand of odd symmetry, and hence, a zero value for the matrix element is expected. Figure 11(c) shows the normalized momentum matrix element along the BZ of the nanowire in which x- and y- polarization components are more dominant than the z- component. Figure 11(d) shows the symmetry of the nanowire cross section, which suggests that the x- and y- components of dipole matrix elements are comparable. A similar anisotropy was observed in DFT + LDA calculations performed on a [100] SiNW with a diameter of \(\sim 1\) nm.

IV. CONCLUSIONS

The absorption spectra of SiNWs were calculated using a semi-empirical ten orbital tight binding method. Results for the absorption spectra from this method were compared to results from DFT calculations and experimental data, for direct transitions in bulk silicon. After detailed explanations of both TB-based fully numerical and EMA-based semi-analytical methods, and demonstrating their agreement in calculating the absorption spectrum, we investigated the effect of diameter, crystallographic direction, optical anisotropy, and mechanical strain on the absorption of SiNWs. It was observed that strain can change the band edge absorption by at least one order of magnitude due to the change in the symmetry of wave functions and optical matrix element. The optical anisotropy also manifests itself in the different values of band edge absorption corresponding to different polarizations of incident photons. For the case of hexagonal cross section [110] silicon nanowires, we observed high absorption for z-polarized photons. In contrast to this, square cross section [100] nanowires showed equally strong absorption for x and y polarized photons and zero (symmetry forbidden) absorption for z polarized photons. Vital for the application of SiNWs in solar cells we found that SiNWs can have 100 times larger absorption compared to bulk silicon in the same range of IR energy (\(E_g = 1.1\) eV). We also observed that different diameters of silicon nanowires show different band edge absorption. This study suggests potential

![Fig. 11. Symmetry of the conduction (a) and valence (b) sub bands at the BZ center reveals centro-symmetric and noncentro-symmetric nature. (c) The normalized value of the momentum matrix element in terms of eV along 1D BZ (-\(\pi\) < \(k_x\) < \(\pi\)) for x, y, and z polarized photons. (d) The cross sectional view of 2.2 nm [100] SiNW. The band structure of this nanowire is shown in Fig. 1(b).](image)
applications of silicon nanowires in spectrum widening of solar cells or photo detectors. The equivalence of the stimulated emission rate with absorption spectra facilitates the calculation of the gain spectrum by assuming a partially filled conduction band and partially empty valence band (population inversion). In this case, the difference of the Fermi factors [last parenthesis of Eq. (9)] must be properly updated. Based on this, tuning of emission wavelength in nanowire-based lasers using diameter, strain, and crystallographic direction can be proposed.
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APPENDIX: SEMI-ANALYTICAL CALCULATION OF ABSORPTION SPECTRUM

Equation (21) can be simplified by making the following assumptions: Firstly it is assumed that the band structure is of parabolic shape. Therefore, the energy of each band can be written in effective mass formalism as

\[ E_c(k) = E_{c_{\text{min}}} + \frac{\hbar^2 k^2}{2m_c^*}, \]

\[ E_v(k) = E_{v_{\text{max}}} - \frac{\hbar^2 k^2}{2m_v^*} \rightarrow E_{c_{\text{v}}}(k) = E_g + \frac{\hbar^2 k^2}{2\mu_{cv}}, \]

where \( \mu_{cv} \) is the reduced effective mass of a conduction and valence band pair, i.e., \( \mu_{cv} = \frac{m_c^* m_v^*}{m_{cv}^2} \).

Secondly it is assumed that the optical dipole matrix element value around the BZ center is almost constant. As a result, for a given combination of bands (e.g., \( c_i \) and \( v_j \)), the optical dipole matrix element for inter band transitions at each \( k \) value is equal to the matrix element value given at \( k = 0 \)

\[ |\langle c_i | \hat{\mathbf{p}} | v_j \rangle|^2 = |\langle c_i | \hat{\mathbf{p}} | v_j \rangle|^2 \mid \Delta k = 0 = |\mathbf{p}_{cv}(k = 0)|^2. \]  

(A2)

With these assumptions, Eq. (19) of the main text is reduced to

\[ \epsilon_2(\omega) = \frac{2e^2}{\epsilon_0 \hbar^2 G_{\text{Aw}} \omega^2} \sum_{c_v} |\mathbf{p}_{cv}(k = 0)|^2 \frac{\hbar^2 k^2}{2\mu_{cv}}. \]

(A3)

The summation over \( k_{zp} \) is not required here since the horizontal line of \( \hbar \omega \) always intersects each \( E_{cv}(k) \) at one point [See Fig. 2(b)]. The crossing due to the next \( E_{cv}(k) \) is already taken into account in the summation over \( cv \) in Eq. (A3). This equation can be simplified by replacing \( k \) with the following value

\[ k = \sqrt{\frac{2\mu_{cv}}{\hbar^2}} E_{cv}(k) - E_{g,cv} = \sqrt{\frac{2\mu_{cv}}{\hbar^2}} \hbar \omega - E_{g,cv}, \]  

(A4)

where \( E_{g,cv} \) represents the minimum of \( E_{cv}(k) \) [i.e., \( E_{cv}(k = 0) \)] for the corresponding \( cv \) index. For example in Fig. 2(b), \( E_{g,cv} \) spans six values; hence Eq. (A4) is further reduced to the following equation in which the summation adds the six terms sequentially

\[ \epsilon_2(\omega) = \frac{2e^2}{\epsilon_0 \hbar^2 G_{\text{Aw}} \omega^2} \sum_{c_v} |\mathbf{p}_{cv}(k = 0)|^2 \sqrt{2\mu_{cv}} \]

\[ = \frac{2\sqrt{2}e^2}{\epsilon_0 \hbar^2 G_{\text{Aw}} \omega^2} \sum_{c_v} |\mathbf{p}_{cv}(k = 0)|^2 \sqrt{\mu_{cv}}. \]  

(A5)

For each photon energy \( \hbar \omega \), the summation runs only over all combinations of conduction and valence band \( (cv) \) with \( E_c - E_v = \hbar \omega \) and optical matrix elements at \( k = 0 \). Therefore, this method is advantageous over the fully numerical method [Eq. (19)] if it can show that both methods give similar results. To obviate the singularities at \( \hbar \omega = E_{g,cv} \), we can use the following approximation by introducing a broadening factor\(^7^0\) of \( \eta \)

\[ \frac{1}{\sqrt{x}} \rightleftharpoons \frac{1}{\sqrt{x + i\eta}} \approx \sqrt{x - i\eta} \rightleftharpoons \frac{\text{real} \left( \sqrt{x - i\eta} \right)}{\sqrt{x + \eta^2}}. \]

(A6)

The real part of the dielectric function is found by inserting Eq. (A5) into the Kramers-Krönig integral which yields

\[ \epsilon_1(\omega) = 1 + \frac{4\sqrt{2}e^2}{\epsilon_0 \hbar^2 G_{\text{Aw}} \omega^2} \sum_{c_v} |\mathbf{p}_{cv}(k = 0)|^2 \sqrt{\hbar \omega - E_{g,cv}} \]

\[ P \left[ \int_0^\infty \omega' \left( \frac{\hbar}{\omega'^2} - \frac{\hbar}{(\hbar \omega - E_{g,cv})^2} \right) \right]. \]  

(A7)

The right hand side of Eq. (A7) can be further simplified using Wolfram Mathematica\(^\text{©}\) online integrator\(^7^9\) or the code available in Ref. 84, and using the Kramers-Krönig integral. Calculating extinction ratio and absorption are then completed using Equations (22) and (23).
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