Designing the self-assembly of arbitrary shapes using minimal complexity building blocks
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The design space for a self-assembled multicomponent objects ranges from a solution in which every building block is unique to one with the minimum number of distinct building blocks that unambiguously define the target structure. Using a novel pipeline, we explore the design spaces for a set of structures of various sizes and complexities. To understand the implications of the different solutions, we analyse their assembly dynamics using patchy particle simulations and study the influence of the number of distinct building blocks and the angular and spatial tolerances on their interactions on the kinetics and yield of the target assembly. We show that the resource-saving solution with minimum number of distinct blocks can often assemble just as well (or faster) than designs where each building block is unique. We further use our methods to design multifarious structures, where building blocks are shared between different target structures. Finally, we use coarse-grained DNA simulations to investigate the realisation of multicomponent shapes using DNA nanostuctures as building blocks.

One of the hallmarks of all living systems is the self-assembly of functional multi-component nano- and micro-scale structures of well-defined sizes and shapes from molecular building blocks such as proteins, lipids, and RNA. The field of bionanotechnology has long looked towards biology as an inspiration for the realisation of complex nanostructures. There is very active interdisciplinary research into the principles and practice of the design of multicomponent self-assembled nanostructures from various building blocks that include proteins \textsuperscript{[1]}, DNA-coated nanoparticles \textsuperscript{[2–4]}, as well as DNA nanostuctures. Experimentally realised multi-component structures include unbounded large-scale assemblies with repeating periodic motifs such as 2D self-assembling tiles \textsuperscript{[5]}, 3D DNA crystals and lattices \textsuperscript{[6, 7]}, as well as finite-sized assemblies such as icosahedral capsids \textsuperscript{[8]}. Given the ability to functionalise DNA (e.g. by attaching proteins, gold nanoparticles, metallisation, or mineralisation \textsuperscript{[9–11]}), controlled self-assembly of micrometer scale objects from nanoscale addressable blocks would have profound impact on our ability to realise structures with applications that include meta-materials for optical sensing and computing, 3D electronic circuit manufacture, and molecular factory construction \textsuperscript{[12–14]}. Since DNA origami nanostructures \textsuperscript{[15]}, the most popular building blocks in DNA nanotechnology, are limited in size by the scaffold oligonucleotide on which they are built, larger structures are achieved by joining multiple origami-based blocks, either by hybridisation of complementary stands \textsuperscript{[16–18]}, or by shape complementarity \textsuperscript{[19]}. Recent advances have shown the assembly of finite-size 2D patterns from multiple DNA origamis \textsuperscript{[16, 20]} reaching up to micrometre scale. Each position in the final assembly is occupied by a distinct DNA origami component, each of which must be prepared separately. Thus, a design with a minimal amount of distinct components would be beneficial.

Inverse design problems, where one tries to find a set of components that self-assemble to form a target structure, are often difficult to solve. Previous work has addressed the inverse problem of designing isotropic interactions between spheres that lead to a desired target shape \textsuperscript{[21–23]}. Patchy-particle models have been used to study non-isotropic interactions, limited to specific particle regions (patches) which only bind if they are within tolerated ranges of distance and angle \textsuperscript{[24]}. Such models have been popular in studies of a wide range of soft matter systems and phase transitions, including water as well as colloidal systems forming periodic lattices \textsuperscript{[25, 26]}. Finite-size systems studied include self-assembled particle clusters \textsuperscript{[27]}, viral capsids \textsuperscript{[28, 29]}, and other multiprotein assemblies \textsuperscript{[30]}. Here we show that a range of possible assembly sets are usually available for a given modular structure. The upper bound is the fully addressable (maximum complexity) set, where every species and every pairwise interaction is unique. This approach is, for example, used in single-stranded DNA tile designs \textsuperscript{[31]}. The other extreme is the minimal set, using as few species and interaction types as possible. The latter is appealing for reasons of elegance and economy and because it may be more robust, for example, to cross-talk between nominally orthogonal interfaces \textsuperscript{[32]}. Our method can also be
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used to measure a structure’s "designability", defined as the minimum number of blocks required to self-assemble it in high yield [33]. This quantity is related to Kolmogorov complexity [34, 35]. It was recently proposed that natural systems (e.g. multiprotein complexes) are intrinsically biased towards minimal solutions, because these need fewer mutations to create and are hence easier to discover by random evolutionary search [36]. Figure 1 illustrates the maximum and minimum set concept by showing possible solutions for the assembly of a two-dimensional 2 × 2 polyomino square. Two patches can only interact if they have complementary colours and orientations: the parameters of interest are the numbers of distinct tile species (N_s) and patch colours (N_c). For nanotechnology applications, specific patch interactions can be implemented e.g. through DNA single-stranded overhang design, where only complementary strands can bind, or by shape-complementarity, where only pieces with matching structures can connect. In this example the fully addressable solution uses four species and four connecting colour pairs (eight colours), as seen in the top-right of Figure 1.b. However, other solutions are also possible, with the simplest using a single species as seen in the bottom-left of the solution landscape. Other regions of parameter space, for example, using one species and four colours, are not topologically accessible.

We introduce a systematic method for solving inverse design for 3D finite-sized objects based on a SAT-assembly algorithm (mapping of inverse design to a Boolean Satisfiability Problem) [26, 37, 38]. We start with a simplified lattice model (a generalisation of the 2D polyomino model [33, 35]) to explore the design space, then investigate candidate solutions using simulations of the patchy particle model. We find that fully addressable designs work less well for patches with rigorous alignment criteria, i.e. where structure need to be precisely aligned for patches to bind. Next, we show that our inverse design pipeline can be used to design multifarious structures [33, 39, 40], where building blocks are shared between different target designs. Finally, we provide an interactive design pipeline that can translate any of our abstract patchy particle designs into DNA nanotechnology constructs that are amenable to experimental realisation.

RESULTS

We first describe our pipeline for efficient scanning of the landscape of solutions to the inverse design problem. This provides a library of candidate designs that self-assemble into a given target structure.

Design pipeline

Figure 2.a shows a flow chart of the design pipeline for producing the solution landscape, including the minimal valid solution for a target multi-component structure. Each combination of parameters, i.e. the numbers of distinct colours (N_c) and of distinct particle (building block) species (N_s), is treated separately. In our formulation of the problem we specify that each colour has only one compatible colour, matching typical sequence pairing rules in DNA nanotechnology or domain-specific protein-protein interactions. We formulate the inverse design problem as a Boolean Satisfiability Problem (SAT), i.e. in terms of a set of binary variables that are subject to constraints formulated as AND and OR logic clauses [37, 41]. The logic clauses specify that the designed building blocks can be properly placed onto a 3D lattice in such a way that required bonds are formed between patches with correct orientations and compatible colours (see Methods for details). Formulating the design problem as a SAT problem allows us to use highly optimised SAT solver algorithms [42, 43], which either show that the problem is not solvable for a given N_s and N_c, or provide a solution specifying the colour and orientation assigned to each patch on each particle species and the interaction matrix of compatible colours.

For the designs studied here, the SAT solver typically takes between a few seconds to tens of minutes to find a solution (if it exists) on a 2.4 GHz CPU. For problems that have no solution, it might take tens of minutes to hours for the solver to prove that no solution exists. Since each N_s and N_c combination is solved independently, they can be run in parallel using multiple CPU cores. Larger shapes require hardware with ade-
FIG. 2. Polycube design. a) Algorithm for finding the minimal solution using SAT. Even if a solution is found to be satisfiable it might not assemble correctly every time. Additional solutions for a given \( N_s \) and \( N_c \) can be found by explicitly forbidding the current solution. b) Example of a swan shape, determined to have the minimal solution shown in c). The five species assemble as seen in d) when cubes with compatible patches are added stochastically to an initial seed.

The solution obtained from the SAT solver guarantees that the target structure is an internal energy minimum as it includes all particles with all bonds satisfied. However, there might exist kinetic traps, that impede the formation of the target structure, or alternative assemblies with lower free energies. We use stochastic assembly simulations to identify such states. If competing assemblies are found to prevent a target structure from assembling in high yield, we modify the set of clauses to exclude them and iterate.

Molecular dynamics simulations of patchy particle assembly (see Methods) can be time-consuming, taking from a few hours to several days (or longer) to reach equilibrium, depending on the system size and specific interaction parameters. To speed up the testing of solutions generated by the SAT solvers, we developed a stochastic model of polycube assembly on a lattice (described in detail in Methods) to assess the assembly yield [33]. In each assembly step a particle is chosen at random and added to a compatible patch on the growing cluster. This process is repeated until no more particles can be added (there is no available patch to attach to) or until the size of the growing shape exceeds a cutoff threshold. The method does not allow the removal of particles that have already been attached and thus corresponds to a system at a low temperature where the bond formation is irreversible.

Figure 2 illustrates the iterative application of stochastic assembly simulations in conjunction with a SAT solver to find acceptable solutions to an assembly problem. This stochastic assembly simulation is repeated 100 times for each design, with each simulation taking only a fraction of a second of CPU time (for cutoff cluster size 100 particles). If the simulations do not consistently assemble the correct shape, we add Boolean clauses to exclude this solution from the SAT solver and generate a new one. If, after 100 trials, we still cannot find a valid solution, we assume that no valid solution can be found. In case some but not all of the 100 trials assemble correctly, we label the problem as Undefined, and record the fraction of stochastic simulations leading to successful assembly (shown as success rate in Fig. 3.a). If the SAT solver shows that no solution exists, we label the solution to the problem as None.

As an example of the design pipeline, Figure 3.a shows the solution landscape for a “swan” shape. The abstract design on a 3D lattice is shown in Figure 2.b. While the fully addressable solution uses \( N_s = 9 \) species and \( N_c = 16 \) colours, the shape can also be reliably assembled with as few as \( N_s = 5 \) species and \( N_c = 8 \) colours. Larger and more complex shapes require more time to rule out invalid solutions. See Supp. Figures S1-6 for more examples of shapes and their solution landscapes.

Kinetics, yield and effects of torsional modulation

Using our SAT-based pipeline to scan the solution space, we compare the assembly yields and kinetics for a set of designed target structures that include both symmetric and asymmetric shapes, of sizes up to 64 components (Figs. 3, 4, 5 and Supplementary Figs. S7-9).

For each target shape we use a SAT solver and the stochastic polycube solver to evaluate the solution space. Selected designs that assemble with 100% success rate in the polycube solver, including both fully addressable and minimal solutions, are then tested using a molecular dynamics patchy particle simulations [37]. The patchy particle simulation model represents each particle as a sphere, with up to 6 patches on its surface arranged in a cubic geometry. Two patches can bind to each other if they have complementary colours and if their angular alignment lies within a specified interval (see Methods). All simulations start from a disassembled state consisting of species by replacing two different species with the same interaction parameters. To speed up the testing of solutions generated by the SAT solvers, we developed a stochastic model of polycube assembly on a lattice (described in detail in Methods) to assess the assembly yield [33]. In each assembly step a particle is chosen at random and added to a compatible patch on the growing cluster. This process is repeated until no more particles can be added (there is no available patch to attach to) or until the size of the growing shape exceeds a cutoff threshold. The method does not allow the removal of particles that have already been attached and thus corresponds to a system at a low temperature where the bond formation is irreversible.

Figure 2 illustrates the iterative application of stochastic assembly simulations in conjunction with a SAT solver to find acceptable solutions to an assembly problem. This stochastic assembly simulation is repeated 100 times for each design, with each simulation taking only a fraction of a second of CPU time (for cutoff cluster size 100 particles). If the simulations do not consistently assemble the correct shape, we add Boolean clauses to exclude this solution from the SAT solver and generate a new one. If, after 100 trials, we still cannot find a valid solution, we assume that no valid solution can be found. In case some but not all of the 100 trials assemble correctly, we label the problem as Undefined, and record the fraction of stochastic simulations leading to successful assembly (shown as success rate in Fig. 3.a). If the SAT solver shows that no solution exists, we label the solution to the problem as None.

As an example of the design pipeline, Figure 3.a shows the solution landscape for a “swan” shape. The abstract design on a 3D lattice is shown in Figure 2.b. While the fully addressable solution uses \( N_s = 9 \) species and \( N_c = 16 \) colours, the shape can also be reliably assembled with as few as \( N_s = 5 \) species and \( N_c = 8 \) colours. Larger and more complex shapes require more time to rule out invalid solutions. See Supp. Figures S1-6 for more examples of shapes and their solution landscapes.

Kinetics, yield and effects of torsional modulation

Using our SAT-based pipeline to scan the solution space, we compare the assembly yields and kinetics for a set of designed target structures that include both symmetric and asymmetric shapes, of sizes up to 64 components (Figs. 3, 4, 5 and Supplementary Figs. S7-9).

For each target shape we use a SAT solver and the stochastic polycube solver to evaluate the solution space. Selected designs that assemble with 100% success rate in the polycube solver, including both fully addressable and minimal solutions, are then tested using a molecular dynamics patchy particle simulations [37]. The patchy particle simulation model represents each particle as a sphere, with up to 6 patches on its surface arranged in a cubic geometry. Two patches can bind to each other if they have complementary colours and if their angular alignment lies within a specified interval (see Methods). All simulations start from a disassembled state consisting
of unbound building blocks (in a box size corresponding to number density 0.1) containing enough building blocks to assemble 5 to 10 copies of the target structure, depending on the target size. All building blocks are included in stochiometric ratio based on how often they are used in the target structure.

We use the molecular dynamics simulations to measure the kinetics and yield of the assembly and to identify possible misassembled states that were not captured by the polycube lattice assembly model (including undesired clusters or aggregates that do not fit onto a cubic lattice).

For the swan design (Figure 3.b), the building blocks of the minimal solution assemble just as well as the fully addressable assembly, using approximately half the number of species and colours. The same trend is seen in Supp. Figure S7, which shows corresponding results for “robot” and “letter J” shapes. The “letter J” shape’s minimal solution uses only one species fewer than the fully addressable solution (Supp. Figure S1), so the differences are minor, but the minimal solution of the “robot” (Supp. Figure S2) requires fewer than half the number of species and colours of the fully addressable solution. The designs in Fig. 3 and Supp. Figs. S1, S2, and S6 are all topologically self-limited, meaning that they stop growing because there are no more patches to bind. In graph theory terms, the topology of these structures (with building blocks as nodes and bonds as edges) are trees. Because of this, most of the possible competing alternative assemblies for topologically self-limited structures are successfully identified by the polycube assembly model.

However, spatially self-limiting structures (like the square in Figure 1) have loops in their topology. In such structures, misalignment due to flexibility in the bonds between particles can result in aggregation (see Supp. Figure S12 for an example). We can use the patchy particle simulations to investigate how a change in bond flexibility affects assembly yield and kinetics. We consider either patches where bound particles can freely rotate around the formed bond (“no torsion” option), as well as a torsional potential where connection flexibility is modulated by the width of the angle-modulation potential (see Methods).

To compare minimal, intermediate and fully addressable solutions, as well as the effects of bond flexibility, for designs which contain loops in their topology, we study the assembly of wireframe and filled cubes of side length 3 (Figures 4 and S8-9) using different angular interaction potentials. For the wireframe cube, the fully addressable solution consists of 20 species; the minimal solution consists only of two. For filled cubes, the fully addressable solution requires 27 species, while the minimal has only 4.

We note that narrower patch widths lead to slower assembly times for both filled and wireframe cube designs. Such an effect is expected, as encounters between particles with a narrow interaction potential are less likely to lead to a binding event. A wider patch is not necessarily better, however. As discussed above, increased flexibility allows off-lattice binding and decreases assembly yields.

The tolerance of misalignment would depend on the physical realisation of patchy particles. Protein domains or shape-complementary DNA origami [45] require interacting particles to be closely aligned, corresponding to very narrow potentials with small widths. On the other hand, hybridisation of single-stranded overhangs, commonly used to create multi-component assemblies with DNA nanotechnology, would typically allow more freedom to rotate around the formed bond.

Aggregation is also mitigated by cooperative binding, where particles form multiple bonds. This can be seen in Supp. Figure S9, where solid 3 × 3 × 3 cubes are assembled. The filled cube, in which particles have between three and six neighbours, offers higher binding cooperativity than the wireframe cube in which most particles have only two. The structural constraints introduced by multiple interactions reduce misalignment and increase assembly yield for all solutions, including the minimal design, even in the absence of explicit torsional constraints.

For wider (or no torsion) patches, the fully addressable solution has the higher yield (at a particular opti-
FIG. 4. Design and assembly of a wireframe $3 \times 3 \times 3$ cube. 

**a)** Solution landscape evaluated using a SAT solver and polycube lattice assembly simulations. 

**b)** Assembly kinetics and yield explored using patchy-particle molecular dynamics simulations. 

The top row shows the fully addressable solution, using 20 species and 48 colours. The middle row shows a significantly smaller, but intermediate solution, using 4 species and 8 colours. The bottom row shows the minimal solution, using 2 species and 2 colours. Columns correspond to different interaction potentials: the leftmost column corresponds to wide patches with no torsional constraint. Columns to the right show torsional patches with decreasing patch widths. Solid lines are mean values from 5 duplicate simulations, and error bands show the 95% confidence interval band. Each simulation has a 0.1 particle density.

For a solid cube, the number of species required for a fully addressable solution scales as $N_s = l^3$, where $l$ is the dimension of the cube. With larger $l$ the relative reduction in complexity of the minimal solution increases. While a fully addressable $4 \times 4 \times 4$ cube needs 64 unique species, the minimal solution found with our design pipeline can assemble with only 6 species (Supp. Figure S5). Figure 5 shows that the minimal solution can provide a high yield, at least provided that the patches are narrow enough. The stochastic assembler used in this work accepts shapes with all cubes in the designed positions, whether or not all possible connections are formed. The minimal solution for the $4 \times 4 \times 4$ cube allows assemblies with all positions occupied but containing some mismatched bonds. The stochastic assembler can be programmed to disallow solutions producing mismatched bonds. We verified, however, that even with mismatched bonds, the cubes are stable in molecular dynamics simulations.

**Multifarious assembly**

Another useful feature of the SAT solver approach is its ability to design multifarious assemblies, that is, sets of building blocks that can assemble into more than one shape with at least some species shared between the possible products [35, 39]. To achieve this, we define the multiple distinct target shapes simultaneously in the input to the solver in our design pipeline.

As an example, we use the pipeline to find a "werewolf" minimal solution that can assemble into two possible shapes: a "human" or a "wolf", consisting of 13 and 14 particles respectively (Figure 6). Chimeric assemblies are treated in the same way as other off-target assemblies and are thus excluded by design. The multifarious assembly solution consists of ten species. Two species are shared between the shapes while each shape uses an additional four species each. We test the obtained solution in patchy-particle simulations. In Figure 6, we compare the minimal assembly solutions generated for human and wolf shapes individually (which lead to 100% assembly yields at sufficiently low temperatures) to the multifarious werewolf assembly solution. The relative concentration of species in werewolf simulations was chosen so that there was sufficient material to assemble either 10 humans or 10 wolves. Both shapes form, with the wolf...
FIG. 5. Assembly yield for two solid 4 × 4 × 4 cube designs. The top row shows the fully addressable solution, using 64 species and 288 colours. The bottom row shows the minimal solution, using 6 species and 16 colours. Columns correspond to different interaction potentials, with the leftmost column showing wide patches without torsional constraint. Columns to the right show torsional patches with decreasing patch widths. Each simulation has a 0.1 particle density. The slightly different yield measure used, for reasons of efficiency, for the 4 × 4 × 4 cube underestimates some yields (see Methods).

Implementation with DNA nanotechnology

To demonstrate a possible experimental realisation of the six-valent cubic-shaped designs considered here, we designed a wireframe DNA origami nanostructures using ATHENA [46] and the oxView software tools [47]. The design was verified with oxDNA [48–50], a coarse-grained model of DNA. The DNA origami cubes can bind to each other through single-stranded (ssDNA) overhangs. One “patch” of our abstract polycube model corresponds to a set of ssDNA overhangs, each with a unique sequence, that are placed on the edges of a cube face, thus realising a patch with a well-defined orientation. Complementary patches are provided with complementary overhangs. Figure 7 shows the structure, and structural fluctuations, of a minimal wireframe 3 × 3 × 3 cube assembly realised using our origami design, as represented in an oxDNA simulation.

DISCUSSION

Our new automated design pipeline can explore the landscape of assembly solutions for arbitrary shapes. In many cases, the minimum solution comprises significantly fewer particles than the target structure and can assemble more rapidly than the solution in which every component is unique, with comparable or higher yields. Interestingly, the fact that, for highly specific binding domains such as those relevant for protein assembly, the minimal solution assembles better than more complex designs suggests an interesting evolutionary hypothesis: The recently discovered non-adaptive bias towards minimal protein complex designs [36] may produce complexes that will assemble better, providing an additional adaptive evolutionary driver towards simpler and therefore more symmetric structures.
We found that for narrow (less flexible) patch interactions, the minimal solution assembles faster than the fully addressable solution. Hence, not only does the minimum assembly solution present advantages in terms of manufacturing costs, for certain experimental realisations and conditions, it is also predicted to better assemble than the fully addressable option. Generally, the kinetics of assembly is slower for narrower patch interactions, as random collisions are less likely to lead to successful bond formation. Additionally, for the fully addressable system, two randomly chosen particles are less likely to have compatible interfaces, and hence we expect the structure growth to be slower than for the minimal solution.

Our results are likely to benefit the DNA nanotechnology field: the requirement for fewer unique components would mean significant savings in both time and resources, and we have developed a new automated design tool that can convert target structure design to a nucleotide-level coarse-grained DNA nanostructure representation for computational verification or for guiding an experimental design. Our inverse design method is also applicable to other designed self-assembling systems, such as multi-component protein structures or coated nanoparticles [1, 3]. We note that for experiment it may be desirable to incorporate specific building blocks, perhaps uniquely functionalised by a specific material coating or attachment of a guest molecule, at specific locations. Our design method can be extended to allow for inclusion of such constraints.

We note that here we focused on constant-temperature assembly. Constant temperatures are appropriate for potential in vivo applications, but it is probable that even better assembly yields could be achieved using more complicated temperature protocols [51]. We note that previous work has shown that very large multi-component systems, such as single-stranded tiles with targets consisting of hundreds of different species, require controlled cooling from high temperature to ensure rapid assembly and high yields [52, 53]. The initial high temperature helps the system cross the nucleation barrier; subsequent cooling to low temperature is necessary to combat the high entropic cost of incorporating the last few missing particles into the growing structure. Our stochastic polycube model can be extended to allow for thermally activated building block detachment, thus enabling investigation of variable-temperature assembly. The design pipeline could also be adapted to investigate the design of different protocols, including staged assembly in multiple pots [16], the combination of different interaction strengths [54], or optimisation of order in which different species are gradually added.

A further continuation would be to study how the complexity, in terms of the number of species and colours, affects the robustness to defects, such as missing interaction sites. Minimal designs are typically more robust to random design errors [36, 55]. In a minimal design, a faulty individual particle is expected to be more easily replaced by another particle of the same species. However, an error affecting an entire species is expected to have larger consequences for species used in multiple locations.

Finally, the current design pipeline is hindered by the size of the search space. While solutions using few species and colours are readily discovered, larger and more complex shapes requiring large particle libraries need significantly more time and memory to find a solution. Future work could try to mitigate this by separating shapes into smaller sub-shapes, a strategy that could also be linked to staged assembly. We will also explore in future work alternatives to the stochastic simulation to find possible competing alternative states, such as geometry optimisation within the computational potential energy landscapes [56, 57].

The developed design tool, simulation software, as well as an interactive tool that converts abstract design into DNA nanostructure building blocks, are freely available at https://github.com/Akodiat/polycubes.

**METHODS**

The polycube model

Used as an initial test of potential solutions, the stochastic self-assembly polycube model can quickly assemble an input rule, discarding non-deterministic and unbounded rules as invalid. The lattice-based model consists of cubes that bind together if the patches on their sides are compatible. Each patch has a colour of integer number 0 (or 1), and one of four possible orientations: \( \square \) (0), \( \square \) (\( \pi \)), \( \square \) (\( \pi \)) or \( \square \) (\( \frac{3\pi}{2} \)). Each building block cube belongs to a species, with a set of species defined as the polycube rule. Supp. Figure S10 illustrates how a rule with two species is defined and assembled into a deterministic polycube structure. The assemblies grow as new cubes with compatible species are stochastically added. First, the polycube stochastic assembly starts from a randomly chosen particle which is placed onto the lattice. Then next randomly chosen particle is attached to the previously placed particle such that their patches are compatible and form a bond. The algorithm always grows a single cluster and does not remove any particles that have already been placed, corresponding to a system at a low temperature where the bond formation is irreversible. It stops when no more particles can be added, or when the size of the cluster exceeds given threshold. This process is repeated 100 times for each tested rule. The coordinates of the cubes are compared to those of the desired shape, accounting for rotation and translation, and if the assembly process forms the same finite shape in all trials, then the rule is recorded as valid for assembling that shape.
Satisfiability solving

For any given polycube shape, it is trivial to find a fully addressable rule that assembles it. This is done by assigning a unique species to each particle, as well as a unique colour (and complementary colour) to each connection, in the shape. However, the more species you require, the more unique origami structures would need to be constructed, adding considerable effort to experimental applications. While a simpler polycube rule can be designed by hand, another option is to use a satisfiability solver.

In essence, it is possible to formulate a Boolean expression that, if true, means it is possible to assemble a given polycube topology using a given number of colours and species. Introducing the Boolean variables shown in Table 1, we formulate clauses to constrain the problem, as seen in Table 2. Clauses (i)-(vii) are the same as introduced in Refs. [37, 41] while the remaining are added, together with variables $x^D_l$, $x^O_l$ and $x^A_l$, to include torsional restrictions. The respective clauses listed in Table 2 ensure that the solution satisfies the following: (i) Each colour is compatible with exactly one colour. (ii) Each patch has exactly one colour. (iii) Each target shape position contains a single species with an assigned rotation. (iv) Adjacent patches in the lattice must have compatible colours. (v) Patches at a lattice position are coloured according to the (rotated) occupying species, where $\phi_p(p)$ corresponds to the patch number that will overlap with original patch number $p$, after one of 24 possible rotations $r$ (see Supp. Table S1) is applied that rotates the cubic-shaped particle in such a way that patches overlap. (vi) All $N_s$ species are required to be present in the assembled target shape. (vii) All $N_c$ patch colours are required to be used in the solution. (viii) Each patch is assigned exactly one orientation. (ix) Adjacent patches in the target lattice must have the same orientation. (x) Patches at a lattice position are oriented according to the (rotated) occupying species. The SAT problem is conjunction of clauses (i)-(x). The clauses and variables are defined for all combinations of colours $c$, patches $p$, rotations $r$, species $s$, orientations $o$, positions $l$ in the target shape $l$. Clauses (iv) are only defined for adjacent positions in the target shape.

Once a solution is obtained with a SAT solver [43, 58], we can infer the colours and orientations for each particle species by listing variables $x_{s,p,c}^c$ and $x_{s,p,o}^o$ that are true, and interaction matrix between colours is obtained by listing $x_{c,c}^c$ that are true. To explicitly prevent a particular undesired solution, which has been shown to form undesired structures, we can add a new additional clause that is a disjunction of negation of variables $x_{c,c}^c$ and $x_{s,p,c}^c$ that correspond to the undesired solution. Another important difference to Refs. [37, 41] is that the method presented here allows for bounded structures. This is done by adding species of type “empty” as a “shell” around the shape, as seen in Supp. Figure S11, to ensure that empty patches remain unbound.

| Variable | Description |
|----------|-------------|
| $x_{l,p,o}^o$ | Patch $p$ at position $l$ has orientation $o$ |
| $R_{c_1,c_2}$ | Colour $c_1$ is compatible with colour $c_2$ |
| $P_{s,p,c}$ | Patch $p$ on species $s$ has colour $c$ |
| $P_{p_1,p_2,o_1,o_2}$ | Patch $p_1$, orientation $o_1$ binds to patch $p_2$, orientation $o_2$ |
| $x_{c_p,o}^o$ | Patch $p$ at position $l$ has colour $c$ |
| $x_{s_p,o}^o$ | Patch $p$ on species $s$ has orientation $o$ |
| $x_{l,s,t}$ | Position $l$ is occupied by species $s$ rotated by $r$ |

| Id | Clause | Boolean expression |
|----|--------|-------------------|
| (i) | $C_{t_1,c_1,c_2}$ | $\neg x_{c_1,c_2} \lor \neg x_{c_2,c_1}$ |
| (ii) | $C_{c_1,c_2,c_3}$ | $\neg x_{c_2,c_3} \lor \neg x_{c_3,c_2}$ |
| (iii) | $C_{t_1,t_2,c_1,c_2}$ | $\neg x_{c_1,c_2} \lor \neg x_{c_2,c_1}$ |
| (iv) | $C_{t_1,t_2,c_1,c_2}^{BF}$ | $x_{c_1,c_2} \lor x_{c_2,c_1}$ |
| (v) | $C_{t_1,t_2,c_1,c_2}^{DA}$ | $x_{c_1,c_2} \lor x_{c_2,c_1}$ |
| (vi) | $C_{t_1,t_2,c_1,c_2}^{DA}$ | $x_{c_1,c_2} \lor x_{c_2,c_1}$ |
| (vii) | $C_{t_1,t_2,c_1,c_2}^{DA}$ | $x_{c_1,c_2} \lor x_{c_2,c_1}$ |
| (ix) | $C_{t_1,t_2,c_1,c_2}^{DA}$ | $x_{c_1,c_2} \lor x_{c_2,c_1}$ |
| (x) | $C_{t_1,t_2,c_1,c_2}^{DA}$ | $x_{c_1,c_2} \lor x_{c_2,c_1}$ |

Substitution solving

For solutions with $N_s$ close to the fully addressable solution, we also implement a substitution solving approach, which starts from fully addressable solution, identifies species with the same configuration of patches, and substitutes them with a single species. The substitution continues as long as the updated rule assembles correctly.

The patchy particle model

In the molecular dynamics simulations, each particle is represented by a sphere covered by up to 6 patches at distance $R = 0.5$ distance units (d.u.) from the centre of the sphere. The positions of the patches, defined in terms of the orthonormal base associated with the patchy particle, are $p_1 = R(0,1,0)$, $p_2 = R(0,-1,0)$, $p_3 = R(0,0,1)$, $p_4 = R(0,0,-1)$, $p_5 = R(1,0,0)$, $p_6 = R(-1,0,0)$, corresponding to the faces of the cube. Each patch is additionally assigned an orientation $o$, which is equal to $\pm e_1$, $\pm e_2$, or $\pm e_3$, which are the base vectors (or their negatives) of the orthonormal base of the particle. The orientation $o$ assigned to each patch $a$ satisfies $p_a \cdot o_a = 0$. 

where the additional parameters b and $\Delta_c$ are set so that the piece-wise function $V_{\text{angmod}}(\theta)$ is differentiable (See Figure 9). The potentials used in the definition are

$$V_{\text{smooth}}(x, b, x_c) = b(x_c - x)^2,$$  
(5)

and

$$V_{\text{mod}}(\theta, a, \theta_0) = 1 - a(\theta - \theta_0)^2.$$  
(6)

Unless otherwise specified, by default the widest patch (narrow type 0) was used, with $a = 0.46$ and $\Delta = 0.7$ for $V_{\text{angmod}}$ as seen in Figure 9. For the simulations labeled as no torsion, the interaction potential between patches as specified in Eq. 1 is replaced by interaction potential

$$V_{\text{no torsion}}^{\text{patch}}(r_{ij}, \Omega_{ij}) = \delta_{ab} V_{\text{pdist}}(r_p),$$  
(7)

which is independent of angles that describe mutual patch orientation, and only depends on the distance between patches.

We model the interaction between patches using point-like patch interaction, where the interaction between two patches a and b on two distinct particles i and j is given by the following interaction potential:

$$V_{\text{patch}}(r_{ij}, \Omega_{ij}) = \delta_{ab} V_{\text{pdist}}(r_p) V_{\angle}(\theta_a, \theta_b, \theta_t),$$  
(1)

where $\delta_{ab}$ is 1 if colours assigned to patch a and b can bind and 0 otherwise. The patch potential consists of two components: potential $V_{\text{pdist}}$ that only depends on distance between the two patches $r_{ab}$, and $V_{\angle}(\theta_a, \theta_b, \theta_t)$ which depends on the mutual orientation $\Omega_{ij}$ of the two particles as given by angles that are calculated as follows:

$$\cos \theta_a = \hat{r}_{ij} \cdot \hat{p}_a, \quad \cos \theta_b = -\hat{r}_{ij} \cdot \hat{p}_b, \quad \cos \theta_t = \hat{o}_a \cdot \hat{o}_b,$$  
(2)

where the above vectors are normalised to 1, as indicated by the hat symbol. As seen in Figure 8, angles $\theta_a$ and $\theta_b$ correspond to the angle between the normalised vector between the centres of mass of patchy particle i and j and the normalised vector pointing to patch a or b respectively. Angle $\theta_t$ corresponds to the angle between the orientations associated with the respective patches. The interaction potential is

$$V_{\angle}(\theta_a, \theta_b, \theta_t) = V_{\text{angmod}}(\theta_a) V_{\text{angmod}}(\theta_b) V_{\text{angmod}}(\theta_t),$$  
(3)

where $V_{\text{angmod}}$ is angular modulation function defined to be equal to one if the angle $\theta$ equals to the desired angle $\theta_0$ (which we set to 0, requiring perfect alignment of the respective vectors), and parameters a and $\Delta$ then define the width of the potential $V_{\text{angmod}}(\theta) =$

$$\begin{cases} 
V_{\text{mod}}(\theta, a, \theta_0) & \text{if } 0 \leq \theta < \theta_0 + \Delta, \\
V_{\text{smooth}}(\theta, b, \theta_0 - \Delta_c) & \text{if } \theta_0 - \Delta_c < \theta < \theta_0 - \Delta, \\
V_{\text{smooth}}(\theta, b, \theta_0 + \Delta_c) & \text{if } \theta_0 + \Delta_c < \theta < \theta_0 + \Delta, \\
0 & \text{otherwise.}
\end{cases}$$  
(4)

The table shows the constants used for each narrow type, with the plot showing the different angular modulation potentials as a function of angle in radians. The width is measured between the two points intersecting the dashed line, where $V_{\text{angmod}} = \frac{1}{2}$. The default narrow type 0 is the least narrow.

![Figure 9. Patchy particle narrow types, causing patches of different widths. The table shows the constants used for each narrow type, with the plot showing the different angular modulation potentials as a function of angle in radians. The width is measured between the two points intersecting the dashed line, where $V_{\text{angmod}} = \frac{1}{2}$. The default narrow type 0 is the least narrow.](image)
ume interactions ensuring that two particles do not overlap:

\[ f_{\text{exc}}(r, \epsilon, \sigma, r^*) = \begin{cases} V_L(r, \epsilon, \sigma) & \text{if } r < r^*, \\ \epsilon V_{\text{smooth}}(r, b, r^e) & \text{if } r^e < r < r^*, \\ 0 & \text{otherwise.} \end{cases} \]  

(9)

where \( r \) is the distance between the centers of mass of the patchy particles, and \( \sigma \) is set to \( 2R = 1.0 \) distance units, twice the desired radius of the patchy particle. The repulsive potential is a piecewise function, consisting of the Lennard-Jones potential function:

\[ V_{LJ}(r, \sigma) = 8 \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^6. \]  

(10)

that is truncated using a quadratic smoothing function from (5), with \( b \) and \( x_e \) set so that the potential is a differentiable function that is equal to 0 after a specified cutoff distance \( r^* = 0.8 \).

The patchy particle system was simulated using rigid-body Molecular Dynamics with an Andersen-like thermostat [59]. During the simulation, each patch was only able to be bound to one other patch at the time, and if the binding energy between a pair of patches, as given by Eq. (8), is smaller than 0, none of the patches can bind to any other patch until their pair potential is again 0. The modified oxDNA implementation used for the patchy particle simulations can be found at https://github.com/Akodiat/oxDNA_torsion.

Yield calculation

The patchy particle simulation yields are calculated using edge-induced subgraph isomorphism [60]. We annotate \( \sigma(G_a, G_b) == \) True if the graph \( G_a \) is an edge-induced subgraph of the graph \( G_b \). The connectivity graph \( G_i \) for each assembled particle cluster is compared to the graph for the intended shape \( G_{\text{correct}} \). If \( G_i \) is a large enough edge-induced subgraph of \( G_{\text{correct}} \), meaning that its particles are connected like a large enough subset (the current results use a 75% size cutoff) of the correct shape, it contributes to the yield with its fraction of correctly assembled particles:

\[ Y_e = \sum_{G_i \in e} \begin{cases} \frac{|N(G_i)|}{|N(G_{\text{correct}})|} & \text{if } \sigma(G_i, G_{\text{correct}}) \text{ otherwise } \end{cases} \]  

(11)

The subgraph calculation becomes very compute-intensive for larger and more highly connected graphs, so for the \( 4 \times 4 \times 4 \) solid cube we instead check the cluster’s species composition, making sure that its species are a subset (with duplicates) of the intended shape. For the minimal solution, this underestimates the yield for some temperatures compared to the subgraph measure, as the solution can produce correct shapes with varying species compositions (but some mismatched connections).

DNA nanostructure design and simulation

The individual DNA cube origami was exported from the ATHENA tool [46] to oxDNA and relaxed according to the protocol in Ref. [61]. Using the template provided from the stochastic polycube simulation, we used an export script to position the origami cubes at the assembled orientations and positions, ligating the ssDNA overhang positions with connecting helices at every connected patch. We then relaxed the structure again, and ran a production run with the oxDNA model at temperature 20°C for \( 10^9 \) simulation steps, which corresponds approximately to \( 10^{-3} \) seconds in experiment [48–50]. To obtain a mean structure of the production run, every configuration in the production trajectory was aligned to a randomly chosen configuration from the production run. Next we compute an average of all coordinates, and calculated deviations from them over aligned structures from the production run to obtain the flexibility profile, using the tools from Ref. [47].
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