A Heuristic Load Balancing Algorithm for Cloud Computing in Heterogeneous Resource Environment
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Abstract. Cloud computing is an alternative technology to develop web-based services. The continuous increase of internet users causes high web service traffic that leads to the requirement of good infrastructure in managing servers in cloud computing. Load balancing between servers is one of the main challenges in cloud computing across multiple nodes. The objective is to ensure that no single resource is overwhelmed nor underused. Load balancing is optimal when maximizing throughput, minimizing response times, and avoiding overloading on one of the connection lines. To solve problems in cloud computing infrastructure, we propose the utilization of two well-known heuristic algorithms to distribute loads on cloud computing. Experimental results indicated that the heuristic algorithm could distribute task loads proportionally to cloud computing resources. Our heuristic algorithm can also distribute tasks to resources with different computing resource specifications and different tasks weights.

1. Introduction

The Cloud computing application is multiplying each year that attracts many large organizations such as Amazon, Yahoo, and Google offer cloud services and have many users. The next generation of cloud computing will be measured on how effective the infrastructure and the availability of the offered services are. Load Balancing is one of the main challenges in cloud computing in distributing the workload across multiple nodes to ensure that no single resource is overwhelmed nor underused.

The characters of data transferred over cloud computing services are on-demand self-service, open network-access, resource pooling, rapid elasticity, and measured services. The on-demand self-service aims to provide services on user requests, the open network-access requires the cloud service to support heterogeneous clients, resource pooling provide a set of resources, resource allocation and practical physically supplied to the consumer, rapid elasticity enables the current resources in the cloud can be quickly provided to users, and measured services is used to monitor, control and report computing resources for planning.

A load balancing technique allocates workloads through multi-computers, clusters, links and nodes, central processing units (CPU), storage, and memory, to get optimal use of the resources, high throughput, less response time, and avoid overloading [8, 10]. This type of environment is not constrained by limited power (battery) as studied in [6, 2, 12]. Two well-known optimization algorithms can be used to meet these requirements: Genetic Algorithm (GA) and Particle Swarm Optimization (PSO). Both algorithms have similar characteristics, i.e. to randomly generate initial possible solutions and select solutions that meet a fitness function. GA’s mechanism (combines the use of discrete and continuous parameters in one problem statement) is suitable for generating a large number of possible
solutions. In contrast, PSO’s mechanism is suited to handle discrete problem optimization [7]. GA finds the optimal solution by three steps: selection (chromosome selection of two parents from the population), crossover (crossover probability of parents to generate new offspring), and mutation (mutate parents to generate new offspring) [4, 15]. Each generation will be examined by a fitness function to select only genes with the most balanced loads between the computing resources to generate the next offspring. PSO optimizes computational resources by iteratively improving candidate solutions based on a given quality measure [3]. An improved PSO in cloud environment was proposed in [11] by considering complex networks when establishing a resource-task allocation model. PSO populates candidate solutions (particles) and moves these particles in the search space according to a simple mathematical. Each particle’s movement is not only influenced by its best local position but also the best position in the search space. The best position is updated gradually which is found by other particles. Finding which algorithm is the best in performing load balancing is challenging. A challenging factor to determine a fair comparison between the two algorithms is designing the fitness function for each algorithm. The studies in [13, 7] compared GA and PSO algorithms for load balancing in cloud computing environment, however, it did not observe the performance and resource consumption of both algorithms.

We propose a heuristic algorithm to manage cloud computing loads to optimally distribute loads between cloud computing resources based on the GA and PSO algorithms. We design a fitness function for each algorithm to evaluate its performance. Then, we present the benefits and drawbacks of the two algorithms due to the fact that each algorithm does not dominate the other algorithm. The rest of this paper is as follows: we present our technique in Section II, experiments in Section III and conclusion in Section IV.

2. Method
Our load balancing technique consists of two main parts: the pre-processing and the main program. The pre-processing calculates Time to Compute (TTC), and the main program performs a heuristic algorithm (Figure 1).

The Required Computation Time (RCT) is the time to complete a task by a virtual machine or a server. Required Computation Time (RCT) calculation is performed by involving Size of job, $S_j$, and Computer Power of Resource $i$, $C_P$, as seen in Formula 2.

$$ RCT_{ij} = \frac{S_j}{C_P} $$ (1)

2.1. Genetic Algorithm (GA)
We initiate the total number of jobs, resources, and forms of data randomly and then generate the next possible jobs, resources, and forms of data from the finest ones of the current generation [9]. We model the jobs as a series array (Figure 2). This array will later be used in the fitness function. When the RTC is obtained, the next part is to perform the heuristic algorithm. The $j$ indicates an initiated task index, while the * indicates the job to be executed by the next resource.

The GA starts its process by populating an initial generation. Then, a fitness function is applied to select the best chromosomes in the current generation.

$$ CT_{ij} = w + c $$ (2)

$$ \frac{CT}{n} = \frac{\sum CT}{n} $$ (3)

$$ F = \lambda \times maxCT + (1 - \lambda) \times \frac{CT}{n} $$ (4)

where $w$ is the waiting time, $c$ is the time to compute a job, $CT$ is the completion time, as depicted in Equation 2. totalCT is the total completion time, $n$ is the total job, while averageCT is the average completion time., as written in Equation 3. maxCT is the maximum completion time, and $\lambda$ is the minimizing factor ($0-1$). Chromosomes that pass the fitness function are selected to be used in populating the next generation, as written in Equation 4. The smaller the number of chromosomes that pass the
fitness function, the better. Chromosomes with the highest fitness scores provide a more optimum load balancing solution. For this, a high threshold value is set.

2.2. Particle Swarm Optimization (PSO)

Particles are represented in an indexed array indicating the task and the server index where the job is allocated to [1, 5]. For example, $j_1$ allocated to $r_1$ (Figure 3). The PSO starts its process by populating initial particles containing a set of load balancing solutions. These particles are evaluated using a fitness function in every population generation. We apply the same fitness function with the one used in GA.
for the sake of comparison fairness. There are two references to evaluate the particles, i.e. PBest and GBest. PBest is the current best score of a particle, while GBest is the global best score of the current population. PBest of particles is continuously updated every iteration. If a fitness score of the particle in a generation is higher than before, then the PBest of the particle is updated. However, when a fitness score of the particle in a generation is not higher than before, then the PBest of the particle is not updated. Updating the Gbest considers the PBest of all particles. If there is a particle with higher PBest than the current Gbest, then the current GBest is updated with the Pbest of the particle. However, if there is no higher PBest than the current GBest, then the current Gbest remains.

Next, we calculate the velocity of particles that update the position of the particles. Velocity calculations are performed on each dimension inside a particle. Changing the particle position aims to find a better solution. This is performed by adding up the result of each particle (Formula 5) with the current particle’s velocity. This procedure causes the velocity to keep changing every iteration if the best solution is not yet reached.

\[
V_{i,d} = V_{i-1,d} + c_1 \times r_1 \times (p_{best,d} - p_{i,d}) + c_2 \times r_2 \times (g_{best,d} - p_{i,d})
\] (5)

where \(v_{i,d}\) is the new velocity, \(v_{i-1,d}\) is the previous velocity, \(c_1\) is the learning rates for PBest, \(c_2\) is the learning rates for GBest, PBest is the best score of the particle, GBest is the global PBest score, \(p_{i,d}\) is the particle \(i\) in dimension \(d\), \(r_1\) is the random value 1, and \(r_2\) is the random value 2.

The procedures keep performing until the GBest value converges or has reached the maximum iteration. The latest GBest is regarded as the best solution to divide jobs into servers.

3. Experiments

We used dockers to simulate computing servers [14], an open-source application for consolidating files needed by software. Settings and file data supporters referred to as images. These images are collected in one location called the container. Docker is often used to develop applications due to its flexibility in various environments, e.g. different system configurations in a computer or a server. Details of the experimental environment are listed in Table 1.

We used artificial data containing a predetermined number of tasks, total computer power resources, and job sizes. We set the generation number of GA, chromosome number in a population, and parent numbers prior to running the algorithm. We also applied the same procedure in PSO by setting particles number and the maximum iteration.

| Table 1. Experimental environment |
|----------------------------------|
| **Environment** | **Description** |
| Operating system | Ubuntu 18.04.2 LTS |
| Programming | Python 3.6.9 |
| Text Editor | Visual Studio Code 1.43.2 |
| Virtualization | Docker 19.03.8 |

![Figure 4. Genetic Algorithm’s functionality experiment results](image)
3.1. Experimental Scenario
We divided the experiments into two types: functionality and performance experiments. The functionality scenario aims to examine whether the system has met the requirements. The performance experiment aims to compare GA and PSO performances to provide the best solution to balance loads between servers.

3.2. Functionality testing
The GA shared the jobs with proportionally both in homogeneous and heterogeneous computational resources (Figure 4). Jobs are distributed equally in a homogeneous environment (Figure 4(a)) and proportionally in a heterogeneous environment (Figure 4(b)). For example, three identical computers with the same computational resources received the same number of jobs. On the other hand, jobs are distributed based on computational resources of each computer in a homogeneous environment. For example, computers with higher computational resources receive more jobs than other computers.

The PSO divided the jobs in a balanced manner with the same job size (Figure 5). Jobs are distributed equally in a homogeneous environment (Figure 5(a)) and proportionally in a heterogeneous environment (Figure 5(b)). For example, there are jobs with the same sizes that are all the same; then, all computers will receive an equal number of jobs. When various job sizes are given, they are shared proportionally. For example, a computer was only given one job with size nine that other computers with more number of smaller jobs.

3.3. Performance experiments
The addition of tasks requires more execution time and memory to find the best solution for both algorithms. We increased the number tasks to process and observed the performance of both algorithms (Figure 6). The execution time of GA is more stable and faster than PSO because due to its quick nature in finding the best solution (Figure 6(a)). However, GA requires more memory than PSO to perform the same number of jobs (Figure 6(b)).
Next, we experimented with increasing chromosome or particle number and steady number of tasks to process (Figure 7). GA is still faster and more stable than Particle Swarm Optimization to converge (Figure 7(b)), but GA consumes more memory than PSO (Figure 7(a)). We conclude that crossover and mutation are the determining factors for the GA to outperform PSO. Lastly, we use the same number of jobs with an increasing generation or iteration numbers (Figure 8). Here, Genetic Algorithm still outperforms Particle Swarm Optimization in terms of execution time (Figure 8(a)), but with the same trade-off, i.e. GA requires more memory consumption than PSO (Figure 8(b)). We conclude that crossover and mutation are the determining factors for the GA to outperform PSO.

4. Conclusion

We proposed a load-balancing method based on GA and PSO. The GA based load balancing method starts by initiating populations containing solutions (chromosomes) of job distribution scenarios. Then, the chromosomes are evaluated using a fitness function. Chromosomes that pass the function are then crossoverted and mutated to produce chromosomes in the next generation.

This procedure is performed until we find convergent solutions or the maximum number of generations is reached. The PSO algorithm based load balancing method initializes particles with their movements to find the best solution for load sharing. Every particle will be updated in every iteration along with its velocity. The movements keep particles continue moving until the fitness values converge or iteration number is maximized. Experimental results indicate that the GA requires shorter execution time than PSO. This is due to the nature of GA that can produce convergent values faster than PSO.
However, the high performance of GA requires more memory than PSO to accommodate the generated chromosomes as well as the crossover and mutation processes. Based on the experiment results, we conclude that GA is more suitable for generating fast solutions, while the PSO is more suitable for lower resource environments.
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