Abstract—Sparse representation leads to an efficient way to approximately recover a signal by the linear composition of a few bases from a learnt dictionary based on which various successful applications have been achieved. However, in the scenario of data compression, its efficiency and popularity are hindered. It is because of the fact that encoding sparsely distributed coefficients may consume more bits for representing the index of nonzero coefficients. Therefore, introducing an accurate rate constraint in sparse coding and dictionary learning becomes meaningful, which has not been fully exploited in the context of sparse representation. According to the Shannon entropy inequality, the variance of Gaussian distributed data bound its entropy, indicating the actual bitrate can be well estimated by its variance. Hence, a globally variance-constrained sparse representation (GVCSR) model is proposed in this paper, where a variance-constrained rate term is introduced to the optimization process. Specifically, we employ the alternating direction method of multipliers (ADMMs) to solve the non-convex optimization problem for sparse coding and dictionary learning, both of them have shown the state-of-the-art rate-distortion performance for image representation. Furthermore, we investigate the potential of applying the GVCSR algorithm in the practical image set compression, where the optimized dictionary is trained to efficiently represent the images captured in similar scenarios by implicitly utilizing inter-image correlations. Experimental results have demonstrated superior rate-distortion performance against the state-of-the-art methods.

Index Terms—Sparse representation, alternating direction method of multipliers.

I. INTRODUCTION

LOSSY image compression aims to reduce redundancies among pixels while maintaining the required quality for the purpose of efficient transmission and storage. Due to the energy compaction property, transform coding approaches have shown great power in de-correlation and have been widely adopted in image compression standards, as witnessed from the Discrete Cosine Transform (DCT) in Joint Photographic Experts Group (JPEG) [1] to the Discrete Wavelet Transform (DWT) in JPEG2000 [2]. The common property of DCT and DWT lies in that their basis functions are orthogonal to each other and meanwhile fixed despite the characteristics of the input signals. However, such inflexibility may greatly restrict their representation efficiency.

In the early 1990s, Olshausen and Field proposed the sparse coding with a learnt dictionary [3] to represent an image. Since then the sparse theory has been widely studied and advocated [4], [5]. It is widely believed that the sparsity property is efficient in dealing with the rich, varied and directional information contained in natural scenes [4], [6]. It has also been proven that the basis in sparse coding has the characteristics of spatially localized, oriented and bandpass, which are closely relevant to the properties of the receptive fields of simple cells. Recent studies further validated the idea that the sparse coding performs in a perceptual way that mimics the Human Visual System (HVS) on natural images [7]–[9]. Based on the sparse model, numerous applications have been successfully achieved, including image denoising [10], restoration [11]–[14], quality assessment [15]–[17], etc.

Towards image compression, the sparse coding need to be optimized in terms of both rate and distortion [18]. Despite the fact that the sparse coding can provide more efficient representation than orthogonal transforms [19], its efficiency in compression tasks is however limited. In the conventional sparse representation model, the objective function consists of two parts, the data fidelity term and the sparsity constraint term.
The sparsity constraint is typically a $\ell_0$ regularization, i.e. the number of nonzero coefficients. Though more nonzero coefficients usually cost more coding bits, it may not be able to accurately reflect the actual coding bits. This motivates researchers to investigate advanced rate estimation algorithms for the rate-distortion optimized sparse representation. The Rate-Distortion Optimized Matching Pursuit (RDOMP) approaches [20]–[22] were proposed to address this issue, where the coding rate was estimated based on the probabilistic model of the coefficients. In [23], a shallow autoencoder algorithm was introduced, which can be viewed as an extension of sparse coding. The M-term pursuit [24] was presented for accelerating the matching pursuit process. Despite their performance improvements on image compression, they have some limitations. First, such matching pursuit based methods may suffer from the instability in obtaining the sparse coefficients [25]. Second, they operate and encode each sample separately, ignoring the data structure information and lacking global constraint over all input samples. This may cause two similar blocks having quite different representations and decrease the coding performance [26]–[28]. Third, the RDOMP methods cannot be easily incorporated with the dictionary learning algorithm and such inconsistency may decrease the efficiency.

To address these weaknesses, the Globally Variance-Constrained Sparse Representation (GVCISR) model is proposed in this work, where a variance-constraint term is introduced into the objective function of sparse representation. By incorporating the rate model, minimizing the objective function turns out to be a joint rate-distortion optimization problem, which can be efficiently solved by Alternating Direction Method of Multipliers (ADMM) [29]. Moreover, it is solved in a “global” way, which significantly distinguishes from the separate manner of the matching pursuit. Therefore, such optimization based method can effectively utilize the intrinsic data structure and reduce the instability.

The major contributions of this work are as follows.

- We propose a novel sparse representation model, by which the rate-distortion jointly optimized sparse coding and dictionary learning can be coherently achieved.
- We solve the non-convex optimization problem with the ADMM. As such, the sparse coefficient correlation between similar image patches can be implicitly taken into account during optimization. It distinguishes from the patch-wise Matching Pursuit (MP) methods.
- We demonstrate the effectiveness and potential of the proposed method in the image set compression, where the dictionary is trained to represent similar images by a few bases from an over-complete dictionary, where the dictionary is assumed to be highly adaptive to a set of signals within a limited subspace. The two basic problems in sparse representation are dictionary learning and sparse decompositions (a.k.a. sparse coding). In particular, the objective function of dictionary learning can be formulated as follows,

$$
(D, [A_i]) = \arg \min_{D, [A_i]} \sum_i \| T_i - DA_i \|_2^2, \text{ s.t. } \| A_i \|_0 \leq L, \quad \| D_j \|_2^2 \leq 1, \quad \forall j \in \{1, 2, \ldots, M\}
$$

where $D \in \mathbb{R}^{N \times M}$ is the redundant dictionary with $M$ bases. $T_i \in \mathbb{R}^{N \times 1}$ indicates the training data. $A_i \in \mathbb{R}^{M \times 1}$ is the corresponding sparse coefficients, whose $\ell_0$ norm is constrained by a given sparse level $L$. This is a non-convex optimization problem which is difficult to solve due to the $\ell_0$ norm. Typical algorithms for dictionary learning include the Method of Optimal Directions (MOD) [31], [32], K-SVD [33], Online Dictionary Learning (ODL) [34], Recursive Least Square (RLS) [35] and Sequential Generalization of K-means (SGK) [36].

With respect to the trained dictionary $D$, the sparse decomposition calculates the corresponding coefficients $A_i$ for the input signal $S_i$,

$$
A_i = \arg \min_{A_i} \| S_i - DA_i \|_2^2, \quad \text{s.t. } \| A_i \|_0 \leq L,
$$

which is a subproblem of (1). Several suboptimal solutions have been proposed to solve the problem, including $\ell_1$ convex relaxation approach [37] and the well-known Matching Pursuit

| Notation | Meaning |
|----------|---------|
| Bold capital letter | A matrix |
| Bold lowercase letter | A vector |
| $M^T$ | Transpose of matrix $M$ |
| $M_{i,j}$ | The $(i,j)^{th}$ element of matrix $M$. |
| $M_i$ | The $i^{th}$ column of matrix $M$. |
| $M^1$ | Moore-Penrose pseudo-inverse of matrix $M$. |
| $\|\cdot\|_0$ | Number of nonzero elements. |
| $\|\cdot\|_2$ | Vector Euclidean norm. $\|v\|_2 = \sqrt{\sum_i v_i^2}$. |
| $\|\cdot\|_F$ | Frobenious norm, $\|M\|_F = \sqrt{\sum_{i,j} M_{i,j}^2}$. |
| $\|\cdot\|_2$ | $\|\cdot\|_2$ norm, $\|\cdot\|_2$ norm. |
| $\text{tr}()$ | Sum of the diagonal entries of a matrix. |
| $(A, B)$ | Inner product of matrix, $\langle A, B \rangle = \text{tr}(A^T B)$. |

The related works are briefly summarized in Section II. In Section III, we present the GVCISR model and the strategy to solve it via ADMM. Section IV evaluates the efficiency of GVCISR and further demonstrates its potential in image set compression. Section V concludes with a summary.
Family (MPF) algorithms that work in an iteratively greedy way [38].

For data compression, extensive efforts have been made to improve the typical sparse model. On one hand, it is known that the dictionary is critical to the coding performance, which is required to be adaptive to the image content. On the other hand, it would be rather expensive to represent an adaptive dictionary. Therefore, the idea of the double sparsity framework was presented [39] and developed [40], where both the dictionary and the coefficients were required to be sparse and easy to code. Based on that, the adaptively learnt dictionary was encoded in order to achieve efficiency and adaptivity simultaneously [41]. Furthermore, an online dictionary learning algorithm for intra-frame video coding was proposed [42], where the dictionary was dynamically updated across video frames and only the dictionary changes were encoded in the stream. However, the coding efficiency of this kind of approaches was highly limited due to the considerable bitrate consumptions of the dictionary.

Therefore, for most of the existing works, a global dictionary was offline trained and shared in the encoder and decoder sides. Typical works attempted to train a content-aware dictionary for the facial image compression [43]–[45], decoder sides. Typical works attempted to train a content-aware dictionary for the facial image compression [43]–[45], where the dictionary was dynamically updated and adaptivity simultaneously [41]. Furthermore, an online learnt dictionary was encoded in order to achieve efficiency and adaptivity simultaneously [41].

III. GLOBALLY VARIANCE-CONSTRAINED SPARSE REPRESENTATION

In this section, we firstly present the GVCSR model. The effective methods for sparse coding and dictionary learning are subsequently introduced. Finally, some implementation issues and their solutions are introduced.

A. Rate-Distortion Optimized Sparse Representation

For data compression, the objective function that takes the coding rate into consideration is formulated as follows,

$$\arg \min_{A,D} \left\{ \frac{1}{2} \| S - DA \|_F^2 + \lambda \cdot r(A) \right\},$$

where

$$\| A_i \|_0 \leq L, \forall i \in \{1, \cdots, K\},$$

$$\| D_j \|_2 \leq 1, \forall j \in \{1, 2, \cdots, M\},$$

and $K$ denotes the number of the input samples. $r(\cdot)$ is a function that can represent the coding rate of the coefficients. This formula can be interpreted as the rate-distortion optimization in common image/video compression [18], where $\lambda$ controls the relative importance between the rate and distortion. The $\ell_0$ norm of the coefficients is critical in order to obtain a sparse approximation. Subsequently, the problem turns to how to accurately estimate the coding rate and efficiently optimize it in sparse coding and dictionary learning.

Based on the Shannon’s information theory, the entropy of a data source indicates the average number of bits required to represent it. However, it is difficult to estimate the probability density function of coefficients and formulate the entropy minimization problem. Fortunately, the entropy can be bounded by the data variance according to the Shannon entropy inequality [51],

$$H(A) \leq \log \left( \frac{2\pi e V(A)}{\lambda} \right),$$

where $H(A)$ and $V(A)$ indicate the entropy and the variance of coefficients, respectively. Note that the inequality is tight as the equality holds for Gaussian distribution. Actually, the distribution of sparse coefficients is always assumed to be Laplacian distribution in the literatures (e.g. in [52]), which is close to a Gaussian distribution. The entropy of a Laplacian distribution can be calculated by,

$$H_l(A) = \log \left( \frac{2\pi e V(A)}{\lambda} \right) - \log \left( \frac{\pi}{e} \right),$$

where $\log (\sqrt{\pi}/e)$ is a pretty small positive, indicating the entropy of Laplacian distribution can be tightly bounded by Eqn. (4).

To further validate this, we generate Laplacian distributed data and encode them by Huffman coding. The relationship between the data variance and the actual coding bits is plotted in Fig. 1. From the figure, one can observe that the variance exhibits a strong relationship with the coding bitrate. It convinces us to use the variance as the rate estimation term.

Another benefit of using variance is that the variance can be estimated by,

$$V(A) = \text{tr} \left( A^T A \right),$$

where

$$Z = \begin{pmatrix} K - 1 & \cdots & -1 \\ \vdots & \ddots & \vdots \\ -1 & \cdots & K - 1 \end{pmatrix} \in \mathbb{R}^{K \times K}.$$
where $\beta/2$ is introduced for computational convenience. Generally, the $\ell_0$ norm constraint can be approximately solved by the Lagrangian method,

$$\arg\min_{A,D} \left\{ \frac{1}{2} \| S - DA \|_F^2 + \alpha \| A \|_0 + \frac{\beta}{2} \text{tr} \left( AZA^T \right) \right\},$$

s.t. $\| D_i \|_2^2 \leq 1, \forall i \in \{1, 2, \ldots, M\}$. \hspace{1cm} (9)

To solve the non-convex optimization problem effectively, a practical relaxation is to split the problem into two separable parts and update $A$ and $D$ alternately, i.e. the GVCSR based sparse coding and GVCSR based dictionary learning.

B. GVCSR Based Sparse Coding

The GVCSR based sparse coding given the dictionary $D$ is a subproblem of (9), which can be formulated as follows,

$$A = \arg\min_A \left\{ \frac{1}{2} \| S - DA \|_F^2 + \alpha \| A \|_0 + \frac{\beta}{2} \text{tr} \left( AZA^T \right) \right\}. $$

To solve this, the Alternating Direction Method of Multipliers (ADMM) \cite{ADMM, Lagrange} is employed in this work. The ADMM was originally introduced in the early 1970s \cite{ADMM}, and has been widely used in machine learning, computer vision and signal processing \cite{ADMM, ADMM2, ADMM3}. Its convergence properties for both convex and non-convex problems were also intensively addressed \cite{ADMM, ADMM2}. It is known that the ADMM is efficient in dealing with the following problem,

$$\arg\min_{x,y} \{ f(x) + g(y) \}, \quad \text{s.t.} \quad B(x) + C(y) - d = 0, \hspace{1cm} (11)$$

where $x$, $y$ and $d$ could be either vectors or matrices. $B$ and $C$ are linear operators that define the constraint function. By introducing Lagrangian multiplier vector $R$, the augmented Lagrangian function can be formed as follows,

$$\zeta_\mu(x, y, R) = f(x) + g(y) + \langle B(x) + C(y) - d, R \rangle + \frac{\mu}{2} \| B(x) + C(y) - d \|_2^2, \hspace{1cm} (12)$$

where $\mu > 0$ is the penalty parameter. The ADMM updates the estimation of $x$, $y$, $R$ via solving the following problems alternately,

$$\begin{align*}
    x^{k+1} &= \arg\min_x \zeta_\mu(x, y^k, R^k) \\
    y^{k+1} &= \arg\min_y \zeta_\mu(x^{k+1}, y, R^k) \\
    R^{k+1} &= R^k + \mu (B(x^{k+1}) + C(y^{k+1}) - d).
\end{align*} \hspace{1cm} (13)$$

To solve (10), we first introduce two auxiliary variables $J$ and $G$ in order to fit the form in (11),

$$\begin{align*}
    \arg\min_{A,J,G} & \left\{ \frac{1}{2} \| S - DJ \|_F^2 + \alpha \| A \|_0 + \frac{\beta}{2} \text{tr} \left( GZG^T \right) \right\}, \\
    \text{s.t.} & \quad A = J, \quad A = G,
\end{align*} \hspace{1cm} (14)$$

by setting the parameters in (11) as follows,

$$\begin{align*}
    x &= A \\
    y &= \left[ \begin{array}{c} J \\ G \end{array} \right] \\
    f(x) &= \alpha \| A \|_0 \\
    g(y) &= \frac{1}{2} \| S - DJ \|_F^2 + \frac{\beta}{2} \text{tr} \left( GZG^T \right) \\
    B(x) &= \left[ \begin{array}{c} A \\ A \end{array} \right], \\
    C(y) &= \left[ \begin{array}{c} -J \\ -G \end{array} \right], \quad d = 0.
\end{align*} \hspace{1cm} (15)$$

Then, the augmented Lagrangian function of (14) can be formulated by,

$$\begin{align*}
\zeta_\mu(A, J, G, R) &= \frac{1}{2} \| S - DJ \|_F^2 + \alpha \| A \|_0 + \frac{\beta}{2} \text{tr} \left( GZG^T \right) \\
&\quad + \langle A - J, R_0 \rangle + \frac{\mu}{2} \| A - J \|_F^2 \\
&\quad + \langle A - G, R_1 \rangle + \frac{\mu}{2} \| A - G \|_F^2, \hspace{1cm} (16)
\end{align*}$$

where $R \triangleq [R_0; R_1]$ is the Lagrange multiplier matrix.

The variables $A$, $J$ and $G$ can be alternately updated by minimizing the augmented Lagrangian function $\zeta$ with other variables fixed. In this model, each variable can be updated with a closed form solution. Regarding $A$, it can be updated as follows,

$$\begin{align*}
    A &= \arg\min_A \left\{ \alpha \| A \|_0 + \langle A - J, R_0 \rangle + \frac{\mu}{2} \| A - J \|_F^2 \\
    &\quad + \langle A - G, R_1 \rangle + \frac{\mu}{2} \| A - G \|_F^2 \right\} \\
    &= \arg\min_A \left\{ \alpha \| A \|_0 + \frac{\mu}{2} \| A - J + \frac{R_0}{\mu} \|_F^2 \\
    &\quad + \frac{\mu}{2} \| A - G + \frac{R_1}{\mu} \|_F^2 \right\}
\end{align*} \hspace{1cm} (17)$$

where

$$H_{\zeta}(X) \triangleq \begin{pmatrix} h_{\zeta}(X_{11}) & \cdots & h_{\zeta}(X_{1n}) \\
\vdots & \ddots & \vdots \\
h_{\zeta}(X_{m1}) & \cdots & h_{\zeta}(X_{mn}) \end{pmatrix}, \hspace{1cm} (18)$$

and

$$h_{\zeta}(x) \triangleq \begin{cases} x, & \text{if } |x| > \epsilon \\
0, & \text{if } |x| \leq \epsilon \end{cases} \hspace{1cm} (19)$$
is a hard threshold operator. With respect to \( J \) and \( G \), we can update them as follows,

\[
J = \arg \min_J \left\{ \frac{1}{2} \| S - DJ \|_F^2 + \langle A - J, R_0 \rangle + \frac{\mu}{2} \| A - J \|_F^2 \right\}
\]

\[
G \arg \min_G \left\{ \frac{1}{2} \| S - DJ \|_F^2 + \frac{\mu}{2} \| A - J + R_0 \|_F^2 \right\}
\]

\[
= V_D \left( \Sigma_D^T \Sigma_D + \mu I \right)^{-1} V_D^T \left( D^T S + \mu A + R_0 \right),
\]

where \( U_D \Sigma_D V_D^T \) and \( U_Z \Sigma_Z V_Z^T \) are the full Singular Value Decomposition (SVD) of \( D \) and \( Z \), respectively. Finally, the Lagrangian multipliers \( R_0 \) and \( R_1 \) are updated,

\[
R_0^{j+1} = R_0^j + \mu^j \left( A^{j+1} - J^{j+1} \right),
\]

where \( j \) indicates the iteration times.

In previous ADMM approach [29], the penalty parameter \( \mu \) is fixed. To accelerate the convergence, an updating strategy for the penalty parameter is proposed in [59], which can be formulated as follows,

\[
\mu^{j+1} = \min \left( \rho \mu^j, \mu_{\max} \right),
\]

where \( \mu_{\max} \) is an upper bound of the penalty term. \( \rho \geq 1 \) is a constant.

The optimization process of the GVCSR based sparse coding performs iteratively and stops until convergence. Afterwards, the globally variance-constrained sparse coding can be achieved. The detailed procedure is presented in Algorithm 1.

C. GVCSR Based Dictionary Learning

In order to make the dictionary learning consistent with the proposed sparse coding strategy, we further solve the dictionary updating problem based on the GVCSR model of Eqn. (9). To solve this, the proposed algorithm updates the sparse coefficients and the dictionary alternately and iteratively. Specifically, for each iteration, it first updates sparse coefficients by applying GVCSR based sparse coding algorithm, as discussed in Section III-B. After the convergence of \( A \), the dictionary \( D \) can be updated with the optimized \( A \) as follows,

\[
D = \arg \min_D \left\{ \frac{1}{2} \| S - DA \|_F^2 \right\}
\]

s.t. \( \| D_i \|_2 \leq 1, \ \forall i \in \{1, 2, \ldots, M\} \).

This can be solved via performing SVD on the residuals [33]. Then, the parameters \( A, J, G \) should be further updated according to the new dictionary, while the Lagrangian multipliers \( R_0 \) and \( R_1 \) are reset to zero vectors. Moreover, the penalty parameter \( \mu \) is updated as follows,

\[
\mu^{j+1} = \frac{\kappa - \alpha}{\min |A_{\mu^j}|},
\]

where \( A_{\mu^j} \) denotes all the nonzero elements in \( A^j \). \( \kappa \geq 1 \) is a parameter that guides how largely the \( \| A \|_0 \) would change in the next iteration when updating \( A \). \( \kappa \) is empirically set as 4 in this work. The procedure of the GVCSR based dictionary learning scheme is detailed in Algorithm 2.

D. Implementation Issues

In (20) & (21), the full-SVD should be performed when updating the variables. The computational complexity is \( O(N^3) \). It is impractical since the dimension of matrix \( Z \in \mathbb{R}^{K \times K} \) can be pretty high. Therefore, we propose a fast full-SVD algorithm for the matrix \( Z \). Let \( V_Z = \{ v_1, \ldots, v_K \} \) be the singular vectors of \( Z \), and the corresponding singular values are \( \{ \sigma_1, \ldots, \sigma_K \} \). It is easy to derive that \( Z \) has only two singular values, i.e. 0 and \( K \). The singular value 0 corresponds to an all-one singular vector, and the singular value \( K \) corresponds to \( K - 1 \) singular vectors. Thus we have

\[
\Sigma_Z = \begin{pmatrix}
0 & & \\
& \ddots & \\
& & K
\end{pmatrix} \in \mathbb{R}^{K \times K}.
\]
Algorithm 2 GVCSR Based Dictionary Learning in (9)

Input:
- Input data $S$
- Parameters $\alpha > 0$ and $\beta > 0$

Output:
- Trained dictionary $D$
- Sparse representation coefficients $A$

1. **Initialization:**
2. Initialize $D$;
3. Set $A^0 = J^0 = G^0 = D^1 S$, $\mu^0 = 1e - 2$, $\mu_{max} = 1e8$, $\rho = 1.2$, $R_0^0 = R_1^0 = 0$, $\epsilon = 1e - 5$, and $j = 0$;
4. while not convergence do
5.  **Updating Sparse Coefficients:**
6.  Fix $J^j$ and $G^j$ to update $A^{j+1}$ by (17);
7.  Fix $A^{j+1}$ and $G^j$ to update $J^{j+1}$ by (20);
8.  Fix $A^{j+1}$ and $J^{j+1}$ to update $G^{j+1}$ by (21);
9.  Update Lagrange multipliers:
10. $R_0^{j+1} = R_0^j + \mu^j (A^{j+1} - J^{j+1})$,
11. $R_1^{j+1} = R_1^j + \mu^j (A^{j+1} - G^{j+1})$;
12. Update penalty parameter $\mu$:
13. $\mu^{j+1} = \min (\rho \mu^j, \mu_{max})$;
14. $j \leftarrow j + 1$;
15. Check convergence:
16. if $\|A^j - J^j\|/\|A^j\| \leq \epsilon$ and $\|A^j - G^j\|/\|A^j\| \leq \epsilon$
17. and $\|A^j - J^{j-1}\|/\|A^j\| \leq \epsilon$ then
18.  **Updating Dictionary:**
19.  Update $D$ by solving (25);
20.  $A^{j+1} = J^{j+1} = G^{j+1} = D^1 S$;
21.  $R_0^{j+1} = R_1^{j+1} = 0$;
22.  Update $\mu^{j+1}$ by (26);
23.  $j \leftarrow j + 1$;
24. end

Based on the principle of the SVD, the corresponding singular vectors must satisfy,

$$\langle v_z^i, v_z^j \rangle = 0 \quad \text{and} \quad \langle v_z^i, (1, \cdots, 1)^T \rangle = 0,$$

$$\forall i \neq j \in \{2, \cdots, K\}, \quad (28)$$

and $v_z^1 = (1, \cdots, 1)^T$ is the all-one vector. Equivalently, the problem can be reformulated to find an orthogonal matrix $V_Z$ given $v_z^1$. Consequently, we can construct the...
singular vector matrix as follows,

\[
V_Z = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & 1 & 1 & 1 & 1 \\
0 & -1 & 1 & 1 & 1 & 1 \\
-1 & 0 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 2 - K & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 - K
\end{pmatrix} \in \mathbb{R}^{K \times K}, \tag{29}
\]

followed by a normalization process to satisfy \( \|V_Z\|_F^2 = 1 \) for \( i \in \{1, \cdots, K\} \). Compared with the normal full-SVD decomposition, this method is much faster as its complexity can be reduced to \( O(N) \).

According to the convergence theory of the ADMM (please refer to the Assumption 1 and Theorem 1 on Pages 5-10 of [58]), the following conclusion can be achieved.

**Theorem 1:** If the penalty parameter \( \mu \) is chosen to be larger than \( \sqrt{2 \lambda_{\max}(D^TD)} \) (where \( \lambda_{\max}(\bullet) \) denotes the largest eigenvalue) and the sequence \( \{(J^k, A^k, G^k)\} \) generated from the ADMM has a cluster point \((J^*, A^*, G^*)\), then \( A^* \) is a critical point of (14).

IV. EXPERIMENTAL RESULTS

In this section, the performance of the proposed GVCSR model is validated from two perspectives. First, we compare the rate-distortion performance of the proposed method with other sparse coding and dictionary learning algorithms in image representation. Second, we apply it to the practical image set compression.
Fig. 11. Image set compression framework based on the GVCSR model. The dictionary is trained using the reference image by applying the GVCSR based dictionary learning. The GVCSR based sparse coding in terms of the learned dictionary is applied for coding the current image.

A. GVCSR for Image Representation

In the experiments, the CSIQ dataset [60] (containing 30 original images) is utilized for training dictionary, and Kodak database [61] (containing 24 original images) is employed for testing. Some examples are shown in Figs. 2 & 3. Each image is partitioned into 8 × 8 non-overlapped blocks. Note that in the experiments all the images are converted to gray scale.

First, the changing tendencies of the distortion, rate and the overall objective function during the ADMM iterations are shown in Fig. 4. The rate is estimated by the variance of sparse coefficients as described in Section III-A, and the overall objective value is calculated by (9). To show three curves in one figure, the values are normalized to a same range. From the figure, one can observe that the proposed method can achieve better tradeoff in terms of the overall objective by greatly decreasing the coding rate with slightly increased distortion. As a result, the coding performance can be improved.

Then, we compare the GVCSR based sparse coding algorithm with other sparse coding approaches. The first method for comparison is the standard OMP algorithm [62], where the iteration process stops until the $\ell_0$ norm of coefficients reaches the limited value $L$. The second one is similar but the stop criterion is determined by the error energy.

$$A_i = \arg\min_{A_i} \|A_i\|_0, \text{ s.t. } \|S_l - DA_i\|_2^2 < \epsilon. \quad (30)$$

These two methods are denoted as $OMP_L$ and $OMP_E$, respectively. The RDOMP method [20]–[22], which also considers rate constraint by the probability distribution of coefficients, is the third competitive method. Three other state-of-the-art methods of sparse coding, CoSaMP [63], SPA [64], and GISA [65], are also used for comparison.

For fair comparison, the K-SVD algorithm [33] is employed for dictionary training. In Fig. 5, the rate-distortion comparisons are illustrated in terms of different values of completeness, where the completeness is defined as $\gamma \triangleq \frac{M}{N}$ considering the dictionary $D \in \mathbb{R}^{N \times M}$. Since the coefficients are sparse, the run-length encoding method is employed to code the values and positions of the nonzero sparse coefficients. It can be observed that the rate-distortion performance is significantly improved by the proposed algorithm. This may benefit from the global optimization of the proposed method that jointly considers the distortion and coding rate, while other methods are based on local optimization. The last three methods for comparison [63]–[65] show worse performance. This may be caused by the reason that they did not take rate term into consideration, as they were designed for signal recovery applications rather than compression. Another observation is that the improvements are more obvious for larger $\gamma$, where the coefficients are sparser. In such case, the matching pursuit based methods may suffer from their potential instability due to the increasing independence among coefficients, while the proposed method can effectively solve this by global optimization to significantly reduce the coding bits. In addition to rate-distortion curves, the sparsity-distortion curves are shown in Fig. 6, where the horizontal axis denotes the average number of nonzero coefficients. From these figures, we can have similar conclusions that the proposed method can obtain higher PSNR with the same sparsity level.

To further fairly compare the performance of different sparse coding algorithms, we conduct the following comparison experiments. First, we keep the original dictionary updating process as untouched (e.g. K-SVD or MOD). Second, the original sparse coding stage (typically the $OMP_L$) in dictionary learning is replaced by other sparse coding algorithms (e.g. $OMP_E$, RDOMP, SPA, CoSaMP and the proposed
GVCSR). We then use the same sparse coding algorithm when calculating the coefficients before entropy coding. The performance of using different sparse coding schemes can be compared in a fair way, since the same sparse coding algorithm is applied for dictionary updating and generating sparse coefficients. The rate-distortion and sparsity-distortion comparison results of using K-SVD and MOD methods are shown in Figs. 7 & 8, respectively. From these results, one can observe it more clearly that the proposed GVCSR method outperforms all the other sparse coding algorithms.

Finally, we compare the performance of the GVCSR based dictionary learning scheme with the state-of-the-art dictionary learning algorithms, including MOD [31], K-SVD [33], ODL [34], RLS [35], SGK [36] and Sparse-SGK (SSGK) [40]. To be fair, the initial dictionary in each algorithm is the same, which is randomly selected from the training set. The OMP algorithm is employed for sparse coding. Note that two versions of GVCSR based method are compared. The first one denoted as $\text{GVCSR}_{\text{OMP}}$ indicates that the OMP algorithm is used for sparse coding instead of the GVCSR based algorithm. Comparing $\text{GVCSR}_{\text{OMP}}$ with other competitive methods is fair because they use the same sparse coding algorithm. However, in this case, the GVCSR based dictionary becomes suboptimal since the targets of dictionary learning and sparse coding are inconsistent. Therefore, we evaluate the second method denoted as $\text{GVCSR}$, where GVCSR based sparse coding is employed. The average results of rate-distortion and sparsity-distortion performance are shown in Figs. 9 & 10, respectively. One can see that the $\text{GVCSR}_{\text{OMP}}$ scheme can achieve significant improvements over other competitors even though it is suboptimal, and the $\text{GVCSR}$ scheme can bring more gains. It demonstrates that the proposed variance constraint is more capable of estimating coding bits than a sparsity constraint alone. We also compare the time complexity of the proposed method with other schemes in Table II. The runtime of the GVCSR is close to the K-SVD and much faster than the RLS.

### B. Image Set Compression Based on GVCSR Model

In this subsection, we apply the proposed algorithm on the application of image set compression. Generally, an image set contains the same object of interest captured from different luminance conditions and viewpoints, indicating strong correlations among images. However, traditional single image compression methods only explore intra-image dependencies while the inter-image dependencies have been ignored. To utilize such kind of correlations, several approaches have been proposed by explicitly performing inter-image predictions where similar images are considered as video frames [66]–[73]. Their basic idea was to explore inter-image correlations by geometric transformation based prediction between similar images.

The proposed scheme implicitly eliminates inter-image redundancies by training dictionary from similar images, instead of directly applying inter-image prediction. The coding framework is shown in Fig. 11, which consists of three stages, i.e. the dictionary training, sparse coding and coefficients compression. During the dictionary training stage, the current image will find a similar image as reference in the image set. The reference structure is determined by the Minimum Spanning Tree (MST) algorithm, where the similarity between two images is measured by the matched

### TABLE II

|            | K-SVD | MOD | ODL | RLS | SGK | SSGK | GVCSR |
|------------|-------|-----|-----|-----|-----|------|-------|
| Time       | 2.23  | 0.59| 1.85| 5.16| 0.02| 0.01 | 2.72  |

Fig. 12. Examples of the image sets [69] [74] and [75]. (a) CastleEntry. (b) Fountain. (c) Herzjesu. (d) UCD. (e) MallRoom. (f) Lakes. (g) CoralReef. (h) RockBoat.
Fig. 13. Image set compression: RD performance comparisons with the state-of-the-art image codecs (JPEG, JPEG2000, HEVC intra [76]), video coding based methods (3DSPIHT [77], HEVC inter [76]) and image set coding schemes (SIFT [71], Dense [73]). (a) CastleEntry. (b) Fountain. (c) Herzjesu. (d) UCD. (e) MallRoom. (f) Lakes. (g) CoralReef. (h) RockBoat.

feature distance [71]. Since the MST is calculated based on original images, the MST structure is encoded with negligible bits to make sure the receiver can correctly decode the images. Then the reference image is used to train the over-complete dictionary by the proposed GVCSR algorithm. Since the reference image is available on both encoder and decoder sides, the dictionary can be trained identically on both sides while avoiding transmitting overhead. Before training, the geometrical transformation is applied to the reference image for better exploring the inter-image correlations [69]. The training samples are √N × √N patches extracted from the transformed image. Regarding the sparse decomposition, the GVCSR based scheme is applied. The compression scheme can be further split into two parts. First, the Direct-Current (DC) component of each image patch is encoded by Differential Pulse Code Modulation (DPCM) coding, where the DC value of current block can be predicted from its left, top, top-left and top-right blocks. Second, the sparse coefficients for representing the residuals after mean removal are scalar-quantized and compressed by run-length coding method with entropy coding. The decoder side reconstructs the images using the decoded sparse coefficients and the DC values.

In this experiment, the dictionary is trained from 8 × 8 image patches, and its completeness value is set to be γ = 14, indicating the dictionary has 8 × 8 × 14 = 896 bases. Test image sets are downloaded from public databases [69] [74] and [75], and part of them are shown in Fig. 12.

Fig. 13 demonstrates the Rate-Distortion (RD) curves of the proposed method comparing with the popular image compression standards (JPEG, JPEG2000, HEVC intra coding [76]), video compression based methods (3DSPIHT [77], HEVC inter coding [76]) and two state-of-the-art image set compression algorithms (“SIFT” [71] and “Dense” [73]). It is worth noting that for fair comparisons, the HEVC configurations are modified by turning off the deblocking and sample adaptive offset filters and restricting the block partition depth to be 2 (i.e., 8 × 8 and 16 × 16 blocks). The proposed method utilizes the GVCSR based sparse coding and GVCSR based dictionary learning consistently. It should also be noted that the RD curves are averaged across all similar images in a set. From the results, we can observe that the proposed GVCSR model can obtain superior RD performance over traditional image/video codecs, since they do not utilize or weakly utilize inter-image correlations among similar images. Compared with the two image set coding schemes, the proposed method can provide competitive and even better performance at higher bitrate. The results encourage us to use the GVCSR method for practical compression applications.

V. CONCLUSION

In this work, we present a novel Globally Variance-Constrained Sparse Representation (GVCSR) for rate-distortion joint optimization. To achieve this goal, a variance-constraint term that can accurately predict the coding rate of the sparse coefficients is introduced into the optimization process. Subsequently, we propose to use the Alternating Direction Method of Multipliers (ADMM) to effectively solve this model. In this manner, the rate-distortion jointly optimized sparse representation can be achieved, leading to higher compression efficiency. Furthermore, experimental results have shown that the GVCSR model can achieve better RD performance comparing with the state-of-the-art sparse coding and dictionary learning algorithms. We further demonstrate the effectiveness of the proposed method in image set compression, and better performance over competitive algorithms has been achieved.
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