DensSiam: End-to-End Densely-Siamese Network with Self-Attention Model for Object Tracking
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Abstract. Convolutional Siamese neural networks have been recently used to track objects using deep features. Siamese architecture can achieve real time speed, however it is still difficult to find a Siamese architecture that maintains the generalization capability, high accuracy and speed while decreasing the number of shared parameters especially when it is very deep. Furthermore, a conventional Siamese architecture usually processes one local neighborhood at a time, which makes the appearance model local and non-robust to appearance changes.

To overcome these two problems, this paper proposes DensSiam, a novel convolutional Siamese architecture, which uses the concept of dense layers and connects each dense layer to all layers in a feed-forward fashion with a similarity-learning function. DensSiam also includes a Self-Attention mechanism to force the network to pay more attention to the non-local features during offline training. Extensive experiments are performed on four tracking benchmarks: OTB2013 and OTB2015 for validation set; and VOT2015, VOT2016 and VOT2017 for testing set. The obtained results show that DensSiam achieves superior results on these benchmarks compared to other current state-of-the-art methods.
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1 Introduction

Visual object tracking is an important task in many computer vision applications such as image understanding [21], surveillance [17], human-computer interactions [26] and autonomous driving [5]. One of the main challenges in object tracking is how to represent the appearance model in such a way that the model is robust to appearance changes such as motion blur, occlusions, background clutter [42,2].
Many trackers use handcrafted features such as CACF [27], SRDCF [9], KCF [14] and SAMF [23] which have inferior accuracy and/or robustness compared to deep features.

In recent years, deep convolutional neural networks (CNNs) have shown superior performance in various vision tasks. They also increased the performance of object tracking methods. Many trackers have been developed using the strength of CNN features and significantly improved their accuracy and robustness. Deep trackers include SiamFC [4], CFNet [37], DeepSRDCF [8], HCF [25]. However, these trackers exploit the deep features which originally designed for object recognition and neither consider the temporal information such as SiamFC [4] nor non-local features such as the rest of the trackers. The key to design a high-performance tracker is to find the best deep architecture that captures the non-local features while maintaining the real-time speed. Non-local features allow the tracker to be well-generalized from one domain to another domain (e.g. from ImageNet videos domain to OTB/VOT videos domain).

Siamese architecture is widely used in face verification [35], face recognition [31], One-shot recognition [18] and object tracking [4]. Most of Siamese-based trackers are built on AlexNet network [20] which is widely used in computer vision tasks. In Siamese-based trackers network, the input is a pair of images, the target image patch from the very first frame and the search image patches which contain the candidate objects from later frames. The network learns a similarity function between the candidate patches and the target patch from the very first frame through the whole sequence. The output feature/response map is calculated based on the receptive field which is local and does not consider the object’s context. The response map in such a case does not have powerful expressive features to be robust to appearance changes.

In this paper, we present a novel network design for robust visual object tracking to improve the generalization capability of Siamese architecture. DensSiam network solves these issues and produces a non-local response map. DensSiam has two branches, the target branch that takes the input target patch from the first frame and the search branch that takes later images in the whole sequence. The target branch consists of dense blocks separated by a transition layer, each block has many convolutional layers and each transition layer has a convolutional layer with an average pool layer. Each dense layer is connected to every other layer in a feed-forward fashion. The target response map is fed into the Self-Attention module to calculate response at a position as a weighted sum of the features at all positions. The search branch is the same architecture as the target branch except that it does not have the Self-Attention module since we calculate the similarity function between the target patch with non-local features and the candidate patches. Both target and search branches share the same network parameters across channels extracted from the same dense layers. To the best of our knowledge, this is the first densely Siamese network with a Self-Attention model.

To summarize, the main contributions of this work are three-fold.
A novel end-to-end deep Densely-Siamese architecture is proposed for object tracking. The new architecture can capture the non-local features which are robust to appearance changes. Additionally, it reduces the number of shared parameters between layers while building up deeper network compared to other existing Siamese-based architectures commonly used in current state-of-the-art trackers.

An effective response map based on Self-Attention module that boosts the DensSiam tracker performance. The response map has no-local features and captures the semantic information about the target object.

The proposed architecture tackles the vanishing-gradient problem, leverages feature reuse and improves the generalization capability.

The rest of the paper is organized as follows. We first introduce related work in Section 2. Section 3 details the proposed approach. We present the experimental results in Section 4. Finally, Section 5 concludes the paper.

2 Related work

There are extensive surveys on visual object tracking in the literatures [22,30,33]. Recently, deep features have demonstrated breakthrough accuracies compared to handcrafted features. DeepSRDCF [8] uses deep features of a pretrained CNN (e.g. VGG [32]) from different layers and integrate them into a correlation filter. Visual object tracking can be modeled as a similarity learning function in an offline training phase. Siamese architecture consists of two branches, the target object branch and the search image branch. Siamese architecture takes the advantage of end-to-end learning. Consequently, the learned function can be evaluated online during tracking.

The pioneering work for object tracking is the SiamFC [4]. SiamFC has two branches, the target branch and the appearance branch, a correlation layer is used to calculate the correlation between the target patch and the candidate patches in the search image. The search image is usually larger than the target patch to calculate the similarities in a single evaluation. CFNet [37] improved SiamFC by introducing a differentiable correlation filter layer to the target branch to adapt the target model online. DSiam [12] uses a fast transfer motion to update the leaned model online. Significantly improved performance as it captures some information about the object’s context.

SINT [36] uses optical flow and formulates the visual object tracking as a verification problem within Siamese architecture, it has a better performance however, the speed dropped down from 86 to 4 frames per second. SA-Siam [13] uses two Siamese networks based on the original Siamese architecture [4]. The first network for semantic information and the other one for appearance model. This architecture supranationally improved the tracker performance as it allows the semantic information of the appearance model representation to incorporate into the response map. However these trackers use the features taken directly from CNN which processes the information in a local neighborhood. Consequently
the output features are local and do not have a lot information about the neighbourhood. Thus using convolutional layers alone is not effective to capture the generic appearance model.

3 Proposed Approach

We propose effective and efficient deep architecture for visual tracking named Densely-Siamese network (DensSiam). Fig. 3 shows the DensSiam architecture of the proposed tracker. The core idea behind this design is that, using densely blocks separated by transition layers to build up Siamese network with Self-Attention model to capture non-local features.

Fig. 1. The architecture of DensSiam tracker. The target branch has the Self-Attention model to capture the semantic information during offline training.

3.1 Densely-Siamese Architecture

DensSiam architecture consists of two branches, the target branch and the appearance branch. The target branch architecture as follows: input-ConvNet-DenseBlock-TransitionLayer-DenseBlock-TransiitionLayer-DenseBlock-TransitionLayer-DenseBlock-DenseBlock-SelfAttention.
**Dense block**: Consists of Batch Normalization (BN) [16], Rectified Linear Units (ReLU), pooling and Convolution layers, all dimensions are shown in Table 1. Each layer in dense block takes all preceding feature maps as input and concatenate them. These connections ensure that the network will preserve the information needed from all preceding feature maps and improve the information flow between layers, and thus improves the generalization capability as shown in Fig. 2. In traditional Siamese the output of $l^{th}$ layer is fed in as input to the $(l+1)^{th}$ layer we denote the output of $l^{th}$ layer as $x_l$. To formulate the information flow between layers in dense block lets assume that the input tensor is $x_0 \in \mathbb{R}^{C \times N \times D}$.

Consequently, $l^{th}$ layer receives all feature maps according to this equation:

$$x_l = H_l([x_0, x_1, ..., x_{l-1}]), \quad (1)$$

Where $H_l$ is a three consecutive operations, batch normalization, ReLU and a 3 $\times$ 3 convolution and $[x_0, x_1, ..., x_{l-1}]$ is a feature maps concatenation.

**Transition layer**: Consists of convolutional operation, average pooling and dropout [34]. Adding dropout to dense block and transition layer decreases the risk that DensSiam overfits to negative classes. DensSiam does not use padding operation since it is a fully-convolutional and padding violates this property. Consequently, the size of feature maps in dense blocks varies and can not be concatenated. Therefore, transition layers are used to match up the size of dense blocks and concatenate them properly.

### 3.2 Self-Attention Model

Attention mechanism was used in image classification [39], multi-object tracking [6], pose estimation [10] and etc. In addition to the new architecture of DensSiam and inspired by [38, 41] that use the attention mechanism in object detection, DensSiam architecture integrates the Self-Attention model to target branch as shown in Fig. 3.

Given the input tensor $x \in \mathbb{R}^{W \times H \times D}$ which is the output feature map of the target branch, Self-Attention model divides the feature map into three maps
through $1 \times 1$ convolutinal operation to capture the attention, $f(x)$ and $g(x)$ can be calculated as follows:

$$f(x) = W_f \times x,$$

$$g(x) = W_g \times x,$$

Where $W_f, W_g$ are the offline learned parameters. Attention feature map can be calculated as follows:

$$\phi = \frac{\exp(m)}{\sum_{i=1}^{N} \exp(m)},$$

Where $\phi$ is the attention map weights and $m = f(x_i)^T \times g(x_i)$. Self-Attention feature map can be calculated as follows:

$$\sum_{i=1}^{N} (\phi \times h(x_i)),$$

Where $h(x) = W_h \times x$ and $W_h$ is the offline learned parameter. We use logistic loss for both dense block and Self-Attention model to calculate the weights using Stochastic Gradient Descent (SGD) as follows:

$$l(y, v) = \log(1 + \exp(-yv)),$$

Where $v$ is the single score value of target-candidate pair and $y \in [-1, +1]$ its ground truth label. To calculate the loss function for the feature map we use the mean of the loss over the whole map as follows:

$$L(y, v) = \frac{1}{N} \sum_{n \in N} l(g[n], v[n]),$$

Finally, the search branch has the same architecture as target branch except the search branch does not have the Self-Attention model. The output of Self-Attention map and the output of the search branch are fed into correlation layer to learn the similarity function.

### 4 Experimental Results

We divided the benchmarks to two sets, the validation set which includes OTB2013, OTB2015 and the testing set which includes VOT2015, VOT2016 and VOT2017. We provide the implementation details and hyper-parameters in the next subsection.
4.1 Implementation Details

DensSiam is pre-trained offline from scratch on the video object detection dataset of the ImageNet Large Scale Visual Recognition Challenge (ILSVRC15) [29]. ILSVRC15 contains 1.3 million labelled frames in 4000 sequences and it has a wide variety of objects which contribute to the generalization of the DensSiam network.

**Network architecture.** We adopt this architecture $\text{input - ConvNet - DenseBlock}_1 - \text{TransitionLayer} - \text{DenseBlock}_2 - \text{TransitionLayer} - \text{DenseBlock}_3 - \text{DenseBlock}_4 - \text{SelfAttention}$ as shown in Table 1.

**Hyper-parameters settings.** Training is performed over 100 epochs, each with 53,200 sampled pairs. Stochastic gradient descent (SGD) is applied with momentum of 0.9 to train the network. We adopt the mini-batches of size 8 and the learning rate is annealed geometrically at each epoch from $10^{-3}$ to $10^{-8}$. We implement DensSiam in TensorFlow [1] 1.8 framework. The experiments are performed on a PC with a Xeon E5 2.20 GHz CPU and a Titan XP GPU. The testing speed of DensSiam is 60 fps.

**Tracking settings.** We adapt the scale variations by searching for the object on three scales $O^s$ where $O = 1.0375$ and $s = \{-2, 0, 2\}$. The input target image size is $127 \times 127$ and the search image size is $255 \times 255$. We use the linear interpolation to update the scale with a factor 0.764.

4.2 Comparison with the State-of-the-Arts

In this section we use VOT toolkit standard metrics [19], accuracy (A), robustness (R) and expected average overlap (EAO). Table 2 shows the comparison of DensSiam with MDNet [28], DeepSRDCF [8], EBT [43], BACF [11], EAST [15],
Table 1. Data dimensions in DensSiam.

| Layers          | Output size                      | Target branch                  | Search branch                  |
|-----------------|----------------------------------|--------------------------------|--------------------------------|
| Convolution     | Tensor (8, 61, 61, 72)           | $7 \times 7$ conv, stride 2   | $7 \times 7$ conv, stride 2   |
| DenseBlock1     | Tensor(8, 61, 61, 144)           | $[1 \times 1 	ext{ conv}] \times 2$ | $[1 \times 1 	ext{ conv}] \times 2$ |
| DenseBlock2     | Tensor(8, 30, 30, 180)           | $[3 \times 3 	ext{ conv}] \times 4$ | $[3 \times 3 	ext{ conv}] \times 4$ |
| DenseBlock3     | Tensor(8, 15, 15, 252)           | $[1 \times 1 	ext{ conv}] \times 6$ | $[1 \times 1 	ext{ conv}] \times 6$ |
| DenseBlock4     | Tensor(8, 9, 9, 128)             | $7 \times 7$ conv $\times 3$   | $7 \times 7$ conv $\times 3$   |

Table 2. Comparison with the state-of-the-art trackers including the top four non-realtime for VOT2015.

| Tracker   | A   | R   | EAO | FPS |
|-----------|-----|-----|-----|-----|
| MDNet     | 0.60| 0.69| 0.38| 1   |
| DeepSRDCF| 0.56| 1.05| 0.32| < 1 |
| EBT       | 0.47| 1.02| 0.31| 4.4 |
| SRDCF     | 0.56| 1.24| 0.2 | 5   |
| BACF      | 0.59| 1.56| –   | 35  |
| EAST      | 0.57| 1.03| 0.34| 159 |
| Staple    | 0.57| 1.39| 0.30| 80  |
| SamFC     | 0.55| 1.58| 0.29| 86  |
| DensSiam(ours) | 0.619| 1.24| 0.34| 60  |

Table 3. Comparison with the state-of-the-art trackers on VOT2016.

| Tracker   | A   | R   | EAO | FPS |
|-----------|-----|-----|-----|-----|
| ECOhc     | 0.54| 1.19| 0.32| 60  |
| Staple    | 0.54| 1.42| 0.29| 80  |
| STAPLE+   | 0.55| 1.31| 0.28| 25  |
| SiamRN    | 0.55| 1.36| 0.27| 25  |
| GCF       | 0.51| 1.57| 0.21| 25  |
| DensSiam(ours) | 0.56 | 1.08| 0.33| 60  |

Table 4. Comparison with the state-of-the-art trackers on VOT2017.

| Tracker   | A   | R   | EAO | FPS |
|-----------|-----|-----|-----|-----|
| SiamDCF   | 0.50| 0.47| 0.24| 60  |
| ECOhc     | 0.49| 0.43| 0.23| 60  |
| CSRDCF++  | 0.45| 0.37| 0.22| 25  |
| SiamFC    | 0.50| 0.58| 0.18| 86  |
| SAPKLTF   | 0.48| 0.58| 0.18| 25  |
| Staple    | 0.53| 0.68| 0.16| 80  |
| ASMS      | 0.49| 0.62| 0.16| 25  |
| DensSiam(ours) | 0.54 | 0.35| 0.25| 60  |

Staple [3] and SiamFC [4]. The four top trackers are non-realtime trackers and we still outperform them. In terms of accuracy, DensSiam is about 2% higher than MDNet while it is the best second after MDNet in terms of expected average overlap. DensSiam is the highest in terms of robustness score in real-time trackers. We also report the results of our tracker on VOT2016 and VOT2017 as
shown in Table 3 and Table 4. The comparison includes ECOhc [7], SiamFC [4], SiamDCF [40], Staple [3], CSRDCF++ [24]. DensSiam outperforms all trackers in terms of accuracy, robustness score and expected average overlap.

5 Conclusions and Future Work

This paper proposed DensSiam, a new Siamese architecture for object tracking. DensSiam uses non-local features to represent the appearance model in such a way that allows the deep feature map to be robust to appearance changes. DensSiam allows different feature levels (e.g. low level and high level features) to flow through the network layers without vanishing gradients and improves the generalization capability. The resulting tracker greatly benefits from the Densely-Siamese architecture with Self-Attention model and substantially increases the accuracy and robustness while decreasing the number of shared network parameters. The architecture of DensSiam can be extended to other tasks of computer vision such as object verification, recognition and detection since it is general Siamese framework.
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