Programmable adiabatic demagnetization for systems with trivial and topological excitations
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We propose a simple, robust protocol to prepare a low-energy state of an arbitrary Hamiltonian on a quantum computer or programmable quantum simulator. The protocol is inspired by the adiabatic demagnetization technique, used to cool solid-state systems to extremely low temperatures. A fraction of the qubits (or spins) is used to model a spin bath that is coupled to the system. By an adiabatic ramp down of a simulated Zeeman field acting on the bath spins, energy and entropy are extracted from the system. The bath spins are then measured and reset to the polarized state, and the process is repeated until convergence to a low-energy steady state is achieved. We demonstrate the protocol via application to the quantum Ising model. We study the protocol’s performance in the presence of noise and show how the information from the measurement of the bath spins can be used to monitor the cooling process. The performance of the algorithm depends on the nature of the excitations of the system; systems with non-local (topological) excitations are more difficult to cool than those with local excitations. We explore the possible mitigation of this problem by trapping topological excitations.

Ground state preparation on quantum simulators and computers is very important for the characterization of ground state properties in quantum chemistry and material science [1, 2, 3, 4]. More generally, it can also be utilized for a variety of quantum information problems [5, 6, 7]. On a quantum computer, the Hamiltonian can be digitally implemented using a sequence of unitary gates. Many approaches of ground state preparation have been proposed, including variational quantum simulation [8, 9, 10, 11, 12] and adiabatic state preparation [13, 14, 15, 16, 17]. Each of these approaches has its own challenges. For example, the performance of variational quantum simulation highly depends on the quality of the variational ansatz [18, 12]. At the same time, adiabatic state preparation is sensitive to the trajectory in Hamiltonian space connecting the initial and final Hamiltonians. It tends to fail when a phase transition separates the initial and final states. Furthermore, errors that occur during adiabatic state preparation are not intrinsically corrected and may be difficult to detect.

Recently, algorithms that mimic cooling by coupling to a simulated low-entropy bath [19, 20, 21, 22, 23, 24, 25, 26] have been proposed as alternative routes that may overcome some of these challenges. The key advantages of such cooling algorithms are that they can be run cyclically without any special requirements on initial states and do not require prior knowledge of the target ground state. Simulated cooling schemes also do not require the target state to be adiabatically connected to a product state. By construction, cooling schemes target the ground state manifold but cannot be used directly to prepare one specific state within a degenerate ground-state manifold. The latter is, however, rarely required in the context of quantum simulations. More important is another property of the algorithm. The cyclic operation provides inherent robustness to weak noise by automatically correcting some errors and removing unwanted excitations on subsequent cycles. Furthermore, in simulated cooling on a quantum computer, monitoring the bath spins during the cooling protocol can provide information on the process of approaching the system’s ground state without observing the...
system directly and may be used to identify the presence of errors. Here, we define a simple, scal-

able protocol for low-energy state preparation of an arbitrary gapped Hamiltonian on a quantum computer or programmable quantum simulator. We draw an analogy between our protocol and adiabatic demagnetization [27, 28], known from solid-state systems. For example, with nuclear adiabatic demagnetization, one can reach temperatures in the µK range [29, 30] by coupling the system to nuclear moments polarized in a large magnetic field and adiabatically ramping down the field.

Fig. 1 illustrates the cooling scheme. We consider a generic system comprised of \( N \) qubits (light blue), coupled to an additional set of \( N_{\text{bath}} \) “bath” qubits (dark blue). We take the number of bath qubits to be a fixed fraction of the number of system qubits; for simplicity, we assume \( N_{\text{bath}} = N \) throughout (i.e., one bath qubit per system qubit, as shown in Fig. 1). At the beginning of each cooling cycle, the bath spins are prepared in a fully polarized product state and subjected to a simulated Zeeman field along the polarization axis. By an adiabatic ramp down of the magnetic field, we change the energy splitting of the bath spins and activate processes that transfer energy and entropy from the system to the bath spins. After each cycle, the bath is adiabatically decoupled from the system and then reset to the polarized state. Measuring the state of the bath spins before resetting them provides information about the progress of the cooling protocol without affecting the state of the system spins and can be used to monitor the process and detect errors.

Recently, similar cooling protocols have been studied for the cases of a single bath spin [23], and many bath spins with non-local all-to-all couplings with the system qubits [20]. By considering the number of bath spins to grow as a constant fraction of the system size, with simple to-implement local couplings, we obtain a scalable approach with a cooling rate independent of system size.

We present a perturbative analysis characterizing the efficiency of our cooling scheme in the linear response regime, and numerically demonstrate its effectiveness as well as the steady states that result from cyclic operation by applying it to the one-dimensional quantum Ising model. This model hosts a paramagnetic and a ferromagnetic phase, and can be tuned to be integrable or self-thermalizing.

At suitably chosen (dual) points in the phase diagram, the paramagnetic and ferromagnetic phases host identical excitation spectra, but the natures of their excitations are qualitatively different. The low-energy excitations of the paramagnet can be approximately viewed as spin flips, which can be created and destroyed locally. In contrast, the elementary excitations of the ferromagnet are domain walls which are non-local and topological. In the bulk, domain walls can only be created and destroyed in pairs. We use these
features to illustrate how the presence of topological excitations affects the efficiency of state preparation. Importantly, we also characterize the robustness of the steady state to noise and imperfect operations within the field sweeps.

Preparing topological ground states with long-ranged entanglement on a quantum simulator is especially challenging because single topological bulk excitations cannot be removed locally. Thus, any cooling algorithm that relies on a local coupling of the system and bath spins is expected to be parametrically slower for systems with topological excitations than those with topologically trivial (i.e., local) excitations. At the same time, the presence of mobile topological excitations is highly detrimental to quantum memories and quantum simulations employing the topological nature of the system. Here, we propose and numerically demonstrate the possibility of trapping topological excitations as a way to mitigate this problem.

Protocol – Our central goal is to prepare the ground state or a low-energy state of a many-body quantum system with Hamiltonian $H_s$ realized on a programmable quantum simulator. Local operators $\hat{A}_i^a$ of the system are coupled to the bath qubits described by the spin operators $\sigma_i$, 

$$H = H_s + \sum_{i=1}^{N}[g(t)\hat{A}_i^a\sigma_i^y - B(t)\sigma_i^z],$$  

(1)

where $g(t)$ is a time-dependent system-bath coupling and $B(t)$ is the time-dependent simulated Zeeman field that acts on the bath spins.

Initially, the system is in an arbitrary state, and the bath is prepared in the fully polarized state, $|\uparrow\uparrow\uparrow\ldots\rangle$. The cooling protocol consists of $N_c$ identical cycles, where the bath effective Zeeman field $B(t)$ and system-bath coupling $g(t)$ are swept according to the schedule shown in Fig. 1b. The system-bath coupling $g(t)$ is increased linearly for $0 < t < t_1$, held constant for $t_1 < t < t_2$, and then decreased linearly back to zero for $t_2 < t < T$. Simultaneously, the magnetic field is linearly decreased from $B_f$ to $B_i$. At the end, the bath spins are measured and reset to the polarized state, and a new cycle starts.

For ideal preparation (see below for a discussion of noise/errors), the bath begins each sweep in a state with zero entropy. The gradual reduction of the magnetic field acting on the bath spins, in the presence of the system-bath coupling, causes energy and entropy to be transferred from the system into the bath. The measurement and reset of the decoupled bath at the end of the cycle remove the transferred entropy and allow to restart the cycle with a zero entropy bath. Furthermore, information from the measurements can be used to monitor and improve the cooling process, see below.

Perturbative analysis.– Assuming a small system-bath coupling $g$, we derive an analytical expression for the cooling rate $\Gamma_c(t) = -\frac{d}{dt}\langle H_s \rangle = -\langle i[H_s, H] \rangle$. Within linear response, the cooling rate at time $t$ is obtained as [31]

$$\Gamma_c = -ig(t)\int_0^t dt' g(t') \sum_i \langle \psi | [\hat{A}_i^a(t')\sigma_i^y(t'), \hat{A}_i^a(t')\sigma_i^y(t')] | \psi \rangle,$$

(2)

with $\hat{A}_i^a(t) = i[H_s, \hat{A}_i^a(t)]$. All time-dependent operators are evaluated in an interaction picture using $H(t)$ at $g = 0$ as the generator of dynamics. In Eq. (2), $|\psi\rangle$ is the state of the system at the beginning of the cooling cycle, where system and polarized bath spins decouple. If $H_s$ is a generic (non-integrable) interacting many-particle system with an equilibration time short compared to $T$, the initial state can approximately be described by a thermal state with a temperature that is reduced in each step of the cooling cycle.

In the supplementary material [31], we analyze the integral in Eq. (2) for a time-dependent $B(t)$. For slow changes of $g(t)$ and $B(t)$, one can use a stationary phase approximation to perform the integral, where the result for self-equilibrating systems simplifies to

$$\frac{\Gamma_c}{N} \approx -4\pi g(t)^2 \int d\omega [1 + n_B(\omega)]\omega \chi''(\omega)\delta(\omega + 2B(t)),$$

(3)
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where $n_B(\omega)$ is the Bose function and $\chi^\prime\prime_i(\omega) = \frac{1}{N} \sum \chi^\prime\prime_{\sigma,i}(\omega)$ is the imaginary part of the local, retarded $\hat{A}_i^\dagger$ susceptibility averaged over $i$, with $\chi_{s,i}(t) = i\theta(t)[\{\hat{A}_i^\dagger(t), \hat{A}_i(0)\}]$. Both $n_B(\omega)$ and $\chi_{s,i}$ are evaluated for a thermal state at the effective temperature of the system.

Equation (3) shows that energy is mainly extracted via resonant processes, which occur when the bath spins’ energy splitting $2B(t)$ matches an excitation energy in the system. Thus, as $B(t)$ is ramped down during each sweep, high-energy and then lower-energy excitations are removed from the system. The total energy extracted in one sweep, $\int_0^T dt \Gamma_c$, can be evaluated by replacing the time integral with an integral over the ramping field $B(t)$, $\int dt = \int \frac{dB}{B}$. Thus, the extracted energy is is proportional to $g^2/B \propto g^2T$, for large sweep durations $T$. In deriving Eq. (3), we assumed that the sweep time $T$ is long compared with the self-thermalization time of the system and that the coupling is weak such that less than one spin flip occurs per spin per field sweep. In the supplementary material [31], we furthermore show that one can efficiently extract energy even for relatively fast sweep rates (or, equivalently, short time scales $T$) set by the bandwidth and gap of the system.

While the perturbative analysis given above relies on the small-$g$ limit, the cooling protocol itself does not require $g(t)$ to be small. The only requirement is that the time dependence of the Hamiltonian is adiabatic (in the thermodynamic sense). To improve the cooling rate, it is therefore useful to choose $g$ as large as possible while staying in the adiabatic regime (keeping the overall time duration $T$ fixed). Thus, one should also avoid regimes where the coupling $g$ induces a phase transition in the coupled system-bath Hamiltonian, (1).

**Numerical analysis:** We exemplify our protocol via an application to the one-dimensional quantum Ising model:

$$H_s = -\sum_i J s_i^z s_{i+1}^z - \sum_i (h_x s_i^x + h_z s_i^z),$$

with an exchange coupling $J$, transverse field $h_x$ and longitudinal field $h_z$. The latter can be used to make the model non-integrable. We use periodic boundary conditions unless specified otherwise. Each bath spin $\sigma_i$ is coupled to the local degree of freedom of the system $\hat{A}_i^\dagger = s_i^y$.

To simulate the cooling protocol in the presence of noise, we use the stochastic Schrödinger equation. The time-evolution operator is approximated using the 2nd order Suzuki-Trotter decomposition $U = \prod_n U_n$, where $n$ labels the Trotter time step (of duration $\Delta \tau$), and

$$U_n = e^{-i\frac{\Delta \tau}{2} H_Z(t_n)} e^{-i\Delta \tau H_Y(t_n)} e^{-i\Delta \tau H_X(t_n)} e^{-i\frac{\Delta \tau}{2} H_Z(t_n)}.$$  

Here $H_{X,Y,Z}$ are the terms in the Hamiltonian that contain the $X$, $Y$, or $Z$ components of both the system spins and the bath spins. For each spin, we randomly apply one of the Pauli operators after the first unitary $U(H_Z)$ and the third unitary $U(H_Y)$ of each Trotter step with probability $p_{\text{err}}$, thus realizing depolarizing noise. For our implementation, we choose $\Delta \tau = 0.06$ to approximate a continuous time evolution, which can be realized experimentally, e.g., on a quantum simulator based on Rydberg atoms. For implementation on a digital quantum computer, one would instead choose larger $\Delta \tau$ to reduce the number of gate operations.

After the end of a sweep, consisting of $N_\tau$ Suzuki-Trotter steps, a projective measurement of all bath spins is performed, leaving the system in a pure state. The bath spins are then reset back to the fully polarized state. The measurement results are useful for monitoring the cooling progress, see below.

In Fig. 2, we show the expectation value of the system energy relative to its ground state energy value $E_0$, $E - E_0$, and the ground state fidelity of the system at the end of each cycle for a single trajectory, as a function of the cycle index, both (a) without and (b) with noise. In the upper panel, we display a vertical gray line to mark the cycles where, after measuring the bath spins, at least one spin is found to have flipped. The system and bath include $N = 8$ spins each. All other parameters are specified in the caption of Fig. 2.

Without noise ($p_{\text{err}} = 0$), Fig. 2a, $E - E_0$ drops below the energy gap of the system (horizontal dashed line) already after 3-4 cycles. The fidelity takes about 20 cycles to saturate to a value close to 1. Occasionally, the fidelity suddenly decreases due to the combination of Trotter and/or adiabatic errors and the inherent randomness coming from the measurement of the bath spins. Each of these jumps is accompanied by at least one
flipped bath spin (vertical lines); the observation of flipped bath spins thus heralds the presence of errors and can be used to increase the fidelity of the prepared state via (post) selection.

The outcomes of the bath spin measurements can be used both as an effective thermometer for the system and as a stopping criterion of the protocol. The bath spins should remain fully polarized at the end of each sweep once the system has reached the ground state for a perfect adiabatic process and in an ideal setting without errors. Therefore, if the bath spins remain fully polarized over several consecutive cycles, we can conclude that the system’s ground state has been reached with high confidence. In the presence of noise, we can still enhance the protocol’s performance by using a similar criterion.

To demonstrate the protocol’s robustness to errors, in Fig. 2b we show results for a trajectory with an imposed error rate of $p_{\text{err}} = 10^{-4}$ per spin (corresponding to an average number $\eta_e = 2 \cdot 10^{-2}$ of errors per sweep per spin). Although jumps of energy and ground state fidelity occur more frequently than in the case without errors, the cooling protocol is still able to recover after noise events, with the average number of excitations remaining below 1 in the steady state.

To explore how our cooling protocol performs on systems with and without topological excitations (domain walls), in Fig. 3, we plot the energy density $e = (E - E_0)/E_0$ averaged over $N_{\text{init}} = 1000$ trajectories, as a function of the noise rate in the ferromagnetic (red squares) and paramagnetic (blue circles) regimes. For small noise levels, $e$ in the steady state is linear in the noise rate with a slight offset due to finite sweep rates and Trotter errors. As shown in the zoom-in in panel (b), for noise levels below 0.02 and 0.05 for the ferro- and paramagnetic cases, respectively, less than one excitation remains in our 8-site system. We also show that in this regime, $e$ can be further reduced by about 20%-50% by post-selection (empty symbols): the cooling protocol was stopped if, in 5 consecutive sweeps, no spin-flip of bath spins was measured.

While our numerical simulations are limited to small systems, we can obtain a qualitative characterization of the performance of cooling protocols in the presence of noise from a simple rate equation for the density of excitations $n = N_{\text{ex}}/V$ (where $N_{\text{ex}}$ is the number of excitations, and $V$ is the system’s volume),

$$\partial_t n = \Gamma_{\text{noise}} - \gamma_c n^M. \quad (6)$$

The first term on the right-hand side describes the creation of excitations with a rate $\Gamma_{\text{noise}}$, which is linear in the error rate. The second term encodes cooling via a mechanism where $M$ adjacent point-like excitations are removed simultaneously. Crucially, while certain types of local excitations can be removed one at a time ($M = 1$), topological excitations can only be removed as pairs or higher-order clusters ($M > 1$).
Figure 3: $(E - E_0)/E_0$ as a function of the average number of errors $\eta_e$: (a) The ferromagnetic case ($J = 1, h_x = 0.5, h_z = 0$) is shown in red squares, the paramagnetic case ($J = 0.5, h_x = 1, h_z = 0$) in blue dots, and the non integrable case ($J = 0.4, h_x = 0.5, h_z = 0.8$) in orange triangles. Within the grey shaded area, the energy is below the lowest excitation gap $\Delta$. (b) For small noise levels, post-selection (empty red squares: FM, empty blue circles: PM) improves the outcome of the protocol, i.e., it lowers the energy of the system. See text for the description of the post-selection protocol. (Parameters: $N_x = 8, N_y = 101, N_z = 100, N_{init} = 1000, T = 6, B_i = 5, B_f = 0.7, g_0 = 0.5$).

We note that values of $M > 1$ may also characterize topologically-trivial excitations: for example, the annihilation of particle and hole excitations in a semiconductor is an $M = 2$ process, while bound excitons can be removed individually, $M = 1$. In the steady state, the excitation density is thus given by

$$n = (\Gamma_{\text{noise}}/\gamma_c)^{1/M}. \quad (7)$$

Cooling is most effective when single excitations can be removed by the coupling to the bath, i.e., $M = 1$. $M = 1$ is the case in the paramagnetic phase. In contrast, the excitations in the ferromagnetic phase are domain walls, which are non-local objects and can only be removed in pairs, i.e., $M = 2$.

The model in Eq. (6) describes the cooling process in the thermodynamic limit. In a finite size, $d$-dimensional system with very small $n$, the probability that $M$ excitations are close to each other is proportional to $1/V^{M-1}$, where $V$ is the volume of the system. Thus in the limit $\Gamma_{\text{noise}} \to 0$, when $n \ll M/V$, we expect

$$n \sim \frac{\Gamma_{\text{noise}}}{\gamma_c} V^{M-1}. \quad (8)$$

We test this within our model by comparing it with results for the transverse field Ising model at dual points in the ferromagnetic and paramagnetic phases. The elementary excitations of the ferromagnet are domain walls which, for periodic boundary conditions, can only be created and annihilated in pairs, $M = 2$, while $M = 1$ for the paramagnet. Therefore, we choose a parameter set where the numerical values of $J$ and $h_x$ are exchanged. Using the self-duality of the transverse field Ising model ensures that the dispersion of the elementary excitations is identical in the two cases. Using the heuristic that in a gapped system the energy density is roughly linear in the number of excitations, we estimate $n$ by $e$. Fig. 3b demonstrates that the energy density $e$ is linear in the noise rate in the limit of small noise for both cases. In Fig. 4, we show that the dependence of $e$ on the system size is consistent with Eq. (8): the excitation density in the paramagnetic phase ($M = 1$) is nearly independent of system size, while for the ferromagnetic phase ($M = 2$), $e$ grows linearly with system size. While in Fig. 3 results for two dual integrable model are shown, we find that the cooling protocol shows a similar performance for non-integrable models, see supplementary material [31].

Our results highlight the fact that it is generally difficult to remove topological excitations.
We now discuss a way to partially mitigate this problem. Instead of removing the topological excitations, they can be localized in specially designed “traps,” thus reducing the number of free (mobile) excitations. For trapping, one has to transfer a mobile high-energy excitation to a low-energy state at a trapping site. As the number of topological excitations is not changed in this process, this can be accomplished by our cooling protocol, transferring the excess energy to the bath spins.

In the ferromagnetic case, a domain wall can be bound to a specific bond by setting the exchange coupling on that bond to $J_{\text{trap}} < J$. In Fig. 5, we show the effect of such a trap on a system with open boundary conditions. The left panels show the expectation value $\langle s_i^zs_{i+1}^z \rangle$ for each bond at the end of each cycle. Initially, the system is in a highly excited state. After a few cycles, $\langle s_i^zs_{i+1}^z \rangle \approx 1$ on all bonds. If there is no trap, the value of $\langle s_i^zs_{i+1}^z \rangle$ is reduced for the noisy system [Fig. 5(b)] compared with its value for the noiseless system [Fig. 5(a)]. The smooth profile of $\langle s_i^zs_{i+1}^z \rangle$ in space indicates that domain walls are delocalized across the chain. As shown in Figs. 5(c) and (d), when we create a trap in the middle of the chain, a domain wall tends to be localized at that spot. While creating a trap changes the Hamiltonian and locally lowers the gap, the localization in trapping sites can be a very efficient method to remove mobile excitations.

To further characterize the steady states reached by our protocol, in Fig. 6, we plot the populations of the system’s energy levels for several values of the noise rate. Here, periodic boundary conditions are used. While our protocol produces non-equilibrium states, in the paramagnetic phase, we observe a roughly thermal distribution (i.e., the probability decreases exponentially with energy), even when the unperturbed system is integrable. In the ferromagnetic phase, however, there is a striking deviation from a thermal distribution: Fig. 6c shows jumps in the distribution function. The difficulty of eliminating domain walls can explain these jumps: the system equilibrates in distinct sectors with 0, 2, and 4 domain walls present.

Conclusion: We have presented a scalable protocol to prepare low-energy states of an arbitrary Hamiltonian on a quantum computer or programmable analog quantum simulator. The protocol produces a steady state that approaches the ground state in the low noise limit, assuming that adiabatic and Trotter errors can be controlled. The protocol involves measuring and resetting the bath spins at each cycle. This non-unitary element of the cooling protocol is crucial as it effectively extracts entropy, disentangles bath and system, and allows to repeat the cycle again and again. While the algorithm also works if one replaces the combination of measurement

Figure 4: Energy density $(E - E_0)/E_0$ as a function system size for (a) the paramagnetic case and (b) the ferromagnetic case and for an average number of errors $\eta_e = 0, 2 \cdot 10^{-3}, 10^{-2}$ and $2 \cdot 10^{-2}$ per sweep and spin (light to dark). In the shaded grey area the average energy is below the system’s gap. In the paramagnetic phase, the energy density grows with $\eta_e$ but not with system size, whereas in the ferromagnetic phase the energy density grows approximately linearly with system size. The slope of the energy density vs. system size increases with increasing $\eta_e$. The observed behavior is consistent with the prediction of the rate equation model, Eqs. (6) and (8). Parameters are the same as in Fig. 3.
and reset by only a reset of bath spins, one can use the measurement results to gain information about the state of the system without collapsing it. Cooling is successful when fewer and fewer bath spins are flipped on successive cycles. Furthermore, by conditioning the termination of the protocol on measurement outcomes, one can improve the fidelity of the prepared state.

Systems with topological excitations are inherently more difficult to cool, as such excitations can only be removed when more than one excitation is present near a given position. Interestingly, this property offers a possibility to identify the presence of topological order within our protocol. In general, topological order is notoriously difficult to detect. Within our algorithm, one can measure the efficiency of the cooling process: if the number of excitations is non-linear in the noise level \[ M \geq 2 \] in Eq. (7), this indicates that excitations cannot be created and destroyed locally. Thus, one may use measurements of “coolability” in a quantum simulation experiment to detect topological phases.

It is interesting to compare the performance of our programmable cooling algorithm to adiabatic state preparation [13, 14, 15, 16, 17] in the presence of a finite noise rate \( \Gamma_{\text{noise}} \). Here we assume that the ground state of the target Hamiltonian \( H_t \) is separated by a quantum phase transition from the initial state, assumed to be the ground state of a Hamiltonian \( H_i \). In the presence of noise, one has to optimize the duration \( T \) of the adiabatic state preparation protocol, where one slowly changes the Hamiltonian from \( H_i \) to \( H_t \). For longer \( T \), less excitations are created via the Kibble-Zurek mechanism [32, 33] when crossing the phase transition, but more defects arise due to the finite noise rate, an effect which has previously been called anti-Kibble-Zurek behavior [34, 35]. Optimizing for \( T \) and using the Kibble-Zurek formula applied to quantum phase transitions [36, 37, 38], one obtains [35] that point-like defects occur at the density

\[
 n \sim \min_\Gamma \left[ \Gamma_{\text{noise}} T + \frac{c}{T^{\nu z}} \right] \sim \Gamma_{\text{noise}}^{1/\nu z} \nu^{\nu z} 
\]

where \( \nu \) and \( z \) are the correlation length and dynamical critical exponent of the quantum critical point in spatial dimension \( d \) and \( c \) some non-universal constant. Comparing this to programmable cooling, Eq. (7), we find that when preparing a trivial phase, \( M = 1 \), our cooling algorithm will always outperform adiabatic state preparation in the small \( \Gamma_{\text{noise}} \) limit. For the preparation of a topological phase where defects can only be annihilated in pairs, the adiabatic state preparation is more efficient than cooling.

Figure 5: Bond correlation function \( \langle s_i^z s_{i+1}^z \rangle \) for the ferromagnetic case \( (J = 1, h_x = 0.5, h_z = 0) \) with open boundary conditions with no noise (left) and an average number of errors of \( \eta_h = 2 \times 10^{-2} \) per sweep and spin (right). There is no trap for data in panel (a) and (b). For panel (c) and (d) the trap is implemented by an decreased \( J \) coupling \( J_{\text{trap}} = 0.33J \) between the 4th and 5th spin. Parameters: \( N_s = 8, N_t = 101, N_c = 100, N_{\text{init}} = 1000, T = 6, B_i = 5, B_f = 0.7, g_0 = 0.5 \).
Figure 6: Occupation of system energy eigenstates for noise rates $\eta_e=0, 0.02, 0.2, 2$ per sweep and spin (dark to light) for (a) the paramagnetic ($J=0.5, h_x=1, h_z=0$), (b) the non-integrable ($J=1, h_x=1, h_z=0.2$) and (c) the ferromagnetic case ($J=1, h_x=0.5, h_z=0$). The distribution is obtained by averaging over noise configurations and measurement outcomes. Parameters: $N_s=8, N_r=101, N_{init}=1000, T=6, B_i=5, B_f=0.7, g_0=0.5$.

only for

$$\nu > \frac{1}{d-z}, \quad M=2.$$  \hspace{1cm} (10)

For state preparation in low-dimensional systems, $d=1$ or $d=2$, programmable cooling appears to be generically the better option. For example, $\nu \approx 0.63$ is much smaller than $1/(d-z)$ for quantum critical points in the Ising universality class in $d=2$ where $z=1$. In three dimensions, $\nu = 1/2$, $z=1$, the formulas given above cannot decide whether cooling or adiabatic state preparation are more efficient as they both predict $n \sim \Gamma_{\text{noise}}^{1/2}$, possibly with logarithmic corrections.

The arguments given above do not take into account that both the cooling algorithm and adiabatic state preparation can be further optimized [39, 40]. For example, if the location of the phase transition is known, one can slow down the adiabatic state preparation protocol close to the critical point in such a way that defects are created with a density proportional to $1/T^{d/z}$ [39]. After optimization with respect to $T$, this results in a defect density $n \sim \Gamma_{\text{noise}}^{d/(d+z)}$. While this is still worse than the cooling protocol of trivial states, $n \sim \Gamma_{\text{noise}}$ for $M=1$, it may outperform in $d>1$ a cooling scheme for topological states, $n \sim \Gamma_{\text{noise}}^{1/2}$ for $M=2$.

Due to its relative robustness to errors, our cooling protocol can be implemented, tested, and optimized directly on present-day quantum hardware consisting of only a few qubits. Therefore, we expect that our cooling protocol will prove useful in future quantum computers which can simulate complex Hamiltonians with unknown ground states and excitations.

Data availability: We note that data underlying the figures presented in this work can be retrieved at the zenodo [41].
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A Cooling rate in the perturbative regime

Here, we derive the cooling rate in the small coupling \( g \) limit, i.e., we calculate the derivative of the expectation value of the system Hamiltonian \( H_s \),

\[
\langle \hat{H}_s \rangle = i \langle \psi(t) | [H_c, H_s] | \psi(t) \rangle,
\]

(11)

where \( H_c = g(t) \sum_{i=1}^{N} \hat{A}_i^2 \sigma_y^i \) describes the coupling between the system and the bath. The local degrees of freedom of the system, \( \hat{A}_i^2 \), are coupled to \( N \) bath spins described by the spin operators \( \sigma_j \). In the interaction picture, we can use perturbation theory to find the wave function \( |\psi(t)\rangle = U_f(t)|\psi(0)\rangle \) of the system and bath for small \( g(t) \) by expanding the time evolution operator \( U_f(t) \) up to first order in \( g(t) \):

\[
U_f(t, 0) \approx 1 - i \int_0^t H_c(t') dt'.
\]

(12)

With this expansion, we can simplify Eq. (11) up to 2nd order in \( g(t) \) to

\[
\langle \hat{H}_s \rangle \approx g(t) \int_0^t dt' \langle \psi(0) | [\hat{A}_i^2(t') \sigma_y^i(t), H_s, H_c(t')] | \psi(0) \rangle
\]

\[
= -ig(t) \int_0^t dt' g(t') \sum_j \langle \hat{A}_j^2(t') \hat{A}_j^2(t) \rangle \langle \sigma_y^j(t') \sigma_y^j(t) \rangle + \text{c.c.},
\]

(13)

where we used that \( i \langle \psi(0) | [H_c, H_s] | \psi(0) \rangle = 0 \) and that spin and bath are initially not entangled.

In the following, we will calculate the cooling rate per site \( \langle \hat{H}_s \rangle / N \) with the system contribution \( \Sigma_s(t, t') = \langle \hat{A}_i^2(t') \hat{A}_i^2(t) \rangle \) and the bath contribution \( \Sigma_B(t, t') = \langle \sigma_y(t') \sigma_y(t) \rangle \), where \( N \) is the number of system spins.

We assume that the system is thermalizing and we can use the fluctuation-dissipation theorem to calculate the correlation function

\[
\Sigma_s(\omega) = 2i\omega(1 + n_B(\omega))\chi''_s(\omega),
\]

(14)

where \( \chi''_s(\omega) \) is the imaginary part of the local \( \hat{A}_i^2 \) susceptibility of our system and \( n_B(\omega) \) is the Bose function.

To further evaluate Eq. (13), we need to calculate for the bath spins \( \sigma_y(t) = e^{i \int H_b(t') dt'} \sigma_y^j e^{-i \int H_b(t') dt'} \), where \( H_b = -B(t) \sum_i \sigma_z^i \) is the bath Hamiltonian and \( \theta_B(t) = -\int_0^t B(t') dt' \).

Direct evaluation of the exponentials yields

\[
\sigma_y^j(t) = \sin(2\theta_B(t)) \sigma_z^j + \cos(2\theta_B(t)) \sigma_y^j.
\]

(15)

Using that initially the bath spins are polarized in the \( +\hat{z} \) direction, we obtain

\[
\langle \sigma_y^j(t') \sigma_y^j(t) \rangle = e^{2i(\theta_B(t') - \theta_B(t))}
\]

(16)

Inserting Eq. (14) and (16) into Eq.(13), we find the cooling rate per site as

\[
\frac{\langle \hat{H}_s \rangle}{N} = 2 \int d\omega \omega(1 + n_B(\omega))\chi''_s(\omega) g(t) \int_0^t dt' g(t') e^{2i(\theta_B(t') - \theta_B(t))} e^{+i\omega(t-t')} + \text{c.c.}
\]

(17)

Integrating the second line of this expression over time allows to calculate how much energy is extracted from a mode with frequency \( \omega \) during a cooling cycle:

\[
\Delta_c(T, \omega) = \int_0^T dt' g(t') \int_0^t dt'' g(t'') e^{2i(\theta_B(t'') - \theta_B(t'))} e^{+i\omega(t-t')} + \text{c.c.}
\]

(18)
In our protocol, we sweep the magnetic field linearly down, \(B(t) = B_i - \Gamma_B t\), such that \(\partial_t B(t) = \Gamma_B\).

In the adiabatic limit of a small sweep rate \(\Gamma_B\) one can evaluate Eq. (18) analytically using a stationary phase approximation for the two time integrals. The main contribution comes for \(t \approx t^*\) close to \(t^*\) with \(\omega = -2B(t^*)\), i.e., when the magnetic field is at resonance with the frequency \(\omega\) (the factor 2 arises as the energy \(2B\) is needed for a spin-flip of a bath spin). Using a Taylor expansion of second order around that point we obtain:

\[
\frac{\Delta_c(T, \omega)}{g(t^*)^2} \approx \int_0^T dt \int_0^t dt' e^{-i((t-t')^2+(t'-t^*)^2)\Gamma_B} + c.c.
\]

\[
= \int_0^T dt \int_0^T dt' e^{-i((t-t^*)^2+(t'-t^*)^2)\Gamma_B}
\]

\[
\approx \frac{\pi}{\Gamma_B} \text{ for } \Gamma_B \to 0, \; t^* < T,
\]

where we used, that \(t^*\) and \(T\) scale with \(1/\Gamma_B\). Finally, we arrive at

\[
\Delta_c(T, \omega) \approx g(t^*)^2 \frac{\pi}{\Gamma_B} \left(1 - \theta(\omega + 2B(T))\right). \tag{21}
\]

Figure 7 compares the approximate expression in Eq. (21) with the result of direct numerical integration, and shows that the Heaviside function is indeed a good approximation. Finally, we can calculate \(\Sigma(t, \omega)\) by taking the derivative of \(A(t, \omega)\)

\[
\Sigma(t, \omega) = \partial_t A(t, \omega) = 2\pi g(t^*)^2 \delta(\omega + 2B(t)) \tag{22}
\]
In the end, we arrive at cooling rate per site

$$\frac{\langle H_s \rangle}{N} \approx 4\pi g(t)^2 \int d\omega \delta(\omega + 2B(t))\omega(1 + n_B(\omega))\chi_s''(\omega), \quad (23)$$

where we inserted the bath contribution in the stationary phase approximation, Eq. (22), into Eq. (17) for the cooling rate. The equation, equivalent to Eq. (3) of the main text, shows that the energy of a mode with frequency $\omega$ is extracted most efficiently when the resonant condition $\omega = -2B(t)$ is met. This is rigorously valid only in the adiabatic limit.

Instead of using the adiabatic approximation, we can also investigate directly $\Delta_c(T, \omega)$ numerically to explore how efficient one can extract energy using more rapid sweeps of the magnetic field. In Fig. 8 we plot $\Delta_s(T, \omega) = \Delta_c(T, \omega) - \Delta_c(T, -\omega)$ as a function of the duration $T$ of a cooling cycle. This combination takes into account that both cooling (removal of $\omega$) and heating (addition of $\omega$) processes occur via a mode with frequency $\omega$. The relative weight of processes with $\omega$ and $-\omega$ depends via the $n_B(\omega)$ term in Eq. (17) on the temperature of the system; for the plot we consider the case where the temperature is much larger than $\omega$, $n_B(\omega) \approx \frac{T}{\omega} \approx -n_B(-\omega)$. Therefore $\Delta_c(T, \omega)$ and $\Delta_c(T, -\omega)$ contribute with the same weight in this case.

In the figure, we normalize $\Delta_s$ to the value obtained via an adiabatic approximation, $\Delta_s^A = \frac{\pi g(t)^2}{B}$, see Eq. (20). For a very short cooling-cycle duration $T$, energy extraction is not efficient and strongly suppressed. For very large $T$ one recover the result from the adiabatic approximation. For intermediate $T$ the extracted energy depends on details of the sweeping protocol and the frequency $\omega$ but in general an efficient energy extraction is already possible for remarkably short $T$.

B Cooling rate for small densities of bath spins

In our study, we mainly focus on the case where the numbers of system and bath spins are equal. However, on small quantum devices one may also run the same algorithm for a much smaller number of bath spins. In this section, we discuss how the cooling rate depends on the ratio $f = \frac{N_{\text{bath}}}{N_{\text{system}}}$ of bath and system spins in the small-$f$ limit.

In this limit, the bath spins are far apart and one has to investigate whether the bottleneck for cooling is given by the bath spins or by the transport of energy to the location of the spins. In the small-$g$ limit analyzed above, the bottleneck is the coupling to the bath spins and thus the cooling rate is simply proportional to $f$, $\Gamma_c \propto f$.

For finite $g$ and in one-dimensional systems, the bottleneck for cooling for small $f$ is the transport of energy to the site where the bath spin is located over distances of order $1/f$. For example, if the heat transport is diffusive (assuming that the system is non-integrable with a mean-free path small compared to $1/f$), then the time scale needed to cool spins far from the bath site scales with $1/f^2$. Thus, we expect that $\Gamma_c \propto f^2$ in the limit $f \to 0$ at finite $g$. A closely related result can be found in Ref. [24], where the cooling power of a single link between a system-chain and a bath-chain has been investigated.

In higher dimension, the distance of equally spaced bath spins is proportional to $(1/f)^{1/d}$. In dimensions $d > 2$, the bottleneck is not the transport of energy to the bath site (which occurs on the time-scale $1/f^2(d)$) but simply the fact that there are only very few cooling sites, resulting in $\Gamma_c \sim f$. In $d = 2$, one obtains from the same argument also $\Gamma_c \sim f$ (with possible logarithmic corrections) independent of whether the bottleneck for cooling is given by the diffusion of energy or by the low density of cooling sites.

C Non-integrable models

In Fig. 3 of the main text, we focus on the comparison between the paramagnetic and ferromagnetic phase using two ‘dual’ versions of the transverse field Ising model. This model is, however, special as
it is (in the absence of coupling to the bath spins and to noise) integrable and can be solved exactly using fermionization.

To confirm that we obtain a similar performance of our cooling protocol, we show in this section also results for the final-state energy density as function of noise rate for three non-integrable models.

In Fig. 9a, we use a longitudinal field to break integrability, in Fig. 9b and c we consider the model

$$H_s = -\sum_i (J_s^z s_{i+1}^z + J_x s_i^x s_{i+1}^x) - \sum_i h_x s_i^x. \tag{24}$$

Compared to the model of Eq. (4) in the main text, we have added an extra integrability breaking interaction of strength $J_x$.

A comparison of Fig. 9 to Fig. 3 in the main text shows that qualitatively similar cooling efficiencies are obtained. Furthermore, Fig. 6 in the main text also shows that the non-integrable model shown in panel b has a similar energy distribution compared to the integrable cases, a and c.