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Abstract—Outdoor acoustic event detection is an exciting research field but challenged by the need for complex algorithms and deep learning techniques, typically requiring many computational, memory, and energy resources. These challenges discourage IoT implementations, where an efficient use of resources is required. However, current embedded technologies and microcontrollers have increased their capabilities without penalizing energy efficiency. This paper addresses the application of sound event detection at the very edge, by optimizing deep learning techniques on resource-constrained embedded platforms for the IoT. The contribution is two-fold: firstly, a two-stage student-teacher approach is presented to make state-of-the-art neural networks for sound event detection fit on current microcontrollers; secondly, we test our approach on an ARM Cortex M4, particularly focusing on issues related to 8-bits quantization. Our embedded implementation can achieve 68% accuracy in recognition on Urbansound8k, not far from state-of-the-art performance, with an inference time of 125 ms for each second of the audio stream, and power consumption of 5.5 mW in just 34.3 kB of RAM.
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I. INTRODUCTION

INTERNET of Things (IoT) applications require a large number of heterogeneous devices to be distributed in a certain environment. Each of them can potentially generate a large amount of data to be sent via wireless transmission, affecting the energy autonomy and lifetime of devices. In addition, privacy issues increase. One successful approach is distributing the computation at the edge, i.e. performing local pre-processing, but also advanced processing (e.g. machine learning, classification), directly on the wireless node, at “the thing” level [1], [2]. Thanks to recent improvements in embedded technology, computationally powerful microcontrollers with consumption in the range of mW enables Artificial Intelligence (AI) at the edge.

This reduces the amount of data transmitted, avoiding flooding an enormous quantity of raw data at the cloud level, and the related power consumption.

Sound Event Detection (SED) is an example of IoT application where this approach can make a difference. In fact, since we are interested in events and not in raw data, a near-sensor processing approach is opportune. SED, as well as acoustic scene recognition, can benefit from understanding events locally where they happen both in terms of privacy [3] and reaction time, which can be kept in the range of ms. More than this, device lifetime can be guaranteed up to several years of operation, when energy harvesting is applied and the transmission is limited to few bytes. However, SED is a rather challenging task, especially when applied in outdoor contexts. After some pioneering efforts [4]–[6], which have not led to established solutions, recent progresses in deep learning and the release of sound event datasets and challenges like UrbanSound8K [7], AudioSet [8], ESC50 [9] and DCASE [10], [11] have reawakened interest in these applications, considerably improving the performance and paving the way to further developments. Nevertheless, advances in terms of accuracy and robustness of current acoustic event detection algorithms are achieved by using large neural networks, which are increasingly hungry in terms of computational power and memory. This prevents the development of applications for distributed monitoring in public spaces, which require a pervasive network of energy neutral devices composed of cheap, low-power, low-complexity platforms. An attractive way to reduce the network complexity while preserving as much as possible its generalization capabilities is through Knowledge Distillation (KD) [12]. Taking advantage of the redundancy that characterizes large networks [13], KD allows training small networks capable of mimicking large ones.

Going from state-of-the-art neural models to actual implementation on an IoT device involves multiple stages, as depicted in Fig. 1. In our previous publication [14], we presented a KD approach to compress a SED classifier composed of the publicly available VGGish feature extractor [15] and a recurrent classifier. Differently from common applications of KD, aimed at improving performance or at achieving limited reductions of the model dimensions, we obtained very high compression factors, reducing the network size from approximately 70 million parameters to nearly 20 thousand. These results paved the way to the effective use of deep neural networks on a low-power microcontroller to enable SED.
In this paper, we focus in particular on i) a preliminary analysis of the computational and memory requirements to understand what kind of models can be afforded by a given class of microcontrollers; ii) the quantization of the network parameters and the activations, presenting two different strategies to select for each layer the best fixed-point representation; iii) an implementation of the reduced network on a microcontroller with resources typical of an IoT end-node, building upon the network reduction strategies presented in [14] and iv) the evaluation of the accuracy of the actual implementation. In addition, we present an improvement of the KD approach presented in [14]. Distillation is performed in two stages where adaptation of the VGGish pre-trained feature extraction to the in-domain data is separated from the actual parameter distillation, leading to a further improvement of the classification accuracy.

II. RELATED WORKS

Nowadays, deep neural networks are state-of-the-art for many classification tasks, like image classification and speech recognition. The trend is to use networks of continuously increasing size and complexity because they generalize better than shallower ones [16]. As a consequence, the most recent and advanced solutions may be not practical if limited computational resources are available, as in the case of IoT application contexts.

In fact, IoT nodes can be used as simple sensing devices, transmitting all the information directly to the cloud ([17], [18]). Nevertheless, this transmission is usually expensive from an energy point of view; thus, processing data locally on the node can be preferred, especially when the throughput is considerably high (e.g., audio, inertial movement unit, video). Therefore, in those IoT-related scenarios, reducing the network complexity and preserving as much as possible of its generalization capability is of significant interest. Fortunately, technology comes in to help, since the microcontrollers available nowadays are low-cost, energy-efficient processing units with average computation capability that allows non-trivial processing on board. Nevertheless, these systems still have some severe limitations, for example, in terms of memory limited to up to hundreds of kB).

Enabling advanced machine learning on IoT nodes is, therefore, of great interest and is becoming an attractive research topic for a variety of digital signal processing applications.

One way to achieve edge deep learning is by employing non-commercial platforms optimized for neural networks. As an example, the authors of [19] use a dedicated processing platform with state-of-the-art energy efficiency for an ultra-low-power deep-learning-powered autonomous nano-drone. In this way, no particular efforts are required in the network design thanks to the capabilities of the device. Processing time and memory footprint are further reduced by properly quantizing the network. Quantization is also relevant in [20] where, in combination with the use of the CMSIS-NN library, an embedded-C framework for neural network developed for Cortex M4-M7 based microcontrollers [21], it allows a rapid and low-power classification of thermal images. However, the neural architecture is rather small (three-layer Convolutional Neural Network (CNN)), and the resolution of the thermal images is shallow ($8 \times 8$).

In the previous examples, either the device has adequate resources or the feature dimensionality is very small; thus, a deep learning algorithm can run on the embedded platform. The improvement obtained via quantization is somehow “imposed” by the fixed point representation typical of an efficient microcontroller. However, for other classification tasks, in particular those involving the processing of audio streams, the approaches presented above are not practicable. The reason is that extensive neural networks, as well as feature vectors, are employed in state-of-the-art solutions.

Keyword spotting is another field of interest that requires always-on smart devices near-to-the speaker and thus calls for energy-efficient embedded systems with on-board recognition capabilities. A common strategy is to design and implement small networks, expressly fitted to the hardware capacity, that can be trained from scratch and implemented on low-power low-cost microcontrollers. [22] shows the superiority of CNN compared to fully connected deep neural networks in terms of performance, number of parameters and operations. Tang et al. implemented a set of residual neural networks with specific compact structures, focused on reducing the overall number of parameters and operations [23]. Zhang et al. implemented a keyword spotter on a commercial microcontroller using fixed-point quantization and a CMSIS-NN implementation [24], obtaining very short inference times.

A completely different strategy is to compress an existing model, generating a new network with a smaller memory footprint, but that effectively mimics the original one. In literature, several approaches exist to reduce the number of parameters of a neural network. Network pruning [25] aims at detecting and removing unimportant weights from a trained network until a given stop condition is reached. Matrix decomposition uses a compact format to represent the dense weight matrix of the fully-connected layers using few parameters, preserving the expressive power of the layer [26]. Matrix/tensor factorization [27], that exploits the linear structure of networks [28], and vector quantization of weights [29] are other strategies to reduce the network memory size. These methods reduce the amount of memory needed to accommodate the network (e.g., sharing the weights). However, they keep the same architecture, therefore requiring the same buffers (RAM) and throughput. Besides, network pruning requires a manual setup of sensitivity for each layer and fine-tuning of the parameters.
A further way to achieve model compression is to reduce the weight representation to very few bits. For example, BinaryConnect [30] and the related Binary Weight Net [31] represent weights with only 2 bits. If properly trained, the quantized networks can achieve performance close to the floating-point original models also on complex classification tasks [32]. However, the memory and computational cost reductions are not sufficient for implementation on IoT devices where few KB are available (going from 32 to 2 bits results in a compression factor of 16 in the memory footprint). Experiments in [32], in fact, do not address the low-cost low-power devices we are targeting here. Additionally, non-conventional frameworks are needed to train the quantized network.

An attractive approach is to compress networks into a different and simpler architecture via KD [33]. This approach is also referred to as Student-Teacher because the smaller network (student) is trained to mimic the output of the larger one (teacher) [34]. The underlying idea is that the output of the neural network (soft labels) is more abundant in information than the hard labels and makes the training easier [12]. An example of network compression related to SED is [35]. Starting from the L3 network for embedding extraction trained through self-supervised learning of audio-visual correspondence in videos [36], Kumar et al. compress this network targeting small edge devices, such as “motes” that use microcontrollers and achieve long-life self-powered operation. The work investigates the merging of different compression techniques (pruning, KD) and highlights the increase of performance using fine-tuning after compression.

Our proposed approach differentiates itself from those available in literature in multiple directions since it attempts to pull together the benefits of the methods reported above. We start from a large model and compress it. However, instead of just focusing on pruning or weight sharing, which provides limited memory reduction without decreasing the processing time, we design a minimal target network and use KD to train it (instead of training from scratch as in [22]–[24]). Note that distillation is typically employed to obtain limited network reductions while, in this paper, we target extremely high compression factors. On top of this heavy compression, we apply a stochastic weight and buffer quantization without the need for retraining the network.

The overview provided in this section shows the scientific interest in bringing intelligence to the edge in application domains such as computer vision and audio processing. Our work is positioned in this broad research field, then focusing on SED. To the best of our knowledge, this is the first attempt to use a student-teacher approach to perform sound event recognition directly on an IoT end-node in just 34.3 kB of RAM and 5.5 mW of power consumption.

III. KNOWLEDGE DISTILLATION

In this section, we give a brief overview of the Student-Teacher approach. A more detailed review is available in [14], where we present our proposed distillation strategy based on a compound loss function. In addition to this, here we introduce a two-stage distillation that provides a small but significant performance improvement.

Considering a generic architecture of a neural network, where the classifier follows a feature extractor, distillation can take place in different parts of the network. Fig. 2 graphically shows the idea behind the distillation process. The upper part represents the teacher network, the lower part is the student, and arrows indicate where the loss between the two networks is evaluated to train the student.

The original approach, [12], replaces the hard labels with the teacher output in the soft loss:

$$\mathcal{L}_s(X) = -\sum_{n=1}^{N} \sum_{c=1}^{C} p_t(x_n) \log(p_s(x_n)),$$

where \( X = \{x_1, \ldots, x_N\} \) is the set of input features, \( N \) is the number of samples, \( C \) is the number of classes, \( c = \{1, \ldots, C\} \) is a generic class, \( p_t(x_n) \) and \( p_s(x_n) \) are the logits of teacher and student respectively for input \( x_n \).

A further strategy, in line with [37], is to make the student learn how to replicate also the features produced by the teacher.

The embedding loss \( \mathcal{L}_e(X) \) is thus defined as:

$$\mathcal{L}_e(X) = \sum_{n=1}^{N} \|v_t(x_n) - v_s(x_n)\|^2,$$

where \( v_t(\cdot) \) and \( v_s(\cdot) \) are the feature vectors produced by teacher and student networks respectively.

In [14] we observed that the best solution is to combine different losses via a linear combination:

$$\mathcal{L}(X) = \alpha_h \mathcal{L}_h(X) + \alpha_s \mathcal{L}_s(X) + \alpha_e \mathcal{L}_e(X),$$

where \( \mathcal{L}_h(X) \) is the standard cross-entropy using the hard (one-hot) labels \( Y = \{y_1, \ldots, y_N\} \):

$$\mathcal{L}_h(X) = -\sum_{n=1}^{N} \sum_{c=1}^{C} y_n \log(p_c(x_n)),$$

A. Dataset

For SED in outdoor urban environments, three datasets are often used in literature: UrbanSound8K [7], AudioSet [8], ESC50 [9] and TUT Sound events 2017 [10]. The latter is particularly attractive because it features real recordings and several comparative methods are available thanks to the related DCASE challenges [11]. Unfortunately, the task is very hard and the state-of-the-art accuracy is rather low. Moreover, the class
distribution is highly unbalanced towards one class. Therefore the dataset does not allow a fair evaluation of KD methods. ESC50 is also rather in line with our application scenario, but its size is relatively small (3 minutes of audio per class) and does not allow generalizing the results. Finally, we also discarded AudioSet because its video-based labels, referring to scenes instead of isolated sound-events, require consistent additional work to be aligned with the label required for our analysis. Therefore, we focused on UrbanSound8K. It includes 8732 audio samples related to the city environment, with different sampling rates, number of channels and a maximum length of 4 seconds. Each recording has a unique label among 10 possible classes: air conditioner, car horn, children playing, dog bark, drilling, engine idling, gun shot, jackhammer, siren, and street music. All clips are taken from Freesound,\footnote{[Online]. Available: “http://www.freesound.org”} a vast collaborative database of audio samples. Following the recipe reported in [7], we use 10-fold cross-validation and average scores. However, we took one additional fold for validation: 8 folds are used as training data, one is used as validation and the remaining one for test (training-validation-test ratio is 0.8–0.1–0.1). Validation fold is one index less than the test one (for example, when the test fold is 9, the validation fold is 8). Performance is measured in terms of classification accuracy. In all experiments, the dataset is augmented through pitch shifting [38], with both positive (up) and negative (down) semitones with values $-2, -1, 1, 2$.

B. Teacher

State-of-the-art solutions for SED are mostly CNN fed with mel-spectrogram [39]–[41]. However, to fully exploit the potential of the KD approach, rather than training from scratch our big CNN, we employed the publicly available VGGish\footnote{[Online]. Available: “https://github.com/tensorflow/models/tree/master/research/audioset”} feature extractor [15], followed by a classification stage tailored on UrbanSound8K. VGGish is trained on the Youtube-8 M Dataset [42] and it is expected to generalize well to other application contexts. Note that this fact introduces a further novelty in our work since distillation is performed on a different dataset than that used in the original training. VGGish converts 960 ms audio input mel spectrogram into a 128 dimensional embedding that can be used as input for a further classification model. The classifier can be shallow as the VGGish embeddings are more semantically representative than raw audio features. The VGGish architecture is described in Table I. For all the convolutional layers the kernel size is 3, the stride is 1 and the activation function is ReLu. Max pooling layers are implemented with a 2 $\times$ 2 kernel and a stride of 2.

The classifier consists of a Gated Recurrent Unit (GRU) followed by a fully connected layers and maps the VGGish embeddings into the 10 classes of UrbanSound8K. A BatchNormalization layer is inserted between the feature extractor and the classifier to accelerate training.

VGGish expects as input 960 ms of audio signal sampled at 16 kHz. Each clip in UrbanSound8K is resampled and padded or cropped to get a length of 960 $\times$ 4 = 3840 ms. The resulting signal is divided into 4 non-overlapping 960 ms frames. For each frame, the short-time Fourier transform is computed on 25 ms windows every 10 ms. The resulting spectrogram is integrated into 64 mel-spaced frequency bins, covering the range 125–7500 Hz, and log-transformed. This gives 4 patches of 96 $\times$ 64 bins that form the input of the VGGish.

C. Distillation

In this section, we analyze how the compression factor impacts on the final classification accuracy, using the standard loss and the loss compound described above. Although our goal is to fit the classifier on an IoT device, we consider four different degrees of compression, to better assess the potential and limits of the proposed approach, as reported in Table I. An heuristic adjustment of the layers and the number of filters is used to design the reduced networks. The model subscript $M_L$ approximately represents the number of parameters of the upstream part. Note that the student networks drastically reduce the feature extractor only. The classifier is re-trained, but it keeps the same architecture, i.e. a 20-unit recurrent layer followed by a 10-unit fully connected layers.

Fig. 3 reports the results in terms of classification accuracy for the 4 models and when training from scratch on UrbanSound8K and when distilling from the VGGish teacher. In addition, we consider the model $M_{700}$ which is a replica of the VGGish’s architecture. All models considerably improve thanks to knowledge distillation with respect to being trained from scratch. Note also how the large models ($M_{20000}, M_{30000}$) perform much worse than VGGish and slightly worse than $M_{200}$ when trained from scratch: this is due to the fact that UrbanSound8K is not large enough for such huge networks. Finally, it is worth noting that the VGGish baseline is outperformed also by all models with more than 2 M parameters. This is mostly due to the domain adaptation that we are implicitly applying when distilling knowledge from the teacher. As a matter of fact, the student feature extractor is

\begin{table}[h]
\centering
\caption{Architecture of the Models Under Analysis. "-" MEANS THAT THE LAYER IS NOT ACTIVE, "X" MEANS THAT THE LAYER IS ACTIVE.}
\label{tab:expt_table}
\begin{tabular}{|l|c|c|c|c|c|c|}
\hline
Layer & VGGish & $M_{70}$ & $M_{700}$ & $M_{2000}$ & $M_{20k}$ & $M_{20k}$
\hline
Conv1 & 64 & 64 & 64 & 8 & 8 & 8
Conv2 & 128 & 128 & 64 & 16 & 8 & 8
Conv3 & 256 & 256 & 128 & 32 & 16 & 8
Conv4 & 512 & 512 & 256 & 64 & 16 & 8
Conv5 & 512 & 512 & 256 & 64 & 16 & 8
Conv6 & 512 & 512 & 256 & 64 & 16 & 8
Conv7 & 512 & 512 & 256 & 64 & 16 & 8
Conv8 & 512 & 512 & 256 & 64 & 16 & 8
Conv9 & 512 & 512 & 256 & 64 & 16 & 8
Conv10 & 512 & 512 & 256 & 64 & 16 & 8
\hline
FC1 & 4096 & 2048 & 512 & 256 & 64 & 8
FC2 & 4096 & 2048 & - & - & - & -
FC3 & 128 & 128 & 128 & 128 & 128 & 128
\hline
BatchNorm & x & x & x & x & x & x
GRU & 20 & 20 & 20 & 20 & 20 & 20
\hline
FC & 10 & 10 & 10 & 10 & 10 & 10
\hline
|Param | ~72k & ~18k & ~1.8M & ~2M & ~30k &
\hline
\end{tabular}
\end{table}
from scratch and using distillation from VGGish. The proposed approach achieves a 72.67% accuracy on the test set, providing a 3 points improvement over a more traditional distillation strategy (69.7%). Interestingly, the new $M_{20k}$ model is just 2 points below the VGGish baseline and 4 points below $M_{70M}$, in spite of using less than 0.0424% of the parameter and 0.12% of the operation.

IV. HARDWARE RESOURCES AND NETWORK REQUIREMENTS

A. Approximate Hardware Requirements Per Model

One interesting aspect towards tailoring our distilled networks for a resource constrained platform is to understand what are the computational and hardware requirements for a given model, or to understand what accuracy would be achievable with a given platform.

Table III reports an approximation of the computational requirements of each network: number of parameters to store, number of operations and buffer sizes. For memory requirements, we refer to an implementation using 8-bit quantized weights and buffers as specified in the CMSIS-NN library.

With an 8-bit quantization, each parameter takes one byte; therefore, the non-volatile memory in bytes needed by a model equals the total number of weights and biases (first row of Table III).

Buffers keep the outputs of each layer available during propagation and are stored in the RAM. The size of these buffers depends on the output dimensionality of each layer. However, the total amount of run-time memory required depends heavily on how efficiently buffers are implemented. The third row of Table III reports the RAM requirements of each model given the buffer design described in Section V.

The number of operations (both multiplications and sums) depends on the layer type: in convolutional and maxpooling layers, each output pixel comes from a filter application. Given kernel size $k$ and number of input channels $c$, each filter requires the following operations:

$$\text{Ops}_{\text{filter}} = 2 \cdot c \cdot k^2.$$  \hfill (5)

Therefore, the number of operations for each convolutional and maxpooling layer is:

$$\text{Ops}_{\text{Conv}} = \text{Ops}_{\text{filter}} \cdot \text{out}_H \cdot \text{out}_W \cdot \text{out}_C,$$  \hfill (6)

where $\text{out}_H$, $\text{out}_W$, and $\text{out}_C$ are the output height, width and channel respectively.

For dense and GRU layers the number of operations is the number of matrix multiplications:

$$\text{Ops}_{\text{DotProduct}} = 2 \cdot \text{in\_shape} \cdot \text{out\_shape}.$$  \hfill (7)

Gated recurrent unit requires also three element-wise products.

---

**TABLE III**

| Approximate Computational and Memory Requirements for Each Network |
|---------------------------------------------------------------|
| VGGish | $M_{20M}$ | $M_{2M}$ | $M_{70M}$ | $M_{20k}$ |
| #Param | −72.1M | −18.0M | −1.8M | −202k | −36.6k |
| #Operations | −1.72G | −608M | −148M | −13.6M | −2.1M |
| #Buffer [B] | −614k | −602k | −301k | −76.0k | −34.3k |

---

**TABLE II**

| Accuracy of the $M_{20k}$ for: Training From Scratch, Distillation From VGG-ish and Distillation From $M_{70M}$ |
|---------------------------------------------------------------|
| Standard Training | From VGG-ish | From $M_{70M}$ |
| $M_{20k}$ | 61.83 | 69.72 | 72.67 |

---

**Fig. 3.** Average accuracy for the 4 different models in Table I plus model $M_{70M}$. Each line represents a different training strategy. $T_{h}$ is standard training, using just hard labels. $T_{h,s}$ uses both hard and soft labels. $T_{h,s,e}$ minimize also the feature vector produced by an intermediate level. Dashed line is the teacher accuracy, here referred as baseline.

**Fig. 4.** Two stage distillation: $M_{70M}$ is firstly trained from VGGish and the student $M_{20k}$ is distilled from $M_{70M}$.

**Fig. 4.** Two stage distillation: $M_{70M}$ is firstly trained from VGGish and the student $M_{20k}$ is distilled from $M_{70M}$.

**D. Two-Stage Distillation**

The previous analysis, showing that we are jointly performing domain adaptation and parameter reduction, suggested us to investigate whether a further improvement can be achieved by separating these two processes.

Fig. 4 describes our proposed 2-stage distillation, where we train the smallest network using the $M_{70M}$ network as teacher. Note that $M_{70M}$ is still trained using the compound loss in Eq. 3. Results are reported in Table II in comparison against training tailored to the new in-domain data from *UrbanSound8K*, providing an improvement over the more general purpose VGGish feature extractor trained on Youtube8-M.
TABLE IV
EXAMPLES OF EMBEDDED PLATFORMS AND THEIR HARDWARE CAPABILITIES

| Board Name | Flash [KB] | RAM [KB] | Power [mW] | MIPS |
|------------|------------|----------|------------|------|
| Arduino    | 32         | 2        | 60         | 20   |
| ChipKit uc32 | 512       | 32       | 181        | 124.8|
| STM32L476RG | 1024      | 128      | 26         | 80   |
| TI MSP432P4111 | 2048    | 256      | 23         | 58.56|
| BeagleBone Black | Ext    | 524288 | 2300       | 1607 |
| Raspberry Pi 3 B+ | Ext    | 1048576 | 5500       | 2800 |

B. Selection of the Device Class

Table IV shows a non-exhaustive list of processing platforms potentially adequate to be integrated into an end-device, with their power consumption and memory. In this section, we provide a qualitative analysis of what devices would be able to run the distilled models presented in the previous sections. This analysis is inevitably rough as many figures are approximated and the actual values cannot be derived analytically. Additionally, we are not considering the time and resources required for other processing stages (e.g., Mel-bins extraction); thus, the constraints are rather relaxed with respect to the actual application. Nevertheless, the devices in Table IV show substantial differences in Million Instructions Per Second (MIPS) and memory (in the order of powers of 10); therefore, the results of this study are still valid as long as we refer to classes of devices.

Computational Cost. To ensure real time classification, the network must process each 960 ms audio frame (~1 second) before the next frame arrives. Thus, classification time must be shorter than 1 second. Unfortunately, converting exactly the Million Operation Per Second (MOPS) and memory (in the order of powers of 10); therefore, the results of this study are still valid as long as we refer to classes of devices.

Memory constraints are also relevant: the RAM on-board must contain the intermediate values and the non-volatile memory should contain all network parameters. However, non-volatile memory is not the main limit in our examples: whenever the network does not fit the flash memory it does not respect one of the others two parameters (RAM or MIPS).

Fig. 5 roughly compares the devices in Table IV in terms of RAM and MIPS limitations against the compressed models each device can afford. None of the proposed models fits in the Arduino platform due to its limited RAM. The last two platforms of Table IV (BeagleBone Black and Raspberry Pi 3 B+) have enough RAM and MIPS to handle all models (actually VGGish fits only in Raspberrypi 3 B+). However, their power consumption is in the range of Watts that is not suitable for IoT applications. Therefore only devices ChipKit uc32, STM32L476RG, and TI MSP432P4111, which are approximately in the same class, are potentially suitable to host the distilled models. Uc32 is faster than both STM32 and TI platforms and would comfortably run the two smallest models in real-time, but its 32KB RAM is not large enough to fit even the ~3.43 kB needed for the buffers of the smallest model M_{2016}. Concluding, M_{2016} and M_{2006} are the only suitable models for the target application and can be implemented in both the STM32L476RG and TI MSP432P4111 platforms. In the next section, we detail our implementation of M_{2016} in the STM32L476RG platform.

V. EMBEDDED PROGRAMMING

For the implementation of our SED system, we selected a Cortex M4 architecture operating up to 80 MHz, which is a good compromise between efficiency in processing and flexibility in power management. In particular, we worked on an STM3276RG Nucleo board as a development platform. Thus, the reference values for current consumption are 420 nA in standby mode and 100 μA/MHz in full running mode. The Floating Point Unit (FPU) features single precision and implements a full set of optimized Digital Signal Processing (DSP) instructions for fixed-point operations.

Cortex-M4 provides SIMD instructions that operate on 8 or 16-bit integers. They are powerful for processing data such as video or audio, when full 32-bit precision is not necessarily required. The SIMD instructions allow 2 × 16 bit or 4 × 8 bit operations to be performed in parallel [43].

A. Quantization

Feed-forward propagation through a neural network requires vector/matrix/tensor multiplication and convolution. Therefore, all the core features employed in signal processing can be used...
for neural network computations. For this reason, ARM developed the CMSIS-NN framework for neural network propagation on top of DSP libraries [21]. The CMSIS-NN library maximizes performance and energy efficiency of common deep learning kernels on top of Cortex-M series cores.

Like for DSP, truncation of floating point numbers to 8 or 16-bit fixed point numbers improves the execution time and reduces the memory footprint. According to [21], 8-bit quantization achieves 4.6X improvement in runtime/throughput and 4.9X improvement in energy efficiency in image classification with CIFAR10 dataset. On the other hand, since quantization implies loss of precision, we could expect a direct impact on the final prediction performance. However, the authors of [44] experimented different kinds of quantization in image classification, achieving a 20% drop in model size without significant loss of accuracy.

In the following, we describe the quantization process from a 32-bit floating-point to an 8-bit fixed-point representation. From now on, we will assume that floating point numbers has infinite precision and we will use the nomenclature typically used for DSP.

Quantization describes a real number with finite resolution. When a uniform quantization is applied, three parameters are used to define the fixed point representation: bit-width, step-size (resolution) and dynamic range [44]. These parameters are correlated by the following expression:

\[
\text{Range} = \text{Stepsize} \cdot 2^{\text{bitwidth} - 1},
\]

where \(\text{bitwidth} - 1\) accounts for the bit used to represent the sign. \(\text{Stepsize}\) is the minimum step between two fixed point numbers and will be always chosen as a power of two for convenience with binary representation.

An equivalent formulation of Eq. 8 can be obtained by considering the number of bits used for the decimal and integer parts of numbers:

\[
\text{Range} = 2^{\text{integer}} \\
\text{Stepsize} = 2^{-\text{decimal}} \\
\text{bitwidth} = \text{integer} + \text{decimal} + 1
\]

where, \(\text{integer}\) is the number of bits used to represent the integer and \(\text{decimal}\) is the number of bits used for the decimal part. +1 in the last equation accounts for the sign bit. Basically, given a fixed number \(\text{bitwidth}\) of bits, increasing the range by increasing the number of bits for the integer part degrades the resolution. Conversely, decreasing \(\text{Stepsize}\), by allocating more bits to the decimal part, leads to a range reduction.

The quantization error \(e_q\) is the difference between the infinite precision number and the quantized representation:

\[
e_q = x - Q(x)
\]

where \(x\) and \(Q(x)\) are the input and the quantized output. If we treat the input as a random variable with a probability density function \(f_x\) (see [45]), the mean square quantization error is the combination of two different errors, namely granular error (\(\text{MSE}_{q,g}\)) and overload error (\(\text{MSE}_{q,o}\)):

\[
\text{MSE}_{q,g} = \sum_{i=1}^{N} \int_{d_i}^{d_{i+1}} (x - Q(x))^2 f_x(x) dx
\]

\[
\text{MSE}_{q,o} = \int_{-\infty}^{d_{10}} (x - Q(x))^2 f_x(x) dx + \int_{-\infty}^{d_{11}} (x - Q(x))^2 f_x(x) dx
\]

where \(N\) is the number of quantization levels (in our case \(2^{\text{bitwidth}}\)) and \(d_i\) are the decision levels, i.e. any number between \(d_i\) and \(d_{i-1}\) is coded with the same fixed-point representation, usually \((d_i + d_{i-1})/2\). The two mean square errors are related to \(\text{Stepsize}\) and \(\text{Range}\) respectively. If \(\text{Stepsize}\) is reduced then \(\text{MSE}_{q,g}\) decreases; on the other hand if \(\text{Range}\) is made wider, \(\text{MSE}_{q,o}\) decreases.

The figure of merit linked with Mean Square Error (MSE) is the Signal to Quantization-Noise Ratio (SQNR), defined as:

\[
\text{SQNR} = \frac{E[x^2]}{E[\epsilon^2]} = \frac{E[x^2]}{\text{MSE}_q}
\]

Therefore, the goal is to define the optimum trade-off between \(\text{Range}\) and \(\text{Stepsize}\) to minimize the SQNR in the target application. In the following, we describe two different strategies to perform quantization using the quantization parameters and its figure of merit described above.

B. Quantization Design

Applying quantization to neural networks has different requirements with respect to other contexts, as image quantization or audio quantization. In particular, we are not interested in preserving an accurate representation of all activation outputs or weights for each layer. Conversely, we want that the final prediction is as close as possible to the prediction of the network with a 32-bit floating-point representation. To summarize, accuracy is the most relevant metric.

An exhaustive search of all the possible integer/decimal combinations, evaluating the final accuracy, is not feasible in practice. In the smallest network, i.e. \(M_{20k}\), the number of integer/decimal digits would be 28, and each of them can vary between 0 and 7 (setting the decimal digit decides the integer part when \(\text{bitwidth}\) is fixed). Therefore, the number of possible combinations is given by the permutation with repetition: \(7^{28} = 4.5 \times 10^{23}\).

The two solutions presented in this paper target the maximization of the SQNR or the reduction of the overload error.

The first approach to compute SQNR applies quantization on each variable (weights, activation) one at a time. For the weights, we choose the number of decimals that maximizes the SQNR. For the intermediate outputs we compute the SQNR running a forward propagation in floating-point on the training dataset and testing all the possible integer/decimal values (in the range from 0 to \(\text{bitwidth}\)). Each activation output is analyzed independently, eventually leading to different quantization trade-offs.
This approach relies on [44], where the overall SQNR, here defined as $\gamma$, is the harmonic mean of the SQNR of all preceding quantization steps:

$$\frac{1}{\gamma_{\text{output}}} = \frac{1}{\gamma_{a(0)}} + \frac{1}{\gamma_{w(1)}} + \frac{1}{\gamma_{a(1)}} + \cdots + \frac{1}{\gamma_{w(L)}} + \frac{1}{\gamma_{a(L)}}$$ (11)

It turns out that maximizing the single SQNRs maximizes the overall SQNR, regardless of where quantization happens (at the first layers or at the last layers).

The second approach is based on the different effects of granular and overload errors. It is reasonable that a single number with a high quantization error due to overload will affect the overall forwarding of the neural network. Conversely, the ensemble of small granular quantization error may not change the argmax of softmax layer, that is the value used to determine prediction and accuracy. Therefore, we select the integer/decimal ratio that reduces the probability of having values out of the quantization range. In particular, we set the number of bits for the integer part $i$ such as

$$\min(i) : P(|x| < 2^i) < P_{th}$$ (12)

where $x$ is the floating-point input and $P_{th}$ is the probability of overload that one is willing to accept. This approach differs from the previous one for three reasons. (i) Numbers with large overload error have bitwidth of the same importance than numbers with small overload error. (ii) Thus, each overload is considered uniformly, without accounting for the granular error but taking into only the overload error. (iii) This second approach has a hyper-parameter, i.e. the probability threshold, which requires a fine tuning on the training set. We heuristically set the threshold to $10^{-4}$.

We estimate the probability density function $f(x)$ using the whole training set. The percentage of values out of the range is counted for all the possible decimal values involved in the network feed-forward propagation.

The upper part of Fig. 5 is the histogram of the absolute value of the activation outputs between two consecutive powers of two. Most of the values (more than $10^5$) are between -1 and 1 (or equivalently $|x| < 2^0$). Oppositely, just a small set of numbers (around $10^3$) are such that $2^2 < |x| < 2^3$; they are depicted in the fourth bar. The central part of Fig. 6 depicts the relative distribution for each class of values, e.g. the estimated probability that a value is inside a given range related to two consecutive powers of 2. The values confirm what bars show: values in $|x| < 2^0$ are the most likely and values in $2^2 < |x| < 2^3$ appears only with a probability of $10^{-5}$. Finally, the plot at the bottom depicts the SQNR using the number of bits for the decimal part available for a given range in the x axis (the range determines the bits for the integer part). For example, the most left point is the SQNR using 0 bits for integer part (which allows describing numbers in the range $0 \leq |x| < 2^0$) and 7 bits for the decimal part. In this particular case, corresponding to a layer of the network, the optimum number of bits for the integer part obtained by maximizing the SQNR (three) does not correspond to what obtained by setting the probability threshold to $10^{-4}$ (four).

**C. Firmware Programming**

To transfer the neural model from to CMSIS-NN we developed an automatic python script to export the Keras model in an header file containing the weights to use in the firmware. To do so, firstly, we reordered the weights following the convention of both source and destination framework, then we quantized the weights using both quantization schemes. In this work, we set bitwidth to 8 since we privilege execution time and power consumption with respect to accuracy. Note that we implemented a slightly different version of the M20k model, replacing the GRU layer with a vanilla Recurrent Neural Network (RNN). The reason is that the implementation of a GRU layer in CMSIS-NN requires an additional effort while the accuracy does not change significantly.

The CMSIS-NN functions require different arguments: input dimension, number of channel and so on. These parameters should be extracted from the neural network and loaded in the microcontroller. Some of them requires extra processing, like shifting of weights and bias in internal operations. A detailed description of these parameters follows here.

Suppose that we are in an intermediate layer $i$ and that the quantization procedure concludes that the number of integer bits $m$ and the number of decimal bits $n$ for weights, bias, input and output are $m_w, n_w, m_b, n_b, m_o, n_o$. The neural network operations include always a linear combination of weights and input, so that

$$output = input \ast \text{weight} + \text{bias}.$$ 

In multiplications between fixed point numbers, the number of decimal digits of the result are given by the sum of the number of decimal digits of the two operands. To sum the bias to this
TABLE V
BUFFERS SIZE REQUIRED FOR EACH LAYER. REUSE OF BUFFERS ALLOWS
MEMORY SAVING. TWO BUFFERS (A,B) MUST CONTAIN MAXIMUM VALUE IN
ODD INDEX AND EVEN INDEX OF SIZEoutput RESPECTIVELY

| sizeoutput buffer | I  | C1 | C2 | C3 | C4 | C5 |
|-------------------|----|----|----|----|----|----|
| A                 | 6144 | 23312 | 10440 | 4368 | 720 | ... |
| B                 | A   | B   | A   | B   | A   | B  |

intermediate value, we need to use the same number of decimals. Thus, we shift the bias to make it match. In most of the cases it is a left shift. Finally, the output must have a certain number of decimals to get back in a fixed bitwidth format, so we apply a further shift. This last shift is opposite to the previous one and in CMSIS-NN is referred to as right shift. These concepts are expressed in formulas, implemented in the header files by means of a macro:

\[
left_{shift} = (n_i + n_w) - n_b
\]

\[
right_{shift} = (n_i + n_w) - n_o
\]

Another parameter to bear in mind is the size of the buffers. To necessarily instantiate buffers in the program, they need to be known in advance. During inference, intermediate values are discarded, and only the final prediction and the network state (in case of recurrent neural network) are kept. As a consequence, it is possible to use the same buffers in multiple layers.

Each layer needs a pair of buffers able to contain output and input. To find the minimum size for these two buffers, we create a vector with the number of element between layers, sizeoutput = \(a_0, a_1, a_2, \ldots\), where \(a_0\) is the input size. For each layer, the 2 buffers will switch their role: in the first convolutional layer, the input will be \(a_0\) and the output \(a_1\). For the next layer, \(a_1\) is the input, \(a_2\) is the output and so on. Table V shows the sequence of input and output for each layer in the implemented network. It shows that the two buffer sizes should be selected accounting for the maximum in odd and even indexes in the vector.

Finally, the CMSIS-NN framework requires also an additional small buffer for intermediate calculations, which can be reused in the implementation too.

VI. RESULTS

We evaluate the porting of our SED model to the microcontroller, in terms of power consumption, execution and recognition accuracy.

A. Accuracy

Input data from the test-set are sent by UART to the MicroController Unit (MCU) using a Python script. The forward propagation is computed inside the microcontroller that provides the prediction results on the same bus for accuracy evaluation. Following the recipe in [7], we used a 10-fold cross validation and average scores. For each test fold, we load models in the microcontroller with the quantization parameters computed on the related training set. Fig. 7 depicts the accuracy over the 10 folds. The average accuracy shows a decrease of performance in both quantization schemes, but it is limited to a 2% drop overall if compared to the floating-point version (pink). Note that this minor performance drop could be limited by fine-tuning the quantized network [46].

Looking into more details, this performance deterioration is strongly dependent on the train/test-set split of each fold. Fig. 8 reports the performance for three folds (train/test configurations): fold 7, fold 10, fold 2. When testing on fold 7, the performance deterioration is in line with the average accuracy decreases of around 2%. On the other hand, when fold 10 is selected as a test set, the accuracy drop is more consistent (8%). Finally, the impact of quantization error becomes negligible, or it even improves the classification results, in fold 2. This behaviour is related to the robustness of the original floating point model. As pointed out by Piczak [39], some classes are more difficult to detect by a convolutional neural network, because of their short scale temporal structure (drilling, engine idling, jackhammer). Whenever the floating point network correctly classifies these classes, the difference between the likelihoods is probably shallow and the errors introduced by quantization can lead to a misclassification, leading to huge performance degradation. Similarly, the gap between the floating point and quantized network decreases or disappear when the reference
network already does not classify correctly the difficult classes, as performance is already bad.

To confirm that, we compared the accuracy gap due to quantization and the F1 for these problematic classes. In all three cases, we confirmed that whenever the F1 score is high the accuracy drop increases, following an exponential profile as Fig. 9 shows. The figure refers to the class “Jackhammer”.

B. Execution Time and Power Consumption

In Section III-A, we estimated the execution time of several network architectures by assuming that the number of operations is equivalent to the number of instructions, this way allowing a comparison between different platforms in terms of MIPS available from the datasheets. In this section, we evaluate the actual execution time and the power consumption of our implementation of the smallest model $M_{20}$. Measurements are done on the real prototype using the same system used to compute the accuracy. We measure the performance layer by layer to understand how each component contributes to the overall processing time. Table VI reports the evaluation results.

The CMSIS-NN framework implements a “basic” and a “fast” version of convolutional layers. The latter uses assembly directives to speed-up execution, especially by means of Multiply-Accumulate (MAC) and SIMD. The only constraint for using this faster implementation is that the number of channels must be a multiple of 4 for 8-bit fixed-point quantization. This is the reason why, the number of channels of the convolutional layers of all architectures described in Table I are multiple of 4. Problems arise on the first layer, whose input is the Mel spectrum that has just one channel. This does not allow us to use the optimized version for convolutional layers and for this reason the first convolutional layer takes more than half of overall execution time, with a throughput of 6.56 MOPS (see line 2 of Table VI). The second convolutional layer implements the fast version and takes just 20 ms, even if it is more computationally intense, performing 37.34 MOPS. This highlights how important is the parallelization and how much a proper parallelization in the first layer can reduce drastically the overall execution time.

To stress more the importance of an efficient framework for deep neural networks, we used a reference implementation of plain C (without explicit SIMD directives) for convolutional, maxpooling and fully connected layers. The comparison is in the last two lines of Table VI. The total execution time is speed-up of x2.32 with the fast implementation of CMSIS-NN with respect to plain C.

In Section IV, we stated that the combination of x4 parallelization and overhead, due to branches and load-store instructions, makes the microcontroller able to perform an 8-bit operation in just one instruction. The selected platform executes 80 MIPS, thus we expect 80 MOPS, but the overall throughput is different in real-time measurements (average 17 MOPS). Looking at the peaks in layer conv4, 53.44 MOPS is still far from our estimation of 80 MOPS. It means that parallelization does not fully compensate the overhead due to load-store and branches and we need approximately two instructions to execute an operation. The average (17.08 MOPS) is far from this peak level, mainly because of the first layer, that is the dominant part and it is not fully parallelized.

VII. CONCLUSION

In this work, we described the whole process from a state-of-the-art model for sound event detection to its energy efficient implementation in a microcontroller, targeting IoT applications.

Firstly, we demonstrated that knowledge distillation can be effective also for extreme compression rates, achieving models suitable for real time applications on IoT nodes. Then, we introduced a two-step distillation to further improve the performance of the student network. Furthermore, we moved to the description of two quantization strategies, concluding that they perform in a similar way. Maximization of SQNR is generally preferred with respect to the probabilistic approach, because it does not require any hyperparameter. Both 8-bit quantization schemes were applied to the smallest distilled model resulting in a 2 percent points drop in accuracy, in comparison with the original floating point version. The final implementation on
the microcontroller has a propagation time of 125 ms for each 1-second-audio-clip using just 5.5 mW average power and 34.3 kB of RAM. We have shown that an efficient framework for neural network, like CMSIS-NN, speed-up significantly the execution.

One interesting extension of our work would be to combine the distillation and quantization step, using the soft label to train the quantized networks. Finally, in future works we will implement the whole chain on an IoT node, including sensor acquisition, feature extraction and transmission of the classification outcome to the cloud.
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