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Abstract
We review some essential aspects of classically integrable systems. The detailed outline of the sections consists of:
1. Introduction and motivation, with historical remarks;
2. Liouville theorem and action-angle variables, with examples (harmonic oscillator, Kepler problem);
3. Algebraic tools: Lax pairs, monodromy and transfer matrices, classical r-matrices and exchange relations, non-ultralocal Poisson brackets, with examples (non-linear Schrödinger model, principal chiral field);
4. Features of classical r-matrices: Belavin–Drinfeld theorems, analyticity properties, and lift of the classical structures to quantum groups;
5. Classical inverse scattering method to solve integrable differential equations: soliton solutions, spectral properties and the Gel’fand–Levitan–Marchenko equation, with examples (KdV equation, Sine-Gordon model).
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1. Introduction and motivation

In this section, we give a very short introduction to and motivation for the subject. It would be a titanic effort to provide even an adequate list of references. Therefore we will simply mention a few, relying on the many reviews and books available by now on this topic for the others. Let us point out that the main source for these lecture notes is the classic textbook by Babelon, Bernard and Talon [1]. The reader is also encouraged to consult [2–5].
1.1. Historical remarks

Soon after the formulation of Newton’s equations, people have tried to find exact solutions for interesting non-trivial cases. The Kepler problem was exactly solved by Newton himself. Nevertheless, apart from that, only a handful of other problems could be treated exactly.

In the 1800s Liouville refined the notion of integrability for Hamiltonian systems, providing a general framework for solving particular dynamical systems by quadratures. However, it was not until the 1900s that a more or less systematic method was developed. This goes by the name of the classical inverse scattering method. It was invented by Gardner, Green, Kruskal and Miura in 1967, when they successfully applied it to solve the Korteweg–deVries (KdV) equation of fluid mechanics [6], and was further developed in [7, 8].

The quantum mechanical version of the inverse scattering method was then elaborated during the following decade by the Leningrad–St. Petersburg school (see for instance [9]), with Ludwig Faddeev as a head, and among many others Korepin, Kulish, Reshetikhin, Sklyanin, Semenov Tian-Shansky and Takhtajan. They established a systematic approach to integrable1 quantum mechanical systems which makes a connection to Drinfeld and Jimbo’s theory of quantum groups [11], paving the way to the algebraic reformulation of the problem. This approach has the power of unifying in a single mathematical framework integrable quantum field theories (cf [12]) together with lattice spin systems (cf [13]).

It is probably appropriate to mention that integrability is still not the same as solvability. The fact that the two things very often go together is certainly what makes integrable theories so appealing, nevertheless one requires a distinction. There exist integrable systems which one cannot really solve to the very end, as well as exactly solvable systems which are not integrable2. Solvability ultimately depends on one’s ability and computational power. Integrability rather refers to the property of a system to exhibit regular (quasi-periodic) versus chaotic behaviour, and to its conservation laws. This enormously facilitates, and, most importantly, provides general mathematical methods for the exact solution of the problem. The same holds for the quantum mechanical version, where integrability implies very specific properties of the scattering theory and of the spectrum, as will be amply illustrated during this review.

Nowadays, integrability appears in many different contexts within mathematics and mathematical physics. The list below includes only a very small subset of all the relevant research areas.

1. Classical integrability:3 theory of PDEs, differential geometry, general relativity, fluid mechanics.
2. Quantum integrability: algebra, knot theory, condensed matter physics, string theory.

---

1 The term integrable referring to a field-theoretical (infinite-dimensional) model originates from [10].
2 The first statement is particularly relevant for quantum integrable systems on compact domains, such as those described in Stijn van Tongeren’s lectures [14]. For such systems, the spectrum is encoded in a set of typically quite complicated integral equations—Thermodynamic Bethe Ansatz—which can often only be solved via numerical methods. The second statement can instead be exemplified by those dissipative mechanical systems—such as a free-falling particle subject to air resistance—which are not integrable (and, in fact, not conservative either) but admit an exact solution. A more elaborated example is however the one of exactly solvable chaotic systems—see for instance [15].
3 We would like to point out a conjecture put forward by Ward in 1985 [16] (see also [17]): ‘... many (and perhaps all?) of the ordinary and partial differential equations that are regarded as being integrable or solvable may be obtained from the self-dual gauge [Yang–Mills, ndr.] field equations (or its generalisations) by [4d dimensional, ndr.] reduction.’ The vast freedom in the Lax pair formulation of the self-dual Yang–Mills equations is due to the arbitrariness of the gauge group. We thank M Wolf for the information.
It would be impossible to do justice to all the applications of integrability in mathematics and physics; as such we will just end this introduction with an *Ipse dixit*.

1.2. Why integrability?

L. Faddeev once wrote [18]

‘One can ask, what is good in $1 + 1$ models, when our spacetime is $3 + 1$ dimensional. There are several particular answers to this question.

a. The toy models in $1 + 1$ dimension can teach us about the realistic field theoretical models in a nonperturbative way. Indeed such phenomena as renormalisation, asymptotic freedom, dimensional transmutation (i.e. the appearance of mass via the regularisation parameters) hold in integrable models and can be described exactly.

b. There are numerous physical applications of the $1 + 1$ dimensional models in the condensed matter physics.

c. The formalism of integrable models showed several times to be useful in the modern string theory, in which the world-sheet is 2 dimensional anyhow. In particular the conformal field theory models are special massless limits of integrable models.

d. The theory of integrable models teaches us about new phenomena, which were not appreciated in the previous developments of Quantum Field Theory, especially in connection with the mass spectrum.

e. I cannot help mentioning that working with the integrable models is a delightful pastime. They proved also to be very successful tool for the educational purposes.

These reasons were sufficient for me to continue to work in this domain for the last 25 years (including 10 years of classical solitonic systems) and teach quite a few followers, often referred to as Leningrad—St. Petersburg school.’

2. Integrability in classical Hamiltonian systems

In this section we review the notion of integrability for a Hamiltonian dynamical system, and how this can be used to solve the equations of motion.

2.1. Liouville theorem

Let us take a Hamiltonian dynamical system with a $2d$-dimensional phase space $M$ parameterised by the canonical variables

$$(q_{\mu}, p_{\nu}), \quad \mu = 1, \ldots, d. \quad (2.1)$$

Let the Hamiltonian function be $H(q_{\mu}, p_{\nu})$, where $q_{\mu}, p_{\nu}$ denotes the collection of variables (2.1). We also require the Poisson brackets to be

$$\{q_{\mu}, q_{\nu}\} = \{p_{\mu}, p_{\nu}\} = 0, \quad \{q_{\mu}, p_{\nu}\} = \delta_{\mu\nu}, \quad \forall \ \mu, \nu = 1, \ldots, d. \quad (2.2)$$

One calls the system a *Liouville integrable* if one can find $d$ independent conserved quantities $F_{\mu}, \mu = 1, \ldots, d$, in involution, namely

$$\{F_{\mu}, F_{\nu}\} = 0, \quad \forall \ \mu, \nu = 1, \ldots, d. \quad (2.3)$$

Independence here refers to the linear independence of the set of one-forms $dF_{\mu}$. Note that, since $d$ is the maximal number of such quantities, and since conservation of all the $F_{\mu}$ means
\{H, F_\mu\} = 0 \ \forall \ \mu = 1, \ldots, d, \text{ then one concludes that } \\
H = H(F_\mu), \quad (2.4)

i.e. the Hamiltonian itself is a function of the quantities \( F_\mu \).

**Theorem (Liouville).** The equations of motion of a Liouville-integrable system can be solved 'by quadratures' \(^4\).

**Proof.** Let us take the canonical one-form

\[ \alpha \equiv \sum_{\mu=1}^{d} p_\mu \, dq_\mu \quad (2.5) \]

and consider the \( d \)-dimensional level submanifold

\[ M_f \equiv \{ (q_\mu, p_\mu) \in M | F_\mu = f_\mu \} \quad (2.6) \]

for some constants \( f_\mu, \mu = 1, \ldots, d \). Construct the function

\[ S \equiv \int_C \alpha = \int_{q_0}^{q} \sum_{\mu=1}^{d} p_\mu \, dq_\mu, \quad (2.7) \]

where the open (smooth, non self-intersecting) path \( C \) lies entirely in \( M_f \). In (2.7), one thinks of the momenta \( p_\mu \), as functions of \( F_\mu \), which are constant on \( M_f \) and of the coordinates (see comments in section 2.2).

The function \( S \) is well-defined as a function of the upper extremum of integration \( q \) (with \( q_0 \) thought as a convenient reference point), because the integral in its definition (2.7) does not depend on the path. This is a consequence (via Stokes’ theorem) of the fact that \( d\alpha = 0 \) on \( M_f \). We will now prove that \( d\alpha = 0 \) on \( M_f \).

**Proof.** One has that

\[ \omega \equiv d\alpha = \sum_{\mu=1}^{d} dp_\mu \wedge dq_\mu \quad (2.8) \]

is the symplectic form on \( M \). Let us denote by \( X_\mu \) the Hamiltonian vector field associated to \( F_\mu \), acting like

\[ X_\mu(g) \equiv \{ F_\mu, g \} = \sum_{\nu=1}^{d} \left( \frac{\partial F_\mu}{\partial q_\mu} \frac{\partial g}{\partial p_\nu} - \frac{\partial F_\mu}{\partial p_\nu} \frac{\partial g}{\partial q_\mu} \right) \quad (2.9) \]

on any function \( g \) on \( M \). Equivalently,

\[ dF_\mu(.) = \omega(X_\mu, \cdot) \quad (2.10) \]

on vectors of the tangent space to \( M \). Then, one has

\[ X_\mu(F_\nu) = \{ F_\mu, F_\nu \} = 0 \quad \forall \ \mu, \nu = 1, \ldots, d \quad (2.11) \]

because of (2.3).

Equation (2.11) then implies that the \( X_\mu \) are tangent to the level manifold \( M_f \) and form a basis for the tangent space to \( M_f \), since the \( F_\mu \) are all independent. One therefore obtains that

\(^4\) We may consider this as a synonym of ‘by straightforward integration’.
\[ \omega(X_\nu, X_\nu) = dF_{\mu}(X_\nu) = X_\nu(F_{\mu}) = 0, \tag{2.12} \]

hence \( \omega = 0 \) on \( M_f \).

At this point, we simply regard \( S \) as a function of \( F_{\mu} \) and of the upper integration point \( q_{\mu} \), and conclude that
\[
dS = \sum_{\mu=1}^{d} p_{\mu} \, dq_{\mu} + \sum_{\mu=1}^{d} \frac{\partial S}{\partial F_{\mu}} \, dF_{\mu} \equiv \sum_{\mu=1}^{d} p_{\mu} \, dq_{\mu} + \sum_{\mu=1}^{d} \psi_{\mu} \, dF_{\mu}, \tag{2.13} \]

where we have defined
\[
\psi_{\mu} \equiv \frac{\partial S}{\partial F_{\mu}}. \tag{2.14} \]

From \( d^2S = 0 \) we deduce
\[
\omega = \sum_{\mu=1}^{d} dF_{\mu} \wedge d\psi_{\mu} \tag{2.15} \]

which shows that the transformation \((q_{\mu}, p_{\mu}) \to (\psi_{\mu}, F_{\mu})\) is canonical. Moreover, all the new momenta \( F_{\mu} \) are constants of motion, hence the time-evolution of the new coordinates is simply
\[
\frac{d\psi_{\mu}}{dt} = \frac{\partial H}{\partial F_{\mu}} = \text{constant in time} \tag{2.16} \]

due to (2.4) and conservation of the \( F_{\mu} \). The evolution of the new coordinates is therefore linear in time, as can be obtained by straightforward integration of (2.16) (namely, performing one quadrature).

2.2. Action-angle variables

The manifold \( M_f \) defined by the equations \( F_{\mu}(q_{\mu}, p_{\mu}) = f_{\mu} \), typically displays non-trivial cycles, corresponding to a non-trivial topology, therefore the new coordinates \( \psi_{\mu} \) are in principle multi-valued. For instance, the \( d \)-dimensional anisotropic harmonic oscillator admits \( d \) conserved quantities in involution:
\[
F_{\mu} = \frac{1}{2}(p_{\mu}^2 + \omega_{\mu}^2 q_{\mu}^2) \tag{2.17} \]

(where we have set the mass equal to 1 for convenience). One can see from (2.17) that the expression for \( p_{\mu} = p_{\mu}(q_{\mu}, F_{\mu}) \), which is needed to construct \( S \) in (2.7), allows for two independent choices of sign. The level manifold \( M_f \) is diffeomorphic to a \( d \)-dimensional torus\(^5\).

We shall put ourselves in a situation where the manifold \( M_f \) has exactly \( d \) non-trivial cycles \( C_{\mu}, \, \mu = 1, \ldots, d \). The action variables are then defined by
\[
I_{\mu} = \frac{1}{2\pi} \oint_{C_{\mu}} \alpha, \tag{2.18} \]

\(^5\) Notice that this is not a peculiar situation, rather it is quite generic. Under the assumption of compactness and connectedness, it is actually guaranteed by the Arnold-Liouville theorem.
depending only on the $F$'s. We can therefore regard $S$ in (2.7) as

$$S = S(I_\mu, q_\nu).$$

(2.19)

If we now define

$$\theta_\mu \equiv \frac{\partial S}{\partial I_\mu},$$

(2.20)

we have

$$\oint_{C_\mu} d\theta_\mu = \frac{\partial}{\partial I_\nu} \oint_{C_\nu} dS = \frac{\partial}{\partial I_\nu} \oint_{C_\nu} \sum_{\nu=1}^d \frac{\partial S}{\partial q_\nu} dq_\nu = \frac{\partial}{\partial I_\nu} \oint_{C_\nu} \alpha,$$

(2.21)

where we have used that $dI_\nu = 0$ along the contour since the $I_\mu$ are constant on $M_\mu$, and that $\frac{\partial S}{\partial q_\nu} = p_\nu$. From the very definition (2.18) we then get

$$\oint_{C_\nu} d\theta_\mu = 2\pi \delta_{\mu\nu},$$

(2.22)

displaying how every variable $\theta_\mu$ changes of an amount of $2\pi$ along their corresponding cycle $C_\mu$. This shows that the $\theta_\mu$ are angle variables parameterising the $d$-dimensional torus.

**Examples.**

- Let us consider a one-dimensional harmonic oscillator with $\omega = 1$, such that the Hamiltonian reads

$$H = \frac{1}{2} (p^2 + q^2).$$

(2.23)

There is one conserved quantity $H = F > 0$, with level manifold

$$M_F = \{(q, p) \mid q^2 + p^2 = 2F \equiv R^2 = \text{constant}\} = \{q = R \cos \alpha, p = R \sin \alpha, R > 0, \alpha \in [0, 2\pi)\}.$$

We can immediately see that $M_F$ is a circle of radius $R = \sqrt{2F}$ in phase space. If we calculate $S$ from (2.7) we obtain, for $\alpha_0 = R$,

$$S = -R^2 \int_0^{\alpha} \sin^2 \alpha' = F(-\alpha + \sin \alpha \cos \alpha).$$

(2.24)

At this point, we need to re-express $S$ as a function of $F$ and $q$, therefore we need to distinguish between the two branches $p > 0$ and $p < 0$, which introduces a multi-valuedness into $S$:

$$\alpha = \arccos \frac{q}{R}, \quad \text{if} \quad \alpha \in [0, \pi],$$

$$\alpha = 2\pi - \arccos \frac{q}{R}, \quad \text{if} \quad \alpha \in (\pi, 2\pi).$$

(2.25)

If we define a function

$$g(q, F) \equiv \frac{q}{2} \sqrt{2F - q^2} - F \arccos \frac{q}{\sqrt{2F}},$$

$q \in [-\sqrt{2F}, \sqrt{2F}]$,

(2.26)

then
Let us now calculate the new coordinate $y$. We obtain

$$y = -\sqrt{\frac{q}{F}}, \quad \text{if } p \geq 0,$$

$$y = -2 \pi + \arccos \frac{q}{\sqrt{2F}}, \quad \text{if } p < 0,$$

from which we conclude

$$y = -\alpha. \quad (2.29)$$

We can immediately verify that $\psi$ depends linearly on time, because we know that the solution to the equations of motion is

$$q = \sqrt{2F} \cos(t + \phi) \quad (2.30)$$

for an initial phase $\phi$. We also find from (2.18)

$$I = \frac{1}{2\pi} S_{\theta = 2\pi} = -F, \quad (2.31)$$

hence the angle variable is given by

$$\theta = -\frac{\partial S}{\partial F} = -\frac{\partial S}{\partial F} = -\psi = \alpha. \quad (2.32)$$

The phase space is foliated by circles of constant energy, and the action-angle variables are the polar coordinates (see figure 1).

- The Kepler problem: This problem can generally be formulated as the motion of a three-dimensional particle of mass $m$ in a central potential $V(r) = \frac{b}{r}$.

The dimension of the phase space is six, therefore finding three conserved charges in involution will prove the integrability of the problem. The angular momentum is conserved due to rotational symmetry, hence $\hat{J}^2$, $J_z$ and $H$ form a Poisson-commuting set. They are also independent, hence the system is integrable.

To exhibit the appropriate change of variables, it is convenient to use the polar coordinates $(r, \theta, \phi)$, where $\theta$ is the polar angle $\theta \in [0, \pi]$. The conserved quantities are:
\[ H = \frac{1}{2} \left( \frac{p_r^2}{r^2} + \frac{p_\theta^2}{\sin^2 \theta} + \frac{p_\phi^2}{r^2 \sin^2 \phi} \right) + V(r), \]

\[ J^2 = p_\theta^2 + \frac{p_\phi^2}{\sin^2 \theta}, \quad J_z = p_\phi. \] (2.33)

These relations can easily be inverted, and then plugged into the expression for the generating function \( S \) (2.7), with sign multi-valuedness. Noticing that, in this particular example, each polar momentum only depends on its conjugated polar coordinate, one obtains

\[ S = \int dr \sqrt{2(H - V(r)) - \frac{J^2}{r^2}} + \int d\theta \sqrt{J^2 - \frac{J^2}{\sin^2 \theta}} + \int d\phi J_z. \] (2.34)

The new coordinate variables are

\[ \psi_J = \frac{\partial S}{\partial J_z}, \quad \psi_{J^2} = \frac{\partial S}{\partial J^2}, \quad \psi_H = \frac{\partial S}{\partial H}. \] (2.35)

As a consequence of (2.16), the first two coordinates in (2.35) are simply constant, while the third one obeys

\[ t - t_0 = \psi_H = \int dr \frac{1}{\sqrt{2(H - V(r)) - \frac{J^2}{r^2}}}, \] (2.36)

which is the standard formula for Keplerian motion. In order to complete the analysis, we should now define the action-angle variables and determine the frequencies of angular motion along the torus. Let us remark that this necessitates the explicit use of the torus cycles, as dictated by (2.18).

Notice that more independent quantities are conserved besides \( J^2, J_z \) and \( H \), namely also \( J_x, J_y \) and the Laplace–Runge–Lenz vector:

\[ \vec{A} = \vec{p} \times \vec{J} + m \beta \hat{r}, \] (2.37)

where \( \hat{r} \) is the unit vector in the radial direction. When the total number of independent conserved quantities (the \( d \) ones which are in involution plus the remaining ones) equals \( d + m \), with \( 0 < m < d - 1 \), we will call the system super-integrable. When \( m = d - 1 \), we call the system maximally super-integrable. In the case of the Kepler problem, we have found eight conserved quantities, namely \( E, J^2, \vec{J} \) and \( \vec{A} \). However, only five are independent, as we have three relations:

\[ J^2 = \sum_{\mu=1}^{3} J_{\mu}^2, \quad \vec{A} \cdot \vec{J} = 0, \quad \vec{A}^2 = m^2 \beta^2 + 2mEJ^2. \] (2.38)

The Kepler problem is therefore maximally super-integrable, since \( d = 3 \).

Let us conclude this section by saying that, locally in phase space, one can reproduce much of the construction we have outlined for generic Hamiltonian systems, which might raise doubts about the peculiarity of integrability. The crucial distinction is that, for integrable systems, the procedure we have described extends globally. In particular, one has a global foliation of phase space by the \( M_f \) submanifolds, and a nice global geometric structure arising from this analysis.
3. Algebraic methods

In this section we introduce the concepts of Lax pair, Monodromy and Transfer matrix, and Classical $r$-matrix. These quantities prominently feature in the so-called Inverse Scattering method, which begins by recasting the Poisson brackets of the dynamical variables of a classically integrable system in a form which is most suitable for displaying the structure of its symmetries. At the end of this section we will briefly comment on the issue of (non) ultra-locality of the Lax-pair Poisson brackets.

3.1. Lax pairs

Suppose you can find two matrices $L, M$ such that Hamilton’s equations of motion can be recasted in the following form:

$$\frac{dL}{dt} = [M, L].$$  \hspace{1cm} (3.1)

The two matrices $L, M$ are said to form a Lax pair. From (3.1), we can immediately obtain a set of conserved quantities:

$$O_n \equiv \text{tr}^{n L}, \quad \frac{dO_n}{dt} = \sum_{i=0}^{n-1} \text{tr}^{L} [M, L]^{n-1-i} = 0, \quad \forall \ n \ \text{natural number},$$  \hspace{1cm} (3.2)

by simply opening up the commutator and using the cyclicity of the trace. Of course not all of these conserved charges are independent. Notice that (3.2) implies that the eigenvalues $\lambda_n$ of $L$ are conserved in time, since $O_n = \sum_{\alpha} \lambda^n_{\alpha}$.

Let us point out that the Lax pair is not unique$^6$, as there is at least a gauge freedom

$$L \longrightarrow g L g^{-1}, \quad M \longrightarrow g M g^{-1} + \frac{dg}{dt} g^{-1},$$  \hspace{1cm} (3.3)

with $g$ an invertible matrix depending on the phase-space variables.

Example.

• A Lax pair for the harmonic oscillator (with mass $m = 1$ in appropriate units) can be written as follows:

$$L = \left( \begin{array}{cc} \omega & 0 \\ 0 & -\omega \end{array} \right) = p \sigma_3 + \omega q \sigma_1, \quad M = \left( \begin{array}{cc} 0 & -\frac{\omega}{2} \\ \frac{\omega}{2} & 0 \end{array} \right) = -i \frac{\omega}{2} \sigma_2.$$  \hspace{1cm} (3.4)

One can immediately check using (3.4) that the only non-zero components of (3.1)—those along $\sigma_3$ and $\sigma_5$—are equivalent to Hamilton’s equations of motion.

We will regard $L$ and $M$ as elements of some matrix algebra $g$, with the matrix entries being functions on phase space. For example, in the case of the harmonic oscillator (3.4) one can see that $g$ is the complexification of the $su(2)$ Lie algebra, which is isomorphic to $sl(2, \mathbb{C})$.

Even if we assume that we have found a Lax pair, and that we can obtain $d$ independent conserved quantities, this does not yet guarantee their involutivity. Hence, we have not yet secured integrability. For that, we need an extra ingredient. We introduce the following notation:

$^6$ For example, adding constant multiples of the identity to $L$ and $M$ preserves (3.1). There also exist particular models where one can describe the system using alternative Lax pairs of different ranks (cf [19], pages 2-3).
as elements of $g \otimes g$. Then, one has the following

**Theorem.** The eigenvalues of $L$ are in involution iff there exists an element $r_{12} \in g \otimes g$, function of the phase-space variables, such that

$$\{L_1, L_2\} = [r_{12}, L_1] - [r_{21}, L_2],$$

where $r_{21} = \Pi \circ r_{12}$, $\Pi$ being the permutation operator acting on the two copies of $g \otimes g$.

The proof can be found in [1].

In order for the Jacobi identity to hold for the Poisson bracket (3.6) one needs to impose the following condition, defined on the triple tensor product $g \otimes g \otimes g$:

$$[L_1, [r_{12}, r_{31}] + [r_{12}, r_{23}] + [r_{32}, r_{33}] + [L_2, r_{31}] - [L_3, r_{12}]] + [L_2, [r_{31}, r_{31}] + [r_{23}, r_{23}] + [r_{31}, r_{23}] + [L_3, r_{21}] - [L_3, r_{12}]] + [L_3, [r_{31}, r_{12}] + [r_{31}, r_{32}] + [r_{31}, r_{32}] + [L_1, r_{32}] - [L_2, r_{31}]] = 0.$$  

One can see from here that, if $r_{12}$ is a constant independent of the dynamical variables, and if we furthermore require that

$$r_{12} = -r_{21},$$

then we see that a sufficient condition for the Jacobi identity to be satisfied is

$$[r_{12}, r_{31}] + [r_{12}, r_{23}] + [r_{13}, r_{23}] = 0.$$  

We call such an $r$ a constant classical $r$-matrix, and (3.9) the classical Yang–Baxter equation (CYBE).

Notice that another sufficient condition would be to have (3.9), but with a Casimir element instead of zero on the right hand side. This modified Yang–Baxter equation would lead us to a more general mathematical setting, which however goes beyond the scope of these lectures.

**Examples.**

- The following matrix is a constant solution of the CYBE:

  $$r = e \otimes h - h \otimes e, \quad [h, e] = e.$$  

  The algebra it is based upon is the triangular Borel subalgebra of $sl(2)$ generated by the Cartan element $h$ and one of the roots, here denoted by $e$.

- The matrix $r_{12}$ for the harmonic oscillator is non-constant (sometimes such $r$-matrices are called dynamical as opposed to the constant ones), and it reads

  $$r_{12} = -\frac{\omega}{4H} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \otimes L = -\frac{\omega}{4H} \sigma_2 \otimes L,$$

  with $H = \frac{1}{2}(p^2 + \omega^2 q^2)$ being the energy, and $\{q, p\} = 1$ the canonical Poisson bracket. The eigenvalues of $L$ in (3.4) are $\pm 2H$.

  The most interesting case for our purposes will be when the Lax pair depends on an additional complex variable $u$, called the spectral parameter. This means that in some cases we can find a family of Lax pairs, parameterised by $u$, such that the equations of motion are equivalent to the condition (3.1) for all values of $u$. We will see that this fact has significant consequences for the inverse scattering method. Therefore, we are going to put ourselves in this situation from now on.
Example.

- A Lax pair for the Kepler problem reads [20]

$$L = \frac{1}{2} \left( \begin{array}{cc}
-\chi_\mu \left[ \frac{\partial}{\partial \varphi}, \frac{d}{d\varphi} \right] & \chi_u \left[ \dot{\varphi}, \dot{\varphi} \right] \\
-\chi_u \left[ \frac{d}{d\varphi}, \frac{d}{d\varphi} \right] & \chi_u \left[ \dot{\varphi}, \dot{\varphi} \right]
\end{array} \right), \quad M = \left( \begin{array}{cc} 0 & 1 \\ M_0 & 0 \end{array} \right),$$

(3.12)

where one has defined

$$\chi_u [\partial, \partial] \equiv \sum_{\mu=1}^{3} \frac{a_\mu c_\mu}{u_\mu - u_\nu}, \quad M_0 \varphi \equiv -\frac{1}{m} \nabla V(r)$$

(3.13)

and $V(r) = \frac{\beta}{r}$. This Lax pair depends on three complex variables $u_\nu, \mu = 1, 2, 3$, besides $u$ which we take as a spectral parameter. Laurent-expanding equation (3.1) in $u$, one recovers the full set of Newton’s equations $m \frac{d^2 \varphi}{dt^2} = -\nabla V(r) = \frac{\beta \dot{\varphi}}{\varphi}$.

### 3.2. Field theories. Monodromy and transfer matrices.

An important step we need to take is to generalise what we have reviewed so far for classical finite-dimensional dynamical systems, to the case of classical field theories. We will restrict ourselves to two-dimensional field theories, meaning one spatial dimension $x$ and one time $t$. This means that we will now have equations of motion obtained from a classical field theory Lagrangian (Euler–Lagrange equations).

The notion of integrability we gave earlier, based on the Liouville theorem, is inadequate when the number of degrees of freedom becomes infinite, as is the case for field theories. What we will do is to adopt the idea of a Lax pair, suitably modifying its definition, as a starting point to define an integrable field theory.

Suppose you can find two (spectral-parameter dependent) matrices $L, M$ such that the Euler–Lagrange equations of motion can be recasted in the following form:

$$\frac{\partial L}{\partial t} - \frac{\partial M}{\partial x} = [M, L].$$

(3.14)

We will call such field theories classically integrable.

The condition (3.14) is also the compatibility condition for the following auxiliary linear problem:

$$(\partial_t - L)\Psi = 0, \quad (\partial_x - M)\Psi = 0,$$

(3.15)

as can be seen by applying $\partial_t$ to the first equation, $\partial_x$ to the second equation, subtracting the two and using (3.15) one more time. We will make use of the auxiliary linear problem later on, when we will discuss solitons.

The two matrices $L, M$ in (3.14) are also said to form a Lax pair, and one can in principle obtain a sequence of conserved quantities for the field theory by following a well-defined procedure. Such a procedure works as follows.

Let us introduce the so-called monodromy matrix

$$T(u) = P \exp \left[ \int_{s_-}^{s_+} L(x, t, u)dx \right]$$

(3.16)

where $P$ denotes a path-ordering with greater $x$ to the left, $s_-$ and $s_+$ are two points on the spatial line, and $u$ is the spectral parameter. This object can be thought of as implementing a
parallel transport along the segment \([s_-, s_+\]), in accordance with the fact that the Lax pair can be thought of as a connection.

If we differentiate \(T(u)\) with respect to time, we get

\[
\frac{\partial}{\partial t} T = \int_{s_-}^{s_+} dx \left[ \exp \left( \int_{s_-}^{s_+} L(x', t, u) dx' \right) \left( \partial_t L(x, t, u) \right) \right] P \exp \left( \int_{s_-}^{s_+} L(x', t, u) dx' \right)
\]

\[
= \int_{s_-}^{s_+} dx \left[ \exp \left( \int_{s_-}^{s_+} L(x', t, u) dx' \right) \left( \frac{\partial M}{\partial x} \right) \right] P \exp \left( \int_{s_-}^{s_+} L(x', t, u) dx' \right)
\]

\[
= \int_{s_-}^{s_+} dx \left[ \partial_t \left( P \exp \left( \int_{s_-}^{s_+} L(x', t, u) dx' \right) M \right) P \exp \left( \int_{s_-}^{s_+} L(x', t, u) dx' \right) \right]
\]

\[
= M(s_+) T - T M(s_-),
\]

(3.17)

where at some stage we have used (3.14). At this point, if we consider pushing \(s_-\) and \(s_+\) towards the extrema \(S_\pm\) of the spatial domain, respectively, and assume for definiteness this domain to be the compact segment \([0, 2\pi]\) with periodic boundary conditions on the fields, we obtain

\[
\frac{\partial}{\partial t} T = [M(0, t, u), T].
\]

(3.18)

This implies that the trace of \(T\), called the transfer matrix

\[
t(u) \equiv \text{tr} \left( T(u) \right),
\]

(3.19)

is conserved for all \(u\). By expanding in \(u\), one obtains a family of conserved charges, which are the coefficients of the expansion. For instance, if \(t(u)\) is analytic near the origin, one Taylor-expands

\[
t(u) = \sum_{n \geq 0} Q_n u^n, \quad \partial_u Q_n = 0, \quad \forall \ n \geq 0.
\]

(3.20)

This forms the starting point for the construction of the integrable structure.

**Examples.**

- The non-linear Schrödinger (NLS) model\(^7\) is the classical non-relativistic 1 + 1 dimensional field theory with Hamiltonian

\[
H = \int_{-\infty}^{\infty} dx \left( \frac{\partial \psi}{\partial x} \right)^2 + \kappa |\psi|^4
\]

(3.21)

for a complex field \(\psi(x)\) with Poisson brackets

\[
\{ \psi(x), \psi^*(y) \} = \delta(x - y),
\]

(3.22)

and a real coupling constant \(\kappa\). The name non-linear Schrödinger model comes from the fact that the equations of motion look like

\[
i \frac{\partial \psi}{\partial t} = \{ H, \psi \} = \frac{\partial^2 \psi}{\partial x^2} + 2\kappa |\psi|^2 \psi,
\]

(3.23)

namely they coincide with the Schrödinger equation for a non-linear potential depending on the square modulus of the wave function itself.

\(^7\) We will follow [9] in this example.
The Lax pair reads

$$L = \begin{pmatrix} -\frac{i u}{2} & i\kappa |\psi|^2 \\ -i\psi & i\frac{u}{2} \end{pmatrix}, \quad M = \begin{pmatrix} i\frac{u^2}{2} + i\kappa |\psi|^2 + \kappa \frac{\partial \psi^*}{\partial x} - i\kappa |\psi|^2 \\ \frac{\partial \psi}{\partial x} + i\kappa \psi - i\frac{u^2}{2} - i\kappa |\psi|^2 \end{pmatrix},$$

(3.24)

depending on a complex spectral parameter $u$. One can write the monodromy matrix as

$$T(u) = \begin{pmatrix} a(u) & b(u) \\ b^*(u) & a^*(u) \end{pmatrix},$$

(3.25)

where $a(u)$ and $b(u)$ admit the following power-series representation:

$$a(u) = e^{-\frac{i}{2}(u, -x)} \left[ 1 + \sum_{n=1}^{\infty} \kappa^n \int_{x > \xi_n > -\infty} dx_1 \cdots dx_n \frac{\partial^n \psi}{\partial x^n} \frac{\partial^{n+1} \psi^*}{\partial x^{n+1}} \right] ,$$

$$b(u) = -i e^{\frac{i}{2}(u, +x)} \left[ 1 + \sum_{n=1}^{\infty} \kappa^n \int_{x > \xi_n > +\infty} dx_1 \cdots dx_n \frac{\partial^n \psi}{\partial x^n} \frac{\partial^{n+1} \psi^*}{\partial x^{n+1}} \right] .$$

Some of the conserved charges one obtains by an appropriate expansion, and in the limit of infinite domain $s_n \to \pm \infty$, read

$$J_1 = \int_{-\infty}^{\infty} dx |\psi|^2, \quad J_2 = \frac{i}{2} \int_{-\infty}^{\infty} dx \left( \frac{\partial \psi}{\partial x} \frac{\partial \psi^*}{\partial x} - \frac{\partial \psi^*}{\partial x} \frac{\partial \psi}{\partial x} \right), \quad J_3 = H,$n

$$J_4 = i \int_{-\infty}^{\infty} dx \left( \frac{\partial^3 \psi^*}{\partial x^3} \psi - 6 \frac{\partial \psi^*}{\partial x} \frac{\partial \psi}{\partial x} |\psi|^2 \right), \quad \text{etc.}$$

(3.27)

Upon quantisation, the first charge corresponds to the particle number, the second one to the momentum, the third one to the Hamiltonian. Action-angle type variables for the NLS can be obtained in the following fashion. If we define

$$\varphi(u) = \frac{b(u)}{|b(u)|^{\frac{n}{\kappa \pi}}} \log a(u),$$

(3.28)

then this new variable is such that

$$\{ \varphi(u), \varphi^*(u') \} = i \delta(u - u'), \quad \frac{d}{dt} \varphi(u) = -iu \varphi(u).$$

(3.29)

The second equation guarantees that $\varphi$ is the exponential of an angle variable. In the new variables, the infinite tower of conserved charges—cf (3.27)—collectively read:

8 In this example one actually Laurent-expands

$$\log a(u) = \kappa \sum_{n=1}^{\infty} J_n x_n u^n.$$  

(3.26)

The justification for this is that $a(u)$ itself commutes with the Hamiltonian, and can be proven to be an equally good generating function for the conserved charges [21, 22]. Moreover, one can show that $\{a(u), a(u')\} = 0$, hence the charges generated by (3.26) are all in involution with each other. This will be made more systematic in the following sections, where it will be seen to follow from the Sklyanin exchange relations.

9 Let us quote Sklyanin’s original words [9]: ‘The concept of ‘action-angle variables’ we shall treat here broadly, calling such any canonical variables in which the Hamiltonian $H$ can be written as a quadratic form (and the equations of motion, correspondingly, become linear).”
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The sine-Gordon equation for a real scalar field $\phi$ in $1+1$ space-time dimensions reads
\[
\partial_t^2 \phi - \partial_x^2 \phi = - \frac{8m^2}{\beta} \sin(2\beta \phi),
\]
for $m$ and $\beta$ two constants. One can recast this equation as a Lax pair condition, with a Lax pair given by
\[
\begin{pmatrix}
\beta \partial_x \phi & m e^{i\beta \phi} - \frac{m}{u} e^{-i\beta \phi} \\
mu e^{-i\phi} - \frac{m}{u} e^{i\phi} & -\frac{\beta}{2} \partial_x \phi
\end{pmatrix},
\]
depending on a spectral parameter $u$.

### 3.3. Poisson structure and the problem of non-ultralocality

In the spirit of (3.6) we now consider the Poisson brackets between two Lax pair elements $L$, this time taken at two distinct positions $x$ and $y$ and for different spectral parameters $u$ and $u'$. Suppose that the canonical Poisson brackets imposed on the fields have the following consequence for $L$:
\[
\{L_1(x, t, u), L_2(y, t, u')\} = [r_{12}(u - u'), L_1(x, t, u) + L_2(y, t, u')] \delta(x - y),
\]
with similar conventions as in (3.5). Let us also assume that the $r$-matrix $r_{12}(u - u')$ does not itself depend on the fields$^{10}$, and satisfies
\[
r_{12}(u - u') = -r_{21}(u' - u).
\]

**Theorem (Sklyanin exchange relations).** Given (3.33), the Poisson brackets of the monodromy matrix satisfy
\[
\{T_1(u), T_2(u')\} = [r_{12}(u - u'), T_1(u)T_2(u')].
\]

From this, one can immediately conclude that the conserved charges generated by the transfer matrix are all in involution. Indeed, tracing by $\mathfrak{t}_1 \otimes \mathfrak{t}_2$ both sides of (3.35), one obtains
\[
\{t(u), t(u')\} = 0,
\]
where we have used cyclicity of $\mathfrak{t}_1 \otimes \mathfrak{t}_2$ which is the natural trace operation on $\mathfrak{g} \otimes \mathfrak{g}$. By expanding (3.36) we obtain the desired involution property of the charges. For analytic functions,

$^{10}$ In principle, we shall not dub this $r$-matrix as constant any longer, because of the dependence on the spectral parameter.
The variables $L$ and $T$ can therefore be thought of as the most convenient variables to display the integrable structure of the model. It will not come as a surprise then that quantisation best proceeds from the Sklyanin relations, in what constitutes the backbone of the quantum inverse scattering method (QISM) [9].

With the assumptions described after (3.33), the Jacobi identity for Sklyanin’s exchange relations admits again as a sufficient condition the classical Yang–Baxter equation with spectral parameter, namely

$$[r_{12}(u_1 - u_2), r_{13}(u_1 - u_3)] + [r_{12}(u_1 - u_2), r_{23}(u_2 - u_3)] + [r_{13}(u_1 - u_3), r_{23}(u_2 - u_3)] = 0.$$  \hspace{2cm} (3.38)

The Poisson brackets (3.33) are called \textit{ultra-local}, because they only display the Dirac delta function and not its derivatives. Whenever higher derivatives of $\delta(x - y)$ are present, one speaks of \textit{non ultra-local} Poisson structures. In the latter case, one cannot obtain a formula like (3.35), and quantisation does not proceed along the standard lines of the QISM.

**Maillet Brackets.** There is a situation where a significant amount of progress has been made, despite the presence of non ultra-locality. This is when the Poisson brackets between the spatial component of the Lax pair assume the form

$$[L_1(x, t, u), L_2(y, t, u')] = \delta(x - y) [r.(u, u'), L_1(x, t, u)]$$

$$+ \delta(x - y) [r.(u, u'), L_2(y, t, u')] + \delta'(x - y) (r.(u, u') - r.(u, u')),$$  \hspace{2cm} (3.39)

for a choice of an $(r, s)$-matrix pair satisfying a mixed Yang–Baxter type equation:

$$r_+ = r + s, \quad r_+ = r - s,$$  \hspace{2cm} (3.40)

$$[(r + s)_{13}(u_1, u_3), (r - s)_{12}(u_1, u_2)] + [(r + s)_{23}(u_2, u_3), (r + s)_{12}(u_1, u_2)]$$

$$+ [(r + s)_{23}(u_2, u_3), (r + s)_{13}(u_1, u_3)] = 0$$  \hspace{2cm} (3.41)

(this is again to ensure the Jacobi identity of the brackets). The Poisson brackets for the (classical) monodromy matrix $T \equiv \text{P exp} \int L$ have been derived from (3.39) by careful treatment of the ambiguity arising from the non ultra-locality [23, 24], and read\textsuperscript{11}

$$[T(u) \otimes 1, 1 \otimes T(u')] = [r.(u, u'), T(u) \otimes T(u')]$$

$$- [1 \otimes T(u')] s(u, u') [T(u) \otimes 1] + [T(u) \otimes 1] s(u, u') [1 \otimes T(u')].$$  \hspace{2cm} (3.42)

By taking the trace of (3.42), one can still show that an infinite set of classically conserved charges in involution is generated by $\text{tr} T(u)$. The problem is that no quantisation procedure has been so far fully established for the brackets (3.42). The quantum S-matrix can nevertheless be fixed by symmetries in most of the interesting cases.

\textsuperscript{11} It is important to remark that the brackets (3.42) do not satisfy the Jacobi identity. This violation is connected to a naive equal-point limiting procedure, occurring when one first evaluates $[T(u) \otimes 1, 1 \otimes T(u')]$ for different values of $u_1$ in each of the two factors. A careful treatment of this singularity is provided in [24], where a way to restore the Jacobi identity is defined via a more elaborated symmetric-limit procedure.
Example.

- The principal chiral model provides a standard example of Maillet structure [23, 25]. This is the theory of an element $g$ of a compact group $G$, with Lagrangian

$$\mathcal{L} = -\frac{1}{2\gamma} \text{tr} j^\mu_j j^\mu_j, \quad j^\mu_j = (\partial_\rho g) g^{-1}$$

admitting (left, right) global symmetry $g \rightarrow (\text{e}^{i\theta} g, \text{e}^{i\theta} g)$. In Minkowski signature, $x^0 = t$, $x^1 = x$, and conservation of $j$ reads $\partial_\mu j^\mu_j = \partial_0 j_0^\mu_j - \partial_1 j_1^\mu_j = 0$. The constant $\gamma$ is the coupling of the theory. Both $f$ and the (left, right) currents

$$j^L_j = j_j^\mu_j = (\partial_\rho g) g^{-1}, \quad j^R_j = -g^{-1} (\partial_\rho g)$$

belong to the Lie algebra of $G$. The currents are flat (cf. Maurer–Cartan one-forms), i.e.

$$\partial_\rho j^L_j - \partial_\rho j^L_j - [j^L_j, j^L_j] = 0, \quad \partial_\rho j^R_j - \partial_\rho j^R_j - [j^R_j, j^R_j] = 0. \quad (3.43)$$

The Lax pair reads

$$L = \frac{u j_0^\mu_j + j_1^\mu_j}{1 - u^2}, \quad M = \frac{u j_1^\mu_j + j_0^\mu_j}{1 - u^2}. \quad (3.44)$$

The $(r, s)$ pair reads

$$r(u, u') = \frac{1}{2} \frac{\zeta(u) + \zeta(u')}{u - u'} c_\odot$$

$$s(u, u') = \frac{1}{2} \frac{\zeta(u) - \zeta(u')}{u - u'} c_\odot$$

(3.45)

with

$$\zeta(u) = \gamma \frac{u^2}{u^2 - 1}, \quad c_\odot = \sum_{a, b} \kappa_{ab} t_a \otimes t_b. \quad (3.46)$$

in terms of the Lie algebra generators $t^a$. Indices in (3.46) are saturated with the Killing form $\kappa_{ab}$ (see footnote 14 in the following).

We would like to conclude this section by mentioning that the Lax-pair formalism allows to derive a set of relations, called finite-gap equations, which are the first step to a semi-classical analysis of the spectrum of the integrable system. This is treated in detail in Fedor Levkovich-Maslyuk’s lectures at this school [26], where the finite-gap equations are derived by taking a semi-classical limit of the quantum Bethe ansatz equations.

4. Classical $r$-matrices

In this section, we discuss the properties of classical $r$-matrices, most notably their analytic structure and their relation to infinite-dimensional algebras. The highlights of this section will be the famous Belavin–Drinfeld theorems.

4.1. Belavin–Drinfeld theorems

Mathematicians have studied classical $r$-matrices and have classified them under specific assumptions. We begin by presenting the most important theorems in this area [27–29].
Theorem (Belavin Drinfeld I). Let $g$ be a finite-dimensional simple\textsuperscript{12} Lie algebra, and $r = r(u_1 - u_2) \in g \otimes g$ a solution of the (spectral-parameter dependent) classical Yang–Baxter equation (3.38). Furthermore, assume one of the following three equivalent conditions to hold:

- (i) $r$ has at least one pole in the complex plane $u \equiv u_1 - u_2$, and there is no Lie subalgebra $g' \subset g$ such that $r \in g' \otimes g'$ for any $u$,
- (ii) $r(u)$ has a simple pole at the origin, with residue proportional to $\sum t_a \otimes t_a$, with $t_a$ a basis in $g$ orthonormal with respect to a chosen nondegenerate invariant bilinear form\textsuperscript{13},
- (iii) the determinant of the matrix $r_{ab}(u)$ obtained from $r(u) = \sum r_{ab}(u)t_a \otimes t_b$ does not vanish identically.

Under these assumptions, $r_{12}(u) = -r_{21}(-u)$ where $r_{21}(u) = \prod r_{12}(u) = \sum r_{ab}(u)t_b \otimes t_a$, and $r(u)$ can be extended meromorphically to the entire $u$-plane. All the poles of $r(u)$ are simple, and they form a lattice $\Gamma$. One has three possible equivalence classes of solutions: ‘elliptic’—when $\Gamma$ is a two-dimensional lattice -, ‘trigonometric’—when $\Gamma$ is a one-dimensional array -, or ‘rational’—when $\Gamma = \{0\}$, respectively.

The assumption of difference-form is not too restrictive, thanks to the following theorem by the same authors [29]:

Theorem (Belavin Drinfeld II). Assume the hypothesis of Belavin-Drinfeld I theorem but $r = r(u_1, u_2)$ not to be of difference form, with the classical Yang-Baxter equation being the natural generalisation of (3.38):

$$[r_{12}(u_1, u_2), r_{13}(u_1, u_3)] + [r_{12}(u_1, u_2), r_{23}(u_2, u_3)] + [r_{13}(u_1, u_3), r_{23}(u_2, u_3)] = 0.$$  \hspace{1cm} (4.1)

Now the three statements (i), (ii) and (iii) are not any longer immediately equivalent, and we will only retain (ii). Assume the dual Coxeter number\textsuperscript{14} of $g$ to be non vanishing. Then, there exists a transformation which reduces $r$ to a difference form.

Proof. Without loss of generality, we can assume that the $r$-matrix will behave as

$$r \sim \frac{\sum t_a \otimes t_a}{u_1 - u_2} + g(u_1, u_2)$$  \hspace{1cm} (4.2)

near the origin. If it does not, then

$$r \sim \frac{\xi(u_1)\sum t_a \otimes t_a}{u_1 - u_2} + g(u_1, u_2),$$  \hspace{1cm} (4.3)

and the change of variables

$$u = u(v), \quad u'(v) = \xi(u(v))$$  \hspace{1cm} (4.4)

\textsuperscript{12} A Lie algebra is simple when it has no non-trivial ideals, or, equivalently, its only ideals are $\{0\}$ and the algebra itself. An ideal is a subalgebra such that the commutator of the whole algebra with the ideal is contained in the ideal.

\textsuperscript{13} Such a residue can be identified with the quadratic Casimir $C_{\xi}$ in $g \otimes g$.

\textsuperscript{14} The dual Coxeter number $c_2$ is defined as $\sum_{ab} f_{abc} f_{abd} = c_2 d_{cd}$, and it is related to trace of the quadratic Casimir in the adjoint representation, i.e. $\sum [t_a, t_b] = c_2 x$, $\forall x \in g$. The Killing form is nothing else but $k_{cd} = \sum_{abc} f_{abc} f_{bd} = c_2 d_{cd}$. 
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will make the residue equal to 1. In fact, near $v_1 = v_2$, one has
\[
\frac{\xi(u_1)}{u_1 - u_2} \sim \frac{\xi(u_2)}{u_2} + u'(v_2)(v_1 - v_2) - u(v_2) \sim \frac{1}{v_1 - v_2}
\]  
(4.5)
due to (4.4). The function $g$ can be taken to be holomorphic in a sufficiently small neighbourhood of the origin.

Expanding (4.1) near the point $u_2 = u_3$, we get
\[
[r_{12}(u_1, u_2), r_{13}(u_1, u_3)] + [r_{12}(u_1, u_2) + r_{13}(u_1, u_2), g_{23}(u_2, u_3)]
\]
\[
+ \left[ \sum_{a} r_{ab}(u_1, u_2) f_a(1 \otimes \frac{t_c}{u_2 - u_3}) + \left[ \partial_{u_2} r_{12}(u_1, u_2), 1 \otimes \sum_{a} t_a \otimes t_a \right] \right] = 0
\]
where $\Delta(t_a) = t_a \otimes 1 + 1 \otimes t_a$ coincides with the trivial coproduct on $g$, when $g$ is regarded as a bialgebra [30]. However, the third term cancels out because $\sum_{a} t_a \otimes t_a$ is the quadratic Casimir of $g \otimes g$, hence $\left[ \Delta(t_a), \sum_{a} t_a \otimes t_a \right] = 0$.

Now we apply the commutator map $x \otimes y \rightarrow [x, y]$ to the spaces 2 and 3 in the above equation, and use the fact that the dual Coxeter number is non-zero (and equal to 1 if we use appropriate conventions). After using the Jacobi identity, we get
\[
\sum_{abcd} r_{ab}(u_1, u_2) r_{cd}(u_2, u_3) f_a(1 \otimes t_b) + [r(u_1, u_2), 1 \otimes h(u_2)] + \partial_{u_2} r(u_1, u_2) = 0,
\]
(4.6)
where $h(u) = g_{ab}(u, u) f_a$. We can repeat the same process on the variables $u_1$ and $u_2$, and the spaces 1 and 2. We obtain
\[
\sum_{abcd} r_{ab}(u_1, u_3) r_{cd}(u_3, u_2) f_a(1 \otimes t_b) + [h(u_1) \otimes 1, r(u_1, u_3)] - \partial_{u_1} r(u_1, u_3) = 0.
\]
(4.7)
In total,
\[
\partial_{u_2} r(u_1, u_2) + \partial_{u_1} r(u_1, u_2) = [h(u_1) \otimes 1 + 1 \otimes h(u_2), r(u_1, u_2)].
\]
(4.8)
Define an invertible map $\psi(u)$ acting on $g$, such that
\[
\frac{d}{du} \psi(u)[x] = [h(u), \psi(u)[x]] \quad \forall x \in g.
\]
(4.9)
and set
\[
\hat{r}(u_1, u_2) = [\psi^{-1}(u_1) \otimes \psi^{-1}(u_2)] r(u_1, u_2).
\]
(4.10)
Since
\[
\frac{d}{du} \psi^{-1}(u) = -\psi^{-1}(u) \left( \frac{d}{du} \psi(u) \right) \psi^{-1}(u),
\]
(4.11)
(4.8) becomes
\[
\partial_{u_2} \hat{r}(u_1, u_2) + \partial_{u_1} \hat{r}(u_1, u_2) = 0,
\]
(4.12)
which shows that $\hat{r}$ is of difference form. □

The importance of the two theorems above resides not only in their powerful classification of the possible classical integrable structures associated to simple Lie algebras, but also in how this structure turns out to determine quite uniquely the possible quantisations one can extract. This
poses strong constraints on the possible types of infinite-dimensional quantum groups, thereby restricting the classes of quantum integrable systems one can ultimately realise.

Mathematically, the quantisation procedure involves the concept of Lie bialgebras and the so-called Manin triples (see for example [31] and references therein). The term quantisation incorporates the meaning of completing the classical algebraic structure to a quantum group, or, equivalently, obtaining from a classical r-matrix a solution to the quantum Yang–Baxter equation

\[ R_{12} R_{13} R_{23} = R_{23} R_{13} R_{12}, \quad R_{ij} \sim 1 \otimes 1 + i \hbar r_{ij} + \mathcal{O}(\hbar^2). \]  \hspace{1cm} (4.13)

The quantisation of the Sklyanin exchange relations is attained by simply 'completing the h series' into the famous RTT relations, which will be discussed at length during this school:

\[ \tilde{T}_1(u) \tilde{T}_2(u') R(u - u') = R(u - u') \tilde{T}_2(u') \tilde{T}_1(u), \quad \tilde{T}(u) = T(u) + \mathcal{O}(\hbar) \]  \hspace{1cm} (4.14)

where the quantum monodromy \( \tilde{T} \) is now understood as the normal-ordering of the classical product integral expression. We can see that (4.14) tends to (3.35) for \( \hbar \to 0 \).

The associated quantum groups emerging from this quantisation process are then classified as elliptic quantum groups (\( \text{dim}(\Gamma) = 2 \)), quantum affine algebras (\( \text{dim}(\Gamma) = 1 \)), and Yangians (\( \Gamma = \{0\} \), respectively). We refer to the lectures by F. Loebbert [32] for more details on this.

This is then indeed a mathematical framework for transitioning from the classical to the quantum regime of the physics:

\[ \{A, B\} = \lim_{\hbar \to 0} \frac{[A, B]}{i\hbar}. \]  \hspace{1cm} (4.15)

One could say that for integrable systems one has an explicit exact formula for the r.h.s. of (4.15) as a function of \( \hbar \). In a sense, the Sklyanin exchange relations are the best starting point wherefrom to quantise the theory, in a way that keeps the integrable structure manifest at every step.

4.2. Analytic properties

In this section, we discuss the analytic properties of the classical r-matrix as a function of the complex spectral parameters.

Example.

- A convenient way of displaying the connection between the classical r-matrix and the associated quantum group is the case of Yangians. Let us consider the so-called Yang’s r-matrix:

\[ r = \kappa \frac{C_0}{u_2 - u_1}. \]  \hspace{1cm} (4.16)

This turns out to be the prototypical rational solution of the CYBE. Indeed, by definition of the Casimir \( C_0 \), one has \([C_0, i^a \otimes 1 + 1 \otimes i^a] = 0 \) \( \forall a \), and one can easily prove that (4.16) solves the CYBE.

This classical r-matrix is the one relevant for the NLS model of example (3.21), as it was proven by Sklyanin [9]. Using this fundamental result, it is then an easy exercise to show that,

\[ A \text{ theorem} [30] \text{ says that, if } r^3 = 0, \text{ then } R = e^r \text{ solves the Yang–Baxter equation. In general, } R \text{ is a very complicated expression, which is the correspondent of the highly non-trivial procedure of quantising a classical Lie bialgebra} [30, 31]. \]
combining (4.16) and (3.35) with (3.25), one obtains in particular that \(\{a(u), a(u')\} = 0\), which was used in footnote 8.

As a matter of fact, upon quantisation the NLS model is found to conserve the particle number, and in each sector of the Fock space with fixed number of particles it reduces to a quantum mechanical problem with mutual delta-function interactions [9, 33]. This was exactly the context in which Yang was working [34] when he came across the solution (4.16).

In [9], Sklyanin went on to demonstrate that normal-ordering effects quantise the classical \(r\)-matrix (4.16) into the canonical Yangian \(R\)-matrix (in suitable units):

\[
R = 1 \otimes 1 + \frac{i\kappa}{u_2 - u_1} C(y),
\]

solution of the quantum Yang–Baxter equation.

One can expand the classical \(r\)-matrix (4.16) as follows:

\[
\frac{r}{\kappa} = \frac{C(y)}{u_2 - u_1} = \sum a \frac{t_a \otimes t_a}{u_2 - u_1} \sum a \sum n \frac{t_a u_1^n \otimes t_a u_2^{n-1}}{u_2 - u_1} = \sum a \sum n \frac{t_a n \otimes t_a, -n - 1},
\]

where we have assumed \(\frac{u_2}{u_1} < 1\) for definiteness. Now we are capable of attributing the dependence on the spectral parameter \(u_1\) (respectively, \(u_2\)) to generators in the first (respectively, second) space. This allows us to interpret the formula (4.16) as the representation of an \(r\)-matrix, which is an abstract object living in the tensor product \(\mathcal{A}_n[g] \otimes \mathcal{A}_m[g]\) of two copies of a larger algebra \(\mathcal{A}_n[g]\) constructed out of \(g\). The assignment

\[
t_a, n = u^n t_a
\]

in (4.17) produces

\[
[t_{a, m}, t_{b, n}] = \sum c f_{abc} t_{c, m+n}
\]

in terms of the structure constants \(f_{abc}\). The relations (4.18) then identify in this case the algebra \(\mathcal{A}_n[g]\) as the loop algebra\(^{16}\) \(\mathcal{L}_n[g]\) associated to \(g\).

One can then make sense of the operation of abstracting the relations (4.18) away from the specific representation (4.17) they are originally seen to emerge from. Using solely these commutation relations, one can then verify that the abstract formal expression\(^7\)

\[
r = \sum a \sum n t_a, n \otimes t_a, -n - 1
\]

provides a consistent classical \(r\)-matrix independently of specific representations of (4.18). In turn, the universal enveloping algebra \(U(\mathcal{L}_n[g])\) of the loop algebra \(\mathcal{L}_n[g]\) is nothing else but the classical limit of the Yangian \(\mathcal{Y}(g)\):

\(^{16}\) A generalisation of the loop algebra is the so-called affine Kac–Moody algebra \(\hat{g}\), associated to a finite-dimensional Lie algebra \(g\). To obtain such a generalisation, one allows for a non-trivial central extension \(c\). If we denote the generators of the affine Kac–Moody algebra as \(x_{a, n} \equiv x_a \otimes v^n\) in terms of a formal parameter \(v\), we can then write the defining relations of \(\hat{g}\) as

\[
[x_{a, v}, x_{b, v'}] = [x_a, x_b] \otimes v^{n+m} + [x_a, x_b] n \delta_{a, -m} c,
\]

with (\(\cdot\)) the scalar product induced on \(g\) by the Killing form. One usually adjoins a derivation \(d\) to the algebra:

\[
[d, a_\otimes v^n] = n a_\otimes v^n, \quad d \equiv \frac{d}{dv}
\]

in order to remove a root-degeneracy (see e.g. [35]).

\(^{17}\) There are subtleties one needs to be careful about, regarding the convergence of formal series such as (4.21). An appropriate setting where to discuss such issues is typically provided by the so-called \(p\)-adic topology and Poincaré–Birkhoff–Witt bases.
The span of the generators appearing separately on each factor of \( r \) must form two Lie subalgebras of \( g \).

**Proof.** By writing \( r = \sum_{ab} r_{ab}(u) z^a \otimes z^b \), with the \( z \)'s being a subset of the \( t \)'s, one has that near the pole at \( u_1 = u_2 \) the CYBE reduces to

\[
\sum_{abcd} c_{ab}(u_1) r_{cd}(u_1 - u_2) ([z_a, z_c] \otimes z_b \otimes z_d + z_a \otimes [z_b, z_c] \otimes z_d) = 0,
\]

with some function \( c_{ab}(u) \). This implies

\[
[z_a, z_c] = \sum_d f_{acd} z_d
\]

for a subset of the structure constants \( f_{acd} \). In [27], the Jacobi identity is shown, which proves that the two spans discussed above form Lie subalgebras of \( g \). \( \square \)

These two span subalgebras together with \( g \) form the so-called \textit{Manin triple}. Characterisation of such a triple is an essential pre-requisite to identify the actual algebra that the quantum group is going to be built upon. In fact, suppose we had started with an \( r \)-matrix, solution of the classical Yang–Baxter equation, such that, however, none of the three requirements \((i) – (iii)\) in the Belavin–Drinfeld I theorem held. This could be because we have identified that \( r \in g \otimes g \), but some of the basis element \( t_a \) never actually appear in \( r \), causing the determinant \( \det_{r_{ab}} \) to vanish by a row of zeroes. The theorem we have just proven reassures us that we can always find a subalgebra \( g' \) of \( g \) such that \( r \in g' \otimes g' \). For this restriction, \( r \) has now a chance of being non-degenerate.

Let us finally mention that classical \( r \)-matrices are core objects in the theory of quantum groups and deformation quantisation, and play a special role in the study of the so-called \textit{Drinfeld double} (cf F Loebbert’s lectures [32]).

### 5. Solitons

In this section, we discuss the soliton solutions of integrable classical field theories. By way of introduction, let us report what is probably the archetype of solitons, contained in John Scott Russell’s famous report of an event occurred at the Union Canal, Scotland, in 1834 [36]:

‘I was observing the motion of a boat which was rapidly drawn along a narrow channel by a pair of horses, when the boat suddenly stopped—not so the mass of water in the channel which it had put in motion; it accumulated round the prow of the vessel in a state of violent agitation, then suddenly leaving it behind, rolled forward with great velocity, assuming the form of a large solitary elevation , a rounded, smooth and well-defined heap of water, which continued its course along the channel apparently without change of form or diminution of speed’.

In the language of integrable systems, we can model this situation using the famous Korteweg–de Vries (KdV) equation [37, 38] for a wave profile \( \phi \) in shallow water\(^{18}\).

\(^{18}\) This form of the equation gets mapped onto the one presented in Negro’s lectures at this school, upon the identifications \( \phi = -U, t = -t, x = u, \) and compactification of \( s \) to \([0, 2\pi]\).
The KdV equation (5.1) admits, as a particular solution\(^{19}\), a travelling soliton parameterised by two arbitrary real constants \(x_0\) and \(\nu\):

\[
\phi = -\frac{\nu}{2} \text{sech}^2 \left( \frac{\sqrt{u}}{2} (x - \nu t + x_0) \right) .
\]  

(5.2)

The Lax pair for the KdV equation is given by

\[
L = \begin{pmatrix} 0 & -1 \\ u - \phi & 0 \end{pmatrix}, \quad M = \begin{pmatrix} -\phi_x & -4u - 2\phi \\ 4u^2 - 2u \phi + \phi_{xx} - 2\phi^2 & \phi_x \end{pmatrix} .
\]  

(5.3)

The extra conservation laws of the integrable hierarchy prevent the waves from loosing their profiles throughout the time evolution. We will now discuss a very general method for solving integrable equations and find soliton solutions in a wide variety of cases.

### 5.1. The classical inverse scattering method

Let us show how Gardner, Green, Kruskal and Miura solved the KdV equation, with a method which has since became a standard procedure for integrable partial differential equations [6]. As we pointed out in the introduction, this method, dubbed (classical) inverse scattering, was afterwards adapted to quantum theories by the Leningrad school, and still to this day represents a paradigmatic approach to the quantisation of integrable systems. In the following section, we will show a more complicated application of the inverse scattering method to the sine-Gordon equation.

The main feature that emerged from early numerical calculations performed on the KdV equation was that there are solutions describing multiple propagating profiles, which nevertheless scatter off each other preserving their individual shapes through the process (see figure 2). This is quite surprising for a non-linear equation such as the one at hand, and it is due to a perfect competition between the non-linearity \(\phi \partial_x \phi\) (trying to concentrate the profile) and the dispersion \(\partial_x^3 \phi\) (trying to spread the profile). It also shows, in a way, how integrability is capable of restoring some features, which might be thought as rather pertaining to a linear behaviour, into a highly non-linear system.

Gardner et al in op. cit. consider the auxiliary Schrödinger problem

\[
\partial_t^2 \psi = (\phi - u(t)) \psi, 
\]  

(5.4)

with \(\phi\) satisfying (5.1). Equation (5.4) is equivalent to the first equation of our auxiliary linear problem (3.15), namely \(\partial_t \psi = LV\psi\), after one takes a further \(\partial_x\) on the latter, and then projects it onto the first vector component. Solving for \(\phi\) in (5.4) for \(\psi\) not identically zero, and substituting back into (5.1) gives

\[
(\partial_t u) \psi^2 + [\psi Q_x - \psi_x Q]_x = 0, \quad Q = \partial_t \psi + \partial_x^3 \psi - 3(\phi + u) \partial_x \psi. 
\]  

(5.5)

One can see that, if \(\psi\) vanishes sufficiently fast at \(|x| \to \infty\), integrating the first equation in (5.5) on the whole real line implies \(\partial_t u = 0\), hence \(u\) is a constant spectral parameter. This means that we are effectively solving for the normalisable part of the spectral problem \(\partial_x^2 \psi = (\phi - u) \psi\). It also means that we are left with solving

\(^{19}\) A more general solution is obtained in terms of the Jacobi elliptic cosine function ‘\(cn\)’, hence the name cnoidal wave.
\[ T \approx -\infty \]

\[ T \approx +\infty \]
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\caption{Scattering of solitons keeping their shapes and velocities.}
\end{figure}

\[ [\psi \ Q_x - \psi_t \ Q]_x = 0, \quad \text{i.e.} \quad \psi \ Q_{xx} = Q \ \psi_{xx}, \quad (5.6) \]

from (5.5). It is then straightforward to check that, differentiating the equation

\[ Q(x, t) = C(t) \psi + D(t) \psi \int_0^x \frac{dx}{\psi^2} \quad (5.7) \]

twice w.r.t. \( x \), for two arbitrary integration constants \( C(t) \) and \( D(t) \), and re-using (5.7) once, one obtains (5.6).

At this point, we assume that \( \phi \) vanishes at spatial infinity for any given time.

- The normalisable \( \psi \) modes, for \( C = D = 0 \), satisfy

\[ 0 = Q(x, t) \to \partial_x \psi + \partial_x^2 \psi - 3u \partial_x \psi \quad \text{at} \ |x| \to \infty \quad (5.8) \]

which is solved by the bound states

\[ \psi_n \to c_n e^{\pm ik_n x} \quad \text{at} \ x \to \pm \infty, \quad k_n = \sqrt{-u_n}, \quad u_n < 0, \quad (5.9) \]

expected to form the discrete part of the auxiliary spectral problem.

- We can extend our problem to the non-normalisable modes with a wave-like behaviour at spatial infinity, choosing \( u \) to be a constant. For this, we can first go back to (5.4) and deduce for instance, for \( k^2 = u > 0, \)

\[ \psi \longrightarrow e^{-ikx} + b e^{ikx}, \quad x \to \infty, \]

\[ \psi \longrightarrow a e^{-ikx}, \quad x \to -\infty. \quad (5.10) \]
Solutions which are asymptotically plane waves at \( x \to \pm \infty \) are called \textit{Jost solutions}. Plugging this into (5.7), one finds as a solution \( D = 0, C = 4ik^3 \), and \textit{scattering data} \( a, b \) determined as

\[
a(k, t) = a(k, 0), \quad b(k, t) = b(k, 0) e^{ikx}.
\] (5.11)

This is called the \textit{direct scattering problem}.

Combining together all this information turns out to be \textit{sufficient} to reconstruct \( \phi \). This means that we can reconstruct the potential \( \phi \) in the auxiliary Schrödinger problem (5.4) from the scattering data. This is the \textit{inverse scattering problem}. In fact, if \( K(x, y) \), for \( y \geq x \), is a solution of the Gel’fand–Levitan–Marchenko equation [39, 40]

\[
K(x, y) + B(x + y) + \int_{-\infty}^{x} dz \, K(x, z) B(y + z) = 0,
\] (5.12)

where

\[
B(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dk \, b(k) e^{ikx} + \sum_{n} c_n e^{-ikx} e^{ikn}
\] (5.13)

in terms of the coefficients \( b \) in (5.11) and \( c_n, k_n \) in (5.9), then one has

\[
\phi = 2 \frac{d}{dx} K(x, x).
\] (5.14)

The theory behind the Gel’fand–Levitan–Marchenko equation is deeply rooted in the technology which allows one to reconstruct the potential of a given Schrödinger problem from the knowledge of its reflection and transmission coefficients, which both feature in (5.13). The classical inverse scattering method is also regarded as a generalisation of the Fourier transform to non-linear problems. Let us sketch here an argument 20 that motivates formulae (5.12)–(5.14) in a simplified case. Consider the spectral problem

\[
-\frac{\partial^2}{\partial t^2} w + \frac{\partial^2}{\partial x^2} w = V(x)w,
\] (5.15)

where \( V(x) \) has a compact support \([-R, R]\) in the spatial direction \( x \). This means that, in the regions \( x < -R \) and \( x > R \), \( w \) satisfies the free wave equation, hence we can write

\[
w = f_-(x - t) + g_-(x + t), \quad x < -R, \\
w = f_+(x - t) + g_+(x + t), \quad x > R.
\] (5.16)

Consider now two different solutions, characterised by the following asymptotics:

- **Case 1**
  \[
w = \delta(x - t), \quad t \ll -R, \\
w = g_-(x + t) + f_+(x - t), \quad t \gg R.
\] (5.17)

  For finite speed of propagation, this solution vanishes for \( x > t \).

- **Case 2**
  \[
w = \delta(x - t) + g_+(x + t), \quad t \ll -R, \\
w = f_-(x - t), \quad t \gg R.
\] (5.18)

\[20\] A rigorous derivation of the Gel’fand–Levitan–Marchenko equation is beyond the scope of these lectures. For a wider context, the interested reader can for instance consult [41, 42]. Here, we found it convenient to follow a discussion by Terry Tao [43].
In both cases (which, in a sense, can be thought of as being dual to each other), the functions \( g_+ \) and \( g_- \) appearing will be pictured as some sufficiently localised profiles. Let us give a special name to the function \( g_- \), i.e.

\[
g_-(z) \equiv B(z) \quad \text{‘scattering data’}. \tag{5.19}\]

Let us focus on case 2, and make the ansatz

\[
w = \delta(x - t) + K(x, t) \Theta(x - t) \tag{5.20}\]

for the full solution to (5.15), with \( \Theta \) the Heaviside step function. Take \( K \) to vanish for \( x < -R \). Plugging this ansatz back into (5.15) and collecting the terms proportional to \( \delta(x - t) \), one obtains

\[
V(x) = 2 \frac{d}{dx} K(x, x). \tag{5.21}\]

One then notices that, if \( w(x, t) \) solves (5.15), so does \( w(x, -t + s) \) for an arbitrary constant shift \( s \). Therefore,

\[
w(x, t) + \int_{-\infty}^{\infty} ds \, B(s) \, w(x, -t + s) \tag{5.22}\]

also does. If we use the ansatz (5.20), this means that

\[
\delta(x - t) + K(x, t) \Theta(x - t) + B(x + t) + \int_{-\infty}^{x} ds \, B(s + t) \, K(x, s) \tag{5.23}\]

solves (5.15), and it coincides with \( \delta(x - t) + B(x + t) \) when \( x < -R \). Therefore, this solution corresponds to case 1 above, hence it must vanish for \( x > t \). This in turn implies

\[
K(x, t) + B(x + t) + \int_{-\infty}^{x} ds \, B(s + t) \, K(x, s) = 0. \tag{5.24}\]

The form we use in the case of the KdV equation basically involves the Fourier transform of the procedure we have just sketched.

As an example, the single-soliton solution of the KdV equation is obtained from the above procedure in the case when \( b = 0 \), and there is only one discrete eigenvalue \( u \). In this situation, one simply has

\[
B(x) = \frac{c}{2} e^{kx}, \quad \gamma \equiv c^2 e^{-8k^2t} \tag{5.25}\]

and it is therefore convenient to make an ansatz for \( K \) of the form

\[
K(x, y) = K(x) e^{iy}. \tag{5.26}\]

Equation (5.12) then becomes easy to solve after a simple integration for \( k > 0 \):

\[
K(x) = -\frac{2\gamma k}{\gamma e^{2kx} + 2k}. \tag{5.27}\]

We immediately get from (5.14) that

\[
\phi = -\frac{16 c^2 k^3 e^{2k(-4k^2 x + t)}}{\left[c^2 e^{2k(-4k^2 x + t)} + 2k\right]^2}. \tag{5.28}\]

For the choice \( c^2 = 2k \), we obtain

\[
\phi = -2k^2 \text{sech}^2 [k (-4k^2 t + x)], \tag{5.29}\]

which coincides with (5.2) for \( \nu = 4k^2 \). For further detail and a complete exposition, we recommend the lecture notes [44].
5.2. The sine-Gordon equation and Jost solutions

We will now apply the inverse scattering method to the more complicated example of the sine–Gordon theory (3.31). In this section, we will follow \cite{1}.

Let us look for solutions of (3.31) behaving at infinity like

\[ \phi \to 0 \quad \text{as} \quad x \to -\infty, \quad \phi \to \frac{q\pi}{\beta} \quad \text{as} \quad x \to +\infty. \]  

(5.30)

The quantity \( q \) is called the topological charge. We will restrict to the case where \( q \) is an integer, which is compatible with the equation. It can be calculated as

\[ q = \frac{\beta}{\pi} \int_{-\infty}^{\infty} dx \frac{\partial \phi}{\partial x} = \frac{\beta}{\pi} [\phi(\infty) - \phi(-\infty)]. \]  

(5.31)

If \( q = 1 \) we speak of a soliton (or kink), while if \( q = -1 \) we speak of an anti-soliton (or anti-kink).

Direct Problem

We begin by focusing on what is called the direct scattering problem, namely, the first equation in (3.15):

\[ \partial_y \Psi = L \Psi, \quad \Psi = \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}. \]  

(5.32)

At infinity, the conditions (5.30) imply for (5.32)

\[ \partial_y \Psi \to ik \sigma_1 \Psi \quad \text{as} \quad x \to -\infty, \quad \partial_y \Psi \to ike^{\beta \pi} \sigma_1 \Psi \quad \text{as} \quad x \to +\infty, \]  

(5.33)

where \( \sigma_1 \) is a Pauli matrix, and

\[ k = mu - \frac{m}{u}. \]  

(5.34)

This means that the solution will behave as plane waves at infinity. Let us define

\[ \tilde{\Psi} = \begin{pmatrix} \tilde{\psi}_1 \\ \tilde{\psi}_2 \end{pmatrix} = \begin{pmatrix} -i\psi_2^* \\ i\psi_1^* \end{pmatrix}. \]  

(5.35)

We will make the specific choice of two Jost solutions, determined by the following asymptotic behaviours;

\[ \Psi_1 \to a \left( \begin{array}{c} 1 \\ -1 \end{array} \right) e^{ikx} - b \left( \begin{array}{c} 1 \\ -1 \end{array} \right) e^{-ikx} \quad x \to -\infty, \quad \Psi_1 \to \left( \frac{1}{e^{i\beta \pi}} \right) e^{ikx} \quad x \to +\infty, \]  

\[ \Psi_2 \to \left( \begin{array}{c} 1 \\ -1 \end{array} \right) e^{-ikx} \quad x \to -\infty, \quad \Psi_2 \to -b \left( \begin{array}{c} 1 \\ -1 \end{array} \right) e^{ikx} + a \left( \frac{1}{e^{i\beta \pi}} \right) e^{-ikx} \quad x \to +\infty, \]  

\[ |a(u)|^2 + |b(u)|^2 = 1. \]  

(5.36)

The last condition follows from considering that various Wronskians constructed with \( \Psi_1 \) and \( \Psi_2 \) are independent of \( x \).

The two solutions \( \Psi_1 \) and \( \Psi_2 \) are independent as long as the Wronskian \( \det[\Psi_1 \Psi_2] \) does not vanish, namely, as long as the Jost function \( a(u) \) does not have zeroes. Let us first remove ourselves from any zero of \( a(u) \), and list a few properties of the two independent Jost solutions (without proof).
• The Jost solutions $\Psi_1$ and $\Psi_2$, when regarded as functions of $u$, are analytic in the upper half plane $\text{Im}(u) > 0$.

• For a fixed $x$, the Jost solutions have the following asymptotics in $u$:

\[
\Psi_1 \rightarrow e^{-\frac{i\pi}{4}} \begin{pmatrix} e^{\frac{i\pi}{4}} \\ e^{-\frac{i\pi}{4}} \end{pmatrix} e^{ikx} |u| \rightarrow \infty, \quad \Psi_1 \rightarrow e^{\frac{i\pi}{4}} \begin{pmatrix} e^{-\frac{i\pi}{4}} \\ -e^{\frac{i\pi}{4}} \end{pmatrix} e^{-ikx} |u| \rightarrow 0,
\]

\[
\Psi_2 \rightarrow \begin{pmatrix} e^{\frac{i\pi}{4}} \\ -e^{-\frac{i\pi}{4}} \end{pmatrix} e^{-ikx} |u| \rightarrow \infty, \quad \Psi_2 \rightarrow \begin{pmatrix} e^{-\frac{i\pi}{4}} \\ -e^{\frac{i\pi}{4}} \end{pmatrix} e^{-ikx} |u| \rightarrow 0.
\]

• The Jost function $a(u)$ is analytic in the upper half plane $\text{Im}(u) > 0$ and satisfies

\[
a(u) \rightarrow e^{-\frac{iu\pi}{4}} |u| \rightarrow \infty, \quad a(u) \rightarrow e^{\frac{iu\pi}{4}} |u| \rightarrow 0,
\]

\[
a(-u) = e^{-iu\pi} a^*(u) \quad \text{for real } u.
\]

The two functions $a(u)$ and $b(u)$, the zeroes $u_n$ of $a(u)$ and the proportionality constants $c_n$ between $\Psi_1$ and $\Psi_2$ at the values $u_n$ where the Jost solutions become dependent

\[
\Psi_2(x, u_n) = c_n \Psi_1(x, u_n),
\]

altogether form the set of scattering data.

The time evolution of the scattering data can now be explicitly computed by substitution into the second equation in (3.15). One gets

\[
a(u, t) = a(u, 0), \quad b(u, t) = e^{2im(u + \frac{1}{4})t} b(u, 0), \quad \text{hence}
\]

\[
u_n(t) = u_n(0), \quad c_n(t) = e^{-2im(u_n + \frac{1}{4})t} c_n(0).
\]

**Inverse Problem**

We now proceed to reconstruct the field $\phi$ from the solutions to the auxiliary linear problem. For this, we start by noticing that for real $u$ the Jost solutions satisfy

\[
\frac{1}{a(u)} e^\frac{iu\pi}{4} \tilde{\Psi}_2 = \xi(u) \tilde{\Psi}_1 + i \tilde{\Psi}_1,
\]

where

\[
\xi(u) = -\frac{b^*(u)}{a^*(u)}, \quad \tilde{\Psi}_1 = e^{\frac{iu\pi}{4} - \gamma_0} \Psi_1, \quad \tilde{\Psi}_2 = e^{-\frac{iu\pi}{4} - \gamma_0} \Psi_1.
\]

This can be obtained by using the knowledge that, if $\psi(x, u)$ is a solution to the direct problem (5.32), so is $\sigma_1 \psi(x, -u)$. One can then compare the asymptotic behaviours of $\tilde{\Psi}_1(x, u)$ and $\sigma_2 \tilde{\Psi}_1(x, -u)$, where $\tilde{\Psi}_1$ are the two Jost solutions.

One can also prove that the (hatted) Jost solutions admit the following Fourier representation:

\[
\tilde{\Psi}_1 = e^{ikx} \left( \frac{1}{e^{i\frac{u}{4}\pi}} \right) + \int_{-\infty}^{\infty} dy \left( v_1(x, y) + \frac{1}{u} w_1(x, y) \right) e^{iky},
\]

\[
\tilde{\Psi}_2 = e^{-ikx} \left( \frac{1}{-1} \right) + \int_{-\infty}^{\infty} dy \left( v_2(x, y) + \frac{1}{u} w_2(x, y) \right) e^{-iky},
\]

for $v_1(x, y)$ and $w_1(x, y)$ two-component vectors with sufficiently regular behaviour.
The importance of the kernels \( v_i \) and \( w_i \) is that the knowledge of their explicit form allows to reconstruct the matrix \( L \) and therefore provides a solution for the original field \( \phi \). In fact, plugging these expansions back into the direct problem, one has that

\[
e^{2i\phi_0(x)} = \frac{im + e^{im\varphi}w_{1,2}(x, x)}{im + w_{1,1}(x, x)},
\]

where \( q \) is defined in (5.30) and \( w_{ij} \) is the component \( j \) of the vector \( w_i \).

The final step of the process involves again the Gel’fand–Levitan–Marchenko equation for the kernels \( v_i \) and \( w_i \) appearing in the Fourier decomposition (5.41).

**Theorem (Gel’fand–Levitan–Marchenko).** The kernels \( v_1, w_1 \) in (5.41) satisfy the following integral equations:

\[
\begin{align*}
\bar{v}_1(x, y) &= f_0(x + y)\left(\frac{1}{e^{i\pi}}\right) + \int_y^\infty dz \left(f_0(z + y)v_1(x, z) + f_{-1}(z + y)w_1(x, z)\right), \\
\bar{w}_1(x, y) &= f_{-1}(x + y)\left(\frac{1}{e^{i\pi}}\right) + \int_x^\infty dz \left(f_{-1}(z + y)v_1(x, z) + f_{-2}(z + y)w_1(x, z)\right),
\end{align*}
\]

with the scattering data (5.38) entering these equations as

\[
f_i(x) = -\frac{m}{2\pi i} \int_{-\infty}^{\infty} du \ e^{iku} \xi(u) + \sum_n e^{iku} c_n \mu_n, \quad m_n = \frac{c_n}{\varphi'(u_n)}. \quad (5.43)
\]

The Gel’fand–Levitan–Marchenko equations greatly simplify under the assumption that \( b = 0 \), corresponding to absence of reflection in the auxiliary linear problem. The integral equation for \( v_1 \) reduces to a linear system. The simplest possible assumption is that there is only one purely imaginary zero \( \mu_1 = i\mu_1 \) of \( a(u) \), with \( \mu_1 < 0 \), which collapses the entire system to one linear equation with straightforward solution. Plugging this solution into (5.42) returns the one-soliton solution

\[
e^{i\varphi_0} = \frac{1 + X}{1 - X}, \quad X = i e^{-2m(\mu_1 + \frac{1}{\mu_1})(x - x_0) + 2m(\mu_1 - \frac{1}{\mu_1})}, \quad \mu_1 \equiv \frac{1 + \sqrt{1 - v}}{\sqrt{1 - \sqrt{1 - v}}}, \quad (5.44)
\]

which is a profile propagating with velocity \( v = \frac{\mu_1^2 - 1}{\mu_1^2 + 1} \in [-1, 1] \). It is easy to see that the topological charge \( q \) in (5.30) equals 1 for this solution. Upon quantisation, solitons and anti-solitons become the elementary particles in quantum sine-Gordon theory.

The other famous and slightly more complicated solution one obtains is one that is normally quantised into a bound state of a soliton and an anti-soliton, and accordingly it has zero topological charge. This solution is called a breather. The profile for a (non-translating) breather is given by

\[
\phi = \frac{2}{\beta} \arctan \frac{\sqrt{1 - \omega^2} \cos(4m\omega t)}{\omega \cosh(4m\sqrt{1 - \omega^2}x)}, \quad \omega \in [0, 1]. \quad (5.45)
\]

**6. Conclusions**

We hope that these discussions have stimulated the curiosity of the many young researchers present to delve into the problematics of integrable systems, and have prepared the ground for
the following lectures, where, in particular, the quantum version of integrability will be presented. This field is constantly growing, attracting representatives of different communities with interests ranging from mathematics to mathematical physics and high-energy physics. We are sure that the new generation of physicists and mathematicians will accomplish great progress in all these avenues of investigation.
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