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Abstract

The $L^2$-orthogonal projection onto a subspace is an important mathematical tool, which has been widely applied in many fields such as linear least squares problems, eigenvalue problems, ill-posed problems, and randomized algorithms. In some numerical applications, the entries of a matrix will seldom be known exactly, so it is necessary to develop some bounds to characterize the effects of the uncertainties caused by matrix perturbation. In this paper, we establish new perturbation bounds for the $L^2$-orthogonal projection onto the column space of a matrix, which involve upper (lower) bounds and combined upper (lower) bounds. The new bounds contain some sharper counterparts of the existing ones. Numerical examples are also given to illustrate our theoretical results.
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1 Introduction

The $L^2$-orthogonal projection onto a subspace is an important geometric construction in finite-dimensional spaces, which has been applied in many fields such as linear least squares problems, eigenvalue (singular value) problems, ill-posed problems, and randomized algorithms (see, e.g., [16, 5, 6, 11, 14, 15, 8, 9, 3, 4, 7, 1]). However, in some numerical applications, the entries of a matrix will seldom be known exactly. Thus, it is necessary to establish some bounds to characterize the effects arising from matrix perturbation. Over the past decades, many researchers have investigated the stability of an $L^2$-orthogonal projection and developed various upper bounds to characterize the deviation of an $L^2$-orthogonal projection after perturbation, which can be found, e.g., in [17, 19, 18, 20, 12, 2, 13].

Let $\mathbb{C}^{m\times n}$, $\mathbb{C}_p^{m\times n}$, and $\mathbb{U}_n$ be the set of all $m\times n$ complex matrices, the set of all $m\times n$ complex matrices of rank $r$, and the set of all $n\times n$ unitary matrices, respectively. For any $M \in \mathbb{C}^{m\times n}$, the symbols $M^*$, $M^\dagger$, rank$(M)$, $\|M\|_F$, $\|M\|_2$, and $P_M$ denote the conjugate transpose, the Moore–Penrose inverse, the rank, the unitarily invariant norm (see, e.g., [10, Page 357]), the

\textsuperscript{*}Department of Mathematics, Purdue University, West Lafayette, IN 47907, USA (xuxuefeng@lsec.cc.ac.cn; xu1412@purdue.edu).
Moreover, Chen et al. [2, Theorem 2.8] derived the following combined estimate:

\[ \|P_B - P_A\|_\infty \leq (\|A^\dagger\|_2 + \|B^\dagger\|_2)\|E\|_\infty, \]  
\[ \|P_B - P_A\|_F^2 \leq (\|A^\dagger\|_2^2 + \|B^\dagger\|_2^2)\|E\|_F^2, \]  
\[ \|P_B - P_A\|_2 \leq \max\{\|A^\dagger\|_2, \|B^\dagger\|_2\}\|E\|_2. \]  

In particular, if \( s = r \), then

\[ \|P_B - P_A\|_\infty \leq 2 \min\{\|A^\dagger\|_2, \|B^\dagger\|_2\}\|E\|_\infty, \]  
\[ \|P_B - P_A\|_F^2 \leq 2 \min\{\|A^\dagger\|_2^2, \|B^\dagger\|_2^2\}\|E\|_F^2, \]  
\[ \|P_B - P_A\|_2 \leq \min\{\|A^\dagger\|_2, \|B^\dagger\|_2\}\|E\|_2. \]  

Recently, Chen et al. [2, Theorems 2.4 and 2.5] improved the above estimates and proved that

\[ \|P_B - P_A\|_\infty \leq \|EA^\dagger\|_\infty + \|EB^\dagger\|_\infty, \]  
\[ \|P_B - P_A\|_F^2 \leq \|EA^\dagger\|_F^2 + \|EB^\dagger\|_F^2, \]  
\[ \|P_B - P_A\|_2 \leq \min\{\|EA^\dagger\|_2, \|EB^\dagger\|_2\}. \]  

In particular, if \( s = r \), then

\[ \|P_B - P_A\|_\infty \leq 2 \min\{\|EA^\dagger\|_\infty, \|EB^\dagger\|_\infty\}, \]  
\[ \|P_B - P_A\|_F^2 \leq 2 \min\{\|EA^\dagger\|_F^2, \|EB^\dagger\|_F^2\}, \]  
\[ \|P_B - P_A\|_2 \leq \min\{\|EA^\dagger\|_2, \|EB^\dagger\|_2\}. \]  

Moreover, Chen et al. [2, Theorem 2.8] derived the following combined estimate:

\[ \|P_B - P_A\|_F^2 + \min\left\{ \frac{\|A^\dagger\|_2^2}{\|B^\dagger\|_2^2}, \frac{\|B^\dagger\|_2^2}{\|A^\dagger\|_2^2}\right\}\|P_{B^*} - P_{A^*}\|_F^2 \leq (\|A^\dagger\|_2^2 + \|B^\dagger\|_2^2)\|E\|_F^2. \]  

In particular, if \( s = r \), then

\[ \|P_B - P_A\|_F^2 + \min\left\{ \frac{\|A^\dagger\|_2^2}{\|B^\dagger\|_2^2}, \frac{\|B^\dagger\|_2^2}{\|A^\dagger\|_2^2}\right\}\|P_{B^*} - P_{A^*}\|_F^2 \leq 2 \min\{\|A^\dagger\|_2, \|B^\dagger\|_2\}\|E\|_F^2, \]  
\[ \|P_B - P_A\|_F^2 + \|P_{B^*} - P_{A^*}\|_F^2 \leq \frac{4\|A^\dagger\|_2^2\|B^\dagger\|_2^2}{\|A^\dagger\|_2^2 + \|B^\dagger\|_2^2}\|E\|_F^2. \]  

More recently, Li et al. [13, Corollary 2.4] showed that

\[ \|P_B - P_A\|_F^2 \leq (\|A^\dagger\|_2^2 + \|B^\dagger\|_2^2)\|E\|_F^2 - \frac{\|B^\dagger\|_2^2}{\|A^\dagger\|_2^2}\|A^\dagger E\|_F^2 - \frac{\|A^\dagger\|_2^2}{\|B^\dagger\|_2^2}\|B^\dagger E\|_F^2. \]  

In particular, if \( s = r \), then

\[ \|P_B - P_A\|_F^2 \leq 2 \min\left\{ \frac{\|B^\dagger\|_2^2}{\|A^\dagger\|_2^2}\|A^\dagger E\|_F^2, \|A^\dagger\|_2^2\|E\|_F^2, \|A^\dagger\|_2^2\|B^\dagger E\|_F^2 \right\}. \]
In addition, Li et al. [13, Theorem 2.5] obtained the following combined estimate:

\[
\|P_B - P_A\|_F^2 + \|P_{B^*} - P_{A^*}\|_F^2 \leq 2 \max \left\{ \|A\|_2^2, \|B\|_2^2 \right\} \|E\|_F^2 - \frac{\|A^\dagger EB\|_F^2 + \|B^\dagger EA\|_F^2}{\min \{ \|A\|_2^2, \|B\|_2^2 \}}.
\]

(1.10)

In particular, if \(s = r\), then

\[
\|P_B - P_A\|_F^2 + \|P_{B^*} - P_{A^*}\|_F^2 \leq \frac{4\|A\|_2^2\|B\|_2^3 \|E\|_F^2}{\|A\|_2^2 + \|B\|_2^2} - \frac{2\|A^\dagger EB\|_F^2 + \|B^\dagger EA\|_F^2}{\|A\|_2^2 + \|B\|_2^2}.
\]

(1.11)

Although the estimate (1.3b) has improved (1.1b), the upper bound in (1.3b) is still too large in certain cases. We now give a simple example:

\[
A = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad B = \begin{pmatrix} \frac{\varepsilon}{1+\varepsilon} & 0 \\ 0 & \frac{\varepsilon}{1+\varepsilon} \end{pmatrix},
\]

(1.12)

where \(0 < \varepsilon < 1\). In this example, it holds that \(\|P_B - P_A\|_F^2 = 1\). Direct computation yields that the upper bound in (1.3b) is

\[
1 + \frac{1}{\varepsilon^2} + \frac{1}{(1+\varepsilon)^2},
\]

which is very large if \(0 < \varepsilon \ll 1\). Alternatively, applying (1.8) to the above example, we have that the upper bound for \(\|P_B - P_A\|_F^2\) is

\[
\frac{99}{100} + \frac{1}{(1+\varepsilon)^2}.
\]

Obviously, under the setting of (1.12), the upper bound in (1.8) is smaller than that in (1.3b).

In [13], Li et al. also demonstrated the superiority of (1.8) (compared with (1.3b)) via some examples. However, it is difficult to compare (1.8) with (1.3b) theoretically. Actually, the estimate (1.8) is not always sharper than (1.3b), which can be illustrated by the following example:

\[
A = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad B = \begin{pmatrix} \frac{1}{2} & 1 \\ 0 & 1 \end{pmatrix}.
\]

Direct calculations yield that the upper bounds in (1.3b) and (1.8) are \(\frac{25}{4}\) and \(\frac{18+3\sqrt{5}}{4}\), respectively. Therefore, there is no determined relation between the estimates (1.3b) and (1.8).

Motivated by these observations, we revisit the perturbation of an \(L^2\)-orthogonal projection under the Frobenius norm. In this paper, we establish new upper bounds for \(\|P_B - P_A\|_F^2\), which include the counterparts of (1.3b), (1.4b), (1.8), and (1.9). Some new combined upper bounds for \(\|P_B - P_A\|_F^2\) and \(\|P_{B^*} - P_{A^*}\|_F^2\) are also derived, which contain the counterparts of (1.5), (1.6), (1.7), (1.10), and (1.11). Theoretical analysis shows that the new upper bounds are sharper than the existing ones. On the other hand, we also develop novel lower bounds for \(\|P_B - P_A\|_F^2\) and combined lower bounds for \(\|P_B - P_A\|_F^2\) and \(\|P_{B^*} - P_{A^*}\|_F^2\). Furthermore, we give two examples to illustrate the performances of our theoretical results.

The rest of this paper is organized as follows. In Section 2, we introduce a trace inequality and several identities on \(\|P_B - P_A\|_F^2\) and \(\|P_{B^*} - P_{A^*}\|_F^2\). In Section 3, we present some new perturbation bounds for \(\|P_B - P_A\|_F^2\) and \(\|P_{B^*} - P_{A^*}\|_F^2\), which involve upper bounds, lower bounds, combined upper bounds, and combined lower bounds. In Section 4, we exhibit some numerical comparisons between the new bounds and the existing ones.
2 Preliminaries

In this section, we introduce a useful trace inequality and several important identities on the deviations \(\|P_B - P_A\|_F^2\) and \(\|P_{B^*} - P_{A^*}\|_F^2\).

Let \(M \in \mathbb{C}^{n \times n}\) and \(N \in \mathbb{C}^{n \times n}\) be Hermitian matrices. The following lemma provides an estimate for the trace of \(MN\) (see, e.g., [10, Theorem 4.3.53]).

**Lemma 2.1.** Let \(\{\lambda_i\}_{i=1}^n\) and \(\{\mu_i\}_{i=1}^n\) be the spectra of the Hermitian matrices \(M \in \mathbb{C}^{n \times n}\) and \(N \in \mathbb{C}^{n \times n}\), respectively, where \(\lambda_1 \geq \cdots \geq \lambda_n\) and \(\mu_1 \geq \cdots \geq \mu_n\). Then

\[
\sum_{i=1}^n \lambda_i \mu_{n-i+1} \leq \text{tr}(MN) \leq \sum_{i=1}^n \lambda_i \mu_i. \tag{2.1}
\]

Using the singular value decomposition (SVD) of a matrix, we can derive some identities on \(\|P_B - P_A\|_F^2\) and \(\|P_{B^*} - P_{A^*}\|_F^2\). Let \(A \in \mathbb{C}_r^{m \times n}\) and \(B \in \mathbb{C}_s^{m \times n}\) (throughout this paper, we only consider the nontrivial case that \(r \geq 1\) and \(s \geq 1\)) have the following SVDs:

\[
A = U \left( \begin{array}{c} \Sigma_1 \\ 0 \\ 0 \end{array} \right) V^* = U_1 \Sigma_1 V_1^*, \tag{2.2a}
\]

\[
B = \bar{U} \left( \begin{array}{c} \Sigma_1 \\ 0 \\ 0 \end{array} \right) \bar{V}^* = \bar{U}_1 \Sigma_1 \bar{V}_1^*, \tag{2.2b}
\]

where \(U = (U_1, U_2) \in \mathcal{H}_m\), \(V = (V_1, V_2) \in \mathcal{H}_n\), \(\bar{U} = (\bar{U}_1, \bar{U}_2) \in \mathcal{H}_m\), \(\bar{V} = (\bar{V}_1, \bar{V}_2) \in \mathcal{H}_n\), \(U_1 \in \mathbb{C}_r^{m \times r}\), \(V_1 \in \mathbb{C}_n^{n \times r}\), \(\bar{U}_1 \in \mathbb{C}_s^{m \times s}\), \(\bar{V}_1 \in \mathbb{C}_n^{n \times s}\), \(\Sigma_1 = \text{diag}(\sigma_1, \ldots, \sigma_r)\), \(\bar{\Sigma}_1 = \text{diag}(\bar{\sigma}_1, \ldots, \bar{\sigma}_s)\), \(\sigma_1 \geq \cdots \geq \sigma_r > 0\), and \(\bar{\sigma}_1 \geq \cdots \geq \bar{\sigma}_s > 0\). In view of (2.2a) and (2.2b), the Moore–Penrose inverses \(A^\dagger\) and \(B^\dagger\) can be explicitly expressed as follows:

\[
A^\dagger = V \left( \begin{array}{c} \Sigma_1^{-1} \\ 0 \\ 0 \end{array} \right) U^* = V_1 \Sigma_1^{-1} U_1^*, \tag{2.3a}
\]

\[
B^\dagger = \bar{V} \left( \begin{array}{c} \Sigma_1^{-1} \\ 0 \\ 0 \end{array} \right) \bar{U}^* = \bar{V}_1 \Sigma_1^{-1} \bar{U}_1^*. \tag{2.3b}
\]

By (2.2a), (2.2b), (2.3a), and (2.3b), we have

\[
P_A = AA^\dagger = U_1 U_1^*, \quad P_{A^*} = A^\dagger A = V_1 V_1^*, \quad P_B = BB^\dagger = \bar{U}_1 \bar{U}_1^*, \quad P_{B^*} = B^\dagger B = \bar{V}_1 \bar{V}_1^*.
\]

The following lemma (see [2, Lemma 2.3]) is the foundation of our analysis, which gives the expressions for \(\|P_B - P_A\|_F^2\) and \(\|P_{B^*} - P_{A^*}\|_F^2\).

**Lemma 2.2.** Let \(A \in \mathbb{C}_r^{m \times n}\) and \(B \in \mathbb{C}_s^{m \times n}\) have the SVDs (2.2a) and (2.2b), respectively. Then

\[
\|P_B - P_A\|_F^2 = \|\bar{U}_1 U_2\|_F^2 + \|\bar{U}_2 U_1\|_F^2, \tag{2.4a}
\]

\[
\|P_{B^*} - P_{A^*}\|_F^2 = \|\bar{V}_1 V_2\|_F^2 + \|\bar{V}_2 V_1\|_F^2. \tag{2.4b}
\]
In particular, if \( s = r \), then
\[
\|P_B - P_A\|_F^2 = 2\|\tilde{U}_1 U_2\|_F^2 = 2\|\tilde{U}_2 U_1\|_F^2, \tag{2.5a}
\]
\[
\|P_{B^*} - P_{A^*}\|_F^2 = 2\|\tilde{V}_1 V_2\|_F^2 = 2\|\tilde{V}_2 V_1\|_F^2. \tag{2.5b}
\]

Based on Lemma 2.2, we can get the following identities on \( \|P_B - P_A\|_F^2 \) and \( \|P_{B^*} - P_{A^*}\|_F^2 \), which do not involve the auxiliary matrices \( U_i, \tilde{U}_i, V_i, \) and \( \tilde{V}_i \) (\( i = 1, 2 \)).

**Lemma 2.3.** Let \( A \in \mathbb{C}_{r \times n}^m, B \in \mathbb{C}_{s \times n}^m, \) and \( E = B - A \). Then
\[
\|P_B - P_A\|_F^2 = \|E A^\dagger\|_F^2 + \|E B^\dagger\|_F^2 - \|B B^\dagger E A^\dagger\|_F^2, \tag{2.6a}
\]
\[
\|P_{B^*} - P_{A^*}\|_F^2 = \|A^\dagger E\|_F^2 + \|B^\dagger E\|_F^2 - \|A^\dagger E B^\dagger B\|_F^2 - \|B^\dagger E A^\dagger A\|_F^2. \tag{2.6b}
\]

In particular, if \( s = r \), then
\[
\|P_B - P_A\|_F^2 = 2(\|E A^\dagger\|_F^2 - \|B B^\dagger E A^\dagger\|_F^2) = 2(\|E B^\dagger\|_F^2 - \|A A^\dagger E B^\dagger\|_F^2), \tag{2.7a}
\]
\[
\|P_{B^*} - P_{A^*}\|_F^2 = 2(\|A^\dagger E\|_F^2 - \|A^\dagger E B^\dagger B\|_F^2) = 2(\|B^\dagger E\|_F^2 - \|B^\dagger E A^\dagger A\|_F^2). \tag{2.7b}
\]

**Proof.** By (2.2a), (2.2b), (2.3a), and (2.3b), we have
\[
\tilde{U}^\dagger E A^\dagger U = \begin{pmatrix}
\tilde{\Sigma}_1 \tilde{V}_1^\dagger V_1 \Sigma_1^{-1} - \tilde{U}_1^\dagger U_1 & 0 \\
-\tilde{U}_2^\dagger U_1 & 0
\end{pmatrix},
\]
\[
\tilde{U}^\dagger B B^\dagger E A^\dagger U = \begin{pmatrix}
\tilde{\Sigma}_1 \tilde{V}_1^\dagger V_1 \Sigma_1^{-1} - \tilde{U}_1^\dagger U_1 & 0 \\
0 & 0
\end{pmatrix}.
\]

Hence,
\[
\|E A^\dagger\|_F^2 = \|\tilde{\Sigma}_1 \tilde{V}_1^\dagger V_1 \Sigma_1^{-1} - \tilde{U}_1^\dagger U_1\|_F^2 + \|\tilde{U}_2^\dagger U_1\|_F^2, \tag{2.8}
\]
\[
\|B B^\dagger E A^\dagger\|_F^2 = \|\tilde{\Sigma}_1 \tilde{V}_1^\dagger V_1 \Sigma_1^{-1} - \tilde{U}_1^\dagger U_1\|_F^2. \tag{2.9}
\]

Using (2.8) and (2.9), we obtain
\[
\|\tilde{U}_2^\dagger U_1\|_F^2 = \|E A^\dagger\|_F^2 - \|B B^\dagger E A^\dagger\|_F^2. \tag{2.10}
\]

Similarly, we have
\[
U^\dagger E B^\dagger \tilde{U} = \begin{pmatrix}
U_1^\dagger \tilde{U}_1 - \Sigma_1 V_1^\dagger \tilde{V}_1 \Sigma_1^{-1} & 0 \\
U_2^\dagger \tilde{U}_1 & 0
\end{pmatrix},
\]
\[
U^\dagger A A^\dagger E B^\dagger \tilde{U} = \begin{pmatrix}
U_1^\dagger \tilde{U}_1 - \Sigma_1 V_1^\dagger \tilde{V}_1 \Sigma_1^{-1} & 0 \\
0 & 0
\end{pmatrix}.
\]

Thus,
\[
\|E B^\dagger\|_F^2 = \|U_1^\dagger \tilde{U}_1 - \Sigma_1 V_1^\dagger \tilde{V}_1 \Sigma_1^{-1}\|_F^2 + \|\tilde{U}_1^\dagger U_2\|_F^2, \tag{2.11}
\]
\[
\|A A^\dagger E B^\dagger\|_F^2 = \|U_1^\dagger \tilde{U}_1 - \Sigma_1 V_1^\dagger \tilde{V}_1 \Sigma_1^{-1}\|_F^2. \tag{2.12}
\]
Proof. Since both Theorem 3.1. deduced from that for that the upper and lower bounds for upper and lower bounds for 
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In particular, if \( s = r \), using (2.5a), (2.10), and (2.13), we can obtain the identity (2.7a).

Replacing \( A \) and \( B \) in (2.6a) by \( A^* \) and \( B^* \), respectively, we can arrive at the identity (2.6b). Analogously, the identity (2.7b) can be deduced from (2.7a). This completes the proof. \( \square \)

On the basis of Lemma 2.3, we can easily get the following corollary.

**Corollary 2.1.** Let \( A \in \mathbb{C}_r^{m \times n} \), \( B \in \mathbb{C}_s^{m \times n} \), and \( \tilde{E} = B^\dagger - A^\dagger \). Then

\[
\|P_B - P_A\|_F^2 = \|A\tilde{E}\|_F^2 + \|B\tilde{E}\|_F^2 - \|A\tilde{E}BB^\dagger\|_F^2 - \|B\tilde{E}AA^\dagger\|_F^2,
\]

\[
\|P_{B^*} - P_{A^*}\|_F^2 = \|\tilde{E}A\|_F^2 + \|\tilde{E}B\|_F^2 - \|B^\dagger B\tilde{E}A\|_F^2 - \|A^\dagger A\tilde{E}B\|_F^2.
\]

In particular, if \( s = r \), then

\[
\|P_B - P_A\|_F^2 = 2(\|A\tilde{E}\|_F^2 - \|A\tilde{E}BB^\dagger\|_F^2) = 2(\|B\tilde{E}\|_F^2 - \|B\tilde{E}AA^\dagger\|_F^2),
\]

\[
\|P_{B^*} - P_{A^*}\|_F^2 = 2(\|\tilde{E}A\|_F^2 - \|B^\dagger B\tilde{E}A\|_F^2) = 2(\|\tilde{E}B\|_F^2 - \|A^\dagger A\tilde{E}B\|_F^2).
\]

In what follows, we will apply Lemmas 2.2 and 2.3 to establish the perturbation bounds for an \( L^2 \)-orthogonal projection. The corresponding results based on Corollary 2.1 can be derived in a similar manner.

### 3 Main results

In this section, we present new upper and lower bounds for \( \|P_B - P_A\|_F^2 \). Some novel combined upper and lower bounds for \( \|P_B - P_A\|_F^2 \) and \( \|P_{B^*} - P_{A^*}\|_F^2 \) are also developed. We mention that the upper and lower bounds for \( \|P_{B^*} - P_{A^*}\|_F^2 \) will be omitted, because they can be directly deduced from that for \( \|P_B - P_A\|_F^2 \).

We first give an estimate for \( \|P_B - P_A\|_F^2 \), which depends only on the ranks of \( A \) and \( B \).

**Theorem 3.1.** Let \( A \in \mathbb{C}_r^{m \times n} \) and \( B \in \mathbb{C}_s^{m \times n} \).

(i) If \( s + r \leq m \), then

\[
|s - r| \leq \|P_B - P_A\|_F^2 \leq s + r. \tag{3.1}
\]

(ii) If \( s + r > m \), then

\[
|s - r| \leq \|P_B - P_A\|_F^2 \leq 2m - s - r. \tag{3.2}
\]

**Proof.** Since both \( P_A \) and \( P_B \) are Hermitian and idempotent, we have

\[
\|P_B - P_A\|_F^2 = \text{tr}(P_B + P_A - P_B P_A - P_A P_B) = s + r - 2 \text{tr}(P_B P_A),
\]

where we have used the fact that the trace of an idempotent matrix equals its rank.
If \( s + r \leq m \), by (2.1), we have
\[
0 \leq \text{tr}(P_B P_A) \leq \min\{s, r\},
\]
which yields
\[
|s - r| \leq \|P_B - P_A\|_F^2 \leq s + r.
\]
On the other hand, if \( s + r > m \), then
\[
s + r - m \leq \text{tr}(P_B P_A) \leq \min\{s, r\},
\]
which leads to
\[
|s - r| \leq \|P_B - P_A\|_F^2 \leq 2m - s - r.
\]
This completes the proof. \( \square \)

**Remark 3.1.** According to the lower bounds in (3.1) and (3.2), we deduce that a necessary condition for \( \lim_{B \to A} P_B = P_A \) (B is viewed as a variable) is that rank(B) = rank(A) always holds when B tends to A. Indeed, it is also a sufficient condition for \( \lim_{B \to A} P_B = P_A \) (see [19, 20]).

In what follows, we develop some perturbation bounds involving the matrices \( E = B - A \) and \( \tilde{E} = B^\dagger - A^\dagger \).

### 3.1 Upper bounds

In this subsection, we present several new upper bounds for \( \|P_B - P_A\|_F^2 \), which improve the existing results.

On the basis of (2.6a) and (2.7a), we can derive the following estimates for \( \|P_B - P_A\|_F^2 \), which are sharper than (1.3b) and (1.4b).

**Theorem 3.2.** Let \( A \in \mathbb{C}^{m \times n} \), \( B \in \mathbb{C}^{m \times n} \), \( E = B - A \), and \( \tilde{E} = B^\dagger - A^\dagger \). Define
\[
\alpha_1 := \max \left\{ \frac{\|B^\dagger E A^\dagger\|_F^2}{\|B^\dagger\|_2^2}, \frac{\|B \tilde{E} A\|_F^2}{\|A\|_2^2} \right\}, \\
\alpha_2 := \max \left\{ \frac{\|A^\dagger E B\|_F^2}{\|A^\dagger\|_2^2}, \frac{\|A E B^\dagger\|_F^2}{\|B\|_2^2} \right\}.
\]
Then
\[
\|P_B - P_A\|_F^2 \leq \|EA\|_F^2 + \|EB\|_F^2 - \alpha_1 - \alpha_2. \quad (3.3)
\]
In particular, if \( s = r \), then
\[
\|P_B - P_A\|_F^2 \leq 2 \min \left\{ \|EA\|_F^2 - \alpha_1, \|EB\|_F^2 - \alpha_2 \right\}. \quad (3.4)
\]
**Proof.** Using (2.2a), (2.2b), (2.3a), and (2.3b), we obtain
\[
\tilde{V}_* B^\dagger E A^\dagger U = \begin{pmatrix} \tilde{V}_1^* V_1 \Sigma_1^{-1} - \tilde{\Sigma}_1^{-1} \tilde{U}_1^* U_1 & 0 \\ 0 & 0 \end{pmatrix},
\]
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Based on (3.7), (3.8), (3.11), and (3.12), we arrive at

\[ V^* A^i E B^i \bar{U} = \begin{pmatrix} \Sigma_i^{-1} U_i^* \bar{U}_1 - V_i^* \bar{V}_1 \Sigma_i^{-1} \\ 0 \\ 0 \end{pmatrix}. \]

Thus,

\[
\| B^i E A^i \|^2_F = \| \bar{V}_i^* V_i \Sigma_i^{-1} - \bar{U}_i^* U_i \|^2_F, \quad (3.5)
\]

\[
\| A^i E B^i \|^2_F = \| \Sigma_i^{-1} U_i^* \bar{U}_1 - V_i^* \bar{V}_1 \Sigma_i^{-1} \|^2_F. \quad (3.6)
\]

According to (2.9), (2.12), (3.9), and (3.10), we deduce that

\[
\| B B^i E A^i \|^2_F = \| \bar{V}_i^* V_i \Sigma_i^{-1} - \bar{U}_i^* U_i \Sigma_i \|^2_F \geq \frac{\| B^i E A^i \|^2_F}{\| B \|^2_2}, \quad (3.7)
\]

\[
\| A A^i E B^i \|^2_F = \| \Sigma_i^{-1} U_i^* \bar{U}_1 - V_i^* \bar{V}_1 \Sigma_i^{-1} \|^2_F \geq \frac{\| A^i E B^i \|^2_F}{\| A \|^2_2}. \quad (3.8)
\]

Similarly, we have

\[
\bar{U}^* B \bar{E} A V = \begin{pmatrix} \bar{U}_1^* U_1 \Sigma_i - \bar{\Sigma}_i \bar{V}_1 V_1 \\ 0 \\ 0 \end{pmatrix},
\]

\[
U^* A \tilde{E} B \bar{V} = \begin{pmatrix} \Sigma_i V_i^* \bar{V}_1 - U_i^* \bar{U}_1 \bar{\Sigma}_1 \\ 0 \\ 0 \end{pmatrix}.
\]

Hence,

\[
\| B \bar{E} A \|^2_F = \| \bar{V}_i^* V_i \Sigma_i - \bar{U}_i^* U_i \Sigma_i \|^2_F, \quad (3.9)
\]

\[
\| A \tilde{E} B \|^2_F = \| U_i^* \bar{U}_1 \bar{\Sigma}_1 - \Sigma_i V_i^* \bar{V}_1 \|^2_F. \quad (3.10)
\]

From (2.9), (2.12), (3.9), and (3.10), we deduce that

\[
\| B B^i E A^i \|^2_F = \| (\bar{V}_i^* V_i \Sigma_i - \bar{U}_i^* U_i \Sigma_i) \Sigma_i^{-1} \|^2_F \geq \frac{\| B \bar{E} A \|^2_F}{\| A \|^2_2}, \quad (3.11)
\]

\[
\| A A^i E B^i \|^2_F = \| (U_i^* \bar{U}_1 \bar{\Sigma}_1 - \Sigma_i V_i^* \bar{V}_1) \bar{\Sigma}_i^{-1} \|^2_F \geq \frac{\| A \tilde{E} B \|^2_F}{\| B \|^2_2}. \quad (3.12)
\]

Based on (3.7), (3.8), (3.11), and (3.12), we arrive at

\[
\| B B^i E A^i \|^2_F \geq \max \left\{ \frac{\| B^i E A^i \|^2_F}{\| B \|^2_2}, \frac{\| B \bar{E} A \|^2_F}{\| A \|^2_2} \right\}, \quad (3.13)
\]

\[
\| A A^i E B^i \|^2_F \geq \max \left\{ \frac{\| A^i E B^i \|^2_F}{\| A \|^2_2}, \frac{\| A \tilde{E} B \|^2_F}{\| B \|^2_2} \right\}. \quad (3.14)
\]

The inequality (3.3) then follows by combining (2.6a), (3.13), and (3.14). In particular, if \( s = r \), using (2.7a), (3.13), and (3.14), we can obtain the inequality (3.4).

Based on (2.4a) and (2.5a), we can derive the following theorem.
Theorem 3.3. Let $A \in \mathbb{C}_{r}^{m \times n}$, $B \in \mathbb{C}_{s}^{m \times n}$, $E = B - A$, and $\tilde{E} = B^\dagger - A^\dagger$. Define
\[\beta_1 := \min \left\{ \|A^\dagger\|_2^2 (\|E\|_F^2 - \|BB^\dagger E\|_F^2), \|A\|_2^2 (\|\tilde{E}\|_F^2 - \|\tilde{E}BB^\dagger\|_F^2) \right\},\]
\[\beta_2 := \min \left\{ \|B^\dagger\|_2^2 (\|E\|_F^2 - \|AA^\dagger E\|_F^2), \|B\|_2^2 (\|\tilde{E}\|_F^2 - \|\tilde{E}AA^\dagger\|_F^2) \right\} .\]
Then
\[\|P_B - P_A\|_F^2 \leq \beta_1 + \beta_2.\] (3.15)
In particular, if $s = r$, then
\[\|P_B - P_A\|_F^2 \leq 2 \min \{ \beta_1, \beta_2 \}.\] (3.16)
Proof. By (2.2a), (2.2b), (2.3a), and (2.3b), we have
\[U^*E\tilde{V} = \begin{pmatrix} U_1^* \tilde{U}_1 \tilde{\Sigma}_1 - \Sigma_1 V_1^* \tilde{V}_1 & -\Sigma_1 V_1^* \tilde{V}_2 \\ U_2^* \tilde{U}_1 \tilde{\Sigma}_1 & 0 \end{pmatrix},\] (3.17)
\[U^*AA^\dagger E\tilde{V} = \begin{pmatrix} U_1^* \tilde{U}_1 \tilde{\Sigma}_1 - \Sigma_1 V_1^* \tilde{V}_1 & -\Sigma_1 V_1^* \tilde{V}_2 \\ 0 & 0 \end{pmatrix}.\] (3.18)
From (3.17) and (3.18), we deduce that
\[\|\tilde{\Sigma}_1 \tilde{U}_1^* U_2\|_F^2 = \|E\|_F^2 - \|AA^\dagger E\|_F^2.\]
Due to
\[\|\tilde{U}_1^* U_2\|_F^2 \leq \|B^\dagger\|_2^2 \|\tilde{\Sigma}_1 \tilde{U}_1^* U_2\|_F^2,\]
it follows that
\[\|\tilde{U}_1^* U_2\|_F^2 \leq \|B^\dagger\|_2^2 (\|E\|_F^2 - \|AA^\dagger E\|_F^2).\]
In addition, we have
\[\tilde{V}^* \tilde{E} U = \begin{pmatrix} \Sigma_1^{-1} \tilde{U}_1^* U_1 - \tilde{V}_1^* V_1 \Sigma_1^{-1} & \Sigma_1^{-1} \tilde{U}_1^* U_2 \\ -\tilde{V}_1^* V_1 \Sigma_1^{-1} & 0 \end{pmatrix},\] (3.19)
\[\tilde{V}^* \tilde{E} AA^\dagger U = \begin{pmatrix} \Sigma_1^{-1} \tilde{U}_1^* U_1 - \tilde{V}_1^* V_1 \Sigma_1^{-1} & \tilde{V}_1^* V_1 \Sigma_1^{-1} \\ -\tilde{V}_1^* V_1 \Sigma_1^{-1} & 0 \end{pmatrix}.\] (3.20)
By (3.19) and (3.20), we have
\[\|\Sigma_1^{-1} \tilde{U}_1^* U_2\|_F^2 = \|\tilde{E}\|_F^2 - \|\tilde{E}AA^\dagger\|_F^2.\]
Since
\[\|\tilde{U}_1^* U_2\|_F^2 \leq \|B\|_2^2 \|\Sigma_1^{-1} \tilde{U}_1^* U_2\|_F^2,\]
it follows that
\[\|\tilde{U}_1^* U_2\|_F^2 \leq \|B\|_2^2 (\|\tilde{E}\|_F^2 - \|\tilde{E}AA^\dagger\|_F^2).\]
Thus,
\[\|\tilde{U}_1^* U_2\|_F^2 \leq \min \left\{ \|B^\dagger\|_2^2 (\|E\|_F^2 - \|AA^\dagger E\|_F^2), \|B\|_2^2 (\|\tilde{E}\|_F^2 - \|\tilde{E}AA^\dagger\|_F^2) \right\} .\] (3.21)
Similarly,
\[
\tilde{U}^* E V = \begin{pmatrix}
\bar{\Sigma}_1 \bar{\Sigma}_1^* V_1 - \bar{\bar{U}}_1^* U_1 \bar{\Sigma}_1 & \bar{\Sigma}_1 \bar{\Sigma}_1^* V_2 \\
- \bar{\bar{U}}_2^* U_1 \bar{\Sigma}_1 & 0
\end{pmatrix}, \tag{3.22}
\]
\[
\tilde{U}^* B B^t E V = \begin{pmatrix}
\bar{\Sigma}_1 \bar{\Sigma}_1^* V_1 - \bar{\bar{U}}_1^* U_1 \bar{\Sigma}_1 & \bar{\Sigma}_1 \bar{\Sigma}_1^* V_2 \\
0 & 0
\end{pmatrix}, \tag{3.23}
\]
\[
V^* \tilde{E} \tilde{U} = \begin{pmatrix}
V_1^* \tilde{\Sigma}_1^{-1} - \Sigma_1^{-1} U_1^* \tilde{U}_1 & -\Sigma_1^{-1} U_1^* \tilde{U}_2 \\
\bar{V}_2 \bar{\Sigma}_1^{-1} & 0
\end{pmatrix}, \tag{3.24}
\]
\[
V^* \tilde{E} B B^t \tilde{U} = \begin{pmatrix}
V_1^* \tilde{\Sigma}_1^{-1} - \Sigma_1^{-1} U_1^* \tilde{U}_1 & 0 \\
\bar{V}_2 \bar{\Sigma}_1^{-1} & 0
\end{pmatrix}. \tag{3.25}
\]

Using (3.22) and (3.23), we obtain
\[
\|\tilde{U}^*_2 U_1\|_F^2 \leq \|A^t\|_2^2 \|\tilde{U}^*_2 U_1 \Sigma_1\|_F^2 = \|A^t\|_2^2 (\|E\|_F^2 - \|B B^t E\|_F^2).
\]

In light of (3.24) and (3.25), we have
\[
\|\tilde{U}^*_2 U_1\|_F^2 \leq \|A\|_2^2 \|\tilde{U}^*_2 U_1 \Sigma_1^{-1}\|_F^2 = \|A\|_2^2 (\|\tilde{E}\|_F^2 - \|\tilde{E} B B^t\|_F^2).
\]

Hence,
\[
\|\tilde{U}^*_2 U_1\|_F^2 \leq \min \left\{ \|A^t\|_2^2 (\|E\|_F^2 - \|B B^t E\|_F^2), \|A\|_2^2 (\|\tilde{E}\|_F^2 - \|\tilde{E} B B^t\|_F^2) \right\}. \tag{3.26}
\]

In view of (2.4a), (3.21), and (3.26), we conclude that the inequality (3.15) holds. In particular, if \(s = r\), using (2.5a), (3.21), and (3.26), we can get the inequality (3.16).  \(\square\)

**Remark 3.2.** By (3.18), we have
\[
\|A^t E\|_F^2 = \|\Sigma_1 (\Sigma_1^{-1} U_1^* \tilde{U}_1 \Sigma_1 - V_1^* \tilde{V}_1)\|_F^2 + \|\Sigma_1 V_1^* \tilde{V}_2\|_F^2 \geq \|A^t E\|_F^2 \|A^t\|_2^2,
\]
where we have used the fact that
\[
\|A^t E\|_F^2 = \|\Sigma_1^{-1} U_1^* \tilde{U}_1 \Sigma_1 - V_1^* \tilde{V}_1\|_F^2 + \|V_1^* \tilde{V}_2\|_F^2.
\]

Analogously, it holds that
\[
\|B B^t E\|_F^2 \geq \|B^t E\|_F^2 \|B^t\|_2^2.
\]

Then
\[
\beta_1 \leq \|A^t\|_2^2 \left(\|E\|_F^2 - \frac{\|B B^t E\|_F^2}{\|B^t\|_2^2}\right),
\]
\[
\beta_2 \leq \|B^t\|_2^2 \left(\|E\|_F^2 - \frac{\|A^t E\|_F^2}{\|A^t\|_2^2}\right).
\]

Therefore, the estimates (3.15) and (3.16) are sharper than (1.8) and (1.9), respectively.
The following corollary provides an alternative version of Theorem 3.3.

**Corollary 3.1.** Let $A \in \mathbb{C}_+^{m \times n}$, $B \in \mathbb{C}_+^{n \times n}$, $E = B - A$, and $\bar{E} = B^\dagger - A^\dagger$. Define

$$
\gamma_1 := \min \left\{ \| A^\dagger \|_F^2 \left( \| E A^\dagger \|_F^2 - \| B \bar{E} A \|_F^2 \right), \| A \|_F^2 \left( \| A^\dagger \bar{E} \|_F^2 - \| A^\dagger E B^\dagger \|_F^2 \right) \right\},
$$

$$
\gamma_2 := \min \left\{ \| B^\dagger \|_F^2 \left( \| E B^\dagger \|_F^2 - \| A \bar{E} B \|_F^2 \right), \| B \|_F^2 \left( \| B^\dagger \bar{E} B^\dagger \|_F^2 - \| B^\dagger E A^\dagger \|_F^2 \right) \right\}.
$$

Then

$$
\| P_B - P_A \|_F^2 \leq \gamma_1 + \gamma_2.
$$

(3.27)

In particular, if $s = r$, then

$$
\| P_B - P_A \|_F^2 \leq 2 \min \{ \gamma_1, \gamma_2 \}.
$$

(3.28)

**Proof.** By (2.2a), (2.2b), (2.3a), and (2.3b), we have

$$
U^* E B^\dagger B \bar{V} = \begin{pmatrix}
U_1^* \bar{U}_1 \Sigma_1 - \Sigma_1 V_1^* \bar{V}_1 & 0 \\
U_2^* U_1 \Sigma_1 & 0
\end{pmatrix},
$$

(3.29)

$$
\bar{V}^* B^\dagger B \bar{E} U = \begin{pmatrix}
\Sigma_1^{-1} \bar{U}_1^* U_1 - \bar{V}_1^* V_1 \Sigma_1^{-1} & \Sigma_1^{-1} \bar{U}_1^* U_2 \\
0 & 0
\end{pmatrix}.
$$

(3.30)

According to (3.10) and (3.29), we deduce that

$$
\| \bar{U}_1^* U_2 \|_F^2 \leq \| B^\dagger \|_F^2 \| \Sigma_1 \bar{U}_1^* U_2 \|_F^2 = \| B^\dagger \|_F^2 \left( \| E B^\dagger \|_F^2 - \| A \bar{E} B \|_F^2 \right).
$$

On the other hand, we get from (3.5) and (3.30) that

$$
\| \bar{U}_1^* U_2 \|_F^2 \leq \| B \|_F^2 \| \Sigma_1^{-1} \bar{U}_1^* U_2 \|_F^2 = \| B \|_F^2 \left( \| B^\dagger \bar{E} B^\dagger \|_F^2 - \| B^\dagger E A^\dagger \|_F^2 \right).
$$

Hence,

$$
\| \bar{U}_1^* U_2 \|_F^2 \leq \min \left\{ \| B^\dagger \|_F^2 \left( \| E B^\dagger \|_F^2 - \| A \bar{E} B \|_F^2 \right), \| B \|_F^2 \left( \| B^\dagger \bar{E} B^\dagger \|_F^2 - \| B^\dagger E A^\dagger \|_F^2 \right) \right\}.
$$

(3.31)

Similarly, we have

$$
\bar{U}^* E A^\dagger A V = \begin{pmatrix}
\Sigma_1 \bar{V}_1^* V_1 - \bar{U}_1^* U_1 \Sigma_1 & 0 \\
-\bar{U}_2^* U_1 \Sigma_1 & 0
\end{pmatrix},
$$

(3.32)

$$
V^* A^\dagger A \bar{E} U = \begin{pmatrix}
\bar{V}_1^* \bar{V}_1 \Sigma_1^{-1} - \Sigma_1^{-1} \bar{U}_1^* \bar{U}_1 & \Sigma_1^{-1} U_1^* \bar{U}_1 \\
0 & 0
\end{pmatrix}.
$$

(3.33)

Using (3.9) and (3.32), we obtain

$$
\| \bar{U}_2^* U_1 \|_F^2 \leq \| A^\dagger \|_F^2 \| \Sigma_1 \bar{U}_2^* U_1 \Sigma_1 \|_F^2 = \| A^\dagger \|_F^2 \left( \| E A^\dagger \|_F^2 - \| B \bar{E} A \|_F^2 \right).
$$

In view of (3.6) and (3.33), we have

$$
\| \bar{U}_2^* U_1 \|_F^2 \leq \| A \|_F^2 \| \Sigma_1 \Sigma_1^{-1} \|_F^2 = \| A \|_F^2 \left( \| A^\dagger A \bar{E} \|_F^2 - \| A^\dagger \bar{E} B \|_F^2 \right).
$$

Thus,

$$
\| \bar{U}_2^* U_1 \|_F^2 \leq \min \left\{ \| A^\dagger \|_F^2 \left( \| E A^\dagger \|_F^2 - \| B \bar{E} A \|_F^2 \right), \| A \|_F^2 \left( \| A^\dagger A \bar{E} \|_F^2 - \| A^\dagger \bar{E} B \|_F^2 \right) \right\}.
$$

(3.34)

The rest of the proof is similar to Theorem 3.3. □
3.2 Lower bounds

As is well known, the $L^2$-orthogonal projection onto the column space of a matrix is not necessarily a continuous function of the entries of the matrix (see, e.g., [19, 20]). In this subsection, we attempt to establish some lower bounds for $\|P_B - P_A\|_F^2$.

The first theorem is based on the identities (2.6a) and (2.7a).

**Theorem 3.4.** Let $A \in \mathbb{C}_r^{m \times n}$, $B \in \mathbb{C}_s^{m \times n}$, $E = B - A$, and $\bar{E} = B^\dagger - A^\dagger$. Define

$$
\alpha_1' := \min \left\{ \|B\|_2^2 \|B^\dagger E A\|_F^2, \|A^\dagger \|_2^2 \|B \bar{E} A\|_F^2 \right\},
$$

$$
\alpha_2' := \min \left\{ \|A\|_2^2 \|A^\dagger E B\|_F^2, \|B^\dagger \|_2^2 \|A \bar{E} B\|_F^2 \right\}.
$$

Then

$$
\|P_B - P_A\|_F^2 \geq \|EA^\dagger\|_F^2 + \|EB^\dagger\|_F^2 - \alpha_1' - \alpha_2'.
$$

(3.35)

In particular, if $s = r$, then

$$
\|P_B - P_A\|_F^2 \geq 2 \max \left\{ \|EA^\dagger\|_F^2 - \alpha_1', \|EB^\dagger\|_F^2 - \alpha_2' \right\}.
$$

(3.36)

**Proof.** According to the proof of Theorem 3.2, we have

$$
\|BB^\dagger EA^\dagger\|_F^2 = \|\tilde{\Sigma}_1(\tilde{\bar{V}}_1^* \bar{V}_1 \Sigma_1^{-1} - \tilde{\Sigma}_1^{-1} \tilde{U}_1^* U_1)\|_F^2 \leq \|B\|_2^2 \|B^\dagger E A\|_F^2,
$$

$$
\|BB^\dagger EA^\dagger\|_F^2 = \|(\tilde{\Sigma}_1 \tilde{\bar{V}}_1^* \bar{V}_1 - \tilde{U}_1^* U_1 \Sigma_1^{-1})\|_F^2 \leq \|A\|_2^2 \|B \bar{E} A\|_F^2.
$$

Hence,

$$
\|BB^\dagger EA^\dagger\|_F^2 \leq \min \left\{ \|B\|_2^2 \|B^\dagger E A\|_F^2, \|A\|_2^2 \|B \bar{E} A\|_F^2 \right\}.
$$

Similarly, it is easy to check that

$$
\|AA^\dagger EB^\dagger\|_F^2 \leq \min \left\{ \|A\|_2^2 \|A^\dagger E B\|_F^2, \|B\|_2^2 \|A \bar{E} B\|_F^2 \right\}.
$$

The desired result then follows from the identities (2.6a) and (2.7a). \qed

The following theorem is derived by bounding $\|\tilde{U}_1^* U_2\|_F^2$ and $\|\tilde{\bar{U}}_1^* U_1\|_F^2$ directly.

**Theorem 3.5.** Let $A \in \mathbb{C}_r^{m \times n}$, $B \in \mathbb{C}_s^{m \times n}$, $E = B - A$, and $\bar{E} = B^\dagger - A^\dagger$. Define

$$
\beta_1' := \max \left\{ \frac{\|E\|_F^2 - \|AA^\dagger E\|_F^2}{\|B\|_2^2}, \frac{\|E\|_F^2 - \|E AA^\dagger\|_F^2}{\|B^\dagger\|_2^2} \right\},
$$

$$
\beta_2' := \max \left\{ \frac{\|E\|_F^2 - \|BB^\dagger E\|_F^2}{\|A\|_2^2}, \frac{\|E\|_F^2 - \|E BB^\dagger\|_F^2}{\|A^\dagger\|_2^2} \right\}.
$$

Then

$$
\|P_B - P_A\|_F^2 \geq \beta_1' + \beta_2' .
$$

(3.37)

In particular, if $s = r$, then

$$
\|P_B - P_A\|_F^2 \geq 2 \max \left\{ \beta_1', \beta_2' \right\}.
$$

(3.38)
Proof. Based on the proof of Theorem 3.3, we have

\[
\|\tilde{U}_1^* U_2\|_F^2 \geq \frac{\|\Sigma_1 U_1^* U_2\|_F^2}{\|B\|^2_2} = \frac{\|E\|_F^2 - \|AA^\dagger E\|_F^2}{\|B\|^2_2},
\]

\[
\|\tilde{U}_1^* U_2\|_F^2 \geq \frac{\|\Sigma_1^{-1} U_1^* U_2\|_F^2}{\|B\|^2_2} = \frac{\|\tilde{E}\|_F^2 - \|\tilde{E} A A^\dagger\|_F^2}{\|B\|^2_2}.
\]

Thus,

\[
\|\tilde{U}_1^* U_2\|_F^2 \geq \max \left\{ \frac{\|E\|_F^2 - \|AA^\dagger E\|_F^2}{\|B\|^2_2}, \frac{\|\tilde{E}\|_F^2 - \|\tilde{E} A A^\dagger\|_F^2}{\|B\|^2_2} \right\}.
\]

Analogously, we have

\[
\|\tilde{U}_2^* U_1\|_F^2 \geq \frac{\|\tilde{U}_2^* U_1 \Sigma_1\|_F^2}{\|A\|^2_2} = \frac{\|E\|_F^2 - \|BB^\dagger E\|_F^2}{\|A\|^2_2},
\]

\[
\|\tilde{U}_2^* U_1\|_F^2 \geq \frac{\|\tilde{U}_2^* U_1 \Sigma_1^{-1}\|_F^2}{\|A\|^2_2} = \frac{\|\tilde{E}\|_F^2 - \|BB B^\dagger\|_F^2}{\|A\|^2_2}.
\]

Hence,

\[
\|\tilde{U}_2^* U_1\|_F^2 \geq \max \left\{ \frac{\|E\|_F^2 - \|BB^\dagger E\|_F^2}{\|A\|^2_2}, \frac{\|\tilde{E}\|_F^2 - \|BB B^\dagger\|_F^2}{\|A\|^2_2} \right\}.
\]

Using (2.4a) and (2.5a), we can obtain the estimates (3.37) and (3.38).

Using the similar argument as in Corollary 3.1, we can get the following corollary, which is an alternative version of Theorem 3.5.

Corollary 3.2. Let \( A \in \mathbb{C}_r^{m \times n}, B \in \mathbb{C}_s^{m \times n}, E = B - A, \) and \( \tilde{E} = B^\dagger - A^\dagger. \) Define

\[
\gamma'_1 := \max \left\{ \frac{\|EB^\dagger B\|_F^2}{\|B\|^2_2}, \frac{\|AEB\|_F^2}{\|B\|^2_2}, \frac{\|BB E\|_F^2}{\|B\|^2_2}, \frac{\|B^\dagger E\|_F^2}{\|B\|^2_2}, \right\},
\]

\[
\gamma'_2 := \max \left\{ \frac{\|E A^\dagger A\|_F^2}{\|B\|^2_2}, \frac{\|B E A\|_F^2}{\|B\|^2_2}, \frac{\|E A^\dagger B E\|_F^2}{\|B\|^2_2}, \frac{\|A E A^\dagger B E\|_F^2}{\|B\|^2_2}, \right\}.
\]

Then

\[
\|P_B - P_A\|_F^2 \geq \gamma'_1 + \gamma'_2. \quad (3.39)
\]

In particular, if \( s = r, \) then

\[
\|P_B - P_A\|_F^2 \geq 2 \max \left\{ \gamma'_1, \gamma'_2 \right\}. \quad (3.40)
\]

3.3 Combined upper bounds

In this subsection, we present new combined upper bounds for \( \|P_B - P_A\|_F^2 \) and \( \|P_B^* - P_A^*\|_F^2, \) which are established in a parameterized manner. In order to show the combined upper bounds concisely, we first define

\[
I_M(t) := \frac{t}{\|M\|^2_2} + \frac{1 - t}{\|M\|^2_2} \quad \forall M \in \mathbb{C}^{m \times n} \setminus \{0\}, \quad t \in [0, 1].
\]
Theorem 3.6. Let $A \in \mathbb{C}^{m \times n}$, $B \in \mathbb{C}^{m \times n}$, $E = B - A$, and $\tilde{E} = B^\dagger - A^\dagger$. Define

$$\Phi(\lambda) := \lambda(\|E\|^2_F - \|A\tilde{E}B\|^2_F) + (1 - \lambda)(\|\tilde{E}\|^2_F - \|B^\dagger EA^\dagger\|^2_F),$$

$$\Psi(\mu) := \mu(\|E\|^2_F - \|B\tilde{E}A\|^2_F) + (1 - \mu)(\|\tilde{E}\|^2_F - \|A^\dagger EB^\dagger\|^2_F),$$

where $\lambda \in [0, 1]$ and $\mu \in [0, 1]$ are parameters. Then

$$\|P_B - PA\|^2_F + \min \left\{ \frac{I_A(\lambda)}{I_B(\mu)} \right\} \|P_{B^*} - PA^*\|^2_F \leq \frac{\Phi(\lambda)}{I_B(\lambda)} + \frac{\Psi(\mu)}{I_A(\mu)}, \tag{3.41}$$

$$\|P_B - PA\|^2_F + \|P_{B^*} - PA^*\|^2_F \leq \frac{\Phi(\lambda)}{I_B(\lambda)} + \frac{\Psi(\mu)}{I_A(\mu)}. \tag{3.42}$$

In particular, if $s = r$, then

$$I_B(\lambda)\|P_B - PA\|^2_F + I_A(\lambda)\|P_{B^*} - PA^*\|^2_F \leq 2\Phi(\lambda), \tag{3.43}$$

$$I_A(\mu)\|P_B - PA\|^2_F + I_B(\mu)\|P_{B^*} - PA^*\|^2_F \leq 2\Psi(\mu). \tag{3.44}$$

Proof. Using (3.17) and (3.10), we obtain

$$\|E\|^2_F = \|U_1^* \tilde{U} \Sigma_1 - \Sigma_1 V_1^* \tilde{V}_1\|^2_F + \|\Sigma_1 V_1^* \tilde{V}_2\|^2_F + \|U_2^* \tilde{U}_1 \Sigma_1\|^2_F$$

$$\geq \|A\tilde{E}B\|^2_F + \frac{\|V_1^* \tilde{V}_2\|^2_F}{\|A^\dagger\|^2_2} + \frac{\|U_2^* \tilde{U}_1\|^2_F}{\|B^\dagger\|^2_2},$$

which gives

$$\frac{\|\tilde{U}_1^* U_2\|^2_F}{\|B^\dagger\|^2_2} + \frac{\|\tilde{V}_2^* V_1\|^2_F}{\|A^\dagger\|^2_2} \leq \|E\|^2_F - \|A\tilde{E}B\|^2_F. \tag{3.45}$$

By (3.22) and (3.9), we have

$$\|E\|^2_F = \|\Sigma_1 \tilde{V}_1 V_1 - \tilde{U}_1 U_1 \Sigma_1\|^2_F + \|\Sigma_1 \tilde{V}_2 V_2\|^2_F + \|\tilde{U}_2 U_1 \Sigma_1\|^2_F$$

$$\geq \|B\tilde{E}A\|^2_F + \frac{\|\tilde{V}_1 V_2\|^2_F}{\|B^\dagger\|^2_2} + \frac{\|\tilde{U}_2 U_1\|^2_F}{\|A^\dagger\|^2_2},$$

which yields

$$\frac{\|\tilde{U}_2^* U_1\|^2_F}{\|A^\dagger\|^2_2} + \frac{\|\tilde{V}_1^* V_2\|^2_F}{\|B^\dagger\|^2_2} \leq \|E\|^2_F - \|B\tilde{E}A\|^2_F. \tag{3.46}$$

Similarly, we can derive from (3.19), (3.24), (3.5), and (3.6) that

$$\frac{\|\tilde{U}_2^* U_2\|^2_F}{\|B^\dagger\|^2_2} + \frac{\|\tilde{V}_2^* V_1\|^2_F}{\|A^\dagger\|^2_2} \leq \|\tilde{E}\|^2_F - \|B^\dagger EA^\dagger\|^2_F, \tag{3.47}$$

$$\frac{\|\tilde{U}_2^* U_2\|^2_F}{\|A^\dagger\|^2_2} + \frac{\|\tilde{V}_2^* V_1\|^2_F}{\|B^\dagger\|^2_2} \leq \|\tilde{E}\|^2_F - \|A^\dagger EB^\dagger\|^2_F. \tag{3.48}$$

From (3.45) and (3.47), we deduce that

$$I_B(\lambda)\|\tilde{U}_1^* U_2\|^2_F + I_A(\lambda)\|\tilde{V}_2^* V_1\|^2_F \leq \Phi(\lambda). \tag{3.49}$$
In particular, if $A_{s}^{2}U_{1}|_{F}^{2} + I_{B}(\mu)||\tilde{V}_{1}V_{2}|_{F}^{2} \leq \Psi(\mu)$. (3.50)

Combining (2.4a), (2.4b), (3.49), and (3.50), we can arrive at the estimates (3.41) and (3.42). In particular, if $s = r$, using (2.5a), (2.5b), (3.49), and (3.50), we can obtain the estimates (3.43) and (3.44).

Under the assumptions of Theorem 3.6, taking $\lambda = \mu = 1$, we can get the following corollary.

**Corollary 3.3.** Let $A \in \mathbb{C}_{r}^{m \times n}$, $B \in \mathbb{C}_{s}^{m \times n}$, $E = B - A$, and $\tilde{E} = B^{\dagger} - A^{\dagger}$. Then

$$
\|P_{B} - P_{A}\|_{F}^{2} + \min \left\{ \frac{\|A\|_{F}^{2}}{\|B\|_{F}^{2}}, \frac{\|B\|_{F}^{2}}{\|A\|_{F}^{2}} \right\} \|P_{B} - P_{A}\|_{F}^{2} \\
\leq \left( \|A\|_{F}^{2} + \|B\|_{F}^{2} \right) \|E\|_{F}^{2} - \|B\|_{F}^{2} \left( \|\tilde{E}\|_{F}^{2} - \|A\|_{F}^{2} \right) \|A\|_{F}^{2}, \quad (3.51)
$$

$$
\|P_{B} - P_{A}\|_{F}^{2} + \|P_{B} - P_{A}\|_{F}^{2} \leq \max \left\{ \|A\|_{F}^{2}, \|B\|_{F}^{2} \right\} \left( 2 \|E\|_{F}^{2} - \|\tilde{E}\|_{F}^{2} \right) \|A\|_{F}^{2}. \quad (3.52)
$$

In particular, if $s = r$, then

$$
\|P_{B} - P_{A}\|_{F}^{2} + \min \left\{ \frac{\|A\|_{F}^{2}}{\|B\|_{F}^{2}}, \frac{\|B\|_{F}^{2}}{\|A\|_{F}^{2}} \right\} \|P_{B} - P_{A}\|_{F}^{2} \\
\leq 2 \min \left\{ \|A\|_{F}^{2}, \|B\|_{F}^{2} \right\} \|E\|_{F}^{2} - \|B\|_{F}^{2} \left( \|\tilde{E}\|_{F}^{2} - \|A\|_{F}^{2} \right) \|A\|_{F}^{2}, \quad (3.53)
$$

$$
\|P_{B} - P_{A}\|_{F}^{2} + \|P_{B} - P_{A}\|_{F}^{2} \leq \frac{2 \|A\|_{F}^{2}}{\|A\|_{F}^{2} + \|B\|_{F}^{2}} \left( 2 \|E\|_{F}^{2} - \|\tilde{E}\|_{F}^{2} \right) \|A\|_{F}^{2}. \quad (3.54)
$$

**Remark 3.3.** Evidently, the estimates (3.51), (3.53), and (3.54) are sharper than (1.5), (1.6), and (1.7), respectively. In addition, since

$$
\|A\|_{F}^{2} = \|B\|_{F}^{2} = \left( \|U_{1}\|_{2}^{2} - \Sigma_{1}\right) \|\tilde{U}_{1}\|_{2}^{2} \geq \frac{\|AA\|_{F}^{2}/2}{\|B\|_{F}^{2}} \geq \frac{\|A\|_{F}^{2}}{\|B\|_{F}^{2}}, \quad (3.55)
$$

we conclude that (3.52) and (3.54) are sharper than (1.10) and (1.11), respectively.

### 3.4 Combined lower bounds

In this subsection, we develop some combined lower bounds for $\|P_{B} - P_{A}\|_{F}^{2}$ and $\|P_{B} - P_{A}\|_{F}^{2}$. For simplicity, we define

$$
J_{M}(t) := t\|M\|_{2}^{2} + (1 - t)\|M^{\dagger}\|_{2}^{2} \quad \forall M \in \mathbb{C}_{r}^{m \times n} \setminus \{0\}, \quad t \in [0, 1].
$$

**Theorem 3.7.** Let $A \in \mathbb{C}_{r}^{m \times n}$, $B \in \mathbb{C}_{s}^{m \times n}$, $E = B - A$, and $\tilde{E} = B^{\dagger} - A^{\dagger}$. Let $\Phi(\xi)$ and $\Psi(\eta)$ be defined as in Theorem 3.6, where $\xi \in [0, 1]$ and $\eta \in [0, 1]$ are parameters. Then

$$
\|P_{B} - P_{A}\|_{F}^{2} + \max \left\{ \frac{J_{A}(\xi)}{J_{B}(\xi)}, \frac{J_{B}(\eta)}{J_{A}(\eta)} \right\} \|P_{B} - P_{A}\|_{F}^{2} \geq \frac{\Phi(\xi)}{J_{B}(\xi)} + \frac{\Psi(\eta)}{J_{A}(\eta)}, \quad (3.55)
$$
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\[ \|B^2 - P^2\|_F + \|P^2 - P^2\|_F \geq \frac{\Phi(\xi) + \Psi(\eta)}{\max \{J_A(\xi), J_B(\xi), J_A(\eta), J_B(\eta)\}}. \tag{3.56} \]

In particular, if \( s = r \), then
\[ J_B(\xi)\|B^2 - P^2\|_F + J_A(\xi)\|P^2 - P^2\|_F \geq 2\Phi(\xi), \tag{3.57} \]
\[ J_A(\eta)\|B^2 - P^2\|_F + J_B(\eta)\|P^2 - P^2\|_F \geq 2\Psi(\eta). \tag{3.58} \]

**Proof.** According to the proof of Theorem 3.6, we deduce that
\[ |B^2|_2 \|U^2_1\|_F^2 + |A^2|_2 \|V^2_1\|_F^2 \geq \|E\|_F^2 - \|AEB\|_F^2, \tag{3.59} \]
\[ |A^2|_2 \|U^2_1\|_F^2 + |B^2|_2 \|V^2_1\|_F^2 \geq \|E\|_F^2 - \|B\|_F^2, \tag{3.60} \]
\[ |B^2|_2 \|U^2_1\|_F^2 + |A^2|_2 \|V^2_1\|_F^2 \geq \|E\|_F^2 - \|B^2E^2A\|_F^2, \tag{3.61} \]
\[ |A^2|_2 \|U^2_1\|_F^2 + |B^2|_2 \|V^2_1\|_F^2 \geq \|E\|_F^2 - \|A^2EB^2\|_F^2. \tag{3.62} \]

Using (3.59), (3.60), (3.61), and (3.62), we can obtain
\[ J_B(\xi)\|U^2_1\|_F^2 + J_A(\xi)\|V^2_1\|_F^2 \geq \Phi(\xi), \]
\[ J_A(\eta)\|U^2_1\|_F^2 + J_B(\eta)\|V^2_1\|_F^2 \geq \Psi(\eta). \]

The rest of the proof is similar to Theorem 3.6. \( \square \)

Taking \( \xi = \eta = 0 \), we can obtain the following corollary.

**Corollary 3.4.** Let \( A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{m \times n}, E = B - A \), and \( \tilde{E} = E^t - A^t \). Then
\[ \|B - P\|_F + \max \left\{ \frac{\|A^t\|_2^2}{\|B^t\|_2^2}, \frac{\|B^t\|_2^2}{\|A^t\|_2^2} \right\} \|P^t - P^t\|_F \geq \left( \frac{1}{\|A^t\|_2^2} + \frac{1}{\|B^t\|_2^2} \right) \|E\|_F^2 - \frac{\|A^tEB^t\|_2^2}{\|A^t\|_2^2} - \frac{\|B^tE^2A^t\|_2}{\|B^t\|_2^2}, \tag{3.63} \]
\[ \|B - P\|_F + \|P^t - P^t\|_F \geq \frac{2\|E\|_F^2 - \|A^tEB^t\|_2^2 - \|B^tE^2A^t\|_2^2}{\max \{\|A^t\|_2^2, \|B^t\|_2^2\}}. \tag{3.64} \]

In particular, if \( s = r \), then
\[ \|B - P\|_F + \max \left\{ \frac{\|A^t\|_2^2}{\|B^t\|_2^2}, \frac{\|B^t\|_2^2}{\|A^t\|_2^2} \right\} \|P^t - P^t\|_F \geq \left( \|E\|_F^2 - \|B^tE^2A^t\|_2^2 - \|A^tEB^t\|_2^2 \right) \geq \left( \frac{2}{\|A^t\|_2^2 + \|B^t\|_2^2} \right) \tag{3.65} \]
\[ \|B - P\|_F + \|P^t - P^t\|_F \geq \frac{2}{\|A^t\|_2^2 + \|B^t\|_2^2} \left( 2\|E\|_F^2 - \|A^tEB^t\|_2^2 - \|B^tE^2A^t\|_2^2 \right). \tag{3.66} \]

**Remark 3.4.** The parameters \( \lambda, \mu, \xi, \) and \( \eta \) in Theorems 3.6 and 3.7 can be chosen flexibly. Different parameters will yield different types of combined estimates. Thus, one can optimize the combined bounds in Theorems 3.6 and 3.7 by selecting some sophisticated parameters.
4 Numerical experiments

In Section 3, we have developed new perturbation bounds for the $L^2$-orthogonal projection onto the column space of a matrix, and compared the new results with the existing ones theoretically. In this section, we give two examples to illustrate the differences between the new bounds and the existing ones. The first one is in fact the example in (1.12).

Example 4.1. Let

\[
A = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} \frac{1}{1+\varepsilon} & 0 \\ 0 & \frac{1}{10} \end{pmatrix},
\]

where $0 < \varepsilon < 1$.

In this example, we have

\[
E = \begin{pmatrix} -\frac{1}{1+\varepsilon} & 0 \\ 0 & \frac{1}{10} \end{pmatrix}, \quad A^\dagger = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad B^\dagger = \begin{pmatrix} 1 + \frac{1}{\varepsilon} & 0 \\ 0 & \frac{10}{\varepsilon} \end{pmatrix}, \quad \tilde{E} = \begin{pmatrix} \frac{1}{\varepsilon} & 0 \\ 0 & \frac{10}{\varepsilon} \end{pmatrix}.
\]

It is easy to see that

\[
\|P_B - P_A\|_F^2 \equiv 1 \quad \forall 0 < \varepsilon < 1.
\]

(I) Upper and lower bounds

Under the setting of Example 4.1, the upper bounds in (1.3b), (1.8), (3.2), (3.3), and (3.15) are listed in Table 1. And the numerical behaviors ($\varepsilon$ is confined in (0.1, 1)) of these bounds are shown in Figure 1.

\[
\begin{array}{l|l}
\text{Estimate} & \text{Upper bound for } \|P_B - P_A\|_F^2 \\
(1.3b) & 1 + \frac{1}{\varepsilon^2} + \frac{1}{(1+\varepsilon)^2} \\
(1.8) & \frac{99}{100} + \frac{1}{(1+\varepsilon)^2} \\
(3.2) & 1 \\
(3.3) & 1 \\
(3.15) & 1 \\
\end{array}
\]

Table 1: The upper bounds in (1.3b), (1.8), (3.2), (3.3), and (3.15).

From Table 1, we see that the upper bounds in (3.2), (3.3), and (3.15) have attained the exact value 1. Figure 1 shows that the upper bound in (1.3b) will deviate from the exact value seriously when $\varepsilon$ is small.

In addition, direct computations yield that the lower bounds in (3.2), (3.35), and (3.37) are all the exact value 1.

(II) Combined upper and lower bounds

For simplicity, we define

\[
\mathcal{E}_1 := \|P_B - P_A\|_F^2 + \min \left\{ \frac{\|A^\dagger\|_2^2}{\|B^\dagger\|_2^2}, \frac{\|B^\dagger\|_2^2}{\|A^\dagger\|_2^2} \right\} \|P_B^* - P_A^*\|_F^2,
\]
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Figure 1: Numerical comparison of the upper bounds listed in Table 1.

\[ C_2 := \|P_B - P_A\|_F^2 + \|P_{B^*} - P_{A^*}\|_F^2, \]
\[ C_3 := \|P_B - P_A\|_F^2 + \max \left\{ \frac{\|A\|_2^2}{\|B\|_2^2}, \frac{\|B\|_2^2}{\|A\|_2^2} \right\} \|P_{B^*} - P_{A^*}\|_F^2. \]

Under the setting of Example 4.1, we have

\[ C_1 = 1 + \frac{\varepsilon^2}{100}, \quad C_2 = 2, \quad \text{and} \quad C_3 = 1 + \frac{100}{\varepsilon^2}. \]

The combined upper bounds for \( C_1 \) in (1.5) and (3.51) are given in Table 2, and the combined upper bounds for \( C_2 \) in (1.10) and (3.52) are listed in Table 3. The numerical behaviors (\( \varepsilon \) is confined in (0.1, 1)) of these bounds are shown in Figure 2.

| Estimate | Combined upper bound for \( C_1 \) |
|----------|----------------------------------|
| (1.5)    | \( 1 + \frac{\varepsilon^2}{100} + \frac{1}{(1+\varepsilon)^2} + \frac{100}{\varepsilon^2(1+\varepsilon)^2} \) |
| (3.51)   | \( 1 + \frac{\varepsilon^2}{100} \) |

Table 2: The combined upper bounds in (1.5) and (3.51).

| Estimate | Combined upper bound for \( C_2 \) |
|----------|----------------------------------|
| (1.10)   | \( 2 - \frac{2}{\varepsilon^2} + \frac{200}{\varepsilon^2(1+\varepsilon)^2} \) |
| (3.52)   | \( 2 \) |

Table 3: The combined upper bounds in (1.10) and (3.52).

From Tables 2 and 3, we see that the combined upper bounds in (3.51) and (3.52) have attained the exact values \( 1 + \frac{\varepsilon^2}{100} \) and 2, respectively. Figure 2 displays that the existing bounds in (1.5) and (1.10) will deviate from the corresponding exact values seriously when \( \varepsilon \) is small.
Figure 2: Numerical comparison of the combined upper bounds in Table 2 (left); numerical comparison of the combined upper bounds in Table 3 (right).

Furthermore, straightforward calculations yield that the lower bound for $C_3$ in (3.63) is $1 + \frac{100}{\varepsilon^2}$ and the lower bound for $C_2$ in (3.64) is 2. Thus, the combined lower bounds in (3.63) and (3.64) have attained the corresponding exact values.

The next example provides a complex matrix case.

**Example 4.2.** Let $$A = \begin{pmatrix} i & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} i & \varepsilon \\ 0 & \varepsilon \end{pmatrix},$$

where $i = \sqrt{-1}$ and $0 < \varepsilon < \frac{1}{2}$.

In this example, we have $$E = \begin{pmatrix} -\varepsilon i \\ \frac{1 + \varepsilon}{1 + \varepsilon} \\ 0 \end{pmatrix}, \quad A^* = \begin{pmatrix} \frac{1}{1 + \varepsilon} & 0 \\ \varepsilon & 0 \end{pmatrix}, \quad B^* = \begin{pmatrix} \frac{1}{1 + \varepsilon} & (1 + \varepsilon)i \\ 0 & \frac{1}{1 + \varepsilon} \end{pmatrix}, \quad \tilde{E} = \begin{pmatrix} -\varepsilon i \\ \frac{1}{1 + \varepsilon} \end{pmatrix}. $$

Obviously, it holds that

$$\|P_B - P_A\|_F^2 \equiv 1 \quad \forall 0 < \varepsilon < \frac{1}{2}.$$ 

(1) Upper and lower bounds

Under the setting of Example 4.2, the upper bounds in (1.3b), (1.8), (3.2), (3.3), and (3.15) are given in Table 4, and the lower bounds in (3.2), (3.35), and (3.37) are listed in Table 5. Numerical behaviors of these bounds are shown in Figure 3.

From Table 4, we see that the upper bounds in (3.2) and (3.3) have attained the exact value 1. And Figure 3 (left) shows that the estimate (3.15) is sharper than both (1.3b) and (1.8).

From Table 5, we see that the lower bounds in (3.2) and (3.35) have attained the exact value 1. Moreover, Figure 3 (right) displays that the lower bound in (3.37) is very close to the exact value (especially when $\varepsilon$ is small).
Estimate Upper bound for $\|P_B - P_A\|_F^2$

| Estimate | Upper bound for $\|P_B - P_A\|_F^2$ |
|----------|----------------------------------|
| (1.3b)   | $2(1 + \varepsilon \epsilon^2) + \frac{\varepsilon^2}{(1+\varepsilon)^2}$ |
| (1.8)    | $2\varepsilon^2(1 + \varepsilon) + \frac{\varepsilon^2}{1+\varepsilon} + (1 + \varepsilon + \varepsilon^2)\sqrt{4\varepsilon^4 + \frac{1}{(1+\varepsilon)^2}}$ |
| (3.2)    | 1 |
| (3.3)    | 1 |
| (3.15)   | $\frac{1}{2} + \varepsilon^2(1 + \varepsilon)^2 + \sqrt{\frac{1}{4} + \varepsilon^4(1 + \varepsilon)^4}$ |

Table 4: The upper bounds in (1.3b), (1.8), (3.2), (3.3), and (3.15).

| Estimate | Lower bound for $\|P_B - P_A\|_F^2$ |
|----------|----------------------------------|
| (3.2)    | 1 |
| (3.35)   | 1 |
| (3.37)   | $\frac{2+2\varepsilon^2(1+\varepsilon)^2}{1+2\varepsilon^2(1+\varepsilon)^2+\sqrt{1+4\varepsilon^4(1+\varepsilon)^4}}$ |

Table 5: The lower bounds in (3.2), (3.35), and (3.37).

Figure 3: Numerical comparison of the upper bounds in Table 4 (left); numerical comparison of the lower bounds in Table 5 (right).

(II) Combined upper and lower bounds

Under the setting of Example 4.2, we have

$$\mathcal{C}_1 = 1 + \frac{2\varepsilon^2}{1 + 2\varepsilon^2(1 + \varepsilon)^2 + \sqrt{1 + 4\varepsilon^4(1 + \varepsilon)^4}},$$

$$\mathcal{C}_2 = 2,$$

$$\mathcal{C}_3 = 1 + (1 + \varepsilon)^2 + \frac{1}{2\varepsilon^2} + \sqrt{(1 + \varepsilon)^4 + \frac{1}{4\varepsilon^4}}.$$
The combined upper bounds for \( C_1 \) in (1.5) and (3.51) are listed in Table 6, and the combined upper bounds for \( C_2 \) in (1.10) and (3.52) are given in Table 7. In addition, the lower bound for \( C_3 \) in (3.63) is

\[
\frac{1}{\varepsilon^2} + \frac{2 + 2\varepsilon^2(1 + \varepsilon)^2}{1 + 2\varepsilon^2(1 + \varepsilon)^2 + \sqrt{1 + 4\varepsilon^4(1 + \varepsilon)^4}},
\]

and the lower bound for \( C_2 \) in (3.64) is

\[
\frac{4 + 2\varepsilon^2(1 + \varepsilon)^2}{1 + 2\varepsilon^2(1 + \varepsilon)^2 + \sqrt{1 + 4\varepsilon^4(1 + \varepsilon)^4}}.
\]

Numerical behaviors of these bounds are shown in Figures 4 and 5.

| Estimate | Combined upper bound for \( C_1 \) |
|----------|-------------------------------------|
| (1.5)    | \( \frac{1 + 2(1 + \varepsilon)^2}{2(1 + \varepsilon)^2} \left(1 + 2\varepsilon^2 + 2\varepsilon^2(1 + \varepsilon)^2 + \sqrt{1 + 4\varepsilon^4(1 + \varepsilon)^4}\right) \) |
| (3.51)   | \( \frac{1}{2} + 2\varepsilon^2 + \varepsilon^2(1 + \varepsilon)^2 + \frac{1}{2}\sqrt{1 + 4\varepsilon^4(1 + \varepsilon)^4} \) |

Table 6: The combined upper bounds in (1.5) and (3.51).

| Estimate | Combined upper bound for \( C_2 \) |
|----------|-------------------------------------|
| (1.10)   | \( \frac{1 + 2(1 + \varepsilon)^2}{(1 + \varepsilon)^2} \left(1 + 2\varepsilon^2(1 + \varepsilon)^2 + \sqrt{1 + 4\varepsilon^4(1 + \varepsilon)^4}\right) - 2\varepsilon^2 - (1 + \varepsilon)^2 \) |
| (3.52)   | \( \frac{3}{2} + 3\varepsilon^2(1 + \varepsilon)^2 + \frac{3}{2}\sqrt{1 + 4\varepsilon^4(1 + \varepsilon)^4} \) |

Table 7: The combined upper bounds in (1.10) and (3.52).

Figure 4: Numerical comparison of the combined upper bounds for \( C_1 \) (left); numerical comparison of the combined upper bounds for \( C_2 \) (right).
Figure 5: Numerical behavior of the combined lower bound for $C_2$ (left); numerical behavior ($\varepsilon$ is confined in (0.05, 0.5)) of the combined lower bound for $C_3$ (right).

Figure 4 displays that the new combined upper bounds for $C_1$ and $C_2$ are smaller than the existing ones. Moreover, Figure 5 shows that the combined lower bounds in (3.63) and (3.64) are very close to the corresponding exact values (especially when $\varepsilon$ is small).
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