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Abstract

Language models (LMs) significantly improve the recognition accuracy of end-to-end (E2E) models on words rarely seen during training, when used in either the shallow fusion or the rescoring setups. In this work, we introduce LMs in the learning of hybrid autoregressive transducer (HAT) models in the discriminative training framework, to mitigate the training versus inference gap regarding the use of LMs. For the shallow fusion setup, we use LMs during both hypotheses generation and loss computation, and the LM-aware MWER-trained model achieves 10% relative improvement over the model trained with standard MWER on voice search test sets containing rare words. For the rescoring setup, we learn a small neural module to generate per-token fusion weights in a data-dependent manner. This model achieves the same rescoring WER as regular MWER-trained model, but without the need for sweeping fusion weights.

Index Terms: hybrid autoregressive transducer, discriminative training, shallow fusion, rescoring

1. Introduction

End-to-end models (E2E) are typically trained on audio-text pairs, which is a small fraction of the available text-only data. As a result, we have observed that these models do poorly on rare words [1]. In contrast, neural language models [2, 3, 4, 5] can be trained on a much larger amount of text-only data. Performance of rare words can be improved by combining scores from the E2E and language models (LMs) during inference. These scores can be combined during beam search, known as shallow fusion [6, 7], or rescoring a 1st-pass lattice. Given that we have an order of magnitude more text-data to train the LM, we have an order of magnitude more text-data to train the LM, and LM-aware MWER training in the E2E literature.

2. LM-aware MWER training with HAT

The intuition behind discriminative training is to optimize a criterion closer to the final evaluation metric — word error rate (WER), so that hypotheses with lower WERs have higher scores by the model, whereas hypotheses with higher WERs have lower scores. This complements the maximum likelihood estimation (MLE) training phase, in which we maximize log-probabilities of the ground truth only. While MLE has the effect of uniformly pushing down scores of all alternative label sequences than the ground truth, erroneous hypotheses may still come out at top during inference. MWER training mitigates the training versus inference gap by adjusting scores according to WERs in the space of top hypotheses from the ASR model. In this section, we discuss how to perform LM-aware MWER training with an E2E model, in particular HAT, for both shallow-fusion and rescoring setups.

2.1. Review of HAT

We use Hybrid Autoregressive Transducer (HAT), first presented in [13], as the backbone of our ASR system. HAT can be seen as a variant of RNN-T [14] with a factorized output distribution over the vocabulary, conditioned on whether to emit a non-blank token at each frame. It provides a model-based estimation of an internal LM for the distribution over non-
blank label sequences, whose scores can be computed by feeding zero acoustic features to the HAT decoder [13, 15]. Using this quantity and the Bayes rule, a pseudo-likelihood sequence-level score can be derived in the density ratio method framework [16, 17, 18, 19], for integration with an external language model either during a first-pass beam search or second-pass rescoring:

$$\log P(Y|X) := \log P_{\text{E2E}}(Y|X) - \lambda \cdot \log P_{\text{LM}}(Y_k) + \gamma \cdot \log P_{\text{ILM}}(Y)$$  \hspace{1cm} (1)$$

where \( P_{\text{E2E}} \) refers to the HAT’s full-sum conditional probability based on its complete output distribution (including blanks), \( P_{\text{LM}} \) refers to the HAT model’s internal LM, and \( P_{\text{ILM}} \) refers to an external LM trained only on text data. \((\lambda, \gamma) \geq 0 \) are weights for the ILM and ELM respectively, often tuned by hand. An intuition behind (1) is that the internal LM captures the bias from seeing limited text data during ASR training (with audio-text pairs), and replacing it with an external LM trained on large amount of text data effectively corrects this bias, making it more stable to integrate an E2E model with an external LM.

### 2.2. LM-aware MWER for shallow fusion

Let \( X \) be an input utterance and \( Y^* \) be its ground truth label sequence. In LM-aware MWER training for shallow fusion, we perform beam search with LMs to generate the top-K hypotheses. This boils down to approximately solving

\[
\arg\max_{Y, K} \log P(Y|X)
\]

with \( \log P(Y|X) \) defined in (1). Here \( \lambda \geq 0 \) and \( \gamma \geq 0 \) are scalar weights for fusing LM scores during beam search. The above problem is solved only approximately as search is myopic and can not explore all hypotheses, and that \( \log P_{\text{E2E}}(Y|X) \) is estimated using paths visited during the search.

Let \( \{Y_1, \ldots, Y_K\} \) be the top \( K \) hypotheses produced by beam search. We make the assumption that probabilities for all possible label sequences concentrate in the top-\( K \) space, and compute the re-normalized log-probabilities

\[
\tilde{P}(Y_k|X) := \log P_{\text{E2E}}(Y_k|X) - \mu \cdot \log P_{\text{LM}}(Y_k) + \nu \cdot \log P_{\text{ILM}}(Y_k) + C; \hspace{1cm} k = 1, \ldots, K
\]

where \( (\mu, \nu) \geq 0 \) are fusion weights potentially different from \( (\lambda, \gamma) \), and \( C \) is a normalizing constant independent of \( k \) such that \( \sum_{k=1}^{K} \tilde{P}(Y_k|X) = 1 \). We use in (2) the full-sum conditional probability of \( Y_k \), for \( P_{\text{E2E}}(Y_k|X) \). Incorporating both the E2E and the LM scores, \( \log \tilde{P}(Y_k|X) \) provides a more accurate measure of quality of \( Y_k \), as opposed to using the E2E model only. Our discriminative training objective is the expected number of word errors of the top-\( K \) hypotheses:

\[
\ell_{\text{MWER}} \left( X, Y^*, \{Y_k\}_{k=1}^{K} \right) := \sum_{k=1}^{K} \tilde{P}(Y_k|X) \cdot \text{NWE}(Y_k, Y^*)
\]

where NWE\((Y_k, Y^*)\) measures the number of word errors between \( Y_k \) and \( Y^* \). As is common in the literature, for better learning stability, we minimize a composite loss

\[
\ell_{\text{MWER}} \left( X, Y^*, \{Y_k\}_{k=1}^{K} \right) = -\theta \cdot \log P_{\text{E2E}}(Y^*|X)
\]

over the training set, and we fix \( \theta = 0.04 \) in this work.

The above formulation generalizes that of regular MWER, which corresponds to the special case of \( \lambda = \gamma = \mu = \nu = 0 \) and adjusts the score of top-\( K \) hypotheses according to WERs in presence of the LM to be used for inference. Thus we expect the trained E2E model to cooperate better with the LM in the shallow fusion mode.

### Related work

Discriminative training for the acoustic model has been studied extensively for classical ASR systems, where the LM is an integral part of the model [20, 21]. Recent works have studied the MWER training of RNN-T and HAT. [9] developed a technique for interpolating RNN-T’s non-blank scores with external LM scores, for hypothesis generation and alignment-based MWER loss computation. [10] performed semi-on-the-fly hypothesis generation (i.e., beam search is done offline with state model weights) with the N-best list provided by external LM rescoring, and used full-sum \( \tilde{P}(Y_k|X) \) in MWER loss which is adopted by subsequent works (including ours). [11] performed regular MWER training of HAT (without using LMs for hypothesis generation or MWER loss), and investigated the robustness to decoding hyper-parameters in the density ratio approach, with internal and external LMs. Our formulation in this section is the same as that of [12], and our results corroborate with theirs. However, we generalize the overall framework to be more versatile, and enable deep integration of LMs in the rescoring setup as discussed in the next section, which is a novel application of LM-aware MWER training in the E2E literature to our knowledge.

MWER training has been applied to other end-to-end models including CTC [22], recurrent neural aligner [23], and attention-based seq2seq models [8]. For the same goal of improving rare word recognition, [24] proposed LM-aware MWER training of a deliberation model, using external LMs trained on large text corpus similar to ours. The deliberation model has an attention-based decoder which makes predictions based on a first-pass model’s hypotheses in addition to its encoder outputs. Our work differs from [24] in that we perform MWER training of a first-pass model, and the choice of HAT enables us to incorporate internal LM in a principled approach with the density ratio method.

### 2.3. Learnable fusion module for rescoring

In latency-constrained applications, external LMs are often used in the rescoring mode, i.e., the E2E model first produces the top-\( K \) hypotheses, and then external LM computes scores for each hypothesis label sequence, which are linearly combined with the E2E model scores and internal LM scores (which can be computed during the search) to determine the final scores and ranking of the top-\( K \) hypotheses. While the internal LM and external LM provide scores for each token of the hypothesis, most often the same scalar fusion weight is shared by all tokens and all utterances for each LM, and they are tuned to minimize WER on a held-out set or optimized during training [25].

We propose to use a learnable fusion module (LFM in short) to compute per-token fusion weights for LM scores, in a data-dependent manner. The LFM has a transformer architecture similar to attention-based decoder [26]. Given the input hypotheses and encoder outputs, LFM performs a (causal) self-attention to the hypothesis features and a cross-attention to the acoustic features within each transformer layer, and outputs two scalars per token, used as fusion weights for internal LM score

\[\text{There exists difference in the HAT implementation in that [12] did not enforce a factorized distribution over blank versus non-blanks in its softmax during training, but re-normalized the non-blank logits computed with zero acoustic features during inference to obtain the internal LM scores; our implementation consistently uses the factorized distribution ([13], eqn 4) for both training and inference.}\]
and external LM score for that token respectively. Formally, let \( Y = [y_1, \ldots, y_L] \) be a hypothesis of \( L \) tokens for input utterance \( X \), the LFM produces weights \( \mu(X, Y) = [\mu_1, \ldots, \mu_L] \) for internal LM, and let internal LM scores be \( \log \tilde{P}_{LM}(Y) = [s_1, \ldots, s_L] \), then the total score contribution by internal LM is
\[
\nu \cdot \log \tilde{P}_{LM}(Y) = \sum_{l=1}^{L} \mu_l s_l.
\]

The total score contribution \( \nu \cdot \log \tilde{P}_{LM}(Y) \) by external LM is computed similarly. Clearly, LFM generalizes scalar fusion weights and are intuitively more flexible. We can then plug the score contributions into (2) and train the LFM in the LM-aware MWER framework. On the other hand, we set \( \lambda = \gamma = 0 \) in beam search so that no LM is used for hypothesis generation as is the case for rescoring. Once trained, the LFW can be directly deployed to compute fusion weights without further tuning, and final scores \( \log \tilde{P}(Y_k|X) \), \( k = 1, \ldots, K \) are used for re-ranking. In practice, we find that a very small LFM is sufficient to achieve similar WE Rs as standard LM rescoring, but without the need for careful sweeping of scalar weights.

### 3. Experiments

#### E2E Model

Our E2E model is similar to [27], namely a 120M streaming HAT, which has a conformer encoder with 12 layers and attention dimension 512, and a V2 embedding decoder (i.e., the prediction network computes LM features based on two previous non-blank tokens). The acoustic training data includes anonymized and hand-transcribed audio data covering the search, farfield, telephony and YouTube domains [28] and has gone through multi-condition training (MTR [29]) and random 8kHz down-sampling [30] as data augmentation. We also transcribe 500M unsupervised voice search utterances with a classical model and mix them with hand-transcribed data for training, with a mixing ratio of 90% for hand-transcribed data versus 10% for pseudo-transcribed data in each mini-batch.

We perform beam search with a beam size of 8 for hypotheses generation in MWER training and final inference; the MWER loss is computed on the top-8 hypotheses. MLE training takes 500K steps, while discriminative training takes additional 25K steps for the shallow fusion setup and 300K steps for LFM, with a global minibatch size of 4096 utterances. SpecAugment [31] is applied for MLE training, and turned off for hypotheses generation during MWER training following [32].

#### Language Models

We experiment with two external LMs. The first is a LSTM with 4 layers of 2048 units, and has a total of 127M parameters. The second is a conformer with 12 layers and 127M parameters. For training the LMs, each minibatch is sampled 50/50 from the transcripts of acoustic training data with a total of 150M unique transcripts, and text-only data which contains 50B utterances. The text-only data contains textual search queries from the domains of Maps, Qsession, News, Play, and Youtube, and a frequency-based pruning strategy, designed to improve rare word modeling, is implemented to adjust the probability of selecting each query [33].

All acoustic and LM training data is anonymized and adheres to Google AI Principles [34].

#### Evaluation

We use both real audio and TTS generated data for evaluation. The TTS sets contain rare proper nouns (RPN) which appear less than 5 times in the training set. The test sets still abide by [34] as the original set used to select rare words is anonymized and follow the same principles. Each TTS set contains 10K utterances and covers one of five domains: Maps, News, Play, QSession, and Youtube. These TTS sets are denoted as RPN-M, RPN-N, RPN-P, RPN-Q, and RPN-Y.

We use RPN-Maps, as well as a set of 12K voice search (VS) utterances as development sets. Final evaluation is performed on five sets, including RPN-N, RPN-P, RPN-Q, RPN-Y, and a side-by-side losses test set (SXS) containing 1K utterances where the quality of the E2E model transcription has gone through multi-condition training (MTR [29]) and random 8kHz down-sampling [30] as data augmentation. We also transcribe 500M unsupervised voice search utterances with a classical model and mix them with hand-transcribed data for training, with a mixing ratio of 90% for hand-transcribed data versus 10% for pseudo-transcribed data in each mini-batch.

#### 3.1. Results for shallow fusion

We first demonstrate our method in the shallow fusion scenario. During training, we set \( \lambda = \mu = \gamma = \nu \) for simplicity, i.e., the same LM weights are used for hypotheses generation and loss calculation; this reduces the number of parameters to be tuned.

We explore different \((\lambda, \gamma)\) combinations and report the shallow fusion WERs of models trained with LSTM LM in Table 1 (top section). The MLE-train model, used to initialize LM-aware training, is a baseline and this model achieves 6.3% and 10.3% on VS and RPN-M respectively (as a reference, the WERs without shallow fusion for inference are 6.4% and 15.7%, the gap demonstrates the effectiveness of LMs). The optimal scalar weights from sweeping are around 0.2 for internal LM and 0.3 for external LM, and these values provide guidance for setting \( \lambda \) and \( \gamma \) for LM-aware training. With regular MWER, which is a special case of our method with \( \lambda = 0 \) and \( \gamma = 0 \), the development set WERs reduce to 6.0% and 10.0%, showing the benefit of a discriminative training criterion. As another special case of our method, we set \( \lambda = 0.0 \) and \( \gamma = 0.2 \) so that only the external LM is used for training (0.2 is the optimal scalar weight for external LM fusion for the MLE-trained model when no internal LM is used), and this model significantly reduced development set WERs to 5.6% and 9.6%, demonstrating the effectiveness external LM-aware training. Finally we train a few models with non-zero internal LM weights, around

| Method                        | VS   | RPN-M | N   | P   | Q   | Y   | SXS |
|-------------------------------|------|-------|-----|-----|-----|-----|-----|
| Fusion with LSTM LM (127M)    |      |       |     |     |     |     |     |
| MLE training                  | 6.3  | 10.3  | 7.4 | 13.8| 18.3| 18.3| 20.7|
| no LM in inference            | 6.4  | 15.7  | 8.5 | 21.8| 24.3| 24.3|      |
| MWER (0.0, 0.0)               | 6.0  | 10.0  | 7.4 | 13.2| 18.2| 19.7|      |
| LM-aware (0.0, 0.2)           | 5.6  | 9.6   | 7.2 | 12.0| 17.5| 17.8|      |
| no sweeping                   | 5.5  | 9.4   | 7.2 | 12.5| 16.8| 16.8|      |
| LM-aware (0.2, 0.3)           | 5.6  | 9.0   | 7.1 | 11.9| 16.4| 16.8|      |
| no sweeping                   | 5.6  | 8.9   | 7.1 | 11.6| 16.0| 16.0| 17.3|
| Fusion with Conformer LM (70M)|      |       |     |     |     |     |     |
| MLE-training                  | 6.2  | 10.7  | 7.5 | 14.1| 18.5| 19.0| 20.1|
| MWER (0.0, 0.0)               | 5.9  | 10.3  | 7.4 | 13.2| 18.5| 19.5|      |
| LM-aware (0.2, 0.3)           | 5.6  | 9.4   | 7.1 | 12.6| 16.0| 16.6| 17.8|
Table 2: Rescoring WERs (%) with the 70M conformer LM. LFM uses freezed E2E model from regular MWER training.

| Method          | VS   | RPN-M | -N   | -P   | -Q   | -Y   | SXS |
|-----------------|------|-------|------|------|------|------|-----|
| regular MWER    | 5.9  | 10.7  | 7.7  | 31.6 | 14.4 | 19.4 | 19.9|
| no LM in inference | 6.0  | 14.3  | 8.3  | 35.2 | 20.4 | 23.3 | 22.9|
| LFM 4.2M        | 5.8  | 11.0  | 7.8  | 32.7 | 15.1 | 19.7 | 18.4|
| LFM 6.2M        | 5.6  | 11.1  | 7.8  | 33.3 | 15.4 | 19.6 | 18.3|
| LFM-aware for E2E \(\lambda = 0, \gamma = 0.3\) | 5.6  | 10.4  | 7.6  | 31.0 | 13.9 | 18.8 | 19.1|

\(\lambda = 0.2, \gamma = 0.3\). These model behave similarly and we report results for two combinations \((0.2, 0.3)\) and \((0.3, 0.4)\). While these models provides small improvements for VS, they further reduce RPN-M WER to 9.0%, as compared to the 9.6% achieved by \((0.0, 0.2)\). With internal LM scores subtracted to correct the bias from E2E training data, we are able to use larger external LM weight to obtain further WER gain.

We have also tried to evaluate the models without re-sweeping the LM weights, i.e., we use the same weights \((\lambda, \gamma)\) used in training for evaluation, and WERs for the last two models are given in Table 1. We observe small WER degradation from the those obtained with re-sweeping, consistent with the fact that the weights found by re-sweeping do not deviate too much from the \((0.2, 0.3)\) combination we started with. This indicates that if we start with good estimates of the weights, we may perform only light sweeping around them after training.

Comparing different methods on the five test sets, we observe that LM-aware MWER training improves over the baseline and regular MWER consistently and uniformly. With LSTM LM fusion, MLE-trained model has an averaged WER of 18.40% while regular MWER yields an averaged WER of 17.94%. LM-aware training with \((\lambda = 0.3, \gamma = 0.4)\) significantly reduces the averaged WER to 16.22%, enjoying a 9.6% relative WER reduction from regular MWER.

We repeat some of the experiments with the conformer LM and report results in the bottom section of Table 1. In general conformer LM fusion results are slightly worse due to the smaller LM size, but the relative merits of methods are quite consistent. LM-aware MWER training leads to 8.7% relative reduction of averaged WER from regular MWER on the set sets.

### 3.2. Results for rescoring

In the rescoring setup, we freeze the E2E model obtained from regular MWER training, and only update the parameters of a small LFM for 300K steps. Our LFM consists of three transformer layers, and we experiment with two attention dimensions 256 and 320, resulting in a total of 4.2M and 6.2M parameters respectively. We use the conformer LM in this section.

We present the rescoring WERs of LFM modules in Table 2. As a baseline, the regular MWER-trained model achieves 5.9% and 10.7% on VS and RPN-M respectively (as a reference, the WERs without rescoring for inference are 6.0% and 14.3%). Compared to the baselines, LFM models perform clearly better on VS, with the 6.2M LFM achieving 5.6% on VS. When sweeping the scalar weights for non-LFM models, we observe different operational points that trade off WERs on VS and RPN-M, but did not find a model performing as well on VS; this demonstrates the flexibility of learnable fusion weights. On the other hand, LFM models perform worse on RPNM than swept scalar weights. The test set results are consistent with those on dev sets, in the sense that LFM models outperform baselines on the real audio set SXS, but have higher WERs on the TTS-generated RPN sets. We hypothesize this is because LFM is data dependent, and given our training data is more representative of typical voice search traffic, LFM models are naturally biased towards data from matching domain (and it is even more so for the larger LFM), and perhaps adding TTS data into training will improve results on RPN sets.

Overall, LFM achieves an averaged test WERs of 18.74% (4.2M model) and 18.83% (6.2M model), similar to the 18.60% by the swept regular MWER-trained model (these three models use the same E2E model checkpoint). We provide the learned internal and external LM fusion weights by the 6.2M LFM module during training in Figure 1. Observe that the learned weights have on average larger magnitude than the swept scalar weights (around 0.3 and 0.4 for internal and external LMs respectively), with significant variance across utterances and tokens.

We have also trained a LM-aware MWER model from the MLE initialization, using the method of Sec 2.2 with \(\lambda = 0, \gamma = 0, \mu = 0.2\) and \(\nu = 0.3\), tailored for the rescoring setup. With 120M E2E model parameters updated during training (much more than the LFM size), this model achieves 5.6% and 10.4% on the dev sets as shown in Table 2 (last row). The nice gain from updating the E2E model for rescoring motivated us to jointly train the E2E model and LFM, but then we observed the E2E model to degrade quickly with low quality hypotheses when the LFM is randomly initialized. It is a future direction to develop a joint training mechanism that constrains the E2E model to not deviate too much from initialization.

### 4. Conclusions

We have developed a flexible framework that performs training of the E2E model or a small learnable fusion module, in the presence of LMs to be used during inference, and thus more effectively integrates text information into ASR models. Our method leads to improved recognition accuracy on rare words in the shallow fusion mode, and avoids expensive sweeping in the rescoring mode. In the future, we would like to extend the learnable fusion module into the shallow fusion mode, to produce data-dependent fusion weights for hypothesis generation. Given the large gains from discriminative training on the top hypotheses, another promising direction is to generalize our framework to use dense RNN-T lattices [37].
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