A Bayesian risk assessment of the COVID-19 pandemic using FMEA and a modified SEIR epidemic model
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Abstract. The COVID-19 outbreak is of great concern due to the high rates of infection and the large number of deaths worldwide. In this paper, we considered a Bayesian inference and failure mode and effects analysis of the modified susceptible-exposed-infectious-removed model for the transmission dynamics of COVID-19 with an exponentially distributed infectious period. We estimated the effective reproduction number based on laboratory-confirmed cases and death data using Bayesian inference and analyse the impact of the community spread of COVID-19 across the United Kingdom. We used the failure mode and effects analysis tool to evaluate the effectiveness of the action measures taken to manage the COVID-19 pandemic. We focused on COVID-19 infections and therefore the failure mode is taken as positive cases. The model is applied to COVID-19 data showing the effectiveness of interventions adopted to control the epidemic by reducing the reproduction number of COVID-19. Results have shown that the combination of Bayesian inference, compartmental modelling and failure mode and effects analysis is effective in modelling and studying the risks of COVID-19 transmissions, leading to the quantitative evaluation of the action measures and the identification of the lessons learned from the governmental measures and actions taken in response to COVID-19 in the United Kingdom. Analytical and numerical methods are used to highlight the practical implications of our findings. The proposed methodology will find applications in current and future COVID-19 like pandemics and wide quality engineering.
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1 Introduction

The coronavirus disease 2019 (COVID-19) is an infectious disease and global pandemic caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), and has been designated a Public Health Emergency of International Concern by the World Health Organization (WHO) [1]. The 1918-19 H1N1 influenza pandemic was the last time the world responded to an imminent global disease outbreak on the size of the current COVID-19 pandemic with no exposure to vaccines. The COVID-19 disease was first detected in Wuhan, China in 2019, and has since spread worldwide, leading to a coronavirus outbreak of 2019–20 [2]. The virus is suspected to have an animal origin by spillover infection and was first transmitted to humans in Wuhan, China, in November or December 2019 and became a major outbreak by early January 2020. The United Kingdom’s COVID-19 pandemic hit the nation at the end of January 2020. There is often a delay between the onset of symptoms and correct diagnosis. The most critical things are the prompt diagnosis and identification of the infected, and the number of confirmed patients. Common symptoms include coughing, shortness of breath and fever, while less common symptoms may include muscle pain, sputum problems, and sore throat. Although most cases have mild symptoms, some cases have progressed to extreme pneumonia and multi-organ failure.

We seek to estimate the number of new infections estimated to stem from a single case around the world. A useful measure used to test viral transmissibility is the basic reproduction number, $R_0$, which measures the number of secondary cases in a highly susceptible population due to each index case because there is no authorised vaccine available [3]. Fraser et al. [4] defines $R_0$ as the condition of being contaminated or immunised (naturally or by vaccination) by no other individuals. This value is determined from the inherent characteristics of a disease, such as how quickly it is transmitted from one person to the next, along with human behavioural elements...
that influence how often sick and susceptible people come into contact. $R_0$ is proportional to the contact rate and will vary according to the local situation. If $R_0 > 1$, then epidemics take off, perhaps necessitating renewed lockdowns or other interventions, the pathogen is able to enter a susceptible population, and then, on average, each infected person produces more than one new infected individual. If $R_0 < 1$, then the number of cases is decreasing and expected to die out, possibly allowing societies to open back up [5]. For example, if $R_0$ is 3, then it is expected that one person with the disease will, on average, infect three others. The value and scope of $R_0$ during an outbreak can be calculated at different times. It can be estimated at the beginning of an outbreak (initial reproduction number) or at any time during the outbreak (time-dependent reproduction number).

In certain cases, however, not all contacts would be susceptible to infection and the average number of secondary cases per infectious case will be less than $R_0$. Instead, this is measured by another quantity: the effective reproductive rate ($R_t$). The magnitude of $R_t$ can be determined by the product of $R_0$ and the portion of the exposed population $\hat{N}$ that is susceptible $\hat{S}$, so $R_t = R_0 \times \hat{S} / \hat{N}$. Since $\hat{S} / \hat{N} \approx 1$, we can assume that $R_t \approx R_0$, thus simplifying the mathematics.

In this paper, we present a modified SEIR model for the transmission dynamics of COVID-19 in order to estimate $R_t$ to the pandemic in the United Kingdom based on the data of confirmed cases identified by Bayesian inference. The objectives of this article are:

- To study the risks of COVID-19 infections and to evaluate the effectiveness of the action measures taken to manage the COVID-19 pandemic by combining Bayesian inference and failure mode and effects analysis (FMEA) together.
- To assess the impact of English government protective measures to COVID-19 by comparing the empirical and posterior statistics of $R_t$ at different time periods with and without the measures being implemented.
- To apply these ideas to future pandemics and in wider quality engineering applications.

This study will show that, combined with FMEA and conditional analysis, Bayesian modelling will help to expand and provide responses to this outbreak.

### 1.1 The epidemic theory

Many articles have been published on the importance of the estimation of reproduction numbers in recognising the epidemic and possible threat of COVID-19 [6–8]. Various other approaches were used to assess the reproduction numbers to varying degrees of success, such as, the exponential growth (EG) method, maximum likelihood estimation (MLE) and the recursive Bayesian estimation (RBE) [9]. Reproduction number data helps us to evaluate which control measure is most effective in reducing the value of $R_t$ to zero. For public health services, this will help provide valuable guidance on COVID-19. In one study provided by the Imperial College London COVID-19 Response Team [10], an $R_t$ estimate of 2.4 was used to match the epidemic’s early growth rate in Wuhan, but may vary between 2.0 and 2.6. In another study [11], scientists predicted that each infected person in the United Kingdom will, on average, infect about 2.5 other people in 5 days, then go on to infect 406 in total (after 35 days from exposure); but if there is a reduction in social contact (i.e. “social distance”), it is believed that the rate of infection can be reduced significantly to just 15 infections after 35 days. This was supported by the data and empirical evidence in the previous study [10]. Here, their estimates indicate that a combination of case isolation, social distancing of the entire population and either household quarantine or the closing of schools and universities are needed to reduce $R_t$ below 1. It was presumed that the rate an individual gets infected is treated as a gamma random variable with mean 1 and shape parameter equal to 0.25. In another study published online in Emerging Infectious Diseases [12], the $R_t$ had risen to a median of 5.7. That is about double an earlier $R_t$ estimate of 2.0 to 2.6. An analysis of 12 modelling studies shows that the mean $R_t$ for COVID-19 is approximately 3.28, with a median of 2.79 (May 2020). This is in line with the estimates of $R_t$ from Italy, which range from 2.76 to 3.25. The introduction of mitigation and social distancing measures related to the COVID-19 pandemic has been reported to decrease $R_t$ [13]. Between May and September 2020, the value of $R_t$ across many European countries varied around 1. As at 31 October 2020, the $R_t$ value across the United Kingdom has stabilised between 0.9 and 1.2.

### 1.2 Data source and coverage

Real-time data on the number of laboratory-confirmed cases, recoveries and deaths due to COVID-19 have been derived from a variety of authoritative sources, such as the Official Websites of Ministries of Health or other Government Agencies and the Social Media Pages of Government Authorities. Most of the data can also be accessed via Worldometer (https://www.worldometers.info/coronavirus/#countries), which is a reference website and has been cited in more than 10,000 published books and 6000 technical journal articles and has been named one of the best free reference websites of the American Library Association (ALA), the oldest and largest library organisation in the world. Data on hospitalisation for the average length of stay in hospitals in many countries around the world can be found in the OECD (https://data.oecd.org/healthcare/length-of-hospital-stay.htm). Data on infections and testing, hospital resource use, mask use and social distancing (as well projections and forecasting) is provided by the Institute for Health Metrics and Evaluation (https://covid19.healthdata.org/). The data on these websites is collected and analysed regularly around the clock, 24 hours a day and 7 days a week.

We then follow the standard routine of dynamic modelling by focusing on the epidemic of COVID-19 in some of the most affected countries of Europe (i.e., United Kingdom, France, Spain, Netherlands, Germany and Portugal). We are interested in the daily and total number of lab-confirmed cases, recoveries and deaths. The latest cases data in the United Kingdom (as at 31 August 2020) is
available for selected regions in the United Kingdom, whereas the latest death data is limited to the nations of the United Kingdom (i.e. England, Northern Ireland, Scotland and Wales). Figure 1 presents the number of lab-confirmed daily cases with COVID-19 for some of the infected countries in Europe. The number of cases are displayed using a logarithmic scale to base 10. Coverage: 1 March to 31 October. Data source: https://ourworldindata.org/coronavirus/.

In view of the large volume of COVID-19 journal articles (more than 104,000 manuscripts identified via the Summon search at Brunel University as of 16 December 2020 for the key word ‘COVID-19’), this analysis is focused on the community spread of COVID-19 in the United Kingdom between 1 March 2020 and 31 October 2020 inclusive. The recovery data for Spain and the number of cases in the United Kingdom is unavailable to the public.

References, articles and websites for coronavirus data (including age, gender, incubation period, confirmed cases, deaths and recoveries) can be found in [14–17]. Additional articles published in IJMQE on the literature review and articles published in IJMQE on the literature review and FMECA (Failure Mode, Effects and Criticality Analysis) can be found in [18,19].

2 Model and methods

2.1 A modified SEIR model adapted to COVID-19

The classical SEIR (susceptible-exposed-infective-recovered) model assumes that births and deaths are not related to factors other than the disease itself, and is an extension to the classical SIR (susceptible-infective-recovered) model [20]. Each compartment in the SEIR model represents:

- $S$: absolute number of susceptible individuals (those who may potentially contract the disease). Without further information, this group is represented by the whole population.
- $E$: absolute number of exposed individuals (those who have been infected but are not yet infectious).
- $I$: absolute number of infective individuals (those capable of transmitting the disease).
- $R$: absolute number of recovered individuals (those who have become immune).

The SEIR epidemic model has been widely used in large populations to study the dynamics of infectious diseases when there is an incubation period during which individuals have been infected but are not yet infectious themselves. For this period, the individual is in the exposed state $E$. This may be called a latent phase, and may be infectious, partially infectious or not infectious yet. In the classical SEIR model, compartment $R$ also includes the number of people who died from the disease.

Several authors have developed different models of the classical SEIR taking into account the complexities of the disease in order to make the model as realistic as possible. To generalise the SEIR model to describe the COVID-19 pandemic in several countries, we adopt an additional compartment: $Q$ (quarantined), which adds a passage for the fraction of infectious individuals into the quarantined compartment. A characteristic feature of this model is that the total population in a given region $N$ is equal to the sum of all compartments:

$$S(t) + E(t) + I(t) + Q(t) + R(t) = N. \quad (1)$$

Equation (1) holds if the number of births $A$ are balanced with death rates $\mu$ during the time span of the disease (e.g. $A = \mu N$). These quantities are expressed in units of births and deaths per 1000 individuals per year, respectively. All individuals in each compartment are subjected to a natural death. We define the reciprocal $\mu^{-1}$ as the average life expectancy of a country’s population in a given year. This value applies to typical human deaths (e.g. due to natural death, usual influenza, fatalities, etc.) and is not linked to COVID-19.

Initially, we may assume that the population at time $t = 0$ only includes susceptibles, so that, $S(0) \approx N$, $E(0) \geq 0$, $I(0) \geq 0$, $Q(0) = 0$ and $R(0) = 0$. There is a disease free equilibrium (DFE) with

$$(S(0), E(0), I(0), Q(0), R(0)) = (N, 0, 0, 0, 0). \quad (2)$$

The number of individuals in $I$ tends to zero as $t \to \infty$, which ensures that $\lim_{t \to \infty} S(t) = S_\infty > 0$. Individuals in state $R$ have no further role to play in the epidemic, and we assume that infected individuals are mutually independent and shows an exponential growth, characteristic of any epidemic’s initial stages [21].
2.2 Transition rates of vital dynamics

The exponential distribution plays a significant role as the probability distribution that underlies the time spent in a compartment (or state), which is fundamental for Bayesian modelling (later sections will explain this). As such, these states can be seen as a flow diagram in which the boxes and the arrows represent the different compartments and transition rates of vital dynamics used for COVID-19 (a graphical illustration of the transmission model for COVID-19 can be seen in Fig. 2).

The modified SEIR model for COVID-19 described in Figure 2 can also be expressed by the following set of nonlinear ordinary differential equations (ODEs), which evolve according to:

\[
S'(t) = A - (\beta N^{-1} I(t) + \mu)S(t),
\]

\[
E'(t) = \beta N^{-1} S(t)I(t) - (\nu + \zeta + \mu)E(t),
\]

\[
I'(t) = \nu E(t) - (\nu + \zeta + \mu)I(t),
\]

\[
Q'(t) = \varphi I(t) - (\nu + \zeta + \mu)Q(t),
\]

\[
R'(t) = \gamma Q(t) - \mu R(t),
\]

where \(\beta\) is the infection (or contact) rate, \(\nu\) is the average incubation rate, \(\varphi\) is the average hospitalisation rate, \(\gamma\) is the recovery rate and \(\zeta\) is death rate due to COVID-19.

The transition between each state can be explained as follows. Transmission of diseases occur through interactions between susceptible and exposed persons in the home, workplace, school, hospitals or at random in the neighbourhood, with the latter depending on the spatial distance between interactions. Any such contact results in the susceptible contracting the virus and thus becoming exposed and then infected, leading to transition \(S \rightarrow E\) with probability \(S(t)/N\) and population \(\beta I(t)\) which exposes \(\beta^{-1}\) new individuals per day. When exposed individuals transition from \(E \rightarrow I\), the probability is \(1\) since all exposed individuals will become infected, the population is \(E(t)\) and the latency rate is \(\nu\) with a mean incubation period of \(\nu^{-1}\).

The infected individuals eventually transition from \(I \rightarrow Q\) which matches the “active confirmed cases” as documented in many official databases and reports. In fact, an infected person is not quarantined immediately because the authorities have often been unable to test enough people while keeping pace with the spread of the disease. The rate at which the number of infectious individuals move into the \(Q\) compartment is given by \(\varphi\), which is the inverse of the mean time needed to quarantine an infected patient. Recovered individuals do not return to compartment \(S\) as long-term immunity is assumed, but it remains to be seen if patients recovered from COVID-19 can produce antibodies and gain long term immunity.

In most transitions, the duration is typically explained by an exponential distribution. The need to quarantine is driven by the number of confirmed cases and is necessary to significantly and effectively reduce the spread of infection. Individuals in compartments \(E\), \(I\) or \(Q\) may die from the virus with rate of \(\zeta\), respectively.

2.3 Deriving \(R_t\) using the next generation method

The next-generation matrix (NGM) approach was introduced in 1990 by Diekmann et al. [22] and is, in such situations, a general method of deriving the reproduction number \(R_t\) encompassing any scenario in which the population is divided into independent, disjoint variables. This technique assumes that the transmission probabilities between compartments are constant and that the distribution of the time of residence in each compartment is exponentially distributed. The NGM approach has been expanded on in numerous articles [23–25].

In this section, we outline the steps required to find the NGM operator in matrix notation [26], and then apply this approach to our modified SEIR model adapted to COVID-19.

Let \(F\) be the matrix of transmissions of new infections in the infectious compartments, and let \(V\) be the matrix of individuals entering and leaving the infectious classes (i.e. matrix transitions). Assuming that both matrices meet the conditions of \(R_t\) for compartmental models at the DFE from (2), with \(S=N\), then we can form a NGM operator from the ODEs of the infectious classes, given by \(FV^{-1}\) where \(V^{-1}\) is the inverse \(V\). If we allow infected states to be denoted by indices \(i\) and \(j\), then entry \(F_{ij}\) is the rate at which individuals in state \(j\) give rise to individuals in state \(i\). In other words, \(F_{ij}\) is equal to zero if no new cases generated by a infectious individual in state \(j\) can be in infected in state \(i\) immediately after infection. The value of \(R_t\) is obtained from the spectral radius (dominant eigenvalue) of \(FV^{-1}\) [27].

Since we are concerned with the populations that transmit the virus, we may derive an expression for \(R_t\) from two cases: one with quarantine and one without it.

2.3.1 Case I: No quarantine (\(\varphi = 0\))

In this example, we only model the exposed \(E\) and infected \(I\) classes. Assuming that the DFE conditions are met at
matrices $\mathbf{F}$ and $\mathbf{V}$, then the infectious class dynamics for $\mathcal{R}_t$ is given by

$$\mathcal{R}_t = \frac{\beta v}{(v + \zeta + \mu)(\gamma + \zeta + \mu)}.$$ 

\[\text{(8)}\]

### 2.3.2 Case II: Quarantine ($\varrho \neq 0$)

For the second case, we take into account all three infectious compartments: $E$, $I$ and $Q$. Once again, assuming that the DFE conditions are met at matrices $\mathbf{F}$ and $\mathbf{V}$, then the infectious class dynamics for $\mathcal{R}_t$ may also be given by

$$\mathcal{R}_t = \frac{\beta v \varrho}{(v + \zeta + \mu)(\varrho + \zeta + \mu)(\gamma + \zeta + \mu)}.$$ 

\[\text{(9)}\]

Since classical statistics are empirical and see probability as something that has to do with a limiting frequency based on an observable proportion; it will then be more important to see how the subjective nature of the Bayesian method is implemented by using prior beliefs to describe a distribution of probabilities on the possible values of the unknown model parameters of the epidemic. Knowing the value of $\mathcal{R}_t$ makes this quantity very important for estimating the proportion of a population to be quarantined to avoid a further outbreak. In this case, our main interest will be to infer some of these unknown parameters, namely, $\beta$, $\gamma$, $\zeta$, which will allow us to the predict size of the outbreak from $\mathcal{R}_t$, and apply control methods to reduce it. Other transition parameters (i.e. $v$, $\varrho$, $\mu$) will be estimated empirically from known sources.

### 2.4 Failure analysis

The earliest form of risk analysis involved identifying all potential risks without taking into account the likelihood of them occurring. In the 1940s, structured risk analysis became popular as a risk assessment tool. Traditional risk analysis (TRA) approaches were plagued by poorly defined steps, high levels of uncertainty, and decision-making problems in the process. As a result, the late 1940s, the US Armed Forces introduced failure mode effects analysis (FMEA) which is a significant improvement over TRA and acts as a proactive tool for identifying, evaluating, and preventing process failures. In the late 1950s, reliability engineers further improved this method to analyze issues that could arise from military device malfunctions. Today, there are a wide variety of risk analysis methods from which to choose: FMEA and its extension FMECA (Failure Mode, Effects, and Criticality Analysis), FTA (Fault Tree Analysis) and its extension ETA (Event Tree Analysis), DRBFM (Design Review by Failure Mode), HA (Hazard Analysis) and What-if/Checklist. The most widely used tools in the industry, however, are FMEA and FTA [28].

#### 2.4.1 Brief comparison of FMEA and FTA

The FMEA is an inductive and bottom-up reasoning tool for failure analysis and is a core task in many areas of engineering (i.e. quality engineering including reliability and safety). FMEA necessitates a thorough review of each failure mode to understand how it could fail and the impact of such a failure on the process as a whole. By including a criticality analysis, the FMEA can be extended to an FMECA. The strictly qualitative FMEA can be made more quantitative in this way. As a qualitative analysis, a systematic approach to the use of FMEA/FMECA consists of identifying ways in which failure can occur (“failure mode”), then identifying the causes, effects of each failure mode, evaluating the corresponding risks, and then taking the necessary steps to minimise the risks and consequences. In the FMEA, the criticality of each failure mode is calculated using a risk priority number (RPN). The outcomes of an FMEA/FMECA are usually reported in a table (examples of tables and RPNs can be seen in greater detail in Sect. 4.4). There are standards available that provide guidance for conducting a proper FMEA/FMECA (e.g., [29]).

FTA is a top-down analysis that visually represents a failure path or failure chain and is based on the principle of Boolean logic, which allows for the construction of a set of True/False statements. The aim of FTA is to efficiently detect causes of failure and reduce risks before they happen. Both procedures involve a significant amount of time to fully implement. Moreover, a strictly qualitative FTA can be transformed into a quantitative FTA by incorporating quantitative component reliability data (e.g., failure rates) [30]. Using boolean algebra, such a quantitative FTA can be used to calculate the system’s reliability. A comprehensive description of mostly quantitative FTAs is also given in [31]. As a result, potential failure modes can go undetected. To address these flaws, it is suggested to use:

- FMEA as a complete analysis;
- FTA as a complete analysis;
- FMEA and FTA as a combined approached.

However, in the case of pandemics, we will show that the FMEA as a complete analysis can be used to assess the impacts of various potential failures in order to determine which prevention measures are most needed. Therefore in this paper, we extend these ideas to analyse the COVID-19 pandemic in the United Kingdom.

#### 2.4.2 The FMEA procedure

The set up for our FMEA procedure is shown in Figure 3.

We define our process as the community spread of COVID-19 in the United Kingdom. Our failure modes consist of imported infected cases, local infected cases, infected items and isolated infected sites in different parts of the United Kingdom. Potential effects include higher mortality rates due to COVID-19, increased isolation effects on the well-being of individuals, higher reproduction numbers and a negative impact on the economy. Then we assess:

- How severe are the consequences of these failures? We denote these as the severity rating on a scale from 1 to 10, where 1 is insignificant (or non-existent) and 10 is catastrophic.
- What is the likelihood of infected cases who tests positive? We denote this as the occurrence rating on a scale from 1 to 10, where 1 is remote and 10 is inevitable.
What are the chances of detection of infected cases by the available control measures? We denote this as the detection rating on a scale from 1 to 10, where 1 means a control measure is highly certain to detect it and 10 means highly impossible (or no control exists).

We can then combine each of results above to obtain an overall rating for each failure mode. This value is called the Risk Priority Number (RPN) and is equal to

\[
\text{RPN} = \text{Severity} \times \text{Occurrence} \times \text{Detection}. \quad (10)
\]

Another useful result is criticality which is found by multiplying severity by occurrence, i.e.

\[
\text{Criticality} = \text{Severity} \times \text{Occurrence}. \quad (11)
\]

Equations (10) and (11) gives relative priority to the failure modes in the order they should be addressed. A high RPN means that there are a lot of new cases and deaths and a corrective action may be needed for the occurrence, severity or detection of individual high ratings. This corrective action should be extended to containment and prevention methods such as country-wide lockdown, asymptomatic testing, sanitization of cities and towns, self-isolation and “stay at home” practices, social distancing, hand washing at regular intervals (provided by the NHS or other local health centres in accordance with government requirements), etc. Applying these methods should significantly reduce the previous RPN value to a smaller value closer to 1. If the RPN reaches 1, then the pandemic has likely ended.

3 Bayesian method on infectious periods

In this section, we consider how the Bayesian approach is applied to our modified SEIR model for infectious periods. Bayesian inference begins from the posterior probability as a result of two indicators: the “prior probability” and the “likelihood function” derived from the observed data. The prior probability is a central aspect of Bayesian inference and reflects knowledge on unknown parameters, which is combined with the likelihood function of new data to yield the posterior distribution. This is then used to make potential inferences and decisions involving each unknown parameter. Within such a model each parameter is believed to be independent of each other. The posterior distribution forms the heart of Bayesian inference.

Naturally, all Bayesian problems begin with Bayes' theorem:

\[
\pi_x(f(R_t)|D) = \frac{\mathcal{L}(D|f(R_t))\pi_0(f(R_t))}{\mathbb{P}(D)},
\]

where \(f(R_t)\) is a function of the effective reproduction number \(R_t\), \(D\) is the data observed, \(\pi_0(f(R_t))\) is the prior probability distribution for \(f(R_t)\) which represents our opinion and state of knowledge before observing the current data, \(\mathcal{L}(D|f(R_t))\) is the likelihood distribution of \(f(R_t)\) associated with the model for the data as collected, and \(\pi_x(f(R_t)|D)\) is the posterior distribution for \(f(R_t)\) after we have computed everything on the right, taking into account the data we have observed. \(\mathbb{P}(D)\) should be the probability of generating the data, but it is difficult to calculate on its own, so the alternative way of describing this relationship is to be one of proportionality:

\[
\pi_x(f(R_t)|D) \propto \mathcal{L}(D|f(R_t))\pi_0(f(R_t)). \quad (12)
\]

Since the posterior function is a probability, the sum or integral over all possible \(f(R_t)\) should be 1. In this case, the value of \(\mathbb{P}(D)\) is the normalising constant which ensures that the posterior PDF integrates to unity and is given by:

\[
\mathbb{P}(D) = \int_{-\infty}^{+\infty} \mathcal{L}(D|f(R_t))\pi_0(f(R_t))df(R_t) := C_1.
\]

In many epidemic cases, a distribution from the exponential family, namely the Poisson and Gamma distributions, fits the shape of the pandemic well. Our model consists of two layers: the likelihood of the data and the inference from prior to posterior on \(R_t\). The Bayesian method is therefore engaged in transforming time series of case numbers into probability distributions.

3.1 Dynamic poisson cases

Suppose we may estimate the infectious period to be exponentially distributed with mean \(\gamma^{-1}\) and assume it to be constant throughout the duration of the COVID-19 pandemic. We may be interested in calculating \(R_t\), which provides a value on each day in the interval \(t \in [1, T]\). We want to see today’s posterior to be updated from yesterday’s prior. In order to use the Bayes theorem, we must select a prior distribution. The flat or uniform prior is a very common choice for a prior distribution. A flat prior assumes that all probabilities on \(f(R_t)\) are equally likely.
Since \( R_t \) could take any value from 0 to infinity, most of our beliefs about \( f(R) \) will come through data observation, i.e. the likelihood \( L \). In this case, the density function is uniformly distributed and therefore the prior function is proportional to 1.

Suppose now that the rate of \( j \) new cases per day can be described by a time-dependent Poisson distribution with parameter \( \theta_t \equiv f(R_t) \). By using Bayes’ theorem from (12) and assuming a flat prior, the posterior probability of \( \theta_T \) given seen \( j \) new cases at time \( T \) is updated to

\[
\pi_s(\theta_T|j_T, j, \theta) \propto L (j_T, j, \theta|\theta_T) = T \prod_{t=1}^{T} \frac{\theta_t^{j_t} e^{-\theta_t}}{j_t!},
\]

(13)

where \( j = \{ j_1, j_2, \ldots, j_T \} \) and \( \theta = \{ \theta_1, \ldots, \theta_T \} \). For the sake of brevity, we define \( D_j = \{ j_1, j_2, \ldots, j_T \} \). If \( \theta_1 \equiv \Omega \), then the posterior PDF is \( C_T^j \sum_j e^{-\theta_1} \theta_1 \) and \( \pi_T|D_j \sim \text{Gamma}(\sum_j a_j, T) \) distributed. Another useful representation of the above can be made by taking the natural log on both sides of the equation:

\[
\ln \pi_s(\theta_T|D_j) \propto \sum_{t=1}^{T} (j_t \ln (\theta_t) - \theta_t).
\]

(14)

Equation (13) is used in the subsequent sections.

3.2 Bayesian inference on Bettencourt & Ribeiro’s \( \theta \)

Bettencourt and Ribeiro [28] derived a relationship linking \( \theta_t, \gamma, j_{t-1}, \) and \( R_t \) together by:

\[
\theta_t = j_{t-1} \exp (\gamma(R_t - 1)) = j_{t-1} \Psi_1(R_t)
\]

(15)

Since the \( R_t \) value is dynamic and is more closely linked to recent values than older ones, we can follow Systrom’s method [29] by considering the last \( (w + 1) \) days, that is \( t \in [T-w, T] \). From the above, we can derive a posterior distribution for \( R_t \). By taking the last \( (w + 1) \) points in (14) and adapting Bettencourt & Ribeiro’s \( \theta \) to that equation, the posterior probability is therefore

\[
\pi_s(R_T|D) \propto \exp \left\{ \sum_t (j_t \ln (j_{t-1}) + \gamma(R_t - 1)) - j_{t-1} \exp (\gamma(R_t - 1)) \right\},
\]

(16)

\[
\propto \exp \left\{ \sum_t j_t \ln (j_{t-1}) + \sum_t j_t \gamma R_t - \sum_t j_t \gamma - \sum_t j_{t-1} \exp (\gamma(R_t - 1)) \right\},
\]

\[
\pi_s(R_T|D) \propto \exp \left\{ \sum_t j_t \ln (j_{t-1}) \right\} \exp \left\{ \sum_t j_t \gamma \right\} \exp \left\{ \gamma \sum_t j_t R_t - \sum_t j_{t-1} \exp (\gamma(R_t - 1)) \right\},
\]

(17)

From (16), we find that \( \exp \left\{ \sum_t j_t \ln (j_{t-1}) \right\} \) and \( \exp \left\{ \sum_t j_t \gamma \right\} \) are independent from \( R_T \). Since we are interested in \( R_T \), these terms may be taken out of the equation to become one with proportionality, i.e.

\[
\text{See equation (17) below.}
\]

Now, if we expand the summations in (17), we find that each \( R_t \) term for \( t = T-w, \ldots, T-1 \) is independent from \( R_T \). Therefore these excess terms can also be removed from the equation to become one with proportionality, thus reducing the posterior PDF to a more compact form:

\[
\pi_s(R_T|j_T, j_{t-1}, j_T) = C_T^{-1} \exp \left\{ j_T \gamma R_T - j_{t-1} \exp (\gamma(R_t - 1)) \right\},
\]

(18)

where \( C_T \) is the constant of integration after integrating the exponential function with respect to \( R_T \). Hence, \( C_T \) is equal to

\[
C_T = \int_0^\infty \exp \left\{ \gamma j_T R_T - j_{t-1} \exp (\gamma(R_t - 1)) \right\} dR_T
\]

\[
= \frac{\Gamma(j_T, j_{t-1} e^{-\gamma})}{\gamma(j_{t-1} e^{-\gamma})^T},
\]

where \( \Gamma(a, b) \) is the upper incomplete gamma function with \( \Gamma(a, b) \to 0 \) if \( b \to \infty \).

3.3 Updated \( \theta \) for the COVID-19 pandemic

To find an expression that accounts for the evolution of new infections after each day in terms of epidemiological observables, we discretize the infectious ODE equations in (4), (5) and (6), for the change in daily number of cases between \( t-1 \) and \( t \). Note that the cumulative number of exposures, cases and actively confirmed cases up to time \( t \), \( CE(t), CI(t) \) and \( CQI(t) \), respectively. Epidemic reports most commonly give the frequency of cumulative infected cases, which are reported daily and given by \( CI(t) - CI(t-1) = \Delta CI(t) \approx CI(t) \). The change in daily cumulative
exposures and quarantines are also given by $\Delta CE(t) \approx CE'(t)$ and $\Delta CQ(t) \approx CQ'(t)$. We find that $CE(t)$, $CI(t)$ and $CQ(t)$, between $t-1$ and $t$, obey the following equations:

\[
CE'(t) = E(t) \approx \beta S(t) I(t)/N, \\
CI'(t) = I(t) \approx v E(t), \\
CQ'(t) = Q(t) \approx q I(t).
\]

(19) (20) (21)

Therefore, by substituting (19) into (20), the change in the cumulative number of daily cases updates to:

\[
CI'(t) \approx v E(t) \approx \beta v S(t) I(t)/N. \\
\]

(22)

The RHS of equation (22) is exact if $S(t)/N$ is constant in the period $[t-1, t]$. Since $S(t)/N \approx 1$ and $R_0 \approx R_t$, the ODE in (5) which models the change in $I(t)$ updates to:

\[
I'(t) \approx (\beta v - (\phi + \xi + \mu)) I(t), \\
\]

(23)

\[
= ((\phi + \xi + \mu)(v + \xi + \mu)(\gamma + \xi + \mu)\beta / \phi - 1)) I(t), \\
\]

(24)

\[
= (\phi_1 R_t - \phi_2) I(t), \\
\]

(25)

where $\phi_1 = \phi_2 (v + \xi + \mu) (\gamma + \xi + \mu) / \phi$ and $\phi_2 = \phi + \xi + \mu$. The ODE in (24) was obtained by solving for $\beta$ in (9) and substituting it into (23). To obtain an equation which accounts for the change in daily new infections, we must integrate (25) between $t-1$ and $t$, which gives:

\[
I(t) = I(t-1) \exp \{ \phi_1 R_t - \phi_2 \} =: I(t-1) \Psi_2(R_t). \\
\]

(26)

Now, by rewriting the equation in terms of $\theta_t$ and $j_{T-1}$, we obtain $\theta_t = j_{T-1} \Psi_2(R_t)$. Once again, by taking the last $(w+1)$ points in (14) and adapting the $\theta$ expression into our $\theta_t$ equation, the posterior probability is therefore:

\[
\pi_s(\mathcal{R}_T | D) = C_T^{-1} \exp \{ \phi_1 j_{T-1} R_T - j_{T-1} \Psi_2(R_T) \}, \\
\]

(27)

where

\[
C_T = \frac{\Gamma(j_T, j_{T-1} \exp(-\phi_1))}{\phi_1 \exp(-\phi_2 j_T + j_T \ln(j_{T-1}))}.
\]

3.4 Prediction

It may also be useful to have a better representation of the uncertainty in $R_t$ via our posterior. Suppose we are interested in the next case $j_{T-1}$. We can use the posterior predictive distribution $\pi_s(j_{T+1} | D)$ which is the distribution of a new case $j_{T+1}$, marginalized over the posterior, i.e.

\[
See \text{ equation } (28) \text{ below.}
\]

\[
\pi_s(j_{T+1} | D) = \frac{\exp(\phi_2 j_{T+1} + j_{T+1} \ln(j_{T+1}) - \Delta^+ j_T \ln(\Delta^+ j_T) - \ln(j_{T+1})})}{\Gamma(j_T, j_{T-1} \exp(-\phi_2)) / \Gamma(\Delta^+ j_T, \Delta^+ j_T \exp(-\phi_2))}, \\
\]

(28)

4 Results

In this section, we will test our Bayesian methods above applied to the coronavirus outbreak in Europe, namely, a model validation with selected countries (France, Germany, Italy and Portugal), and a Bayesian analysis according to the pandemic situation in the United Kingdom, to see what sort of outcomes we may observe.

We recall that $\beta$ is the probability of transmitting the disease multiplied by the number of contacts per unit time. Essentially, the reduction of $\beta$ (and therefore $R_t$) means that the peak decreases in intensity but shifts to later periods for $R_t$ greater than 1.

Data from the UK COVID Symptom Study indicates that while most individuals recover from COVID-19 within two weeks, one in 10 individuals may still have symptoms after three weeks and some may suffer for months. The current official estimated range for the recovery period is within 14 days (1/4 $\leq \gamma \leq 1$), whereas the mean period of incubation observed appears to be 5–6 days (1/6 $\leq \nu$ $\leq 1/5$) [30,31]. In this case, $\gamma$ and $\nu$ could vary significantly among patients. For mathematical simplicity, we set the recovery and incubation rate to be the same and equal to 1/5 (unless stated otherwise).

The results include parameter estimation, model validation, fatality analysis, the impact of governmental protective measures and outbreak forecasting. Integrals and other computations were computed in Mathematica and MATLAB, and converted to graphs and tables in Microsoft Excel.

4.1 Parameter analysis and model validation for the COVID-19 pandemic for Western European countries

Here, by comparing the Bayesian posterior averages with the actual data, we aim to justify the modified SEIR model using the posterior functions in (18) and (27) for forecasting the COVID-19 outbreak across selected countries in Western Europe. Example calculations for model (18) are given. We extract real-time data for the number of (smoothed) new cases from Ritchie et al. [32]. Here, we set $\gamma = 1/5$ and $T = 1, ..., 4$ to represent the period of 1–4 March 2020. For simplicity, if we let $T = 2$, then our posterior PDF in (18) reduces to $\pi_s(\mathcal{R}_2 | \gamma, j) = C_2^{-1} \exp \{ j_2 \gamma (\mathcal{R}_2 - 1) - j_2 \gamma (\mathcal{R}_2 - 1) \}$, where $C_2$ is a constant. Here, the value of $j_1$ and $j_2$ represents the number of
cases (after data smoothing) in times 1 and 2, respectively (i.e. the first two days of March). In this example, the focus is on the COVID-19 pandemic in two countries: Germany and Italy. For the case of Italy, we observed that $j_t = 149.86$ and $j_2 = 222.43$, and so $C_2 = 2.97131 \times 10^{-59}$. The posterior mean, median, mode and variance are therefore found to be $\mathbb{E}[\mathcal{R}_2 | \mathcal{D}] = 2.963$, $\mathbb{Q}_0[\mathcal{R}_2 | \mathcal{D}] = 2.975$, $\mathbb{M}[\mathcal{R}_2 | \mathcal{D}] = 2.967$ and $\mathbb{V}[\mathcal{R}_2 | \mathcal{D}] = 0.113$, respectively, and the posterior probability that the epidemic will drop below 1, given the last two days, is $1.86401 \times 10^{-8}$. The empirical $\mathcal{R}_2$ is the result of (15) when $\theta_t = j_t$ and $\mathcal{R}_2 = \gamma^{-1} \ln (j_t/j_{t-1}) + 1$. In this case, the empirical result of $\mathcal{R}_2$ is equal to 2.975, which is strongly consistent with the posterior averages.

Table 1 presents the number of new cases in Germany and Italy over four days with the respective posterior means, medians, modes and other vital statistics. The posterior averages are in agreement with the empirical result. The posterior PDF of this distribution, as well as three relations can be seen in Figure 5 for the variation of $\mathcal{R}_1$ for the evolution of new infections. Example calculations on (27) are given in Table 2, where $\mathcal{R}_1$ and $\mathcal{R}_2$ for $\mathcal{R}_2$ with empirically estimated parameters describing COVID-19 outbreak in the United Kingdom. We find that $\mathcal{R}_1$ and $\mathcal{R}_2$ is in strong agreement with $\mathcal{R}_1$. These parameter values are related to different methods and should only be seen as a qualitative benchmark.

Example calculations on (27) are shown in Table 2, which presents the number of new cases in four countries over three different periods. The respective posterior means, medians, modes, variances and 90% credibility intervals are given. For each period, we set $v = 1/5.2$, $\phi = 1/7$, $\gamma = 1/5$ and $\zeta = 0.15$. We then matched the empirical mortality rate to each country (e.g. $\mu = 9.4/1000$ in the United Kingdom) so that $\phi_1 \approx 7(0.293 + \mu) + (0.342 + \mu) = 0.350 + \mu$. The posterior averages are strongly in line with the empirical outcome. The empirical result of $\mathcal{R}_1$ is the solution of (26) and is approximately equal to the posterior mode.

### 4.2 Assessing the impact of English government protective measures to COVID-19

The main objective of government protection policies and lockdowns is to reduce the rates of infection so as to prevent the health care system from being overloaded by too many serious cases at the same time. In order to research the impact of the protection measures adopted by the United Kingdom government, we compare the confirmed (relative) infection rate, the cumulative infections in a population $C(t)$, the empirical reproduction number $\mathcal{R}_2$ and the posterior averages of $\mathcal{R}_2$ at different time periods with and without the measures being implemented. The National Health Service (NHS) is a publicly funded health care system in the United Kingdom. The primary responsibility for public health and healthcare in the United Kingdom rests with the Department of Health and Social Care.

| Time $t$ | German's empirical spread of COVID-19 in Germany: Early March | Italian's empirical spread of COVID-19 in Italy: Early March |
|----------|-------------------------------------------------------------|----------------------------------------------------------|
| 1 Mar 2020 | $13.71$ | $10.28$ |
| 2 Mar 2020 | $16.29$ | $20.92$ |
| 3 Mar 2020 | $20.29$ | $20.29$ |
| 4 Mar 2020 | $25.57$ | $25.57$ |
| 7 Mar 2020 | $20.29$ | $20.29$ |
| 9 Mar 2020 | $21.96$ | $21.96$ |
| 10 Mar 2020 | $22.43$ | $22.43$ |
| 31 Mar 2020 | $31.43$ | $31.43$ |

Table 1. Empirical and posterior summary statistics for the community spread of COVID-19 pandemic using model (18), Coverage on 1–4 March 2020 in Germany and Italy.
The periodic infection rate in the United Kingdom and how it varies over the course of time between early March and late October are shown in Table 3. The relative infection rate is expressed as the daily change in infections as a percentage of the value of the indicator in the earlier periods, i.e.

\[
\text{Relative infection rate} = \frac{\Delta I(t)}{I(t-1)},
\]

(29)

where \( \Delta I(t) = I(t) - I(t-1) \). The comparison of the estimated rates of infection in the corresponding periods before and after the introduction of preventive measures highlights the significance and reliability of measures such as social distancing and lockdowns in managing and slowing down the spread of COVID-19. As of 31 October 2020, there has been 989,745 and 42,592 confirmed cases of infection and death, respectively.

The forecast of the situation in the United Kingdom, based on the Bayesian method (Fig. 6), appears reasonably positive, as the (posterior median) \( R_t \) values follows a quartic\(^1\) trend. Table 3 and Figure 6 are in strong agreement.

---

\(^1\) A polynomial of order 4.
Table 2. Posterior summary statistics for the COVID-19 pandemic using model (25). Coverage: United Kingdom, France, Portugal and Germany regions, updated on 14 September 2020.

| Region | Dates (T−1, T) | Empirical $R_t$ | Empirical $\text{Fi}_t$ | 90% Credibility | Probability of deaths $D_{i,t}$ | Probability of deaths $D_{i,T}$ |
|--------|----------------|----------------|--------------------------|-----------------|-------------------------------|-------------------------------|
| United Kingdom | 22–23 Aug 2020 | 327.643 | 0.992.3 | 992.3 | 327,643 | 1.195 | 1.198 | 1.203 | 1.215 | 0.130 (0.593, 1.784) |
| | 6–7 Sep 2020 | 1812.1 | 1630.3 | 352,451 | 1.483 | 1.486 | 1.489 | 1.493 | 0.074 (1.029, 1.923) |
| | 12–13 Sep 2020 | 3001.4 | 708.7 | 370,930 | 1.430 | 1.434 | 1.438 | 1.443 | 0.047 (1.078, 1.788) |
| France | 22–23 Aug 2020 | 718.9 | 708.7 | 280,459 | 1.186 | 1.182 | 1.183 | 1.182 | 0.020 (0.951, 1.411) |
| | 6–7 Sep 2020 | 1294.3 | 1261.9 | 367,174 | 1.369 | 1.364 | 1.368 | 1.378 | 0.109 (0.813, 1.898) |
| Portugal | 12–13 Sep 2020 | 481.0 | 479.4 | 63,983 | 1.127 | 1.129 | 1.130 | 1.132 | 0.038 (0.783, 1.426) |
| | 22–23 Aug 2020 | 1233.0 | 1223.9 | 234,494 | 1.138 | 1.133 | 1.138 | 1.147 | 0.110 (0.579, 1.671) |
| | 6–7 Sep 2020 | 1202.6 | 1173.4 | 253,626 | 1.201 | 1.198 | 1.203 | 1.213 | 0.113 (0.636, 1.743) |
| Germany | 12–13 Sep 2020 | 1349.0 | 1354.7 | 261,737 | 1.079 | 1.085 | 1.091 | 1.105 | 0.100 (0.562, 1.606) |

4.3 Fatality analysis

In order to slow down the outbreak and therefore prevent an increase in deaths, social distances and other preventive measures were implemented in the United Kingdom around 23 March 2020. The daily deaths in the United Kingdom as well as the relative shift in deaths are shown in Figure 7. The relative change in deaths mirrors equation (29) and is given by $\Delta D(t)/D(t−1)$ where $\Delta D(t) = D(t) − D(t−1)$.

Another formula of interest in epidemiology is the naïve case fatality rate (CFR), which is the proportion of COVID-19 cumulative deaths over the total number of confirmed cases over a specified time period. This formula provides an overview of the severity of the disease and is given as:

$$\text{CFR} = D(t)/I(t).$$  (30)

For this study, we apply the above formula in (30) and present a fatality analysis that is important for government protection decision-making. Simple calculations using data recorded in the United Kingdom indicate that on 16 April, the CFR initially increased sharply and peaked at an all-time high of 21.5%, and has since decreased with varying degrees of drops (with a few significant increases around June and July). The CFR rate fell below the “safety net” (2% level) for the first time on 4 August and has since remained below that level. The daily CFR rate in the United Kingdom is 0.3 percentage points lower than the global average as of 31 October 2020, at 1.0% and 1.3%, respectively.

Infection, reproduction and fatality rates (see Tab. 3 and Fig. 7) depend on the preventive measures in place, the
Table 3. Comparisons of the daily rate of infection, the overall cumulative infected population, the empiric reproduction number and the posterior averages to the reproduction number at the end of the various time periods with and without the United Kingdom protective measures.

| Time interval \((t_i, t_j)\) | No measures applied | First round of lockdown applied across the UK | First round of lockdown measures lifted | International travel quarantine applied | Primary aged children return to school post lockdown | Non-essential retail reopened following guidelines | Travel corridors open and pubs, restaurants and bars reopened |
|-----------------------------|---------------------|---------------------------------------------|----------------------------------------|----------------------------------------|-----------------------------------------------|-----------------------------------------------|-------------------------------------------------|
| Daily change in infections | 21.7% | 16.5% | 8.3% | -3.4% | -0.1% | -6.5% | -1.9% | -4.5% | -1.6% | -5.3% | 1.5% |
| Infections at \(t_j\) | 28.29 | 673.57 | 2305.57 | 2586.00 | 2514.57 | 3069.00 | 2624.14 | 1692.00 | 108.6 | 697.29 | 63271 |
| Cumulative infections | 271 | 776 | 1976 | 2170 | 1976 | 2610 | 2357 | 2510 | 2624 | 28586 | 64114 |
| Empirical result of \(R_t\) | 1.863 | 1.763 | 1.397 | 0.823 | 0.995 | 0.662 | 0.904 | 0.769 | 0.952 | 0.717 | 1.074 |
| Posterior probability of \(R_t ≤ 1\) | 13.0% | 9.8% | 9.9% | 77.5% | 51.4% | 89.9% | 62.8% | 72.1% | 53.3% | 63.9% | 43.6% |
| Posterior mean of \(R_t\) | 1.984 | 1.764 | 1.404 | 0.813 | 0.990 | 0.648 | 0.894 | 0.779 | 0.973 | 0.846 | 1.121 |
| Posterior median of \(R_t\) | 1.986 | 1.773 | 1.407 | 0.814 | 0.998 | 0.648 | 0.896 | 0.768 | 0.959 | 0.840 | 1.088 |
| Posterior mode of \(R_t\) | 2.045 | 1.799 | 1.434 | 0.834 | 0.999 | 0.649 | 0.900 | 0.760 | 0.960 | 0.765 | 1.077 |

| Time interval \((t_i, t_j)\) | July 24-31 | Aug. 1-15 | Aug. 16-31 | Sep. 1-13 | Sep. 14-18 | Sep. 19-21 | Sep. 22-30 | Oct. 1-11 | Oct. 12-20 | Oct. 21-29 | Oct. 30-31 |
| Daily change in infections | 1.90% | 8.40% | 8.3% | 8.7% | 2.1% | 2.35 | 2.5% | 2.5% | 1.2% | 1.35% | 2.5% |
| Infections at \(t_j\) | 542.29 | 970.43 | 1164.43 | 2356.86 | 2325.71 | 3397.71 | 5789.71 | 15504.71 | 169564.94 | 221475.27 | 221247.71 |
| Infections at \(t_j\) | 552.71 | 1051.71 | 1290.71 | 3001.34 | 3333.71 | 3679.00 | 6086.43 | 15832.43 | 17464.29 | 21863.71 | 22878.14 |
| Cumulative infections | 302.301 | 316.367 | 334.467 | 365.174 | 384.164 | 394.257 | 446.164 | 590.844 | 74.212 | 943.275 | 99574.15 |
| Empirical result of \(R_t\) | 1.095 | 1.402 | 1.397 | 1.418 | 1.102 | 1.112 | 1.267 | 1.105 | 1.099 | 0.936 | 1.121 |
| Posterior probability of \(R_t ≤ 1\) | 42.10% | 21.40% | 19.6% | 8.0% | 36.1% | 34.1% | 9.8% | 40.4% | 30.7% | 58.2% | 36.5% |
| Posterior mean of \(R_t\) | 1.157 | 1.4 | 1.395 | 1.426 | 1.099 | 1.099 | 1.274 | 1.099 | 1.95 | 0.927 | 1.118 |
| Posterior median of \(R_t\) | 1.129 | 1.404 | 1.400 | 1.429 | 1.104 | 1.111 | 1.275 | 1.300 | 1.398 | 0.927 | 1.121 |
| Posterior mode of \(R_t\) | 1.099 | 1.418 | 1.413 | 1.414 | 1.107 | 1.116 | 1.109 | 1.089 | 1.207 | 0.931 | 1.128 |
number of fatalities may rise due to a large number of infected individuals if the government safety measures are ignored. The rate of infection has been higher in care homes than in the community and there has been significant regional variation in the severity of the outbreak. This, in fact, reduces the number of ICU beds available as the number of intensive cases rises drastically.

4.4 FMEA of the community spread of COVID-19 in the United Kingdom

The number of COVID-19 cases, fatalities and reproduction numbers have an impact on the population’s wellbeing and on the economy as a whole. An FMEA could be used to shed some light on the direction the government has taken and inform the future decision-making. Control measures such as national lockdown or self-isolation are effective in reducing the Detection rating (i.e. the probability for the failure to reach the individual) and thus reducing the severity of case fatalities and decreasing the Rate of Occurrence of positive infections in order to prevent failures. To demonstrate the use of an FMEA, a 10-point severity, occurrence and detection scale to represent the community spread of COVID-19 in the United Kingdom is presented in Table 4.

Each criterion is ranked from 1 (insignificant/remote/failure prevented) to 10 (critical/extremely high/no detection opportunity). For the analysis of the community spread of COVID-19 in the United Kingdom (from March to October 2020), we matched Criteria S (CFR rate) to Figure 8, Criteria O (posterior median of \( R_t \)) to Figure 6, and Criteria D (control methods) to the government policies defined in Table 3 for the given time intervals. The RPN and criticality values are calculated using equations (10) and (11), respectively. For the sake of brevity, we scaled criticality by a factor of 10 to match the RPN value.

A graphical summary of our findings on the severity, occurrence and detection of COVID-19 throughout the United Kingdom (from 1 March to 31 October) is provided in Figure 9.

In our FMEA, we focused on the COVID-19 infections and thus the failure mode is taken as positive cases. In addition, the process phase, cause of failures, current
A ten point severity, occurrence and detection scale with a list of criterion to reflect the COVID-19 pandemic in the United Kingdom. Updated on 31 October 2020.

| Severity | Criteria | S: Case fatality rate \( R_0 \) | D: Control measures and risk measures are summarised in Table 5, with the subsequent government responses and re-evaluated risk measures are presented in Table 6.

It is estimated that some of the main causes of the failure were government responses, namely, failure to shut down international airlines due to imported infections from outside the UK (22 Jan–27 Feb), no social distancing for more than 15 minutes at distances of less than 2 metres (28 Feb–23 Mar), delayed lockdown against the rising pandemic (23 Mar–4 May), failure to practice safety measures once travel corridors opens and pubs, shops, restaurants and bars had reopened (5 May–31 May), failure to follow policies and protocols set by the government (1 June–5 Sep) and overcrowded restaurants during the month-long ‘Eat Out to Help Out’ scheme and the re-opening of schools (6 Sep–31 Oct). The effect of failure for each process phase is discussed in the following paragraphs.

The failure to shut down international airlines affected the United Kingdom critically in the first process phase, as the national risk level for COVID-19 was raised from “very low” to “low” by Public Health England (PHE) on 22 January. As a result of this failure, British nationals had to move from Wuhan to quarantine at Arrowe Park Hospital. All airports in the United Kingdom were required to provide written guidance to unwell travellers. With no current measures were in place, the first two cases of COVID-19 were confirmed in the United Kingdom on 31 January.

In the second process phase, failure modes were the first deaths and early spread of the disease across the country. The effect of these failures has led to the slow spread of COVID-19 across the country. The number of confirmed cases rose to 23 on 29 February, after 10,483 people had been tested and two of the most recent cases had recently returned from Italy, while the third had returned from Asia. Subsequently, the United Kingdom’s death toll was 55, with the number of cases of COVID-19 passing 1500 by 16 March. The increased severity was due to the very high death rates that occurred.

In the third phase, the national lockdown came to full effect across the country and all non-essential shops, libraries, places of worship, playgrounds and outdoor gyms were closed by 23 March. The government’s failure to respond strongly to the rising pandemic had raised the risk level from “moderate” to “high”. Too much attention was also given to hospital deaths, not including those in care homes or the home of a person. The effect of these previous failures has led to a large increase in deaths, bringing the total number of deaths to 1019 by 28 March; 17,089 individuals tested positive. Following the lockdown, there was a significant increase in anxiety and depression among the UK population and the number of people infected in the hospital exceeded 10,000 by 31 March. In addition, less than a week later, the death toll was more than 5000 and the total number of reported cases was almost 52,000 on 6 April. An additional 823 deaths were reported on 21 April, which amounted to a total of 17,337, a sharp increase in previous days, but many of them were related to deaths that occurred in previous days and weeks, some of which date back to March.

A post-9/11 terrorism risk and the number of individuals infected from a single infectious person (using posterior median of the reproduction number) is also shown. The effect across the country and all non-essential shops, libraries, places of worship, playgrounds and outdoor gyms were closed by 23 March. The government’s failure to respond strongly to the rising pandemic had raised the risk level from “moderate” to “high”. Too much attention was also given to hospital deaths, not including those in care homes or the home of a person. The effect of these previous failures has led to a large increase in deaths, bringing the total number of deaths to 1019 by 28 March; 17,089 individuals tested positive. Following the lockdown, there was a significant increase in anxiety and depression among the UK population and the number of people infected in the hospital exceeded 10,000 by 31 March. In addition, less than a week later, the death toll was more than 5000 and the total number of reported cases was almost 52,000 on 6 April. An additional 823 deaths were reported on 21 April, which amounted to a total of 17,337, a sharp increase in previous days, but many of them were related to deaths that occurred in previous days and weeks, some of which date back to March.

October 2020.

| Risk of Occurrence | Failure likely to be prevented | Control measures are working | Low levels of detection/prevention opportunity | Failure likely to be detected |
|-------------------|-------------------------------|----------------------------|-----------------------------------------------|----------------------------|
| Low               | None                          | Regular hand washing measures | Prevention measures                         | Not likely to detect |
| Moderate          | Mandatory washing not practiced | Sanitization face coverings | Sanitation measures                         | Regular hand washing measures |
| High              | Self-isolation of infected people | Practice of social distancing | Prevention measures                         | Sanitation measures |
| Very high         | Practice of social distancing | Prevention measures | Prevention measures |
| Extremely high    | Prevention measures | Prevention measures | Prevention measures |

Table 4. A ten point severity, occurrence and detection scale with a list of criterion to reflect the COVID-19 pandemic in the United Kingdom.
Following the easing of lockdown measures and continued restrictions in the fourth phase, the government’s scientific guidance suggested that the $R_t$ number had risen marginally from 0.5 to 0.9 at the end of the lockdown to 0.7–1.0 on 15 May, closer to the point at which infections would begin to escalate exponentially. Fittingly, these values are in line with our posterior median estimates of 0.66–0.96 and 0.88–0.94, respectively. Restrictions continued and local lockdowns were introduced in the fifth phase as infection and death rates continued to rise. Wearing face masks were made compulsory for public transport (15 June), in shops and supermarkets in Scotland (10 July) and England (24 July) as well as indoor settings, such as cinemas and places of worship (31 July). These regulations may have significantly contributed to the reduction of the failure associated with the practise of safety measures once travel corridors and non-essential venues were reopened. However, the daily number of new cases exceeded 1000 on 9 August for the first time since June, rising from 1062 to 310,825, but it is not apparent whether the increase is due to higher infection rates or higher test volumes.

In the last phase, many of the main causes of the failure were government responses from the fifth phase, namely overcrowded restaurants during the month-long ‘Eat Out to Help Out’ scheme in August and the re-opening of schools in England, Wales and Northern Ireland for the autumn term. The effect of these failures is likely to have led to a significant increase in cases since September. We find that an additional 2988 cases were reported on 6 September, the highest number since 22 May, with an estimated a posterior median of $R_t$ of 1.32. As government researchers warn that the virus is widespread across the nation, the $R_t$ number floated between 1.1–1.4 on 18 September, which is consistent with our posterior median estimate of 1.10–1.30. There were 6178 new cases on 23 September, the highest daily reported since 1 May, and the posterior median of $R_t$ was 1.32. Cases continue to rise and, three weeks later, on 16 October, there were 27,900 new cases in England, a 60% increase over the previous week, while the reported $R_t$ was between 1.3–1.5 and our posterior median estimate of $R_t$ was between 1.26–1.55.

Finally, the United Kingdom crossed a million cases of COVID-19 on 31 October, taking 21,915 cases to 1,011,6600.

5 Conclusion and discussion

In this paper, we have considered Bayesian inference for the modified SEIR model with an additional state (self-quarantined $Q$), which characterizes the pandemic of COVID-19, focusing in particular on $R_t$ in cases where the infectious period is exponentially distributed and where the posterior densities are extended from a Poisson-gamma mixture. The choice of exponential infectious period is used because it provides a natural analogue to the deterministic differential equation models, in which the constant removal rate corresponds to the exponentially distributed infectious period.

We have combined Bayesian inference and FMEA together to study the risks of COVID-19 infections and to evaluate the effectiveness of the action measures taken to manage the COVID-19 pandemic. The Bayesian model and FMEA are applied to the COVID-19 data showing the effectiveness of the interventions adopted to control the pandemic by reducing the $R_t$ of COVID-19. In our FMEA, we focused on COVID-19 infections and therefore the failure mode is taken as positive cases. The process phases, cause of failures, current measures and current risk ratings are discussed, and subsequent government action measures are presented with re-assessed risk ratings.

The results have shown that the combination of Bayesian inference, compartmental modelling and FMEA are effective to model and study the risks of the COVID-19 transmissions, able to evaluate quantitively the action measures and identify the lessons learned from the impacts of governmental measures and actions carried out in response to the community spread of COVID-19 in the United Kingdom. Here, we have justified the use of the SEIQR model over the SEIR by comparing the previous posterior model in (18) with the improved model in (27) for forecasting the COVID-19 outbreak across selected countries in Western Europe, by comparing the Bayesian posterior averages with the actual data. The equations, $Ψ_1(R_t)$ and $Ψ_2(R_t)$, are functions of the posterior models in (18) and (27), respectively. We found that $Ψ_2(R_t)$ is in strong agreement with $Ψ_1(R_t)$, which is effectively seen as a qualitative benchmark for describing COVID-19 outbreak in the United Kingdom (see Fig. 5). We have then shown

Fig. 9. A visual summary of a 10-point FMEA rating (left) and the criticality/RPN (right). Results reflect the United Kingdom COVID-19 pandemic by following the timeline on Table 3 and the evaluation criteria on Table 4.
Table 5. Summary of the process phase, cause of failures, current measures, current risk measures. The subsequent government responses and re-evaluated risk measures are discussed in Table 6. *Risk measures calculated by averaging over the first 7 days.

| Process                                      | Cause of failure                                                                 | Current measures                                                                 | Sev | Occ | Det | RPN* |
|----------------------------------------------|----------------------------------------------------------------------------------|----------------------------------------------------------------------------------|-----|-----|-----|------|
| First cases (22 Jan to 27 Feb)               | • Failure to shut down international airlines due to imported infections from outside the UK. | • None                                                                           | 1   | 10  | 10  | 100  |
| First deaths and early spread (28 Feb to 23 Mar) | • No social distancing for more than 15 minutes at distances of less than 2 metres. | • Hand washing (not practiced regularly) • Social distancing (not practiced regularly) | 9   | 9   | 7   | 567  |
| First lockdown (23 Mar to 4 May)             | • Delayed lockdown against the rising pandemic.                                   | • All of the above. • Nationwide lockdown applied in full force.                 | 10  | 9   | 3   | 270  |
| Easing down lockdown measures and continued restrictions (5 May to 31 May) | • Failure to practice safety measures once travel corridors opens and pubs, shops, restaurants and bars had reopened. • A vast number of sharing of potentially contaminated spaces. | • Sanitization of cities and towns • Self-isolation and ‘stay at home’ practices • Regular hand washing and social distancing • Wearing face masks | 10  | 6   | 2   | 120  |
| Continued restrictions and local lockdowns (1 June to 5 Sep) | • Failure to follow policies and protocols set by the government. | • Self-isolation and ‘stay at home’ practices • Regular sanitization, social distancing and wearing face masks | 10  | 6   | 4   | 240  |
| Resurgence (6 Sep to 31 Oct)                 | • Overcrowded restaurants during the month-long “Eat Out to Help Out” scheme in August. • Reopening of schools in England, Wales and Northern Ireland for the autumn term. | • Same as the above. • Curfews set across the country. • Tighter restrictions are put in place across the UK. | 5   | 8   | 5   | 200  |
Table 6. Summary of the process phase, governmental response and effects, and revised risk measures. The initial cause of failure, measures and risk measures are discussed in Table 5. *Risk measures calculated by averaging over the last 7 days.

| Process | Governmental response and effects | Sev | Occ | Det | RPN |
|---------|----------------------------------|-----|-----|-----|-----|
| First cases (22 Jan to 27 Feb) | - Travelers returned from Hubei, Iran, and certain regions of South Korea to the UK to self-isolate, even if they had no symptoms (25 Feb). - Health Protection Scotland had set up an incident management team with full contact tracing for delegates who had tested positive (27 Feb). | 10 | 9 | 3 | 270 |
| First deaths and early spread (28 Feb to 23 Mar) | - Government published its action plan for dealing with COVID-19 (3 Mar). - PM announced that £46 million had been spent on research into coronavirus vaccines and rapid diagnostic tests (6 Mar). - Chancellor of the Exchequer presented the first budget of the Johnson Government, which included £30 billion in measures to protect the economy from coronavirus (11 Mar). - Chief Medical Officers raised the national risk level from “moderate” to “high” (12 Mar). - Vice-President (US) announced an extension of its travel ban on coronavirus to include the UK (14 Mar). - PM advised against “non-essential” travel and communication, working from home and avoiding visits as pubs, clubs or theatres (16 Mar). Four days later, all cafes, pubs and restaurants were ordered to close, except for take-away food (20 Mar). - All non-essential shops, libraries, places of worship and outdoor gyms closed, and police were given authority (23 Mar). | 10 | 6 | 2 | 120 |
| First lockdown (23 Mar to 4 May) | - Health Protection Regulations 2020 applied: sweeping restrictions legally enforceable. - Contactless payment limit for in-store expenditure was increased from £30 to £45 (1 Apr). - Foreign Secretary announced a three-week extension of the lockdown measures as the number of confirmed cases exceeded 100,000 (16 Apr). - Vaccine development was underway as Matt Hancock announced the Government’s £42.5m clinical trial plan to be conducted by Imperial College London and Oxford University (21 Apr). - A study involving 20,000 households in England, coordinated by the Office for National Statistics, tracked the progress of COVID-19 towards a better understanding of infection and immunity (23 Apr). | 10 | 6 | 4 | 240 |
| Easing down lockdown measures and continued restriction (5 May to 31 May) | - The Government updated its coronavirus message from “Stay at Home, Protect the NHS, Save Lives” to “Stay Alert, Control the Virus, Save Lives” and announced a new “COVID-19 alert level system” ranging from green (level one) to red (level five) (10 May). - Loss of smell and loss of taste were added to the list of symptoms of COVID-19 (18 May). - Following an agreement between the government and the Swiss pharmaceutical company Roche, the NHS provided a COVID-19 antibody test to check whether someone had the virus (21 May). - The Government laid out new quarantine rules for travellers to the UK that required them to self-isolate from 8 June for 14 days (22 May). - Contact tracing systems went live in England (NHS Test and Trace) and Scotland (Test and Protect) (28 May). | 4 | 8 | 5 | 160 |
| Continued restrictions and local lockdowns (1 June to 5 Sep) | - Wearing face masks were made compulsory on public transport (15 Jun). - Lowered the COVID-19 Alert Level from Level 4 (severe risk, high transmission) to Level 3 (substantial risk, general circulation) (19 Jun). - Tracked a new coronavirus saliva test (22 Jun). - Following an increase in COVID-19 cases in Leicester, stricter lockdown measures for the city were reintroduced (29 Jun). - Wearing face masks were made compulsory in shops and supermarkets in Scotland (Jul 10) and England (Jul 24) as well as indoor settings, such as cinemas and places of worship (31 Jul). - Introduced the month-long “Eat Out to Help Out” scheme (5 Aug). - Increased the number of tests from 25,000 in England to 150,000 by October (19 Aug). - Reopened schools in England, Wales and Northern Ireland for the autumn term (1 Sep). | 4 | 8 | 5 | 160 |
| Resurgence (6 Sep to 31 Oct) | - Health Secretary informed the House of Commons that the “sharp rise in new infections is ‘concerning’ and a sign that the disease ‘remains a threat’ (8 Sep). - The ‘rule of six’ came into force in England (14 Sep). - The NHS contact-tracing app covering England and Wales was released (24 Sep). - Fines of up to £10,000 levied for people in England who failed to self-isolate themselves (28 Sep). - PM unveiled a new three-tier system of restrictions in England (14 Oct). - PM announced a second lockdown for England to prevent what he calls the “medical and moral disaster” of the NHS from 5 November to 2 December, then England will return to the tier system (31 Oct). | 5 | 6 | 5 | 150 |
that the posterior estimates of the effective reproduction number for the COVID-19 pandemic in the United Kingdom, under the new model, strongly agrees with the deduced empirical values (as seen in Fig. 6). We then used our FMEA of the community spread of COVID-19 in the United Kingdom and calculated the initial and revised RPN values, where each risk measure was ranked from 1 (insignificant / remote / failure prevented) to 10 (critical / extremely high / no detection opportunity). For the analysis of the community spread of COVID-19 in the United Kingdom (from March to October 2020), we matched Criteria S (CFR rate) to Figure 8, Criteria O (posterior median of Rₚ) to Figure 6, and Criteria D (control methods) to the government policies defined in Table 3 for the given time intervals. We found that the initial and revised RPN values seemed to accurately represent the government’s contribution to reducing infection rates. For example, in the fourth phase, we found that the government’s scientific guidance indicated that the reproduction number had risen from 0.5–0.9 at the end of the lockdown to 0.7–1.0 on 15 May, closer to the point at which infections will begin to exponentially escalate. Fittingly, these figures corresponded to our posterior median estimates of 0.66–0.96 and 0.88–0.94 for the SEIQR model, respectively.

Although the methodology presented here is intended to contribute to scientific research on Bayesian inference and risk assessment of the current COVID-19 pandemic using FMEA with the modified SEIR model, it can be also used in future pandemics and in wider quality engineering applications.
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