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Abstract. This technical report introduces our solution, MEEV, proposed to the EgoBody Challenge at ECCV 2022. Captured from head-mounted devices, the dataset consists of human body shape and motion of interacting people. The EgoBody dataset has challenges such as occluded body or blurry image. In order to overcome the challenges, MEEV is designed to exploit multiscale features for rich spatial information. Besides, to overcome the limited size of dataset, the model is pre-trained with the dataset aggregated 2D and 3D pose estimation datasets. Achieving 82.30 for MPJPE and 92.93 for MPVPE, MEEV has won the EgoBody Challenge at ECCV 2022, which shows the effectiveness of the proposed method. The code is available at https://github.com/clovaai/meev
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1 Introduction

The EgoBody Challenge¹² deals with the 3D human pose and shape estimation task from monocular RGB image. Specifically, they propose a dataset with images captured from egocentric views, which makes challenging problems such as high occlusion and severe motion blur compared to the other datasets used in pose or shape estimation task, e.g., 3DPW ⁷.

In order to tackle the challenging task, we proposed MEEV, which exploit multi-scale features from image encoder and pre-training with large datasets, e.g., AGORA ¹⁰.

In the first section, we describe our approach and then details the experiments we made with our results.

2 Our Approach

Extending from the work of Moon et al. ⁹, MEEV additionally use the feature from higher resolution to supplement spatial information.

The input image resolution $I \in \mathbb{R}^{256 \times 192}$ is cropped from the image using the bounding box of the person. We use a ConvNext ⁸ large backbone for the input image. As shown in Fig. ¹¹ the image features $F^0 \in \mathbb{R}^{1536 \times 8 \times 6}$ and
$F^1 \in \mathbb{R}^{1536 \times 16 \times 12}$ of different resolution are used to help the 3D decoder to keep some spatial information. Then, $F^1$ images features are pipe into a convolution and pool layer to be concatenate with $F^0$ image features to $F$. From this image feature $F$, we generate a 3D heatmap $H$ of human joints. We get the 3D joint coordinates $C$ by using a differentiable soft-argmax on $H$. These coordinates $C$ are used with image features $F$ in the SMPL decoder to predict the SMPL parameters like in Moon et al [9]. The final output of the model are the following SMPL [6] body parameters: pose $\theta \in \mathbb{R}^{22 \times 3}$, shape $\beta \in \mathbb{R}^{10}$ and global translation $t \in \mathbb{R}^{3}$.

3 Experiments

Here, we will first describe the experimental details and then explain the results of our method.

3.1 Experimental Details

We first train the model on the following datasets: Human 3.6M [3], MPI INF [8], MSCOCO [4], AGORA [10] and MPII [1]. The model are initialized with ImageNet pretrained weight. A basic augmentation (color, affine, blur, coarse dropout, ... ) is apply randomly on each images. The pretraining use 1e-4 for initial learning rate and a decay after 10 and 20 epochs. We stop after 25 epochs. The model is then fine-tuned on EgoBody [12] dataset for 20 epochs. The learning rate is set to 1e-5 with a batch-size of 48. We use Adam as optimizer for pretraining and fine-tuning. The same augmentation method is used for both training stages.

3.2 Experimental Results

We evaluate our method on 3DPW [7] and EgoBody [12] datasets as shown in Table 1. For the metrics, mean per joint position error (MPJPE) is used as a metric to evaluate 3D joint by calculating the average 3D joint distance (mm).
between the predicted and GT, after aligning a root joint translation. Identically, mean per-vertex position error (MPVPE) is used as a metric for measuring the mesh vertices positions by calculating the 3D mesh vertex distance (mm). We use the pelvis as the root joint to calculate the 3D errors.

In Table 1, we compare the performance according to the structure of backbone and decoder. The first row is the baseline using Moon et al. [9] architecture that use a resnet50 [2] backbone and the PositionNet as decoder. For the second row and third row, we respectively change the backbone to HRNet W32 [11] and ConvNext [5] large while keeping the same PositionNet decoder. Finally, in the last row, a ConvNext [5] large backbone with our Multiscale decoder show the best performance.

| Backbone        | Decoder     | MPJPE (3DPW) | MPJPE EgoBody | MPVPE EgoBody |
|-----------------|-------------|--------------|---------------|---------------|
| Resnet 50 [2]   | PositionNet [9] | 86.61        | 92.66         | 105.33        |
| HRNet W32 [11]  | PositionNet [9] | 83.37        | 87.42         | 98.21         |
| ConvNext [5]    | PositionNet [9] | 82.09        | 86.08         | 96.4          |
| **ConvNext [5]** | **MultiscaleNet** | **81.74**    | **82.30**     | **92.93**     |

Table 1. Details results on 3DPW [7] and EgoBody [12] datasets for MPJPE and MPVPE metrics using different variants of the model. First line is Moon et al. [9] paper.

3.3 Visual Results

In figure 2, we compare our results to ground truth for given images. Original image, the predicted result of MEEV and ground truth are shown sequentially in column. Second and third rows show the result in the case of high occlusion whereas, last row show the result in a blurry image case. Though the predicted results have discrepancy compared to the corresponding ground truth, MEEV demonstrate the robust performance on severe conditions, e.g., occluded body, blurry image.

4 Conclusion

Due to using multi-scale features and effective pretraining, MEEV achieve MPJPE of 82.30 mm and MPVPE of 92.93 mm for the EgoBody dataset. For further improvement, exploiting longer temporal information with larger backbone can be favorable. Besides, exploring to use more various image features can be applicable way to improve the performance.
Fig. 2. Visual results of our model compared to GT.
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