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Abstract—For a monocular 360° image, depth estimation is a challenging task because the distortion increases along the latitude. To perceive the distortion, existing methods devote to designing a deep and complex network architecture. In this paper, we provide a new perspective that constructs an interpretable and sparse representation for a 360° image. Considering the importance of the geometric structure in depth estimation, we utilize the contourlet transform to capture an explicit geometric cue in the spectral domain and integrate it with an implicit cue in the spatial domain. Specifically, we propose a neural contourlet network consisting of a convolutional neural network and a contourlet transform branch. In the encoder stage, we design a spatial–spectral fusion module to effectively fuse two types of cues. Contrary to the encoder, we employ the inverse contourlet transform with learned low-pass subbands and band-pass directional subbands to compose the depth in the decoder. Experiments on the three popular 360° panoramic image datasets demonstrate that the proposed approach outperforms the state-of-the-art schemes with faster convergence. Code is available at https://github.com/zhijieshen-bjtu/Neural-Contourlet-Network-for-MODE.
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I. INTRODUCTION

Researchers favor monocular omnidirectional depth estimation tasks because of its larger FoV(FieldValue) and low cost. However, it is undeniable that inferring relevant 3-D information from 2-D images is an ill-posed problem. Moreover, distortions in panoramic images seriously hinder the performance of depth estimation models. Most of the existing solutions focus on attenuating the negative effects of distortions by employing various distortion-aware convolution filters or adopting a projection-fusion strategy. However, these distortion-specific designs make the networks much more complicated and burdened. Furthermore, the performance heavily relies on the implicit depth-related cue extracted from CNNs, which lacks of interpretability and slows down the convergence of the network.

In contrast to learning-based schemes, traditional depth estimation methods mainly focus on discovering different cues to estimate depth from 2-D images [1]–[4], such as structure, shadows, lighting, occlusion, etc [5]. However, these cues are limited or only applicable to specific scenarios (e.g., shadows are greatly affected by ambient lighting). It is interpretable but not robust for various scenes. In this paper, we rethink the panoramic depth estimation task from the perspective of beneficial cues, putting forward a simple but effective solution combining the learning-based scheme with traditional explicit depth-related cues.

A. Which Cue Is Needed?

To keep our framework as straightforward as possible, we cannot take all of the above depth cues into account, so we must find the most suitable ones. Luckily, previous works have confirmed that geometric structure is one of the most essential cues used by depth estimation. Specifically, Chen et al. [6] gain better performance by learning an effective structure representation. Shen et al. [7], [8] improve the accuracy discernibly by constraining the depth edges. Apparently, the structure cue is reasonable. Considering the human visual system (HVS), biologists generally believe that central vision is highly susceptible to the influence of the limbic vision [9]. That is why humans always get annoyed by the ads popping from the corner while enjoying the movies. Geometric structures are a significant part of limbic vision and cannot be ignored in most pixel-level vision tasks [10].

B. How to Catch Omnidirectional Geometric Cue?

CNNs can extract abundant semantic features but also lacks the ability of geometric transformation [11], especially under the challenge of large distortion in panoramas. It means that the implicit cue extracted by CNN may contain geometric cue, but it is too weak to help CNN predict omnidirectional depths. Inspired by [12], we introduce wavelet analysis tools to assist the CNN branch in catching the geometric cue. Wavelet transformation can decompose an image into low-pass subbands and high-frequency coefficient subbands (implicit geometric structures). Furthermore, the wavelet transform offers a multi-resolution structure that can provide panoramic structural features of different resolutions. However, unlike perspective images, the distortion in panoramas yields curvilinear structures more efficiently. Directly applying the general wavelets (e.g., Haar Wavelet) is challenging to capture the curves perfectly. To this end, we propose to adopt contourlet to perceive the omnidirectional geometric cue for its beneficial properties of multi-resolution, multi-direction, and efficiency in curve approximation.
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In this paper, we propose a simple but effective neural contourlet network for panoramic monocular depth estimation. The network is composed of a CNN and a contourlet branch to capture an implicit cue and an explicit geometric cue, respectively. Specifically, the forward contourlet transform is employed in the encoder stage to decompose the input image into a series of band-pass directional subbands with geometric cues in the spectral domain. Furthermore, we propose the Spatial–Spectral Fusion Module (SSFM) to integrate the explicit geometric cue with the implicit cue by bridging the domain gap between the spectral and spatial domains. In contrast to the encoder, inverse contourlet transform is utilized in the decoder stage. In particular, we propose the Coefficients Generation Module (CGM) to guide the generation of subbands to compose depth maps, building a learnable contourlet representation for the omnidirectional depth maps. Compared with other monocular omnidirectional depth estimation solutions, our framework is more interpretable, effective, and straightforward.

We validate the effectiveness of the proposed framework on three popular panoramic datasets (Stanford2D3D [13], Matterport3D [14], and Structured3D [15]). The experimental results show that our method significantly outperforms other state-of-the-art solutions with a faster convergence rate. The contributions of this paper can be summarized as follows.

- We propose the neural contourlet network that combines an implicit cue with an explicit geometric cue for monocular omnidirectional depth estimation.
- We pioneer in employing contourlet transform to effectively capture the panoramic geometric cue for its “panorama-customized” properties (e.g., sparse representation of curves, multi-resolution, multi-directionality), making our framework more interpretable and yielding a faster convergence.
- We propose Spatial–Spectral Fusion Module and Coefficients Generation Module to bridge the domain gap between the contourlet and CNN branch and to provide learned subbands for composing omnidirectional depth maps, respectively.

The remainder of this paper is organized as follows. In Sec. II, we describe the related work of monocular 360° depth estimation and the application of wavelet in image processing. In Sec. III, we introduce the overall model structure and describe each module in details. Finally, the experimental results are presented in Sec. IV.

II. RELATED WORK

In this section, we will discuss the related works on omnidirectional depth estimation and wavelet in image processing.

A. Monocular 360° Depth Estimation

The focus of the monocular panoramic depth estimation task is to deal with panoramic distortion, and the current solutions can be roughly classified into three technical routes.

1) Perspective Projection: To address omnidirectional distortion in the equirectangular map, Wang et al. [16] propose Bifuse to fuse cube and equirectangular features. Cube features with less distortion can assist in perceiving omnidirectional distortion. From a lightweight perspective, Jiang et al. [17] improve Bifuse by designing an efficient fusion block and propose Unifuse. Besides, Shen et al. [7] utilize a dual-cube fusion strategy to get rid of distortion. Compared with cube-map, there are less distortion and pixel loss in the tangent images, and Eder et al. [18] propose leveraging tangent images to mitigate the spherical distortion. These methods require converting projection formats frequently, resulting in instability in the training stage [19].

2) Spherical Representation: To deal with the distortion in panoramas, many researchers [20], [21] have focused on adjusting the sampling positions of standard convolution kernels and designed many distortion-aware filters, such as spherical-conv [22] and equi-conv [23]. Essentially, both are dynamic convolutional structures with spherical coordinate prior guidance. They can effectively perceive panoramic distortion but inevitably increase the network’s computational burden, making them difficult to follow.

3) Indoor Layout Prior: Assuming the indoor sceneries are gravity aligned, Pintore et al. [8] proposed SliceNet. However, it is unsuitable for non-gravity aligned areas (floor, ceiling). Joint with room layout, Jin et al. [24] presents a deep learning framework that leverages structure (points, lines, planes) for indoor depth estimation. But it requires additional supervision. Moreover, Zeng et al. [25] employ the layout depth map as an intermediate representation, achieving a better performance. Recently, Zioulis et al. [26] propose leveraging weak layout cues to estimate 360 depth.

B. Wavelet in Image Processing

Wavelet analysis is an effective tool for image processing. Recently, it has been combined with neural networks to solve computer vision tasks [27]. In image classification tasks, [28] improve noise-robustness by replacing pooling operation with discrete wavelet transform. Super-resolution [29], [30] solutions apply inverse wavelet transform to generate high-resolution RGB images. Similarly, Liu et al. [11] introduce contourlet transform to image classification task by extracting features in the spectral domain. However, extracting features entirely in the spectral domain will weaken depth-related cues. Ramamonjisoa et al. [12] predict the depth map from a single perspective image by designing more sparse wavelet coefficient maps. However, wavelet transform is not suitable for panoramas that have much more curved structures. In contrast with all these works, we focus on utilizing contourlet transform for capturing the geometric cue for depth, dealing with the panoramic distortions, and presenting a simple but effective framework for estimating 360° depth.

III. METHOD

In this section, we discuss the properties of contourlet (the motivation, in Sec. III-A) firstly; then introduce the overall model structure (in Sec. III-B) and describe each module in detail (in Sec. III-B.1, III-B.2, III-B.3, III-B.4 and III-B.5); finally, we describe our objective function (in Sec. III-C).
A. Why Contourlet?

Existing deep learning-based solutions for panoramic depth estimation focus on removing the negative effects of distortions. However, dealing with distortions is a challenging task that would seriously increase the complexity of the network. Motivated by traditional depth estimation solutions that leverage depth-related cues to infer the depth, we propose to deal with the distortion by exploring a helpful geometric cue.

Considering the abundant curved structures in panoramas, we utilize contourlet to extract the panoramic geometric cue for its multi-resolution, sparsity of representing curves, and multi-directionality. Next, we discuss and prove the “panorama-customized” properties of the contourlet below.

Firstly, as an extension of the wavelet analysis tool, contourlet has the advantage of multi-resolution property and can provide optimal geometric cues in spectral-domain for different resolutions of the CNN branch. Secondly, the contourlet has elongated support space (Fig. 1(b)), which can linearly approximate the curved structure with sparse coefficient representation. However, wavelet has square support (Fig. 1(a)) space that approximates the curves by point with much more coefficients, resulting in a mosaic effect (see Fig. 9 d) at depth edges. Finally, a prominent feature of contourlet is multi-directionality (Fig. 2(right)), which can assist in perceiving omnidirectional geometric cues effectively. Then, we give brief presentation. However, wavelet has square support (Fig. 1(a)) and multi-directionality. Next, we discuss and prove the

\[ f = \sum_{i=1}^{\infty} \alpha_i \phi_i \]

where \( \frac{\hat{f}(\phi)}{M} \) denotes the best \( M \)-term approximation of function \( f \) with the basis \( \{\phi\}_{i=1}^{\infty} \); \( M \) is the number of the most significant coefficients in \( \{\alpha_i\} \); \( v \) and \( C \) are constants. From [11], we can get

\[ \left\| f - \frac{\hat{f}(\text{Wavelet})}{M} \right\| \leq M^{-1}. \]

\[ \left\| f - \frac{\hat{f}(\text{Contourlet})}{M} \right\| \leq M^{-2}. \]

According to [31], we can tell that contourlet has the optimal approximation rate \( (M^{-2}) \) of curve signal \( f \) than wavelet \( (M^{-1}) \), which means contourlet achieves the best sparse representation of curves.

2) Mutidirectionality: In fact, many traditional methods can be used to extract geometric structures, but not all of them are suitable for omnidirectional images (panoramas). As shown in Fig. 2, the sobel operator has only two directions (horizontal and vertical) that are not enough for the omnidirectional images. In addition, the Sobel operator does not have the advantage of multi-resolution analysis property that cannot naturally fit the hierarchical architecture of the CNN branch. Wavelet is a commonly used multi-resolution analysis tool, but it has only three directions (horizontal, vertical, and diagonal) and cannot optimally represent omnidirectional structures. In contrast, the contourlet transform is hierarchical and can decompose an image into \( 2^l \) directional subbands by directional filter bank [11].

B. Neural Contoulet Network

As shown in Fig. 4, we propose a neural contourlet network by combining contourlet and convolutional neural networks. The network is a hierarchical architecture with two branches - the CNN branch and the contourlet branch. The CNN branch is employed to extract semantic features, and the contourlet branch is utilized to capture panoramic geometric cue. Concretely, the CNN branch consists of 3 parts: ResNet blocks, non-local (multi-head self-attention, MHSA) layers, and upsampling blocks. The contourlet branch mainly comprises multi-scale forward contourlet transform and its inverse contourlet transform. The proposed Spatial–Spectral Fusion Module connects the two branches in the encoder stage, and the designed Coefficients Generation Module to provide learned coefficients for composing depth maps in the decoder stage. In our network, the geometric cues from the contourlet branch is leveraged to assist the CNN branch in extracting discriminative semantic features. Subsequently, the extracted semantic features can be guided to generate coefficients with the geometric cue for composing depth maps. The combination of implicit and explicit panoramic geometric cues improves the performance of the panoramic depth estimation model, yielding a faster convergence. The details of the network will be discussed in the Sec. III-B.1, III-B.2, III-B.3, III-B.4 and III-B.5.

1) Convolutional Neural Network Branch: Given a single omnidirectional image input \( E \) (represented in equirectangular projection and \( E \in \mathbb{R}^{H \times W} \)), it is firstly fed to ResNet [32] blocks (weights are pre-trained on ImageNet [33]) to extract semantic features with resolution of 1/2, 1/4, 1/8, and 1/16,
respectively. After that, the lowest resolution (1/16) features from ResNet blocks will pass through an MHSA layer, an upsampling block, and another MHSA layer [34] successively to establish the global perception field. Then, four up-sampling blocks are adopted to predict the final depth map in the decoder, where each up-sampling block [12], [35] consists of the nearest interpolating layer and two 3×3 convolutional layers. Moreover, skip-connection is employed to connect the low-level and high-level features with the same resolution in the CNN branch to prevent the gradient vanishing problem and information imbalance in training [36].

2) Contourlet Branch: Forward contourlet transform utilizes Laplacian pyramid to decompose a 2-D image into two parts: low-pass subbands and a high-pass subbands. Furthermore, the high-pass subbands will be sent to a directional filter bank for multidirectional analysis. The directional filter bank will divide the high-frequency parts into $2^l$ directional subbands, of which subband 0 to $2^{l-1} - 1$ and $2^{l-1}$ to $2^l - 1$ correspond to the vertical and horizontal details, respectively. Similar to [11], we denote $l = 3$ in this paper, which means we get four vertical and four horizontal bandpass subbands (illustrated in Fig. 3). In the decoder stage, inverse contourlet transform is employed to compose a depth map with learned subbands. However, these subbands captured in the contourlet branch do not match the dimensions of the features in the CNN branch. Besides, subbands and features come from different domains, and it is not reasonable to fuse them directly (e.g., add or concatenate). To address this issue, we propose the spatial-spectral fusion module to bridge the domain gap and match the dimensions.

3) Spatial-Spectral Fusion Module: To bridge the gap between the spatial and spectral domain, we transform the bandpass directional subbands to the spatial domain by inverse contourlet transform and then integrate the bi-branch cues. Specifically, for each resolution $s$, the features $f_{\text{fusion}}^s$ that are fed to CNN branch can be expressed as:

$$f_{\text{fusion}}^s = \text{Conv} (\text{Concat}(T^{-1}(f_{\text{ext}}^s), f_{\text{cnn}}^s)),$$

where $T^{-1}$ represents the inverse contourlet transformation; $f_{\text{ext}}^s$ and $f_{\text{cnn}}^s$ denote the CNN features and contourlet features (subbands), respectively. The details of Spatial-Spectral Fusion Module are illustrated in Fig. 4 (Spatial-Spectral Fusion Module). In this way, we enhance the CNNs’ ability of geometric transformation by composing an explicit panoramic structure with a multidirectional analysis tool (contourlet transform). Since the geometric details of the RGB image are redundant for the depth map, if Spatial-Spectral Fusion Module is directly applied to the decoder stage, it will inevitably interfere with the depth prediction. To avoid the disturbance and further leverage the geometric cue in the decoder stage, we design the Coefficients Generation Module. Specially, we employ the geometric prior from the Spatial-Spectral Fusion Module, and we can sparse the coefficient maps purposefully. In contrast to [12], our generated coefficient maps are more accurate, and the sparsification process does not degrade our model’s performance.

4) Coefficient Generation Module: It can be observed that real high-frequency coefficient maps have a few non-zero values that are located around depth edges. It means the non-zero coefficients indicate the geometric cue. Moreover, the high-frequency coefficients of the depth map are more sparse than those of the RGB images. To prevent the “noise” from the RGB geometric cue, we design Coefficients Generation Module to make the sparse coefficient maps more sparse. Specifically, we use the coefficient maps generated by the forward contourlet decomposition in the encoder part to generate a target matrix for erasing the excess learned non-zero coefficients. For each scale, we generate a mask by detecting the local maximum value. Then to further generate more accurate masks, we sparse the generated coefficient masks with VisuShrink threshold function [37]. The threshold $\theta$ is calculated with Eq. 6.

$$\theta = \frac{\text{MAD} \sqrt{2\ln N}}{0.6745}$$

where $\text{MAD}$ is the median of the absolute coefficient matrix, $N$ is the number of coefficients. The whole mask generating method is described in Algorithm 1. And the final learned
HF or HF_s, s ∈ 1, 2, 3, 4, represent the coefficients used in contourlet transform. IFCT denotes the inverse contourlet transform that is intended to generate size-matched coefficient maps. In the Spatial–Spectral Fusion Module, due to the mismatch in the size of the reconstructed panoramic structure map, a 2-fold downsampling is required and then concatenated with the feature map of the CNN branch. In Coefficients Generation Module, \( A_{con} \) is implemented by setting the stride of standard conv 3 × 3 to (2, 1), and the stride in \( B_{con} \) is (1, 2). Statistical analysis represent the our proposed mask generation algorithm and the VisuShrink threshold function mentioned in Sec. III-B.4.

High-frequency coefficient maps \( HF_s \) are expressed as:

\[
HF_s = M_s \odot HF_{s}^{cnn}
\]  

(7)

where \( M_s \) is the generated mask with scale \( s \) and \( HF_{s}^{cnn} \) is the learned high-frequency coefficient maps, and \( \odot \) represents element-wise multiply. Actually, we sparse the masks in two steps: generate a mask by detecting the maximum local value and further sparse the mask with the VisuShrink threshold function. Since significant wavelet coefficients tend to be concentrated at depth discontinuities, we preserve significant local coefficients by detecting the maximum local value. However, the significant local coefficients generated in this way are still redundant for the depth map, so we employ VisuShrink Function for further processing.

5) Attention Fusion Module: We propose an attention fusion module to fuse the dual-branch for a final depth map. As shown in Fig. 5, we concatenate the depth map with the CNN features to get two attention maps through convolution with the filter number set to 2 followed by the softmax function. Before fusing with the learned attention map in CNN branch, we employ an Atrous Spatial Pyramid Pooling [38] block to establish a global perception field and a fully connected layer to get a depth map with dimension 1. Then we fuse the two depth maps with the learned attention weights. Finally, two convolutional layers are employed to refine the final depth map.

C. Objective Function

For better supervision, we combine reverse Huber (or Berhu) [8, 16, 17, 39] loss and gradient loss [7] to design our objective function as commonly used in previous
Algorithm 1 Mask Generation

Input: High-frequency coefficient maps from forward contourlet transform: $H F_{fc}^s$
Parameter: None
Output: Mask $M_s$ for scale $s$
1: Set a non-overlapping sliding window with size of $7 \times 1$.
2: for each position in $H F_{fc}^s$ do
3: keep the maximum value in the window, and set others to 0
4: end for
5: Set a non-overlapping sliding window with size of $1 \times 7$.
6: for each position in $H F_{fc}^s$ do
7: keep the maximum value in the window, and set others to 0
8: end for
9: $\beta_i \leftarrow \text{calculate threshold for $i$th coefficient map}$
10: for $i$th coefficient map do
11: if the absolute value of $H F_{fc}^s$ is less than $\theta$ then
12: the same position in $M_s$ is set to 0.
13: else
14: the same position in $M_s$ is set to 1.
15: end if
16: end for
17: return $M_s$

Due to the depth reconstructed level by level for a full-resolution, we need to supervise the estimated depth map for each scale. We apply the inverse contourlet transform to the ground truth, obtaining 4 scale depth maps to supervise the outputs from the inverse contourlet transform branch. The expression is:

$$I_s, \Omega_s = T^{-1}(I_{s-1}), \ s \in \{1, 2, 3, 4\}$$  \hspace{1cm} (19)

where $I_0$ represent the input image, $I_s, s \in \{1, 2, 3, 4\}$ are the low-frequency parts, and $\Omega_s, s \in \{1, 2, 3, 4\}$ are the high-frequency parts. $T^{-1}$ represents the inverse contourlet transform.

Hence, in our objective function, the total loss can be

$$\ell_{total} = 0.2(\beta_{0.2}(gt_0, pr_0)) + \beta_{0.2}(8 - \text{Grad}(gt_0), 8 - \text{Grad}(pr_0)) + 0.8(\beta_{0.2}(gt_2, pr_2)) + \beta_{0.2}(8 - \text{Grad}(gt_0), 8 - \text{Grad}(pr_0)) + 0.1 \sum_{s=1}^{4} \beta_{0.2}(T^{-1}(gt_{s-1}), pr_{s})$$  \hspace{1cm} (20)

where $gt_0, pr_0, pr_2$ denote the ground truth and final predicted values, and predict values from contourlet branch, respectively.

D. Interpretable Analysis

The lack of interpretability hinders the application of monocular depth estimation to downstream tasks (e.g., autonomous driving) [42]. Most existing solutions devote to achieving more advanced performance but ignore the model’s interpretability. Or they just backward inference how the model works according to its advanced performance. Even You et al. [42] enhance the interpretability by the depth selectivity of the model’s hidden units. But the process of selecting hidden units is based on observation, which is also a backward inference.

In contrast, our method directly captures an explicit geometric cue that is beneficial for depth estimation. Unlike previous works that heavily rely on the learning ability of deep networks to infer depth (data-driven), we know exactly how our network works (relay on geometric cues to infer depth) [5]. For further illustration, we visualize the feature maps in Fig. 6. The figure shows that the attention distribution in the baseline...
TABLE I
QUANTITATIVE COMPARISON ON THE FOUR POPULAR DATASETS. *WE RETRAIN THE MODEL USING THE RELEASED CODE FOR FAIR COMPARISON. †WE RE-EVALUATE THE MODEL USING THE RELEASED TRAINED MODEL FOR FAIR COMPARISON

| Dataset       | Method       | MRE↓ | MAE↓ | RMSE↓ | RMSElog↓ | δ1 ↑ | δ2 ↑ | δ3 ↑ |
|--------------|--------------|------|------|-------|----------|------|------|------|
| Stanford2D3D | FCN [39]     | 0.2409 | 0.4008 | 0.6704 | 0.1244 | 0.7703 | 0.9174 | 0.9617 |
|              | OmniDepth [40] | 0.2901 | 0.4838 | 0.7643 | 0.1450 | 0.6830 | 0.8794 | 0.9429 |
|              | BIFUSE [16]  | 0.2048 | 0.3470 | 0.6259 | 0.1134 | 0.8452 | 0.9319 | 0.9632 |
|              | HoHoNet [41] | 0.1488 | 0.2862 | 0.5138 | 0.0871 | 0.8786 | 0.9519 | 0.9771 |
|              | SliceNet [8] | 0.1764 | 0.3296 | 0.6133 | 0.1045 | 0.8716 | 0.9483 | 0.9716 |
|              | Unifuse [17] | -     | 0.2814 | 0.4941 | 0.0701 | 0.8897 | 0.9623 | 0.9831 |
|              | Ours         | 0.0786 | 0.1471 | 0.3799 | 0.0469 | 0.9048 | 0.9786 | 0.9926 |

| Stanford2D3D | FCN [39]     | 0.1837 | 0.3428 | 0.5774 | 0.1100 | 0.7230 | 0.9207 | 0.9731 |
|              | OmniDepth [40] | 0.1996 | 0.3743 | 0.6152 | 0.1212 | 0.6877 | 0.8891 | 0.9578 |
|              | BIFUSE [16]  | 0.1209 | 0.2343 | 0.4142 | 0.0787 | 0.8660 | 0.9580 | 0.9860 |
|              | HoHoNet [41] | 0.1014 | 0.2027 | 0.3834 | 0.0668 | 0.9054 | 0.9693 | 0.9886 |
|              | Unifuse [17] | -     | 0.2082 | 0.3691 | 0.0721 | 0.8711 | 0.9664 | 0.9882 |
|              | SliceNet [8] | 0.0744 | 0.1048 | 0.3684 | 0.0823 | 0.9029 | 0.9626 | 0.9844 |
|              | Ours         | 0.0558 | 0.0982 | 0.3528 | 0.0339 | 0.9140 | 0.9720 | 0.9903 |

| Structured3D | SliceNet* [8] | 0.0743 | 0.0879 | 0.1231 | 0.0268 | 0.9529 | 0.9826 | 0.9908 |
|             | HoHoNet* [41] | 0.0457 | 0.0510 | 0.0872 | 0.0197 | 0.9713 | 0.9898 | 0.9947 |
|             | Unifuse* [17] | 0.0465 | 0.0587 | 0.0892 | 0.0184 | 0.9788 | 0.9922 | 0.9956 |
|             | Ours         | 0.0376 | 0.0451 | 0.0801 | 0.0173 | 0.9809 | 0.9933 | 0.9962 |

feature maps is scattered, while our model can focus on crucial structural information guided by geometric cues. The interpretability makes our model reliable, which improves the generalization of the model.

IV. EXPERIMENT AND ANALYSIS

In this section, we conduct extensive experiments on two publicly available real-world panoramic datasets (Matterport3D [14] and Stanford2D3D [13]) and a high-quality synthesis dataset (Structured3D [15]) to verify the effectiveness of our proposed approach. Moreover, we perform a series of ablation studies to show the effectiveness of each module.

A. Experimental Setup and Complexity

For a fair comparison, we strictly follow the previous works and use the official splits. The resolution of the input images is 512 × 1024 on the two real datasets and 256 × 512 on the synthesis dataset, respectively. For a fair comparison, we retrain three current state-of-the-art methods (Unifuse, SliceNet and HoHoNet) on Structured3D using the released code. We follow the commonly used evaluation protocol, where the depth is clipped to 10 meters, there is no depth median alignment, and illegal values are masked out. We implement our method using Pytorch 1.7.1. We trained the proposed neural contourlet network on an NVIDIA RTX 3090 GPU with a batch size of 4 and a learning rate of 0.0001, using the Adam optimizer and keeping the default settings. We choose ResNet50 pretrained on ImageNet as the backbone of our network, the appropriate epoch is around 120 for Stanford2D3D and 40 for Matterport3D and 10 for Structured3D. Single-GPU inference time is 64ms (13 fps, same setup as SliceNet) for a 1024×512 image, with only 60M parameters. It is important to note that our network has fewer parameters and obtains a faster inference speed than the SOTA solutions (e.g. 64ms (ours) vs. 74ms (SliceNet) in inference speed and 60M (ours) vs. 75M (SliceNet) in parameters with a 1024×512 image).

B. Quantitative and Qualitative Evaluations

Similar to the previous works, we estimate our method with the commonly used error metrics: MAE, MRE, RMSE, RMSE log scale invariant, and \( \delta_t \), \( t \in \{0.25, 0.5, 1\} \) provided by Pano3D [43] are employed to evaluate the capability of boundary preservation of models.

1) Quantitative Analysis: Tab. I illustrate our quantitative results on Stanford2D3D, Matterport3D, and Structured3D. In the tables, we compare with the most current SOTA approaches (e.g. Bifuse [16], HoHoNet [41], Unifuse [17], SliceNet [8]).

Our method outperforms the other solutions in terms of all metrics, bolded in Tab. I. In particular, the RMSE metric of our model achieves a 23% improvement on Matterport3D. However, the performance improvement of our model is relatively small on Stanford2D3D. As described in [17], we also find that some depth in Stanford2D3D is inaccurate, which degrades our model’s ability to perceive an explicit structure, resulting in a slight improvement. (Note that the differences in calculating RMSE lead to unfair comparisons, especially on the Stanford2D3D dataset. So we re-evaluate the metric of RMSE.)

1https://github.com/crs4/SliceNet
In addition, we can observe that the results of our model on the two real-world datasets are analogous. It shows that our model has better robustness. Because the two datasets have similar scenarios, the difference is that Stanford2D3D is smaller in scale. But clearly, our method is not affected by the scale of the dataset. Because our proposed Spatial–Spectral Fusion Module provides a reliable panoramic structure with strong priors, it reduces the difficulty of network training and improves the accuracy of scene detail depth prediction.

2) Qualitative Analysis: Fig. 7 shows the qualitative comparison with the current SOTA approaches. From the figures, we can observe that our results are more competitive with clearly visible depth edges, which indicates that our network makes good use of panoramic structural cues. Furthermore, our attention to structural cues makes our network get rid of the negative effect of panoramic distortions: our method can more accurately predict depth, in large and small distorted regions (Fig. 7). However, we can see that SliceNet’s depth prediction for gravity-aligned regions is relatively accurate, but loses a lot of detail. It is worth noting that there are many daily necessities and furniture in indoor scenes, which require stronger network feature extraction capabilities to cover scene details. Furthermore, SliceNet has poor anti-jamming ability because it works on the premise that the camera must be placed horizontally. It can be seen from the results that Unifuse has a large depth prediction error in large distortion regions. In contrast, reliable panoramic geometric cues can tolerate the distortion well, helping to find more accurate depth even in regions with repetitive structural details.

3) Generalizability: We validate the generalization capability by training our model on Matterport3D and testing on GibsonV2 [44] (splits of tiny, medium, and fullplus, strictly follow the protocol of Pano3D [43]). The GibsonV2 dataset is more extensive than Matterport3D and offers a wider variety of scenarios. The results are exhibited in Tab. II. Our solution achieved the best performance when transferred to GibsonV2. Other existing methods are data-driven and heavily

| GV2(HR) | Method          | RMSE ↓ | AbsRel ↓ | δ1 ↑  |
|--------|-----------------|--------|----------|-------|
| tiny   | UNet_vmt [43]   | 0.5794 | 0.2151   | 0.6205|
|        | ResNet_comb_skip [43] | 0.4993 | 0.1758   | 0.8031|
|        | Ours            | 0.3910 | 0.1578   | 0.8145|
| medium | UNet_vmt [43]   | 0.5901 | 0.2269   | 0.6102|
|        | ResNet_comb_skip [43] | 0.4528 | 0.1664   | 0.8191|
|        | Ours            | 0.3625 | 0.1543   | 0.8201|
| fullplus| UNet_vmt [43]  | 0.8772 | 0.2730   | 0.4609|
|        | ResNet_comb_skip [43] | 0.6607 | 0.1836   | 0.7488|
|        | Ours            | 0.5034 | 0.1697   | 0.7523|
rely on the network’s learning capability. In contrast, our contourlet branch can extract geometric cues explicitly, which helps the monocular depth estimation task. In addition, the contourlet transform can provide the local features extraction capability with sufficient receptive field on the geometric structures, enhancing the network’s learning capability. Hence, our method has better generalizability.

4) Convergence: To compare the convergence, we visualize the changes in RMSE and $\delta_1$ over the first twenty epochs and exhibit them in Fig. 8. We can observe that our model achieves better performance after one epoch of training, which reflects the fast and stable convergence capacity of our model.

5) Boundary Preservation: To quantitatively evaluate our model’s boundary preservation capability, we strictly follow the protocol of Pano3D [43] and employ the metrics they provided. The results are reported in Tab. III. From the table, we can observe that the boundary preservation ability of our model is much better than the baseline provided in Pano3D [43]. Actually, the baseline only employs a gradient loss in the objective function for supervision without any other structure-specific designs, resulting in a limited boundary preservation capability. In contrast, we not only use contourlet to perceive explicit panoramic structure but also design a panoramic-suitable gradient loss in the objective function. The two strategies can all contribute to preserving a better boundary in the predicted depth maps. Besides, we design Spherical-ResNet by replacing the standard convolution layers with spherical convolution layers [22], and present the results in Tab. III. Spherical-ResNet improves the performance of the boundary preservation metrics compared to the baseline and achieves an RMSE of 0.3983. However, it just reaches 0.8431 on $\delta_1$. In fact, the boundary preservation capability of Spherical-ResNet is learned during the training stage. It is data-driven and implicit, and the learned structure may be distracted by other learned features. Whereas our method directly extracts an explicit geometric structure and leverages it as a cue to enhance depth estimation. Hence, our approach is more solid and has better performance. Besides, spherical convolution is computationally intensive, causing more computational memory (e.g., an NVIDIA RTX 3090 GPU can only afford one sample with a 1024*512 resolution in a batch).

C. Ablation Study

We conduct an ablation study to verify the effectiveness of each module. Baseline is an encoder-decoder structure composed of ResNet50 as an encoder and DenseNet decoder. ResNet-50 has been shown to have strong feature extraction capabilities and is widely used as a backbone for various vision tasks. The decoder part of DenseNet uses a combination of interpolation up-sampling and convolutional layers. For the Matterport3D and Stanford2D3D datasets, this combination favors depth estimation for gravity-aligned regions. To effectively evaluate the contribution of each part, we conduct experiments under the same settings, training on the Stanford2D3D dataset (provided by Zioulis [40], for its integrity, high quality, dense annotation and the smaller scale) without any pre-trained weights.

1) Effectiveness of Spatial–Spectral Fusion Module: The purpose of Spatial–Spectral Fusion Module is to enhance encoder feature extraction for panoramas by fusing reliable panorama structure from contourlet transform and semantic features from CNN branches. From Tab. IV, we can observe that the Spatial–Spectral Fusion Module improves RMSE by 12% and $\delta_1$ by 3%. Obviously, the RMSE improvement is more significant, which is mainly reflected in the sharper depth edge. The RMSE improvement is more significant, mainly reflected in sharper depth edges. From Fig. 9, we can intuitively see that the Spatial–Spectral Fusion Module makes the structure in the depth map clearer, and the predicted depth is closer to the ground truth. It also verifies that structural cues are important for neural networks to predict monocular depth maps.
Fig. 9. Example of qualitative results of ablation study. a) is the baseline; b) means adding the Spatial–Spectral Fusion Module based on baseline, and Spatial–Spectral Fusion Module is implemented by using contourlet; c) means continue to add Coefficients Generation Module; d) represents that the part of the wavelet transform in the network is completely replaced by the Haar Wavelet. e) is further added with attention fusion module; f) uses the proposed mask generation method; g) employs the proposed 8 directional gradient; h) employs the strategy that described in Sec. IV-C.4. A unified visualization method is adopted for all depths, and the closer the color and structure are to the ground truth, the better the prediction results.

TABLE IV

| ABLATION STUDY. WE CONDUCT A SERIES OF ABLATION STUDIES ON STANGFORD2D3D, A CHALLENGE DATASET (SMALL SCALE, REAL SCENES) |
|--------------------------------------------------------|
| Baseline | SSFM | CGM | Contourlet | Haar | A-F | Peak-Mask | 8-Grad | Params | Speed | RMSE | δ1 |
| a | ✓ | | | | | | | 54M | 21ms | 0.4253 | 0.8960 |
| b | ✓ | ✓ | | | | | | 56M | 43ms | 0.3670 | 0.9214 |
| c | ✓ | ✓ | ✓ | | | | | 60M | 64ms | 0.3266 | 0.9252 |
| d | ✓ | ✓ | ✓ | | | | | 56M | 25ms | 0.3729 | 0.9041 |
| e | ✓ | ✓ | ✓ | ✓ | | | | 60M | 64ms | 0.3052 | 0.9453 |
| f | ✓ | ✓ | ✓ | ✓ | ✓ | | | 60M | 64ms | 0.2952 | 0.9525 |
| g | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | | 60M | 64ms | **0.2789** | **0.9614** |
| h | | | | | | | | Cube projection with haar wavelet | 54M | 34ms | 0.4041 | 0.9058 |

2) Effectiveness of Coefficients Generation Module: We further propose Coefficients Generation Module to highlight structural cues in the network decoder part. Most previous similar works have overlooked this. The decoder part directly outputs the predicted depth value, and the reliable structural information can make the depth edge sharper. It is confirmed in Fig. 9 (especially in group 1), where the Coefficients Generation Module makes the edges in the prediction map clearer, even in large distorted regions. From Tab. IV, we also can note that RMSE is improved by 11%. Therefore, it is meaningful to enhance the structural cues of the monocular depth estimation network at all stages, mainly because it provides sharper depth edges.

3) Effectiveness of A-F and 8-Grad Loss: From Fig. 10, the learned attention maps have promising complementarity, further confirming the importance of structural and semantic cues. We can notice that the contourlet branch focuses more on structure prediction, while the semantic branch focuses more on content prediction. The 8-Grad loss corresponds to the eight directional subbands of the contourlet, which can make it perform better.

4) Contourlet Vs. Haar: We also verify the superiority of the contourlet transform for panoramas by replacing the contourlet transform with the haar wavelet. From Tab. IV, we can observe that our framework with the Haar wavelet also outperforms the baseline 12% on RMSE and 1% on δ1. However, compared with contourlet transform, haar wavelet has obvious disadvantages. In Tab. IV, contourlet transform outperforms Haar Wavelet 12% on RMSE. This difference is mainly due to the poor ability of wavelet transform to approximate the curves. Because in the wavelet transform, the direction of the high-frequency components of its hidden structural features is limited (only horizontal, vertical, and diagonal directions), while the diversity of directions in the contourlet transform makes it more sensitive to curves. The mosaic effect (mainly at the edge of depth) in the depth map in Fig. 9 is caused by the square support space in the wavelet.

We also attempt another strategy. To deal with the distortion in panoramas, we project the input ERP images to cube images and then apply a Haar wavelet to catch the geometric cue. Finally, we project the cube maps back to ERP format. The quantitative and qualitative results are exhibited in Tab. IV and Fig. 9h, respectively. From the figure, we can observe that there are still visible stitching seams from cube maps (even though we employ spherical padding [16]).

V. CONCLUSION

In this paper, we propose a simple but effective neural network suitable for monocular panoramic depth estimation, named the neural contourlet network. In detail, we design a
bi-branch to capture an explicit geometric cue and an implicit cue, respectively. In view of the “panorama-customized” properties of contourlet transform, we introduce it to extract a panorama geometric cue. To bridge the gap between spatial and spectral domain, we design a spatial-spectral fusion module to integrate the two cues in the encoder stage. We further propose a coefficient-generation module in the decoder stage to catch the geometric cue. Precisely, we design a mask generation algorithm to guide the generation of contourlet coefficients for omnidirectional depth. More specifically, we capture geometric cues in the decoder stage by adopting the coefficients maps generated from forward contourlet decomposition in the encoder part to get the masks. Ablation experiments verify the effectiveness of our proposed modules, and it proves that the contourlet is suitable for panoramic scenes. Experiments on three panoramic datasets show that our method outperforms other state-of-the-art methods. We hope our solution can inspire efforts in the field to explore effective and compact neural networks for monocular panoramic depth estimation. Furthermore, it should be noted that the power of traditional methods cannot be ignored and is beneficial to the neural network’s learning ability, convergence speed, and parameter size.
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