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Abstract In typical radar systems, the process of recognizing a target requires human involvement. This human element makes radar systems not fully reliable due to unstable performance that varies between operators. This paper describes an intelligent radar system which addresses this problem in a border surveillance environment. The proposed radar system is capable of automatically detecting and then classifying different targets using an artificial neural network trained with the Levenberg-Marquardt algorithm. The training and test sets presented to the neural network are composed by high-resolution Inverse Synthetic Aperture Radar pictures obtained by the radar’s detection module. Simulation results show that the intelligent radar system can reliably detect and distinguish the different objectives. Moreover, the radar system can outperform human operators and another radar system that deals with similar objectives. These results indicate that future intelligent systems can potentially replace human radar operators in this critical security setting.
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1. Introduction

In typical radar systems, target detection is fully automated, but target recognition usually requires human involvement. In these cases, the radar system is not fully reliable due to unstable human performance that varies between operators. The motivation for adding automatic detection and recognition capabilities to a radar system is to increase and stabilize the radar system performance by reducing the human intervention. The system proposed in this research can shift critical decision-making responsibilities from human operators to the radar itself.

An intelligent radar system emulates the functionality of an expert human operator by combining a cognitive engine (e.g., a neural network) and the radar. In 2006, motivated by the echolocation system of a bat, Simon Haykin introduced the novel idea of intelligent radar in [1]-[2]. The idea was expanded to intelligent radar networks in [3]. This system included several radars working together in a cooperative manner and it has the capability to preserve environment information much better than what the radar components are capable of achieving individually. In 2007, the application of cognitive radar for remote sensing was described [4].
Although the automatic detection/tracking [5]-[19] and recognition of targets [20]-[25] has been addressed previously, the problem of automatically identifying objects commonly encountered in a desert border surveillance environment has not been analysed before this study. Since border security remains a key issue in homeland security it is imperative to develop radar systems that can help to optimize the capabilities of the border guards, surveillance operators and command staff assigned to secure this strategic region. Given the lack of sufficient coverage from sensors and cameras, it is especially important to build systems able to detect threats at an acceptable rate without overloading the overall surveillance system with false alarms. The targets used in this research come from one of the following classes: human, truck and low flying Cessna Airplane, hence the research presented in this paper could help to alleviate the problems encountered in this vital national security environment. It is also worth noting that this paper is one of the few existing research works that contributes to the study of radar target classification in distinct travel mediums, in this case land and air.

The operation modes used for target detection in a typical radar are described in more detail in the next section. A generic neural network for radar target classification is also discussed in Section II. Finally, in Section III the results of simulating the radar detection of targets commonly encountered in a border surveillance environment and their automatic classification using an artificial neural network are presented.

2. Intelligent radar system Overview

2.1 Radar Target Detection

In general, the first basic operation of a radar is to transmit an RF signals that is analysed and processed to obtain the range, velocity and direction of the target. The radar is capable of detecting, locating and identifying moving targets such as a person, vehicle, etc. [26]. The radar has four modes of operation: 1) initial target detection and estimation, 2) Doppler, 3) high resolution and 4) inverse synthetic aperture radar. The radar must be adjusted from one mode to the next in order to obtain the final high-resolution images that will be used by the neural network for recognition purposes.

First Mode 1 should be chosen to detect an object in the environment. Once a target has been detected, it is desirable to track its velocity. The radial speed of the target can be directly estimated in Mode 2 using the Doppler principle, which states that the speed of a moving object will affect the frequency of the return signal. After determining the target’s velocity by measuring the Doppler shift of the reflected signal, the system should change to Mode 3 or Mode 4 depending on the velocity output. Mode 3 can provide a high-resolution range profile as a one-dimensional signature of the target of interest, while Mode 4 is an imaging technology that can provide a high-resolution two-dimensional image of the target. In this research it is assumed that the targets are moving at speeds which allow using Mode 4, hence Mode 3 is not described in this manuscript. The operating modes used in this research are described in more detail next.

2.2 Initial Target Detection and Estimation (Mode 1)

The most fundamental problem in radar is detection of a target. This requires determining whether the receiver output is an echo from a reflecting target or only noise.

This mode uses the moving target indicator principles to detect the targets of interest. The moving target indicator can distinguish between slowly moving or stationary targets and fast moving targets. For this research, target detection is accomplished by the radar receiver employing an envelope detector followed by a threshold decision to detect the presence of a target. The input signal to the receiver is composed of the radar signal to be detected, and additive zero-means white Gaussian noise, the return signal is describe in (1).

\[ r(t) = s(t) + n(t) \]  

where \( s(t) \) is the transmitted signal, \( \omega = 2\pi f_0 \) is the frequency and \( n(t) \) is the zero-means white Gaussian noise.

Target detection is based on two hypotheses, either the target is present or it is not [27]. In other words, a target is detected when \( r(t) \) exceeds the threshold value, \( \gamma \). The two decision hypotheses are

\[ H_0 : r(t) = n(t) \]  
\[ H_1 : r(t) = s(t) + n(t) \]

where \( H_0 \) is hypothesis zero, no target is present, only noise, and \( H_1 \) is hypothesis one, for which a target is
present with noise. The Neyman-Pearson criterion is used to derive the decision rule as described in [27].

The receiver should choose the correct hypothesis with high probability. The objective is to maximize the probability that a target is detected in the presence of noise, while minimizing the probability that a receiver mistakenly declares a target present when only noise is present.

To maximize the probability that the receiver will detect a target in the presence of noise is known as the probability of detection and is defined in (3).

\[ P_d = P(D_1 \mid H_1) = \int_{0}^{\infty} P_0(r)dr \]  

(3)

To minimize the probability that the receiver will miss, declaring a target present when only noise is present, is to minimize the probability of false alarm, which is defined in (4) and can be expressed in terms of the Neyman-Pearson threshold.

\[ P_{fa} = P(D_0 \mid H_0) = \int_{0}^{\infty} P_0(r)dr \]  

(4)

These two conditional probabilities are related to each other. Expressing these quantities in terms of the decision region and the likelihood function one can determine the decision rule.

\[ H_1 : V_a = \frac{P_0(r)}{P_0(r)} > \frac{V_f}{H_0} \]  

(5)

where \( P_0 \) and \( P_1 \) represent the prior probabilities for the data given hypotheses 0 and 1, and \( V_f \) is the threshold value.

It is important to know that increasing \( P_1 \) by lowering the detection threshold results in an increase in the \( P_0 \). The desire to maximize \( P_1 \) to improve performance will be accomplished by using a likelihood ratio test.

The transmitter sends a transmitted signal, hits the target and is reflected back with a time delay \( \tau \), as shown in Figure 1. If a target is detected, the range of the target it determined by estimating the time delay between the transmitted \( s(t) \) and the returned signal \( r(t) \). The signals are describe in equation (6) and (7).

\[ s(t) = \sin(2\pi f_d t) \]  

(6)

\[ r(t) = \sigma \sin(2\pi f_d (t - D)) + n(t) \]  

(7)

where \( n(t) \) is the zero-means white Gaussian noise, \( \sigma \) is the attenuation factor and \( D \) is the time delay in which the signal travel from the transmitter to the target and back to the receiver.

A common method of calculating the time delay is to compute the cross-correlation function of the received signal with the transmitted signal as shown in (8).

\[ R_n(\tau) = \int r(t)r^\ast(t - \tau)dt \]  

(8)

To find the range of the target, equation (9) is used

\[ R = \frac{c\tau}{2} \]  

(9)

where \( R \) is the target’s range, \( c \) is the speed of light, \( c = 3\times108 \text{ m/s} \), and \( \tau \) is the delay. The factor of \( \frac{1}{2} \) is needed to account for the two-way time delay.

For range processing, the return signal must first be filtered in order to reduce the effects of noise that get into the signal. A proper filter to use on the signal is a “matched filter” to the original signal. To get the range, it is necessary to know the time that elapsed between sending the signal and receiving the return signal. The distance to the target can be determined by using equation (9).

2.3 Doppler (Mode 2)

The radial speed of the target can be measured directly using the Doppler principle, which states that the speed of a moving object will affect the frequency of the return signal. The Doppler frequency determines the target radial velocity and can distinguish between moving and stationary targets [26]. If the target happens to be moving, the reflected signal will have a different frequency from the one that was transmitted. The difference between these frequencies is referred to as a Doppler shift. The Doppler shift can be positive or negative depending on whether the target is coming toward or is moving away from the radar.

If the signal bounces off the target and if the object is moving towards the radar, then the signal is compressed and the frequency is shifted up. If the target is moving away from the radar, then the frequency is shifted down.

A typical signal for this mode is a series of pulses as the transmitted signal. The series of pulses hits the target and is reflected back with a Doppler shift on the return signal. The returned signal is then multiplied by a complex exponential with a certain phase. The reflected signal is of the form

\[ r(t) = s(t - \tau_0)e^{j2\pi f_d (t - t_0)} \]  

(10)

where \( f_d \) the Doppler is shift and \( \tau_0 \) is the delay associated with the target.
In order to detect the frequency shift between the transmitted signal and the received signal, the Fourier Transform (FT) of both the transmitted and received signals is obtained, and the analysis of the spectrum of the two signals is performed. The shift of the spectrum shows the Doppler shift. To calculate the velocity given the Doppler shift, the carrier frequency of the radar and the speed of light is calculated by:

\[ f_d = \frac{2v}{c} f_c \]  \hspace{1cm} (11)

where \( f_d \) is the Doppler shift, \( v \) is the target radial velocity, \( c \) is the speed of light and \( f_c \) is the carrier frequency. Equation (12) is used when there is an angle between the radar line of sight and the target, for this equation, \( 2v \cos \theta \) is the radial velocity and \( \theta \) is the total angle.

\[ f_d = \frac{2v \cos \theta}{\lambda} \]  \hspace{1cm} (12)

Having established the target detection and range, the velocity needs to be obtained. The velocity processing is determined by means of measuring the change in frequency if the target is moving. This shift in frequency is known as the “Doppler shift” [26]. From the Doppler shift in frequency, the velocity of the target can be found by (12). Unless the target is moving at an extremely high speed relative to the speed of light, the Doppler shift will be small and very difficult to detect from one pulse. The solution to this is to transmit a signal containing repeated pulses, therefore, a series of pulses is needed to measure the Doppler shift.

Once the target’s velocity is obtained by measuring the Doppler shift of the reflected signal, the system can intelligently change the mode of operations depending on the velocity output. It can go to the next mode of operation, which is the high resolution, or get the Inverse Synthetic Aperture Radar (ISAR) immediately depending how fast the target is moving.

2.4 Inverse Synthetic Aperture Radar (Mode 4)

Inverse Synthetic Aperture Radar (ISAR) is an imaging technology that is used to obtain high-resolution 2-D images [26] using advanced signal processing techniques, to give a detailed image of the target. ISAR is basically an edition of SAR that can be used to provide images of targets like aircraft. ISAR processing techniques are used for this mode because of its advantages when it comes to imaging targets at high resolutions. It works by emitting a signal and then recording the strength of the reflected signal. The pulses are emitted at an angle and very little of the signal will be reflected back towards the radar, which corresponds to a darker spot on the scattering image.

| CHARACTERISTICS | DESCRIPTION | Value |
|----------------|-------------|-------|
| Detection ranges: Air targets | Cessna | RCS = 10 m² |
| Detection ranges: Land targets | Pedestrian | RCS = 1 m² |
| | Vehicle | RCS = 5 m² |

Table 1. Typical characteristics and description of the three targets.

The image generation and processing is performed using MATLAB scripts. The simplest way to implement a target model is to represent it as a collection of point scatterers. Each scatterer, therefore, will be characterized by a distance from the radar and by the strength of reflection. The Radar Cross Section (RCS) is enhanced by a larger number of point scatterers and is dependent upon aspect angle to radar.

Mode 4 uses a stepped frequency waveform of M burst and each burst is in the form of N stepped frequency pulses to form a matrix of pulses. To find the frequency of the nth pulse in a burst, the following equation was used

\[ f_n = f_s + n\Delta f \]  \hspace{1cm} (13)

where \( f_s \) is the initial frequency in a burst and \( \Delta f \) is the frequency step between pulses.

Range resolution is a metric that describes the radar system’s ability to detect target in close proximity to each other as a different target [26] and is defined as

\[ \Delta r = \frac{c}{2B} \]  \hspace{1cm} (14)

If we consider N pulses stepped frequency by \( f \), the slant range resolution is define by equation (15)

\[ \Delta r = \frac{c}{2(N-1)\Delta f} \]  \hspace{1cm} (15)

The Doppler resolution is approximately 1/T where T is the integration time, thus we can conclude the cross range resolution to be

\[ \Delta r_c = \frac{c\Delta fd}{2w_c f_c} = \frac{\lambda}{2w_c T} \]  \hspace{1cm} (16)

This equation can help us to form an image by simulation. The matrix of the form \( m \times n \) dimension represents the range-Doppler which in turn can be the ISAR image of the objects. To form the image we consider the transfer function to be the sum of the hot spot steady state responses:

\[ H = \sum_{i=1}^{n} A_i e^{2\pi fi} \]  \hspace{1cm} (17)

where \( Ti = 2\pi f_i, A_i = 1 \) and \( H \) is the sum of phasors.
By obtaining the Inverse Discrete FT (IDFT), the target’s reflectivity is obtained as a function of time. Using the IDFT will give the RCS of the scatterer and its location. Table 1 describes typical characteristics and descriptions of the three targets.

A parametric representation of the target outline is used as a feature set for classifying the targets.

The IDFT of the matrix \( H(k,j) \) is taken for each row. After the IDFT, the discrete Fourier transform DFT is computed for each column of

\[
h(k,n) = \sum_{j=1}^{N-1} H(k,j)e^{j2\pi j/N}
\]  

(18)

The output images will be represented by \( D(m,n) \) and is of the form

\[
D(m,n) = \sum_{j=1}^{M-1} h(k,n)e^{-j2\pi j/M}
\]  

(19)

The ISAR technique will generate a 2-D high-resolution image of a target. The matrix obtained will then be used in the neural network to classify the targets.

Although the research presented in this manuscript includes different radar operation modes, it does not explore how to automatically switch among them to accomplish the detection and classification of the targets. This problem will be addressed in future research by using fuzzy logic to model the rules necessary to perform these complex decisions in an intelligent manner. Fuzzy logic has proved to be an efficient tool in problems that also have to deal with decision-making for classification problems [28]-[30], hence it seems to be a promising approach.

2.5 Target Recognition Using Neural Networks

The objective of cognitive radar in this paper is to provide the intelligent system with the capability to not only detect, but also to recognize and classify targets in the appropriate class. The application in this research is surveillance radar that is capable of detecting the different targets listed in Table 1: walking humans, ground vehicles and Cessna aircraft.

![Image to classify]

Figure 2. Neural network classification model.

| Symbol | Description | Value |
|--------|-------------|-------|
| \( A \) | Amplitude | 1 V |
| \( Fs \) | Sampling Frequency | 1000Hz |
| \( f_c \) | Carrier Frequency | 50Hz |
| \( N \) | Number of samples | 1024 |
| \( t \) | Sampling period | 0.001 |
| \( \tau \) | Delay | 2 sec |

Table 2. Radar System Parameters

The classification of the targets will be performed using a neural network trained with high-resolution images of these classes. The automatic recognition can be implemented using neural networks because they have proved to be able to correctly classify objects based on noisy images [20]-[21]. Moreover, there are multiple examples in which neural networks have played an integral part in controlling complex electromechanical systems [31]-[35].

A neural network is defined as an interconnected group of artificial neurons that uses a computational model for information processing and performs useful computation through a process of learning to obtain knowledge [36]. The knowledge obtained is stored using neuron connection strength, commonly known as synaptic weights. A learning algorithm is a function that modifies the synaptic weight of the network in an orderly fashion and is used to perform the learning process and to obtain a desired design objective. Once the optimal operation mode has been determined, its parameters are fed into a neural network which determines the type of object being detected by the radar.

The output of the \( k^{th} \) neuron is defined by

\[
y_k = \phi(\sum_{j=0}^{p} W_{kj}x_j)
\]  

(20)

where \( \phi \) is the transfer function, are the input signals, are the synaptic weights of neuron \( k \).

The model of a neural network to classify the targets included in this research is shown in Figure 2. This model is based on a feed-forward neural network that consists of a single hidden layer with 60 neurons in the hidden layer, with a tangent sigmoid as the transfer function and a linear function in the output layer. The input vectors consisted of 2-D images of the Cessna, truck and human targets, which are transformed into a one-dimensional vector before being presented to the neural network. There is only one target value associated with each input vector. The target output is the corresponding classification of the target shown in the 2-D image. A more detailed description of the approach followed to design, train and test the neural network is included in Section III B.
3. Results

3.1 Radar Target Detection Simulation and Results

It is assumed that the walking human and the ground vehicle are in the radar line of sight, while the air target, Cessna, is about 5 miles outside. It is also assumed that 20dB SNR is a reasonable detection threshold. The human and the vehicle have the maximum Doppler frequency, since the targets are in the radar’s line of sight. The system uses typical and different waveforms for different modes of operations. As mentioned previously, it is assumed that the operation modes are selected appropriately to perform the target detection task.

Table 2 shows the parameters used for the detection radar system simulation. To test the detection of the target, a sinusoidal signal was used as the transmitted signal. The radar return consisted of this signal with a time delay and noise added to the signal. The MATLAB script was run and if a target was detected, the range of the target was determined from the time delay between the transmitted and the returned signal.

| Target\# of Hidden Neurons | 50 | 55 | 60 | 65 |
|----------------------------|----|----|----|----|
| Truck (0)                  | 91%| 97%| 94%| 100%|
| Plane (1)                  | 97%| 94%| 97%| 90% |
| Pedestrian (2)             | 58%| 58%| 94%| 80% |
| Overall                    | 82%| 83%| 95%| 90% |

Table 3. Percentage of correct classification for different numbers of hidden neurons for each of the target classes for the training set.

For this paper we intended to develop a radar system that operated with a 99% probability of detection and a probability of false alarm of 0.01%. That is the probability that a target was detected in the presence of noise. The probability of false alarm was minimized so that the target is found when noise is present. To achieve the specified performance, the signal to noise ratio (SNR) was obtained. A simulation was performed in MATLAB and a signal was successfully detected using the procedure described next.

The general detection performance of the radar was addressed in the previous section. In this subsection we provide a detailed example of how the detection of a single target is performed. Presenting the complete detection processes for a single target will not only help to clarify Section II’s radar theory, but it will also help to understand how the detection elements produce that information necessary to feed the neural network in charge of classifying the target. Although the results shown in this subsection are for a Cessna airplane, they illustrate the process followed to detect the other types of targets. The reader should keep in mind that there are many detection techniques and the procedure described in this section is just one of them.

Figure 3 shows the plot of the cross-correlation between the transmitted and the received signal, and the computed delay for a typical detection. The plot shows the cross-correlation which is used for obtaining the range information. The cross-correlation function of the received signal with the transmitted signal is shown in Equation (8).

Figure 4. Autocorrelation of the signal.

The cross-correlation allows assessment of the degree of similarity between the signals and identifying the radar return signal in heavy noise. The large peak in the cross-correlation function indicates that the target detection simulation has been successful and the radar has recognized the presence of a target. The position of the peak carries information about the range for the target.

Figure 5. Cessna image.
The autocorrelation of the signal can be obtained by doing the inverse Fourier transform of the power spectral density of the return signal. The spectral was obtained by performing the discrete time Fourier transforms on the spectra average time autocorrelation of the signal realizations. This formula for the autocorrelation is equivalent to dividing a single signal realization into independent segments correlating each segment and averaging the correlation bin by bin, which was the process used in this research. The autocorrelation of the return signal is shown in Figure 4. It can be observed that the autocorrelation has one peak, proving once again that the simulation of the radar was successful and a target has been detected.

Two features were required for high range resolution: 1) the autocorrelation of the frequency modulated signal had to have a spike at the origin similar to Figure 4 and 2) the side lobes of the autocorrelation needed to be shallow and die out with increase time lag.

To obtain the range profile, matched filtering of the returned signal, using a simulated version of the transmitted pulse, was performed. The inverse synthetic aperture radar provides high-resolution maps of remote targets like a terrain. ISAR was used to provide target images, like those of aircraft or ground vehicles. In order to simulate the Cessna, an equation was established for the range of each hotspot. We used 18 hotspots as shown in Figure 5 in order to visualize the Cessna by adding the distance between each hotspot to the reference point. A 2-D image provided by the ISAR for a Cessna airplane is shown in Figure 6.

### 3.2 Target Recognition Using Neural Networks

Once the target has been detected using the information provided in Figures 3 to Figure 6, a neural network was implemented in MATLAB to classify the objects based on the ISAR’s 2-D image. Each figure is represented by a 60 by 60 matrix in which each of the 3600 input values represent the range profiles.

The dataset used for the training and testing of the neural network consisted of 40 images for each of the three types of objects. Each image has a different signal-to-noise-ratio for the returning signal. For each of the three classes 17.5% of the dataset was reserved for testing.

The network used the Levenberg-Marquardt algorithm [37] for training due to its superior speed and performance compared to the classic back-propagation algorithm. MATLAB’s Neural Network toolbox includes these training algorithms and hence is was unnecessary to develop custom programs that implement them. To find the optimal number of hidden neurons for the neural network, an exhaustive search was performed over a wide range of possible values. Although preliminary experiments include as few as two or five neurons, and as much as 100 hidden neurons, it was fairly clear that the best performance was obtained by setting the number of hidden neurons in the range shown in Table 3. Given the results presented in this table it was decided to use 60 hidden neurons for the test set.

The classification performance for the different types of targets is shown in Table 4. The percentages of correct classifications are in bold. A direct comparison with the correct classification rates provided using other methods (Table 5) is not possible given that this is the first time that this set of targets has been used. Both land targets can be correctly identified more than 80% of the time, which is a performance similar to those listed for other works that deal exclusively with land targets [23]-[25]. Another set of desirable characteristics of the neural network produced for this research is that vehicles are never mistaken for pedestrians and pedestrians can only be mistaken for other land targets.

| Actual Class | Truck | Plane | Pedestrian |
|--------------|-------|-------|------------|
| Truck        | 83%   | 29%   | 14%        |
| Plane        | 17%   | 71%   | 0%         |
| Pedestrian   | 0%    | 0%    | 86%        |

Table 4. Classification for each of the target classes for the test sets.

| Target                          | Performance |
|---------------------------------|-------------|
| Commercial aircraft [22]        | 96%-98%     |
| Tanks [25]                      | 96%         |
| Pedestrians, animals, tracked or wheeled vehicles and clutter [24] | 88%-96% |
| Military vehicles [23]          | 88%-91%     |
| Border surveillance             | 80%         |
| Pedestrians, planes and boats [26] | 67%    |
| Pedestrians, wheeled and tracked vehicles (human performance) [24] | 39%     |

Table 5. Comparison of performances with other automatic radar recognition systems.
More importantly, the overall performance is far superior to the human performance mentioned in [24] and to the performance reported in [26], which is the only other work that includes a combination of objects that operate in land and air. These results show that this paper not only presents an original contribution (addressing the border surveillance environment for the first time), but also that the approach selected and its implementation compare well against others works in the research area of radar target classification.

4. Summary

A radar system for sending and receiving signals reflected from objects commonly encountered in a border surveillance environment (Cessna airplanes, trucks and pedestrians) was simulated in MATLAB. The returning signals contained noise making the detection and identification of the target difficult. The cross-correlation of the returned signal was accurately calculated providing the information necessary to assess if the target was successfully detected. The spectrum of the autocorrelation of the signal was also obtained and then used by the ISAR technique to obtain 2-D high-resolution images of three different types of targets relevant in border surveillance.

The target classification of the images was implemented using neural networks trained using the Levenberg-Marquardt algorithm. The classification rates were better than those reported for human operators, proving the potential of the proposed approach to alleviate the problems caused by the unreliability of manned radar systems. Before proceeding to the next step, more analysis and comparison of neural network architectures and training methods must be performed in order to discover the optimal method for target classification in this border surveillance environment.

In the future, the elements required for a complete and fully automatic cognitive radar will be created and integrated as part of the first author’s dissertation work.
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