Hydrodynamic and Wave Responses During Storm Surges on the Southern Brazilian Coast: A Real-Time Forecast System
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Abstract: Coastal flooding is a global phenomenon that results in severe economic losses, threatens lives, and impacts coastal communities worldwide. While recent developments in real-time flood forecasting systems provide crucial information to support coastal communities during coastal disasters, there remains a challenge to implement such systems in data-poor regions. This study demonstrates an operational real-time coupled surge wave guidance system for the coastal areas of Southern Brazil. This system is based on the recently developed integrated flood (iFLOOD) model, which utilizes the coupled hydrodynamic and phase-averaged ADCIRC–SWAN wave numerical model, driven by astronomical tides and atmospheric forcing from the Global Forecast System (GFS). This numerical modeling framework can simulate water levels and waves with a lead time of 84 h. A version of the coupled ADCIRC–SWAN model calibrated for Brazil, i.e., iFLOOD-Brazil, was operationally implemented (i.e., twice a day) over a period of 4 months (April to September 2020) for normal daily weather validation, as well as during a recent “bomb” cyclone that strongly impacted the southern coast of the country in June 2020. The real-time water levels and waves forecasted by iFLOOD-Brazil showed promising results against observations, with root mean square error (RMSE) values of 0.32 m and 0.68 m, respectively, for normal daily weather. Additionally, the RMSE values were 0.23 m for water levels and 1.55 m for waves during extreme weather, averaged over eight water level and two wave recording stations. In order to improve real-time predictions, a bias correction scheme was introduced and was shown to improve the water level and wave forecasts by removing the known systematic errors resulting from underestimation of astronomical tides and inadequate initial boundary conditions. The bias-corrected forecasts showed significant improvements in forecasted wave heights (0.47 m, 0.35 m) and water levels (0.17 m, 0.28 m) during daily and extreme weather conditions. The real-time iFLOOD-Brazil forecast system is the first step toward developing an accurate prediction model to support effective emergency management actions, storm mitigation, and planning in order to protect these economically valuable and socially vulnerable coastal areas.
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1. Introduction

Due to their relatively high frequency and intensity, coastal floods have long been considered to be among the most devastating natural hazards [1] on the planet, often resulting in the destruction
of coastal defenses and the consequential loss of lives and property [2]. These extreme events are the result of a series of non-linear interactions between meteorological and oceanographic drivers, including astronomical tides, wind-generated waves, and storm surges [3–5]. In addition, the severity of coastal floods is also dependent on the timing of the aforementioned processes [6]. For instance, if a storm surge lasts for more than half a day, it is likely to coincide with a high tide, potentially leading to greater coastal damages [7,8]. Lastly, the geometry of the coastal features, e.g., bays and estuaries, channels, and the width and slope of the continental shelf, exert a strong influence on the resulting total water levels [9,10]. Despite the evident complexity associated with the representation of the interactions between these mechanisms, it is well-known that the majority of deaths caused by coastal floods can be prevented with efficient emergency response strategies, improved planning, and accurate warning systems [11], which in turn intrinsically depend on timely and accurate flood forecasts [12]. In this context, a significant scientific effort has been made towards the development of reliable online real-time coastal flood forecast systems worldwide.

There are two methods used for real-time surge forecasts [13], namely (i) real-time simulations and (ii) pregenerated composite. Although often limited by the available computational resources, real-time simulations of flood forecasts using numerical models are preferred due to their real-time event-based characteristics [1,14]. In the last decade, several developed countries have benefited from the implementation of storm surge forecast systems. For instance, [15] developed a storm surge forecast system for the United Kingdom that has been operational since December 2009. This system was validated over 8 months, showing reliable predictions with an extended forecast of up to 7 days. Similarly, [16] proposed the Pan-European Storm Surge Forecasting System, which has shown satisfactory performance through most of the continent. Similarly, the Japanese Meteorological Agency (JMA) has provided a storm surge forecast since 2011, using 72-hour forecast time from the JMA’s mesoscale atmospheric products, along with their depth-averaged shallow water model [17]. In the United States, a handful of regionally focused storm surge and wave forecast systems have been established for different parts of the country [11,13,18–22]. Finally, it is also worthwhile mentioning the platforms developed for South Korea [23] and Australia [24], which have also contributed to the mitigation of coastal flood hazards in these nations.

In contrast to developed countries, where losses due to coastal floods tend to have a more financial character (i.e., damage to property and infrastructure), emerging economies, especially those located in tropical and subtropical areas with low coastal plains and a broad continental shelf, usually also experience high death tolls during major storm surge events [25]. Therefore, current state-of-the-art studies have a focus on the implementation of operational coastal flood forecasts and warning systems in developing countries, which often lack proper coastal protection infrastructure, reliable bathymetric and hydrodynamic data, and efficient coastal hazard planning [26–28]. Rautenbach et al. [7] recently implemented a wind, wave, and storm surge forecast platform for South Africa, validating its results within acceptable ranges and successfully predicting particularly extreme storms. An operational early warning system for tropical cyclone inundation was also developed for the east coast of India, using the coupled advanced circulation (ADICIRC) and simulating waves nearshore (SWAN) models, providing surge forecasts with a 48 h lead time. In South America, a preoperational storm surge forecast–hindcast modeling system was presented by [29], encompassing most of the fast-flowing Rio de la Plata continental shelf between Argentina and Uruguay. In Brazil, [8] proposed a system of fully automated sea surface elevation, current, water temperature, and salinity forecasts focused on the Santos–Sao Vicente–Bertioga Estuarine System, focusing on navigation applications. Despite the innovation brought about by the aforementioned study, Brazil still lacks a reliable flood guidance system capable of fulfilling the emergency response and hazard planning demands of the country.

The southern coast of Brazil is constantly impacted by extreme surge events. The country is located near three major cyclogenesis regions [30]. On average, 108 extratropical cyclones are formed in the Atlantic Coast of South America every year [31]. According to [26], extratropical cyclones are the main storm surge driving mechanism in Southern Brazil. In a descriptive study, [32] observed
that from 1979 to 2008, a total of 40 major events (with wave heights above 6 m) impacted the region, leading to major coastal erosion and floods. These impacts may be aggravated, given that 40% of the Brazilian population (i.e., ~80 million people) lives within 60 km of the coast [33]. As a representative case of the aforementioned susceptible condition, the State of Santa Catarina, in Southern Brazil, is particularly vulnerable to storm surges. It is estimated that from 2000 to 2010, 17,000 people have been affected by such events in the state, with millions of dollars being lost in property damages; among the state’s municipalities, Florianopolis, which is the state capital, is by far the most impacted city [34]. Once a country has a reliable coastal flood forecast system, decision makers can issue appropriate warnings, estimate potential damages, implement evacuation strategies, and manage emergency shelters [35,36]. However, such developments in Brazil are hampered by the alarming lack of in situ data [37] or the inexistence of a reliable flood forecast system.

In this context, the present study develops the first flood guidance system incorporating total water levels and waves in a user-friendly online platform for the coastal areas of Brazil (iFLOOD-Brazil, http://iflood.vse.gmu.edu/). The proposed system is based on the newly developed iFLOOD model [22], using the coupled 2D depth-integrated ADCIRC and SWAN phase-averaged spectral wave models, and forced by the Global Forecast System (GFS) [38]. Model calibration performed as a part of an earlier study by de Lima et al. [39] was used in this current forecast framework. This proposed framework was successfully validated during 4 months of daily weather (April to September 2020) and during the “bomb” cyclone of June 2020 against recently installed wave, meteorological, and water level gauges, accurately simulating tides, total water levels, and significant wave heights. In addition to the intrinsic challenge of implementing a state-of-the-art flood forecast framework in a poorly monitored area, this study presents a significant improvement to the forecast framework presented by [22] by means of a constantly updated bias correction strategy, named IFLOODv2. The efficacy of the bias-corrected iFLOOD-Brazil was demonstrated through its performance during the devastating bomb cyclone that hit Southern Brazil in June 2020. The 84-h lead time forecasts are freely available and provided every 12 h by iFLOOD-Brazil, having the potential to serve as a basis for emergency response and preparation throughout most of the South America Atlantic coast.

2. Materials and Methods

2.1. Study Area and Regional Meteorology

The study area encompasses the entire Southern Brazilian Shelf region, which extends from 22° S to 34° S (Figure 1). The region represents both the most susceptible areas to storm surges and the most densely populated coastal communities in Brazil. In these areas, storm surges can reach magnitudes of up to 2 m near the border with Uruguay, decreasing northwards and reaching approximately 1 m in the Rio de Janeiro State coastal areas [40]. A wide range of meteorological conditions, including frontal systems, medium- and upper-level cyclones, and mesoscale convective systems affect Southern Brazil [41]. These mechanisms often result not only in floods, but also in major wave generation, impacting coastal communities and offshore economical activities, such as navigation and oil exploration [30]. The potential losses to life and economy in Santa Catarina State may be aggravated due to its extensive and urbanized coastline, which lacks proper regional and urban planning policies, and due to its intense maritime port activity, which is responsible for 18 million tons of freight across five major ports throughout the state [26]. Storm surges between Argentina and Southern Brazil occur at periods of 6.5 to 11 days [26]. Furthermore, winds and atmospheric pressure gradients parallel to the coast generate surges that are usually propagated northward, having the same order of magnitude as the astronomical tides [26]. More than a half of these systems usually have a west-to-east track ranging between 28° S and 43° S, followed by almost 30% of events taking a southeast displacement (between 32° S and 57.5° S), both having cyclogenesis in the southern Uruguayan coast [32]. In addition to surge, major waves may also be generated on the southern or southeastern Brazilian coast due to cyclones. In an L-moments-based regional frequency analysis for the South Atlantic
Ocean, [42] estimated 100-year return period significant wave heights (Hs) of up to 9.5 and 6.5 m in the vicinities of South and Southeastern Brazil, respectively. However, the resulting impacts of such extreme events are strongly dependent on the topographic and bathymetric features of the affected region.

Figure 1. Location map of the study area. (A) Numerical modeling domain; (B) Southern Brazilian continental shelf region; (C) Santa Catarina state coastal areas.

2.2. Numerical Model and Setup

2.2.1. Coupled Hydrodynamic and Wave Model (ADCIRC–SWAN)

In this study, a coupled version of the hydrodynamic advanced circulation model (ADCIRC) and the simulating waves nearshore model (SWAN) is used [43]. The ADCIRC FORTRAN program is a finite-element hydrodynamic model based on the generalized wave continuity equation (GWCE) [44], which simulates the behavior of water levels and current velocities on an unstructured grid in space and time. The SWAN model is a third-generation phase-averaged wave model that simulates wave energy, propagation, and dissipation behaviors in open water bodies [45]. Detailed information on the governing equations of the ADCIRC and SWAN numerical models can be found in [43]. The coupled ADCIRC–SWAN model is used in several studies, with applications ranging from evaluating historical flooding [46–49] to forecasting future floods [20,21,49–52].

2.2.2. Numerical Mesh and Model Setup

The hydrodynamic numerical modeling domain for this study extends from 285° to 350° west and from 10° to 70° south, encompassing most of the South Atlantic Coast of Brazil. The unstructured computational grid was developed using the latest Matlab automated mesh generator, OceanMesh2D [53]. OceanMesh2D allows the construction of varying-resolution, project-specific, numerical meshes in the area of interest. The high-resolution coastline from the Global Self-Consistent, Hierarchical, High-Resolution Geography Database (GSHHG) [54] was used in the numerical grid. The semi-circular open ocean boundary was kept far away from the coastline to avoid boundary reflection and to include the effects of continental shelf processes. The horizontal mesh resolution in the modeling grid varies from 25 km in the open ocean to 30 m near Santa Catarina Island. The topography and bathymetry datasets were extracted from the General Bathymetric Chart of the Oceans [55] and local bathymetry survey datasets from the Brazilian Nautical Charts of the Brazilian Navy [54], with a vertical reference adjusted to the mean sea level (MSL) [56].

The coupled ADCIRC–SWAN model was configured to run in the explicit form of the barotropic setup. The semicircular ocean boundary of the model domain was forced by the amplitude and phase values of the 12 major constituents (M2, S2, O1, K1, K2, N2, Q1, M4, P1, 2N2, MS4, MN4) [57].
The harmonic analysis was performed by de Lima et al. [39] to analyze the accuracy of the modeled tides at three recording stations (SC2927, SC2951, and SC2963) surrounding Santa Catarina by simulating the tides for 120 days in the year 2019 using 12 major constituents. A comparison of predicted tidal amplitudes against the observed constituents showed good agreement except for constituent S2 in all three recording stations, and except for constituents M4 and MS4 at SC2927 station. The RMSE values in the modeled total tidal amplitudes were 0.24, 0.1, and 0.11 m at SC2927, SC2951, and SC2963, respectively. Similarly, the predicted tidal phases of several constituents except M2 and S2 showed significant discrepancies against observed tidal phases. Since accurately modeling astronomical tides in real time is crucial for water level forecasting applications [22], these uncertainties in the predicted tides with this model lead to significant noise in the predicted total water levels. Therefore, we would expect a systematic bias when forecasting total water levels.

The atmospheric boundary forcing for the model simulations was provided by the National Centers for Environmental Prediction (NCEP) Global Forecast System (GFS). The GFS is a global spectral numerical model based on the primitive dynamical equations, which include a suite of parameterizations for atmospheric physics [38]. The GFS model provides global coverage of the forecasted parameters; in this study, 0.25-degree resolution (~24 km) is used to provide 10 m winds and sea level pressure (SLP) at 3 h outputs. The historical validation of total water levels and wave heights for three storms (2016, 2017, and 2019) described in [39] showed a reasonable agreement (RMSE values of 0.3 m for water levels and 0.71 m for wave heights) between predicted water levels and wave heights during the peak of the storm when forced by GFS atmospheric forcing. Although the European Centre for Medium-Range Weather Forecasts (ECMWF) weather model and Climate Forecast System (CFS) showed better validation in comparison to GFS, the unavailability of the forecasted products in real time voids its use for forecasting applications. This study, therefore, relied on the findings from the previously validated model results [39] based on the GFS wind model to forecast hydrodynamic and wave responses in real-time.

It is worthwhile mentioning that the computed wind stresses in nearshore areas are affected by the bottom friction imposed by different landcover classes [58]. The bottom friction parameterization influences the simulated hydrodynamic circulation and shallow-water wave energy, therefore Manning’s $n$ formulation in the ADCIRC model and Madsen’s expression in the SWAN model are used to ensure accurate modeling. By definition, Manning’s $n$, derived from the land cover type, is applied to all vertices in the numerical grid. Manning’s $n$ values are then translated to quadratic friction coefficients by ADCIRC and are used in the bottom stress calculation and free surface shear stress [58]. The landcover types are extracted based on the global dataset from the Copernicus land monitoring service and attributes for wind reduction due to local tree canopy and directional wind roughness are incorporated into the modeling set up as well. These wind reduction attributes help simulate accurate estimates of transferred momentum, which in various studies [47,59–61] is shown to improve the accuracy of simulated storm surges. Wetting and drying, non-linear bottom friction, advection, finite-amplitude terms, convective acceleration, and the time derivative of convective acceleration were included in the simulations.

### 2.3. iFLOOD Operational Workflow

The schematic workflow for iFLOOD flood forecasts in Brazilian coastal areas is presented in Figure 2. The flood forecast operation starts by retrieving the atmospheric forcing from the NCEP National Oceanic and Atmospheric Agency (NOAA) file transfer protocol (ftp) portal. These GFS atmospheric model files are uploaded every 6 h at 00Z, 06Z, 12Z, and 18Z h for a lead time of 84 h. We downloaded the raw files at 06Z h and preprocessed them using the wgrib utility provided by NCEP to manipulate GRidded Binary (GRIB) files, which extracts the 10 m wind and sea level pressure values and regrid variables from lambert conic conformal (LCC) and geographic (GCS) projection data. A set of Network Common Data Form (NetCDF) commands in the Python script then extracts the regrided data and writes in a text format for direct input into the ADCIRC model. Modeled static input files containing
the numerical mesh and attribute file are often updated during a major forecast system revision process, while the model control file is updated every forecast cycle using Python scripts. Each forecast cycle is initialized by a hotstart file generated using the short-term forecast cycle. The model control file consisting of tidal boundary information is only updated if the forecast system needs to be restarted. A detailed description of the restart (hindcast), short-term forecast, and forecast cycle can be found in [22]. The coupled ADCIRC–SWAN simulation is implemented on a 32-core dedicated Linux Server at the Mason Flood Hazards Research Lab. The ADCIRC–SWAN model simulates the forecasted water level, current, and wave parameters based on the tidal boundary, initial boundary conditions, and forecasted wind and pressure fields from GFS models. The model takes nearly 1 h to complete the 84 h of forecast simulation. The NetCDF model outputs are further processed into various data formats (GeoJSON, ESRI Shapefile, KML, text files, etc.) using a set of Python and bash routines. This process takes an additional 10 min and the final processed model results, along with real-time observations, are freely available on the iFLOOD web portal (https://iflood.vse.gmu.edu/).

2.4. Data

Six meteorological stations of the National Institute of Meteorology (INMET) were selected along the study area for wind and pressure validation. The meteorological stations have wind recordings at different vertical heights, which are converted to 10 m height wind speeds using an empirical formulation described by Fleming et al. [50]. Additionally, two deep-ocean wave recording stations were also used to validate wind measurements. Currently, only two buoys maintained by the Brazilian Coast Monitoring System (SIMCOSTA) are operational for real-time wave observation in Southern Brazil, which were, therefore, selected for our model validation. In addition to the wave forecasts from the iFLOOD-Brazil system, WAVEWATCHIII [23,52,60] (WW3) is the only wave forecast system that runs on a global domain encompassing the South Atlantic Ocean, where it provides guidance on ocean swells and wave spectra. The wind waves provided by the global WW3 system were compared to the iFLOOD wind waves for comparison of the forecasted data.
In addition, eight tide gauges maintained by the Santa Catarina Environmental Resources and Hydrometeorology Information Center (Epagri/CIRAM) were selected for water level validation, in which the measurements were converted from local vertical data to mean sea level (MSL) values. Although a large number of tide gauges are available, they are mostly located along the coast of Santa Catarina State only. A post-bias correction scheme similar to iFLOOD and ETSS [22,61] was used to minimize the systematic water level and wave forecast errors for each station. The systematic error in the current modeling framework can result from inaccurate astronomical tides, inadequate initial boundary conditions, missing wave run up information, wind forcing errors, omitting flooding from rain data, omitting sea level rises, and model bias [62]. The correction value for the post-bias correction scheme was calculated based on the raw bias between the predictions and observed data at the recording station for the first 4 h of the latest forecasts. This was then applied as a correction to the latest water level and wave forecasts using Equation (1) for each forecast advisory. Contrary to water level and wave forecasts, bias-corrected (iFLOOD) wind model outputs were not generated, since GFS fields are grid-based, and thus require a large number of observation stations.

\[
iFLOOdv2 = \text{raw iFLOOD model outputs } \pm \text{ correction value} \quad (1)
\]

Although the coastline of Brazil is highly vulnerable to storm surges and waves, limited observational data are available [39]. Figure 1 shows the available network of real-time meteoceanographic observational data stations that was employed for model validation in our research. This included eight water level, six meteorological, and two wave recording stations, shown in Figure 1 as red circles, magenta triangles, and green squares, respectively.

### 2.5. Case Studies

#### 2.5.1. Daily Weather (April to August 2020)

The iFLOOD-Brazil model’s performance was evaluated based on forecasted water levels, waves, and winds from the ADCIRC–SWAN coupled system, which were produced twice a day for four (4) consecutive months in 2020 (26 April to 2 September 2020). During this period, one week of iFLOOD forecast information (28 June to 5 July 2020) for the bomb cyclone (discussed in Section 2.5.2) was removed in order to evaluate the iFLOOD-Brazil model’s performance under normal weather conditions. These iFLOOD forecasts were assessed by comparing the model results against observations from the recording stations. A detailed description of the recording stations used for the daily weather forecasts is available in Table 1.

### Table 1. List of recording stations used in the case studies.

| Station Full Name                     | Station ID | Longitude | Latitude |
|---------------------------------------|------------|-----------|----------|
| Bertioga-A765                         | OM86900    | −46.14    | −23.84   |
| Itapoa-A851                           | OMM86947   | −48.64    | −26.08   |
| Florianopolis—Sao Jose-A806          | OMM86958   | −48.62    | −27.60   |
| Tramandaí-A854                        | OMM86990   | −50.14    | −30.01   |
| Rio Grande-A802                       | OMM86995   | −52.17    | −32.08   |
| Ilhabela                              | OMM86995   | −45.40    | −23.81   |
| RS-4                                  | RS4        | −52.09    | −32.25   |
| RJ-4                                  | RJ4        | −43.15    | −22.97   |
| Ilha da Paz (SFS)                     | SC2901     | −48.49    | −26.18   |
| Itapoa—Porto Itapoa                  | SC2903     | −48.60    | −26.19   |
| Sao Francisco do Sul—TESC I          | SC2909     | −48.64    | −26.23   |
| Barra Velha (Itajuba)                 | SC2915     | −48.68    | −26.69   |
| Balneário Camboriú—Praia de Laranjeiras | SC2927   | −48.59    | −26.99   |
| Florianopolis—Caieira I              | SC2951     | −48.56    | −27.81   |
| Imbituba—Porto de Imbituba            | SC2963     | −48.65    | −28.23   |
| Balneário Rincão—Plataforma de Pesca  | SC2975     | −49.21    | −28.83   |

SFS—Sao Francisco do Sul; TESC I—Terminal Santa Catarina.
2.5.2. Bomb Cyclone Case Study (June 2020)

The cyclone in question emerged as an extratropical system with low atmospheric pressure from the Atlantic Ocean. This type of system is known as a “bomb” cyclone, characterized by a sharp drop in atmospheric pressure over a period of 24 h [63]. The bomb cyclone occurred on 30 June 2020, bringing winds of over 33.3 m per second (120 kph), which prompted coastal flood warnings in Santa Catarina as a result of major storm surges [63]. Extensive rainfall measuring 140 mm in 24 h increased the water levels above flood levels in some areas of Rio Grande do Sul. In total, more than 10 people died and 686,000 thousand people were left without electricity or basic supplies [63]. The iFLOOD-Brazil forecast system was operational during this bomb cyclone and predicted the water level and waves at a number of recording stations. Figure 3 shows the forecasted wind (magnitude and direction) and pressure values from the GFS model at a forecast initialization time of 06Z UTC during the passage of the cyclone. It can be clearly seen that the GFS model predicted a massive cyclone system going over Florianopolis Island, with forecasted winds of 10 to 15 m/s and atmospheric pressure dropping to 1000 mb on 30 June 2020. The meteorological recording station, Florianopolis–Sao Jose-A806 (OMM86958), recorded the highest wind speeds of 7.4 m/s at 5 m height (approximate 10 m height wind speeds of 9.12 m/s) and the lowest atmospheric pressure of 996.7 mb on 30 June 2020.

![Figure 3. Global Forecast System-model-forecasted wind and pressure fields for the bomb cyclone (2020) at 06Z UTC on 30 June 2020.](image)

2.6. Verification Metrics

Bias, root mean square error (RMSE), R-square coefficient (R2), and Pearson correlation coefficient (r) metrics were used for model verification. The mean absolute error (MAE) represents the average offset in the model predictions against the observations. The RMSE represents the square root of the difference between prediction and observation datasets. The R2 coefficient represent the square of the correlation coefficient. The Pearson correlation coefficient (r) measures the linear correlation between the predictions and the observations. The values of “r” are usually between −1 and 1. The validation of the iFLOOD-forecasted water levels, wave heights, and wind speeds was accomplished by comparing
the forecasted variables against observations at recording stations. The equations for these verification
metrics are as follows:

\[
\text{Bias} = \frac{1}{N} \sum_{i=1}^{N} (P_i - O_i)^2
\]

(2)

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N} (P_i - O_i)^2}{N}}
\]

(3)

\[
R^2 = 1 - \frac{\text{RSS}}{\text{TSS}}
\]

(4)

\[
\text{MAE} = \frac{\sum_{i=1}^{n} |P_i - O_i|}{n}
\]

(5)

\[
r = \frac{\sum_{i}(O_i - O_{im})(P_i - P_{im})}{\sqrt{\sum_{i}(O_i - O_{im})^2 \cdot \sum_{i}(P_i - P_{im})^2}}
\]

(6)

where \(O_i\) represents the observations and \(P_i\) represents the predicted values from the model, whereas
\(i\) is the time interval and \(N\) is the total number of datasets. \(O_{im}\) and \(P_{im}\) are the means of the observed
and predicted values, respectively. \(\text{RSS}\) and \(\text{TSS}\) represent the sum of the squares of the residuals and
the total sum of the squares, respectively. Additionally, all of the verification metrics values obtained
at each recording station were averaged, taking into account all of the forecast advisories.

3. Results and Discussion

3.1. Daily Evaluation

Figure 4 presents a scatter plot of the wind speeds calculated by iFLOOD (after interpolation and
drag modifications of the GFS wind forecast) from the coupled ADCIRC–SWAN numerical model
compared with interpolated wind measurements at eight monitoring stations based on a height of
10 m. The GFS operational winds driving the iFLOOD values showed overall good agreement with
the observations from all recording stations, except for OM86990. The scatter plot of the predicted and
observed wind speeds shows that the wind forecast RMSE values ranged between 1.28 and 4.41 m/s.
The wave recording station, RJ4, in the deep water had the highest RMSE (4.41 m/s). Additionally,
station RJ4, showed consistent underprediction of wind speeds. Several studies have suggested that
limited observational data in the southern hemisphere leads to underestimation of wind speeds at
some locations [64, 65].

The highest water levels measured at all the eight recording stations (Figure 1) during each
forecast advisory were compared against the water levels peak predicted by iFLOOD (Figure 5) and the
bias-corrected forecasts (iFLOODv2). The scatter plots show that the predicted peaks for total water
levels from iFLOOD and iFLOODv2 models generally matched well (closer to the equal line) with the
observations; however, the current modeling setup showed a tendency to underestimate the predicted
peaks of total water levels at all stations. The average RMSE values varied from 0.2 m to 0.43 m for
iFLOOD over the period of 4 months, while the RMSE values were reduced to a range of 0.2 m to 0.36 m for
the bias-corrected forecasts (iFLOODv2). Analysis of the predicted water levels suggests that the inherited
tidal error and missing M3 constituent [39, 66] results in larger RMSE values for stations SC2901 to SC2915,
even after using bias-corrected forecasts (iFLOODv2). Stations SC2927 to SC2975 showed a significant
improvement in the maximum water level predictions (scatter moves closer to the equal line) using the
bias-corrected iFLOODv2 forecasts, suggesting that the systematic bias observed at these stations was
successfully removed. In terms of peak timing, visual inspection of time series data at stations SC2901 to
SC2915 showed a phase shift every 7–14 days, leading to a timing offset of nearly 4 h between predictions
and observations. This timing offset in the water level peaks was likely the result of the N2 tidal phase
not being correctly modeled, as well as being affected by the missing M3 tidal constituent [39] at the
station North of Florianopolis, SC2951 (SC2927 to SC2901). The peak timing for modeled and observed water levels at stations SC2951 to SC2975 matched correctly (within one hour), which is consistent with the lower RMSE values for predicted iFLOODv2 water levels.

![Scatter plots of predicted maximum wind magnitudes vs. observed peak speeds at 6 meteorological stations and 2 wave recording stations under daily weather conditions from 26 April to 31 August 2020. The mean absolute error (MAE), root mean square error (RMSE), R-square coefficient (R²), and Pearson correlation coefficient (r) metrics are shown in each subplot.](image)

Figure 4. Scatter plots of predicted maximum wind magnitudes vs. observed peak speeds at 6 meteorological stations and 2 wave recording stations under daily weather conditions from 26 April to 31 August 2020. The mean absolute error (MAE), root mean square error (RMSE), R-square coefficient (R²), and Pearson correlation coefficient (r) metrics are shown in each subplot.

The scatter plot comparing the peaks of wave heights forecasted by iFLOOD and iFLOODv2 models against the observed datasets shows good agreement (closer to line) for recording station RS4 but a large underestimation for RJ4 in Figure 6. The RMSE for the predicted wave heights at RJ4 station using iFLOOD raw model outputs gave a value of 1.02 m, which was reduced to 0.61 m using bias-corrected model outputs (i.e., iFLOODv2). A consistent underestimation of the wind speeds resulting in the highest RMSE (4.41 m/s) value being observed at RJ4 could be directly responsible for the underestimation of wave heights. Furthermore, inconsistent bathymetry depths at the RJ4 station in the model (6.5 m compared to 18 m) could have resulted in smaller wave heights.
Figure 5. Scatter plots of predicted peaks of total water levels vs. observed peaks under daily weather conditions from 26 April to 31 August 2020.

Figure 6. Scatter plots of the predicted maximum significant wave heights vs. observed waves during daily weather conditions from 26 April to 31 August 2020.

3.2. Extreme Weather Evaluation

The forecasted wind speeds from the GFS model were compared at eight recording stations (Figure 1) from 28 June to 2 July 2020, and peak bias is shown as a bar plot in Figure 7. The forecast
advisories issued several days in advance (−F05 to −F01) leading to the last forecast before the peak of the storm (F00) showed varying levels of bias for all recording stations. Most of the recording stations showed an underprediction of wind speeds, except OMM86990 and OMM86995. The overestimation of winds at these 2 recording stations (OMM86990 and OMM86995) could have resulted from the absence of wind reduction features (such as buildings, trees, etc.) not included in the current modeling domain extents (limited to coastline features). The underprediction of maximum wind speeds resulted in a direct underestimation of maximum water levels and wave heights.

![Bar plots of peak errors for forecasted maximum wind speeds (10 m height) at 6 meteorological stations and 2 wave recording stations during the bomb cyclone of 2020. F00 represents the forecast advisory on 1 July at 18:00 UTC, while the bars before F00 represent the forecasts issued earlier at 12 h intervals.](image)

Figure 7. Bar plots of peak errors for forecasted maximum wind speeds (10 m height) at 6 meteorological stations and 2 wave recording stations during the bomb cyclone of 2020. F00 represents the forecast advisory on 1 July at 18:00 UTC, while the bars before F00 represent the forecasts issued earlier at 12 h intervals.

The time series plot in Figure 8 shows the forecasted total water levels at all recording stations from 28 June to 5 July 2020. The bomb-cyclone-induced storm surges increased the total water levels to almost 1 m above MSL at three recording stations (SC2901 to SC2909). The forecasted water levels in Figure 8 also show consistently high water levels based on the iFLOOD-Brazil forecasts prior to the storm. Upon analysis of the peak bias, we noticed an underestimation of almost 0.1 m averaged over all stations during the peak maximum water levels. Here, iFLOODv2 forecasts showed similar predictions as iFLOOD, except on 1 July at 18:00 UTC, where the predicted maximum water levels matched the observed water levels at almost 1 day lead time.
Figure 8. Time series plots of total water level forecasts compared against the observations, issued during the bomb cyclone between 28 June and 2 July 2020. The shaded gray vertical area shows the peak of the storm.

The forecasted peaks of the water levels at all the eight recording stations were further compared against the observed peaks and computed peak bias (predicted peak minus observed peak) during the forecasts issued between 28 June and 2 July 2020, and are shown as a bar plot in Figure 9. The bar plot for iFLOOD water level forecasts suggests that the framework is capable of predicting water levels nearly 5 advisories in advance (2.5 days lead time), with an average bias of 0.23 m for stations SC2901 to SC2975. The bar plots for various stations also show that the iFLOOD forecasts did not steadily improve as the lead time diminished; instead, a somewhat constant bias can be noticed. The iFLOODv2 forecasts, on the contrary, show an increase in bias (average bias of 0.29 m for all stations) leading to storm day (F00), suggesting that there was no additional improvement by using bias-corrected water level forecasts during the extreme weather (bomb cyclone).

The bar plot of the forecast error for the maximum wave heights predicted by iFLOOD (Figure 10) for RS4 shows a steady decreasing trend for forecasts leading to the storm. Station RJ4, on the contrary, showed a consistent underprediction, which was similar to the daily forecasts. Bias-corrected forecasts (iFLOODv2) showed an advantage over iFLOOD at both stations, however the bias increased for forecasts leading up to the storm. In order to provide an estimate of the forecasted wind waves modeled in the iFLOOD domain to other modeled wind waves, we compared the wind waves forecasted from the WW3 system at two recording stations. The significant wave heights of the wind waves from the forecast systems was compared to the observations to calculate and compare the bias (shown in Figure 10). The absence of bar plots for WW3 forecasts earlier than F03 was due to issues during the preprocessing phase of the WW3 data. WW3 forecasts retrieved for evaluation against the observations
The underprediction of wind speeds and shallower bathymetry at station RJ4 was directly shown to affect the accuracy of the forecasted significant wave heights for this station.

Figure 9. Bar plots of peak errors for maximum water levels at 8 wave recording stations during the bomb cyclone of 2020. F00 represents the forecast advisory on 1 July at 18:00 UTC, while the bars before F00 represent the forecasts issued earlier at 12 h intervals.

Figure 10. Bar plots of peak errors for maximum wave heights at 3 wave recording stations during the bomb cyclone of 2020. F00 represents the forecast advisory on 1 July at 18:00 UTC, while the bars before F00 represent the forecasts issued earlier at 12 h intervals.
The spatial distribution of the computed RMSE values for the forecasted winds, water levels, and waves from iFLOOD and bias-corrected (iFLOODv2) models during daily and extreme weather conditions is shown in Figure 11. In the spatial map, RMSE values for iFLOOD are shown in the range of 0.1–0.5 m, which were reduced to a maximum of 0.35 m using iFLOODv2 during daily weather conditions. For extreme weather, certain color tones (yellow to red) show higher RMSE values at several stations when using iFLOODv2 in comparison to iFLOOD. On the contrary, the RMSE values at both wave recording stations were clearly lowered using iFLOODv2 forecasts in comparison to iFLOOD for both weather conditions. Figure 11 also shows that the RMSE values for wind and wave forecasts were almost the same under daily and extreme weather conditions, except at certain stations.

Figure 11. Spatial distribution of the computed RMSE values for forecasted products from iFLOOD and bias-corrected iFLOODv2 models at various recording stations during daily and extreme weather in 2020.

The accuracy of the simulated hydrodynamics and waves inside the computational modeling domain was dependent on the accuracy of the meteorological forcing [67], which was GFS in this case. A previous [39] study showed that the GFS weather model was able to perform reasonably well with underpredictions (RMSE values of 0.3 m and 0.7 m for water levels and waves) in terms of estimating the historical peak water levels and significant wave heights. Our model validation for daily and extreme weather forecasts also shows that real-time meteorological forcing from GFS has a similar tendency to underpredict the wind speeds, which is translated into underestimation of predicted water levels and significant wave heights. Various studies also showed the use of a constant correction factor to improve the accuracy of wind and pressure fields [68,69]. On studied [70] argued that the horizontal resolution of the weather models also plays an important role in the accuracy of the surface winds; for instance, coarser-resolution wind models tend to underestimate maximum wind speeds [61]. Here, we used a 0.25-degree horizontal resolution, which might be partially responsible for the underestimation of winds.

Besides the accuracy of the atmospheric forcing, astronomical tide modeling also plays a crucial role in estimating total water levels. Due to the complex nature of the tides in the study area and the limited availability of forced tidal constituents [39], a systematic error was present in the modeled
astronomical tides, leading to underestimation of total water levels. Bias-corrected schemes [71] are often applied in operational flood modeling frameworks to improve the accuracy of forecasted products. Here, we applied a similar approach for the total water level and wave forecasting, and found a clear improvement in accuracy during the daily weather forecasts. However, the same bias correction scheme showed no additional value during the extreme weather forecasts (bomb cyclone). The authors believe that bias-corrected forecasts (iFLOODv2) worked well during daily weather, since they were beneficial in removing the known systematic errors from modeled tides, while in extreme weather the errors might not be systematic, but instead could be due to missing physical processes (baroclinic processes, inaccurate winds, etc.) [72]. These physical processes require a 3-D framework to be established, which significantly increases the computational cost, making the model highly inefficient for real-time operations. However, various studies [73–78] have stressed the importance of using 3-D frameworks to improve forecast accuracy.

Wind-driven forces represent a major part of the significant wave heights generated locally [43]. Additionally, these wind-driven waves are known to affect the water levels near shore, which can increase by 5–20% on broad continental shelves and by as much as 35% on steep slopes [43]. Therefore, a coupled hydrodynamic and wave modeling approach was used to improve the accuracy of the modeled water levels, and additionally to simulate waves using the same computational grid in the study. In our comparison, iFLOODv2-forecasted wave heights showed same accuracy as WW3 at RJ4, however showed lower accuracy at RS4 during the bomb cyclone, which is believed to been caused by consistent underprediction of wind speeds. One study [79] involving extensive experimentation also showed that improvements in wave forecasts are directly related to higher quality surface winds. Even though iFLOOD and WW3 used the same GFS weather model, both systems forecasted quite different wave heights. The higher accuracy of the wave forecasts by WW3 could result from data assimilation, a technique that is not yet implemented in the iFLOOD-Brazil forecast system. Such data assimilation serves as a bias correction method for imperfect numerical schemes and approximated physical processes within models to optimally improve wave predictions [80]. Therefore, to improve the current performance of iFLOOD-Brazil forecasted outputs, these limitations should be incorporated within the modeling framework.

4. Conclusions

This study assessed a framework for forecasting of hydrodynamic and wave conditions in the coastal areas of Southern Brazil. This framework was based on the fully coupled ADCIRC–SWAN surge wave model, which was set up in the South Atlantic Ocean to provide total water level and wave forecasts with a lead time of 84 h using the GFS weather model. The iFLOOD-Brazil forecast system was developed to aid coastal emergency managers in developing real-time flood forecasts. This system has been operational since April 2020, and the forecasts generated in real-time were compared against observations to evaluate its forecasting performance. The evaluation period consisted of four consecutive months of daily weather performance data, as well as the bomb cyclone event that occurred in June 2020 to provide extreme weather forecasting data.

Average underestimation of wind forcing (2.23 m/s, 2.27 m/s) was noted during both case studies (daily, extreme), which resulted in underprediction of maximum water levels (0.32 m, 0.23 m) and significant wave heights (0.68 m, 1.55 m). Bias-corrected forecasts from iFLOODv2 showed improvements in the forecasted products for water levels (0.17 m, 0.28 m) and wave heights (0.47 m, 0.35 m) during normal weather conditions only. These iFLOODv2 forecasts were shown to improve the predicted hydrodynamic and wave results at the recording stations by removing a known systematic error, while during extreme weather events no additional value was added. On average, the maximum forecasted heights for the water level and wave height were predicted 2.5 days in advance. However, some limitations that may have influenced the forecasting accuracy of iFLOOD should be highlighted. First, the underestimation of the water levels while modeling astronomical tides, which result from the complex nature of the governing tidal constituents (i.e., missing constituents in the tidal prediction
models), must be noted. The second and most important factor limiting the performance of the forecasted products was the accuracy of the weather model, as the underestimation of winds directly translates to underprediction of maximum water levels and wave heights. Lastly, the limited data availability for model setup and validation also hampered the assessment of the proposed framework. Our model validation process during both forecasted periods showed that the iFLOOD-Brazil model setup has the capability to reasonably provide real-time hydrodynamic and wave forecasts for the coastal areas of Southern Brazil.

This forecast system is a demonstration of technology capabilities applied to coastal communities in developing countries where limited data are available, such as in Brazil, providing flood condition information during extreme events. Additionally, the real-time forecasted products from iFLOOD are made freely available on a web-based data portal (https://iflood.vse.gmu.edu/) for general public use. Future work may focus on understanding the benefits of using a 3D baroclinic forecasting system to improve the hydrodynamic and wave forecasts within the study area.
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