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Abstract

Variational inference (VI) combined with Bayesian nonlinear filtering produces state-of-the-art results for latent time-series modeling. A body of recent work has focused on sequential Monte Carlo (SMC) and its variants, e.g., forward filtering backward simulation (FFBSi). Although these studies have succeeded, serious problems remain in particle degeneracy and biased gradient estimators. In this paper, we propose Ensemble Kalman Variational Objective (EnKO), a hybrid method of VI and the ensemble Kalman filter (EnKF), to infer state space models (SSMs). Our proposed method can efficiently identify latent dynamics because of its particle diversity and unbiased gradient estimators. We demonstrate that our EnKO outperforms SMC-based methods in terms of predictive ability and particle efficiency for three benchmark nonlinear system identification tasks.

1 Introduction

Model inference of time series is essential for prediction, control, and reanalysis. For example, epidemiologists use models to predict the spread of infectious diseases, economists use models to make transactions, and meteorologists use models to reanalyze weather fields. If the model is already established, there is no need for inference, but in many cases it is not, and data-driven model inference is necessary.

Time-series model inference has been studied for many years in the statistics and control communities. In the statistics community, ARIMA models,
state space models [Shumway and Stoffer, 2017], and Gaussian process dynamic models [Wang et al., 2008] have been proposed. In the control community, time series model inference has been studied as a form of system identification; proper orthogonal decomposition [Holmes et al., 2012] and dynamic mode decomposition [Kutz et al., 2016] are aimed at identifying low-dimensional linear dynamics from high-dimensional data. However, it is difficult to reconstruct complex models in these statistical and control system methods due to the lack of model representation capability.

In order to improve the representational capability of models, time-series model inference techniques using deep learning have been proposed [Chung et al., 2015, Fraccaro et al., 2016, Bayer and Osendorfer, 2015, Goyal et al., 2017, Moretti et al., 2019a]. These techniques, called Sequential Variational AutoEncoders (SVAEs), use Variational AutoEncoder (VAE) [Kingma and Welling, 2014] to capture intrinsic latent states from observed data, and recurrent networks such as GRU [Cho et al., 2014] and LSTM [Hochreiter and Schmidhuber, 1997] to capture latent dynamic structures. VAE is a kind of stochastic generative model that aims to obtain a process $p_\theta(x|z)$ where the observed data $x$ is generated from an unknown latent variable $z$ (Figure 1). For practical use, it simultaneously learns the parameters of encoder $q_\phi(z|x)$ which infers $z$ and decoder $p_\theta(x|z)$ which corresponds to the generative process. SVAEs can be viewed as an extension of VAEs to dynamic data, where the encoder $q_\phi(z_t|x_{1:T})$, decoder $p(x_t|z_t)$, and latent transition process $p_\theta(z_t|z_{1:t-1})$ are learned to obtain the generative process

$$p_\theta(x_{1:T}, z_{1:T}) = p_\theta(z_1) \prod_{t=2}^{T} p_\theta(z_t|z_{1:t-1}) \prod_{t=1}^{T} p_\theta(x_t|z_t). \quad (1)$$

Because of their high model representation capability, these techniques have been applied to a wide range of data, such as music data and mouse brain voltage data.

Technically, VAE and SVAEs use variational inference (VI) [Beal, 2003, Jordan et al., 1999] to learn the parameters. VI is a technique that avoids calculating the intractable maximum of the marginal likelihood $p(x_{1:T})$ by maximizing the evidence lower bound, defined as the lower bound of the log marginal likelihood. In order to achieve a tighter bound, the objective function is given by an ensemble of particles in IWAE [Burda et al., 2015, Domke and Sheldon, 2018] and FIVO [Maddison et al., 2017]. While IWAE gives the objective function by simple Monte Carlo integration, FIVO uses sequential Monte Carlo (SMC) to asymptotically give a tighter bound than IWAE.
However, FIVO has two drawbacks: particle degeneracy and biased gradient estimators. Particle degeneracy means only one or a few particles occupy a large weight and are copied at the resampling step of SMC, resulting in low particle diversity [Duceo and Johansen, 2011]. Particle diversity enhances the ability to represent the probabilistic density function (PDF), and the low diversity results in poor model inferences. Biased gradient estimators are used in the method due to the loss of the resampling gradient because the resampling gradient results in estimators with high variance and unstable learning. These problems are inherent to the SMC. In contrast, the ensemble Kalman filter (EnKF) [Evensen, 1994, 2003], which is a nonlinear Bayesian filtering method used mainly in geophysics [Sakov et al., 2012, Fox et al., 2018], does not suffer from these problems.

Thus, we propose a new method called Ensemble Kalman Variational Objective (EnKO), which combines SVAEs with the EnKF to infer the latent time-series model and obtain rich PDF representations. The main idea of the proposed method is to take advantage of the characteristics of the EnKF.

1.1 Contributions

In this paper, our main contributions are follows:

1. We first provide a new framework called EnKO, which uses the EnKF in the inference phase. The proposed method has two main advantages over the FIVO framework: particle diversity and unbiased gradient estimators. The diversity provides rich information of the latent states.
to predict observations and quantify their uncertainty. The gradient estimators are unbiased because of no need to truncate all terms while the FIVO truncates the resampling term.

2. It is known that the EnKF often underestimates the sample covariance matrix of the latent states. To alleviate the underestimating problem, we introduce a covariance inflation technique generally used in geophysics.

3. The computational complexity of EnKO is $O(d_x^2)$, which is less scalable than the computational complexity of FIVO $O(d_x)$, where $d_x$ represents the observation dimensions. We provide a technique to reduce the computational complexity to $O(d_x)$ by incorporating the auxiliary variables to alleviate this problem.

4. We show that EnKO has been applied to multiple synthetic and real-world datasets to achieve experimentally superior prediction accuracy. Furthermore, we report that the variance of the gradient estimator of EnKO is lower than that of FIVO and IWAE for toy examples.

1.2 Organization of the Paper

In Section 2, we introduce previous studies. Section 3 introduces VI, SVAEs, EnKF, and covariance inflation to prepare for the proposed method. Section 4 introduces the proposed method, EnKO, and discusses its concrete algorithm and simple theoretical validity. In Section 5, we conduct experiments on several synthetic and real-world datasets, compare the results with existing methods, and explain the results of ablation studies. Finally, Section 6 summarizes this paper, and detailed theoretical and experimental results are given in the Appendix.

2 Related Work

Variational Inference  Variational inference (VI) is a method to learn parameters by maximizing the evidence lower bound (ELBO) of the log marginal likelihood; the maximization is equivalent to the minimization of Kullback-Leibler divergence between the true posterior and the variational posterior [Jordan et al., 1999, Beal 2003]. Regarding applications to neural networks, VAE [Kingma and Welling 2014] is important; this incorporates probabilistic models into an auto-encoder. Some advanced VI methods have been proposed to achieve tighter bounds of the log marginal likelihood.
Zhang et al. 2017. IWAE [Burda et al., 2015] Domke and Sheldon 2018 achieves tighter bounds by describing the ELBO by averages over multiple particles. TVO [Masrani et al., 2019] bridges thermodynamic integration and VI. SIVI Yin and Zhou 2018, DSIVI Molchanov et al., 2019, and UIVI Titsias and Ruiz 2019 expand the applicability of VI by defining expressive variational families.

**Sequential VAEs** Sequential VAE methods (SVAEs) expand VAE Kingma and Welling 2014 to probabilistic time-series models and infer the model by VI. DKF Krishnan et al. 2016a, DMM Krishnan et al. 2016b, KVME Fraccaro et al., 2017, E2C Watter et al. 2015, and DynaNet Chen et al., 2019a directly construct state space model (SSM), a latent time-series model which satisfy Markov property, and infer the latent probabilistic models. VRNN Chung et al., 2015 and STORN Bayer and Osendorfer 2015 construct the transition model with RNNs such as GRU Cho et al., 2014 and LSTM Hochreiter and Schmidhuber, 1997 to capture long-term dependencies. SRNN Fraccaro et al., 2016, Z-forcing Goyal et al. 2017, and SVO Moretti et al. 2019a introduce backward recursion to the forward model to capture future information.

To obtain tighter bounds, FIVO Maddison et al., 2017, AESMC Le et al., 2018, and VSMC Naesett et al., 2018 proposed VI methods combined with sequential Monte Carlo (SMC). These methods are ensemble systems applied to SVAEs to infer more accurate models. Hitherto, a framework called MCO was generalized, including ELBO, IWAE, and FIVO, and it was revealed that the objectives achieved tighter bounds of the log marginal likelihood Maddison et al., 2017. TVSMC Lawson et al., 2018 and SMC-Twist Lindsten et al., 2018 obtain tighter bounds by introducing twisted functions for capturing future information; however, experimental results revealed that these methods have lower log marginal likelihood compared to non-twisted methods. These SMC-based methods obtain tighter bounds for sequential data; however, they have two key drawbacks: particle degeneracy and biased gradient estimators.

PSVO Moretti et al., 2020, 2019b proposed an inference framework using forward filtering backward simulation (FFBSi) Godsill et al., 2004, Ducos and Johansen, 2011, a method to estimator the posterior conditioned on all observations in the SSM formulation, to achieve unbiased estimators and a tighter bound than SMC-based methods. The method, however, has three key disadvantages: particle degeneracy, high calculation and memory cost, and high sensitivity of the hyper-parameters. The first disadvantage
also applies to SMC-based methods; the second one arises from long backward loss calculation and storage of all particles at the time forward calculation for the time backward calculation. The last one means PSVO needs careful tuning of the hyper-parameters due to training instability. In contrast, the proposed method does not suffer from the disadvantages of the SMC-based methods and the PSVO method.

**Ensemble Kalman Filter** The ensemble Kalman filter (EnKF) represents the PDF with an ensemble of particles and corrects the particles for explaining observations well at each time-step [Evensen 1994, 2003]. Combined with deep neural networks, Bayesian LSTM [Chen et al. 2018a] represents weights of LSTM by an ensemble of particles and propagates the particles using EnKF at each mini-batch which is considered as time-step. A similar framework [Loh et al. 2018] has been applied to time production prediction in natural gas wells, and robust estimators were obtained. Bayesian neural networks with EnKF [Chen et al. 2019b] approximate the distribution of weights by particles and update the particles using EnKF at each mini-batch. Although these methods use EnKF at the batch domain of neural network parameters, to the best of our knowledge, the proposed method is the first attempt to infer a latent time-series model using a hybrid of VI and the EnKF.

### 3 Preliminaries

**Probabilistic Time-Series Models** Let $x_t \in \mathbb{R}^{d_x}$ denote the observation vector at a given time $t$, where $d_x$ represents the observation dimension. Probabilistic time-series model (PTSM) describes the generating process of $X = x_{1:T} = \{x_1, \cdots, x_T\}$ through $d_z$-dimensional unobserved latent sequence $Z = z_{1:T}$. Using these two variables, the models are represented by

\begin{align}
  z_t &\sim f_\theta(z_t | z_{1:t-1}), \\
  x_t &\sim g_\theta(x_t | z_t).
\end{align}

The joint distribution is then factorized as

\[ p_\theta(X, Z) = f_\theta(z_1) \prod_{t=2}^{T} f_\theta(z_t | z_{1:t-1}) \prod_{t=1}^{T} g_\theta(x_t | z_t). \]
**Table 1: Examples of SVAEs**

| Network  | VRNN | SRNN | SVO |
|----------|------|------|-----|
| Chung et al, 2015 | Fraccaro et al, 2016 | Moretti et al, 2019a |

**Variational Inference** The maximization of the log marginal likelihood is the intractable optimization problem

\[
\arg\max_\theta \log p_\theta(X) = \arg\max_\theta \int p_\theta(X, Z) \, dZ. \tag{4}
\]

Variational inference (VI) is an alternating method to maximize the evidence lower bound (ELBO) \( \mathcal{L}_{\text{ELBO}} \):

\[
\log p_\theta(X) \geq \mathbb{E}_{q_\varphi(Z|X)} \left[ \log \frac{p_\theta(X, Z)}{q_\varphi(Z|X)} \right] =: \mathcal{L}_{\text{ELBO}}(\theta, \varphi, X), \tag{5}
\]

where \( q_\varphi(Z|X) \) is the tractable variational posterior distribution. The maximization is equivalent to the minimization of Kullback-Leibler divergence between the true posterior \( p_\theta(Z|X) \) and the variational posterior \( q_\varphi(Z|X) \).

IWAE [Burda et al., 2015, Domke and Sheldon, 2018] provides a tighter bound by an ensemble of particles:

\[
\mathcal{L}_{\text{IWAE}}^N(\theta, \varphi, X) := \mathbb{E}_{\prod_i q_\varphi(Z^{(i)}|X)} \left[ \log \left( \frac{1}{N} \sum_{i=1}^N \frac{p_\theta(X, Z^{(i)})}{q_\varphi(Z^{(i)}|X)} \right) \right], \tag{6}
\]

where \( N \) denotes the number of particles and \( \mathcal{L}_{\text{IWAE}}^1 = \mathcal{L}_{\text{ELBO}} \).

**Sequential VAEs** Sequential VAEs aim to learn the true PTSM by deep learning. Table shows probablistic models and structures of VRNN.
et al. 2015, SRNN [Fraccaro et al. 2016], and SVO [Moretti et al. 2019a]. In the graph, the solid and dotted lines represent inferential and generative processes, and the circles and squares represent random and deterministic variables, respectively. While VRNN infers the latent states from past and current observations, SRNN and SVO use future observations. SVO restricts PTSM to SSM, which satisfies Markov property. Although each structure is different, the FIVO and the proposed EnKO framework can be applied to all structures.

**Ensemble Kalman Filter** As per sequential Monte Carlo (SMC) methods used in [Le et al. 2018, Maddison et al. 2017, Naesseth et al. 2018, Moretti et al. 2019a, 2020], the ensemble Kalman filter (EnKF) represents the latent states using \( N \) particles. The original one [Evensen 1994] assumes linear observation model with additive noise

\[
x_t = H_t z_t + w_t, \quad w_t \sim p_{\theta,w}(w_t).
\] (7)

The EnKF updates the particles by

\[
z^{(i)}_t \sim f_{\theta}(z^{(i)}_t|z^{(1:t-1)}), \quad \forall i \in \mathbb{N}_N
\] (8a)

\[
\bar{z}_t = \frac{1}{N} \sum_{i=1}^{N} z^{(i)}_t,
\] (8b)

\[
\Sigma^z_t = \frac{1}{N-1} \sum_{i=1}^{N} (z^{(i)}_t - \bar{z}_t)(z^{(i)}_t - \bar{z}_t)^T,
\] (8c)

\[
w^{(i)}_t \sim p_{\theta,w}(w_t), \quad \forall i \in \mathbb{N}_N,
\] (8d)

\[
\bar{w}_t = \frac{1}{N} \sum_{i=1}^{N} w^{(i)}_t,
\] (8e)

\[
\Sigma^w_t = \frac{1}{N-1} \sum_{i=1}^{N} (w^{(i)}_t - \bar{w}_t)(w^{(i)}_t - \bar{w}_t)^T,
\] (8f)

\[
K_t = \Sigma^z_t H_t^T (H_t \Sigma^z_t H_t^T + \Sigma^w_t)^{-1},
\] (8g)

\[
z^{f,(i)}_t = z^{(i)}_t + K_t (x_t - H_t z^{(i)}_t - w^{(i)}_t), \quad \forall i \in \mathbb{N}_N,
\] (8h)

where \( \mathbb{N}_N = \{1, \cdots, N\} \), superscript \( T \) indicates vector or matrix transpose, and \( z^{f,(i)}_t \) denotes the \( i \)-th latent particle after filtering at time \( t \).

The original EnKF is easily applied to nonlinear observation model

\[
x_t = h_{\theta}(z_t) + w_t, \quad w_t \sim p_{\theta,w}(w_t)
\] (9)
by the augmented PTSM

$$\tilde{z}_t = \begin{pmatrix} z_t \\ h_\theta(z_t) \end{pmatrix}$$

$$\sim \tilde{f}_\theta(\tilde{z}_t|\tilde{z}_{1:t-1}) = f_\theta \left( \begin{pmatrix} I_{d_z} & O_{d_x} \end{pmatrix} \tilde{z}_t \mid \begin{pmatrix} I_{d_z} & O_{d_x} \end{pmatrix} \tilde{z}_{1:t-1} \right),$$

(10a)

$$x_t = \begin{pmatrix} O_{d_x} & I_{d_z} \end{pmatrix} \tilde{z}_t + w_t = \tilde{H}_t \tilde{z}_t + w_t$$

$$\sim \tilde{g}_\theta(x_t|\tilde{z}_t) = g_\theta \left(x_t \mid \begin{pmatrix} I_{d_z} & O_{d_x} \end{pmatrix} \tilde{z}_t \right)$$

(10b)

for the augmented latent states $\tilde{z}_t \in \mathbb{R}^{d_z+d_x}$, where $I_d$ and $O_d$ are the $d$-dimensional square identity matrix and zero matrix, respectively. By virtue of equation (10b), the nonlinear emission is regarded as a linear representation; then, the augmented PTSM can be applied to (8).

Intuitively, the EnKF propagates particles for explaining observations well considering their sample covariance as shown in Figure 2 (right). The EnKF method provides particle diversity, whereas the SMC method is often faced with poor diversity due to its inherent properties [Duceo and Johansen, 2011].

Covariance Inflation It is generally known that the EnKF underestimates the state covariance matrix

$$\Sigma_t^{z',f} = \frac{1}{N-1} \sum_{i=1}^{N}(z_{f,(i)} - \bar{z}_t^f)(z_{f,(i)} - \bar{z}_t^f)^T$$

(11)
due to several factors such as limited particle size and model error, where $z^f_i$ is the average of $\{z^{f,(i)}_t\}_{i=1}^N$. To overcome this problem, covariance inflation methods that inflate the covariance have been proposed [Anderson and Anderson, 1999; Mitchell and Houtekamer, 2000; Corazza et al., 2003; Zhang et al., 2004; Whitaker and Hamill, 2012]. The representative methods are multiplicative inflation [Anderson and Anderson, 1999], additive inflation [Mitchell and Houtekamer, 2000; Corazza et al., 2003], and relaxation to prior [Zhang et al., 2004; Whitaker and Hamill, 2012]. The relaxation to prior (RTP) methods relax the reduction of the spread of particles at the filtering step and are suitable for our proposed algorithm. The relaxation to prior perturbation (RTPP) [Zhang et al., 2004] method blends the particles before and after filtering; the mathematical equation is

$$ z^{c,(i)}_t = \alpha z^{(i)}_t + (1 - \alpha)z^{f,(i)}_t, $$

where $\alpha \in [0, 1]$ is known as the inflation factor and $z^{c,(i)}_t$ denotes the $i$-th latent particle after covariance inflation. The relaxation to prior spread (RTPS) [Whitaker and Hamill, 2012] method multiplies the particles after filtering and inflation together; the formulation is

$$ z^{c,(i)}_t = (\alpha \sigma_t + (1 - \alpha)\sigma^f_t) \odot \sigma^f_t \odot z^{f,(i)}_t, $$

where $\odot$ is element-wise multiplication, $\oslash$ is element-wise division, $\alpha \in [0, 1]$ is the inflation factor, and $\sigma_t \in \mathbb{R}^{d_z}$ and $\sigma^f_t \in \mathbb{R}^{d_z}$ are the sample variance of particles before and after filtering, respectively.

4 Ensemble Kalman Variational Objective (EnKO)

_Ensemble Kalman Variational Objective_ (EnKO) is a framework to infer the latent time-series model using the EnKF in the inference phase. Although the overall framework is similar to the SMC-based VI methods such as FIVO [Maddison et al., 2017], the only but crucial difference is the nonlinear filtering step. Thanks to the property of the EnKF in EnKO, the proposed method has three advantages over the SMC-based methods as shown in Table 2:

1. Particle diversity is maintained because the EnKF is not associated with the particle degeneracy problem, unlike the FIVO.

2. The variance of the gradient estimator is less than that of the FIVO. Although the FIVO uses the biased gradient estimator because the full
We describe the overall algorithm of EnKO with Algorithm 1. First, the method infers the initial latent state $z_1$ from the gradient estimator has a resampling term with high variance, the variance of the biased gradient estimator is higher than the full gradient estimator of the EnKO. This low variance is experimentally shown in Appendix B.

3. Unbiasedness of the gradient estimator is guaranteed because of low variance of the gradient estimators. A detail of the gradient estimator is shown in Appendix B.

The rest of this section is laid out as follows. We first describe a detailed algorithm of the proposed method in the following subsection. We then introduce our objective function and its property in subsection 4.2. Finally, subsection 4.3 is devoted to a technique to apply the proposed method to high-dimensional data.

### 4.1 Algorithm of the Proposed Method

**Overall Algorithm** We describe the overall algorithm of EnKO with Algorithm 1. First, the method infers the initial latent state $z_1$ from the

---

| Algorithm 1 Ensemble Kalman Variational Objectives |
|---------------------------------------------------|
| 1: $\text{EnKO}(x_{1:T}, p_{\theta}, q_{\varphi}, N)$: |
| 2: for $t \in \{1, \cdots, T\}$ do |
| 3: for $i \in \{1, \cdots, N\}$ do |
| 4: if $t = 1$ then |
| 5: $z_{1}^{(i)} \sim q_{\varphi}(z_1|x_{1:T})$ |
| 6: else |
| 7: $z_{t}^{(i)} \sim q_{\varphi}(z_t|x_{1:T}, z_{t-1}^{t(i)})$ |
| 8: $z_{t}^{(i)} = \text{CONCAT}(z_{t-1}^{t-1}, z_{t}^{(i)})$ |
| 9: end if |
| 10: $w_{t}^{(i)} = \frac{p_{\theta}(x_t, z_{t}^{(i)}|z_{t-1}^{t(i)})}{q_{\varphi}(z_{t}^{(i)}|x_{1:T}, z_{t-1}^{t(i)})}$ |
| 11: end for |
| 12: $\{z_{1}^{t(i)}\}_{i=1}^{N} = \text{EnKF}(\{z_{t}^{t(i)}\}_{i=1}^{N}, x_t)$ |
| 13: end for |
| output $\tilde{p}_N(x_{1:T}) = \frac{1}{N} \sum_{i=1}^{N} \prod_{t=1}^{T} w_{t}^{(i)}$ |
| 14: $\text{EnKF}(\{z_{t}^{(i)}\}_{i=1}^{N}, x_t)$: |
| 15: for $i \in \{1, \cdots, N\}$ do |
| 16: $x_t^{(i)} \sim q_{\theta}(x_t|z_{t}^{(i)})$ |
| 17: $\mu_{t}^{(i)} = \mathbb{E}_{q}(x_t^{(i)}) = h_{\theta}(z_{t}^{(i)})$ |
| 18: end for |
| 19: $\bar{x}_t = \frac{1}{N} \sum_{i=1}^{N} x_t^{(i)}$ |
| 20: $\mu_{t}^{(i)} = \frac{1}{N} \sum_{i=1}^{N} \mu_t^{(i)}$ |
| 21: $\bar{z}_t = \frac{1}{N} \sum_{i=1}^{N} z_t^{(i)}$ |
| 22: $\Sigma_t^x = \frac{1}{N-1} \sum_{i=1}^{N} (x_t - x_t)(x_t - x_t)^T$ |
| 23: $\Sigma_t^{z_x} = \frac{1}{N-1} \sum_{i=1}^{N} (z_t^{(i)} - \bar{z}_t)^T (z_t^{(i)} - \bar{z}_t)$ |
| 24: $K_t = \Sigma_t^{z_x} (\Sigma_t^x)^{-1}$ |
| 25: for $i \in \{1, \cdots, N\}$ do |
| 26: $z_{t}^{c(i)} = z_{t}^{(i)} + K_t(x_t - x_t^{(i)})$ |
| 27: end for |
| 28: $\{z_{t}^{c(i)}\}_{i=1}^{N} = \text{CI}(\{z_{t}^{(i)}\}_{i=1}^{N}, \{z_{t}^{t(i)}\}_{i=1}^{N})$ |
| output $\{z_{t}^{c(i)}\}_{i=1}^{N}$ |
Table 2: Comparison among ensemble systems

| System | Unbiasedness | Diversity | Low variance | Robustness |
|--------|--------------|-----------|--------------|------------|
|        | Gradient     | Objective |              |            |
| IWAE   | √            | √         | ×            | √          |
| [Burda et al., 2015] |              |            |              |            |
| FIVO   | ×            | √         | ×            | ×          |
| [Maddison et al., 2017] |              |            |              |            |
| PSVO   | ×            | √         | ×            | ×          |
| [Moretti et al., 2020] |              |            |              |            |
| EnKO   | √            | ×         | √            | √          |
| (current work) |              |            |              |            |

observations $X = x_{1:T}$ by neural networks, e.g., bidirectional LSTM (biLSTM) in SRNN [Fraccaro et al., 2016], biLSTM plus Dense NN in SVO [Moretti et al., 2019a] (line 5). At each time-step $t$, the latent state $z_t^{(i)}$ is inferred from the observations $X$ and the latent states until the previous time-step $z_{1:t-1}^{(i)}$ (line 7). The importance weight $w_t^{(i)}$ is calculated by

$$w_t^{(i)} = \frac{p_\theta(x_t | z_t^{(i)}; z_{1:t-1}^{(i)})}{q_\phi(z_t^{(i)} | x_{1:T}, z_{1:t-1}^{(i)})}$$

$$= \frac{g_\theta(x_t | z_t^{(i)}) f_\theta(z_t^{(i)} | z_{1:t-1}^{(i)})}{q_\phi(z_t^{(i)} | x_{1:T}, z_{1:t-1}^{(i)})},$$

for the objective function (line 10). The latent states $\{z_t^{(i)}\}_{i=1}^N$ are corrected by the EnKF using their sample covariance and the observation at time $t$ (line 12). Finally, the $\hat{p}_N(x_{1:t})$ are computed (output).

**Detailed Algorithm of the EnKF** We describe the detailed algorithm of the EnKF in EnKO with Algorithm 1. At each time-step $t$ and for each particle $i$, the mean estimator of the observation $\mu_t^{x,(i)}$ and a sample $x_t^{(i)}$ is generated from the emission network $g_\theta(x_t | z_t^{(i)})$ (lines 16-17). For example, in the Gaussian output distribution $g_\theta(x_t | z_t^{(i)}) = N(h_\theta(z_t^{(i)}), s_\theta(z_t^{(i)}))$, the mean estimator $\mu_t^{x,(i)} = h_\theta(z_t^{(i)})$ is gained. In this example, $w_t^{(i)} = x_t^{(i)} - \mu_t^{x,(i)}$ follows the zero-mean Gaussian distribution $N(0, s_\theta(z_t^{(i)}))$ and
this random variable corresponds to the noise at \([8d]\) in the EnKF update formula. Covariance matrices \(\Sigma^x_t\) and \(\begin{pmatrix} \Sigma^w_t & \Sigma^x_t \end{pmatrix}^T\) correspond to \(H_t \Sigma^x_t H_t^T + \Sigma^w_t\) and \(\Sigma^x_t H_t^T\), respectively, at \([8g]\) in the augmented system, where \(H_t = (O_{d_z}, I_{d_z})\) (lines 22-23). In the augmented system, because the first \(d_z\) coordinates of \(\tilde{z}_t\) constitute the only update target, the augmented gain \(\tilde{K}_t \in \mathbb{R}^{(d_z+d_x) \times d_x}\) is only needed at the first \(d_z\) rows \(K_t \in \mathbb{R}^{d_z \times d_x}\) (line 24). The latent state \(z^{(i)}_t\) is updated to \(z^{f,(i)}_t\) by the gain explaining observation \(x_t\) well (line 26). Finally, the updated latent states \(\{z^{f,(i)}_t\}_{i=1}^N\) are adjusted by covariance inflation methods such as RTPP and RTPS (line 28).

### 4.2 Objective Function

We train the EnKO to maximize the objective function

\[
\mathcal{L}_{\text{EnKO}}^N(\theta, \varphi, X) := \mathbb{E}_{Q_{\text{EnKO}}(z^{(1:N)}_1, z^{(1:N)}_{1:T} | \mathcal{X})} \left[ \log \hat{p}_N(x_{1:T}) \right],
\]

\[
\hat{p}_N(x_{1:T}) = \frac{1}{N} \sum_{i=1}^{N} \prod_{t=1}^{T} \frac{f_\theta(z^{(i)}_t | z^{(i)}_{1:t-1}) g_\varphi(x_t | z^{(i)}_t)}{q_\varphi(z^{(i)}_t | x_{1:T}, z^{f,(i)}_{1:t-1})},
\]

\[
Q_{\text{EnKO}}(z^{(1:N)}_{1:T}, x^{(1:N)}_{1:T} | \mathcal{X}) = \prod_{t=1}^{T} \prod_{i=1}^{N} q_\varphi(z^{(i)}_t | x_{1:T}, z^{f,(i)}_{1:t-1}) g_\varphi(x_t | z^{(i)}_t),
\]

where \(f_\theta(z_1 | z_{1:0}) = f_\theta(z_1), q_\varphi(z^{(i)}_1 | x_{1:T}, z^{f,(i)}_{1:0}) = q_\varphi(z^{(i)}_1 | x_{1:T})\) and \(\hat{p}_N(x_{1:T})\) is the output of Algorithm [1]. This formulation is the same as the objective of sequential IWAE [Burda et al., 2015] as shown in equation [6] and slightly different from FIVO [Maddison et al., 2017].

The following theorem and corollary are easily proved.

**Theorem 1.** The \(\hat{p}_N(x_{1:T})\) is an approximately unbiased estimator of the marginal likelihood \(p(x_{1:T})\). If the emission distribution \(g_\theta(x_t | z_t)\) and the variational distribution \(q_\varphi(z_t | x_{1:T}, z^{f}_{1:t-1})\) are Gaussian, the \(\hat{p}_N(x_{1:T})\) is an unbiased estimator of the marginal likelihood.

**Corollary 2.** The objective function \(\mathcal{L}_{\text{EnKO}}^N(\theta, \varphi, X)\) is an approximately lower bound of the log marginal likelihood \(\log p(x_{1:T})\). If the emission distribution \(g_\theta(x_t | z_t)\) and the variational distribution \(q_\varphi(z_t | x_{1:T}, z^{f}_{1:t-1})\) are Gaussian, the objective function is an unbiased estimator of the log marginal likelihood.

There is one point to be noted here. Since the objective function is not an exact lower bound of the log marginal likelihood \(\log p(x_{1:T})\), but an
approximate lower bound, it is not strictly an ELBO. However, we describe it as ELBO because it is an approximate lower bound of the log marginal likelihood and an exact lower bound under appropriate constraints. Our goal is to infer models efficiently with a small number of particles, and we are not concerned with the tightness of the theoretical lower bound. In fact, in the following section, we show that the proposed method can experimentally infer more appropriate models than IWAE and FIVO.

4.3 High-dimensional Application of the Proposed Method

While the computational complexity of FIVO scales linearly with the observed dimension $d_x$, the computational complexity of EnKO scales quadratically with the dimension $d_x$, making it difficult to apply directly to high-dimensional data. To solve this problem, we use VAE to embed the observed variables $x_t$ to auxiliary variables $a_t \in \mathbb{R}^{d_a}$, and then propose an alternative that applies SVAE with EnKO to latent variables $z_t$ and auxiliary variables $a_t$ (Figure 3). In this structure, the computational complexity of EnKO scales quadratically with the dimension $d_a$ and linearly with the observed dimension $d_x$, which significantly reduces the computational cost. In addition, because EnKO has particle diversity, the number of particles used in the calculation can be reduced compared to FIVO, resulting in lower computational costs than FIVO.
Figure 4: Inferred latent dynamics and MSE for FitzHugh-Nagumo model. (left) True dynamics and trajectories on the first 10 test set. (center) Inferred latent dynamics and trajectories on the 10 test set using EnKO to perform dimensionality expansion. (right) MSE for various ensemble frameworks, including FIVO (blue), IWAE (orange), and EnKO without (green) and with covariance inflation (RTPP: red, RPS: purple).

Figure 5: Inferred latent trajectories and MSE for Lorenz model. (left) True trajectories on the first 10 test set. (center) Inferred latent trajectories on the 10 test set using EnKO. (right) MSE for various ensemble frameworks, including FIVO (blue), IWAE (orange), and EnKO without (green) and with covariance inflation (RTPP: red, RPS: purple).
5 Experiments

We trained the SVO network [Moretti et al., 2019a] with EnKO, IWAE [Burda et al., 2015], and FIVO [Maddison et al., 2017] for two synthetic and two real-world benchmark datasets. We used RTPP and RTPS as inflation methods in EnKO and set an inflation factor by grid search from \{0.1, 0.2, 0.3\}. We implemented our experiments in PyTorch, and neural network parameters were optimized using the Adam optimizer [Kingma and Ba, 2014] with a learning rate of 0.001. The settings of the other hyper-parameters and the details of the grid search are described in the supplementary material. All experiments were performed on three random seeds, and performance metrics were averaged over the seeds. The codes for the experiments are available at our GitHub page [https://github.com/ZoneMS/EnKO](https://github.com/ZoneMS/EnKO).

5.1 FitzHugh-Nagumo Model

The FitzHugh-Nagumo model (FHN model) is a two-dimensional simplification of the Hodgkin-Huxley model, which models the spiking activity of neurons. The model is represented by

\[
\begin{align*}
\dot{V} &= V - \frac{V^3}{3} - W + I_{\text{ext}}, \\
\dot{W} &= a(bV + d - cW),
\end{align*}
\]

where \(V\) and \(W\) represent the membrane potential and a recovery variable, respectively. In our experiments, we set \(I_{\text{ext}} = 0\), \(a = 0.7\), \(b = 0.8\), \(c = 0.08\), and \(d = 0\). The initial states were uniformly sampled from \([-3, 3]^2\) to generate 400 samples using 200 for training, 40 for validation, and 160 for testing. A synthetic one-dimensional observation \(x_t\) was sampled from \(N(V_t, 0.1^2)\). We set the latent dimension of 2 and the number of particles 16.

The inferred latent dynamics and MSE are shown in Figure 4. The left panel displays the original dynamics and trajectories on the first 10 test set. The center panel displays the inferred latent dynamics and inferred trajectories on the 10 test set using EnKO to perform dimensionality expansion. The initial points located inside and outside the limit cycle and the order of the trajectories from the inside in the original system are equivalent to the reconstructed system. This equivalence means that the reconstructed dynamics are topologically equivalent to the original dynamics. The right panel shows the MSE comparison among ensemble frameworks. The EnKO outperforms the previous methods, especially for the long predictive horizon.
5.2 Lorenz Model

The Lorenz model is a system of three ordinary differential equations, which was originally developed to simulate atmospheric convection. The model is described by

\[
\frac{dx}{dt} = \sigma(y - x),
\]

\[
\frac{dy}{dt} = x(\rho - z) - y,
\]

\[
\frac{dz}{dt} = xy - \beta z,
\]

where \(x\), \(y\), and \(z\) are the variables of this system. In our experiments, we set \(\sigma = 10\), \(\rho = 28\), and \(\beta = 8/3\). These parameter settings are known as chaos parameters, which lead to the Lorenz attractor. The initial states were randomly chosen from \([-10, 10]^3\) to generate 100 samples using 66 for training, 17 for validation, and 17 for testing. A synthetic observation \(x_t\) was generated from \(N((x_t \quad y_t \quad z_t)^T, 0.1^2 \times I_3)\). We set the latent dimension of 3 and the number of particles 16.

The inferred latent dynamics and MSE are shown in Figure 5. The left panel displays the original trajectories on the first 10 test set. The center panel displays the inferred latent trajectories on the 10 test set using EnKO. The order of the trajectories from inside the double-scroll attractor in the original system is equivalent to the reconstructed system. This equivalence means that the reconstructed system is topologically equivalent to the original system. The right panel shows the MSE comparison among ensemble frameworks. The EnKO performs better prediction than the previous methods.

5.3 CMU Walking Data

To demonstrate that the proposed method can capture latent structures from real-world noisy observations, we experiment on a dataset extracting from CMU motion capture library. We used the 23 walking sequences of subject 35 [Gan et al., 2015], which is partitioned into 16 for training, 3 for validation, and 4 for testing. We followed the preprocessing procedure of [Wang et al., 2008], after which we were left with 47-dimensional joint angle measurements and 3-dimensional global velocities. We set the latent dimension of 2 and the number of particles 128.

The predicted MSE are shown in Figure 6. While the error of EnKO without inflation methods diverges, EnKO with RTPS outperforms the other
Figure 6: MSE for walking dataset. Figure 7: MSE for rotating MNIST dataset.

methods. This is probably because the EnKF tends to underestimate the state covariance when the ratio of the observed dimension to the number of particles is large. The predicted reconstructions from the proposed method are shown in Appendix E.

5.4 Rotating MNIST Dataset

As a second showcase, we used a rotating MNIST dataset, consisting of rotated images of handwritten “3” digits [Casale et al., 2018]. We used all of the rotation angles and divided the dataset into 360 for training, 40 for validation, and 600 for testing. We used the hierarchical structure as presented in subsection 4.3 and set the auxiliary dimension of 8, the latent dimension of 2, and the number of particles 32.

The predicted MSE are shown in Figure 7. The EnKO method provides lower errors than that of the FIVO and IWAE. The predicted images from the methods are shown in Appendix E.

6 Conclusion

We have introduced Ensemble Kalman Variational Objective (EnKO) to improve model inference by combining with sequential VAEs. The proposed method uses the EnKF to infer latent variables and has three advantages over the previous SMC-based methods: particle diversity, the low variance of the gradient estimator, and the unbiased gradient estimators.

By these advantages, the proposed method outperforms the previous methods in terms of predictive ability for two synthetic and two real-world datasets. The inferred 2-dimensional latent dynamics from 1-dimensional observations of the Fitz-Hugh Nagumo model are topologically equivalently
to the original 2-dimensional dynamics. The inferred latent trajectories for synthetic Lorenz data could reconstruct the double-scroll attractor.

It would be prudent and interesting for future work to focus on applications to an inference of stochastic differential equation (SDE). Since the proposed framework is not constrained on a discrete-time state transition, we plan to start with ODE inference such as NeuralODE [Chen et al., 2018b] and ODE2VAE [Yildiz et al., 2019] and then extend to SDE.

A Proof

Theorem 1. A statistics

\[
\hat{p}_N(x_{1:T}) = \frac{1}{N} \sum_{i=1}^{N} \prod_{t=1}^{T} \frac{f_\theta(z^{(i)}_t|z^{(i)}_{1:t-1}) g_\theta(x_t|z^{(i)}_t)}{q_\phi(z^{(i)}_t|x_{1:T}, z^{(i)}_{1:t-1})}
\]

(24)

is an approximately unbiased estimator of the marginal likelihood \(p(x_{1:T})\). If the emission distribution \(g_\theta(x_t|z_t)\) and variational distribution \(q_\phi(z_t|z^{(i)}_{1:t-1}, x_{1:T})\) are Gaussian, the \(\hat{p}_N(x_{1:T})\) is an unbiased estimator of the marginal likelihood.

EnKO applies the EnKF to the probabilistic time-series model (PTSM)

\[
Q_{\theta, \phi}(x_{1:T}, z_{1:T}) = q_\phi(z_1) \prod_{t=2}^{T} q_\phi(z_t|x_{1:t-1}, x_{1:T}) \prod_{t=1}^{T} g_\theta(x_t|z_t).
\]

(25)

With slightly abuse of notation, we denote the predictive distribution at time \(t\) by \(Q(z_t|x_{1:t-1})\) and the filtered distribution by \(Q(z_t|x_{1:t})\) in this PTSM. Since the particle \(z^{(i)}_t\) can be approximated as sampling from the filtered distribution \(Q(z_t|x_{1:t})\), the particle \(z^{(i)}_t\) can be considered as sampling from predictive distribution \(Q(z_t|x_{1:t-1})\). The expectation of the estimator is

\[
E_{Q_{\text{EnKO}}(z_{1:T}^{(1:N)}, \xi_{1:T}^{(1:N)}|x)}[\hat{p}_N(x_{1:T})]
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \prod_{t=1}^{T} \frac{f_\theta(z^{(i)}_t|z^{(i)}_{1:t-1}) g_\theta(x_t|z^{(i)}_t)}{q_\phi(z^{(i)}_t|x_{1:T}, z^{(i)}_{1:t-1})} \prod_{j=1}^{N} q_\phi(z^{(j)}_t|x_{1:T}, z^{(j)}_{1:t-1})dz^{(1:N)}_{1:T}
\]

\[
\simeq \frac{1}{N} \sum_{i=1}^{N} \prod_{t=1}^{T} \frac{f_\theta(z^{(i)}_t|z^{(i)}_{1:t-1}) g_\theta(x_t|z^{(i)}_t)}{Q_{\theta, \phi}(z^{(i)}_t|x_{1:t-1})} \prod_{j=1}^{N} Q_{\theta, \phi}(z^{(j)}_t|x_{1:t-1})dz^{(1:N)}_{1:T}
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \prod_{t=1}^{T} \frac{f_\theta(z^{(i)}_t|z^{(i)}_{1:t-1}) g_\theta(x_t|z^{(i)}_t)}{Q_{\theta, \phi}(z^{(i)}_t|x_{1:t-1})} Q_{\theta, \phi}(z^{(i)}_t|x_{1:t-1})dz^{(i)}_{1:T}
\]
\[
\frac{1}{N} \sum_{i=1}^{N} \int_{t=1}^{T} f_{\theta}(z_{t}^{(i)}|z_{1:t-1}^{(i)})g_{\theta}(x_{t}|z_{t}^{(i)})dz_{1:T}^{(i)} = p(x_{1:T}).
\]

It is noteworthy that in the second line, each particle \(z_{t}^{(i)}\) depends on the other particles through \(z_{t}^{f(i)}\), while in the third line, the dependence between particles are broken by approximating the predictive distribution \(Q(z_{t}|x_{1:t-1})\).

The approximation equation in the second line is an equality if \(g_{\theta}(x_{t}|z_{t})\) and \(q_{\phi}(z_{t}|x_{1:t-1}, x_{1:T})\) are Gaussian due to the general fact of EnKF, and \(\hat{p}_{N}(x_{1:T})\) is an unbiased estimator of the marginal likelihood \(p(x_{1:T})\).

**Corollary 2.** An objective function

\[
L_{\text{EnKO}}^{N}(\theta, \phi, X) = \mathbb{E}_{Q_{\text{EnKO}}(z_{1:T}, x_{1:T}|X)}[\log \hat{p}_{N}(x_{1:T})]
\]

is an approximately lower bound of the log marginal likelihood \(\log p(x_{1:T})\). If the emission distribution \(g_{\theta}(x_{t}|z_{t})\) and the variational distribution \(q_{\phi}(z_{t}|x_{1:T}, z_{1:t-1})\) are Gaussian, the objective function is an unbiased estimator of the log marginal likelihood.

This is easily proved by Jensen’s inequality and Theorem 1, i.e.,

\[
L_{\text{EnKO}}^{N}(\theta, \phi, X) = \mathbb{E}_{Q_{\text{EnKO}}(z_{1:T}, x_{1:T}|X)}[\log \hat{p}_{N}(x_{1:T})] \\
\leq \log \mathbb{E}_{Q_{\text{EnKO}}(z_{1:T}, x_{1:T}|X)}[\hat{p}_{N}(x_{1:T})] \\
\simeq \log p(x_{1:T}).
\]

**B Gradient Estimator**

The gradient of the objective function is

\[
\nabla_{\theta, \phi} L_{\text{EnKO}}(\theta, \phi, X) = \nabla_{\theta, \phi} \left( \prod_{i=1}^{T} q_{\phi}(z_{i}^{(i)}|x_{1:T}) \right) \\
\left( \prod_{t=2}^{T} \prod_{i=1}^{N} q_{\phi}(z_{t}^{(i)}|x_{1:T}, \text{EnKF}_{\theta}(z_{t-1}^{(i)}, z_{t-1}^{(i)}, x_{t-1}^{(i)}, x_{1:t-1}^{(i)}, x_{t}^{(i)}))g_{\theta}(x_{1:t-1}^{(i)}, x_{t}^{(i)}) \right).
\]
When reparametrized sampling is applied, including the filtering process, denote the deterministic process of the EnKF as described in Algorithm 1. 

\[
\log Z_{\text{EnKO}}(z_{1:T}^{(1:N)}, x_{1:T}^{(1:N)}) dz_{1:T}^{(1:N)} dx_{1:T-1}^{(1:N)}
\]

where \( Z_{\text{EnKO}}(z_{1:T}^{(1:N)}, x_{1:T-1}^{(1:N)}) := \hat{p}_N(x_{1:T}) \) and \( \text{EnKF}_\theta(z_{t-1}^{(i)}, z_t^{(i)}, x_{t-1}^{(i)}, x_t^{(i)}, x_t) \) denote the deterministic process of the EnKF as described in Algorithm 1. When reparametrized sampling is applied, including the filtering process, we obtain

\[
\nabla \theta \varphi \mathcal{L}_{\text{EnKO}}(\theta, \varphi, X) = \int \left( \prod_{t=1}^T \prod_{i=1}^N s_t^q(\varepsilon_t^{q, (i)}) \right) \left( \prod_{t=1}^{T-1} \prod_{i=1}^N s_t^q(\varepsilon_t^{r, (i)}) \right).
\]

\[
\nabla \theta \varphi \log Z_{\text{EnKO}}(r^q(z_{1:T}^{(1:N)}), r^q(z_{1:T-1}^{(1:N)})) \int \varepsilon_t^{q, (i)} \left( \nabla \theta \varphi \log Z_{\text{EnKO}}(r^q(z_{1:T}^{(1:N)}), r^q(z_{1:T-1}^{(1:N)})) \right),
\]

where \( \varepsilon_t^{q, (i)} \) and \( \varepsilon_t^{r, (i)} \) follow the distribution \( s_t^q(\varepsilon_t^{q, (i)}) \) and \( s_t^q(\varepsilon_t^{r, (i)}) \), respectively, and \( r^q \) and \( r^q \) represent the reparametrization transform from \( \varepsilon_t^{q, (i)} \) to \( z_{1:T}^{(1:N)} \) and from \( \varepsilon_t^{q, (i)} \) to \( x_{1:T}^{(1:N)} \), respectively.

C Experiment for Variance of Gradient Estimators

The low variance of the gradient estimator means that stable learning is possible. In this section, we compute the variance of the gradient estimators of IWAE, FIVO, and EnKO for two toy examples and compare the results among the methods.

C.1 Linear Gaussian State Space Model

The first example uses the following variational distribution and SSM

\[
\begin{align*}
    z_1 & \sim N(\mu_{q1}, \sigma_{q1}^2), \\
    z_t & \sim q_\phi(z_t | z_{t-1}) = N(A_q z_{t-1}, \sigma_q^2), \\
    p_\theta(Z, X) & = f_\theta(z_1) \prod_{t=2}^T f_\theta(z_t | z_{t-1}) \prod_{t=1}^T g_\theta(x_t | z_t), \\
    f_\theta(z_1) & = N(\mu_{f1}, \sigma_{f1}^2), \\
    f_\theta(z_t | z_{t-1}) & = N(A_f z_{t-1}, \sigma_f^2),
\end{align*}
\]

\[21\]
g\theta(x_t|z_t) = N(A_gz_t, \sigma^2_g),

where \theta = \{\mu_{f1}, A_f, A_g, \sigma_{f1}, \sigma_f, \sigma_g\} and \varphi = \{\mu_q, A_q, \sigma_q, \sigma_g\}. We set T = 100, number of particles 16, batch size 10, number of simulations 100, and \(d_x, d_z \in \{2, 3, \cdots, 10\}\). We evaluated the gradient estimators at \(\mu_{f1} = \mu_q = 0, \sigma_{f1} = 0.1 \times 1, \sigma_q = \sigma_f = \sigma_g = 0.01 \times 1, A_q = I_d_z + U_q, A_f = I_d_x + U_f, (U_q)_{ij}, (U_f)_{ij} \sim U(-0.05, 0.05),\) and \((A_g)_{ij} \sim U(-0.5, 0.5)\).

Figure 8 and 9 show variance of the gradient estimates of EnKO, FIVO, FIVOr, and IWAE versus latent dimension \(d_z\) and observed dimension \(d_x\), respectively, where FIVOr means FIVO with resampling gradient term. Figure 10 shows log relative variance of EnKO to FIVO \(\log\{V_{\text{EnKO}}[\nabla L]/V_{\text{FIVO}}[\nabla L]\}\).

For a vector parameter \(v \in \mathbb{R}^d\), the variance is computed for each element and then averaged over the elements

\[V[v] = \frac{1}{d} \sum_{i=1}^{d} V\left[\frac{\partial L}{\partial v_i}\right].\]

For a square matrix parameter \(A \in \mathbb{R}^{d \times d}\), diag\((A)\) and offdiag\((A)\) represent average of the variance of the diagonal elements and the off-diagonal elements, respectively, i.e.,

\[V[\text{diag}(A)] = \frac{1}{d} \sum_{i=1}^{d} V\left[\frac{\partial L}{\partial A_{ii}}\right],\]

\[V[\text{offdiag}(A)] = \frac{1}{d-1} \sum_{i=1}^{d} V\left[\frac{\partial L}{\partial A_{ij}}\right].\]
From Figure 8 and 9, FIVOr (FIVO with resampling gradient term) has higher variance than the other methods, and EnKO has a relatively low variance for all parameters. In particular, the variance of FIVOr is rapidly increased when $d_z$ is increased. When $d_x = 2$ is fixed and $d_z$ increases, FIVO and IWAE are competitive, but when $d_z = 2$ is fixed and $d_x$ increases, the variance of IWAE shifts more than that of FIVO. From Figure 10, the variance of gradient estimates of EnKO is generally lower than that of FIVO, especially for parameters regarding $g$ and $q$.

C.2 Nonlinear Non-Gaussian State Space Model

The second example uses the following variational distribution and SSM

\begin{align}
  z_1 &\sim N(\mu_{q1}, \sigma_{q1}^2), \\
  z_t &\sim q_\phi(z_t | z_{t-1}) = N(\tanh(C_q \text{flatten}(z_{t-1}z_{t-1}^T) + A_q z_{t-1} + b_q), \sigma_q^2),
\end{align}

\[ V[\text{offdiag}(A)] = \frac{1}{d(d-1)} \sum_{i\neq j, j \in N_d} V\left[ \frac{\partial L}{\partial A_{ij}} \right], \]  

For a rectangular matrix $A \in \mathbb{R}^{d_1 \times d_2}$, the variance is computed same as a vector parameter

\[ V[A] = \frac{1}{d_2} \sum_{i=1}^{d_1} \sum_{j=1}^{d_2} V\left[ \frac{\partial L}{\partial A_{ij}} \right]. \]
Figure 10: Log relative variance of EnKO to FIVO log\{V_{EnKO}[\nabla L]/V_{FIVO}[\nabla L]\}. Positive values (red) represent the variance of EnKO is greater than FIVO and the opposite is true for negative values (blue).

\[ p_\theta(Z, X) = f_\theta(z_1) \prod_{t=2}^{T} f_\theta(z_t | z_{t-1}) \prod_{t=1}^{T} g_\theta(x_t | z_t), \] (32c)

\[ f_\theta(z_1) = N(\mu_{f1}, \sigma_{f1}^2), \] (32d)

\[ f_\theta(z_t | z_{t-1}) = \text{Student}_5(\tanh(C_f \text{flatten}(z_{t-1}z_{t-1}^T) + A_f z_{t-1} + b_f), \sigma_f), \] (32e)

\[ g_\theta(x_t | z_t) = \text{Student}_5(\tanh(C_g \text{flatten}(z_tz_t^T) + A_g z_t + b_g), \sigma_g), \] (32f)

where \( \theta = \{\mu_{f1}, \sigma_{f1}, C_f, A_f, b_f, \sigma_f, C_g, A_g, b_g, \sigma_g\} \), \( \varphi = \{\mu_{q1}, \sigma_{q1}, C_q, A_q, b_q, \sigma_q\} \).

\text{Student}_\nu(\rho, \sigma) \) represent student-t distribution with degree of freedom \( \nu \), location parameter \( \rho \), and scale parameter \( \sigma \). For a matrix \( A \in \mathbb{R}^{d \times d} \),
\[ \text{flatten}(A) = (a_{11}, a_{12}, \cdots, a_{dd})^T \in \mathbb{R}^d. \]

Figure 11 shows log relative variance of EnKO to FIVO log\{V_{EnKO}[\nabla L]/V_{FIVO}[\nabla L]\}. EnKO’s gradient estimates for the parameters regarding \( f \) and \( q \) have lower variance than FIVO, but the opposite is true for \( g \). This indicates that while EnKO can stabilize learning for variational and transition parameters, FIVO has the ability for generative parameters. Since the learning of transition parameters is often unstable in time-series models, EnKO which can stabilize the learning transition parameters is a more effective method.

D Experiment Details

Figure 12 shows the network architecture of SVO \cite{Moretti2019} as coded in the authors’ GitHub page [https://github.com/amoretti86/](https://github.com/amoretti86/)
and the walking dataset spent around one day, and each experiment for the rotating MNIST dataset spent around two days.

|          |          |          |          |          |          |          |          |          |          |
|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
|          |          |          |          |          |          |          |          |          |          |

Figure 11: Log relative variance of EnKO to FIVO $\log\{V_{\text{EnKO}}|\nabla L|/V_{\text{FIVO}}|\nabla L|\}$. Positive values (red) represent the variance of EnKO is greater than FIVO and the opposite is true for negative values (blue).

Although they trained SVO with the FIVO system, we expanded this with EnKO and IWAE systems. The chosen hyperparameters of SVO are the same as their experiments. Figure 13 shows the network architecture of outer VAE for rotating MNIST dataset. The encoder consists of style convolution block and dynamics convolution block. While the style convolution block extracts style (static) information such as shape and edge of the handwritten data, the dynamics convolution block extracts dynamics information such as rotation dynamics. The chosen hyperparameters of convolution layers are the same as experiments for the dataset in Yildiz et al. [2019]. The dimension of $a_t$ and $s_t$ were set to 2 and 6, respectively. Table 3 summarize other hyperparameters and configurations used for generating the results reported in Section 5. In this table, the boldfaces are the chosen hyperparameters through our experiments. The more detailed conditions and our experiments are described in our GitHub page [https://github.com/ZoneMS/EnKO](https://github.com/ZoneMS/EnKO).

We used NVIDIA Tesla V100 GPUs, CUDA 10.2, and PyTorch 1.6.0 for our experiments. Each experiment for the FHN model, the Lorenz model, and the walking dataset spent around one day, and each experiment for the rotating MNIST dataset spent around two days.
Figure 12: The network architecture of SVO. FC and biLSTM stand for fully connected layer and bidirectional LSTM, respectively. A filtering step (blue) is different by ensemble systems.

E Additional Results

E.1 Ensemble Size

To verify that the number of particles changes the prediction ability, we performed experiments with varying numbers of particles. Figure 14 and 15 show predicted MSE for Fitz-Hugh Nagumo and Lorenz data, respectively, for various ensemble sizes. For the Lorenz data, an increase in the number of particles improves the prediction accuracy. In EnKO without inflation methods for FHN data, an increase in the number of particles hurts the prediction ability. This result is contrary to the intuition that an increase in the number of particles results in better prediction accuracy; however, it is known that an increase in the number of particles does not necessarily have a positive effect on the results [Rainforth et al., 2018]. The Lorenz model is complex and requires a certain number of particles to learn well, while the FHN model is relatively simple and requires only eight particles. It is a future task to calculate the intrinsic dimension of the data in advance and create a framework to appropriately determine the number of particles according to the complexity of the data.
Figure 13: The network architecture of outer VAE for rotating MNIST dataset. Conv and DConv stand for convolution layer and deconvolution layer, respectively. The encoder consists of style convolution block and dynamics convolution block. While the style convolution block extracts style (static) information such as shape and edge of the handwritten data, the dynamics convolution block extracts dynamics information such as rotation dynamics.

E.2 Inflation Factor

To evaluate the effect of inflation factor on prediction and to enable appropriate factor selection, we conducted experiments with several factors \( \{0.1, 0.2, 0.3\} \). In Section 5, the factors that minimize the predicted MSE for the validation data are selected, and the results for the test data are shown, and the selected factors are summarized in Table 4. Figure 16-19 show predicted MSE for the Fitz-Hugh Nagumo, the Lorenz, the walking, and the rotating MNIST datasets, respectively, by EnKO with inflation methods for various inflation factors. For the first three datasets, an inflation factor of 0.1 or 0.2 improves the prediction ability. For the FHN and Lorenz data, since the errors when the inflation factor is 0.3 are higher, the appropriate factor to improve the inference accuracy is selected from 0.1 to 0.2. For the walking data, a factor of 0.3 further improves the prediction accuracy of the RTPP, indicating that a relatively large factor is appropriate for inference. This is because a small ratio of the number of particles to the observed dimension tends to underestimate the state covariance, as mentioned in Section 4. For the rotating MNIST data, the inflation methods did not improve the prediction accuracy, and a factor between 0 and 0.1 is considered appropriate.
Figure 14: MSE for synthetic Fitz-Hugh Nagumo data by EnKO without inflation methods (left) and with RTPP (center) and RTPS (right) for various ensemble sizes.

Figure 15: MSE for synthetic Lorenz data by EnKO without inflation methods (left) and with RTPP (center) and RTPS (right) for various ensemble sizes.
Table 3: Chosen hyperparameters and configurations

| Parameters                  | Dataset  |
|-----------------------------|----------|
|                             | FHN      | Lorenz  | Walking | RMNIST |
| # Neural units per layer    | {16, 32} | {16, 32}| {50, 100}| {25, 50}|
| Latent dimension            | 2        | 3       | 6       | 2      |
| Batch size                  | 20       | 6       | 4       | 40     |
| Training epochs             | 2000     | 2000    | 2000    | 3000   |
| Scaling                     | abs. div.| abs.    | -       | -      |

Table 4: Chosen inflation factors

| Parameters | Dataset  |
|------------|----------|
|            | FHN      | Lorenz  | Walking | RMNIST |
| RTPP       | 0.2      | 0.1     | 0.2     | 0.1    |
| RTPS       | 0.1      | 0.1     | 0.2     | 0.3    |

This is because the intrinsic dynamics of the dataset is a two-dimensional rotational motion, and if the outer VAEs are properly trained, the state covariance is rarely underestimated.

In light of the above, it is desirable to select the factor according to the observed dimension, the number of particles selected, and the complexity of a dataset. Specifically, we propose that the factor should be selected from 0.01 to 0.2 for low-dimensional systems of 10 or less, 0.2 to 0.3 for medium-dimensional systems of 10 to 100, and according to the dimension of the space of auxiliary variables obtained using outer VAE for high-dimensional systems of 100 or more.

E.3 CMU Walking Data

Figure 21 shows long prediction results for EnKO with RTPS. We inferred the initial latent state and predicted the values of the observations at all remaining time points according to the learned generative model. Overall, the observation points are within the prediction interval of the mean plus or minus standard deviation, and the proposed method provides excellent predictions over a long period. In particular, it is surprising that the proposed
method predicts well even for variables with significant noise effects such as neck and thorax. On the other hand, the proposed method overestimates the prediction interval for clavicles, which take almost zero values.

### E.4 Rotating MNIST Dataset

Figure 20 shows true images and prediction results for FIVO, IWAE, and EnKO. We inferred the initial latent state and predicted the values of the observations at all remaining time points according to the learned generative model. It can be seen qualitatively that all the methods produce images close to the observations. However, when we look at the predicted MSE (Figure 7), EnKO outperforms IWAE and FIVO, indicating that EnKO can learn a more appropriate model at a level that is difficult to capture qualitatively.
Figure 18: MSE for the walking dataset by EnKO with RTPP (left) and RTPS (right) for various inflation factors.

Figure 19: MSE for the rotating MNIST dataset by EnKO with RTPP (left) and RTPS (right) for various inflation factors.

Figure 20: True images and prediction results for rotating MNIST dataset.
Figure 21: Long prediction results for EnKO with RTPS. We inferred the initial latent state and predicted the values of the observations at all remaining time points according to the learned generative model. The black times represent the observed points, the solid blue line represents the predicted mean, and the dark and light blue widths represent the predicted mean plus or minus standard deviation and two standard deviations, respectively. The text in the figure shows the variable names. The vz, vx, and vy correspond to velocities, alpha, beta, and gamma correspond to Euler angles, and l and r correspond to left and right.
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