Effective dissipation rate in a Liouvillian graph picture of high-temperature quantum hydrodynamics
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At high temperature, generic strongly interacting spin systems are expected to display hydrodynamics: local transport of conserved quantities, governed by classical partial differential equations like the diffusion equation. I argue that the emergence of this dissipative long-wavelength dynamics from the system’s unitary microscopic dynamics is controlled by the structure of the Liouvillian graph of the system’s Hamiltonian, that is, the graph induced on Pauli strings by commutation with that Hamiltonian. The Liouvillian graph decomposes naturally into subgraphs of Pauli strings of constant diameter, and the coherent dynamics of these subgraphs determines the rate at which operator weight spreads to long operators. This argument provides a quantitative theory of the emergence of a dissipative effective dynamics from unitary microscopic dynamics; it also leads to an effective model with Hilbert space dimension linear in system size and exponential in the UV cutoff for diffusion.

I. INTRODUCTION

Generic interacting quantum systems are expected to relax to local equilibrium by local transport of conserved quantities like energy and particle number. This effective dynamics is called “hydrodynamics”; for lattice systems, in which continuous translation symmetry is broken, it predicts at leading order diffusive behavior

$$\frac{\partial}{\partial t} \varepsilon(x, t) = D \nabla^2 \varepsilon(x, t)$$

(1)

where $\varepsilon$ is a conserved quantity like energy density\textsuperscript{1,2,3}. The emergence of hydrodynamics from microscopic unitary quantum dynamics is not well understood. What approximations lead to efficient, accurate classical simulations of systems displaying hydrodynamics? What are the UV cutoffs for diffusion in space and time—that is, the length- and time-scales below which the diffusion equation (1) fails to accurately describe the system’s dynamics? And when and how does hydrodynamics break down? A theory of how hydrodynamics emerges from generic unitary dynamics will bear on many other open questions, from the nature of the many body localization transition\textsuperscript{45–19} to experimental studies of the phase diagram of QCD\textsuperscript{1415–19}.

Many lines of evidence suggest that for generic spin systems—that is, systems not close to any kind of integrability or localization—dissipative hydrodynamics results from an insensitivity of local dynamics to long-range correlations. As the system evolves it develops correlations. These correlations can of course be ignored when computing local expectation values given the state at some time, but they can also—the hypothesis runs—be ignored in estimating the system’s dynamics. This is similar in spirit to the eigenstate thermalization hypothesis, which explains how systems can thermalize on timescales much shorter than the level spacing time by positing that eigenstates have local expectation values very close to those of a Gibbs state\textsuperscript{20–22}.

The hypothesis that in thermalizing systems the dynamics of local expectation values is insensitive to that of long-range correlations intuitively justified two matrix product operator methods, “density matrix truncation” (DMT)\textsuperscript{23,24} and “dissipation-assisted operator evolution” (DAOE)\textsuperscript{25}. Each method reduces the magnitude of the long-ranged correlations in its own way, giving the requisite nonunitarity. The success of these methods provides tentative evidence that correlations longer than a few lattice spacings can indeed be ignored on timescales longer than some cutoff time of order the coupling time. This insensitivity hypothesis is strengthened by exact calculations of operator spreading in random unitary circuits\textsuperscript{26–30}; 29 elegantly explained the effective nonunitarity of diffusive dynamics in $U(1)$-conserving random matrices as the emission of non-conserved operators, which spread ballistically, from a diffusively relaxing “lump” of conserved charge. More recent work interprets the hypothesis as a flow of information to long operators.\textsuperscript{31}

Meanwhile 32 (cf 33 and 34), motivated in part by work on random unitaries, gave an effective model for the Heisenberg-picture generated by a spin Hamiltonian. To write this effective model they mapped the Heisenberg dynamics of some initial Pauli string $\sigma^\mu$ to single-particle dynamics on the graph resulting from successive commutations with the Hamiltonian; this graph is called the Liouvillian graph. They then truncated this dynamics by dropping operators farther than some distance (e.g. Hamming distance) from the initial operator and endowing Pauli strings at the boundary with an artificial decay.

The resulting effective model succinctly articulates the physical intuition behind DAOE and DMT, and it translates the result of 29 from random unitary dynamics to Hamiltonian dynamics (though it assumes, rather than justifying, that result). Most enticingly, it works directly in terms of the operator Hilbert space, rather than matrix product operators. So—unlike DMT and DAOE—to the extent it reflects the physical processes giving rise to
diffusion, it promises to work in more than one dimension.

But the effective model leaves open many important questions. In particular, its dynamics depend crucially on the magnitude of the decay imposed on boundary operators, which is a free parameter. This decay rate is of more than passing interest: it is not only required for effective model to be useful for numerical experiments, but also important for judging the accuracy of DMT and DAOE simulations, because to the extent that DMT and DAOE artificially impose such a decay—one wishes that artificial decay to be small compared to the physical decay rate captured by the effective model. Moreover, the decay rate is a clue to UV cutoff time for diffusion: that is, the timescale below which coherent quantum dynamics important.

I argue that the structure of the Liouvillian graph controls the decay rate. In particular, if one organizes the Liouvillian graph not by distance from an initial Pauli string but rather by Pauli string diameter (that is, the size of the region on which a given Pauli string acts non-trivially) one finds that operators of some diameter \( l \) have many more connections to other operators of diameter \( l \) than to operators of diameter \( l + 1 \), and more connections to operators of diameter \( l + 1 \) than to operators of diameter \( l - 1 \). Operator weight that reaches the thickly connected pool of diameter \( l \), then, quickly spreads through that pool and then to longer operators. Via a quantum Zeno like effect, the rate of this spread controls the rate at which operator weight escapes into the pool of length-\( l \) operators in the first place. We can understand this spreading as a decay from—an imaginary self-energy for—the initial length-\( l \) operator. The effective model, then, consists of treating operators with diameter \( l \leq l* \) exactly, and replacing the dynamics of operators with diameter \( l > l* \) by a decay with decay rate given by the rate of spreading in pools of diameter \( l* + 1 \) and \( l* + 2 \). With this decay rate the effective model predicts diffusion coefficients close to those found by numerical simulation of the full dynamics.

In Sec. II I describe the models I treat and the quantities I measure. In Sec. III I define the Liouvillian graph and describe its structure. In Sec. IV I use that structure to predict the decay rate, and hence the rate at which operator weight escapes from short operators. In Sec. V I explicitly give my effective model, which is similar but not identical to that of 32, and compare the diffusion coefficient in the effective model with the predicted decay rate to that of the full dynamics. I conclude in Sec. VI by discussing implications and limitations of this Liouvillian graph picture and the resulting effective model.

II. MODELS AND QUANTITIES OF INTEREST

I consider nearest-neighbor Hamiltonians on spin-1/2 chains: that is, Hamiltonians of the form

\[ H = \sum_j \varepsilon_j, \quad \varepsilon_j = \sum_{\alpha\beta} J^{(j)}_{\alpha\beta} \sigma^\alpha_j \sigma^\beta_{j+1}. \]

where \( \sigma^\alpha \) are the Pauli matrices, \( \sigma^0 \) the identity. I take all the nonzero \( J^{(j)}_{\alpha\beta} \) to have comparable magnitude, and I restrict myself to systems that display neither integrability nor many-body localization. My arguments apply, \textit{mutatis mutandis}, to chains of any finite onsite Hilbert space dimension, with any choice of basis for the space of onsite operators.

For a concrete example I use the transverse-field Ising model with longitudinal field on a 1D chain with periodic boundary conditions:

\[ H = J \sum_{j=1}^L \sigma^z_j \sigma^z_{j+1} + h_x \sum_j \sigma^x_j + h_z \sum_j \sigma^z_j, \]

taking \( L + 1 \equiv 1 \). I write an energy density on bonds

\[ \varepsilon_j = \sigma^z_j \sigma^z_{j+1} + \frac{h_x}{2} (\sigma^x_j + \sigma^x_{j+1}) + \frac{h_z}{2} (\sigma^z_j + \sigma^z_{j+1}). \]

For \( h_z = 0 \) the model is free-fermion integrable (by Jordan-Wigner and Bogoliubov transforms); the longitudinal field breaks that integrability. Except where specified, I use \( J = h_x = h_z = 1 \). These parameters give somewhat slower diffusion than the “fruit-fly” parameters of 23, 25, 35, and 36. Slower diffusion makes the small-system exact numerics cleaner, because the diffusive regime—after the short-time non-diffusive dynamics, but before the Thouless time—is larger.

The Ising Hamiltonian (3) has only one conserved quantity, the energy density. Since it is also translation invariant, its infinite-temperature hydrodynamics is characterized by the dynamical correlation functions

\[ \langle \varepsilon_k(t) \varepsilon_k(0) \rangle = \text{Tr}[\varepsilon_k(t)\varepsilon_k(0)] \]

where \( \varepsilon_k = \sum_j \cos(kj) \varepsilon_j, \ k \in \{0, 2\pi/L, \ldots, \pi\} \) are Fourier modes of the energy density. The diffusion equation (1) predicts

\[ \varepsilon_k(t) = \varepsilon_0 e^{-Dk^2t}, \]

so one can measure the diffusion coefficient (or the presence of non-diffusive dynamics) from the decay of the correlation functions (5).

III. LIOUVILLIAN GRAPH

Correlation functions like (5) are naturally phrased in terms of the Heisenberg dynamics of operators. In this section I exactly map that Heisenberg dynamics to
For the Ising model operators of length \( \mu \) respectively, while the number of edges between \( \sigma^\mu \) results in a longer operator. Then

\[
\frac{d}{dt} A_\mu = -iL_{\mu\nu}(t)A_\nu
\]  

where the \( L_{\mu\nu} \) are the matrix elements of the Liouvillian superoperator

\[
L_{\mu\nu}(t) = -2^{-L} \text{Tr}(\sigma^\mu[H(t),\sigma^\nu]) .
\]  

(15)

Following 34 I call this graph the Liouvillian graph of the Hamiltonian. The Heisenberg dynamics (15), (16) is then exactly equivalent to the dynamics of the single-particle Hamiltonian

\[
H_{\text{graph}}(t) = \sum_{\langle \mu\nu \rangle} L_{\mu\nu} c_\mu^\dagger c_\nu .
\]  

(18)

where \( \langle \mu\nu \rangle \) indicates that \( \mu \) and \( \nu \) are nearest neighbors in the graph \( G \).

When discussing the dynamics of this Hamiltonian I will frequently write operators as states, e.g.

\[
|\mu\rangle = 2^{-L/2} |\sigma^\nu\rangle
\]  

(19)

and use the Frobenius inner product

\[
\langle \mu | \nu \rangle = 2^{-L} \text{Tr}[\sigma^\mu \sigma^\nu] = \delta_{\mu_1 \nu_1} \cdots \delta_{\mu_L \nu_L} .
\]  

(20)

In general, as in Eq. (19), I will take the states to be normalized with respect to the Frobenius inner product (20).

\section{B. Structure of the Liouvillian graph}

To understand the system’s dynamics, then, one needs to understand the structure of the Hamiltonian’s Liouvillian graph. The Liouvillian graph naturally decomposes
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\caption{\textbf{Structure of the Liouvillian graph. Left:} Hamiltonian terms (red) that act upon a Pauli string \( \sigma^\mu \) (blue) of diameter \( l \). Commutation with any of the \( O(l) \) Hamiltonian terms that completely overlap \( \sigma^\mu \) (illustrated below \( \sigma^\mu \)) results in another string of diameter \( l \); commutation with one of the \( O(1) \) two-site terms overlapping on a single site (illustrated above \( \sigma^\mu \)) results in a longer operator. \textbf{Right:} the resulting structure of thickly-intraconnected subgraphs (green). Each subgraph ("pool") \( G_i \) of diameter \( l \) is connected to two subgraphs \( G_{i-1} \) and two subgraphs \( G_{i+1} \), but not (directly) to any other subgraph \( G_j \).}
\end{figure}
into subgraphs of operators of fixed diameter because an operator of diameter \( l \) is connected to \( O(l) \) other operators of length \( l \), but \( O(1) \) operators of diameter \( l + 1 \) or \( l - 1 \). Call these subgraphs \( G_l \).

In fact the pool \( G_l \) is itself the union of many disconnected subgraphs, because a Pauli string with support in \( \{j \ldots j + l - 1\} \) is connected to the Pauli strings with support in \( \{j + 1 \ldots j + l\} \) only via strings of diameter \( l - 1 \) or \( l + 1 \).

To be precise, define the support of a Pauli string labeled by a multi-index \( \mu \) to be

\[
\text{supp} \mu := \{j : \mu_j \neq 0\} \tag{21}
\]

and its diameter to be

\[
\text{diam} \mu := \max \text{supp} \mu - \min \text{supp} \mu + 1. \tag{22}
\]

Note that a diameter-\( l \) string can have identities between its leftmost and rightmost nontrivial operators, and may in fact only be nontrivial on those points. For example

\[
\sigma^x_j \sigma^x_{j+1} \quad \text{and} \quad \sigma^x_j \sigma^x_{j+17} \tag{23}
\]

have diameter 2 and 18 respectively.

Consider now a Pauli string \( \sigma^\mu \) with diameter \( l \) and leftmost nontrivial site \( j \)—that is, \( \text{supp} \sigma^\mu \subseteq j, \ldots, j + l - 1 \) and \( j, j + l - 1 \in \text{supp} \sigma^\mu \). It connects to operators

\[
\sigma^\nu \propto [\sigma^\alpha \sigma^\beta_{j+1}, \sigma^\mu]. \tag{24}
\]

for all \( \alpha, \beta \) where \( J^\beta_k \neq 0 \). Divide the set of such operators \( \sigma^\nu \) up by diameter, defining notation

\[
\mathcal{M}_l(\mu) = \{\nu : \text{diam} \nu = l' \text{ and } L_{\nu \mu} \neq 0\} \tag{25}
\]

for the set of length-\( l' \) operators to which \( \mu \) is connected by the Liouvillian. Now the set of all operators \( \sigma^\nu \) of (24) is

\[
\{\nu : L_{\nu \mu} \neq 0\} = \mathcal{M}_{l-1}(\mu) \cup \mathcal{M}_l(\mu) \cup \mathcal{M}_{l+1}(\mu). \tag{26}
\]

A particular \( \sigma^\nu \) is \( \sigma^\nu \in \mathcal{M}_{l+1} \), i.e. has diameter \( l + 1 \), only if \( k = j - 1 \) and \( \alpha \neq 0 \), \( \beta \notin \{0, \mu_j\} \) (or \( k = j + l - 1 \), \( \alpha \notin \{0, \mu_{j+1}\}, \beta \neq 0 \)). Similarly \( \sigma^\nu \) has diameter \( l - 1 \) only if \( k = j \) and \( \alpha = \mu_j, \beta \notin \{0, \mu_{j+1}\} \) (or \( k = j + l - 2 \) and \( \alpha \notin \{0, \mu_{j+1}\}, \beta = \mu_{j+1-1}\)). The starting operator \( \sigma^\nu \) therefore connects to

\[
|\mathcal{M}_{l+1}(\mu)| \leq 12
\]

\[
|\mathcal{M}_{l-1}(\mu)| \leq 6 \tag{27}
\]

operators of length \( l + 1 \) and \( l - 1 \) respectively. (Since many of the coefficients \( J^\mu_{\alpha \beta} \) of these terms \( \sigma^\alpha_k \sigma^\beta_k \) will be zero for physical Hamiltonians, these bounds will not be saturated. At the same time we can loosely bound

\[
|\mathcal{M}_l(\mu)| \leq 11l + 9, \tag{28}
\]

accounting separately for single-site and two-site operators in \( J^\alpha_{\alpha \beta} \).

Most strings have some number of identity operators between their left- and right-most nontrivial operators, so they will not saturate the bound (28). The string \( \sigma^x_j \sigma^x_{j+17} \) of Eq. (23) is an extreme example of this situation. But strings like \( \sigma^x_j \sigma^x_{j+17} \) are atypical. The average number of nontrivial Pauli operators in a randomly chosen Pauli string of diameter \( l \) will be

\[
\frac{3}{4} l - \frac{1}{2},
\]

so we expect an average number of intrapool connections

\[
n_0 \equiv |\mathcal{M}_l| = al + b \tag{29}
\]

for some constants \( a, b \). The overline indicates an average over starting strings \( \mu \).

By reasoning like that leading to Eq. (27) one can show that for the Ising model (3) the average number of con-
ections from pool $G_l$ to $G_{l-1}$, $G_{l+1}$, and $G_l$ are

$$n_+ = \frac{4}{3}, \quad n_- = \frac{1}{3}, \quad n_0 = \frac{3}{2} l.$$  

(30)

respectively. In Fig. 2 I show a numerical check. I estimate $n_±, n_0$ by sampling which lets me work with large systems. (I take $L = 100$, but more would not be unreasonable.) Fig. 2 top shows $n_0$ in black; Fig. 2 bottom shows $n_+$ in blue and $n_-$ in orange.

IV. OPERATOR WEIGHT ESCAPE RATE

We ultimately seek the rate at which operator weight escapes into long operators. In the language of the Liouvillian graph Hamiltonian, this is the rate at which the single particle escapes from the pool $G_{l-1}$ of Pauli strings of length $l-1$ into the pool $G_l$ of Pauli strings of length $l$.

In this section I argue that that rate is controlled by the characteristic timescale of the coherent dynamics of the pool $G_l$ via a quantum-Zeno-like effect. I first illustrate that effect with a toy model. I then estimate the characteristic timescale for dynamics in $G_l$, assuming that that dynamics is chaotic in a certain sense, and check that prediction against numerical calculations in the Ising model (3). Finally I make a somewhat more careful calculation of the escape rate, and again compare to numerics.

These calculations make no assumptions about “backflow”—the return of operator weight from long operators to short operators. Rather, I estimate the rate at which operator weight escapes into long operators in the first place.

A. Toy model

Imagine a single particle on two sites $a, b$ connected by a hopping amplitude—that is, governed by a Hamiltonian

$$H = V c^+_a c_b + h.c. .$$  

(31)

Suppose the particle is lost at some rate $\gamma_b$ from site $b$, in the same way that a particle on the Liouvillian graph can hop from a site in $G_l$ to one in $G_{l+1}$ and then disappear into the rest of $G_{l+1}$. Mock this up by endowing site $b$ with a self-energy

$$S_b(\omega) = -i\gamma .$$  

(32)

(In principle this self-energy depends on frequency $\omega$; here I consider only the leading long-time $\omega \to 0$ behavior.) Follow (very broadly) the logic of 37–39. At leading order in $V$ (that is, for $V \ll \gamma$) the self-energy of $a$ is

$$S_a(\omega) \approx \frac{|V|^2}{\omega - i\gamma} .$$  

(33)

If the particle starts on site $a$, then, Site $b$ induces an effective loss rate

$$S_a(\omega = 0) = i\gamma^{-1}|V|^2 :$$  

(34)

if the particle disappears quickly from site $b$, it will disappear slowly from site $a$, and vice versa. (I give a more detailed version of this argument in App. B).

B. Estimating intrapool decay rate

We therefore require the rate at which a particle spreads from a site $\lambda \in G_l$ to the other operators in $G_l$. To characterize this decay rate, consider the amplitude for the particle to remain on the initial state. It is easiest to proceed in real time, rather than Fourier space; in that language we require

$$G_{\lambda\lambda}(t) = \langle \lambda | e^{-iH_{\text{graph}} t} | \lambda \rangle ,$$  

(35)

where I write $H_{\text{graph}}$ for the graph Hamiltonian restricted to the subgraph $G_l$. 

FIG. 3. Single-site average return amplitude $G_{\lambda\lambda}(t)$ (Eq. (47)) for dynamics restricted to the subgraph of operators with diameter $l, l+1$, as a function of time and operator length, for transverse field $h_x = 1$ (top), and transverse field for operator length $l = 8$ (bottom). In each case I take $h_x = 1.0$. For $l \leq 4$ I average over all initial operators $|\mu\rangle$; for $l > 4$ I average over 512 randomly chosen initial operators. In each case the inset plots the amplitude against time simplest, while the main axes plot it against time rescaled by the semi-empirical prediction of Eq. (49). The return amplitude is well-characterized by the single timescale $\gamma_{\text{semi-emp}}$. 

[Graph and equations omitted for brevity]
Assume that $H_{\text{graph};l}$ is chaotic, in the sense that it has extended eigenstates

$$|\langle \lambda | E_\alpha \rangle|^2 \approx \frac{1}{|G_l|}$$

(36)

for all $\lambda \in G_l$. One expects this assumption to be better for large $l$. Then

$$G_{\lambda\lambda;l}(t) = \int dE \rho(E)e^{-iH_{\text{graph};l}t}.$$  (37)

(This continuum approximation, like the chaos assumption, is better justified for larger $l$.) By the uncertainty principle for Fourier transforms the decay rate will be given by the width of the density of states

$$\gamma^2 \propto \int dEE^2 \rho(E) = \frac{1}{|G_l|} \text{Tr} H_{\text{graph};l}^2.$$  (38)

But

$$\text{Tr} H_{\text{graph};l}^2 = 0$$  (39a)

$$\Delta^2 \equiv \frac{1}{|G_l|} \text{Tr} H_{\text{graph};l}^2 = \sum_{\mu, \nu \in G_l} J_{\mu\nu}^2 \approx n_0 J^2 = (a + b)J^2,$$  (39b)

where I define notation $\Delta$ for the standard deviation of the density of states, $n_0 = a + b$ is the average degree of $G_l$ (cf Eq. (29)), and $J$ is the mean in quadrature of the nonzero terms in the Hamiltonian (2)

$$J^2 = \frac{1}{|\{J_{\alpha\beta} \neq 0\}|} \sum_{J_{\alpha\beta} \neq 0} J_{\alpha\beta}^2.$$  (40)

For notational simplicity I here take the Hamiltonian to be translation invariant. Thus $\gamma \propto \sqrt{a + b}J$.

To be more precise, assume that $H_{\text{graph};l}$ has a Gaussian density of states

$$\rho(E) = \frac{1}{\Delta \sqrt{2\pi}} e^{-E^2/2\Delta^2}.$$  (41)

$\Delta$ is given by (39b), and the return amplitude of (37) is

$$G_{\lambda\lambda;l}(t) = \langle \lambda | e^{-iH_{\text{graph};l}t} | \lambda \rangle$$

(42)

with decay rate

$$\gamma^2 = 2(a + b)J^2.$$  (43)

For the transverse-field Ising model

$$a = \frac{3}{2}, \quad b = 0$$  (44)

and

$$J = \frac{1}{3} \sqrt{1 + h_x^2 + h_z^2}.$$  (45)

For notational simplicity I here take the Hamiltonian to be translation invariant. Thus $\gamma^2 \propto \sqrt{a + b}J$.

The dynamics is well-characterized by this single timescale.

Fig. 4 shows the decay rates $\gamma$ resulting from fitting the Gaussian (42) to the numerical average return amplitude. For $l \gg 1$ and $h_x \gtrsim 1$ I find that the fits agree well with the decay rate $\gamma_{\text{semi-emp.}}$ of (49). In both Figures 3 and 4 we see

$$\gamma \propto \sqrt{l + 1}$$  (50)
rather than the predicted
\[ \gamma \propto \sqrt{l}. \] (51)

To understand this, return to the early-time argument of Sec. A. The scaling in operator diameter \( l \) comes from the degree of the starting operator as a vertex in the Liouvillian graph. For times \( t \ll \gamma \), the state is
\[ |\psi\rangle = |\mu\rangle - it \sum_{\nu} L_{\nu \mu} |\nu\rangle. \] (52)

But the full dynamics includes not only hopping from \( \mu \) to other operators \( \nu \in \mathcal{G}_l \), but also to operators in \( \mathcal{G}_{l+1} \). One therefore expects the rate to go as
\[ \gamma^2 \propto \{|\nu : \langle \nu | \mathcal{H}_{\text{graph}} | \mu \rangle \neq 0\}\}, \] (53)
including \( |\nu\rangle \in \mathcal{G}_{l+1} \): that is, we should understand the degree as including not only the \( O(l) \) connections to other operators in \( \mathcal{G}_l \), but also the \( O(1) \) connections to other operators in \( \mathcal{G}_{l+1} \), for
\[ \gamma \propto \sqrt{l + a} \] (54)
for some constant \( c \).

Averaging over starting operators as in Fig. 3 produces a clean characterization of the decay, at the cost of concealing deviations from the chaos assumption (36): in fact
\[ \sum_{\mu \in \mathcal{G}_l} G_{\mu \nu, l}^\prime(t) = \text{Tr} e^{-i \mathcal{H}_{\text{graph}} t}. \] (55)

Since I do not allow the starting string \( |\mu\rangle \) to reside in \( \mathcal{G}_{l+1} \) the measurements of Fig. 3 do not strictly speaking give the trace of Eq. (55), but the same intuition applies.

In Fig. 5 I therefore plot individual propagators \( G_{\lambda, \mu, l}^\prime \) for 20 randomly chosen initial operators \(|\lambda\rangle\) with diameter \( l = 8 \). All display a generally Gaussian decay, consistent with Eq. (42), and all display generally the same decay rate. This indicates that—at least for \( l = 8 \)—the chaos assumption (36) is reasonable, and the averages of Fig. 3 (not to mention the single decay rate \( \gamma_{\text{semi-emp.}} \)) give an accurate characterization of the intrapool decay.

C. Estimating the interpool escape rate

I can now return to the question of how quickly a particle escapes from pool \( \mathcal{G}_{l-1} \) into \( \mathcal{G}_l \). Take some \( \mu \in \mathcal{G}_{l-1} \); \( \mu \) has matrix elements \( L_{\mu \lambda} \) with Pauli strings \( \lambda \in \mathcal{G}_l \). These come from “bond terms” in the Hamiltonian; write \( \lambda \) for their characteristic scale. Consider the part of the propagator \( \langle \mu | e^{-i \mathcal{H}_{\text{graph}} t} | \lambda \rangle \) that passes through pools \( \mathcal{G}_l, \mathcal{G}_{l+1} \): that is, write a restricted Hamiltonian
\[ H''_{\text{graph}, \mu, \lambda} = H|_{\{\mu\} \cup \mathcal{G}_l \cup \mathcal{G}_{l+1}} \] (56)
and compute the propagator
\[ G''_{\mu, \lambda, l}(t) = \langle \mu | e^{-i H''_{\text{graph}, \mu, \lambda} t} | \lambda \rangle. \] (57)
At leading order in $Vt$ this is given by the irreducible part

$$G''_{\mu\nu}(t) \approx 1 - n_+ \int_0^t dt_2 \int_0^{t_1} dt_1 V^2 e^{-\gamma(t_2-t_1)^2}$$

$$+ O(V^4 t^4).$$

$$\approx 1 - \begin{cases} n_+ t^2 V^2 & t \gamma \ll 1 \\ t \gamma^{-1} n_+ V^2 \sqrt{\pi/2} & t \gamma \gg 1 \end{cases}$$

—that is, for $t \gamma \gg 1$ the escape rate from $G_l$ to $G_{l+1}$ is

$$\propto n_+ V^2 \gamma^{-1}.$$  

similarly to the toy model (Eq. (34)).

I plot the average of $G''_{\mu\nu}(t)$ across starting operators $|\mu\rangle$ in Fig. 6. I choose starting strings that begin and end with $\sigma^x$ or $\sigma^y$, so all operators connect to the pool $G_l$ on both ends. For short times all the different parameter values ($h_x, l$) display the same quadratic behavior, and for intermediate times all collapse when rescaled à la (60). Both limits are therefore consistent with (59). For longer times, $l \gtrsim 6$ and $h_x \gtrsim 0.6$ continue to display a good scaling collapse, but $l \lesssim 5$ and $h_x \lesssim 0.5$ do not. The small-$h_x$ behavior comes about because the $h_x$ term is the only term that fails to commute with $\sigma^z$: in the limit $h_x \to 0$ amplitude starting on a Pauli string $|\mu\rangle = |\ldots \sigma^x \sigma^0 \ldots\rangle \in G_{l-1}$ will oscillate between that operator and $|\lambda\rangle = |\ldots \sigma^y \sigma^z\rangle$. I expect that the small-$l$ behavior comes about because both the chaos assumption (36) and the continuum density of states approximation of (37) break down when the pool $G_l$ has few operators.

**FIG. 7. Density of states**

For the $l = 7$ pool Hamiltonian in the model (3) for $h_x = 1$ and $h_z = 0.0, 0.1, \ldots, 1.9, 2.0$. Energies are rescaled by the standard deviation of Eq. (39b); black line shows a standard Gaussian.

**FIG. 8. Pool eigenstate participation fraction. Top:** Violin plot of the distribution of pool eigenstate Hilbert space fractions (62) as a function of longitudinal field $h_z$ (blue) at pool diameter $l = 7$. Horizontal lines in the middle of the distribution show means; caps show outliers, not standard deviation. The pool Hamiltonian at this diameter is chaotic for $0.25 \lesssim h_z \lesssim 1.25$. **Bottom:** mean participation fraction as a function of $l$, across $h_z$. The bold line, $h_z = 0.1$, displays non-monotonicity resulting from weakly-broken free fermion integrability.

**D. Breakdown of chaos assumptions**

Sec. IVB used two assumptions about the dynamics of long pools: that the density of states is Gaussian (Eq. (41)), and that the pool eigenstates are extended (Eq. (36))—that is, that the pool Hamiltonians are chaotic.

The Gaussian shape of the density of shapes is a technicality. If the density of states has a different shape, the decay rate differs by some dimensionless factor, but it depends on the pool diameter and the Hamiltonian parameters in broadly the same way.

The chaos assumption is not a technicality. If it is not satisfied, the pool eigenstates must have some structure. In that case the pool dynamics are controlled
by that structure, rather than by the single decay rate $\gamma^2 \propto \text{Tr} H^2_{\text{graph}}$.

In this section I numerically check these assumptions by full diagonalization of the pool Hamiltonians. The density of states is always (approximately) Gaussian. The chaos assumption holds near the point $h_x = h_z = 1$ at which I work in the rest of the paper, but breaks down in the free fermion limit $h_z = 0$, the paramagnetic limit $h_z \gg 1$, and in the presence of disorder.

To check the chaos assumption I compute two quantities: a Hilbert space fraction for the eigenstates of the pool Hamiltonian, and the familiar gap ratio for their eigenenergies. The Hilbert space fraction directly measures how extended the eigenstates are. To define the Hilbert space fraction, start with the inverse participation ratio of the pool eigenstates $|\alpha\rangle$

$$ I = \sum_\mu |\langle \alpha | \mu \rangle|^2. $$

For a Haar state this is $I_{\text{Haar}} \approx 3/|G_l|$ (in the limit of large Hilbert space dimension) because the fourth moment of the standard Gaussian is 3. It is therefore useful to frame the IPR as the Hilbert space fraction

$$ F = |G_l|/I $$

this quantity has a straightforward interpretation as the fraction of the Hilbert space filled by the state. A Haar state has Hilbert space fraction

$$ F_{\text{Haar}} \approx \frac{1}{3}, $$

again in the limit of large Hilbert space dimension. The Hilbert space fraction (62) is a direct check of the chaos assumption Eq. (36).

The gap ratio indirectly diagnoses extended eigenstates by measuring level repulsion. To compute, sort the eigenenergies $E_j$ of the pool Hamiltonian, define gaps $\delta_j = E_{j+1} - E_j$, compute

$$ r_j = \frac{\min(\delta_j, \delta_{j+1})}{\max(\delta_j, \delta_{j+1})}, $$

and average over the spectrum.

1. Clean model

The Gaussian shape of the density of states is easily checked. Fig. 7 shows the pool Hamiltonian density of states for the model (3) at pool diameter $l = 7$. It follows a Gaussian past two standard deviations.

The profusion of curves in Fig. 7 obscures a curious notch and spike near $E = 0$. This is due to a small degenerate subspace exactly at $E = 0$ (within numerical precision), which may be related to powers of energy density.

Fig. 8 top shows the participation fraction $F$ as a function of the longitudinal field $h_z$. For $h_z \lesssim 0.25 \lesssim 1.25$ the participation fraction is slightly less than the Haar value $F_{\text{Haar}} = 1/3$, but Fig. 8 bottom shows that it does not decrease exponentially with pool size: the pool Hamiltonian eigenstates are extended.

Fig. 9 shows the gap ratio for $l = 7$ as a function of the longitudinal field $h_z$. (I have removed the small degenerate $E = 0$ subspace.) The gap ratio is close to its GOE value for $0.25 \lesssim h_z \lesssim 1.25$, further indicating that the pool Hamiltonian is chaotic for those $h_z$.

At the free fermion integrable point $h_z = 0$, the average Hilbert space fraction is small and the gap ratio is Poisson. This is because the dynamics conserves the number of $\sigma^z \equiv \sigma^z \pm \sigma^y$ in a string—that is, the number of fermion operators. The pool Hilbert space therefore breaks up into sectors labeled by the number of fermion operators; even the largest sector is smaller than the whole pool by a combinatorial factor.

At small but nonzero $h_z$, the $\sigma^z$ term gives a perturbative coupling between sectors, which hybridizes eigenstates in the different sectors. The participation fraction measures the resulting degree of hybridization. In the usual way the degree of hybridization is controlled by a competition between the coupling $h_z$ and the level spacing, which decreases exponentially with pool diameter $l$. This competition explains the non-monotonic behavior of the participation fraction $F$ for $h_z \ll 1$. For small $l$, $F$ decreases with $l$, because the dimension of the largest sector grows more slowly than the dimension of the whole pool; then it increases, as the sectors hybridize.

In the limit of large $h_z$ the pool Hamiltonian becomes a paramagnet

$$ H_{\text{graph}} \approx h_z \sum_j \left(i|\sigma^y_j|\sigma^z_j| - i|\sigma^z_j|\sigma^y_j| \right) (h_z \gg 1) $$

FIG. 9. Pool Hamiltonian eigenenergy gap ratio for the pool of diameter $l = 7$ as a function of $h_z$. The system is inversion symmetric, so I plot the inversion-even (blue) and inversion-odd (red) sectors separately. Again the pool Hamiltonian at this diameter is chaotic for $0.25 \lesssim h_z \lesssim 1.25$. The gap ratio indirectly diagnoses extended eigenstates by measuring level repulsion. To compute, sort the eigenenergies $E_j$ of the pool Hamiltonian, define gaps $\delta_j = E_{j+1} - E_j$, compute

$$ r_j = \frac{\min(\delta_j, \delta_{j+1})}{\max(\delta_j, \delta_{j+1})}, $$

and average over the spectrum.
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Fig. 9 shows the gap ratio for $l = 7$ as a function of the longitudinal field $h_z$. (I have removed the small degenerate $E = 0$ subspace.) The gap ratio is close to its GOE value for $0.25 \lesssim h_z \lesssim 1.25$, further indicating that the pool Hamiltonian is chaotic for those $h_z$.

At the free fermion integrable point $h_z = 0$, the average Hilbert space fraction is small and the gap ratio is Poisson. This is because the dynamics conserves the number of $\sigma^z \equiv \sigma^z \pm \sigma^y$ in a string—that is, the number of fermion operators. The pool Hilbert space therefore breaks up into sectors labeled by the number of fermion operators; even the largest sector is smaller than the whole pool by a combinatorial factor.

At small but nonzero $h_z$, the $\sigma^z$ term gives a perturbative coupling between sectors, which hybridizes eigenstates in the different sectors. The participation fraction measures the resulting degree of hybridization. In the usual way the degree of hybridization is controlled by a competition between the coupling $h_z$ and the level spacing, which decreases exponentially with pool diameter $l$. This competition explains the non-monotonic behavior of the participation fraction $F$ for $h_z \ll 1$. For small $l$, $F$ decreases with $l$, because the dimension of the largest sector grows more slowly than the dimension of the whole pool; then it increases, as the sectors hybridize.

In the limit of large $h_z$ the pool Hamiltonian becomes a paramagnet

$$ H_{\text{graph}} \approx h_z \sum_j \left(i|\sigma^y_j|\sigma^z_j| - i|\sigma^z_j|\sigma^y_j| \right) (h_z \gg 1) $$

FIG. 9. Pool Hamiltonian eigenenergy gap ratio for the pool of diameter $l = 7$ as a function of $h_z$. The system is inversion symmetric, so I plot the inversion-even (blue) and inversion-odd (red) sectors separately. Again the pool Hamiltonian at this diameter is chaotic for $0.25 \lesssim h_z \lesssim 1.25$. The gap ratio indirectly diagnoses extended eigenstates by measuring level repulsion. To compute, sort the eigenenergies $E_j$ of the pool Hamiltonian, define gaps $\delta_j = E_{j+1} - E_j$, compute

$$ r_j = \frac{\min(\delta_j, \delta_{j+1})}{\max(\delta_j, \delta_{j+1})}, $$

and average over the spectrum.

1. Clean model

The Gaussian shape of the density of states is easily checked. Fig. 7 shows the pool Hamiltonian density of states for the model (3) at pool diameter $l = 7$. It follows a Gaussian past two standard deviations.

The profusion of curves in Fig. 7 obscures a curious notch and spike near $E = 0$. This is due to a small degenerate subspace exactly at $E = 0$ (within numerical precision), which may be related to powers of energy density.

Fig. 8 top shows the participation fraction $F$ as a function of the longitudinal field $h_z$. For $h_z \lesssim 0.25 \lesssim 1.25$ the participation fraction is slightly less than the Haar value $F_{\text{Haar}} = 1/3$, but Fig. 8 bottom shows that it does not decrease exponentially with pool size: the pool Hamiltonian eigenstates are extended.

Fig. 9 shows the gap ratio for $l = 7$ as a function of the longitudinal field $h_z$. (I have removed the small degenerate $E = 0$ subspace.) The gap ratio is close to its GOE value for $0.25 \lesssim h_z \lesssim 1.25$, further indicating that the pool Hamiltonian is chaotic for those $h_z$.

At the free fermion integrable point $h_z = 0$, the average Hilbert space fraction is small and the gap ratio is Poisson. This is because the dynamics conserves the number of $\sigma^z \equiv \sigma^z \pm \sigma^y$ in a string—that is, the number of fermion operators. The pool Hilbert space therefore breaks up into sectors labeled by the number of fermion operators; even the largest sector is smaller than the whole pool by a combinatorial factor.
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In the limit of large $h_z$ the pool Hamiltonian becomes a paramagnet

$$ H_{\text{graph}} \approx h_z \sum_j \left(i|\sigma^y_j|\sigma^z_j| - i|\sigma^z_j|\sigma^y_j| \right) (h_z \gg 1) $$
The eigenstates of this Hamiltonian are tensor product operators. Most eigenstates are $\sigma^z$ or $\sigma^0 = I$ on at least a few sites, so they have a low participation fraction. The pool Hamiltonian (65) has many degeneracies (most obviously one can interchange $\sigma^z \leftrightarrow \sigma^0$ anywhere in the string, except at the ends, without changing the eigenvalue). This leads to a gap ratio below the Poisson value. At finite $h_z$ the transverse field and bond terms hybridize the eigenstates of this paramagnetic Hamiltonian, leading to larger participation ratio and a gap ratio that is nonzero, but may still be below the Poisson value.

The eigenstate participation fraction (top) and gap ratio (bottom) for the pool Hamiltonian of the disordered model (66) at pool diameter $L = 6$. I average over 100 disorder realizations. For small disorder the Hamiltonian pool is chaotic; for large disorder it is not. In the paramagnetic limit the gap ratio approaches $r = 0$ due to degeneracies in the graph Hamiltonian for (cf Eq. (65) and discussion).

**Fig. 10.** Disordered model: eigenstate participation fraction (top) and gap ratio (bottom) for the pool Hamiltonian of the disordered model (66) at pool diameter $L = 6$. I average over 100 disorder realizations. For small disorder the Hamiltonian pool is chaotic; for large disorder it is not. In the paramagnetic limit the gap ratio approaches $r = 0$ due to degeneracies in the graph Hamiltonian for (cf Eq. (65) and discussion).

2. **Disordered model**

Now add disorder to the model (3) for

$$H = \sum_j \sigma_j^z \sigma_{j+1}^z + \sum_j h_x \sigma_j^x + \sum_j (1 + \delta h_j^z) \sigma_j^z \tag{66}$$

where the $\delta h_j^z$ are drawn uniformly from $[-W,W]$. I choose the form $(1 + \delta h_j^z)$ for the field to avoid free-fermion integrability even at $W = 0$.

Fig. 10 shows the Hilbert space fraction (top) and gap ratio (bottom). Again, I have removed the small degenerate $E = 0$ subspace in calculating the gap ratio. The pool Hamiltonian is chaotic for small $W$, but trends towards a small Hilbert space fraction $F$ and the paramagnetic gap ratio $r = 0$ as $W$ increases.

**Fig. 11.** Decay of Fourier cosine mode Eq. (68) in the effective model of Eq. (67) (solid lines) and the full dynamics of the transverse field Ising model (dotted line) at system size $L = 20$. I use $l_* = 6$ and decay rate $\gamma_{\text{semi-emp.}} = 4.49$.

V. **EFFECTIVE MODEL FOR DYNAMICS OF SMALL-DIAMETER OPERATORS**

In Sec. IV I considered hopping from $\mu \in \mathcal{G}_{l-1}$ to $\lambda \in \mathcal{G}_l$. I argued that the rate of this hopping is controlled by the rate of further hopping to other sites in $\mathcal{G}_l$.

Let us assume that for $l$ longer than some $l_*$, the particle does not return from such further hopping. This is a nontrivial, uncontrolled approximation. It essentially rules out the possibility of “backflow”, i.e. return of weight from long operators to short operators. In App. A I give some arguments and numerical evidence that this approximation is reasonable; 40 gives a more detailed calculation.

This no-backflow approximation is equivalent to replacing the dynamics on Pauli strings of diameter $l \geq l_*$ by a decay; for simplicity, characterize the decay by a single decay rate (a frequency-independent imaginary self-energy).
To be more precise, start with the graph Hamiltonian $H_{\text{graph}}$. Cut it off at a length scale $l_*$ by removing all the hoppings between operators of diameter $l \geq l_* + 1$, and endow them with a decay rate $\gamma$. Since the model is nearest-neighbor, operators of diameter $\geq l_* + 2$ are isolated points—they do not affect the dynamics of any other operators. The result of this procedure is an effective graph Hamiltonian

$$
H_{\text{graph,eff}}(\gamma, l_*) = \sum_{\mu, \text{diam} \nu \leq l_*} [L_{\mu\nu} c_{\mu} \dagger c_{\nu} + h.c.] - i\gamma \sum_{\text{diam} \nu = l_* + 1} c_{\nu} \dagger c_{\nu}. \tag{67}
$$

(Despite the second-quantized notation this model, like (18), is a single-particle model.) This modified dynamics conserves the total energy. In contrast to the exact dynamics, it does not conserve any of the powers of the energy: $H^2$, for example, has terms like $\varepsilon_1 \varepsilon_{L/2}$ that are long-ranged and subject to decay.

When the Hamiltonian is translation invariant (as (3) is), the effective model (67) commutes with translations, so it is block-diagonal in a basis of Fourier modes of Pauli strings. This leads to considerable savings when simulating finite translation-invariant systems. It also makes possible simulation of infinite systems at no additional computational cost, but in this paper I restrict myself to finite systems for benchmarking purposes.

I simulate the decay of the longest Fourier cosine mode of the energy density

$$
\varepsilon_k = \sum_{j=1}^{L} \cos(kj) \tag{68}
$$

with $k = \frac{2\pi}{L}$ in the effective model (67) and the full dynamics (3). (I use a stochastic trace to simulate the full dynamics; see App. C for a brief description.) Because the system is translation-invariant,

$$
\langle \varepsilon_k \varepsilon_k(t) \rangle = \text{Tr}[\varepsilon_k \varepsilon_k(t)] \propto \delta_{kk'}. \tag{69}
$$

I plot $\langle \varepsilon_k \varepsilon_k(t) \rangle$ for $L = 20, l_* = 6, \gamma = 4 \approx \gamma_{\text{semi-emp.}}$ in Fig. (11); the effective model agrees well with the full dynamics. (See App. C for a description of the simulation of the full dynamics.)

Fig. 12 shows diffusion coefficients extracted from the decay of the Fourier mode (68) as a function of $l_*$ and $\gamma$; the error bars give a heuristic indication of how non-diffusive the dynamics are. (App. D gives details of the extraction of diffusion coefficients and of this measure of how non-diffusive the dynamics are.) For $\gamma = \gamma_{\text{semi-emp.}}$ (marked by the colored balls), the effective dynamics gives cleanly diffusive dynamics and a diffusion coefficient that agrees well with the full dynamics, with the exception of $l_* = 5$.

Fig. 13 I show the diffusion coefficient the semi-
emirical decay rate $\gamma_{\text{semi-emp.}}$ as a function of $l_*$. The estimated diffusion coefficient alternates before appearing to converge to a value $\approx 1\%$ greater than the diffusion coefficient in the full dynamics.

The large-$l_*$ discrepancy may be explained by the imprecision in my estimate of the diffusion coefficient for the full dynamics, but this is unlikely: the $l_* = 10$ value lies outside the error bars on the estimate from the full dynamics, and it appears that the value about which the estimated diffusion coefficients alternate likewise lies outside those error bars. It is more likely that the discrepancy comes from finite size effects in the full dynamics (performed on a system of size $L = 20$), or from coherent effects not included in the effective model (67).

The alternation comes about because the semi-empirical decay rate $\gamma_{\text{semi-emp.}}$ does not match the true decay rates. To understand this alternation, characterize the dynamics as a chain of pools of fixed operator diameter, connected by escape rates $\Gamma_l$ (Fig. 14); these escape rates measure how fast an operator in pool $G_{l-1}$ escapes to pool $G_l$. As in the toy model of Sec. IV A, the escape rate is controlled by a matrix element $V_{l-1}$ between sites in $G_{l-1}$ and sites in $G_l$, together with the decay rate $\gamma_l$ in $G_l$:

$$\Gamma_{l-1} \sim |V_{l-1}|^2/\gamma_l . \quad (70)$$

(The dependence on $\gamma_l$ comes about due to a quantum Zeno effect.) But the decay rate $\gamma_l$ has two components: hopping to $O(l)$ other sites in $G_l$, and hopping to $O(1)$ sites in $G_{l+1}$. The hopping to $G_{l+1}$ motivates the semi-empirical correction $\sqrt{(lJ^2 + h_x^2 + h_y^2)} \rightarrow \sqrt{(l+1)(J^2 + h_x^2 + h_y^2)}$, but the replacement $l \rightarrow l + 1$ crudely simplifies the effect. More precisely, one expects something along the lines of

$$\gamma_l = \gamma_{l;\text{intrinsic}} + \Gamma_l . \quad (71)$$

In this picture the effective model (67) corresponds to cutting off the chain after pool $G_{l_*+1}$ and replacing $\gamma_{l_*+1} \rightarrow \gamma'_{l_*+1}$, where we control $\gamma'$. Now suppose we pick $\gamma'_{l_*+1}$ incorrectly:

$$\gamma' = \gamma_{l_*+1} + \Delta \gamma . \quad (72)$$

Then the effective model has

$$\Gamma'_l \sim |V_{l_*}|^2/\gamma'_{l_*+1} \approx \Gamma_{l_*} \left(1 - \frac{\Delta \gamma}{\gamma_{l_*+1}}\right) . \quad (73)$$

and

$$\gamma'_{l_*} = \gamma_{l_*} - \frac{\Gamma_{l_*}}{\gamma_{l_*+1}} \Delta \gamma . \quad (74)$$

So an error $+\Delta \gamma$ in the decay rate for the pool of diameter $l_* + 1$ corresponds to an error $\propto -\Delta \gamma$ in the decay rate for the pool of diameter $l_*$. Since $\frac{d}{dt} D_{\text{est}} \neq 0$, this alternation in the decay rate gives an alternation in $D_{\text{est}}$.

These numerics are not sensitive enough to detect long-time tails—or failures of the effective model (67) to capture those long-time tails. Such behavior will be hidden in imperfections in the scaling collapses I discuss in App. D.

VI. DISCUSSION

I have argued that the structure of the Liouvillian graph determines the behavior of thermalizing Hamiltonians and gives a non-Hermitian effective model for the dynamics of small-diameter operators. I first followed 32–34 in mapping Heisenberg dynamics on operators to single-particle hopping on a graph whose vertices are Pauli matrices. I noted that the Liouvillian graph divides naturally into “pools” of fixed left and right endpoints and consequently fixed diameter; these pools are thickly intraconnected but thinly interconnected. I then followed 29 in understanding the effective non-unitarity of diffusion as escape of particles into a “vacuum” of long operators, and argued that the escape rate is controlled by the coherent dynamics of the fixed-diameter pools. This argument, which assumes that dynamics in a pool is chaotic, gives a quantitative prediction for the escape rate, which I verified numerically. The Liouvillian graph picture also leads to a non-Hermitian effective model in which dynamics on operators longer than some $l_*$ is replaced by a decay, with decay rate predicted by the coherent pool dynamics. This effective model gives good agreement with the full Hamiltonian dynamics for the Ising model (3).

The effective model of Sec. V is, in essence, a poor man’s memory kernel model[1,41,42], in which I have projected out operators of diameter $diam \nu \geq l_* + 1$. From this perspective Sec. IV B is an argument that the memory kernel is a Gaussian with rate $\gamma$; Sec. V replaces that Gaussian by an exponential decay with rate $\gamma_{\text{semi-emp.}}$.
This turns the integro-differential equation given by the Gaussian memory kernel into a system of linear first-order ODEs (specified by Eq. (67)) on a somewhat larger Hilbert space. Other projection operator techniques\textsuperscript{33} may offer better effective models.

The effective model is less closely related to recursion approaches (see \textsuperscript{44} for a review). There one reconstructs the quantities of interest from moments

\[ M_n = \text{Tr} \left( A[H, H, \ldots, [H, A \ldots]] \right) \]  

(75)
of some quantity of interest \( A \) or, equivalently, coefficients in a continued-fraction expansion for a Laplace transform of the dynamics of \( A \). In either case one can only compute finitely many coefficients. Straightforward truncation corresponds to a short-time expansion, which may converge to the correct long-time limit.\textsuperscript{45} But one would desire a thoughtful strategy for extracting the relevant information from low moments, which may come in the form of a physically-motivated ansatz for the behavior of all moments. The universal operator growth hypothesis of \textsuperscript{33} is just such an ansatz.

The effective model of Sec. \textsuperscript{V} bears roughly the same relationship to simple truncation of a moment expansion that a cluster expansion for a Gibbs state \( e^{-\beta H} \) (as in \textsuperscript{46}) bears to a simple a simple Taylor series expansion. Computing the dynamics of the effective model (67) by exact diagonalization is analogous to working with \textit{arbitrarily high} moments of the form (75)—but these moments are modified to only take into account terms containing operators up to diameter \( l_* \). So, while it may be possible to rephrase the effective model of Sec. \textsuperscript{V} as a truncation strategy for a recursion method, this will not be straightforward.

The effective model is useful in its own right. Its Hilbert space dimension is

\[ N_{\text{eff}} \sim L 4^{n_s}, \]  

(76)
so memory and computation time requirements scale exponentially in the length scale \( l_* \), which is broadly speaking an IR cutoff for the effective model and a UV cutoff for diffusion, but polynomially, indeed linearly, in system size. The resource requirements for simulations are therefore controlled primarily by \( l_* \); for models in which small \( l_* \) are suitable—i.e. models in which even small pools are chaotic in the sense required by section \textsuperscript{IVB}—the required Hilbert space will be small.

The effective model also offers the exciting prospect of two- and higher-dimensional simulations. The construction of the effective model rests on the decomposition of the Liouvillian graph into pools of fixed diameter, which in turn rests on the decreasing surface-area-to-volume ratio of these pools. Higher dimensions will show the same graph decomposition. Roughly, in dimension \( d \) an operator of diameter \( l \) only connects to operators of diameter \( l - 1 \) or \( l + 1 \) via the \( O(l^d) \) Hamiltonian terms at its edges, but connects to other operators of diameter \( l \) via the \( O(l^d) \) Hamiltonian terms in its interior. (Defining diameter in this case will not be entirely straightforward: one will want to take into account the underlying lattice geometry in defining the “pools”).

I close by emphasizing some limitations of the effective model and the Liouvillian graph picture more generally.

First, the effective model is not a satisfactory replacement for existing numerical methods (DMT\textsuperscript{23,24}, DBOE\textsuperscript{25}, and ordinary TEBD in non-equilibrium steady state experiments). The effective model has only one free parameter, the length scale \( l_* \). For each \( l_* \) there is a unique correct decay rate; the bulk of this paper has been devoted to estimating that rate. Convergence testing therefore requires increasing \( l_* \), which is exponentially time-consuming. DMT and DBOE, by contrast, are parameterized not only by a length scale like \( l_* \) but also by another continuously tunable accuracy parameter: the bond dimension in DMT and the decay rate for DBOE. Both methods can thus accurately treat at least some long-range correlations on at least some timescales—and, importantly, one can use these parameters to smoothly approach the exact limit.

Second, the effective model assumes that the pool Hamiltonians are chaotic—but many spin systems do not have this property. Free-fermion systems, Bethe ansatz integrable systems, and many-body localized systems never thermalize, and weak integrability breaking leads to thermalization only on long timescales. In each case the failure of thermalization corresponds to a breakdown of either the graph structure of Sec. \textsuperscript{III}B or the chaos assumption of Sec. \textsuperscript{IVB}. Sec. \textsuperscript{IVD} discusses this question for localized and free fermion integrable models; for Bethe ansatz integrable models the tower of local conserved quantities will strongly constrain the pool dynamics.

Third, these Liouvillian graph calculations require a high-temperature starting state, for the same reason that DAOE does. The expectation value of an operator \( A(t) \) in an initial state \( \rho \) is

\[ \langle A \rangle = \text{Tr} A \rho. \]

The effective model lets us estimate the projection of the Heisenberg evolution \( A(t) \) of some operator onto short Pauli strings. But if the initial state \( \rho \) is not close to the infinite-temperature density matrix, it can have appreciable weight on Pauli strings of long diameter. This is true even if the initial state has short correlation length \( \xi \): if \( |i - j| \gg \xi \),

\[ \langle \sigma_i^z \sigma_j^z \rangle \approx \langle \sigma_i^z \rangle \langle \sigma_j^z \rangle. \]

One could treat these correlations by means of a non-linear effective evolution of short-diameter correlations, in which longer correlations are replaced by these “classical correlations”, as in DMT. The method of \textsuperscript{31} is a major step in this direction, and in fact goes far beyond the present work in its potential for treating finite-temperature dynamics.
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P_{\text{return}}(t; \lambda)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig15}
\caption{Probability of return to the set of operators of diameter $\leq 4$ starting from a Pauli string $\sigma^\lambda$ of diameter 4 in the modified dynamics of Eq. (A8). Colors show system size $7 \leq L \leq 11$. Individual lines show different (randomly chosen) initial operators. In the large-system limit, the particle will not return; for finite system size, the long-time value is set by the Hilbert space dimension.}
\end{figure}

\section*{Appendix A: Particle loss in the operator graph picture}

To understand why $\mathcal{G}_t$ causes particle loss, consider some Pauli string $\sigma^\lambda \in \mathcal{G}_{l-1}$. Imagine a particle on that string hops to a string $\sigma^\mu \in \mathcal{G}_t$. Let us compute at leading order in $tJ$ the probability that it returns to $\mathcal{G}_{l-1}$. Recall

$$\mathcal{M}_t(\lambda) = \{ \nu : \text{diam } \nu = 0 \text{ and } L_{\nu\lambda} \neq 0 \} ;$$

the nontrivial cases are $l-1$, $l$, and $l+1$. In Sec. III B I implicitly argued that

$$\frac{\vert \mathcal{M}_{l-1}(\lambda) \vert}{\vert \mathcal{M}_l(\lambda) \vert} \propto l^{-1}. \quad (A2)$$

At time $t$ the state is (at leading order in $t$)

$$|\psi\rangle = |\lambda\rangle - i t \sum_\nu L_{\nu\lambda} |\nu\rangle. \quad (A3)$$

So the probability that the particle hops to sites in $\mathcal{G}_{l-1}$ and $\mathcal{G}_t$ respectively are

$$P_{l-1} = \sum_{\nu \in \mathcal{M}_{l-1}(\lambda)} |L_{\nu\lambda}|^2 \quad (A4)$$

$$P_{l} = \sum_{\mu \in \mathcal{M}_{l}(\lambda)} |L_{\mu\lambda}|^2. \quad (A5)$$

Since the matrix elements of the Liouvillian are $L_{\mu\nu} \propto J_{\alpha\beta}$ and we take all the $J_{\alpha\beta}$ of comparable magnitude,

$$\frac{P_{l-1}}{P_{l}} \approx \frac{|\mathcal{M}_{l-1}(\lambda)|}{|\mathcal{M}_l(\lambda)|} \propto l^{-1}. \quad (A6)$$

\end{document}
To phrase this in terms of amplitudes rather than probabilities, the propagator to other sites in $\mathcal{G}_{l-1}$ is suppressed by a factor $l^{-1/2}$.

Eq. A6 is only well-justified for short times. For intermediate times hopping from $\mathcal{G}_l$ to $\mathcal{G}_{l+1}$ becomes important. Heuristically, the fact that

$$\frac{n_-}{n_+} \equiv \frac{\left| M_{l-1}(\lambda) \right|}{\left| M_{l+1}(\lambda) \right|} = \alpha, \quad \alpha > 1$$  \hspace{1cm} (A7)

means that the particle, having bounced around in $\mathcal{G}_l$, is more likely to end up in $\mathcal{G}_{l+1}$, or subgraphs of even larger diameter, than in $\mathcal{G}_{l-1}$ (For the Ising model, I found $\alpha = 2$.) One could make this argument more carefully by proceeding by induction. If $\mathcal{G}_{l+1}$ perfectly absorbs particles (at order $l^{-1}$), then $\mathcal{G}_l$ does as well, by arguments like those leading to (A6); one would continue in this way as long as $l \gg 1$.

Rather than making this inductive argument, I resort to numerics. I check that particles which hop from $\mathcal{G}_l$ to $\mathcal{G}_{l+1}$ do not return by measuring certain carefully constructed return probabilities. Choose initial operator $\lambda$ with length $l - 1$. We wish to probe whether a particle that has hopped from $\lambda$ to $\mathcal{G}_l$ will ever return, so modify the graph Hamiltonian $H_{\text{graph}}$ to delete all the connections between $\lambda$ and other operators with diameter $l - 1$ or $l - 2$. The result is a Hamiltonian

$$H'_{\text{graph}} = \sum_{\mu \nu} L'_{\mu \nu} c_{\mu}^\dagger c_{\nu}$$  \hspace{1cm} (A8)

with

$$L'_{\lambda \nu} = L'_{\nu \lambda} = 0, \quad \nu \in \mathcal{G}_{l-2} \cup \mathcal{G}_{l-1}.$$  \hspace{1cm} (A9)

Then measure the probability

$$P_{\text{return}}(t; \lambda) = \sum_{\text{diam} \mu \leq l} \left| \left\langle \mu \right| e^{-iH'_{\text{graph}}t} \left| \lambda \right\rangle \right|^2$$  \hspace{1cm} (A10)

that the particle, having started on site $\lambda$ in this modified graph, has returned to an operator of diameter $d < l_{\text{max}}$ at time $t$. For the sake of uniformity in the connection between $\lambda$ and $\mathcal{G}_{l+1}$ I take $\lambda$ that have nontrivial connections to $\mathcal{G}_{L+1}$ on both ends—that is, supp $\lambda \subseteq \{1, \ldots, l\}$ and $\sigma^{h_1}, \sigma^{h_2} \neq \sigma^0$.

Fig. 15 shows the result of this calculation for all $l = 4$ Pauli strings on systems of varying length $7 \leq L \leq 11$. We see that after an initial drop, the probability $P_{\text{return}}$ that the particle has returned to $\bigcup_{l' \leq l} \mathcal{G}_{l'}$ is exponentially small in system size. To understand this note, the single-particle Hamiltonian $H'_{\text{graph}}$ is presumptively chaotic. So after some time controlled by the diameter of the graph, which is $\sim L$, the particle should be equally likely to be anywhere in the graph. Since $\bigcup_{l' \leq l} \mathcal{G}_{l'}$ is an exponentially small fraction of the Hilbert space, $P_{\text{return}}$ should be exponentially small—as indeed it is.

**Appendix B: Details of two-site toy model**

The quick calculation of the behavior of the two-site toy model in Sec. IV A involved a certain amount of sleight of hand. In this section I give a somewhat more explicit calculation.

Consider a single-particle Hamiltonian

$$H = Vc_a^\dagger c_b + h.c. + H_B$$  \hspace{1cm} (B1)

where $H_B$ consists of single-particle dynamics on site $b$ together with many other sites, as in Fig. 16. Encapsulate the effect of $H_B$ as a self-energy $S_b$ for site $b$, considering only $H_B$:

$$\frac{1}{\omega - S_b(\omega)} = G_{bb}(\omega) \equiv \langle b | \frac{1}{\omega - H_B} | b \rangle.$$  \hspace{1cm} (B2)

Now look at the effect of $H_B$ on site $a$. Consider times short compared with the hopping $V$ between $a$ and $b$, i.e. leading (second) order in $V/\omega$, but long compared with the dynamics of $H_B$. Then

$$G_{aa}(\omega) \equiv \langle a | \left[ \omega - H \right]^{-1} | a \rangle$$

$$= \omega^{-1} \left[ 1 + V^2 \langle b | \left( 1 + H_B/\omega + H_B^2/\omega^2 + \ldots \right) | b \rangle \right] + O(V^2)$$

$$= \omega^{-1} \left[ 1 + \frac{V^2}{\omega - S_b(\omega)} \right] + O(V^2/\omega^2).$$  \hspace{1cm} (B3)

But the self-energy of $a$ is

$$S_a(\omega) = \omega - G_{aa}(\omega)$$  \hspace{1cm} (B4)

$$= \omega - \omega \left[ 1 - \frac{V^2}{\omega - S_b(\omega)} \right] + O(V^2/\omega^2)$$  \hspace{1cm} (B5)

$$= \frac{V^2}{\omega - S_b(\omega)} + O(V^2/\omega^2)$$  \hspace{1cm} (B6)

Since we consider times long compared with the dynamics of $S_b$, we can take

$$S_b = -iV^2/\gamma + \frac{1}{2}\tau\omega^2 + \ldots$$  \hspace{1cm} (B7)

for

$$S_a(\omega) = -iV^2/\gamma + O(V^2/\omega^2) + O(\omega/\gamma)$$  \hspace{1cm} (B8)

as in the main text.

**Appendix C: Simulating the full dynamics**

Benchmarking as in Fig. 12 requires simulations of the full dynamics of the model (3). I compute

$$\text{Tr}[\xi_k; \varepsilon_k(t)]$$
in the full dynamics by computing the average
\[
\text{Tr}[\varepsilon_k | \varepsilon_k(t)] \approx \frac{1}{N_r} \sum_{\alpha = 1}^{N_r} \langle x_\alpha | \varepsilon_k e^{iHt} \varepsilon_k e^{-iHt} | x_\alpha \rangle \quad (C1)
\]
over vectors $|x_\alpha\rangle$ with random complex normal components, using Krylov evolution implemented in $^{54}$. This is essentially the stochastic trace familiar from the kernel polynomial method$^{55-58}$. A more sophisticated Cheby-

Appendix D: Extracting diffusion coefficients

In this appendix I argue that large system sizes $L \gtrsim 20$ offer a window of diffusive dynamics between short-time non-diffusive behavior and the Thouless time.

Diffusion of energy density is described by
\[
\frac{\partial \varepsilon}{\partial t} = D \frac{\partial^2 \varepsilon}{\partial x^2} ;
\]
for a Fourier mode
\[
\varepsilon_k = \sum_{j=1}^{L} \cos(kj) \quad (D2)
\]
this gives
\[
\varepsilon_k(t) = e^{-Dk^2} \varepsilon_k . \quad (D3)
\]
I will ultimately show that the diffusion coefficient is $D \approx 0.3$.

Fig. 17 shows the decay for the longest Fourier mode $k = \frac{2\pi}{L}$ as a function of length (top) and as a function of wavenumber for $L = 20$ (bottom).

Consider first the behavior of the slowest Fourier mode
\[
k = \frac{2\pi}{L} \quad (D4)
\]
as a function of system size (top plot). One expects a characteristic timescale
\[
t_{\text{Th}} = \frac{L^2}{4\pi^2 D} ;
\]
so I rescale time by the diffusion coefficient agnostic factor $\frac{4\pi^2}{L^2}$. For $L \geq 8$ and
\[
t \lessapprox \frac{3L^2 t}{4\pi^2} \lessapprox \frac{t}{L^2 D 4\pi^2} = t_{\text{Th}} \quad (D6)
\]
we see a good scaling collapse, improving as $L$ increases; this indicates that the system is cleanly diffusive before its Thouless time—barring early-time transients, which are obscured by the time rescaling.

Different Fourier modes for a fixed given system size also show a good diffusive scaling collapse, at least for $t \lessapprox t_{\text{Th}}$ (marked by vertical lines) and $k \lessapprox 3 \frac{2\pi}{L}$. These $k$ correspond to length scales $\gtrsim 5$; this is broadly consistent with the $L \gtrsim 8$ indicated by the scaling collapse in system size.

To clearly see the early-time non-diffusive behavior and estimate the diffusion coefficient, write
\[
D(t) = -\frac{t_{\text{Th}}}{t} \log \left( \frac{\text{Tr}[\varepsilon_k(t) \varepsilon_k]}{\text{Tr}[\varepsilon_k(0) \varepsilon_k(0)]} \right) . \quad (D7)
\]
(Note that here $k = 2\pi/L$, hence the appearance of the Thouless time.) Eq. (D3) predicts that this is a con-
FIG. 18. Time-varying estimate of diffusion coefficient as a function of time and system size, with time rescaled by \( \frac{4\pi}{L^2} \) (top) or unrescaled (bottom).

\[ t \lesssim 5, \quad (D8) \]

the system is non-diffusive. For

\[ 1 \lesssim \frac{4\pi}{L^2} t \lesssim 2 \quad (D9) \]

(and \( L \gtrsim 8 \)) \( D(t) \) is close to a constant, indicating that the system is displaying diffusive decay of the Fourier mode in question. I therefore estimate the diffusion coefficient by

\[ D_{\text{est}} = \text{mean} \quad D(t) \quad (D10) \]

and the deviation from strictly diffusive behavior by

\[ \Delta D_{\text{est}} = \max_{1 \lesssim \frac{4\pi}{L^2} t \lesssim 2} D(t) - \min_{1 \lesssim \frac{4\pi}{L^2} t \lesssim 2} D(t) . \quad (D11) \]