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Abstract
Recently, Neural Architecture Search (NAS) methods are introduced and show impressive performance on many benchmarks. Among those NAS studies, Neural Architecture Transformer (NAT) aims to adapt the given neural architecture to improve performance while maintaining computational costs. However, NAT lacks reproducibility and it requires an additional architecture adaptation process before network weight training. In this paper, we propose proxyless neural architecture adaptation that is reproducible and efficient. Our method can be applied to both supervised learning and self-supervised learning. The proposed method shows stable performance on various architectures. Extensive reproducibility experiments on two datasets, i.e., CIFAR-10 and Tiny Imagenet, present that the proposed method definitely outperforms NAT and be applicable to other models and datasets.

Introduction
Traditionally, neural architectures are manually designed by human experts: e.g., VGG, ResNet, and DenseNet. Choosing proper neural architecture for a given dataset and task is important for getting high performance. Recently, architectures selected by Neural Architecture Search (NAS) algorithms achieved state-of-the-art performances on various benchmark datasets. Even though NAS methods show great performance on various tasks and datasets, their prohibitively high computational cost makes NAS methods hard to be applied practically.

To overcome this limitation, many recent works focused on reducing the computational costs of NAS while maintaining the advantage of NAS approaches. Among them, several studies attempted to adapt given architectures for the given dataset and task rather than finding architectures within the vast search space. Neural Architecture Transformer (NAT) (Guo et al. 2019) is one of the representative works on network architecture adaptation. The authors attempted to improve the given architecture so that the performance of the network is improved while maintaining or reducing the computational costs. However, NAT still requires an architecture adaptation stage in addition to the conventional network weight training stage. To make architecture adaptation effective and practical, we need to improve architecture during the network training stage.

Also, NAT has several other limitations. First, the reproducibility of the algorithm is not verified since the authors reported only one result for each model. Second, it can only transform the neural networks with identical cell architectures. Recent NAS works focus on searching macroblock-based architectures that have various cell architectures. However, those architectures cannot be transformed by NAT.

In this paper, we propose an architecture adaptation technique that doesn’t require an additional architecture adaptation stage. Since the proposed method improves architectures during the conventional train stage, it is proxyless and can be easily combined with the existing deep neural network training process. Especially, we examined the effectiveness of the proposed method not only for supervised learning but also self-supervised representation learning.

Our contributions are summarized as:

- We propose a proxyless architecture adaptation algorithm that consecutively improves architecture and train the weights.
- We carried out extensive experiments on both supervised learning and self-supervised learning, and the results show consistent performance improvements.
- The proposed method overcomes the limitation of NAT such as poor reproducibility and limited types for the base architecture.

Related Work
After the NAS is introduced by (Zoph and Le 2017), various kinds of NAS methods have been proposed; reinforcement learning (RL)-based methods (Zoph et al. 2018; Pham et al. 2018; Lee, Kim, and Han 2020), evolutionary algorithm (EA)-based method (Real et al. 2017, 2018), gradient-based (Liu, Simonyan, and Yang 2019; Luo et al. 2018), and others (Brock et al. 2017). Recently, NAT (Guo et al. 2019) proposed the architecture adaptation that optimizes given neural architecture and search space. Unlike traditional NAS methods, NAT only changes the original operations into
none or identity operations. Although NAT showed impressive results in the paper, there are several limitations of the NAT as we claimed in Section 1.

The proposed method can be applied to not only supervised learning but also self-supervised representation learning. Traditionally, self-supervised learning focuses on learning representations from unlabeled data and pre-defined handcrafted tasks (Noroozi and Favaro 2016; Komodakis and Gidaris 2018). Recently suggested contrastive learning enables learning representations without defining specific tasks. Especially, SimCLR (Chen et al. 2020) achieved remarkable performance on various benchmarks with the utilization of effective augmentations on contrastive loss.

**Methodology**

The proposed method adapts the given neural architecture and improves the performance by using gradient-based optimization. After the entire learning process, we directly get the trained network, and there is no need to train a new network from scratch. There are two consecutive stages in the proposed method: the architecture train stage and the network train stage. In the architecture train stage, both the architecture parameters and network parameters are trained. After the architecture train stage, only network parameters are trained. The overall processes of the proposed method for both supervised learning and self-supervised learning are shown in Figure 1.

**Differentiable architecture parameters**

To adapt the given neural architecture, we use differentiable architecture parameters and gradient-based learning. The architecture parameters $\theta$ is defined in the network architecture graph. Each edge in the network architecture graph contains original operation, identity operation, and none operation. Computation of each edge is carried out based on the architecture parameters:

$$o_e(x) = \theta_{e,\text{none}} \cdot Z + \theta_{e,\text{id}} \cdot x + \theta_{e,\text{same}} \cdot o(x),$$  \hspace{1cm} (1)

where $x$ means input, $o_e(x)$ means output of the edge, $Z$ means zero tensor, $o(x)$ means original operation of the edge, $\theta_{e,\text{none}}$ means the weight of the none operation of the edge, $\theta_{e,\text{id}}$ means the weight of the identity operation of the edge, and $\theta_{e,\text{same}}$ means the weight of the original operation of the edge. We set initial $\theta_{\text{none}}$ and $\theta_{\text{id}}$ as zero, and $\theta_{\text{same}}$ as one. Therefore, the initialized network works the same as the original architecture.

**Architecture train stage**

After the network is initialized, the architecture train stage begins to adapt the neural architecture for the given dataset and task. In this stage, both the network weight parameters $\omega$ and the architecture parameters $\theta$ are trained alternately. For every input mini-batches, $\omega$ is trained first, and $\theta$ is trained after the update of $\omega$. Note that the proposed method doesn’t require any separated dataset for architecture optimization, and the network can utilize a full dataset to train its weights $\omega$. The architecture train stage is carried out for the pre-defined epochs.
When the architecture train stage is finished, architecture is transformed based on the trained $\theta$. For each edge, the operation that has the highest weight in $\theta$ is selected to construct the final architecture. In the example of Figure 1, two edges maintain the original operations, one edge changed its operation into identity, and one edge is removed because none operation is selected.

**Network train stage**

The architecture trained at the previous stage is fixed, and none operation is selected. The operation is transformed based on the trained $\theta$, which is selected to construct the final architecture. In the example of Figure 1, two edges maintain the original operations, one edge changed its operation into identity, and one edge is removed because none operation is selected.

**Supervised learning and self-supervised learning**

The proposed method can be applied to both supervised learning and self-supervised learning. The objective of the proposed method can be formulated as:

$$\min_{\theta} \mathcal{L}(w^*(\theta), \theta)$$

$$s.t. \quad w^*(\theta) = \arg \min_w \mathcal{L}(w, \theta),$$

where $\theta$ denotes the architecture parameter, $w$ is the weight of the network, $\mathcal{L}(\cdot)$ is the loss function.

In case of the supervised learning, we used the cross-entropy loss which uses data and labels to calculate the loss. In self-supervised learning experiments, we utilized SimCLR (Chen et al. 2020) objective which uses two different augmented views of images to calculate the loss.

**Experiments**

We carried out extensive experiments to verify the performance and the reproducibility of comparison methods. In the experiments, various models are trained on CIFAR-10 and Tiny Imagenet.

**Data and Experiment Setting**

**Supervised Learning** CIFAR-10 dataset consists of 50,000 train images and 10,000 test images with ten classes. The size of images is $32 \times 32$, and images have RGB color channels. Tiny Imagenet dataset has 100,000 train images and 10,000 test images with 200 classes. The input size of Tiny Imagenet dataset is $64 \times 64$, and all images are RGB color images.

We experimented with various models on CIFAR-10 and Tiny Imagenet dataset. These models include ResNet20, MobileNet V2, DARTS, and ProxylessNAS. For each dataset, we used 300 epochs to train the models.

**Self-Supervised Learning** We conducted experiments with CIFAR-10 dataset to compare performances of original architectures and architectures adapted by the proposed method on self-supervised learning. The objective of self-supervised learning is to learn a representation which maximizes the mutual information between augmented views of the same image. We used 0.025 learning rate, 600 epoch, and Stochastic Gradient Descent(SGD) optimizer as the same hyper-parameters to all models and methods. Exceptionally, we applied 300 epochs to MobileNet V2 and DARTS on Tiny Imagenet dataset, and utilized cut-out for NAS models such as DARTS and ProxylessNAS.

We tested five times with different random seeds for each experiment to get the right performance and verify the reproducibility of comparison algorithms. Therefore, we report the average accuracy and standard deviation of each method and each model. The total cost of NAT was calculated by adding GPU hours of the architecture transformation stage and network train stage, and the cost of our algorithms was computed by just measuring the cost of the whole training process.

**Table 1:** Comparison of Average Accuracy, Standard Deviation and Total Cost between original, NAT and Ours on CIFAR-10.

| Model       | Method   | Avg Acc (%) | Std (%) | Total Cost (GPU hours) |
|-------------|----------|-------------|---------|------------------------|
| ResNet20    | Original | 91.66       | 0.16    | 8                      |
|             | NAT      | 55.78       | 42.34   | 14                     |
|             | Ours(Cell) | 93.29       | 0.11    | 11.2                   |
|             | Ours(Full) | 93.12       | 0.12    | 8.7                    |
| MobileNet V2 | Original | 93.91       | 0.12    | 20.5                   |
|             | NAT      | 91.97       | 5.10    | 27.8                   |
|             | Ours(Cell) | 95.02       | 0.31    | 24.8                   |
|             | Ours(Full) | 94.93       | 0.13    | 22.1                   |
| DARTS       | Original | 96.75       | 0.11    | 38.3                   |
|             | NAT      | 96.95       | 0.09    | 47                     |
|             | Ours(Cell) | 96.97       | 0.15    | 45                     |
|             | Ours(Full) | 96.82       | 0.13    | 41.1                   |
| ProxylessNAS | Original | 94.19       | 1.08    | 15.3                   |
|             | NAT      | -           | -       | -                      |
|             | Ours(Full) | 95.09       | 0.23    | 19.8                   |

**Table 2:** Reproducibility of original, NAT and Ours with different random seeds on CIFAR-10.

| Model       | Method   | Random Seed (1) | (2) | (3) | (4) | (5) |
|-------------|----------|-----------------|-----|-----|-----|-----|
| ResNet20    | Original | 91.74           | 91.74 | 91.65 | 91.76 | 91.39 |
|             | NAT      | 10              | 75.14 | 91.05 | 10   | 92.68 |
|             | Ours(Cell) | 93.21           | 93.34 | 93.4  | 93.15 | 93.37 |
|             | Ours(Full) | 93.07           | 93.26 | 93.22 | 93.06 | 92.97 |
| MobileNet V2 | Original | 93.91           | 94.04 | 93.95 | 93.95 | 93.72 |
|             | NAT      | 83.36           | 95.13 | 94.95 | 91.18 | 95.21 |
|             | Ours(Cell) | 94.57           | 94.97 | 95.41 | 94.97 | 95.18 |
|             | Ours(Full) | 95.13           | 94.81 | 94.85 | 95   | 94.85 |

Descent(SGD) optimizer as the same hyper-parameters to all models and methods. Exceptionally, we applied 300 epochs to MobileNet V2 and DARTS on Tiny Imagenet dataset, and utilized cut-out for NAS models such as DARTS and ProxylessNAS.
we adopted 24 cells instead of 9 cells to DARTS architecture. As a result, the size of the parameters was 24.6±0.1 for self-supervised learning and the dimensions of the channels were adjusted to match the parameters. We used a temperature of 0.5, k of 200, epochs of 500, and 0.001 learning rate with Adam optimizer from SimCLR (Chen et al. 2020) basic training settings. In all experiments, we maintained proxyless feature of the proposed method, which means we carried out the architecture search and learning the weights all at once.

**Results on Supervised Learning**

The results of Table 1 have average accuracy, standard deviation, and total cost by various methods with different models on CIFAR-10 dataset. We trained and inferred five times to get average accuracy and standard deviation. As shown in Table 1, the results of NAT is unstable in the case of manually designed models. The results of our algorithms have better average accuracy and standard deviation than original and NAT in all cases. Moreover, the total computational cost is lower than NAT. Note that NAT cannot transform the architecture of ProxylessNAS, since it has various cell architectures in the network. However, the proposed method successfully improves the performance of ProxylessNAS architecture.

Table 2 shows the reproducibility of various methods with different random seeds on CIFAR-10 dataset. Only one result is presented for each model in NAT paper. Therefore we experimented five times to get the right performance. In the case of Resnet20 experiments, the results of seed 1 and 4 of NAT are caused by transforming identity edges into none operation. Transformed Resnet20 architectures of seed 1 are presented in Figure 2. Changed edges are notated as red colors. As shown in Figure 2(b), NAT transformed all edges to node 5 into none operation. Therefore, zero tensors are passed to the next layer.

Regarding the result of Mobilenet V2 experiments, the performance of NAT is degraded when it transforms convolution operation into identity operation. Figure 3 shows the transformed Mobilenet V2 architectures of seed 1. Additionally, we represent the transformed DARTS normal cell architecture of our algorithm in Figure 4. There is no change in the edges of the reduction cell.

Table 3 shows the results of various methods with different models on Tiny Imagenet dataset. The results of this table describe that both our algorithms have better average accuracy and standard deviation than the original method upon all models.

**Results on Self-Supervised Learning**

The results reported in Table 4 is evaluated by k-nearest neighbor (KNN) during the representation learning. Therefore, it may not be better than the performance of linear evaluation reported in (Chen et al. 2020) but we evaluated all architectures fair conditions. According to the results of Ta-
Table 4: Comparison Accuracy between original and Ours on Self-Supervised Learning.

| DataSet | Model | Method | Accuracy (%) |
|---------|-------|--------|-------------|
| CIFAR-10 | Resnet50 | Original | 82.39 |
| CIFAR-10 | Ours | 86.8 |
| DARTS | Original | 88.56 |
| DARTS | Ours | 89.04 |

Table 4, the proposed method outperforms the basic architecture of ResNet50 and DARTS even with similar parameter sizes.

In ResNet50, three operations were changed from none to skip-connection compared to the original architecture. And in DARTS, skip-connection was changed to none in only two places in the reduce cell, resulting in little difference in the size of parameters compared to the cases of supervised learning. This is due to the fact that self-supervised learning starves a lot of parameters than supervised learning.

**Conclusion**

We proposed a novel gradient-based neural architecture adaptation algorithm that is reproducible and effective for architecture improvement. Thanks to the differentiable architecture parameters, our algorithm can train both the architecture and the network at once. The results of the experiments demonstrate that the proposed algorithm has high reproducibility and stably improves the performance of various models on various datasets. Moreover, the proposed method can be applied to both supervised learning and self-supervised learning and achieve performance improvement on both learning schemes.
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