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Abstract—Lane detection is an integral part of control systems in autonomous vehicles and lane departure warning systems as lanes are a key component of the operating environment for road vehicles. In a previous paper, a robust neural network output enhancement for active lane detection (RONELD) method using deep learning lane detection models to improve active, or ego, lane accuracy performance was presented. This paper extends the work by further investigating the lane tracking methods used to increase robustness of the method to lane changes and different lane dimensions (e.g., lane marking thickness) and proposes an improved, lighter weight lane detection method, RONELDv2. It improves on the previous RONELD method by detecting the lane point variance, merging lanes to find a more accurate set of lane parameters, and using an exponential moving average method to calculate more robust lane weights. Experiments using the proposed improvements show a consistent increase in lane detection accuracy results across different datasets and deep learning models, as well as a decrease in computational complexity observed via an up to two-fold decrease in runtime, which enhances its suitability for real-time use on autonomous vehicles and lane departure warning systems.

Index Terms—lane tracking, lane detection, autonomous driving

I. INTRODUCTION

Lane detection research has seen increased interest in recent years due to its importance in autonomous vehicles and advanced driver assistance systems (ADAS). Lane markings, in particular active or ego lane markings, serve as important markers that indicate the road lane the vehicle is currently traversing on and can be used to constrain the maneuver of the vehicle on public roads. This prevents collisions with other road users and provides the vehicle with a better understanding of its surroundings.

To detect these lane markings, there has been much research on using different methods such as using cameras and light detection and ranging (LiDAR) sensors [1]. Camera-based lane detection has been a popular method due to the disadvantages of other lane detection methods, such as the high cost of LiDAR sensors [2]. It also more closely mimics how humans detect lanes using visual cues and has been increasing performance with the use of deep learning lane detection models, which further enhances its attractiveness for lane detection on vehicles. However, despite these advantages and recent improvements, vision-based lane detection faces significant challenges due to complicated driving scenarios with heavy traffic that occludes lane markings, poor weather conditions that blur important contours, as well as shadows and other road markings that could be easily mistaken for lane markings, etc. However, lane detection also necessitates a real-time, lightweight solution that can be placed on edge devices in autonomous vehicles while being able to respond rapidly to changes in the dynamic and high-speed driving environment.

While recent state-of-the-art lane detection methods have adopted new innovations, such as the attention mechanism [3] and in particular the self-attention mechanism [4], [5], to address some of these concerns, it is observed that many of these models still face difficulty adapting to datasets that differ significantly from their train sets. This covariate shift arising from the different distribution of train and test set data can be attributed to reasons such as varying road surface conditions and different lane markings. This is a cause for concern as autonomous vehicles must be equipped to respond to different driving environments and scenarios that might not have been presented in their train sets, hence a more robust method is required to improve lane detection results in such scenarios.

In our previous paper, we introduced the RONELD method [6] which aimed to improve lane detection results by enhancing the outputs of deep learning lane detection models through a four-part process involving adaptive lane point extraction, curved lane detection, lane construction, and lane tracking using preceding frames. In this paper, we further investigate the lane tracking step of the method and focus on observed rooms for improvement on the RONELD method’s lane tracking step, such as the inability of RONELD to rapidly adapt to lane markings that appeared later on in the video feed if the original lane markings are still present in the frame and the constant distance relative to the frame width used to match lanes between frames which does not adjust for new lane marking thickness on different roads. We aim to further improve the ability of RONELD to obtain accurate detected active lanes, while remaining robust to changes in the road condition and driving environment.

To this end, we introduce RONELDv2, which incorporates the use of lane point variance, lane merging, and an exponentially weighted moving average method to compute weights in order to strive for a more robust and lightweight solution which further improves on the RONELD method and increases its suitability for real-time use on autonomous vehicles and ADAS. To verify the usefulness of our proposed changes to the method, we test the proposed changes on the TuSimple [7] and CULane [8] datasets and compare accuracy results with those achieved in [6] as well as the two state-of-the-art models used in the RONELD paper, namely SCNN [8] and ENet-
SAD [5]. Our experiments demonstrate the effectiveness of the changes, with increased accuracy results above those achieved by RONELD and an up to two-fold decrease in the runtime compared to an optimized version of RONELD. We present two simple before and after comparisons of applying RONELDv2 onto the CULane and TuSimple test set images in Fig. 1.

We organize the rest of our paper as follows. Section II discusses related work on camera-based lane detection. Section III explains our proposed method in three parts: Lane point variance, weighing tracked lanes, and lane merging. Section IV provides empirical evidence of the usefulness of our method, and section V concludes our work.

II. RELATED WORK

A. Traditional lane detection

A common process workflow for traditional lane detection algorithms utilizes a three-step process: pre-processing, lane detection, and lane tracking. To pre-process the images, multiple methods have been used such as edge detection algorithms (e.g. Canny edge detector and Sobel operator), adaptive thresholding, and inverse perspective mapping [9]. For the lane detection step, there is a reliance on hand-crafted features, such as color-based features [10], steerable filters [11], Hough transform [12], [13], random sample consensus (RANSAC) [14], [15], and ridge features [16], [17]. Many traditional lane detection algorithms apply some combination of these hand-crafted features in a lane detection step on the pre-processed road image, before applying a final tracking step. For the final tracking step, some algorithms utilize tracking algorithms, with particle [18] or Kalman [14] filter being a popular choice in the literature, to reduce noise in the lane marking outputs and obtain more accurate lane estimates from the noisy input data. While these methods are able to achieve good performance on datasets with certain characteristics such as good weather, straight lanes, clear road markings, etc., they generally lack robustness and fail to perform well on images that do not follow underlying assumptions, which restricts possible driving environments and conditions out of the many diverse driving conditions that autonomous vehicles would have to encounter while in use. This could include road images with heavy traffic which obstructs a clear view of the lane marking or poor weather conditions, which significantly reduce the performance of these traditional lane detection methods.

B. Deep learning lane detection

Kim et al. introduced a convolutional neural network (CNN) method combined with RANSAC to detect lanes in complicated road scenes [19]. Following that, a dual-view convolutional neural network (DVCNN) method [20] was proposed by He et al. which uses front-view and top-view images simultaneously to improve lane detection precision by eliminating false detections arising from moving vehicles, arrows, words, etc. Recently, end-to-end deep learning models [21]–[25] have seen an increase in popularity in lane detection research after achieving state-of-the-art results on other computer vision tasks [24]–[26] and with greater availability of large-scale lane detection datasets [7], [8], [27]. One common approach to address the lane detection problem has been treating it as a semantic segmentation task and using CNNs to formulate dense predictions for the road image, i.e. predict whether each pixel in the road image is a part of a lane marking [5], [8], [20]. Lee et al. proposed a vanishing point guided network (VPGNet) [28], a multi-task network looking at road and lane markings as well as the vanishing point to improve lane detection under adverse weather conditions. Later on, Pan et al. proposed a Spatial CNN (SCNN) [8] method which enabled message passing between pixels across rows and columns of an image and won 1st place in the TuSimple Benchmark Lane Detection Challenge. Subsequently, Hou et al. proposed a self-attention distillation (SAD) [5] method which showed compelling results when combined with the lightweight ENet [29], ResNet-18 [25], and ResNet-32 [25] models, while running 10 times faster than SCNN for the SAD incorporated ENet model. More recently, Qin et al. [21] introduced a method which treats the lane detection process as a row-based selection problem using global features, achieving compelling results with the ResNet-34 model on the CULane [8] dataset while running around 23 times faster than SCNN. Other methods have also approached the lane detection problem as an instance segmentation task [30], [31] or model lanes in three dimensions [23], the latter which has achieved competitive results even on the TuSimple dataset [7], an image-only lane detection dataset. Some Generative Adversarial Networks (GANs) [32] have also been recently introduced to address the lane detection problem [33], [34], where the network benefits from seeing both real and generated fake predictions at the same time to improve lane detection results.

While the aforementioned methods have shown great promise in addressing the lane detection problem in a greater range of driving scenarios, they still face significant challenges adapting to lane images that are from a different distribution than their test set (e.g. different traffic density, lane markings,
or road surface conditions). To illustrate this issue, we have included probability maps from the cross-dataset validation of CULane-trained models on the TuSimple dataset in Fig. 2. There have been some methods using different techniques to enhance the performance of these models such as the use of an additional vanishing point prediction task added to guide VPGNet under adverse weather conditions, but they are usually paired for use with specific models or lack robustness.

III. PROPOSED METHOD

We explain our proposed method in this section. We build our contributions on top of the RONELD method, specifically focusing on improving the lane tracking portion of the method by making better use of information inherent in lane detection outputs from the deep learning models in previous frames.

A. Lane point variance

To enhance robustness to different lane marking thickness and different abilities of lane detection models to localize the lane marking, our method calculates the standard deviation of lane point positions from the output probability map of the deep learning model. To do this, we model the confidence values around the detected lane point as a normal distribution populated by points lying along the normal to the gradient of the proposed lane marking based on lane points detected by the RONELD method. This is achieved by using

$$c(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{x - \mu}{\sigma} \right)^2},$$

where $c(x)$ is the confidence of the point at $x$ based on Fig. 3, $\mu$ is the mean of the distribution which in this case is the position of the detected lane point, and $\sigma$ is the standard deviation of the lane point position which we are searching for. These confidence markings are derived from the semantic segmentation output of the lane detection models. The detected lane point, which is the highest confidence point in the search area from the RONELD method, occurs at $x = \hat{\mu}$, where $\hat{\mu} = \arg\max_x c(x)$. If another point along the normal is found with a higher confidence, we would use that point as the detected lane point instead. Based on this model, $c(x) = e^{-\frac{1}{2} c_d}$ when $x = \mu \pm \sigma$, which our method uses to find $\sigma$ by finding the shortest distance to a point with confidence $c(x) \leq e^{-\frac{1}{2} c_d}$, where $c_d$ is the confidence of the relevant detected lane point, along the normal to the gradient of the lane. We do this for both the left and right side of the point and take the average of the two distances as the standard deviation $\sigma$ of that point, with the lane point variance as $\sigma^2$. We use the root mean square (RMS) of the standard deviation of the lane points in a lane to determine the standard deviation for the lane as a whole, which we use subsequently for our method.

We use this when determining if a lane from a previous frame and a lane in the current frame are the same lane. Similar to RONELD, we calculate the RMS distance between the lanes. However, unlike RONELD which uses a fixed distance threshold based on image width to determine if lanes in previous and current frames should be matched, we set the threshold based on the standard deviation of the lane points instead, which allows our method to adjust for thicker lane markings that likely have greater variance in their lane points since more points fall within the lane width, or lanes that are detected with greater positional uncertainty by the deep learning model as seen in Fig. 4. This is critical as the lane points of these lanes are likely to see greater shift in their proposed location from frame to frame, leading to greater uncertainty in the lane parameters and hence greater distance despite being the same lane.

We also include the lane point variance information in the weights matrix for weighted ordinary least squares linear regression used in RONELD to determine the gradient and y-intercept for straight lanes,

$$C = \begin{pmatrix}
\frac{c_1}{\sigma^2} & 0 & \ldots & 0 \\
0 & \frac{c_2}{\sigma^2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \frac{c_m}{\sigma^2}
\end{pmatrix},$$

where $c_i$ is the confidence of the $i$-th detected lane point, and $m$ is the number of detected lane points. This is in contrast to the weights matrix used in RONELD which consisted solely of the confidence of the lane points as their respective weights. By taking into account the variance of the lane points in addition to the confidence values when computing the weight matrix for the weighted ordinary least squares linear regression.
Fig. 4. Comparison of a (a) well-detected and defined lane marking and (b) less well-detected and defined lane marking. The blue points represent the detected lane points, the green line represents the weighted ordinary least squares regression line for the points and the red line indicates the normal to the regression line between the two points. \( \mu - \sigma \) and \( \mu + \sigma \), used in the calculation of \( \sigma \) for each detected lane point.

step, our method adjusts for points that have greater positional uncertainty, represented by a higher lane point variance and lower confidence values. This further reduces the problem of heteroskedasticity due to differences in variance of lane points arising from factors such as the accuracy of the model on the dataset and different lane marking thickness.

B. Weighing tracked lanes

After matching the two lanes together based on the line distance with a threshold based on \( \sigma \), we assign weights to each lane and the lanes with the highest weight in the left and right half of the frame are identified as the final lane marking outputs. In RONELDv2, we propose an exponentially weighted moving average (EWMA) method to replace RONELD’s linear weight increment method. The benefits of this new method are two-fold. Firstly, it increases the robustness of the system to new lanes by limiting the relative weight of old lanes compared to new lanes, where old lanes are lanes that have appeared in many consecutive frames while new lanes are lanes that have appeared in comparatively fewer frames. Secondly, by reducing the ratio of lane weights between old and new lanes, it allows for old lanes that are not detected in the current frame to be cleared from the cache of previous lanes more rapidly, reducing processing times needed to process the cache of previous lanes.

We calculate a current weight, \( \omega_f \), for the lane in the current frame \( f \) using

\[
\omega_f = \psi \omega_f N_f, \tag{3}
\]

where \( \psi \) is the weight increment factor which is higher for identified potential active lane markings and lower for nonactive lane markings, \( c_f \) is the RMS confidence of detected lane points, and \( N_f \) is the number of lane points in frame \( f \). This is similar to the weight increment used in RONELD.

Using the \( \omega_f \) of the lane in frame \( f \) and the EWMA weight of the lane in preceding frames, we then calculate the current EWMA lane weight, \( \Omega_f \), which we obtain using

\[
\Omega_f = \alpha \omega_f + (1 - \alpha) \Omega_{f-1}, \tag{4}
\]

where \( \alpha \) is a smoothing coefficient that represents the weight placed on the current frame when computing the EWMA weight. We use \( \Omega_f \) as the final lane weight when determining the final lane marking outputs. The function can be seen as a piecewise function changing at each integer \( f \) value (with \( \omega_f \) changing at each integer \( f \) as well) and with the gradient at each point calculated as

\[
\frac{d\Omega}{df} = \alpha(\omega_f - \Omega). \tag{5}
\]

We set \( \alpha = 0.5 \) in this paper to place equal weight between the current lane weight and the previous EWMA lane weight. We use the EWMA function without bias correction to provide a weight advantage for lanes that have appeared in comparatively more frames. By using an EWMA function, it reduces the total weight of the lanes and imposes \( \max(\omega_f) \) as an upper bound on the weight of the lane and thereby limiting the weight of lanes despite appearing in many preceding frames. This reduces the weight of old lanes more rapidly and allows new lanes to quickly supersede old lanes while simultaneously allowing us to remove the old lanes from the stored cache of previous lanes, thereby reducing the processing required to handle these lanes as well. Assuming a constant lane weight \( \omega_f \) in each frame, this can also be modelled as a geometric sequence where

\[
\Omega_f = \omega[1 - (1 - \alpha)^n], \quad \gamma = \omega_f, \tag{6}
\]

where \( n \) is the number of frames that lane has appeared in. The benefits of this EWMA function can also be seen through an example in Fig. 5 using lanes with constant weights. In the example, the higher-weighted lane with constant weight 1.5 appears in frame 3 and overtakes the lower-weighted lane with constant weight 1 more rapidly, in frame 4 instead of frame 6, while converging towards the weight of the lane in each frame.

C. Lane merging

To further enhance the ability of our method to adjust to noise in the lane detection model’s semantic segmentation output, we use lane merging to obtain current lane parameters from the current and previous frames. As a pre-processing step, we convert the lane parameters obtained from the weighted least squares linear regression to Hesse’s normal form with the line parameters \((r, \theta)\), where \( r \) is the length of
TABLE I
BASIC INFORMATION OF DATASETS (TU SIMPLE AND CULANE) USED IN OUR EXPERIMENTS.

| Dataset   | # Total | # Test  | # Test Labelled | Resolution | Environment | Traffic Density |
|-----------|---------|---------|-----------------|------------|-------------|----------------|
| TuSimple  | 6,408   | 55,640  | 2,782           | 1280×720   | Highway     | Low            |
| CULane    | 133,235 | 34,680  | 34,680          | 1640×590   | Urban, rural, highway | Varies        |

Fig. 6. Illustration of \((r, \theta)\) lane parameters used in lane merge step

the perpendicular from the origin to the line and \(\theta\) is the angle between that perpendicular and the \(x\)-axis. An illustration of the lane parameters is provided in Fig. 6. We use this form as it prevents a line with a large gradient from dominating the lane parameters when merging the lane parameters together. As an example, a vertical line has a gradient tending to infinity, and hence the weighted average lane would adopt a gradient tending to infinity as well, regardless of the gradient of the other lane being measured.

Using these lane parameters, we implement a lane merging method that calculates the lane parameters in the current frame by weighing the lane parameters from the previous and current frame with \(\omega_f \sigma_f^{-1}\) and \(\omega_f \sigma_f^{-1}\) as the weights respectively. Using these weights, the proportion of the current lane parameters contributed by the lane in the current frame, \(\zeta_f\), is equal to

\[
\zeta_f = \frac{\omega_f \sigma_f^{-1}}{\omega_f \sigma_f^{-1} + \Omega_{f-1} \sigma_f^{-1}}. (7)
\]

Using these weights, we can obtain the predicted lane parameters for the current frame, \((r_f, \theta_f)\), from the detected lane parameters, \((\hat{r}_f, \hat{\theta}_f)\) and lane parameters from previous frame, \((r_{f-1}, \theta_{f-1})\) through

\[
\begin{pmatrix}
    r_f \\
    \theta_f
\end{pmatrix} = \begin{pmatrix}
    \hat{r}_f & r_{f-1} \\
    \hat{\theta}_f & \theta_{f-1}
\end{pmatrix} \begin{pmatrix}
    \zeta_f \\
    1 - \zeta_f
\end{pmatrix} (8)
\]

which allows us to use lane information over multiple frames to deduce more accurate parameters for the lane in the current frame, similar to other estimation algorithms such as the Kalman filter but without prior assumptions on the distribution of process or observation noise, hence allowing the method to remain a turnkey solution that can be easily added to deep learning models for new datasets without fitting new parameters.

IV. EXPERIMENTS

To verify the usefulness of our proposed changes to RONELD and to check the accuracy results of our proposed method, we run experiments on the test sets of two popular lane detection datasets in the literature, namely TuSimple [7] and CULane [8], which were also used in RONELD [6].

A. Dataset details

Table I summarizes the details of the two datasets and Fig. 7 shows some sample frames from the datasets. Comparing the datasets, CULane is generally a more complicated dataset with a variety of road conditions and traffic densities, which present challenges due to wider variety of road image contexts and more challenging driving scenarios (e.g. night scenes with poor lighting conditions and occlusions of lane markings by other vehicles). In contrast, TuSimple is a rather simple dataset consisting primarily of highway roads in fair weather conditions with low traffic density, albeit containing some variability in road surface color and conditions. TuSimple also has ground truths labelled on the last frame of each twenty-frame clip, which provides preceding frames for our lane tracking method and RONELD to use before making predictions on a labelled image. On the other hand, CULane provides ground truths on all road images within the dataset.

B. Evaluation metric

To identify true positive (TP) predicted lane markings, we use the intersection over union (IoU) between ground truth and predicted lane markings, similar to [5], [6], [8]. This method sets the line width of the ground truth lane markings and

Fig. 7. Sample images from the (a) CULane and (b) TuSimple test sets. Ground truth active lane markings are highlighted in blue.
predicted lane markings as 16 and 30 pixels respectively. We use these line widths for output probability maps with widths of 800 pixels and scale them accordingly for different output probability map sizes for uniform comparison across models. Lane predictions with IoU values above a certain threshold are marked as TP lanes for that threshold. We then calculate the accuracy of each model for each threshold value using

\[
\text{accuracy} = \frac{N_{TP}}{N_{gt}},
\]

where \(N_{TP}\) is the number of TP lanes for a particular IoU threshold value and \(N_{gt}\) is the number of ground truth lane markings. We record the accuracy at IoU threshold values between 0.3 and 0.5 (inclusive) at 0.1 intervals. We apply this evaluation metric consistently across our experiments for a uniform comparison across the original dataset and cross-dataset validation tests.

C. Implementation details

For our experiments we exploit two state-of-the-art lane detection models, SCNN [8] and ENet-SAD [5]. We use their probability map outputs with our method for comparison with the RONELD [6] method and the original models. We used models that are pre-trained on the CULane dataset, with no images from the TuSimple dataset as we use the TuSimple dataset for our cross-dataset validation tests to determine the performance of the methods on unseen datasets. We select the CULane model as the train dataset and TuSimple as the cross-dataset as CULane is a more complicated dataset and should ideally be generalizable to the TuSimple test set given its greater complexity and wider variety of driving scenarios.

We use the CULane-trained models to generate probability map outputs on the lane images from the CULane and TuSimple test sets and use the method outlined in [5], [6], [8] to generate lane marking predictions for the SCNN and ENet-SAD models respectively. For the SCNN+RONELD, ENet-SAD+RONELD, SCNN+RONELDv2, and ENet-SAD+RONELDv2 methods, we run the corresponding method on the probability map outputs of the respective models to generate lane marking predictions. We compare the lane marking predictions with the ground truth lane marking provided with the datasets to calculate the accuracy performance of the methods which we list in Tables II and III and display using graphs in Fig. 8.

D. Results

1) Accuracy performance: We generally see an increase in the accuracy performance using our proposed method beyond those achieved by RONELD. In particular, we see a greater increase in accuracy performance on the TuSimple cross-dataset validation test and at higher IoU thresholds as well, increasing from 0.549 to 0.580 at the highest 0.5 IoU threshold using SCNN on the TuSimple test set. This greater improvement in performance at higher IoU thresholds and on the TuSimple test set can generally be explained by the ability of RONELDv2 to refine the lane parameters using its improved use of preceding frame information. RONELDv2 was able to detect these more accurate lane parameters through the use of its lane merging step and lane point variance information to improve on the lanes detected by the original RONELD method, however these two steps in particular are unable to make changes to lanes which are far apart and hence not matched together. As a result, these steps help RONELDv2 detect lanes which better meet the higher IoU thresholds but have a less significant impact on poorly detected lanes that are far from the ground truths and hence do not match together. As a result, these steps help RONELDv2 detect lanes which better meet the higher IoU thresholds but have a less significant impact on poorly detected lanes that are far from the ground truths and hence do not meet even the lowest 0.3 IoU threshold. RONELDv2 also had a more significant improvement in accuracy performance on the TuSimple dataset due to the greater reliance on preceding frame information to obtain accurate lane information on this dataset, where RONELDv2 is able to make better use of this preceding frame information. This can be seen by the relatively low initial performance of the deep learning lane detection models on the TuSimple cross-dataset validation test and in our
TABLE II
Comparative accuracy results and recorded runtimes using different lane tracking methods presented together with the SCNN and ENet-SAD lane detection models in [5], [8] respectively, separately in RONELD [6], and this paper on the CULane test set. The highest accuracy measure on each model at each IoU threshold and lowest runtime is presented in bold.

| Model: IoU Threshold | SCNN | ENet-SAD |
|----------------------|-------|----------|
|                      | Original | RONELD | RONELDv2 (Ours) | Original | RONELD | RONELDv2 (Ours) |
| 0.3                  | 0.812 | 0.826 | **0.832** | 0.823 | 0.832 | **0.835** |
| 0.4                  | 0.762 | 0.789 | **0.797** | 0.778 | 0.799 | **0.804** |
| 0.5                  | 0.629 | 0.703 | **0.714** | 0.655 | 0.729 | **0.737** |

Runtime (ms): - 2.82 (5.68*) 1.48 - 3.59 (6.29*) 2.16

*: original RONELD implementation from [6] using a different CPU (Intel Core i9-9900K)

TABLE III
Comparative accuracy results and recorded runtimes using different lane tracking methods presented together with the SCNN and ENet-SAD lane detection models in [5], [8] respectively, separately in RONELD [6], and this paper on the TuSimple test set, which is a cross-dataset validation using CULane-trained models. The highest accuracy measure on each model at each IoU threshold and lowest runtime is presented in bold.

| Model: IoU Threshold | SCNN | ENet-SAD |
|----------------------|-------|----------|
|                      | Original | RONELD | RONELDv2 (Ours) | Original | RONELD | RONELDv2 (Ours) |
| 0.3                  | 0.625 | 0.869 | **0.879** | 0.608 | 0.825 | **0.845** |
| 0.4                  | 0.470 | 0.796 | **0.815** | 0.502 | 0.753 | **0.770** |
| 0.5                  | 0.238 | 0.549 | **0.580** | 0.341 | 0.530 | **0.552** |

Runtime (ms): - 2.07 (2.80*) 1.00 - 2.76 (3.55*) 1.57

*: original RONELD implementation from [6] using a different CPU (Intel Core i9-9900K)

ablation studies on the effectiveness of RONELDv2 methods.

2) Runtime: To test the runtime for our proposed method, we recorded the mean runtime of the method on all images on the dataset using a single Ryzen 7 4800H CPU. We record runtime of our method in Tables II and III together with the runtimes from [6] for comparison. In our experiments, we implemented some additional optimizations on the RONELD method which led to a lower runtime using the RONELD method despite the slower CPU (mean runtime for the SCNN CULane dataset was 5.68ms for Intel Core i9-9900K [6] and 7.30ms for Ryzen 7 4800H using the same original implementation of RONELD), which we recorded for RONELD as well. These additional optimizations include better use of just-in-time compilation and a closed form expression for the integral in the calculation of the lane distance instead of using numerical integration methods for calculating the distance between the predicted straight lanes. From our experiments, when comparing between RONELD and RONELDv2 methods that use the new optimization, it is observed that there is an up to two fold decrease in the runtime for RONELDv2 when compared with RONELD. This can be attributed to the improved weight system used in our new method which reduces the maximum weight of stored lanes. This lower maximum weight allows these lanes to be cleared more rapidly from the stored cache of previous lanes that current lanes are compared to when searching for the matching previous lane, thereby reducing the amount of processing needed for the lane merging and tracking steps of our method. The greater absolute decrease in the runtime on the CULane dataset *vis a vis* the TuSimple dataset can be attributed to the greater number of lanes detected on the CULane dataset as the models used were trained on the CULane train set. Comparing the runtimes on the SCNN and ENet-SAD models, the difference in runtime can be attributed to the different sizes of the probability map outputs from the model, with the ENet-SAD model used outputting a 976 × 351 probability map while the SCNN model used outputs a 800 × 288 probability map. Rescaling the ENet-SAD model output probability map to size 800 × 288 results in a runtime of 1.62ms on the CULane dataset which is similar to the runtime of 1.48ms for the SCNN model on the same dataset.

E. Ablation study

1) α value: To measure the impact of the exponentially weighted moving average method for calculating lane weights and to determine the impact of different α values for this step, we test different α values from 0.25 to 1 (inclusive) at 0.25 intervals, where an alpha value of 1 corresponds to no weight placed on the previous Ωj−1 value, though we still retain the lane merge step to merge lane parameters covered in section III-C if the lanes are matched, with the results recorded in Table IV. It is observed that performance on the TuSimple test set increases as α value decreases, which reflects the positive
impact that preceding frame tracking has in this cross-dataset validation test by using information from preceding frames to supplement the relatively weak performance in the current frame. On the other hand, on the CULane test set, performance peaks at $\alpha = 0.5$ which corresponds to an equal weight placed on the weight of the lane in the current frame and on the exponentially weighted average value from the previous frame. $\alpha = 0.5$ value was selected due to the maximum performance achieved on the CULane test set and diminishing returns achieved on the TuSimple test set by decreasing $\alpha$ further.

2) Lane match distance: To determine the optimal threshold for the length (measured in standard deviation of the lane points) between lanes that are matched together in our lane tracking process, we test different lane distance values based on the standard deviation of the lane point locations calculated in section III-A and list the results in Table V. We tested maximum lane match distances set at 0, $1\sigma$, $2\sigma$, and $3\sigma$, with a lane match distance of 0 corresponding to lanes being matched only when their lane parameters match exactly which is rare in practice. For this ablation study, the lanes that are not matched are still stored for subsequent frames, with their weights undergoing exponential decay in line with the exponentially weighted moving average method used to calculate lane weights, and this is intended to isolate the impact of the lane matching step. From our experiments, it is observed that a lane match distance of $2\sigma$ provides an optimal combined result across the CULane and TuSimple test sets, with minor decrease in results of less than 0.01 accuracy compared to using a $1\sigma$ or $3\sigma$ lane match distance at the 0.3 IoU threshold but a more significant increase in accuracy compared to the other lane match distances at the 0.5 IoU threshold.

3) Lane merge: To verify the usefulness of merging the lane parameters in our method, we test the difference in accuracy performance with and without the lane merge step and list the results in Table VI. It is observed that the lane merge step generally increases the accuracy performance of the method. In particular, it has a greater impact at the higher 0.5 IoU threshold which is as expected since the lane merge step helps to finetune the lane parameters of lanes that are relatively close to each other due to the prior lane match step. As such, the merging of the lane parameters generally makes small adjustments to lanes that are already within a close vicinity to each other, which helps them reach a higher IoU threshold but is unable to improve the result of a poorly detected lane that is far from the ground truth lane marking as those lanes would not have been merged together and have no impact on each other.

V. Conclusion

In this paper, we have presented an improved lane tracking method that improves on a previous method by finding the lane point variance, using an exponentially weighted moving average method to weigh lanes, and merging lane parameters. We have demonstrated the usefulness of our method on the CULane and TuSimple test sets using the SCNN and ENet-SAD lane detection models with an increase in accuracy performance and an up to two-fold decrease in the runtime of our method. This shows the usefulness of lane tracking methods in improving the accuracy performance of deep learning lane detection methods, particularly on cross-dataset validation tests.

### Table V

| IoU Threshold | CULane | TuSimple |
|---------------|--------|----------|
| 0             | 0.832  | 0.832    |
| 1             | 0.832  | 0.832    |
| 2             | 0.832  | 0.832    |
| 3             | 0.832  | 0.832    |

### Table VI

| IoU Threshold | CULane | TuSimple |
|---------------|--------|----------|
| w/o LM        | 0.831  | 0.832    |
| w/ LM         | 0.875  | 0.879    |
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