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Abstract. In this paper, we study the generalized polynomial chaos (gPC)
based stochastic Galerkin method for the linear semiconductor Boltzmann
equation under diffusive scaling and with random inputs from an anisotropic
collision kernel and the random initial condition. While the numerical scheme
and the proof of uniform-in-Knudsen-number regularity of the distribution
function in the random space has been introduced in [15], the main goal of this
paper is to first obtain a sharper estimate on the regularity of the solution—an
exponential decay towards its local equilibrium, which then lead to the uniform
spectral convergence of the stochastic Galerkin method for the problem under
study.

1 Introduction
Despite the vast amount of existing research and the ever-growing
trend of development of kinetic theory [2], the study of kinetic equations remained
deterministic and ignored uncertainty in the model, which might yield inaccurate
solution for practical problems, for example, in mesoscopic modeling of physical,
biological and social sciences.

In this paper, we consider the linear semiconductor Boltzmann equation [29, 23]
with random inputs, which arise from the collision kernel and initial data. There
are many sources of uncertainties that can arise in kinetic equations. For example,
the collision or scattering kernel contained in the integral operator that models the
interaction mechanism between particles should be calculated from first principles
ideally, which is extremely complicated for complex particle systems. Thus empirical
collision kernels are usually used in practice and measurement errors may arise [9].
Other sources of uncertainties can be due to inaccurate measurement of the initial
and boundary data, forcing or source terms, gas-surface interactions and geometry.
The uncertainties are not limited to the above examples. Understanding the impact
and propagation of uncertainties is essential to the simulations and validation of the
complex kinetic systems, and furthermore, provides reliable predictions and better
risk assessment for scientists and engineers.
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We apply the generalized polynomial chaos approach in the stochastic Galerkin (referred as gPC-SG) framework \cite{6, 25, 34}. Compared with the classical Monte-Carlo method, the gPC-SG approach enjoys a spectral accuracy in the random space—i.e., the solution is sufficient regular—while the Monte-Carlo method converges with only half-th order accuracy. For recent activities for uncertainty quantification in kinetic theory, we refer to a recent review article \cite{11}, which surveyed recent results in the study of kinetic equations with random inputs, \cite{15, 3, 10, 33, 14, 27, 22, 16, 31, 20}, including their mathematical properties such as regularity and long-time behavior in the random space, construction of efficient stochastic Galerkin methods and handling of multiple scales by s-AP schemes.

Recently, the authors in \cite{28} have provided a general framework using hypocoercivity to study general class of linear and nonlinear kinetic equations with uncertainties from the initial data or collision kernels in both incompressible Navier-Stokes and Euler (acoustic) regimes. For initial data near the global Maxwellian, an exponential convergence of the random solution toward the deterministic global equilibrium, a spectral accuracy and exponential decay of the numerical error of the SG system have been established. We also mention some recent work on uncertainty quantification for hyperbolic equations \cite{8, 17, 35, 36} and highly oscillatory transport equations arisen from \textit{non-adiabatic} transition in quantum dynamics \cite{4}.

Consider the linear transport equation with \textit{anisotropic} collision operator. Let \( f(t, x, v, z) \) be the probability density distribution for particles at position \( x \in \mathbb{R}^d \), with velocity \( v \in \mathbb{R}^d \) for \( t \geq 0 \). \( f \) solves the following kinetic equation with random inputs,

\[
\epsilon \partial_t f + v \cdot \nabla_x f = \frac{1}{\epsilon} Q(f),
\]

\[
Q(f) = \int_{\mathbb{R}^d} \sigma(v, w, z) (M(v)f(w, z) - M(w)f(v, z)) \, dw,
\]

where

\[
M(v) = \frac{1}{(2\pi)^{d/2}} e^{-|v|^2/2},
\]

is the normalized Maxwellian distribution of the electrons. \( \epsilon \) is the Knudsen number, which measures the ratio between the particle mean free path and a typical length scale. The anisotropic collision operator \( Q \) describes a linear approximation of the electron-phonon interaction. It is bounded and nonnegative on a suitable Hilbert space (\cite{30}) and has a one-dimensional kernel spanned by \( M \).

We assume the anisotropic scattering kernel \( \sigma \) to be symmetric and bounded,

\[
\sigma_{\text{min}} \leq \sigma(v, w, z) = \sigma(w, v, z) \leq \sigma_{\text{max}}.
\]

\( \sigma \) can be random in reality and one assumes that it depends on the random variable \( z \in \mathbb{R}^d \), with support \( I_z \) and a prescribed probability density function \( \pi(z) > 0 \).

Denote

\[
\Pi f = M(v) \int_{\mathbb{R}^d} f \, dv,
\]

by the local equilibrium function. A periodic boundary condition in space is assumed. The initial condition can be random and is given by

\[
f|_{t=0}(x, v, z) = f_0(x, v, z).
\]
One challenge in numerical approximations of kinetic and transport equations is the varying magnitude of the Knudsen number. Kinetic equations for highly integrated semiconductor devices have a diffusive scaling, measured by $\epsilon$. When $\epsilon$ goes to zero, the high scattering rate of particles leads the transport equation to a diffusion equation \( \frac{\partial}{\partial t} \rho = \nabla_x \cdot (D \nabla_x \rho) \), known as the diffusion limit [29, 30, 1].

For each value of random variable $z$, (1) is a deterministic equation. As $\epsilon \to 0$, $Q(f) = 0$, since $\text{Kern} Q = \text{Span}\{M(v)\}$, then $f(t, x, v, z) = \rho(t, x, z)M(v)$, where $\rho$ satisfies a random drift-diffusion equation [5, 30, 29, 24]:

$$
\frac{\partial}{\partial t} \rho = \nabla_x \cdot (D \nabla_x \rho),
$$

where the diffusion matrix $D$ is defined by $D = \int_{\mathbb{R}^d} v \otimes v M(v) \lambda(v, z) dv$. The limit $\epsilon \to 0$ is known as the drift-diffusion limit.

When $\epsilon$ is small, the equation becomes numerically stiff and requires expensive computational cost. To overcome this difficulty, asymptotic-preserving (AP) schemes [13, 12, 7, 11] are designed to mimic the asymptotic transition from the kinetic equations to the hydrodynamic limit, in the discrete setting [26, 18, 24, 19]. The scheme automatically becomes a consistent discretization of the limiting macroscopic equations as $\epsilon \to 0$. The idea of stochastic asymptotic-preserving (s-AP) schemes was recently introduced in [21] for random kinetic equations with multiple scales. s-AP schemes in the gPC-SG framework allows the use of mesh sizes, time steps and the number of terms in the orthogonal polynomial expansions independent of the Knudsen number. The solution approaches, as $\epsilon \to 0$, to the gPC-SG method for the corresponding limiting, macroscopic equation with random inputs.

In [14], the authors prove the uniform regularity of the linear transport equations with random isotropic scattering coefficients, random initial data and diffusive scaling. [27] also carries out the analysis in a general setting and proves, using hypocoercivity for linear collision operators, the uniform regularity in the random space for all linear kinetic equations that conserve mass with random inputs. Their results hold true in kinetic, parabolic and high field regimes. Moreover, with an estimate on the regularity of $f - \Pi f$ in the random space, the authors in [14] are able to prove the uniform spectral convergence of the stochastic Galerkin method, a result that both [15] and [27] do not have. The main goal of this paper is to extend the results of [14] to the case of anisotropic scattering. Namely, we first obtain the uniform regularity in the random space, then prove the uniform spectral convergence of the stochastic Galerkin method for problem (1).

Although the idea of the proof follows the line as in [14], there are several differences due to the anisotropy of the collision kernel. First, the specific estimates in all estimates are different when one treats the anisotropic scattering. The major difference lies in the proof of the exponential decay of $f - \Pi f$. In contrast to the bounded velocity $v \in [-1, 1]$ in [14], $v \in \mathbb{R}^d$ in our problem, and an exponential decay estimate for $v \cdot \nabla_x f$ is needed, which brings up the main difficulty.

In [15], the uniform regularity was proved in the random space for problem (1) by using the symmetric property of the collision operator $Q$. To carefully specify the constant coefficients in the proof, linear dependence on $z$ of the collision kernel was assumed in [15]. In this paper our analysis does not require the linearity in $z$.

This paper is organized as follows. We first introduce the gPC-SG method in section 2. Estimates on the regularity of the distribution function $f$ in the random space are studied in section 3: subsection 3.2 proves the uniform regularity of $f$;
subsection 3.3 gives an estimate of the regularity of \( v \cdot \nabla_x f \), which serves as a building block to obtain the exponential decay of the regularity of \( \Pi f - f \), a result shown in subsection 3.4. With all the results obtained in section 3, we prove the uniform convergence of the gPC-SG method for problem (1) in section 4. Lastly, conclusion is provided in section 5.

2 The gPC Stochastic Galerkin Approximation

We briefly review the gPC method and its Galerkin formulation. In the gPC setting, one seeks \( f \) or a numerical solution in term of \( d \)-variate orthogonal polynomials of degree \( N \geq 1 \). The linear space \( V_z \) is set to be \( P^{d \times N} \), the space of \( d \)-variate orthonormal polynomials of degree up to \( N \geq 1 \). For random variable \( z \in I_z \subset \mathbb{R}^d \), one approximates the solution \( f \) by an orthogonal polynomial expansion \( f_K \), that is,

\[
f(t, x, v, z) \approx f_K(t, x, v, z) = \sum_{|j|=1}^{K} \alpha_j(t, x, v) \psi_j(z), \quad K = \binom{d + N}{d},
\]

where \( j = (j_1, \ldots, j_d) \) is a multi-index with \( |j| = j_1 + \cdots + j_d \). \( \{\psi_j(z)\} \) are the orthonormal basis functions that form \( P^{d\times N} \) and satisfy

\[
\int_{I_z} \psi_j(z) \psi_l(z) \pi(z) dz = \delta_{jl}, \quad 1 \leq |j|, |l| \leq K = \dim(P^{d\times N}), \tag{6}
\]

where \( \pi(z) \) is the probability density function of \( z \) and \( \delta_{jl} \) the Kronecker Delta function.

The orthogonality with respect to \( \pi(z) \) defines the orthogonal polynomials. For example, the Gaussian distribution defines the Hermite polynomials; the uniform distribution defines the Legendre polynomials; and the Gamma distribution defines the Laguerre polynomials, etc. If the random dimension \( d > 1 \), one can re-order the multi-dimensional polynomials \( \{\psi_j(z), 1 \leq |j| \leq K\} \) into a single index \( \{\psi_k(z), 1 \leq k \leq N_k = \dim(P^{d\times N}) = \binom{d+N}{d}\} \).

By the gPC-SG approach, applying the ansatz

\[
\rho(t, x, z) = \sum_{|j|=1}^{K} \hat{\rho}_j(t, x) \psi_j(z)
\]

and conducting the Galerkin projection of limiting diffusion equation (5), one obtains a gPC approximation of the random diffusion equation (15)

\[
\partial_t \hat{\rho}_j = \nabla_x \cdot (T \sum_{l} S_{jl} \nabla_x \hat{\rho}_l), \tag{7}
\]

where \( T = \int_{\mathbb{R}^d} v \otimes v M(v) dv \) and the gPC coefficient matrix \( S = (S_{jl})_{K \times K} \) is given by

\[
S_{jl} = \int_{I_z} \frac{1}{\lambda(v, z)} \psi_j(z) \psi_l(z) \pi(z) dz.
\]

It has been demonstrated in [15] that solutions of the gPC-SG scheme converge spectrally to that of the Galerkin system of the diffusion equation given by (7). One can refer to Theorem 2.2 and Theorem 4.3 in [15] on the uniform regularity and a spectral accuracy (not uniform) of the gPC-SG method. The goal of this paper is to give a theoretical proof of the uniform spectral convergence of the SG method with respect to \( \epsilon \).
3 Regularity Estimates

3.1 Notations

We first introduce the Hilbert space of the random variable,

\[ H(\mathbb{R}^d; \pi(z)dz) = \left\{ f : \mathbb{R}^d \to \mathbb{R}, \int_{\mathbb{R}^d} f^2(z)\pi(z)dz < \infty \right\} , \]

equipped with the corresponding inner product and norm

\[ \langle f, g \rangle_\pi = \int_{I_z} fg\pi(z)dz, \quad ||f||_\pi^2 = \langle f, f \rangle_\pi. \]

Define the \( k \)-th order differential operator with respect to \( z \) as

\[ D_k f(t, x, v, z) := \partial^k_z f(t, x, v, z), \]

and the Sobolev norm in \( H \) as

\[ ||f(t, x, \cdot)||_{H^k}^2 := \sum_{\alpha \leq k} ||D^\alpha f(t, x, v, \cdot)||_\pi^2. \]

We introduce the Hilbert space of the velocity variable \( \tilde{L}^2 := L^2 \left( \mathbb{R}^d; \frac{dv}{M(v)} \right) \), with the corresponding inner product \( \langle \cdot, \cdot \rangle_{\tilde{L}^2} \) and norm \( ||\cdot||_{\tilde{L}^2} \). By the coercivity property of the collision operator \( Q \) ([32]), for any \( f \in \tilde{L}^2 \), we have

\[ \langle Q(f), f \rangle_{\tilde{L}^2} \leq -\sigma_{\text{min}} ||f - \Pi f||_{\tilde{L}^2}^2, \]  

(8)

where \( \Pi f \) is the orthogonal projection of \( \tilde{L}^2 \) onto \( \text{Kern}Q \) and is given in (4). Let \( x \in \Omega, v \in \mathbb{R}^d, z \in I_z \). Introduce the energy norms

\[ ||f(t, \cdot, \cdot, \cdot)||_1^2 := \int_{\Omega} \int_{\mathbb{R}^d} \frac{||f||^2_{H^k}}{M(v)} dv dx, \]

\[ ||f(t, \cdot, \cdot, \cdot)||_1^2 := \int_{\Omega} \int_{\mathbb{R}^d} \frac{||f||^2_{H^k}}{M(v)} dv dx. \]

For simplicity, we will suppress the \( t \) dependence and denote \( ||f||_1, ||f||_{\Gamma^k} \) in the following.

3.2 Regularity in the Random Space

In this section, we prove that the solution \( f \) will preserve the regularity of the initial data in the random space. For simplicity, the following lemmas and theorems are stated only for one-dimensional case. Proof for the high dimensional case is identical except for the change of coefficients.

We first show Lemma 3.1, which will help us get the uniform regularity of \( f \), a result given in Theorem 3.2.

Lemma 3.1. For any \( k \geq 0 \), there exist \( k \) constants \( C_{kj} > 0, j = 0, \ldots, k - 1 \) such that

\[ \epsilon^2 \partial_t \left( ||D_k f||_1^2 + \sum_{j=0}^{k-1} C_{kj} ||D^j f||_1^2 \right) \leq \begin{cases} -2\sigma_{\text{min}} ||\Pi f - f||_1^2, & k = 0, \\ -\sigma_{\text{min}} ||D_k(\Pi f - f)||_1^2, & k \geq 1. \end{cases} \]  

(9)

Proof. The idea of the proof is similar to that in [14]. However, there are some differences due to the anisotropic collision operator. We will prove this Lemma by using Mathematical Induction.

When \( k = 0 \), (9) holds because of the coercivity property given by (8).
Assume that (9) holds for any $k \leq p$, where $p \in \mathbb{N}$. Adding all these inequalities, we get

$$
eq \left( \frac{1}{2} \|f\|_{L^p}^2 + \sum_{i=1}^p \|D^i f\|_{L^p}^2 + \sum_{i=1}^{p-1} \sum_{j=0}^i C_{ij} \|D^j f\|_{L^p}^2 \right) \leq -\sigma_{\min} \|\Pi f - f\|_{L^p}^2,$$

which is equivalent to

$$
eq \left( \sum_{j=0}^p C'_{p+1,j} \|D^j f\|_{L^p}^2 \right) \leq -\sigma_{\min} \|\Pi f - f\|_{L^p}^2, \tag{10}$$

where

$$C'_{p+1,j} = \begin{cases} \frac{1}{2} + \sum_{i=1}^p C_{i0}, & j = 0, \\ 1 + \sum_{i=1}^p C_{ij}, & 1 \leq j \leq p - 1, \\ 1, & j = p. \end{cases}$$

For $k \geq 1$, take $k$-th order formal differentiation of (1) with respect to $z$,

$$
eq e^2 \partial_t (D^k f) + ev \cdot \nabla_z (D^k f) = D^k Q(f). \tag{11}$$

Denote $d\mu = dx \pi(z) dz$, and $S = \Omega \times I_z$. Taking a scalar product with $D^k f$, dividing by $M(v)$ to both sides of (11) and integrating on $\Omega \times \mathbb{R}^d \times I_z$, one has

$$
eq \int_S \langle v \cdot \nabla_z (D^k f), D^k f \rangle_{L^2} d\mu = \int_S \langle D^k Q(f), D^k f \rangle_{L^2} d\mu. \tag{12}$$

By the periodic boundary condition in space, we get

$$
eq \int_S \langle v \cdot \nabla_z (D^k f), D^k f \rangle_{L^2} d\mu = 0.$$

Note that right-hand-side of (12) is given by

$$
eq \int_S \langle D^k Q(f), D^k f \rangle_{L^2} d\mu = \int_S \sum_{j=0}^{k-1} \binom{k}{j} \langle \tilde{Q}_{kj}(D^j f), D^k f \rangle_{L^2} d\mu + \int_S \langle Q(D^k f), D^k f \rangle_{L^2} d\mu, \tag{13}$$

where we define

$$\tilde{Q}_{kj}(f) = \int_{\mathbb{R}^d} D^{k-j} \sigma(v, w, z) \left( D^j f(w, z) M(v) - D^j f(v, z) M(w) \right) dw.$$

By coercivity given in (8), the second term in (13) satisfies

$$
eq \int_S \langle Q(D^k f), D^k f \rangle_{L^2} d\mu \leq -\sigma_{\min} \|D^k (f - \Pi f)\|_{L^p}^2. \tag{14}$$

Notice that

$$
eq \int_S \langle \tilde{Q}_{kj}(D^j f), D^k (\Pi f) \rangle_{L^2} d\mu = \int_S \int_{\mathbb{R}^d} \tilde{Q}_{kj}(D^j f) dv \int_{\mathbb{R}^d} D^k f(w) dw d\mu = 0.$$

By Young’s inequality, the first term in (13) satisfies the estimate:

$$
eq \int_S \sum_{j=0}^{k-1} \binom{k}{j} \langle \tilde{Q}_{kj}(D^j f), D^k f \rangle_{L^2} d\mu = \int_S \sum_{j=0}^{k-1} \binom{k}{j} \langle \tilde{Q}_{kj}(D^j f), D^k (f - \Pi f) \rangle_{L^2} d\mu.$$
\[ \leq \frac{\sigma_{\min}}{2} \left\| D^k (f - \Pi f) \right\|_\Gamma^2 + \frac{1}{2\sigma_{\min}} \left( \sum_{j=0}^{k-1} \binom{k}{j} \tilde{Q}_{kj} (D^j f) \right)^2, \tag{15} \]

then by using the Cauchy-Schwartz inequality, one has

\[ \left\| \sum_{j=0}^{k-1} \binom{k}{j} \tilde{Q}_{kj} (D^j f) \right\|_\Gamma^2 \]

\[ \leq \sum_{j=0}^{k-1} \binom{k}{j}^2 \sum_{j=0}^{k-1} \int_{\mathcal{S}} \int_{\mathbb{R}^d} D^{k-j} \sigma (M(v)D^j f(w, z) - M(w)D^j f(v, z)) dw \left\| D^j (\Pi f) \right\|_{L^2}^2 d\mu \]

\[ \leq 4^k \left( \max_{0 \leq j \leq k} \| D^j \sigma \|_{L^\infty} \right) \left( \sum_{j=0}^{k-1} \int_{\mathcal{S}} \| D^j (\Pi f) \|_{L^2}^2 d\mu \right) \]

\[ = 4^k \left( \max_{0 \leq j \leq k} \| D^j \sigma \|_{L^\infty} \right) \| \Pi f - f \|_{L^2}^2. \tag{17} \]

Therefore, by (14), (15) and (17), one has

\[ \int_{\mathcal{S}} (D^k Q(f), D^k f)_{L^2} d\mu \leq -\frac{\sigma_{\min}}{2} \left\| D^k (f - \Pi f) \right\|_\Gamma^2 \]

\[ + \frac{4^k}{2\sigma_{\min}} \left( \max_{0 \leq j \leq k} \| D^j \sigma \|_{L^\infty} \right) \| \Pi f - f \|_{L^2}^2. \tag{18} \]

When \( k = p + 1, \) (12) and (18) read

\[ \epsilon^2 \partial_t \left\| D^{p+1} f \right\|_\Gamma^2 \leq -\sigma_{\min} \left\| D^{p+1} (f - \Pi f) \right\|_\Gamma^2 + \frac{4^{p+1}}{\sigma_{\min}} \left( \max_{0 \leq j \leq k} \| D^j \sigma \|_{L^\infty} \right) \| \Pi f - f \|_{L^2}^2, \]

\[ \leq -\sigma_{\min} \left\| D^{p+1} (f - \Pi f) \right\|_\Gamma^2 + \frac{4^{p+1}C^2}{\sigma_{\min}} \| \Pi f - f \|_{L^2}^2. \tag{19} \]

Multiplying (10) by \( 4^{p+1}C^2_{\sigma}/\sigma_{\min}^2 \) and adding to (19), one has

\[ \epsilon^2 \partial_t \left( \left\| D^{p+1} f \right\|_\Gamma^2 + \sum_{j=0}^{p} C_{p+1,j} \| D^j f \|_{L^2}^2 \right) \leq -\sigma_{\min} \left\| D^{p+1} (f - \Pi f) \right\|_\Gamma^2, \]

where \( C_{p+1,j} = \frac{4^{p+1}C^2_{\sigma}}{\sigma_{\min}^2} C'_{p+1,j}. \) This shows that (9) holds for \( k = p + 1. \) By Mathematical Induction, (9) holds for all \( k \in \mathbb{N}. \) Thus we finish the proof of Lemma 3.1.

Theorem 3.2 below shows that the solution \( f \) will preserve the regularity of the initial data in the random space at later time, in the energy norm \( \Gamma. \)

**Theorem 3.2. (Uniform Regularity)** Assume

\[ \sigma(v, w, z) \geq \sigma_{\min} > 0. \]

For some integer \( m \geq 0, \)

\[ \| D^k \sigma \|_{L^\infty(v, z)} \leq C_{\sigma}, \quad \| D^k f_0 \|_{\Gamma} \leq C_0, \quad k = 0, \ldots, m, \]
then the solution \( f \) to (1) satisfies

\[
|D^k f|_\Gamma \leq C, \quad k = 0, \cdots, m, \quad \forall t > 0,
\]

where \( C_\sigma, C_0 \) and \( C \) are constants independent of \( \epsilon \).

**Proof.** According to Lemma 3.1, one has

\[
\partial_t \left( \|D^k f\|_\Gamma^2 + \sum_{j=0}^{k-1} C_{kj} \|D^j f\|_\Gamma^2 \right) \leq 0, \quad C_{kj} > 0, \; k \in \mathbb{N},
\]

which gives

\[
\|D^k f\|_\Gamma^2 \leq \left( \|D^k f\|_\Gamma^2 \right) + \sum_{j=0}^{k-1} C_{kj} \|D^j f\|_\Gamma^2 \leq C_2 (1 + \sum_{j=0}^{k-1} C_{kj}) := C^2,
\]

where \( C \) is independent of \( \epsilon \). This completes the proof of the theorem. \( \square \)

**Remark 1.** If we consider the linear semiconductor Boltzmann equation with random inputs and external electric potential

\[
\epsilon \partial_t f + v \cdot \nabla_x f + \nabla \phi \cdot \nabla_v f = \frac{1}{\epsilon} Q(f),
\]

\[
Q(f) = \int_{\mathbb{R}^d} \sigma(v, w, z) (M(v)f(w, z) - M(w)f(v, z)) \, dw,
\]

(20)

where the electric potential \( \phi = \phi(t, x) \) is given a priori and does not depend on \( z \).

By simply changing \( d\mu \) in the proof above to \( d\mu = \frac{e^{-\phi}}{M(v)} \, dv \, dx \pi(z) \, dz \), one can reach the same result as Theorem 3.2—the uniform regularity of \( f \) in the random space. However, proving the uniform convergence of the stochastic Galerkin method for (20) is more complicated and remains a further investigation.

### 3.3 Regularity of \( v \cdot \nabla_x f \)

Differed from the proof in [14] of the estimate on \( \Pi f - f \), we need to overcome the difficulty to get the regularity of \( v \cdot \nabla_x f \) in the random space, which is of exponential decay. In particular, in the proof of Lemma 4.2 in [14], thanks to the boundedness of \( v \), one directly gets

\[
||D^k(v \cdot \nabla_x f)||_\Gamma \leq ||D^k(\nabla_x f)||_\Gamma.
\]

Nevertheless, \( v \in \mathbb{R}^d \) in our problem under study, the above inequality is no longer valid, thus a new estimate for \( ||D^k(v \cdot \nabla_x f)||_\Gamma \) is needed. This is the main purpose of the current subsection.

Firstly, one needs the following assumptions for the collision kernel \( \sigma \):

**Assumption 1.**

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (D^j \sigma)^2 v^2 M(v) M(w) \, dv \, dw \leq C_\sigma^2, \quad \text{for } 0 \leq j \leq k;
\]

(21)

**Assumption 2.**

\[
\left| \int_{\mathbb{R}^d} (D^j \sigma) M(w) \, dw \right| \leq \lambda_1, \quad \text{for } 1 \leq j \leq k,
\]

(22)
Here $\tilde{C}_\sigma$ and $\lambda_1$ are positive constants. Note that when $j = 0$ in Assumption 1, the exact same assumption is used in \cite{[32]} for the deterministic problem. Since $v \cdot \nabla_x f$ and $vf$ satisfy the same equation, $||D^k(vf)||_\Gamma$ is estimated for notational simplicity. We first prove Lemma 3.3, which will serve as a tool to obtain the main result of this subsection given by Theorem 3.4.

**Lemma 3.3.** There exist $k$ constants $c_{kj} > 0$ for $j = 0, \ldots, k - 1$ and $k + 1$ constants $s_{kj} > 0$ for $j = 0, \ldots, k$, such that

$$
\epsilon^2 \partial_t \left( ||D^k(vf)||^2_\Gamma + \sum_{j=0}^{k-1} c_{kj} ||D^j(vf)||^2_\Gamma \right) 
\leq \begin{cases}
-2\sigma_{\min} ||vf||^2_\Omega + 2\tilde{C}_\sigma C ||vf||_\Gamma, & k = 0, \\
-\sigma_{\min} \sum_{j=0}^{k} ||D^j(vf)||^2_\Omega + \sum_{j=0}^{k} s_{kj} ||D^j(vf)||_\Gamma, & k \geq 1.
\end{cases}
\tag{23}
$$

**Proof.** We prove it by using Mathematical Induction. We first prove the result for $k = 0$. Multiply by $v$ to both sides of (1),

$$
\epsilon^2 \partial_t (vf) + \epsilon v \cdot \nabla_x (vf) = vQ(f).
\tag{24}
$$

One multiplies by $vf$, divides by $M(v)$ to both sides of (24) and integrates on $\Omega \times \mathbb{R}^d \times I_T$, then

$$
\frac{\epsilon^2}{2} \partial_t ||vf||^2_\Omega = \int_S \int_{\mathbb{R}^d} \frac{\epsilon^2 Q(f)f(v,z)}{M(v)} dv \, d\mu. 
\tag{25}
$$

Denote $\mathcal{T} = \mathbb{R}^d \times \mathbb{R}^d$. The right-hand-side of (25) is given by

$$
\text{RHS} = \underbrace{\int_S \int_{\mathcal{T}} \epsilon^2 \sigma f(v,z) f(w,z) dv \, d\mu}_{(a)} - \underbrace{\int_S \int_{\mathcal{T}} \epsilon^2 f^2(v,z) f^2(w,z) dv \, d\mu}_{(b)}.
$$

By the Cauchy-Schwartz inequality,

$$
(a) = \int_S \int_{\mathcal{T}} \epsilon^2 \sigma \sqrt{M(v)} \sqrt{M(w)} \frac{vf(v,z)}{\sqrt{M(v)}} \frac{f(w,z)}{\sqrt{M(w)}} dv \, d\mu 
\leq \int_S \left( \int_{\mathcal{T}} \epsilon^2 \sigma^2 M(v) M(w) dv \right)^{\frac{1}{2}} \left( \int_{\mathcal{T}} \frac{\epsilon^2 f^2(v,z)}{M(v)} \frac{f^2(w,z)}{M(w)} dv \right)^{\frac{1}{2}} d\mu 
\leq \tilde{C}_\sigma \left( \int_S ||vf||^2_{L^2} d\mu \right)^{\frac{1}{2}} \left( \int_S ||f||^2_{L^2} d\mu \right)^{\frac{1}{2}} = \tilde{C}_\sigma ||vf||_\Gamma ||f||_\Gamma. 
\tag{26}
$$

Also,

$$
(b) = - \int_S \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \sigma M(w) dw \frac{\epsilon^2 f^2(v,z)}{M(v)} dv \, d\mu \leq -\sigma_{\min} ||vf||^2_\Gamma. 
\tag{27}
$$

Combining (26) and (27), one gets

$$
\epsilon^2 \partial_t ||vf||_\Gamma \leq -\sigma_{\min} ||vf||_\Gamma + \tilde{C}_\sigma ||f||_\Gamma. 
\tag{28}
$$
According to Theorem 3.2, \( ||f||_r \) is uniformly bounded. By Gronwall’s inequality, one then has
\[
||vf||_r \leq e^{-\frac{\sigma_{\min}}{r^2}} ||vf_0||_r + C'.
\]

We now look at the case where \( k \geq 1 \). Take \( D^k \) on both sides of (24),
\[
e^2(D^k vf) + v \cdot \nabla_x (D^k vf) = vD^k Q(f),
\]
Taking a scalar product with \( D^k(vf) \), dividing by \( M(v) \) and integrating on \( \Omega \times R^d \times I_z \), one has
\[
\frac{e^2}{2} ||D^k vf||^2 = \int_S \int_{R^d} v^2 D^k Q(f) D^k f(v, z) \frac{dwdv}{M(v)} \tag{29}
\]
where
\[
\text{RHS} = \int_S \int_T k \sum_{j=0}^{k} \binom{k}{j} v^2 D^{k-j} \sigma D^j f(w, z) D^k f(v, z) \frac{dwdv}{M(v)} \]
\[
- \int_S \int_T \sum_{j=0}^{k} \binom{k}{j} v^2 D^{k-j} \sigma M(w) \frac{D^j f(v, z) D^k f(v, z)}{M(v)} dwdv \mu \]
\[
= \int_S \int_T v^2 \sigma D^k f(w, z) D^k f(v, z) dwdv \mu - \int_S \int_T \sigma M(w) \frac{(v D^k f(v, z))^2}{M(v)} dwdv \mu \]
\[
+ \int_S \int_T \sum_{j=0}^{k-1} \binom{k}{j} v^2 D^{k-j} \sigma D^j f(w, z) D^k f(v, z) dwdv \mu \]
\[
- \int_S \int_T \sum_{j=0}^{k-1} \binom{k}{j} v^2 D^{k-j} \sigma M(w) \frac{D^j f(v, z) D^k f(v, z)}{M(v)} dwdv \mu .
\]

By arguments similar to (26), (27) and the uniform regularity of \( f \) given by Theorem 3.2, one directly has
\[
\circ \leq \tilde{C}_\sigma ||D^k(vf)||_{r} ||D^k f||_{r} \leq C \tilde{C}_\sigma ||D^k(vf)||_{r}, \quad \circi \leq -\sigma_{\min} ||D^k(vf)||^2_{r}.
\]

Now we estimate \( \circ \) and \( \circi \):
\[
\circ \leq \sum_{j=0}^{k-1} \binom{k}{j} \int_S \left( \int_T v^2 (D^{k-j} \sigma)^2 M(v) M(w) dwdv \right)^{\frac{1}{2}}
\]
\[
\cdot \left( \int_T \frac{(D^j f(w, z))^2}{M(w)} \frac{(v D^k f(v, z))^2}{M(v)} dwdv \right)^{\frac{1}{2}} d\mu \leq \sum_{j=0}^{k-1} \binom{k}{j} \tilde{C}_\sigma ||D^j f||_{r} ||D^k(vf)||_{r}
\]
\[ \leq C\tilde{C}_\sigma \sum_{j=0}^{k-1} \binom{k}{j} \|D^k(vf)\|_r \leq 2^k C\tilde{C}_\sigma \|D^k(vf)\|_r, \]

where we used Theorem 3.2 in the last inequality. By Young's inequality,
\[ \mathbb{1} \leq \frac{\sigma_{\min}}{2} \|D^{k}(vf)\|_r^2 + \frac{1}{2\sigma_{\min}} \left\| \sum_{j=0}^{k-1} \binom{k}{j} \int_{\mathbb{R}^d} (D^{k-j}\sigma) M(w) dw D^{j}(vf) \right\|_r^2, \quad (30) \]

then using the Cauchy Schwartz inequality,
\[ \left\| \sum_{j=0}^{k-1} \binom{k}{j} \int_{\mathbb{R}^d} (D^{k-j}\sigma) M(w) dw D^{j}(vf) \right\|_r^2 \leq \left( \sum_{j=0}^{k-1} \binom{k}{j} \right)^2 \max_{0 \leq j \leq k} \left\| \int_{\mathbb{R}^d} (D^{j}\sigma) M(w) dw \right\|_{L^\infty}^2 \left( \sum_{j=0}^{k-1} \|D^{j}(vf)\|_r^2 \right) \leq 4k\lambda_1^2 \|vf\|_{H^{k-1}}^2. \]

Thus (30) gives
\[ \mathbb{1} \leq \frac{\sigma_{\min}}{2} \|D^k(vf)\|_r^2 + \frac{4k\lambda_1^2}{2\sigma_{\min}} \|vf\|_{H^{k-1}}^2. \]

Sum up \( \mathbb{1}, \mathbb{2}, \mathbb{3}, \mathbb{4} \), one gets
\[ \frac{\epsilon^2}{2} \partial_t \|D^k(vf)\|_r^2 \leq -\frac{\sigma_{\min}}{2} \|D^k(vf)\|_r^2 + \tilde{C} \|D^k(vf)\|_r + \frac{4k\lambda_1^2}{2\sigma_{\min}} \|vf\|_{H^{k-1}}^2, \quad (31) \]

where \( \tilde{C} = (2^k + 1)C\tilde{C}_\sigma \).

Assume that for any \( k \leq p \), where \( p \in \mathbb{N} \), the conclusion (23) holds. Adding these inequalities together,
\[ \epsilon^2 \partial_t \left( \sum_{i=0}^{p} \|D^i(vf)\|_r^2 + \sum_{i=1}^{p} \sum_{j=0}^{i-1} c_{ij} \|D^j(vf)\|_r^2 \right) \]
\[ \leq -\sigma_{\min} \sum_{i=1}^{p} \sum_{j=0}^{i} \|D^j(vf)\|_r^2 + \sum_{i=1}^{p} \sum_{j=0}^{i} s_{ij} \|D^j(vf)\|_r - 2\sigma_{\min} \|vf\|_r^2 + 2\tilde{C}_\sigma C \|vf\|_r, \]

which is equivalent to
\[ \epsilon^2 \partial_t \left( \sum_{j=0}^{p} c'_{p+1,j} \|D^j(f)\|_r^2 \right) \leq -\sum_{j=0}^{p} \gamma_{p+1,j} \|D^j(vf)\|_r^2 + \sum_{j=0}^{p} \gamma_{p+1,j} \|D^j(vf)\|_r, \quad (33) \]

where
\[ c'_{p+1,j} = \begin{cases} 1 + \sum_{i=1}^{p} c_{ij}, & 0 \leq j \leq p - 1, \\ 1, & j = p, \end{cases} \]
\[ \gamma_{p+1,j} = \begin{cases} 2 + \frac{(p+1)p}{2} \sigma_{\min}, & j = 0, \\ \frac{(p+1)p}{2} \sigma_{\min}, & 1 \leq j \leq p, \end{cases} \]
\[ s'_{p+1,j} = \begin{cases} 2\tilde{C}_\sigma C + \sum_{i=1}^{p} s_{ij}, & j = 0, \\ \sum_{i=1}^{p} s_{ij}, & 1 \leq j \leq p. \end{cases} \]
When \( k = p + 1 \), (31) gives
\[
e^2 \partial_t \|D^{p+1}(vf)\|_T^2 \leq -\sigma_{\min} \|D^{p+1}(vf)\|_T^2 + 2\tilde{\Gamma} \|D^{p+1}(vf)\|_V + \frac{4^{p+1}\lambda_3^2}{\sigma_{\min}} \|vf\|_{\dot{H}^p}. \tag{34}
\]

Multiplying (33) by \( \chi_{p+1} \) (which is positive and defined below) and adding with (34) gives
\[
e^2 \partial_t \left( \|D^{p+1}(vf)\|_T^2 + \sum_{j=0}^p \epsilon''_{p+1,j} \|D^j(vf)\|_T^2 \right) \leq -\sigma_{\min} \sum_{j=0}^{p+1} \|D^j(vf)\|_T^2 \]
\[
+ \sum_{j=0}^{p+1} s''_{p+1,j} \|D^j(vf)\|_V, \tag{35}
\]
where
\[
\chi_{p+1} = \frac{4^{p+1}\lambda_3^2 + \sigma_{\min}}{\min_{0 \leq j \leq p} (\gamma_{p+1,j})}, \quad \epsilon''_{p+1,j} = \epsilon'_{p+1,j} \chi_{p+1}, \quad s''_{p+1,j} = \begin{cases} 2\tilde{\Gamma}, & j = p + 1, \\ \epsilon''_{p+1,j}, & j = p + 1, \\ \epsilon''_{p+1,j} \chi_{p+1}, & 0 \leq j \leq p. \end{cases}
\]
This shows that (23) still holds for \( k = p + 1 \). By Mathematical Induction, conclusion (23) holds for all \( k \in \mathbb{N} \). Thus we finish the proof of Lemma 3.3.

The following theorem provides a new estimate on the regularity of \( v \cdot \nabla_x f \), which is of exponential decay.

**Theorem 3.4.** If assumptions for the collision kernel, namely (3), (21) and (22) are satisfied and if for some integer \( m \geq 0 \),
\[
\|D^k(vf_0)\|_T \leq C_0, \quad \|D^k(v \cdot \nabla_x f_0)\|_V \leq C_1, \quad k = 0, \ldots, m,
\]
then the following regularity results of \( vf \) and \( v \cdot \nabla_x f \) hold:
\[
\|D^k(vf)\|_V \leq \tilde{C}_0 (e^{-\frac{C_2 t}{4\epsilon}} + 1), \quad k = 0, \ldots, m,
\]
and
\[
\|D^k(v \cdot \nabla_x f)\|_V \leq \tilde{C}_1 (e^{-\frac{C_2 t}{4\epsilon}} + 1), \quad k = 0, \ldots, m,
\]
where \( C_0, C_1, \tilde{C}_0, \tilde{C}_1 \) and \( C_2 \) are constants independent of \( \epsilon \).

**Proof.** Define the weighted energy norm:
\[
\|vf\|_{\dot{P}_k}^2 := \sum_{j=0}^k \epsilon''_{k+1,j} \|D^j(vf)\|_T^2,
\]
where
\[
\epsilon''_{k+1,j} = \begin{cases} 1, & j = k, \\ \epsilon''_{k,j}, & 0 \leq j \leq k - 1. \end{cases}
\]
The second term in (23) has the estimate
\[
\sum_{j=0}^k s_{kj} \|D^j(vf)\|_V \leq \left( \sum_{j=0}^k \frac{(s_{kj})^2}{\epsilon''_{k+1,j}} \right)^{\frac{1}{2}} \left( \sum_{j=0}^k \epsilon''_{k+1,j} \|D^j(vf)\|_T^2 \right)^{\frac{1}{2}} = \tilde{C}_k \|vf\|_{\dot{P}_k}, \tag{36}
\]
where the Cauchy Schwartz inequality is used, and the constant $C_k^2 = \sum_{j=0}^{k} \frac{(sk)^2}{k+1,j}$. The first term in (35) is estimated by

$$- \sigma_{\min} \sum_{j=0}^{k} \|D^j(vf)\|_{L_2}^2 \leq - \frac{\sigma_{\min}}{\max_{0 \leq j \leq k} \{C_{j+1,k}^2\}} \|vf\|_{L_1}^2. \quad (37)$$

Therefore, according to Lemma 3.3 and (36), (37),

$$\epsilon^2 \partial_t \|vf\|_{L_1}^2 \leq -\sigma_{\min} \|vf\|_{L_1}^2 + \tilde{C}_k \|vf\|_{L_1},$$

where $\sigma_{\min} = \frac{\sigma_{\min}}{\max_{0 \leq j \leq k} \{C_{j+1,k}^2\}}$. Cancel $\|vf\|_{L_1}$ on both sides and use Gronwall’s inequality,

$$\|D^j(vf)\|_{L_1} \leq \|vf\|_{L_1} \leq \tilde{C}_0 (e^{-\frac{\epsilon^2 t}{2}} + 1),$$

for $j = 0, \cdots, k$, where $C_2 = \tilde{\sigma}_{\min}/2$ and $\tilde{C}_0$ are constants independent of $\epsilon$.

Notice that $\nabla_x f$ and $f$ satisfy the same equation, under the assumptions given in Theorem 3.4, one consequently has

$$\|D^k(v \cdot \nabla_x f)\|_{L_1} \leq \tilde{C}_1 (e^{-\frac{\epsilon^2 t}{2}} + 1),$$

where $C_1, C_2$ are independent of $\epsilon$. This completes the proof.

\[ \square \]

### 3.4 Regularity of $\Pi f - f$

Our goal of this subsection is to obtain a regularity estimate on $\Pi f - f$, as shown in Theorem 3.5 below.

**Theorem 3.5. (Estimate on $\Pi f - f$)** If all the assumptions in Theorem 3.2 and Theorem 3.4 are satisfied, then the regularity of $\Pi f - f$ is given by

$$\|D^k(\Pi f - f)\|_{L_1}^2 \leq e^{-\sigma_{\min} t/2\epsilon^2} \|D^k(\Pi f_0 - f_0)\|_{L_1}^2 + C' \epsilon^2 \leq C'' \epsilon^2, \quad (38)$$

for any $t \in (0, T]$ and $0 \leq k \leq m$, where $C'$ and $C''$ are constants independent of $\epsilon$.

**Proof.** Take the projection $\Pi$ on both sides of (1),

$$\epsilon^2 \partial_t (\Pi f) + \epsilon \Pi (v \cdot \nabla_x f) = 0. \quad (39)$$

Subtract (39) by (1),

$$\epsilon^2 \partial_t (\Pi f - f) + \epsilon (\Pi (v \cdot \nabla_x f) - v \cdot \nabla_x f) = -Q(f). \quad (40)$$

Differentiating (40) $k$ times and taking the scalar product with $D^k(\Pi f - f)$, one gets

$$\epsilon^2 \partial_t \|D^k(\Pi f - f)\|_{L_1}^2 = -2 \epsilon \int_{\mathcal{S}} \langle D^k \Pi (v \cdot \nabla_x f) - D^k(v \cdot \nabla_x f), D^k(\Pi f - f) \rangle_{L^2} d\mu \tag{41}$$

Notice that $\int_{\mathcal{S}} \langle D^k Q(f), D^k(\Pi f - f) \rangle_{L^2} d\mu = 0$, the estimate of term $II$ is given in (18).
To estimate term $I$, since
\[ \int_{\mathcal{S}} \langle D^k \Pi (v \cdot \nabla_x f), D^k (\Pi f - f) \rangle \, d\mu = 0, \]
it remains to estimate $\epsilon \int_{\mathcal{S}} \langle D^k (v \cdot \nabla_x f), D^k (\Pi f - f) \rangle \, d\mu$. In section 3.3, the estimate for $|D^k (v \cdot \nabla_x f)|_1$ has been done. With the help of Theorem 3.4, the rest of the proof mostly follows [14]. For completeness, we write it out.

By Young’s inequality,
\[
\epsilon \int_{\mathcal{S}} \langle D^k (v \cdot \nabla_x f), D^k (\Pi f - f) \rangle \, d\mu \leq \frac{\sigma_{\text{min}}}{4} \|D^k (\Pi f - f)\|^2_1 + \epsilon^2 \|D^k (v \cdot \nabla_x f)\|^2_1.
\]
By (41), using the estimate (18) and (42), one gets
\[
\epsilon^2 \partial_t \|D^k (\Pi f - f)\|^2_1 \leq -\frac{\sigma_{\text{min}}}{2} \|D^k (\Pi f - f)\|^2_1 + \frac{C_1^2 \epsilon^2}{\sigma_{\text{min}}} \|\Pi f - f\|^2_{1,p-1} + \frac{4C_1 \epsilon^2}{\sigma_{\text{min}}}. \tag{43}
\]

We prove Theorem 3.5 using Mathematical Induction. When $k = 0$, (43) becomes
\[
\epsilon^2 \partial_t \|\Pi f - f\|^2_1 \leq -\frac{\sigma_{\text{min}}}{2} \|\Pi f - f\|^2_1 + \frac{4C_1 \epsilon^2}{\sigma_{\text{min}}}.
\]
By Gronwall’s inequality,
\[
\|\Pi f - f\|^2_1 \leq e^{-\frac{\sigma_{\text{min}} t}{2 \epsilon^2}} \|\Pi f_0 - f_0\|^2_1 + \frac{8C_1}{\sigma_{\text{min}}} \epsilon^2 \leq C_0 \epsilon^2,
\]
which satisfies (38). Assume for any $k \leq p$ where $p \in \mathbb{N}$, the conclusion (38) holds. Thus
\[
\|\Pi f - f\|^2_{1,p} \leq C_p \epsilon^2.
\]
When $k = p + 1$, (43) reads
\[
\epsilon^2 \partial_t \|D^{p+1} (\Pi f - f)\|^2_1 \leq -\frac{\sigma_{\text{min}}}{2} \|D^{p+1} (\Pi f - f)\|^2_1 + \frac{C_1^2 \epsilon^2}{\sigma_{\text{min}}} - C_p \epsilon^2 + \frac{4C_1 \epsilon^2}{\sigma_{\text{min}}},
\]
which is equivalent to
\[
\partial_t \|D^{p+1} (\Pi f - f)\|^2_1 \leq -\frac{\sigma_{\text{min}}}{2 \epsilon^2} \|D^{p+1} (\Pi f - f)\|^2_1 + C'_{p+1},
\]
where $C'_{p+1} = \frac{C_1^2 \epsilon^2}{\sigma_{\text{min}}} C_p + \frac{4C_1 \epsilon^2}{\sigma_{\text{min}}}$. By Gronwall’s inequality,
\[
\|D^{p+1} (\Pi f - f)\|^2_1 \leq e^{-\frac{\sigma_{\text{min}} t}{2 \epsilon^2}} \|D^{p+1} (\Pi f - f)\|^2_1 + C''_{p+1} \epsilon^2 \leq C_{p+1} \epsilon^2,
\]
where $C''_{p+1}$ and $C_{p+1}$ are constants independent of $\epsilon$. By Mathematical Induction, we finish the proof of Theorem 3.5. \qed
4 A Uniform Spectral Convergence in $\epsilon$ The main purpose of this section is to obtain the uniform spectral convergence of the gPC-SG method for problem (1), as shown in Theorem 4.2.

Let $f$ be the solution to (1). We define the $K$-th order projection operator

$$P_K f = \sum_{|j|=1}^{K} \langle f, \psi_j \rangle_\pi \psi_j.$$

The error arisen from the gPC-SG can be split into two parts $R_K$ and $e_K$,

$$f - f_K = (f - P_K f) + (P_K f - f_K) = R_K + e_K,$$

where $R_K = f - P_K f$ is the projection error, and

$$e_K = P_K f - f_K = \sum_{|j|=1}^{K} \langle f, \psi_j \rangle_\pi \psi_j = \hat{e} \cdot \psi,$$

where $\hat{e} = (\langle f, \psi_1 \rangle_\pi - f_1, \cdots, \langle f, \psi_K \rangle_\pi - f_K)$ is the numerical error, and $\psi = (\psi_1, \cdots, \psi_K)$.

Define the operator $L = \epsilon^2 \partial_t + \epsilon v \cdot \nabla_x - Q$. Recall the Lemma given in [15]:

**Lemma 4.1.** The operator $L = \epsilon^2 \partial_t + \epsilon v \cdot \nabla_x - Q$ satisfies the following equality:

$$\langle L(R_K), \psi \rangle_\pi = -\langle Q(R_K), \psi \rangle_\pi.$$

Now since $L(f) = 0$, $P_K L(f_K) = 0$, thus

$$\langle L(e_K), \psi \rangle_\pi = -\langle L(R_K), \psi \rangle_\pi.$$  \hfill (45)

Denote $d\chi = \frac{1}{M(v)} d\nu d\pi(z) dz$, and $W = \Omega \times \mathbb{R}^d \times I_z$. Taking the scalar product of (45) with $\hat{e}$ and integrating on $W$, one gets

$$\frac{\epsilon^2}{2} \partial_t ||e_K||_I^2 - \int_W \langle Q(e_K), \psi \rangle_\pi \cdot \hat{e} d\chi = -\int_W \langle L(R_K), \psi \rangle_\pi \cdot \hat{e} d\chi,$$

that is,

$$\frac{\epsilon^2}{2} \partial_t ||e_K||_I^2 = \int_W \langle Q(e_K), e_K \rangle_\pi d\chi - \int_W \langle L(R_K), e_K \rangle_\pi d\chi.$$

Notice that

$$\int_W \langle Q(R_K), \Pi e_K \rangle_\pi d\chi = 0,$$

thus

$$\int_W \langle Q(R_K), e_K \rangle_\pi d\chi = \int_W \langle Q(R_K), e_K - \Pi e_K \rangle_\pi d\chi.$$  \hfill (46)

Since $||\sigma||_{L^\infty(v,z)} \leq C_\sigma$, then

$$|Q(R_K)| \leq C_\sigma \left| M(v) \int_{\mathbb{R}^d} R_K(w,z) dw - \int_{\mathbb{R}^d} M(w) dw R_K(v,z) \right| = C_\sigma |\Pi R_K - R_K|,$$

which gives

$$||Q(R_K)||_I^2 \leq C^2_\sigma ||R_K - \Pi R_K||_I^2.$$  \hfill (47)
According to Lemma 4.1, (46), (47) and Young’s inequality, one has
\[
IV = -\int_W \langle \mathcal{L}(R_K), e_K \rangle d\chi = \int_W \langle Q(R_K), e_K - \Pi e_K \rangle d\chi
\leq \frac{\sigma_{\min}}{2} \|e_K - \Pi e_K\|^2 + \frac{1}{2\sigma_{\min}} \|Q(R_K)\|^2
\leq \frac{\sigma_{\min}}{2} \|e_K - \Pi e_K\|^2 + \frac{C^2}{2\sigma_{\min}} \|R_K - \Pi R_K\|^2. \tag{48}
\]

By the standard error estimate for orthogonal polynomial approximations and Theorem 3.2,
\[
\|R_K\|_\Gamma \leq C_1 K^{-m} \|D^m f\|_\Gamma \leq \frac{C_1 C'}{K^m}. \tag{49}
\]

According to Theorem 3.5,
\[
\|R_K - \Pi R_K\|_\Gamma = \|\Pi f - f\|_\Gamma \leq C_2 K^{-m} \|D^m f - f\|_\Gamma \leq \frac{C_2}{K^m} \epsilon, \tag{50}
\]
where \(C_2 = C'_2 C''\). By the coercivity property of \(Q\),
\[
III = \int_W \langle Q(e_K), e_K \rangle d\chi \leq -\sigma_{\min}\|e_K - \Pi e_K\|^2. \tag{51}
\]

Adding up terms III and IV, using (48), (50) and (51), one has
\[
\frac{\epsilon^2}{2} \partial_t \|e_K\|^2 \leq -\frac{\sigma_{\min}}{2} \|e_K - \Pi e_K\|^2 + \frac{C^2}{2\sigma_{\min}} \|R_K - \Pi R_K\|^2
\leq -\frac{\sigma_{\min}}{2} \|e_K - \Pi e_K\|^2 + \frac{1}{2\sigma_{\min}} \left(\frac{C_\sigma C_2}{K^m}\right)^2 \epsilon^2 \leq \left(\frac{C}{K^m}\right)^2 \epsilon^2.
\]

Thus,
\[
\|e_K\|_\Gamma \leq \frac{C(T)}{K^m}. \tag{52}
\]

Now we can conclude the following theorem on the uniform convergence in \(\epsilon\) of the stochastic Galerkin method.

**Theorem 4.2.** If all the assumptions in Theorem 3.2, Theorem 3.4 and Theorem 3.5 are satisfied, the error of the gPC-SG method is given by
\[
\|f - f_K\|_\Gamma \leq \frac{C(T)}{K^m},
\]
where \(C(T)\) is a constant independent of \(\epsilon\).

**Proof.** Using (49) and (52), one has
\[
\|f - f_K\|_\Gamma \leq \|R_K\|_\Gamma + \|e_K\|_\Gamma \leq \frac{C(T)}{K^m},
\]
where \(C(T)\) is a constant independent of \(\epsilon\). This completes the proof. \(\Box\)

**Remark 2.** Differed from [14] for this part, one additionally needs Theorem 3.4 to complete the proof of uniform spectral convergence of the SG method for numerically solving problem (1).
5 Conclusion In this paper, we establish the uniform-in-Knudsen-number spectral accuracy of the stochastic Galerkin method for the linear semiconductor Boltzmann equation with random inputs and diffusive scalings, which consequently allows us to justify the stochastic AP property of the gPC-based stochastic Galerkin method proposed in [15]. Extensive numerical examples have been shown in [15] to validate the main result of this paper: uniform spectral convergence of the gPC-SG method, i.e., the number of polynomial chaos can be chosen independent of the Knudsen number, yet can still capture the solutions to the Galerkin system of the limiting drift-diffusion equations shown in (7), with a spectral accuracy. It is expected that our approach to prove the uniform convergence of the stochastic Galerkin method will be useful for more general kinetic equations, for example when the external potential is involved.
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