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Abstract

In this paper we investigate the class of the connected graded algebras which are finitely generated in degree 1, which are finitely presented with relations of degrees greater or equal to 2 and which are of finite global dimension $D$ and Gorenstein. For $D$ greater or equal to 4 we add the condition that these algebras are homogeneous and Koszul. It is shown that each such algebra is completely characterized by a multilinear form satisfying a twisted cyclicity condition and some other nondegeneracy conditions depending on the global dimension $D$. This multilinear form plays the role of a volume form and canonically identifies in the quadratic case to a nontrivial Hochschild cycle of maximal degree. Several examples including the Yang-Mills algebra and the extended 4-dimensional Sklyanin algebra are analyzed in this context. Actions of quantum groups are also investigated.
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1 Introduction

An important task which is at the beginning of noncommutative algebraic geometry is to provide good descriptions of the connected graded algebras which are finitely generated in degree 1, which are finitely presented with homogeneous relations of degrees $\geq 2$, which are of finite global dimension and which are Gorenstein (a generalization of the Poincaré duality property). These algebras play the role of homogeneous coordinates rings for the noncommutative versions of the projective spaces and, more generally, of algebraic varieties. It is usual to add the property of polynomial growth for these graded algebras [1] but we refrain here to impose this property since it eliminates various interesting examples and plays no role in our arguments. Some remarks are in order concerning the above class of algebras. The class of connected graded algebras which are finitely generated in degree 1 and finitely presented in degrees $\geq 2$ is a natural one for a generalization of the
polynomial algebras. Concerning the global dimension it is an important fact which is well known \[2\] that for this class of algebras it coincides with the projective dimension of the trivial module (the ground field) and it has been shown recently \[5\] that it also coincides with the Hochschild dimension. Thus for these algebras it is *the dimension* from the homological point of view and the requirement of finite dimensionality is clear. That the Gorenstein property is a generalization of the Poincaré duality property is already visible if one thinks of the minimal projective resolution of the trivial module as an analog of differential forms and this has been made precise at the Hochschild homological level in \[8\] (see also \[10],\[11\]).

In this paper we shall restrict attention to the smaller class of the algebras which are also homogeneous and Koszul. Homogeneous means that all the relations are of the same degree, say \(N \geq 2\) and we speak then of homogeneous algebras of degree \(N\) or of \(N\)-homogeneous algebras. For homogeneous algebras the notion of Koszulity has been introduced in \[4\] and various notions such as the Koszul duality, etc. generalizing the ones occurring in the quadratic case \[30], \[32\] have been introduced in \[7\]. It should be stressed that the Koszul property is really a desired property \[32\] and this is the very reason why we restrict attention to homogeneous algebras since it is only for these algebras that we know how to formulate this property for the moment.

It is worth noticing here that these restrictions are immaterial in the case of global dimension \(D = 2\) and \(D = 3\). Indeed, as pointed out in \[8\] any connected graded algebra which is finitely generated in degree 1, finitely presented with relations of degree \(\geq 2\) and which is of global dimension \(D = 2\) or \(D = 3\) and Gorenstein, is \(N\)-homogeneous and Koszul with \(N = 2\) for \(D = 2\) and \(N \geq 2\) for \(D = 3\). However this is already not the case for the global dimension \(D = 4\) \[1\], \[30\].

In the following we shall give detailed proofs of results announced in \[22\] which allow to identify the moduli space of the algebras \(A\) as above with the moduli space of multilinear forms \(w\) with specific properties. For each \(A\), the multilinear form \(w\) or more precisely \(1 \otimes w\) (\(1 \in A\)) plays the role of a volume element in the Koszul resolution of the trivial \(A\)-module. It turns out that this is also true from the point of view of the Hochschild homology of \(A\) at least in the quadratic case as will be shown. This gives another bridge, besides the deep ones described in \[18\] and \[20\], between noncommutative differential geometry (\[14\],\[15\]) and noncommutative algebraic geometry (\[39\] and references therein). We shall analyse several examples in order to illustrate the concepts introduced throughout the paper. Finally we
shall introduce related Hopf algebras.

It is worth noticing here that in \[12\] it has been already shown that the quadratic algebras which are Koszul of finite global dimension and Gorenstein are determined by multilinear forms. This is of course directly related with the results of the present paper and we shall come back to this point later (Section 9).

The plan of the paper is the following. In Section 2, we investigate the case of the global dimension $D = 2$ and we show that the algebras of the relevant class are associated with the nondegenerate bilinear forms and correspond to the natural quantum spaces for the action of the quantum groups of the associated nondegenerate bilinear forms \[24\]. In Section 3, we introduce and discuss the concept of preregular multilinear form. It turns out that, as shown in this paper (in Section 5), all homogeneous Koszul-Gorenstein algebras of finite global dimension are associated with preregular multilinear forms satisfying some other regularity conditions depending on the global dimension $D$. The case $D = 3$ is analysed in Section 4. In Section 5, we define and study the homogeneous algebras associated with multilinear forms. Section 6 consists of the analysis of several examples which illustrate the different items of the paper. In Section 7 the semi-cross product is investigated for the above class of algebras (introduced in Section 5). In Section 8 we define quantum groups preserving the multilinear forms which act on the quantum spaces corresponding to the homogeneous algebras associated with these multilinear forms generalizing thereby the situation for $D = 2$ described in Section 2. In Section 9 we discuss several important points connected with the present formulation. For the reader convenience we have added an appendix on homogeneous algebras and an appendix on the quantum group of a nondegenerate bilinear form at the end of the paper.

Throughout the paper $\mathbb{K}$ denotes a field which we assume to be algebraically closed of characteristic zero (though most of our results are independent of this assumption) and all algebras and vector spaces are over $\mathbb{K}$. The symbol $\otimes$ denotes the tensor product over $\mathbb{K}$ and if $E$ is a $\mathbb{K}$-vector space, $E^*$ denotes its dual vector space. We use the Einstein summation convention of repeated up down indices in the formulas.
2 Bilinear forms and global dimension $D = 2$

Let $b$ be a nondegenerate bilinear form on $\mathbb{K}^{s+1}$ ($s \geq 1$) with components $B_{\mu\nu} = b(e_\mu, e_\nu)$ in the canonical basis $(e_\lambda)_{\lambda \in \{0, \ldots, s\}}$ of $\mathbb{K}^{s+1}$ and let $\mathcal{A} = \mathcal{A}(b, 2)$ be the quadratic algebra generated by the elements $x_\lambda$ ($\lambda \in \{0, \ldots, s\}$) with the relation

$$B_{\mu\nu} x_\mu x_\nu = 0 \quad (1)$$

that is, using the notations of [7] (see Appendix 1), one has $\mathcal{A} = A(E, R)$ with $E = \bigoplus_{\lambda} \mathbb{K} x_\lambda = A_1$ and $R = \mathbb{K} B_{\mu\nu} x_\mu \otimes x_\nu \subset E^\otimes 2$.

**Lemma 1.** Let $a$ be an element of degree 1 of $\mathcal{A}$ with $a \neq 0$ (i.e. $a \in E \setminus \{0\}$). Then $ya = 0$ or $ay = 0$ for $y \in \mathcal{A}$ implies $y = 0$.

**Proof.** One has

$$a = a_\lambda x_\lambda \quad (2)$$

with $(a_\lambda) \neq 0$ in $\mathbb{K}^{s+1}$. On the other hand, by the very definition of $\mathcal{A}$ by generators and relation, $ya = 0$ (resp. $ay = 0$) is equivalent to

$$ya_\lambda = z x_\mu B_{\mu\lambda} \quad (resp. ya_\lambda = x_\mu z B_{\lambda\mu}) \quad (3)$$

($\lambda \in \{0, \ldots, s\}$) for some $z \in \mathcal{A}$. Let $y$ be in $\bigoplus_{k=0}^n A_k$, we shall prove the statement by induction on $n$. For $n = 0$ (i.e. $y$ of degree 0) the statement is clear ($\mathcal{A}$ is connected). Assume that the statement is true for $n \leq p$ and let $y \in \bigoplus_{k=0}^{p+1} A_k$ be such that $ya = 0$ (resp. $ay = 0$). Then $z \in \bigoplus_{k=0}^p A_k$ in (3) and one has $zx_\mu B_{\mu\lambda} v^\lambda = 0$ (resp. $B_{\mu\lambda} v^\lambda x_\mu z = 0$) for $(v^\lambda) \neq 0$ in $\mathbb{K}^{s+1}$ such that $a_\lambda v^\lambda = 0$ in $\mathbb{K}$. So, replacing $a$ by $x_\mu B_{\mu\lambda} v^\lambda$ (resp. $B_{\mu\lambda} v^\lambda x_\mu$), one has $z = 0$ by the induction hypothesis. This implies $y = 0$ by (3) since $(a_\lambda) \neq 0$.

The matrix $B = (B_{\mu\nu})$ of the components of $b$ is invertible and we denote by $B^{\mu\nu}$ the matrix elements of its inverse that is one has

$$B^{\lambda\rho} B_{\rho\mu} = \delta^\lambda_\mu \quad (4)$$

$\lambda, \mu \in \{0, \ldots, s\}$. The $B^{\mu\nu}$ are the component of a bilinear form on the dual of $\mathbb{K}^{s+1}$ in the dual basis of the canonical basis $(e_\lambda)$. Notice that with the definitions above the vector space $E$ identifies canonically with the dual of $\mathbb{K}^{s+1}$ while the $x_\lambda$ identify with the elements of the dual basis of the canonical basis $(e_\lambda)$ of $\mathbb{K}^{s+1}$. These identifications allow for instance to write $b \in E^\otimes 2$ since the involved vector spaces are finite-dimensional.
Let us investigate the structure of the dual quadratic algebra $A^!$ of $A$ [22], [7]. Letting $E^* = \mathbb{K}^{s+1}$ be the dual vector space of $E$, one has $A^! = A(E^*, R^\perp)$ where $R^\perp \subset (E^* \otimes (E^* \otimes (E^* \otimes \cdots))$ is the orthogonal of $R = \mathbb{K}B\mu \otimes x^\nu \subset E^\otimes 2$.

**Lemma 2.** The dual quadratic algebra of $A$ is the quadratic algebra $A^!$ generated by the elements $e_\lambda$ $(\lambda \in \{0, \ldots, s\})$ with the relations

$$e_\mu e_\nu = \frac{1}{s+1}B_\mu B_\nu e_\rho e_\tau$$

for $\mu, \nu \in \{0, \ldots, s\}$. One has $A^!_0 = \mathbb{K}1 \simeq \mathbb{K}$, $A^!_1 = E^* = \oplus_\lambda \mathbb{K}e_\lambda \simeq \mathbb{K}^{s+1}$, $A^!_2 = \mathbb{K}B_\mu e_\rho e_\tau \simeq \mathbb{K}$ and $A^!_n = 0$ for $n \geq 3$.

**Proof.** One has $\langle e_\mu \otimes e_\nu - \frac{1}{s+1}B_\mu B_\nu B_\rho e_\tau \otimes e_\mu, B_\lambda x^\lambda \otimes x^\tau \rangle = 0$ so the $e_\mu \otimes e_\nu - \frac{1}{s+1}B_\mu B_\nu B_\tau e_\rho \otimes e_\tau$ are in $R^\perp$ and it is not difficult to see that they span $R^\perp$ which proves the first part of the lemma including the identifications of $A^!_0, A^!_1$ and $A^!_2$. It remains to show that $A^!_3 = 0$. Setting $\xi = B_\alpha\beta e_\beta e_\alpha$ for the generator of $A^!_3$ one has $(e_\lambda e_\mu)e_\nu = \frac{1}{s+1}B_\lambda e_\tau e_\nu$ which (by contraction with $B_\tau e_\mu$) implies $e_\lambda \xi = \frac{1}{s+1}B_\mu B_\lambda e_\rho e_\nu$ while one also has $e_\lambda (e_\mu e_\nu) = e_\lambda \xi e_\mu$ which (by contraction with $B_\rho e_\mu$) implies $\xi e_\mu = \frac{1}{s+1}B_\mu B_\rho e_\lambda e_\nu$. It follows that one has $e_\lambda \xi = \left(\frac{1}{s+1}\right)^2 e_\lambda \xi$ that is $e_\lambda \xi = 0$ since $s \geq 1$ and thus $e_\lambda e_\mu e_\nu = 0$ for $\lambda, \mu, \nu \in \{0, \ldots, s\}$ which means $A^!_3 = 0$. □

In view of this lemma the Koszul complex of $A$

$$\cdots \to A \otimes A^!_{n+1} \xrightarrow{d} A \otimes A^!_n \to \cdots$$

reads here

$$0 \to A \xrightarrow{x^B} A^+ \xrightarrow{x} A \to 0$$

(6)

where $A^+ = (A, \ldots, A)$, $x$ means right multiplication by the column $(x^\lambda)$ and $x^B$ means right multiplication by the row $(x^\mu B_\mu)$. Lemma 1 implies that $A \xrightarrow{x^B} A^+: 1$ is injective while the definition of $A$ by generators and relation means that the sequence $A \xrightarrow{x^B} A^+: 1$ is exact ($\varepsilon$ being the projection on degree 0). Therefore $A$ is Koszul of global dimension 2 and the exact sequence of left $A$-module

$$0 \to A \xrightarrow{x^B} A^+: 1 \xrightarrow{\varepsilon} A \xrightarrow{\varepsilon} \mathbb{K} \to 0$$

(7)

is the Koszul (free) resolution of the trivial left $A$-module $\mathbb{K}$. By transposition and by using the invertibility of $B$, it follows that $A$ is also Gorenstein.
Conversely let $\mathcal{A}$ be a connected graded algebra generated by $s + 1$ elements $x^\lambda$ of degree 1 with (a finite number of) relations of degrees $\geq 2$ which is of global dimension 2 and Gorenstein. Then, as pointed out in the introduction, it is known (and easy to show) that $\mathcal{A}$ is quadratic and Koszul. The Gorenstein property implies that the space of relations $R$ is 1-dimensional so $\mathcal{A}$ is generated by the $x^\lambda$ with relation $B_{\mu\nu}x^\mu x^\nu = 0$ ($B_{\mu\nu} \in \mathbb{K}$, $\mu, \nu \in \{0, \ldots, s\}$) and the Koszul resolution of $\mathbb{K}$ is of the above form (7). Furthermore the Gorenstein property also implies that $B$ is invertible so the corresponding bilinear form $b$ on $\mathbb{K}^{s+1}$ is nondegenerate and $\mathcal{A}$ is of the above type (i.e. $\mathcal{A} = \mathcal{A}(b, 2)$). This is summarized by the following theorem.

**Theorem 3.** Let $b$ be a nondegenerate bilinear form on $\mathbb{K}^{s+1}$ ($s \geq 1$) with components $B_{\mu\nu} = b(e_\mu, e_\nu)$ in the canonical basis $(e_\lambda)$ of $\mathbb{K}^{s+1}$. Then the quadratic algebra $\mathcal{A}$ generated by the elements $x^\lambda$ ($\lambda \in \{0, \ldots, s\}$) with the relation $B_{\mu\nu}x^\mu x^\nu = 0$ is Koszul of global dimension 2 and Gorenstein. Furthermore any connected graded algebra generated by $s + 1$ elements $x^\lambda$ of degree 1 with relations of degree $\geq 2$ which is of global dimension 2 and Gorenstein is of the above kind for some nondegenerate bilinear form $b$ on $\mathbb{K}^{s+1}$.

There is a canonical right action $b \mapsto b \circ L$ ($L \in GL(s + 1, \mathbb{K})$) of the linear group on bilinear forms, where

$$(b \circ L)(X, Y) = b(LX, LY)$$

for $X, Y \in \mathbb{K}^{s+1}$, which preserves the set of nondegenerate bilinear forms and one has the following straightforward result which is worth noticing in comparison with the similar one in global dimension $D = 3$ which is less obvious (see in Section 4).

**Proposition 4.** Two nondegenerate bilinear forms $b$ and $b'$ on $\mathbb{K}^{s+1}$ correspond to isomorphic graded algebras $\mathcal{A}(b, 2)$ and $\mathcal{A}(b', 2)$ if and only if they belong to the same $GL(s + 1, \mathbb{K})$-orbit, i.e. if $b' = b \circ L$ for some $L \in GL(s + 1, \mathbb{K})$.

In view of Theorem 3 and Proposition 4 it is natural to define the moduli space $\mathcal{M}_s(2)$ of the quadratic algebras with $s + 1$ generators which are Koszul of global dimension 2 and Gorenstein to be the space of $GL(s + 1, \mathbb{K})$-orbits of nondegenerate bilinear forms on $\mathbb{K}^{s+1}$. The moduli space $\mathcal{M}(2)$ of the connected graded algebras which are finitely generated in degree 1 and finitely presented with relations of degrees $\geq 2$ and which are of global dimension 2
and Gorenstein being then the (disjoint) union $\mathcal{M}(2) = \cup_{s \geq 1} \mathcal{M}_s(2)$.

The Poincaré series $P_A(t) = \sum_n \dim(A_n)t^n$ of a graded algebra $A$ as above is given by [36], [32]

$$P_A(t) = \frac{1}{1 - (s + 1)t + t^2}$$

which implies exponential growth for $s \geq 2$. For $s = 1$ ($s + 1 = 2$) the algebra has polynomial growth so it is regular in the sense of [1]. In the latter case it is easy to classify the $GL(2, \mathbb{K})$-orbits of nondegenerate bilinear forms on $\mathbb{K}^2$ according to the rank $\text{rk}$ of their symmetric part [24]:

- $\text{rk} = 0$ - there is only one orbit which is the orbit of $b = \varepsilon$ with matrix of components $B = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$ which corresponds to the relation $x_1x_2 - x_2x_1 = 0$ i.e. to the polynomials algebra $\mathbb{K}[x_1, x_2]$,

- $\text{rk} = 1$ - there is only one orbit which is the orbit of $b$ with matrix of components $B = \begin{pmatrix} 0 & -1 \\ 1 & 1 \end{pmatrix}$ which corresponds to the relation $x_1x_2 - x_2x_1 - (x_2)^2 = 0$,

- $\text{rk} = 2$ - the orbits are the orbits of $b = \varepsilon_q$ with matrix of components $B = \begin{pmatrix} 0 & -1 \\ q & 0 \end{pmatrix}$ for $q \neq 0$ and $q \neq 1$ ($q^2 \neq q$) modulo $q \sim q^{-1}$ which corresponds to the relation $x_1x_2 - qx_2x_1 = 0$.

Thus for $s + 1 = 2$ one recovers the usual description of regular algebras of global dimension 2 [27] [1].

The algebra $A_q$ of the latter case $\text{rk} = 2$ corresponds to the Manin plane which is the natural quantum space for the action of the quantum group $SL_q(2, \mathbb{K})$ [32]. More generally, given $s \geq 1$ and a nondegenerate bilinear form $b$ on $\mathbb{K}^{s+1}$ (with matrix of components $B$), the algebra $A$ of Theorem [3] corresponds to the natural quantum space for the action of the quantum group of the nondegenerate bilinear form $b$ [24] (see Appendix 2). The complete analysis of the category of representations of this quantum group has been done in [10].
A lot of general results on regular rings of dimension 2 is contained in Reference [44]. In particular, Theorem 3 above is covered by Theorem 0.1 of [44] while Theorem 0.2 (2) of [44] stating that $\mathcal{A}$ is a domain clearly implies Lemma 1 above.

In Reference [6], the cases where the bilinear form $b$ is degenerate is investigated and, more generally the case of the graded algebras $\mathcal{A}$ having a single homogeneous relation is analyzed there.

3 Multilinear forms

In this section $V$ is a vector space with $\dim(V) \geq 2$ and $m$ is an integer with $m \geq 2$.

**Definition 1.** Let $Q$ be an element of the linear group $GL(V)$. A $m$-linear form $w$ on $V$ will be said to satisfy the $Q$-twisted cyclicity condition or simply to be $Q$-cyclic if one has

$$w(X_1, \ldots, X_m) = w(QX_m, X_1, \ldots, X_{m-1})$$  (10)

for any $X_1, \ldots, X_m \in V$.

Let $w$ be $Q$-cyclic then one has

$$w(X_1, \ldots, X_m) = w(QX_k, \ldots, QX_m, X_1, \ldots, X_{k-1})$$  (11)

for any $2 \leq k \leq m$ and finally

$$w(X_1, \ldots, X_m) = w(QX_1, \ldots, QX_m)$$  (12)

for any $X_1, \ldots, X_m \in V$ which means that $w$ is invariant by $Q$, $w = w \circ Q$.

Let now $w$ be an arbitrary $Q$-invariant $(w = w \circ Q)$ $m$-linear form on $V$, then $\pi_Q(w)$ defined by

$$m\pi_Q(w)(X_1, \ldots, X_m) = w(X_1, \ldots, X_m) + \sum_{k=2}^{m} w(QX_k, \ldots, QX_m, X_1, \ldots, X_{k-1})$$  (13)

is a $Q$-cyclic $m$-linear form on $V$ and the linear mapping $\pi_Q$ is a projection of the space of $Q$-invariant $m$-linear forms onto the subspace of the $Q$-cyclic ones ($\pi_Q^2 = \pi_Q$).
Notice that to admit a non zero $Q$-invariant multilinear form is a nontrivial condition on $Q \in GL(V)$ since it means that the operator $w \mapsto w \circ Q$ has an eigenvalue equal to 1. For instance there is no non zero $(-1)$-invariant $m$-linear form if $m$ is odd. Let us consider the right action $w \mapsto w \circ L$ ($L \in GL(V)$) of the linear group on the space of $m$-linear forms on $V$. If $w$ is $Q$-invariant then $w \circ L$ is $L^{-1}QL$-invariant and if $w$ is $Q$-cyclic then $w \circ L$ is $L^{-1}QL$-cyclic.

**Definition 2.** A $m$-linear form $w$ on $V$ will be said to be preregular if it satisfies the conditions (i) and (ii) below.

(i) If $X \in V$ satisfies $w(X, X_1, \ldots, X_{m-1}) = 0$ for any $X_1, \ldots, X_{m-1} \in V$, then $X = 0$.

(ii) There is a $Q_w \in GL(V)$ such that $w$ is $Q_w$-cyclic.

The condition (i) implies that the element $Q_w$ of $GL(V)$ such that (ii) is satisfied is unique for a preregular $m$-linear form $w$ on $V$. In view of (ii) a preregular $w$ is such that if $X \in V$ satisfies

$$w(X_1, \ldots, X_k, X, X_{k+1}, \ldots, X_{m-1}) = 0$$

for any $X_1, \ldots, X_{m-1} \in V$ then $X = 0$. A $m$-linear form $w$ satisfying this latter condition for any $k$ ($0 \leq k \leq m$) will be said to be 1-site nondegenerate. Thus a preregular $m$-linear form is a 1-site nondegenerate twisted cyclic $m$-linear form.

The set of preregular $m$-linear forms on $V$ is invariant by the action of the linear group $GL(V)$ and one has

$$Q_{w \circ L} = L^{-1}Q_w L, \quad \forall L \in GL(V)$$

for a preregular $m$-linear form $w$ on $V$.

A bilinear form $b$ on $K^{s+1}$ ($s \geq 1$) is preregular if and only if it is nondegenerate. Indeed if $b$ is preregular, it is nondegenerate in view of (i). Conversely if $b$ is nondegenerate with matrix of components $B$ then one has $b(X, Y) = b(Q_b Y, X)$ with $Q_b = (B^{-1})^t B$.

As pointed out in the introduction and as will be shown later all homogeneous Koszul algebras of finite global dimension which are also Gorenstein are associated with preregular multilinear forms satisfying some other conditions depending on the global dimension $D$. Let us spell out a condition for the case $D = 3$ which will be the object of the next section.
Definition 3. Let $N$ be an integer with $N \geq 2$. A $(N+1)$-linear form $w$ on $V$ will be said to be 3-regular if it is preregular and satisfies the following condition (iii).

(iii) If $L_0$ and $L_1$ are endomorphisms of $V$ satisfying

$$w(L_0 X_0, X_1, X_2, \ldots, X_N) = w(X_0, L_1 X_1, X_2, \ldots, X_N)$$

for any $X_0, \ldots, X_N \in V$, then $L_0 = L_1 = \lambda \mathbb{1}$ for some $\lambda \in \mathbb{K}$.

The set of all 3-regular $(N+1)$-linear forms on $V$ is also invariant by the right action of $GL(V)$.

Notice that condition (iii) is a sort of two-sites (consecutive, etc.) nondegenerate condition. Consider the following more natural two-sites condition (iii)' for a $(N+1)$-linear form $w$ on $V(N \geq 2)$.

(iii)' If $\sum_i Y_i \otimes Z_i \in V \otimes V$ satisfies

$$\sum_i w(Y_i, Z_i, X_1, \ldots, X_{N-1}) = 0$$

for any $X_1, \ldots, X_{N-1} \in V$, then $\sum_i Y_i \otimes Z_i = 0$.

It is clear that the condition (iii)' implies the condition (iii), but it is a strictly stronger condition. For instance take $V = \mathbb{K}^{N+1}$ and let $\varepsilon$ be the completely antisymmetric $(N+1)$-linear form on $\mathbb{K}^{N+1}$ such that $\varepsilon(e_0, \ldots e_N) = 1$ in the canonical basis $(e_\alpha)$ of $\mathbb{K}^{N+1}$. Then $\varepsilon$ is 3-regular but does not satisfy (iii)' since for $Y \otimes Z + Z \otimes Y \in V \otimes V$ one has

$$\varepsilon(Y, Z, X_1, \ldots, X_{N-1}) + \varepsilon(Z, Y, X_1, \ldots, X_{N-1}) = 0$$

identically.

4 Global dimension $D = 3$

Let $w$ be a preregular $(N+1)$-linear form on $\mathbb{K}^{s+1}$ (with $N \geq 2$ and $s \geq 1$) with components $W_{\lambda_0, \lambda_N} = w(e_{\lambda_0}, \ldots, e_{\lambda_N})$ in the canonical basis $(e_\lambda)$ of $\mathbb{K}^{s+1}$ and let $A = A(w, N)$ be the $N$-homogeneous algebra generated by the $s + 1$ elements $x^\lambda$ ($\lambda \in \{0, \ldots, s\}$) with the $s + 1$ relations

$$W_{\lambda_1, \ldots, \lambda_N} x^{\lambda_1} \ldots x^{\lambda_N} = 0 \quad (\lambda \in \{0, \ldots, s\})$$

(15)
Theorem 5. Let $Q$ be a connected graded algebra which is finitely generated in degree 1, finitely presented with relations of degree $\geq 2$ and is Koszul. Then the $\Theta^\lambda$ be the generators of $A^!$, the relations of $A^!$ read as well

$$W_{\mu_1} \ldots \theta_{\mu_N} = W_{\mu_1} \ldots \mu_N \Theta^\lambda, \quad (\mu_k \in \{0, \ldots, s\}).$$

and the $\Theta^\lambda$ are independent of the choice of $\tilde{w}$ as above. If furthermore $w$ is 3-regular then Proposition 16 in Section 9 implies that $A^!|_{N+1}$ is 1-dimensional generated by $\Theta^\lambda \theta_\lambda$ and that $A^!|_n = 0$ for $n \geq N + 2$.

Notice that, in view of the $Q_w$-cyclicity, the relations (15) of $A$ read as well $W_{\mu_1} \ldots \mu_N x^\mu_1 \ldots x^\mu_N = 0, (\lambda \in \{0, \ldots, s\})$.

Theorem 5. Let $A$ be a connected graded algebra which is finitely generated in degree 1, finitely presented with relations of degree $\geq 2$ and which is of global dimension $D = 3$ and Gorenstein. Then $A = A(w, N)$ for some 3-regular $(N + 1)$-linear form $w$ on $K^{s+1}$.

Proof. As pointed out in [8] (see also in the introduction) $A$ is $N$-homogeneous with $N \geq 2$ and is Koszul. It follows then from the general theorem [11] of next section that $A = A(w, N)$ for some preregular $(N + 1)$-linear form on $K^{s+1}$. Let us show that $w$ is in fact 3-regular.

The Koszul resolution of the trivial left $A$-module $K$ reads

$$0 \to A \otimes w \xrightarrow{d} A \otimes R \xrightarrow{d^N} A \otimes E \xrightarrow{d} A \to K \to 0 \tag{16}$$

where $E = \bigoplus_{\mu} K x^\mu, R = \bigoplus_{\mu} K W_{\mu_1 \ldots \mu_N} x^\mu_1 \otimes \ldots \otimes x^\mu_N \subset E^{\otimes N}$ and where $w$ is identified with the element $W_{\mu_0 \ldots \mu_N} x^\mu_0 \otimes \ldots \otimes x^\mu_N$ of $E^{\otimes N+1}$; the $N$-differential $d$ being induced by the mapping $a \otimes (x^0 \otimes x^1 \otimes \ldots \otimes x^n) \mapsto ax^0 \otimes (x^1 \otimes \ldots \otimes x^n)$ of $A \otimes E^{\otimes n+1}$ into $A \otimes E^{\otimes n}$, [7] (see Appendix 1).

Assume that the matrices $L_0, L_1 \in M_{s+1}(K)$ are such that one has

$$L^\mu_{0 \mu_0} W_{\mu_1 \ldots \mu_N} = L^\mu_{1 \mu_2} W_{\mu_0 \mu_1 \ldots \mu_N} \tag{17}$$
and let $a^\mu \in A_1$ be the elements $a^\mu = L_1^\mu \nu x^\nu$. Equation (17) implies

$$W_{\mu \nu_1 \ldots \mu N} a^\mu x^{\nu_1} \ldots x^{\mu N} = 0$$

which also reads

$$d^{N-1}(a^\mu \otimes W_{\mu \nu_1 \ldots \mu N} x^{\nu_1} \otimes \ldots \otimes x^{\mu N}) = 0$$

(18)

for the element $a^\mu \otimes W_{\mu \nu_1 \ldots \mu N} x^{\nu_1} \otimes \ldots \otimes x^{\mu N}$ of $A_1 \otimes R$. Exactness of the sequence (16) at $A \otimes R$ implies that one has

$$a^\mu \otimes W_{\mu \nu_1 \ldots \mu N} x^{\nu_1} \otimes \ldots \otimes x^{\mu N} = d(\lambda 1 \otimes w)$$

(19)

for some $\lambda \in \mathbb{K}$. This implies

$$a^\mu = L_1^\mu \nu x^\nu = \lambda x^\mu$$

in view of Property (i) of Definition 2. Using again Property (i), one finally obtains

$$L_0 = L_1 = \lambda 1 \in M_{s+1}(\mathbb{K})$$

as consequence of (17) which means that $w$ is 3-regular. □

The Poincaré series of such a $N$-homogeneous algebra $A$ which is Koszul of global dimension 3 and which is Gorenstein is given by

$$P_A(t) = \frac{1}{1 - (s + 1)t + (s + 1)t^N - t^{N+1}}$$

(20)

where $s + 1 = \dim(A_1)$ is as before the number of independent generators (of degree 1). It follows from this formula that $A$ has exponential growth if $s + 1 + N > 5$ while the case $s + 1 = 2$ and $N = 2$ is impossible since then the coefficient of $t^4$ vanishes and the coefficient of $t^6$ does not vanish ($(A_1)^4 = 0$ and $(A_1)^6 \neq 0$ is impossible). Thus it remains the cases $s + 1 = 3, N = 2$ and $s + 1 = 2, N = 3$ for which one has polynomial growth [11]. These latter cases are the object of [11] and we shall describe examples with exponential growth in Section 6.

**Proposition 6.** Two 3-regular $(N+1)$-linear forms $w$ and $w'$ on $\mathbb{K}^{s+1}$ correspond to isomorphic graded algebra $A(w, N)$ and $A(w', N)$ if and only if they belong to the same $GL(s+1, \mathbb{K})$-orbits.
Proof. If \( w' = w \circ L \) for \( L \in GL(s + 1, \mathbb{K}) \), the fact that the corresponding algebras are isomorphic is immediate since then \( L \) is just a linear change of generators.

Assume now that the graded algebras are isomorphic. Then in degree 1 this isomorphism gives an element \( L \) of \( GL(s + 1, \mathbb{K}) \) such that in components one has

\[
W'_{\alpha_0 \alpha_1 \ldots \alpha_N} = K_{\alpha_0}^{\alpha} L_{\alpha_1}^{\beta_1} \cdots L_{\alpha_N}^{\beta_N} W'_{\beta_0 \beta_1 \ldots \beta_N}
\]

for some \( K \in GL(s + 1, \mathbb{K}) \) since in view of (i) the relations are linearly independent. Using the property (ii) for \( w' \) and for \( w \), one gets

\[
(Q_{w'})_{\alpha_0 \alpha_0 \ldots \alpha_{N-1}}^{\alpha_N} (K^{-1} L^{-1} Q_w L)_{\alpha_0}^{\alpha} K_{\alpha_0}^{\beta} W'_{\beta_0 \beta_1 \ldots \beta_N} = 0
\]

for some \( \lambda \in \mathbb{K} \). Since \( K \) is invertible, one has \( Q_{w'} = Q_{w} L \) and \( \lambda \neq 0 \), and thus \( w' = \lambda w \circ L \). i.e. \( w' = w \circ L \) by replacing \( L \) by \( \lambda^{-1} \frac{\lambda - 1}{\lambda} L \).

\[ \Box \]

5 Homogeneous algebras associated with multilinear forms

In this section \( m \) and \( N \) are two integers such that \( m \geq N \geq 2 \) and \( w \) is a pre-regular \( m \)-linear form on \( \mathbb{K}^{s+1} \) with components \( W_{\lambda_1 \ldots \lambda_m} = w(e_{\lambda_1}, \ldots, e_{\lambda_m}) \) in the canonical basis \( (e_{\lambda}) \) of \( \mathbb{K}^{s+1} \). Let \( \mathcal{A} = \mathcal{A}(w, N) \) be the \( N \)-homogeneous algebra generated by the \( s+1 \) elements \( x^\lambda (\lambda \in \{0, \ldots, s\}) \) with the relations

\[
W_{\lambda_1 \ldots \lambda_{m-N} \mu_1 \ldots \mu_N} x^{\mu_1} \ldots x^{\mu_N} = 0
\]
and consider the sequence

$$0 \to A \otimes W_m \to A \otimes W_{m-1} \to \ldots \to A \otimes E \to A \to 0$$ \hspace{1cm} (26)

of free left $A$-modules where the homomorphisms $d$ are induced by the homomorphisms of $A \otimes E^0$ into $A \otimes E^0$ defined by $a \otimes (v_0 \otimes v_1 \otimes \ldots \otimes v_n) \mapsto av_0 \otimes (v_1 \otimes \ldots \otimes v_n)$ for $n \geq 0$, $a \in A$ and $v_i \in E = A_1$.

**Proposition 7.** Sequence (26) is a sub-$N$-complex of $K(A)$ (the Koszul $N$-complex of $A$).

**Proof.** By the property $(ii)$ of $w$ the relations $W_{\lambda_1} \ldots \lambda_{m-N} \mu_1 \ldots \mu_N x^{\mu_1} \ldots x^{\mu_N} = 0$ are equivalent to $W_{\lambda_{r+1}} \ldots \lambda_{m-N} \mu_1 \ldots \mu_N \lambda_1 \ldots \lambda_r x^{\mu_1} \ldots x^{\mu_N} = 0$ for $m-N \geq r \geq 0$. It follows that $W_n \subset E^0 = R \otimes E^0$ for any $r$ such that $n-N \geq r \geq 0$ so $W_n \subset \cap_r E^0 = (A^1_n)^*$ and therefore $A \otimes W_n \subset K_n(A)$ for $n \geq N$. The equalities $A \otimes W_n = K_n(A)$ for $N-1 \geq n \geq 0$ are obvious. This implies the result. □

In the proof of the above proposition we have shown in particular that one has $W_m \subset (A^1_m)^*$ so that $w \in (A^1_m)^*$. It follows that $w$ composed with the canonical projection $A^1 \to A^1_m$ onto degree $m$ defines a linear form $\omega_w$ on $A^1$. On the other hand one can write $Q_w \in GL(s+1, K) = GL(E^*) = GL(A^1)$. With these notations one has the following proposition.

**Proposition 8.** The element $Q_w$ of $GL(A^1) (= GL(s+1, K))$ induces an automorphism $\sigma_w$ of $A^1$ and one has $\omega_w(xy) = \omega_w(x) \omega_w(y)$ for any $x,y \in A^1$. Considered as an element $Q_w^t = Q_w$ of $Q_w$ induces an automorphism $\sigma_w^t = \sigma_w$ of $A$.

**Proof.** $Q_w$ induces an automorphism $\bar{\sigma}_w$ of degree 0 of the tensor algebra $T(E^*)$. Let $\bar{x} \in E^* \otimes^N$ be in $R^\perp$ i.e. $\bar{x} = \rho_{\mu_1} \ldots e_{\mu_N}$ with $W_{\lambda_1} \ldots \lambda_{m-N} \mu_1 \ldots \mu_N \rho_{\mu_1} \ldots \mu_N = 0$, $\forall \lambda_i$. The invariance of $w$ by $Q_w$ implies

$$Q_{\lambda_1}^{\mu_1} \ldots Q_{\lambda_{m-N}}^{\mu_{m-N}} W_{\rho_1} \ldots W_{\rho_{m-N}} \ldots W_{\rho_N} Q_{\mu_1}^{\nu_1} \ldots Q_{\mu_N}^{\nu_N} \rho_{\mu_1} \ldots \mu_N = 0$$

i.e. $W_{\lambda_1} \ldots \lambda_{m-N} \nu_1 \ldots \nu_N Q_{\mu_1}^{\nu_1} \ldots Q_{\mu_N}^{\nu_N} \rho_{\mu_1} \ldots \mu_N = 0$, $\forall \lambda_i$, which means $\bar{\sigma}_w(\bar{x}) \in R^\perp$. Thus one has $\bar{\sigma}_w(\bar{R}^\perp) = R^\perp$ which implies that $\bar{\sigma}_w$ induces an automorphism $\sigma_w$ of the $N$-homogeneous algebra $A^1$. The property $\omega_w(xy) = \omega_w(x) \omega_w(y)$ for $x,y \in A^1$ is then just a rewriting of the property $(ii)$ of $w$ (i.e. the $Q_w$-twisted cyclicity and its consequences given by (3.2)). The last statement of
the proposition follows again from the invariance of \( w \) by \( Q_w \) which implies that one has \((Q_w)^\otimes_N(R) \subset R \). □

**Theorem 9.** The subset \( \mathcal{I} \) of \( \mathcal{A}^I \) defined by
\[
\mathcal{I} = \{ y \in \mathcal{A}^I | \omega_w(xy) = 0, \quad \forall x \in \mathcal{A}^I \}
\]
is a graded two-sided ideal of \( \mathcal{A}^I \) and the quotient algebra \( \mathcal{F}(w, N) = \mathcal{A}^I/\mathcal{I} \)
equipped with the linear form induced by \( \omega_w \) is a graded Frobenius algebra.

**Proof.** By its very definition, \( \mathcal{I} \) is a left ideal. It follows from \( \omega_w(xy) = \omega_w(\sigma_w(y)x) \) that \( \mathcal{I} \) is also a right ideal, so it is a two-sided ideal. By construction one has \( \mathcal{F}(w, N) = \mathcal{F} = \bigoplus_{p=0}^m \mathcal{F}_p \) with \( \dim(\mathcal{F}_m) = 1 \) and the pairing induced by \( (x, y) \mapsto \omega_w(xy) \) is nondegenerate and is a Frobenius pairing on \( \mathcal{F} \). □

One has \( \dim(\mathcal{F}_0) = \dim(\mathcal{F}_m) = 1 \), \( \dim(\mathcal{F}_1) = \dim(\mathcal{F}_{m-1}) = s + 1 \) and of course \( \dim(\mathcal{F}_p) = \dim(\mathcal{F}_{m-p}) \) for \( p \in \{0, \ldots, m\} \). The automorphism \( \sigma_w \) induces an automorphism \( \sigma \) of \( \mathcal{F} \) and one has \( xy = \sigma(y)x \) for \( x \in \mathcal{F}_p \) and \( y \in \mathcal{F}_{m-p} \), \( m \geq p \geq 0 \).

Notice that if \( L \in GL(s + 1, \mathbb{K}) \) then \( \mathcal{A}(w, N) \) and \( \mathcal{A}(w \circ L, N) \) are isomorphic \( N \)-homogeneous algebras.

In the following we let \( \mathcal{A}^w \) denote the \((\mathcal{A}, \mathcal{A})\)-bimodule which coincides with \( \mathcal{A} \) as right \( \mathcal{A} \)-module and is such that the structure of left \( \mathcal{A} \)-module is given by left multiplication by \( (-1)^{(m-1)n}(\sigma^w)^{-1}(a) \) for \( a \in \mathcal{A}_n \). One has the following result in the quadratic case \( \mathcal{A} = \mathcal{A}(w, 2) \).

**Proposition 10.** Assume that \( N = 2 \), that is that \( \mathcal{A} \) is the quadratic algebra \( \mathcal{A} = \mathcal{A}(w, 2) \). Then \( 1 \otimes w \) is canonically a nontrivial \( \mathcal{A} \)-valued Hochschild \( m \)-cycle on \( \mathcal{A} \), that is one has \( 1 \otimes w \in Z_m(\mathcal{A}, \mathcal{A}) \) with \( 1 \otimes w \notin B_m(\mathcal{A}, \mathcal{A}) \).

**Proof.** The \( m \)-linear form \( w \) on \( \mathbb{K}^{s+1} \) identifies canonically with an element of \( E^{\otimes m} = \mathcal{A}_1^{\otimes m} \subset \mathcal{A}^{\otimes m} \), i.e. one can write \( w \in \mathcal{A}^{\otimes m} \). By interpreting \( 1 \in \mathcal{A} \) as an element of \( \mathcal{A}^w \) one can consider that \( 1 \otimes w \) is an \( \mathcal{A} \)-valued Hochschild \( m \)-chain. The Hochschild boundary of \( 1 \otimes w \) reads
\[
b(1 \otimes w) = W_{\lambda_1 \ldots \lambda_m} x^{\lambda_1} \otimes \ldots \otimes x^{\lambda_m} + \sum_{k=1}^{m-1} (-1)^k 1 \otimes W_{\lambda_1 \ldots \lambda_m} x^{\lambda_1} \otimes \ldots \otimes x^{\lambda_k} x^{\lambda_{k+1}} \otimes \ldots \otimes x^{\lambda_m} - (Q_w)^{-1}_{\lambda_1 \ldots \lambda_m} W_{\lambda_1 \ldots \lambda_m} x^{\lambda_1} \otimes \ldots \otimes x^{\lambda_m-1}
\]
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The sum of the first and of the last term vanishes by $Q_w$-cyclicity while each of the other terms vanishes since the relations $W_{\lambda_1...\lambda_{m-2}} x^\mu x^{\nu} = 0$ are equivalent to $W_{\lambda_1...\lambda_{m-2}} x^\mu x^{\nu} = 0$ again by $Q_w$-cyclicity. Therefore one has $b(1 \otimes w) = 0$. By using the fact that the Hochschild boundary preserves the total $A$-degree it is easy to see that $1 \otimes w$ cannot be a boundary. □

Thus in the quadratic case $N = 2$, if $Q_w = (-1)^{m-1}$ then $1 \otimes w$ represents the analog of a differential $m$-form, i.e., an element of $H^m(A, A) = HH_m(A)$; if $Q_w$ is different of $(-1)^{m-1}$, this is a twisted version of a differential $m$-form.

We shall come back later to this interpretation in the Koszul-Gorenstein case where $1 \otimes w$ plays the role of a volume element.

**Theorem 11.** Let $A$ be a $N$-homogeneous algebra generated by $s + 1$ elements $x^\lambda$ ($\lambda \in \{0, \ldots, s\}$) which is Koszul of finite global dimension $D$ and which is Gorenstein. Then $A = A(w, N)$ for some preregular $m$-linear form $w$ on $K^{s+1}$ which is such that if $N \geq 3$ then one has $m = Np + 1$ and $D = 2p + 1$ for some integer $p \geq 1$ while for $N = 2$ one has $m = D$. Under these conditions $w$ is unique up to a multiplicative factor in $K\{0\}$.

**Proof.** The Koszul resolution of the trivial left $A$-module $K$ ends as \cite{7}, see also Appendix 1)

\[
\ldots \xrightarrow{d} A \otimes A_N^* \xrightarrow{d^{N-1}} A \otimes A_1 \xrightarrow{d} A \rightarrow K \rightarrow 0 \quad (27)
\]

so the Gorenstein property implies that it starts as

\[
0 \rightarrow A \otimes A_m^* \xrightarrow{d} A \otimes A_{m-1}^* \xrightarrow{d^{N-1}} \ldots \quad (28)
\]

with

\[
\dim(A_m^*) = 1 \quad (29)
\]

and

\[
\dim(A_{m-1}^*) = \dim(A_1) = s + 1 \quad (30)
\]

for some $m \geq N$ which corresponds to the $D$-th term. This implies that $m = D$ for $N = 2$ and that for $N \geq 3$ one has $m = Np + 1$ and $D = 2p + 1$ for some integer $p \geq 1$. Let $w$ be a generator of the 1-dimensional subspace $A_m^*$ of $A_1^*$. Since $A_1$ identifies canonically with the dual vector space of $K^{s+1}$, $w$ is (canonically) a $m$-linear form on $K^{s+1}$. For $0 \leq k \leq m$ and $\theta \in A_k^*$, one defines $\theta w \in A_{m-k}^*$ by setting

\[
(\theta w)(\alpha) = \langle w, \alpha \theta \rangle \quad (31)
\]
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for $\alpha \in A^*_m$. The mapping $\theta \mapsto \theta w$ defines a left $A^*$-module homomorphism $\Phi$ of $A^*$ into $A^*$ with $\Phi(A^*_k) \subset A^*_m$ for $k \in \{0, \ldots, m\}$ and the Gorenstein property implies that $\Phi$ induces the linear isomorphisms

$$\Phi : A^*_N(p) \cong A^*_N(D-p)$$

for $p \in \{0, \ldots, D\}$ where $\nu_N(2\ell) = N\ell$ and $\nu_N(2\ell + 1) = N\ell + 1$ for $\ell \in \mathbb{N}$, [8] (Theorem 5.4 of [8]). The isomorphisms (32) for $p = 1$ and $p = D - 1$ imply that $w$ is a preregular $m$-linear form on $K^{s+1}$ while the isomorphism (32) for $p = D - 2$ implies that the relations of $A$ read

$$W_{\lambda_1 \ldots \lambda_{m-NP_1 \ldots P_N}} x^{\mu_1} \ldots x^{\mu_N} = 0$$

with $W_{\lambda_1 \ldots \lambda_{m-NP_1 \ldots P_N}} = w(e_{\lambda_1}, \ldots, e_{\lambda_m})$ and hence that one has $A = A(w, N)$. \(\square\)

Notice that under the assumptions of Theorem 11, the Koszul resolution of the trivial left $A$-module $K$ reads

$$0 \to A \otimes W_m \xrightarrow{d} A \otimes W_{m-1} \xrightarrow{d^{N-1}} \ldots \xrightarrow{d} A \otimes W_N \xrightarrow{d^{N-1}} A \otimes E \xrightarrow{d} A \to K \to 0$$

i.e.

$$0 \to A \otimes W_{\nu_N(D)} \xrightarrow{d^*} \ldots \xrightarrow{d^*} A \otimes W_{\nu_N(k)} \xrightarrow{d^*} A \otimes W_{\nu_N(k-1)} \xrightarrow{d^*} \ldots \xrightarrow{d^*} A \to K \to 0$$

(33)

where $d^* = d^{N-1} : A \otimes W_{\nu_N(2\ell)} \to A \otimes W_{\nu_N(2\ell-1)}$ and $d^* = d : A \otimes W_{\nu_N(2\ell+1)} \to A \otimes W_{\nu_N(2\ell)}$ and that one has

$$\dim(W_{\nu_N(k)}) = \dim(W_{\nu_N(D-k)})$$

(34)

for any $0 \leq k \leq D$. Thus $A \otimes W_m = A \otimes W_{\nu_N(D)} = A \otimes w$ so one sees that $1 \otimes w$ is the generator of the top module of the Koszul resolution which also leads to an interpretation of $1 \otimes w$ as volume form.

6 Examples

6.1 Yang-Mills algebra

Let $g_{\mu \nu}$ be the components of a symmetric nondegenerate bilinear form on $K^{s+1}$. The Yang-Mills algebra [17], [33] is the cubic algebra $A$ generated by the $s+1$ elements $x^\lambda$ ($\lambda \in \{0, \ldots, s\}$) with the $s+1$ relations

$$g_{\lambda \mu} [x^\lambda, [x^\mu, x^\nu]] = 0$$

(35)
for $\nu \in \{0, \ldots, s\}$.

It was claimed in [17] that this algebra is Koszul of global dimension 3 and is Gorenstein. The relations (35) can be rewritten as

$$(g_{\rho\lambda} g_{\mu\nu} + g_{\rho\nu} g_{\lambda\mu} - 2g_{\rho\mu} g_{\lambda\nu}) x^\lambda x^\mu x^\nu = 0$$

(for $\rho \in \{0, \ldots, s\}$) and one verifies that the 4-linear form $w$ on $K^{s+1}$ with components

$$W_{\rho\lambda\mu\nu} = g_{\rho\lambda} g_{\mu\nu} + g_{\rho\nu} g_{\lambda\mu} - 2g_{\rho\mu} g_{\lambda\nu}$$

is 3-regular with $Q_w = 1$. So it is invariant by cyclic permutations and one has $A = A(w, 3)$ with the notations of the previous sections. It is easy to see that $w$ does not only satisfy the condition (iii) but satisfies the stronger condition (iii)$'$. This implies (and is equivalent to the fact) that the dual cubic algebra $A^!$ is Frobenius.

### 6.2 Super Yang-Mills algebra

With the same conventions as in 6.1, the super Yang-Mills algebra [19] is the cubic algebra $\tilde{A}$ generated by the $s+1$ elements $x^\lambda$ with the $s+1$ relations

$$g_{\lambda\mu}[x^\lambda, \{x^\mu, x^\nu\}] = 0$$

for $\nu \in \{0, \ldots, s\}$ and where $\{A, B\} = AB + BA$. As pointed out in [19] the relations (38) can be equivalently written as

$$[g_{\lambda\mu} x^\lambda x^\mu, x^\nu] = 0$$

which means that the quadratic element $g_{\lambda\mu} x^\lambda x^\mu$ is central.

It was claimed in [19] that this algebra is Koszul of global dimension 3 and is Gorenstein. The relations (38) can be rewritten as

$$(g_{\rho\lambda} g_{\mu\nu} - g_{\rho\nu} g_{\lambda\mu}) x^\lambda x^\mu x^\nu$$

and one verifies that the 4-linear form $\tilde{w}$ on $K^{s+1}$ with components

$$\tilde{W}_{\rho\lambda\mu\nu} = g_{\rho\lambda} g_{\mu\nu} - g_{\rho\nu} g_{\lambda\mu}$$
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The Poincaré series of the Yang-Mills algebra and of the super Yang-Mills algebra coincide and are given by

\[ \frac{1}{1 - (s + 1)t + (s + 1)t^3 - t^4} = \left( \frac{1}{1 - t^2} \right) \left( \frac{1}{1 - (s + 1)t + t^2} \right) \]  

(42)

which is a particular case of the formula (20). It follows that these algebras have exponential growth for \( s \geq 2 \). For \( s + 1 = 2 \) these are particular cubic Artin-Schelter algebras [1] (see also [25]).

An elegant powerful proof of the Koszulity of the Yang-Mills and the super Yang-Mills algebras is given in [28].

6.3 The algebras \( A(\varepsilon, N) \) for \( s + 1 \geq N \geq 2 \)

Assume that \( s + 1 \geq N \geq 2 \) and let \( \varepsilon \) be the completely antisymmetric \((s + 1)\)-linear form on \( K^{s+1} \) such that \( \varepsilon(e_0, \ldots, e_s) = 1 \), where \((e_\lambda)\) is the canonical basis of \( K^{s+1} \). It is clear that \( \varepsilon \) is preregular with \( Q_\varepsilon = (-1)^s \mathbb{I} \) and that furthermore it satisfies \((iii)\) whenever \( s + 1 \geq 3 \).

The \( N \)-homogeneous algebra \( A(\varepsilon, N) \) generated by the \( s + 1 \) elements \( x^\lambda \) with the relations

\[ \varepsilon_{\alpha_0 \ldots \alpha_{s-N} \lambda_1 \ldots \lambda_N} x^{\lambda_1} \ldots x^{\lambda_N} \]  

(43)

(for \( \alpha_i \in \{0, \ldots, s\} \)) was introduced in [4] where it was shown that it is Koszul of finite global dimension. It was then shown in [8] that \( A(\varepsilon, N) \) is Gorenstein if and only if either \( N = 2 \) or \( N > 2 \) and \( s = Nq \) for some integer \( q \geq 1 \). The case \( N = 2 \) corresponds to the polynomial algebra with \( s + 1 \) indeterminates which is of global dimension \( s + 1 \) while in the case \( N > 2 \) and \( s = Nq \) the \( N \)-homogeneous algebra \( A(\varepsilon, N) \) which is then Koszul and Gorenstein has global dimension \( D = 2q + 1 \).

In the general case if \( N > 2 \) the dual \( N \)-homogeneous algebra \( A(\varepsilon, N)^! \) cannot be Frobenius since the ideal \( I_\varepsilon \) always contains the non trivial quadratic elements

\[ e_\lambda e_\mu + e_\mu e_\lambda \]  

(44)

and is in fact generated by these elements in the Koszul-Gorenstein case i.e. when \( s = Nq \) with \( q \geq 1 \). In this latter case \( A(\varepsilon, N)^!/I_\varepsilon \) is the exterior
algebra $\wedge K^{s+1}$ over $K^{s+1}$ which is the dual $A(\varepsilon,2)^!$ ($= \wedge K^{s+1}$) of the quadratic algebra $A(\varepsilon,2)$ generated by the $x^\lambda$ ($\lambda \in \{0,\ldots,s\}$) with the relations
\[ x^\lambda x^\mu = x^\mu x^\lambda \] (45)

(which coincides with the polynomial algebra with $s + 1$ indeterminates).
One thus recovers by this process the quadratic relations implying the original $N$-homogeneous ones with $N > 2$ (for $s = Nq$ with $q \geq 1$). One may wonder whether there is a lesson to extract from this example: Namely starting from a Koszul-Gorenstein $N$-homogeneous algebra $A$ with $N$-homogeneous dual $A^!$ which is not Frobenius, is there a $N_0$-homogeneous $A_0$ with $A^!_0$ Frobenius such that the relation of $A$ are implied by the relations of $A_0$? Notice that the Koszul-Gorenstein algebras $A(\varepsilon,N)$ (for $s = Nq, N \geq 3, q \geq 1$) have exponential growth.

### 6.4 The algebra $A_u$

Let us now discuss in the present context the algebra $A_u$ introduced in [16] and analyzed in details in [18] and [20]. The algebra $A_u$, which corresponds to a noncommutative 4-plane, is the quadratic algebra generated by the 4 generators $x^\lambda$ ($\lambda \in \{0,1,2,3\}$) with the relations
\[
\cos(\varphi_0 - \varphi_k)[x^0, x^k] = i \sin(\varphi_\ell - \varphi_m)\{x^\ell, x^m\} \tag{46}
\]
\[
\cos(\varphi_\ell - \varphi_m)[x^\ell, x^m] = i \sin(\varphi_0 - \varphi_k)\{x^0, x^k\} \tag{47}
\]
for any cyclic permutation $(k, \ell, m)$ of $(1,2,3)$ and where $\{A, B\} = AB + BA$ as before. The parameter $u$ being the element
\[
u = (e^{i(\varphi_1 - \varphi_0)}, e^{i(\varphi_2 - \varphi_0)}, e^{i(\varphi_3 - \varphi_0)}) \tag{48}
\]
of $T^3$. This algebra is Koszul of global dimension 4 and is Gorenstein (so an example with $N = 2$ and $s + 1 = D = 4$) whenever none of these six relations becomes trivial and one has the non trivial Hochschild cycle [16]

\[
w_u = \tilde{\chi}_{3/2}(U_u) = - \sum_{\alpha,\beta,\gamma,\delta} \varepsilon_{\alpha\beta\gamma\delta} \cos(\varphi_\alpha - \varphi_\beta + \varphi_\gamma - \varphi_\delta)x^\alpha \otimes x^\beta \otimes x^\gamma \otimes x^\delta \\
+ i \sum_{\mu,\nu} \sin(2(\varphi_\mu - \varphi_\nu))x^\mu \otimes x^\nu \otimes x^\mu \otimes x^\nu \tag{49}
\]
which may be considered as a 4-linear form on $\mathbb{K}^4$ which is preregular. Notice that the components $W_{\rho\lambda\mu
u}$ of $w_u = W_{\rho\lambda\mu\nu} x^\rho \otimes x^\lambda \otimes x^\mu \otimes x^\nu$ can be written as

$$W_{\rho\lambda\mu\nu} = -\cos(\varphi_\rho - \varphi_\lambda + \varphi_\mu - \varphi_\nu)\varepsilon_{\rho\lambda\mu\nu} + i \sin(\varphi_\rho - \varphi_\lambda + \varphi_\mu - \varphi_\nu)\delta_\rho\mu\delta_\lambda\nu$$

for $\rho, \lambda, \mu, \mu \in \{0, 1, 2, 3\}$.

One can check that one has $A_u = A(w_u, 2)$ and, as explained in [16], one has $Q_{w_u} = -\mathbf{1}$ and $\mathbf{1} \otimes w_u$ is a Hochschild 4-cycle ($\in Z_4(A_u, A_u)$) which is a particular case of the corresponding more general result of Section 5 in the quadratic case.

As pointed out in [16], for generic values of the parameter $u$ the algebra $A_u$ is isomorphic to the Sklyanin algebra [37] which has been studied in detail in [38] from the point of view of regularity.

### 7 Semi-cross product (twist)

In this section we investigate semi-cross products of algebras of type $A(w, N)$ by homogeneous automorphisms of degree 0 and we describe the corresponding transformations of the $Q_w$. We first recall the definition and the properties of the semi-cross product using the notations of [20]. This notion has been introduced and analyzed in [3] where it is referred to as twisting and used to reduce and complete the classification of regular algebras of dimension 3 of [1]. In [20] this notion was used to reduce the moduli space of noncommutative 3-spheres.

Let $A = \bigotimes_{n \in \mathbb{N}} A_n$ be a graded algebra and let $\alpha$ be an automorphism of $A$ which is homogeneous of degree 0. The **semi-cross product** $A(\alpha)$ of $A$ by $\alpha$ is the graded vector space $A$ equipped with the bilinear product $\bullet_{\alpha} = \bullet$ defined by

$$a \bullet b = a\alpha^n(b)$$

for $a \in A_n$ and $b \in A$. This product is associative and satisfies $A_m \bullet A_n \subset A_{m+n}$ so $A(\alpha)$ is a graded algebra which is unital whenever $A$ is unital. The following result is extracted from [3].

**Proposition 12.** Let $A$, $\alpha$ and $A(\alpha)$ be as above.

(i) The global dimensions of $A$ and $A(\alpha)$ coincide.
(ii) Let \( \beta \) be an automorphism of \( A \) which is homogeneous of degree 0 and which commutes with \( \alpha \). Then \( \beta \) is also canonically an automorphism of \( A(\alpha) \) and one has

\[
A(\alpha)(\beta) = A(\alpha \circ \beta)
\]

which implies in particular that \( A(\alpha)(\alpha^{-1}) = A \).

In fact the category of graded right \( A \)-modules and the category of graded right \( A(\alpha) \)-modules are canonically isomorphic which implies (i). For (ii) we refer to [3] (see also in [20]). If \( A \) is \( N \)-homogeneous then \( A(\alpha) \) is also \( N \)-homogeneous and if \( R \subset A_1^{\otimes N} \) denotes the space of relations of \( A \), then the space of relations of \( A(\alpha) \) is given by

\[
R(\alpha) = (Id \otimes \alpha^{-1} \otimes \ldots \otimes \alpha^{-(N-1)})R
\]

with obvious notations. Concerning the stability of the Koszul property and of the Gorenstein property, the following result was proved in [35].

Proposition 13. Let \( A \) be a \( N \)-homogeneous algebra and \( \alpha \) be an homogeneous automorphism of degree 0 of \( A \).

(i) \( A(\alpha) \) is Koszul if and only if \( A \) is Koszul.

(ii) \( A(\alpha) \) is Koszul of (finite) global dimension \( D \) and Gorenstein if and only if \( A \) is Koszul of global dimension \( D \) and Gorenstein.

If \( A \) is a \( N \)-homogeneous algebra, an automorphism \( \alpha \) of degree 0 of \( A \) is completely specified by its restriction \( \alpha \upharpoonright A_1 \) to \( A_1 \).

Let \( w \) be a preregular \( m \)-linear form on \( K^{s+1} \) with \( m \geq N \geq 2 \) and let us consider the \( N \)-homogeneous algebra \( A = A(w, N) \). We denote by \( GL_w \) the subgroup of \( GL(s+1, K) \) of the elements \( L \in GL(s+1, K) \) which preserve \( w \), i.e. such that

\[
w \circ L = w \tag{52}
\]

It is clear that each \( L \in GL_w \) determines an automorphism \( \alpha^{(L)} \) of degree 0 of \( A \) for which \( \alpha^{(L)} \upharpoonright A_1 \) is the transposed \( L^t \) of \( L \). Furthermore, it follows from (51) and (52) that the semi-cross product of \( A \) by \( \alpha^{(L)} \) is given by

\[
A(\alpha^{(L)}) = A(w^{(L)}, N) \tag{53}
\]

where the components \( W_{\lambda_1 \ldots \lambda_m}^{(L)} \) of the \( m \)-linear form \( w^{(L)} \) are given by

\[
W_{\lambda_1 \ldots \lambda_m}^{(L)} = W_{\lambda_1 \lambda_2 \ldots \lambda_m} (L^{-1})^{\lambda_1}_{\lambda_2} (L^{-2})^{\lambda_2}_{\lambda_3} \ldots (L^{-m})^{\lambda_m}_{\lambda_1} \tag{54}
\]
in terms of the components \( W_{\mu_1\ldots\mu_m} \) of \( w \). The \( m \)-linear form \( w^{(L)} \) is again preregular with \( Q_w^{(L)} \) given by

\[
Q_w^{(L)} = L^{-1}Q_wL^{-(m-1)}
\]  

(55)

as verified by using (54) and (52).

The fact that \( A(w, N) \) and \( A(w \circ L, N) \) are isomorphic \( N \)-homogeneous algebras for \( L \in GL(s+1, \mathbb{K}) \) implies in view of Theorem 11 that, in the study of Koszul-Gorenstein algebras of finite global dimension, one can simplify \( Q_w \) by using \( Q_w \mapsto L^{-1}Q_wL = Q_{w \circ L} \) \( (L \in GL(s+1, \mathbb{K}) \); e.g. one can assume that \( Q_w \) is in Jordan normal form. On the other hand, since the construction of the semi-cross product is very explicit and since it preserves the global dimension (Proposition 12) and the Koszul-Gorenstein property (Proposition 13), it is natural to simplify further \( Q_w \) via \( Q_w \mapsto L^{-1}Q_wL^{-(m-1)} \) with \( L \in GL_w \) (formula (A5)). In many cases one can find a \( m \)-th root of \( \pm Q_w \) in \( GL_w \), that is an element \( L \in GL(s+1, \mathbb{K}) \) such that \( w \circ L = w \), \( [Q_w, L] = 0 \) and \( L^m = \pm Q_w \). In such a case one can restrict attention to \( Q_w = \pm 1 \), i.e. to \( w \) which is \( \pm \) cyclic, by semi-cross product (twist). There are however some cases where this is not possible (in fact there are cases where \( GL_w \) is a small discrete group).

It is worth noticing here that a more general notion of twisted graded algebras which is quite optimal has been introduced and analyzed in [43]. Several results given here are valid for this more general twisting as pointed out there.

8 Actions of quantum groups

Although it is evident that in this section we only need 1-site nondegenerate multilinear forms (see Section 3), we shall stay in the context of Section 5. That is we let \( m \) and \( N \) be two integers with \( m \geq N \geq 2 \) and \( w \) be a preregular \( m \)-linear form on \( \mathbb{K}^{s+1} \) with components \( W_{\lambda_1\ldots\lambda_m} = w(e_{\lambda_1}, \ldots, e_{\lambda_m}) \) in the canonical basis \( (e_{\lambda}) \) of \( \mathbb{K}^{s+1} \). As pointed out in Section 2 and in more details in Appendix 2, in the case \( m = N = 2 \), that is when \( w \) is a nondegenerate bilinear form \( b \), there is a Hopf algebra \( H(b) \) and a natural coaction of \( H(b) \) on \( A(b, 2) \) or, in dual terms there is a quantum group acting on the
quantum space corresponding to $A(b, 2)$. Our aim in this section is to generalize this and to define a Hopf algebra $H$ (in fact several generically) which coacts on $A(w, N)$ for general $m \geq N \geq 2$. For the cases where the $A(w, N)$ are Artin-Schelter regular algebras, there are the closely related works [26] and [34]. Here however we merely concentrate on the “SL-like” aspect (instead of the “GL-like” one). This is also closely related to the quantum $SU$ of [42] and the quantum $SL$ of [9].

By the 1-site nondegeneracy property of $w$, there is (at least one) an $m$-linear form $\tilde{w}$ on the dual of $\mathbb{K}^{s+1}$ with components $\tilde{W}^{\lambda_1, \ldots, \lambda_m}$ in the dual basis of $(e_\lambda)$ such that one has

$$\tilde{W}^{\alpha_1, \ldots, \gamma_m-1} W^{\gamma_1, \ldots, \gamma_{m-1} \beta} = \delta_\alpha^\beta$$  \hspace{1cm} (56)

for $\alpha, \beta \in \{0, \ldots, s\}$. Let $H(w, \tilde{w})$ be the unital associative algebra generated by the $(s+1)^2$ elements $u^\alpha_\beta$ ($\alpha, \beta \in \{0, \ldots, s\}$) with the relations

$$W^{\alpha_1, \ldots, \alpha_m} u^\alpha_1 \cdots u^\alpha_m = W^{\beta_1, \ldots, \beta_m} 1$$  \hspace{1cm} (57)

and

$$\tilde{W}^{\beta_1, \ldots, \beta_m} u^\alpha_1 \cdots u^\alpha_m = \tilde{W}^{\alpha_1, \ldots, \alpha_m} 1$$  \hspace{1cm} (58)

where $1$ is the unit of $H(w, \tilde{w})$. One has the following result.

**Theorem 14.** There is a unique structure of Hopf algebra on $H(w, \tilde{w})$ with coproduct $\Delta$, counit $\varepsilon$ and antipode $S$ such that

$$\Delta(u^\mu_\nu) = u^\mu_\lambda \otimes u^\lambda_\nu$$  \hspace{1cm} (59)

$$\varepsilon(u^\mu_\nu) = \delta^\mu_\nu$$  \hspace{1cm} (60)

$$S(u^\mu_\nu) = \tilde{W}^{\mu_\lambda_1, \ldots, \lambda_{m-1}} u^\alpha_\lambda_1 \cdots u^\alpha_{m-1} W^{\rho_1, \ldots, \rho_{m-1} \nu}$$  \hspace{1cm} (61)

for $\mu, \nu \in \{0, \ldots, s\}$. The product and the unit being the ones of $H(w, \tilde{w})$.

**Proof.** The structure of bialgebra with (59) and (60) is more or less classical. The fact that $S$ defines an antipode follows from $S(u^\mu_\nu) u^\lambda_\nu = \delta^\mu_\nu$ and $u^\mu_\lambda S(u^\lambda_\nu) = \delta^\mu_\nu$ which are immediate consequences of (56), (57), (58) and (61). □

**Proposition 15.** There is a unique algebra-homomorphism

$$\Delta_L : A(w, N) \rightarrow H(w, \tilde{w}) \otimes A(w, N)$$
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such that
\[
\Delta_L(x^\mu) = u_\nu^\mu \otimes x^\nu
\]
for \( \mu \in \{0, \ldots, s\} \). This endows \( \mathcal{A}(w, N) \) of a structure of \( \mathcal{H}(w, \tilde{w}) \)-comodule.

**Proof.** One has
\[
W_{\alpha_1 \ldots \alpha_m - N \mu_1 \ldots \mu_N} W_{\beta_1 \ldots \beta_m - N \nu_1 \ldots \nu_N} \Delta_L x^{\mu_1} \ldots \Delta_L x^{\mu_N} = 1 \otimes \Delta_L x^{\nu_1} \ldots \Delta_L x^{\nu_N} = 0.
\]
By contracting on the right-hand side with \( S(u_{\nu_1}^\lambda \otimes 1) \ldots (S(u_{\nu_m}^\lambda \otimes 1) \), this is equivalent to
\[
W_{\nu_1 \ldots \nu_m - N \mu_1 \ldots \mu_N} \Delta_L x^{\mu_1} \ldots \Delta_L x^{\mu_N} = 0
\]
for \( \nu_i \in \{0, \ldots, s\} \). The fact that \( \Delta_L \) induces a structure of \( \mathcal{H}(w, \tilde{w}) \)-comodule is straightforward. \[\Box\]

It is worth noticing that the preregularity of \( w \) implies (in view of the \( Q_w \)-cyclicity) that one has
\[
\tilde{W}^{\lambda \gamma_2 \ldots \gamma_m} W_{\nu_2 \ldots \nu_m} = (Q^{-1}_w)_\mu^\lambda
\]
which generalizes a formula valid for \( m = N = 2 \).

The dual object of the Hopf algebra \( \mathcal{H}(w, \tilde{w}) \) is a quantum group which acts on the quantum space corresponding (dual object) to the algebra \( \mathcal{A}(w, N) \).

The above theorem and the above proposition correspond to the theorem and the proposition of Appendix 2 for the case \( m = N = 2 \). There is however a notable difference in the cases \( m \geq N \geq 2 \) which is that for \( m = N = 2 \) that is when \( w = b \), a nondegenerate bilinear form, then \( \tilde{w} \) is unique under condition (56) and coincides with \( b^{-1} \) (see Appendix 2), \( \tilde{w} = b^{-1} \). In the general case, given \( w \) there are several \( \tilde{w} \) satisfying (56) and thus several Hopf algebras \( \mathcal{H}(w, \tilde{w}) \). Some choice of \( \tilde{w} \) can be better than other in the sense that \( \mathcal{H}(w, \tilde{w}) \) can be bigger or can have bigger commutative quotient. For instance, in the case of Example 6.3 of Section 6 where \( w = \varepsilon \), the natural choice for \( \tilde{w} \) is \( \bar{\varepsilon} \) with components \( \frac{(-1)^s}{s!} \varepsilon^{\lambda_0 \ldots \lambda_s} \) where \( \varepsilon^{\lambda_0 \ldots \lambda_s} \) is completely antisymmetric with \( \varepsilon^0 1 \ldots s = 1 \); in this case, \( \mathcal{H}(\varepsilon, \bar{\varepsilon}) \) is commutative [42] and coincides with the Hopf algebra of representative functions on \( SL(s+1, \mathbb{K}) \).

In fact the right quantum group relevant here corresponds to the universal Hopf algebra \( \mathcal{H}(w) \) preserving \( w \) which has been recently studied in [11] where an explicit finite presentation by generators and relations is given for
it. It turns out that for \( w = \varepsilon \), \( \mathcal{H}(\varepsilon) \) is not commutative whenever \( m \geq 3 \) and therefore that the canonical Hopf algebra map \( \mathcal{H}(\varepsilon) \to \mathcal{H}(\varepsilon, \tilde{\varepsilon}) \) is not injective for \( m \geq 3 \), (see in [11]).

9 Further prospect

As pointed out in the introduction it was already shown in [12] that the quadratic algebras which are Koszul of finite global dimension \( D \) and which are Gorenstein are determined by multilinear forms (\( D \)-linear forms). Furthermore the connection with a generalization of volume forms is also apparent in [12]. This corresponds to the case \( N = 2 \) of Theorem 11. The argument of [12] is that the Koszul dual algebra \( \mathcal{A}_1^! \) of a quadratic algebra \( \mathcal{A} \) which is Koszul of finite global dimension and Gorenstein is a graded Frobenius algebra which is generated in degree 1 and that such an algebra is completely characterized by a multilinear form on the (\( D \)-dimensional) space of generators \( \mathcal{A}_1^! \) of \( \mathcal{A}^! \). Here, the argument is slightly different and works in the other way round (in the quadratic case). Indeed, Theorem 9 combined with Theorem 11 imply that in the quadratic case the Koszul dual \( \mathcal{A}_1^! \) of a Koszul Gorenstein algebra \( \mathcal{A} \) of finite global dimension is Frobenius. This points however to the interesting observation that for a \( N \)-homogeneous algebra \( \mathcal{A} \) which is Koszul of finite global dimension and Gorenstein there are two graded Frobenius algebras which can be extracted from \( \mathcal{A}_1^! \). These two graded Frobenius algebras coincide with \( \mathcal{A}_1^! \) in the quadratic case but are distinct whenever \( N \geq 3 \). The first one is the Yoneda algebra \( E(\mathcal{A}) = \text{Ext}^*_{\mathcal{A}}(\mathbb{K}, \mathbb{K}) \) which can be obtained by truncation from \( \mathcal{A}_1^! \) as explained in [8] while the second one is the quotient \( \mathcal{A}_1^!/\mathcal{I} \) of Theorem 9. The Yoneda algebra \( E(\mathcal{A}) \) has been considered by many authors as the generalization of the Koszul dual for nonquadratic graded algebras. However the quotient \( \mathcal{A}_1^!/\mathcal{I} \) is also of great interest for homogeneous algebras and deserves further attention (see e.g. the discussion at the end of §6.3).

The converse of Theorem 5 which was stated as a conjecture in the last version of this paper (v3) is unfortunately wrong. One has the following counterexample which can be found in [1]. Let \( \mathcal{A} \) be the algebra generated by 3 elements \( x, y, z \) with relations \( x^2 + yz = 0 \), \( y^2 + zx = 0 \), \( xy = 0 \). Then \( \mathcal{A} = \mathcal{A}(w, 2) \) with \( w \) given by

\[
w = x^3 + y^3 + x \otimes y \otimes z + y \otimes z \otimes x + z \otimes x \otimes y
\]
which is a 3-regular 3-linear form on \( K^3 \). It turns out that \( A \) is nevertheless not Koszul, see e.g. in [23]. However the following results are worth noticing.

**Proposition 16.** Let \( w \) be a preregular \((N+1)\)-linear form on \( K^{s+1} \) and \( A = A(w, N) \). Then the following conditions are equivalent.

(i) \( w \) is 3-regular

(ii) The dual vector space \((A_{N+1}^i)^*\) of \( A_{N+1}^i \) is given by \((A_{N+1}^i)^* = K w\)

(iii) The Koszul complex \( K(A, K) \) of \( A \) is the sequence

\[
0 \to A \otimes w \overset{d}{\to} A \otimes R \overset{d^{N-1}}{\to} A \otimes E \overset{d}{\to} A \to 0
\]

(iii) The Koszul \( N \)-complex \( K(A) \) of \( A \) is the sequence

\[
0 \to A \otimes w \overset{d}{\to} A \otimes R \overset{d}{\to} A \otimes E \overset{d\otimes N}{\to} \cdots \overset{d}{\to} A \otimes E \overset{d}{\to} A \to 0
\]

where \( E = \bigoplus \lambda K x^\lambda = A_1, R = \bigoplus \mu K W_{\mu_1 \ldots \mu_N} x^{\mu_1} \otimes \ldots \otimes x^{\mu_N} \subset E^{\otimes N} \) and where, in (i), (ii) and (iii), \( w \) is identified with \( W_{\mu_0 \ldots \mu_N} \subset E^{\otimes N+1} \).

**Proof.**

• (iii) \( \iff \) (iii). This follows from the definitions and from the fact that \( A_{N+2}^i = 0 \) implies \( A_n^i = 0 \) for \( n \geq N + 2 \) in view of the associativity of the product of \( A^i \).

• (i) \( \iff \) (ii). Let \( a \in (A_{N+1}^i)^* = (R \otimes E) \cap (E \otimes R) \) then

\[
a = W_{\lambda_0 \ldots \lambda_{N-1} \rho} L_{\lambda_N}^\rho x^{\lambda_0} \otimes \ldots \otimes x^{\lambda_N} = M_{\lambda_0}^\sigma W_{\sigma \lambda_1 \ldots \lambda_N} x^{\lambda_0} \otimes \ldots \otimes x^{\lambda_N}
\]

so one has

\[
W_{\lambda_0 \ldots \lambda_{N-1} \rho} L_{\lambda_N}^\rho = M_{\lambda_0}^\sigma W_{\sigma \lambda_1 \ldots \lambda_N}, \quad \forall \lambda_i
\]

and conversely any solution of (64) defines an element \( a \) of \((A_{N+1}^i)^*\). By the preregularity property (twisted cyclicity) of \( w \), (64) is equivalent to

\[
(Q_w^{-1})_{\lambda_0}^\alpha L_{\alpha}^\beta (Q_w)_{\beta}^\gamma W_{\tau \lambda_1 \ldots \lambda_N} = M_{\lambda_1}^\rho W_{\lambda_0 \sigma \lambda_2 \ldots \lambda_N}, \quad \forall \lambda_i
\]

and \( a = kw \) \((k \in K)\) is then equivalent (1-site nondegeneracy) to \( L = M = k1 \)

(or equivalently \( Q_w L Q_w^{-1} = M = k1 \)). Since \( a \in (R \otimes E) \cap (E \otimes R) \) is arbitrary this implies (i) \( \iff \) (ii).
• \((iii)\) \implies (ii). This follows from \(K_{N+1}(A) = A \otimes (\mathcal{A}^1_{N+1})^*\).

• \((i)\) \implies (iii). In order to complete the proof it is sufficient to show that if \(w\) is 3-regular then \((\mathcal{A}^1_{N+2})^* = 0\). So assume now that \(w\) is 3-regular and let \(a \in (\mathcal{A}^1_{N+2})^* = (E^\otimes 2 \otimes R) \cap (E \otimes R \otimes E) \cup (R \otimes E^\otimes 2)\). One has \(a = A^\lambda_{\lambda_0 \lambda_1} W_{\lambda_2 \cdots \lambda_{N+1}} x_{\lambda_0} \otimes \cdots \otimes x_{\lambda_{N+1}}\) with

\begin{equation}
A^\lambda_{\lambda_0 \lambda_1} W_{\lambda_2 \cdots \lambda_{N+1}} = B^\rho_{\lambda_0 \lambda_{N+1}} W_{\rho \lambda_1 \cdots \lambda_N} \tag{66}
\end{equation}

\begin{equation}
B^\rho_{\lambda_0 \lambda_{N+1}} W_{\rho \lambda_1 \cdots \lambda_N} = C^\sigma_{\lambda_{N+1} \lambda_N} W_{\sigma \lambda_0 \cdots \lambda_{N-1}} \tag{67}
\end{equation}

for any \(\lambda\). By the 3-regularity of \(w\), equation (66) implies

\[A^\nu_{\nu \mu} = (Q_w^{-1})^\nu \mu B^\nu_{\nu \mu} = K^\nu \delta^\nu_{\nu \mu}\]

while equation (67) implies

\[B^\nu_{\nu \mu} = (Q_w^{-1})^\nu \mu C^\nu_{\nu \mu} = L^\nu \delta^\nu_{\nu \mu}\]

and therefore one has

\begin{equation}
K_{\lambda_0} W_{\lambda_1 \cdots \lambda_{N+1}} = W_{\lambda_0 \cdots \lambda_N} L_{\lambda_{N+1}} \tag{68}
\end{equation}

for any \(\lambda\). Since \(w\) is 1-site nondegenerate this implies \(K = L = 0\) so \(A = B = C = 0\) and therefore \(a = 0\). Thus if \(w\) is 3-regular then \((\mathcal{A}^1_{N+2})^* = 0\).

**Corollary 17.** Let \(w\) be a 3-regular \((N+1)\)-linear form on \(\mathbb{K}^{N+1}\) and assume that the \(N\)-homogeneous algebra \(A = A(w, N)\) is Koszul. Then \(A\) is Koszul of global dimension 3 and is Gorenstein.

**Proof.** From the last proposition it follows that one has the (Koszul) minimal projective resolution

\[0 \to A \otimes w \xrightarrow{d} A \otimes R \xrightarrow{d^{N-1}} A \otimes E \xrightarrow{d} A \to \mathbb{K} \to 0\]

of the trivial left \(A\)-module \(\mathbb{K}\). The Gorenstein property is then equivalent to the twisted cyclicity of \(w\) (property \((ii)\) of Definition 2); this is the same argument as the one used in [1]. Another way to prove this result is to use the corollary 5.12 of [8] since it is clear that the 1-site nondegenerate property of \(w\) implies here that the Yoneda algebra \(E(A)\) is Frobenius. □

In fact it is the same here to assume that \(A(w, N)\) is of global dimension 3 as to assume that it is Koszul and one has the following result.
Theorem 18. Let $A$ be a connected graded algebra which is finitely generated in degree 1 and finitely presented with relations of degree $\geq 2$. Then $A$ has global dimension $D = 3$ and is Gorenstein if and only if it is Koszul of the form $A = A(w, N)$ for some 3-regular $(N + 1)$-linear form $w$ on $\mathbb{K}^{s+1}$ ($s + 1 = \dim A_1$).

It is possible to give higher dimensional generalization of the 3-regularity, namely $D$-regularity for (preregular) $D$-linear forms ($D \geq N = 2$) and $(2q + 1)$-regularity for (preregular) $(Nq + 1)$-linear forms ($N \geq 2$). However the cases $D = 4$ ($N = 2$) and $D = 5$ are already very cumbersome.
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Appendix 1: Homogeneous algebras

A homogeneous algebra of degree $N$ or $N$-homogeneous algebra is an algebra of the form

$$\mathcal{A} = A(E, R) = T(E)/(R)$$

where $E$ is a finite-dimensional vector space, $R$ is a linear subspace of $E^\otimes N$ and where $(R)$ denotes the two-sided ideal of the tensor algebra $T(E)$ of $E$ generated by $R$. The algebra $\mathcal{A}$ is naturally a connected graded algebra with graduation induced by the one of $T(E)$. To $\mathcal{A}$ is associated another $N$-homogeneous algebra, its dual $\mathcal{A}^! = A(E^*, R^\perp)$ with $E^*$ denoting the dual vector space of $E$ and $R^\perp \subset E^{*\otimes N*} = E^{*\otimes N}$ being the annihilator of $R$. The $N$-complex $K(\mathcal{A})$ of left $\mathcal{A}$-modules is then defined to be

$$\ldots \xrightarrow{d} \mathcal{A} \otimes \mathcal{A}^!_{n+1} \xrightarrow{d} \mathcal{A} \otimes \mathcal{A}^!_n \xrightarrow{d} \ldots \xrightarrow{d} \mathcal{A} \to 0 \quad (1)$$

where $\mathcal{A}^!_n$ is the dual vector space of the finite-dimensional vector space $\mathcal{A}^!_n$ of the elements of degree $n$ of $\mathcal{A}$ and where $d : \mathcal{A} \otimes \mathcal{A}^!_{n+1} \to \mathcal{A} \otimes \mathcal{A}^!_n$ is induced by the map $a \otimes (e_1 \otimes \ldots \otimes e_{n+1}) \mapsto ae_1 \otimes (e_2 \otimes \ldots \otimes e_{n+1})$ of $\mathcal{A} \otimes E^{\otimes n+1}$ into $\mathcal{A} \otimes E^{\otimes n}$, remembering that $\mathcal{A}^!_n \subset E^{*\otimes n}$, (see [7]). This $N$-complex will be referred to as the Koszul $N$-complex of $\mathcal{A}$. In (1) the factors $\mathcal{A}$ are considered as left $\mathcal{A}$-modules. By considering $\mathcal{A}$ as right $\mathcal{A}$-module and by exchanging the factors one obtains the $N$-complex $\tilde{K}(\mathcal{A})$ of right $\mathcal{A}$-modules

$$\ldots \xrightarrow{\tilde{d}} \mathcal{A}^!_{n+1} \otimes \mathcal{A} \xrightarrow{\tilde{d}} \mathcal{A}^!_n \otimes \mathcal{A} \xrightarrow{\tilde{d}} \ldots \xrightarrow{\tilde{d}} \mathcal{A} \to 0 \quad (2)$$

where now $\tilde{d}$ is induced by $(e_1 \otimes \ldots \otimes e_{n+1}) \otimes a \mapsto (e_1 \otimes \ldots \otimes e_n) \otimes e_{n+1}a$.

Finally one defines two $N$-differentials $d_L$ and $d_R$ on the sequence of $(\mathcal{A}, \mathcal{A})$-bimodules, i.e. of left $\mathcal{A} \otimes \mathcal{A}^{opp}$-modules, $(\mathcal{A} \otimes \mathcal{A}^!_n \otimes \mathcal{A})_{n \geq 0}$ by setting $d_L = d \otimes I_\mathcal{A}$ and $d_R = I_\mathcal{A} \otimes \tilde{d}$ where $I_\mathcal{A}$ is the identity mapping of $\mathcal{A}$ onto itself. For each of these $N$-differentials $d_L$ and $d_R$ the sequences

$$\ldots \xrightarrow{d_L} \mathcal{A} \otimes \mathcal{A}^!_{n+1} \otimes \mathcal{A} \xrightarrow{d_L} \mathcal{A} \otimes \mathcal{A}^!_n \otimes \mathcal{A} \xrightarrow{d_L} \ldots \quad (3)$$

are $N$-complexes of left $\mathcal{A} \otimes \mathcal{A}^{opp}$-modules and one has

$$d_Ld_R = d_Rd_L \quad (4)$$

which implies that

$$d_L^N - d_R^N = (d_L - d_R) \left( \sum_{p=0}^{N-1} d_L^p d_R^{N-p-1} \right) = \left( \sum_{p=0}^{N-1} d_L^p d_R^{N-p-1} \right) (d_L - d_R) = 0 \quad (5)$$
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As for any $N$-complex \cite{21} one obtains from $K(\mathcal{A})$ ordinary complexes $C_{p,r}(K(\mathcal{A}))$, the contractions of $K(\mathcal{A})$, by putting together alternatively $p$ and $N-p$ arrows $d$ of $K(\mathcal{A})$. Explicitely $C_{p,r}(K(\mathcal{A}))$ is given by
\begin{equation}
\ldots \rightarrow \mathcal{A} \otimes \mathcal{A}_{Nk+r}^{1s} \xrightarrow{dp} \mathcal{A} \otimes \mathcal{A}_{Nk-p+r}^{1s} \xrightarrow{dN-p} \mathcal{A} \otimes \mathcal{A}_{N(k-1)+r}^{1s} \xrightarrow{dp} \ldots \end{equation}
for $0 \leq r < p \leq N-1$, \cite{7}. These are here chain complexes of free left $\mathcal{A}$-modules. As shown in \cite{7} the complex $C_{N-1,0}(K(\mathcal{A}))$ coincides with the Koszul complex of \cite{4}; this complex will be denoted by $\mathcal{K}(\mathcal{A}, \mathbb{K})$ in the sequel. That is one has
\begin{equation}
\mathcal{K}_{2m}(\mathcal{A}, \mathbb{K}) = \mathcal{A} \otimes \mathcal{A}_{Nm}^{1s}, \quad \mathcal{K}_{2m+1}(\mathcal{A}, \mathbb{K}) = \mathcal{A} \otimes \mathcal{A}_{Nm+1}^{1s}
\end{equation}
for $m \geq 0$, and the differential is $d^{N-1}$ on $\mathcal{K}_{2m}(\mathcal{A}, \mathbb{K})$ and $d$ on $\mathcal{K}_{2m+1}(\mathcal{A}, \mathbb{K})$. If $\mathcal{K}(\mathcal{A}, \mathbb{K})$ is acyclic in positive degrees then $\mathcal{A}$ will be said to be a Koszul algebra. It was shown in \cite{4} and this was confirmed by the analysis of \cite{7} that this is the right generalization for $N$-homogeneous algebra of the usual notion of Koszulity for quadratic algebras \cite{31}, \cite{29}. One always has $H_0(\mathcal{K}(\mathcal{A}, \mathbb{K})) \simeq \mathbb{K}$ and therefore if $\mathcal{A}$ is Koszul, then one has a free resolution $\mathcal{K}(\mathcal{A}, \mathbb{K}) \rightarrow \mathbb{K} \rightarrow 0$ of the trivial left $\mathcal{A}$-module $\mathbb{K}$, that is the exact sequence
\begin{equation}
\ldots \rightarrow \mathcal{A} \otimes \mathcal{A}_{N+1}^{1s} \xrightarrow{d} \mathcal{A} \otimes \mathcal{A} \rightarrow \mathcal{A} \otimes E \xrightarrow{d} \mathcal{A} \xrightarrow{\varepsilon} \mathbb{K} \rightarrow 0
\end{equation}
of left $\mathcal{A}$-modules where $\varepsilon$ is the projection on degree zero. This resolution is a minimal projective resolution of the $\mathcal{A}$-module $\mathbb{K}$ in the graded category \cite{5} which will be refered to as the Koszul resolution of $\mathbb{K}$.

One defines now the chain complex of free $\mathcal{A} \otimes \mathcal{A}^{opp}$-modules $\mathcal{K}(\mathcal{A}, \mathcal{A})$ by setting
\begin{equation}
\mathcal{K}_{2m}(\mathcal{A}, \mathcal{A}) = \mathcal{A} \otimes \mathcal{A}_{Nm}^{1s} \otimes \mathcal{A}, \quad \mathcal{K}_{2m+1}(\mathcal{A}, \mathcal{A}) = \mathcal{A} \otimes \mathcal{A}_{Nm+1}^{1s} \otimes \mathcal{A}
\end{equation}
for $m \in \mathbb{N}$ with differential $\delta'$ defined by
\begin{equation}
\delta' = d_L - d_R : \mathcal{K}_{2m+1}(\mathcal{A}, \mathcal{A}) \rightarrow \mathcal{K}_{2m}(\mathcal{A}, \mathcal{A})
\end{equation}
\begin{equation}
\delta' = \sum_{p=0}^{N-1} d_L^p d_R^{N-p-1} : \mathcal{K}_{2(m+1)}(\mathcal{A}, \mathcal{A}) \rightarrow \mathcal{K}_{2m+1}(\mathcal{A}, \mathcal{A})
\end{equation}
for $m \in \mathbb{N}$.
the property $\delta'^2 = 0$ following from \([\text{4}]\). This complex is acyclic in positive degrees if and only if $\mathcal{A}$ is Koszul, that is if and only if $K(\mathcal{A}, \mathbb{K})$ is acyclic in positive degrees, \([\text{1}]\) and \([\text{7}]\). One always has the obvious exact sequence

$$\mathcal{A} \otimes E \otimes \mathcal{A} \xrightarrow{\delta'} \mathcal{A} \otimes \mathcal{A} \xrightarrow{\mu} \mathcal{A} \to 0 \quad (12)$$

of left $\mathcal{A} \otimes \mathcal{A}^{opp}$-modules where $\mu$ denotes the product of $\mathcal{A}$. It follows that if $\mathcal{A}$ is a Koszul algebra then $K(\mathcal{A}, \mathcal{A}) \xrightarrow{\mathcal{L}} \mathcal{A} \to 0$ is a free resolution of the $\mathcal{A} \otimes \mathcal{A}^{opp}$-module $\mathcal{A}$ which will be referred to as the Koszul resolution of $\mathcal{A}$. This is a minimal projective resolution of the $\mathcal{A} \otimes \mathcal{A}^{opp}$-module $\mathcal{A}$ in the graded category \([\text{5}]\).

Let $\mathcal{A}$ be a Koszul algebra and let $\mathcal{M}$ be a ($\mathcal{A}, \mathcal{A}$)-bimodule considered as a right $\mathcal{A} \otimes \mathcal{A}^{opp}$-module. Then, by interpreting the $\mathcal{M}$-valued Hochschild homology $H(\mathcal{A}, \mathcal{M})$ as $H_n(\mathcal{A}, \mathcal{M}) = \text{Tor}^{\mathcal{A} \otimes \mathcal{A}^{opp}}_n(\mathcal{M}, \mathcal{A})$ \([\text{13}]\), the complex $\mathcal{M} \otimes \mathcal{A}^{opp} \mathcal{A}(\mathcal{A}, \mathcal{A})$ computes the $\mathcal{M}$-valued Hochschild homology of $\mathcal{A}$ (i.e. its homology is the ordinary $\mathcal{M}$-valued Hochschild homology of $\mathcal{A}$). We shall refer to this complex as the small Hochschild complex of $\mathcal{A}$ with coefficients in $\mathcal{M}$ and denote it by $S(\mathcal{A}, \mathcal{M})$. It reads

$$\ldots \xrightarrow{\delta'} \mathcal{M} \otimes \mathcal{A}^{* + 1} \xrightarrow{\delta} \mathcal{M} \otimes \mathcal{A}^{* + 1} \xrightarrow{\delta} \mathcal{M} \otimes \mathcal{A}^{* + 1} \xrightarrow{\delta} \ldots \quad (13)$$

where $\delta$ is obtained from $\delta'$ by applying the factors $d_L$ to the right of $\mathcal{M}$ and the factors $d_R$ to the left of $\mathcal{M}$.

Assume that $\mathcal{A}$ is a Koszul algebra of finite global dimension $D$. Then the Koszul resolution of $\mathbb{K}$ has length $D$, i.e. $D$ is the largest integer such that $\mathcal{K}_D(\mathcal{A}, \mathbb{K}) \neq 0$. By construction, $D$ is also the greatest integer such that $\mathcal{K}_D(\mathcal{A}, \mathcal{A}) \neq 0$ so the free $\mathcal{A} \otimes \mathcal{A}^{opp}$-module resolution of $\mathcal{A}$ has also length $D$. Thus one verifies in this case the general statement of \([\text{5}]\) namely that the global dimension is equal to the Hochschild dimension. Applying then the functor $\text{Hom}_\mathcal{A}(\mathcal{M}, \mathcal{A})$ to $\mathcal{K}(\mathcal{A}, \mathbb{K})$ one obtains the cochain complex $\mathcal{L}(\mathcal{A}, \mathbb{K})$ of free right $\mathcal{A}$-modules

$$0 \to \mathcal{L}^0(\mathcal{A}, \mathbb{K}) \to \ldots \to \mathcal{L}^D(\mathcal{A}, \mathbb{K}) \to 0$$

where $\mathcal{L}^n(\mathcal{A}, \mathbb{K}) = \text{Hom}_\mathcal{A}(\mathcal{K}_n(\mathcal{A}, \mathbb{K}), \mathcal{A})$. The Koszul algebra $\mathcal{A}$ is Gorenstein iff $H^n(\mathcal{L}(\mathcal{A}, \mathbb{K})) = 0$ for $n < D$ and $H^D(\mathcal{L}(\mathcal{A}, \mathbb{K})) = \mathbb{K}$ (= the trivial right $\mathcal{A}$-module). This is clearly a generalisation of the classical Poincaré duality and
this implies a precise form of Poincaré duality between Hochschild homology and Hochschild cohomology [8], [40], [41]. In the case of the Yang-Mills algebra and its deformations which are Koszul Gorenstein cubic algebras of global dimension 3, this Poincaré duality gives isomorphisms
\[
H_k(A, \mathcal{M}) = H^{3-k}(A, \mathcal{M}), \quad k \in \{0, 1, 2, 3\}
\]
(14)
between the Hochschild homology and the Hochschild cohomology with coefficients in a bimodule $\mathcal{M}$. This follows from the fact that in these cases one has $Q_w = 1$.

**Appendix 2: The quantum group of a nondegenerate bilinear form**

Let $b$ be a non degenerate bilinear form on $\mathbb{K}^{s+1}$ with components $B_{\mu\nu} = b(e_\mu, e_\nu)$ in the canonical basis $(e_\lambda)_{\lambda \in \{0, \ldots, s\}}$. The matrix elements $B^{\mu\nu}$ of the inverse $B^{-1}$ of the matrix $B = (B_{\mu\nu})$ of components of $b$ are the components of a nondegenerate bilinear form $b^{-1}$ on the dual vector space of $\mathbb{K}^{s+1}$ in the dual basis of $(e_\lambda)$. Let $\mathcal{H}(b)$ be the unital associative algebra generated by the $(s + 1)^2$ elements $u_\mu^\alpha$ ($\mu, \nu \in \{0, \ldots, s\}$) with the relations
\[
B_{\alpha\beta} u_\mu^\alpha u_\nu^\beta = B_{\mu\nu} 1 \quad (\mu, \nu \in \{0, \ldots, s\})
\]
(15)
and
\[
B^{\mu\nu} u_\mu^\alpha u_\nu^\beta = B^{\alpha\beta} 1 \quad (\alpha, \beta \in \{0, \ldots, s\})
\]
(16)
where $1$ denotes the unit of $\mathcal{H}(b)$. One has the following [24].

**Theorem 19.** There is a unique structure of Hopf algebra on $\mathcal{H}(b)$ with coproduct $\Delta$, counit $\varepsilon$ and antipode $S$ such that
\[
\Delta(u_\mu^\mu) = u_\lambda^\mu \otimes u_\nu^\lambda
\]
(17)
\[
\varepsilon(u_\mu^\mu) = \delta_\mu^\mu
\]
(18)
\[
S(u_\mu^\mu) = B^{\mu\alpha} B_{\beta\nu} u_\alpha^\beta
\]
(19)
for $\mu, \nu \in \{0, \ldots, s\}$. The product and the unit being the ones of $\mathcal{H}(b)$.

The proof is straightforward and the dual object of the Hopf algebra $\mathcal{H}(b)$ is called the quantum group of the nondegenerate bilinear form $b$; $\mathcal{H}(b)$ corresponds to the Hopf algebra of “representative functions” on this quantum group.
Proposition 20. Let $A = A(b, 2)$ be the (quadratic) algebra of Section 2 and $H = H(b)$ be the above Hopf algebra. There is a unique algebra-homomorphism $\Delta_L : A \to H \otimes A$ such that
\[
\Delta_L(x^\lambda) = u_\mu^\lambda \otimes x^\mu
\]
for $\lambda \in \{0, \ldots, s\}$. This endows $A$ of a structure of $H$-comodule.

Thus the quantum group of $b$ “acts” on the quantum space corresponding to $A$.

Let $q \in K$ with $q \neq 0$ be such that
\[
B^{\alpha\beta}B_{\alpha\beta} + q + q^{-1} = 0
\]
then the linear endomorphisms $R_\pm$ of $K^{s+1} \otimes K^{s+1}$ defined by
\[
(R_+)^{\alpha\beta}_{\mu\nu} = \delta^\alpha_\mu \delta^\beta_\nu + qB^{\alpha\beta}B_{\mu\nu}, \quad (R_-)^{\alpha\beta}_{\mu\nu} = \delta^\alpha_\mu \delta^\beta_\nu + q^{-1}B^{\alpha\beta}B_{\mu\nu}
\]
satisfy the Yang-Baxter relation
\[
(R_+ \otimes I)(I \otimes R_+)(R_+ \otimes I) = (I \otimes R_+)(R_+ \otimes I)(I \otimes R_+) : (K^{s+1})^\otimes 3 \to (K^{s+1})^\otimes 3
\]
and $(R_+ - 1)(R_+ + q^2) = 0, (R_- - 1)(R_- + q^{-2}) = 0$.

Let $\varepsilon_q (q \neq 0)$ be the nondegenerate bilinear form on $K^2$ with matrix of components $\begin{pmatrix} 0 & -1 \\ q & 0 \end{pmatrix}$. Then $A(\varepsilon_q, 2) = A_q$ corresponds to the Manin plane (see in Section 2) whereas $H(\varepsilon_q) = H_q$ corresponds to the quantum group $SL_q(2, K)$.

One has the following result of [10] concerning the representations of the quantum group of the nondegenerate bilinear form $b$ on $K^{s+1}$.

Theorem 21. Let $b$ be a nondegenerate bilinear form on $K^{s+1}$ and let $q \in K \setminus \{0\}$ be defined by (21). Then the category of comodules on $H(b)$ is equivalent to the category of comodules on $H(\varepsilon_q) = H_q$.

In other words, in the dual picture, the category of representations of the quantum group of the nondegenerate bilinear form $b$ is equivalent to the category of representations of the quantum group $SL_q(2, K)$ with $q$ given by (21).
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