Fermion propagator in a rotating environment
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I. INTRODUCTION

Collisions of heavy nuclei at high energies produce deconfined strongly interacting matter, dubbed as the quark-gluon plasma (QGP). When these collisions are off-center, the inhomogeneity of the matter distribution in the transverse plane causes that the colliding region develops an orbital angular velocity \( \Omega \) directed along the normal to the reaction plane \([1, 2]\). Estimates of this angular velocity provide a value \( \Omega \sim 10^{22} \text{s}^{-1} \) \([2]\).

When the vortical motion is transferred to the particles spin within the QGP, its effect can show, upon hadronization, as a global hadron polarization, namely, a preferred direction of the spin of the hadrons along the normal to the reaction plane. Recent measurements of the global \( \Lambda \) and \( \bar{\Lambda} \) polarizations as functions of collision energy \([3, 4]\) show that the \( \bar{\Lambda} \) polarization rises more steeply than the \( \Lambda \) polarization when the collision energy decreases. A suitable explanation of this intriguing result motivates the search for the conditions to align the particle’s spin to the global vortical motion. In particular, it is important to establish how these conditions depend on parameters such as the collision energy \( \sqrt{s_{NN}} \), the impact parameter \( b \), the temperature \( T \), the baryon chemical potential \( \mu_B \) and the global angular velocity \( \Omega \).

The problem has attracted a great deal of attention over the last years \([4, 23]\). In a recent work \([23]\), we have explored the \( \Lambda \) and \( \bar{\Lambda} \) polarization within a model where the overlap region in a peripheral heavy-ion collision consists of a dense core and a less dense corona, from where different \( \Lambda \) and \( \bar{\Lambda} \) production mechanisms are at play \([23]\). The calculation relies on the computation of the relaxation time that a strange quark or antiquark takes to align its spin to the global vorticity at finite temperature and baryon density, which was computed introducing a phenomenological coupling between the quark spin and the thermal vorticity \([26, 27]\).

However, in order to obtain a better estimate, it is important to set up the problem in terms of a first principles calculation to see whether the intuitive use of the above mentioned phenomenological coupling is correct. In this work we take the first step toward achieving this goal and compute the propagator of fermions within a rotating environment.

Fermion and scalar propagators within a rotating system and subject to a thermal bath have been first computed in Ref. \([28]\). Given that rotation provides a preferred direction, Lorentz symmetry is lost and the propagators are given by cumbersome expressions in the space-time representation. When these are used to compute the rotation effects on meson masses, as is done in Ref. \([29]\), including finite temperature as well as chemical potential effects, analytical results are not possible and the calculation requires a numerical estimate. It is thus desirable to find an expression that, under suitable conditions, can be approximated by a translationally invariant result. As we show in this work, this can be done provided we keep the first non-trivial contribution in the angular velocity \( \Omega \), which is taken as a large quantity, effectively making fermions partake of the rigid rotational motion. In this approximation the focus is on how the rotation influences the spin states rather than on the detailed dynamics of the fermion motion.

To compute the fermion propagator subject to rotation, we follow the method introduced in Refs. \([30, 31]\) that requires knowledge of the explicit set of solutions of the Dirac equation. These solutions have been studied by several authors imposing different boundary conditions. Working in a cylindrical geometry, in the pioneering work that introduced the MIT bag model \([32]\), these boundary conditions are chosen such that the fermion current nor-
nal to the cylinder surface vanishes. These conditions are nowadays known as the MIT boundary conditions. A slight modification of these conditions, known as the chiral MIT conditions, can also be imposed on the fermion modes \cite{33}. Bound and unbound solutions have also been studied in Ref. \cite{34}. The solutions can also be found in the presence of a magnetic field pointing in the same direction as the angular velocity, given that the geometry of the problem is not modified by the presence of the field \cite{33,35,36}. Thermal and rotating states were studied in Ref. \cite{37}. Lattice QCD has also been formulated in rotating frames to study the angular momenta of gluons and quarks in a rotating QCD vacuum \cite{38}. In all these calculations, the causality condition, whereby the angular velocity and the cylinder radius \( R \) must satisfy \( R \Omega < 1 \), is imposed.

In this work we take a pragmatic approach. We find the solutions to the Dirac equation for fermions rigidly rotating inside a cylinder. In order to satisfy the causality condition for a given \( \Omega \), the solutions are taken as not rotating around the \( \hat{z} \)-axis and quarks in a rotating QCD vacuum \cite{38}. Lattice QCD has also been formulated in rotating frames to study the angular momenta of gluons and quarks in a rotating QCD vacuum \cite{38}. In all these calculations, the causality condition, whereby the angular velocity and the cylinder radius \( R \) must satisfy \( R \Omega < 1 \), is imposed.

Therefore, the metric tensor is given by

\[
g_{\mu \nu} = \begin{pmatrix}
1 - (x^2 + y^2)\Omega^2 & y\Omega & -x\Omega & 0 \\
y\Omega & -1 & 0 & 0 \\
-x\Omega & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}.
\]

A fermion with mass \( m \) within the cylinder is described by the Dirac equation \cite{33,35}

\[
[i(\gamma^\mu \partial_\mu + \Gamma_\mu) - m] \psi = 0,
\]

where \( \Gamma_\mu \) corresponds to the affine connection, determined from the equations

\[
\Gamma_\mu = -\frac{i}{4} \omega_{\mu ij} \sigma^{ij},
\]

\[
\omega_{\mu ij} = g_{\alpha \beta} \epsilon^\alpha_i (\partial_\mu e_j^\beta + \Gamma_{\mu \nu}^\alpha e_j^\nu),
\]

where the commutator

\[
\sigma^{ij} = \frac{i}{2} [\gamma^i, \gamma^j]
\]

corresponds to the fermion spin and, the Christoffel symbols are given in terms of the metric tensor by

\[
\Gamma_{\mu \nu}^\lambda = \frac{1}{2} g^{\lambda \sigma} (g_{\sigma \nu, \mu} + g_{\mu \sigma, \nu} - g_{\mu \nu, \sigma}).
\]

Greek indices \((\mu, \nu, \ldots = t, x, y, z)\) refer to the general coordinates in the moving frame, while Latin indices \((i, j, \ldots = 0, 1, 2, 3)\) refer to the Cartesian coordinates in the local rest frame. Notice that \( \gamma^\mu = \gamma^t \gamma^i \) correspond to the Dirac matrices in curved space-time, which satisfy the usual anti-commutation relations

\[
\{\gamma^\mu, \gamma^\nu\} = 0.
\]

The tetrad \( e^\mu_i \) is written in the Cartesian gauge \cite{37}, such that it connects the general coordinates with the Cartesian coordinates in the local rest frame as \( x^\mu = e^\mu_i x^i \).

Explicitly,

\[
e^t_0 = e^t_1 = e^y_2 = e^z_3 = 1,
\]

\[
e^t_1 = y\Omega,
\]

\[
e^t_2 = -x\Omega,
\]

with the rest of the components being equal to zero. The non-zero components of the Christoffel symbols, Eq. \cite{5}, are

\[
\Gamma^t_{tx} = \Gamma^t_{xt} = \Omega, \quad \Gamma^y_{tx} = \Gamma^y_{xt} = -\Omega,
\]

\[
\Gamma^x_{tt} = -x\Omega^2, \quad \Gamma^t_{tt} = -y\Omega^2.
\]

Thus, given the above results and Eq. \cite{5}, it is straightforward to see that \( \Gamma_\mu \) merely reduces to

\[
\Gamma_\mu \to \Gamma_t = -\frac{i}{2} \sigma^{12}.
\]

Subsequently, the gamma matrices in the rotating frame are expressed, in terms of the usual gamma matrices, as

\[
\gamma^t = \gamma^0, \quad \gamma^x = \gamma^1 + y\Omega \gamma^0,
\]

\[
\gamma^y = \gamma^2, \quad \gamma^z = \gamma^3 - x\Omega \gamma^0.
\]

Therefore, Eq. \cite{5} becomes

\[
[i\gamma^0 \left( \partial_t - x\Omega \partial_y + y\Omega \partial_x - \frac{i}{2} \Omega \sigma^{12} \right) + i\gamma^1 \partial_x + i\gamma^2 \partial_y + i\gamma^3 \partial_z - m] \psi = 0.
\]

II. FERMIONS IN A RIGIDLY ROTATING CYLINDER

The physics within a relativistic rotating frame is most easily described in terms of a metric tensor resembling that of a curved space-time. For our purposes, we consider that the interaction region after a relativistic heavy-ion collision can be thought of as a rigid cylinder rotating around the \( \hat{z} \)-axis with constant angular velocity \( \Omega \). Therefore, the metric tensor is given by

\[
ge_{\mu \nu} = \begin{pmatrix}
1 - (x^2 + y^2)\Omega^2 & y\Omega & -x\Omega & 0 \\
y\Omega & -1 & 0 & 0 \\
-x\Omega & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}.
\]

The work is organized as follows: In Sec. II we formulate the Dirac equation and find the solutions for a rigidly rotating frame. Subsequently, the gamma matrices in the rotating frame are expressed, in terms of the usual gamma matrices, as

\[
\gamma^t = \gamma^0, \quad \gamma^x = \gamma^1 + y\Omega \gamma^0,
\]

\[
\gamma^y = \gamma^2, \quad \gamma^z = \gamma^3 - x\Omega \gamma^0.
\]

Therefore, Eq. \cite{5} becomes

\[
[i\gamma^0 \left( \partial_t - x\Omega \partial_y + y\Omega \partial_x - \frac{i}{2} \Omega \sigma^{12} \right) + i\gamma^1 \partial_x + i\gamma^2 \partial_y + i\gamma^3 \partial_z - m] \psi = 0.
\]
In the Dirac representation,
\[
\sigma^{12} = \begin{pmatrix} \sigma_3 & 0 \\ 0 & \sigma_3 \end{pmatrix},
\]
where \(\sigma_3 = \text{diag}(1, -1)\) is the Pauli matrix associated with the third component of the spin. In consequence, Eq. (11) can be conveniently rewritten as
\[
\left[ \gamma^0 (i\partial_t + \Omega \hat{J}_z) + i\gamma^\tau \cdot \vec{v} - m \right] \psi = 0,
\]
where
\[
\hat{J}_z \equiv \hat{L}_z + \hat{S}_z = -i(x\partial_y - y\partial_x) + \frac{1}{2} \sigma^{12}.
\]
\(\hat{J}_z\) defines \(\hat{z}\)-component of the total angular momentum operator, such that the first term is associated with the orbital angular momentum (\(\hat{L}_z\)), while the second one is related with the spin (\(\hat{S}_z\)). As usual, \(-i\vec{v}\) is the momentum operator. The solution of Eq. (13) has been studied in many works, e.g. [33, 35, 37, 38]. For instance, Ref. 34 thoroughly discusses the bound and unbound solutions.

At this stage, one could in principle be tempted to write Eq. (13) already in cylindrical coordinates. Nevertheless, in such case, the relevant Dirac matrices become coordinate dependent and use of some not-uniquely determined unitary transformations would be required [40, 41]. To avoid this issue, we follow a different strategy. Consider a solution of the form
\[
\psi(x) = \left[ \gamma^0 (i\partial_t + \Omega \hat{J}_z) + i\gamma^\tau \cdot \vec{v} + m \right] \phi(x).
\]
Then, Eq. (13) implies that \(\phi(x)\) obeys the second order differential equation
\[
\left[ (i\partial_t + \Omega \hat{J}_z)^2 + \partial^2_\rho + \partial^2_\phi + \partial^2_z - m^2 \right] \phi(x) = 0.
\]
Since the above equation does not contain gamma matrices, to find solutions consistent with the background geometry it now becomes convenient to work in cylindrical coordinates, \((t, r, \phi, z) \rightarrow (t, \rho \sin \phi, \rho \cos \phi, z)\). Thus, Eq. (16) becomes
\[
\left[ (i\partial_t + \Omega \hat{J}_z)^2 + \left( \partial^2_\rho + \frac{1}{\rho} \partial_\rho + \frac{1}{\rho^2} \partial^2_\phi + \partial^2_z - m^2 \right) \right] \phi(x) = 0.
\]
In these coordinates
\[
\hat{L}_z = -i\partial_\rho \Rightarrow \hat{J}_z = -i\partial_\rho + \hat{S}_z.
\]
Assuming that the solution of Eq. (17) admits a separation of variables, we can write
\[
\phi(x) = e^{-iEt + ik_z z} u(\rho, \phi).
\]
Due to the form of \(\hat{S}_z\), Eqs. (12) and (14), the spin operator will produce eigenvalues \(s = \pm 1/2\). Consequently, total angular momentum conservation \((j = \ell + s)\) demands solutions with \(\ell\) (for \(s = +1/2\)) and \(\ell + 1\) (for \(s = -1/2\)). Thus, writing
\[
\phi = \begin{pmatrix} \phi_1 \\ \phi_2 \\ \phi_3 \\ \phi_4 \end{pmatrix},
\]
Eq. (17) becomes
\[
\begin{align*}
\left[ (E + (l + 1) \Omega)^2 + \left( \partial^2_\rho + \frac{1}{\rho} \partial_\rho - \frac{4}{\rho^2} \right) \right] \phi,_{1,3}(x) &= 0, \\
\left[ (E + (l + 1) \Omega)^2 + \left( \partial^2_\rho + \frac{1}{\rho} \partial_\rho - \frac{(\ell + 1)^2}{\rho^2} \right) \right] \phi,_{2,4}(x) &= 0.
\end{align*}
\]
The above correspond to Bessel equations
\[
\begin{align*}
\left[ \rho^2 \partial^2_\rho + \rho \partial_\rho + \left( \rho^2 k^2 - \ell^2 \right) \right] \phi,_{1,3} &= 0, \\
\rho^2 \partial^2_\rho + \rho \partial_\rho + \left( \rho^2 k^2 - (\ell + 1)^2 \right) \phi,_{2,4} &= 0,
\end{align*}
\]
where
\[
k^2 - \ell^2 = \tilde{E}^2 - k^2_z - m^2,
\]
is the transverse momentum squared and we have defined \(\tilde{E} \equiv E + j \Omega\), which represents the fermion energy as seen from the inertial frame. The solutions of Eqs. (23) and (24) that are finite for \(\rho \to 0\) are given by Bessel functions of the first kind, which means that
\[
\begin{align*}
u(\rho, \varphi) &= e^{i\varphi \ell} J_\ell(k_1 \rho), & \text{for } \phi,_{1,3}, \\
u(\rho, \varphi) &= e^{i\varphi(\ell + 1)} J_{\ell + 1}(k_1 \rho), & \text{for } \phi,_{2,4}.
\end{align*}
\]
Therefore, the solution of Eq. (15) can be explicitly written as
\[
\phi(x) = \begin{pmatrix} J_\ell(k_1 \rho) \\ J_{\ell + 1}(k_1 \rho) e^{i\varphi} \\ J_\ell(k_1 \rho) e^{i\varphi} \\ J_{\ell + 1}(k_1 \rho) e^{i\varphi} \end{pmatrix} e^{-iEt + ik_z z + i\varphi}.
\]
Having determined the solutions \(\phi\), Eq. (15) can be used to find the spinor wave functions which become
\[
\psi(x) = \begin{pmatrix} \tilde{E} + m & 0 & -k_z & -P_- \\ 0 & \tilde{E} + m & -P_+ & k_z \\ P_- & -E + m & 0 & 0 \\ -k_z & 0 & 0 & -E + m \end{pmatrix} \begin{pmatrix} J_\ell(k_1 \rho) \\ J_{\ell + 1}(k_1 \rho) e^{i\varphi} \\ J_\ell(k_1 \rho) e^{i\varphi} \\ J_{\ell + 1}(k_1 \rho) e^{i\varphi} \end{pmatrix} e^{-iEt + ik_z z + i\varphi},
\]
where \(P_\pm = k_x \pm ik_y\). In cylindrical coordinates,
\[
P_\pm = -ie^{\pm i\varphi}(\partial_\rho \pm ip^{-1} \partial_\varphi).
\]
Propagator.

Armed with the explicit expressions, we now follow the approach discussed in Refs. [30, 31] to find the fermion propagator.

III. FERMION PROPAGATOR IN A RIGIDLY ROTATING CYLINDER

Recall that in order to find the solution for an equation describing the Green’s function \( G(x, x') \) of a given differential operator \( H(\partial_x, x) \), namely

\[
H(\partial_x, x)G(x, x') = \delta^4(x - x'),
\]

the Green’s function can be represented as

\[
G(x, x') = (-i) \int_{-\infty}^{\infty} d\tau \ U(x, x'; \tau),
\]

where \( \tau \) is known as a proper-time parameter and \( U(x, x'; \tau) \) is an evolution operator in this proper-time. This operator satisfies

\[
i \partial_\tau U(x, x'; \tau) = H(\partial_x, x) U(x, x'; \tau),
\]

together with the boundary conditions

\[
U(x, x'; -\infty) = 0,
\]

\[
U(x, x'; 0) = \delta^4(x - x'),
\]

from where the solution is readily found as

\[
U(x, x'; \tau) = \exp[-i\tau H(\partial_x, x)] \delta^4(x - x').
\]

In order to find the precise form of the proper-time evolution operator, we can use that, when the eigenfunctions \( \phi_\lambda(x) \) of the operator \( H(\partial_x, x) \) are known, the Dirac delta-function can be expressed in terms of the closure relation obeyed by the eigenfunctions \( \phi_\lambda(x) \), namely

\[
\sum_\lambda \phi_\lambda(x) \phi^\dagger_\lambda(x') = \delta^4(x - x').
\]

Therefore, an exact expression for the proper-time evolution operator can be written as

\[
U(x, x'; \tau) = \sum_\lambda \exp[-i\tau \lambda] \phi_\lambda(x) \phi^\dagger_\lambda(x'),
\]

where we have used the eigenvalue equation

\[
H(\partial_x, x) \phi_\lambda(x) = \lambda \phi_\lambda(x).
\]

Using Eqs. (34) and (35), the propagator \( G(x, x') \) can be written as

\[
G(x, x') = (-i) \int_{-\infty}^{\infty} d\tau \sum_\lambda \exp[-i\tau \lambda] \phi_\lambda(x) \phi^\dagger_\lambda(x').
\]

It is easy to show that the solutions in Eq. (28) satisfy the closure relation

\[
\sum_{\ell=-\infty}^{\infty} \int_{0}^{\infty} \frac{dE dk_z dk_{\ell}}{(2\pi)^3} \phi(x) \phi^\dagger(x') = \delta^4(x - x'),
\]

where we have taken the quantum numbers \( E, k_\perp, k_z, \ell \) as independent, namely, the on-shell restriction of Eq. (25) is not imposed, as corresponds for a procedure to find the propagator. Furthermore, notice that \( k_\perp \) is taken in the continuous domain \( 0 \leq k_\perp \leq \infty \) and thus, no boundary restriction is required on the space variable \( \rho \).

To obtain the fermion propagator, we notice that, in the same manner that the solutions of the Dirac equation are obtained from the solutions to the second order differential equation, Eq. (13), the fermion propagator \( S(x, x') \) can be derived from

\[
S(x, x') = \left[ \gamma^0 (i\partial_t + \Omega \hat{J}_z) + i\gamma^\perp \nabla + m \right] G(x, x'),
\]

where

\[
G(x, x') = (-i) \int_{-\infty}^{\infty} d\tau e^{-i(E^2 - k_z^2 - k_\perp^2 - m^2 + i\epsilon)} \times \sum_{\ell=-\infty}^{\infty} \int \frac{dE dk_z dk_{\ell}}{(2\pi)^3} \phi(x) \phi^\dagger(x').
\]

Therefore, substituting Eq. (35) into Eq. (36) and performing the integral over \( \tau \), the expression for the fermion propagator can be written as

\[
S(x, x') = \sum_{\ell=-\infty}^{\infty} \int \frac{dE dk_z dk_{\ell}}{(2\pi)^3} \Phi(\rho, \rho') \times \frac{e^{-i(E(\ell+1/2)\Omega)(t-t') e^{ik_z(z-z')} e^{i(\varphi - \varphi')}}}{E^2 - k_z^2 - m^2 - k_\perp^2 + i\epsilon},
\]

where

\[
\Phi(\rho, \rho') \equiv \text{diag}(E - k_z + m + i k_\perp) J_\ell(k_\perp \rho) J_\ell(k_\perp \rho'),
\]

\[
(E + k_z - m - i k_\perp) J_\ell+1(k_\perp \rho) J_\ell+1(k_\perp \rho'),
\]

\[
(-E + k_z + m - i k_\perp) J_\ell(k_\perp \rho) J_\ell(k_\perp \rho'),
\]

\[
(-E - k_z + m + i k_\perp) J_\ell+1(k_\perp \rho) J_\ell+1(k_\perp \rho'),
\]

and we have implemented the change of variable \( E \to E + \Omega(\ell+1/2) \). Notice that the propagator turns out to be diagonal in Lorentz space. Also, translational invariance...
is only lost in the transverse direction, for otherwise the propagator depends on the coordinate differences \((t - t'), (z - z')\) and \((\varphi - \varphi')\).

The expression for the propagator can be further reduced. Let us focus on one of the elements, the component \(S_{11}(x, x')\). We use the partial translation invariance to write

\[
S_{11}(\rho, \rho', \varphi, z, t) = \sum_{\ell = -\infty}^{\infty} \int \frac{dEdk_{\perp}dk_{\perp}}{(2\pi)^4} e^{-i(E - \Omega/2)t} e^{ik_{\perp}z} \\
\times \frac{E - k_{\perp} + m + ik_{\perp}}{E^2 - k_{\perp}^2 - m^2 - k_{\perp}^2 + i\epsilon} \times \int_0^\pi d\tau e^{-i\kappa_{\perp}r(\sin\tau - \sin\theta)/2} \\
\times e^{ik_{\perp}R(\sin\tau + \sin\theta)},
\]

(47)

In order to calculate the sum over \(\ell\), we use the integral representation of the Bessel functions

\[
J_{\ell}(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{i(x\sin(\tau) - \ell\tau)} d\tau,
\]

(48)

thus arriving at

\[
S_{11}(\rho, \rho', \varphi, z, t) = \int \frac{dEdk_{\perp}dk_{\perp}}{(2\pi)^4} e^{-i(E - \Omega/2)t} e^{ik_{\perp}z} \\
\times \frac{E - k_{\perp} + m + ik_{\perp}}{E^2 - k_{\perp}^2 - m^2 - k_{\perp}^2 + i\epsilon} \times \int_0^\pi d\tau e^{-i\kappa_{\perp}r(\sin\tau)} \\
\times \sum_{\ell = -\infty}^{\infty} J_{\ell}(k_{\perp}) e^{i\ell(\varphi + \Omega t - \tau)}.
\]

(49)

We now use the Jacobi-Anger expansion

\[
\sum_{\ell = -\infty}^{\infty} J_{\ell}(x) e^{it\gamma} = \frac{e^{ix\sin(\gamma)}}{1 - e^{2ix}}
\]

supplemented by the change of variable \(\rho, \rho' \rightarrow R, r\) given by

\[
\rho' = R - r/2, \\
\rho = R + r/2,
\]

(51)

we get

\[
S_{11}(R, r, \varphi, z, t) = \int \frac{dEdk_{\perp}dk_{\perp}}{(2\pi)^4} e^{-i(E - \Omega/2)t} e^{ik_{\perp}z} \\
\times \frac{(E - k_{\perp} + m + ik_{\perp})}{E^2 - k_{\perp}^2 - m^2 - k_{\perp}^2 + i\epsilon} \times \int_0^\pi d\tau e^{-i\kappa_{\perp}r(\sin\tau - \sin\theta)/2} \\
\times e^{ik_{\perp}R(\sin\tau + \sin\theta)},
\]

(52)

where we have defined \(\theta \equiv \varphi + \Omega t - \tau\).

We now make the approximation whereby the fermion is totally dragged by the vortical motion such that the angular position is determined by the product of the angular velocity and the time, namely \(\varphi + \Omega t\) = 0. This is a very good approximation for large \(\Omega\), as in a relativistic heavy-ion collision. In this way, \(\sin\theta \rightarrow -\sin\tau\) and thus the last factor in Eq. (52) becomes 1. Notice that, under this approximation, the function depends only on relative coordinates making it translationally invariant.

Using the identity

\[
\int_{-\pi}^{\pi} d\tau e^{i\kappa_{\perp}r\sin\tau} = (2\pi)J_0(k_{\perp}r),
\]

(53)

we obtain

\[
S_{11}(r, \varphi, z, t) = \int \frac{dEdk_{\perp}dk_{\perp}}{(2\pi)^4} e^{-i(E - \Omega/2)t} e^{ik_{\perp}z} \\
\times \frac{(E - k_{\perp} + m + ik_{\perp})}{E^2 - k_{\perp}^2 - m^2 - k_{\perp}^2 + i\epsilon} J_0(k_{\perp}r).
\]

(54)

We now use that the function depends only on relative coordinates to introduce the Fourier transform

\[
S_{11}(p) = \int d^4xe^{-ip\cdot x} S_{11}(x),
\]

(55)

and obtain

\[
S_{11}(p) = \frac{p_0 + \Omega/2 - p_z + m + ip_{\perp}}{p_0 - (\Omega/2)^2 - p_z^2 - m^2 + i\epsilon}.
\]

(56)

The rest of the terms in the propagator can be worked in a similar fashion and thus we get

\[
S(p) = \begin{pmatrix}
\frac{p_0 + \Omega/2 - p_z + m + ip_{\perp}}{(p_0 - (\Omega/2)^2 - p_z^2 - m^2 + i\epsilon)} & 0 & 0 & 0 \\
0 & \frac{p_0 - \Omega/2 + p_z + m - ip_{\perp}}{(p_0 + (\Omega/2)^2 - p_z^2 - m^2 + i\epsilon)} & 0 & 0 \\
0 & 0 & \frac{-p_0 + \Omega/2 + p_z + m - ip_{\perp}}{(p_0 + (\Omega/2)^2 - p_z^2 - m^2 + i\epsilon)} & 0 \\
0 & 0 & 0 & \frac{-p_0 - \Omega/2 - p_z + m + ip_{\perp}}{(p_0 + (\Omega/2)^2 - p_z^2 - m^2 + i\epsilon)}
\end{pmatrix}.
\]

(57)

such that the propagator looks like

\[
S(p) = \frac{p_0 + \Omega/2 - p_z + m + ip_{\perp}}{p_0 + (\Omega/2)^2 - p_z^2 - m^2 + i\epsilon} \gamma^0 O^+ \\
+ \frac{p_0 - \Omega/2 + p_z + m - ip_{\perp}}{p_0 - (\Omega/2)^2 - p_z^2 - m^2 + i\epsilon} \gamma^0 O^-.
\]

(59)
Equation (6) is our main result. We emphasize that this propagator is obtained under the approximation whereby the fermion is dragged by the vortical motion. In this manner we have traded the detailed description of the fermion motion in favor of accounting for the way the angular velocity translates into an influence on the fermion spin degrees of freedom.

IV. SUMMARY AND OUTLOOK

In this work we have derived the propagator for a fermion immersed within a rigidly rotating environment. The motivation stems from the search of the description from first principles to study how the fermion spin is affected by the overall rotational motion. The method we used has been recently put forward in Refs. [30, 31] and it has been applied to re-deriving the propagator for electrically charged bosons, fermions and even gauge bosons in the presence of a magnetic field. To our knowledge, this is the first time the method is used in the context of fermions immersed in a rotating environment.

We found that the propagator is diagonal in Lorentz space and the general expression is not translationally invariant in the transverse radial coordinate. However, under the approximation that the fermion is completely dragged by the overall vortical motion, translation invariance is recovered, which allows us to find the expression for the propagator in momentum space.

The propagator thus found is now suited to be used in perturbative calculations using ordinary Feynman rules in momentum space. Work in this direction is currently being pursued and will be soon reported elsewhere.
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