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In the model of solid / elastic inflation, inflation is driven by a source that has the field theoretical description of a solid. To allow for prolonged slow roll inflation, the solid needs to be extremely insensitive to the spatial expansion. We point out that, because of this property, the solid is also rather inefficient in erasing anisotropic deformations of the geometry. This allows for a prolonged inflationary anisotropic solution, providing the first example with standard gravity and scalar fields only which evades the conditions of the so called cosmic no-hair conjecture. We compute the curvature perturbations on the anisotropic solution, and the corresponding phenomenological bound on the anisotropy. Finally, we discuss the analogy between this model and the $f(\phi)F^2$ model, which also allows for anisotropic inflation thanks to a suitable coupling between the inflaton $\phi$ and a vector field. We remark that the bispectrum of the curvature perturbations in solid inflation is enhanced in the squeezed limit and presents a nontrivial angular dependence, as had previously been found for the $f(\phi)F^2$ model.

I. INTRODUCTION

The CMB data strongly support the inflationary framework and allow to rule out several specific inflationary models [1]. Still, a large number of models remains compatible with the data. It proves useful to classify and study them in terms of an effective field theory description of inflation [2, 3], where the behavior of the perturbations and the possible signatures can be understood in terms of symmetries and symmetry breaking. For instance, several models of inflation are characterized by a shift symmetry $\phi \rightarrow \phi + C$ (where $\phi$ is the inflaton, and $C$ a constant), which protects the required flatness of the inflaton potential against radiative corrections (for a recent review see [4]). In the limit of exact shift symmetry the potential coincides with a cosmological constant, and the spacetime geometry is the de Sitter one. A small and controlled breaking of the symmetry ensures a slow roll inflation evolution, which breaks time translational invariance. This set-up has one scalar perturbation, which can be identified as the Goldstone boson of this broken symmetry.

While the requirement that inflation ends demands that time translation invariance is broken, and, more in general, cosmology studies time-evolving backgrounds, the vast majority of the models assumes invariance under spatial translations, in agreement with the observed homogeneity and isotropy of the universe at large scales. In fact, one of the many features of inflation is that it can dynamically lead to the observed homogeneity and isotropy [5], which are otherwise hard to achieve starting from more general initial conditions [6].

The simplest way to enforce isotropy and homogeneity is to assume that only spin zero fields are dynamically relevant during inflation, and that their vacuum expectation value (vev) is independent of the spatial coordinates. These assumptions characterize the vast majority of the models of inflation. However, in principle, one could imagine that different sources are present, which individually break the invariance under spatial transformations, but that their combined effect - due to some underlying symmetry - preserves the background isotropy and homogeneity. Due to this different symmetry breaking pattern, such a possibility could result in specific phenomenological signatures that are not obtained in the more conventional inflationary models.

Isotropy with spin one sources can be achieved through (i) a triplet of orthogonal vectors with equal vev [7], (ii) a large number $N \gg 1$ of randomly oriented vectors [8] - resulting in a $O\left(1/\sqrt{N}\right) \ll 1$ anisotropy - or massive vectors oscillating about the minimum of the potential [9] - resulting in an effective isotropic equation of state once averaged over the oscillations.

Homogeneity and isotropy with spin zero fields with a spatially-dependent vev can be achieved with a triplet of
where \( i = 1, 2, 3 \). In particular, ref. \cite{11} dubbed this model \textit{Solid Inflation}. It is assumed in \cite{11} that the medium driving inflation can be coarse-grained at the level of fundamental cells, and that only the position of these cells is relevant for inflationary cosmology. The three scalars \( \phi^i (t, \vec{x}) \) can be viewed as the three coordinates that provide the position at the time \( t = 0 \) at position \( \vec{x} \). Therefore, the vevs \cite{1} characterize a medium at rest in comoving coordinates. The properties of the solid are defined through a lagrangian, which is a functional of \( \phi^i \). As we describe below, (i) only derivatives of the scalars enter in the lagrangian, so that the vev \cite{1} can be compatible with homogeneity of the background solution, and (ii) only SO(3) invariant combination of the derivatives enter in the lagrangian, so that the vev \cite{1} can be compatible with isotropy. As discussed in \cite{11}, this description provides a complementary formulation of \cite{12}, which also suggested a coarse-grained description of the inflationary medium dubbed \textit{Elastic Inflation}.

By construction, the background evolution of solid inflation is isotropic, and the power spectrum of the scalar perturbations is statistically isotropic \cite{11, 12}. However, the bispectrum presents a characteristic shape not encountered in previous models of scalar field inflation \cite{11}. Specifically, it is enhanced in the squeezed limit as the local template, but it manifests a nontrivial dependence on the angle between the small and large momentum in the correlator. It turns useful to adopt the parametrization \cite{13, 17}:

\[
B_\zeta (k_1, k_2, k_3) = \sum_L c_L P_L \left( \frac{k_3}{k_2} \right) P_\zeta (k_1) P_\zeta (k_2) + \text{2 perm.},
\]

where \( P_\zeta \) and \( B_\zeta \) are, respectively, the power spectrum and bispectrum of the curvature perturbation in the uniform density gauge and \( P_L \) are the Legendre polynomials. The local template is characterized by \( c_i = \frac{c_i}{f_{\text{NL}}} \delta_{i0} \). More in general, typical models of scalar field inflation are characterized by \( c_i = 0 \), for \( i \neq 0 \) in the squeezed limit. The reason for this is the following \cite{14, 15}: in the squeezed limit \( k_3 \ll k_{1,2} \), the long wavelength mode modulates the two short wavelength modes when they leave the horizon. From the point of view of the short wavelength modes, the long wavelength mode can be accurately described by a mean and a gradient. The gradient defines a local basis for a quadrupolar dependence of the small-scale power, thus in principle contributing to the \( c_2 \) coefficient above. However, the gradient vanishes in the long wavelength limit \( k_3 \to 0 \).

On the contrary, the nonvanishing scalar vevs \cite{1} provide a directionality modulation of the bispectrum that does not vanish in the squeezed limit, and the bispectrum of solid inflation is dominated by the \( c_2 \) term in the squeezed limit \cite{11}. Quite interestingly, a nontrivial angular dependence in that limit had previously been obtained in \cite{10} and further studied in \cite{18, 17, 21} in the model \( f (\phi) F^2 \), where \( \phi \) is the inflaton and \( F^2 \) the square of a vector field strength \( F_{\mu \nu} \), in the case in which \( f (\phi) \) is chosen so to produce a scale invariant spectrum for the vector field. In this case, the nontrivial angular dependence of the bispectrum is due to the fact that a homogeneous vector breaks isotropy locally, and so the anisotropic modulation survives also in the \( k_3 \to 0 \) limit.\footnote{Ref. \cite{22} rederived the results of \cite{17}, claiming that their redervivation uses only the classical mode functions, and it is therefore “simpler and more complete” than the computation of \cite{17}. The redervivation is not more complete, since, by admission, it disregards the contribution from the modes in the quantum regime. We argue that it is also not simpler, since also the results of \cite{10, 17} are due to the classical super-horizon contribution, as repeatedly stressed in \cite{17}. The nontrivial angular dependence of the bispectrum is due to the fact that a homogeneous vector breaks isotropy locally, and so the anisotropic modulation survives also in the \( k_3 \to 0 \) limit.\footnote{Notice that in the \( f (\phi) F^2 \) model with a non-vanishing vev of the vector field, a bispectrum that breaks statistical isotropy is generated, and its angle-average does assume the form \cite{3}. A statistically isotropic bispectrum is obtained from a triplet of orthogonal vectors of equal magnitude.}}

This has further nontrivial consequences, as we discuss in the Conclusions. For the \( f (\phi) F^2 \) model, \( c_2 = c_0/2 \), while all other \( c_i \) coefficients vanish.

Motivated by the above models, the Planck collaboration \cite{24} has constrained the first coefficients of the series \cite{2}, as \( c_0 = 3.24 \pm 6.96, \quad c_1 = 11.0 \pm 113 \), and \( c_2 = 3.8 \pm 27.8 \) (all at 68\% CL), with error bars in agreement with the forecasts of \cite{13}.

The \( f (\phi) F^2 \) mechanism is constructed to generate and sustain a nontrivial vector field in cosmology (see \cite{24} for a recent review and for a more extended list of relevant works). A vector field with standard \( \mathcal{L} = \frac{1}{2} F^2 \) lagrangian is conformally coupled to a FRW background, and so its fluctuations are not excited by the expansion of the universe. Moreover, if a vector vev is present as an initial condition, it is rapidly diluted away by the expansion of the universe. Therefore, any signature associated to the vector - including the angular dependence in \cite{2} - would be negligible in this case. Several models have been proposed for which a classical vector vev is not diluted by the expansion.

Several of them break the gauge invariance associated with the vector field. Such models are characterized by (i) a suitable vector potential \( V (A^2) \) \cite{25}, (ii) a specific coupling to the scalar curvature \( \mathcal{L} \supset \frac{1}{12} \kappa R A^2 \) \cite{8, 27, 28}, or (iii) a lagrange multiplier \( \lambda \) that enforces a fixed norm for the vector, \( \mathcal{L} \supset \lambda (A^2 - v^2)^2 \) \cite{29}. Due to the broken gauge invariance, the vector field has also a longitudinal mode. This mode turns out to be a ghost \cite{30} in all the above models. On the contrary, the \( f (\phi) F^2 \) mechanism preserves gauge invariance, and it is therefore stable \cite{31}.

A suitable choice of \( f (\phi) \) can result in frozen and scale invariant super-horizon perturbations, and in a constant vev, for the magnetic or electric component of the vector field. The first possibility has been suggested as a...
model for inflationary magnetogenesis \[32,34\] (although this application is highly nontrivial to realize \[10,35,37\]), while the second one has been used to obtain a prolonged stage of anisotropic inflationary expansion \[35,37\].

The \( f (\phi) F^2 \) mechanism and solid inflation constitute the two only examples known so far of a primordial bispectrum with a nontrivial angular dependence in the squeezed limit. It is natural to ask whether the two models have other common aspects, and in fact the present investigation originated by an argument that convinced us that the analogy between the models already starts at the background level: a remarkable property of the medium of solid inflation is that it is very weakly affected by the huge inflationary expansion. This property, which is completely at odds with that of the solids that we ordinarily deal with, is encoded by an extremely weak dependence of the energy of the solid on its volume. Cosmological perturbations in solid inflation are supported by deformation of this solid - the “phonons”.

Stability of these perturbations, and the existence of a weak coupling regime, require that the medium is not only very weakly sensitive to the overall volume expansion, but to all spatial deformations \[11\]. This naturally led us to conjecture that the solid should be extremely inefficient to respond to anisotropic background deformations, and that, consequently, it should also admit prolonged anisotropic solutions. The computations of the present work show that this is indeed the case.

Specifically, we obtain that the anisotropy is erased on a timescale \( \Delta t = O \left( \frac{H}{H^2} \right) \), where \( H \) is the Hubble rate, and \( \epsilon \) the slow roll parameter \( \epsilon \equiv -\dot{H}/H^2 \) (dot denoting a time derivative). This corresponds to the isotropization rate \( \Delta t^{-1} = O (\epsilon H) \). This rate is suppressed with respect to the isotropization rate \( \Delta t^{-1} = O (H) \) that is typically encountered in inflationary models \[33,34\]. Ref. \[33\] showed that a \( O (H) \) isotropization rate is the norm for practically all homogeneous and anisotropic backgrounds (with the possible exception of a Bianchi type-IX geometry) in the presence of a cosmological constant and a fluid that satisfies the dominant and strong energy conditions. This result is often denoted in the literature as the “cosmological no-hair conjecture” (or “theorem”), as it implies that no information on the anisotropy survives, analogously to what would happen for a black-hole solution. The above cited vector field models are attempts to evade the results of \[33\], and, as we discussed, only those based on the \( f (\phi) F^2 \) represent viable solutions. Besides using vector fields, other works that have attempted to evade the result of \[33\] involve either higher order curvature terms \[15\] or higher forms \[30,35\]. Ref. \[35\] supports the higher form through the same mechanism as \[38\], and it is therefore stable. To our knowledge, a full study of the perturbations for the proposals \[46,47\] remains to be done. The one we present here is the first counter example of \[43\] with standard gravity and only scalar fields. This counter example has no pathologies: as we show below, the slow isotropization in solid inflation precisely originates by the demand that the phonons have a well behaved propagation in this unconventional medium.

The work is organized as follows. In Section \[2\] we present the model of solid / elastic inflation, and its FRW solution, as formulated in \[11\]. In Section \[3\] we review the curvature perturbation on the FRW solution, again mostly summarizing the original study of \[11\]. In Section \[4\] we study the simplest anisotropic solution in this model and we discuss why the result of \[43\] is evaded. In Section \[5\] we study the scalar curvature perturbation on this anisotropic solution and we obtain the corresponding phenomenological limit on the anisotropy. In the concluding Section \[6\] we further discuss the analogy between solid inflation and the \( f (\phi) F^2 \) model, and we review some interesting open questions.

\section{The model and the FRW background solution}

The action of solid inflation is \[11\]

\[
S = \int d^4x \sqrt{-g} \left\{ \frac{M_p^2}{2} R + F [X, Y, Z] \right\},
\]

where \( R \) is the scalar curvature, \( M_p \) the (reduced) Planck mass, and \( F \) a function that characterizes the solid, as we now discuss. The solid is divided in several infinitesimal cells. The three scalars \( \phi^i (t, \vec{x}) \) can be viewed as the three coordinates that provide the position at the time \( t \) of the cell element that at the time \( t = 0 \) was at position \( \vec{x} \). Therefore, the vevs \[1\] characterize a medium at rest in comoving coordinates. To reconcile a homogeneous and isotropic solution with background fields that are \( \vec{x} \)-dependent, ref. \[11\] imposes that the function \( F \) is invariant under translations \( \phi^i \rightarrow \phi^i + C^i \), and SO(3) rotations, \( \phi^i \rightarrow O_i^j \phi^j \), with \( C^i, O_i^j \) constant. Specifically, it is assumed that \( F \) is a function of SO(3) invariants of \( B^{ij} \equiv g^{\mu \nu} \partial_{\mu} \phi^i \partial_{\nu} \phi^j \).

\end{equation}

Only three independent such invariants, exist, that in \[11\] are chosen as \[5\]

\footnote{The determinant of \( B^{ij} \) can be written as the combination \( \det B = \det (1 - 3Y + 2Z) \) since the energy of a perfect fluid is only sensitive to volume deformations, we can regard the special case in which \( F \) only depends on this combination as the field theoretical description of a fluid. Such a case was also discussed in \[11\] and studied in \[49\].}

\footnote{See \[40\] for an early lagrangian formulation of the cosmological medium as a fluid, and for the description of its perturbations in terms of phonons. A different lagrangian formulation of a fluid driving inflation has also been recently studied in \[11,42\].}
\[ X \equiv \text{Tr} \, B = B^{ii}, \quad Y \equiv \frac{\text{Tr} \, (B^2)}{(\text{Tr} \, B)^2}, \quad Z \equiv \frac{\text{Tr} \, (B^3)}{(\text{Tr} \, B)^3}. \]  

(5)

As we shall see, the SO(3) invariance in the "internal \{\phi^i\} space", together with the "diagonal" vevs \(1\), allows for an isotropic background solution for the model. However, it is important to stress that this is not the only admissible solution. In fact, in Section IV we will see that the vev \(1\) is compatible with anisotropic solutions, for which the anisotropy is encoded in different scale factors for the different spatial directions (a Bianchi-I background). In the reminder of this Section we concentrate on the isotropic background solution

\[ ds^2 = -dt^2 + a^2(t) \, dx^i dx^i, \]  

(6)

and we also state the conditions for the validity of the theory obtained in \(1\) (which apply to generic backgrounds).

The energy momentum tensor obtained from \(3\) is

\[ T_{\mu \nu} = g_{\mu \nu} F - 2 \partial_{\mu} \phi^i \partial_{\nu} \phi^j \frac{\partial F}{\partial B^{ij}}, \]  

(7)

where,

\[ \frac{\partial F}{\partial B^{ij}} = \left( \frac{F_X}{X} - \frac{2Y}{X} \frac{F_Y}{X} - \frac{3Z}{X} \frac{F_Z}{X} \right) \delta^{ij} + \frac{2F_Y}{X^2} B^{ij} + \frac{3F_Z}{X^3} B^{ik} B^{kj}. \]  

(8)

On the background \(6\), the three above invariants have the vevs \(\langle X \rangle = \frac{\delta}{p}, \langle Y \rangle = \frac{\beta}{7}, \langle Z \rangle = \frac{1}{5}\), and we obtain \(\langle T_{\mu \nu} \rangle = \text{diag} (-\rho, p, p, p, p)\), with

\[ \rho = -F, \quad p = F - \frac{2}{a^2} F_X \]  

(9)

where the subscript denotes partial derivative. The background Einstein equations are the standard ones in terms of the above energy density and pressure

\[ 3H^2 = \frac{\rho}{M_p^2}, \quad -2\dot{H} - 3H^2 = \frac{p}{M_p^2}. \]  

(10)

In addition, one has the equations obtained by extremizing the action with respect to the scalar fields:

\[ \partial_{\mu} \left[ \sqrt{-g} \frac{\partial F}{\partial \phi^i} \right] = \partial_{\mu} \left[ \sqrt{-g} \frac{\partial F}{\partial B^{ab}} \partial_{\mu} \phi^i \right] = 0. \]  

(11)

For the above background configuration \(1\),

\[ \frac{\partial B^{ab}}{\partial \mu \phi^i} \bigg|_{\phi^i = x^i} = \delta^a_i \cdot g^{ab} + \delta^b_i \cdot g^{ba}. \]  

(12)

As the indices \(a\) and \(b\) only range from 1 to 3, as long as the metric is diagonal the expression \(11\) automatically vanishes when \(\mu = 0\). Moreover, as long as the metric is \(\bar{x}\)-independent, the expression in square parentheses is also \(\bar{x}\)-independent. Therefore, the equations \(11\) are automatically (that is, for any functional form of \(F [X, Y, Z]\)) satisfied by \(1\), both on a FRW and on a Bianchi-I background.

Following \(11\), we define the slow roll parameters,

\[ \epsilon \equiv -\frac{\dot{H}}{H^2} = \frac{X F_X}{F}, \quad \eta \equiv \frac{\dot{\epsilon}}{\epsilon H} = 2 \left( \frac{F_X X + F_X F_X}{F_X} \right), \]  

(13)

and we impose that \(\epsilon, |\eta| \ll 1\), as required for successful inflation. From eq. \(9\), we see that \(F < 0\). We then impose that \(H < 0\) during inflation, which forces \(F_X < 0\). Let us now discuss the validity of the effective field theory that describes the solid \(1\). To do this, it is sufficient to study the perturbations of a solid with \(|X F_X| \ll |F|\) on a Minkowski background (as always, this study reproduces the study of cosmological perturbations in the sub-horizon regime \(11\)). We decompose an arbitrary deformation of the solid (namely, a "phonon") \(\phi^i = x^i + \pi^i(x)\) into longitudinal plus transverse one, \(\pi = \pi_L + \pi_T\), with, respectively, the properties \(\nabla \times \pi_L = 0\) and \(\nabla \cdot \pi_T\). The sound speed of such perturbations is \(11\)

\[ c^2_T = \frac{1}{3} \frac{2F_Y + F_Z}{F_X X}, \quad c^2_L \approx \frac{4}{3} c^2_T - 1. \]  

(14)

It is then immediate to verify that the requirements of subluminal propagation of the perturbations \((c^2_L, T < 1)\) and of the absence of tachyonic modes \((c^2_L, T > 0)\) are obtained for \(11\)

\[ 0 < F_Y + F_Z < \frac{3}{8} \epsilon |F|. \]  

(15)

As the "phonons" enter derivatively in \(F\), their nonlinear interactions necessarily become strong at energies \(E\) greater than some scale \(\Lambda\). We need to require that \(\Lambda \gg H\), so that there exist a finite window of sub-horizon scales in which the theory \(3\) is weakly coupled. A detailed study performed in \(11\) shows that this is the case for \(\epsilon c^3_L > \left( \frac{H}{M_p} \right)^{2/3}\). This condition can be satisfied at sufficiently small \(H\). This condition, together with \(15\) ensures that the field theoretical description \(3\) of the solid is under perturbative control.

To conclude this Section, we note that \(F_X\) is the only derivative of the function \(F\) that enters in the expression for the pressure, since, by construction, \(Y\) and \(Z\) are insensitive to the overall spatial volume \(11\). Therefore, \(F_X\) is the only quantity that characterizes the sensitivity of the solid to the volume expansion. We need to

\[^{6}\text{The approximation made in the second equation in \(14\) is }|X F_X + F_X| \ll |F_X|, \text{ as it is required to have }|\eta| \ll 1 \text{ in eq. }13. \text{ The full expression for the longitudinal sound speed that we use in the following computations is } c^2_L = \frac{4}{3} c^2_T - 1 + \frac{1}{3} \epsilon - \frac{3}{4} \eta.\]
impose that $\epsilon \ll 1$, or, equivalently, that this sensitivity is extremely small. This is not a surprising condition: the source of inflation needs to have an equation of state sufficiently close to that of a cosmological constant, which is, by definition, insensitive to the volume expansion. This property is in complete contrast with that of solids that we ordinary deal with, but nonetheless it is logically conceivable, and it has a perfectly valid field theoretical description. From the study of the perturbations of such an unusual medium, we learn that also the combination $F_Y + F_Z$ needs to be small. As we shall see in Section IV, this combination, obtained from the sound speed of the phonons, controls the response of the solid to anisotropic deformations. We therefore learn that the solid not only needs to be extremely insensitive to the volume expansion, but also to an anisotropy of the geometry. This property is the basis for the prolonged anisotropic inflationary solution that we obtain in Section IV.

III. SCALAR CURVATURE PERTURBATIONS ON THE FRW SOLUTION

In this section we summarize the linearized study of the perturbations on the FRW background of solid inflation discussed in the previous section. We decompose the fields in background plus perturbations

$$\phi^i = x^i + \pi^i (t, \vec{x}) \,, \quad \pi^i (t, \vec{x}) = \frac{\partial_i}{\sqrt{-g}} \pi_L + \pi_T^i \,,$$

$$g_{00} = -1 - 2\Phi (t, \vec{x}) \,,$$

$$g_{0i} = B^i (t, \vec{x}) \,, \quad B^i (t, \vec{x}) = \frac{\partial_i}{\sqrt{-g}} B_L + B_T^i \,,$$

$$g_{ij} = a^2 (t) \left( \delta_{ij} + h_{ij} (t, \vec{x}) \right) \,,$$  

(16)

where $\pi_T^i$ and $B_T^i$ are transverse, and $h_{ij}$ is transverse and traceless. The perturbations of the metric are classified according to how they transform under spatial rotations. The perturbations $\Phi$ and $B_L$ transform as two scalar modes, the perturbations $B_T^i$ form a vector multiplet (of two degrees of freedom, given the transversality condition), and the perturbations $h_{ij}$ form a tensor multiplet (again of two degrees of freedom). Modes with different transformation properties are decoupled from one another at the linearized level. We note that we have set to zero two scalar modes and one vector mode in $h_{ij}$, leading to the so called spatially flat gauge. This can always be done using infinitesimal coordinate transformations, and actually this fixes completely this gauge freedom (equivalently, one may choose to use gauge invariant combinations of the perturbations).

In addition, also the perturbations of the scalar field are separated into a “longitudinal” and a “transverse” part. The $\pi_T^i$ multiplet is not a vector multiplet under spatial rotations, given that all fields $\phi^i$ are scalar fields, and the index $i$ is in this case just a label for the three fields. However, due to the fact that at the background level $\langle \phi^i \rangle = x^i$, one can verify that, at the linearized level, $\pi_L$ only couples to the scalar modes of the metric, while $\pi_T^i$ only couples to the vector multiplet of the metric. Therefore, with an abuse of notation, in the following we refer to $\pi_L$ as a scalar perturbation, and to $\pi_T^i$ as a vector multiplet.

Therefore, after fixing the freedom of infinitesimal coordinate transformation, the system of perturbations has a scalar sector of 3 degrees of freedom ($\pi_L, \Phi, B_L$), a vector sector of 4 degrees of freedom ($\pi_T^i, B_T^i$) and a tensor sector of 2 degrees of freedom. However, not all these degrees of freedom represent physically propagating independent degrees of freedom. The modes $\Phi, B_L, B_T^i$, that form the $\delta_{00}$ elements enter in the quadratic action of the perturbations without time derivatives, and are not independent degrees of freedom. In Fourier space, the equations of motion for these non-dynamical fields are algebraic in them, and can be solved to give the non-dynamical fields as a function of the dynamical fields, without introducing any additional degree of freedom. Therefore the system of physically propagating perturbations of the model consists of one scalar degree of freedom, $\pi_L$, two “vector” degrees of freedom, $\pi_T^i$, and two tensor degrees of freedom, $h_{ij}$ (the latter are the two polarizations of the gravitational waves). For our purposes we are interested only in the scalar sector at the linearized level and we refer the interested reader to [11] for a detailed analysis of the vector and tensor modes at the linearized level, and for the calculation of the three point function of the scalar mode at the non-linear level in a FRW background.

The scalar / vector decomposition appearing in (16) is better understood in Fourier space. We Fourier transform each perturbation $\delta (t, \vec{x})$ as

$$\delta (t, \vec{x}) = \int \frac{d^3 k}{(2\pi)^{3/2}} e^{i \vec{x} \cdot \vec{k}} \delta \left( t, \vec{k} \right) \,,$$

(17)

(use the same symbol for the mode in real and in Fourier space, as the context always makes manifest which of the two our following equations refer to). Then, if $k_i$ denotes the unit vector in the direction of the momentum of the mode, we have $\pi_L = -i k_i \cdot \pi^i$, and $\pi_T^i = \pi^i + i k_i \pi_L$ (and identically for $B^i$).

To study the scalar sector at the linearized level, we expand the action at quadratic order in the Fourier modes of $\pi_L, \Phi, B_L$. The algebraic equations for $\Phi$ and $B_L$ obtained by extremizing this action are, respectively, solved by

$$\Phi = k^2 a^2 H \frac{\pi_L + eH \pi_L}{k^2 + 3a^2 H^2} \,,$$

$$B_L = e^2 a^2 H \frac{-3a^2 H \pi_L + k^2 \pi_L}{k^2 + 3a^2 H^2} \,.$$  

(18)

Inserting these solutions back into the quadratic action we obtain the free action for the scalar physical degree of freedom.
freedom
\[ S = \int dt d^3 k a^3 M_p^2 \left( \frac{e \alpha^2 H^2 k^2}{k^2 + 3 \epsilon \alpha^2 H^2} |\pi_L + \epsilon H \pi_L|^2 - \epsilon H^2 c_L^2 k^2 |\pi_L|^2 \right), \tag{19} \]
in agreement with \[11\]. From this expression we recognize that the speed of the scalar perturbations is indeed \(c_L\) in the flat space-time / sub-horizon regime.

We are interested in the gauge invariant variable \(\zeta\), that represents the curvature perturbation on uniform-density hypersurfaces. In our gauge
\[ \zeta |_{\phi_{ij, \text{scalar}}} = -H \frac{\delta \rho}{\dot{\rho}} = -\frac{k}{3} \pi_L, \tag{20} \]
As shown in \[11\], the variable \(\zeta\) is continuous if the end of inflation and reheating occur due to a sharp phase transition that modifies \(F\). Therefore, we are interested in the value that \(\zeta\) assumes on super-horizon scales during inflation. The initial condition for \(\zeta\) is obtained by computing the canonically normalized variable, in terms of which the action \([19]\) acquires the form
\[ S = \frac{1}{2} \int d\tau d^3 k \left[ |V|^2 - \omega^2 |V|^2 \right] \Rightarrow V_{in} = \frac{e^{-i \int^\tau \omega d\tau' + i \phi_{0}}}{\sqrt{2 \omega}} \tag{21} \]
(the relation between \(\zeta\) and \(V\) is immediately obtained by comparing the kinetic term of \([19]\) and of \([21]\)). In this expression, prime denotes derivative with respect to conformal time \(\tau\), and \(\phi_{0}\) is an arbitrary unphysical phase.

The initial condition is the so called adiabatic vacuum solution, set in the deep sub-horizon regime, where the frequency is adiabatically evolving, \(\omega' \ll \omega^2\).

As shown in \[11\], it is actually convenient to consider the curvature perturbations \(R\), that in spatially flat gauge, is related to \(\zeta\) by
\[ R = \frac{1}{\epsilon H} \frac{\zeta + \epsilon H \zeta}{1 + k^2 / (3 \alpha^2 \epsilon H^2)} , \tag{22} \]
since the equation of motion for \(R\),
\[ R'' + (2 + \eta - 2 s_L) a H R' + k^2 c_L^2 R + \left[ 3 \epsilon - 6 s_L + 3 c_L^2 \epsilon \right. \]
\[ - \left. (2 \epsilon + \eta) + 2 s_L (2 \epsilon - \eta) + s_L \eta \right] a^2 H^2 R = 0 , \tag{23} \]
is significantly simpler than the one for \(\zeta\). In this expression, \(s_L \equiv \frac{c_L}{c_L^2 \epsilon} \[11\]\], and \(s_L \eta \equiv \frac{\eta}{\eta H}\) are slow roll-suppressed quantities. Eq. \([23]\) is exact, but the second line (not explicitly given in \[11\]) is second order in slow roll and negligible for all the following considerations. Up to first order in slow roll, the solution is
\[ R = C \left( \frac{\tau}{\tilde{\tau}_c} \right)^{-\alpha} H^{(1)}_{\nu} (-c_L k \tau (1 + s_L \epsilon)) , \]
\[ \alpha \equiv \frac{1}{2} \left[ 3 + 2 \epsilon c + \eta - 2 s_L \epsilon \right] , \]
\[ \nu \equiv \frac{1}{2} \left[ 3 + 5 s_L - 2 c_L^2 \epsilon + \eta \right] , \tag{24} \]
where \(\tilde{\tau}_c\) is some time during inflation, and the suffix \(c\) indicates that the corresponding quantity is evaluated at \(\tilde{\tau}_c\). We have already eliminated the solution \(\propto H^{(2)}\) which approximates to a negative frequency mode in the asymptotic past.

We take the time derivative of eq. \([22]\) and we combine it with the equation of motion for \(\zeta\) following from \([19]\),\[10\] so to eliminate \(\dot{\zeta}\). We obtain an equation relating \(R\), \(\zeta\), and \(\dot{\zeta}\). The system formed by this equation and by eq. \([22]\) can be formally solved to express \(\zeta\) and its derivative in terms of \(R\) and its derivative. We then insert the explicit solution \([24]\) and its time derivative into these formal expressions, and obtain
\[ \zeta = C \left( \frac{\tau}{\tilde{\tau}_c} \right)^{3/2} \left[ 1 + \left( \epsilon c + \frac{\eta}{2} - s_L \epsilon \right) \ln \frac{\tau}{\tilde{\tau}_c} \right] \]
\[ \times \left[ - \frac{c_L}{3} \left( H^{(1)}_{\nu} (Q) + \frac{k \tau}{3 c_L} (1 - \epsilon c) \right) \right] , \tag{25} \]
where, for brevity, \(Q \equiv -k \tau c_L (1 + s_L \epsilon)\). This expression is valid up to first order in slow roll.\[7\]

The coefficient \(C\) can be now set from evaluating the solution \([25]\) at the asymptotic past \(\tau \to -\infty\), and from the consideration made right after eq. \([21]\):
\[ C = -i \sqrt{\frac{\pi}{2}} \frac{(-\tau_c)^{3/2}}{M_p \sqrt{\epsilon_c}} \frac{c_L c_H}{2} \tag{26} \]
(up to subdominant slow roll corrections), where the arbitrary phase has been chosen so that \(\zeta\) is real and positive in the asymptotic past during inflation. In fact, using \([25]\) and \([26]\), we can finally write the expression for \(\zeta\) in the late time / super-horizon regime (\(\tau \epsilon \ll 1\):
\[ \zeta_{\text{late}} \simeq \frac{H_c}{2 k^{3/2} c_L^{5/2} M_p \sqrt{\epsilon_c}} \left[ 1 + \epsilon c \left( 1 + c_L^2 \epsilon \right) \log \frac{\tau}{\tilde{\tau}_c} + O(1) \right] , \tag{27} \]
\[7\] We also need to use the explicit solutions for the background quantities given in Appendix A of \[11\].
\[8\] The explicit expression \([25]\) has not been given in \[11\], and we reported its derivation since some of the subdominant terms in \(\zeta\) and \(\zeta'\) are needed for the power spectrum computation that we perform in Section \[V\]. We have written this expression in the most compact way; doing so, however, it contains also terms which are second or higher order in slow roll, and which should be disregarded. Such terms do not enter in any of our computations.
in agreement with [11]. It is worth pointing out that the variable $\zeta$ presents a (slow roll suppressed) growth outside the horizon [11]. One of the conditions for the conservation of $\zeta$ on super-horizon scales is that the anisotropic part of the stress-energy tensor vanishes in that regime [50]. This is the case for minimally coupled anisotropic vevs for the scalar fields, and we therefore turn our attention to the Einstein equations of motion are solved by the ansatz (1) and (29). Let us then rescale coordinates so that the relation (1) is maintained, and the line element is still of the form (29).

where, for simplicity, we have assumed a residual 2d anisotropy. This quantity obeys the “average” scale factor (the volume scales as $t^{3H}$) and by $e^\sigma$ the anisotropic part. In principle, one could also consider anisotropic vevs for the scalar fields, $\langle \phi^i \rangle = c^i x^i$, with $c^i$ being three different constants. However, starting from such configuration, one can always rescale coordinates so that the relation (1) is maintained, and the line element is still of the form (29).

As we discussed after eq. (11), the scalar fields equations of motion are solved by the ansatz (1) and (29). Let us therefore turn our attention to the Einstein equations $E_{\mu \nu} \equiv G_{\mu \nu} - \frac{T_{\mu \nu}}{M_p^2}$, and, using (7) and (8), we obtain

\[
\frac{\dot{a}}{a} - \dot{\epsilon} = \frac{F}{3M_p^2} = 0 ,
\]

\[
\ddot{\alpha} + 3\dot{\alpha} = \frac{e^{4\sigma} + 2e^{-2\sigma}}{3M_p^2} e^{-2\alpha} F_X = 0 ,
\]

\[
\ddot{\sigma} + 3\dot{\sigma} = \frac{2}{3} e^{4\sigma} - e^{-2\sigma} F_X - \frac{4e^{6\sigma}(e^{\delta\sigma} - 1) F_Y}{(e^{6\sigma} + 2)^4 M_p^2} - \frac{6e^{6\sigma}(e^{12\sigma} - 1) F_Z}{(e^{6\sigma} + 2)^4 M_p^2} = 0 ,
\]

which correspond, respectively, to the $\frac{E_{\mu\nu}}{3}$, $\frac{\dot{E}_{\mu\nu} + 2E_T^{\mu\nu} - 3E_0^{\mu\nu}}{6}$, and $\frac{E_{\nu}^{\mu\nu} - E^{\mu\nu}}{3}$ combinations of the Einstein equations. Due to the background symmetries, $E_{\mu\nu}^3 = E_{\nu}^{\mu\nu}$, while $E_{\mu
u}^\nu$ identically vanish for $\mu \neq \nu$. Moreover, the three equations (30) are actually not independent, since they are related by a nontrivial Bianchi identity $\left( \frac{\partial}{\partial t} + 3\dot{\alpha} \right) E_0^{\mu
u} - (\dot{\alpha} - 2\dot{\sigma}) E_1^{\mu
u} - 2(\dot{\alpha} + \dot{\sigma}) E_2^{\mu
u} = 0$. Therefore, a closed set of sufficient equations for the two scale factors is obtained by taking for instance the first two, or the first and the third one among (30).

The observed statistical isotropy of the CMB constrains the background anisotropy to be small (we quantify this statement in the next Section). Therefore, we restrict the study of the Einstein equations to the $\sigma \ll 1$ regime. Up to $O(\sigma^2)$ corrections, the first two equations in (30) reduce to the FRW equations (10), where $H = \dot{\alpha}$. The third equation gives instead

\[
\ddot{\sigma} + 3\dot{\sigma} \dot{\sigma} = \frac{4e^{-2\alpha} F_X + \frac{8}{3} (F_Y + F_Z)}{M_p^2} \sigma + O(\sigma^2) = 0 .
\]

Using (14), this equation rewrites

\[
\ddot{\sigma} + 3H \dot{\sigma} + 4\epsilon H^2 \dot{\sigma} + O(\sigma^2) = 0 ,
\]

\[
H \equiv \dot{\alpha} , \quad \epsilon \equiv - \frac{\dot{H}}{H^2} .
\]

where we have recalled the definitions of the “average” Hubble rate $\dot{H}$, and of the slow roll parameter $\epsilon$. As $O(\sigma^2)$ are disregarded in (32), such quantities can be evaluated from the FRW equations (10), disregarding the anisotropy.

In the case of standard scalar field inflation, the normalization of the scale factors is unphysical (for a flat geometry), and the anisotropy is encoded in the “anisotropic Hubble rate” $h \equiv \dot{\sigma}$. This quantity obeys the equation $\ddot{h} + 3Hh = 0$ (see for instance [54]), which corresponds to the first two terms in (32). This equation is solved either by the FRW geometry, $h = 0$, or by an exponentially decreasing anisotropy, $h \propto e^{-3Ht}$ (we disregard the slow roll decrease of $H$). This is at the basis of the cosmic no-hair conjecture, according to which inflation is expected to rapidly erase any background anisotropy.
FIG. 1. Evolution of the anisotropy $σ$ (defined in eq. (29)) as a function of the number of e-folds (of the average scale factor $α$) for the model (38), and for an initial approximately equal admixture of the two modes in (37). The analytical solution (37) shows a perfect agreement with the exact one. The line $\propto e^{-3N}$ shows the decrease of the fast decreasing mode. We note that this is also the rate at which the anisotropy $\dot{σ}$ decreases in standard inflationary models.

In the present model, with the scale factors appearing in $B^{ij}$ (see eq. (4)), also $σ$, and not only its derivative, is physical. To solve eq. (32), we perform the ansatz

$$σ(t) \propto e^{\int dt' \lambda(t')H(t')} \Rightarrow \frac{\dot{λ}}{H} + λ^2 + (3 - \epsilon) λ + 4ϵc_T^2 = 0 .$$

(33)

where we recall that $ϵ, H, c_T$ in this equation are evaluated on the FRW geometry. We solve this equation to leading order in the slow roll parameters. We obtain

$$λ_1 = -3 + c_1(t) ϵ + O(ϵ^2) , \quad λ_2 = c_2(t) ϵ + O(ϵ^2) ,$$

(34)

where, in turns,

$$\frac{c_1}{H} + 6 - 3c_1 + 3c_L^2 = 0 , \quad \frac{c_2}{H} + 3c_2 + 4c_T^2 = 0 .$$

(35)

Given eqs. (13) and (14), and given that $Y$ and $Z$ are constant on a FRW background, it is very reasonable to assume that $\dot{c}_{L,T} = O(epsilon H)$ or less. In this case, $\dot{c}_1 = 2 + c_L^2, \quad c_2 = -\frac{4}{3}c_T^2 .$$

Therefore, to leading order, the anisotropy evolves as

$$σ(t) \approx σ_1 e^{-[3 - (2 + c_L^2)]Hdt} + σ_2 e^{-\frac{4}{3}c_T^2Hdt} , \quad σ, ϵ \ll 1 ,$$

(37)

where $σ_1$ and $σ_2$ are integration constant. The first term is (up to the subleading slow-roll correction) the fast decreasing solution found in standard slow roll inflation. The second term is a new, slowly decreasing solution, that is peculiar of this model. We note that, as we anticipated, the coefficient $λ_2$ is proportional to the sound speed of the transverse modes; this testifies that the evolution of the phonons and of the anisotropy are determined by how the medium reacts to deformations. As we already showed, the solid that drives inflation needs to be extremely inefficient in responding to changes in the volume, and to the anisotropy.

We stress that the prolonged anisotropy is not consequence of $\dot{c}_T = O(epsilon H)$. Even if $\dot{c}_T = O(H)$, the exponent $λ_2 = O(ϵ)$, which guarantees a slow isotropization.

In Figure 1 we compare the approximate solution (37) for the anisotropy against the exact solution obtained by numerically evolving the system (30). We choose the simplest possibility

$$F = F_0 X' .$$

(38)
It is immediate to verify that, at \( O(\epsilon^0) \), the parameter \( \epsilon \) introduced in this function coincides with the slow roll parameter \( \epsilon = -\frac{H}{\dot{H}} \). With this choice, we obtain the sound speeds \( c_+^2 = 1 \), and \( c_-^2 = \frac{1}{3} \).

In the evolution shown in the Figure, we choose \( \epsilon = 0.01 \) and \( \sigma_m = 0.001 \). We want to verify the validity of the approximate analytical solution (37). Therefore, we assume that it is valid, and we choose an initial condition that is an approximately equal admixture of both modes in (37). We do so by taking the initial value
\[
\sigma_m = \frac{2\epsilon}{H} \left[-\frac{3}{2} + (2 + c_+^2) \epsilon - \frac{1}{2} c_-^2 \epsilon\right].
\]
We then use the first equation in (30) to set the initial condition \( \dot{\sigma}_m \), and evolve numerically the last two equations in (30) (for the choice (38), the initial value \( \dot{\sigma}_m \) can be rescaled away from the system of equations). If eq. (37) is a good approximation of the exact solution, we must obtain that the anisotropy drops to about half its initial value within the first few e-folds, corresponding to the fast decreasing component in (37) - followed by a much smaller decrease - corresponding to the second term in (37). This is precisely what the evidence in the figure shows. More precisely, we show both the exact numerical solution, and the analytic solution (37), and we see that the analytic solution is in excellent agreement with the exact one. In the figure, we also show the curve \( \sigma = \sigma_m e^{-3N} \). This curve has the same decrease of the fast decreasing mode. As we discussed, this reproduces the decrease of the anisotropy in standard models of scalar field inflation.

Finally, we note that, strictly speaking, inflation never terminates for the choice (38). As in ref. [11], we are assuming that (38) describes the function only for a finite range of \( X \), and then inflation terminates due to a change of \( F \) (for example, due to a phase transition that transforms the solid into a fluid [11]). In the evolution shown, we are simply following the evolution of the anisotropy for 60 e-folds of inflation. For a longer duration of inflation, one finds that the fast decreasing mode of (37) has already decreased to negligible values during the entire last \( \sim 60 \) e-folds of inflation.

A. Comparison with Wald’s isotropization theorem

Ref. [43] showed that a Bianchi geometry (with the possible exception of the type-IX case) undergoes a rapid isotropization under the influence of a cosmological constant plus a source that satisfies the dominant and strong energy conditions. It is instructive to understand how the theorem precisely works and why it does not apply to the present context. To do this, we first summarize the computation of [43], and we then discuss the specific case of anisotropic solid inflation. In the case analyzed by [43], the energy momentum tensor acquires the form
\[
T_{\mu\nu} = -\Lambda M_p g_{\mu\nu} + T_{\mu\nu}^{2nd \text{ source}} ,
\] where the first term is the cosmological constant contribution, and the second term satisfies the dominant and strong energy conditions \( D \geq 0 \) and \( S \geq 0 \), where
\[
D \equiv t^\mu t^\nu T_{\mu\nu}^{2nd \text{ source}} ,
\]
\[
S \equiv t^\mu t^\nu \left( T_{\mu\nu}^{2nd \text{ source}} - \frac{T}{2} g_{\mu\nu} \right) ,
\]
and where \( t^\mu \) is any time-like future-directed vector.

Ref. [43] contracted the Einstein equations with a normal vector \( n^\mu \), to obtain their equations (9) and (10). In the Bianchi-I geometry [29] and in our notation, these equations read, respectively,
\[
K^2 - \frac{3}{2} \sigma \sigma_{\mu\nu} - \frac{3}{2} D = 0 ,
\]
\[
\frac{d}{dt} K - \Lambda + \frac{K^2}{3} + \sigma \sigma_{\mu\nu} + \frac{S}{M_p^2} = 0 ,
\]
where we have set \( n^\mu = t^\mu = \{1, 0, 0, 0\} \). In this expression, \( K \) and \( \sigma_{\mu\nu} \) are, respectively, the trace and the trace-free part of the extrinsic curvature on surfaces orthogonal to \( n^\mu \). For us, \( K = 3 \alpha, \) and \( \sigma_{\mu\nu} = 6 \alpha^2 \), which are, respectively, the isotropic and anisotropic Hubble rates in [29]. As long as the dominant and strong energy condition hold, \( D, S \geq 0 \), the two equations (41) imply [43]
\[
D, S \geq 0 \Rightarrow K > \sqrt{3\Lambda} , \quad \frac{1}{K^2 - 3\Lambda} \frac{dK}{dt} \leq -1 - \frac{1}{3} \ .
\] The second relation can be then integrated and combined with the first one to show that \( K \rightarrow \sqrt{3\Lambda} \) with exponential accuracy on a timescale \( \sqrt{3/\Lambda} [43] \). Inserting this result into the first of (41), we then see that \( \sigma_{\mu\nu} \rightarrow 0 \) on the same timescale. We thus recover an (isotropic) de Sitter expansion driven by \( \Lambda \) [43]. The inequalities (42) play a crucial role for this result. We stress that they are a consequence of the dominant and strong energy conditions.

Let us now discuss solid inflation, for which the energy momentum is given in eq. (7). Strictly speaking, this is not the energy momentum tensor of a cosmological constant plus a second source; however, given that the model supports inflation, it still proves useful for the comparison with [43] to use this two component decomposition as an effective description. The form of (7) would suggest to identify the first term as the cosmological constant contribution. However, the function \( F \) is not constant (but rather slow roll evolving), and the proof in [43] would not apply. We therefore decompose eq. (7) as
\[
T_{\mu\nu} = g_{\mu\nu} F(t_0) + \left\{ g_{\mu\nu} \left[ F(t) - F(t_0) \right] - 2 \partial_\mu \phi^i \partial_\nu \phi^j \frac{\partial F}{\partial B^{ij}} \right\}
\]
\[
\equiv -\Lambda M_p^2 g_{\mu\nu} + T_{\mu\nu}^{2nd \text{ source}} ,
\]
In this Section, that the anisotropy is not erased on the timescale in the first part of this Section, and we have obtained equations (30) (we recall that only two of these equations are system (41) is equivalent to the three background equations and, using these expressions, we can readily verify the quadratic (the last two diagrams shown) and higher order corrections in the anisotropy.

The technical reason for this is that geometry is of the Bianchi-I type, and one is interested in whether the rapid isotropization takes place.

As a consequence, the two conditions (42) do not hold. For example, the FRW quantization of [11] applies. However, due to the anisotropy, the scalar/vector/tensor perturbations are no longer decoupled from each other in the full quadratic action, and this gives rise to additional terms in $\mathcal{L}_{\text{int}}$. Due to the residual SO(2) background isotropy of [29], one mode of $\pi_i^a$ and one mode of $h_{ij}$ remain decoupled from $\pi_L$ at the quadratic level [24]. Therefore, $\mathcal{L}_{\text{int}}$ couples $\zeta^{(0)}$ with one mode of $\pi_T^a$ and one mode of $h_{ij}$. Since $\mathcal{L}_{\text{int}}$ is quadratic in the fields, its terms can be diagrammatically visualized as the “mass insertions” $L_{LL}$ (terms involving two scalar modes), $L_{LT}$ (terms involving one scalar and one vector mode), $L_{HH}$ (terms involving one scalar and one tensor mode), $L_{TT}$, $L_{TH}$, and $L_{HH}$. Figure (2) shows some of the leading order contributions to $\langle \zeta^2 \rangle$ arising when these mass insertions are used in (45). (The variable $N$ in (45) coincides with the number of mass insertions present in the diagram). In the Figure, dashed lines denote the scalar mode; curved line denotes the vector mode, and the crosses denote mass insertions.

where $\Lambda \equiv -F(t_0)/M_p^2 > 0$, and where $t_0$ is a fixed time during inflation, say the starting time, at which the geometry is of the Bianchi-I type, and one is interested in whether the rapid isotropization takes place.

Inserting (43) into (40) we obtain

$$D = -F(t) + F(t_0),$$

$$S = F(t) - F(t_0) - F_X \left( \frac{1}{a^2} + \frac{2}{b^2} \right),$$

and, using these expressions, we can readily verify the system (41) is equivalent to the three background equations (30) (we recall that only two of these equations are independent). We have already solved these equations in the first part of this Section, and we have obtained that the anisotropy is not erased on the timescale $\sqrt{3/\Lambda}$. The technical reason for this is that $D < 0$ in this model (while instead $S > 0$). This is due to the fact that $F$ is negative and it decreases in magnitude during inflation. As a consequence, the two conditions (42) do not hold.

We have therefore shown that the total energy momentum tensor of solid inflation cannot be rewritten as the sum of a cosmological constant plus a second term that satisfies the dominant and strong energy conditions, which explains why Wald’s theorem does not apply. One may worry that the failure of the dominant energy condition might be a signal of instability. This is not the case, since the split in (43) is only an effective description to be able to compare with the premise of Wald’s theorem, but there is no instability associated with the full energy momentum tensor.

V. SCALAR CURVATURE PERTURBATIONS ON THE ANISOTROPIC SOLUTION

We now compute the primordial perturbation $\hat{\zeta}$ on the anisotropic background obtained in the previous Section. As we shall see, the observed statistical isotropy of the CMB perturbations forces the background anisotropy to be small, $\sigma \ll 1$. Therefore, we can compute $\hat{\zeta}$ in a perturbative expansion around the FRW solution studied in Section [11]. We perform the computation through the in-in formalism:

$$\langle \hat{\zeta}_{\bar{k}_1} \hat{\zeta}_{\bar{k}_2} (\tau) \rangle = \sum_{N=0}^{\infty} (-i)^N \int_0^\tau \! \! d\tau_1 \cdots \int_0^{\tau_{N-1}} \! \! d\tau_N \left[ \left[ \left[ \cdots \left[ \zeta^{(0)} \zeta^{(0)} (\tau), H_{\text{int}} (\tau_1), \ldots \right], H_{\text{int}} (\tau_N) \right] \right] \right]$$

where $H_{\text{int}} = -\int d^3x \mathcal{L}_{\text{int}}$, and $\mathcal{L}_{\text{int}}$ is the quadratic lagrangian for the perturbations on the Bianchi background minus the quadratic lagrangian on a FRW background (we disregard terms that are higher order than quadratic in the perturbations inside $\mathcal{L}_{\text{int}}$). We note that each term in $\mathcal{L}_{\text{int}}$ can be written as an expansion series in the anisotropy $\sigma$, that, in general, starts at $O (\sigma)$.

In the in-in formalism, perturbations are quantized in the interaction picture: this means that, in our computation, the FRW quantization of [11] applies. However, due to the anisotropy, the scalar/vector/tensor perturbations are no longer decoupled from each other in the full quadratic action, and this gives rise to additional terms in $\mathcal{L}_{\text{int}}$. Since $\mathcal{L}_{\text{int}}$ is quadratic in the fields, its terms can be diagrammatically visualized as the “mass insertions” $L_{LL}$ (terms involving two scalar modes), $L_{LT}$ (terms involving one scalar and one vector mode), $L_{HH}$ (terms involving one scalar and one tensor mode), $L_{TT}$, $L_{TH}$, and $L_{HH}$. Figure (2) shows some of the leading order contributions to $\langle \zeta^2 \rangle$ arising when these mass insertions are used in (45) (the variable $N$ in (45) coincides with the number of mass insertions present in the diagram). In the Figure, dashed lines denote the scalar mode; curved line denotes the vector mode, and the crosses denote mass insertions.

\[\text{Fig. 2. Leading diagrams for} \langle \zeta^2 \rangle \text{on an anisotropic background. The first diagram is the FRW result, while the second diagram is the linear correction in the anisotropy. Only these two diagrams are computed in the main text. We disregard quadratic (the last two diagrams shown) and higher order corrections in the anisotropy.}\]
It is clear from the Figure that the interactions between the scalar mode \( L \) and one of the other two modes \( T \) or \( H \) contribute to \( \langle \dot{\zeta}^2 \rangle \) only at \( O (\sigma^2) \) or higher. Therefore, if \( L_{LL} \) provides the only \( O (\sigma) \) contribution to \( \langle \dot{\zeta}^2 \rangle \), it is the dominant correction to the power spectrum of \( \dot{\zeta} \), due to the anisotropy. We now compute this contribution. We do so in two Subsections. In Subsection A we compute the interaction Hamiltonian. In Subsection B we insert the interaction Hamiltonian in (45) and evaluate the correction of the power spectrum due to the anisotropy.

### A. Computation of \( H_{int} \)

To obtain \( L_{LL} \), we set to zero all the perturbations apart from the scalar one. For the three scalar fields, this means

\[
\phi^i = x^i - 3i \int \frac{d^3k}{(2\pi)^{3/2}} \hat{k} \cdot \hat{k} L^i_0(t, \hat{k}) ,
\]

(46)

where the relation (20) has been used.

We recall that we are working in the spatially flat gauge, so that the spatial part of the metric is given by (29). We instead introduce perturbations in \( g_{00} = -1 - 2\Phi \), and \( g_{ij} = \delta g_{ij} \), which need to be retained as they are nondynamical and are algebraically given in terms of \( \dot{\zeta} \) and \( \ddot{\zeta} \) (from the linearized Einstein equation, which is equivalent to extremizing the quadratic action of the perturbations with respect to them).

We then evaluate the action up to second order in the perturbations, and integrate out the nondynamical modes in \( \delta g_{00} \). The solutions for \( \Phi \) and \( \delta g_{00} \) in terms of \( \dot{\zeta} \) and \( \ddot{\zeta} \) are rather lengthy and not illuminating, and so we do not explicitly report them here. We insert the solutions back in the quadratic action, which then becomes the action for the dynamical mode \( \zeta \) only. This is the standard procedure to obtain the quadratic action for the perturbations of any system. The resulting expression is formally of the type

\[
S \left[ \dot{\zeta} \right] = \int dt d^3k \left\{ f_{kin} [\alpha, \dot{\alpha}, \sigma, \dot{\sigma}] |\dot{\zeta}|^2 + f_{max} [\alpha, \dot{\alpha}, \sigma, \dot{\sigma}] |\ddot{\zeta}|^2 + f_{mix} [\alpha, \dot{\alpha}, \sigma, \dot{\sigma}] |\dot{\zeta}^2 + \zeta | + h.c. \right\} ,
\]

(47)

where the three functions are functions of the background (we eliminate \( \dot{\alpha} \) and \( \dot{\sigma} \) from these expressions by the use of the background equations of motion (30); specifically, we enforce the background equations by expressing \( \dot{\alpha} \) and \( \dot{\sigma} \) as a function of the other quantities. Thanks to this, we are sure that our expressions cannot be further simplified by the use of the background equations).

The explicit expressions for these three functions (that we obtained by the use of Mathematica), are extremely lengthy, and not illuminating, and for this reason we do not report them here. We expand these expressions in the anisotropy parameter \( \sigma \), and obtain an expansion of the action \( S \left[ \dot{\zeta} \right] \) in the anisotropy. We formally write the resulting expression as

\[
S \left[ \dot{\zeta} \right] = \sum_{n=0}^{\infty} S^{(n)} \left[ \dot{\zeta} \right] ,
\]

(48)

where \( S^{(n)} \) is of order \( n \) in the anisotropy. Namely, it is obtained by the \( O (\sigma^n, \sigma^{-1} \dot{\sigma}, \sigma^{-2} \ddot{\sigma}, \ldots, \dot{\alpha}^n) \) expressions for \( f_{kin}, f_{mix}, \) and \( f_{max} \). We verified that, as it must be, the zeroth-order action \( S^{(0)} \) coincides with (19). According to the above discussion, we are only interested in the explicit expression for \( S^{(1)} \), as this is the term that gives \( L_{LL} \) at first order in the anisotropy. Inside \( S^{(0)} + S^{(1)} \), the following functional derivatives of \( F \) appear: \( F_X, F_Y, F_Z, F_{XX}, F_{XY}, F_{XZ} \). These functions can be evaluated in the FRW background, as the three invariants \( X, Y, Z \) in the Bianchi geometry, coincides with that in the FRW geometry up to \( O (\sigma^2) \). We eliminate the term \( \propto f_{mix} \) from this expression through an integration by parts. This introduces the three derivatives \( \frac{d}{dt} F_X, \frac{d}{dt} F_Y, \) and \( \frac{d}{dt} F_Z \), which we evaluate through \( \frac{d}{dt} F_i = X F_{iX} \approx -6e^{-2\alpha} \dot{\alpha} F_{iX} \) (where \( \approx \) indicates that the two expression coincide up to second order corrections in the anisotropy).

Therefore, proceeding as just indicated, we obtain an expression for \( S^{(1)} \) where \( F \) only explicitly enters through its \( F_X, F_Y, F_Z, F_{XX}, F_{XY}, F_{XZ} \) derivatives, evaluated on the FRW background. It is useful to rewrite these derivatives in terms of more immediate physical parameters, as the slow roll parameters and the sound speed. Using (13) and (14), we can write

\[
F_X = -e^{2\alpha} M_p^2 \dot{\zeta}^2 ,
\]

\[
F_{XX} = \frac{1}{6} e^{4\alpha} M_p^2 \epsilon (2 - 2\epsilon + \eta) \dot{\zeta}^2 ,
\]

\[
F_Y + F_Z = \frac{9}{2} M_p^2 (1 - c_T^2) \dot{\zeta}^2 .
\]

(49)

The combination \( F_Y - F_Z \) is not related to any background quantity defined above. In analogy with the last of (49) we define

\[
F_Y - F_Z \equiv \frac{9}{2} M_p^2 \mu \dot{\zeta}^2 .
\]

(50)

where it is reasonable to assume that also \( \mu \) is of order one, and slowly varying. Differentiating the last of (49) we obtain

\[
F_{XY} + F_{XZ} = \frac{3}{4} e^{2\alpha} M_p^2 \epsilon [2\epsilon - \eta + c_T^2 (2s_T - 2\epsilon + \eta)] \dot{\zeta}^2 ,
\]

(51)

where, in analogy to (11), we have defined the slow roll quantity \( s_T \equiv \frac{\dot{c_T}}{c_T} \). Finally, we find that \( F_{XY} - F_{XZ} \) does not enter in \( S^{(1)} \).
Using these expressions, the $O (\sigma)$ action for $\zeta$ acquires the form (47), with

$$f^{(1)}_{\text{kin}} = 18 e^{3\sigma} M_p^2 \alpha \dot{\sigma}^2 P_2 (\cos \theta) \frac{2 p^2 (c_T^2 - 1) \sigma + 3 \epsilon \dot{\sigma}}{(p^2 + 3 \epsilon \dot{\sigma})^2},$$

$$f^{(1)}_{\text{mas}} = 3 e^{3\sigma} M_p^2 \alpha \dot{\sigma}^2 \frac{P_2 (\cos \theta)}{(p^2 + 3 \epsilon \dot{\sigma})^3} \left[c_6 p^6 + c_4 p^4 + c_2 p^2 + c_0\right] ,$$

with

$$c_6 = 4 \left[5 - 2 c_T^2 (2 - 2 s_T + 2 \epsilon - \mu)\right] \sigma ,$$

$$c_4 = 12 \epsilon [20 - 4c_T + 2\epsilon - 2c_T^2 (11 - 4s_T + 2\epsilon - 3\mu)] \dot{\sigma}^2 \sigma + 6 \epsilon [3 - 4c_T^2 - 2\epsilon + \mu] \dot{\sigma} \sigma ,$$

$$c_2 = 36 \epsilon^2 [16 - c_T^2 (21 - 6s_T + 4\epsilon - 3\mu)] \dot{\sigma}^4 \sigma - 9 \epsilon^2 (2 + 12 c_T^2 - 4\epsilon + 3\mu) \dot{\sigma}^2 \sigma ,$$

$$c_0 = 108 \epsilon^3 \left[5 - 2 c_T^2 (7 - 2s_T - \mu)\right] \dot{\sigma}^6 \sigma - 27 \epsilon^3 (4 c_T^2 + \mu) \dot{\sigma}^5 \sigma .$$

(52)

In (52), $p \equiv k e^{-\alpha}$ is the physical momentum of the mode, $\theta$ the angle between the direction of the momentum and the anisotropic direction $\dot{x}$, and $P_2$ is the Legendre polynomial of order two. Moreover, we recall that $f_{\text{mix}} = 0$ thanks to the integration by parts.

As we are interested in the perturbations around the slowly decreasing anisotropic solution obtained in the previous Section, we set $\dot{\sigma} \cong -\frac{1}{2} c_T^2 e H \sigma$ (we recall that $H = \dot{a}$). The expressions (52) then become

$$f^{(1)}_{\text{kin}} \cong -36 e^{3\sigma} M_p^2 \epsilon H^2 P_2 (\cos \theta) \sigma \left[1 - c_T^2 \right] p^2 + 2 c_T^2 \epsilon^2 H^2 \frac{p^2 + 3 \epsilon^2 H^2}{(p^2 + 3 \epsilon^2 H^2)^2},$$

$$f^{(1)}_{\text{mas}} \cong 12 e^{3\sigma} M_p^2 \epsilon H^2 P_2 (\cos \theta) \left[p^6 (5 - 4c_T^2 - \mu) + 3 \epsilon^2 H^2 p^4 (20 - 22c_T^2 - 3\mu) + 9 \epsilon^2 H^4 p^2 (16 - 21c_T^2 - 3\mu) + 27 \epsilon^3 H^6 (5 - 7c_T^2 - \mu)\right] ,$$

(54)

where we have disregarded terms of $O (\epsilon, \eta, s_T)$ or higher when compared with $O (1)$ terms.

Finally, switching to conformal time, from the expression (47) we obtain the interaction hamiltonian

$$H^{(1)}_{\text{int}} (\tau) = -\int d^3 k \left[e^{-\alpha} f^{(1)}_{\text{kin}, \hat{k}} (\tau) \hat{\zeta}^{(0)}_{\hat{k}} (\tau) + e^{\alpha} f^{(1)}_{\text{mas}, \hat{k}} (\tau) \hat{\zeta}^{(0)}_{\hat{k}} (\tau) + O (\sigma^2)\right] .$$

(55)

### B. Evaluation of the power spectrum

We now insert (55) into (45), to obtain

$$\langle \hat{\zeta}_{\hat{k}_1} \hat{\zeta}_{\hat{k}_2} (\tau) \rangle = \langle \zeta^{(0)}_{\hat{k}_1} \zeta^{(0)}_{\hat{k}_2} (\tau) \rangle - i \int d\tau_1 \langle \zeta^{(0)}_{\hat{k}_1} (\tau), H^{(1)}_{\text{int}} (\tau_1) \rangle + O (\sigma^2) .$$

(56)

To evaluate this expression, we decompose the quantum field $\hat{\zeta}_{\hat{k}}$ into

$$\hat{\zeta}_{\hat{k}} (\tau) = \zeta_{\hat{k}} (\tau) a_{\hat{k}} + \zeta^*_{\hat{k}} (\tau) a_{\hat{k}}^\dagger , \left[a_{\hat{k}}, a_{\hat{k}'}^\dagger \right] = \delta^{(3)} (\hat{k} + \hat{k}') ,$$

(57)

and identically for $\zeta^{(0)}$.

The two point correlation function is related to the power spectrum by

$$\langle \zeta_{\hat{k}_1} (\tau) \zeta_{\hat{k}_2} (\tau) \rangle \equiv 2 \pi^2 \frac{\delta^{(3)} (\hat{k}_1 + \hat{k}_2)}{k_1^3} P_{\zeta} (k_1) ,$$

(58)

and we finally define

$$P_{\zeta} (k) = P_{\zeta}^{(0)} (k) + P_{\zeta}^{(1)} (k) + O (\sigma^2) ,$$

(59)

corresponding, respectively, to the unperturbed FRW correlator and to the first order correction in $\sigma$. To leading order in slow roll, the FRW expression (27) gives

$$P_{\zeta}^{(0)} (k) = k^3 \frac{\zeta_{\hat{k}} (0) ^2}{2 \pi^2} \approx \frac{1}{8 \pi^2 \epsilon c_L} \frac{H^2}{M_p^2} , -c_L k^2 \ll 1 .$$

(60)

For the first order correction, evaluating the commutator and the expectation value in (56) we obtain

$$P^{(1)}_{\zeta} (k) = \frac{2k^3}{\pi^2} \times \int \left[\zeta^{(0)+2} (\tau) + O (\sigma^2)\right] \left[\zeta^{(0)+2} (\tau) + O (\sigma^2)\right] .$$

(61)

We inserted the solution (25)-(26) into this expression. We could not perform the time integration in an exact closed form, and we therefore divided the integral into the two regimes $-\infty < \tau_1 < -O \left(\frac{1}{c_{L^2}}\right)$, and $-O \left(\frac{1}{c_{L^2}}\right) < \tau_1 < \tau$. In the first regime, we used the sub-horizon limit of (25) for $\zeta (\tau_1)$ and its derivative, while in the second regime we used the super-horizon limit. For $\zeta (\tau)$ we instead use the super horizon limit of (25), given that we are interested in the super-horizon value for $P_{\zeta} (k)$. Proceeding in this way, we obtain the estimate

$$\frac{P^{(1)}_{\zeta} (k)}{P^{(0)}_{\zeta} (k)} = P_2 (\cos \theta) \sigma \left[1 + 24c_L^2 + 4 \mu^2\right] e N_{\text{emb}} + O (1) .$$

(62)
where the first term in the square parenthesis is the contribution from the late time integration limit $\tau_1 \lesssim \tau$, while the second term is the contribution from $\tau_1$ in the sub-horizon regime and at horizon crossing. The second contribution may be the dominant one, so we regard as an estimate of $P_\zeta^{(1)}$, which we will use to set an order of magnitude upper bound on the anisotropy parameter $\sigma$. We recall that $P_2$ is the Legendre polynomial of order two, while $\theta$ is the angle between $\vec{k}$ and the anisotropic direction. The quantity $\sigma$, as well as the other quantities on the right hand side of $P_\zeta^{(1)}$, are the values assumed at horizon crossing.

Therefore our estimate for the power spectrum of $\zeta$ on super-horizon scales is

$$P_\zeta (\vec{k}) = \frac{1}{8\pi^2 c_L^3} \frac{H^2}{M_p^2} [1 + O (1) \sigma P_2 (\cos \theta)] .$$

Let us conclude this section with a few comments. First, from Eq. we can read the anisotropic amplitude of the power-spectrum $g_*$ in the parameterization [29]

$$P_\zeta (\vec{k}) = P (k) [1 + (\cos 2 \theta) .$$

We find, in the phenomenologically allowed region $|g_*| \ll 1$, that $g_* = O (1) \sigma$. Different limits have been obtained on such a parameter, starting from the analysis of the WMAP7 data [29] that gives $g_* = 0.29 \pm 0.031$ [40]. Such a large effect has been clearly demonstrated to be due to beam asymmetries in WMAP9 data [57, 59] and is not present in the Planck data [60]. On different scales (and marginalizing over the preferred direction) Large-Scale Structure data analysis constrain $-0.41 < g_* < 0.38$ at 95% C.L. [64] (the amplitude of the anisotropy may in general be scale dependent [29]). Therefore a 10% level anisotropy, $|g_*| = 0.1 (1\%)$ level, $|g_*| = 0.01$) would correspond to an anisotropy parameter $\sigma \simeq 0.1 (0.01)$.

As a second comment, notice that $g_*$, being determined by $\sigma$, is not simply proportional to the “anisotropic Hubble rate” $\Delta H/H = \dot{\sigma}/H$, as one might naively expect. Rather, since $\dot{\sigma} \propto c_T^2 \zeta H \sigma$ (see eq. [37]), $g_*$ turns out to be

$$g_* = O \left( \frac{\Delta H}{\epsilon H} \right) \gg O \left( \frac{\Delta H}{H} \right)$$

This is analogous to what happens in the $f (\phi) F^2$ models [20-42]. As a third comment, we note that the final background anisotropy still present at the end of inflation may give rise to corrections to the variable $\zeta$ which are of $O \left( \frac{\Delta H}{\epsilon H} \right) = O \left( \frac{\Delta H}{\epsilon H} \right) = O \left( \epsilon_\text{end} \frac{\sigma_\text{end}}{\epsilon_\text{end}} \right)$, where the suffix “end” refers to the value assumed at the end of inflation. This, and - more in general - the dynamics of reheating after inflation, may generate corrections to the observed value of $P_\zeta$. As discussed in [11], it is reasonable to assume that in this model inflation is terminated by a phase transition, during which the solid decays into conventional matter. Ref. [11] computed the perturbations of solid inflation on an isotropic background, showing that $\zeta$ is continuous at this transition. Therefore, any correction to $g_*$ that emerges from these effects can be at most of $O (\sigma_\text{end})$ which is parametrically much smaller than the $O \left( \frac{\Delta H}{H} \right)$ value that we have studied and given in [65].

Finally, we note that, while the $f (\phi) F^2$ results in a negative $g_*$ [20-42], in our case both signs of $g_*$ are possible.

VI. CONCLUSIONS

We showed that solid inflation supports prolonged anisotropic inflationary solutions. This constitutes a stable example based on standard gravity and scalar fields only that violates the conditions of the so called cosmic no-hair conjecture [43]. This result strengthens the analogy between solid inflation and the $f (\phi) F^2$ mechanism. It was already shown that both models exhibit a bispectrum with a nontrivial angular dependence in the squeezed limit. We have now shown that this analogy also holds at the background level, since the $f (\phi) F^2$ mechanism also supports anisotropic inflation without instabilities.

In this Section we discuss a few open questions on solid inflation. First of all, given the strong analogy between solid inflation and the $f (\phi) F^2$ mechanism, both at the background level and at the level of the bispectrum, it would be interesting to explore whether the models have other similarities, and, in particular, whether they can be formulated within a unique effective description. For instance, ref. [20] showed how the previously obtained results for the $f (\phi) F^2$ models can be understood in terms of symmetries of the vector field. It may be possible that their computations can be further extended to include solid inflation as well, perhaps developing an effective field theory of broken spatial translational and rotational symmetries during inflation (analogously to the effective field theory that identifies the cosmological perturbations with the stonehenge bosons of the broken time translational invariance in the standard cases [2, 3]).

Possibly, the similarities between the two models will also include the infra-red sensitivity to anisotropic super-horizon modes that characterizes the $f (\phi) F^2$ model [17]. Assume that inflation starts from an isotropic configuration, for instance with a triad of orthogonal vectors of equal magnitude, and choose the function $f (\phi)$ to produce a frozen scale invariant spectrum of vector perturbations outside the horizon. Assume also that the total number of e-folds of inflation $N_{\text{tot}}$ is greater than the number of e-folds $N_{\text{CMB}} \simeq 60$ at which the CMB modes left the horizon. The modes of the vector fields that left the horizon in the first $\sim N_{\text{tot}} - N_{\text{CMB}}$ e-folds of inflation become classical at horizon exit and randomly add up with each other. This sum is not constant across the universe, but the nontrivial spatial-dependence takes place only on scales much greater than our current hori-
zon, and therefore this nontrivial spatial dependence is unobservable. However, it is crucial to realize that the sum itself is not unobservable. The modes that leave the horizon in the final 60 e-folds see this sum as a classical homogeneous background quantity. This last statement is commonly accepted in the case of scalar fields (this is the origin of the coherent vev in the Affleck-Dine [65] and in the curvaton [66] mechanisms), but - as remarked in [17] - its validity has nothing to do with the spin of the field, but only with the property of the super-horizon modes. Any field (of any spin) that has a frozen spectrum of perturbations outside the horizon develops a coherent vev, that is locally observed as a homogeneous quantity. The only role played by the higher spin is that, differentially from a scalar field, a homogeneous vector breaks isotropy locally.

The theory only provides a statistical prediction for this classical vector field $\vec{V}_{IR}$: if we could observe many independent realizations of the first $N_{tot} - N_{CMB}$ e-folds of inflation, we would find a (nearly) gaussian distribution for $\vec{V}_{IR}$ with zero mean and variance $\langle \vec{V}_{IR}^2 \rangle \propto N_{tot} - N_{CMB}$ [17]. However, we can observe only one realization, so we naturally expect to observe a vector with magnitude $|\vec{V}_{obs}| \simeq \sqrt{\langle \vec{V}_{IR}^2 \rangle}$. Even if classically one starts from an isotropic triad, there is no reason why the three infra-red sums of the different vectors should be equal to each other (each sum is the random addiction of quantum vectors, and no gauge symmetry can enforce that the quantum fluctuation of each mode of one vector is identical to the quantum fluctuation of each mode of another vector), and the natural statistical expectation for the difference is also given by $\sqrt{\langle \vec{V}_{IR}^2 \rangle}$. This unavoidably generates an anisotropy for the classical vector background, which in turns imprints a strong anisotropy to the power spectrum of the inflation through its direct $f(\phi)F^2$ coupling to the vector. This results in a natural expectation for the duration of inflation in all models that support a scale invariant vector field outside the horizon, and, in particular, for all models of anisotropic inflation, anisotropic curvaton, and inflationary magnetogenesis [17]. In the $f(\phi)F^2$ mechanism, the anisotropy exceeds the 1% level (10% level) if inflation lasted $\sim 5$ e-folds ($\sim 50$ e-folds) more than the minimal amount required to produce the CMB modes [17].

It is possible that a similar problem also holds for solid inflation. This is not the anisotropy that we have studied in this work, as here we have assumed that the background is initially anisotropic, and we have followed the background evolution dictated by the classical equations of motion. However, there is no reason to expect that, even starting from an isotropic background, the three scalars of solid inflation will develop three identical power spectra. The difference will be encoded both in the longitudinal and in the vector modes of the three scalars’ primordial perturbations. Such modes were studied in [11], where it was shown that their amplitudes is nearly frozen outside the horizon. It remains to be studied whether these modes can result in a sizable anisotropic IR background, and then imprint an anisotropic contribution to $P_{\zeta}$, analogously to what happens in the $f(\phi)F^2$ model.

The discussion we have just presented is on whether an isotropic classical background can be destabilized by the random anisotropic addition of the super-horizon modes of the different fields. A different problem, strongly motivated by our results, is on whether solid inflation can lead to an isotropic and homogeneous background starting from generic initial conditions. We have shown here that solid inflation erases an initial anisotropy on a rather long timescale, $\Delta t = O(\frac{1}{H_\epsilon^2})$. We understood this in terms of the fact that the medium of solid inflation must be extremely insensitive to spatial deformations. It is natural to wonder whether an analogous inefficiency will also take place for an initially inhomogeneous background. This would question the validity of solid inflation as a solution of the homogeneity and isotropy problem, in contrast to more standard models of inflation [5].

Finally, an open question already pointed out in [11] is related to the physics of reheating. It was shown in [11] that the primordial perturbation $\zeta$ is constant if reheating occurs instantaneously. It is possible that this is no longer the case for a more prolonged duration (we would not expect that the qualitative features of the perturbations will be changed in this case). This would require entering in the details of the field theory described by solid inflation, and of how it is coupled to ordinary matter, which by itself would also be an interesting direction to explore.
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