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Abstract—This paper presents a robust control scheme for the trajectory tracking problem of a 3-DOF Helicopter with prescribed transient and steady-state performance. The control design does not employ any information regarding the dynamics of the system. In addition, the transient and steady state response of the system with respect to a given time-varying trajectory is a priori and explicitly imposed by certain designer-specified performance functions, and is fully decoupled from the control gains selection and the dynamic model parameters. Finally, both simulation as well as experimental results verify the theoretical findings.
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I. INTRODUCTION

Unmanned Aerial Vehicles (UAVs) have drawn considerable attention by researchers during the last decades owing to their numerous applications, e.g., patrolling, transportation, exploration, search and rescue missions, etc. In particular, unmanned helicopters constitute a compelling class of UAVs, due to their intriguing ability to hover and vertically take-off and land. Typically, such systems are highly nonlinear, underactuated and suffer from severe model uncertainties and dynamic couplings among the various degrees of freedom, thus making control design a significantly challenging task.

A distinct member of the class of unmanned helicopters that has largely troubled the research community is the 3-DOF laboratory helicopter (see Fig. 1). Such a platform emulates the longitudinal motion of actual helicopters and presents significant similarities, in terms of dynamics and underactuation properties, with 6-DOF multi-copters; hence it constitutes a prime experimental test-bed. At the same time, the 3-DOF laboratory helicopter presents unique control challenges due to its underactuation and dynamic couplings, as well as its numerous, potentially uncertain, geometric and dynamic parameters.

There is a vast amount of studies in the literature, focusing mainly on the stabilization and trajectory tracking control of 3-DOF helicopters. Several works consider linear dynamic models, obtained either by local linearization or feedback linearization techniques [1]-[10]. Nevertheless, local linearization provides a sufficient approximation of the actual dynamics only close to the points/trajectories with respect to which the linearization is performed. Moreover, linearization techniques usually require a priori knowledge of the nonlinear model of the system, which includes dynamic parameters, nonlinearities, and external disturbances that are often difficult to identify. Hence, most of the aforementioned works deal with this issue by assuming uniformly bounded model uncertainties and employing secondary robustifying control terms. In particular, two control frameworks, namely a quasi-continuous controller and a combination of a sliding-mode observer with a PID controller, are presented in [11]. Sliding mode observers for the bounded uncertainties are also used in [12], whereas [5], [7] use data-driven approaches; [13] pursues a robust $H_{\infty}$ approach based on gain tuning, and [9], [10] use linear controllers and gain tuning through low-pass filters to account for the external disturbances. A neural network-based identification and linearization method is proposed in [6], followed by linear Model Predictive Control (MPC). Input and output constraints are considered in [5], where local linearization around an open-loop trajectory is computed; [14] takes into account input delays and employs discrete algorithms for gain tuning subject to performance metrics. A motion planning approach using virtual holonomic constraints is employed in [8], whereas fuzzy controllers are used in [15]. A computed-torque protocol with a disturbance rejection $H_{\infty}$ controller are combined in [16] and adaptive control techniques are developed in [17]. Furthermore, [18] deals with the multi-agent synchronization problem and [4], [19] perform experimental evaluations, whereas [20] employs...
neural networks for adaptive approximation of the uncertain terms of the model. Finally, \([21]\) proposed an \(H_\infty\) controller based on locally linearized dynamics, and \([22]\) considers a Model Reference Adaptive Control (MRAC) scheme.

Nevertheless, most of the aforementioned works assume either partial or full knowledge of the nominal dynamical model plus a term of uniformly bounded uncertainties, usually compensated via gain tuning. Hence, this restricts considerably the respective control schemes and limits their robustness in realistic scenarios with uncertainties that do not satisfy the aforementioned assumptions. Sliding-mode controllers, robust to dynamic uncertainties, usually employ discontinuous control laws \([23]\) that can cause undesired chattering in real applications. Similarly, standard PID control schemes, which do not explicitly use the model dynamics, cannot provide strong convergence guarantees away from the linearization points. Furthermore, a significant property that lacks from the related literature on 3-DOF helicopter control is tracking/stabilization with predefined transient and steady-state specifications, such as overshoot, convergence speed or steady state error. Such specifications can encode time and safety constraints, which are crucial when it comes to physical autonomous systems, and especially unmanned aerial vehicles.

In this paper, we develop a modified Prescribed Performance Control (PPC) protocol, which traditionally deals with model uncertainties as well as transient and steady-state constraints \([24]\), to deal with the trajectory tracking control problem for uncertain 3-DOF helicopters. The main contributions of this work read as follows:

- The proposed control protocol does not employ any information on the parameters of the nonlinear dynamic model of the 3-DOF helicopter, which renders it significantly robust against model uncertainties and external disturbances;
- Unlike what is common practice in the related literature, the robustness of the proposed scheme is decoupled from the control gains selection and is independent from the bounds of the nonlinearities of the dynamic model;
- The tracking errors evolve strictly within a funnel formed by certain designer-specified functions of time that encapsulate performance specifications, thus achieving prescribed transient and steady-state performance;
- We innovatively adapt the PPC methodology to achieve trajectory tracking with prescribed performance for the elevation and travel angles, since the dynamic model of the 3-DOF helicopter is underactuated.

Finally, both comparative simulation results as well as an experimental study on a real 3-DOF helicopter verify the theoretical findings and highlight the aforementioned intriguing attributes. It should be noted that control of 3-DOF helicopters with predefined constraints has been considered before in \([5]\), \([25]\), \([26]\) and \([25]\); however, do not consider the travel dynamics, rendering the model fully actuated, with the latter also assuming full knowledge of the system’s input matrix. Similarly, \([5]\) considers LQR control design using local linearization of the dynamics, which are assumed to be known. On the contrary, the present work does not employ any information on the system’s dynamic parameters and potential external disturbances.

The rest of the paper is organized as follows. Section \(\text{III}\) provides the necessary notation and preliminary knowledge throughout the manuscript and Section \(\text{IV}\) formulates rigorously the considered problem. The proposed control design is presented in Section \(\text{V}\) while Sections \(\text{VI}\) and \(\text{VII}\) illustrate its efficiency via simulated and hardware experiments. Finally, Section \(\text{VIII}\) concludes the paper.

II. NOTATION AND PRELIMINARIES

A. Dynamical Systems

**Theorem 1.** \([27]\) Theorems 2.1.1(i), 2.1.3] Let \(\Omega\) be an open set in \(\mathbb{R}^n \times \mathbb{R} \geq 0\). Consider a function \(g : \Omega \to \mathbb{R}^n\) that satisfies the following conditions:

1) For every \(z \in \mathbb{R}^n\), the function \(t \to g(z,t)\) defined on \(\Omega := \{t : (z,t) \in \Omega\}\) is measurable. For every \(t \in \mathbb{R} \geq 0\), the function \(z \to g(z,t)\) defined on \(\Omega_t := \{z : (z,t) \in \Omega\}\) is continuous.
2) For every compact \(S \subseteq \Omega\), there exist constants \(C_S, L_S\) such that:

\[
\|g(z,t)\| \leq C_S, \|g_z(z,t) - g_y(y,t)\| \leq L_S|z - y|, \forall (z,t), (y,t) \in S.
\]

Then the initial value problem

\[
\dot{z} = g(z,t), \quad z_0 = z(t_0), \quad (1)
\]

for some \((z_0, t_0) \in \Omega\), has a unique and local solution defined in \([t_0, t_{max}]\), with \(t_{max} > 0\) such that \((z(t), t) \in \Omega, \forall t \in [t_0, t_{max}]\).

**Theorem 2.** \([27]\) Theorem 2.1.4] Let the conditions of Theorem \(\text{I}\) hold in \(\Omega\) and let \(t_{max} > 0\) be the supremum of all times \(t\) such that the initial value problem \((\text{I})\) has a solution \(z(\cdot)\) defined in \([t_0, t]\). Then, either \(t_{max} = \infty\) or

\[
\lim_{t \to t_{max}} \left(\|z(t)\| + \frac{1}{d_S((z(t), t), \partial \Omega)}\right) = \infty, \text{where } d_S : \mathbb{R}^n \times 2^{\mathbb{R}^n} \to \mathbb{R} \geq 0 \text{ is the distance of a point } x \in \mathbb{R}^n \text{ to a set } A, \text{ defined as } d_S(x, A) := \inf_{y \in A}\{\|x - y\|\}.
\]

B. Prescribed Performance Control

This subsection presents a summary of preliminary knowledge regarding prescribed performance control. The idea of designing controllers that guarantee prescribed transient and steady state performance specifications was originally introduced in \([24]\). More specifically, prescribed performance control aims at achieving convergence of a scalar tracking error \(e(t)\) to a predetermined arbitrarily small residual set with speed of convergence no less than a prespecified value, which is modeled rigorously by \(e(t)\) evolving strictly within a predefined region that is upper and lower bounded by certain functions of time, as follows:

\[
-\rho(t) < e(t) < \rho(t), \quad \forall t \geq 0,
\]

where \(\rho(t)\) denotes a smooth and bounded function of time that satisfies \(\lim_{t \to \infty} \rho(t) > 0\), called performance function. Fig. \(\text{2}\) illustrates the aforementioned statements for an exponentially decaying performance function, given by:

\[
\rho(t) := (\rho_0 - \rho_\infty)e^{-\lambda t} + \rho_\infty,
\]

where \(\rho(t)\) denotes a smooth and bounded function of time that satisfies \(\lim_{t \to \infty} \rho(t) > 0\), called performance function. Fig. \(\text{2}\) illustrates the aforementioned statements for an exponentially decaying performance function, given by:
where \( \rho_0, \rho_{\infty}, \lambda \) are positive parameters. In particular, the constant \( \rho_0 \) is selected such that \( \rho_0 > |e(0)| \). Moreover, the parameter \( \rho_{\infty} := \lim_{t \to \infty} \rho(t) > 0 \), which represents the maximum allowable value of the steady state error, can be set to a value reflecting the resolution of the measurement device, so that the error \( e(t) \) practically converges to zero. Finally, the constant \( \lambda \) determines the decreasing rate of \( \rho(t) \) and thus is used to set a lower bound on the convergence rate of \( e(t) \). Therefore, the appropriate selection of the performance function \( \rho(t) \) imposes certain transient and steady state performance characteristics on the tracking error \( e(t) \).

The key point in prescribed performance control is a transformation of the tracking error \( e(t) \) that modulates it with respect to the corresponding transient and steady state performance specifications, encapsulated in the performance function \( \rho(t) \). More specifically, we employ a strictly increasing, odd and bijective mapping \( T : (-1, 1) \to (-\infty, \infty) \). In this work, we adopt the mapping:

\[
\varepsilon(t) := T(\xi(t)) := \frac{1}{2} \ln \left( \frac{1 + \xi(t)}{1 - \xi(t)} \right) \tag{4}
\]

that meets the aforementioned properties, with \( \xi(t) := \frac{\varepsilon(t)}{\rho(t)} \) denoting the modulated error. Furthermore, the Jacobian (derivative) of the map \( T(\cdot) \), which is strictly positive by construction, is defined by:

\[
J_T(\xi) := \frac{dT(\xi)}{d\xi} = \frac{1}{1 - \xi^2}. \tag{5}
\]

Owing to the properties of the aforementioned transformation, it can be easily verified [28] that preserving the boundedness of \( \varepsilon(t) \) is sufficient to achieve prescribed performance, as described in [3].

III. PROBLEM FORMULATION

Consider a 3-DOF laboratory helicopter characterized by its elevation, travel, and pitch angles \( \epsilon \in (-\frac{\pi}{2}, \frac{\pi}{2}) \), \( \phi \in (-\pi, \pi) \), \( \theta \in (-\frac{\pi}{2}, \frac{\pi}{2}) \), respectively, with their dynamics described by:

\[
\dot{\epsilon} = f_\epsilon(\epsilon, \dot{\epsilon}, t) + a \cos(\theta)V_a \tag{6a}
\]

\[
\dot{\phi} = f_\phi(\phi, \dot{\phi}, t) - b \cos(\epsilon) \sin(\theta)V_a \tag{6b}
\]

\[
\dot{\theta} = f_\theta(\theta, \dot{\theta}, t) + cV_d, \tag{6c}
\]

where \( f_\epsilon : (-\frac{\pi}{2}, \frac{\pi}{2}) \times \mathbb{R} \to \mathbb{R} \), \( f_\phi : (-\pi, \pi) \times \mathbb{R} \to \mathbb{R} \), \( f_\theta : (-\frac{\pi}{2}, \frac{\pi}{2}) \times \mathbb{R} \to \mathbb{R} \) are unknown functions that model the gravity, aerodynamics and external disturbance effects, \( a, b, c \) are unknown positive constants, and \( V_a := V_f + V_b, V_d := V_f - V_b \) are the common and differential voltage effects, acting as control inputs, with \( V_f, V_b \) denoting the front and back motor voltages. Finally, the functions \( f_\epsilon, f_\phi, f_\theta \) are assumed to be continuous in \((\epsilon, \dot{\epsilon}), (\theta, \dot{\theta}), (\phi, \dot{\phi})\), respectively, for each \( t \in \mathbb{R}_{\geq 0} \), as well as continuous and uniformly bounded in \( t \) for each \((\epsilon, \dot{\epsilon}), (\theta, \dot{\theta}), (\phi, \dot{\phi})\), respectively. A detailed description of the model may be found in [20].

In this paper, we consider the tracking control problem of time-varying reference trajectories \( \epsilon_d(t), \phi_d(t) \) for the elevation and travel angles with prescribed performance. Prescribed performance control, as described in Subsection II.C, dictates that the tracking error signal evolves strictly within a funnel defined by prescribed functions of time, thus achieving desired performance specifications, such as maximum overshoot, convergence speed, and maximum steady-state error. However, notice that the 3-DOF helicopter model is underactuated, and hence the original PPC methodology cannot be directly applied. Consequently, we innovatively adapt the PPC methodology to achieve trajectory tracking with prescribed performance for the elevation and travel angles \( \epsilon, \phi \).

Before we proceed with the control design, let us consider the bounded reference trajectories \( \epsilon_d : \mathbb{R}_{\geq 0} \to [-\bar{\epsilon}, \bar{\epsilon}] \subset (-\frac{\pi}{2}, \frac{\pi}{2}) \) and \( \phi_d : \mathbb{R}_{\geq 0} \to (-\pi, \pi) \), with bounded first and second derivatives, as well as the associated sliding-mode errors:

\[
s_\epsilon(\epsilon, \dot{\epsilon}, t) := (\epsilon - \epsilon_d(t)) + \lambda_\epsilon(\epsilon - \epsilon_d(t)) \tag{7a}
\]

\[
s_\phi(\phi, \dot{\phi}, t) := (\phi - \phi_d(t)) + \lambda_\phi(\phi - \phi_d(t)), \tag{7b}
\]

where \( \lambda_\epsilon, \lambda_\phi \) are positive constants. The control objective is to guarantee that the aforementioned error metrics \( s_\epsilon, s_\phi \) evolve strictly within a funnel defined by the corresponding exponential performance functions \( \rho_\epsilon(t) \) and \( \rho_\phi(t) \), which is rigorously formulated as follows:

\[
|s_\epsilon(\epsilon, \dot{\epsilon}, t)| < \rho_\epsilon(t) \tag{8a}
\]

\[
|s_\phi(\phi, \dot{\phi}, t)| < \rho_\phi(t), \tag{8b}
\]

for all \( t \geq 0 \), given that initially \( |s_\epsilon(\epsilon(0), \dot{\epsilon}(0), 0)| < \rho_\epsilon(0) \) and \(|s_\phi(\phi(0), \dot{\phi}(0), 0)| < \rho_\phi(0) \). The adopted exponentially decaying performance functions are \( \rho_\epsilon(t) = (\rho_{\epsilon,0} - \rho_{\epsilon,\infty}) \exp(-l_\epsilon t) + \rho_{\epsilon,\infty}, \rho_\phi(t) = (\rho_{\phi,0} - \rho_{\phi,\infty}) \exp(-l_\phi t) + \rho_{\phi,\infty} \).

Notice that \( \epsilon \) imposes explicit performance specifications on the actual tracking errors \( \epsilon - \epsilon_d \) and \( \phi - \phi_d \) as well. In particular, the first order linear stable filters with input
which, in view of (8), yield:

$$
\begin{align}
\epsilon(t) - \epsilon_d(t) &= (\epsilon(0) - \epsilon_d(0)) \exp(-\lambda_c t) \\
&+ \int_0^t \exp(-(\lambda_c (t - \tau)) s_c(\epsilon(\tau), \epsilon(\tau), \tau)) d\tau \\
\phi(t) - \phi_d(t) &= (\phi(0) - \phi_d(0)) \exp(-\lambda_c t) \\
&+ \int_0^t \exp(-\lambda_c (t - \tau)) s_\phi(\phi(\tau), \phi(\tau), \tau)) d\tau,
\end{align}
$$

(9a, 9b)

which is equivalent to output tracking with prescribed performance as described in (5). Indeed, by choosing $\lambda_c > l_c$, and hence $\exp(-\lambda_c t) < \exp(-l_c t)$, we obtain the following equivalent expression:

$$
\begin{align}
|\epsilon(t) - \epsilon_d(t)| &\leq \left| (\epsilon(0) - \epsilon_d(0)) + \frac{\rho_c(t)}{\lambda_c} \exp(-\lambda_c t) + \frac{\rho_c(t)}{\lambda_c} \right| \\
&\leq \left| (\epsilon(0) - \epsilon_d(0)) + \frac{\rho_c(0)}{\lambda_c} \exp(-l_c t) + \frac{\rho_c(t)}{\lambda_c} \exp(-l_c t) + \frac{2 \rho_c(t)}{\lambda_c} \right| \exp(-l_c t) + \frac{\rho_c(\infty)}{\lambda_c} \\
&\leq \left| (\epsilon(0) - \epsilon_d(0)) + \frac{2 \rho_c(t)}{\lambda_c} \right| \exp(-l_c t) + \frac{\rho_c(\infty)}{\lambda_c}.
\end{align}
$$

An identical relation can be derived for $|\phi(t) - \phi_d(t)|$ as well.

**Remark 1.** Except for the guarantees on the convergence rate and the steady-state value of the errors $\epsilon$, $\phi$, the proposed framework can also accommodate explicit overshoot specifications. In particular, one could select asymmetric performance functions, i.e., $-\rho_c(t) < s_c(t) < \rho_c(t)$, $-\rho_\phi(t) < s_\phi(t) < \rho_\phi(t)$, with one of the two parts appropriately designed to avoid exceeding a desired overshoot level. For more details, we refer the reader to [29].

**Remark 2.** Although we obtain implicit performance specifications as per (10), the proposed prescribed performance methodology can be extended to account for direct performance specifications on the angle errors $\epsilon - \epsilon_d$, $\phi - \phi_d$, i.e., $|\epsilon(t) - \epsilon_d(t)| < \rho_c(t)$, $|\phi(t) - \phi_d(t)| < \rho_\phi(t)$, by following the backstepping-like methodology of [30].

**IV. MAIN RESULTS**

**A. Control Design**

Let us define the normalized sliding mode errors:

$$
\begin{align}
\xi_\epsilon(t) &:= \frac{s_c(t)}{\rho_c(t)} \\
\xi_\phi(t) &:= \frac{s_\phi(t)}{\rho_\phi(t)}
\end{align}
$$

(11a, 11b) as well as the respective integrals:

$$
\begin{align}
\sigma_\epsilon(t) &:= \int_0^t \xi_\epsilon(\tau) d\tau + \sigma_{\epsilon,0} \\
\sigma_\phi(t) &:= \int_0^t \xi_\phi(\tau) d\tau + \sigma_{\phi,0}
\end{align}
$$

(12a, 12b)

with $\sigma_{\epsilon,0}$, $\sigma_{\phi,0}$ appropriately selected constants. We also define the corresponding transformed errors:

$$
\begin{align}
\tilde{\epsilon}_\epsilon &:= T(\xi_\epsilon) \\
\tilde{\epsilon}_\phi &:= T(\xi_\phi)
\end{align}
$$

(13a, 13b)

Next, we design i) the desired pitch angle command:

$$
\theta_d := \arctan \left( -\frac{J_T(\xi_\epsilon) \rho_c(t) (k_{\epsilon 1} \epsilon_1 + k_{\phi 1} \phi_1)}{J_T(\xi_\phi) \rho_\phi(t) (k_{\epsilon 2} \epsilon_2 + k_{\phi 2} \phi_2)} \right)
$$

(14)

where $J_T(\cdot)$ denotes the Jacobian of the transformation $T(\cdot)$ and $k_{\epsilon 1}$, $k_{\epsilon 2}$, $k_{\phi 1}$, $k_{\phi 2}$ are positive gains, as well as ii) the common voltage control signal:

$$
V_a := \cos(\epsilon) \frac{J_T(\xi_\epsilon)}{\rho_c(t)} (k_{\epsilon 1} \epsilon_1 + k_{\phi 1} \phi_1) \sin(\theta_d)
$$

(15a)

$$
- J_T(\xi_\phi) (k_{\epsilon 2} \epsilon_2 + k_{\phi 2} \phi_2) \cos(\theta_d).
$$

(15b)

It should be noted that (14) and (15) lead to:

$$
\begin{bmatrix}
\cos(\theta_d) \quad V_a \\
- \sin(\theta_d) \quad V_a
\end{bmatrix} =
\begin{bmatrix}
-\frac{J_T(\xi_\epsilon) (k_{\epsilon 1} \epsilon_1 + k_{\phi 1} \phi_1)}{\rho_c(t)} \\
-\frac{\cos(\epsilon) J_T(\xi_\phi) (k_{\epsilon 2} \epsilon_2 + k_{\phi 2} \phi_2)}{\rho_\phi(t)}
\end{bmatrix}
$$

(16)

which corresponds to the desired force (in magnitude and direction) that should be exerted on the helicopter to achieve trajectory tracking with prescribed performance for the elevation and travel angles. However, the pitch angle does not constitute a control input of the system. Therefore, we define the pitch angle error $\epsilon_\theta := \theta - \theta_d$ and introduce the corresponding exponential performance function $\rho_\omega(t) := (\rho_{\omega,0} - \rho_{\omega,\infty}) \exp(-l_\omega t) + \rho_{\omega,\infty}$, with $\rho_{\omega,0} > |\epsilon_\theta(0)|$. Similarly to (11), we define the normalized pitch angle error:

$$
\xi_\theta(t) := \frac{\epsilon_\theta(t)}{\rho_\omega(t)}.
$$

(17)

and design the desired pitch rate as:

$$
\omega_d := -k_\theta T(\xi_\theta),
$$

(18)

with $k_\theta > 0$. Following identically the previous step, we define the pitch rate error $\epsilon_\omega := \omega - \omega_d$ and introduce the respective performance function $\rho_\omega(t) := (\rho_{\omega,0} - \rho_{\omega,\infty}) \exp(-l_\omega t) + \rho_{\omega,\infty}$, with $\rho_{\omega,0} > |\epsilon_\omega(0)|$. Finally, we define the normalized pitch rate error:

$$
\xi_\omega(t) := \frac{\epsilon_\omega(t)}{\rho_\omega(t)}.
$$

(19)

and design the differential voltage control signal as:

$$
V_d := -k_\omega T(\xi_\omega),
$$

(20)

with $k_\omega > 0$. A block diagram illustrating the proposed control scheme is depicted in Fig. [3].
**Remark 3.** The prescribed performance control technique guarantees predefined transient and steady state performance by enforcing the normalized errors $\xi_e$, $\xi_\phi$, $\xi_\theta$, and $\xi_\omega$ to remain strictly within the set $(-1,1)$ for all $t \geq 0$. Notice that modulating $\xi_e$, $\xi_\phi$, $\xi_\theta$, and $\xi_\omega$ via the logarithmic map $T(\cdot)$, in the control signals (14), (15), (18) and (20), respectively, renders the problem at hand a simple stabilization problem of the modulated errors, as mentioned in Section II-B.

Moreover, a careful inspection of the proposed control scheme reveals that it actually operates similarly to reciprocal barrier functions in constrained optimization, admitting high negative or positive values depending on whether $s_e(t) \to \pm \rho_e(t)$, $s_\phi(t) \to \pm \rho_\phi(t)$, $s_\theta(t) \to \pm \rho_\theta(t)$, and $s_\omega(t) \to \pm \rho_\omega(t)$; eventually preventing $s_e(t)$, $s_\phi(t)$, $s_\theta(t)$, and $s_\omega(t)$ from reaching the corresponding boundaries.

**B. Stability Analysis**

The main results of this work are summarized in the following theorem.

**Theorem 3.** Consider the 3-DOF helicopter dynamics (4) under the control scheme (17)-(20) and assume that:

- \[|e_\theta(0)| < \frac{\pi}{2}\]  
- \[|s_e(0)| < \frac{\lambda_e}{2 + \lambda_e} (\bar{\pi} - \bar{e})\]  

where $\bar{\pi} < \frac{\pi}{2}$ being the upper bound of $|e_\theta(t)|$, and $\bar{\pi}$ a positive constant satisfying $\bar{\pi} \in (\bar{e}, \frac{\pi}{2})$. Then, selecting the performance functions $\rho_e(t)$, $\rho_\theta(t)$, $\rho_\phi(t)$, $\rho_\omega(t)$ such that:

- \[\rho_\theta(0) > |e_\theta(0)|, \rho_\omega(0) > |e_\omega(0)|\]  
- \[\rho_\phi(0) > |s_\phi(0)|\]  
- \[\rho_\omega(0) > |s_\omega(0)|, \rho_\omega(t) > \frac{\rho_\omega(0) - \bar{e}}{\lambda_e}\]  

the proposed control protocols guarantees that:

- \[|s_e(t)| < \rho_e(t)\]  
- \[|s_\phi(t)| < \rho_\phi(t), |s_\theta(t)| < \rho_\theta(t)|\]  

for all $t \geq 0$, and consequently that the elevation and travel angles $e(t)$, $\phi(t)$ track the desired profiles $e_\alpha(t)$, $\phi_\alpha(t)$ with prescribed transient and steady state performance.

**Proof:** The proof proceeds in the following three steps. We first show, invoking continuity properties, that $\xi_e(t)$, $\xi_\theta(t)$, $\xi_\phi(t)$, $\xi_\omega(t)$ remain within $(-1,1)$ for a time interval $[0, \tau_{max})$ (existence of a local solution). Next, we show that the proposed control scheme retains $\xi_e(t)$, $\xi_\theta(t)$, $\xi_\phi(t)$, $\xi_\omega(t)$ strictly within compact subsets of $(-1,1)$, which leads to $\tau_{max} = \infty$ (forward completeness) in the final step, thus completing the proof.

Towards the existence of a local solution, consider first the overall state vector \[\chi := [e, \phi, \theta, \sigma_e, \sigma_\phi, \sigma_\theta, \bar{\xi}, \bar{\phi}, \bar{\theta}]^T \in \mathcal{X}, \text{ where } \mathcal{X} := (-\frac{\pi}{2}, \frac{\pi}{2}) \times (-\pi, \pi) \times (-\frac{\pi}{2}, \frac{\pi}{2}) \times \mathbb{R}^5 \text{ is an open set. Moreover, let us define the open set:}\]

\[\Omega := \{(\chi, t) \in \mathcal{X} \times \mathbb{R}_{\geq 0} : \xi_e \in (1,1), \xi_\phi \in (-1,1), \xi_\theta \in (-1,1), \xi_\omega \in (-1,1)\}\]  

which is nonempty due to (22). Note also that (21b) guarantees that $0 < \frac{1 - |e_\theta(0)|}{\lambda_e} < \frac{\pi}{2} - \frac{\bar{\pi} - \bar{e}}{2}$ and hence the feasibility of (22). Furthermore, invoking (15) and (20), we obtain the closed loop system dynamics $\dot{\chi} = f_\chi(\chi, t)$, where $f_\chi : \mathcal{X} \times \mathbb{R}_{\geq 0} \to \mathbb{R}^8$ is a continuous function in $t$ and locally Lipschitz in $\chi$. Hence, the conditions of Theorem [1] are satisfied and we conclude that there exists a unique and local solution $\chi : [0, \tau_{max}) \to \mathbb{R}^8$, such that $(\chi(t), t) \in \Omega$, for all $t \in [0, \tau_{max})$, for a positive $\tau_{max} > 0$. Therefore, it holds, for all $t \in [0, \tau_{max})$, that:

- \[\xi_e(t) \in (-1,1)\]  
- \[\xi_\theta(t) \in (-1,1)\]  
- \[\xi_\phi(t) \in (-1,1)\]  
- \[\xi_\omega(t) \in (-1,1)\]  

We next proceed to show that the normalized errors in (24) remain in compact subsets of $(-1,1)$ for all $t \in [0, \tau_{max})$. Note that (25) implies that the transformed elevation and travel errors $e_\alpha, \phi_\alpha$ (see (12)) are well defined for all $t \in [0, \tau_{max})$.

Let us also define $\zeta_e := k_{\epsilon_1} \sigma_e$ and $\zeta_\phi := e_\phi + \frac{k_{\epsilon_2}}{k_{\epsilon_1}} \sigma_\phi$ and consider the candidate Lyapunov function:

\[V := \frac{1}{2} \sigma^2 + \frac{k_{\epsilon_1}}{k_{\epsilon_1}} \zeta_e^2 + \frac{k_{\epsilon_2}}{k_{\epsilon_1}} \zeta_\phi^2.\]  

Differentiating $V$ along the local solution $\chi(t)$, for all $t \in [0, \tau_{max})$ yields:

\[\dot{V} = \sigma_e \dot{\xi}_e + \sigma_\phi \dot{\xi}_\phi + \frac{k_{\epsilon_1}}{k_{\epsilon_1}} \zeta_e \left( \frac{J_{\xi_e}}{\rho_e} \dot{\xi}_e - \dot{\rho}_e \xi_e \right) + \frac{k_{\epsilon_2}}{k_{\epsilon_1}} \zeta_\phi,\]

where $J_{\xi_e} := J_{\xi_e}$ and $J_{\xi_\phi} := J_{\xi_\phi}$. Invoking the inverse logarithmic function from (13) and substituting (6), we obtain:

\[\dot{V} = \sigma_e \tanh(\xi_e) + \sigma_\phi \tanh(\xi_\phi) + \frac{k_{\epsilon_1}}{k_{\epsilon_1}} \frac{J_{\xi_e}}{\rho_e} \cos(\theta) V_a - k_{\epsilon_1} \zeta_e \left( \frac{J_{\xi_e}}{\rho_e} \cos(\epsilon) \sin(\theta) V_a + \frac{k_{\epsilon_2}}{k_{\epsilon_1}} \zeta_e \xi_e + \frac{k_{\epsilon_2}}{k_{\epsilon_1}} \zeta_\phi \phi_\phi \right) \]

\[+ \frac{k_{\epsilon_1}}{k_{\epsilon_1}} \xi_e \xi_\phi w_e(\epsilon, \phi, t) + \frac{k_{\epsilon_1}}{k_{\epsilon_1}} \xi_\phi \phi_\phi \xi_\phi w_\phi(\phi, \phi, t),\]  

where $J_{\xi_e}$ and $J_{\xi_\phi}$ are the Jacobians of $\xi_e$ and $\xi_\phi$ with respect to $\epsilon$ and $\phi$, respectively.
where \( w_ε(ε, t) := \frac{1}{ρ(ε)} (f_ε(ε, t) - \dot{c}_ε(t) + \lambda_ε(ε - \dot{c}_ε(t) - ρ_ε(ε)(x_ε(t)))) \) and \( w_φ(φ, t) := \frac{1}{ρ_φ(φ)} (f_φ(φ, t) - \dot{c}_φ(t) + \lambda_φ(φ - \dot{c}_φ(t) - ρ_φ(φ)(x_φ(t)))) \). For the third and fourth terms in the aforementioned expression we obtain:

\[
k_{ε_ε} C_ε \left[ \frac{R_{ε_ε}}{R_{ε_φ}} \right] \left[ \begin{array}{c} \cos(θ) \sin(θ) \\ -\cos(θ) \sin(θ) \end{array} \right] V_ε = \left[ \begin{array}{c} \cos(θ) \sin(θ) \\ -\cos(θ) \sin(θ) \end{array} \right] V_ε,
\]

which, after substituting \( θ = ε_θ + θ_φ \) and expanding the trigonometric identities, becomes:

\[
k_{ε_ε} C_ε \left[ \frac{R_{ε_ε}}{R_{ε_φ}} \right] \left[ \begin{array}{c} \cos(θ) \sin(θ) \\ -\cos(θ) \sin(θ) \end{array} \right] R_θ \left[ \begin{array}{c} \cos(θ_θ) \\ \sin(θ_θ) \end{array} \right] V_θ = 0,
\]

where

\[
R_θ := \left[ \begin{array}{cc} \cos(θ_θ) & \sin(θ_θ) \\ -\sin(θ_θ) & \cos(θ_θ) \end{array} \right].
\]

Finally, by substituting (16) as well as \( R_θ = \frac{R_ε + R_φ}{2} + \frac{R_ε - R_φ}{2} \), we obtain:

\[
k_{ε_ε} C_ε \left[ \frac{R_{ε_ε}}{R_{ε_φ}} \right] \left[ \begin{array}{c} \cos(θ) \sin(θ) \\ -\cos(θ) \sin(θ) \end{array} \right] V_ε = -\cos(ε_φ) k_{φφ}^2 \left[ \frac{R_{φφ}}{R_{φφ}} + 2 \right] - \cos(ε_φ) \cos(θ_θ^2) k_{φφ}^2 \left[ \frac{R_{φφ}}{R_{φφ}} \right] (29)
\]

Substituting (29) and (30) in (27), we obtain:

\[
\hat{V} = -σ_ε \tanh \left( k_{ε_ε} C_ε \left[ \frac{R_{ε_ε}}{R_{ε_φ}} \right] \phi_{φ\phi}^2 \frac{J_2^2}{J_1^2} \right) - \cos(ε_φ) k_{φφ}^2 \left[ \frac{R_{φφ}}{R_{φφ}} \right] (31)
\]

Moreover, from (9), (10) and (25) one concludes the boundedness of \( ε(ε) \), \( ε(φ) \), \( φ(φ) \), and hence the boundedness of the terms \( f_ε(ε) \), \( f_φ(φ) \), for all \( t \in [0, \tau_{max}] \). By invoking the boundedness of \( ε_φ \), \( φ_φ \) and their derivatives, one also concludes the boundedness of \( w_ε(ε) \), \( w_φ(φ) \) by respective bounds \( \bar{ε}, \bar{φ} \), respectively.

Additionally, by invoking | tanh(ε) | ≤ 1 and \( J_1 ≥ 1, J_2 ≥ 1 \), \( V \) becomes:

\[
V ≤ -σ_ε \tanh \left( k_{ε_ε} C_ε \left[ \frac{R_{ε_ε}}{R_{ε_φ}} \right] \phi_{φφ}^2 \frac{J_2^2}{J_1^2} \right) - \cos(ε_φ) k_{φφ}^2 \left[ \frac{R_{φφ}}{R_{φφ}} \right] (29)
\]

and

\[
\hat{V} = -σ_ε \tanh \left( k_{ε_ε} C_ε \left[ \frac{R_{ε_ε}}{R_{ε_φ}} \right] \phi_{φφ}^2 \frac{J_2^2}{J_1^2} \right) - \cos(ε_φ) k_{φφ}^2 \left[ \frac{R_{φφ}}{R_{φφ}} \right] (31)
\]

where \( \kappa_ε, \kappa_φ \) are positive constants such that \( ρ_ε(ε) := \bar{ε}_φ \frac{k_{φφ}^2}{R_{φφ}} - \bar{ε}_φ ≤ \bar{φ}_φ \frac{k_{φφ}^2}{R_{φφ}} - \bar{φ}_φ > 0 \). By also denoting \( d_ε := \frac{1}{κ_ε} w_ε + \frac{k_{ε_ε}}{κ_ε} 1 \), \( d_φ := \frac{1}{κ_φ} w_φ + \frac{k_{φφ}}{κ_φ} 1 \), \( \hat{V} \) finally becomes:

\[
\hat{V} ≤ -σ_ε \tanh \left( k_{ε_ε} C_ε \left[ \frac{R_{ε_ε}}{R_{ε_φ}} \right] \phi_{φφ}^2 \frac{J_2^2}{J_1^2} \right) - \cos(ε_φ) k_{φφ}^2 \left[ \frac{R_{φφ}}{R_{φφ}} \right] (29)
\]

and

\[
\hat{V} = -σ_ε \tanh \left( k_{ε_ε} C_ε \left[ \frac{R_{ε_ε}}{R_{ε_φ}} \right] \phi_{φφ}^2 \frac{J_2^2}{J_1^2} \right) - \cos(ε_φ) k_{φφ}^2 \left[ \frac{R_{φφ}}{R_{φφ}} \right] (31)
\]

for all \( t \in [0, \tau_{max}] \). Therefore, we conclude that there exist positive constants \( \kappa_ε, \kappa_φ \) such that \( |φ(φ)| ≤ \bar{φ}_φ \left( \frac{k_{φφ}^2}{R_{φφ}} \right) - \bar{φ}_φ > 0 \) and \( \bar{φ}_φ := \bar{φ}_φ(ε_φ) \). By also denoting \( d_φ := \frac{1}{κ_φ} w_φ + \frac{κ_φ}{κ_φ} 1 \), \( \hat{V} \) finally becomes:

\[
\hat{V} ≤ -σ_φ \tanh \left( k_{φφ} C_φ \left[ \frac{R_{φφ}}{R_{φφ}} \right] \phi_{φφ}^2 \frac{J_2^2}{J_1^2} \right) - \cos(ε_φ) k_{φφ}^2 \left[ \frac{R_{φφ}}{R_{φφ}} \right] (29)
\]

for all \( t \in [0, \tau_{max}] \). Therefore, we conclude the boundedness of \( \hat{V}_φ \) and \( V_φ \), as designed in (14) and (15), respectively. Based on (25), one also concludes the boundedness of \( \hat{V}_φ \) for all \( t \in [0, \tau_{max}] \). Differentiating (14) and invoking (15), one may conclude the boundedness of \( \hat{V}_φ \) for all \( t \in [0, \tau_{max}] \) as well.

Subsequently, following a similar line of proof, consider the function \( \hat{V}_φ := \frac{1}{ρ_φ} |φ_φ| \), where \( ε_φ := T(φ_φ) \). Differentiating and substituting \( \hat{V}_φ = φ_φ \), we obtain:

\[
\frac{d}{dt} = J_1 \hat{V}_φ \left( |φ_φ| \left( 2k_φ |φ_φ| - d_φ \right) \right)
\]
for all \( t \in [0, \tau_{\text{max}}] \), where \( J_{t_0} := J_T(\xi_0) \), and \( \delta_0 \) is a positive and finite constant satisfying \( \delta_0 > |\epsilon_0(t) - \theta_0(t)\xi_0(t)| \), for all \( t \in [0, \tau_{\text{max}}] \). Hence, we conclude that \( \dot{V}_B < 0 \) when \( |\epsilon| \geq \frac{\delta_0}{k_2} \), from which we deduce that there exists a positive and finite constant \( \delta_0 \) such that \( |\epsilon_0(t)| \leq \delta_0 \) for all \( t \in [0, \tau_{\text{max}}] \), which further implies that:

\[
|\xi_0(t)| \leq \delta_0 := \tanh(\delta_0) < 1, \tag{35}
\]

and that \( \omega(t) \) remains bounded, which, in view of (35), also implies the boundedness of \( \hat{\theta} \) for all \( t \in [0, \tau_{\text{max}}] \). Differentiating \( \omega \) and invoking (35) one may also conclude the boundedness of \( \dot{\omega}(t) \) for all \( t \in [0, \tau_{\text{max}}] \).

Finally, we consider the function \( V_\omega := \frac{1}{2} \varepsilon_\omega^2 \), with \( \varepsilon_\omega := T(\xi_\omega) \), which, after differentiating and substituting (6), (20), yields:

\[
\dot{V}_\omega = -|\varepsilon_\omega| \frac{J_{t_0}}{\rho_\omega} (2k_\omega c|\varepsilon_\omega| - d_\omega) ,
\]

for all \( t \in [0, \tau_{\text{max}}] \), where \( J_{t_0} := J_T(\xi_0) \), and \( d_\omega \) is a positive and finite constant satisfying \( \rho_\omega > |f_\omega(\theta(t), \hat{\theta}(t)) - \omega(t) - \dot{\omega}(t)\xi_\omega(t)| \), for all \( t \in [0, \tau_{\text{max}}] \), where we have used the properties of \( f_\omega(\cdot) \) to conclude its boundedness from the boundedness of \( \theta(t), \hat{\theta}(t) \). Hence, we conclude that \( \dot{V}_\omega < 0 \) when \( |\varepsilon| \geq \frac{\rho_\omega}{k_2} \), from which we deduce that there exists a positive and finite constant \( \varepsilon_\omega \) such that \( |\varepsilon_\omega(t)| \leq \varepsilon_\omega \) for all \( t \in [0, \tau_{\text{max}}] \), which further implies that:

\[
|\xi_\omega(t)| \leq \varepsilon_\omega := \tanh(\varepsilon_\omega) < 1, \tag{36}
\]

as well as the boundedness of \( V_{\omega} \), as designed in (20), for all \( t \in [0, \tau_{\text{max}}] \).

What remains to be shown is that \( \tau_{\text{max}} = \infty \). Towards that end, note that (33), (35), and (36) imply that \( (\chi(t), t) \) remain in a compact subset of \( \Omega \), i.e., there exists a positive constant \( \delta \) such that \( d_\delta((\chi(t), t), \partial \Omega) \geq \delta > 0 \), for all \( t \in [0, \tau_{\text{max}}] \). Since all closed-loop signals have been already proved bounded, it holds that \( \lim_{t \to \tau_{\text{max}}^+} \left( \|\chi(t)\| + \frac{1}{2\rho_1(\chi(t), t)} \right) \leq \delta \) for some finite constant \( \delta \), and hence direct application of Theorem 2 dictates that \( \tau_{\text{max}} = \infty \), which concludes the proof.

Remark 4. From the aforementioned proof it can be deduced that the proposed control scheme achieves its goals without resorting to the need of rendering the ultimate bounds \( \varepsilon_\varepsilon, \varepsilon_\phi, \varepsilon_\theta, \varepsilon_\omega \) of the modulated errors \( \varepsilon_\varepsilon, \varepsilon_\phi, \varepsilon_\theta, \varepsilon_\omega \) arbitrarily small by adopting extreme values of the control gains \( k_{\varepsilon}, k_{\phi}, k_{\theta}, k_{\omega} \). More specifically, notice that (33), (35), and (36) hold no matter how large the finite bounds \( \varepsilon_\varepsilon, \varepsilon_\phi, \varepsilon_\theta, \varepsilon_\omega \) are and regardless of the choice of the control gains. In the same spirit, large uncertainties involved in the nonlinear model (6) can be compensated, as they affect only the size of these bounds through \( D \) and \( d_\omega \), but leave unaltered the achieved stability properties. Hence, the actual performance given in (3), which is solely determined by the designer-specified performance functions \( \rho_\varepsilon(t), \rho_\phi(t), \rho_\theta(t), \rho_\omega(t) \), and \( \rho_\omega(t) \), becomes isolated against model uncertainties, thus extending greatly the robustness of the proposed control scheme. The only conditions that we impose consist in the initial constraints (21), (22), which are necessary for the initial compliance with the performance functions as well as the containment of \( \epsilon(t) \) in \((-\bar{\pi}, \bar{\pi})\). Given the initial errors \( s_{\varepsilon}(0), s_{\phi}(0), s_{\theta}(0), s_{\omega}(0) \), which can be measured at \( t = 0 \), one can choose the initial value of the performance functions \( \rho_{\varepsilon}(0), \rho_{\phi}(0), \rho_{\theta}(0), \rho_{\omega}(0) \), respectively, such that (22) hold; note that the feasibility of (22) is guaranteed by (21). Finally, it should be noted that (21b) can be satisfied by appropriately choosing \( \lambda_\varphi \); substitution of (7) in (21b) yields two second-order algebraic inequalities with respect to \( \lambda_\varphi \), which lead to new conditions regarding the initial errors \( \epsilon(0) - \epsilon_{\alpha}(0) \), \( \epsilon(0) - \epsilon_{\delta}(0) \) as well as design specifications for \( \lambda_\varphi \). Such conditions, along with (21a), contribute to a conservative estimate of the region of attraction of the closed-loop system.

Explicit derivations are beyond the scope of the paper and consist part of our future work.

Remark 5. Note that the intermediate control signal \( \theta_\varepsilon(t) \), designed in (14), encounters a singularity when \( k_{\varepsilon} \varepsilon_\varepsilon + k_{\phi} \sigma_\phi = k_{\phi} \varepsilon_\phi + k_{\theta} \sigma_\theta = 0 \). However, such singularity can be easily alleviated in practical scenarios by appropriately selecting the performance function \( \rho_{\varepsilon} \) as well as the initial value of the integrator \( \sigma_{\phi,0} \). More specifically, notice first that the sign of \( \varepsilon_\phi \) coincides with the signs of \( s_{\varepsilon} \) and \( \varepsilon_\phi \). Therefore, one could select asymmetric performance functions (see Remark 7), restricting the evolution of \( s_{\varepsilon}(t) \) in a set of the form \((0, \bar{\Gamma})\) if \( s_{\varepsilon}(0) \geq 0 \) or \((-\bar{\Gamma}, 0)\) if \( s_{\varepsilon}(0) < 0 \), where \( \bar{\Gamma} \) is a positive constant satisfying (22a) and (22c). Hence, by also setting \( \sigma_{\phi,0} \) such that \( \sigma(\sigma_{\phi,0}) = \sigma(s_{\varepsilon}(0)) \), we guarantee that \( s_{\varepsilon}(t) \) converges to the (arbitrarily small) residual set defined by \( \rho_{\varepsilon,\infty} \).

Remark 6. It should be noted that the selection of the control gains affects both the quality of evolution of the errors \( s_{\varepsilon}, s_{\phi} \) within the corresponding performance envelopes as well as the control input characteristics. Additionally, fine tuning might be needed in real-time scenarios, to retain the required control input signals within the feasible range that can be implemented by the actuators. Similarly, the control input constraints impose an upper bound on the required speed of convergence of \( \rho_{\varepsilon}(t), \rho_{\phi}(t) \), as obtained by the exponentials \( \exp(-\lambda_\varepsilon t) \) and \( \exp(-\lambda_\phi t) \), respectively. Hence, the selection of the control gains \( k_{\varepsilon}, k_{\phi}, k_{\theta}, k_{\omega} \) can have positive influence on the overall closed loop system response. More specifically, notice that \( D, \delta_\varepsilon, \delta_\phi \) provide implicit bounds on \( \varepsilon_\varepsilon, \varepsilon_\phi, \varepsilon_\theta, \varepsilon_\omega \). Therefore, invoking (14), (15), (18), (20), and (33), we can select the control gains such that \( V_J \) and \( V_B \) are retained within certain bounds. Nevertheless, the constants \( D \) and \( d_\omega \) involve the parameters of the model and the external disturbances. Thus, an upper bound of the dynamic parameters of the system as well as of the exogenous disturbances should be given in order to extract any relations between the achieved performance and the input constraints.
V. SIMULATION RESULTS

This section is devoted to the validation of the proposed scheme via a comparative simulation study, with a recent work on Continuous Twisting Algorithms (CTA). More specifically, (32) considers the set-point regulation problem using linearization around the desired equilibrium and employing appropriately designed observers for the state derivatives. Moreover, the control scheme is shown to be robust to actuator faults of the form of voltage drop. Notice that such faults in both motors equally can be compensated by our control scheme, since the constants $a, b, c$ in (6) that could be considered strictly positive, piece-wise constant functions of time (representing uncertain actuator dynamics and faults) are not employed anywhere in the control design, thus leaving unharmed the closed loop system robustness.

The simulation study consists of two scenarios. Firstly, we considered a nominal case without any external disturbances affecting the dynamics. Subsequently, we consider a perturbed case with sinusoidal disturbances of frequency $0.5 \text{rad/sec}$ and amplitude $0.25, 0.2$ and $0.1$ for the elevato pitch and travel dynamics, respectively. Moreover, the value of the parameters that were considered while linearizing the dynamics in (32) deviated up to $10\%$ from their actual simulated values (notice that our method does not employ the parameters of the dynamic model and therefore is robust by construction against such type of uncertainties). In both cases, the goal was to drive the system to $(\epsilon, \phi) = (0, 0)$ from the initial condition $(\epsilon(0), \phi(0)) = (\frac{\pi}{2}, \frac{\pi}{3})$. For the proposed PPC scheme we imposed prescribed performance via the exponential decaying functions $\rho_{\epsilon}(t) = |(\epsilon(0)) + 0.5 - \frac{\pi}{180}| \exp(-t) + \frac{\pi}{180}$, $\rho_{\phi}(t) = |(\phi(0)) + 0.5 - \frac{\pi}{180}| \exp(-t) + \frac{\pi}{180}$, whereas the control parameters were chosen as $\lambda_{\epsilon} = \lambda_{\phi} = 1, k_{x_1} = 2, k_{x_2} = k_{x_3} = k_{y} = 2, k_{s_1} = 10, k_{s_2} = 0.01, \sigma_{\epsilon, \phi} = 0.01$. The control parameters of (32) were chosen as $k_{11} = 5, k_{12} = 5, k_{13} = 0.1, k_{14} = 0, k_{21} = 10, k_{22} = 10, k_{23} = 15, k_{24} = 0.3, k_{25} = 0, k_{26} = 0, c = 0.5, \lambda_{\epsilon} = 1.1, \lambda_{\phi} = 1.5, \lambda_{3} = 3, \lambda_{\phi} = 5$, and $L = I_3$.

Finally, the actuator faults that were simulated corresponded to $25\%$ voltage drop in both motors for all $t \in [5, 10]$ sec.

The results are shown in Fig. 4 where the evolution of the elevation and travel errors $\epsilon(t) - \epsilon_d(t)$ and $\phi(t) - \phi_d(t)$ is depicted during the first $20$ seconds for the proposed PPC and the CTA schemes. In the nominal case, notice that both control schemes establish convergence of the respective errors to zero. In the perturbed case, however, the CTA scheme fails to sustain the stability of the closed-loop system, showing thus large sensitivity in dynamic uncertainties; this can be attributed to the strong reliance of the CTA scheme on the system dynamics. On the other hand, the PPC scheme achieves convergence of the errors to zero even in the perturbed case, verifying the robustness properties exhibited by the theoretical analysis. Furthermore and in order to show the robustness of the proposed PPC scheme, we conducted extra computer simulations for tracking of time-varying reference trajectories using different combinations of the control parameters. The reference elevation and travel trajectories to be tracked were chosen as $\epsilon_d(t) = \frac{15\pi}{180} \sin \left(\frac{2\pi}{15} t\right) + \frac{25\pi}{180} \text{ rad}$, $\phi_d(t) = \frac{40\pi}{180} \sin \left(\frac{2\pi}{45} t\right) \text{ rad}$. The prescribed performance was imposed via the exponentially decaying performance functions $\rho_{\epsilon}(t) = (1.5 - \frac{\pi}{180}) \exp(-t) + \frac{\pi}{180}$, $\rho_{\phi}(t) = (1.2 - \frac{\pi}{180}) \exp(-t) + \frac{\pi}{180}$, $\rho_{\phi}(t) = \frac{\pi}{2} \exp(-t) + \frac{\pi}{180}$, and $\rho_{\phi}(t) = (\epsilon(0)) + 0.5 - \frac{\pi}{180} \exp(-t) + \frac{\pi}{180}$. Regarding the control parameters, we considered the five cases shown in Table 4. Finally, for each one of these cases, we chose randomly generated initial conditions for $\epsilon(0)$ and $\phi(0)$ in the interval $(-\pi, \pi)$.

The results are shown in Figs. 5-7 for $15$ seconds. In particular, Fig. 5 illustrates the closed-loop signals $s_{\epsilon}(t), s_{\phi}(t), c_{\epsilon}(t)$, along with the respective performance functions $\rho_{\epsilon}(t), \rho_{\phi}(t), \rho_{\phi}(t)$, and Fig. 6 depicts $\epsilon_d(t)$ along with the performance functions $\rho_{\phi}(t)$. Finally, Fig. 7 shows the evolution of the control inputs $V_{\epsilon}(t), V_{\phi}(t)$. It can be concluded from the figures that the errors satisfy the prescribed performance bounds and all closed-loop signals remain bounded, regardless of the control gains’ selection. Such a result verifies the
theoretical findings, according to which the performance of the closed-loop system is isolated from the unknown terms of the dynamics and the control gains selection; the latter only affect the evolution of the errors in the performance envelopes as well as the magnitude of the resulting control input, as can be verified from the figures. Note also that the proposed control scheme compensates for the imposed actuator faults, resulting in the abrupt changes of the control inputs shown in the right part of Fig. 7 (t = 5 and t = 10).

VI. EXPERIMENTAL RESULTS

We performed an experimental validation of the proposed methodology on a 3-DOF helicopter by Quanser (see Fig. 1). The proposed control algorithm was implemented in Simulink on a PC connected to the helicopter’s control unit. The communicated signals consisted of appropriate feedback from the helicopters’ onboard sensory system, i.e., the elevation, travel, and pitch angles (the corresponding velocities were calculated numerically by differentiation), as well as the motor voltages $V_f$, $V_b$ that were calculated by the proposed algorithm as $V_f = \frac{V_0}{2} + \frac{V_b}{2}$ and $V_b = \frac{V_0}{2} - \frac{V_f}{2}$ and then were implemented by the power electronics unit.

The reference elevation and travel trajectories to be tracked were chosen as $\epsilon_d(t) = \frac{12\pi}{180} \sin \left( \frac{2\pi}{180} t \right) + \frac{25\pi}{180}$ rad, $\phi_d(t) = \frac{30\pi}{180} \sin \left( \frac{30\pi}{180} t \right)$ rad. The prescribed performance was imposed via the exponentially decaying performance functions $\rho_c(t) = \frac{17\pi}{180} \exp(-0.3t) + \frac{10\pi}{180}$, $\rho_b(t) = \frac{10\pi}{180} \exp(-0.2t) + \frac{15\pi}{180}$, $\rho_q(t) = \frac{13\pi}{180} \exp(-0.5t) + \frac{25\pi}{180}$, and $\rho_\phi(t) = \frac{35\pi}{180} \exp(-0.5t) + \frac{15\pi}{180}$. The control parameters were chosen as $\lambda_c = 2$, $\lambda_b = 1$, $k_{c1} = 0.75$, $k_{c2} = 50$, $k_{b1} = 0.5$, $k_{b2} = 0.1$, $k_q = k_\phi = 1$, $\sigma_{c,0} = -1$, and $\sigma_{b,0} = 0$. Finally, the initial pose and velocity of the helicopter was $\epsilon(0) = \epsilon(0) = \theta(0) = \dot{\theta}(0) = \phi(0) = \dot{\phi}(0) = 0$, creating the initial conditions $s_c(0) = -0.983$, $s_b(0) = -0.219$, $c_c(0) = 0.046$, and $c_b(0) = 0.0586$. We stress that, since the problem studied in this paper is tracking of a time-varying trajectory, the values of the initial errors do not affect the performance of the closed-loop system, since the dynamics of the trajectory to be tracked tend to disturb it from its initial position.

The results are depicted in Figs. 8-11 during the first 80 seconds of the experiment. In particular, Fig. 8 shows the evolution of the elevation and travel signals $\epsilon(t)$, $\phi(t)$ along with the reference signals $\epsilon_d(t)$, $\phi_d(t)$. Moreover, Fig. 9 shows the evolution of the sliding surface errors $s_c(t)$ and $s_b(t)$ along

---

**TABLE I**

| Case | $k_{c1}$ | $k_{c2}$ | $k_{b1}$ | $k_{b2}$ | $k_q$ | $k_\phi$ |
|------|---------|---------|---------|---------|------|--------|
| Case 1 | 1       | 1       | 1       | 1       | 1    | 1      |
| Case 2 | 3       | 2       | 3       | 2       | 2    | 10     |
| Case 3 | 2       | 1       | 1       | 1       | 5    | 20     |
| Case 4 | 4       | 4       | 1       | 1       | 2    | 15     |
| Case 5 | 1       | 1       | 4       | 4       | 2    | 15     |

[https://www.quanser.com/products/3-dof-helicopter/](https://www.quanser.com/products/3-dof-helicopter/)
In this paper, we proposed a robust control protocol for the trajectory tracking of a 3-DOF helicopter by using the Prescribed Performance methodology. Certain user-defined functions dictate the transient and steady-state response of the system. The proposed methodology was validated using extensive simulation and experimental results. Future efforts will be devoted towards extending the presented framework to more general classes of underactuated vehicles as well as considering multi-agent scenarios.

VII. CONCLUSIONS

In this paper, we proposed a robust control protocol for the trajectory tracking of a 3-DOF helicopter by using the Prescribed Performance methodology. Certain user-defined functions dictate the transient and steady-state response of the system. The proposed methodology was validated using extensive simulation and experimental results. Future efforts will be devoted towards extending the presented framework to more general classes of underactuated vehicles as well as considering multi-agent scenarios.
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