A Machine Translation

A.1 Detailed Experimental Settings

For Zh-En, we segmented Chinese data using ICT-CLAS\(^1\). We limited the maximum sentence length to 50 tokens. For En-De and En-Ro, we did not filter out the sentence length for En-De and En-Ro. We applied byte pair encoding (Sennrich et al., 2016, BPE) to segment all sentences with merge operations of 32K. All out-of-vocabulary words were mapped to a distinct token `<UNK>`.

We used the Adam optimizer (Kingma and Ba, 2014) with \(\beta_1 = 0.9, \beta_2 = 0.98, \text{and } \epsilon = 10^{-9}\). We used the same learning rate schedule strategy as (Vaswani et al., 2017) with 4,000 warmup steps. The training batch consisted of approximately 25,000 source tokens and 25,000 source and target tokens. Label smoothing of the value of 0.1 (Szegedy et al., 2016) was used for training.

We trained our models for 100k steps on single GTX 1080ti GPU.

For evaluation, we used beam search with a width of 4 with length penalty of 0.6 (Wu et al., 2016). We did not apply checkpoint averaging (Vaswani et al., 2017) on the parameters for evaluation. The translation evaluation metric is case-insensitive BLEU (Papineni et al., 2002) for Zh-En\(^2\), and case-sensitive BLEU for En-De and En-Ro\(^3\), which are consistent with previous work.

A.2 Effect of Hyperparameters

To examine the effects of different hyperparameters of the proposed model, we list the results of different settings of the dimension and the number of the capsules, and the number of routing iteration in Table 1.

We observe that increasing the dimension or the number of capsules does not bring better performance. We attribute these results to the sufficient expressive capacity of medium scales of the capsules. Likewise, the BLEU score goes up with the increase of the number of iterations, while it turns to decrease after the performance climb to the peak at the best setting of 3 iterations. The number of routing iteration affects the estimation of the agreement between two capsules. Hence, redundant iterations may lead to over-estimation of the agreement, which has also been revealed in Dou et al. (2019).

A.3 Visualization

We show two more examples of visualization of the assignment probabilities of the guided dynamic routing mechanism in Figure 2.

B Abstract Summarization

Abstract summarization is another prevalent sequence-to-sequence task, which aims to find a short, fluent and effective summary from a long text article (Chang et al., 2018). Intuitively, discarding redundant contents in the source article is important for abstract summarization, which could be achieved by our proposed redundant capsules. Moreover, figuring out which parts of the source article have been summarized completely and which have not yet should be also explicitly modeled for abstract summarization.

\(^1\)http://ictclas.nlpir.org/
\(^2\)https://github.com/moses-smt/mosesdecoder/blob/master/scripts/generic/multi-bleu.perl
\(^3\)https://github.com/awslabs/sockeye/tree/master/contrib/sacrebleu
(a) An example of guided dynamic routing. The orderings of the source sentence in Chinese and the English translation are non-monotonic. For example, after the target word “supply” has been generated in the intermediate of the translations, the assignment probabilities of its corresponding source word “供给”, near the end of the source sentence, changes from the \textsc{Past} to the \textsc{Future}.

(b) Another example. An interesting case is related to “unware”, which has a source counterpart of three Chinese words (“毫无”, “所”, and “知”). When it has been generated, the assignment probabilities of the words in its counterpart phrase change from \textsc{Past} to the \textsc{Future} simultaneously.

Figure 2: Visualization of the assignment probabilities of the iterative guided dynamic routing. For each translation word, the three columns represent the probability assigning to \textsc{Past}, \textsc{Future} or redundant capsule, respectively. Green frames indicate that the assignment probabilities of source words change from \textsc{Past} at the beginning to \textsc{Future} in the end. Red frames highlight the changes before and after a specific word’s generation.

\begin{table}[h]
\centering
\begin{tabular}{l|c|c|c|c}
#pairs & Part I & Part II & Part III & #pairs (score ≥ 3 ) \\
\hline
2,400,591 & 10,666 & 1,106 & 8,685 & 725 \\
\end{tabular}
\caption{Statistics of the LCSTS dataset.}
\end{table}

B.1 Experimental Settings

\textbf{Dataset} \hspace{1cm} We conduct experiments on the LCSTS dataset (Hu et al., 2015) to evaluate our proposed model for abstract summarization. This dataset contains a large number of short Chinese news articles with their headlines as the short summaries collected from Sina Weibo, a Twitter-like microblogging website in China. As shown in Table 1, this dataset is composed of three parts. Part I contains a large number of 2,400,591 pairs of (article, summary). Part II and III contain not only text data but also manually rated scores from 1 to 5 for the quality of summaries in terms of their relevance to the source articles. We follow Hu et al. (2015) to use Part I as the training set, and the subset scored from 3 to 5 of Part II and Part III as the development set and testing set.

\textbf{Training and evaluation} \hspace{1cm} Following Hu et al. (2015), we conducted experiments based on character. We set the vocabulary size to 4,000 for both source and target sides. We used the Transformer as our baseline system. Model configurations and other training hyperparameters are the same as machine translation tasks. For evaluation, we used beam search with a width of 10 without length penalty. We report three variants of recall-based ROUGE (Lin, 2004), namely, ROUGE-1 (unigrams), ROUGE-2 (bigrams), and ROUGE-L (longest-common substring).

B.2 Results

Table 2 shows the results of existing systems and our proposed model. We observe that our proposed model outperforms the Transformer baseline system by a significant margin. As we expected, the redundant capsules are vital for abstract summarization task, in which summary is
| Model                     | R-1   | R-2   | R-L   |
|---------------------------|-------|-------|-------|
| RNN+context (Hu et al., 2015) | 29.9  | 17.4  | 27.2  |
| CopyNet (Gu et al., 2016)  | 34.4  | 21.6  | 31.3  |
| Distraction (Chen et al., 2016) | 35.2  | 22.6  | 32.5  |
| DGRD (Li et al., 2017)     | 36.99 | 24.15 | 34.21 |
| MRT (Ayana et al., 2016)   | 37.87 | 25.43 | 35.33 |
| WEAN (Ma et al., 2018)     | 37.80 | 25.60 | 35.20 |
| AC-ABS (Li et al., 2018)   | 37.51 | 24.68 | 35.02 |
| Transformer (Chang et al., 2018) | 40.49 | 26.83 | 37.32 |
| +HWC (Chang et al., 2018)  | 44.38 | 32.26 | 41.35 |
| Transformer               | 40.18 | 25.76 | 35.09 |
| Ours                      | 43.85 | 29.57 | 39.10 |
| - redundant capsules      | 42.43 | 28.17 | 37.66 |

Table 2: ROUGE scores on LCSTS abstract summarization task.

required to be short and concise by discarding tons of less important contents from the original article. Our model also beats most of the previous approaches except the model of Chang et al. (2018), which benefit from a hybrid word-character vocabularies of max size (more than 900k entries) and data cleaning. We expect our model to benefit from these improvements as well. In addition, our model does not rely on any extraction-based methods, which are designed for abstract summarization task to extract relevant parts from the source article directly (e.g., CopyNet (Gu et al., 2016)). Our method may achieve further gains by incorporating these task-specific mechanisms.
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