ABSTRACT

Two main challenges in recommender systems are modeling users with heterogeneous taste, and providing explainable recommendations. In this paper, we propose the neural Attentive Multi-Persona Collaborative Filtering (AMP-CF) model as a unified solution for both problems. AMP-CF breaks down the user to several latent personas (profiles) that identify and discern the different tastes and inclinations of the user. Then, the revealed personas are used to generate and explain the final recommendation list for the user. AMP-CF models users as an attentive mixture of personas, enabling a dynamic user representation that changes based on the item under consideration. We demonstrate AMP-CF on five collaborative filtering datasets from the domains of movies, music, video games and social networks. As an additional contribution, we propose a novel evaluation scheme for comparing the different items in a recommendation list based on the distance from the underlying distribution of “tastes” in the user’s historical items. Experimental results show that AMP-CF is competitive with other state-of-the-art models. Finally, we provide qualitative results to showcase the ability of AMP-CF to explain its recommendations.
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1 INTRODUCTION

Collaborative Filtering (CF) methods model users’ taste and inclinations based on user-item interactions. Often, a user is represented by a single latent vector that encodes all of the user’s different interests. For example, suppose the user likes both horror movies as well as comedies, the latent user representation should represent a positive inclination towards movies of both genres. At prediction time, both comedies and horror movies will receive high scores, but there is no easy way to distinguish between items from each genre, or explain the reason for each item recommendation. Moreover, in some cases, the more dominant genre may overtake the entire recommendation list. To mitigate this, additional diversity enhancing mechanisms are often added on top of the original CF model in order to ensure that both types of movies are properly represented within the list of recommendations [26].

In the example above, we have used known movie genres (Comedy and Horror) to indicate two groups of user tastes or “personas”. In the general case, a user can have multiple latent personas that could not always be labeled as distinct genres. However, we assume that user interests are not monolithic and should be represented by several distinct personas, each corresponding to a different taste. This concept is somewhat related to a well-known dilemma in recommendations literature known as the accuracy-vs-diversity tradeoff [32]. However, “diversity” implies that the items in the recommendation lists should be different from each other (diversified). In this work, on the other hand, we wish to identify and discern the users’ different tastes and inclinations. Our goal is to learn the correct distribution of tastes per user and the contribution or importance of each persona when different items are considered. Then, when generating a recommendation list for the user, each recommendation is associated with the user persona that best explains it.

We present Attentive Multi-Persona Collaborative Filtering (AMP-CF). AMP-CF is an explainable recommender system that models a user via an attentive mixture of personas that discerns and captures the user’s different inclinations, and explain each recommendation in the final recommendation list. Using a novel attention mechanism, the distinct user personas are dynamically weighted and combined to generate a single attentive user representation that depends on the candidate item (the item under consideration). When considering a specific item, some user personas may be indifferent to the item, while other personas may have more distinct positive or negative affinities. The attention mechanism in AMP-CF determines the “importance” of each persona w.r.t. the specific
item and the attentive user representation dynamically updates accordingly. Thus, the AMP-CF model facilitates a type of contextual user representation: while the user personas are static at prediction time, the resulting user representation dynamically changes based on the item under consideration. Arguably, this approach better emulates the way human beings actually assess items - different characteristic components of our taste profile contribute differently in reaction to different items under consideration. Moreover, the dominant characteristics are the ones that best explain our final choices.

It is true that “traditional” single-persona user representations have the ability to encode multiple tastes through the use of orthogonal latent dimensions. However, there is no easy way to distinguish and identify the distinct tastes. In this work, we separate the traditional user representation into several latent personas, each representing a different inclination. As an additional contribution, we introduce a new evaluation procedure named Taste Distribution Distance (TDD). TDD compares the distribution of “tastes” in a recommendation list with that of the user’s interests based on her historical items. Importantly, TDD is different than diversity. While diversity concerns with how different the recommended items are from one another, TDD measures the ability of the recommendation list to proportionally match the user’s full range of interests.

We present extensive experimental results that demonstrate the effectiveness of AMP-CF on five different CF datasets in the domains of movies, music, video games, and social networks. We show that AMP-CF outperforms state-of-the-art models both in terms of accuracy as well as in terms of TDD. Finally, we provide qualitative results that demonstrate the ability of AMP-CF to explain each recommended item based on the most relevant persona.

2 RELATED WORK

Early CF models have focused on explicit ratings, where a user actively rates the items (e.g., on a 1-5 star scale) [37]. Notably, learning user and item embeddings via Matrix Factorization (MF) techniques [25] have gained much attention following the seminal Netflix Prize competition [9]. Over the years, research has shifted towards implicit datasets, where indirect user preferences are modeled (e.g., clicks or a purchase) [28, 30].

Neural embedding research [2, 3, 5–8, 12, 29] has been a catalyst for new approaches in recommender systems. Salakhutdinov et al. [33] have pioneered Restricted Boltzmann Machines (RBMs) for CF. In More recently, autoencoders have been popularized for recommender systems [27, 34, 38]. He et al. [21] proposed the popular Neural Collaborative Filtering model (NCF, also termed NeuMF), NCF employs a fusion between Generalized Matrix Factorization (GMF) and Multilayer Perceptron (MLP) for predicting the user-item relations. This model was also shown to outperform many strong CF baselines such as eALS [22], BPR [31], ItemKNM [37], and recently even memory-network models such as CMN [17].

Attentional recommendation models have been described in several earlier works such as Attentive CF [13], Neural Attentive Multi-view Machines [4], DeepICF [39], and Attentive Item2vec [3]. These works model users as a set of item vectors. In contrast, a unique property of AMP-CF is its ability to represent a user by a unique set of personas. The user personas are weighted w.r.t to the specific target item under consideration in order to dynamically produce the final user representation.

Additional line of research is concerned with learning a sequence of user activities. For example, Convolutional Sequence Embedding Recommendation (Caser) [35] is an algorithm for modelling user sessions. In other cases, temporal data is utilized to predict the next item based on recent activity. For example, Distance Based Memory Recommender (SDMR) [36] is not a sequential model, but it does utilize recent activities as contextual side-information. The contribution and the focus of this work is different from these models, as AMP-CF does not utilize any temporal information. Hence, we do not evaluate against these models and leave the entire question of temporal data for future work.

3 ATTENTIVE MULTI-PERSONA COLLABORATIVE FILTERING

In this section, we describe the AMP-CF model in detail. Let $I = \{i\}_{i=1}^N$ and $J = \{j\}_{j=1}^M$ be the sets of identifiers corresponding to the users and items, respectively. An item $j$ is represented by a latent vector $v_j \in \mathbb{R}^d$. A user $i$ is represented by a multi-persona matrix $U_i \in \mathbb{R}^{r \times d}$. The $k$-th row in $U_i$, denoted by $u_{ik}$, represents the $k$-th persona of user $i$.

Let $A^u \in \mathbb{R}^{d \times d_u}$ and $A^v \in \mathbb{R}^{d_v \times d}$ be linear mappings from the user and item original feature space to the user-item attention space, and denote $\psi_k^{u} \triangleq u_k^T A^u$ and $\phi_k^{v} \triangleq A^v$, and $\psi_i$ as the user persona and item representations in the attention space, respectively. In this space, the affinities between each of the user personas and an item are computed via a general similarity function $s_{ak} : \mathbb{R}^{d_u} \times \mathbb{R}^{d_u} \rightarrow \mathbb{R}$. We denote the affinity between the $k$-th persona of user $i$ and the item $j$ by $s_{akj} \triangleq s_{ak}(\psi_k^u, \phi_j^v)$. These affinities are used to form an attentive user-item vector $x_{ij}$, which is a convex combination of the user’s personas as follows: $x_{ij} = U_i^T a_{ij} = \sum_{k=1}^r a_{ij}^k u_{ik}$, with $a_{ij}^k = \frac{\exp(s_{akj})}{\sum_{ak} \exp(s_{akj})}$. Finally, the attentive user-item similarity score $y_{ij}$ is computed as follows:

$$y_{ij} = s_{ij} + b_i,$$

where $s : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$ is a general similarity function, $s_{ij} \triangleq s(x_{ij}, \psi_i)$, and $b_i$ is the bias for the item $j$. The AMP-CF model is depicted in Fig. 1. For simplicity, in our implementation, we set both $s$ and $s_{akj}$ to the dot-product. Alternatively, these similarity functions can be set to small neural networks with non-linear activations [14, 23]. However in our experiments, this failed to yield any additional improvement, while increasing training times.

3.1 AMP-CF Training and Inference

AMP-CF is trained using a dataset of implicit user-item relations. We assume that for each user we have a set of items that she consumed. We treat these user-item pairs as positive relations and define the training set $D = \{(i, j) \mid user i consumed item j\}$. We also denote $N \subset I$ - a subset of items that are sampled from $J$ according to the unigram item distribution raised to the power of 0.5 [1]. The items in $N$ are treated as negative target items w.r.t. the user $i$. In order to encourage each persona to acquire a different taste, we calculate the entropy of the attentive scores on both the positive and negative samples and incorporate them into the
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Figure 1: The AMP-CF model architecture. See Sec. 3 for details.

Objective function. That is, for each user-item interaction \((i, j)\) our loss \(\mathcal{L}\) consists of the weighted sum of the negative log-likelihood loss \(\mathcal{L}_{ij}^{D}\), and the entropy based loss \(\mathcal{L}_{ij}^{H}\) as follows:

\[
\mathcal{L} = \sum_{(i,j) \in D} \alpha \mathcal{L}_{ij}^{D} + (1 - \alpha) \mathcal{L}_{ij}^{H},
\]

where

\[
\mathcal{L}_{ij}^{D} = - \log p(j|i) = -y_{ij} + \log \sum_{n \in N} \exp(y_{in}),
\]

\[
\mathcal{L}_{ij}^{H} \overset{\lambda p}{=} \mathcal{H}_{p}^{ij} \overset{\lambda a}{=} \mathcal{H}_{a}^{ij},
\]

and

\[
\mathcal{H}_{p}^{ij} = - \sum_{k=1}^{r} a_{ij}^{k} \log a_{ij}^{k},
\]

\[
\mathcal{H}_{a}^{ij} = - \sum_{n \in N} \sum_{k=1}^{r} a_{in}^{k} \log a_{in}^{k}.
\]

The objective in Eq. 2 can be optimized via any stochastic gradient descent method. The entropy loss \(\mathcal{L}_{ij}^{H}\) ensures that the resulting user personas are different from each other and efficiently utilized to capture the users’ distinct tastes and inclinations. The minimization of the positive entropy \(\mathcal{H}_{p}^{ij}\) causes the model to shift the full attention to only one persona for each positive example, thus helping it to acquire a specific taste. On the other hand, the the negative examples are randomly sampled and should not be attributed to any specific persona in particular. Hence, the minimization of negative entropy \(\mathcal{H}_{a}^{ij}\) is required in order to ensure that all personas take an equal part in scoring the negative examples. \(\alpha\) is a hyperparameter that controls the tradeoff between \(\mathcal{L}_{ij}^{D}\) and \(\mathcal{L}_{ij}^{H}\). Finally, at the inference phase, AMP-CF uses \(y_{ij}\) (Eq. 1) to score the similarity between user \(i\) and item \(j\).

4 EXPERIMENT SETUP AND RESULTS

In this section, we describe the evaluation process, the datasets, data preparation, hyperparameter configuration, and present the results.

4.1 Datasets and Data Preparation

Five public datasets are considered. Dataset statistics are presented in Tab. 1. We filtered and processed these datasets as follows:

**MovieLens 100K (ML100K):** This is a small version of the MovieLens 20M dataset [19] containing 100K user-movie ratings using a 5-star scale (0.5 - 5.0). We considered all items as positive examples and filtered users with less than two items.

**MovieLens 1M (ML1M):** This is another version of the MovieLens 20M dataset [19] containing 1M user-item ratings. The preprocessing of this dataset was done in the same manner as the ML100K dataset.

**Pinterest:** This implicit feedback dataset [18] was constructed by [21] for evaluating content-based image recommendation. We
followed [21] and constructed the training set such that each user has at least 20 positive interactions.

**Amazon Video Games:** This dataset [20] contains Amazon video games ratings on a 5-star scale (1.0 - 5.0). The preparation of the data was done in the same manner as the ML100K dataset.

**Yahoo! Music:** This dataset [15] contains user-artist ratings on a 100-score integer scale (0 - 100), with a special score of 255 given to songs that were extremely disliked. The preparation of the data was done in the same manner as the ML100K dataset.

### 4.2 Evaluation Measures and Protocols

The first part of our evaluations share a similar experimental setup as in previous works [17, 21]: We reserve the last item of each user for the test set, and the rest of the items are used for training the user personas and item representations. We compute and report the Hit Ratio at 10 (HR@10) and Normalized Discounted Cumulative Gain at 10 (NDCG@10) measures [32] averaged across users.

In the second part of our evaluation, we care about identifying users' distinct tastes and inclinations. To this end, we introduce a new evaluation procedure named Taste Distribution Distance (TDD). The idea behind TDD is to generate a "neutral" similarity space, independent of any of the evaluated models. Based on this similarity space, we wish to encode each user’s different tastes as a distribution induced by the user’s historical items and compare it to a distribution induced by the recommendation lists generated by each model under evaluation. Ideally, the distribution of tastes in the recommendation list will match the one induced by the user’s historical items.

Let $n$ and $m$ be the number of users and items, respectively. In order to compute TDD, we first form a binary interaction matrix $R \in \mathbb{R}^{m \times n}$, where each entry $R_{ij}$ is equal to 1 if the user $i$ consumed the item $j$ otherwise 0. Hence, the columns of $R$ represent items based on the users that consumed them. Next, we apply Principal Component Analysis (PCA) to reduce the dimension of the item vectors to 100, s.t. each item $j \in J$ is represented by a PCA vector $r_j \in \mathbb{R}^{100}$. Next, we applied K-Means clustering to group the items into $K = 50$ different clusters representing 50 distinct latent tastes. The TDD metric is calculated as follows: First, for each user $i$ we compute a list of the top 30 item recommendations produced by the model. Then, for each item $j$ from $i$’s recommendation list, a vector $d_{ij} \in \mathbb{R}^{50}$ is calculated by taking the cosine distance between the item and each of the 50 clusters’ means. We average the $d_{ij}$ vectors across user $i$’s recommendation list and apply a softmax function to produce a distribution vector $\tilde{d}_i$. Hence, $\tilde{d}_i$ represents the distribution of tastes induced by $i$’s recommendation list over the 50-dimensional taste space. Next, the same process is applied to user $i$’s historical items to produce the distribution vector $\tilde{t}_i$. Hence, $\tilde{t}_i$ represents a distribution over $i$’s different tastes induced by her historical items. Finally, the difference between $\tilde{d}_i$ and $\tilde{t}_i$ is measured based on the Jensen–Shannon divergence and the Helliger distance, defined respectively as follows: $JS(\tilde{d}_i, \tilde{t}_i) = \frac{1}{2} D_{KL}(\tilde{d}_i \| m_i) + D_{KL}(\tilde{t}_i \| m_i)$, and $Het(\tilde{d}_i, \tilde{t}_i) = \frac{1}{2} \sqrt{\| \tilde{d}_i - \sqrt{\| \tilde{t}_i \|^2} \|^2}$, where $m_i$ is the pointwise mean of $\tilde{d}_i$ and $\tilde{t}_i$, and $D_{KL}$ is the Kullback-Leibler divergence.

Importantly, the TDD procedure is different than simply measuring the diversity in the recommendation list. While simple diversity measures the extent in which the different items in the recommendation list are different from each other, the goal of TDD is to measure the extent in which the recommendation list corresponds with the different user tastes as reflected by the user’s historical items. For a user with multiple distinct tastes, TDD requires that the user’s recommendation list will cover all her tastes at the same proportions as in her historical items. On the other hand, for a user with a single taste, TDD prohibits diversification and requires that all recommendations will follow her one single interest. We consider TDD as an additional contribution of this work.

### 4.3 Evaluated Models

The following models participate in the evaluation:

**AMP:** The proposed model from Sec. 3. We consider several versions of AMP-CF varying by the number of personal $r \in \{2, 4, 8\}$, e.g., for $r = 2$, we denote AMP-2. We set $d = d_r = 64$ for all AMP-CF variants.

**DeepICF-a:** Deep Item Collaborative Filtering [39]. This state-of-the-art model uses a deep neural network to learn higher-order interactions and assign attention weights to the target items according to every item in a user’s training history. Following [39], we used the pretraining regime using FISM, and a latent dimension of $d = 64$. NCF: Neural Collaborative Filtering (NCF) [21] is a well-known model that was shown to significantly outperform strong baselines such as BPR [31], eALS [22] and ItemKNN [37], and recently even memory-based networks such as CMN [17]. Therefore, and due to scope limitations, we do not further report results for these models and compare our model to NCF. Following [21], we used a latent feature dimension of $d=64$ that was shown to produce the best results (we further tried 8, 16, 32, 64, and 128).

**ConvNCF:** Convolutional Neural Collaborative Filtering (ConvNCF) [16] is a state-of-the-art multi-layer convolutional neural network model which uses an outer product to explicitly model the pairwise correlations between the dimensions of the embedding space. The resulting interaction map is passed through a convolutional neural network and trained with BPR loss. In accordance with [16], we trained the network with $d = 64$ for the users and items embeddings and six layers in the neural network.

**DiRec:** DiRec [10, 11] is a novel technique for diversifying recommendations. Items are clustered together in priority-medoids and cover-trees are used to declaratively capture a desired balance between predicted rating and diversity. In [3], DiRec was compared to other algorithms such as Greedy and Swap [40] and showed to significantly outperform them on several evaluation metrics.

**AISP:** Considering the TDD evaluation defined above, one may wonder whether it will suffice to cluster the PCA vectors from the TDD space directly in order to maximize the TDD metrics. In order to disprove this proposition and to further showcase the contribution of our model, we propose the Attentive Interaction-Space Personas (AISP) baseline. In AISP, PCA item vectors are extracted according to the description in Sec. 4.2. Then, for each user, we compute K-Means over her training items to produce K=p means that serve as an alternative to the user personas. At inference, we use the AMP-CF pipeline (Sec. 3) to produce attentive user-item scores. However, in AISP, both $A^A$ and $A^V$, and $s$ and $s_A$ are not learned. Instead, we set $s$ and $s_A$ to be simple dot-product and set $A^A = A^V = I$. 
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4.4 Results

Table 2: HR@10 and NDCG@10 for all models and datasets.

| Model       | HR@10 ML100K | HR@10 ML1M | NDCG@10 ML100K | NDCG@10 ML1M |
|-------------|--------------|------------|----------------|--------------|
| DeepCF-a    | 0.7245       | 0.7214     | 0.7389         | 0.7389       |
| NCF         | 0.7371       | 0.7401     | 0.7501         | 0.7501       |
| ConvNCF     | 0.7319       | 0.7336     | 0.7465         | 0.7465       |
| Deep4       | 0.6495       | 0.6489     | 0.6489         | 0.6489       |

Table 3: JS Divergence and Hellinger Distance for all models and datasets.

| Model       | JS Divergence | Hellinger Distance |
|-------------|---------------|--------------------|
| DeepCF-a    | 1.0241        | 0.5090             |
| NCF         | 0.9795        | 0.4952             |
| ConvNCF     | 1.0269        | 0.5051             |
| Deep4       | 0.7400        | 0.4776             |

For AMP-CF, NCF and ConvNCF we used negative sampling parameter $|N| = 4$ (when applied) - other values (10, 20, 100) were found to perform worse. AMP-CF and NCF Models were optimized using Adam [24] with learning rate 0.001 and minibatch size of 256, which is the best configuration from [21]. ConvNCF was optimized according to the process described in [16]. Optimization proceeds until a saturation in HR@10 and NDCG@10 is reached over the validation set (early stopping procedure).

4.4 Results

Table 2 presents the HR@10 and NDCG@10 for all combinations of models and datasets. Similarly, Tab. 3 presents the Jensen-Shannon Divergence and Hellinger Distance TDD metrics respectively. We see that the attribute this to the fact that in more complex domains such as Music or Pinterest images, people are more likely to have multiple distinct interests. In these cases, AMP-CF better accommodates the distance between item-vectors, as the entropy-loss pushes the AMP-CF model outperforms the AISP baseline in both TDD metrics. This serves to disproof the notion that clustering the raw PCA vectors will suffice to accurately discern the users interests and achieve good TDD measures. Moreover, it showcases the ability of AMP-CF to emulate the correct taste distribution at the recommendation phase even when compared to a competitive baseline such as AISP.

Finally, Fig. 2 showcases the ability of AMP-CF to learn distinctive personas in terms of the user’s tastes. To this end, we chose a random user and inspected her training items, final recommendations list together with a breakdown into four personas, produced by AMP-CF (AMP-4). Personas 1, 2, and 3 are marked in red, yellow and green, respectively. Persona 4, which converged quite similar to Persona 1, is marked in both red (overlapping items with persona 1) and blue. The final recommendation list is a mixture of the internal recommendations of the different personas, where each item recommendation is explained by a specific persona. The items in the training items list are color-coded according to the persona which had the highest attentive score for the item at the end of the training phase.

Fig. 2: Explainable recommendations using AMP-CF. The figure presents the historical (training) items of a randomly selected user, and the recommendations list together with a breakdown into four personas, produced by AMP-CF (AMP-4). Personas 1, 2, and 3 are marked in red, yellow, and green, respectively. Persona 4, which converged quite similar to Persona 1, is marked in both red (overlapping items with persona 1) and blue. The final recommendation list is a mixture of the internal recommendations of the different personas, where each item recommendation is explained by a specific persona. The items in the training items list are color-coded according to the persona which had the highest attentive score for the item at the end of the training phase.


5 CONCLUSION

This paper presents AMP-CF – a neural attentive model that represents each user as an attentive mixture of personas. AMP-CF discerns user interests into separate personas and facilitates a novel attention mechanism to determine the importance of each persona w.r.t. the item under consideration. Then, AMP-CF dynamically produces an attentive user-item representation that represents the user inclinations when considering the specific item. The learned personas serve as a source of explanation for the items that appear in the final recommendation list for the user. In addition, we proposed the taste distribution distance (TDD) analysis that provides a sensitive framework for assessing the ability of recommendation algorithms to emulate users' taste distribution. Extensive experimental results on five different datasets demonstrate the effectiveness of AMP-CF when compared to different state-of-the-art baselines. Last but not least, our qualitative analysis showcases the ability of AMP-CF to reveal the user’s latent personas and facilitate an explainable recommender system.
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