A MEASUREMENT OF THE KINETIC SUNYAEV–ZEL’DOVICH SIGNAL TOWARD MACS J0717.5+3745
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ABSTRACT

We report our analysis of MACS J0717.5+3745 using 140 and 268 GHz Bolocam data collected at the Caltech Submillimeter Observatory. We detect extended Sunyaev–Zel’dovich (SZ) effect signal at high significance in both Bolocam bands, and we employ Herschel–SPIRE observations to subtract the signal from dusty background galaxies in the 268 GHz data. We constrain the two-band SZ surface brightness toward two of the sub-clusters of MACS J0717.5+3745: the main sub-cluster (named C), and a sub-cluster identified in spectroscopic optical data to have a line-of-sight velocity of +3200 km s⁻¹ (named B). We determine the surface brightness in two separate ways: via fits of parametric models and via direct integration of the images. For both sub-clusters, we find consistent surface brightness from both analysis methods. We constrain spectral templates consisting of relativistically corrected thermal and kinetic SZ signals, using a jointly-derived electron temperature from Chandra and XMM-Newton under the assumption that each sub-cluster is isothermal. The data show no evidence for a kinetic SZ signal toward sub-cluster C, but they do indicate a significant kinetic SZ signal toward sub-cluster B. The model-derived surface brightnesses for sub-cluster B yield a best-fit, line-of-sight velocity of $v_z = +3450 ± 900$ km s⁻¹, with (1 − Prob[$v_z ≥ 0$]) = $1.3 × 10^{-5}$ (4.2σ away from 0 for a Gaussian distribution). The directly integrated sub-cluster B SZ surface brightnesses provide a best-fit $v_z = +2550 ± 1050$ km s⁻¹, with (1 − Prob[$v_z ≥ 0$]) = $2.2 × 10^{-3}$ (2.9σ).
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1. INTRODUCTION

Measurements of large-scale peculiar velocities provide a direct probe of cosmological models and can be used to place constraints on parameters that are highly degenerate and/or unconstrained via other cosmological probes, such as measurements of primary cosmic microwave background (CMB) fluctuations (Bennett et al. 2013; Hinshaw et al. 2013; Planck Collaboration et al. 2013b, 2013c) and supernovae distance measurements (Conley et al. 2011; Suzuki et al. 2012). Specifically, these peculiar velocities depend on the properties and distributions of large-scale structure, along with the characteristics of dark energy and the behavior of gravity on the corresponding length scales. Consequently, peculiar velocity measurements for large numbers of objects can probe the redshift evolution of the properties of dark energy (Bhattacharya & Kosowsky 2008) and also distinguish between dark energy and modified gravity models (Kosowsky & Bhattacharya 2009). In addition, measurements of an extremely large peculiar velocity for a single object (e.g., 1E0657-56, also known as the bullet cluster) can be used to directly test the validity of standard cosmological models (Hayashi & White 2006; Lee & Komatsu 2010; Thompson & Nagamine 2012).

In the local universe, line-of-sight peculiar velocities can be measured using a combination of spectroscopy and distance measurements via the extragalactic distance ladder, generally using the relation described by Tully & Fisher (1977). Such measurements have been used to constrain cosmological parameters like the total matter density $\Omega_m$ and the normalization of density fluctuations $\sigma_8$, generally finding good agreement with other cosmological probes (e.g., Feldman et al. 2010; Nusser & Davis 2011; Ma et al. 2012). Unfortunately, uncertainties in the extragalactic distance ladder are proportional to distance, therefore preventing the application of these methods outside the local universe. In contrast, the kinetic Sunyaev–Zel’dovich (SZ) effect provides a direct measurement of the line-of-sight peculiar velocity of the distribution of hot electrons within galaxy clusters (Sunyaev & Zel’dovich 1972; see Section 2). In addition, the surface brightness of the kinetic SZ signal is independent of redshift, depending only on the electron optical depth and line-of-sight peculiar velocity. Consequently, many groups have performed detailed studies of the cosmological constraints that would be possible with large-scale peculiar velocity surveys using the kinetic SZ signal (e.g., Bhattacharyya & Kosowsky 2008; Kosowsky & Bhattacharya 2009; Mak et al. 2011). Despite the great promise of kinetic SZ surveys, measurements of the kinetic SZ signal have proven to be a significant observational challenge. Over the past two decades, several...
attempts have been made to detect the kinetic SZ signal toward a variety of individual massive clusters. These observational efforts have used a range of instrumentation, including: the dedicated multi-band photometer SuZIE and its successors (Holzapfel et al. 1997; Benson et al. 2003), multi-band data collected from a range of facilities (Kitayama et al. 2004), the moderate resolution spectroscopic receiver Z-Spec (Zemcov et al. 2012), and the two-band photometric imaging camera Bolocam (Mauskopf et al. 2012; Mroczkowski et al. 2012). None of these observations have made a high-significance detection of the kinetic SZ signal, and the derived uncertainties on the line-of-sight peculiar velocities have not improved significantly from the first measurements with SuZIE, at least in part because none of the subsequent measurements have used instrumentation specifically designed to detect the kinetic SZ signal.

Recently, data from the Wilkinson Microwave Anisotropy Probe (WMAP) and Planck satellites have been used to place upper limits on bulk flows and rms variations in peculiar velocities via the kinetic SZ signal (Osborne et al. 2011; Planck Collaboration et al. 2013d). In addition, Hand et al. (2012) used a combination of Atacama Cosmology Telescope (ACT) and Sloan Digital Sky Survey III data to constrain the mean pairwise momentum of clusters using a kinetic SZ signature that is inconsistent with noise at a confidence level of 99.8%. Furthermore, upper limits on the kinetic SZ power spectrum measured by the South Pole Telescope (SPT) have been used to inform cosmological simulations and to place constraints on the reionization history of the universe (Reichardt et al. 2012; Zahn et al. 2012).

One of the strongest hints of a kinetic SZ detection was presented in Mroczkowski et al. (2012, hereafter M12) toward the massive cluster MACS J0717.5+3745 using Bolocam measurements at 140 and 268 GHz. Motivated by this result, we have collected a significant amount of additional 268 GHz Bolocam data toward this cluster. The results we obtain using this additional, deeper data are presented in this manuscript, which is organized as follows. In Section 2 we present the SZ effect and in Section 3 we describe previous analyses of MACS J0717.5+3745. In Section 4 we provide the details of our data reduction. We describe our model of the SZ signal toward MACS J0717.5+3745 in Section 5 and provide the corresponding constraints on the two-band SZ surface brightnesses of the cluster in Sections 6 and 7. In Section 8 we give the line-of-sight peculiar velocity constraints derived from these surface brightnesses, in Section 9 we put these results in a broader context, and in Section 10 we briefly summarize our analysis. We also include an Appendix, which fully details our treatment of the cosmic infrared background (CIB) in the 268 GHz data.

2. THE SZ EFFECT

When a massive galaxy cluster is moving with respect to the rest frame of the CMB, the Doppler-induced spectral distortion of the CMB due to the bulk motion of the electrons in the intracluster medium (ICM) is described by the kinetic SZ effect (e.g., Sunyaev & Zel’dovich 1972; Birkinshaw 1999; Carlstrom et al. 2002). The change in CMB temperature due to the kinetic SZ effect is given by

\[ \frac{\Delta T_{\text{CMB}}}{T_{\text{CMB}}} = \frac{\nu_z}{c} \tau_{\nu}, \]  

where \( \nu_z \) is the ICM peculiar velocity along the line-of-sight, \( c \) is the speed of light, and \( \tau_{\nu} \) is the total electron optical depth

\[ \tau_{\nu} = \int n_e \sigma_T dl, \]  

for an electron density \( n_e \), integrated along the line of sight \( dl \) (\( \sigma_T \) is the Thompson cross section). We note that a positive peculiar velocity results in a negative temperature change, under the convention that a Doppler shift toward higher redshift corresponds to a positive value of \( \nu_z \). In addition, we note that there are small relativistic corrections to the kinetic SZ signal (e.g., Nozawa et al. 1998a; Sazonov & Sunyaev 1998; Nozawa et al. 2006; Chluba et al. 2012).

There is also a thermal SZ effect, which describes the Compton scattering of CMB photons off of high energy electrons in the ICM of massive clusters (e.g., Sunyaev & Zel’dovich 1972; Rephaeli 1995a; Birkinshaw 1999; Carlstrom et al. 2002). Specifically, the change in CMB temperature due to the thermal SZ effect is given by

\[ \frac{\Delta T_{\text{CMB}}}{T_{\text{CMB}}} = f(\nu, T_e) y, \]

where \( f(\nu, T_e) \) encodes the frequency \( \nu \) dependence, including relativistic corrections that depend on the electron temperature \( T_e \) (e.g., Rephaeli 1995b; Itoh et al. 1998; Nozawa et al. 1998b; Itoh & Nozawa 2004; Chluba et al. 2012) and

\[ y = \int n_e \sigma_T \frac{k_B T_e}{m_e c^2} dl \]

(\( k_B \) is Boltzmann’s constant and \( m_e \) is the electron mass). In the limit of an isothermal distribution, \( y \) is directly and linearly proportional to the total electron optical depth \( \tau_{\nu} \).

3. PREVIOUS ANALYSES OF MACS J0717.5+3745

MACS J0717.5+3745, located at \( z = 0.55 \), was discovered as part of the Massive Cluster Survey (MACS; Ebeling et al. 2001, 2007) and is extremely massive and dynamically disturbed. As such, it has been the focus of many studies at a range of wavelengths, and it has been chosen as part of the six-cluster Hubble Space Telescope Frontier Fields program.13 Radio observations have shown that MACS J0717.5+3745 hosts the most powerful radio halo known (Edge et al. 2003; van Weeren et al. 2009; Bonafede et al. 2009), and strong lensing data have shown that MACS J0717.5+3745 has the largest known Einstein radius (Zitrin et al. 2009; Meneghetti et al. 2011; Witzmann et al. 2012). From both the galaxy distribution (Ebeling et al. 2004) and weak lensing studies (Jauzac et al. 2012; Medezinski et al. 2013), MACS J0717.5+3745 also appears to be part of a large, extended filamentary structure. In addition, it has the highest X-ray temperature among all of the clusters in the MACS catalog (Ebeling et al. 2007).

Ma et al. (2009) performed a joint analysis using X-ray data, along with the measured galaxy positions and redshifts, and identified four distinct sub-clusters in MACS J0717.5+3745, from N to S labeled as A, B, C, and D (see Figure 1). An independent strong lensing analysis described in Limousin et al. (2012) also identified four sub-clusters, with similar positions to the ones given in Ma et al. (2009). Both analyses found

13 http://www.stsci.edu/hst/campaigns/frontier-fields/
sub-cluster C to be the most massive system, and Ma et al. (2009) determined that sub-cluster C is probably the highly disturbed core of the main system. Sub-clusters B and D are assumed to be relatively intact cores of systems that are merging along a direction close to the line-of-sight. In particular, sub-cluster B is coincident with an X-ray temperature that is colder than the surrounding regions, indicating that its core has not been highly disrupted by the merger. From the spectroscopic results of Limousin et al. (2012) in blue, the Hubble Space Telescope image using the F814W filter in green, and the Chandra X-ray image in red. The blue contours show the Limousin et al. (2012) result on a linear scale, and clearly indicate the four sub-clusters labeled A through D, with white Xs marking the sub-cluster positions determined by Ma et al. (2009) from the galaxy distribution.

(A color version of this figure is available in the online journal.)

Figure 1. False-color composite image of MACS J0717.5+3745 with the lensing results of Limousin et al. (2012) in blue, the Hubble Space Telescope image using the F814W filter in green, and the Chandra X-ray image in red. The blue contours show the Limousin et al. (2012) result on a linear scale, and clearly indicate the four sub-clusters labeled A through D, with white Xs marking the sub-cluster positions determined by Ma et al. (2009) from the galaxy distribution.

4. DATA REDUCTION

4.1. Bolocam

We observed MACS J0717.5+3745 with Bolocam from the Caltech Submillimeter Observatory (CSO) for a total of 12.5 hr at 140 GHz and for a total of 27.3 hr at 268 GHz, where the effective band centers are quoted for a CMB spectrum. Compared to the previous Bolocam analysis presented in M12, this represents an additional 19.3 hr of data collected at 268 GHz in 2012 December. In contrast to the original 8.0 hr of 268 GHz integration used in M12, much of which was collected in poor observing conditions with a 225 GHz optical depth \( \tau_{225} > 0.10 \), most of the additional 19.3 hr of 268 GHz integration was obtained with \( \tau_{225} \approx 0.05 \). This additional data was therefore collected during the lowest opacity conditions generally available from the CSO.

The Bolocam instrument has an 8’ diameter circular field of view (FOV), and point-spread functions (PSFs) that are approximately Gaussian with full widths at half-maxima (FWHMs) equal to 58" and 31" at 140 and 268 GHz, respectively (Glenn et al. 2002; Haig et al. 2004). All of our Bolocam observations of MACS J0717.5+3745 involved scanning the CSO in a Lissajous pattern with an rms velocity of approximately 4" s\(^{-1}\). The details of our data reduction are given elsewhere (Sayers et al. 2011; M12), and we briefly summarize our procedure below.

First, we obtain pointing corrections accurate to 5" using frequent observations of nearby quasars, and obtain an absolute flux calibration accurate to 5% and 10% at 140 and 268 GHz, respectively, using observations of Uranus and Neptune (Griffin & Orton 1993; Sayers et al. 2012). We note that Hasselfield et al. (2013) recently determined the brightness temperature of Uranus to be 106.7 ± 2.2 K at 149 GHz using ACT observations calibrated against the primary CMB anisotropies measured by the WMAP satellite. Also, Planck Collaboration et al. (2013a) recently determined the brightness temperature of Uranus to be 108.4 ± 2.9 K at 143 GHz based on Planck data. Our calibration model assumes a brightness temperature of 106.6 ± 3.5 K for the 140 GHz Bolocam bandpass, which was measured in Sayers et al. (2012) by extrapolating the WMAP 94 GHz brightness measurements presented in Weiland et al. (2011) using the model of Griffin & Orton (1993). This model predicts the brightness temperature of Uranus to increase with decreasing frequency. As a result, the ACT and Planck measurements imply a best-fit 140 GHz brightness temperature that is approximately 2.5 K higher than our assumed value of 106.6 K. However, this difference is comparable to the ACT and Planck measurement uncertainties, and it is well below our estimated 5% flux calibration uncertainty at 140 GHz. We therefore have not updated our calibration model. Furthermore, we note that the accuracy of the ACT and Planck Uranus brightness temperatures is 2%–3%, which is only slightly smaller than the 3.3% accuracy of our assumed 140 GHz brightness temperature. Furthermore, our 140 GHz calibration uncertainty receives an approximately equal contribution from our 3.1% beam solid angle uncertainty. Revising our flux calibration using ACT and Planck would thus not have a significant effect on our overall calibration uncertainty, which itself is already sub-dominant to measurement uncertainties (see Table 2). Finally, we note that our 10% flux calibration at 268 GHz is limited largely by atmospheric fluctuations, and therefore a more accurate Uranus brightness temperature at that frequency would have no effect on our overall calibration uncertainty.

To remove atmospheric fluctuations from the data, we first subtract a template of the common mode signal over the FOV, and then high-pass filter (HPF) the time-stream data at 250 and 500 mHz at 140 and 268 GHz, respectively. The large amplitude of the atmospheric fluctuations in the 268 GHz data necessitates this more aggressive HPF, and this filtering represents a slight change from the M12 analysis, which used a 250 mHz HPF for both data sets. We used a scan speed of \( \approx 4' \) s\(^{-1}\) for our observations, and the HPFs at 250 or 500 mHz therefore correspond to angular scales of 16' and 8', respectively. Consequently, the maximum angular scale preserved by our filtering is largely set by the common mode subtraction over Bolocam’s 8’ FOV. Because our processing removes astronomical signals with angular sizes larger than the 8’ FOV, we determine the map-space transfer function at each wavelength by reverse-mapping and processing an image.
template through the entire reduction pipeline. We estimate the instrumental and atmospheric noise in our images by forming 1000 separate jackknife realizations of the data, where a randomly selected subset of half the single observations is multiplied by −1 to remove all astronomical signals. There are 75 single 10 minute observations of MACS J0717.5+3745 at 140 GHz and 164 single 10 minute observations of MACS J0717.5+3745 at 268 GHz.

To account for noise from unwanted astronomical signals, we first add a different random realization of the primary CMB fluctuations, using the power spectrum measurements from the SPT, to each jackknife (Reichardt et al. 2012; Story et al. 2012). At 140 GHz, we add an additional random realization of the CIB, again based on the measured SPT power spectra (Hall et al. 2010), under the assumption that the fluctuations are Gaussian. This assumption is not strictly true, but the CIB fluctuations are more than an order of magnitude dimmer than the other noise fluctuations in the data, and therefore a breakdown of this assumption is not likely to have a noticeable effect on our results. The CIB is significantly brighter at 268 GHz, and we therefore use a much more detailed model to account for it in those data, as described in the Appendix. Throughout this manuscript we refer to these 1000 jackknife plus astronomical noise realizations as “noise realizations.”

For the analyses described in this manuscript, we make use of the Bolocam data in two different ways. We use images of the processed data, which cover a maximum size of 14′ × 14′, to constrain parametric models of the astronomical signals (see Section 5). This analysis involves convolving the model with the signal transfer function of the data processing and the Bolocam PSF. To determine best-fit parameters for a given model, we use the generalized least squares fitting algorithm MPFITFUN (Markwardt 2009) under the simplifying assumption that the map noise covariance matrix is diagonal. We have demonstrated that this fitting method produces unbiased estimates of the best-fit parameter values (Sayers et al. 2011), although in some cases it does produce a slightly biased estimate of the uncertainties on these best-fit parameters. Therefore, to fully account for all the subtleties of our noise, we derive all the parameter uncertainties via the spread of best-fit values we obtain from applying the same fitting algorithm to a sample of 1000 noise plus signal realizations. Each noise plus signal realization is generated by adding a noise realization to the best-fit model found for the real data.

We also deconvolve the transfer function of the data processing to obtain unbiased images after first reducing the image to a maximum size of 10′ × 10′ to prevent significant amplification of the noise on the largest angular scales. One subtlety in this process is the fact that the signal transfer function is equal to 0 at an angular wavenumber of 0 (i.e., the DC signal level of the image is unconstrained). We therefore use the parametric model fits to constrain the DC signal level, as described in Section 6.1. As a result, the deconvolved images have some model dependence. Consequently, to ensure that the uncertainties on the model accurately represent the underlying uncertainties on the data, both for the model fits alone and for the results derived from the deconvolved images, the model must provide an acceptable fit quality. By requiring a model with an acceptable fit quality, we ensure that the results derived from model fits will be consistent with those derived from the deconvolved images. To estimate the noise in the deconvolved images, we also deconvolve the transfer function from each of the 1000 noise realizations.

### 4.2. Chandra

Our analysis of the *Chandra* X-ray exposures of MACS J0717.5+3745 is nearly identical to the analysis described in M12, and we briefly summarize the main aspects below. As in M12, we utilize both *Chandra* ACIS-I X-ray observations of MACS J0717.5+3745 (ObsIDs 1655 and 4200), for a total exposure time of 81 ks (see Reese et al. 2010 for the reduction details). From these X-ray data we compute pseudo-pressure

\[ P_e = n_e k_B T_e \simeq \sqrt{\frac{4\pi(1+z)^3S_X}{l_{\Lambda_{ee}(T_e, Z)}}} k_B T_e, \]  

(5)

where \( S_X \) is the X-ray surface brightness

\[ S_X = \frac{1}{4\pi(1+z)^2} \int n_e^2 \Lambda_{ee}(T_e, Z) \, dl, \]  

(6)

\( l \) is the effective line-of-sight extent of the ICM, and \( \Lambda_{ee}(T_e, Z) \) is the X-ray emissivity as a function of \( T_e \) and metallicity \( Z \). To generate pseudo-pressure maps from the *Chandra* images, we first bin the data using `contbin` (Sanders 2006). We construct the pseudo-pressure maps from \( T_e \) maps generated by computing \( T_e \) within each bin and \( n_e \) maps computed from the X-ray surface brightness (see Equation (5)). To rescale the pseudo-pressure maps to units of Compton-\( y \), we need to determine the value of \( l \) (which in M12 was done using 31 GHz Sunyaev–Zel’dovich array (SZA) data, but in practice is left as a free parameter in all of our fits). This X-ray template for the thermal SZ signal, which is simply a rescaling of the X-ray pseudo-pressure map, is called a “pseudo-Compton-\( y \) map” throughout this manuscript. For consistency with M12, we employ the same pseudo-Compton-\( y \) map that was generated for that analysis. We note that this map was generated using CIAO version 4.3 and calibration database (CALDB) version 4.4.5 (Fruscione et al. 2006).

New for this analysis compared to M12, we also generate 20 realizations of the pseudo-Compton-\( y \) map that are fluctuated by the X-ray measurement uncertainties on \( T_e \), which dominate the uncertainty of the pseudo-pressure maps (see Figure 2). We note that, in addition to measurement uncertainties, the pseudo-Compton-\( y \) maps are also subject to possible systematic errors due to gas clumping within the ICM. Clumping is defined as

\[ C = \frac{\langle n_e^2 \rangle}{\langle n_e \rangle^2}, \]  

(7)

and from the equations listed above, we see that the pseudo-Compton-\( y \) maps are sensitive to \( \sqrt{C} \). Typical clumping factors of \( C \simeq 1.1–1.2 \) within \( R_{500} \) are expected from simulations (e.g., Zhuravleva et al. 2013). Assuming clumping is uncorrelated with temperature variations, clumping is sub-dominant to the variations included in the input temperature maps, and we therefore do not include any additional uncertainty from clumping in our 20 realizations of the pseudo-Compton-\( y \) maps. In addition, we note that the average systematic trend for X-ray surface brightness to be boosted by clumping is mitigated by the fact that the amplitude of the Compton-\( y \) maps is constrained by the SZ data via the factor of \( l \).

We also use the *Chandra* data to constrain the electron temperature \( T_e \) within two 1″ diameter regions centered on subclusters B and C (these temperatures are applied to our analysis in Section 8). In contrast to the pseudo-Compton-\( y \) maps, which we obtain via the same reduction that was used in M12, we
constrain these values of $T_e$ using maps generated with CIAO version 4.5 and calibration database (CALDB) version 4.5.6 (Fruscione et al. 2006). We fit the temperatures and metallicities of the regions in XSPEC (Dorman & Arnaud 2001) using the Astrophysical Plasma Emission Code (APEC) model (Smith et al. 2001). We find $T_e = 13.8^{+1.6}_{-1.3}$ keV for sub-cluster B and $T_e = 24.4^{+7.5}_{-3.8}$ keV for sub-cluster C, using the extended C-statistic to determine the temperature likelihoods.\footnote{Our uncertainties on the Chandra-derived temperature of sub-cluster B are significantly lower than the values reported in Table 3 of M12. This is due to the fact that our current analysis uses a 1' diameter region, while the M12 analysis used a 40'' diameter region (both analyses use a 1' diameter region for sub-cluster C). There are additional $<5\%$ differences due to the updated calibration we use for our current analysis.}

4.3. XMM-Newton

To better constrain the electron temperatures of sub-clusters B and C, we make use of $\sim 200$ ks of XMM-Newton X-ray data toward MACS J0717.5+3745. These data became public in 2012 October (ObsIDs: 0672420101, 0672420301, 0672420301), and therefore were not included in M12. We perform the XMM MOS data processing and background modeling with the XMM Extended Source Analysis Software using the methods reported in Kuntz & Snowden (2008) and Snowden et al. (2008). The details of our XMM analysis are described fully in Bulbul et al. (2012), and we provide a summary and discuss important differences here.

Our XMM-Newton data analysis includes the production of the calibrated event files, filtering for the high intensity soft proton flares, and the determination of the background intensity in each observation. The net exposure time after filtering the event files for good time intervals is 155 ks. Given the superior spatial resolution of Chandra, we use both Chandra and XMM to identify regions contaminated by extragalactic X-ray sources not associated with the cluster gas. Excluding these regions, we extract spectra using 1' diameter regions centered on sub-clusters B and C, identical to the regions we use for the Chandra analysis. The temperature gradient is not large, and so contamination by adjacent regions (e.g., other sub-clusters) due to the wider PSF of XMM should not affect the extracted temperature for each region.

For each extracted spectrum, we model a superposition of three main background components: quiescent particle background, soft X-ray background emission (including solar wind charge exchange, Galactic halo, local hot bubble, and extragalactic unresolved sources), and residual contamination from soft protons (Kuntz & Snowden 2008). As in Snowden et al. (2008), we model the contamination due to unresolved point sources using an absorbed power law component with spectral index $\alpha = 1.46$ and normalization $= 8.88 \times 10^7$ photons keV$^{-1}$ cm$^{-2}$ s$^{-1}$ at 1 keV.

We simultaneously fit all of the EPIC-MOS spectra using the energy range 0.3–10.0 keV. As with the Chandra spectral analysis, we use the absorbed APEC model to fit the cluster emission, employing the extended C-statistic for our likelihood analysis within each sub-cluster region.

From the XMM data, we find $T_e = 10.8^{+0.5}_{-0.5}$ keV for sub-cluster B and $T_e = 18.6^{+1.6}_{-1.4}$ keV for sub-cluster C. We note that these values are $\sim 25\%$ lower than the electron temperatures we derive from the Chandra data. This systematic difference at high temperature is consistent with previous comparisons between XMM and Chandra (e.g., Nevalainen et al. 2010; Li et al. 2012; Mahdavi et al. 2013), although we note that, in our case, the statistical significance of the difference is relatively small.

Figure 2. Thumbnails of the pseudo-Compton-y maps we derived from the Chandra X-ray data. From left to right, the thumbnails show the best-fit map and two realizations based on the X-ray measurement uncertainties. The top row shows the maps at 140 GHz, and the bottom row shows the maps at 268 GHz. In both cases, the maps are convolved with the Bolocam PSF at the respective frequency. The white contours are spaced by $0.10$ MJy sr$^{-1}$, with solid lines representing positive values and dashed lines representing negative values. The 1' diameter apertures centered on sub-cluster C (lower left) and sub-cluster B (upper right) are shown in green. Note that the approximate conversion factor from MJy sr$^{-1}$ to y is $-1 \times 10^{-3}$ at 140 GHz and $+1 \times 10^{-3}$ at 268 GHz.

(A color version of this figure is available in the online journal.)
\( \chi^2 \leq 2 \sigma \). We consequently choose to combine the temperature measurements from the two X-ray observatories, and we obtain maximum likelihood values of \( T_e = 11.4^{+0.5}_{-0.4} \) keV for sub-cluster B and \( T_e = 19.9^{+1.5}_{-1.4} \) keV for sub-cluster C. We explore the impact of using this joint temperature constraint, rather than the constraint from either XMM or Chandra individually, in Section 9.2.

5. MODEL OF THE SZ SIGNAL

In order to model the SZ signals from the ICM of MACS J0717.5+3745, we employ the pseudo-Compton-\( y \) map to describe the overall shape of the thermal SZ signal. The X-ray data we use to create the pseudo-Compton-\( y \) map depend negligibly on the line-of-sight velocity of the ICM, and the map therefore provides a spatial template for the thermal SZ signal that is free from contamination from the kinetic SZ signal. We then convert this map to units of surface brightness in each Bolocam observing band according to the thermal SZ equations (Sunyaev & Zel’dovich 1972), including relativistic corrections (Itoh et al. 1998; Nozawa et al. 1998a, 1998b; Itoh & Nozawa 2004). For this conversion we compute the responsivity-weighted average bandpass over all the Bolocam detectors, and from this spectrum we determine the effective band center for both the thermal and kinetic SZ band centers. Due to relativistic corrections, this effective band center depends on the ICM temperature. For the 140 GHz band, both the thermal and kinetic SZ band centers are \( \simeq 140 \) GHz, while the 268 GHz thermal SZ band center is \( \simeq 275 \) GHz and the kinetic SZ band center is \( \simeq 268 \) GHz. Then, for each Bolocam band, we convolve the pseudo-Compton-\( y \) map with both the Bolocam PSF and the transfer function of the data processing.

We first constrain the normalization of the pseudo-Compton-\( y \) map via a simultaneous fit to both the 140 and 268 GHz Bolocam data. Physically, this corresponds to a constraint on the effective line-of-sight extent of the ICM \( l \), under the assumption of zero kinetic SZ signal. For this fit, we use only the data within a \( 4' \times 4' \) square region approximately centered on the peak of the SZ signal at 140 GHz. We choose this region because it is large enough to contain the bulk of the SZ signal and small enough to mitigate the effects of the large-angular-scale atmospheric noise in the 268 GHz data. The quality of this fit is very poor, with \( \chi^2 = 853.4 \) for 715 degrees of freedom, indicating that the pseudo-Compton-\( y \) map alone is inadequate to describe our Bolocam SZ data (see Figure 3).

Motivated by this poor fit, along with the significant differences in the line-of-sight velocities measured by Ma et al. (2009) for the four identified sub-clusters in MACS J0717.5+3745, and the results from M12, we consider additional components to our model of the ICM. To determine which, if any, additional model components are required in order to describe the data, we perform a simulated \( F \)-test according to the procedure described in N. G. Czakon (2013, in preparation). To perform this test we first insert the baseline model into each of our 1000 noise realizations (in this case the baseline model is the pseudo-Compton-\( y \) map with our best-fit single normalization). We then fit two models to each of these realizations, one consisting of only the baseline model, and one with an extension to the baseline model. We compute the value of \( \Delta \chi^2 \) from these two separate fits for each of the 1000 realizations, and the resulting values provide a measurement of the distribution of \( \Delta \chi^2 \) for the null hypothesis that the model extension is not required by the data.

There are several possible model extensions to consider, and we therefore proceed according to the following decision tree: (1) determine the value of \( \Delta \chi^2 \) separately for each possible model extension; (2) perform the simulated \( F \)-test to determine which extension is most preferred by the data; (3) if the most preferred model extension is preferred at a high enough significance, which we quantify based on a probability to exceed (PTE) from the simulated \( F \)-test, then the model extension is added to the baseline model. These steps are repeated until none of the possible model extensions have a simulated \( F \)-test PTE below our threshold, which we have chosen to be equal to 0.02.15

As a first possible model extension, we consider a smooth template of the SZ signal centered on one of the four sub-clusters according to the positions given by Ma et al. (2009), allowing for different normalizations of the template at 140 and 268 GHz. We construct the SZ template according to the average profile constrained by Bolocam for a sample of 45 clusters (Sayers et al. 2013a), fixing the scale radius according to the estimated mass of each sub-cluster, which we obtain by using the ratios of sub-cluster masses determined by Limousin et al. (2012), in combination with the whole-cluster value of \( M_{500} \) determined by Mantz et al. (2010). We note that this template represents a more physically motivated model than the Gaussian profile assumed by M12. We perform four separate fits, in each case fitting a single normalization to the pseudo-Compton-\( y \) map (i.e., assuming that the pseudo-Compton-\( y \) map contains only thermal SZ signal), along with separate normalizations at 140 and 268 GHz for an SZ template centered on one of the four sub-clusters (i.e., allowing the SZ template for that sub-cluster to be free to include any arbitrary mixture of thermal and kinetic SZ signal). We find values of \( \Delta \chi^2 \) equal to 48.3, 108.1, 9.5, and 26.3 when the model contains an additional SZ template coincident with sub-clusters A, B, C, and D, respectively. These values of \( \Delta \chi^2 \) correspond to \( F \)-test PTEs of 0.001, 4 \times 10^{-7}, 0.213, and 0.026, respectively. We note that the second value is extrapolated, due to the fact that we only have 1000 realizations of \( \Delta \chi^2 \).

As another possible extension to the baseline model of a pseudo-Compton-\( y \) map with a single normalization in both Bolocam bands, we also explore the option of allowing for different normalizations of the pseudo-Compton-\( y \) map at 140 and 268 GHz. Physically, this would represent a single bulk velocity for the entire cluster, with the cluster being isothermal so that the kinetic SZ signal has a spatial profile identical to the spatial profile of the thermal SZ signal. This fit results in a value of \( \Delta \chi^2 = 52.1 \), which corresponds to a simulated \( F \)-test PTE of 3 \times 10^{-4}, where we have again used an extrapolation due to our finite number of realizations. Therefore, according to our \( F \)-test decision tree, we assume a new baseline model consisting of the pseudo-Compton-\( y \) with a single normalization, along with a SZ template centered on sub-cluster B, as this is the model extension with the smallest simulated \( F \)-test PTE.

To fully characterize the fit of this new baseline model, we insert the best-fit model into each of our 1000 noise realizations, and then fit the same model to each of these realizations. The best-fit model has an overall \( \chi^2 = 745.3 \) for 715 degrees of

---

15 As we describe below, we consider five independent potential model extensions, and consequently a possible total of 2^5 = 32 model permutations. Our PTE threshold, which is necessarily somewhat arbitrary, is therefore small enough to ensure that a random fluctuation among this set of 32 permutations is unlikely to produce a PTE small enough for us to include an extension that is not justified by the data. We explore the sensitivity of our results to this PTE threshold in detail in Section 6.2.
freedom, which corresponds to a PTE of 0.29 based on the fits to the noise realizations, indicating that it provides an adequate description of our Bolocam SZ data.

Using this new baseline model, we again follow the F-test decision tree to determine whether the data still require an additional model extension. We perform three new fits that introduce an additional SZ component at A, C, and D to our baseline model. For these three fits, the value of $\Delta \chi^2$ is 23.9, 8.4, and 21.1, which corresponds to a simulated F-test PTE of 0.033, 0.260, and 0.046, respectively. As before, we also perform a fit allowing the normalization of the pseudo-Compton-y map to be different at 140 and 268 GHz, and we find a $\Delta \chi^2 = 0.1$, with an associated simulated F-test PTE of 0.963. All of these fits have PTEs larger than 0.02, and we therefore conclude that none of these additional degrees of freedom are required to describe our data. Consequently, our baseline model of the SZ signal includes a pseudo-Compton-y map with a single normalization, plus an SZ template centered on sub-cluster B with different normalizations at 140 and 268 GHz (see Figure 3).

The data’s strong lack of a preference for separate normalizations of the pseudo-Compton-y map at 140 and 268 GHz justifies our choice of that model to describe the thermal component of the SZ signal. Furthermore, the best-fit normalization of the pseudo-Compton-y map is $1.08 \pm 0.11$. The pseudo-Compton-y map was normalized based on the integrated SZ signal measured at 31 GHz by the SZA as reported in M12. Compared to
the Bolocam observing bands, the kinetic SZ signal is a factor of \( \approx 2 \) dimmer compared to the thermal SZ signal in the SZA observing band. Therefore, the consistent normalizations of the pseudo-Compton-\( y \) map found by Bolocam and SZA further indicate that it provides a good description of the thermal SZ signal toward MACS J0717.5+3745. As an additional cross-check, we also refit the normalization of the pseudo-Compton-\( y \) map using the Bolocam data, but exclude the data within a 1\arcmin diameter aperture that is centered on sub-cluster B. This fit, which did not include any additional SZ components, results in a best-fit normalization of \( 1.13 \pm 0.08 \) for the pseudo-Compton-\( y \) map. The fit quality is good, with a PTE of 0.38, indicating that, outside sub-cluster B, the M12 pseudo-Compton-\( y \) map, which was normalized to SZA, describes the Bolocam data well. Although these results serve as additional evidence that our model choice is physically justified, we emphasize that our results, although only that our model is physically motivated and provides an adequate description of the data.

6. MEASUREMENT OF THE SZ SPECTRUM TOWARD SUB-CLUSTER B

6.1. Two-band SZ Photometry

Based on the requirement of an additional model component centered on sub-cluster B to describe our data, we compute the SZ brightness at both 140 and 268 GHz toward that sub-cluster. In order to eliminate as much contamination from other regions of the cluster as possible, we use a circular aperture with a diameter of 1\arcmin, which is slightly larger than the PSF FWHM at 140 GHz. We first compute the average surface brightnesses within this aperture using the best-fit model from Section 5, convolved with the Bolocam PSF to accurately represent the resolution of the measurement. To include all of the subtle effects of the noise, such as the correlations between pixels due to residual atmospheric noise and primary CMB fluctuations, we also compute the average surface brightness within the same aperture using the model fits to the 1000 noise realizations. Kolmogorov–Smirnov (KS) tests against Gaussians on the distributions of 1000 values at 140 and 268 GHz yield PTEs of 0.19 and 0.93, respectively, and therefore indicate that our noise is Gaussian within our ability to measure it. Using these model fits, we estimate the surface brightness of sub-cluster B to be \(-0.344 \pm 0.028\) MJy sr\(^{-1}\) at 140 GHz and \(0.052 \pm 0.029\) MJy sr\(^{-1}\) at 268 GHz, where the errors represent only measurement uncertainties.

In addition to the best-fit model, we also compute the surface brightness toward sub-cluster B by directly integrating our deconvolved images, which are shown in Figure 4. As described in Section 4.1, the deconvolved images have no sensitivity to the DC signal level. As a result, we determine the DC signal level of the deconvolved images using the best-fit model. Specifically, we add a signal offset to the deconvolved images so that the average signal level within the 4\arcmin × 4\arcmin region we use to constrain the model is equal to the average signal level of the best-fit model within the same region. We exclude the 1\arcmin diameter aperture centered on sub-cluster B in this calculation to avoid any potential bias in the surface brightness we derive within that aperture. This direct integration yields average surface brightnesses of \(-0.341 \pm 0.027\) MJy sr\(^{-1}\) and \(0.095 \pm 0.049\) MJy sr\(^{-1}\), respectively, where we have again estimated the uncertainties using the 1000 noise realizations. As with the model derived results, we used a KS test to determine if the distribution of 1000 values is consistent with Gaussian, and we find PTEs of 0.75 and 0.57 at 140 and 268 GHz, respectively. We note that these surface brightness values are consistent with those derived from the best-fit model, although there is significantly more measurement uncertainty on the 268 GHz value. This additional uncertainty is a result of the significant large-angular-scale atmospheric noise in those data, which is amplified by the deconvolution of the signal transfer function.

6.2. Systematic Uncertainties

First, we note that our flux calibration is accurate to 5% at 140 GHz, and to 10% at 268 GHz (Sayers et al. 2012). We have included these uncertainties in our systematic error budget.

To estimate the systematic errors due to the model-dependence of our results, we repeat our analysis of computing model-based and directly integrated surface brightnesses toward sub-cluster B at both 140 and 268 GHz using a range of different models, with a summary of the results in Table 1. First, we
Table 1  Variations in Sub-cluster B’s Surface Brightness Due to Possible Changes in Our Analysis Method

| Model-derived | 140 GHz (MJy sr⁻¹) | 268 GHz (MJy sr⁻¹) | Direct Integration |
|---------------|---------------------|---------------------|--------------------|
|               |                     |                     | 140 GHz (MJy sr⁻¹) | 268 GHz (MJy sr⁻¹) |
| Nominal Values from Baseline Model |                     |                     | −0.344 ± 0.028 | 0.052 ± 0.029 |
| Vary scale radius of B template by 0.67–1.5 |                     |                     | −0.341 ± 0.027 | 0.095 ± 0.049 |
| Vary region used for fit from 3’ to 5’ |                     |                     |                     |                     |
| ≤0.003 | ≤0.019 | ≤0.003 | ≤0.024 |
| (≤0.1σ) | (≤0.7σ) | (≤0.1σ) | (≤0.5σ) |
| Model with no pseudo-Compton-y; templates at B, C, and D |                     |                     |                     |                     |
| 0.028 | 0.026 | 0.016 | 0.015 |
| (1.0σ) | (0.9σ) | (0.6σ) | (0.5σ) |
| F-test decision tree with PTE threshold equal to 0.04 |                     |                     |                     |                     |
| 0.007 | 0.017 | 0.001 | 0.026 |
| (0.3σ) | (0.6σ) | (0.0σ) | (0.5σ) |
| Vary scale radius of B template by 0.67–1.5 |                     |                     |                     |                     |
| ≤0.017 | ≤0.026 | ≤0.017 | ≤0.022 |
| (≤0.6σ) | (≤0.9σ) | (≤0.6σ) | (≤0.4σ) |

| Variations due to Aperture Choice |
|-----------------------------------|
| Aperture centered on Limousin et al. (2012) coords |
| 0.018 | 0.019 | 0.009 | 0.003 |
| (0.6σ) | (0.7σ) | (0.3σ) | (1.0σ) |
| Aperture centered on X-ray centroid |
| 0.019 | 0.034 | 0.010 | 0.048 |
| (0.7σ) | (1.2σ) | (0.4σ) | (1.0σ) |
| Vary aperture diameter from 0.67 to 1.5 |
| ≤0.029 | ≤0.013 | ≤0.024 | ≤0.011 |
| (≤1.0σ) | (≤0.4σ) | (≤0.9σ) | (≤0.2σ) |

Notes. Top block: best-fit surface brightnesses from the baseline model described in Section 5, and associated 1σ uncertainties due to measurement noise only. Middle block: variations in the surface brightness of sub-cluster B based on our choice of model. We consider five different model fits to describe the SZ data. These models are explained in detail in the text, and we refer the reader there for more details. From left to right, the columns give the change in surface brightness at 140 and 268 GHz for the model-derived and direct integration surface brightnesses. The top rows give these values in MJy sr⁻¹ and the bottom rows give these values relative to the measurement uncertainties in the top block. When noise variations to the models are considered, these values indicate the 1σ range with a ± symbol; when a range of model inputs are considered, these values show the magnitude of the maximum change with a σ symbol; and when a single alternative model is considered, these values show the magnitude of the change with no symbol. Based on these results, we add a systematic uncertainty equal to 1.0 times the measurement uncertainty for the model-derived values and equal to 0.6 times the measurement uncertainty for the direct integration values. Bottom block: variations in the surface brightness of sub-cluster B for different choices of aperture. From top to bottom the rows show the change relative to our nominal 1’ diameter aperture centered on the Ma et al. (2009) coordinates for (1) an aperture centered on the Limousin et al. (2012) coordinates, (2) an aperture centered on the X-ray centroid, and (3) varying the aperture diameter between 0.67 and 1.5 for the aperture centered on the Ma et al. (2009) coordinates. All of these differences are consistent with the expected measurement noise fluctuations for the different aperture choices.

16 The adequacy of this somewhat simple and ad-hoc model in describing our data is likely due to Bolocam’s coarse angular resolution, which largely blurs any sub-structures not well described by the smooth SZ templates. However, we note that this model requires twice as many free parameters as our baseline model in order to obtain an adequate fit according to our F-test decision tree.
(i.e., relative to the baseline model, an additional SZ template is required for sub-cluster A). Finally, we determine the effects of varying the scale radius of the profile used as a template of the SZ signal toward sub-cluster B. We vary the scale radius over a range of 0.67–1.5 times its nominal value, which corresponds to a scaling of the assumed mass of sub-cluster B by a factor of 0.3–3.4.

Considering this broad range of possible models that we could have chosen to describe our data, we find that the model-derived surface brightness of sub-cluster B never changes by more than 1.0 times the measurement uncertainties given in Section 6.1. For the surface brightness values obtained from direct integration of the deconvolved images, we find that the change is never larger than 0.6 times the uncertainties given in Section 6.1, the surface brightnesses we derive from the best-fit model of the SZ signal and the bottom rows give values we derive from direct integration of the deconvolved images.

| Frequency (GHz) | Best Fit (MJy sr⁻¹) | Measurement Err. (MJy sr⁻¹) | Flux Err. (MJy sr⁻¹) | Modeling Err. (MJy sr⁻¹) | Total Err. (MJy sr⁻¹) |
|-----------------|----------------------|-----------------------------|----------------------|--------------------------|------------------------|
| Model Fits      |                      |                             |                      |                          |                        |
| 140             | -0.344               | 0.028                       | 0.017                | 0.028                    | 0.043                  |
| 268             | 0.052                | 0.029                       | 0.005                | 0.029                    | 0.041                  |
| Direct Integration |                  |                             |                      |                          |                        |
| 140             | -0.341               | 0.027                       | 0.017                | 0.016                    | 0.036                  |
| 268             | 0.095                | 0.049                       | 0.010                | 0.029                    | 0.058                  |

**Sub-cluster C**

| Frequency (GHz) | Best Fit (MJy sr⁻¹) | Measurement Err. (MJy sr⁻¹) | Flux Err. (MJy sr⁻¹) | Modeling Err. (MJy sr⁻¹) | Total Err. (MJy sr⁻¹) |
|-----------------|----------------------|-----------------------------|----------------------|--------------------------|------------------------|
| Model Fits      |                      |                             |                      |                          |                        |
| 140             | -0.262               | 0.026                       | 0.013                | 0.028                    | 0.040                  |
| 268             | 0.217                | 0.039                       | 0.022                | 0.029                    | 0.053                  |
| Direct Integration |                  |                             |                      |                          |                        |
| 140             | -0.270               | 0.026                       | 0.014                | 0.016                    | 0.034                  |
| 268             | 0.220                | 0.059                       | 0.022                | 0.029                    | 0.069                  |

**Notes.** The average surface brightness within a 1′ diameter aperture centered on sub-clusters B and C. From left to right the columns give the observing frequency, the best-fit average surface brightness, the measurement uncertainty on this value, the uncertainty on this value due to flux calibration, the uncertainty on this value due to the range of models we could have chosen to describe the data, and the total combined uncertainty, which is the quadrature sum of the previous three columns. For each sub-cluster, the top rows give the values we derive from the best-fit model of the SZ signal and the bottom rows give values we derive from direct integration of the deconvolved images.

The changes in surface brightness when we use the other two possible apertures in Table 1. Compared to the measurement uncertainties given in Section 6.1, the surface brightnesses we measure in these new apertures differ by less than \( \lesssim 1.2\sigma \), with a median of \( \lesssim 0.7\sigma \). The three sets of coordinates are separated from each other by \( \lesssim 20\prime \), which is a significant fraction of the aperture radius of 30\′, and means that less than 50% of the area enclosed by one aperture is also enclosed by another aperture. Consequently, completely uncorrelated measurement noise between any given pair of apertures will produce surface brightnesses that differ by \( \gtrsim 1\sigma \). Therefore, the differences in surface brightness that we measure between these aperture locations are consistent with the expectation due to noise fluctuations.

We also examine the effects of varying the diameter of the aperture from 0.67 to 1.5 (compared to the nominal diameter of 1′), and again find results that are consistent within 1\σ. As with the different aperture locations, this is consistent with the variations that we expect due to uncorrelated measurement noise between the aperture choices, and indicates that variations in the location, or diameter, of the aperture we use to measure the SZ surface brightness result in differences consistent with measurement noise. We therefore conclude that our results are not sensitive to the exact choice of aperture, and we do not include any additional systematic error in our overall noise budget. We note that in all cases the apertures are comparable in size to the Bolocam PSF, and there is consequently some signal leakage from outside to inside the apertures and vice versa. Furthermore, the separation between the apertures centered on sub-clusters B and C is also comparable to the size of the Bolocam PSF, and so there is some signal leakage between apertures. Although we are not able to account for this signal leakage in our analysis, the consistency of our results using various aperture positions and diameters indicates that the leakage is below our measurement uncertainties.
6.3. Comparison to Previous Results

We note that the 140 GHz surface brightnesses we find for sub-cluster B are slightly different compared to the values reported in M12, although identical Bolocam data is used for both analyses. Our model-derived surface brightness of $-0.344 \pm 0.028 \text{ MJy sr}^{-1}$ is more than 1σ lower than the M12 value of $-0.293 \pm 0.030 \text{ MJy sr}^{-1}$. More than half of this difference is due to a minor error in the analysis presented in M12. The total flux densities given in Table 3 of M12 were mistakenly computed from the average surface brightness within a 1/5 aperture, rather than the 1′ aperture claimed in the text of M12 and also used in our present analysis. The remaining difference between our current surface brightness values and the ones presented in M12 is due to minor changes in our assumed model of the SZ signal. First, M12 constrained the normalization of the pseudo-Compton-y map separately at 140 and 268 GHz, compared to the joint constraint we use in our present analysis. In addition, M12 assumed that the SZ template centered on sub-cluster B had a Gaussian profile, compared to the more physically motivated profile we use in this analysis, with a shape described by the best-fit profile to a sample of 45 clusters observed with Bolocam (Sayers et al. 2013a).

Furthermore, we note that, in our current analysis, the model-derived surface brightness agrees quite well with the surface brightness we obtain from a direct integration of the deconvolved image. This result is in contrast to the measurements presented in M12, where the two values differed by slightly more than 1σ. This change is due to differences in how the DC signal offset of the deconvolved images is computed. M12 computed the DC signal offset based on a fit of the average profile determined by Arnaud et al. (2010) to the full 140 GHz Bolocam data set. Although the fit quality of this single profile is not particularly poor, with a PTE of 0.07, the adequacy of using a single profile to describe a complex merging system like MACS J0717.5+3745 is questionable. Therefore, as described above, for this analysis we choose to constrain the DC signal offset of the 140 GHz deconvolved image using our nominal model of the SZ signal (a pseudo-Compton-y map with an additional SZ component centered on sub-cluster B). Not surprisingly, this change in our estimate of the DC signal level results in a better agreement between the model-derived and directly integrated surface brightnesses.

7. MEASUREMENT OF THE SZ SPECTRUM TOWARD SUB-CLUSTER C

M12 computed the SZ surface brightness toward both sub-cluster B and sub-cluster C. The latter measurement was motivated primarily by the fact that Ma et al. (2009) identified sub-cluster C as the most massive component of MACS J0717.5+3745, along with the fact that sub-cluster C is coincident with the highest surface brightness in the 268 GHz Bolocam image. Therefore, although our F-test decision tree indicates that our data do not require a component in addition to the thermal SZ template toward sub-cluster C, we again measure its SZ surface brightness. For these measurements we add an SZ template centered on sub-cluster C to our model, to ensure that the model has enough freedom to describe any possible deviations from a purely thermal SZ spectrum. We again estimate the SZ surface brightness using a 1′ diameter aperture centered on the coordinates from Ma et al. (2009), with the results given in Table 2. As with sub-cluster B, we estimate the uncertainties on these surface brightnesses using our 1000 noise realizations, and we again find that the distribution of values is consistent with Gaussian noise. In addition, we estimate the systematic uncertainty due to our choice of model using the same formalism described for sub-cluster B in Section 6.2. We find systematic errors consistent with those for sub-cluster B, and therefore adopt identical values for sub-cluster C. Finally, we note that the 140 GHz brightness values differ from those derived in M12 by roughly the same amounts as for sub-cluster B, with the differences due to the same reasons described in detail in Section 6.3.

We do not attempt to constrain the SZ brightness toward either sub-cluster A or sub-cluster D. We do not consider sub-cluster A because it is not strongly detected in either Bolocam data set. We do not consider sub-cluster D because it is not separately resolved from sub-cluster C, due to Bolocam’s coarse angular resolution, and therefore any estimate of sub-cluster D’s SZ brightness would be highly correlated with our estimate of sub-cluster C’s SZ brightness.

8. PECULIAR VELOCITY CONSTRAINTS

Using our two-band measurements of the SZ surface brightness toward sub-clusters B and C, we are able to place constraints on the properties of the ICM of each sub-cluster. Based on the equations presented in Section 2, the total SZ brightness depends on four quantities related to the cluster ICM: $f(\nu, T_e)$, $y$, $\tau_e$, and $v_z$. Our two-band SZ surface brightness measurements are insufficient to constrain all of these quantities, and so we therefore make the assumption that the ICM within each sub-cluster is isothermal and equal to the X-ray spectroscopic temperature determined within the same 1′ diameter apertures that we use to measure the SZ surface brightness. As a result, $f(\nu, T_e)$ is fully constrained by the Chandra-and-XMM-measured $T_e$, and from Equations (4) and (2) we have $y = \tau_e k_B T_e m_e^{-1} c^{-2}$, meaning that $y$ and $\tau_e$ are independent. Therefore, we are left with two free parameters to constrain using the two-band Bolocam surface brightnesses, either $\tau_e$ and $v_z$, or $y$ and $v_z$. In practice we constrain $Y_{\text{int}}$ and $v_z$, where $Y_{\text{int}} = y \Delta \Omega$, and $\Delta \Omega$ is equal to the solid angle of our 1′ aperture. In all of the fits, we compute the band-averaged values of $f(\nu, T_e)$ for a given $T_e$ using the full Bolocam bandpasses rather than a single effective band center.

Using our X-ray measured $T_e$, along with our SZ surface brightnesses, we then perform a grid search to constrain the values of $v_z$ and $Y_{\text{int}}$ for sub-clusters B and C. For these constraints, we use the best-fit SZ surface brightness values from Table 2, along with the total uncertainties in the far-right column of that table. Therefore, we fully include not only measurement uncertainties, but also flux calibration uncertainties, and possible systematic uncertainties due to our choice of model to describe the SZ signal. Because the noise in our SZ surface brightness measurements is indistinguishable from Gaussian, we compute likelihoods based on a Gaussian distribution. When fitting the SZ spectra, we marginalize over the range of $T_e$ values allowed by the X-ray data, relying on the C statistic to give a likelihood for each temperature in the range 2–40 keV. A summary of our results for both sub-clusters is given in Table 3 and Figures 5 and 6, and we highlight some of these results below.

For sub-cluster B we find a best-fit $v_z = +3450 \text{ km s}^{-1}$ using the SZ surface brightnesses we determine from the model fit to our data and a best-fit $v_z = +2550 \text{ km s}^{-1}$ using the SZ surface brightnesses we determine from direct integration of our
Figure 5. Our SZ-derived constraints on the ICM toward sub-cluster B (left) and sub-cluster C (right). The top row shows two-dimensional confidence regions for the values of \( Y_{\text{int}} \) and \( v_z \), with contours drawn at 1\( \sigma \), 2\( \sigma \), and 3\( \sigma \) for a two-parameter likelihood (e.g., 1\( \sigma \) corresponds to \( \Delta \chi^2 = 2.30 \)). The bottom row shows marginalized one-dimensional likelihoods for \( v_z \), with vertical lines drawn at ±1\( \sigma \) (corresponding to \( \Delta \chi^2 = 1 \)). In all cases blue corresponds to the constraints from the model-derived SZ surface brightnesses, and yellow corresponds to the constraints from the SZ surface brightnesses we derive from direct integration of the deconvolved images. The solid black line represents the best-fit velocity derived by Ma et al. (2009) based on optical spectroscopy, and the dashed lines show the corresponding 1\( \sigma \) confidence region around their best-fit.

(A color version of this figure is available in the online journal.)

devolved images. Both of these values are consistent with the value of \( +3238 \ \text{km} \ \text{s}^{-1} \) determined by Ma et al. (2009), based on optical spectroscopy under the assumption that the peculiar velocity of the entire cluster is 0 along the line-of-sight (see Figure 5). The 1\( \sigma \) uncertainties about these best-fit velocities are similar for both the model-derived and direct integration results, and are \( \lesssim 1000 \ \text{km} \ \text{s}^{-1} \). We also compute the probability of \( v_z \geq 0 \), and obtain values of \( (1 - \text{Prob}[v_z \geq 0]) = 1.3 \times 10^{-5} \) and \( 2.2 \times 10^{-3} \) for the model-derived and direct integration SZ surface brightnesses, respectively (see the bottom panels of Figure 5). For a Gaussian distribution, these one-sided probabilities correspond to a difference from \( v_z = 0 \) of 4.2\( \sigma \) and 2.9\( \sigma \), respectively. For sub-cluster C we find a best-fit \( v_z \) of \( \approx -500 \ \text{km} \ \text{s}^{-1} \) from both the model fit and direct integration.
of the deconvolved image, which is fully consistent with both the value of $-733$ km s$^{-1}$ determined by Ma et al. (2009) and with zero velocity. We note that the uncertainties on the value of $v_z$ for sub-cluster C are $\approx 50\%$ larger compared to sub-cluster B. This increase is due entirely to the higher temperature of sub-cluster C. This higher temperature produces a smaller value of $\tau_e$ for a fixed value of $Y_{\text{int}}$ and therefore a correspondingly lower kinetic SZ signal for a fixed value of $v_z$.

We note that the difference between our best fit $v_z$ and the best fit $v_z$ from Ma et al. (2009) is quite small for both sub-clusters ($0.23\sigma$ and $0.13\sigma$ for the model-derived results for sub-clusters B and C, and $0.64\sigma$ and $0.14\sigma$ for the direct-integration results for sub-clusters B and C). The random probability of obtaining such results from two independent measurements of two independent parameters is $2\%$ for our model-derived results and $6\%$ for our direct-integration results. These probabilities are small, but they are not small enough to cause significant concern. In addition, our intentionally conservative estimates of the uncertainties due to our choice of SZ model have likely resulted in over-estimated errors on the SZ brightness, thus rendering the good agreement between our results and those of Ma et al. (2009) more likely.

9. DISCUSSION

9.1. Differences Compared to the Results in M12

Compared to the results presented in M12, our best-fit values of $v_z$ for sub-cluster B are somewhat lower ($+3450$ km s$^{-1}$ and $+2550$ km s$^{-1}$, compared to $+4640$ km s$^{-1}$ and $+3600$ km s$^{-1}$ for the model-derived and direct integration surface brightnesses, respectively). This is mainly due to an increase in the best-fit surface brightness at 268 GHz as a result of the additional data we use in our present analysis. In contrast, our best-fit values of $v_z$ for sub-cluster C are smaller in magnitude compared to M12 ($-550$ km s$^{-1}$ and $-500$ km s$^{-1}$ versus $-3720$ km s$^{-1}$ and $-4120$ km s$^{-1}$ for the model-derived and direct integration surface brightnesses, respectively). These differences are again driven by the additional 268 GHz data we use in our current analysis, which indicates that sub-cluster C is dimmer compared to the analysis of M12. However, we emphasize that all of our measured values of $v_z$ are consistent to within $1\sigma$ of the values presented in M12, and there is no tension between the two results.

Our uncertainties on the value of $v_z$ for sub-cluster B are a factor of $\approx 3$ smaller than the uncertainties reported in M12. This improvement is almost entirely due to the significant amount of additional 268 GHz data we use in this analysis and the corresponding factor of $\approx 2.5$ decrease in the uncertainties on the 268 GHz surface brightness. A small additional improvement is driven by the lower value of $T_e$ found in our present analysis, which for a fixed $Y_{\text{int}}$ corresponds to a larger $\tau_e$ and therefore a larger kinetic SZ signal for a fixed $v_z$. In contrast, our uncertainties on $v_z$ for sub-cluster C have only decreased by a factor of $\approx 2$ compared to M12, even though there is a similar reduction in the 268 GHz measurement uncertainties. This difference relative to sub-cluster B is driven by our best-fit value of $v_z$, which is significantly larger (less negative) than the results in M12. As a result, the best-fit value of $Y_{\text{int}}$ is smaller, and therefore the best-fit value of $\tau_e$ is smaller. Consequently, for a given change in $v_z$, the corresponding change in the kinetic SZ surface brightness is also smaller, resulting in less constraining power on the value of $v_z$.

In contrast to the analysis presented in M12, note that we include additional systematic uncertainties in our derived SZ surface brightnesses due to differences based on the range of models we could have chosen to describe the SZ signal. These systematic uncertainties increase the total error estimate on the model-derived and directly integrated SZ surface brightnesses by $\approx 40\%$ and $\approx 20\%$, respectively. We perform fits of $v_z$ without including this additional systematic error, and verify that the fractional improvement in our constraints matches these values. Therefore, the model-dependence of our SZ data results in a non-negligible degradation of our constraining power on $v_z$.

9.2. Limitations to Our Kinetic SZ Constraints

Given the range of multi-wavelength data that we use to place constraints on $v_z$, we also estimate how each of these data sets contribute to our overall uncertainties. First, as noted in Section 4.3, previous results have indicated that there is a systematic difference in the temperatures derived from Chandra and XMM, and the temperatures we measure are in general agreement with this systematic difference. At this point, the cause of this difference has not been conclusively demonstrated. Due to the lack of a conclusive understanding of the difference, combined with the fact that the difference between the X-ray temperatures we derive from the two observatories is of modest statistical significance, we choose to constrain the electron temperatures via the joint likelihood from the Chandra and XMM data. If we adopt the XMM-only values of $T_e$, then we find best-fit values of $v_z$ equal to $+3300$ km s$^{-1}$ and $+2450$ km s$^{-1}$ for the model fit and direct integration of sub-cluster B and $-450$ km s$^{-1}$ and $-400$ km s$^{-1}$ for the model fit and direct integration of sub-cluster C. If we adopt the Chandra-only values of $T_e$, then we find best-fit values $v_z$ equal to $+4000$ km s$^{-1}$ and $+2900$ km s$^{-1}$ for the model fit and direct integration of sub-cluster B and $-550$ km s$^{-1}$ and $-450$ km s$^{-1}$ for the model fit and direct integration of sub-cluster C. For

| Sub-cluster | $T_e$ (keV) | Optical (km s$^{-1}$) | SZ Model Fit (km s$^{-1}$) | SZ Direct Integration (km s$^{-1}$) |
|-------------|------------|-----------------------|-----------------------------|-----------------------------------|
| B           | 11.4$^{+0.5}_{-0.3}$ | $+3238^{+252}_{-242}$ | $+3450^{+900}_{-900}$ (1 − $\text{Prob}[v_z \geq 0] = 1.3 \times 10^{-5}$) | $+2550^{+1050}_{-1050}$ (1 − $\text{Prob}[v_z \geq 0] = 2.2 \times 10^{-3}$) |
| C           | 19.9$^{+1.5}_{-1.4}$ | $-733^{+456}_{-478}$ | $-550^{+1500}_{-1400}$ (1 − $\text{Prob}[v_z \leq 0] = 3.7 \times 10^{-1}$) | $-500^{+1600}_{-1550}$ (1 − $\text{Prob}[v_z \leq 0] = 4.3 \times 10^{-1}$) |

Notes. Line-of-sight velocity constraints from our analysis. From left to right the columns give the X-ray-derived temperature from Chandra and XMM, the line-of-sight velocity derived by Ma et al. (2009) based on optical spectroscopy, and the line-of-sight velocity from our kinetic SZ constraints using the best-fit model and a direct integration of the deconvolved image. The top row shows the constraints for sub-cluster B, and the bottom row shows the constraints for sub-cluster C. For the fits we have used the best-fit SZ brightnesses given in Table 2, with the total uncertainties listed in the far-right column of that table. Next to the kinetic SZ velocity constraints, we give the probability that the line-of-sight velocity is greater than 0 for sub-cluster B, and the probability that the line-of-sight velocity is less than 0 for sub-cluster C.
sub-cluster B, the \textit{Chandra}-only temperatures yield line-of-sight velocities that differ by \(\simeq 0.5\sigma\), but all of the other values are statistically indistinguishable from our results in Table 3. Therefore, we conclude that X-ray calibration uncertainties do not strongly affect our constraints on \(v_z\). We further note that the significance of our kinetic SZ measurement from \(v_z = 0\) is nearly independent of the exact value of \(T_e\) and the slight differences in \(v_z\) for the different temperatures are due to the inverse relationship between \(T_e\) and \(\tau_e\) for a fixed \(y\) coupled with the inverse relationship between \(v_z\) and \(\tau_e\) for a fixed kinetic SZ surface brightness.

To assess the impact of the X-ray uncertainties on \(T_e\), we also rerun all of our fits with vanishing uncertainties on the X-ray derived \(T_e\). Even in the case of sub-cluster C, when using the \textit{Chandra}-only measurement with uncertainties of \(T_e = \pm 3.8\) keV, the derived uncertainties on \(v_z\) increase by only \(\simeq 10\%\) when using the measured uncertainties instead of assuming that the uncertainty on \(T_e\) is equal to 0. Therefore, the X-ray uncertainties are not significant in our overall error budget on \(v_z\).

To determine the effect of the CIB on our measurement of \(v_z\), we also compute the SZ brightness under the assumption that the CIB is completely and noiselessly subtracted from the data. Specifically, compared to our default noise realizations, we remove the noise from the undetected CIB, along with our uncertainties on the subtracted CIB (see the Appendix). This results in a negligible change in the 140 GHz surface brightness uncertainties, and a \(\simeq 10\%–20\%\) reduction in the 268 GHz surface brightness uncertainties. There is a corresponding \(\simeq 10\%–20\%\) reduction in our derived uncertainties on \(v_z\). In addition, we estimate the potential bias that would result from not subtracting any of the Bolocam or SPIRE-detected galaxies from our 268 GHz data. We find that our best-fit 268 GHz surface brightness values change by \(\simeq 10\%\), indicating that the bright sources in the CIB produce a non-negligible bias in the SZ surface brightnesses we measure. Therefore, at our sensitivities, the CIB has a noticeable effect on our kinetic SZ measurement, and is more significant than uncertainties on the X-ray-derived electron temperature.

We also perform fits under the assumption that primary CMB fluctuations are perfectly subtracted from our data by removing them from our noise realizations. This does not produce a noticeable change in the 268 GHz surface brightness constraints, but does improve the 140 GHz surface brightness constraints by \(\simeq 5\%\), with a corresponding improvement in our derived constraints on \(v_z\). Therefore, noise from primary CMB fluctuations has an effect on our kinetic SZ measurements that is smaller than, but comparable to, noise from CIB fluctuations. This mild sensitivity to primary CMB fluctuations is due to the relative shallowness of our 140 GHz data, which have a rms of \(\simeq 30\mu K_{\text{CMB}}\) arcmin (see Table 1 of Sayers et al. 2013a).

Examining the error budget in Table 2, the dominant uncertainties are associated with SZ measurement noise and the exact choice of model used to describe the SZ data, although we note that uncertainties due to absolute flux calibration are only a factor of \(\simeq 2\) smaller. As detailed in Section 4.1, a model is required to interpret our SZ data because the large-angular scale atmospheric noise necessitates a high-pass filtering of the data, which removes the signal on large angular scales. As a result, a spatial model of the SZ is the only way to recover this large-scale signal in order to obtain an absolute surface brightness. Therefore, this modeling uncertainty is a direct result of the measurement noise in the SZ data, and is not a fundamental limitation. Deeper SZ data would provide a significant improvement to our kinetic SZ measurement, although these deeper SZ data will require better absolute flux calibration, are likely to require an improved subtraction of the CIB (and possibly the primary CMB fluctuations), and may require an improved understanding the X-ray temperature calibration or the line-of-sight temperature structure (e.g., Chluba et al. 2012; Prokhorov & Colafrancesco 2012).

9.3. Additional Potential Sources of Bias

Our analysis constrains the line-of-sight peculiar velocities of two of the sub-clusters of MACS J0717.5+3745 via a measurement of the SZ surface brightnesses within small apertures centered on these sub-clusters. Due to the complex dynamics in MACS J0717.5+3745, the SZ signal within these apertures may not be sourced by gas bound to a single sub-cluster with a single coherent bulk velocity. However, as described in Section 3, the X-ray data show that sub-cluster B does appear to have a relatively intact core region. Therefore, at least for sub-cluster B, the assumption of a single bound ICM appears to be justified. Sub-cluster C seems to be more disturbed, and this assumption may not be valid for that region.

In addition to possible merger-induced gas inhomogeneities, there are also likely to be line-of-sight projection effects that cause the SZ signal within a single aperture to be sourced by the ICMs of multiple sub-clusters. In part to answer this question, Ruan et al. (2013) studied the SZ signal from a simulated triple-merger system in detail. Their simulated cluster is similar to MACS J0717.5+3745, and contains one sub-cluster with a velocity of 2500 km s\(^{-1}\). They used kinetic SZ measurements at 90 and 268 GHz to constrain the line-of-sight velocities of the sub-clusters within the merger and found best-fit velocities that are consistent with the true velocities of the sub-clusters to within \(\simeq 10\%\). This is partly due to the fact that the SZ signal from the core of the sub-cluster of interest is significantly brighter than the SZ signal away from the core of other sub-clusters in projection. However, the merging sub-cluster also induces a small kinetic SZ signal in the ICMs of the other sub-clusters in projection with it, and this induced signal serves to bring the SZ-measured velocity into better agreement with the true velocity. These results indicate that at our current measurement precision, the bias in our measured velocities due to interactions and projection effects from other sub-clusters is likely to be statistically insignificant.

9.4. Cosmological Implications

Our kinetic SZ measurements are in good agreement with the spectroscopic measurements of Ma et al. (2009) and indicate that sub-cluster B is moving with a line-of-sight velocity of \(\simeq 3000\) km s\(^{-1}\) compared to the center of mass of the system. Ma et al. (2009) note that this value is close to the maximum expected velocity due to infall from infinity. For example, if sub-cluster B starts from rest at infinity, and if the main cluster has a mass of \(1.5 \times 10^{15}\) \(M_\odot\), then sub-cluster B would need to be within \(\simeq 1.5\) Mpc of the main cluster to reach an infall velocity of \(3000\) km s\(^{-1}\). This is in fairly good agreement with N-body simulations, which indicate that a relative velocity of \(\simeq 3000\) km s\(^{-1}\) is possible for a MACS J0717.5+3745-like cluster within the framework of the standard cosmological model. For example, Lee & Komatsu (2010) showed that mergers with main cluster masses above \(1 \times 10^{15}\) \(M_\odot\) at \(z = 0.5\) have a non-negligible probability of producing velocities larger than \(3000\) km s\(^{-1}\) when the sub-cluster is within the virial radius of the main cluster. In addition, the cluster studied by Ruan et al. (2013; see Section 9.3) was selected from a cosmological
simulation of a 400 $h^{-1}$ Mpc cube, and one of its sub-clusters has a line-of-sight velocity of 2500 km s$^{-1}$. Therefore, we conclude that while the velocity of sub-cluster B is large, it is not in any tension with the standard cosmological models.

10. SUMMARY

We detect an extended SZ signal toward MACS J0717.5+3745 at high significance in two observing bands with Bolocam (140 and 268 GHz). The 268 GHz data also contain significant emission from dusty star forming galaxies. We subtract all of the galaxies brighter than $\approx$1 mJy using a combination of Herschel-SPIRE and Bolocam data, although both this subtraction, and the un-subtracted population of dimmer galaxies, produce a non-negligible amount of noise in our measurement of the SZ signal (see Section 9.2). Using a rigorous decision tree based on the application of the F-test, we find that a physically-motivated model composed of a Chandra-derived pseudo-Compton-$y$ map to describe the thermal SZ signal, plus an additional template centered on sub-cluster B with different normalizations at 140 and 268 GHz, is the minimum model that is adequate to describe our data. We note that sub-cluster B has a measured spectroscopic line-of-sight velocity of +3200 km s$^{-1}$ (Ma et al. 2009).

From this best-fit model, we compute the two-band SZ surface brightness toward sub-cluster B, along with the most massive sub-cluster, C. We also compute the SZ surface brightness by directly integrating the Bolocam images, although the best-fit model is required to constrain the DC signal level of these images, which is filtered away by our data processing. For both the model-derived and directly integrated SZ surface brightnesses, we include uncertainties due to measurement noise and absolute flux calibration. In addition, we include an uncertainty due to the variations in derived surface brightnesses for a range of physically motivated models that we could have chosen to describe our data, and we find that this uncertainty is similar to our measurement uncertainty.

Using our measured SZ surface brightnesses toward sub-clusters B and C, along with our X-ray-derived electron temperatures for each sub-cluster, we constrain a spectral model consisting of thermal and kinetic SZ components (see Figure 6). For these fits, we assume that the ICM is isothermal within small apertures centered on each sub-cluster, and we include corrections for relativistic effects. We find that a thermal SZ signal is adequate to describe the SZ surface brightnesses of sub-cluster C, but that an additional kinetic SZ signal is required for sub-cluster B. From our model-derived SZ surface brightnesses, this kinetic SZ signal implies a line-of-sight velocity of $v_z = +3450$ km s$^{-1}$, whereas the directly integrated SZ surface brightnesses imply a line-of-sight velocity of $v_z = +2550$ km s$^{-1}$, both of which are in good agreement with the spectroscopic measurement of Ma et al. (2009; see Figure 5). From the model fit we find that $(1 - \text{Prob}[v_z \geq 0]) = 1.3 \times 10^{-5}$, which corresponds to being 4.2$\sigma$ from 0 for a Gaussian distribution. Similarly, from the direct integration of the SZ surface brightness, we find that $(1 - \text{Prob}[v_z \geq 0]) = 2.2 \times 10^{-7}$, which corresponds to being 2.9$\sigma$ from 0 for a Gaussian distribution.

We consider potential biases in our derived values of $v_z$, due to possible systematics in the X-ray derived $T_e$, and due to merger and projection effects as a result of the complex dynamics of this cluster, and we find that neither bias is likely to be significant compared to our measurement uncertainties. We find that raw SZ measurement sensitivity limits our constraints on $v_z$, and uncertainties from the X-ray data, the CIB, the CMB, and flux calibration are sub-dominant, although deeper SZ measurements will likely be limited by some combination of these factors. Our data, combined with the results from Ma et al. (2009), indicate that sub-cluster B is moving with a line-of-sight velocity of $\approx +3000$ km s$^{-1}$, a value that is high, but not in tension with standard cosmological models.
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APPENDIX

There is a significant amount of signal from unresolved dusty star-forming galaxies (e.g., Blain et al. 2002) in our 268 GHz Bolocam map, and we describe our treatment of these galaxies in this Appendix. Unlike the resolved SZ signal we seek to measure, all of the dusty star-forming galaxies in our Bolocam image are unresolved. Therefore, to maximize our sensitivity to these unresolved sources, we process the 268 GHz data using an adaptive principal component analysis (PCA) algorithm in place of the common-mode subtraction we use for our SZ analysis. For brevity, we refer to the maps generated by these reductions as the adaptive-PCA map and the common-mode-subtraction map. The details of the adaptive-PCA algorithm we use for this analysis are given in Wu et al. (2012). This processing results in an adaptive-PCA map with a noise rms of 0.7 mJy beam$^{-1}$, which is approximately equal to the confusion noise from unresolved star-forming galaxies. We then subtract a template of the extended SZ signal from the adaptive-PCA map by fitting a generalized
Figure 7. Bolocam 268 GHz images we obtain from the adaptive-PCA reduction. Clockwise from upper left: nominal image, image after subtracting the best-fit extended-SZ template, image after also subtracting the eight unresolved sources detected by Bolocam, and image after also subtracting the 162 sources detected by SPIRE and extrapolated to Bolocam’s band using a graybody fit. The blue contours show S/N, starting at 4 and separated by 1. There are no contours around the bright regions in the corners of the images, which is due to the higher noise in these regions as a result of reduced integration time relative to the central region. Note that even in this heavily filtered image, an extended SZ signal is detected at high significance. The crosses show: Bolocam detections (red), likely SPIRE counterparts to those detections (cyan), and all other SPIRE detections with an extrapolated S/N > 2 (yellow). The green circles show the 1′ diameter apertures centered on sub-cluster C (lower left) and sub-cluster B (upper right).

(A color version of this figure is available in the online journal.)

Table 4

Unresolved Sources Detected by Bolocam at 268 GHz

| R.A. (J2000) | Decl. (J2000) | Flux Density (mJy) | De-boosted (mJy) | SPIRE Extrapolated (mJy) | SPIRE Distance (″) |
|--------------|---------------|-------------------|-----------------|-------------------------|------------------|
| 7:17:19.4    | 37:46:41      | 7.6 ± 0.9         | 6.9 ± 0.8       | 6.2 ± 0.5               | 11               |
| 7:17:53.4    | 37:42:55      | 5.2 ± 1.2         | 3.7 ± 1.4       | 2.2 ± 0.1               | 12               |
| 7:17:24.3    | 37:41:07      | 5.3 ± 1.1         | 4.0 ± 1.2       | 3.7 ± 0.6               | 11               |
| 7:17:37.3    | 37:42:24      | 3.9 ± 0.9         | 3.2 ± 1.0       | 1.2 ± 0.1               | 21               |
| 7:17:32.2    | 37:42:32      | 3.6 ± 0.9         | 3.0 ± 1.0       | 0.5 ± 0.1               | 22               |
| 7:17:11.2    | 37:50:34      | 6.3 ± 1.4         | 4.0 ± 1.7       | 3.0 ± 0.1               | 17               |
| 7:17:28.8    | 37:40:02      | 5.3 ± 1.3         | 3.5 ± 1.6       | 5.3 ± 0.3               | 7                |
| 7:17:33.8    | 37:48:13      | 3.5 ± 0.9         | 2.9 ± 1.0       | 2.9 ± 0.5               | 16               |

Notes. Unresolved sources that we detect with an S/N ≥ 4 in the Bolocam 268 GHz data. From left to right, the columns give the Bolocam R.A., Bolocam decl., Bolocam flux density, noise-de-boosted Bolocam flux density, extrapolated flux density at 268 GHz based on our graybody fit to measurements from the three SPIRE bands, and distance from the Bolocam detection to the SPIRE detection. Note that the SPIRE measurements are dominated by confusion noise, which is highly correlated between the bands and is not included in the graybody fit uncertainties. Consequently, the uncertainties on the graybody fits assume that there is either a single source contributing all of the signal in the three SPIRE bands, or that the superposition of sources can be adequately described by a single graybody. For each of these eight candidate sources, the sum of the SPIRE graybody fits is consistent with the de-boosted Bolocam flux density, indicating that the Bolocam candidates are likely robust detections.

Navarro–Frenk–White (gNFW) profile to the common-mode-subtraction map, processing the gNFW model through the adaptive-PCA reduction, and subtracting the processed model from the adaptive-PCA map (see Figure 7). The resulting extended-SZ-subtracted adaptive-PCA map contains a total of eight unresolved galaxy candidates with a signal-to-noise (S/N) > 4, and we measure the best-fit flux density for each of these candidates after accounting for the filtering effects of the adaptive-PCA reduction (see Table 4). Using these best-fit flux densities and positions, we then process these eight candidates
through the common-mode reduction and subtract them from the common-mode-subtraction map used for our SZ analysis. In addition, we generate 1000 random realizations of each of the eight candidates based on the measurement uncertainties on the best-fit flux densities, and we add one realization of the uncertainty for each candidate to each of the 1000 noise realizations described in Section 4.1.

In addition to our Bolocam data, we also search for dusty star-forming galaxies in three-band (250, 350, and 500 \(\mu m\)) observations obtained with the SPIRE photometer. All of the SPIRE images are dominated by confusion noise from unresolved galaxies (Nguyen et al. 2010), and the effective rms is 7.2, 5.3, and 5.8 mJy/beam at 250, 350, and 500 \(\mu m\), respectively. The SPIRE data are reduced using the Herschel Interactive Processing Environment (Ott et al. 2006; Ott 2010), along with the HerMES SMAP package (Levenson et al. 2010; Viero et al. 2013). Source catalogs are then compiled using the SCAT procedure (Smith et al. 2012), and we identify a total of 200 source candidates within the 14' × 14' Bolocam coverage with S/N > 3 in any of the SPIRE bands. We note that very few of the SPIRE detections are located within the extended SZ signal detected with Bolocam, and none of the sources located within the extended SZ signal are particularly bright, indicating that there is little contamination of the extended SZ signal due to bright dusty star-forming galaxies.

For each candidate SPIRE galaxy we fit the three-band SPIRE data to a graybody spectral energy distribution of the form

\[
S(v) = A \times v^{1.7} \times B(v, T),
\]

where \(B(v, T)\) is the Planck blackbody equation and the normalization \(A\) and temperature \(T\) are free parameters. In performing these fits, we make the assumption that this graybody parameterization describes the emission within the SPIRE PSF regardless of whether the emission is sourced by a single galaxy or many galaxies. Consequently, we do not include the effects of confusion noise in these fits. Using the graybody fits to the SPIRE data, we estimate the 268 GHz flux density centered on each of the 200 SPIRE candidates. We note that, probably due to the fact that multiple sources above the SPIRE measurement noise rms are likely to be present within the extent of the SPIRE PSF, this simple graybody model does not provide an adequate fit to all of the SPIRE source candidates. Specifically, 1/3 of candidates produce a fit PTE < 0.05, indicating that a graybody fit does not describe the emission detected within the SPIRE PSF for those candidates. In addition, even if we discard that 1/3, the distribution of PTE values for the remaining 2/3 of the candidates is still marginally inconsistent with a uniform distribution, quantified by a KS test PTE of 0.03. This implies that a graybody fit is inadequate to describe a significant fraction of the SPIRE candidates. Unfortunately, it is not practical to fit a more complicated model to the three-band SPIRE data alone due to the lack of spectral information, and so there is no clear model extension to obtain a better fit quality for the SPIRE candidates that are not adequately described using a graybody model. We discuss the implications of this modeling limitation in more detail below.

We find that fourteen of these SPIRE candidates are located within 30' of the eight Bolocam candidates, indicating that they are possible counterparts. To compare the Bolocam and SPIRE measurements, we first estimate the best-fit noise-de-boosted flux density for the eight candidates detected by Bolocam according to the AzTEC de-boosting algorithm presented in Austermann et al. (2009) by interpolating the tabulated values presented in Downes et al. (2012). As shown in Figure 8 and Table 4, in general we find good agreement between the de-boosted Bolocam flux densities and the sum of the extrapolated SPIRE flux densities for all of the likely counterparts. Therefore, the Bolocam candidates are robust detections.

By discarding the 14 SPIRE candidates that are likely counterparts of the Bolocam candidates because they have already been subtracted from the common-mode-subtraction map, along with 24 SPIRE candidates that have an extrapolated 268 GHz S/N < 2, we then generate an image from the remaining 162 SPIRE candidates using the extrapolated 268 GHz SPIRE flux densities convolved with the Bolocam PSF. This image is then processed through the adaptive-PCA reduction, and we subtract it from the corresponding extended-SZ-and-Bolocam-candidate-subtracted adaptive-PCA map (see Figure 7). Removal of this SPIRE template, which we generate independently from our Bolocam data, results in a significant reduction in the rms of the Bolocam image, with \(\Delta \chi^2 = 166\). To put this value in context, the total \(\chi^2\) of the SPIRE template is 240, and therefore a perfect correlation between the SPIRE extrapolations and the Bolocam data would have resulted in \(\Delta \chi^2 = 240\). As a further quality check, we compute the normalization of the SPIRE template that best fits our 268 GHz Bolocam extended-SZ-and-Bolocam-candidate-subtracted adaptive-PCA map and find a value of 0.84 ± 0.09 including flux calibration uncertainties. The consistency of this value with unity indicates that the SPIRE template is a good description of the CIB in the 268 GHz Bolocam data.

To subtract these 162 SPIRE-detected sources from our common-mode-subtraction map, we process the SPIRE template through the common-mode reduction and subtract the resulting map from the corresponding common-mode-subtraction map we use for SZ analysis. We also generate 1000 map realizations with flux densities for each source randomly distributed according to the uncertainty on the extrapolation and add one such realization to each of the 1000 noise realizations. As described above, the likely Bolocam counterparts are not included in this SPIRE-source template to avoid potential double subtractions, and the S/N < 2 extrapolations are removed to prevent the subtraction of possible false SPIRE detections. We estimate that, between the Bolocam and SPIRE detections, we remove all of the dusty galaxies with a 268 GHz flux density \(\gtrsim 1\) mJy along with \(\approx 100\) galaxies with lower flux densities, significantly reducing the contamination from these sources on our measurement of the SZ signal (see Figure 9, left).

Due to the fact that the SPIRE candidates are in general not well described by the graybody model, the derived uncertainty on the extrapolation is likely to be underestimated. Therefore, to determine the effect that this underestimation might have on our SZ results, we artificially increase the uncertainties on the SPIRE photometry for each candidate until the reduced \(\chi^2\) of the graybody fit is equal to 1. For candidates with a reduced \(\chi^2 < 1\), the uncertainties are left unchanged. Although this procedure is unphysical, it does provide a reasonable basis for estimating the uncertainty on the extrapolation for these sources. We find that the difference between the estimated uncertainties on the 268 GHz SZ brightnesses for sub-clusters B and C with and without including this artificial increase on the extrapolation uncertainty is \(< 4 \times 10^{-4}\) MJy sr\(^{-1}\), or \(\lesssim 1%\) of the nominal uncertainties. Therefore, we have not accounted for the potentially underestimated uncertainties on the SPIRE candidates that are poorly fit by the graybody model.
In addition, we also estimate the uncertainty on the extrapolation due to our particular choice of graybody model. Specifically, we fix the spectral index of the graybody to 1.7, while the measured spectral indices from large source catalogs vary between ≃1–2 (e.g., Roseboom et al. 2013). To bound the maximum possible change in the extrapolated CIB template due to this source variation, we rerun our analysis using spectral indices of 1.1 and 2.1, which correspond to the 1σ bounds determined by Roseboom et al. (2013). Using the templates determined from these spectral indices, the 268 GHz SZ brightnesses toward sub-clusters B and C change by 0.001–0.005 MJy sr\(^{-1}\), or by as much as 10% of their nominal uncertainties. When added in quadrature with our overall uncertainties this amount is negligible, and we therefore have not included it in our uncertainty estimates.

Furthermore, we note that the best-fit amplitude of our nominal CIB template using Bolocam data is 0.84 ± 0.09, hinting that the SPIRE data may be producing a template that is slightly over-predicting the CIB at 268 GHz. This could be caused by, for example, noise-boosted flux densities in the SPIRE data or an incorrect choice of SED template. To estimate the effects of such a potential bias, we re-estimate the 268 GHz SZ brightnesses of sub-clusters B and C after subtracting an extrapolated SPIRE template with the best-fit Bolocam normalization of 0.84 (rather than 1). Using this renormalized template results in SZ brightnesses that differ by ≲0.001 MJy sr\(^{-1}\) compared to those found with the default normalization of the template, or by approximately 2% of our nominal uncertainties. Therefore, the bias associated with a potential over-estimate of the CIB template is negligible, and we have not attempted to account for such a bias in our analysis.

Bolocam and SPIRE do not individually detect the faint galaxies that comprise most of the CIB. Consequently, we use the CIB model determined by Béthermin et al. (2011) to account for the noise fluctuations from these undetected galaxies, as it provides a reasonable estimate for the behavior of the component of the CIB below the SPIRE detection limit. We model the undetected CIB using a number counts distribution obtained by subtracting the number counts already detected by SPIRE and Bolocam from the Béthermin et al. (2011) number counts model. We then generate 1000 random sky realizations of the sources in this population, process each such realization through the
common-mode reduction, and add one realization of this faint CIB model to each of our 1000 noise realizations.

We note that the Béthermin et al. (2011) model was calibrated using observations of blank sky and therefore is not necessarily an accurate description of the CIB toward a massive cluster like MACS J0717.5+3745. Although the emission from cluster-member galaxies at 268 GHz is likely to be negligible compared to the background CIB, the significant magnification of the background due to gravitational lensing can distort the number counts. In particular, lensing preserves the total surface brightness of the CIB, but causes a significant and spatially dependent change in the number counts (Zemcov et al. 2013). Our data show hints of this change as an excess of sources at bright flux densities, which is consistent with measurements toward massive clusters using AzTEC at the same wavelength (Finn et al. 2010; Downes 2009). It is therefore not clear how well the unlensed Béthermin et al. (2011) model describes the faint population of dusty star-forming galaxies toward MACS J0717.5+3745.

To test the validity of the Béthermin et al. (2011) model in describing our MACS J0717.5+3745 data, we add a random sky realization to each jackknife realization of the adaptive-PCA map, where the sky realizations are based on the aforementioned difference between the Béthermin et al. (2011) model and our detected number counts. We find that adding these random sky realizations increases the noise rms by 12.3%. We then fit a Gaussian to the distributions of pixel S/N values for the adaptive-PCA map jackknife realizations, and to the actual data after subtraction of the extended-SZ template, the Bolocam detections, and the extrapolated SPIRE detections (see Figure 9, right). We find that the Gaussian standard deviations returned by the fits differ by 11.9% ± 0.8%, in excellent agreement with the prediction based on the Béthermin et al. (2011) model. Therefore, the Béthermin et al. (2011) model provides a good description of the global noise fluctuations due to dim unresolved galaxies at the level we are able to ascertain with our Bolocam data.

In principal, we could subtract some of the signal from these dim unresolved galaxies via, e.g., a cross correlation analysis between the SPIRE and Bolocam maps. Although these dim galaxies are not detected in any single SPIRE band, their signal will be correlated across the ensemble of SPIRE and Bolocam bands. However, the SPIRE data, particularly at 500 μm, contains a non-negligible amount of diffuse SZ signal. This signal would also be correlated across the multiple bands, and therefore such an analysis could subtract SZ signal from the Bolocam data in addition to CIB signal. Furthermore, the effective reddening of the CIB due to the SZ signal in the SPIRE data could potentially cause a significant over-estimate of the signal when extrapolated to the Bolocam bands. Consequently, to mitigate these effects, we have chosen to subtract only the unresolved bright galaxies individually detected by SPIRE, which should not be significantly contaminated by the diffuse SZ signal. Although beyond the scope of this work, an optimal analysis would jointly constrain a model of the SZ and CIB signals via a simultaneous fit to both the SPIRE and Bolocam data. However, given the relative dimness of the SZ signal in the SPIRE bands, along with the relative dimness of the CIB signal in the Bolocam bands, the improvement from such a joint fit is likely to be minimal compared to our analysis procedure.

We note that the fluctuations from the CIB are accounted for in our 140 GHz data by adding noise realizations generated according to the power spectrum measurements from SPT (Hall et al. 2010). We do not attempt to subtract any individual galaxies due to the large, and consequently potentially untrustworthy, spectral extrapolation that would be required from the SPIRE measurements. In addition, as noted above, there are very few galaxies detected within the extended region containing bright SZ signal, and none of those galaxies are particularly bright. We note that this is, in general, true for massive clusters, as shown in Zemcov et al. (2013). However, to verify that the CIB is sufficiently dim that we can neglect subtracting it at 140 GHz, we extrapolated the SPIRE detections to 140 GHz and removed them from the Bolocam data. Even if this large extrapolation is potentially untrustworthy, it should provide a reasonable estimate of the potential brightness of the CIB at 140 GHz. When we subtract this extrapolated CIB, we find that the best-fit 140 GHz SZ brightnesses toward both sub-cluster B and sub-cluster C change by ±5 × 10⁻⁴ MJy sr⁻¹, or by approximately 1% of the total uncertainty on each sub-cluster’s SZ brightness. Therefore, neglecting to subtract the CIB at 140 GHz has a negligible effect on our overall results.
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