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Abstract

In this article, we deal with the global regularity of weak solutions to a class of problems involving the fractional $(p, q)$-Laplacian, denoted by $(-\Delta)^{s_1}_p + (-\Delta)^{s_2}_q$, for $s_2, s_1 \in (0, 1)$ and $1 < p, q < \infty$. We establish completely new Hölder continuity results, up to the boundary, for the weak solutions to fractional $(p, q)$-problems involving singular as well as regular nonlinearities. Moreover, we establish a Hopf type maximum principle and strong comparison principle in both situations.
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1 Introduction

This paper aims to study the Hölder continuity results and maximum principle for weak solutions to the problems involving a class of non-homogeneous nonlocal operators. Precisely, we consider the following generic problem:

$$(-\Delta)^{s_1}_p u + (-\Delta)^{s_2}_q u = f(x) \quad \text{in } \Omega,$$  \hspace{1cm} (P)
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where $\Omega \subset \mathbb{R}^N$ is a bounded domain with $C^{1,1}$ boundary, $1 < q < p < \infty$, $0 < s_2 \leq s_1 < 1$, and $f \in L^\infty_{\text{loc}}(\Omega)$. The fractional $p$-Laplace operator $(-\Delta)^s_p$ is defined as

$$(-\Delta)^s_p u(x) = 2 \lim_{\varepsilon \to 0} \int_{\mathbb{R}^N \setminus B_\varepsilon(x)} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))}{|x-y|^{N+ps}}dy.$$ 

The operator $(-\Delta)^s_p$ is considered to be the natural extension of the well known fractional Laplacian, $(-\Delta)^s$ (i.e., $p = 2$), to the nonlinear setting. The leading differential operator, $(-\Delta)^{s_1}_p + (-\Delta)^{s_2}_q$, in problem $(P)$ is known as the fractional $(p,q)$-Laplacian. The operator is non-homogeneous in the sense that for any $t > 0$, there does not exist any $\sigma \in \mathbb{R}$ such that $((-\Delta)^{s_1}_p + (-\Delta)^{s_2}_q)(tu) = t^\sigma((-\Delta)^{s_1}_p u + (-\Delta)^{s_2}_q u)$ holds for all $u \in W^{s_1,p}(\Omega) \cap W^{s_2,q}(\Omega)$.

In recent years, there has been an extensive study on the problems involving fractional Sobolev spaces and corresponding nonlocal operators due to their wide applications in the real-world problems, such as game theory, finance, obstacle problems, conservation laws, phase transition, image processing, anomalous diffusion and material science. For more details, we refer to [10, 12, 17] and the references therein.

The fractional $(p,q)$-Laplacian is the fractional analogue of the $(p,q)$-Laplacian $(-\Delta_p - \Delta_q)$, which arises in the study of general reaction-diffusion equations. The problems involving these kinds of operators have applications in biophysics, plasma physics and chemical reactions, with double phase features, where the function $u$ corresponds to the concentration term, and the differential operator represents the diffusion coefficient, for details see [33] and references therein.

In the local case (obtained by letting $s_1, s_2 \to 1^-$ in (P)), we have the Hölder continuity results for the gradient of the weak solutions. Precisely, Lieberman in [32], proved $C^{1,\alpha}(\Omega)$ regularity results for quasi linear problems containing more general operators than the classical $p$-Laplacian and involving non-singular nonlinearities. Subsequently, similar regularity results were obtained in [22, 23] for the $p$-Laplace equations involving singular nonlinearities. We refer to [5], for regularity results of minimizers for functional with non-standard growth. Recently, in [21], the authors have obtained regularity results for weak solutions to the problems driven by the $(p,q)$-Laplacian and involving a singular nonlinearity of the form $\text{dist}(\cdot, \partial \Omega)^{-\alpha} u^{-\delta}$, where $\alpha \in [0,p)$, $\delta > 0$ and $u$ is the unknown. Here, they proved that the weak solutions are in $C^{1,\beta}(\Omega)$, when $\alpha + \delta < 1$ and otherwise they are in $C^{0,\beta}(\Omega)$, for some $\beta \in (0,1)$. See [19, 25, 30] for details on the singular problems.

Turning to the equations involving nonlocal operators, the case of fractional Laplacian is well understood. In particular, in [11], authors obtained the interior regularity results, while Ros-Oton and Serra in [35], proved almost the optimal boundary regularity. They proved that the weak solutions, for bounded right hand side, are in $C^s(\mathbb{R}^N)$. For the nonlinear case ($p = q \neq 2$ and $s_1 = s_2$), Iannizzotto et al. in [27], proved that the weak solutions of problem (P) with bounded right hand side, belong to the space $C^{0,\alpha}(\Omega)$, for some unspecified $\alpha \in (0, s_1]$. Similar
boundary regularity results were obtained in [16], for the solution to the following fractional $p$-Laplacian type problems with a symmetric measurable kernel $k(x, y) \approx |x - y|^{-N - ps}$ and $g \in W^{s,p}(\mathbb{R}^N)$:

$$L_K u = 0 \quad \text{in } \Omega, \quad u = g \quad \text{in } \mathbb{R}^N \setminus \Omega.$$ 

Subsequently, in [8], Brasco et al. obtained the optimal Hölder interior regularity and proved that the local weak solution $u \in W^{s,p}_{\text{loc}}(\Omega)$ of problem (2) (for the case $2 \leq p = q$ and $s_1 = s_2 = s$) is in $C^{\alpha}_{\text{loc}}(\Omega)$, for all $\alpha < \min\{1, ps/(p - 1)\}$, when $f \in L^r_{\text{loc}}(\Omega)$, for suitable $r > 0$. Here, they employed the Moser iteration process to conclude that the discrete differential of the solution is in suitable Besov space and then they used the embedding results to obtain the Hölder regularity for the case $f = 0$. Subsequently, the authors applied a decay transfer technique, relying on the scaling argument, to prove the similar result for non-zero $f$.

Combining the boundary behavior of the solution from [27] (obtained by using suitable barrier arguments) with the interior regularity result of [8], one can get the $C^s$ regularity result up to the boundary. In [28], Iannizzotto et al. established a slightly different regularity result. Here, they proved that the weak solution $u$ of problem (2), again for the case $2 \leq p = q$, $s_1 = s_2 = s \in (0, 1)$ and bounded right hand side, satisfies $\frac{d}{ds} \in C^{\alpha}(\Omega)$, for some $\alpha \in (0, 1)$.

Concerning the case of nonlocal problems involving singular nonlinearities, we consider the following prototype problem:

$$(-\Delta)^s_p u = K(x)u^{-\delta}, \quad u > 0, \quad \text{in } \Omega, \quad u = 0 \quad \text{in } \mathbb{R}^N \setminus \Omega,$$

where $K$ is a non-negative, locally bounded function which behaves like $\text{dist}(x, \partial \Omega)^{-\beta}$ near the boundary with $\beta \geq 0$ and $\delta > 0$. For the case $p = 2$, Adimurthi et al. [1] obtained Hölder continuity results for the weak solutions under suitable conditions on $\beta$ and $\delta$. Subsequently, Giacomoni et al. in [20], obtained the regularity results for doubly nonlocal problems, that is, $p = 2$, $\beta = 0$ and with the perturbation of Choquard type term. For the case $p \neq 2$, we mention the works of [4, 13]. In [13], authors obtained certain Sobolev regularity results while in [4], authors proved Hölder continuity results up to the boundary. Precisely, they proved that the weak solutions are in $C^{s-\epsilon}(\mathbb{R}^N)$, for all $\epsilon \in (0, s)$ and for the case $p \geq 2$ with $\beta - s(1 - \delta) \leq 0$, whereas for the other cases, it is in $C^\sigma(\mathbb{R}^N)$ for some $\sigma < s$.

Regarding the maximum principle and comparison theorem, Del Pezzo and Quaas in [15] proved a strong maximum principle and a Hopf type lemma for continuous super-solutions to the problem:

$$(-\Delta)^s_p u = c(x)|u|^{p-2}u \quad \text{in } \Omega$$

where $c$ is a non-positive function and $u \geq 0$ in $\mathbb{R}^N \setminus \Omega$. Later, Jarohs in [20], obtained a strong comparison type result under the condition that either the sub or super solution is bounded.
and is in $C^\alpha_{\text{loc}}(\Omega)$ with $\alpha(p - 2) > sp - 1$. Recently, in [26], authors obtained a more general form of the strong comparison principle when the super-solution satisfies $(-\Delta)^s u + g(x)u \leq K$ weakly in $\Omega$, where $K > 0$ is a constant and $g$ is a continuous function.

Recently, the nonlocal problems involving the fractional $(p, q)$-Laplacian have drawn great attention of the researchers due to its non-homogeneous and nonlinear nature. The existence and multiplicity results are studied broadly but concerning regularity results, only interior regularity is known. Here, we mention only a few such articles. The existence and multiplicity results are obtained in [2, 3], for the case of $s_1 = s_2 = s$, while the case $s_1 \neq s_2$ is discussed in [6, 24]. In [24], authors have proved the $L^\infty$ estimate and for the case of $p, q \geq 2$, they obtained the $C^0_{\text{loc}}$ regularity result, with some unspecified $\alpha \in (0, 1)$. Further, we would like to bring attention of the reader towards the recent work of [18], where authors proved the global Hölder continuity results (much in the spirit of [27]) for fractional $(-\Delta)^s g$-Laplacian, where $g$ is a Young’s function. However, this does not include our problem, even for the case $s_1 = s_2$, because of the power type of growth condition (2.2) and (2.4), there.

Coming back to our paper, the non-homogeneous nature of the leading operator, $(-\Delta)^{s_1}_p + (-\Delta)^{s_2}_q$, in problem ($P$) is strengthened by use of different order exponents when $s_1 \neq s_2$. This creates several difficulties as handling the distance function in order to prove the boundary behavior of the weak solutions. In [24, Theorem 2.10], the interior Hölder regularity result was discussed for bounded solutions. Here, we remove this restriction and obtain an improved result with a better and optimal Hölder exponent (see Theorem 2.2). For this, we prove the local boundedness result for local weak solutions, which uses a new Caccioppoli type inequality (Lemma 3.1) for non-homogeneous operators. Our proof of the improved interior regularity result is inspired by the ideas of [8] for the homogeneous operator case, the fractional $p$-Laplacian, where the authors heavily use the scaling properties. However, we cannot directly employ the aforementioned methods (due to lack of the scale invariance), so we exploit the local boundedness nature of the right hand side term $f$. Further, by employing certain embedding results for the Besov spaces to the Hölder spaces, we prove our interior regularity result, as in theorem 2.2. Subsequently, we establish the asymptotic behavior of the fractional $q$-Laplacian $((-\Delta)^{s_2}_q)$ of the distance function $d^{s_1}$ near the boundary and using this, we prove almost $d^{s_1}$ boundary behavior of the weak solution, as in the proposition 3.11. This coupled with the interior Hölder regularity result in Theorem 2.2 gives us the almost $s_1$-Hölder continuity result globally in $\mathbb{R}^N$. As a consequence of this, we obtain the strong maximum principle and the Hopf type maximum principle for non-negative solutions. Additionally, under the restriction that the fractional $q$-Laplacian of the subsolution is bounded from below (in the weak sense), we prove a strong comparison principle. For the case when the nonlinearity is singular (blows up near the boundary), we prove similar global Hölder continuity result for minimal solutions to problem ($S_{\gamma, \delta}$). We first prove the existence and uniqueness (for some range of $\gamma$) of the weak solution by studying the auxiliary problem ($S_{\gamma, \delta}^\gamma$).
(defined in section 4). Subsequently, we establish the boundary behavior of the solutions by using the barrier functions constructed in [4, Theorem 3.3] and the local boundedness property as in proposition 3.2. Consequently, we prove the H"older continuity results, up to the boundary, for minimal solutions to \((S_{\gamma,\delta})\) and weak solutions to the critical exponent problem \((Q_{\lambda})\) that were not known in former contributions.

2 Preliminaries and Main results

2.1 Notation

In this subsection, we fix some notations which we will use throughout the paper. We set \(t_{\pm} = \max\{\pm t, 0\}\). We denote \([t]^{p-1} := |t|^{p-2}t\), for \(p > 1\) (when there is no power involved in \([\cdot]\), it should be understood as brackets), and for \(S \subset \mathbb{R}^{2N}\),

\[
A_p(u, v, S) = \int_S \frac{|u(x) - u(y)|^{p-1}(v(x) - v(y))}{|x - y|^{N+ps_1}} \, dx \, dy,
\]

\[
A_q(u, v, S) = \int_S \frac{|u(x) - u(y)|^{q-1}(v(x) - v(y))}{|x - y|^{N+qs_2}} \, dx \, dy.
\]

Next, for \(x_0 \in \mathbb{R}^N\) and \(v \in L^1(B_r(x_0))\), we set

\[
(v)_{B_r(x_0)} := \int_{B_r(x_0)} v(x) \, dx = \frac{1}{|B_r(x_0)|} \int_{B_r(x_0)} v(x) \, dx.
\]

We define the distance function as \(d(x) := \text{dist}(x, \mathbb{R}^N \setminus \Omega)\), and a neighborhood of the boundary as \(\Omega_\varphi := \{x \in \Omega : d(x) < \varphi\}\), for \(\varphi > 0\).

2.2 Function Spaces

For any \(E \subset \mathbb{R}^N\), \(1 < p < \infty\) and \(0 < s < 1\), the fractional Sobolev space \(W^{s,p}(E)\) is defined as

\[
W^{s,p}(E) := \{ u \in L^p(E) : [u]_{W^{s,p}(E)} < \infty \}
\]

endowed with the norm \(\|u\|_{W^{s,p}(E)} := \|u\|_{L^p(E)} + [u]_{W^{s,p}(E)}\), where

\[
[u]_{W^{s,p}(E)} := \left( \int_E \int_E \frac{|u(x) - u(y)|^p}{|x - y|^{N+sp}} \, dx \, dy \right)^{1/p}.
\]

Next, for any (proper) subset \(E\) of \(\mathbb{R}^N\), we have

\[
W^{s,p}_0(E) := \{ u \in W^{s,p}(\mathbb{R}^N) : u = 0 \text{ in } \mathbb{R}^N \setminus E \}
\]

which is a uniformly convex Banach space when equipped with the norm \([\cdot]_{W^{s,p}(\mathbb{R}^N)}\) (equivalent to \(\|\cdot\|_{W^{s,p}(\mathbb{R}^N)}\)). Hereafter, we denote the norm \([\cdot]_{W^{s,p}(\mathbb{R}^N)}\) on \(W^{s,p}_0(E)\) as \(\|\cdot\|_{W^{s,p}_0(E)}\). Moreover, we have the following relation between the spaces \(W^{s_1,p}_0\) and \(W^{s_2,q}_0\) (note that for the Lipschitz boundary \(\partial E\), these spaces are the same as \(X_{p,s_1}\) and \(X_{q,s_2}\), respectively, as defined in [24]).
Lemma 2.1 [24] Lemma 2.1 | Let $E \subset \mathbb{R}^N$ be a bounded domain with Lipschitz boundary. Let $1 < q \leq p < \infty$ and $0 < s_2 < s_1 < 1$, then there exists a constant $C = C(|E|, N, p, q, s_1, s_2) > 0$ such that

$$
\|u\|_{W^{s_2,q}_0(E)} \leq C \|u\|_{W^{s_1,p}_0(E)}, \quad \text{for all } u \in W^{s_1,p}_0(E).
$$

Furthermore, for any bounded $E \subset \mathbb{R}^N$ and $0 < s_2 < s_1 < 1$, an easy consequence of the Hölder inequality yields

$$
\|u\|_{W^{s_2,q}_0(E)} \leq C \|u\|_{W^{s_1,p}_0(E)}, \quad \text{for all } u \in W^{s_1,p}_0(E).
$$

Note that, for $s_1 = s_2$, the above embedding results are not true, see [34, Theorem 1.1] for counter examples. In what follows, we will consider only the case $s_1 \neq s_2$ and work with the space $W^{s_1,p}$. The case $s_1 = s_2 = s$, runs analogously by considering the space $W := W^{s,p}(E) \cap W^{s,q}(E)$ (in place of $W^{s_1,p}(E)$), equipped with the norm $\| \cdot \|_{W^{s,p}(E)} + \| \cdot \|_{W^{s,q}(E)}$.

Similarly, we take $W_0 := W^{s,p}_0(E) \cap W^{s,q}_0(E)$, equipped with the norm $\| \cdot \|_{W^{s,p}_0(E)} + \| \cdot \|_{W^{s,q}_0(E)}$.

**Definition 1** Let $u : \mathbb{R}^N \to \mathbb{R}$ be a measurable function, $1 < m < \infty$ and $\alpha > 0$. We define the tail space as below:

$$
L^m_{m,\alpha}(\mathbb{R}^N) = \left\{ u \in L^m_{loc}(\mathbb{R}^N) : \int_{\mathbb{R}^N} \frac{|u(x)|^m}{(1 + |x|)^{N+\alpha}} dx < \infty \right\}.
$$

The nonlocal tail centered at $x_0 \in \mathbb{R}^N$ with radius $R > 0$ is defined as

$$
T_{m,\alpha}(u; x_0, R) = \left( R^\alpha \int_{B_R(x_0)^c} \frac{|u(y)|^m}{|x_0 - y|^{N+\alpha}} dy \right)^{1/m}.
$$

Set $T_{m,\alpha}(u; R) = T_{m,\alpha}(u; 0, R)$. We will follow the notation $T_{p-1}(u; x, R) := T_{p-1,s_1p}(u; x, R)$ and $T_{q-1}(u; x, R) := T_{q-1,s_2q}(u; x, R)$, unless otherwise stated.

**Definition 2** Let $\Omega \subset \mathbb{R}^N$ be a bounded set. Define

$$
\tilde{W}^{s,p}(\Omega) := \left\{ u \in L^p_{loc}(\mathbb{R}^N) \cap L^{p-1}_{sp}(\mathbb{R}^N) : \exists U \ni \Omega \text{ with } \|u\|_{W^{s,p}(U)} < \infty \right\}.
$$

For a given $g \in L^{p-1}_{sp}(\mathbb{R}^N)$, we define a subset of $\tilde{W}^{s_1,p}(\Omega)$ as below.

**Definition 3** Let $\Omega \Subset \Omega' \subset \mathbb{R}^N$ and $1 < p < \infty$ with $s_1 \in (0, 1)$, then we define

$$
X_g^{s_1,p}(\Omega, \Omega') := \left\{ v \in W^{s_1,p}(\Omega') \cap L^{p-1}_{sp}(\mathbb{R}^N) : v = g \text{ a.e. in } \mathbb{R}^N \setminus \Omega \right\},
$$

equipped with the norm of $W^{s_1,p}(\Omega')$.

Note that $X_g^{s_1,p}(\Omega, \Omega')$ is non-empty for all $g \in W^{s_1,p}(\Omega') \cap L^{p-1}_{sp}(\mathbb{R}^N)$.
2.3 Statements of main results

In this subsection, we define the notion of a weak solution to different problems and state our main results.

**Definition 4 (Local weak solution)** A function \( u \in W^{s_1,p}_\text{loc}(\Omega) \cap L^{p-1}_{s_1 p}(\mathbb{R}^N) \cap L^{q-1}_{s_2 q}(\mathbb{R}^N) \) is said to be a local weak solution of problem (P) if

\[
A_p(u, \phi, \mathbb{R}^N \times \mathbb{R}^N) + A_q(u, \phi, \mathbb{R}^N \times \mathbb{R}^N) = \int_{\Omega} f \phi dx,
\]

for all \( \phi \in W^{s_1,p}(\Omega) \) compactly supported in \( \Omega \).

Now, we state an improved interior Hölder regularity result for local weak solutions.

**Theorem 2.2** Suppose \( 2 \leq q \leq p < \infty \) and \( 0 < s_2 \leq s_1 < 1 \). Let \( u \in W^{s_1,p}_\text{loc}(\Omega) \cap L^{p-1}_{s_1 p}(\mathbb{R}^N) \cap L^{q-1}_{s_2 q}(\mathbb{R}^N) \) be a local weak solution to problem (P). Then, for every \( \sigma \in (0, \min\{1, \frac{ps_1}{p-1}\}) \), \( u \in C^{0,\sigma}(\Omega) \). Moreover, for all \( \sigma \in (0, s_1) \) and \( \bar{R}_0 \in (0, 1) \) with \( x_0 \in \mathbb{R}^N \) such that \( B_{2\bar{R}_0}(x_0) \subset \Omega \), the following holds

\[
[u]^{2-\sigma/s_1} \leq (CK_2(u))^i_{\infty}(u)_{W^{s_1,p}(B_{\bar{R}_0}(x_0))} + 1,
\]

where \( i_{\infty} \in \mathbb{N} \) is such that \( i_{\infty} > N/(s_1 - \sigma) - p \), \( C = C(N, s_1, p, \sigma) > 0 \) is a constant (which blows up as \( \sigma \to s_1^- \)), and \( K_2(u) := K_2(u, i_{\infty}, \bar{R}_0) \) is given by

\[
K_2(u) = 1 + T_{p-1}(u; x_0, \bar{R}_0)^{p-1} + T_{q-1}(u; x_0, \bar{R}_0)^{q-1} + \|u\|_{L^\infty(B_{\bar{R}_0}(x_0))} + \|f\|_{L^\infty(B_{\bar{R}_0}(x_0))}.
\]

**Remark 1** We remark that the range of \( \sigma \in (0, \min\{1, \frac{ps_1}{p-1}\}) \) is sharp in theorem 2.2. Indeed, if we consider the case \( s_1 = s_2 = 1/2 \) and \( p = q = 2 \) (in this case \( \frac{ps_1}{p-1} = 1 \)) as in [8, Example 1.6], the function \( u(x) := \int_B |x - y|^{-N} dy \), which solves \( (-\Delta)^{1/2}u = 1_B \), where \( B \subset \mathbb{R}^N \) is a unit ball and \( N \geq 3 \), fails to be Lipschitz continuous.

Then, we deduce:

**Theorem 2.3 (Boundary regularity)** Suppose \( 2 \leq q \leq p < \infty \) and \( 0 < s_2 \leq s_1 < 1 \). Let \( u \in W^{s_1,p}_0(\Omega) \) be a solution to problem (P) with \( f \in L^\infty(\Omega) \). Then, for every \( \sigma \in (0, s_1) \), \( u \in C^{0,\sigma}(\Omega) \). Moreover,

\[
\|u\|_{C^{0,\sigma}(\Omega)} \leq C,
\]

where \( C = C(\Omega, N, s_1, p, \sigma, \|f\|_{L^\infty(\Omega)}) > 0 \) is a constant (which blows up as \( \sigma \to s_1^- \)) and depends as a non-decreasing function of \( \|f\|_{L^\infty(\Omega)} \).

As a direct consequence, we have:

**Corollary 2.4** Let \( u \in W^{s_1,p}_0(\Omega) \) be a solution to problem (P) with \( f(x) := f(x, u) \), a Carathéodory function such that \( |f(x, t)| \leq C_0(1 + |t|^{p_1^* - 1}) \), where \( C_0 > 0 \), and \( p_1^* := \frac{Np}{(N - ps_1)} \) if \( N > ps_1 \), otherwise an arbitrarily large number. Then, \( u \in C^{0,\sigma}(\Omega) \), for all \( \sigma \in (0, s_1) \), and 2.2 holds.
Now we state our strong maximum principle for non-negative continuous super-solutions.

**Theorem 2.5 (Strong maximum principle)** Suppose \(2 \leq q \leq p < \infty\) and \(0 < s_2 \leq s_1 < 1\). Let \(u \in W_0^{s_1,p}(\Omega) \cap C(\overline{\Omega})\) be a weak super-solution of \((-\Delta)^{s_1}_p u + (-\Delta)^{s_2}_q u = 0\) in \(\Omega\) with \(u \geq 0\) in \(\mathbb{R}^N \setminus \Omega\). Then, either \(u = 0\) in \(\mathbb{R}^N\) or \(u > 0\) in \(\Omega\).

Next, we have the following Hopf type maximum principle.

**Proposition 2.6** Suppose the hypotheses of Theorem 2.5 are true in addition to \(s_1 \neq q's_2\). Then, either \(u = 0\) in \(\mathbb{R}^N\) or

\[
\liminf_{\Omega \ni x \to x_0} \frac{u(x)}{d(x)^{s_1}} > 0 \quad \text{for all } x_0 \in \partial \Omega.
\]

From above, we derive:

**Theorem 2.7 (Strong Comparison principle)** Let \(u, v \in W_0^{s_1,p}(\Omega) \cap C(\overline{\Omega})\) be such that \(0 < v \leq u\) in \(\Omega\) with \(u \neq v\). Further, assume that for some \(K, K_1 > 0\), the following holds:

\[
\begin{align*}
(-\Delta)^{s_1}_p v + (-\Delta)^{s_2}_q v & \leq (-\Delta)^{s_1}_p u + (-\Delta)^{s_2}_q u \leq K, \\
-K_1 & \leq (-\Delta)^{s_2}_q v,
\end{align*}
\]

weakly in \(\Omega\).

Then \(u > v\) in \(\Omega\). Moreover, for \(s_1 \neq q's_2\), \(\frac{\partial u}{\partial N} \geq C > 0\) in \(\Omega\).

Now, we turn to the case of singular nonlinearity. We consider the following problem:

\[
\begin{cases}
(-\Delta)^{s_1}_p u + (-\Delta)^{s_2}_q u = \gamma \in [0, ps_1) \text{ and } K_\gamma \in L^{\infty}_{\text{loc}}(\Omega) \text{ is such that } C_1 d(x)^{-\gamma} \leq K_\gamma(x) \leq C_2 d(x)^{-\gamma} \text{ in } \Omega,
\end{cases}
\]

where \(\delta > 0\). We have the following notion of solutions:

**Definition 5** A function \(u \in W_{\text{loc}}^{s_1,p}(\Omega)\) is said to be a weak solution to problem \((S_{\gamma,\delta})\) if there exists \(\theta \geq 1\) such that \(u^\theta \in W_0^{s_1,p}(\Omega), \inf_D u > 0\) for all \(D \in \Omega\), and \((2.1)\) holds for all \(\phi \in C^\infty_c(\Omega)\) with \(f(x) := K_\gamma(x) u^{-\delta}(x)\), there.

**Remark 2** We note that a solution \(u \in W_{\text{loc}}^{s_1,p}(\Omega)\) of \((S_{\gamma,\delta})\) in the sense of definition 2 is in fact a local solution in the sense of definition 4.

We prove in the singular setting the following almost optimal global regularity results:

**Theorem 2.8 (Boundary regularity)** Let \(2 \leq q \leq p < \infty\), \(\gamma \in [0, ps_1)\) and \(\delta > 0\) be such that \(\gamma \neq ps_1 - q's_2(p - 1 + \delta)\). Let \(v \in W_{\text{loc}}^{s_1,p}(\Omega)\) be the minimal solution to problem \((S_{\gamma,\delta})\).

Then,

(i) if \(\gamma - s_1(1 - \delta) \leq 0\), then \(v \in C^{0,\sigma}(\overline{\Omega})\), for all \(\sigma < s_1\).
Furthermore, assume either $v \in \mathbb{R}^N$ and $b: \Omega \times \mathbb{R} \to \mathbb{R}$ is a Carathéodory function satisfying $|b(x,t)| \leq C_b(1 + |t|^{p^*_1 - 1})$ with $C_b > 0$ as a constant. Then, $u \in C^{0,\sigma}(\Omega)$, for all $\sigma \in (0, s_1)$.

Next, we establish a version of the strong comparison principle (weaker than theorem 2.7) for problems involving singular nonlinearities.

**Theorem 2.10** Let $2 \leq q \leq p < \infty$ and $g \in L^\infty(\Omega)$ be a non-negative function. Let $v, w \in W_0^{s_1,p}(\Omega) \cap L^\infty(\Omega)$ satisfy the following:

$$(-\Delta)_p^{s_1} v + (-\Delta)_q^{s_2} w \geq v^{-\delta} + g(x), \quad \text{and} \quad (-\Delta)_p^{s_1} w + (-\Delta)_q^{s_2} v \leq w^{-\delta} + g(x).$$

Furthermore, assume either $v$ or $w$ is in $C^{\alpha,\alpha}_loc(\Omega)$ with $\alpha > \max\{\frac{p_1 - 1}{p - 2}, \frac{q_2 - 1}{q - 2}\}$ and there exists $\eta > 0$ such that $v \geq \eta d^{s_1}$ in $\Omega$. Then, either $v = w$ in $\mathbb{R}^N$ or

$$\inf_K (v - w) > 0 \quad \text{for all} \ K \subseteq \Omega.$$

### 3 Regularity results for regular problems

In this section, we study the regularity results for problem (2). First, we prove the interior bounds on the weak solutions. For $f \in L^\infty_{loc}(\Omega)$ and $g \in L^{p-1}_{s_1,p}(\mathbb{R}^N) \cap L^{q-1}_{s_2,q}(\mathbb{R}^N)$, we consider the following boundary value problem:

$$\left\{ \begin{array}{ll} (-\Delta)_p^{s_1} u + (-\Delta)_q^{s_2} u = f & \text{in} \ \Omega, \\ u = 0 & \text{in} \ \mathbb{R}^N \setminus \Omega. \end{array} \right. \quad (G_{f,g}(\Omega))$$

**Definition 6** For $f \in L^\infty_{loc}(\Omega)$ and $g \in L^{p-1}_{s_1,p}(\mathbb{R}^N) \cap L^{q-1}_{s_2,q}(\mathbb{R}^N)$, we say that $u \in X^{s_1,p}_g(\Omega, \Omega') \cap X^{s_2,q}_g(\Omega, \Omega')$ is a solution to problem $(G_{f,g}(\Omega))$ if (2.11) holds for all $\phi \in X^{s_1,p}_0(\Omega, \Omega') \cap X^{s_2,q}_0(\Omega, \Omega')$.

Now, we prove the following non-local Caccioppoli type inequality.

**Lemma 3.1** Suppose $1 < q \leq p < \infty$. Let $\Omega' \subset \Omega' \subset \mathbb{R}^N$ and let $u \in X^{s_1,p}_g(\Omega', \Omega') \cap X^{s_2,q}_g(\Omega', \Omega')$ be a solution to problem $(G_{f,g}(\Omega'))$ with $g \in W^{s_1,p}(\Omega') \cap L^{p-1}_{s_1,p}(\mathbb{R}^N) \cap L^{q-1}_{s_2,q}(\mathbb{R}^N)$. Set $w_\pm(x) := (u(x) - k)_\pm$, for $k \in \mathbb{R}$. Then, for any $E \subseteq \Omega''$ and $\psi \in C_c^\infty(E)$ with $0 \leq \psi \leq 1$, \ldots
we have
\[
\int_E \int_E \frac{|w_+(x)\psi(x) - w_+(y)\psi(y)|^p}{|x-y|^{N+s_1p}} \, dx \, dy \\
\leq C \sum_{(l,s)} \int_E \int_E \frac{|\phi(x) - \phi(y)|^p}{|x-y|^{N+l}} (w_+(x)^l + w_+(y)^l) \, dx \, dy \\
+ C \sum_{(l,s)} \left( \sup_{y \in \text{supp}(\psi)} \int_{\mathbb{R}^N \setminus E} \frac{w_+(x)^l \, dx}{|x-y|^{N+l}} \right) \int_E w_+^p + C \int_{\Omega'} |f| w_+^p, \tag{3.1}
\]
where \((l,s) \in \{(p,s_1),(q,s_2)\}\) and \(C = C(p,q) > 0\) is a constant.

**Proof.** Taking \(\phi = w_+^p\) in (2.1) (observe that \(u \equiv w_+^p \in X^{s_1,p}_{g_1}(\Omega', \Omega'') \cap X^{s_2,q}_{g_2}(\Omega', \Omega'')\)), we have
\[
A_p(u, w_+^p, \mathbb{R}^N \times \mathbb{R}^N) + A_q(u, w_+^p, \mathbb{R}^N \times \mathbb{R}^N) = \int_\Omega f(x) w_+^p(x) \, dx.
\]

The above expression can be simplified as below:
\[
\sum_{(l,s)} \int_E \int_E \frac{|u(x) - u(y)|^{l-1}(w_+(x)\psi(x) - w_+(y)\psi(y))^p}{|x-y|^{N+ls}} \, dx \, dy \\
+ 2 \sum_{(l,s)} \int_{\mathbb{R}^N \setminus E} \int_E \frac{|u(x) - u(y)|^{l-1}w_+(x)\psi(x)^p}{|x-y|^{N+ls}} \, dx \, dy \\
= \int_\Omega f(x) w_+^p(x) \, dx, \tag{3.2}
\]
where \((l,s) \in \{(p,s_1),(q,s_2)\}\). To estimate the first integral, without loss of generality, we assume \(u(x) \geq u(y)\), consequently
\[
[u(x) - u(y)]^{l-1}(w_+(x)\psi(x)^p - w_+(y)\psi(y)^p) = (u(x) - u(y))^{l-1}(u(x) - k)_+ \psi(x)^p - (u(y) - k)_+ \psi(y)^p \\
= \begin{cases} (u_+(x) - u_+(y))^{l-1}(w_+(x)\psi(x)^p - w_+(y)\psi(y)^p) & \text{if } u(x), u(y) > k, \\
(u(x) - u(y))^{l-1}w_+(x)\psi(x)^p & \text{if } u(x) > k, u(y) \leq k, \\
0 & \text{otherwise.}
\end{cases}
\]

Thus, we conclude that
\[
[u(x) - u(y)]^{l-1}(w_+(x)\psi(x)^p - w_+(y)\psi(y)^p) \geq [w_+(x) - w_+(y)]^{l-1}(w_+(x)\psi(x)^p - w_+(y)\psi(y)^p). \tag{3.3}
\]

For the second integral in (3.2), we have
\[
[u(x) - u(y)]^{l-1}w_+(x) \geq -(u(y) - u(x))^{l-1}(u(x) - k)_+ \geq -w_+(y)^{l-1}w_+(x).
\]
This implies that
\[
\int_{\mathbb{R}^N \setminus E} \int_E \frac{|u(x) - u(y)|^{l-1}w_+(x)\psi(x)^p}{|x-y|^{N+ls}} \, dx \, dy \geq - \int_{\mathbb{R}^N \setminus E} \int_E \frac{w_+(y)^{l-1}w_+(x)\psi(x)^p}{|x-y|^{N+ls}} \, dx \, dy \\
\geq - \left[ \sup_{x \in \text{supp}(\psi)} \int_{\mathbb{R}^N \setminus E} \frac{w_+(y)^{l-1} \, dy}{|x-y|^{N+ls}} \right] \int_E w_+(x)\psi(x)^p \, dx. \tag{3.4}
\]
Thus, from (3.6) and using the fact that \(\psi\) we estimate the left hand side term as below:

\[
\sum_{(l,s)} \int_E \int_E \frac{|w_+(x) - w_+(y)|^{l-1}(w_+(x)\psi(x)^p - w_+(y)\psi(y)^p)}{|x - y|^{N+is}} dxdy
\]

\[
\leq 2 \sum_{(l,s)} \left( \sup_{x \in \text{supp}(\psi)} \int_{E \setminus \Omega} \frac{w_+(y)^{l-1}dy}{|x - y|^{N+is}} \right) \int_E w_+(x)\psi(x)^p(x)dx + \int_{\Omega'} |f(x)|w_+(x)\psi(x)^p(x)dx. \quad (3.5)
\]

We estimate the left hand side term as below:

\[
(w_+(x)\psi(x)^p - w_+(y)\psi(y)^p) = \frac{w_+(x) - w_+(y)}{2}(\psi(x)^p + \psi(y)^p) + \frac{w_+(x) + w_+(y)}{2}(\psi(x)^p - \psi(y)^p),
\]

consequently,

\[
[w_+(x) - w_+(y)]^{l-1}(w_+(x)\psi(x)^p - w_+(y)\psi(y)^p)
\geq |w_+(x) - w_+(y)| \frac{\psi(x)^p + \psi(y)^p}{2}
- |w_+(x) - w_+(y)|^{l-1} \frac{w_+(x) + w_+(y)}{2}\psi(x)^p - \psi(y)^p|, \quad (3.6)
\]

Observing that

\[
|\psi(x)^p - \psi(y)^p| \leq p(\psi(x)^p + \psi(y)^p)\frac{(p-1)}{p}|\psi(x) - \psi(y)|,
\]

and using Young’s inequality, we get for \(\epsilon > 0\) small,

\[
[w_+(x) - w_+(y)]^{l-1}(w_+(x) + w_+(y))|\psi(x)^p - \psi(y)^p|
\leq \epsilon |w_+(x) - w_+(y)|^{l-1}(\psi(x)^p + \psi(y)^p)
+ C(\epsilon)(\psi(x)^p + \psi(y)^p)^{(p-1)/p}|\psi(x) - \psi(y)|^{l}(w_+(x) + w_+(y))^l.
\]

Thus, from (3.6) and using the fact that \(\psi \leq 1\), for sufficiently small \(\epsilon > 0\), we get

\[
[w_+(x) - w_+(y)]^{l-1}(w_+(x)\psi(x)^p - w_+(y)\psi(y)^p)
\geq |w_+(x) - w_+(y)|^{l-1} \frac{\psi(x)^p + \psi(y)^p}{4}
- C|\psi(x) - \psi(y)|^{l}(w_+(x) + w_+(y))^l.
\]

Therefore, on account of (3.5), we deduce that

\[
\int_E \int_E \frac{|w_+(x) - w_+(y)|^p}{|x - y|^{N+ps_1}}(\psi(x)^p + \psi(y)^p)dxdy
\leq C \sum_{(l,s)} \int_E \int_{E \setminus \Omega} \frac{|\psi(x) - \psi(y)|^l}{|x - y|^{N+is}} (w_+(x) + w_+(y))^l dxdy
+ C \sum_{(l,s)} \left( \sup_{x \in \text{supp}(\psi)} \int_{E \setminus \Omega} \frac{w_+(y)^{l-1}dy}{|x - y|^{N+is}} \right) \int_E w_+(x)\psi(x)^p(x)dx + \int_{\Omega'} |f(x)|w_+(x)\psi(x)^p(x)dx. \quad (3.7)
\]
Next,
\[ |w_+(x)\psi(x)^p - w_+(y)\psi(y)^p| \leq 2^{p-1}|w_+(x) - w_+(y)|^p(\psi(x)^p + \psi(y)^p) \]
\[ + 2^{p-1}|\psi(x) - \psi(y)|^p(w_+(x) + w_+(y))^p, \]
this together with (3.7) completes the proof of (3.1) for \( w_+ \).
The proof for \( w_- \) runs along the similar lines of \( w_+ \), with minor modifications, by taking \( \tilde{\phi} = -w_-\psi^p \) in place of \( \phi \).
\[ \blacksquare \]

**Proposition 3.2 (Local boundedness)** Let the hypotheses of Lemma 3.1 be true. Let \( r \in (0,1) \) and \( x_0 \in \mathbb{R}^N \) be such that \( B_r(x_0) \subseteq \Omega^p \). Then, the following holds
\[ \sup_{B_{r/2}(x_0)} w_\pm \leq C \left( \int_{B_r} w_{\pm}^p dx \right)^{1/p} + T_{p-1}(w_\pm; x_0, \frac{r}{2}) + T_{q-1}(w_\pm; x_0, \frac{r}{2})^{\frac{q-1}{p-1}} + 1, \] (3.8)
where \( C = (C(N, p, q, s_1, s_2)(1 + \|f\|_{L^\infty(B_r)}) \|^p s_1/p^2, \) with \( C(N, p, q, s_1, s_2) > 0 \) as a constant.

**Proof.** We proceed similar to [16, Theorem 1.4]. For fixed \( \tilde{k} \in \mathbb{R}^+ \) and \( k \in \mathbb{R} \), we define the following:
\[ r_i = (1 + 2^{-i})^r, \quad \tilde{r}_i = \frac{r_i + r_{i+1}}{2}; \quad k_i = k + (1 - 2^{-i})\tilde{k}, \quad \tilde{k}_i = \frac{k_i + k_{i+1}}{2} \] for all \( i \in \mathbb{N} \).

Clearly, \( r_{i+1} \leq \tilde{r}_i \leq r_i \) and \( k_i \leq \tilde{k}_i \). Further, we set
\[ B_i = B_{r_i}(x_0), \quad \tilde{B}_i = B_{\tilde{r}_i}(x_0); \]
\[ \psi_i \in C_c^\infty(\tilde{B}_i), \quad 0 \leq \psi_i \leq 1, \quad \psi_i \equiv 1 \text{ in } B_{i+1}, \quad |\nabla \psi_i| < 2^{i+3}/r; \]
\[ \tilde{\psi}_i = (u - \tilde{k}_i)_+ \text{ and } w_i = (u - k_i)_+. \]

Using the fractional Poincaré inequality for \( \tilde{\psi}_i \psi_i \) (for the case \( ps_1 < N \), otherwise taking an arbitrarily large number in place of \( p_{s_1}^* \)), we get
\[ \left| \left( \int_{B_i} |\tilde{\psi}_i \psi_i |^{p_{s_1}^*} \right)^{\frac{1}{p_{s_1}^*}} - \int_{B_i} |\tilde{\psi}_i \psi_i |^p \right|^p \leq c \left( \int_{B_i} |\tilde{\psi}_i \psi_i - (\tilde{\psi}_i \psi_i)| B_i |^{p_{s_1}^*} \right)^{\frac{p}{p_{s_1}^*}} \]
\[ \leq c \frac{r^{s_i p}}{r_{N}} \int_{B_i} \int_{B_i} \frac{|\tilde{\psi}_i(x) \psi_i(x) - \tilde{\psi}_i(y) \psi_i(y)|^p}{|x - y|^{N + ps_1}} dxdy. \] (3.9)

Employing the Caccioppoli inequality (3.1), for \( w_+ = \tilde{\psi}_i \psi_i, \psi = \psi_i \) and \( E = B_i \), we obtain
\[ \int_{B_i} \int_{B_i} \frac{|\tilde{\psi}_i(x) \psi_i(x) - \tilde{\psi}_i(y) \psi_i(y)|^p}{|x - y|^{N + ps_1}} dxdy \leq C \sum_{(l,s)} \int_{B_i} \int_{B_i} \frac{|\psi_i(x) - \psi_i(y)|^l}{|x - y|^{N + sl}} (\tilde{\psi}_i(x)^l + \tilde{\psi}_i(y)^l) dxdy \]
\[ + \sum_{(l,s)} \left( \sup_{y \in \text{supp}(\psi_i)} \int_{B_i} \frac{\psi_i(x)^{l-1} dx}{|x - y|^{N + sl}} \right) \int_{B_i} \tilde{\psi}_i(y)^p(y) dy \]
\[ + \int_\Omega |f(x)| \tilde{\psi}_i(x)^p(x) dx. \] (3.10)
Now we estimate the various terms of \[ (3.10) \] in the following steps.

**Step I**: Estimate of the first term in \[ (3.10) \].

By noticing the bounds on \( \psi_i \) and the relation \( \tilde{w}_i \leq \frac{w_i^p}{(k_i-k_i)^{p-r}} \), we have

\[
\int_{B_i} \int_{B_i} \frac{\left| \psi_i(x) - \psi_i(y) \right|^l}{|x-y|^{N+sl}} (\tilde{w}_i(x)^l + \tilde{w}_i(y)^l) dx dy \leq c \frac{2^l}{r^l} \int_{B_i} \frac{w_i^p(y)}{(k_i-k_i)^{p-r}} \left( \int_{B_i} \frac{dx}{|x-y|^{N+sl-l}} \right) dy \leq c \frac{2^{l(l+p-l)}}{l(1-s)k^{p-l} r^{sl}} \int_{B_i} w_i^p(x) dx.
\]

**Step II**: Estimate of the second term in \[ (3.10) \].

For \( y \in \tilde{B}_i = \text{supp}(\psi_i) \) and \( x \in \mathbb{R}^N \setminus B_i \), we have

\[
\frac{|x - x_0|}{|x - y|} \leq 1 + \frac{|x - x_0|}{|x - y|} \leq 1 + \frac{r_i}{r_i - \tilde{r}_i} \leq 2^{i+4}.
\]

Then, using the relation \( \tilde{w}_i \leq \frac{w_i^p}{(k_i-k_i)^{p-r}} \), we obtain

\[
\left( \sup_{y \in \text{supp}(\psi_i)} \int_{\mathbb{R}^N \setminus B_i} \frac{\tilde{w}_i(x)^l}{|x-y|^{N+ls}} dx \right) \int_{B_i} \tilde{w}_i(y) \psi_i^p(y) dy \leq c \frac{2^{l(N+sl)}}{(k_i-k_i)^{p-r}} \left( \int_{B_i} w_i^p(y) dy \right) \left( \int_{\mathbb{R}^N \setminus B_i} \tilde{w}_i(x)^l dx \right) \leq c \frac{2^{l(N+sl+p-1)}}{k^{p-1}} \int_{B_i} w_i^p(y) dy.
\]

**Step III**: Estimate of the third term in \[ (3.10) \].

Proceeding similarly to step II, we obtain

\[
\int_{\Omega} |f(x)| \tilde{w}_i(x) \psi_i^p(x) dx \leq c \frac{2^{l(p-1)}}{k^{p-1}} \|f\|_{L^\infty(B_i)} r^N \int_{B_i} w_i^p(y) dy.
\]

Combining the estimate of Steps I, II and III in \[ (3.10) \] and using \[ (3.9) \], we get

\[
\left( \int_{B_i} |\tilde{w}_i \psi_i|^p \right)^{\frac{1}{p}} \leq c 2^{l(N+sl+p-1)} \left[ \frac{1 + \tilde{k}^q-p}{q(1-s_1)} + \sum T_{i-1}(w_0; x_0; \frac{r}{2})^{l-1} \right] \int_{B_i} w_i^p(y) dy.
\]

Now, using \[ (4.7) \], p. 1292 together with the notation \( A_i := (\int_{B_i} w_i^p(y) dy)^{1/p} \), in the above expression, we obtain

\[
\left( \frac{\tilde{k}}{2^{l+2}} \right)^{\frac{p(\frac{r}{2})-p}{p-1}} A_i^{l-1} \leq c 2^{l(N+sp+p-1)} \left[ \frac{1 + \tilde{k}^q-p}{q(1-s_1)} + \sum T_{i-1}(w_0; x_0; \frac{r}{2})^{l-1} \right] + \|f\|_{L^\infty(B_i)} + 1 \right] A_i^p.
\]

(3.11)

Then, we choose

\[
\tilde{k} \geq T_{p-1}(w_0; x_0, \frac{r}{2}) + T_{q-1}(w_0; x_0, \frac{r}{2})^{\frac{q-1}{p-1}} + 1.
\]
Therefore, from (3.11), we infer that

\[
\left( \frac{A_{i+1}}{k} \right)^{\frac{1}{p_1}} \leq C \frac{1}{k} \left( \frac{N\gamma + p - \frac{1}{p}}{p} + \frac{c_{\gamma}}{N} \right) A_i
\]

where \( c = \left( c(p, q, s_1, N)(1 + \|f\|_{L^\infty(B_r)}) \right)^{p_1/p} > 0 \). Simplifying the above expression for \( \gamma = s_1p/(N - s_1p) = p_{s_1}/p - 1 \) and \( C = 2^{(N + s_1p - 1)/\gamma} > 1 \), we obtain

\[
\left( \frac{A_{i+1}}{k} \right)^{1+\gamma} \leq cC^\gamma \left( \frac{A_i}{k} \right) + 1.
\]

Now proceeding similarly to [16, Proof of Theorem 1.1, p. 1293] with the choice

\[
\bar{k} = T_{p-1}(w_0; x_0; \frac{r}{2}) + T_{q-1}(w_0; x_0; \frac{r}{2})^{\frac{q-1}{q}} + 1 + \frac{1}{c} C^\gamma \frac{1}{k} A_0,
\]

we get

\[
\sup_{B_{r/2}} w_+ \leq \bar{k} = T_{p-1}(w_+; x_0; \frac{r}{2}) + T_{q-1}(w_+; x_0; \frac{r}{2})^{\frac{q-1}{q}} + 1 + \frac{1}{c} C^\gamma \left( \int_{B_r} w_+^p \right)^{\frac{1}{p}}.
\]

An analogous treatment for \( w_- \) yields the similar result. This completes the proof of the proposition.

\[\Box\]

**Corollary 3.3** Suppose \( 1 < q \leq p < \infty, s_2 \leq s_1 \in (0, 1) \). Let \( u \in W^{s_1,p}_{\text{loc}}(\Omega') \cap L^{p-1}_{s_1p}(\mathbb{R}^N) \cap L^{q-1}_{s_2q}(\mathbb{R}^N) \) be a local weak solution to problem \( (\mathcal{P}) \). Then, \( u \in L_{\infty}(\Omega') \).

**Proof.** Let \( x_0 \in \mathbb{R}^N \) and \( R \in (0, 1) \) such that \( B_{2R}(x_0) \in \Omega' \). Since \( u \in W^{s_1,p}_{\text{loc}}(\Omega') \), we have that \( u \in W^{s_1,p}(B_{2R}(x_0)) \) and satisfies:

\[
(-\Delta)^{s_1} u + (-\Delta)^{s_2} u = f \quad \text{in } B_R(x_0),
\]

\[
u = u \quad \text{in } \mathbb{R}^N \setminus B_R(x_0).
\]

Then, applying proposition 3.2 to \( u \), with \( k = 0 \) in there, we get \( u \in L^\infty(B_{R/2}(x_0)) \). By a covering argument, we get that \( u \in L^\infty_{\text{loc}}(\Omega') \) and the estimate of the proposition 3.2 holds for \( u \) (in place of \( w_\pm \)), and for all \( r \in (0, 1) \) and \( x_0 \in \mathbb{R}^N \) such that \( B_{2R}(x_0) \in \Omega' \). \( \Box \)

Next, we mention that the solution \( u \) of problem \( (\mathcal{G}_{f,g}(\Omega'')) \) remains bounded near the boundary also, provided \( g \) is bounded. The proof runs exactly the same as that of proposition 3.2 by using the corresponding Caccioppoli type inequality near the boundary (similar to (3.1), obtained from Lemma 3.1 for any \( E \subset \Omega'' \subset \Omega' \), by noting that \( u \in W^{s_1,p}(\Omega') \cap W^{s_2,q}(\Omega') \).

**Proposition 3.4** Let \( \Omega'' \subset \Omega' \subset \mathbb{R}^N \) and let \( u \in X^{s_1,p}_{\text{loc}}(\Omega'', \Omega') \cap X^{s_2,q}_{\text{loc}}(\Omega'', \Omega') \) be a solution to problem \( (\mathcal{G}_{f,g}(\Omega'')) \) with \( g \in W^{s_1,p}(\Omega') \cap L^{p-1}_{s_1p}(\mathbb{R}^N) \cap L^{q-1}_{s_2q}(\mathbb{R}^N) \). Let \( x_0 \in \partial\Omega'' \) and let \( r \in (0, 1) \) be such that \( B_r(x_0) \subset \Omega' \), and suppose \( g \in L^\infty(B_r(x_0)) \). Set \( w_\pm(x) := (u(x) - k_\pm)_\pm \), where \( k_+ = \sup_{B_r(x_0)} g \) and \( k_- = \inf_{B_r(x_0)} g \). Then, (3.8) holds, consequently, \( u \) is bounded in \( B_{r/2}(x_0) \).
Next, we state the boundedness property of solutions to the critical exponent problems.

**Theorem 3.5** Let $1 < q \leq p < \infty$ and $0 < s_2 \leq s_1 < 1$. Let $u \in W^{s_1, p}_0(\Omega)$ be a weak solution to problem (12) with $f(x) := f(x, u)$, a Carathéodory function satisfying $|f(x, t)| \leq C_0(1 + |t|^{p_{s_1} - 1})$, for all $t \in \mathbb{R}$ and a.e. $x \in \Omega$, where $C_0 > 0$ is a constant. Then, $u \in L^\infty(\Omega)$.

**Proof.** We sketch the proof, as it is essentially the same as [14, Theorem 3.3]. For $m > 0$, $t \geq 0$ and $\kappa \geq 0$, we define $g_\kappa(t) = t(\wedge t, m)^{\kappa}$, where $\wedge t, m := \min\{t, m\}$ and extend $g_\kappa$ and $\wedge t, m$ as an odd function. Set $G_\kappa(t) = \int_0^t g_\kappa'(\tau)^{1/p}d\tau$. Then, it is easy to verify that

$$G_\kappa(t) \geq \frac{p(\kappa + 1)^{1/p}}{\kappa + p}g_\kappa(p)(t).$$

Taking $g_\kappa(u)$ as a test function in the weak formulation of problem (12), we get

$$A_p(u, g_\kappa(u), \mathbb{R}^{2N}) + A_q(u, g_\kappa(u), \mathbb{R}^{2N}) = \int_\Omega f(x, u)g_\kappa(u) \leq C_0 \int_\Omega (1 + |u|^{p_{s_1} - 1})|u||\wedge u, m|^{\kappa}. \tag{3.12}$$

Using [9, Lemma A.2], we have

$$A_p(u, g_\kappa(u), \mathbb{R}^{2N}) \geq \|G_\kappa(u)\|_{W^{s_1, p}_0(\Omega)}^p \quad \text{and} \quad A_q(u, g_\kappa(u), \mathbb{R}^{2N}) \geq \|\tilde{G}_\kappa(u)\|_{W^{s_1, q}_0(\Omega)}^q \geq 0,$$

where $\tilde{G}_\kappa(t) = \int_0^t g_\kappa'(\tau)^{1/q}d\tau$. Therefore, from (3.12), we obtain

$$\|G_\kappa(u)\|_{W^{s_1, p}_0(\Omega)}^p \leq C \int_\Omega (1 + |u|^{p_{s_1} - 1})|u||\wedge u, m|^{\kappa}.$$

Then, rest of the proof follows exactly on the same lines of [14, Theorem 3.3].

**Remark 3** We remark that, as in [14, Remark 3.4], the quantity $\|u\|_{L^\infty(\Omega)}$ depends only on the constants $C_0$, $N$, $p$, $s_1$, $\|u\|_{W^{s_1, p}_0(\Omega)}$ and the constant $M > 0$ satisfying $\int_{\{|u| > M\}} |u|^{p_{s_1}} < \epsilon$, for given $\epsilon \in (0, 1)$.

### 3.1 Interior regularity

We have the following interior regularity result.

**Theorem 3.6** [24, Theorem 2.10] Let $2 \leq q \leq p < \infty$. There exist $\alpha_0 \in (0, 1)$ and $C > 0$ such that if $u \in \tilde{W}^{s_1, p}(B_{R_0}) \cap \tilde{W}^{s_2, q}(B_{R_0})$ is bounded in $\mathbb{R}^N$ and satisfies $|(-\Delta)_p^{s_1}u + (-\Delta)^{s_2}_q| \leq K$ weakly in $B_{R_0}$, for some $K$ and $R_0 > 0$, then for all $r \in (0, R_0)$,

$$\|u\|_{C^{\alpha_0}(B_r)} \leq \frac{C}{R_0^{\alpha_0}} \left( (K R_0^{p_{s_1}})^{p-1} + \|u\|_{L^\infty(\mathbb{R}^N)} + T_{p-1}(u; R_0) + R_0^{q_{s_2}} \right).$$
3.1.1 Improved interior regularity

We first fix some notation which will be used in this subsection. For a measurable function \( u : \mathbb{R}^N \to \mathbb{R} \) and \( h \in \mathbb{R}^N \), we define

\[
u_h(x) = u(x + h), \quad \delta_h u(x) = u_h(x) - u(x), \quad \delta_h^2 u(x) = \delta_h(\delta_h u(x)) = u_{2h}(x) + u(x) - u_h(x).
\]

Now, we recall the discrete Leibniz rule

\[
delta_h(uv) = u_h \delta_h v + v \delta_h u \quad \text{and} \quad \delta_h^2(uv) = u_{2h} \delta_h^2 v + 2\delta_h v \delta_h u_h + v \delta_h^2 u.
\]

For \( 1 \leq m < \infty \) and \( u \in L^m(\mathbb{R}^N) \), we set

\[
[u]_{A^\beta,m,1}(\mathbb{R}^N) := \sup_{|h| > 0} \| \delta_h^\beta u \|_{L^m(\mathbb{R}^N)} \quad \text{for } 0 < \beta \leq 1,
\]

\[
[u]_{B^\beta,m,1}(\mathbb{R}^N) := \sup_{|h| > 0} \| \delta_h^\beta u \|_{L^m(\mathbb{R}^N)} \quad \text{for } 0 < \beta < 2.
\]

**Proposition 3.7** Let \( u \in W^{s_1,p}_{\text{loc}}(B_{2R_0}) \cap L^{q_1,p}_{\text{loc}}(\mathbb{R}^N) \cap L^{q_2,q}_{\text{loc}}(\mathbb{R}^N) \) be a local weak solution to the problem:

\[
(-\Delta)^{s_1} u + (-\Delta)^{s_2} u = f \quad \text{in } B_{2R_0},
\]

where \( R_0 \in (0,1) \) and \( f \in L^\infty(\mathbb{R}^N) \). Suppose that for some \( m \geq p \) and \( 0 < h_0 < \frac{R_0}{10} \), we have

\[
\sup_{0 < |h| < h_0} \| \delta_{h}^2 u \|_{L^m(B_{R_0})} < \infty.
\]

Then, for every \( 4h_0 < R \leq R_0 - 5h_0 \), we have

\[
\sup_{0 < |h| < h_0} \| \delta_{h}^2 u \|_{L^{m+1}(B_{R-4h_0})} \leq C K_2(u,m) \left( \sup_{0 < |h| < h_0} \| \delta_{h}^2 u \|_{L^m(B_{R-4h_0})}^{m-1} + 1 \right),
\]

where \( C = C(N,h_0,p,m,s_1) > 0 \) (which depends inversely on \( h_0 \)) and \( K_2(u,m) \) is given by \( [3.29] \) (defined below).

**Proof.** By the local boundedness property (see Proposition [3.2] and Corollary [3.3]), we have \( u \in L^\infty_{\text{loc}}(B_{2R_0}) \). Set the following:

\[
r = R - 4h_0 \quad \text{and} \quad d\mu_{s,s}(x,y) = \frac{dxdy}{|x-y|^{N+4s}}, \quad \text{with } (l,s) \in \{(p,s_1),(q,s_2)\}.
\]

Fix \( d\mu_1 = d\mu_{(p,s_1)} \) and \( d\mu_2 = d\mu_{(q,s_2)} \). We take a test function \( \phi \in W^{s_1,p}(B_R) \cap W^{s_2,q}(B_R) \) such that \( \text{supp}(\phi) \subset B_{(R+r)/2} \). Then, testing the equation with \( \phi \) and \( \phi_{-h} \), for \( 0 < |h| < h_0 \),
We observe that

\[
\int_{\mathbb{R}^N} ([u_h(x) - u_h(y)]^{p-1} - [u(x) - u(y)]^{p-1})(\phi(x) - \phi(y))d\mu_1
\]

\[
+ \int_{\mathbb{R}^N} ([u_h(x) - u_h(y)]^{q-1} - [u(x) - u(y)]^{q-1})(\phi(x) - \phi(y))d\mu_2
\]

\[
= \int_{B_{2R_0}} (f(x + h) - f(x))\phi(x)dx.
\]

(3.13)

For \( \beta \geq 1 \) and \( \nu > 0 \), we take

\[
\phi := \left[ \frac{u_h - u}{|h|^\nu} \right]^\beta \eta^p = \left[ \frac{\delta_h u}{|h|^\nu} \right]^\beta \eta^p, \quad \text{for } 0 < |h| < h_0,
\]

where \( \eta \in C^2_c(\mathbb{R}^N) \) such that

\[
\eta = 1 \quad \text{in } B_r, \quad \eta = 0 \quad \text{in } B^c_{(R+r)/2}, \quad 0 \leq \eta \leq 1, \quad \text{and } |\nabla \eta| \leq \frac{C}{R-r} = C(4h_0)^{-1}.
\]

Now, dividing (3.13) by \( |h| > 0 \), for the above choice of \( \phi \), we have

\[
\int_{\mathbb{R}^N} \frac{([u_h(x) - u_h(y)]^{p-1} - [u(x) - u(y)]^{p-1})}{|h|^{1+\nu \beta}} ([\delta_h u(x)]^{\beta} \eta^p(x) - [\delta_h u(y)]^{\beta} \eta^p(y))d\mu_1
\]

\[
+ \int_{\mathbb{R}^N} \frac{([u_h(x) - u_h(y)]^{q-1} - [u(x) - u(y)]^{q-1})}{|h|^{1+\nu \beta}} ([\delta_h u(x)]^{\beta} \eta^p(x) - [\delta_h u(y)]^{\beta} \eta^p(y))d\mu_2
\]

\[
= \int_{B_{2R_0}} \frac{f(x + h) - f(x)}{|h|^{1+\nu \beta}} [\delta_h u(x)]^{\beta} \eta^p(x)dx.
\]

For \((l, s) \in \{(p, s_1), (q, s_2)\}\), we set the following:

\[
I_1(l, s) = \int_{B_R} \int_{B_R} \frac{([u_h(x) - u_h(y)]^{l-1} - [u(x) - u(y)]^{l-1})}{|h|^{1+\nu \beta}} ([\delta_h u(x)]^{\beta} \eta^p(x) - [\delta_h u(y)]^{\beta} \eta^p(y))d\mu,
\]

\[
I_2(l, s) = \int_{B_{(R+r)/2}} \int_{B_R \setminus B_{(R+r)/2}} \frac{([u_h(x) - u_h(y)]^{l-1} - [u(x) - u(y)]^{l-1})}{|h|^{1+\nu \beta}} [\delta_h u(x)]^{\beta} \eta^p(x)d\mu,
\]

\[
I_3(l, s) = - \int_{B_R \setminus B_{(R+r)/2}} \int_{B_{(R+r)/2}} \frac{([u_h(x) - u_h(y)]^{l-1} - [u(x) - u(y)]^{l-1})}{|h|^{1+\nu \beta}} [\delta_h u(y)]^{\beta} \eta^p(y)d\mu,
\]

\[
I_4(f) = \int_{B_R} \frac{f(x + h) - f(x)}{|h|^{1+\nu \beta}} [\delta_h u(x)]^{\beta} \eta^p(x)dx.
\]

Therefore, we have

\[
I_1(p, s_1) \leq -I_1(q, s_2) + |I_2(p, s_1)| + |I_2(q, s_2)| + |I_3(p, s_1)| + |I_3(q, s_2)| + |I_4(f)|. \quad (3.14)
\]

**Step 1:** Estimate of \( I_1 \).

We observe that

\[
[\delta_h u(x)]^{\beta} \eta^p(x) - [\delta_h u(y)]^{\beta} \eta^p(y) = \left( [\delta_h u(x)]^{\beta} - [\delta_h u(y)]^{\beta} \right) \eta^p(x) + \eta^p(y)
\]

\[
+ \left( [\delta_h u(x)]^{\beta} + [\delta_h u(y)]^{\beta} \right) \frac{\eta^p(x) - \eta^p(y)}{2}.
\]
Thus,
\[
(u_h(x) - u_h(y))^{l-1} - [u(x) - u(y)]^{l-1} (|\delta_h u(x)|^\beta + |\delta_h u(y)|^\beta)
\]
\[
\geq \frac{2(l-1)}{l} \left( |u_h(x) - u_h(y)|^{\frac{1}{2}} + |u(x) - u(y)|^{\frac{1}{2}} \right) \left( |u_h(x) - u_h(y)|^{\frac{1}{2}} - |u(x) - u(y)|^{\frac{1}{2}} \right)
\]
\[
\times (|\delta_h u(x)|^\beta + |\delta_h u(y)|^\beta) \frac{\eta^p(x) + \eta^p(y)}{2} \bigg| \frac{\eta^p(x) - \eta^p(y)}{2} \bigg|
\]
Moreover, proceeding similarly to [8, Proof of Proposition 4.1, pp. 814-815], for \( \epsilon > 0 \), we obtain
\[
\bigg| u_h(x) - u_h(y) \bigg|^{l-1} - |u(x) - u(y)|^{l-1} \bigg| (|\delta_h u(x)|^\beta + |\delta_h u(y)|^\beta) \bigg| \frac{\eta^p(x) - \eta^p(y)}{2} \bigg|
\]
\[
\leq C \left( |u_h(x) - u_h(y)|^{\frac{1}{2}} + |u(x) - u(y)|^{\frac{1}{2}} \right)^2 \left( |\delta_h u(x)|^\beta + |\delta_h u(y)|^\beta + 1 \right) \bigg| \frac{\eta^p(x) - \eta^p(y)}{2} \bigg|^2
\]
\[ + C \epsilon \left( |u_h(x) - u_h(y)|^{l-1} - |u(x) - u(y)|^{l-1} \right) \bigg( |\delta_h u(x)|^\beta - |\delta_h u(y)|^\beta \bigg) \bigg( \eta^p(x) + \eta^p(y) \bigg).
\]
Therefore, for sufficiently small \( \epsilon > 0 \), using [8, (A.5)], we have
\[
I_1 \geq \frac{1}{C} \int_{B_R} \int_{B_R} \left[ \frac{(u_h(x) - u_h(y))^{l-1} - |u(x) - u(y)|^{l-1}}{|h|^{1+\nu}} \right] \bigg( |\delta_h u(x)|^\beta - |\delta_h u(y)|^\beta \bigg) \]
\[
\times \eta^p(x) + \eta^p(y) \bigg| \frac{\eta^p(x) - \eta^p(y)}{2} \bigg| \bigg| \frac{\eta^p(x) - \eta^p(y)}{2} \bigg| d\mu_1
\]
\[
\geq C \int_{B_R} \int_{B_R} \left[ \frac{|\delta_h u(x)|^{\beta+1}}{|h|^{1+\nu}} - \frac{|\delta_h u(y)|^{\beta+1}}{|h|^{1+\nu}} \right] \bigg| \frac{|u_h(x) - u_h(y)|^{\frac{1}{2}} + |u(x) - u(y)|^{\frac{1}{2}}}{2} \bigg|^2
\]
\[
\times \bigg| \frac{\eta^p(x) - \eta^p(y)}{2} \bigg| \bigg| \frac{\eta^p(x) - \eta^p(y)}{2} \bigg| d\mu_1.
\]
From the calculations of [8, pp. 815-816], we have
\[
I_1(p) \geq C \int_{B_R} \int_{B_R} \left[ \frac{|\delta_h u(x)|^{\beta+p-1}}{|h|^{1+\nu\theta}} \right] W^{\nu+\nu\theta} \big( B_R \big) \bigg| \frac{|u_h(x) - u_h(y)|^{\frac{p+1}{2}} + |u(x) - u(y)|^{\frac{p+1}{2}}}{2} \bigg|^2 \]
\[
\times \bigg| \frac{\eta^p(x) - \eta^p(y)}{2} \bigg| \bigg| \frac{\eta^p(x) - \eta^p(y)}{2} \bigg| d\mu_1.
\]
Therefore, by observing that the first term on the right side of (3.15) is non-negative and using (3.16) in (3.14), we deduce that

\[
\left[ \frac{\delta_h u \beta_{p+1}^p}{|h|^{1+\nu^p}} \right]^p \leq C \left[ I_{11}(p) + I_{12}(p) + I_{11}(q) + \sum_{l \in \{p,q\}} (|I_2(l)| + |I_3(l)| + |I_4(l)|) \right].
\]

(3.17)

where

\[
I_{11}(l) = \int_{B_R} \int_{B_R} \left[ \frac{\delta_h u|\beta_{p+1}^p + |\delta_h u(y)|\beta_{p+1}^p}{|h|^{1+\nu^p}} (|u_h(x) - u_h(y)|^{\frac{\beta_{p+1}^p}{2}} + |u(x) - u(y)|^{\frac{\beta_{p+1}^p}{2}})^2 \right] d\mu
\]

\[
	imes |\eta^\sharp(x) - \eta^\sharp(y)|^2 d\mu
\]

\[
I_{12}(p) = \int_{B_R} \int_{B_R} \left( \frac{\delta_h u|\beta_{p+1}^p + |\delta_h u(y)|\beta_{p+1}^p}{|h|^{1+\nu^p}} \right) |\eta(x) - \eta(y)|^p d\mu_1.
\]

Step II: Estimates of \( I_{11} \) and \( I_{12} \).

Using the bounds on \( \eta \) and \( |\nabla \eta| \), we deduce that

\[
\tilde{I}_{11} = \int_{B_R} \int_{B_R} \left[ \frac{\delta_h u|\beta_{p+1}^p + |\delta_h u(y)|\beta_{p+1}^p}{|h|^{1+\nu^p}} \right] |u(x) - u(y)|^{\frac{\beta_{p+1}^p}{2}} |\eta^\sharp(x) - \eta^\sharp(y)|^2 d\mu
\]

\[
\leq C \frac{1}{h_0^2} \int_{B_R} \int_{B_R} \frac{|u(x) - u(y)|^{\frac{\beta_{p+1}^p}{2}} |\delta_h u(x)|^{\beta_{p+1}^p}}{|h|^{1+\nu^p}} |x - y|^{N+\lambda-2} dxdy.
\]

For \( l = 2 \), noticing the fact that \( R < 1 \), we have

\[
\tilde{I}_{11} \leq C \frac{(N,s)}{h_0^2} \|u\|_{L^\infty(B_{R+h_0})} \int_{B_R} \frac{\delta_h u|\beta_{p+1}^p}{|h|^{1+\nu^p}} dx.
\]

(3.18)

For \( l > 2 \), we take \( \epsilon < \min\{\frac{2}{s^2}, \frac{1}{s^2} - 1\} > 0 \). Using Young’s inequality (with exponents \( m/(l-2) \) and \( m/(m-l+2) \)), we get

\[
\tilde{I}_{11} \leq C \frac{1}{h_0^2} \int_{B_R} \int_{B_R} \frac{|u(x) - u(y)|^{\frac{\beta_{p+1}^p}{2}} |\delta_h u(x)|^{\beta_{p+1}^p}}{|h|^{1+\nu^p}} |x - y|^{N+\lambda-2} \frac{m}{m-l+2} dx dy
\]

\[
\leq C \frac{1}{h_0^2} \int_{B_R} \int_{B_R} \frac{|u(x) - u(y)|^{m}}{|x - y|^{N+\lambda-2} \frac{m}{m-l+2}} + \left( \frac{C}{h_0} \right)^{\frac{m}{m-l+2}} \int_{B_R} \int_{B_R} |x - y|^{\frac{m(2-2\epsilon)}{m-l+2} - N} \frac{\delta_h u|\beta_{p+1}^p}}{|h|^{1+\nu^p}} dxdy
\]

\[
\leq C [u]^{m}_{W}^{\frac{1}{l-2-\epsilon}} \cdot m(B_{R+h_0}) + C \|u\|_{L^\infty(B_{R+h_0})} \int_{B_R} \frac{\delta_h u|\beta_{p+1}^p}}{|h|^{1+\nu^p}} dxdy.
\]

(3.19)

where we have used the fact \( \frac{m(2-2\epsilon)}{m-l+2} > 0 \) and \( C = C(N,s,l,h_0) > 0 \) is a constant (which depends inversely on \( h_0 \)). For the first term, using the Sobolev embedding result \( \text{Lemma 2.6} \), we have

\[
[u]^{m}_{W}^{\frac{1}{l-2-\epsilon}} \leq C \left[ \sup_{0 < |h| < h_0} \left\| \frac{\delta^2 u}{|h|^{s_1}} \right\|_{L^m(B_{R+h_0})} + \|u\|_{L^\infty(B_{R+h_0})}^m \right].
\]

(3.20)
Combining (3.19), (3.20) and (3.18) together with Young’s inequality, we obtain
\[
|I_{11}| \leq CK_1(u) \left[ \int_{B_R} \frac{|\delta_h u(x)|^{m+\nu \beta}}{|h|^{1+\nu \beta}} \, dx + \sup_{0<h<h_0} \left\| \frac{\delta^2 u}{|h|^{1+\nu \beta}} \right\|_{L^m(B_R+h_0)}^m + 1 \right],
\]
where \(C = C(N, l, s, h_0) > 0\) is a constant (which depends inversely on \(h_0\)) and
\[
K_1(u) = K_1(u, m, l, R_0) = \max\{\|u\|_{L^\infty(B_{R_0})}, \|u\|_{L^\infty(B_{R_0})}^m, \|u\|_{L^\infty(B_{R_0})} \} > 0.
\]
For \(I_{12}(p)\), we use the estimate of [8, p. 819],
\[
I_{12} = 2 \int_{B_R \times B_R} \frac{|\delta_h u(x)|^{\beta+p-1}}{|h|^{1+\nu \beta}} |\eta(x) - \eta(y)|^p \, d\mu \leq C \left[ \int_{B_R} \frac{|\delta_h u(x)|^{\beta m}}{|h|^{(1+\nu \beta)m}} \, dx + \|u\|_{L^\infty(B_{R+h_0})}^{\beta m} \right],
\]
where \(C > 0\) is a constant appeared as before.

Step III: Estimates of \(I_2, I_3\) and \(I_4\).
To estimate \(I_2\) and \(I_3\), we observe that
\[
\left| (\|u_h(x) - u_h(y)\|^{l-1} - \|u(x) - u(y)\|^{l-1}) |\delta_h u(x)|^\beta \right|
\leq C(l)(\|u\|_{L^\infty(B_{R_0})} + |u(x)|^{l-1} + |u(y)|^{l-1}) |\delta_h u(x)|^\beta.
\]
For the first term, by observing \(B_{(R-r)/2}(x) \subset B_R\), whenever \(x \in B_{(r+R)/2}\),
\[
\int_{\mathbb{R}^N \setminus B_R} \frac{dy}{|x-y|^{N+sl}} \leq \int_{\mathbb{R}^N \setminus B_{(R-r)/2}(x)} \frac{dy}{|x-y|^{N+sl}} \leq C(N, s, l, h_0),
\]
where we have used \(R - r = 4h_0\), and \(C(N, s, l, h_0) > 0\) depends inversely on \(h_0\). For the other terms, we use [8] Lemmas 2.2, 2.3, and the fact that \(4h_0 = R - r < R \leq R_0 < 1\). Thus
\[
\int_{\mathbb{R}^N \setminus B_{R}} \frac{|u(y)|^{l-1}}{|x-y|^{N+sl}} \, dy \leq \frac{1}{(R-r)^{N+sl}} \int_{\mathbb{R}^N \setminus B_{R}} \frac{|u(y)|^{l-1}}{|y|^{N+sl}} \, dy + \int_{B_{R}} |u(y)|^{l-1} \, dy
\leq C(N, l, s, h_0)(\|u\|_{L^\infty(B_{R_0})}^{l-1} + T_{l-1}(u; R_0)^{l-1}),
\]
where \(T_{l-1}\) is the tail as defined in definition [1]. The estimate of \(I_4\) is straightforward. Indeed, by noticing the fact that \(f \in L^{\infty}_{loc}(B_{2R_0})\) and \(B_{R+h_0} \subset B_{2R_0}\), we obtain
\[
|I_4(f)| \leq 2\|f\|_{L^\infty(B_{R+h_0})} \int_{B_R} \frac{|\delta_h u(x)|^\beta \eta(x)}{|h|^{1+\nu \beta}} \, dx \leq 2\|f\|_{L^\infty(B_{R+h_0})} \int_{B_{(R+r)/2}} \frac{|\delta_h u(x)|^\beta}{|h|^{1+\nu \beta}} \, dx.
\]
Therefore, combining (3.23), (3.24), (3.25), (3.26), and then using Young’s inequality, we deduce that
\[
|I_2| + |I_3| + |I_4| \leq C(\|u\|_{L^\infty(B_{R_0})}^{l-1} + T_{l-1}(u; R_0)^{l-1} + \|f\|_{L^\infty(B_{R+h_0})}) \int_{B_{(R+r)/2}} \frac{|\delta_h u(x)|^\beta}{|h|^{1+\nu \beta}} \, dx
\leq C(\|u\|_{L^\infty(B_{R_0})}^{l-1} + T_{l-1}(u; R_0)^{l-1} + \|f\|_{L^\infty(B_{R_0})}) \left[ 1 + \int_{B_R} \frac{|\delta_h u(x)|^{\beta m}}{|h|^{(1+\nu \beta)m}} \, dx \right].
\]
Step IV: Conclusion. Using the estimates (3.21), (3.22) and (3.27) in (3.17), for \( l \in \{p, q\} \), we obtain

\[
\left[ \frac{\delta_h u}{h^{\frac{1+\nu}{p}}} \eta \right]^p \leq CK_2(u, m) \left[ \sum_l \int_{B_R} \frac{|\delta_h u(x)|^\frac{\beta m}{m-p+2}}{|h|^{\frac{1+\nu+\beta}{p}}} dx + \sup_{0<|h|<h_0} \left[ \frac{\delta_h^2 u}{|h|} \right]_{L^m(B_R+h_0)}^m + 1 \right],
\]

where \( C = C(N, l, s, h_0) > 0 \) is a constant as appeared before, and

\[
K_2(u, m, R_0) := 1 + T_{p-1}(u; R_0)^{p-1} + T_{q-1}(u; R_0)^{q-1} + \|u\|_{L_\infty(B_{R_0})}^{\frac{m(p-1)}{p-2}} + \|f\|_{L_\infty(B_{R_0})} > 0.
\]

Note that we have suppressed the term \( R_0 \) when it is not important (observe that \( K_2 \geq K_1 \)). For the term corresponding to \( l = q \) in (3.28), applying Young’s inequality (with exponents \( \frac{m-q+2}{m-p+2} \) and \( \frac{m-q+2}{p-q} \)), we get

\[
\left[ \frac{\delta_h u}{h^{\frac{1+\nu}{p}}} \eta \right]^p \leq CK_2(u, m) \left[ \int_{B_R} \frac{|\delta_h u(x)|^\frac{\beta m}{m-p+2}}{|h|^{\frac{1+\nu+\beta}{p}}} dx + \sup_{0<|h|<h_0} \left[ \frac{\delta_h^2 u}{|h|} \right]_{L^m(B_R+h_0)}^m + 1 \right].
\]

Let \( \xi, h \in \mathbb{R}^N \) such that \( 0 < |\xi|, |h| < h_0 \). Then, from [8] (4.11), p. 821 and using the discrete Leibniz rule, we have

\[
\int_{B_r} \frac{|\delta_\xi \delta_h u|^{\beta-1+p}}{|\xi|^{s_1}|h|^{1+\nu+\beta}} \leq C \left[ \frac{\delta_\xi |\delta_h u|^{\beta-1+p}}{|\xi|^{s_1}|h|^{1+\nu+\beta}} \right]_{L^p(\mathbb{R}^N)}^p \leq C \left[ \frac{\delta_\xi |\delta_h u|^{\beta-1+p}}{|h|^{1+\nu+\beta}} \right]_{L^p(\mathbb{R}^N)}^p + C \left[ \frac{\delta_\xi \eta |\delta_h u|^{\beta-1+p}}{|h|^{1+\nu+\beta}} \right]_{L^p(\mathbb{R}^N)}^p,
\]

where \( C = C(p, \beta) > 0 \) is a constant. To estimate the first term, we use [7] Proposition 2.6 (with \( r = (R + r)/2 \) and \( R = R \) there). Therefore,

\[
\sup_{\xi > 0} \left[ \frac{\delta_\xi \left[ \frac{\delta_h u}{|\xi|^{s_1}|h|^{1+\nu+\beta}} \right]}{|h|^{1+\nu+\beta}} \right]_{L^p(\mathbb{R}^N)}^p \leq C(N, h_0, s_1, p) \left[ \frac{\delta_h u}{|h|} \right]_{L^p(\mathbb{R}^N)}^{\beta-1+p} \left[ \frac{\delta_h u}{|h|^{1+\nu+\beta}} \right]_{W^{1,p}(B_R)}^{\frac{\beta m}{m-p+2}}.
\]

For the second term in (3.31), we proceed similar to [8] (4.14), p. 821,

\[
\left[ \frac{\delta_\xi \eta |\delta_h u|^{\beta-1+p}}{|h|^{1+\nu+\beta}} \right]_{L^p(\mathbb{R}^N)}^p \leq C \left[ \frac{\delta_h u}{|h|} \right]_{L_\infty(B_{R_0})}^{\beta-1+p} \int_{B_R} \frac{|\delta_h u|^{\beta m}}{|h|^{(1+\nu+\beta)\frac{m}{m-p+2}}} dx \leq CK_2(u, m) \left[ 1 + \int_{B_R} \frac{|\delta_h u(x)|^{\frac{\beta m}{m-p+2}}}{|h|^{\frac{(1+\nu+\beta)m}{m-p+2}}} dx \right].
\]

From (3.31), (3.32) and (3.33) with \( \xi = h \), and then using (3.30), we obtain

\[
\sup_{0<|h|<h_0} \int_{B_{R_0}} \frac{|\delta_h u|^{\beta-1+p}}{|h|^{1+\nu+\beta}} dx \leq CK_2(u, m) \sup_{0<|h|<h_0} \left[ \int_{B_R} \frac{|\delta_h u(x)|^{\beta m}}{|h|^{\frac{(1+\nu+\beta)m}{m-p+2}}} dx + \left[ \frac{\delta_h^2 u}{|h|} \right]_{L^m(B_{R+h_0})}^m + 1 \right].
\]
where the quantities $C = C(N, h_0, p, m, s_1, \beta) > 0$ and $K_2(u, m)$ are as appeared before. Using [8, Lemma 2.6], for the first term on the above expression, we get

$$
\sup_{0 < |h| < h_0} \int_{B_r} |\frac{\partial_u^2}{|h|^{1+s_1+p+\nu \beta}}|^{\beta-1+p} dx \leq C K_2(u, m) \sup_{0 < |h| < h_0} \left[ \frac{\delta^2 u}{|h|^{s_1+1}} \right]_{L^{m+1}(B_r)}^{m+1} \leq C K_2(u, m) \sup_{0 < |h| < h_0} \left[ \frac{\delta^2 u}{|h|^{s_1}} \right]_{L^m(B_{R+4h_0})}^{m} + 1.
$$

(3.34)

where we are using $(1 + \nu \beta)/\beta < 1$. Next, we specify the symbols $\beta$ and $\nu$ as below:

$$
\beta = m - p + 2, \quad \nu = \frac{(m - p + 2)s_1 - 1}{m - p + 2}.
$$

Then, it is easy to observe that

$$
\frac{1 + s_1 p + \nu \beta}{\beta - 1 + p} = s_1 + \frac{s_1}{m + 1}, \quad \beta - 1 + p = m + 1, \quad \frac{m \beta}{m - p + 2} = m, \quad \frac{1 + \nu \beta}{\beta} = s_1.
$$

Therefore, on account of (3.34), we have

$$
\sup_{0 < |h| < h_0} \left\| \frac{\delta^2 u}{|h|^{s_1+1}} \right\|_{L^{m+1}(B_r)}^{m+1} \leq C K_2(u, m) \sup_{0 < |h| < h_0} \left[ \frac{\delta^2 u}{|h|^{s_1}} \right]_{L^m(B_{R+4h_0})}^{m} + 1.
$$

By noting $r = R - 4h_0$ and $|h| < h_0$, the above expression implies that (up to modifying the constant $C$)

$$
\sup_{0 < |h| < h_0} \left\| \frac{\delta^2 u}{|h|^{s_1+1}} \right\|_{L^{m+1}(B_{R-4h_0})}^{m+1} \leq C K_2(u, m) \sup_{0 < |h| < h_0} \left[ \frac{\delta^2 u}{|h|^{s_1}} \right]_{L^m(B_{R+4h_0})}^{m} + 1,
$$

where $C = C(N, h_0, p, m, s_1) > 0$ depends inversely on $h_0$ and $K_2(u, m)$ is given by (3.29). □

**Corollary 3.8** Let $u, f, R_0$ and $h_0$ be as in proposition 3.7. Let $\nu \in (0, 1)$ and $\beta > 1$ are such that $(1 + \nu \beta)/\beta < 1$. Further assume that $u \in C^{0, s_1+\epsilon}_{loc}(\Omega)$, for all $\epsilon \in (0, s_1)$, and

$$
\sup_{0 < |h| < h_0} \left\| \frac{\delta^2 u}{|h|(1 + \nu \beta)^{\beta}} \right\|_{L^\beta(B_{R_0})} < \infty.
$$

Then, for every $4h_0 < R \leq R_0 - 5h_0$, we have

$$
\sup_{0 < |h| < h_0} \left\| \frac{\delta^2 u}{|h|^{1+s_1+p+\nu \beta}} \right\|_{L^{\beta+p-1}(B_{R-4h_0})}^{\beta+p-1} \leq C K_2(u, m)^{p-1} \left( \sup_{0 < |h| < h_0} \left\| \frac{\delta^2 u}{|h|^{1+p}} \right\|_{L^\beta(B_{R+4h_0})}^{\beta} + 1 \right),
$$

where $C = C(N, h_0, p, m, s_1) > 0$ (which depends inversely on $h_0$) and $K_2(u, m)$ is given by (3.29).

**Proof.** Fix $\epsilon \in (0, \min\{s_1, s_1 + \frac{2-2s_1p}{p-2}\})$. Thus, for all $R \in (0, 1)$ and $x_0 \in \mathbb{R}^N$ such that $B_R(x_0) \subset \Omega$, we have

$$
[u]_{C^{s_1+\epsilon}(B_R(x_0))} \leq C K_2(u).
$$

(3.35)
Using (3.35), and the bounds on η and |∇η|, for (l, s) ∈ \{(p, s_1), (q, s_2)\}, we deduce that
\[\tilde{I}_{11} = \int_{B_R} \frac{|u(x) - u(y)|^{l-2}}{|x - y|^{N+sl}} |\eta^\varepsilon(x) - \eta^\varepsilon(y)|^2 dy \leq CK_2(u)^{l-2} \int_{B_R} |x - y|^{(l-2)(s_1-\epsilon)+2-N-sl} dy < \infty,\]
where we have used the fact \((l - 2)(s_1 - \epsilon) + 2 - sl > 0\). Consequently, we have
\[|I_{11}(l)| \leq CK_2(u)^{l-2} \|u\|_{L^\infty(B_{R+h_0})} \int_{B_R} \frac{\vert \delta_h u(x) \vert^\beta}{\vert h \vert^{1+\nu \beta}} dx.\]
On a similar note,
\[|I_{12}| + |I_2| + |I_3| + |I_4| \leq CK_2(u)^{l-1} \int_{B_R} \frac{\vert \delta_h u(x) \vert^\beta}{\vert h \vert^{1+\nu \beta}} dx.\]
Coupling these with (3.17) and using in (3.32) (for ξ = h there), we obtain
\[\sup_{0 <|h| < h_0} \int_{B_{R-4h_0}} \frac{\vert \delta_h^2 u \vert^{\beta-1+p}}{\vert h \vert^{1+s_1 p + \nu \beta}} dx \leq CK_2(u, m)^{p-2} \sup_{0 <|h| < h_0} \int_{B_R} \frac{\vert \delta_h u(x) \vert^\beta}{\vert h \vert^{1+\nu \beta}} dx.\]
Therefore, employing [8, Lemma 2.6], we get
\[\sup_{0 <|h| < h_0} \int_{B_{R-4h_0}} \frac{\vert \delta_h^2 u \vert^{\beta-1+p}}{\vert h \vert^{1+s_1 p + \nu \beta}} dx \leq CK_2(u, m)^{p-1} \left( \sup_{0 <|h| < h_0} \int_{B_{R+4h_0}} \frac{\vert \delta_h^2 u(x) \vert^\beta}{\vert h \vert^{1+\nu \beta}} dx + 1 \right).\]
This proves the corollary. \(\square\)

Now, we prove our interior Hölder regularity result. **Proof of Theorem 2.2** For simplicity in notation, we take \(x_0 = 0\). By using the local boundedness property (Proposition 3.2 and Corollary 3.3), we have \(u \in L^{\infty}_{\text{loc}}(\Omega)\). We proceed as below.

**Step I:** We first prove \(u \in C^{0,\sigma}_{\text{loc}}(\Omega)\) for all \(\sigma \in (0, s_1)\).
Since \(\sigma \in (0, s_1)\), there exists \(i_\infty \in \mathbb{N}\) such that
\[s_1 - \sigma > \frac{N}{p + i_\infty}.\]
Set \(h_0 = \frac{R_0}{64 i_\infty}\) and define the following sequences:
\[m_i = p + i, \quad \text{and} \quad R_i = \frac{7R_0}{8} - 4(2i + 1)h_0 \quad \text{for} \quad i = 0, \ldots, i_\infty.\]
We then observe that
\[R_0 + 4h_0 = \frac{7R_0}{8}, \quad R_i - 4h_0 = R_{i+1} + 4h_0, \quad R_{i_\infty - 1} - 4h_0 = \frac{3R_0}{4} \quad \text{and} \quad 4h_0 < R_i \leq R_0 - 5h_0.\]
Thus, by applying Proposition 3.7 for the following choices:

\[ R = R_i, \quad m = m_i = p + i \quad \text{for} \quad i = 0, \ldots, i_\infty, \]

we obtain

\[
\sup_{0 < |h| < h_0} \left\| \frac{\delta^2 u}{|h|} \right\|_{L^{m+1}(B_{R_i+1+4h_0})} \leq CK_2(u) \left[ \sup_{0 < |h| < h_0} \left\| \frac{\delta^2 u}{|h|} \right\|_{L^m(B_{R_i+4h_0})} + 1 \right] ,
\]

for \( i = 0, \ldots, i_\infty - 2 \), and

\[
\sup_{0 < |h| < h_0} \left\| \frac{\delta^2 u}{|h|} \right\|_{L^{m+1}(B_{(3R_0)/4})} \leq CK_2(u) \left[ \sup_{0 < |h| < h_0} \left\| \frac{\delta^2 u}{|h|} \right\|_{L^{m+1}(B_{R_i+1+4h_0})} + 1 \right] .
\]

We note that \( \delta_h u = \frac{\delta_{2h} u - 2\delta_h u}{2} \). Therefore, applying [7, Proposition 2.6], we obtain

\[
\sup_{0 < |h| < h_0} \left\| \frac{\delta^2 u}{|h|} \right\|_{L^p(B_{(7R_0)/8})} \leq C \sup_{0 < |h| < 2h_0} \left\| \frac{\delta_h u}{|h|} \right\|_{L^p(B_{(7R_0)/8})} \leq C \left( |u|_{W^{s+1, p}(B_{(7R_0)/8} + 2h_0)} + \|u\|_{L^\infty(B_{(7R_0)/8} + 2h_0)} \right).
\]

From the definition of \( K_2(u, m) \) (see (3.29) with \( R_0 = \bar{R}_0 \)), it is clear that

\[ K_2(u, m) \leq 2K_2(u, m_1) \quad \text{and} \quad \|u\|_{L^\infty(B_{\bar{R}_0})} \leq K_2(u, m), \quad \text{for all} \quad m_1 \geq m. \]

Thus, from the above, we conclude that

\[
\sup_{0 < |h| < h_0} \left\| \frac{\delta^2 u}{|h|} \right\|_{L^p(B_{(7R_0)/8})} \leq CK_2(u, m) \left( |u|_{W^{s+1, p}(B_{\bar{R}_0})} + 1 \right).
\]

Iterating the above process (the process is finite), we get

\[
\sup_{0 < |h| < h_0} \left\| \frac{\delta^2 u}{|h|} \right\|_{L^{m+1}(B_{(3\bar{R}_0)/4})} \leq \left( CK_2(u, m_1) \right)^{i_\infty} \left( |u|_{W^{s+1, p}(B_{\bar{R}_0})} + 1 \right). \tag{3.36}
\]

We take \( \psi \in C^\infty_c \left( B_{(5\bar{R}_0)/8} \right) \) such that

\[ 0 \leq \psi \leq 1, \quad \psi = 1 \quad \text{in} \quad B_{\bar{R}_0/2}, \quad |\nabla \psi|, |\nabla^2 \psi| \leq C. \]

This implies that

\[ \left| \frac{\delta_h \psi}{|h|} \right|, \left| \frac{\delta^2 \psi}{|h|} \right| \leq C \quad \text{for all} \quad |h| > 0. \]

Then, using the discrete Leibniz rule on \( \delta^2_h \), for \( 0 < |h| < h_0 \), we obtain

\[
[u\psi]_{B_{\infty}^{s_1, m_\infty}(\mathbb{R}^N)} = \sup_{|h| > 0} \left\| \frac{\delta_h^2 (u\psi)}{|h|} \right\|_{L^{m_\infty}(\mathbb{R}^N)} \leq C \sup_{|h| > 0} \left[ \left| \psi_{2h} \frac{\delta^2 u}{|h|} \right|_{L^{m_\infty}(\mathbb{R}^N)} + \left| \delta_h \psi \delta_h u \right|_{L^{m_\infty}(\mathbb{R}^N)} + \left| \frac{u \delta_h^2 \psi}{|h|} \right|_{L^{m_\infty}(\mathbb{R}^N)} \right] \leq C \left[ \sup_{0 < |h| < h_0} \left\| \frac{\delta^2 u}{|h|} \right\|_{L^{m_\infty}(B_{(3\bar{R}_0)/4})} + \|u\|_{L^{m_\infty}(B_{(3\bar{R}_0)/4})} \right]. \tag{3.37}
\]
Therefore, using [8, Lemma 2.4] together with (3.37) and (3.36), we obtain

\[ [u \psi]_{N^{m_1, m_\infty}_{1}}(\mathbb{R}^N) \leq C(N, s_1, m) [u \psi]_{R^{m_1, m_\infty}_{\infty}(\mathbb{R}^N)} \leq (K_{2}(u, m_{i_\infty}))^{\infty} ([u]_{W^{1, p}(B_{R_0})} + 1) \]

Since \( s_1 m_{i_\infty} > N \) and \( \sigma < s_1 - N/m_{i_\infty} \), employing the embedding result of [8, Theorem 2.8], we get

\[ [u]_{C^\sigma(B_r)} \leq C([u \psi]_{N^{m_1, m_\infty}_{1}}(\mathbb{R}^N)) \frac{\sigma m_{i_\infty} + N}{s_1 m_{i_\infty}} \left( \| u \psi \|_{L^{m_{i_\infty}}(\mathbb{R}^N)} \right)^{(1-\sigma) m_{i_\infty} - N}_{s_1 m_{i_\infty}} \]

\[ \leq (K_{2}(u, m_{i_\infty}))^{\infty} ([u]_{W^{1, p}(B_{R_0})} + 1)^{1 + N/(s_1 m_{i_\infty})} \]

\[ \leq (K_{2}(u, m_{i_\infty}))^{\infty} ([u]_{W^{1, p}(B_{R_0})} + 1)^{2 - \sigma/s_1} \]

where we have used the fact that \( \| u \|_{L^\infty(B_{R_0})} \leq K_2(u, m_{i_\infty}) \) and \( \sigma m_{i_\infty} + N < s_1 m_{i_\infty} \). This completes the proof for the case \( \sigma \in (0, s_1) \).

**Step II:** We prove \( u \in C^{0, \sigma}_{\text{loc}}(\Omega) \) for all \( \sigma \in (0, \min\{1, \frac{p_0}{p-1} \}) \).

We proceed similar to [8, Theorem 5.2], and define the following iterative sequences:

\[ \beta_0 = p, \quad \beta_{i+1} = \beta_i + p - 1 = p + i(p - 1); \quad \nu_0 = s_1 - \frac{1}{p}, \quad \nu_{i+1} = \frac{\nu_i \beta_i + s_1 p}{\beta_{i+1}}. \]

It is easy to observe that \( \lim_{i \to \infty} \nu_i = \frac{s_1 p}{p - 1} \). Then, we have the following two cases.

**Case (i):** If \( s_1 p \leq p - 1 \).

Fix \( \sigma \in (0, \frac{s_1 p}{p - 1}) \) and choose \( i_\infty \in \mathbb{N} \) such that \( \sigma < \nu_{i_\infty} - \frac{N - 1}{\beta_{i_\infty}} \).

Set

\[ h_0 = \frac{R_0}{64 i_\infty}, \quad \text{and} \quad R_i = \frac{7R_0}{8} - 4(2i + 1)h_0 \quad \text{for} \quad i = 0, \ldots, i_\infty. \]

From step I, we have \( u \in C^{0, \sigma}_{\text{loc}}(\Omega) \). Therefore by applying corollary [8,5.3] for \( \beta = \beta_i, \nu = \nu_i \) and \( R = R_i \), we obtain

\[ \sup_{0 < |h| < h_0} \left\| \frac{\delta_h^2 u}{|h|^{\nu_i + \frac{p - 1}{2}}} \right\|_{L^{\beta_i+1}(B_{R_i+1+4h_0})} \leq CK_2(u) \left[ \sup_{0 < |h| < h_0} \left\| \frac{\delta_h^2 u}{|h|^{\nu_i + \frac{p - 1}{2}}} \right\|_{L^{\beta_i}(B_{R_i+1+4h_0})} + 1 \right], \]

for \( i = 0, \ldots, i_\infty - 2 \), and

\[ \sup_{0 < |h| < h_0} \left\| \frac{\delta_h^2 u}{|h|^{\nu_{i_\infty} + \frac{p - 1}{2}}} \right\|_{L^{\beta_{i_\infty}}(B_{(3R_0)/4})} \leq CK_2(u) \left[ \sup_{0 < |h| < h_0} \left\| \frac{\delta_h^2 u}{|h|^{\nu_{i_\infty} + \frac{p - 1}{2}}} \right\|_{L^{\beta_{i_\infty}}(B_{(3R_0)/4})} + 1 \right]. \]

Now, proceeding similarly to the proof of theorem [2.2], we obtain that \( u \in C^{0, \sigma}(B_{R_0/2}(x_0)) \).

**Case (ii):** If \( s_1 p > (p - 1) \).

The proof, in this case, runs analogously to [8, Proof of Theorem 5.2, pp. 831-833].

### 3.2 Boundary regularity and maximum principle

In this subsection, we prove the boundary behavior of the weak solutions. For this, we first establish the asymptotic behavior of the fractional \( p \)-Laplacian of different powers of the
distance function. For $\rho > 0$, we define the following extension of the distance function:

$$
    d_\rho(x) = \begin{cases} 
        \text{dist}(x, \partial \Omega) & \text{if } x \in \Omega, \\
        -\text{dist}(x, \partial \Omega) & \text{if } x \in (\Omega^c)_\rho, \\
        -\rho & \text{otherwise,}
    \end{cases}
$$

where $(\Omega^c)_\rho := \{x \in \Omega^c : \text{dist}(x, \partial \Omega) < \rho\}$. Next, for $\alpha, \rho > 0$ and $\kappa \geq 0$, we set

$$
    \varpi_\rho(x) = \begin{cases} 
        (d_\rho(x) + \kappa^{1/\alpha})^\alpha & \text{if } x \in \Omega \cup (\Omega^c)_\rho, \\
        0 & \text{otherwise.}
    \end{cases}
$$

**Theorem 3.9** [4, Theorem 3.3] There exists $\kappa_1, \varrho_6 > 0$ such that for all $\kappa \in [0, \kappa_1)$ and $\alpha \in (0, s_1)$, there exists a positive constant $C_5$ such that for all $\varrho \in (0, \varrho_6)$:

$$
(-\Delta)_\varrho^{s_1} \varpi_\rho \geq C_5(d + \kappa^{1/\alpha})^{(p(s_1 - \alpha(p - 1)) - 1)} \text{ weakly in } \Omega_{\varrho}.
$$

Further, for all $\kappa > 0$ and $\alpha \in (0, s_1)$, $\varpi_\rho \in \mathring{W}^{s_1, p}(\Omega_{\varrho_6}).$

**Lemma 3.10** Let $\alpha \in [s_2, 1)$ be such that $\alpha \neq q/s_2$. Then, there exist $\kappa_2, \varrho_3 > 0$ such that for all $\kappa \in [0, \kappa_2)$ and $\varrho \in (0, \varrho_3)$:

$$
(-\Delta)_\varrho^{s_2} \varpi_\rho = h \text{ weakly in } \Omega_{\varrho},
$$

for some $h \in L^\infty(\Omega_{\varrho_3})$ (which is independent of $\kappa \in (0, 1)$).

**Proof.** Since $\Omega$ has the boundary of the type $C^{1,1}$, as in [4, Theorem 3.1], for every $x \in \partial \Omega$, there exit a neighborhood $N_x$ of $x$ and a bijective map $\Psi_x : E \to N_x$ satisfying

$$
    \Psi_x \in C^{1,1}(E), \quad \Psi_x^{-1} \in C^{s_1,1}(N_x), \quad \Psi_x(E_+) = N_x \cap \Omega, \quad \Psi_x(E_0) = N_x \cap \partial \Omega,
$$

where $E := \{X = (X', X_N) : |X'| < 1, |X_N| < 1\}$, $E_+ := E \cap \mathbb{R}_+^N$ and $E_0 := E \cap \{X_N = 0\}$. Since $\partial \Omega$ is compact, there exists a finite covering $\{B_{r_i}(x_i)\}_{i \in I}$ of $\partial \Omega$ such that

$$
    \Omega_{\varrho_3} \subset \bigcup_{i \in I} B_{r_i}(x_i) \quad \text{and} \quad \Psi_x^{-1}(B_{r_i}(x_i)) \subset B_{2\rho}(0), \quad \text{for all } i \in I,
$$

where $\varrho_3, \rho > 0$ are small enough. Further, there exist diffeomorphisms $\Phi_i \in C^{1,1}(\mathbb{R}^N, \mathbb{R}^N)$ such that, for all $i \in I$, $\Phi_i = \Psi_x$ in $B_{2\rho}(0)$ and $\Phi_i = Id$ in $B_{4\rho}(0)^c$ together with

$$
    \Omega_{\varrho_3} \cap B_{r_i}(x_i) \subset \Phi_i(B_{4\rho}^+), \quad d_\rho(\Phi_i(X)) = (X_N + \kappa^{1/\alpha})_+ - \kappa^{1/\alpha} \text{ for all } X \in B_{2\rho},
$$

and for $\kappa$ small enough such that $\kappa^{1/\alpha} < \rho$,

$$
    \Phi_i(B_{\rho} \cap \{X_N \geq -\kappa^{1/\alpha}\}) \subset \Omega \cup (\Omega^c)_\rho,
$$
where $B_{\rho} = B_{\rho}(0)$ and $B_{\rho}^+ = B_{\rho} \cap \mathbb{R}^n_+$. By the finite covering argument, it is sufficient to consider one fixed $i \in I$ and for simplicity we take $x_i = 0$, $\Phi_i = \Phi$ and $\Phi(0) = 0$. To prove the claim of the lemma, we will prove that

$$h_{\epsilon}(x) = \int_{D_\epsilon(x)^e} \frac{|\varpi_\rho(x) - \varpi_\rho(y)|^{q-1}}{|x - y|^{N+qs_2}} dy,$$

where $D_\epsilon(x) = \{ y : |\Phi^{-1}(x) - \Phi^{-1}(y)| \leq \epsilon \}$, converges to some $h$ in $L^1_{\text{loc}}(\Omega_{\rho}, B_{r_1})$. We change the variable $X = \Phi^{-1}(x)$ and noting that $X \in B_{\rho}^+$ for any $x \in B_{r_1} \cap \Omega_{\rho}$, we get

$$h_{\epsilon}(x) = \int_{B_\epsilon(X)^e} \frac{|\varpi_\rho(\Phi(X)) - \varpi_\rho(\Phi(Y))|^{q-1}}{|\Phi(X) - \Phi(Y)|^{N+qs_2}} J_\Phi(Y) dY$$

$$= \left( \int_{B_\epsilon(X)^e \cap B_{4\rho}} + \int_{B_\epsilon(X)^e \cap (B_{4\rho} B_{2\rho})} \right) \frac{|\varpi_\rho(\Phi(X)) - \varpi_\rho(\Phi(Y))|^{q-1}}{|\Phi(X) - \Phi(Y)|^{N+qs_2}} J_\Phi(Y) dY$$

$$+ \int_{B_{2\rho}^{c}} \frac{|\varpi_\rho(\Phi(X)) - \varpi_\rho(\Phi(Y))|^{q-1}}{|\Phi(X) - \Phi(Y)|^{N+qs_2}} J_\Phi(Y) dY$$

$$=: \tilde{I}_\epsilon(X) + I_1(X) + I_2(X),$$

where $J_\Phi(Y) = |\det \nabla \Phi(Y)|$. We first estimate the quantity $I_2(X)$. Note that $\varpi_\rho = 0$ in $(\Omega \cup (\Omega^c)_\rho)^c$, and elsewhere it is bounded (the bound is independent of $\kappa \in (0, 1)$), therefore

$$I_2(X) = \int_{B_{2\rho}^{c}} \frac{|\varpi_\rho(\Phi(X)) - \varpi_\rho(\Phi(Y))|^{q-1}}{|\Phi(X) - \Phi(Y)|^{N+qs_2}} J_\Phi(Y) dY$$

$$+ \int_{B_{4\rho}^{c} \cap (\Omega \cup (\Omega^c)_\rho)^c} \frac{|\varpi_\rho(\Phi(X))|^{qs_2}}{|\Phi(X) - \Phi(Y)|^{N+qs_2}} J_\Phi(Y) dY$$

$$\leq C \Omega_\Phi \int_{B_{2\rho}^{c}} \frac{dY}{|X - Y|^{N+qs_2}} =: C(N, q, \Phi, \Phi^{-1}, \rho) < \infty,$$

where in the last inequality we have used the Lipschitz continuity of $\Phi^{-1}$ together with the fact that the map $X \mapsto |\det \nabla \Phi(X)|$ is bounded in $\mathbb{R}^N$. Consequently, $I_2(X)$ is bounded. On a similar note, using the fact that $\varpi_\rho \circ \Phi$ is bounded in $B_{4\rho}$ and $J_\Phi(\cdot)$ is bounded in $\mathbb{R}^N$, we obtain that $I_1(X)$ is bounded in $X$ (and the bound is independent of $\epsilon$ and $\kappa$).

Thus, it remains to estimate only $\tilde{I}_\epsilon(X)$. We distinguish the following two cases.

**Case (i):** If $\alpha > q's_2$.

We see that the map $\varpi_\rho \circ \Phi$ is $\alpha$-Hölder continuous, and $J_\Phi(\cdot)$ is bounded in $\mathbb{R}^N$. Therefore, on account of the Lipschitz continuity of $\Phi^{-1}$, we deduce that

$$\tilde{I}_\epsilon(X) \leq C \Omega_\Phi \int_{B_\epsilon(X)^e \cap B_{2\rho}} \frac{1}{|X - Y|^{N+qs_2 - \alpha + \alpha}} dY \leq C(N, q, \Phi, \Phi^{-1}, \rho) < \infty,$$

because of $\alpha > q's_2$.

**Case (ii):** If $\alpha < q's_2$.
Set \( h(X,Y) = \frac{\nabla \Phi(X)(X-Y)^{q+q_2}}{\Phi(X)-\Phi(Y)} J_\Phi(Y) - J_\Phi(X) \), for \( X \neq Y \). Then, using the \( \alpha \)-Hölder continuity for the map \( X \mapsto (X_N + \kappa^{1/\alpha})_+^\rho \), we obtain

\[
\tilde{I}_e(X) = \int_{B_e(X) \cap B_{2\rho}} \frac{[(X_N + \kappa^{1/\alpha})_+^\rho - (Y_N + \kappa^{1/\alpha})_+^\rho]^{q-1}}{\nabla \Phi(X)(X-Y)^{N+q_2}} h(X,Y) \, dY \\
+ \int_{B_e(X) \cap B_{2\rho}} \frac{[(X_N + \kappa^{1/\alpha})_+^\rho - (Y_N + \kappa^{1/\alpha})_+^\rho]^{q-1}}{\nabla \Phi(X)(X-Y)^{N+q_2}} J_\Phi(X) \, dY \\
\leq C |B_{2\rho}|^{(\alpha-s_2)(q-1)} \int_{B_e(X)} \frac{|X-Y|^{s_2(q-1)}|h(X,Y)|}{\nabla \Phi(X)(X-Y)^{N+q_2}} \, dY \\
+ \int_{B_e(X) \cap B_{2\rho}} \frac{[(X_N + \kappa^{1/\alpha})_+^\rho - (Y_N + \kappa^{1/\alpha})_+^\rho]^{q-1}}{\nabla \Phi(X)(X-Y)^{N+q_2}} J_\Phi(X) \, dY \\
=: \tilde{I}_{1,e}(X) + \tilde{I}_{2,e}(X). \tag{3.38}
\]

We observe that \( \tilde{I}_{1,e}(X) \) is finite due to [27] (3.9)]. Indeed, from [27] (3.7)], we have\[ |h(X,Y)| \leq C(\Phi) \min\{|X-Y|, 1\}, \]
consequently

\[
\tilde{I}_{1,e}(X) \leq C(\Phi, \Phi^{-1}) |B_{2\rho}|^{(\alpha-s_2)(q-1)} \int_{B_e(X)} \min\{|X-Y|, 1\} \, dY \\
\leq C(\Phi, \Phi^{-1}, \rho, N, q, s_2, \alpha)(\epsilon^{1-s_2} + 1) < \infty. \tag{3.39}
\]

For the second term in (3.38), we have

\[
\tilde{I}_{2,e}(X) = \int_{B_e(X) \cap B_{2\rho}} \frac{[(X_N + \kappa^{1/\alpha})_+^\rho - (Y_N + \kappa^{1/\alpha})_+^\rho]^{q-1}}{\nabla \Phi(X)(X-Y)^{N+q_2}} J_\Phi(X) \, dY \\
= \left( \int_{B_e(X)} - \int_{B_e(X) \cap B_{2\rho}} \right) \frac{[(X_N + \kappa^{1/\alpha})_+^\rho - (Y_N + \kappa^{1/\alpha})_+^\rho]^{q-1}}{\nabla \Phi(X)(X-Y)^{N+q_2}} J_\Phi(X) \, dY \\
=: \tilde{I}_{3,e}(X) + \tilde{I}_{4,e}(X). \tag{3.40}
\]

Using the \( \alpha \)-Hölder continuity of the map \( X \mapsto (X_N + \kappa^{1/\alpha})_+^\rho \) and the Lipschitz nature of \( \nabla \Phi^{-1} \) together with the boundedness of \( J_\Phi(\cdot) \), we obtain

\[
|\tilde{I}_{4,e}(X)| \leq \int_{B_{2\rho}} \frac{|X-N|^{\alpha-q_2+\alpha(q-1)}}{\nabla \Phi(X)(X-Y)^{N+q_2}} \, J_\Phi(X) \, dY \\
\leq C \int_{B_{\rho}(X)} |X-Y|^{-N-q_2+\alpha(q-1)} \, dY =: C(\Phi, \Phi^{-1}, \rho) < \infty, \tag{3.41}
\]
where we have used the fact that \( X \in B_{\rho} \) and \( \alpha < q's_2 \). Therefore, to conclude that \( \tilde{I}_e(X) \) is bounded in \( X \), it is sufficient to prove that \( \tilde{I}_{3,e}(X) \) is bounded in \( X \) (use (3.39), (3.40) and (3.41) in (3.38)).

**Claim:** \( \tilde{I}_{3,e} \) is bounded uniformly in \( X \).

To prove the claim, we will first show that the following 1-dimensional integral:

\[
g_e(x) := \int_{B_e(x)} \frac{[(x + \kappa^{1/\alpha})_+^\rho - (y + \kappa^{1/\alpha})_+^\rho]^{q-1}}{|x-y|^{1+q_2}} \, dy, \quad \text{for } x > 0,
\]
By straightforward integrations, we have

\[
g_{t}(x) = \int_{-\infty}^{-K^{1/\alpha}} \frac{(x + K^{1/\alpha})^{\alpha(q-1)}}{|x-y|^{1+q_{s_2}}}dy + \int_{x+\epsilon}^{-K^{1/\alpha}} \frac{[(x + K^{1/\alpha})^{\alpha} - (y + K^{1/\alpha})^{\alpha}]^{q-1}}{|x-y|^{1+q_{s_2}}}dy \\
+ \left( \int_{-K^{1/\alpha}}^{x-\epsilon} + \int_{(x+K^{1/\alpha})^{2}}^{-K^{1/\alpha}} \frac{[(x + K^{1/\alpha})^{\alpha} - (y + K^{1/\alpha})^{\alpha}]^{q-1}}{|x-y|^{1+q_{s_2}}}dy \right)
\]

\[
=: L_1(x) + L_2(x, \epsilon) + L_3(x, \epsilon).
\]

By straightforward integrations, we have

\[
L_1(x) = \int_{-\infty}^{-K^{1/\alpha}} \frac{(x + K^{1/\alpha})^{\alpha(q-1)}}{|x-y|^{1+q_{s_2}}}dy = \frac{(x + K^{1/\alpha})^{\alpha(q-1)-q_{s_2}}}{q_{s_2}}.
\]

Moreover, since \(\alpha < q's_2\) (that is \(q(\alpha - s_2) - \alpha < 0\)), and using the \(\alpha\)-Hölder nature of the map \(x \mapsto (x + K^{1/\alpha})^{\alpha}\),

\[
|L_2(x, \epsilon)| \leq C \int_{x+\epsilon}^{-K^{1/\alpha}} (y-x)^{q(\alpha-s_2)-\alpha-1}dy \\
= C_2 \frac{(x + K^{1/\alpha})^{q(\alpha-s_2)-\alpha} (x + K^{1/\alpha})^{\alpha q(\alpha-s_2)} - (x + K^{1/\alpha} - \epsilon)^{\alpha q(\alpha-s_2)}}{\epsilon^{\alpha-q(\alpha-s_2)}}.
\]

Next, to estimate \(L_3\), we substitute \(t = \frac{y+K^{1/\alpha}}{x+K^{1/\alpha}}\), and then letting \(t \mapsto 1/t\) in the second integral, we deduce that

\[
L_3(x, \epsilon) = (x + K^{1/\alpha})^{q(\alpha-s_2)-\alpha} \left[ \int_{0}^{1-x-K^{1/\alpha}} (1 - t^{\alpha})^{q-1} dt - \int_{1+K^{1/\alpha}}^{\infty} (t^{\alpha} - 1)^{q-1} dt \right] \\
= (x + K^{1/\alpha})^{q(\alpha-s_2)-\alpha} \left[ \int_{0}^{1-x-K^{1/\alpha}} (1 - t^{\alpha})^{q-1} \left( \frac{1}{1-t} \right)^{1+q_{s_2}} (1 - t^{-q(\alpha-s_2)+\alpha-1})dt \right].
\]

Noticing \(0 < s_2 < \alpha < 1\) (with \(\alpha < q's_2\) and \(t \in (0, 1)\), we see that the above integrand is non-positive. Therefore,

\[
L_3(x, \epsilon) = (x + K^{1/\alpha})^{q(\alpha-s_2)-\alpha} \left[ \int_{0}^{1-x-K^{1/\alpha}} \frac{(1 - t^{\alpha})^{q-1}}{(1-t)^{1+q_{s_2}}} (1 - t^{-q(\alpha-s_2)+\alpha-s_2+1})dt \right] \\
\leq (x + K^{1/\alpha})^{q(\alpha-s_2)-\alpha} \left[ \int_{0}^{1-x-K^{1/\alpha}} \frac{(1 - t^{\alpha})^{q-1}}{(1-t)^{1+q_{s_2}}} (1 - t^{-q(\alpha-s_2)+\alpha-s_2+1})dt \right] \\
= (x + K^{1/\alpha})^{q(\alpha-s_2)-\alpha} \left[ \frac{1}{q_{s_2}} \frac{(1 - t^{s_2})^{q-1}}{(1-t)^{q_{s_2}}}(1-x-K^{1/\alpha})^{1-x-K^{1/\alpha}} \right] \\
\leq \frac{(x + K^{1/\alpha})^{q(\alpha-s_2)-\alpha}}{q_{s_2}} \left[ \left( \frac{(x + K^{1/\alpha})^{s_2} - (x + K^{1/\alpha} - \epsilon)^{s_2}}{\epsilon^{s_2}} \right) - 1 \right].
\]

(3.45)
Using (3.43), (3.44) and (3.45) in (3.42), we obtain
\[
g_{\varepsilon}(x) \leq C_{2}\frac{\alpha - q(\alpha - s_{2})}{\alpha - q(\alpha - s_{2})} \left(\frac{1}{x + \kappa_{1/\alpha}}\right)^{q(\alpha - s_{2})} - (x + \kappa_{1/\alpha} - \varepsilon)^{\alpha - q(\alpha - s_{2})}
\]
where the right side terms converge to 0 uniformly in \(K\), as \(\varepsilon \to 0\) (see [27, p. 1369] for details). Furthermore, by proceeding similar to the proof of [27, Lemma 3.4, p. 1373], we can conclude that \(I_{3,\varepsilon} \to 0\), uniformly in compact subsets of \(\Phi^{-1}(\Omega_{\varepsilon} \cap B_{r})\), as \(\varepsilon \to 0\).

Therefore, collecting the information that \(I_{\varepsilon}, I_{3}\) and \(I_{2}\) are uniformly bounded in compact sets, we conclude that \(2h_{\varepsilon} \to h\) in \(L_{1}^{1}(\Omega_{\varepsilon} \cap B_{r})\). Hence, using the convergence result of [27, Lemma 2.5], we get the required result of the lemma.

\[\square\]

**Remark 4** For \(\alpha \in (s_{1} - 1/p, s_{1})\) and \(\kappa = 0\), we can show that \(\overline{m}_{\rho} = d^{\alpha} \in \overline{W}_{1}^{s_{1},p}(\Omega_{\varepsilon})\).

Indeed, following the calculations of [4, Theorem 3.1, (3.8)] (see also [27, Proof of Lemma 3.1, p. 1369]), for \(a < 0 < b\), we have
\[
\int_{a}^{b} \int_{a}^{b} \frac{|U(x) - U(y)|^{p}}{|x - y|^{1 + 2_{1}p}} \, dx \, dy < \infty,
\]
where \(U(x) = (x_{+})^{\alpha}\), for \(\alpha > s_{1} - 1/p\). We can get a finite covering \(\{B_{R_{i}}(x_{i})\}_{i \in I}\) of \(\partial \Omega\) and construct a similar diffeomorphisms \(\Phi_{i}\), as in [4, Theorem 3.3], such that
\[
\Omega_{\varepsilon} \cap K_{i} \subset \Omega_{\varepsilon} \cap B_{R_{i}}(x_{i}) \subset \Phi_{i}(B_{\rho}^{+}),
\]
where \(K_{i} := B_{R_{i}}(x_{i}) \subset B_{R_{i}}(x_{i})\) is constructed in such a manner that it satisfies [4, (3.33), (3.34)] and \(\rho > 0\) with \(B_{R_{i}}(x_{i}) \subset \Phi_{i}(B_{\rho}^{+})\). Thus, the estimate of the Sobolev norm \([\cdot]_{W_{1}^{s_{1},p}(\Omega_{\varepsilon})}\) of \(d^{\alpha}\) can be split into (3.36) and (3.37) of [4], and then using (3.46), the claim follows.

**Proposition 3.11** Let \(u \in W_{0}^{s_{1},p}(\Omega) \cap L_{\text{loc}}^{\infty}(\Omega)\) be such that \((-\Delta)^{s_{1}}u + (-\Delta)^{s_{2}}u \leq K\), weakly in \(\Omega\), for some \(K > 0\). Then, for all \(\sigma \in (0, s_{1})\), there exists a constant \(\Gamma > 0\) (depending on data of the problem and \(\|u\|_{L_{\text{loc}}^{\infty}(\Omega)}\) only) such that
\[
u \leq \Gamma d^{\sigma} \quad \text{in} \quad \Omega.
\]

**Proof.** From Theorem 3.9 with \(\kappa = 0, \alpha = \sigma \in (s_{1} - 1/p, s_{1})\) (for deduction to the smaller \(\sigma\), see end of the proof), there exists a constant \(\mathcal{G}_{1} > 0\) such that
\[
(-\Delta)^{s_{1}}d^{\sigma} \geq C_{5}d^{-(p_{1} - \sigma(p_{1} - 1))} \quad \text{weakly in} \quad \Omega_{\mathcal{G}_{1}}.
\]

If \(\sigma \neq q's_{2}\), then on account of lemma 3.10 for the choice \(\kappa = 0\) there, we have
\[
(-\Delta)^{s_{2}}d^{\sigma} = h \quad \text{weakly in} \quad \Omega_{\mathcal{G}_{1}},
\]
for some $h \in L^\infty(\Omega_{\varrho_3})$. Therefore, for $\varGamma > 1$ (to be specified later), we obtain

$$(-\Delta)^{s_1}_p(\varGamma d^\varrho) + (-\Delta)^{s_2}_q(\varGamma d^\varrho) \geq C_5 \varGamma^{p-1}d^{-(ps_1-\varrho(p-1))} + \varGamma^{q-1}h \quad \text{weakly in } \Omega_{\varrho_3}.$$  

That is,

$$(-\Delta)^{s_1}_p(\varGamma d^\varrho) + (-\Delta)^{s_2}_q(\varGamma d^\varrho) \geq \varGamma^{q-1}(C_5 d^{-(ps_1-\varrho(p-1))} - \|h\|_{L^\infty(\Omega_{\varrho_3})}) \geq \varGamma^{q-1}(C_5/2) d^{-(ps_1-\varrho(p-1))},$$

weakly in $\Omega_{\varrho_2}$, where $0 < \varrho_2 < \min\{\varrho_1, \varrho_3, \left(\frac{C_5}{2\|h\|_{L^\infty(\Omega_{\varrho_3})}}\right)^{1/(ps_1-\varrho(p-1))}\}$. Now we can choose $\varGamma > 1$ large enough so that

$$(-\Delta)^{s_1}_p(\varGamma d^\varrho) + (-\Delta)^{s_2}_q(\varGamma d^\varrho) \geq \varGamma^{q-1}C_5/2 d^{-(ps_1-\varrho(p-1))} \geq K \quad \text{weakly in } \Omega_{\varrho_2}. \quad (3.47)$$

Furthermore, for $\varGamma$ large enough (note that $\Omega \setminus \Omega_{\varrho_3} \subseteq \Omega$),

$$\|u\|_{L^\infty(\Omega \setminus \Omega_{\varrho_2})} \leq \varGamma \varrho_2^\varrho \leq \varGamma d^\varrho \quad \text{in } \Omega \setminus \Omega_{\varrho_2}. \quad (3.48)$$

Therefore, on account of (3.47), (3.48) and the weak comparison principle in $\Omega_{\varrho_2}$ (see e.g. [24] Proposition 2.6) by noticing that $u, d^\varrho \in \tilde{W}^{s_1,p}(\Omega_{\varrho_2})$, we get $u \leq \varGamma d^\varrho$ in $\Omega$. If $\varrho \in (0, s_1)$ is such that $\varrho = q's_2$, we can choose $\varrho_1 \in (\varrho, s_1)$ (note that $s_1 > q's_2$). Then, repeating the process for $\varrho_1$, we obtain

$$u \leq \varGamma_1d^\varrho \leq \varGamma_1(\text{diam}(\Omega))^{\varrho_1-\varrho} d^\varrho := \varGamma d^\varrho \quad \text{in } \Omega.$$

This concludes the proof of the proposition. \hfill \Box

**Proof of Theorem 2.3** The proof of the theorem is standard and follows on the similar lines of the proof of [27] Theorem 1.1] by taking into account theorem 2.2 and proposition 3.11. Moreover, (2.2) follows from the interior bound on $u$, given by theorem 2.2 and the boundary behavior given by proposition 3.11. \hfill \Box

**Proof of Corollary 2.4** On account of theorem 3.5 we observe that

$$|f(x, u)| \leq C_0(1 + |u|^{p_1-1}) \leq C_0(1 + \|u\|_{L^\infty(\Omega)}^{p_1-1}) := K > 0.$$  

Consequently, the proof of the corollary follows from theorem 2.3. \hfill \Box

**Proof of Theorem 2.5** As a consequence of the weak comparison principle, we have $u \geq 0$ in $\mathbb{R}^N$. Since $u \in C(\Omega)$, we see that $U_0 := \{x \in \Omega : u(x) = 0\}$ is a closed set. By the weak Harnack inequality for non-negative super-solutions (see [24] Lemma 2.7], which is valid also for $K = 0$ there), we have

$$\inf_{B_r/4} u \geq \sigma \left(\int_{B_r \setminus B_r/4} u^{p-1}\right)^{1/(p-1)} \quad \text{for all } B_r \subset \Omega,$$
where $\sigma \in (0,1)$. This shows that the set $U_0$ is open in $\Omega$. Suppose $u \neq 0$, otherwise there is nothing to prove. Let $\Omega = \cup_{i \in I} \Omega_i$, where $\Omega_i$'s are the connected components of $\Omega$. Since $U_0$ is closed as well as open in $\Omega$, for each $i \in I$, either $\Omega_i \subset U_0$ or $\Omega_i \cap U_0 = \emptyset$, that is, either $u$ vanishes in $\Omega_i$ or $u > 0$ in $\Omega_i$. Since $u \neq 0$ in $\Omega$, the exits $\Omega_1$ such that $u > 0$ in $\Omega_1$. If $u > 0$ in all of $\Omega_i$, then we are done. Otherwise, there exists a connected component $\Omega_2$ such that $u = 0$ in $\Omega_2$. Let $\psi \in C^\infty_c(\Omega_2)$ such that $\psi \geq 0$ and $\psi \neq 0$. Since $u$ is a weak super-solution, we obtain

$$0 \leq \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^{p-1}(\psi(x) - \psi(y))}{|x-y|^{N+ps_1}} \, dx \, dy + \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^{q-1}(\psi(x) - \psi(y))}{|x-y|^{N+qs_2}} \, dx \, dy
$$

$$= -2 \int_{\Omega_2} \psi(x) \int_{\Omega_2^c} \frac{|u(y)|^{p-1}}{|x-y|^{N+ps_1}} - 2 \int_{\Omega_2} \psi(x) \int_{\Omega_2^c} \frac{|u(y)|^{q-1}}{|x-y|^{N+qs_2}} \, dx \, dy < 0,$$

which is a contradiction. This completes the proof. \hfill \Box

Next, we prove a Hopf type maximum principle for non-homogeneous fractional $(p,q)$-Laplacian type operators.

**Proof of Proposition 2.6** By the strong maximum principle of Theorem 2.5, we infer that either $u = 0$ in $\mathbb{R}^N$ or $u > 0$ in $\Omega$. Suppose $u \neq 0$ in $\Omega$. Using Lemma 3.10 (for $\alpha = s_1$ and $\kappa = 0$) and 27 Theorem 3.6) for $s = s_1$ there), there exist $g_4 > 0$ and $\tilde{g}, g \in L^\infty(\Omega_{g_4})$ such that

$$(-\Delta)^{s_1} d^{s_1} = \tilde{g} \quad \text{and} \quad (-\Delta)^{s_2} d^{s_1} = g \quad \text{weakly in } \Omega_{g_4}.$$

Let $B \subset \Omega \cap \Omega_{g_4}^c$ be a closed set and $\eta > 0$ be a constant (to be specified later). On account of 24 Lemma 2.5, for $w = d^{s_1} + \eta \chi_B$, we have

$$(-\Delta)^{s_1} w = (-\Delta)^{s_1} d^{s_1} + h_{\eta,p} \quad \text{and} \quad (-\Delta)^{s_2} w = (-\Delta)^{s_2} d^{s_1} + h_{\eta,q}, \quad \text{weakly in } \Omega_{g_4}, \quad (3.49)$$

where $h_{\eta,p}(x) := 2 \int_B \frac{|d^{s_1}(x) - d^{s_1}(y) - \eta|^{p-1}|d^{s_1}(x) - d^{s_1}(y)|^{p-1}}{|x-y|^{N+ps_1}} \, dy$, for a.e. $x \in \Omega_{g_4}$, and $h_{\eta,q}$ is defined analogously. Noticing the fact that $d^{s_1} \in L^\infty(\Omega)$ and $\text{dist}(B, \Omega_{g_4}) > 0$, we have

$$h_{\eta,p}(x), \ h_{\eta,q}(x) \rightarrow -\infty \quad \text{uniformly in } \Omega_{g_4}, \ \text{as } \eta \rightarrow \infty.$$

Now, we choose $\eta$ large enough such that

$$\sup_{\Omega_{g_4}} (\tilde{g} + h_{\eta,p}) \leq 0 \quad \text{and} \quad \sup_{\Omega_{g_4}} (g + h_{\eta,q}) \leq 0. \quad (3.50)$$

Since $u \in C(\overline{\Omega})$ and $u > 0$, we can choose $c \in (0,1)$ such that

$$c(\text{diam}(\Omega)^{s_1} + \eta) < \inf_{\Omega_{g_4}} u(x).$$
Thus, $v = cw \leq u$ in $\mathbb{R}^N \setminus \Omega_{\theta_4}$. Using (3.49), (3.50) together with the fact that $u$ is a weak super-solution, we deduce that

$$(-\Delta)^{s_1}_p v + (-\Delta)^{s_2}_q v = c^{p-1}(\bar{g} + h_{\eta,p}) + c^{q-1}(g + h_{\eta,q})$$

$$\leq c^{p-1}\sup_{\Omega_{\theta_4}}(\bar{g} + h_{\eta,p}) + c^{q-1}\sup_{\Omega_{\theta_4}}(g + h_{\eta,q})$$

$$\leq 0 \leq (-\Delta)^{s_1}_p u + (-\Delta)^{s_2}_q u,$$

weakly in $\Omega_{\theta_4}$. Therefore, by the weak comparison principle in $\Omega_{\theta_4}$, we obtain $cw \leq u$ in $\Omega_{\theta_4}$. Consequently,

$$c \leq \frac{u(x)}{d^{s_1}(x)} \quad \text{for all } x \in \Omega_{\theta_4}.$$  

This completes the proof of the proposition. □

**Proof of Theorem 2.7** The proof of the theorem is essentially the same as the one of [26, Theorem 2.7]. Indeed, by continuity and the fact that $u \neq v$, we can find $x_0 \in \Omega$, $p, \epsilon > 0$ and such that $B_{\rho}(x_0) \subset \Omega$ and

$$\sup_{B_{\rho}(x_0)} v < \inf_{B_{\rho}(x_0)} u - \epsilon/2. \quad (3.51)$$

We take $\Gamma > 1$ and define

$$w_T(x) = \begin{cases} 
\Gamma v(x) & \text{if } x \in B_{\rho/2}(x_0) \\
u(x) & \text{if } x \in B_{\rho/2}(x_0),
\end{cases} \quad \text{for all } x \in \mathbb{R}^N.$$ 

Moreover, on account of [21, Lemma 2.5], we have, weakly in $\Omega \setminus B_{\rho}(x_0)$,

$$(-\Delta)^{s_1}_p w_T + (-\Delta)^{s_2}_q w_T \leq \Gamma^{p-1}(-\Delta)^{s_1}_p v + \Gamma^{q-1}(-\Delta)^{s_2}_q v - C_1 \epsilon^{p-1} - C_2 \epsilon^{q-1}.$$ 

That is,

$$(-\Delta)^{s_1}_p w_T + (-\Delta)^{s_2}_q w_T \leq \Gamma^{p-1}(-\Delta)^{s_1}_p v + (-\Delta)^{s_2}_q v + (\Gamma^{q-1} - \Gamma^{p-1})(-\Delta)^{s_2}_q v - C_1 \epsilon^{p-1} - C_2 \epsilon^{q-1}$$

$$\leq (-\Delta)^{s_1}_p u + (-\Delta)^{s_2}_q u + (\Gamma^{p-1} - 1)K + (\Gamma^{p-1} - \Gamma^{q-1})K_1 - C_1 \epsilon^{p-1} - C_2 \epsilon^{q-1}.$$ 

Since $\Gamma^{p-1}, \Gamma^{q-1} \to 1$, as $\Gamma \to 1$, we can choose $\Gamma > 1$ (close to 1) such that

$$(-\Delta)^{s_1}_p w_T + (-\Delta)^{s_2}_q w_T \leq (-\Delta)^{s_1}_p u + (-\Delta)^{s_2}_q u,$$

weakly in $\Omega \setminus B_{\rho}(x_0)$. Therefore, by the weak comparison principle, we have $w_T \leq u$ in $\Omega$. Hence, on account of (3.51), we obtain $u \geq \Gamma v > v$ in $\Omega$. Moreover, by using proposition 2.6, $\frac{u - v}{d^q} \geq \frac{(\Gamma - 1)v}{d^q} \geq C > 0$ in $\Omega$. □
As an application to the above results, we have the following Theorem. The result will be used to construct a sub-solution for singular problems, particularly for the equations involving non-homogeneous type operators.

**Theorem 3.12** Suppose \( 2 \leq q \leq p < \infty \) and \( 0 < s_2 \leq s_1 < 1 \). For every \( \vartheta > 0 \), there exists a unique solution \( w_\vartheta \in W^{s_1,p}_0(\Omega) \cap C^{0,\sigma}(\Omega) \), for all \( \sigma \in (0,s_1) \), of the following problem:

\[
\begin{cases}
(-\Delta)^{s_1}_p u + (-\Delta)^{s_2}_q u = \vartheta, & u > 0 \text{ in } \Omega, \\
u = 0 & \text{ in } \mathbb{R}^N \setminus \Omega.
\end{cases}
\]  

\( (E_\vartheta) \)

Moreover, \( w_\vartheta \to 0 \) in \( C^{0,\sigma}(\Omega) \), as \( \vartheta \to 0 \), for all \( \sigma < s_1 \).

**Proof.** The existence of a solution in \( W^{s_1,p}_0(\Omega) \) follows by using the standard minimization argument. Indeed, the associated energy functional is weakly lower semicontinuous and coercive in \( W^{s_1,p}_0(\Omega) \). Hence there exists a global minimizer, which in fact will be a solution (due to the nice structure of the functional). Uniqueness follows from the monotonicity of the operator \((-\Delta)^{s_1}_p + (-\Delta)^{s_2}_q\) (see for instance [24, Proof of Lemma 4.2]). Moreover, boundedness of the solution is a consequence of [24, Theorem 2.3], and then using Theorem 2.3, we see that \( w_\vartheta \in C^{0,\sigma}(\Omega) \), for all \( \sigma \in (0,1) \). Therefore, again employing Theorem 2.3, we get that \( \|w_\vartheta\|_{C^{0,\sigma}(\Omega)} \leq C \), where \( C > 0 \) is a constant, independent of \( \vartheta \). By the compact embedding result (Arzelà-Ascoli’s theorem), we have that \( w_\vartheta \to w \) in \( C^{0,\sigma_1}(\Omega) \), for all \( \sigma_1 < \sigma \). On account of the uniqueness result for the solution to \( (E_\vartheta) \), for \( \vartheta = 0 \), we conclude that \( w = 0 \). Additionally, by the weak comparison principle, we have \( w_{\vartheta_1} \leq w_{\vartheta_2} \) in \( \Omega \), for \( \vartheta_1 < \vartheta_2 \).

\[ \square \]

### 4 Regularity results for singular problems

In this section, we obtain some regularity results for the weak solution to problem \((S_{\gamma,\delta})\). For the existence of the minimal solution, we consider the following auxiliary problem, for \( \epsilon > 0 \):

\[
\begin{cases}
(-\Delta)^{s_1}_p u + (-\Delta)^{s_2}_q u = K_{\gamma,\epsilon}(x)(u + \epsilon^{-\delta})^{-\gamma}, & u > 0 \text{ in } \Omega, \\
u = 0 & \text{ in } \mathbb{R}^N \setminus \Omega,
\end{cases}
\]

\( (S^\epsilon_{\gamma,\delta}) \)

where \( K_{\gamma,\epsilon}(x) := \begin{cases} (K_{\gamma}(x)^{1-\frac{1}{p}} + \epsilon^{-\alpha_{\gamma,\delta}})^{-\gamma} & \text{if } K_{\gamma}(x) > 0, \\
0 & \text{otherwise}, \end{cases} \) with \( \alpha_{\gamma,\delta} = \frac{p\gamma - 1}{p - 1 + \delta} \). Then, we have

\[
C_3(d(x) + \epsilon^{-\alpha_{\gamma,\delta}})^{-\gamma} \leq K_{\gamma,\epsilon}(x) \leq C_4(d(x) + \epsilon^{-\alpha_{\gamma,\delta}})^{-\gamma} \text{ in } \Omega.
\]

\( (4.1) \)

We have the existence and uniqueness result for the auxiliary problem as below.
Proposition 4.1 Let $1 < q \leq p < \infty$. Then, there exists a unique solution $v_\epsilon \in W^{s_1,p}_0(\Omega)$ of problem \(S_{\gamma,\delta}\), for all $\epsilon > 0$, $\gamma \geq 0$ and $\delta > 0$. Moreover, the sequence $\{v_\epsilon\}$ is decreasing in $\epsilon$ and for every $\Omega' \subset \Omega$, there exists a constant $C_{\Omega'} > 0$ such that

\[ C_{\Omega'} \leq v_1(x) \leq v_\epsilon(x) \quad \text{in } \Omega'. \tag{4.2} \]

Further, the sequence $\{v_\epsilon\}$ is bounded in $W^{s_1,p}_0(\Omega)$ if $\gamma - s_1(1 - \delta) \leq 0$, and the sequence $\{v^\theta_\epsilon\}$ is bounded in $W^{s_1,p}_0(\Omega)$, if $\gamma - s_1(1 - \delta) > 0$, for some $\theta > 0$.

Proof. Proceeding similar to [21], we can prove the existence and uniqueness result. Moreover, by the regularity result of theorem 2.3, the strong maximum principle 2.5 and the weak comparison principle, we obtain (4.2). Next, we prove the boundedness of the sequence $\{v_\epsilon\}$. For the case $\gamma - s_1(1 - \delta) \leq 0$, testing the weak formulation of the problem by $v_\epsilon$, and using (4.1) together with the fractional Hardy’s inequality, we get

\[
\|v_\epsilon\|^{p}\|^{p}_0(\Omega) \leq A_p(v_\epsilon, v_\epsilon, \mathbb{R}^{2N}) + A_q(v_\epsilon, v_\epsilon, \mathbb{R}^{2N}) = \int_\Omega K_\gamma(x)(v_\epsilon + \epsilon)^{-\delta} v_\epsilon \\
\leq C_4 \int_\Omega d^{-\gamma + s_1(1 - \delta)} \left(\frac{v_\epsilon}{d^s}\right)^{1 - \delta} \\
\leq C\|v_\epsilon\|^{1-\delta}_{0(\Omega)},
\]

where $C$ is independent of $\epsilon$. For the remaining case, we test the weak formulation of the problem by $v_\epsilon^{p(\theta - 1) + 1}$, for some $\theta \geq 1$ (to be specified later),

\[
\|v^\theta_\epsilon\|^{p}\|^{p}_0(\Omega) \leq CA_p(v_\epsilon, v_\epsilon^{p(\theta - 1) + 1}, \mathbb{R}^{2N}) + CA_q(v_\epsilon, v_\epsilon^{p(\theta - 1) + 1}, \mathbb{R}^{2N}) = C \int_\Omega \frac{K_\gamma(x)}{(v_\epsilon + \epsilon)^\theta} v_\epsilon^{p(\theta - 1) + 1},
\]

where we have used [9 Lemma A.2] for $g(t) := t^{p(\theta - 1) + 1}$, $G(t) := \int_0^t g'(\tau)^{1/p} d\tau$ and $\tilde{G}(t) := \int_0^t g'(\tau)^{1/q} d\tau$, which implies that $A_q(v_\epsilon, v_\epsilon^{p(\theta - 1) + 1}, \mathbb{R}^{2N}) \geq \|	ilde{G}(v_\epsilon)\|_{W^{2,q}_0(\Omega)} \geq 0$. Therefore, on account of (4.1), Hölder’s and Hardy’s inequalities, we obtain

\[
\|v^\theta_\epsilon\|^{p}\|^{p}_0(\Omega) \leq CC_4 \int_\Omega d^{-\gamma + s_1(\theta - 1) + 1 - \delta} \left(\frac{v_\epsilon^{\theta}}{d^s}\right)^{\frac{p(\theta - 1) + 1 - \delta}{\theta}} \\
\leq C\|v^\theta_\epsilon\|^{p(\theta - 1) + 1 - \delta}_{0(\Omega)},
\]

where $\theta > \max\{1, \frac{p(\theta - 1)(s_1 - 1/p)}{ps_1 - \gamma}, \frac{p + \delta - 1}{p}\}$ and $C > 0$ is independent of $\epsilon$. This concludes that the sequence $\{v^\theta_\epsilon\}$ is bounded in $W^{s_1,p}_0(\Omega)$.

Corollary 4.2 For all $\gamma \in (0, ps_1)$, up to a subsequence, $v_\epsilon$ converges pointwise to $v$, where $v$ is the minimal solution to problem $\{S_{\gamma,\delta}\}$.

Next, we state the following weak comparison principle for singular problems whose proof runs essentially along the same lines of [13 Theorem 4.2] and [21 Theorem 1.5].
Proposition 4.3 Let \( \gamma < 1 + s_1 - \frac{1}{p} \) and \( u, v \in W^{s_1, p}_{\text{loc}}(\Omega) \) be sub and super solution of \( \mathcal{S}_{\gamma, \delta} \), respectively, in the sense of definition \( 7 \). Then, \( u \leq v \) a.e. in \( \Omega \).

Theorem 4.4 Let \( 1 < q \leq p < \infty \), \( \gamma \in [0, ps_1) \) and \( \delta > 0 \) be such that \( \gamma \neq ps_1 - q's_2(p - 1 + \delta) \). Let \( v \in W^{s_1, p}_{\text{loc}}(\Omega) \) be the minimal solution to problem \( \mathcal{S}_{\gamma, \delta} \) (given by corollary \( 4.2 \)). Then, there exist positive constants \( \eta, \Gamma > 0 \) (depending on the data of the problem and \( \|v\|_{L^\infty(\Omega)} \) only) such that

\[
\eta d(x)^{s_1} \leq v(x) \leq \Gamma d(x)^\mu \quad \text{in} \ \Omega,
\]

where \( \mu = \begin{cases} \frac{ps_1 - \gamma}{p - 1 + \delta} & \text{if } \gamma - s_1(1 - \delta) > 0, \\ s_1 - \sigma & \text{for all } \sigma \in (0, s_1), \text{ if } \gamma - s_1(1 - \delta) \leq 0, \end{cases} \)

and the lower estimate holds only for \( s_1 \neq q's_2 \).

Proof. For \( \vartheta > 0 \) sufficiently small, we see that the solution \( w_\vartheta \in W^{s_1, p}_{0}(\Omega) \) to problem \( \mathcal{L}_\vartheta \) (given by Theorem \( 3.12 \)) is a subsolution to \( \mathcal{S}_{\gamma, \delta} \). Therefore, by the weak comparison principle (note that \( v_1 \in W^{s_1, p}_{0}(\Omega) \)), we get \( w_\vartheta \leq v_1 \) in \( \Omega \). Consequently, by Hopf’s maximum principle (see proposition \( 2.6 \)) and the fact that \( \{v_\epsilon\} \) is decreasing in \( \epsilon \) (proposition \( 4.1 \)), we obtain

\[
\eta d^{s_1} \leq v_1 \leq v_\epsilon \quad \text{in} \ \Omega,
\]

for some constant \( \eta > 0 \) independent of \( \epsilon \). Passing to the limit \( \epsilon \to 0 \), we get the required lower bound on \( v \).

To prove the upper bound we distinguish the following cases.

Case (i): If \( \gamma - s_1(1 - \delta) > 0 \).

Fix \( \Gamma > 1 \) (to be specified later), then using Theorem \( 3.9 \) and Lemma \( 3.10 \) for \( \alpha = \frac{sp_1 - \gamma}{p - 1 + \delta} \in (0, s_1) \) and \( \kappa = \epsilon \) there, we have

\[
(-\Delta)^{s_1}_p (\Gamma w_\rho) \geq C_5 \Gamma^{p-1}(d + \epsilon^{1/\alpha} - (ps_1 - \alpha(p - 1))) \quad \text{and} \quad (-\Delta)^{s_2}_q (\Gamma w_\rho) = \Gamma^q h,
\]

weakly in \( \Omega_\varrho \), for some \( \varrho > 0 \) sufficiently small and \( h \in L^\infty(\Omega_\varrho) \) (independent of \( \epsilon \)). Therefore, choosing \( \varrho, \epsilon, \kappa > 0 \) sufficiently small (depending on \( h \) also), and using \( 4.1 \), we deduce that

\[
(-\Delta)^{s_1}_p (\Gamma w_\rho) + (-\Delta)^{s_2}_q (\Gamma w_\rho) \geq C_5 \Gamma^{p-1}(d + \epsilon^{1/\alpha})^{-\gamma - \alpha \delta} - \Gamma^q \|h\|_{L^\infty(\Omega_\varrho)}
\]

\[
\geq \Gamma^{-1} C_5 \frac{1}{2}(d + \epsilon^{1/\alpha})^{-\gamma - \alpha \delta}
\]

\[
\geq \Gamma^{-1} C_6 C_4^{-1} K_{\gamma, \epsilon}(x)(d + \epsilon^{1/\alpha})^{-\alpha \delta},
\]

weakly in \( \Omega_\varrho \), for all \( \epsilon \in (0, \epsilon_\varrho) \). Furthermore, in \( \Omega_\varrho \), we have

\[
\Gamma^{p-1} C_6 C_4^{-1}(d + \epsilon^{1/\alpha})^{-\alpha \delta} \geq (\Gamma(d + \epsilon^{1/\alpha})^{-\delta} \geq (\Gamma(d + \epsilon^{1/\alpha})^{-\delta} = (\Gamma w_\rho + \epsilon)^{-\delta},
\]

provided \( \Gamma^{p-1+\delta} C_6 C_4^{-1} \geq 1 \). Thus, from \( 4.3 \), we obtain

\[
(-\Delta)^{s_1}_p (\Gamma w_\rho) + (-\Delta)^{s_2}_q (\Gamma w_\rho) \geq K_{\gamma, \epsilon}(x)(\Gamma w_\rho + \epsilon)^{-\delta} \quad \text{weakly in} \ \Omega_\varrho.
\]
On account of (4.1) and (4.2), we note that
\[
K_{\gamma,\epsilon}(x)(v_\epsilon + \epsilon)^{-\delta} \leq C_4 d(x)^{-\gamma} v_\epsilon^{-\delta} \leq C_4 \theta^{-\gamma} C_0^{-\delta} \quad \text{in } \Omega \setminus \Omega_\theta,
\]
that is, the right hand side quantity in (\(N_\theta, d\)) is independent of \(\epsilon\) in \(\Omega \setminus \Omega_\theta\). Next, we claim that \(v_\epsilon\) is bounded, independent of \(\epsilon\), in \(\Omega \setminus \Omega_\theta\). Let \(\{B_{\theta/4}(x_i)\}_{i=1}^m\) be a finite covering of \(\Omega \setminus \Omega_\theta\) such that
\[
\Omega \setminus \Omega_\theta \subset \bigcup_{i=1}^m B_{\theta/4}(x_i) \subset \Omega \setminus \Omega_{\theta/2} \subset \Omega.
\]
Therefore, from Propositions 3.2 and Corollary 3.3 we deduce that
\[
\|v_\epsilon\|_{L^\infty(B_{\theta/4}(x_i))} \leq C \left(\int_{B_{\theta/2}(x_i)} v_\epsilon^p \, dx\right)^{1/p} + \sum_{(l,s)} T_{p-1}(v_\epsilon; x_i, \frac{\theta}{4})^{(l-1)/(p-1)} + C,
\]
where
\[
C = (C(N, p, q, s_1)(1 + \|K_{\gamma,\epsilon}(x)(v_\epsilon + \epsilon)^{-\delta}\|_{L^\infty(B_{\theta/2})})^{p s_1/p^2},
\]
with \(C(N, p, q, s_1) > 0\) as a constant. On account of (4.5), we see that \(C > 0\) is independent of \(\epsilon\). For the other terms, we have from proposition 3.1 that \(\{v_\epsilon^l\}\) is bounded in \(W^{s_1, p}_0(\Omega)\), for some \(\theta \geq 1\). Therefore,
\[
\int_{B_{\theta/2}(x_i)} v_\epsilon^p \, dx \leq C(1 + \|v_\epsilon^\theta\|_{L^p(\Omega)}) \leq C(1 + \|v_\epsilon^\theta\|_{W^{s_1, p}_0(\Omega)}) \leq C,
\]
and noting that \(v_\epsilon = 0\) in \(\mathbb{R}^N \setminus \Omega\), for \((l, s) \in \{(p, s_1), (q, s_2)\})
\[
T_{l-1}(v_\epsilon; x_i, \frac{\theta}{4})^{l-1} \leq \frac{C q^{ls} \int_{\Omega \setminus B_{\theta/2}(x_i)} \frac{|v_\epsilon(x)|^{l-1}}{q^{N+sl}} \, dx \leq C \theta^{-N} \|v_\epsilon\|_{L^{p-1}(\Omega)} \leq C.
\]
Hence, (4.6) implies that the sequence \(\{\|v_\epsilon\|_{L^\infty(\Omega \setminus \Omega_\theta)}\}\) is uniformly bounded with respect to \(\epsilon\), that is, \(\|v_\epsilon\|_{L^\infty(\Omega \setminus \Omega_\theta)} \leq C_\theta'\). Consequently, we can choose \(\Gamma > 1\) large enough and independent of \(\epsilon\) such that
\[
v_\epsilon \leq \|v_\epsilon\|_{L^\infty(\Omega \setminus \Omega_\theta)} \leq C_\theta' \leq \Gamma (d + \epsilon^{1/\alpha})^\alpha = \Gamma \theta \quad \text{in } \Omega \setminus \Omega_\theta,
\]
this together with (4.4) and the weak comparison principle in \(\Omega_\theta\) (note that \(v_\epsilon \in W^{s_1, p}_0(\Omega) \cap L^\infty(\mathbb{R}^N)\) implies that \(v_\epsilon \in \tilde{W}^{s_1, p}(\Omega_\theta) \cap \tilde{W}^{s_2, q}(\Omega_\theta)\)) yields
\[
v_\epsilon \leq \Gamma \theta \quad \text{in } \Omega, \quad \text{for all } \epsilon \in (0, 1).
\]
Passing to the limit \(\epsilon \to 0\) in the above expression, we get the required upper bound for \(v\), in this case.

Case (ii): If \(\gamma - s_1(1 - \delta) \leq 0\).

We fix \(\tilde{\gamma} > 0\) and \(\sigma > 0\) such that \(\tilde{\gamma} = (1 - \delta)s_1 + \sigma(p - 1 + \delta) > s_1(1 - \delta)\) with \(\tilde{\gamma} \neq ps_1 - q's_2(p - 1 + \delta)\). We can choose \(m > 1\) such that \(K_{\gamma,\epsilon} \leq mK_{\tilde{\gamma},\epsilon}\) in \(\Omega\) (this is possible because of (4.1) and \(\tilde{\gamma} > \gamma\)). Let \(v_{\tilde{\gamma},\epsilon} \in W^{s_1, p}_0(\Omega)\) be the unique solution to the problem:
\[
\begin{cases}
(\Delta)^{s_1} u + (-\Delta)^{s_2} u = mK_{\tilde{\gamma},\epsilon}(x)(u + \epsilon)^{-\delta}, & u > 0 \quad \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R}^N \setminus \Omega.
\end{cases}
\]
Let $v_\varepsilon \in W^{s_1,p}_0(\Omega)$ be the solution to problem \((S_0^\varepsilon,0,0)\). Then, by the weak comparison principle and case (i) above, there exists $\Gamma > 0$ (independent of $\varepsilon$ but may depend on $m$) such that

$$v_\varepsilon(x) \leq \bar{v}_{\varepsilon,\sqrt{\varepsilon}}(x) \leq \Gamma (d(x) + \varepsilon^{-s_1 p - \tilde{s}})$$

in $\Omega$.

Taking limit as $\varepsilon \to 0$ in the above, we complete the proof of the theorem. \(\square\)

**Proof of Theorem 2.8**: On account of remark 2 and theorem 2.2, we have $v \in C^{0,\sigma}_{\text{loc}}(\Omega)$, for all $\sigma \in (0,s_1)$. This coupled with the boundary behavior of $v$, as in theorem 4.4 proves the theorem.

**Proof of Corollary 2.9**: We first see that $u \in L^\infty(\Omega)$. Indeed, for $m > 0$, $t \geq 0$ and $\kappa \geq 0$, we define $g_\kappa(t) = (t - 1)^+((t - 1)^+ m)^\kappa$, where $t,m := \min\{t,m\}$. Set $G_\kappa(t) = \int_0^t g_\kappa'(\tau)^{1/p} d\tau$. Then, proceeding similar to the proof of theorem 3.5, we can prove that

$$
\left( \int_\Omega (u - 1)^{p^*_1} \left( |(u - 1)_+|_m \right)^{\delta_{\kappa,p}} \right)^{\frac{p}{p^*_1}} \leq C \|G_\kappa(u)\|^p_{W^{s_1,p}_0(\Omega)}
$$

$$
\leq C \int_{\Omega \cap \{ u \geq 1 \}} (1 + u^{p^*_1 - 1})(u - 1)\gamma(u - 1 + m)^\kappa.
$$

Thus, we can conclude that $(u - 1)_+ \in L^\infty(\Omega)$, and consequently $u \in L^\infty(\Omega)$. Therefore,

$$
(-\Delta)_p^s u + (-\Delta)_q^s u = \lambda u - \delta + b(x,u) \leq C_b(\lambda + \|u\|_{L^\infty(\Omega)}^\delta + \|u\|_{L^\infty(\Omega)}^{-1 + \delta}) u^{-\delta} := \lambda u^{-\delta}.
$$

Let $v \in W^{s_1,p}_0(\Omega)$ be the minimal solution of $(S_{0,\delta})$ with $K_0(x) := \lambda u^{-\delta}$ in there, then by applying theorem 4.4 for the case $\gamma = 0$ and the weak comparison theorem, we obtain

$$u(x) \leq v(x) \leq \Gamma d(x)^{s_1 - \sigma}$$

in $\Omega$,

for all $\sigma \in (0,s_1)$ and for some $\Gamma > 0$, depending on $\lambda, p, \delta, r$ and $\|u\|_{L^\infty(\Omega)}$ only. By combining the result of Theorem 2.2 with the above boundary behavior of $u$, we can prove that $u \in C^{0,s_1-\sigma}(\Omega)$, for all $\sigma \in (0,s_1)$ (the proof is similar to [27, Theorem 1.1]). \(\square\)

Now, we prove the following strong comparison principle for singular problems, essentially due to Jarohs [29, Theorem 1.1] for non-singular problems.

**Proof of Theorem 2.10**: Let $D \subset \mathbb{R}^N$ such that $0 < |D| < |\Omega|$ and $l := \inf_D (v - w) > 0$ (if we can not find such a $D$, then we have $v \equiv w$). Without loss of generality we may assume $l \leq 1$. Fix $K \subset \Omega \setminus D$ and $f \in C^2_\varepsilon(\Omega \setminus D)$ such that $f \equiv 1$ in $K$ and $0 \leq f \leq 1$. Let $a_0,b > 0$ be given by [29, Lemma 3.6] and $a \in (0,a_0]$ with $a < \eta \text{dist}(\text{supp}(f), \Omega)^{s_1}$. Define $u_a = v - a f - \chi_D$, then $u_a \in W^{s_1,p}_0(\text{supp} f)$. Therefore, using [29, Lemma 3.6] for $(-\Delta)_p^{s_1}$ and $(-\Delta)_q^{s_2}$ (thanks to the assumption on $a$), we obtain in the weak sense in $\text{supp} f$,

$$
(-\Delta)_p^{s_1} u_a + (-\Delta)_q^{s_2} u_a \geq (-\Delta)_p^{s_1} v + (-\Delta)_q^{s_2} v + b \geq v^{-\delta} + g + b
$$

$$
= u_a^{-\delta} + g + b + (v^{-\delta} - u_a^{-\delta})
$$

$$
\geq u_a^{-\delta} + g + b + (v^{-\delta} - (v - a)^{-\delta}).
$$

(4.7)
We note that the terms involving power \(-\delta\) are well defined by the relation \(v \geq \eta d^s_1\) and the choice of \(a\). Furthermore, since \(\delta \in (0,1)\), we have
\[
(v - a)^{-\delta} - v^{-\delta} \leq a^\delta v^\delta (v - a)^{\delta} \leq a^\delta v^{2\delta} \leq a^\delta \|v\|^{2\delta}_{L^\infty(\Omega)}.
\]
Therefore, we can choose \(a > 0\) sufficiently small such that \(b - (v^{-\delta} + (v - a)^{-\delta}) > 0\) in \(\text{supp} f\). Thus, from (4.7), we get
\[
(-\Delta)^{s_1} u_a + (-\Delta)^{s_2} u_a \geq u_a^{-\delta} + g \quad \text{in} \quad \text{supp} f,
\]
and \(u_a \leq w\) in \(\mathbb{R}^N \setminus \text{supp} f\). Consequently, using the weak comparison principle, we get \(u_a \geq w\) in \(\text{supp} f\). In particular,
\[
v \geq w + a \quad \text{in} \quad K.
\]
Since \(K\) and \(f\) were chosen arbitrarily, we have
\[
\inf_K (v - w) > 0 \quad \text{for all} \quad K \in \Omega \setminus D.
\]
Now, repeating the process for \(\tilde{D} \in \Omega \setminus D\) with \(\tilde{l} := \inf_{\tilde{D}} (v - w) > 0\), we complete the proof of the theorem for the case \(v \in C^{0,\alpha}_{\text{loc}}(\Omega)\). The other case can be dealt in a similar manner by following the approach of [29, Theorem 1.1].
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