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1 Introduction

1.1 Measured foliations and Teichmüller spaces

Consider a smooth connected oriented surface $\Sigma$ of genus $g \geq 0$ with $n > 0$ labelled boundaries which is stable (i.e. $2g - 2 + n > 0$), and denote by $\text{Mod}^0_\Sigma$ its pure mapping class group. A key role in this work is played by the space $\text{MF}_\Sigma$ of measured foliations on $\Sigma$ (considered up to Whitehead equivalence), where we require that $\partial \Sigma$ is a union of singular leaves. For later convenience, we also include the empty foliation. From the work of Thurston, $\text{MF}_\Sigma$ is a topological space of dimension $6g - 6 + 2n$ equipped with a piecewise linear integral structure. The set of integral points in $\text{MF}_\Sigma$ is identified with the set of multicurves $M_{\Sigma}$ on $\Sigma$, and in fact $\text{MF}_\Sigma$ is the completion of the set of $Q_\Sigma$-weighted multicurves. The corresponding volume form $\mu_{\text{Th}}$, called the Thurston measure, can be defined by asymptotics of lattice point counting.

There are two other natural spaces attached to $\Sigma$: for a fixed $L = (L_1, \ldots, L_n) \in \mathbb{R}_+^n$, we consider the ordinary Teichmüller space $\mathcal{I}_\Sigma(L)$ and the combinatorial one $\mathcal{I}^\text{comb}_\Sigma(L)$. The former is identified with the set of isotopy classes of hyperbolic structures on $\Sigma$ making the boundaries geodesics of length $L$ (we may allow $L_1 = \cdots = L_n = 0$, meaning that each boundary component is replaced by a puncture and we consider complete hyperbolic structures). The latter is the set of isotopy classes of embedded metric ribbon graphs on $\Sigma$ with fixed boundary length $L$, onto which $\Sigma$ retracts. By definition the associated moduli spaces are

$$M_{g,n}(L) = \mathcal{I}_\Sigma(L)/\text{Mod}^0_\Sigma, \quad M_{g,n}^\text{comb}(L) = \mathcal{I}^\text{comb}_\Sigma(L)/\text{Mod}^0_\Sigma.$$  

Such Teichmüller spaces are equipped with a natural $\text{Mod}^0_\Sigma$-invariant symplectic form: the Weil–Petersson form $\omega_{\text{WP}}$ in the hyperbolic setting [17], and the Kontsevich form $\omega_{K}$ in the combinatorial one [19]. Both measures $\mu_{\text{WP}}$ and $\mu_{\text{K}}$ assign a finite volume to the respective moduli spaces.

$\mathcal{I}_\Sigma(L)$ and $\mathcal{I}^\text{comb}_\Sigma(L)$ are topologically the same space but carry different geometries; the ordinary Teichmüller space has a natural smooth structure, while the combinatorial one is a polytopal complex. Nevertheless, the two geometries share many interesting properties: they posses global coordinates that are Darboux for the associated symplectic forms $[4, 29]$, and they admit a recursive partition of unity (Mirzakhani–McShane identities) that integrate to a recursion for the associated symplectic volumes $[4, 21]$. In this article we shall examine another aspect of this parallelism regarding the asymptotic count of multicurves.

1.2 Random geometry of multicurves

Since the Weil–Petersson and the Kontsevich measures assign a finite volume to the respective moduli spaces, normalising them defines a probability measure and thus the ensemble of random hyperbolic surfaces and the ensemble of random combinatorial surfaces. We shall study the behavior of the length spectrum of multicurves in these two ensembles, initiated by Mirzakhani [23] in the hyperbolic setting and in [4] in the combinatorial setting. Concretely, the data of a hyperbolic metric $\sigma \in \mathcal{I}_\Sigma(L)$ or of an embedded metric ribbon graph $G \in \mathcal{I}^\text{comb}_\Sigma(L)$ induces a length function

$$\text{MF}_\Sigma \rightarrow \mathbb{R}_+, \quad \mathcal{I} \mapsto \ell_\sigma(\mathcal{I}), \quad \text{MF}_\Sigma \rightarrow \mathbb{R}_+, \quad \mathcal{I} \mapsto \ell_G(\mathcal{I}).$$

We want to study the Thurston volume of the unit balls — with respect to these lengths functions — in the space of measured foliations:

$$\mathcal{B}_\Sigma(\sigma) = \mu_{\text{Th}}\left( \{ \mathcal{I} \in \text{MF}_\Sigma \mid \ell_\sigma(\mathcal{I}) \leq 1 \} \right), \quad \mathcal{B}^\text{comb}_\Sigma(G) = \mu_{\text{Th}}\left( \{ \mathcal{I} \in \text{MF}_\Sigma \mid \ell_G(\mathcal{I}) \leq 1 \} \right).$$

The function $\mathcal{B}_\Sigma$ of $\sigma \in \mathcal{I}_\Sigma(L)$ (resp. $\mathcal{B}^\text{comb}_\Sigma$ of $G \in \mathcal{I}^\text{comb}_\Sigma(L)$) is mapping class group invariant, therefore descends to a function $\mathcal{B}_{g,n}$ (resp. $\mathcal{B}^\text{comb}_{g,n}$) on the moduli spaces $\mathcal{M}_{g,n}(L)$ (resp. $\mathcal{M}^\text{comb}_{g,n}(L)$). They naturally appear in the study of the asymptotic number of multicurves with bounded length:

$$\mathcal{B}_\Sigma(\sigma) = \lim_{r \rightarrow \infty} \frac{\# \{ \gamma \in \mathcal{M}_\Sigma \mid \ell_\sigma(\gamma) \leq r \}}{r^{6g - 6 + 2n}}, \quad \mathcal{B}^\text{comb}_\Sigma(G) = \lim_{r \rightarrow \infty} \frac{\# \{ \gamma \in \mathcal{M}_\Sigma \mid \ell_G(\gamma) \leq r \}}{r^{6g - 6 + 2n}}.$$
Because the function $\ell_\sigma$ on $\text{MF}$ is not very explicit it is delicate to extract properties of $B_\Sigma$. In [23] Mirzakhani initiated the study of $B_\Sigma(\sigma)$, and she established the following properties for punctured surfaces — i.e. over $\mathcal{T}_\Sigma(0)$. Her proof can be extended to bordered surfaces and more generally to lengths measured with respect to a filling current [13].

**Theorem 1.1.** [23] For any $L \in \mathbb{R}_{\geq 0}^n$, the function $B_\Sigma$ is continuous on $\mathcal{T}_\Sigma(L)$, and induces a proper function on $\mathcal{M}_{g,n}(L)$ whose $s$-th power is integrable with respect to $\mu_{WP}$ for any $s < 2$, and not integrable for $s > 2$.

Arana-Herrera and Athreya [6] recently proved integrability for the limit case $s = 2$ in the case of punctured surfaces.

The $L^1$-norm of $B_{g,n}$ is well-understood. It is in fact the same in the hyperbolic and combinatorial setting irrespectively of boundary lengths and coincides, up to normalisation, with the Masur–Veech volume $\text{MV}_{g,n}$ of the top stratum of the moduli space of meromorphic quadratic differentials on punctured surfaces with simple poles at the punctures:

$$\forall L \in \mathbb{R}_{\geq 0}^n, \quad \frac{\text{MV}_{g,n}}{2^{4g-2+n}(4g-4+n)(6g-6+2n)} = \int_{\mathcal{M}_{g,n}(L)} B_{g,n} \mu_{WP} = \int_{\mathcal{M}_{g,n}^{\text{comb}}(L)} B_{g,n}^{\text{comb}} \d\mu_{K}. \quad (1.1)$$

We refer to [3, 4, 10, 22] for the justification of the various parts of this statement. Besides, the values of $\text{MV}_{g,n}$ can be computed in many ways [3, 9, 10, 18, 30] and its large genus asymptotics are known [1, 2].

In contrast, the computation of the $L^2$-norm of $B_{g,n}$ is still an open problem. In this article, we study the combinatorial analogue of the above quantities. We find that the computations are much simpler, due to the polytopal nature of both $\text{MF}_\Sigma$ and $\mathcal{M}_\Sigma^\text{comb}(L)$, that allows us to explicitly describe the function $B_{\Sigma}^{\text{comb}}$ (see Proposition 2.8) and have a good understanding of its domain of integration.

Consider, for example, a torus with one boundary component. The associated moduli space $\mathcal{M}_{1,1}^\text{comb}(L)$ has a single top-dimensional cell given by

$$\left\{ (\ell_A, \ell_B, \ell_C) \in \mathbb{R}_+^3 \mid \ell_A + \ell_B + \ell_C = \frac{L}{2} \right\} / \mathbb{Z}_6.$$

Here $\mathbb{Z}_3 < \mathbb{Z}_6$ is cyclically permuting the three components, while $\mathbb{Z}_2 < \mathbb{Z}_6$ is the elliptic involution stabilising every point. Moreover, the Kontsevich measure on such cell is $\d\mu_K = \d\ell_A \d\ell_B$. We will see that

$$B_{1,1}^{\text{comb}}(\ell_A, \ell_B, \ell_C) = \frac{L}{2} \frac{1}{(\ell_A + \ell_B)(\ell_B + \ell_C)(\ell_C + \ell_A)},$$

and after integration

$$\int_{\mathcal{M}_{1,1}^{\text{comb}}(L)} (B_{1,1}^{\text{comb}})^s \d\mu_K = \frac{L^{1-s}}{3} \int_{(0,1)^2} \d x \d y \frac{(1 + y)^{3(s-1)}y^{1-s}(1 - y^2x^2)^{-s}}{(1 + y)^{3(1-s)}(1 - y^2x^2)^{-s}}.$$

In particular, we find integrability if and only if $s < 2$ and

$$\int_{\mathcal{M}_{1,1}^{\text{comb}}(L)} B_{1,1}^{\text{comb}} \d\mu_K = \frac{\pi^2}{24},$$

which is in agreement with the Masur–Veech volume $\text{MV}_{1,1} = \frac{\pi^2}{24}$.

More generally, the explicit description of $B_{\Sigma}^{\text{comb}}$ allows us to characterise integrability, which surprisingly depends on the topology of $\Sigma$. 
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Theorem 1.2. For any $L \in \mathbb{R}_+^n$, the function $B^\text{comb}_\Sigma$ is continuous on $T^\text{comb}_\Sigma(L)$. It induces on $M^\text{comb}(L)$ a proper function $B^\text{comb}_\Sigma$ whose $s$-th power is integrable if and only if $s < s^*_{g,n}$, where assuming that $L$ is non-resonant according to Definition 3.1:

$$s^*_g = \begin{cases} 
+\infty & \text{if } g = 0 \text{ and } n = 3, \\
2 & \text{if } g = 0 \text{ and } n \in \{4,5\}, \text{ or } g = 1 \text{ and } n = 1, \\
\frac{4}{3} + \frac{2}{3} \left\lfloor \frac{n}{2} \right\rfloor - 2 & \text{if } g = 0 \text{ and } n \geq 6, \\
\frac{4}{3} & \text{if } g = 1 \text{ and } n \geq 2, \\
1 + \frac{1}{3(2g-3)} & \text{if } g \geq 2 \text{ and } n = 1, \\
1 + \frac{1}{3(2g-1)} & \text{if } g \geq 2 \text{ and } n \geq 2.
\end{cases}$$

Note that generic $L$ are non-resonant. The $(0,3)$ case is trivial, since $M^\text{comb}_{0,3}(L)$ is a point. The cases $(0,4)$, $(0,5)$, and $(g,1)$ for $g \geq 1$ are also special. Theorem 1.2 is the central result of the article. It is proved in Section 3, with three main ingredients:

- a study of the geometry of the cells in the combinatorial moduli space (Section 3.1);
- an independent characterization of integrability for inverse powers of products of linear forms with positive coefficients via convex geometry (Appendix A);
- the identification of the regions of worst divergence in the integrals of $(B^\text{comb}_\Sigma)^s$, which reduce to questions involving the combinatorics of ribbon graphs and their subgraphs (Section 3.4).

The origin of the difference in integrability between the two settings can be explained as follows. In the hyperbolic case, $B_\Sigma$ is bounded from above by the product of inverse of lengths of short curves [23, Proposition 3.6]. By the collar lemma such curves cannot intersect each other, so we can include them in a pair of pants decomposition. This is sufficient to show that $B^\text{comb}_\Sigma$ is integrable for $s < 2$. The integrability for $s = 2$ is proved via a finer upper bound in [6]. In the combinatorial case, there is a similar bound but no collar lemma, so there can be more short curves and this results in less integrability.

### 1.3 Consequences for hyperbolic surfaces with large boundaries

The two Teichmüller spaces do not just sit apart from each other. From the works of Penner [27], Bowditch–Epstein [8] and Luo [20] on the spine construction, there is a $\text{Mod}_\Sigma^\beta$-equivariant homeomorphism between the Teichmüller space $T_\Sigma$ and its combinatorial counterpart

$$\text{sp}: T_\Sigma(L) \rightarrow T^\text{comb}_\Sigma(L), \quad L \in \mathbb{R}_+^n.$$ 

The rescaling flow acts for $\beta > 0$ by taking $\sigma \in T_\Sigma(L)$ and sending it to

$$\sigma^\beta = (\text{sp}^{-1} \circ \rho_\beta \circ \text{sp})(\sigma) \in T_\Sigma(\beta L),$$

where $\rho_\beta: T^\text{comb}_\Sigma(L) \rightarrow T^\text{comb}_\Sigma(\beta L)$ is the operation of dilating the metric on the ribbon graph by a factor $\beta$. In many ways [4,11,20,24], the asymptotic geometry of hyperbolic surfaces with metric $\sigma^\beta$ when $\beta \rightarrow \infty$ is described by the combinatorial geometry $\text{sp}(\sigma) \in T^\text{comb}_\Sigma$. In particular, [24] proves that the Weil–Petersson measure on $T_\Sigma(\beta L)$ converges to the Kontsevich measure on $T^\text{comb}_\Sigma(L)$, meaning that the Jacobian

$$\text{Jac}_\beta = \frac{1}{\beta^{6g-6+2n}} \frac{(\text{sp}^{-1} \circ \rho_\beta)^*d\mu_{WP}}{d\mu_K}.$$
converges pointwise on $\mathcal{T}_g^{\text{comb}}(L)$ to 1.

The non-integrability of $(B_{g,n}^{\text{comb}})^s$ implies an anomalous scaling of the integral of $B_{g,n}^s$ over the moduli space of bordered Riemann surfaces when the boundary lengths tend to $+\infty$. Indeed, the combinatorial function describes the large time limit of the hyperbolic one under the rescaling flow, that is

$$
\lim_{\beta \to +\infty} \beta^{6g-6+2n}(sp^{-1} \circ \rho_B)^s B_{\Sigma} = B_{\Sigma}^{\text{comb}}
$$

uniformly on compacts of $\mathcal{T}_g^{\text{comb}}$. But, by change of variable, we have for any $L \in \mathbb{R}_+^n$

$$
\beta^{(6g-6+2n)(1-s)} \int_{M_{g,n}(\beta L)} B_{g,n}^s \, d\mu_{WP} = \int_{M_{g,n}^{\text{comb}}(L)} \text{Jac}_L \cdot \beta^{6g-6+2n}(sp^{-1} \circ \rho_B)^s B_{g,n}^s \, d\mu_{K}.
$$

Then, the Fatou lemma and the pointwise convergence of the integrand as $\beta \to +\infty$ imply that

$$
\int_{M_{g,n}^{\text{comb}}(L)} (B_{g,n}^{\text{comb}})^s \, d\mu_{K} \leq \lim inf_{\beta \to +\infty} \beta^{(6g-6+2n)(1-s)} \int_{M_{g,n}(\beta L)} B_{g,n}^s \, d\mu_{WP}.
$$

Theorem 1.2 then implies

**Corollary 1.3.** For $s \geq s_{g,n}^*$, we have for any $L \in \mathbb{R}_+^n$:

$$
\lim_{\beta \to +\infty} \beta^{(6g-6+2n)(1-s)} \int_{M_{g,n}(\beta L)} B_{g,n}^s \, d\mu_{WP} = +\infty.
$$

It would be interesting to obtain an asymptotic equivalent of this integral for all values of $s$. When $s < s_{g,n}^*$, we cannot currently conclude whether there is equality in (1.3). This could be proved by dominated convergence only if one could describe a sufficiently integrable and uniform bound for the Jacobian $\text{Jac}_L$ over $\mathcal{T}_g^{\text{comb}}$. This would require careful estimates in the arguments by which the convergence of the Weil–Petersson Poisson structure to the Kontsevich Poisson structure were proved in [24], which we do not currently have.

For $s = 1$, we already mentioned in (1.1) that:

$$
\lim_{\beta \to +\infty} \int_{M_{g,n}(\beta L)} B_{g,n} \, d\mu_{WP} = \int_{M_{g,n}(L)} B_{g,n} \, d\mu_{WP} = \int_{M_{g,n}^{\text{comb}}(L)} B_{g,n}^{\text{comb}} \, d\mu_{K}.
$$

which is shown in [4] by a direct evaluation of the integrals. It would be more satisfactory if the equality could be proved using the convergence property stated in (1.2).

In Appendix B.2, we discuss various discretisations of $\int_{M_{g,n}^{\text{comb}}(L)} (B_{g,n}^{\text{comb}})^s \, d\mu_{K}$ which can be naturally defined using the piecewise-linear integral structures on $\text{MF}_\Sigma$ and on $\mathcal{T}_g^{\text{comb}}$. They lead to interesting arithmetic questions and give another possible way to study the behaviour of multcurve counting on surfaces with large boundaries.

### 1.4 Organisation of the paper

The paper is organised as follows. In Subsection 2.1 we recall definitions and facts about the combinatorial Teichmüller space $\mathcal{T}_g^{\text{comb}}$, as well as recall the definition of the volume of the unit ball of measured foliations through the statistics of length of multicurves. Subsection 2.2 shows how the combinatorial structures in $\mathcal{T}_g^{\text{comb}}$ allows the parametrisation of the set of measured foliations $\text{MF}_\Sigma$ and makes explicit the polytopal structure of the latter. Building on this parametrisation of $\text{MF}_\Sigma$, Subsection 2.3 is dedicated to the explicit description of the volume of the unit ball $B_{\Sigma}^{\text{comb}}$ in terms of rational functions. This is the content of Proposition 2.8. As a direct application of the proposition, and as a preliminary result for the rest of the paper, the integrability of $\beta_{1,1}^{6g-6+2n}$ is then extensively studied in Subsection 2.4.
Section 3 is dedicated to the proof of the main result of the paper — Theorem 1.2. As a preliminary study, we start with Subsection 3.1 by giving a precise characterisation of the vertices of the cells of the combinatorial Teichmüller space. Then, in Subsection 3.2, we state the propositions that lead to the main result: Proposition 3.7 turns the study of integrability of $\bigl(\beta^{\text{comb}}_{1,1}\bigr)$ into a local integrability result; and Proposition 3.8 identifies the range of integrability as $g$ and $n$ vary. Those propositions are proved in Subsections 3.3 and 3.4 respectively.

The paper is supplemented with three appendices: the theorem of Appendix A is used in the course of the proof of Proposition 3.7 in subsection 3.3; Appendix B deals with the discrete approach of the integrability, coming from the integral structure of $\Sigma^{\text{comb}}$, Appendix C contains an index of notation.
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## 2 Counting multicurves

### 2.1 Combinatorial geometry background

Let us recall some facts about the combinatorial moduli space and the combinatorial Teichmüller space (we refer to [4] for further readings).

The combinatorial moduli space. A ribbon graph is a finite graph $G$ together with a cyclic order of the edges at each vertex. Replacing edges by oriented closed ribbons and glueing them at each vertex according to the cyclic order, we obtain a topological, oriented, compact surface $|G|$, called the geometric realisation of $G$, with the graph embedded into it and onto which the surface retracts. The $n$ boundary components of $|G|$ are also called faces, and we always assume they are labelled as $\partial_1 G, \ldots, \partial_n G$. We denote by $V_G, E_G, F_G$ the set of vertices, edges and faces respectively. For connected ribbon graphs, we define the genus $g \geq 0$ of the ribbon graph to be the genus of $|G|$, and so $\# V_G - \# E_G + \# F_G = 2 - 2g$. The datum $(g, n)$ is called the type of $G$. A ribbon graph is reduced if its vertices have valency $\geq 3$. We denote by $\mathcal{R}_{g,n}$ the set of reduced and connected ribbon graphs of type $(g, n)$, and by $\mathcal{R}^{\text{triv}}_{g,n}$ its subset consisting of trivalent ribbon graphs only. For $2g - 2 + n > 0$, these sets are non-empty and finite. Non-reduced or non-connected ribbon graphs will only appear in Sections 3.2-3.4.

A metric ribbon graph $G$ is the data of a ribbon graph $G$, together with the assignment of a positive real number for each edge, that is $\ell_G \in \mathbb{R}^{|E_G|}_+$. Notice that, for a metric ribbon graph $G$ of genus $g$ with $n$ faces and any non-trivial edgepath $\gamma$, we can define its length $\ell_G(\gamma) \in \mathbb{R}_+$ as the sum of the length of edges (with multiplicity) which $\gamma$ travels along. In particular, we can talk about length of the boundary components $\ell_G(\partial_i G)$ of the ribbon graph, and for a fixed $L \in \mathbb{R}^n_+$ we define the polytope

$$\mathcal{Z}_G(L) = \left\{ \ell \in \mathbb{R}^{|E_G|}_+ \mid \ell_G(\partial_i G) = L_i \right\} \subset \mathbb{R}^{|E_G|}_+.$$ 

(2.1)
It has dimension \( \#E_G - n \). The automorphism group of \( G \) is acting on \( \mathcal{Z}_G(L) \), and we define the moduli space of metric ribbon graphs as

\[
\mathcal{M}_g^n(L) = \bigcup_{G \in \mathcal{R}_{g,n}} \frac{\mathcal{Z}_G(L)}{\text{Aut}(G)},
\]

where the orbicells \( \mathcal{Z}_G(L)/\text{Aut}(G) \) are glued together through degeneration of edges. This endows \( \mathcal{M}_g^n(L) \) with the structure of a polytopal orbicomplex of dimension \( 6g - 6 + 2n \), parametrising metric ribbon graphs of genus \( g \) with \( n \) boundary components of length \( L \in \mathbb{R}^+_n \). Note that the top-dimensional cells correspond to trivalent ribbon graphs.

The combinatorial Teichmüller space. Fix now a smooth connected oriented stable surface \( \Sigma \) of genus \( g \geq 0 \) with \( n > 0 \) labelled boundaries, denoted \( \partial_1 \Sigma, \ldots, \partial_n \Sigma \). An embedded ribbon graph on \( \Sigma \) is the data \([G, f]\) of an isotopy class of proper embedding \( f: G \hookrightarrow \Sigma \) of a ribbon graph \( G \) in \( \Sigma \) onto which \( \Sigma \) retracts, respecting the labelling of the boundary components. As a consequence of the retraction condition, \( G \) has the same genus and number of boundary components as \( \Sigma \). We denote by \( \mathcal{E}_\Sigma \) the set of embedded ribbon graphs on \( \Sigma \). The pure mapping class group of \( \Sigma \) acts on \( \mathcal{E}_\Sigma \), and the quotient \( \mathcal{E}_\Sigma / \text{Mod}_\Sigma^0 \) is in natural bijection with \( \mathcal{R}_{g,n} \).

An embedded metric ribbon graph \( G \) on \( \Sigma \) is the data \([G, f]\) of an embedded ribbon graph on \( \Sigma \), together with the assignment of a positive real number for each edge: \( \ell_G \in \mathbb{R}^E_G \). The polytopes

\[
\mathcal{Z}_G(L) = \left\{ \ell \in \mathbb{R}^E_G \mid \ell_G(\partial_i G) = L_i \right\} \subset \mathbb{R}^E_G
\]

parametrise metrics on \([G, f]\) with boundary perimeters \( L \in \mathbb{R}^n_+ \), and we define the combinatorial Teichmüller space of \( \Sigma \) as

\[
\mathcal{T}_\Sigma^{\text{comb}}(L) = \bigcup_{[G, f] \in \mathcal{E}_\Sigma} \mathcal{Z}_G(L),
\]

where the cells are glued together through degeneration of embedded edges. This endows \( \mathcal{T}_\Sigma^{\text{comb}}(L) \) with the structure of a polytopal complex of dimension \( 6g - 6 + 2n \), parametrising embedded metric ribbon graphs on \( \Sigma \) with boundary components of lengths \( L \in \mathbb{R}^n_+ \). The pure mapping class group of \( \Sigma \) acts on \( \mathcal{T}_\Sigma^{\text{comb}}(L) \), and we have a natural isomorphism \( \mathcal{T}_\Sigma^{\text{comb}}(L)/\text{Mod}_\Sigma^0 \cong \mathcal{M}_g^n(L) \).

Integrating functions. In [19] Kontsevich defined a 2-form \( \omega_k \) on the moduli space \( \mathcal{M}_g^n(L) \) that is symplectic on the top-dimensional stratum. The associated symplectic volume form defines a measure \( \mu_k \) on
\[ M_{\text{comb}}^{g,n}(L) \]. In particular, for every measurable function \( f: M_{\text{comb}}^{g,n}(L) \to \mathbb{R} \), we can consider its integral against the Kontsevich measure, defined as

\[
\int_{M_{\text{comb}}^{g,n}(L)} f \, d\mu_K = \sum_{G \in \mathcal{T}_{\text{comb}}^{g,n}} \frac{1}{\# \text{Aut}(G)} \int_{\mathcal{M}_G(L)} f \, d\mu_K. \tag{2.5}
\]

Here, by abuse of notation, we denoted with the same symbols objects on the orbicells \( \mathcal{Z}_G(L)/\text{Aut}(G) \) and on the unfolded cells \( \mathcal{Z}_G(L) \).

**Combinatorial length of curves.** If \( G \in \mathcal{T}_{\text{comb}}^{g,n}(L) \), the homotopy class \( \gamma \) of a simple closed curve admits a unique non-backtracking edgepath representative on the embedded graph underlying \( G \), and we can define the length \( \ell_G(\gamma) \) as the length of this representative. \( \mathcal{T}_{\text{comb}}^{g,n} \) can also be described in terms of measured foliations transverse to \( \partial \Sigma \), and this notion of length coincides with the intersection number of \( \gamma \) with the measured foliation associated to \( G \). More generally, we can talk about the length with respect to \( G \) of any multicurve \( c \in M_\Sigma \) by adding lengths of the components of \( c \). We can then introduce the function:

\[
B_{\Sigma}^{\text{comb}}(G) = \lim_{r \to \infty} \frac{\# \{ c \in M_\Sigma \mid \ell_G(c) \leq r \}}{r^{6g - 6 + 2n}}. \tag{2.6}
\]

Its basic properties have been studied in [4].

**Proposition 2.1.** [4] For any \( L \in \mathbb{R}_+^{4g-3} \), the function \( B_{\Sigma}^{\text{comb}} \) takes values in \( \mathbb{R}_+ \), is continuous on \( \mathcal{T}_{\Sigma}^{\text{comb}}(L) \), and the induced function \( B_{g,n}^{\text{comb}} \) on \( \mathcal{M}_{\text{comb}}^{g,n}(L) \) is integrable with respect to \( \mu_K \).

**2.2 Parametrisation of measured foliations**

In this paragraph, we shall describe a parametrisation of the space of measured foliations \( \mathcal{M}_\Sigma \) that depends on a chosen embedded ribbon graph \( [G, f] \). It is dual to the parametrisation of [26] — which considers triangulations instead of ribbon graphs. This will allow us to effectively describe the function \( B_{g,n}^{\text{comb}} \) on the orbicell of the moduli space \( \mathcal{M}_{\text{comb}}^{g,n}(L) \) determined by the ribbon graph \( G \).

In what follows, it is useful to introduce a larger space \( \mathcal{M}_\Sigma^+ \) of measured foliations, where now \( \partial \Sigma \) can be a union of smooth and singular leaves (and we still include the empty foliation). It is a piecewise linear manifold of dimension \( 6g - 6 + 3n \), with a piecewise integral structure whose integral points are the multicurves \( M_\Sigma^+ \) on \( \Sigma \) where the components are allowed to be homotopic to boundary components. In particular, we can consider the associated Thurston measure \( \mu_{Th}^+ \) by lattice point count, and the function

\[
B_{\Sigma}^{\text{comb},+}(G) = \mu_{Th}^+((F \in \mathcal{M}_\Sigma^+ \mid \ell_G(F) \leq 1)), \quad G \in \mathcal{T}_{\Sigma}^{\text{comb}}(L).
\]

As usual [16] the function \( \ell_G \) is continuously extended from multicurves to measured foliations.

We have a homeomorphism

\[
\Phi: \mathcal{M}_\Sigma \times \mathbb{R}_{\geq 0}^{4g-3} \to \mathcal{M}_\Sigma^+ \to \mathcal{M}_\Sigma^+
\]

which assigns to a measured foliation \( F \) and a tuple \( (x_1, \ldots, x_n) \) the foliation \( F^+ \) obtained by adding a cylinder of boundary-parallel leaves around \( \partial \Sigma \) of total height \( x_i \). The map \( \Phi \) also respects the piecewise linear structure: \( \Phi(M_\Sigma \times \mathbb{Z}_{\geq 0}^{4g-3}) = M_\Sigma^+ \). Thus, it respects the measures, when \( \mathcal{M}_\Sigma^+ \) and \( \mathcal{M}_\Sigma \) are equipped with their respective Thurston measures and \( \mathbb{R}_{\geq 0}^{4g-3} \) with the Lebesgue measure. We also notice that \( \mathcal{M}_\Sigma \) and \( \mathbb{R}_{\geq 0}^{4g-3} \) naturally sit inside \( \mathcal{M}_\Sigma^+ \) as \( \Phi(\cdot, 0) \) and \( \Phi(\partial, \cdot) \) respectively.

There is an elementary relation between the enumeration of multicurves with or without components homotopic to boundaries.

**Lemma 2.2.** For any \( G \in \mathcal{T}_{\Sigma}^{\text{comb}}(L) \), we have

\[
B_{\Sigma}^{\text{comb},+}(G) = \frac{(6g - 6 + 2n)!}{(6g - 6 + 3n)!} \frac{\mathcal{B}_{\Sigma}^{\text{comb}}(G)}{L_1}.
\]
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Proof. Since $\ell_G$ is homogeneous and additive under disjoint union of multicurves, we have

$$\forall (\mathcal{F}, x) \in \text{MF} \times \mathbb{R}_+^n, \quad \ell_G(\mathcal{F}) + \ell_G(x) = \ell_G(\Phi(\mathcal{F}, x)), \quad \text{with } \ell_G(x) = \sum_{i=1}^n x_i L_i.$$ 

Therefore, using homogeneity of the Thurston and Lebesgue measure, we find

$$\mathcal{B}_\Sigma^{\text{comb}, \bullet}(G) = \int_0^1 \text{d}t \, \mu_{\text{Th}}(\{ \mathcal{F} \mid \ell_G(\mathcal{F}) \leq t \}) \cdot \mu_{\text{Leb}}(\{ x \mid \ell_G(x) \leq 1 - t \})$$

$$= \left( \int_0^1 \text{d}t t^{6g-6+2n}(1-t)^n \right) \cdot \mu_{\text{Th}}(\{ \mathcal{F} \mid \ell_G(\mathcal{F}) \leq 1 \}) \cdot \mu_{\text{Leb}}(\{ x \mid \ell_G(x) \leq 1 \})$$

$$= \frac{n!(6g-6+2n)!}{(6g-6+3n)!} \cdot \mathcal{B}_\Sigma^{\text{comb}}(G) \cdot \frac{1}{n! \prod_{i=1}^n L_i}$$

$$= \frac{(6g-6+2n)! \mathcal{B}_\Sigma^{\text{comb}}(G)}{(6g-6+3n)! \prod_{i=1}^n L_i} \cdot$$

Remark 2.3. The above statement can be generalised to any notion of length as follows. Let $l: M^*_\Sigma \to \mathbb{R}_+$ be a locally convex function, that is additive under disjoint union of multicurves. It uniquely extends to a continuous function on $\text{MF}^*_\Sigma$, and it induces a function still denoted $l$ on $\text{MF}_\Sigma$. Furthermore, we have

$$\mu_{\text{Th}}(\{ l \leq 1 \}) = \frac{(6g-6+2n)!}{(6g-6+3n)!} \mu_{\text{Th}}(\{ 1 \leq 1 \}) \cdot \frac{1}{\prod_{i=1}^n l_i(\partial \Sigma)}.$$

Fix now an embedded ribbon graph $[G, f]$ in $\Sigma$. Each edge $e$ of the embedded graph $G \hookrightarrow \Sigma$ is dual to a unique — up to homotopy of proper embeddings$^1$ — arc $\alpha_e$ between two (possibly the same) boundaries of $\Sigma$, and these arcs are pairwise disjoint. To a measured foliation, we associate the set of intersection numbers$^2$ with these arcs

$$m_{[G, f]}^\bullet: \text{MF}^*_\Sigma \longrightarrow \mathbb{R}_+^{E_G} \longrightarrow \left( l(\mathcal{F}, \alpha_e) \right)_{e \in E_G}. \quad (2.7)$$

By definition, $m_{[G, f]}^\bullet$ preserves the piecewise linear integral structures of $\text{MF}^*_\Sigma$ and $\mathbb{R}_+^{E_G}$.

The map $m_{[G, f]}$ gives a description of $\text{MF}^*_\Sigma$ and $\text{MF}_\Sigma$. We will show that it in fact gives a parametrisation of $\text{MF}^*_\Sigma$ and $\text{MF}_\Sigma$, after we introduce notations to describe the image.

Definition 2.4. Let $G$ be a ribbon graph. A simple loop is a non-empty, closed, non-backtracking edgepath on $G$ that does not pass twice through the same edge. A dumbbell is a closed, non-backtracking edgepath $\gamma$ on $G$ that passes at most twice through each edge and such that the union of edges that are visited twice

$^1$If $X$ and $Y$ are topological manifolds with boundaries, a continuous map $f: X \to Y$ is called a proper embedding if $f^{-1}(\partial Y) = \partial X$ and we use the natural notion of homotopies among such.

$^2$We recall that the intersection number is defined as follows (cf. [16, Section 5.3]). For a fixed isotopy class of measured foliation $\mathcal{F}$ in $\Sigma$, and an arc $\alpha$ in $\Sigma$ between two boundary components (or a simple closed curve), we have the notion of measure of $\alpha$:

$$\mu_\mathcal{F}(\alpha) = \sup \left( \sum_{i=1}^k \mu_\mathcal{F}(a_i) \right),$$

where $a_1, \ldots, a_k$ are arcs of $\alpha$, mutually disjoint and transverse to $\mathcal{F}$, and where the sup is taken over all sums of this type. If $\alpha$ is now a homotopy class of arc in $\Sigma$ between two boundary components (or a homotopy class of simple closed curve), we set

$$\epsilon(\mathcal{F}, \alpha) = \inf_{\alpha \in [\alpha]} \mu_\mathcal{F}(a),$$

where the inf is taken over representatives of $\alpha$. Such quantity is invariant under isotopy of $\mathcal{F}$ and Whitehead moves.
forms a non-empty edgepath \( p \) for which we have a decomposition \( \gamma = \gamma_1 \cdot p \cdot \gamma_2 \cdot p^{-1} \), where \( \gamma_1 \) and \( \gamma_2 \) are simple loops. A simple loop or a dumbbell is called \emph{essential} if it does not coincide with a boundary component of the ribbon graph \( G \).

If \( [G,f] \) is an embedded ribbon graph in \( \Sigma \), we call (essential) simple loop or dumbbell of \( [G,f] \) the homotopy class of the image of any (essential) simple loop or dumbbell of \( G \) via \( f \). (See Figure 2 for an example.)

**Definition 2.5.** A \emph{corner} in a trivalent ribbon graph \( G \) is an ordered triple \( \Delta = (e, e', e'') \) where \( e, e', e'' \) are edges incident to a vertex in the cyclic order. Equivalently, a corner consists of a vertex \( v \) together with the choice of an incident edge \( e \). We say that a corner belongs to a face \( f \in F_G \) if \( e' \) and \( e'' \) are edges around that face. We denote \( C(f) \) the set of corners belonging to \( f \) and \( C_G \) the set of all corners of \( G \). If we have an assignment of real numbers \((x_e)_{e \in E_G} \) and \( \Delta = (e, e', e'') \) is a corner, we denote \( x_\Delta = x_{e'} + x_{e''} - x_e \).

**Lemma 2.6.** Fix an embedded ribbon graph \( [G,f] \) in \( \Sigma \), with \( G \) trivalent. The map \( m_{[G,f]} \) is a homeomorphism onto its image, which is the convex polyhedral cone

\[
Z_G^* = \left\{ x \in \mathbb{R}^{E_G}_{\geq 0} \mid \forall \Delta \in C_G \quad x_\Delta \geq 0 \right\}.
\]

The image of \( MF_S \), denoted \( Z_G \), is the union ranging over the set \( \mathcal{D}_G = \{ \Delta : F_G \to C_G \mid \Delta(f) \in C(f) \} \) of the convex polyhedral cones

\[
Z_{G,\Delta} = \left\{ x \in Z_G^* \mid \forall f \in F_G \quad x_{\Delta(f)} = 0 \right\}.
\]

The rays of the polyhedral cones \( Z_{G,\Delta} \) are images of essential simple loops and essential dumbbells. And conversely, the image of an essential simple loop or an essential dumbbell generates a ray which is extremal in any \( Z_{G,\Delta} \) it belongs to.

Lemma 2.6 shows that each trivalent ribbon graph \( G \) presents \( MF_S \) as a union of polyhedral cone. This structure is finer than the piecewise linear integral structure of \( MF_S \).

**Remark 2.7.** It is possible to extend Lemma 2.6 to non-trivalent ribbon graphs \( G \) (or equivalently not top-dimensional cells of the combinatorial Teichmüller space). More precisely, if \( G \) is not trivalent, one can obtain a similar description by resolving the non-trivalent vertices of the underlying ribbon graph (in some arbitrary way) into trivalent vertices.

**Proof.** Let \( x \in \mathbb{R}^{E_G}_{\geq 0} \) be in the image of \( m_{[G,f]} \), \( i.e. \) there exists \( \mathcal{F} \in MF_S^* \) such that \( m_{[G,f]}(\mathcal{F}) = x \). For a vertex \( v \) of \( G \), let us denote by \( e, e', e'' \) the adjacent edges, respecting the cyclic order. Then there must be a switch at \( v \) and one should specify the weights of this switch. These are three numbers \( y_{e'}, y_{e''}, y_e \in \mathbb{R}_{\geq 0} \) such that

\[
x_e = y_{e''} + y_{e'}, \quad x_{e'} = y_e + y_{e''}, \quad x_{e''} = y_{e'} + y_e.
\]

See Figure 3 for an example in the case of \( \mathcal{F} \) being a multicurve. This linear system of equations admits a solution in non-negative real numbers if and only if the three corners conditions are satisfied, namely

\[
x_e \leq x_{e'} + x_{e''}, \quad x_{e'} \leq x_{e''} + x_e, \quad x_{e''} \leq x_e + x_{e'}.
\]

When the solution exists, it is unique and given by the formulas

\[
y_e = \frac{x_\Delta}{2}, \quad x_\Delta = x_{e'} + x_{e''} - x_e \quad \text{for each corner } \Delta = (e, e', e'').
\]

This gives the first part of the lemma. By definition, a measured foliation \( \mathcal{F} \in MF_S^* \) belongs to \( MF_S \) if and only if none of its leaves is homotopic to a boundary component of \( \Sigma \). This is the case when there is a stop around each face \( f \), \( i.e. \) if and only if there exists a corner \( \Delta = (e, e', e'') \) around \( f \) such that \( y_e = 0 \), or equivalently \( x_\Delta = 0 \). This justifies (2.8), which is written as a finite union of convex polyhedral cones indexed by the location of the stops, \( i.e. \) maps \( \Delta : F_G \to C_G \) such that \( \Delta(f) \in C(f) \).
Figure 2: A ribbon graph $G$ and an embedded ribbon graph $[G, f]$ on a sphere with 4 boundary components $\Sigma$, and all essential simple loops and dumbbells on them.

Figure 3: If $\mathcal{F}$ is a measured foliation in $\Sigma$ associated to a multicurve $c$, then the values $x_e$ and $y_e$ have the following interpretation. First, decompose the embedded ribbon graph into strips $S_e$ associated to each edge, and triangular neighbourhoods $N_v$ associated to each vertex (Figure 3a). Then isotope $c$ to a non-backtracking simple representative that has $x_e$ parallel paths in the strip $S_e$, and $y_e$ paths in the corner of $N_v$ opposite to $e$. (Figure 3b).
The identification of the rays essentially follows from [25, Proof of Proposition 3.11.3]. For the reader’s convenience, we spell out the argument.

Let us first prove that each image of an essential simple loop or an essential dumbbell generates an extremal ray in any polyhedral cone \(Z_{G,\Delta}\) that contains it. Let \(\Delta \in \mathcal{D}_G\) and let \(\mathcal{F}\) be an essential loop or an essential dumbbell such that \(m_{G,\mathcal{F}}(\mathcal{F}) \in Z_{G,\Delta}\). Assume that one can write a sum \(u = m_{G,\mathcal{F}}(\mathcal{F}) = v + w\) where \(v, w \in Z_G^*\). We denote \(\sigma\) the support of \(\mathcal{F}\), i.e. the set of edges of \(G\) whose dual arcs intersect positively \(\mathcal{F}\). Because \(v, w\) are non-negative vectors, their supports must be contained in \(\sigma\). If \(\mathcal{F}\) is an essential simple curve then the only elements of \(\text{MF}_G\) with support contained in \(\sigma\) are multiple of \(\mathcal{F}\). We conclude that \(v, w \in R_{\geq 0} \cdot u\) and this shows that \(u\) generates an extremal ray. Let us now consider the case where \(\mathcal{F}\) is an essential dumbbell. Let \(e \in E_G\) be the edge such that \(\mathcal{F}\) passes in both directions along it. Then there exist \(s, s_1, s_2, t, t_1, t_2 \in Q\) such that \(v = s\mathcal{F} \cup s_1\gamma_1 \cup s_2\gamma_2\) and \(w = t\mathcal{F} \cup t_1\gamma_1 \cup t_2\gamma_2\) where \(\gamma_1\) and \(\gamma_2\) are the two (not necessarily essential) loops at the extremities of the dumbbell. We obtain that \(u = (s+t)u + (s_1 + t_1)\gamma_1 + (s_2 + t_2)\gamma_2\) where \(y_1 = m_{G,\mathcal{F}}(\gamma_1)\). Since the supports of \(\gamma_1\) and \(\gamma_2\) do not contain \(e\) we must have \(s + t = 1\). Hence \(s_1 = t_1 = s_2 = t_2 = 0\). This shows that \(v, w \in R_{\geq 0} \cdot u\), in other words \(u = m_{G,\mathcal{F}}(\mathcal{F})\) generates an extremal ray.

Assume that \(m_{G,\mathcal{F}}(\mathcal{F}) = x\) belongs to a ray of \(Z_{G,\Delta}\). As above, we denote \(\sigma\) the support of \(\mathcal{F}\). By following the leaves of \(\mathcal{F}\), we conclude that \(\sigma\) is a union of closed curves on \(G\). Moreover, \(\sigma\) is connected, for otherwise we could write \(x\) as a non-trivial sum over the connected components contradicting that \(x\) belongs to a ray.

Choose arbitrarily an orientation on \(\sigma\). We claim that \(\sigma\) passes through each edge at most once in each direction. If this were not the case, one could choose an origin on \(\sigma\) so that it takes the form \(\sigma = a \cdot e \cdot b \cdot e \) where \(a\) and \(b\) are non-empty paths. Then, \(\sigma_1 = a \cdot e \) and \(\sigma_2 = b \cdot e \) are closed curves, and there is a natural decomposition of the weights of \(\mathcal{F}\) into two measured foliations \(\mathcal{F}_1, \mathcal{F}_2\) with respective supports \(\sigma_1, \sigma_2\) such that \(x = m_{G,\mathcal{F}}(\mathcal{F}_1) + m_{G,\mathcal{F}}(\mathcal{F}_2)\) contradicting that \(x\) belongs to a ray.

Since \(G\) is trivalent, if \(\sigma\) passes through each edge at most once (in any direction), it must be an essential simple loop. Now assume that \(\sigma\) passes through certain edges in both directions. If \(e\) is an oriented edge, we use the notation \(\bar{e}\) for the edge with opposite orientation. If \(\sigma\) were not an essential dumbbell, there would exist oriented edges \(e \neq e'\) with \(\bar{e} \neq \bar{e}'\), and paths \(a, b, c, d\) such that one of the following cases holds.

- \(\sigma = a \cdot e \cdot b \cdot e' \cdot c \cdot \bar{e} \cdot d \cdot \bar{e}'\). Then, there exists a natural decomposition \(x = m_{G,\mathcal{F}}(\mathcal{F}_1) + m_{G,\mathcal{F}}(\mathcal{F}_2)\) with measured foliations \(\mathcal{F}_1, \mathcal{F}_2\) of respective supports \(\sigma_1 = a \cdot e \cdot \bar{e} \cdot e'\) and \(\sigma_2 = d \cdot \bar{e}' \cdot b \cdot \bar{e}\).

- \(\sigma = a \cdot e \cdot b \cdot \bar{e} \cdot c \cdot e' \cdot d \cdot \bar{e}'\) where \(b\) and \(d\) are non-empty. Then, there exists a natural decomposition \(x = m_{G,\mathcal{F}}(\mathcal{F}_1) + m_{G,\mathcal{F}}(\mathcal{F}_2)\) with measured foliations \(\mathcal{F}_1, \mathcal{F}_2\) of respective supports \(\sigma_1 = a \cdot e \cdot \bar{e} \cdot a \cdot e' \cdot d \cdot \bar{e}'\) and \(\sigma_2 = \bar{e} \cdot b \cdot \bar{e} \cdot c \cdot e' \cdot d \cdot \bar{e}'\).
2.3 Volume of combinatorial unit balls

If \( G \in T^\text{comb}_\Sigma \), the description in Lemma 2.6 reduces the computation of the Thurston measure of the combinatorial unit ball \( \{ \ell_G \leq 1 \} \) to the computation of volumes of truncations of polyhedral cones. This can be carried out explicitly on a computer, but at a qualitative level, the result always takes the following form.

Let \( G \) be a trivalent ribbon graph on a surface \( \Sigma \) of type \( (g, n) \). We recall that \( G \) induces a decomposition of the space of measured foliations \( MF_\Sigma \) into polyhedral cones \( Z_{G,A} \) where \( \Delta : E_G \to C_G \) is a choice of a corner in each face, and their union over \( \Delta \) is denoted \( Z_G \). An elementary simplex of \( Z_G \) is a simplex of dimension \( 6g - 6 + 2n \) in \( Z_G \) whose extremal rays are linearly independent in \( \mathbb{R}^{E_G} \) and are either essential simple loops or essential dumbbells. A simplicial decomposition of \( Z_G \) is a collection \( T_G \) of simplicial cones with disjoint interior and whose union is \( Z_G \). Each simplicial cone \( t \in T_G \) has \( 6g - 6 + 2n \) extremal rays generated by an essential simple loop or dumbbell. We denote \( R(t) \subset \mathbb{R}^{E_G}_+ \) this set of generators. We define \( \det(t) \) to be the volume with respect to the Thurston measure \( \mu_{\text{Th}} \) of the elementary simplex issued from the origin and sides being \( R(t) \). The number \( \det(t) \) is a positive integer and is also the number of integral points in the semi-open simplex.

**Proposition 2.8.** Let \( G \) be a trivalent ribbon graph of type \( (g, n) \). For any \( G \in \mathcal{Z}_G(L) \), that is any metric on the underlying graph \( G \), \( B^\text{comb}_{g,n}(G) \) is a rational function of the edge lengths. More precisely, for any simplicial decomposition \( T_G \) of \( Z_G \) we have

\[
\mathcal{G}^\text{comb}_{g,n}(G) = \frac{1}{(6g - 6 + 2n)!} \sum_{t \in T_G} \frac{1}{\det(t)} \prod_{\rho \in R(t)} \ell_G(\rho).
\]

**Proof.** By definition of a simplicial decomposition: \( \mathcal{G}^\text{comb}_\Sigma(G) = \sum_{t \in T_G} \mu_{\text{Th}}(t \cap \{ \ell_G \leq 1 \}) \). From the definition of the Thurston measure

\[
\mu_{\text{Th}}(t \cap \{ \ell_G \leq 1 \}) = \lim_{r \to +\infty} \frac{\# \left\{ x \in t \cap Z_{\rho \geq 0} \ : \ \sum_{e \in E_G} x_e \ell_G(e) \leq r \right\}}{r^{6g - 6 + 2n}}
\]

\[
= \frac{1}{\det(t)} \lim_{r \to +\infty} \frac{\# \left\{ z \in Z_{\rho \geq 0} \ : \ \sum_{\rho \in R(t)} z_{\rho} \ell_G(\rho) \leq r \right\}}{r^{6g - 6 + 2n}}
\]

\[
= \frac{1}{\det(t)} \frac{1}{(6g - 6 + 2n)!} \prod_{\rho \in R(t)} \ell_G(\rho).
\]

**Remark 2.9.** Proposition 2.8 extends to graphs \( G \) with higher valencies by choosing any resolution into a trivalent graph with some edges of zero length.

2.4 How to use the formula: the \((1,1)\) case.

There is a single trivalent ribbon graph \( G \) of genus 1 with one boundary component (cf. Figure 4). For a fixed \( L \in \mathbb{R}_+ \), the associated polytope is simply

\[
\mathcal{Z}_G(L) = \left\{ (\ell_A, \ell_B, \ell_C) \in \mathbb{R}_+^3 \ : \ \ell_A + \ell_B + \ell_C = \frac{L}{2} \right\}.
\]
The automorphism group of $G$ is $\mathbb{Z}_6$, where the subgroup $\mathbb{Z}_3 \subset \mathbb{Z}_6$ is cyclically permuting the three edges, while $\mathbb{Z}_2 \subset \mathbb{Z}_6$ is the elliptic involution stabilising every point and is the automorphism group of $G$ for which the lengths of the edges are not equal.

$G$ has a unique face $f$ and six corners; from the elliptic involution acting on $G$, $B_{1,1}^{\text{comb}}$ reduces to the sum of three contributions. The first one corresponds to the corner $\Delta(f) = (A, B, C)$. The polytope $Z_{G,A}$ is a simplicial cone, with extremal rays $\rho_1 = (1,1,0)$ and $\rho_2 = (1,0,1)$ corresponding to the essential simple loops of Figure 4, and with determinant 1. The two contributions are obtained by cyclic permutation of the role of $(A, B, C)$. For a point $G = (\ell_A, \ell_B, \ell_C) \in Z_{G}(L)$, we find $\ell_G(\rho_1) = \ell_A + \ell_B$, $\ell_G(\rho_2) = \ell_A + \ell_C$, and $\det(t) = 1$. Similarly for the other polyhedral cones, so that

\[
B_{1,1}^{\text{comb}}(\ell_A, \ell_B, \ell_C) = \frac{1}{2} \left( \frac{1}{(\ell_A + \ell_B)(\ell_A + \ell_C)} + \frac{1}{(\ell_A + \ell_B)(\ell_B + \ell_C)} + \frac{1}{(\ell_A + \ell_C)(\ell_B + \ell_C)} \right)  
\]

Besides

\[
B_{1,1}^{\text{comb}}(\ell_A, \ell_B, \ell_C) = \int_{\mathbb{R}^3} dx_A dx_B dx_C 1_{x_A(\ell_A+\ell_B)+x_B(\ell_B+\ell_C)+x_C(\ell_A+\ell_B) \leq 1}  
\]

\[
= \frac{1}{6(\ell_A + \ell_B)(\ell_B + \ell_C)(\ell_C + \ell_A)} = \frac{2}{3!} \frac{B_{1,1}^{\text{comb}}(\ell_A, \ell_B, \ell_C)}{L}  
\]

as expected from Lemma 2.2.

Let us now integrate over the moduli space (see Equation (2.5)). We recall that $#\text{Aut}(G) = 6$, and the Kontsevich measure on $Z_G(L)$ is $d\mu_k = d\ell_A d\ell_B$. Expressing $\ell_C = \frac{1}{2} - \ell_A - \ell_B$ and performing the change of variable $(\ell_A, \ell_B) = \frac{1}{2}(a, b)$, we can compute

\[
\int_{M_{1,1}^{\text{comb}}(L)} B_{1,1}^{\text{comb}} d\mu_k = \frac{1}{6} \int_{0 < \ell_A, \ell_B < L/2} \frac{\ell_A d\ell_B}{(\ell_A + \ell_B)(\ell_A + \ell_C)(\ell_B + \ell_C)}  
\]

\[
= \frac{1}{6} \int_{0 < a, b < 1} \frac{da db}{(a+b)(1-a)(1-b)}  
\]

\[
= -\frac{1}{3} \int_0^1 \frac{\ln(a)}{1-a^2} da  
\]

\[
= \frac{\text{Li}_2(1) - \text{Li}_2(-1)}{6} = \frac{\pi^2}{24}  
\]
As expected from (1.1), this value coincides with \( \int_{M_{1,1}} B_{1,1} d\mu_{WP} = \frac{\pi^2}{24} \) found e.g. in [3].

Let us look at the integral of the \( s \)-th power for \( s > 1 \)

\[
\int_{M_{1,1}^{\text{comb}}} B_{1,1}^{\text{comb}} d\mu_k = \frac{(L/2)^{1-s}}{6} B(s), \quad B(s) := \int_{a, b \geq 0 \atop a + b \leq 1} \frac{da \, db}{((a + b)(1 - a)(1 - b))^s}.
\]

By elementary means we shall prove that it is finite if and only if \( s < 2 \), and more precisely

**Proposition 2.10.** We have \( B(s) \sim \frac{1}{2-s} \) when \( s \to 2^- \).

**Proof.** Let \( D = \{(a, b) \in \mathbb{R}_{\geq 0}^2 \mid a + b \leq 1\} \) be the 2-simplex. If \( s = 2 \), we shall see that the non-integrability comes from the divergence of the integrand at the vertices of \( D \), i.e. \( (a, b) = (0, 0), (a, b) = (1, 0) \) and \( (a, b) = (0, 1) \). We decompose the domain of integration, introducing

\[
D_00 = \{(a, b) \in D \mid a + b \leq \frac{1}{2}\}, \quad D_{10} = \{(a, b) \in D \mid a \geq \frac{1}{2}\}, \quad D_{01} = \{(a, b) \in D \mid b \geq \frac{1}{2}\},
\]

and \( \bar{D} = D \setminus (D_{00} \cup D_{10} \cup D_{01}) \). We analyse separately the contributions of these domains to the integral, with obvious notations:

\[
B(s) = B_{00}(s) + B_{10}(s) + B_{01}(s) + \bar{B}(s).
\]

The integrand being a continuous function on \( \bar{D} \), \( \bar{B}(s) \) remains bounded when \( s \to 2 \). For the first three contributions, the idea is to choose coordinates transforming the domain into a square and which include a coordinate \( c \) measuring the distance to the vertex, then split the integrand into a contribution coming solely from the vanishing factor in the denominator, and a remainder which will remain bounded when \( s \) approaches 2.

We start with \( B_{00}(s) \). With the change of variable \( (c, u) = (a + b, \frac{a}{a+b}) \), we find:

\[
B_{00}(s) = \int_0^1 \, dc \, c^{1-s} \int_0^1 \frac{du}{((1-cu)(1-c+cu))^s}
= \int_0^1 \, dc \, c^{1-s} + \int_0^1 \, dc \, c^{1-s} \int_0^1 \, du \left( \frac{1}{((1-cu)(1-c+cu))^s} - 1 \right)
= \frac{(1/2)^{2-s}}{2-s} + \int_0^1 \, dc \, c^{1-s} O(c)
= \frac{1}{2-s} \, + \, O(1),
\]

where the \( O(c) \) is uniform for \( c \in [0, \frac{1}{2}] \) and \( s \in (0, 2) \), and we observed \( \left(\frac{1}{2}\right)^{2-s} = 1 + O(2-s) \) when \( s \to 2 \). For \( B_{10}(s) \), we perform the change of variable \( (c, u) = (1-a, \frac{b}{1-a}) \) and get

\[
B_{10}(s) = \int_0^1 \, dc \, c^{1-s} \int_0^1 \frac{du}{((1-cu)(1-c+cu))^s} = B_{00}(s).
\]

Exchanging the role of \( a \) and \( b \) we also have \( B_{01}(s) = B_{00}(s) \), hence the result.  

There is no simple expression for \( B(s) \), but the expression can be transformed in various ways. For instance, with the change of variable \( (c, v) = (a + b, \frac{a}{a+b}) \) sending \( (a, b) \in D \) to \( (c, v) \in (0, 1)^2 \):

\[
B(s) = \int_0^1 \frac{c \, dc}{(c(1-c))^s} \int_0^1 \frac{dv}{(1 + \frac{c^2}{2v(1-v)})^s}.
\]
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By symmetry $v \mapsto 1 - v$, we can restrict the integration to $v \in [0, \frac{1}{2}]$ while multiplying the result by 2. We then set $y = \frac{1}{2} - v$ and $x = 1 - 2v$, obtaining

$$B(s) = 2^{s - 2} \int_{(0,1)^2} dx dy (1 + y)^{3(s - 1)} y^{1 - s} (1 - y^2)^{s - 2}$$

as announced in the introduction.

Proposition 2.10 tells us that the behaviour of $B_{1,1}^\text{comb}$ already deviates from the one of $B_{1,1}$, as the latter has a finite square-norm for the Weil–Petersson measure. This simple example shows that $B_{g,n}^\text{comb}$ has non-trivial integrability properties. The purpose of the next section is to analyse them systematically.

3 Integrability of $B_{g}^\text{comb}$

3.1 Geometry of the cells in $T_{g}^\text{comb}(L)$

As a preparation, we study the geometry of the cells $Z_{g}(L)$ of $M_{g}^\text{comb}(L)$, and in particular we shall characterise the tangent cone at the vertices of the cells.

Definition 3.1. We say that $L \in \mathbb{R}^n_+$ is non-resonant if for any non-zero map $\epsilon : \{1, \ldots, n\} \to \{-1, 0, 1\}$, we have

$$\sum_{i=1}^{n} \epsilon_i L_i \neq 0.$$

Definition 3.2. Let $G$ be a trivalent ribbon graph with $n$ boundary components and let $S \subseteq E_G$. We let $G^*_S$ the subgraph of the dual graph $G^*$ in which we keep only the duals of edges from $S$. We call a subset $S \subseteq E_G$ a support set of $G$ if

- it has $n$ elements,
- each face of $G$ contains at least an edge in $S$,
- each connected component of $G^*_S$ contains a unique cycle which has odd length.

See Figure 5 for some examples of support sets.

Definition 3.3. Let $G$ be a trivalent ribbon graph. For $L \in \mathbb{R}^n_+$ and $\lambda$ a point of the cell closure $Z_{g}(L)$ we define

$$E[\lambda] := \{ e \in E_G \mid \lambda_e = 0 \}.$$

Lemma 3.4. Let $G$ be a trivalent ribbon graph of genus $g$ with $n$ faces.

(A) Let $L \in \mathbb{R}^n_+$ be non-resonant and $Z_{g}(L)$ be a top-dimensional cell of the combinatorial moduli space $M_{g,n}^\text{comb}(L)$.

If $\lambda = (\lambda_e)_{e \in E_G}$ is a vertex of the cell closure $Z_{g}(L) \subset \mathbb{R}^{|E_G|}_+$, then $E \setminus E[\lambda]$ is a support set.

(B) Conversely, let $S \subseteq E_G$ a support set for $G$. Then there exists a non-resonant $L \in \mathbb{R}^n_+$ and a vertex $\lambda$ of the cell closure $Z_{g}(L)$ such that $S = E \setminus E[\lambda]$.

Lemma 3.5. Let $L \in \mathbb{R}^n_+$ be non-resonant and $Z_{g}(L)$ be a top-dimensional cell of the combinatorial moduli space $M_{g,n}^\text{comb}(L)$. Then the tangent cones at any vertex of the cell closure $Z_{g}(L)$ are simplicial. Furthermore, at a given vertex $\lambda$ the rays $r^{(e)}$ of the tangent cone are indexed by the edges $e \in E[\lambda]$ in such a way that

$$\forall e' \in E[\lambda], \quad r^{(e)}_{e'} = \delta_{e,e'}.$$
Figure 5: On top, a ribbon graph $G$ of type $(0, 4)$. On the bottom, two examples of support sets of $G$: the black (resp. blue) edges are the ones in the support set (resp. dual support set), and the black (resp. blue) dotted edges are the ones not in the support set (resp. dual support set). The graph $G$ has five different support sets $S_1 = \{e_1, e_2, e_5, e_6\}$ (on the left), $S_2 = \{e_1, e_2, e_3, e_6\}$ (on the right), $S_3 = \{e_1, e_2, e_4, e_6\}$, $S_4 = \{e_1, e_3, e_5, e_6\}$, and $S_5 = \{e_1, e_4, e_5, e_6\}$.

**Proof of Lemma 3.4.** The closure of the polytope is determined by inequalities $\ell_e \geq 0$ for each $e \in E_G$ and $n$ equalities of the form

$$ \sum_{e \in E_G^{(i)}} a_{i,e} \ell_e = L_i, \quad i \in \{1, \ldots, n\}, $$

where $E_G^{(i)}$ is the set of edges around the $i$-th face and $a_{i,e} \in \{1, 2\}$ is the multiplicity of the edge $e$ around this face. Now, for an arbitrary $S \subseteq E_G$, consider the inhomogeneous linear system of equations in the variables $(\ell_e)_{e \in E_G}$

$$ \begin{cases} \ell_e = 0 & \text{for } e \in E_G \setminus S, \\ \sum_{e \in E_G^{(i)}} a_{i,e} \ell_e = L_i & \text{for } i \in \{1, \ldots, n\}. \end{cases} \tag{3.1} $$

We claim that

1. the system (3.1) is invertible in $(\ell_e)_{e \in E_G}$ if and only if $S$ is a support set,
2. if $L_i$ is non-resonant and $S$ is a support set then the solution of the system is such that $\ell_e > 0$ for $e \in S$.

Let us prove the first claim. The matrix associated to the family of equations $\sum_{e \in E_G^{(i)}} a_{i,e} \ell_e = L_i$ is the incidence matrix of the graph $G_S^*$. In order for the incidence matrix to be invertible there must be as many edges as vertices in each connected component of $G_S^*$, hence a unique cycle. Next, degree one vertices does not play any role in the invertibility (the edge length $\ell_e$ adjacent to a the vertex dual to the $i$-th face must be set to $\ell_e = L_i$). Hence one can get rid of the tree part of the graph. Finally the incidence matrix of a cycle is invertible if and only if it has odd length. Indeed if the cycle is even then the alternating vector $(1, -1, 1, -1, \ldots, 1, -1)$ belongs to the kernel. Whereas if the cycle is odd, the alternating vector
(1, -1, 1, -1, ..., 1) is mapped to twice a basis vector and the matrix is invertible by cyclic symmetry. This concludes the proof that $S$ must be a support set.

Now let us prove the second claim. Let $(L_1)_{i \in \{1, \ldots, n\}} \in \mathbb{R}^n$ and $(\ell_e)_{e \in E}$ be the corresponding solution in (3.1). Assume that for $e_0 \in S$ we have $\ell_{e_0} = 0$. Then $G_{S \setminus \{e_0\}}$ contains at least one tree component. Let $S'$ be the vertices of a tree component of $G_{S \setminus \{e_0\}}$ and $S' = S'_1 \cup S'_2$ a bipartition of $S'$ (i.e. vertices in $S'_1$ are only adjacent to $S'_2$). Then $\sum_{i \in S'_1} L_i = \sum_{i \in S'_2} L_i$ and hence $L_i$ is resonant. This concludes the proof of the second claim.

We turn to the proof of the first part (A) of the lemma. Assume that $\lambda$ is a vertex and $S := \{ e \in E | \lambda_e > 0 \}$ is such that the system (3.1) admits a unique solution. Necessarily $|S| < n$. If $S$ is not contained in a support set then the graph $G_S$ contains an even cycle and the solution of (3.1) is not unique. Let us suppose by contradiction that $|S| < n$ and let $S' \supset S$ be a support set. Then $\lambda$ is a solution of the system (3.1) with the subset of edges $S'$. It contradicts our second claim that states that $\lambda_e$ would be positive for all $e \in S'$.

For the converse — part (B) of the lemma — pick a support set and a positive vector $(\ell_e)_{e \in S}$. Because the system is bijective there is no further inequality $\ell_e \geq 0$ that can be set to an equality $\ell_e = 0$. In other words, completing the vector $(\ell_e)_{e \in S}$ with zeros, we obtain a vertex. Now if the positive values are generic enough the associated face lengths $L_i$ are non-resonant. □

**Proof of Lemma 3.5.** Let $L_i$ be non-resonant. Let $\lambda = (\lambda_e)_{e \in E}$ be a vertex of $\mathcal{T}_G(L)$ and $S|\lambda| = \{ e \in E | \lambda_e > 0 \}$. By Lemma 3.4 $S$ is a support set. The invertibility of the homogeneous linear system underlying (3.1) shows that the projection map from the tangent space

$$T_{\lambda} \mathcal{T}_G(L) = \bigcap_{i=1}^n \{ \ell \in \mathbb{R}^{E} \mid \sum_{e \in E_{\{i\}}} a_{i,e} \ell_e = 0 \}$$

to $\mathbb{R}^{E_G \setminus S|\lambda|}$, is an isomorphism. Then, the preimage of the canonical basis gives a basis of $T_{\lambda} \mathcal{T}_G(L)$ that are rays of the tangent cone at $\lambda$, proving the last part of the lemma. □

It will be useful for the study of integrability of $\mathcal{G}_G$ to cover $\mathcal{T}_G(L)$ by neighbourhoods of the vertices.

**Lemma 3.6.** Let $\mathcal{T}_G(L)$ be a top-dimensional cell, and denote by $\Lambda_G(L)$ the set of vertices of its closure. There exists $e \in (0, 1)$, depending only on $G$, $n$ and $L$, such that

$$\mathcal{T}_G(L) = \bigcup_{\lambda \in \Lambda_G(L)} U_{G, L, \lambda}, \quad U_{G, L, \lambda} = \{ \ell \in \mathcal{T}_G(L) \mid \forall e \in S|\lambda| \ \ell_e > \epsilon \}. \quad (3.2)$$

**Proof.** Let $\ell \in \mathcal{T}_G(L)$. Since $\mathcal{T}_G(L)$ is a polytope, there exists $t \in [0, 1]^{\Lambda_G(L)}$ such that

$$\ell = \sum_{\lambda \in \Lambda_G(L)} t_{\lambda} \lambda, \quad \sum_{\lambda \in \Lambda_G(L)} t_{\lambda} = 1.$$

In particular, there exists $\lambda_0 \in \Lambda_G(L)$ such that $t_{\lambda_0} = \frac{1}{\#\Lambda_G(L)}$. So, for any $e \in S|\lambda_0|$, we have

$$\ell_e \geq \min_{e \in S|\lambda_0|} \lambda_e \frac{1}{\#\Lambda_G(L)}.$$

As vertices are characterised by their support set (which are certain subsets of $E_G$ of cardinality $n$), $\#\Lambda_G(L)$ is bounded by a constant $c$ depending only on $G$, $n$. For fixed $L \in \mathbb{R}_+^n$, let $c' > 0$ (depending on $G$, $n$ and $L$) be the minimum of $\lambda_e$ over $e \in S|\lambda$, $\lambda \in \Lambda_G(L)$ and $G$ trivalent ribbon graphs of type $(g, n)$. Equation (3.2) holds with $\epsilon \leq \frac{c'}{c}$, in particular we can take $\epsilon < 1$. □
3.2 Main result

The proof of the main result Theorem 1.2 will be decomposed in two intermediate results which we now state, and which are established in the next subsections. They require the following extension of the definition of $\text{MF}_2^*$ from Section 2.2 to unstable surfaces. When $\Sigma$ is a topological cylinder, i.e. has type $(0,2)$, we set $\text{MF}_\Sigma^* = \mathbb{R}_{\geq 0}$, consisting of the real non-negative multiple of a boundary-homotopic curve. In that case the dimension is not given by $6g - 6 + 3n = 0$ but rather

$$\dim \text{MF}_\Sigma^* = 1.$$ When $\Sigma$ is a topological disk, i.e. has type $(0,1)$, we set $\text{MF}_\Sigma^* = \{0\}$, so that the dimension is 0. And, if $\Sigma$ is a union of connected surfaces $(\Sigma_1)_i$, we set $\text{MF}_\Sigma = \prod_i \text{MF}_{\Sigma_i}^*$. Proposition 3.7. Let $g, n$ with $2g - 2 + n > 0$, $L \in \mathbb{R}_n^+$ be non-resonant, $G$ a trivalent ribbon graph of type $(g, n)$ and $\lambda$ a vertex of the cell closure $\hat{\Sigma}_G(L) \subset \mathcal{M}_G^\text{comb}(L)$. Let $e$ and $U_{G,L,\lambda}$ as in Lemma 3.6. Then the integral

$$\int_{U_{G,L,\lambda}} (\beta_{g,n}^\text{comb})^s \, d\mu_k$$

converges if and only if

$$s < \min_{E \subseteq E[\lambda]} \hat{s}(G|_{E'})$$

where $E[\lambda]$ is the subset of edges of $G$ that have length 0 at $\lambda$, and for any ribbon graph $\Gamma$ with underlying surface $\Sigma_\Gamma$ we defined:

$$\hat{s}(\Gamma) = \frac{\#E_\Gamma}{\dim \text{MF}_{\Sigma_\Gamma}^*}. \quad (3.3)$$

Proposition 3.8. Let $g, n$ with $2g - 2 + n > 0$ and $(g, n) \neq (0,3)$, and $L \in \mathbb{R}_n^+$ non-resonant. The minimum $s_{g,n}^*$ of $\hat{s}(G|_{E'})$ over trivalent ribbon graphs $G$ of type $(g, n)$, over vertices $\lambda \in \Lambda_G(L)$ and non-empty subsets of edges $E' \subseteq E[\lambda]$, is given by

$$s_{g,n}^* = \begin{cases} 2 & \text{if } g = 0 \text{ and } n \in \{4, 5\} \\ 3 + \frac{2}{3} \left\lfloor \frac{n}{2} \right\rfloor - 2 & \text{if } g = 0 \text{ and } n \geq 6 \\ 2 & \text{if } (g, n) = (1, 1) \\ 4 & \text{if } g = 1 \text{ and } n \geq 2 \\ 1 + \frac{1}{3(2g - 3)} & \text{if } g \geq 2 \text{ and } n = 1, \\ 1 + \frac{1}{3(2g - 1)} & \text{if } g \geq 2 \text{ and } n \geq 2. \end{cases}$$

Proof of Theorem 1.2 assuming Propositions 3.7 and 3.8. By Lemma 3.6, the space $\mathcal{M}_{g,n}^\text{comb}(L)$ is covered by the finitely many open sets $U_{G,L,\lambda}$. Hence the integral of $(\beta_{g,n}^\text{comb})^s$ over $\mathcal{M}_{g,n}^\text{comb}(L)$ diverges if and only if the integral over at least one $U_{G,L,\lambda}$ diverges. Now Proposition 3.7 reformulates the divergence over $U_{G,L,\lambda}$ in terms of subgraphs and Proposition 3.8 provides the smallest exponent $s_{g,n}^*$ above which one of the integrals is diverging.

3.3 Local integrability: proof of Proposition 3.7

Our starting point to prove Proposition 3.7 is Proposition 2.8, writing $\beta_{g,n}^\text{comb}(G)$ as a linear combination of elementary rational functions. We first show that it suffices to analyse the integrability of these elementary rational functions. Then, we rely on Theorem A.1 proved in Appendix A to analyse the indices of convergence of the latter.
For a fixed \( G \in \mathcal{R}_{g,n}^{\mathrm{triv}} \), \( L \in \mathbb{R}_+^n \) and \( s \in \mathbb{R}_+ \), we consider the integral of the \( s \)-th power of \( \beta_{g,n}^{\text{comb}} \) over \( U_{G,L,\lambda} \)

\[
I_{G,L,\lambda}(s) = \int_{U_{G,L,\lambda}} (\beta_{g,n}^{\text{comb}})^s d\mu_K \in [0, +\infty].
\] (3.4)

We will study its convergence by comparison with more elementary integrals, defined as follows.

**Definition 3.9.** Let \( G \) be a trivalent ribbon graph. For \( \lambda \) a vertex of a cell closure \( \mathcal{Z}_G(L) \). We define the linear map \( \theta : \mathbb{R}^{E[\lambda]} \to \mathbb{R}^{E_G} \) as follows. Given \( x \in \mathbb{R}^{E[\lambda]} \), the vector \( \theta(x) \in \mathbb{R}^{E_G} \) is the unique solution of the linear system of equations for \( \ell = (\ell_e)_{e \in E_G} \) — see the proof of Lemma 3.4:

\[
\begin{cases}
\ell_e = x_e & \text{if } e \in E[\lambda], \\
\sum_{e \in E[\lambda]} a_{i,e} \ell_e = L_i & i \in \{1, \ldots, n\}.
\end{cases}
\]

Given a ribbon graph \( G \), a vertex \( \lambda \) of \( G \) and an elementary simplex \( t \) (see Section 2.3) we define the **elementary integral** \( J_{G,,\lambda,t}(s) \) as

\[
J_{G,L,\lambda,t}(s) := \int_{[0,1]^{E[\lambda]}} \frac{\prod_{e \in E[\lambda]} d\ell_e}{\prod_{p \in R(t[\lambda])} (\sum_{e \in E[\lambda]} \rho_e \ell_e)^s} \in [0, +\infty],
\] (3.5)

where \( R(t[\lambda]) \) is the subset of rays of \( R(t) \) vanishing at \( \lambda \), i.e. the subset of curves in \( R(t) \) supported in \( E[\lambda] \).

**Lemma 3.10.** Let \( s > 0 \). The integral \( I_{G,L,\lambda}(s) \) in (3.4) converges if and only if for any elementary simplex \( t \) the integral \( J_{G,L,\lambda,t}(s) \) in (3.5) converges.

**Proof.** We first notice that, if \( s \in (0,1) \), we can write

\[
(\beta_{g,n}^{\text{comb}}(G))^s \leq \max \{ 1, \beta_{g,n}^{\text{comb}}(G) \},
\]

so we can assume \( s \geq 1 \). Let \( T_G \) be as in Proposition 2.8 a simplicial decomposition of \( Z_G \). We obtain from Proposition 2.8 that

\[
(\beta_{g,n}^{\text{comb}}(G))^s \leq c_1 \sum_{t \in T_G} \frac{1}{\prod_{p \in R(t)} (\ell_G(p))^s},
\]

where

\[
c_1 = (#T_G)^{s-1} \left( \max_{t \in T_G} (\det t)^{-1} \right)^s \frac{\max_{t \in T_G} (\det t)^{-1}}{(6g - 6 + 2n)!}.
\]

We now integrate the inequality (3.6) over \( U_{G,L,\lambda} \). Integrating over the cell \( \mathcal{Z}_G(L) \) instead of the orbicell \( \mathcal{Z}_G(L)/\text{Aut}(G) \) we find

\[
I_{G,L,\lambda}(s) = \int_{U_{G,L,\lambda}} (\beta_{g,n}^{\text{comb}})^s d\mu_K \leq c_1 \sum_{t \in T} \int_{U_{G,L,\lambda}} \frac{d\mu_K(G)}{\prod_{p \in R(t)} (\ell_G(p))^s}.
\]

From the definition of \( U_{G,L,\lambda} \) in Lemma 3.6 we see that assuming \( c < 1 \) (otherwise we can take \( c = 1 \) in the following equation)

\[
\int_{U_{G,L,\lambda}} \frac{d\mu_K(G)}{\prod_{p \in R(t)} (\ell_G(p))^s} \leq \frac{1}{c^s(g-6+2n)} \int_{U_{G,L,\lambda}} \frac{d\mu_K(G)}{\prod_{p \in R(t)} (\ell_G(p))^s}.
\]

Observe there exists \( c_2 > 0 \) such that \( U_{G,L,\lambda} \subset \theta(\{0,c_2\}^{E[\lambda]}) \). Besides, for the vertex \( \lambda \), the Kontsevich measure on \( \mathcal{Z}_G(L) \) is the restriction onto \( \mathcal{Z}_G(L) \) of the pushforward via \( \theta \) of a measure of the form

\[
2^{k} \prod_{e \in E[\lambda]} df_e
\] (3.7)
for some \( k \in \mathbb{Z} \) that is bounded in absolute value by a constant depending only on \( g \) and \( n \), see [19]. Therefore,

\[
I_{G, \lambda}(s) \leq c_3 \sum_{t \in T_G} \int_{(0, c_3)^{E(t)}} \frac{\prod_{e \in E(t)\lambda} \Pi_{e \in E(t)\lambda} \Pi_{t \in R(t)} \left( \sum_{e \in E(t)} \theta_e \theta(t) \right)}{\text{supp} \left( \lambda \right)} \prod_{e \in E(t)\lambda} \Pi_{e \in E(t)\lambda} \left( \sum_{e \in E(t)} \theta_e \theta(t) \right)^s.
\]  

(3.8)

for some constant \( c_4 \) depending on \( e \) and \( s \). We have used homogeneity of the integrand to get the last line of (3.8) as for \( e \in E(t)\lambda \) we have \( \theta_e(t) = \ell_e \) and \( R(t)\lambda \) is always a linear combination of edges in \( E(t)\lambda \). We deduce that the convergence of all elementary integrals imply the one of \( \left( \beta_{g,n}^\text{comb}(G) \right)^s \) over \( U_{G, \lambda} \).

We then search for a lower bound for (3.4). We get it by taking into consideration only the \( s \)-th power of the contribution of a single elementary simplex \( t \subseteq Z_G \). It suffices to integrate this contribution over one cell \( Z_G(t) \) instead of an orbicular. For the lower bound we can also integrate over a single set \( U_{G, \lambda} \) of the cover, and in fact replace it by a set of the form \( \theta \left( \left[ 0, c_5 \right]^{E(t)} \lambda \right) \) which is strictly contained in \( U_{G, \lambda} \) for a \( c_5 > 0 \) chosen small enough, depending only on \( g, n, L \). Recalling (3.7) for the Kontsevich measure against which we integrate on \( U_{G, \lambda} \) and using again homogeneity, we find there exists \( c_6 > 0 \) depending only on \( g, n, L \) such that

\[
c_6 \max_{\lambda \in A_G} \max_{t \in T_G} \mathbb{J}_{G, \lambda, t}(s) \leq I_{G, \lambda}(s).
\]

(3.9)

By the two inequalities (3.8)-(3.9) we obtain the claim.

\[ \blacksquare \]

**Lemma 3.11.** The integral \( I_{G, \lambda}(s) \) converges if and only if

\[
s < \min_{E' \subseteq E(t)} \hat{s}(G|_{E'}),
\]

where \( \hat{s}(G|_{E'}) \) is given by (3.3).

**Proof.** Let \( s \) be strictly smaller than the minimum. We shall prove that \( I_{G, \lambda}(s) \) converges. By Lemma 3.10 it suffices to prove that all elementary integrals \( J_{G, \lambda, t}(s) \) converge. By Theorem A.1 from Appendix A it suffices to show that

\[
\frac{1}{s} < \max_{E' \subseteq E(t)} \frac{\#(\rho \in R(t)\lambda | \text{supp} \rho \subseteq E')}{\#E'}.
\]

(3.10)

where \( \text{supp} \rho \) is the set of edges involved in the ray \( \rho \). As the rays contained in \( E' \) must be linearly independent, there are at most \( \dim MF_{\Sigma'} \) of them, where \( \Sigma' \) is the surface underlying \( G|_{E'} \). This is also true when \( \Sigma' \) has unstable components, thanks to our special definition. In other words, the right-hand side in (3.10) is smaller than \( 1/\min \hat{s}(G|_{E'}) \).

We shall now prove that for \( s = \min \hat{s}(G|_{E'}) \) the integral \( I_{G, \lambda}(s) \) diverges. Again by Lemma 3.10 it suffices to exhibit an elementary simplex \( t \in Z_G \) such that the associated elementary integral \( J_{G, \lambda, t}(s) \) diverges. For this purpose let \( E' \) be such that \( \hat{s}(G|_{E'}) = s \) and \( \Sigma' \) the geometric realisation of \( G|_{E'} \). By definition of \( \hat{s}(G|_{E'}) \) we can find \( \dim MF_{\Sigma'} \) independent rays supported in \( E' \subseteq E(t) \). This subset of rays can be completed into an elementary simplex of \( MF_{\Sigma} \) (\( \Sigma \) is the original surface of type \( (g, n) \)), by including curves whose length remain bounded away from 0 at \( \lambda \). By the last part of Theorem A.1, the integral over this elementary simplex diverges.

\[ \blacksquare \]
3.4 Identifying the worst diverging subgraph: proof of Proposition 3.8

Let $g \geq 0$ and $n > 0$ such that $2g - 2 + n > 0$ and $(g, n) \neq (0,3)$, and $L \in \mathbb{R}^n$, non-resonant. We want to compute the minimum $s_{g,n}^\bullet$ of $\hat{s}(\Gamma)$ defined in (3.3), over trivalent ribbon graphs $\Gamma$ of type $(g, n)$, over vertices of $\lambda$ of $G|_{E[\lambda]}$, and over non-empty subgraphs $\Gamma \subseteq G|_{E[\lambda]}$. Let $s_{g}^\bullet$ be that minimum for fixed $G, \lambda$. To prove Proposition 3.8, we first reduce the computation of $s_{g,n}^\bullet$ to the problem of finding the worst diverging relevant subgraph. The study of the various integrability ranges as $g$ and $n$ vary is cut into pieces in Lemmata 3.14 to 3.17. We start by the following elementary observation.

Lemma 3.12. For fixed $G$ and $\lambda$, $s_{\lambda}$ is also the minimum of $\hat{s}(\Gamma)$ over non-empty connected subgraph $\Gamma \subseteq G|_{E[\lambda]}$ without univalent vertices (if there are no such subgraphs, $s_{\lambda} = +\infty$). For such a $\Gamma$, denoting $(g_{\Gamma}, n_{\Gamma})$ its type and $v_{\Gamma}^{(2)}$ its number of bivalent vertices, we must have $v_{\Gamma}^{(2)} \geq n_{\Gamma}$ and

$$\hat{s}(\Gamma) = \begin{cases} v_{\Gamma}^{(2)} & \text{if } (g_{\Gamma}, n_{\Gamma}) = (0,2), \\ 1 + \frac{v_{\Gamma}^{(2)}}{6g_{\Gamma} - 6 + 3n_{\Gamma}} & \text{otherwise}. \end{cases}$$

(3.11)

Proof. If $G|_{E[\lambda]}$ is a forest of trees, so must be $\Gamma$ for any non-empty subgraph $\Gamma \subseteq G|_{E[\lambda]}$, and so $|\Gamma|$ is a union of topological disks. Accordingly, $\text{MF}_{\Gamma}^\bullet$ has dimension 0, leading to $\hat{s}(\Gamma) = +\infty$, hence $s_{\lambda} = +\infty$. Now assume it is not the case, and let $\Gamma$ realising the equality $\hat{s}(\Gamma) = s_{\lambda}$. Assume that $\Gamma$ has a univalent vertex with incident edge $e$. Then $e$ cannot be the only edge of $\Gamma$, otherwise $|\Gamma|$ would have type $(0,1)$ and this is already ruled out. Thus, $\Gamma' = \Gamma \setminus \{e\}$ is non-empty. As $|\Gamma|$ and $|\Gamma'|$ are homeomorphic, we have $\text{dim } \text{MF}_{\Gamma'}^\bullet = \text{dim } \text{MF}_{\Gamma}^\bullet$ but $|E_{\Gamma'}| < |E_{\Gamma}$, therefore $\hat{s}(\Gamma') < \hat{s}(\Gamma)$, contradicting minimality. Therefore, $\Gamma'$ cannot contain a univalent vertex.

Now assume that $\Gamma$ is not connected. Denote $(\Gamma_i)_{i=1}^k$ its connected components, $d_i = \text{dim } \text{MF}_{|\Gamma_i|}^\bullet$ and $e_i = |E_{\Gamma_i}|$. We have

$$\hat{s}(\Gamma) = \frac{\sum_{i=1}^k e_i}{\sum_{i=1}^k d_i}, \quad \hat{s}(\Gamma_i) = \frac{e_i}{d_i}.$$  

(3.11)

Up to relabelling we can assume that $\frac{e_i}{d_i} \leq \frac{e_j}{d_j}$ for any $i \in \{1, \ldots, k\}$. This can be written $e_i d_i \leq e_j d_j$ and summing over $i$ we deduce that $\hat{s}(\Gamma) = \frac{\sum_{i=1}^k e_i}{\sum_{i=1}^k d_i} \leq \hat{s}(\Gamma_i)$. Therefore, $\Gamma_i$ is a connected and minimising subgraph.

By Lemma 3.4, no face of G is bordered by edges only in $E[\lambda]$. Hence, faces of $G|_{E[\lambda]}$ cannot be faces of $G$. In particular, around each face of $G|_{E[\lambda]}$ there should be at least one vertex which is incident to an edge in $S[\lambda] = E_G \setminus E[\lambda]$ (thus having positive length at $\lambda$) and pointing towards this face. As this vertex is trivalent in $G$, it must have valency 1 or 2 in $G|_{E[\lambda]}$. A connected minimising subgraph $\Gamma \subseteq G|_{E[\lambda]}$ is obtained by erasing further edges from $G|_{E[\lambda]}$, and as we know that $\Gamma$ cannot contain univalent vertices, we deduce that the erasing procedure will create at least one bivalent vertex per face of $\Gamma$, i.e. $v_{\Gamma}^{(2)} \geq n_{\Gamma}$.

Now let $\Gamma$ be an arbitrary non-empty connected ribbon graph without univalent vertices, with vertices of valency 2 (their number is denoted $v_{\Gamma}^{(2)}$) or 3. If $\Gamma$ has type $(0,2)$, all vertices must be bivalent and be aligned on a circle separating the two faces, therefore $\hat{s}(\Gamma) = v_{\Gamma}^{(2)}$. If $\Gamma$ has type $(g_{\Gamma}, n_{\Gamma}) \neq (0,2)$, all bivalent vertices must be incident to two distinct edges. If we erase the bivalent vertices, we obtain a trivalent ribbon graph of the same type, hence having exactly $6g_{\Gamma} - 6 + 3n_{\Gamma}$ edges. Coming back to $\Gamma$ we obtain

$$|E_{\Gamma}| = 6g_{\Gamma} - 6 + 3n_{\Gamma} + v_{\Gamma}^{(2)}.$$  

(3.11)

Together with $\text{MF}_{|\Gamma_i|}^\bullet = 6g_{\Gamma} - 6 + 3n_{\Gamma}$, we obtain the desired formula. □

Definition 3.13. A graph $\Gamma \subseteq G$ is relevant if it is connected, has no univalent vertices, has at least as many bivalent vertices as faces. We say that $\Gamma$ is a vanishing subgraph if $\Gamma \subseteq G|_{E[\lambda]}$ for some trivalent ribbon graph $G$, some non-resonant $L$ and some vertex $\lambda$ of $S_G(L)$.
Our strategy to compute $s_{g,n}^*$ will consist in exhibiting certain relevant subgraphs $\Gamma_{h,k}$ of type $(h, k)$, that we can realise as vanishing subgraphs in a ribbon graph $G_{g,n}$ of type $(g, n)$. We will see that at least one such subgraph exist for each $(g, n)$, which by Lemma 3.12 implies that $s_{g,n}^* < \infty$ and only relevant subgraphs have to be discussed. We will then justify that our examples of subgraphs provide the minimal value of $s$ for fixed $(g, n)$, thus giving access to $s_{g,n}^*$ with help of (3.11).

If $h = 0$ and $k \geq 2$ or $h = 1$ and $k \geq 1$, we introduce $\Gamma_{h,k}$ as described in Figure 6. It appears as a vanishing subgraph in a trivalent ribbon graph $G_{h,2k}$. Since $(g_{\Gamma_{h,k}}, n_{\Gamma_{h,k}}, \lambda_{\Gamma_{h,k}}) = (0, k, k)$ and $(g_{\Gamma_{1,k}}, n_{\Gamma_{1,k}}, \lambda_{\Gamma_{1,k}}) = (1, k, k)$, we have from (3.11)

$$s(\Gamma_{0,k}) = \begin{cases} 2 & \text{if } k = 2 \\ \frac{4k - 6}{3k - 6} & \text{if } k \geq 3 \end{cases}$$

$$s(\Gamma_{1,k}) = \frac{4}{3}.$$  

If in the above $G_{h,2k}$ we apply the substitution of Figure 7, we obtain another ribbon graph $G_{h,2k+1}$ containing $\Gamma_{h,k}$ as a vanishing subgraph. For $h > 2$, it will be sufficient to consider the graphs $\Gamma_{1,k}$ of Figure 8, which can be realised as vanishing subgraph of $G_{n,k}$ for any $k \geq 2$. They have 1 bivalent vertex, genus $h$ and 1 face, hence

$$s(\Gamma_{1,k}) = \frac{6h - 2}{6h - 3}.$$  

Note that setting $h = 1$ in this formula gives the value $\frac{4}{3}$, which matches the value of $s(\Gamma_{1,1})$. This squares with the fact that the construction of Figure 8 in the case $h = 1$ gives the same result as $\Gamma_{1,1}$ described in Figure 6.

**Lemma 3.14.** For non-resonant $L$, we have $s_{0,4}^* = s_{0,5}^* = 2$ and $s_{0,n}^* = \frac{4}{3} + \frac{2}{3[n/2] - 6}$ for $n \geq 6$.

**Proof.** Let $G$ be a trivalent ribbon graph of genus $g = 0$ with $n$ faces, $L \in \mathbb{R}_{\geq 0}^n$ non-resonant, and $\lambda$ a vertex in $\mathbf{F}_G(L)$. By Lemma 3.12, it is enough to discuss relevant subgraphs $\Gamma \subseteq G_{|E[\lambda]|}$. Recall that $|E[\lambda]| = 6g - 6 + 2n = 2n - 6$ here.

If $n = 4$, we have $|E[\lambda]| = 2$. The only relevant subgraph of $G_{|E[\lambda]|}$ that can occur is $\Gamma_{0,2}$, and it has $s(\Gamma_{0,2}) = 2$. It is a vanishing subgraph in $G_{0,4}$, hence $s_{0,4}^* = 2$.

If $n = 5$, we have $|E[\lambda]| = 3$. A relevant subgraph of $G_{|E[\lambda]|}$ is either a $\Gamma_{0,2}$, or a graph with 3 bivalent vertices on a circle separating two faces. The former yields $s = 2$ and does occur as a vanishing subgraph in $G_{0,5}$ (see Figure 7), while the latter has $s = 3$. Hence $s_{0,5}^* = 2$.

We now assume $n \geq 6$. Let $\Gamma$ be a relevant subgraph of $G_{|E[\lambda]|}$. It must have genus 0, and $\lambda_{\Gamma} \geq n_{\Gamma}$ by definition of relevance. If $\Gamma$ is not a $\Gamma_{0,2}$, we must have $n_{\Gamma} \geq 3$, and

$$s(\Gamma) = 1 + \frac{\lambda_{\Gamma} - 3n_{\Gamma} - 6}{3n_{\Gamma} - 6} \geq \frac{4n_{\Gamma} - 6}{3n_{\Gamma} - 6} = \frac{4}{3} + \frac{2}{3[n/2] - 6},$$  

with equality if and only if $\lambda_{\Gamma} = n_{\Gamma}$. The right-hand side is a decreasing function of $n_{\Gamma}$. We claim (and justify at the end) that $n \geq 2n_{\Gamma}$, and deduce that

$$s_{0,n}^* \geq \frac{4}{3} + \frac{2}{3[n/2] - 6}$$  

and note that the right-hand side is strictly smaller than 2. If $n$ is even, $\Gamma_{0,2}$ does occur as a vanishing subgraph of $G_{0,n}$, thus saturating the inequality (3.12). Hence $s_{0,n}^* = \frac{4}{3} + \frac{2}{3[n/2] - 6}$. If $n$ is odd, $\Gamma_{0,2}$ occurs as a vanishing subgraph in $G_{0,n}$ (obtained from $G_{0,n-1}$ with the substitution of Figure 7), achieving the same result.
Figure 6: In orange: the graphs $\Gamma_{0,k}$ (for $k \geq 2$) and $\Gamma_{1,k}$ (for $k \geq 1$), emphasizing the bivalent vertices ◦. In black: the graph $G_{0,n}$ in which they are realised as a vanishing subgraph. The vertex $\lambda$ of $\mathcal{Y}_{G_{0,n}}(L)$ is identified by assigning to the black edges the length necessary to make up for the fixed perimeters $L$, and zero lengths to the orange edges. The only inequality imposed in the picture is $L_{2i} - 1 < L_{2i}$ for all $i \in \{1, \ldots, k\}$. For pairwise distinct (a fortiori, non-resonant) boundary lengths, these inequalities can always be satisfied up to relabelling the faces.

Figure 7: Two substitutions of the lollipop with inner perimeter $L_{2k - 1}$ to obtain $G_{h,2k+1}$ from $G_{h,2k}$ — the subgraph $\Gamma_{h,k}$ is unchanged. The vertex of $\mathcal{Y}_{G_{h,2k+1}}(L)$ is identified by assigning zero lengths to the purple edge — on top of the edges of $\Gamma_{h,k}$ — and other edge lengths in order to realise the boundary perimeters $L$. The structure of the rest of the graph still imposes $L_{2i} - 1 < L_{2i}$ for $i \in \{1, \ldots, k\}$. Besides, we can consider the first substitution when $L_{2k} < L_{2k+1} + L_{2k-1}$ is satisfied, while the second substitution is possible for $L_{2k} > L_{2k+1} + L_{2k-1}$. For non-resonant $L$, up to relabelling of the faces, we can always achieve one of these two sets of inequalities.

It remains to justify that $G$ has at least twice as many faces as $\Gamma$, i.e. $n \geq 2n_{\Gamma}$. It suffices to show it for the subgraph $\Gamma_{\lambda} = G_{|E(\lambda)|}$, since $\Gamma \subseteq G_{|E(\lambda)|}$. We recall that, as edges in $E(\lambda)$ have zero lengths at $\lambda$, faces of $\Gamma_{\lambda}$
3.11 shows that \( \hat{Z} \) cannot be faces of \( L \).

Figure 8: For \( h \geq 2 \), the ribbon graph \( \Gamma_{h,1} \) (in orange) realised as a vanishing subgraph of a ribbon graph \( G_{h,k} \) (for \( k \geq 2 \)). The vertex \( \lambda \) of \( 3G_{h,k}(L) \) corresponds to assigning zero lengths to the edges in purple and in orange, and positive lengths to the black edges making up for the boundary perimeters \( L \). Note that \( \Gamma_1 \) is the perimeter of the face obtained by travelling along all handles. The only inequality imposed by the picture is \( L_3 > L_2 \), which for non-resonant \( L \) can always be imposed up to relabelling the faces.

We now assume \( g \) and \( v \) and only if \( v \) come from a trivalent vertex in \( G \). Hence \( s \) is even, or \( v \) is odd, is a vanishing subgraph of \( G \). Hence \( s \geq n \). The graph \( \Gamma_{1,2} \) if \( n \) is even, or \( \Gamma_{1,1} \) if \( n \) is odd, is a vanishing subgraph of \( G_{1,n} \) and achieves the equality. Hence \( s \geq \frac{4}{3} \).

**Lemma 3.15.** We have \( s_{1,1} = 2 \), and for \( n \geq 2 \) and \( L \) non-resonant, \( s_{1,n} = \frac{4}{3} \).

**Proof.** The case \( (g,n) = (1,1) \) has already been treated by hand in Proposition 2.10, leading to \( s_{1,1} = 2 \). We now assume \( g = 1 \) and \( n \geq 2 \), and let \( \Gamma \) a relevant subgraph of \( G_{1,n} \). If it has genus 0, the proof of Lemma 3.14 shows that \( s(\Gamma) \geq \frac{4}{3} \). If it has genus 1, using again \( v^{(2)} \geq n \), we have \( s(\Gamma) \geq \frac{4}{3} \) with equality if and only if \( v^{(2)} = n \). The graph \( \Gamma_{1,2} \) if \( n \) is even, or \( \Gamma_{1,1} \) if \( n \) is odd, is a vanishing subgraph of \( G_{1,n} \) and achieves the equality. Hence \( s_{1,n} = \frac{4}{3} \).

**Lemma 3.16.** For \( g, n \geq 2 \) and \( L \) non-resonant, we have \( s_{g,n} = 1 + \frac{1}{3(g-1)} \).

**Proof.** Let \( \Gamma \) be a relevant subgraph of some \( G_{g,n} \) with \( G \) of type \( (g,n) \). Then \( \Gamma \) has genus \( g \) and \( v^{(2)} \geq n \). If \( g \in [0,1) \), we know from the proof of the previous lemmata that \( s(\Gamma) \geq \frac{4}{3} \). If \( g \geq 2 \), using \( v^{(2)} \geq n \), we get from (3.11) the lower bound

\[
\frac{6g - 6 + 3n}{6g - 6 + 3n} \geq s(\Gamma).
\]

The right-hand side is an increasing function of \( n \) and a decreasing function of \( g \). We can therefore lower bound it by its value at \( (g, n) = (g, 1) \), which is

\[
\frac{6g - 2}{6g - 3} = 1 + \frac{1}{3(2g - 1)}.
\]

Equalities are achieved with the graph \( \Gamma_{g,1} \), which is realised as a vanishing subgraph of \( G_{g,n} \) (see Figure 8).

**Lemma 3.17.** For \( g \geq 2 \), \( n = 1 \) and \( L \) non-resonant, we have \( s_{g,1} = 1 + \frac{1}{3(2g-3)} \).
Proof. Since \( n = 1 \), \( G_{\{1\}} \) is obtained from \( G \) by removing a single edge. Either it is connected, has genus \( g-1 \) and 2 faces, or it has two connected components \( \Gamma^{(1)} \) of genus \( g^{(1)} < g \) with 1 face, such that \( g^{(1)} + g^{(2)} = g \). Both cases can be realised. In view of the proofs of previous lemmas, the connected situation gives a smaller value of \( \hat{s} \). So, \( s^*_{g,1} = \hat{s}(\Gamma_{g-1,1}) \), which takes the value \( 1 + \frac{1}{3(2g-3)} \).

A An integrability lemma

The aim of this appendix is to prove a general result about integrability of rational functions, see Theorem A.1 below. It is used in Section 3.3 to prove Proposition 3.7.

We consider a polynomial

\[ P(x_1, \ldots, x_e) = \prod_{i=1}^{d} P_i(x_1, \ldots, x_e) \]

which is the product of non-zero \( d \) linear forms in the \( e \) variables \( x_1, \ldots, x_e \), having non-negative coefficients. We are interested in determining the values of \( s > 0 \) for which the integral

\[ I(P; s) := \int_{(0,1)^e} \frac{dx_1 \cdots dx_e}{P(x_1, \ldots, x_e)^s}, \quad (A.1) \]

converges. Let us define

\[ \hat{s}(P) := \sup \left\{ t > 0 \middle| \int_{(0,1)^e} \frac{dx_1 \cdots dx_e}{P(x_1, \ldots, x_e)^t} < +\infty \right\}. \]

Let \( A = (A_{ij})_{1 \leq i \leq d} \) be the variables/linear forms adjacency matrix, that is

\[ A_{ij} = \begin{cases} 1 & \text{if the coefficient of } x_j \text{ in } P_i \text{ is non-zero,} \\ 0 & \text{otherwise.} \end{cases} \]

Clearly \( \hat{s}(P) \) only depends on \( A \).

Theorem A.1. In the previous situation, we have

\[ \frac{1}{\hat{s}(P)} = \max_{\substack{I \subseteq \{1, \ldots, e\} \neq \emptyset \atop |I| \leq |J| \leq e}} \frac{1}{|I|} \sum_{i=1}^{d} \min_{j \in J} A_{ij}. \]

Moreover, the integral \( I(P; \hat{s}(P)) \) in (A.1) diverges.

The proof has two steps. We first identify \( \frac{1}{\hat{s}(P)} \) as the solution of a min-max problem. This is Lemma A.2 below. This lemma is just a special case of the well-known fact that such an exponent of convergence can be read on the Newton polytope of the denominator. We give a proof to be self-contained, but we refer for instance to [7] for the general theory, after transforming the integrals on the cube to integral on the octant by the change of variable \( x_j = \frac{y_i}{1+y_j} \). In a second step, we linearise the optimisation problem and analyse the solution of the equivalent max-min problem, which leads to the formula in Theorem A.1. As we are not aware of an earlier reference for the latter, we felt the need to include its proof.

Lemma A.2. In the previous situation, we have

\[ \frac{1}{\hat{s}(P)} = \min_{\alpha \in A} \max_{1 \leq i \leq e} \sum_{i=1}^{d} \alpha_{ij}. \]
where \( \mathcal{A} \) is the compact set

\[
\mathcal{A} = \left\{ (\alpha_{ij})_{1 \leq i \leq d, \ 1 \leq j \leq e} \left| \forall i, j \quad 0 \leq \alpha_{ij} \leq A_{ij} \quad \text{and} \quad \forall i \sum_{j=1}^{e} \alpha_{ij} \geq 1 \right. \right\}.
\]

Moreover, the integral \( \mathbb{I}(P; \hat{s}(P)) \) diverges.

**Proof.** By elementary inequalities, it suffices to consider \( P(x_1, \ldots, x_e) := \prod_{i=1}^{d} \left( \sum_{j=1}^{e} A_{ij} x_j \right) \). Let \( \alpha \in \mathcal{A} \) and \( M_i = \sum_{j=1}^{e} \alpha_{ij} \geq 1 \). Using the concavity of the logarithm and the fact that \( x_j \in [0, 1] \), we have:

\[
\forall i \in \{1, \ldots, d\}, \quad \sum_{j=1}^{e} \alpha_{ij} x_j \geq \sum_{j=1}^{e} \frac{\alpha_{ij}}{M_i} x_j \geq \prod_{j=1}^{e} \frac{x_j^{\alpha_{ij}}}{M_i} \geq \prod_{j=1}^{e} x_j^{\alpha_{ij}}.
\]

Taking the product over \( i \) we get

\[
P(x_1, \ldots, x_e)^s \geq \left( \prod_{j=1}^{e} x_j^{\sum_{i=1}^{d} \alpha_{ij}} \right)^s \geq (x_1 x_2 \cdots x_e)^{st_\alpha}, \quad t_\alpha := \max_{1 \leq j \leq e} \sum_{i=1}^{d} \alpha_{ij}.
\]

Now the integral

\[
\int_{(0,1)^e} \frac{dx_1 \cdots dx_e}{(x_1 x_2 \cdots x_e)^{st_\alpha}} = \left( \int_{0}^{1} dx \right)^e
\]

converges if and only if \( st_\alpha < 1 \). Since \( \alpha \in \mathcal{A} \) was arbitrary, we obtain \( \hat{s}(P) \geq \max_{\alpha \in \mathcal{A}} \frac{1}{t_\alpha} \), in other words the upper bound

\[
\frac{1}{\hat{s}(P)} \leq \frac{1}{\hat{s}(P)} := \min_{\alpha \in A} \max_{1 \leq j \leq e} \sum_{i=1}^{d} \alpha_{ij}, \quad (A.2)
\]

Now, we want to show that the integral diverges for \( s = \hat{s} \). In a first step, we reformulate the minimising problem. Let

\[
P = \left\{ \left( \sum_{i=1}^{d} \alpha_{ij} \right)_{1 \leq j \leq e} \left| \forall i \sum_{j=1}^{e} A_{ij} \alpha_{ij} \geq 1 \right. \right\}.
\]

We observe that \( \hat{s} = \min_{p \in \mathcal{P}'} \|p\|_\infty \) for the polytope

\[
\mathcal{P}' = \left\{ \left( \sum_{i=1}^{d} \alpha_{ij} \right)_{1 \leq j \leq e} \left| \forall i, j \quad 0 \leq \alpha_{ij} \leq A_{ij} \quad \text{and} \quad \forall i \sum_{j=1}^{e} \alpha_{ij} \geq 1 \right. \right\}.
\]

Since \( \mathcal{P} = \mathcal{P}' + (\mathbb{R}_{\geq 0})^e \), it is clear that \( \hat{s} = \min_{p \in \mathcal{P}} \|p\|_\infty \). Then, we claim that \( \hat{s} \) is the minimum \( s \) such that \( p(s) := (\frac{1}{e}, \ldots, \frac{1}{e}) \) belongs to \( \mathcal{P} \) (actually, to a facet of \( \mathcal{P} \)). Indeed, if \( p(s) \in \mathcal{P} \), there exists \( (\alpha_{ij})_{1 \leq i \leq d, \ 1 \leq j \leq e} \) such that \( \frac{1}{e} = \sum_{i=1}^{d} \alpha_{ij} \) for any \( j \in \{1, \ldots, e\} \). Since all those values are equal, we also have \( \frac{1}{e} = \max_{j} \sum_{i=1}^{d} \alpha_{ij} \). The minimal such \( s \) is thus given by \( \hat{s} \).

In a second step, we are going to upper bound \( P(x_1, \ldots, x_e) \) by the power of a single variable, but the choice of the variable and the power will be optimised depending on the region in \( [0, 1]^e \), leading to a diverging integral for \( s = \hat{s} \). For this purpose we choose a supporting hyperplane \( \mathcal{H} \) for the polytope \( \mathcal{P} \) at \( (\frac{1}{e}, \ldots, \frac{1}{e}) \). Let \( J_\infty \subset \{1, \ldots, e\} \) the set of indices \( j \) such that \( \mathcal{H} \) does not intersect the \( j \)-th axis. For \( j \notin J_\infty \), we denote \( h_j \) the coordinate of the intersection. Denoting \( w_1, \ldots, w_e \) the canonical basis of \( \mathbb{R}^e \), we have

\[
\mathcal{H} \cap \mathbb{R}_{\geq 0} = \left\{ \sum_{j \notin J_\infty} t_j h_j w_j + \sum_{j \in J_\infty} t_j w_j \left| \forall j \quad t_j \geq 0 \quad \text{and} \quad \sum_{j \notin J_\infty} t_j = 1 \right. \right\}.
\]
Let us define
\[
Q : (0, 1]^e \rightarrow \mathbb{R}, \quad x \mapsto \max \{x^u \mid u \in \mathcal{H} \cap \mathbb{R}^e_{\geq 0}\} = \max \{x_j^{h_j} \mid 1 \leq j \leq e \text{ and } j \not\in J\}.
\]

The equality holds because the linear form \(u \mapsto \sum_{j=1}^e u_j \ln(x_j)\) necessarily reaches its maximum at the vertices which are on the axes. As \(\mathcal{H}\) is a supporting hyperplane of \(\mathcal{P}\) at \(p\), for each monomial \(x_1^{u_1} \cdots x_e^{u_e}\) appearing in \(\mathcal{P}\) we have \(x_1^{u_1} \cdots x_e^{u_e} \leq Q(x)\). For \(x \in (0, 1]^e\), we deduce that \(\mathcal{P}(x) \leq \mathcal{P}(1) \cdot Q(x)\) and hence
\[
I(\mathcal{P}; s) \geq \frac{1}{\mathcal{P}(1)^s} \int_{(0,1]^e} \frac{dx_1 \cdots dx_e}{Q(x_1, \ldots, x_e)^s}.
\]

We now prove that the integral on the right-hand side diverges. Let \(j_0 \in \{1, \ldots, e\} \setminus J_\infty\) be an index for which \(h_{j_0}\) is minimal, and set \(D := \{ x \in (0, 1]^e \mid \forall j \quad x_j \leq x_{j_0} \}\). By minimality of \(h_{j_0}\),
\[
D \subseteq \{ x \in (0, 1]^e \mid \forall j \quad (x_j)^{h_j} \leq (x_{j_0})^{h_{j_0}} \}.
\]

Hence \(Q(x_1, \ldots, x_e) = x_{j_0}^{h_{j_0}}\) on \(D\) and
\[
\int_{(0,1]^e} \frac{dx_1 \cdots dx_e}{Q(x_1, \ldots, x_e)^s} \geq \int_D \frac{dx_1 \cdots dx_e}{x_{j_0}^{h_{j_0} s}} = \int_D \frac{dx_1 \cdots dx_e}{x_{j_0}^{h_{j_0} s}} = \int_0^1 \frac{dx}{x^{h_{j_0} s - e + 1}} \quad \text{(A.3)}
\]

Computing the sum of the coordinates of \((\frac{1}{s}, \ldots, \frac{1}{s}) \in \mathcal{H} \cap \mathbb{R}^e_{\geq 0}\), we find that \(s \geq \sum_{j \in J_\infty} t_j h_j\). Since \(h_{j_0}\) was minimal, this implies \(s \geq h_{j_0}\). So: \(h_{j_0} s - e + 1 \leq 1\), implying that the integral (A.3) diverges. We conclude that \(I(\mathcal{P}; s)\) diverges, and in particular that we have equality in (A.2).

**Remark A.3.** The polytope \(\mathcal{P}'\) that appears in the proof is the Newton polytope of the polynomial \(\mathcal{P}\). \(\mathcal{P}\) is obtained from \(\mathcal{P}'\) by adding the positive rays of \(\mathbb{R}^e\).

**Proof of Theorem A.1.** Consider the simplex \(\Delta = \{ \beta \in \mathbb{R}^e_{\geq 0} \mid \sum_{j=1}^e \beta_j = 1 \}\). Since extrema in \(\Delta\) of linear forms are reached at vertices, we have
\[
\frac{1}{s(\mathcal{P})} = \min_{\alpha \in \mathcal{A}} \max_{1 \leq j \leq e} \sum_{i=1}^d \alpha_{ij} = \min_{\beta \in \Delta} \max_{\alpha \in \mathcal{A}} \sum_{j=1}^e \sum_{i=1}^d \alpha_{ij} \beta_j.
\]

Since \(\mathcal{A}\) and \(\Delta\) are compact convex sets, the min-max principle of von Neumann (see e.g. [28]) implies
\[
\frac{1}{s(\mathcal{P})} = \max_{\beta \in \Delta} \min_{\alpha \in \mathcal{A}} \sum_{j=1}^e \sum_{i=1}^d \alpha_{ij} \beta_j.
\]

The minimum over \(\alpha\) being reached at the vertices of \(\mathcal{A}\), we obtain
\[
\frac{1}{s(\mathcal{P})} = \max_{\beta \in \Delta} m(\beta), \quad \text{where} \quad m(\beta) = \sum_{i=1}^d \min_{1 \leq j \leq e} A_{ij} \beta_j.
\]

We claim that the maximum is reached by a vector \(\beta\) whose non-vanishing entries are all equal, in other words by a vector of the form
\[
\beta_j = \begin{cases} \frac{1}{\#J} & \text{if} \ j \in J, \\ 0 & \text{otherwise.} \end{cases}
\]

for some non-empty subset \(J \subseteq \{1, \ldots, e\}\). The thesis is an immediate consequence of this claim.
To justify the claim, let us take a maximiser \( \beta \) of \( m \) such that the (non-empty) set \( \Pi(\beta) = \{ \beta_j \mid 1 \leq j \leq e \} \setminus \{0\} \) has minimal cardinality. Assume that \( \#\Pi(\beta) > 1 \). We can pick \( b, c \in \Pi(\beta) \) such that \( 0 < b < c \), and define \( J_b = \{ j \in \{1, \ldots, e\} \mid \beta_j = b \} \) and likewise \( J_c \). The sets \( J_b \) and \( J_c \) are disjoint and non-empty. Given \( t \in \mathbb{R} \), we define a vector \( \beta^t \) by

\[
\beta_j^t = \begin{cases} 
    b + \frac{t}{\#J_b} & \text{if } j \in J_b, \\
    c - \frac{t}{\#J_c} & \text{if } j \in J_c, \\
    \beta_j & \text{otherwise.}
\end{cases}
\]

For small \( t \), \( \beta^t \) remains in the simplex since the sum of coordinates of \( \beta - \beta^t \) is zero. Furthermore

\[
\Pi(\beta^t) = (\Pi(\beta) \setminus \{b, c\}) \cup \left\{ b + \frac{t}{\#J_b}, c - \frac{t}{\#J_c} \right\}.
\]

Now define \( I_b = \{ i \in \{1, \ldots, e\} \mid \min_{1 \leq j \leq e} A_{ij} \beta_j = b \} \) and likewise \( I_c \). If \( \frac{\#I_b}{\#J_b} \neq \frac{\#I_c}{\#J_c} \), then for \( t \neq 0 \) small enough we have \( m(\beta) \neq m(\beta^t) \). For small \( t \), we see that \( m(\beta^t) \) is linear in \( t \) and non-constant. Given that the sign of \( t \) is arbitrary, this contradicts the fact that \( \beta \) maximises \( m \). Therefore, we must have \( \frac{\#I_b}{\#J_b} = \frac{\#I_c}{\#J_c} \), which implies that \( m(\beta) = m(\beta^t) \) for \( t \) small enough. Now let \( t_0 \) be the smallest positive \( t \) such that \( b + \frac{t}{\#J_b} \) or \( c - \frac{t}{\#J_c} \) is an element of \( \Pi(\beta) \cup \{0\} \). Then \( \#\Pi(\beta^{t_0}) < \#\Pi(\beta) \), but by continuity \( m(\beta) = m(\beta^{t_0}) \), so \( \beta^{t_0} \) is a maximiser of \( m \), leading to a contradiction with the minimality of \( \#\Pi(\beta) \). Returning to the start of the argument, we conclude that \( \#\Pi(\beta) = 1 \), as desired. \( \square \)

### B Discrete integration

#### B.1 Principle

Unlike \( \mathcal{M}_{g,n}(L) \), the combinatorial moduli space \( \mathcal{M}_{g,n}^{\text{comb}}(L) \) admits an integral structure \( \mathcal{M}_{g,n}^{\text{comb},Z}(L) \) consisting of those metric ribbon graphs with integral edge lengths. Since each edge is bounded by two (possibly the same) faces, \( \mathcal{M}_{g,n}^{\text{comb},Z}(L) \) is empty unless \( L \in \mathbb{Z}_+ \) and \( \sum_{i=1}^n L_i \) is even. We assume this condition throughout this section. Since \( \mathcal{M}_{g,n}^{\text{comb},Z}(L) \) is finite, we can consider the discrete integration of \( \mathcal{B}_{g,n}^{\text{comb}} \), i.e.

\[
\hat{n}_{g,n}(L; s) = \sum_{G \in \mathcal{M}_{g,n}^{\text{comb},Z}(L)} \frac{(\mathcal{B}_{g,n}^{\text{comb}}(G))^s}{\#\text{Aut}(G)}, \quad (B.1)
\]

which is well-defined for any \( s \in \mathbb{C} \). We may also rescale the integral structure by a factor \( k > 0 \) and perform a sum over the set \( \mathcal{M}_{g,n}^{\text{comb},Z}/k(L) \) of metric ribbon graphs whose edge lengths are integral multiples of \( 1/k \). The definition of combinatorial lengths functions and \( \mathcal{B}_{g,n}^{\text{comb}} \) makes clear that:

\[
\forall G \in \mathcal{M}_{g,n}^{\text{comb}}(L), \quad \mathcal{B}_{g,n}^{\text{comb}}(k^{-1}G) = k^{6g-6+2n} \mathcal{B}_{g,n}^{\text{comb}}(G)
\]

where \( k^{-1}G \) is the metric ribbon graph \( G \) in which all edge lengths are multiplied by \( k^{-1} \). Recall from [19] that the Kontsevich measure is essentially a Lebesgue measure:

\[
d\mu_k \prod_{i=1}^n dL_i = 2^{2g-2+n} \prod_{e \in E_G} d\ell_e
\]

and that the sublattice of \( \mathbb{Z}^n \) where \( \sum_{i=1}^n L_i \) is even, has index 2. It follows by definition of the Riemann integral, that for \( s \) in the range of integrability of \( \mathcal{B}_{g,n}^{\text{comb}} \), we must have

\[
\lim_{k \to \infty} k^{(s-1)(6g-6+2n)} \int_{\mathcal{M}_{g,n}^{\text{comb}}(L)} \left( \mathcal{B}_{g,n}^{\text{comb}} \right)^s d\mu_k. \quad (B.2)
\]

Note that the contributions of the cells of positive codimension vanish in the limit.
B.2 Motivation and elementary results

Although we do not undertake a systematic study here, we see both geometric and arithmetic reasons why the study of the discrete integration of $B_{g,n}^{\text{comb}}$ is an interesting problem.

Let us start by recalling the picture in the hyperbolic world. For a stable punctured surface $\Sigma$, we have the isomorphisms of measured spaces (the maps may be ill-defined on negligible sets):

$$
(\Omega T_\Sigma, \mu_{\text{MV}}') \longrightarrow (\text{MF}_\Sigma \times \text{MF}_\Sigma, \mu_{\text{Th}} \otimes \mu_{\text{Th}}) \longleftrightarrow (T_\Sigma \times \text{MF}_\Sigma, \mu_{\text{WP}} \otimes \mu_{\text{Th}})
$$

(B.3)

where $\Sigma$ is a punctured surface, $\Omega T_\Sigma$ the bundle of meromorphic quadratic differentials on $\Sigma$ with simple poles at the punctures, and $\mu_{\text{MV}}'$ is a suitably normalised Masur–Veech measure. The first morphism consists in taking the horizontal and vertical trajectories of the differential, the second morphism in taking the horocyclic foliation associated to a hyperbolic structure. The Thurston measure $\mu_{\text{Th}}$ comes from asymptotics of lattice points counting, so one can consider discretised versions of (i) or (ii), and both (i) and (ii) can be computed by topological recursion.

The appearance of even zeta values (Bernoulli numbers) in $\int_{M_{g,n}} B_{g,n} \, d\mu_{\text{WP}}$ can be understood from (i) or (ii), and both (i) and (ii) can be computed by topological recursion.

In the combinatorial world, one has to use bordered surfaces of fixed boundary lengths $L$ and consider differentials with double poles, but there is a similar diagram. In fact, $\mathcal{T}_\Sigma^{\text{comb}}$ can already be realised [4] as a subset of a space of measured foliations $\text{MF}_\Sigma'$ (differing from $\text{MF}_\Sigma$ by the choice of boundary behavior), replacing the right part of (B.3), and it is equipped with Kontsevich measure which also comes from asymptotics of lattice point counts. We therefore have three discretised versions of $\int_{M_{g,n}} B_{g,n}^{\text{comb}} \, d\mu_{K}$:

(I) Lattice sums along $\text{MF}_\Sigma$ and integration along $M_{g,n}^{\text{comb}}(L)$ leads to statistics of multicurves for random combinatorial surfaces. They were studied in [4].

(II) Integration along $\text{MF}_\Sigma$ and lattice sums along $M_{g,n}^{\text{comb}}(L)$ leads to $N_{g,n}(L; z = 1)$ defined in (B.1).

(III) Sums over lattice points in $M_{g,n}^{\text{comb}}(L) \times \text{MF}_\Sigma$. The latter are ordered pairs $(G, \gamma)$ where $G$ is a metric ribbon graph and $\gamma$ is a multicurve, which in view of Lemma 2.6 can be identified with an integral point in $Z_\Sigma$.

Here we will not discuss (III) and content ourselves with elementary facts about (II). An explicit evaluation can be carried out for the (I) case.

Proposition B.1. For $L \in 2\mathbb{Z}_+$, we have:

$$
N_{1,1}(L; 1) = \sum_{G \in M_{1,1}^{\text{comb}}(L)} \frac{B_{1,1}(G)}{\#\text{Aut}(G)} = \frac{1}{4} \sum_{k=1}^{L-1} \frac{1}{k^2}.
$$

In generating series form:

$$
\sum_{L>0} N_{1,1}(L; 1) z^L = \frac{1}{4} \frac{z \text{Li}_2(z)}{1-z},
$$

where $\text{Li}_2(z)$ is the dilogarithm function.
We know from (B.2) with (1.1) that:

\[
\lim_{k \to \infty} n_{1,1}(kL; 1) = 2^{-(2g-3+n)} \int_{k \in \mathbb{Z}_+} \mathcal{P}_{1,1} \mathcal{D}_\mu K = \frac{\zeta(2)}{4} = \frac{\pi^2}{24}.
\]

This indeed agrees with the formula for \(n_{1,1}(L; 1)\), and we see that it involves truncations of the series defining \(\zeta(2)\). For general \((g, n)\), we can give the following formula which performs the lattice sum over \(\mathcal{N}_{g,n}^\text{comb}\).

**Proposition B.2.** For each ribbon graph of type \((g, n)\), fix a simplicial decomposition \(T_G\) of \(Z_G\). We have

\[
\sum_{L_1, \ldots, L_n > 0} n_{g,n}(L_1, \ldots, L_n; 1) \prod_{i=1}^n z_{L_i} = \sum_{G \in \mathcal{R}_{g,n}} \frac{1}{\text{#Aut}(G)} \sum_{t \in T_G} \frac{1}{(6g - 6 + 2n)! \det(t)} \int_{[0,1]^{|t|}} \prod_{\rho \in \mathcal{R}(t)} dx_\rho \prod_{e \in E_G} \left( \frac{\prod_{i=1}^n z_{L_i}^{p_{i,e}} \prod_{\rho \in \mathcal{R}(t)} x_\rho^{p_{\rho,e}}}{1 - \prod_{i=1}^n z_{L_i}^{p_{i,e}} \prod_{\rho \in \mathcal{R}(t)} x_\rho^{p_{\rho,e}}} \right),
\]

where \(P_{\rho,e}\) (resp. \(P_{\rho,e}\)) is the number of times the edge \(e\) appears along the \(i\)-th boundary face (resp. the ray \(\rho\)) counted with multiplicity.

This suggests that the general \((g, n)\) case could have interesting arithmetics, possibly in relation with polylogarithms, and we know \(a \text{ priori}\) that it should make appear truncations of even zeta values.

Another way to study the integrability property of (\(\mathcal{P}_{g,n}\)) is to study the result of the discrete integration \(n_{g,n}(kL; s)\) for large integral \(k\). The non-integrability cases will be detected by an anomalous scaling of this function, \(i.e.\), a growth faster than \(k^{-(s-1)(6g-6+2n)}\) when \(k \to \infty\). This can also be read from the dominant singularity of the generating series \(N_{g,n}(z; L, s) = \sum_{k \geq 0} n_{g,n}(kL; s) z^k\). Namely, we expect logarithmic singularities for \(N_{g,n}(z; L, s)\) when \(s = s_{g,n}\), which will correspond to the appearance of logarithms in the large \(k \to \infty\) asymptotics of \(n_{g,n}(kL; s_{g,n})\). We do not venture in a systematic singularity analysis, but give for \((g, n) = (1, 1)\) evidence of the logarithmic behavior by an elementary argument.

**Proposition B.3.** There exists \(c_2 > c_1 > 0\), such that

\[
\forall L \in 2\mathbb{Z}_+, \quad c_1 \frac{\ln L}{L^2} \leq n_{1,1}(L; s = 2) \leq c_2 \frac{\ln L}{L^2}.
\]

The three propositions will be proved in the next two subsections.

### B.3 The (1, 1) case

**Proof of Proposition B.1.** Our starting point is (2.9) for \(\mathcal{P}_{1,1}^{\text{comb}}\), which yields for \(L \in 2\mathbb{Z}_+\):

\[
n_{1,1}(L; 1) = \frac{1}{4} S_{\mathcal{L}} + \frac{1}{4} T_{\mathcal{L}},
\]

with

\[
S_{\ell} := \sum_{a+b+c=\ell \atop a,b,c > 0} \frac{1}{(a+b)(b+c)}; \quad T_{\ell} := \sum_{a+b=\ell \atop a,b > 0} \frac{1}{ab}.
\]

Here the first terms corresponds to integer points in the top-dimensional cell, while the second sum counts for the codimension-1 cell \(\mathcal{S}_{G'}(L) = \{(a, b) \in \mathbb{R}_+^2 \mid a + b = \frac{L}{4}\}\) associated to the unique 4-valent ribbon graph \(G'\) of type \((1, 1)\), whose automorphism group is \(\mathbb{Z}_4\). We can simplify the second sum as

\[
T_{\ell} = \sum_{k=1}^{\ell - 1} \frac{1}{k(\ell - k)} = \frac{1}{4} \sum_{k=1}^{\ell - 1} \left(1 + \frac{1}{\ell - k}\right) = \frac{4}{\ell} \sum_{k=1}^{\ell - 1} \frac{1}{k}.
\]
For the record, its generating series is

\[ T(z) = \sum_{\ell \geq 0} T_\ell z^\ell = \sum_{a,b>0} \frac{z^{a+b}}{ab} = \ln^2(1 - z). \tag{B.4} \]

The first sum could be evaluated by direct manipulations, but we prefer a generating series approach, as it can be adapted (Section B.4) in any topology. We introduce

\[ S(z) = \sum_{\ell \geq 0} S_\ell z^\ell. \]

We also introduce the refined generating series

\[ S(z_1, z_2, z_3) = \sum_{a,b,c>0} \frac{z^{a+b+c+a}}{(a+b)(b+c)}, \quad S(z) = S(\sqrt{z}, \sqrt{z}, \sqrt{z}). \]

The advantage is that taking derivatives with respect to \( z_1 \) and \( z_2 \), we can decouple the summation variables and recognise geometric series. Indeed, for \( z_1, z_2, z_3 \in [0,1) \)

\[ z_1 z_2 \partial_{z_1} \partial_{z_2} S(z_1, z_2, z_3) = \frac{z_1^2 z_2^2 z_3}{(1 - z_1 z_2)(1 - z_1 z_3)(1 - z_2 z_3)}. \]

Since \( S(z_1, z_2, z) \) vanishes when \( z_1 = 0 \) or \( z_2 = 0 \), we get by integration

\[ S(z_1, z_2, z_3) = \int_0^{z_1} \int_0^{z_2} \frac{x_1 x_2 z_3^2}{(1 - x_1 x_2)(1 - z x_1)(1 - z x_2)} \, dx_1 dx_2 \]

\[ = \int_{[0,1]^2} \frac{z_1^2 z_2^2 z_3^2 y_1 y_2}{(1 - z_1 z_2 y_1 y_2)(1 - z_1 z_3 y_1)(1 - z_2 z_3 y_2)}. \]

Hence:

\[ S(z) = \int_0^1 \int_0^1 \frac{z_1^2 y_1 y_2}{(1 - z_1 y_1)(1 - z y_1)(1 - z y_2)} \, dy_1 dy_2 = \int_0^1 \frac{z}{y_2} \left( \frac{\ln \left( \frac{1 - z y_2}{1 - y_2} \right)}{1 - y_2} + \frac{\ln(1 - z)}{1 - z y_2} \right) \]

\[ = \left( \frac{z}{1 - z} \int_0^1 \frac{\ln(1 + u)}{u(1 + u)} \, du \right) - \ln^2(1 - z) = \frac{z \text{Li}_2(z)}{1 - z} - \ln^2(1 - z), \]

where we identified the dilogarithm in the last line by differentiating the integral with respect to \( z \) and integrating again from 0 to \( z \). We therefore have a simplification with \((B.4)\):

\[ \sum_{\ell>0} n_{1,1}(2\ell; 1) z^\ell = \frac{1}{4} \frac{z \text{Li}_2(z)}{1 - z}. \]

The expansion in powers of \( z \) yields

\[ n_{1,1}(2\ell; 1) = \frac{1}{4} \sum_{k=1}^{\ell-1} \frac{1}{k^2}. \]

\[ \square \]

Proof of Proposition B.3. We have \( n_{1,1}(1; 2) = \frac{1}{8} \tilde{S}_\ell + \frac{1}{4} \tilde{T}_\ell \), where the first (resp. second) term is the contribution from the top-dimensional (codimension 1) cell, namely

\[ \tilde{S}_\ell = \frac{1}{4} \sum_{a+b+c = \ell \atop a,b,c > 0} \left( \frac{1}{(a+b)(a+c)} + \frac{1}{(a+b)(b+c)} + \frac{1}{(a+c)(b+c)} \right)^2, \]

\[ \tilde{T}_\ell := \sum_{a+b = \ell \atop a,b > 0} \frac{1}{a^2 b^2}. \]
Therefore \( \tilde{T}_\ell = O(\ell^{-2}) \) when \( \ell \to \infty \). Let us transform the first expression:

\[
\tilde{S}_\ell = \frac{1}{4} \sum_{a+b+c=\ell \atop a, b, c > 0} \left( \frac{1}{(a+b)(a+c)} + \frac{1}{(a+b)(b+c)} + \frac{1}{(a+c)(b+c)} \right)^2
\]

\[
= \sum_{a+b+c=\ell \atop a, b, c > 0} \frac{3}{4} \frac{1}{(a+b)^2(b+c)^2} + \frac{3}{2} \frac{1}{(a+b)(b+c)(a+c)^2}.
\]

Given a triple of integer summing up to \( \ell \), at least one of them is \( \geq \ell/3 \). Therefore

\[
\tilde{S}_\ell \leq \sum_{a+b+c=\ell \atop a, b, c > 0} \frac{3}{4} \left( \frac{2}{(\ell/3)^2(a+b)^2} + \frac{1}{(\ell/3)^4} \right) + \frac{3}{2} \left( \frac{2}{(\ell/3)^2(a+b)} + \frac{1}{(\ell/3)^2(a+c)^2} \right)
\]

\[
\leq \frac{3}{4} \left( \frac{54 \ln \ell}{\ell^2} + \frac{81(\ell^2/2)}{\ell^4} \right) + \frac{3}{2} \left( \frac{54 \ln \ell}{\ell^2} + \frac{27 \ln \ell}{\ell^2} \right) \leq c_2' \ln \ell
\]

provided we choose \( c_2' > 81 \) and \( \ell \) large enough. Since any linear factor in the denominators is \( \leq \ell \), we get

\[
\tilde{S}_\ell \geq \sum_{a+b+c=\ell \atop a, b, c > 0} \frac{3/4 + 3/2}{\ell^2(a+b)^2} \geq \frac{c_1' \ln \ell}{\ell^2},
\]

provided we choose \( c_1' \in (0, 9) \) and \( \ell \) large enough. To get both inequalities we relabeled summation indices to collect terms. \( \square \)

### B.4 An integral formula for arbitrary \( (g, n) \): proof of Proposition B.2

We want to compute

\[
\sum_{L_1, \ldots, L_n \geq 0 \atop \text{L}_{1+\ldots+n} \text{ even}} n_{g,n}(L_1, \ldots, L_n, 1) \prod_{i=1}^{n} z_i^{L_i}
\]

\[
= \sum_{G \in \mathcal{G}_{g,n}} \frac{1}{\#\text{Aut}(G)} \sum_{\ell : E_G \to \mathbb{Z}_+ \atop \ell \cdot e} \mathcal{P}_{g,n}^{\text{comb}}(G, \ell) \prod_{1 \leq i \leq n} z_i^{P_{i,e} \ell_e}
\]

\[
= \sum_{G \in \mathcal{G}_{g,n}} \frac{1}{\#\text{Aut}(G)} \sum_{\ell : E_G \to \mathbb{Z}_+ \atop \ell \cdot e} \frac{1}{d_{g,n}(t)} \det(t) \prod_{p \in \mathbb{P}} \prod_{i=1}^{n} z_i^{P_{i,e} \ell_e}
\]

where \( d_{g,n} = 6g - 6 + 2n \). Here \((G, \ell) \in \mathcal{G}_{g,n}^{\text{comb}}\) is the ribbon graph \( G \) equipped with the metric \( \ell \), and we have used in the last line Proposition 2.8. To handle the sum over \( \ell \), we generalise the trick seen in the proof of Proposition B.1. Namely, for fixed \( G \) and \( t \), we introduce the easily-computable refined generating series

\[
\sum_{\ell : E_G \to \mathbb{Z}_+ \atop e \in E_G} \left( \prod_{i=1}^{n} z_i^{P_{i,e} \ell_e} \prod_{p \in \mathbb{P}} \mathcal{P}_{p,e}^{\ell_e} \right) = \prod_{e \in E_G} \left( \frac{\prod_{i=1}^{n} z_i^{P_{i,e} \ell_e} \prod_{p \in \mathbb{P}} \mathcal{P}_{p,e}^{\ell_e}}{1 - \prod_{i=1}^{n} z_i^{P_{i,e} \ell_e} \prod_{p \in \mathbb{P}} \mathcal{P}_{p,e}^{\ell_e}} \right)
\]
and we observe that multiplying it by $\prod_{\rho \in \mathbb{R}_{\mathbb{R}(t)}} \frac{dx}{x_{\rho}}$ and integrating over $x_{\rho} \in [0, 1]^{\mathbb{R}(t)}$ yields the sums

$$\sum_{t: E_\Sigma \to \mathbb{Z}_+} \frac{\prod_{i=1}^{n} \prod_{e \in E_\Sigma} z_{i,e}^p e_i}{\prod_{\rho \in \mathbb{R}_{\mathbb{R}(t)}} \left( \sum_{e \in E_\Sigma} P_{\rho,e} \right)}$$

which appear in (B.5).

C Index of notations

| Symbol | Section | Description |
|--------|---------|-------------|
| $G, G$ | 2.1 | Ribbon graph, metric ribbon graph |
| $\text{Aut}(G) \supset \text{Aut}(G)$ | 2.1 | Their automorphism groups |
| $(G, f), G$ | 2.1 | Combinatorial marking, combinatorial structure |
| $M_\Sigma$ | 2.1 | Set of multicurves of $\Sigma$ (excluding boundary-parallel components) |
| $M_\Sigma^+$ | 2.2 | Set of multicurves of $\Sigma$ (including boundary-parallel components) |
| $\mathbb{R}(L)$ | Eqns. (2.1)-(2.3) | The space $\mathbb{R}_{\mathbb{R}(t)}^+$ of all possible metrics on a ribbon graph $G$ |
| $\mathbb{T}_\Sigma^{\text{comb}}(L)$ | Eqn. (2.4) | Combinatorial Teichmüller space of $\Sigma$ with fixed boundary lengths $L \in \mathbb{R}_+^n$ |
| $M_{g,n}^{\text{comb}}(L), \mu_K$ | Eqns. (2.2)-(2.5) | Combinatorial moduli space of metric ribbon graphs of type $(g, n)$ with fixed boundary lengths $L \in \mathbb{R}_+^n$ and associated Kontsevich measure |
| $\text{MF}_{\Sigma, \mu_\text{Th}}$ | 2.2 | Measured foliations on $\Sigma$ with boundary components being singular leaves and the associated Thurston measure |
| $\text{MF}_{\Sigma, \mu_\text{Th}}^*$ | 2.2 | Measured foliations on $\Sigma$ with boundary components being leaves (both singular or smooth) and the associated Thurston measure |
| $\beta_{\mathbb{T}_\Sigma^{\text{comb}}}(L) : \mathbb{T}_\Sigma^{\text{comb}}(L) \to \mathbb{R}_+$ | Eqn. (2.6) | Thurston volume of the unit ball of measured foliations with respect to the combinatorial length function on $\mathbb{T}_\Sigma^{\text{comb}}(L)$ |
| $\beta_{g,n}^{\text{comb}} : N_{g,n}^{\text{comb}}(L) \to \mathbb{R}_+$ | Prop. 2.1 | Associated function on the moduli space |
| $m_{(G,f)} : \text{MF}_{\Sigma}^* \to \mathbb{R}_+^\mathbb{Z}_G^{(0)}$ | Eqn. (2.7) | Intersection of the embedded ribbon graph $(G, f)$ and a given foliation $\mathcal{F}$ |
| $Z_\Sigma^*$ | Lem. (2.6) | Image of $\text{MF}_{\Sigma}^*$ via $m_{(G,f)}$ |
| $Z_\Sigma$ | Lem. (2.6) | Image of $\text{MF}_{\Sigma}^*$ via $m_{(G,f)}$ |
| $t \in T_\Sigma$ | Sec. 2.3 | A cone $t$ in a simplicial decomposition $T_\Sigma$ of $Z_\Sigma$ |
| $R(t)$ | Sec. 2.3 | Set of generators of the extremal rays of the simplicial cone $t$ |
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