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Abstract—In this letter, we propose a symbol-wise puncturing scheme to support hybrid automatic repeat request (HARQ) integrated probabilistic amplitude shaping (PAS). To prevent the probability distribution distortion caused by the traditional sequential puncturing and realize the promised gain of PAS, we perform symbol-wise puncturing on the label sequence of the shaped modulation symbols. Our simulation results indicate that the proposed puncturing scheme achieves a stable shaping gain across the signal-to-noise ratio of at least 0.6 dB compared with the uniform case under the same throughput, while the gain of sequential puncturing drops rapidly with retransmissions. Moreover, in each transmission, the proposed scheme is able to reduce the distribution distortion that achieves over 1.2 dB gain at a block error rate (BLER) of $10^{-3}$. In contrast, for sequential puncturing, the distribution is severely distorted and the BLER performance is even worse than that of the uniform case in retransmissions.

Index Terms—Symbol-wise puncturing, probabilistic amplitude shaping, hybrid automatic repeat request.

I. INTRODUCTION

The Shannon limit defines the maximum theoretical transmission rate for reliable communication over the additive white Gaussian noise (AWGN) channel [1]. Yet, the limit is only achievable with Gaussian inputs and it remains a gap up to 1.53 dB with traditional uniformly distributed discrete input constellations [2], such as bipolar amplitude-shift keying (ASK) constellations and quadrature amplitude modulation (QAM) constellations. Therefore, numerous researchers have devoted work on probabilistic shaping (PS), which converts the discrete input distribution into a Gaussian-like shape to bridge the shaping gap. For instance, Gallager first proposed PS implemented by the approach of many-to-one mapping in [3]. Unfortunately, performing many-to-one demapping at the receiver with low complexity is challenging when a binary forward error correction (FEC) code is applied. Furthermore, other PS schemes, such as trellis shaping [4], shell mapping [5], and concatenated shaping [6], also have common shortcomings of computational complexity and rate inflexibility. As a remedy, the authors in [7] proposed the probabilistic amplitude shaping (PAS) scheme with low implementation complexity and transmission rate flexibility. In this scheme, a distribution matcher (DM) is used for PS that can be seamlessly integrated with existing FEC. As at the receiver, it performs bit-metric decoding [8] without requiring any iterative demapping. Moreover, by adjusting the probability distribution, the PAS scheme flexibly adapts to different transmission rates. Numerical results in [7] have shown that the PAS scheme achieves a gap performance less than 1.1 dB to the AWGN capacity by using the ASK constellations and DVB-S2 low-density parity-check (LDPC) codes.

In addition to pursuing a high transmission rate, it is essential to provide reliable transmission in wireless communications systems. Therefore, the retransmission-based automatic repeat request (ARQ) schemes and in particular hybrid-ARQ (HARQ) schemes, which combines ARQ and FEC, has been widely adopted for error correction in practical systems. Generally, there are mainly three HARQ types according to the difference of data retransmitted [9]: type-I, type-II and type-III. Specifically, type-I HARQ is also denoted as chase combining HARQ (CC-HARQ), in which the same data packet is transmitted for all retransmissions. As such, its performance mainly depends on the error correction ability of FEC. Unlike CC-HARQ, type-II HARQ, also denoted as incremental redundancy HARQ (IR-HARQ), only transmits the redundant information whenever they are needed to bring higher throughput. On the other hand, Type-III HARQ is similar to IR-HARQ but each data packet is required to be self-decodable, which means that the information bits can be extracted independently of other transmitted data packets.

In recent years, the PAS scheme has been widely investigated in wireless and fiber-optic communications, e.g., [10]–[12]. As a key component of PAS, the design of DM has also attracted much attention [13], [14]. Meanwhile, the researches on HARQ mainly focus on more efficient retransmission process, such as machine learning-based [15] and non-orthogonal [16] approaches. However, none of the existing works have considered the integration between PAS and HARQ.
In this letter, we aim to integrate PAS with HARQ. When applying IR-HARQ, simply performing the sequential puncturing may cause potential distribution distortion in retransmissions. As such, we propose a symbol-wise puncturing scheme to preserve the shaping distribution and realize the promised gain of PAS. First, we consider the standard PAS structure [7] and adopt the constant composition distribution matcher (CCDM) proposed in [17] as a DM to transform the input bits into amplitude symbols. Then, they are represented by their binary labels with a desired probability distribution, while the binary labels are termed as amplitude bits. After FEC encoding, the information bits excluding the amplitude bits and all the parity bits are called sign bits. We apply IR-HARQ in our work, i.e., transmitting data packet that is self-decodable encoding, the information bits excluding the amplitude bits and the rest of the parity bits are called parity bits. And the a-priori information of the amplitude bits must be constrained by $A$. The first $k'$ bits are transformed to $n_d$ amplitude symbols $A_{n_d} = A_1A_2\cdots A_{n_d}$ by a DM with rate $R_{dm} = k'/n_d$ bit/symbol. For the $M^2$-QAM modulation scheme, the output amplitude symbols, $A_i \in A = \{1, 3, \ldots, M - 1\}, i = 1, \ldots, n_d$, obey the desired probability distribution $P_A$. Then, $A_{n_d}$ is mapped to bit sequence $d_{ka}$. For a QAM symbol carrying $m = \log_2 M^2$ bits, we require that the two sign bits label the quadrant of one symbol, while the remaining $m-2$ amplitude bits label the symbol’s position in the quadrant. Therefore, after distribution matching, every two amplitude symbols $A_{k+1}$, which correspond to the in-phase and quadrature components of the QAM constellation point in the first quadrant, respectively, are mapped to $m-2$ amplitude bits $\beta(A_{k+1})$. As such, $d_{ka}$ satisfies $d_{ka} = \beta(A_{1}A_{2}) \cdots \beta(A_{n_d-1}A_{n_d})$ and $k_a = n_d(m - 2)/2$. Finally, the PS encoder outputs the $k_c$ shaped bits $u_{kc}$ combined by $d_{ka}$ and the rest of $b^k$, i.e., $u_{kc} = b_1 \cdots b_{k'} b_{k'+1} \cdots b_k$. Note that as CCDM is invertible [17], the PS decoder can be realized by the inverse process of the encoder.

After passing the LDPC encoder, the shaped bits $u_{kc}$ are encoded to a codeword $c_{1:n_c} = c_{1}c_{2} \cdots c_{n_c}$ with code rate $R = k_c/n_c$. Fig. 3 shows the codeword structure. $k_s$ sign bits consist of bit sequence $b_{k'+1} \cdots b_k$ and parity bits. And $k_s$ must be constrained by $k_a/k_s = (m - 2)/2$ to be compatible with QAM modulation.

II. SYSTEM MODEL

The block diagram of the proposed symbol-wise puncturing system with PAS and HARQ is shown in Fig. 1. For the first transmission, the source generates a random binary data block. Then, the data block is mapped to the shaped bits by a PS encoder while an LDPC encoder is performed for FEC encoding subsequently. After symbol-wise puncturing the encoded codeword, the punctured bits are modulated into QAM symbols and transmitted over the channel. On the other hand, at the receiver, the soft demodulator adopts the received noisy symbols to calculate the log-likelihood ratios (LLRs). Then, the received encoded codeword is recovered by inverse puncturing and feed the intermediate results to the LDPC decoder. Subsequently, the PS decoder transforms the decoded bits back to the data block. If there is no error, the error detection returns an acknowledgment (ACK) and the transmitter sends the next data block. However, if the data block cannot be correctly decoded, it returns a negative acknowledgment (NACK) to request a retransmission. Furthermore, if the data cannot be successfully recovered after reaching the maximum number of transmissions, it is dropped and an ACK is fed back.

To combine PAS with LDPC and QAM modulation, the component of the PS encoder is detailed in Fig. 2 [11]. A binary sequence $b^k = b_1b_2\cdots b_k$ is split into two sequences. The first $k'$ bits are transformed to $n_d$ amplitude symbols $A_{n_d} = A_1A_2\cdots A_{n_d}$ by a DM with rate $R_{dm} = k'/n_d$ bit/symbol. For the $M^2$-QAM modulation scheme, the output amplitude symbols, $A_i \in A = \{1, 3, \ldots, M - 1\}, i = 1, \ldots, n_d$, obey the desired probability distribution $P_A$. Then, $A_{n_d}$ is mapped to bit sequence $d_{ka}$. For a QAM symbol carrying $m = \log_2 M^2$ bits, we require that the two sign bits label the quadrant of one symbol, while the remaining $m-2$ amplitude bits label the symbol’s position in the quadrant. Therefore, after distribution matching, every two amplitude symbols $A_{k+1}$, which correspond to the in-phase and quadrature components of the QAM constellation point in the first quadrant, respectively, are mapped to $m-2$ amplitude bits $\beta(A_{k+1})$. As such, $d_{ka}$ satisfies $d_{ka} = \beta(A_{1}A_{2}) \cdots \beta(A_{n_d-1}A_{n_d})$ and $k_a = n_d(m - 2)/2$. Finally, the PS encoder outputs the $k_c$ shaped bits $u_{kc}$ combined by $d_{ka}$ and the rest of $b^k$, i.e., $u_{kc} = b_1 \cdots b_{k'} b_{k'+1} \cdots b_k$. Note that as CCDM is invertible [17], the PS decoder can be realized by the inverse process of the encoder.

After passing the LDPC encoder, the shaped bits $u_{kc}$ are encoded to a codeword $c_{1:n_c} = c_{1}c_{2} \cdots c_{n_c}$ with code rate $R = k_c/n_c$. Fig. 3 shows the codeword structure. $k_s$ sign bits consist of bit sequence $b_{k'+1} \cdots b_k$ and parity bits. And $k_s$ must be constrained by $k_a/k_s = (m - 2)/2$ to be compatible with QAM modulation.
III. SYMBOL-WISE PUNCTURING

As discussed in Section II, if we apply the traditional sequential puncturing to the shaped codeword shown in Fig. 3, the distribution of modulated symbols is distorted in retransmissions as no amplitude bits are sent. Therefore, we propose the symbol-wise puncturing. The basic idea of the symbol-wise puncturing is to pair the two sign bits and the $m-2$ amplitude bits into the label of a shaped symbol before puncturing and then perform puncturing in labels to realize the desired distribution. Assuming that there are totally $n = n_c/m$ symbols to be transmitted and the maximum number of transmissions is $t_{\text{max}}$, at the $t$-th transmission, we aim to transmit $n_t$ symbols subject to the constraint $\sum_{t=1}^{t_{\text{max}}} n_t = n$. First, a length-$m$ bit string, $S_t$, is defined as

$$S_t = c_{ka} + 2i - 1 c_{ka} + 2i \beta(A_{2i-1} A_{2i}),$$

where $S_t$ actually labels a shaped symbol $x \in X$ and $X$ denotes $M^2$-QAM constellation. Note that the position of $\beta(A_{2i-1} A_{2i})$ in $S_t$ varies with different modulation mappers. For convenience, we assume that the first two bits are sign bits and the last $m-2$ bits are the amplitude bits here. Then, the symbol-wise punctured bit sequence for $t$-th transmission is given by

$$S_{p_t}^q = S_{p_t} S_{p_t+1} \cdots S_{q_t},$$

where $p_t = \sum_{j=1}^{t-1} n_j + 1$ and $q_t = \sum_{j=1}^t n_j$. Fig. 4 shows an example for $t_{\text{max}} = 3$. Unlike sequential puncturing that transmits all the amplitude bits at the first transmission, our symbol-wise puncturing only transmits partial amplitude bits and keep the ratio of amplitude bits to sign bits as $(m-2)/m$ per transmission. Thus, $S_{p_t}^q$ can be directly modulated into symbols with desired distribution.

A. Minimum Length of the First Transmission

When applying the symbol-wise puncturing, there is a constraint on the symbol length of the first transmission. Since we require the amplitude bits to satisfy $k_a = n_c (m-2)/m$, the length of information bits must be greater than $k_a$ and the LDPC code rate satisfies

$$R = \frac{k_c}{n_c} \geq \frac{m-2}{m}. \quad (3)$$

If the receiver successfully recovers the data block after the $t$-th transmission, the transmission code rate is increased to

$$R_t = \frac{k_c}{m \sum_{j=1}^{t} n_j}, \quad 1 \leq t \leq t_{\text{max}}. \quad (4)$$

Then, the code rate $R_t$ is bounded by

$$\frac{k_c}{n_c} \leq R_t < 1, 1 \leq t \leq t_{\text{max}}. \quad (5)$$

For $t = 1$,

$$\frac{k_c}{m \cdot n_1} < 1. \quad (6)$$

As for $t = t_{\text{max}}$,

$$\frac{k_c}{m \cdot n} \geq \frac{(m-2)n + k - k'}{m \cdot n}. \quad (7)$$

Combining (6) and (7), we obtain that $n_1$ is limited by

$$n_1 > n \cdot \left( \frac{m-2}{m} + \frac{k - k'}{m \cdot n} \right), \quad (8)$$

which bounds the minimum number of symbols for the first transmission from below.

B. Inverse Puncturing

At the receiver, the soft demodulator calculates the LLRs and outputs the estimated bit sequence $\hat{S}_{q_t}^p$ for $t$-th transmission. For the inverse puncturing, the previous $t$ transmissions are combined into $\hat{S}_{p_t}^q$. Then, $\hat{S}_{p_t}^q$ is transformed to the estimated codeword $\hat{c}_e$ for LDPC decoding by the inverse process of (1). Usually, the non-transmitted bits are filled with 0 in $\hat{c}_e$. Yet, for the amplitude bits that have not been transmitted, we replace them with their a-priori information rather than 0 for better decoding performance. Let the bit string $B = B_1 B_2 \cdots B_m$ with probability distribution $P_B$ on $\{0,1\}^m$ denotes the label of symbol $x \in X$. The a-priori information for $j$-th bit is calculated by

$$L_{A,j} = \log \frac{P_{B_j}(0)}{P_{B_j}(1)} = \log \sum_{a \in \{0,1\}^m : a_j = 0} P_B(a) \sum_{a \in \{0,1\}^m : a_j = 1} P_B(a). \quad (9)$$

As $B_1 \cdots B_m$ correspond to the amplitude bits, we can obtain the a-priori information for $\beta(A_1 A_{i+1})$ by calculating $L_{A,j} \cdots L_{A,j}$. Note that for each $\beta(A_1 A_{i+1})$, we have the same a-priori information. Thus, the inverse puncturing eventually outputs estimated codeword $\hat{c}_e$ combined with a-priori information of untransmitted amplitude bits.

C. HARQ Process

After introducing our symbol-wise puncturing and inverse puncturing, an HARQ process with symbol-wise puncturing and PAS works as follows.

1) Determine the maximum transmission times $t_{\text{max}}$. Initialize $t = 1$. Generate a new data block. Perform PS encoding and LDPC encoding.

2) At the $t$-th transmission, obtain symbol-wise punctured bit sequence $S^q_{p_t}$ according to (2).

3) Modulate $S^q_{p_t}$ to QAM symbols. Then, the symbols are transmitted over a channel and received by a soft demodulator.

4) Perform inverse puncturing, which is detailed in Section III-B.

5) Perform LDPC decoding and PS decoding.

6) If the data block is successfully recovered or $t$ reaches $t_{\text{max}}$, return an ACK and end this transmission. If not,
return a NACK to request a retransmission, let $t = t + 1$ and go back to step 2.

IV. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed symbols-wise puncturing. The LDPC codes are from the WLAN standard [18] and are decoded by the belief-propagation (BP) algorithm with a maximum iteration number of 12. The output probability distribution $P_A$ of CCDM can be obtained by [7, Sec. III] and obeys the Maxwell-Boltzmann (MB) distribution. We choose CCDM rate as $R_{dm} = H(A)$, where $H(\cdot)$ denotes the entropy function. Note that when $R_{dm}$ is fixed, since the LDPC code rate provided is not continuous, we may need to append some filler bits (zero bits), which are assumed to be known at both the transmitter and the receiver, to reach the length of information bits after PS encoding.

We start with the throughput performance. The average throughput is calculated by

$$TP = \sum_{t=1}^{t_{max}} \frac{k}{\sum_{j=1}^{t_{max}} n_j} \cdot \text{Pr}\{E_t\},$$  \hspace{1cm} (10)

where $E_t$ denotes that the $t$-th transmission is successful while the first $t-1$ transmissions are failed. We evaluate the throughput performance of the symbol-wise puncturing over the AWGN channel with the data block length $k = 648$ and 864 and the LDPC encoded codeword length $n_c = 1296$. Each codeword can be modulated to $n = 216$ 64-QAM symbols and is allowed to be transmitted a maximum of $t_{max} = 3$ times. More simulation parameters are detailed in Table I. Fig. 5 and Fig. 6 show the average throughput as a function of SNR with $k = 864$ and 648, respectively. For comparison, we evaluate the average throughput of transmitting uniform and shaped bits with sequential puncturing. The Gaussian limit and the mutual information (MI) with uniform and shaped 64-QAM inputs are also provided. We observe that the shaped symbol-wise puncturing achieves a stable shaping gain across the SNR of at least 0.6 dB compared with the uniform under the same throughput. Note that the gain remains almost a constant with the increase of retransmission times. Instead, the gain of the shaped sequential puncturing drops rapidly when retransmission is required. In other words, at the same SNR, our symbol-wise puncturing can bring higher average throughput.

To further illustrate the performance of symbol-wise puncturing, we average the probability distribution of each transmission with $k = 648$ (statistics at 11 dB) as shown in Table II. The block error rate (BLER) of each transmission is also plotted in Fig. 7. We observe that our symbol-wise puncturing preserves the desired distribution with only...
a negligible distortion during each transmission. However, in retransmissions, the average distribution of the shaped sequential puncturing tends to be uniform, which degrades some shaping gain. This can be verified in Fig. 7. At a BLER of $10^{-3}$, the symbol-wise puncturing achieves over 1.2 dB gain per transmission compared with the uniform case. The shaped sequential puncturing achieves diminishing gain in the first two transmissions and even has no enhancement on the BLER after the third transmission due to the distortion of distribution. Meanwhile, we observe that although the shaped sequential puncturing and symbol-wise puncturing have the same average distribution at the first transmission, the symbol-wise puncturing performs better on BLER. This is because the symbol-wise puncturing transmits more parity bits in the first transmission, while the punctured amplitude bits can be well recovered with the help of a-priori information.

We also extend our work to MIMO fading channels. Fig. 8 shows the average throughput performance with $k = 648$ over $2 \times 2$ Rayleigh fading channels. We apply the non-iterative maximum likelihood detector at the receiver and other simulation parameters are the same as those in Fig. 6. The results indicate that the proposed symbol-wise puncturing still achieves a stable shaping gain across the SNR of about 1 dB, while the sequence puncturing achieves no gain at all.

V. Conclusion

In this letter, we proposed a symbol-wise puncturing scheme for IR-HARQ integration with PAS, which performs symbol-wise puncturing on the label sequence of the shaped modulation symbols to preserve the probability distribution per transmission. Simulation results showed that the symbol-wise puncturing scheme not only achieves stable shaping gain across the SNR, but also ensures the desired probability distribution per transmission. In the future, our work can focus on the possible extension to more HARQ schemes and FEC codes.
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