SPECTRAL ASYMPTOTICS FOR A CLASS OF TOEPLITZ OPERATORS ON THE BERGMAN SPACE

ALEXANDER PUSHNITSKI

Abstract. We consider a class of compact Toeplitz operators on the Bergman space on the unit disk. The symbols of operators in our class are assumed to have a sufficiently regular power-like behaviour near the boundary of the disk. We compute the asymptotics of singular values of this class of Toeplitz operators. We use this result to obtain the asymptotics of singular values for a class of banded matrices.

1. Introduction and main results

1.1. Introduction. Let $D$ be the unit disc in the complex plane, and let $L^2(D)$ be the Hilbert space of all square integrable functions with respect to the normalised Lebesgue area measure on $D$. Next, let $B^2(D)$ be the Bergman space, i.e. the closure of the linear span of the functions $\{z^n\}_{n=0}^{\infty}$ in $L^2(D)$. We denote by $P : L^2(D) \to B^2(D)$ the Bergman projection, i.e. the orthogonal projection in $L^2$ onto $B^2$. For a symbol $\varphi \in L^\infty(D)$, the Toeplitz operator $T(\varphi)$ in $B^2(D)$ is defined by

$$T(\varphi)f = P(\varphi \cdot f), \quad f \in B^2(D).$$

It is well known that if $\varphi(z) \to 0$ as $|z| \to 1$, then $T(\varphi)$ is compact. Moreover, roughly speaking, the rate of convergence of $\varphi(z) \to 0$ as $|z| \to 1$ determines the rate of convergence of the sequence of singular values $s_n(T(\varphi)) \to 0$ as $n \to \infty$. For radial symbols $\varphi(z) = \varphi(|z|)$ it is very easy to make this statement precise. Indeed, in this case the Toeplitz operator $T(\varphi)$ is diagonal in the standard orthonormal basis $\{\sqrt{n+1}z^n\}_{n=0}^{\infty}$ of $B^2(D)$, and so the sequence of the singular values of $T(\varphi)$ is given by

$$s_n(T(\varphi)) = (n+1) \left| (T(\varphi)z^n,z^n)_{L^2(D)} \right| = 2(n+1) \int_0^1 r^{2n} \varphi(r)rdr.$$ 

Specialising to the power behaviour $\varphi(r) = (1-r)^\gamma, \gamma > 0$, by an elementary calculation one obtains

$$s_n(T(\varphi)) = 2^{-\gamma} \Gamma(\gamma+1)n^{-\gamma} + O(n^{-1-\gamma}), \quad n \to \infty. \quad (1.1)$$

The purpose of this paper is
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(i) to present a method that allows one to extend this calculation to the symbols $\varphi$ that have some sufficiently regular angular dependence;
(ii) to give an application to the spectral analysis of banded matrices.

1.2. Spectral asymptotics for Toeplitz operators.

Theorem 1.1. Let $\varphi \in L^\infty(D)$, and let $\gamma > 0$. Assume that for some continuous function $\varphi_\infty$ on the unit circle one has
\[
\sup_{0 < \theta \leq 2\pi} |(1 - r)^{-\gamma}\varphi(re^{i\theta}) - \varphi_\infty(e^{i\theta})| \to 0, \quad r \to 1.
\]
Then the singular values of $T(\varphi)$ satisfy
\[
s_n(T(\varphi)) = C_\gamma(\varphi)n^{-\gamma} + o(n^{-\gamma}), \quad n \to \infty,
\]
where
\[
C_\gamma(\varphi) = 2^{-\gamma}\Gamma(\gamma + 1)\left(\int_0^{2\pi} |\varphi_\infty(e^{i\theta})|^{1/\gamma} d\theta\right)^\gamma.
\]
As will be clear from the proof, the requirement of the continuity of $\varphi_\infty$ can be considerably relaxed. For example, any Riemann integrable $\varphi_\infty$ is admissible.

If $\varphi$ is real-valued, then it is evident that $T(\varphi)$ is self-adjoint. In this case, let us denote by $\{\lambda_n^+(T(\varphi))\}_{n=0}^\infty$ the sequence of positive eigenvalues of $T(\varphi)$. One can prove an analogous formula
\[
\lambda_n^+(T(\varphi)) = C_\gamma^+(\varphi)n^{-\gamma} + o(n^{-\gamma}), \quad n \to \infty,
\]
where
\[
C_\gamma^+(\varphi) = 2^{-\gamma}\Gamma(\gamma + 1)\left(\int_0^{2\pi} \varphi_\infty^+(e^{i\theta})^{1/\gamma} d\theta\right)^\gamma
\]
and $a^+ = \max\{a, 0\}$. (Of course, a similar result holds true for the negative eigenvalues.) We omit the details of this argument, but will give some comments below — see Remark 2.4.

By using conformal mapping, it is possible to extend this result to other domains. However, we prefer to focus on the simplest case, as our aim is to emphasize the method rather than the result.

A result similar to Theorem 1.1 is known in the context of Toeplitz operators on the Fock space. In this case, the symbol $\varphi(z)$ depends on $z \in \mathbb{C}$, and the rate of convergence of the singular values of the corresponding Toeplitz operators to zero depends on the rate of convergence of $\varphi(z) \to 0$ as $|z| \to \infty$. In [6], symbols that behave as $|z|^{-\gamma}\varphi_\infty(e^{i\theta})$ when $|z| \to \infty$ are considered and the spectral asymptotics of the type (1.2) is proved. The proof is achieved through a reduction to a pseudodifferential operator in $L^2(\mathbb{R})$.

Another closely related recent result is [3], where the authors consider harmonic Toeplitz operators in a bounded domain in $\mathbb{R}^d$ with symbols that have a power decay near the boundary. They obtain asymptotics of eigenvalues very similar to (1.2). The method of proof of [3] is quite different from ours and consists in a
1.3. Application: spectral asymptotics for banded matrices. Let \( A \) be an operator on \( \ell^2 \) corresponding to the infinite matrix \( \{a_{j,k}\}_{j,k=0}^{\infty} \) of the following form. Our first assumption is that the matrix \( A \) is banded, i.e. for some \( M \in \mathbb{N} \), we have
\[
a_{j,j+m} = 0 \quad \text{if} \ |m| > M.
\]
Our second assumption is that for each \( m \) with \( |m| \leq M \), the sequence of entries \( a_{j,j+m} \) has a power asymptotics as \( j \to \infty \). More precisely, we fix an exponent \( \gamma > 0 \) and complex numbers \( b_m, m = -M, \ldots, M \), and assume that
\[
a_{j,j+m} = b_m j^{-\gamma} + o(j^{-\gamma}), \quad j \to \infty, \quad |m| \leq M.
\]
It is easy to see that under these assumptions the matrix \( A \) is compact. It is also not difficult to see that \( s_n(A) = O(n^{-\gamma}) \). The theorem below gives the asymptotic behaviour of the singular values.

**Theorem 1.2.** Under the above assumptions, the singular values of \( A \) satisfy
\[
s_n(A) = \left( \int_{-\pi}^{\pi} |b(e^{i\theta})|^{1/\gamma} \frac{d\theta}{2\pi} \right)^{\gamma} n^{-\gamma} + o(n^{-\gamma}), \quad n \to \infty,
\]
where
\[
b(e^{i\theta}) = \sum_{k=-M}^{M} b_k e^{ik\theta}, \quad 0 < \theta \leq 2\pi.
\]

**Remark.** If \( A \) is self-adjoint, then \( b \) is necessarily real-valued. In this case one can prove a similar asymptotic formula for positive eigenvalues of \( A \), with \( (b^+)^{1/\gamma} \) instead of \( |b|^{1/\gamma} \).

1.4. Key ideas of the proof and the structure of the paper. The main issue is to prove Theorem 1.1 for symbols of the form
\[
\varphi(re^{i\theta}) = (1-r)^\gamma \varphi_\infty(e^{i\theta}).
\]
For such symbols, we shall write \( T_\gamma(\varphi_\infty) \) instead of \( T(\varphi) \). By a limiting argument, the problem reduces to the case of functions \( \varphi_\infty \) that are constant on each arc
\[
\delta_\ell = \{e^{i\theta} : \frac{2\pi\ell}{L} < \theta < \frac{2\pi(\ell+1)}{L}\},
\]
where \( L \in \mathbb{N} \) is fixed. Let us denote by \( 1_{\delta_\ell} \) the characteristic function of \( \delta_\ell \) and write
\[
\varphi_\infty = \sum_{\ell=1}^{L} c_\ell 1_{\delta_\ell}
\]
with some coefficients \( c_\ell \). Then
\[
T_\gamma(\varphi_\infty) = \sum_{\ell=1}^{L} c_\ell T_\gamma(1_{\delta_\ell}).
\]
Our main observation is that the terms in the sum \([1.5]\) are asymptotically orthogonal in the sense that the products \(T_\gamma(1_{\delta_\ell})T_\gamma(1_{\delta_m})\), \(\ell \neq m\), satisfy certain Schatten class properties. An operator theoretic lemma from [2] (Theorem 2.2) then shows that the leading term coefficient in spectral asymptotics is additive for the sum \([1.5]\). This means that the leading term asymptotics of singular values of \(T_\gamma(\varphi_\infty)\) is the same as that of the orthogonal sum

\[\oplus_{\ell=1}^{\infty} c_\ell T_\gamma(1_{\delta_\ell}).\]

Using this fact, it is not difficult to derive the required spectral asymptotics for piecewise constant functions \(\varphi_\infty\), as in \([1.4]\), from the same asymptotics for constant functions \(\varphi_\infty\).

We note that this construction is almost purely operator theoretic and uses very little specific features of the problem, apart from rotational symmetry. Thus, it can be used in other contexts, for example for Toeplitz operators associated with multi-dimensional domains with spherical symmetry. This method of proof, based on asymptotic orthogonality, was developed in [4, 5] for a different purpose.

Let us explain the key idea of the proof of Theorem 1.2. Consider the symbol of the form

\[\varphi(re^{i\theta}) = (1 - r)^\gamma e^{im\theta},\]

where \(m \in \mathbb{Z}\). Then the matrix of \(T(\varphi)\) in the standard orthonormal basis \(\{\sqrt{k+1}z^k\}_{k=0}^{\infty}\) of the Bergman space is

\[a_{j,k} = \sqrt{j+1}\sqrt{k+1}(\varphi z^j, z^k)_{L^2(\mathbb{D})}.\]

It is easy to see that \(a_{j,k} \neq 0\) only if \(k = j + m\) and

\[a_{j,j+m} = 2^{-\gamma}\Gamma(\gamma + 1)j^{-\gamma} + o(j^{-\gamma})\]

as \(j \to \infty\). This corresponds to a matrix \(A\) as in Theorem 1.2 with only one non-zero diagonal. Taking a finite linear combination of such matrices gives the case of a general banded matrix. Thus, the proof of Theorem 1.2 reduces to Theorem 1.1.

In Section 2 we recall some background facts concerning singular value asymptotics for compact operators and state the result from [2] on asymptotically orthogonal operators. In Section 3 we prove Theorem 1.1 and in Section 4 we prove Theorem 1.2.
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2. **Operator theoretic tools**

Here we collect some general operator theoretic tools related to the singular value estimates and asymptotics for compact operators.
2.1. Definitions. For a compact operator $T$ in a Hilbert space, we denote by $\{s_n(T)\}_{n=0}^{\infty}$ the non-increasing sequence of singular values of $T$, enumerated with multiplicities taken into account. Recall that $s_n(T)$ is defined as the $n$’th eigenvalue of the positive semi-definite self-adjoint operator $|T| = \sqrt{T^*T}$. It will be convenient to work with the singular value counting function:

$$n(s; T) = \#\{n : s_n(T) > s\}, \quad s > 0.$$  

For $p > 0$, the standard Schatten class $S_p$ is defined by the condition

$$\sum_{n=0}^{\infty} s_n(T)^p < \infty.$$  

In terms of the counting function $n(s; T)$ this can be equivalently rewritten as

$$\int_0^\infty n(s; T)s^{p-1}ds < \infty.$$  

The weak Schatten class $S_{p, \infty}$ is defined by the condition

$$n(s; T) = O(s^{-p}), \quad s \to 0.$$  

The quantity

$$\|T\|_{S_{p, \infty}} = \sup_{s > 0} s n(s; T)^{1/p}$$

is a quasi-norm on $S_{p, \infty}$, and we will be considering $S_{p, \infty}$ with respect to the topology given by this quasi-norm. The subclass $S^0_{p, \infty} \subset S_{p, \infty}$ is defined by the condition

$$n(s; T) = o(s^{-p}), \quad s \to 0;$$

it can be characterised as the closure of all operators of finite rank in $S_{p, \infty}$.

We will denote $S_0 = \cap_{p > 0} S_p$. In other words, $S_0$ consists of compact operators $T$ such that for all $C > 0$, one has

$$s_n(T) = O(n^{-C}), \quad n \to \infty.$$
2.2. **Additive and multiplicative estimates.** Below we recall some estimates for singular values of sums and products of compact operators.

The following fundamental result is known as the Ky Fan lemma; see e.g. [1].

**Lemma 2.1.** Let \( A \in S_\infty \) and \( B \in S^0_{p,\infty} \) for some \( p > 0 \). Then
\[
\Delta_p(A + B) = \Delta_p(A), \quad \delta_p(A + B) = \delta_p(A).
\]

In Section 3 we will also need more advanced information about the quantities \( \Delta_p \) and \( \delta_p \). One has the following additive estimates, see e.g. [1, formulas (11.6.12), (11.6.14), (11.6.15)]:
\[
\Delta_p(A_1 + A_2)^{1/(p+1)} \leq \Delta_p(A_1)^{1/(p+1)} + \Delta_p(A_2)^{1/(p+1)},
\]
\[
|\Delta_p(A_1)^{1/(p+1)} - \Delta_p(A_2)^{1/(p+1)}| \leq (\Delta_p(A_1 - A_2))^{1/(p+1)},
\]
\[
|\delta_p(A_1)^{1/(p+1)} - \delta_p(A_2)^{1/(p+1)}| \leq (\Delta_p(A_1 - A_2))^{1/(p+1)}.
\]

We will also need some multiplicative estimates. One has (see [1, (11.1.19), (11.1.12)])
\[
n(s_1s_2; A_1A_2) \leq n(s_1; A_1) + n(s_2; A_2), \quad s_1 > 0, \quad s_2 > 0,
\]
\[
n(s; A_1A_2) \leq n(s; \|A_1\|A_2), \quad s > 0.
\]

From (2.6) it is not difficult to obtain (see [1, (11.6.18)]) the bound
\[
\Delta_{p/2}(A_1A_2) \leq 2\Delta_p(A_1)\Delta_p(A_2).
\]

2.3. **Asymptotically orthogonal operators.** The theorem below is the key operator theoretic ingredient of our construction. It has first appeared (under slightly more restrictive assumptions) in [2, Theorem 3]. Here we follow the presentation of [4].

**Theorem 2.2.** [2, 4] Let \( p > 0 \). Assume that \( A_1, \ldots, A_L \in S_\infty \) and
\[
A^*_\ell A_j \in S^0_{p/2,\infty}, \quad A^*_\ell A^*_j \in S^0_{p/2,\infty} \quad \text{for all } \ell \neq j.
\]

Then for \( A = A_1 + \cdots + A_L \), we have
\[
\Delta_p(A) = \limsup_{s \to 0} s^p \sum_{\ell = 1}^L n(s, A_\ell),
\]
\[
\delta_p(A) = \liminf_{s \to 0} s^p \sum_{\ell = 1}^L n(s, A_\ell).
\]

**Proof.** Put
\[
\mathcal{H}^L = \mathcal{H} \oplus \cdots \oplus \mathcal{H}
\]
and let \( A_0 = \text{diag}\{A_1, \ldots, A_L\} \) in \( \mathcal{H}^L \), i.e.,
\[
A_0(f_1, \ldots, f_L) = (A_1f_1, \ldots, A_Lf_L).
\]
Since
\[ A_0^*A_0 = \text{diag}\{ A_1^*A_1, \ldots, A_L^*A_L \}, \]
we see that
\[ n(\varepsilon; A_0) = \sum_{\ell=1}^{L} n(\varepsilon; A_\ell). \]
Thus, we need to prove the relations
\[ \Delta_p(A) = \Delta_p(A_0), \quad \delta_p(A) = \delta_p(A_0). \]
We will focus on the functionals \( \Delta_p \); the functionals \( \delta_p \) are considered in the same way.

Next, let \( J : \mathcal{H}^L \to \mathcal{H} \) be the operator given by
\[ J(f_1, \ldots, f_L) = f_1 + \cdots + f_L \quad \text{so that} \quad J^* f = (f, \ldots, f). \]
Then
\[ JA_0(f_1, \ldots, f_L) = A_1 f_1 + \cdots + A_L f_L, \]
and
\[ (JA_0)^* f = (A_1^* f, \ldots, A_L^* f). \]

It follows that
\[ (JA_0)(JA_0)^* f = (A_1^* A_1 + \cdots + A_L^* A_L) f \tag{2.10} \]
and the operator \((JA_0)^*(JA_0)\) is a “matrix” in \( \mathcal{H}^L \) given by
\[
(JA_0)^*(JA_0) = \begin{pmatrix}
A_1^* A_1 & A_1^* A_2 & \cdots & A_1^* A_L \\
A_2^* A_1 & A_2^* A_2 & \cdots & A_2^* A_L \\
\vdots & \vdots & \ddots & \vdots \\
A_L^* A_1 & A_L^* A_2 & \cdots & A_L^* A_L
\end{pmatrix}.
\]

By our assumption (2.9), we have
\[ (JA_0)^*(JA_0) - A_0^* A_0 \in \mathcal{S}_{p/2, \infty}^0. \tag{2.11} \]
Indeed, the “matrix” of the operator in (2.11) has zeros on the diagonal, and its off-diagonal elements are given by \( A_\ell^* A_j, \ell \neq j \). Now Lemma 2.1 implies that
\[ \Delta_{p/2}((JA_0)^*(JA_0)) = \Delta_{p/2}(A_0^* A_0) \]
or
\[ \Delta_{p/2}((JA_0)(JA_0)^*) = \Delta_{p/2}(A_0^* A_0) \tag{2.12} \]
because for any compact operator \( T \) the non-zero singular values of \( T^* T \) and \( TT^* \) coincide.

Further, since \( AA^* = \sum_{\ell,j=1}^{L} A_\ell A_j^* \), it follows from (2.10) and the second assumption (2.9) that
\[ AA^* - (JA_0)(JA_0)^* = \sum_{j \neq \ell} A_\ell A_j^* \in \mathcal{S}_{p/2, \infty}^0. \]
Using Lemma 2.1 again, from here we obtain
\[
\Delta_p(A) = \Delta_{p/2}(AA^*) = \Delta_{p/2}(JA_0)(JA_0)^*.
\]
Combining the last equality with (2.12), we see that
\[
\Delta_p(A) = \Delta_{p/2}(A^*A_0) = \Delta_p(A_0).
\]
The same reasoning also proves \(\delta_p(A) = \delta_p(A_0).\)

**Corollary 2.3.** Under the hypothesis of the theorem above, assume in addition that
\[
n(s; A_1) = n(s; A_2) = \cdots = n(s; A_L), \quad s > 0.
\]
Then
\[
\Delta_p(A) = L \Delta_p(A_1), \quad \delta_p(A) = L \delta_p(A_1).
\]

**Remark 2.4.** In order to prove the asymptotics (1.2) for positive eigenvalues of self-adjoint operators, one needs an analogue of Theorem 2.2 for the counting function of positive eigenvalues of self-adjoint operators. Such theorem can be found in [5, Theorem 2.3].

### 3. Proof of Theorem 1.1

#### 3.1. Preliminary remarks

By the equivalence (2.1), the statement of Theorem 1.1 can be equivalently rewritten in terms of the singular value counting function as
\[
\lim_{s \to 0} s^{1/\gamma} n(s; T(\varphi)) = \frac{1}{2} \Gamma(\gamma + 1)^{1/\gamma} \int_0^{2\pi} |\varphi_{\infty}(e^{i\theta})|^{1/\gamma} d\theta.
\]
Throughout the proof, we use the shorthand notation for the coefficient appearing in the right side here:
\[
\varkappa_\gamma := \frac{1}{2} \Gamma(\gamma + 1)^{1/\gamma}.
\]
Using this notation and the functionals \(\Delta_p, \delta_p\) defined in (2.2), one can rewrite the statement of Theorem 1.1 as
\[
\Delta_{1/\gamma}(T(\varphi)) = \delta_{1/\gamma}(T(\varphi)) = \varkappa_\gamma \int_0^{2\pi} |\varphi_{\infty}(e^{i\theta})|^{1/\gamma} \frac{d\theta}{2\pi}.
\]
As in Section 1, for a symbol \(\varphi\) of the form
\[
\varphi(re^{i\theta}) = (1 - r)^\gamma g(e^{i\theta}), \quad g \in L^\infty(\mathbb{T}),
\]
we will write \(T_\gamma(g)\) instead of \(T(\varphi)\). The case of the radially symmetric \(\varphi\) corresponds to the choice \(g = 1\). In this case, the asymptotics of singular values is given by (1.1). In terms of the asymptotic functionals \(\Delta_p, \delta_p\) this can be rewritten as
\[
\Delta_{1/\gamma}(T_\gamma(1)) = \delta_{1/\gamma}(T_\gamma(1)) = \varkappa_\gamma.
Finally, we need some notation: for a symbol \( \varphi \) we denote by \( M(\varphi) \) the operator of multiplication by \( \varphi(z) \) in \( L^2(\mathbb{D}) \). Then the Toeplitz operator \( T(\varphi) \) can be written as

\[
T(\varphi) = PM(\varphi)P^* \quad \text{in} \quad B^2(\mathbb{D}),
\]

where the orthogonal projection \( P \) is understood to act from \( L^2(\mathbb{D}) \) to \( B^2(\mathbb{D}) \), and \( P^* \) acts from \( B^2(\mathbb{D}) \) to \( L^2(\mathbb{D}) \).

3.2. Asymptotic orthogonality. The main analytic ingredient of our construction is the following lemma.

**Lemma 3.1.** Let \( g_1, g_2 \in L^\infty(\mathbb{T}) \) be such that the distance between the supports of \( g_1 \) and \( g_2 \) on \( \mathbb{T} \) is positive. Then

\[
T_\gamma(g_1)T_\gamma(g_2)^* \in S_0.
\]

**Proof.** For \( j = 1, 2 \), denote

\[
\varphi_j(re^{i\theta}) = (1 - r)^j g_j(e^{i\theta}),
\]

\[
\psi_j(re^{i\theta}) = (1 - r)^j \mathbb{1}_{[1/2, 1]}(r) g_j(e^{i\theta}),
\]

where \( \mathbb{1}_{[1/2, 1]} \) is the characteristic function of the interval \([1/2, 1]\). Since \( \varphi_j - \psi_j \) is bounded and supported in the disc \( |z| \leq 1/2 \), it is easy to conclude that

\[
T(\varphi_j - \psi_j) \in S_0, \quad j = 1, 2.
\]

Thus, it suffices to prove the inclusion

\[
T(\psi_1)T(\psi_2)^* \in S_0.
\]

We have

\[
T(\psi_1)T(\psi_2)^* = PM(\psi_1)P^*PM(\overline{\psi_2})P^*,
\]

and so it suffices to prove the inclusion

\[
M(\psi_1)P^*PM(\overline{\psi_2}) \in S_0.
\]

Further, let \( \omega_1, \omega_2 \in C^\infty(\overline{\mathbb{D}}) \) be such that the distance between the supports \( \text{supp} \omega_1, \text{supp} \omega_2 \) is positive and

\[
\omega_1 \psi_1 = \psi_1, \quad \omega_2 \psi_2 = \psi_2.
\]

Such functions exist by our assumption on the supports of \( g_1, g_2 \). We have

\[
M(\psi_1)P^*PM(\overline{\psi_2}) = M(\omega_1)P^*PM(\overline{\omega_2})M(\psi_2).
\]

So it suffices to prove that \( M(\omega_1)P^*PM(\overline{\omega_2}) \in S_0 \). Clearly, \( P^*P \) is the orthogonal projection in \( L^2(\mathbb{D}) \) whose integral kernel is the Bergman kernel. Using the explicit formula for the Bergman kernel, we see that \( M(\omega_1)P^*PM(\overline{\omega_2}) \) is the integral operator in \( L^2(\mathbb{D}) \) with the kernel

\[
\frac{\omega_1(z)\overline{\omega_2(\zeta)}}{(1 - \overline{z}\zeta)^2}, \quad z, \zeta \in \mathbb{D}.
\]
Since $\omega_1$ and $\omega_2$ have disjoint supports, we see that this kernel is $C^\infty$-smooth. It is a well known fact that integral operators with $C^\infty$ kernels on compact domains belong to $S_0$ (it can be proven, for example, by approximating the integral kernel by polynomials). Thus, the operator $M(\omega_1)P^*PM(\omega_2)$ is in $S_0$. \hfill \Box

We would like to have an analogous statement where $g_1$ and $g_2$ are characteristic functions of disjoint (but possibly “touching”) open intervals. We will obtain it from Lemma 3.1 by an approximation argument. To this end, in the next subsection we develop some rather crude estimates.

3.3. Auxiliary estimates.

Lemma 3.2. If $|g| \leq g_0$, where $g_0$ is a constant, then

$$\Delta_{1/\gamma}(T_\gamma(g)) \leq 2\kappa_\gamma |g_0|^{1/\gamma}.$$  

Proof. Let us write our symbol $\varphi$ as

$$\varphi = \varphi_0^{1/2} \varphi_1^{1/2}, \quad \text{where } \varphi_0(z) = |g_0|(1 - |z|)^\gamma \text{ and } |\varphi_1(z)| \leq 1.$$  

Then by (3.1) we have

$$n(s; T_\gamma(g)) = n(s; T(\varphi)) = n(s; GM(\varphi_1)G^*), \quad G = PM(\varphi_0^{1/2})$$
and

$$n(s; |g_0|T_\gamma(1)) = n(s; T(\varphi_0)) = n(s; PM(\varphi_0)P^*) = n(s; GG^*).$$

Applying the estimates (2.6), (2.7), we obtain

$$n(s; GM(\varphi_1)G^*) \leq n(\sqrt{s}; G) + n(\sqrt{s}; M(\varphi_1)G^*) \leq n(\sqrt{s}; G) + n(\sqrt{s}; G^*) = 2n(\sqrt{s}; G) = 2n(s; GG^*) = 2n(s; T(\varphi_0)).$$

Multiplying by $s^{1/\gamma}$ and taking lim sup yields

$$\Delta_{1/\gamma}(T_\gamma(g)) \leq 2\Delta_{1/\gamma}(|g_0|T_\gamma(1)) = 2|g_0|^{1/\gamma} \kappa_\gamma,$$
as required. \hfill \Box

Lemma 3.3. Let $\delta \subset \mathbb{T}$ be an arc with arclength $|\delta| < 2\pi$. Then

$$\Delta_{1/\gamma}(T_\gamma(1_\delta)) \leq \kappa_\gamma |\delta|.$$  

Proof. Let $L \in \mathbb{N}$ be such that $2\pi/(L + 1) \leq |\delta| < 2\pi/L$. For $\ell = 1, \ldots, L$, let $\delta_\ell$ be the arc $\delta$ rotated by the angle $2\pi\ell/L$:

$$\delta_\ell = e^{2\pi i \ell/L} \delta.$$  

(3.2)

In particular, $\delta_L = \delta$. Then the arcs $\delta_1, \ldots, \delta_L$ are disjoint and so

$$g := \sum_{\ell=1}^L \delta_\ell \leq 1.$$
By Lemma 3.2, it follows that
\[ \Delta_{1/\gamma}(T_\gamma(g)) \leq 2\kappa_\gamma. \]
Further, it is easy to see that the operators \( T_\gamma(1_{\delta_i}) \) are unitarily equivalent to each other by rotation. Thus,
\[ n(s; T_\gamma(1_{\delta_i})) = n(s; T_\gamma(1_{\delta})) \quad s > 0 \]
for all \( \ell \). Finally, we have
\[ T_\gamma(1_{\delta_i})T_\gamma(1_{\delta_j}) \in S_0, \quad \ell \neq j, \]
by Lemma 3.1. Thus, we can apply Corollary 2.3 to \( A_\epsilon = T_\gamma(1_{\delta_i}) \) and \( A = T_\gamma(g) \). This yields
\[ \Delta_{1/\gamma}(T_\gamma(1_{\delta})) = \Delta_{1/\gamma}(T_\gamma(g))/L \leq 2\kappa_\gamma/L \leq 2\pi\kappa_\gamma/(L + 1) \leq \kappa_\gamma|\delta|, \]
as claimed. \( \square \)

**Lemma 3.4.** Let \( \delta \) and \( \delta' \) be two arcs in \( \mathbb{T} \) such that the symmetric difference \( \delta \Delta \delta' \) has total length \( < \varepsilon \). Then
\[ \Delta_{1/\gamma}(T_\gamma(1_{\delta})) - T_\gamma(1_{\delta'}) \leq 2^{1+1/\gamma}\kappa_\gamma\varepsilon. \]

**Proof.** Let \( \delta \Delta \delta' = \delta_1 \cup \delta_2 \), where \( \delta_1, \delta_2 \) are intervals with \( |\delta_1| < \varepsilon, |\delta_2| < \varepsilon \). Then
\[ T_\gamma(1_{\delta}) - T_\gamma(1_{\delta'}) = \pm T_\gamma(1_{\delta_1}) \pm T_\gamma(1_{\delta_2}), \]
where the signs depend on the relative location of \( \delta, \delta' \). Using the estimate (2.3), we get
\[ \Delta_{1/\gamma}(T_\gamma(1_{\delta}) - T_\gamma(1_{\delta'}))^\gamma/(\gamma+1) \leq \Delta_{1/\gamma}(T_\gamma(1_{\delta_1}))^\gamma/(\gamma+1) + \Delta_{1/\gamma}(T_\gamma(1_{\delta_2}))^\gamma/(\gamma+1), \]
and so, applying Lemma 3.3, we get
\[ \Delta_{1/\gamma}(T_\gamma(1_{\delta}) - T_\gamma(1_{\delta'})) \leq \kappa_\gamma (|\delta_1|^{\gamma/(\gamma+1)} + |\delta_2|^{\gamma/(\gamma+1)}(1+1/\gamma) \leq \varepsilon\kappa_\gamma 2^{1+1/\gamma}, \]
as required. \( \square \)

Now we can prove a refined version of Lemma 3.1 where the supports of \( g_1, g_2 \) are allowed to “touch”.

**Lemma 3.5.** Let \( \delta \) and \( \delta' \) be disjoint open arcs in \( \mathbb{T} \): \( \delta \cap \delta' = \emptyset \). Then
\[ T_\gamma(1_{\delta})T_\gamma(1_{\delta'}) \in S_0^{1/2\gamma, \infty}. \]

**Proof.** Let us “shrink” \( \delta \) a little: for \( \varepsilon > 0 \), let \( \delta_\varepsilon \) be an arc such that the distance between \( \delta_\varepsilon \) and \( \delta' \) is positive and the symmetric difference \( \delta_\varepsilon \Delta \delta \) has a total length \( < \varepsilon \). By Lemma 3.1, we have
\[ T_\gamma(1_{\delta_\varepsilon})T_\gamma(1_{\delta'}) \in S_0 \subset S_0^{1/2\gamma, \infty}. \]
By Lemma 2.1, it follows that
\[ \Delta_{1/2\gamma}(T_\gamma(1_{\delta})T_\gamma(1_{\delta'})) = \Delta_{1/2\gamma}(T_\gamma(1_{\delta_\varepsilon})T_\gamma(1_{\delta'})). \]
Applying the estimate (2.8), we get
\[ \Delta_{1/2\gamma}((T_\gamma(1_\delta) - T_\gamma(1_{\delta^\prime}))T_\gamma(1_{\delta^\prime})) \leq \Delta_{1/\gamma}((T_\gamma(1_\delta) - T_\gamma(1_{\delta^\prime}))\Delta_{1/\gamma}(T_\gamma(1_{\delta^\prime})). \]

By Lemma 3.4, we get
\[ \Delta_{1/2\gamma}(T_\gamma(1_\delta)T_\gamma(1_{\delta^\prime})) \leq C_\gamma \varepsilon. \]

Since \( \varepsilon \) can be chosen arbitrary small, we get
\[ \Delta_{1/2\gamma}(T_\gamma(1_\delta)T_\gamma(1_{\delta^\prime})) = 0, \]
which is exactly what is required.

\[ \Box \]

3.4. Step functions \( g \).

**Lemma 3.6.** Let \( \delta \) be an arc with \( |\delta| = 2\pi/L, \ L \in \mathbb{N} \). Then
\[ \Delta_{1/\gamma}(T_\gamma(1_\delta)) = \delta_{1/\gamma}(T_\gamma(1_\delta)) = \kappa_\gamma/L. \]

**Proof.** Let \( \delta_\ell \) be as in (3.2). Then \( \delta_j \cap \delta_\ell = \emptyset \) for \( j \neq \ell \) and
\[ 1 = \sum_{\ell=1}^L 1_{\delta_\ell} \quad \text{a.e. on } \mathbb{T}. \]

Thus,
\[ T_\gamma(1) = \sum_{\ell=1}^L T_\gamma(1_{\delta_\ell}) \]
and by Lemma 3.5
\[ T_\gamma(1_{\delta_\ell})T_\gamma(1_{\delta_j}) \in S_{1/2\gamma,\infty}^0. \]

Thus, we can apply Corollary 2.3 which yields
\[ \Delta_{1/\gamma}(T_\gamma(1_\delta)) = \Delta_{1/\gamma}(T_\gamma(1))/L, \]
and similarly for the lower limits \( \delta_{1/\gamma} \). \( \Box \)

**Lemma 3.7.** Let \( \delta \subset \mathbb{T} \) be an arc of length \( |\delta| = 2\pi/L, \ L \in \mathbb{N} \), and let \( \delta_\ell \) be as in (3.2). Let
\[ g = \sum_{\ell=1}^L c_\ell 1_{\delta_\ell} \quad (3.3) \]
for some coefficients \( c_1, \ldots, c_\ell \in \mathbb{C} \). Then
\[ \Delta_{1/\gamma}(T_\gamma(g)) = \delta_{1/\gamma}(T_\gamma(g)) = \kappa_\gamma \int_0^{2\pi} |g(e^{i\theta})|^{1/\gamma} d\theta/2\pi. \quad (3.4) \]
Proof. We have

\[ T_\gamma(g) = \sum_{\ell=1}^{L} c_\ell T_\gamma(1_{\delta_\ell}), \]

and

\[ T_\gamma(1_{\delta_\ell})T_\gamma(1_{\delta_j}) \in S_{1/2,1/\gamma}^0, \quad j \neq \ell. \]

By Theorem 2.2, we get

\[ \Delta_{1/\gamma}(T_\gamma(g)) \leq \frac{1}{L} \sum_{\ell=1}^{L} |c_\ell|^{1/\gamma} \Delta_{1/\gamma}(T_\gamma(1_{\delta_\ell})) = \kappa_\gamma \int_0^{2\pi} |g(e^{i\theta})|^{1/\gamma} \frac{d\theta}{2\pi}, \]

and similarly

\[ \delta_{1/\gamma}(T_\gamma(g)) \geq \frac{1}{L} \sum_{\ell=1}^{L} |c_\ell|^{1/\gamma} \delta_{1/\gamma}(T_\gamma(1)) = \kappa_\gamma \int_{-\pi}^{\pi} |g(e^{i\theta})|^{1/\gamma} \frac{d\theta}{2\pi}. \]

3.5. Concluding the proof.

Lemma 3.8. Let \( g \in C(\mathbb{T}) \). Then formula (3.4) holds true.

Proof. For any \( \varepsilon > 0 \), there exists a step function \( g_\varepsilon \) of the form (3.3) such that \( \|g - g_\varepsilon\|_\infty \leq \varepsilon \). By Lemma 3.7 the identity

\[ \Delta_{1/\gamma}(T_\gamma(g)) = \delta_{1/\gamma}(T_\gamma(g)) = \kappa_\gamma \int_{-\pi}^{\pi} |g_\varepsilon(e^{i\theta})|^{1/\gamma} \frac{d\theta}{2\pi} \]

holds true for all \( \varepsilon > 0 \); our task is to pass to the limit as \( \varepsilon \to 0 \). It is obvious that one can pass to the limit in the right side of (3.5). Consider the left side; by Lemma 3.2 we have

\[ \lim_{\varepsilon \to 0} \Delta_{1/\gamma}(T_\gamma(g - g_\varepsilon)) = \Delta_{1/\gamma}(T_\gamma(g)). \]

Applying the estimate (2.4), we get

\[ |\Delta_{1/\gamma}(T_\gamma(g))^{\gamma/(\gamma+1)} - \Delta_{1/\gamma}(T_\gamma(g_\varepsilon))^{\gamma/(\gamma+1)}| \leq \Delta_{1/\gamma}(T_\gamma(g - g_\varepsilon))^{\gamma/(\gamma+1)} \leq C_{\gamma} \varepsilon^{1/(\gamma+1)}. \]

It follows that

\[ \lim_{\varepsilon \to 0} \Delta_{1/\gamma}(T_\gamma(g_\varepsilon)) = \Delta_{1/\gamma}(T_\gamma(g)). \]

Similarly, using (2.5) instead of (2.4), we obtain

\[ \lim_{\varepsilon \to 0} \delta_{1/\gamma}(T_\gamma(g_\varepsilon)) = \delta_{1/\gamma}(T_\gamma(g)). \]

Now we can pass to the limit \( \varepsilon \to 0 \) in (3.5), which gives the desired result. □
**Proof of Theorem 1.1.** Write \( \varphi = \varphi_0 + \varphi_1 \), where

\[
\varphi_0(re^{i\theta}) = (1 - r)^\gamma g(e^{i\theta}),
\]

and

\[
\varphi_1(z) = o((1 - |z|)^\gamma), \quad |z| \to 1.
\]

By the previous step, we have that \( T(\varphi_0) \) satisfies the required asymptotics. It remains to prove that \( T(\varphi_1) \in S_{1/\gamma, \infty}^0 \). In order to do this, for any \( \varepsilon > 0 \) write \( \varphi_1 = \psi_\varepsilon + \tilde{\psi}_\varepsilon \), where \( \tilde{\psi}_\varepsilon \) is supported inside the smaller disk \( |z| < a, a < 1 \), and \( \psi_\varepsilon \) satisfies the estimate

\[
|\psi_\varepsilon(z)| \leq \varepsilon (1 - |z|)^\gamma, \quad |z| < 1.
\]

It is easy to see that \( T(\tilde{\psi}_\varepsilon) \in S_0 \). On the other hand, by Lemma 3.2, we have

\[
\Delta_{1/\gamma}(T(\psi_\varepsilon)) \leq 2\kappa \varepsilon^{1/\gamma}.
\]

By Lemma 2.1, we get

\[
\Delta_{1/\gamma}(T(\varphi_1)) = \Delta_{1/\gamma}(T(\psi_\varepsilon)) \leq 2\kappa \varepsilon^{1/\gamma}.
\]

Since \( \varepsilon \) is arbitrary, we get \( \Delta_{1/\gamma}(T(\varphi_1)) = 0 \), which means \( T(\varphi_1) \in S_{1/\gamma, \infty}^0 \). \( \square \)

4. **Proof of Theorem 1.2**

Let \( \varphi(e^{i\theta}) = (1 - |z|)^\gamma b(e^{i\theta}) \) with \( b \) as in (1.3); consider the corresponding Toeplitz operator \( T(\varphi) \) in \( B^2(D) \). Let \( T = \{t_{n,m}\}_{n,m=0}^\infty \) be the matrix of \( T(\varphi) \) in the orthogonal basis \( \{\sqrt{k+1}z^k\}_{k=0}^\infty \):

\[
t_{j,k} = \sqrt{j+1}\sqrt{k+1}(T(\varphi)z^j, z^k).
\]

We have

\[
t_{j,j+m} = 0 \quad \text{if} \quad |m| > M.
\]

Further, for \( |m| \leq M \) we have

\[
t_{j,j+m} = b_m \sqrt{j+1}\sqrt{m+1}((1 - |z|)^\gamma e^{im\theta}z^j, z^{j+m}) = 2^{-\gamma}(\Gamma(\gamma + 1)) b_m j^{-\gamma} + o(j^{-\gamma})
\]

as \( j \to \infty \). This calculation shows that

\[
2^\gamma(\Gamma(\gamma + 1))^{-1} T = A + A',
\]

where \( A' \) is a banded matrix with

\[
a'_{j,j+m} = o(j^{-\gamma}), \quad j \to \infty
\]

for all \( |m| \leq M \). Considering \( A' \) as a sum of \( 2M + 1 \) matrices, each of which has non-zero entries only on the “off-diagonal” \( k = j + m \), it is easy to see that \( A' \in S_{1/\gamma, \infty}^0 \). Thus, by Lemma 2.1,

\[
\Delta_{1/\gamma}(A) = \Delta_{1/\gamma}(2^\gamma(\Gamma(\gamma + 1))^{-1} T) = 2(\Gamma(\gamma + 1))^{-1/\gamma} \Delta_{1/\gamma}(T).
\]
Finally, by Theorem 1.1,

$$\Delta_{1/\gamma}(A) = 2(\Gamma(\gamma + 1))^{-1/\gamma} \Delta_{1/\gamma}(T) = \int_{-\pi}^{\pi} |b(e^{i\theta})|^{1/\gamma} \frac{d\theta}{2\pi}.$$ 

The same calculation applies to $\delta_{1/\gamma}(A)$. This completes the proof of Theorem 1.2.
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