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Abstract

We analyze continuous partial differential models of topological insulators in the form of systems of Dirac equations. We describe the bulk and interface topological properties of the materials by means of indices of Fredholm operators constructed from the Dirac operators by spectral calculus. We show the stability of these topological invariants with respect to perturbations by a large class of spatial heterogeneities. These models offer a quantitative tool to analyze the interplay between topology and spatial fluctuations in topological phases of matter. The theory is first presented for two-dimensional materials, which display asymmetric (chiral) transport along interfaces. It is then generalized to arbitrary dimensions with the additional assumption of chiral symmetry in odd spatial dimensions.

1 Introduction

Topological insulators are materials whose phase transitions are characterized by topological invariants rather than by symmetries and their spontaneous breaking. These phases display fundamental properties that are stable with respect to continuous changes in the material parameters so long as the topological invariant is defined. Two dimensional examples include the quantum Hall effect and the quantum spin Hall effect, which display unusual transport properties of electronic edge states at the interface between insulators. Several higher-dimensional topological insulators have also been analyzed theoretically and observed experimentally. For references on topological insulators, see e.g., [8, 9, 13, 23, 24, 25, 32, 34, 37, 47]. Similar effects may be observed in photonic and mechanical structures as well [20, 22, 30, 31, 33, 39, 43, 45, 48, 49, 56].

In this paper, we model the topology of the insulators with Dirac Hamiltonian representatives. These low-energy descriptions in the vicinity of Dirac points are ubiquitous in the physical literature and accurately display the topology of more general models; see [13, Section III.C]. The models take the form of systems of Dirac equations in the spatial domain $\mathbb{R}^d$. As such, they are amenable to a large class of spatially-varying (random) perturbations, which do not need to satisfy any invariance by (discrete) translations and
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thus provide a reasonably simple and quantitative tool to assess the effect of topology on the material’s properties.

Constant-coefficient Dirac operators characterize the bulk properties of topological insulators. The practically interesting transport properties of such materials appear when two bulk materials with different topologies are brought next to each other. Transport along the resulting interface often displays unusual asymmetric properties, which are moreover topological in nature and therefore stable with respect to large classes of perturbations. We introduce interface Hamiltonians as continuous transitions between two bulk Hamiltonians.

Our objective is to describe the topology of the above bulk and interface Hamiltonians, to understand their correspondence, and to obtain their stability with respect to perturbations. In doing so, we obtain explicit models in which the influence of random perturbations can be analyzed quantitatively. Such models were used in [5] to obtain a quantitative description of transport, localization, and back-scattering of modes along a one-dimensional interface between two-dimensional topological insulators.

The Dirac operators are symmetric unbounded partial differential operators with no clear a priori topological characterization. In the absence of spatial variations, or when the latter satisfy some periodicity assumptions, the Dirac operators can be represented by a Floquet-Bloch transformation that involves a family of Hamiltonians parametrized on a compact Brillouin zone. The eigenspaces associated to the Hamiltonians then take the form of vector bundles over the Brillouin zone, whose topology may be non-trivial. This is the standard way of assigning topological invariants to materials; see e.g. [13, 34, 47].

In this commutative setting, because composition of operators reduces to commutative multiplication on the Brillouin zone, the effect of random perturbations is rendered cumbersome by the hypothesis of invariance by (discrete) translations. The non-commutative setting therefore involves replacing the Fourier multipliers on the Brillouin zone by non-commutative operators on the physical variables. The resulting operators then typically act on functions of the lattice \( \mathbb{Z}^d \), or as in the present paper, the continuum \( \mathbb{R}^d \), and are amenable to a much larger class of spatial perturbations. This effect was one of the driving forces behind the development of the non-commutative setting [2, 6, 7, 11, 16]. Following these references, we assign topological invariants to the Dirac operators by means of Fredholm operators constructed by spectral calculus. First obtained for scalar operators, [2, 6, 7, 38], the non-trivial construction of Fredholm operators in higher-dimensional and vectorial cases is also understood in many settings [46]. We adapt the constructions of the aforementioned references to continuous systems of Dirac operators.

In the analysis of the quantum Hall effect, randomness and the resulting electron localization are an essential effect in the understanding of (several) conductivity plateaus [2, 6, 7, 19] in the sense that randomness influences the topological index of the material. Such random fluctuations are typically required to have statistics that are spatially homogeneous; see, however [19]. In contrast, several engineered topological insulators may first be represented in a ‘clean’, unperturbed state, which is then perturbed by random fluctuations that are quite arbitrary so long as they do not break the topological invariant. This is the setting considered here. We show that an index may be assigned to systems of Dirac operators and provide a means to calculate such an index. An inter-
esting observation, already made for instance in [9, 42, 47], is that the Dirac operators, which typically appear as first-order systems, need to be regularized by a second-order term, or their spectral calculus properly modified, in order for the topological invariants to be defined.

Once the invariants are defined, both for bulk and for interface Hamiltonians, and shown to be in appropriate correspondence, we also obtain that they are indeed stable with respect to arbitrary perturbations that are relatively compact in an appropriate sense. This was the route followed in [5] to obtain topology-consistent quantitative descriptions of back-scattering effects.

A brief recall on the derivation of the Dirac systems of equations is proposed in section 2. The analysis of bulk and interface Hamiltonians for two-dimensional materials is presented in section 3. We generalize to the vectorial setting the results obtained in [2] for a scalar operator with magnetic field. The topology acquired by the constant magnetic field in the quantum Hall effect is replaced here by the ‘twisting’ nature of the vectorial Dirac operator, which is the effect observed in the Haldane model [32]. The derivation is related to properties of Fredholm modules, indices of pairs of projections, and trace-class operators, which are summarized in Appendix A. The inclusion of random effects is handled by means of a standard Helffer-Sjöstrand formulation of the spectral calculus and is presented in detail in section 4. Generalizations to higher dimensions are given in section 5 with conventions on Clifford algebras and representations of Dirac systems of operators postponed to Appendix B.

Let us also mention some related works on continuous models for the microscopic description of the topology of Schrödinger (and other) operators with perturbed periodic potential [21], or the recent derivation of topological invariants for materials with aperiodic microscopic description [10].

2 Modeling of Dirac operators

We briefly introduce the low-energy systems of Dirac equations and refer, e.g., to [8, 13, 23] for motivations and details. We consider two-dimensional materials. Materials with discrete translational invariance are represented by a continuous family of Hermitian Hamiltonians $H(k)$ with $k$ belonging to a compact Brillouin zone (e.g., the two-dimensional torus). For each $k$, such Hamiltonians are self-adjoint operators with compact resolvent and sheets of eigenvalues $k \mapsto \lambda_j(k)$ for $j \geq 1$. At specific points $K$, two such sheets may touch, and will generically do so by touching conically. This means, assuming the energy equal to $E = 0$ at such Dirac points $K$ and linearizing $\tilde{k} = K + k$ for $|k| \ll 1$ in the vicinity of $K$, that the two sheets of the Hamiltonian are linear in $k$ and the latter, reduced to the vicinity of $K$, takes the form

$$\hat{H} = Ak \cdot \sigma,$$

where $k = (k_1, k_2)$, $A$ is an invertible $2 \times 2$ matrix describing the geometry of the cones, and $\sigma = (\sigma_1, \sigma_2)$ are the first two Pauli matrices. The Hamiltonian acts on 2–spinors corresponding to the modes ‘above’ and ‘below’ the energy of intersection $E = 0$.

The above operator does not describe an insulator since all energies in the vicinity of 0 are allowed to propagate. The insulation comes from the variation of a mass term
\[ \hat{H}[m] = Ak \cdot \sigma + m\sigma_3, \]

where \( \sigma_3 \) is the third Pauli matrix. These matrices satisfy the commutativity relations
\[ \sigma_i \sigma_j + \sigma_j \sigma_i = 2\delta_{ij} I_2 \] for \( 1 \leq i, j \leq 3 \). With this, we observe that \( \hat{H}^2 = (|Ak|^2 + m^2)I_2 \) so that the resulting Hamiltonian has a spectral gap \((-|m|, |m|))\).

As \( m \) varies continuously from a non-vanishing value to another non-vanishing value with a different sign, the material moves from insulating to metallic when \( m = 0 \) to insulating again. This is the basic topological phase transition in topological materials and this will be justified by assigning indices of Fredholm operators to the above Hamiltonians.

The topology of a Hamiltonian, whether in the commutative or non-commutative settings, typically involves projection onto the negative part of the spectrum of the Hamiltonian. This is how Chern numbers are calculated \[13, 23\]. For Hamiltonians described over a non-compact domain \( k \in \mathbb{R}^2 \), it turns out that the resulting projection is not sufficiently regular to obtain Fredholm operators. One then has two (quite similar) choices: either regularize the operator so that the corresponding projection leads to a Fredholm operator; this is what we will do in section \[3\] or regularize (modify) the spectral projection so that we are also led to Fredholm operators; this is what we will do in section \[5\] in arbitrary dimensions. The regularized operator is of the form
\[ \hat{H}_\eta[m] = Ak \cdot \sigma + m_\eta \sigma_3, \quad m_\eta = m - \eta|Ak|^2, \]
for some \( \eta \neq 0 \). We will see that only the sign of \( \eta \) matters topologically (or the sign of the determinant of the invertible matrix \( \eta \) in a more general regularization of the form \(-k^\prime \eta k \) instead of \(-\eta|Ak|^2 \)). Dirac operators with quadratic corrections have been used in a variety of contexts; see, e.g., \[44, 47, 52\] as well as \[8\], Chapters 8&16.

The above Hamiltonians are the Fourier multipliers of Dirac operators, which in the physical variables, have the form
\[ H_\eta[m] = \frac{1}{i}A \nabla \cdot \sigma + (m + \eta \Delta_A)\sigma_3, \]
where \( \nabla \) is the standard gradient operator and \( \Delta_A = (A \nabla) \cdot (A \nabla) \) is the standard Laplacian when \( A = I \). This is our elementary model of \textit{bulk Hamiltonian}.

The above Hamiltonian describes transport for low energies \(|E| \ll 1 \) and (equivalently) wave-numbers \( k \) in the vicinity of the Dirac point \( K \). It turns out that most materials are characterized by a larger (than one, typically even) number of Dirac points \( K_j \) \( 1 \leq j \leq J \) for a given energy \((E = 0)\). Each Hamiltonian \( H_{j,\eta}[m] \) comes with a structure \( A_j \) and a mass term \( m_j \) (and the same regularization \( \eta \neq 0 \) to simplify). The Hamiltonians may also act on larger spinors when additional internal degrees of freedom (such as spin) are taken into account. Accounting for all Dirac points (corresponding to the energy \( E = 0 \)) and internal degrees of freedom (and relabeling \( J \) above accordingly), the general form of the (unperturbed) Hamiltonian we consider here can be written as a direct sum of operators of elementary Hamiltonians to yield
\[ H_\eta[m] = \oplus_{j=1}^J H_{j,\eta}[m_j], \quad H_{j,\eta}[m_j] = \frac{1}{i}A_j \nabla \cdot \sigma + (m_j + \eta \Delta_A)\sigma_3. \]
This is the most general model of *unperturbed bulk Hamiltonian* considered in this paper.

For energies $E$ close to 0 inside the spectral gap, the material is insulating and no transport may occur. The interesting practical features of topological insulators appear when two bulk materials with two different topologies are in contact. Then, modes may develop along the common interface and display unusual asymmetric (chiral) transport properties. In this paper, as in, e.g., [8], we model such transitions continuously assuming that $m = m(x)$ continuously changes from $m_+$ as one component of $x$ goes to $+\infty$ to $m_-$ as that same component goes to $-\infty$. In the two-dimensional setting parametrized by $(x, y)$, that component is $x$ itself and interface modes then appear in the vicinity of $x = 0$, where $m$ vanishes, and propagate along the interface parametrized by $y$. The elementary *interface Hamiltonian* then takes the form

$$H_\eta[m(x)] = \frac{1}{i} A \nabla \cdot \sigma + (m(x) + \eta \Delta) \sigma_3.$$ 

In section 3, we assign topological invariants to the Hamiltonians $H_\eta[m]$ and $H_\eta[m(x)]$ following the spectral calculus presented in [2, 6, 46]. The explicit calculation of the bulk indices closely follows that in [2], which we generalize to the vectorial setting after appropriate regularization ($\eta \neq 0$). The interface Hamiltonian is analyzed by means of the winding number of an appropriate unitary operator modeling transport along the edge. Once these indices are defined, they are shown to be stable with respect to a large class of heterogeneous perturbations in section 4. The bulk and interface topological indices are then related to a (quantized) physical quantity showing the transport asymmetry even in the presence of spatial heterogeneities.

Extensions to higher dimensions are then given in section 5. We first concentrate on the two-dimensional setting.

### 3 Two-dimensional bulk and interface Hamiltonians

We consider the elementary $2 \times 2$ Dirac Hamiltonians described in the preceding section with the simplifying assumption that $A = I_2$. We will remove such an assumption at the end of the section. The unperturbed two-dimensional Dirac Hamiltonian is thus given by

$$H_\eta[m] = \frac{1}{i} \nabla \cdot \sigma + (m + \eta \Delta) \sigma_3$$

where $\sigma = (\sigma_1, \sigma_2)$, $m \neq 0$ and $\eta \in \mathbb{R}$ is a sufficiently small regularizing parameter. We represent position on $\mathbb{R}^2$ as $x = (x_1, x_2)$.

We use the notation $H_\eta[m(x)]$ for the Hamiltonian with $m$ above replaced by $m(x_1)$, a function that converges to $m_\pm$ sufficiently rapidly as $x_1 \to \pm \infty$ for some $|m_\pm| \geq m_0 > 0$. The important topological property of such wall domains (transition from a bulk state characterized by $m_-$ to one characterized by $m_+$) is captured by the quantity

$$\varepsilon = \frac{1}{2} (\text{sign}(m_+) - \text{sign}(m_-)),$$

which is non-trivial only when the asymptotes have different signs.
The bulk Hamiltonian in the Fourier domain is given by its symbol

$$\hat{H}_\eta[m] = k \cdot \sigma + (m - \eta |k|^2)\sigma_3$$

(2)

for $k = (k_1, k_2)$. We also denote the partial Fourier transform by

$$\hat{H}_\eta[m(x)] = \frac{1}{i} \partial_x \sigma_1 + k_2 \sigma_2 + (m(x) + \eta \partial_x - \eta k_2^2)\sigma_3.$$  

(3)

For the bulk index, we define $U(x) = \frac{x_1 + ix_2}{|x_1 + ix_2|}$. We verify that

$$\text{sign}(x \cdot \sigma) = \frac{x \cdot \sigma}{|x \cdot \sigma|} = \begin{pmatrix} 0 & U(x) \\ U^*(x) & 0 \end{pmatrix}.$$  

(4)

The role of $U(x)$ is to be used in the construction of a Fredholm operator whose index reflects the topological properties of the Hamiltonian $H_\eta[m]$, see Appendix A for the role of Fredholm modules in the theories presented in this paper.

### 3.1 Bulk Index

For $|\eta|$ small enough\(^1\), we verify that $(-m, m)$ remains a spectral gap for $H_\eta[m]$, while the gap shrinks for large values of $|\eta|$. As is then standard in the analysis of topological insulators [2, 7, 23, 46], we define

$$P := P_-(H_\eta[m]) = \chi(H_\eta[m] < 0)$$

(5)

the projection onto the negative part of the spectrum of $H_\eta[m]$, with $\chi(E < 0)$ the indicatrix function equal to 1 for $E < 0$ and equal to 0 otherwise. The operator $P$ is a bounded operator (of norm 1) on $L^2(\mathbb{R}^2) \otimes \mathbb{C}^2$ defined by spectral calculus [15]. The main result of the section is the:

**Theorem 3.1** Let $P$ and $U$ be defined as above and $0 < |\eta| < \frac{1}{2m}$. Then $PUP|_{\text{Ran}P}$ is a Fredholm operator and we have

$$-\text{Index } (PUP|_{\text{Ran}P}) = -\text{Index } (PUP + I - P) = \frac{1}{2}(\text{sign}(m) + \text{sign}(\eta)).$$  

(6)

The rest of the section is devoted to the proof of the above theorem.

When $m$ and $\eta$ are positive, say, then the above topological invariant, given by the index of a Fredholm operator, takes a non-vanishing value here equal to 1. It describes the topology of the material associated to the Hamiltonian $H_\eta[m]$. Note that the above right-hand-side is integer-valued only for $\eta \neq 0$. Only after proper regularization $\eta \neq 0$ (which essentially allows one to obtain a meaningful one-point compactification of the open domain $\mathbb{R}^2$) is the operator $PUP|_{\text{Ran}P}$ Fredholm. After regularization, the latter operator has a sufficiently rapidly decaying kernel that the theory for trace-class operators described in [2] can be extended to the present vectorial setting.

\(^1\) More precisely, for $\eta > 0$ and $2\eta m < 1$, we observe that the minimum of $k^2 \mapsto E^2(k^2) := k^2 + (m - \eta k^2)^2$ is attained at $k^2 = 0$ and equals $m^2$. For $2\eta m > 1$, the minimum is given by $(4\eta m - 1)/(4\eta^2) > m/(2\eta)$. For $\eta < 0$, we have $E^2 \geq m^2$. 
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Let us define the projector

$$Q := \mathcal{U} P \mathcal{U}^*$$

so that

$$P - Q = \mathcal{U} [\mathcal{U}^*, P] = [P, \mathcal{U}] \mathcal{U}^*,$$

(7)

with $[A, B] = AB - BA$ the usual commutator. Then we have the:

**Proposition 3.2** The operator $(P - Q)^3 = \mathcal{U}[P, \mathcal{U}^*][P, \mathcal{U}][P, \mathcal{U}^*]$ is trace-class so that $PUP_{\text{Ran}P}$ is Fredholm and

$$-\text{Index} (PUP_{\text{Ran}P}) = \text{Tr}(P - Q)^3 = \text{Tr} \mathcal{U}[P, \mathcal{U}^*][P, \mathcal{U}][P, \mathcal{U}^*].$$

(8)

**Proof.** We verify that $(P - Q)^3 = \mathcal{U}[P, \mathcal{U}^*][P, \mathcal{U}][P, \mathcal{U}^*]$ using (7). The result then follows from Proposition A.2 in the Appendix provided that we can show that $(P - Q)^3$ is trace-class.

Let $K = P - Q = (K_{ij})_{1 \leq i,j \leq 2}$, where $K_{ij}$ are bounded operators on $L^2(\mathbb{R}^2)$ with integral kernels $k_{ij}(x, y)$. It is sufficient to prove that each $k_{ij} \in \mathcal{I}_3$. Here, $\mathcal{I}_n$ is the Schatten class of compact operators whose definition is recalled in Appendix A for $k(x, y)$ the kernel of any operator $K_{ij}$ or their adjoints, we wish to show that $\|k\|_{q,p} < \infty$ with $q = \frac{3}{2}$ and $p = 3$ by applying Lemma A.3. Let $p(x, y) \equiv p(x - y)$ be the kernel of $P$. In the Fourier domain, $P$ acts as a multiplier given by:

$$\hat{P}(k) = \frac{I}{2} - \frac{1}{2} \frac{k_1 \sigma_1 + k_2 \sigma_2 + (m - \eta|k|^2)\sigma_3}{(|k|^2 + (m - \eta|k|^2)^2)^{\frac{3}{2}}}.$$

This is the symbol of a multiplier and we verify, using the notation $\langle x \rangle = (1 + |x|^2)^{\frac{1}{2}}$, that

$$|\partial^\alpha \hat{P}(k)| \leq C_\alpha \langle k \rangle^{-|\alpha|}, \quad \partial^\alpha = \partial_1^{\alpha_1} \partial_2^{\alpha_2}, \quad |\alpha| = \alpha_1 + \alpha_2.$$

This decay is a direct consequence of the existence of the spectral gap for $H$ in the vicinity of $k = 0$ so that $\hat{P}(k)$ is also a smooth function. As a consequence,

$$x^\alpha p(x) = \mathcal{F}^{-1}((i\partial)^\alpha \hat{P})(x),$$

(with $\mathcal{F}^{-1}$ the inverse Fourier transform) involves an absolutely convergent integral when $|\alpha| > d = 2$. The same reasoning shows that $p(x)$ is smooth away from $x = 0$ and decays faster than $|x|^{-\beta}$ for any $\beta > 0$. It remains to address the behavior of $p$ at $x = 0$. For this, we decompose

$$\hat{P}(k) = \hat{p}_0(k) + \hat{p}_{-1}(k) + \hat{p}_{-2}(k) + \hat{r}(k),$$

where $\hat{p}_j(\lambda k) = \lambda^{-j} \hat{p}_j(k)$ for $\lambda > 0$ and where $\hat{r}(k)$ generates an absolutely convergent integral with continuous inverse Fourier transform $r(x)$. The contribution $\hat{p}_0(k)$ is constant and generates a term in $p(x)$ proportional to $\delta(x)$. This term disappears in the kernel of $(P - Q)^2$. The contribution $\hat{p}_{-1}(k)$ provides a term

$$p_{-1}(x) = \mathcal{F}^{-1}[\frac{k_1 \sigma_1 + k_2 \sigma_2}{\eta|k|^2}](x) = C \frac{1}{\eta} \frac{x \cdot \sigma}{|x|^2},$$

for some constant $C$. Therefore, $|p(x)| \lesssim |x|^{-1}$ in the vicinity of 0. The contribution from $p_{-2}$ is smoother and involves at most a logarithmic singularity in $(x - y)$ which
is handled similarly to the one above. All other contributions are jointly continuous in \((x, y)\).

Looking at the kernel \(k(x, y)\) of any of the components of \((P - Q)\), we thus obtain the estimate:

\[
|k(x, y)| \leq \left|1 - \frac{U(x)}{U(y)}\right| \frac{1}{|x - y|^{\alpha (x - y)^{\beta - \alpha}}} \leq \min(1, \frac{|x - y|}{|y|}) \frac{1}{|x - y|^{\alpha (x - y)^{\beta - \alpha}}}, \tag{9}
\]

with \(\alpha = 1\) and \(\beta\) as large as we want and certainly larger than \(d = 2\). Here, we use the same bound coming from the unitary \(U\) as in \([2]\). We can now use Lemma 3.3 below, which generalizes results in \([2]\), with \(n = d = 2\), \(p = 3\) and \(q = \frac{3}{2}\) to obtain that all components of \((P - Q)\) belong to \(I_3\). This shows that \((P - Q)^3\) is trace-class and an application of Proposition \([3, 2]\) concludes the proof of the result. \(\square\)

**Lemma 3.3** Let \(p > n\) and \(\frac{1}{p} + \frac{1}{q} = 1\). Let \(k(x, y)\) be the kernel of an operator \(K\) defined on functions in \(\mathbb{R}^n\) with bound

\[
|k(x + y, y)| \leq C \min(1, \frac{|x|}{|y|}) \frac{1}{|x|^{\alpha (x)^{\beta - \alpha}}}, \quad \text{for } \alpha < n < \beta. \tag{10}
\]

Then,

\[
\left(\int_{\mathbb{R}^n} \left(\int_{\mathbb{R}^n} |k(x, y)|^q dx \right)^{\frac{p}{q}} dy\right)^{\frac{1}{p}} \leq C,
\]

so that \(K\) is in the Schatten class \(I_p(\mathbb{R}^n)\) and \(K^p\) (for \(p\) an integer chosen as \(p = n + 1\) here) is trace-class.

**Proof.** The method follows that in \([2]\). Let \(F(y) = \int |k(x + y, y)|^q dx\). By translation, we wish to show that \(F \in L^{p-1}(\mathbb{R}^n)\) for \(p - 1 = \frac{2}{q}\). We separate the integrals \(|x| < |y|\) and \(|x| > |y|\). The first one is

\[
\int_{|x| < |y|} \frac{1}{|x|^{\alpha q (x)^{\gamma q}}} \frac{|x|^q}{|y|^q} dx = c_n \int_0^{|y|} \frac{1}{|x|^{\alpha q (|x|)^{\gamma q}}} \frac{|x|^{q + n - 1}}{|y|^q} d|x|,
\]

using \(\gamma = \beta - \alpha\). The second integral is

\[
\int_{|x| > |y|} \frac{1}{|x|^{\alpha q (x)^{\gamma q}}} dx = c_n \int_{|y|}^{\infty} \frac{1}{|x|^{\alpha q (|x|)^{\gamma q}}} |x|^{n - 1} d|x|.
\]

We separate the cases \(|y| < 1\) and \(|y| > 1\). For \(|y| < 1\), the first integral gives a contribution, using \(|\langle |x|\rangle| \geq 1\), of the form \(|y|^{-q(1-\alpha)q+n} = |y|^{n-\alpha q}\) provided that \(|x|^{(1-\alpha)q+n-1}\) is integrable at 0, i.e., provided that \((1-\alpha)q+n-1 > -1\) or \(\alpha < 1 + \frac{n-1}{q} = n + \frac{n-1}{2}\), which holds. The second integral is split into \(|y| < |x| < 1\) and \(1 < |x|\), with a second contribution that is integrable when \(n-1-\beta q < -1\), i.e., \(n < \beta q\), which holds. The first contribution is the integral between \(|y|\) and 1 of \(|x|^{n-1-\alpha q}\), which provides a contribution \(|y|^{n-\alpha q}\) again.

Now consider \(|y| > 1\). The first integral provides a contribution \(|y|^{-q}\) times the integral on \((0, 1)\) of \(|x|^{(1-\alpha)q+n-1}\), which is finite again when \(\alpha < 1 + \frac{n-1}{q}\), which holds. So, we obtain a contribution of order \(|y|^{-q}\). The second contribution involves the integral
\[ \int |x|^{n-1-\beta q} |x|, \text{ which is of order } |y|^{n-\beta q} \text{ with no difficulty of integration at } +\infty \text{ since } n < \beta q. \]

Summarizing the above bounds, we find that
\[ F(y) \lesssim (|y|^{-q} \wedge 1) + |y|^{n-\alpha q}|y|^{-q}. \]

These two contributions are in \( L^p(\mathbb{R}^n) \) provided that \( q(p-1) = p > n \) and provided that \( (n-\beta q)(p-1)+n-1 < -1 \) and \( (n-\alpha q)(p-1)+n-1 > -1 \) or equivalently \( \beta > n \) and \( \alpha < n \), which hold. \( \blacksquare \)

The next step is to show that such a trace can be computed as an integral.

**Proposition 3.4** Let \( \kappa(x, z) \) be the kernel of the trace-class operator \( (P-Q)^3 \). Then we have
\[ -\text{Index } (PUP_{\text{ran}P}) = \text{Tr}(P-Q)^3 = \int_{\mathbb{R}^2} \text{tr } \kappa(x,x)dx. \] (11)

This result is a direct application of Lemma \( 3.3 \) and Lemma \( A.3 \) to obtain that \( (P-Q)^3 \) is trace-class and then of corollary \( A.4 \) or Lemma \( A.5 \) (since \( \kappa(x,y) \) is continuous except where \( x = 0 \) and \( y = 0 \)) to obtain the trace as an integral.

Our next step involves a (known and non-trivial) geometric identity to simplify the expression of the integral.

**Proposition 3.5** Let \( p(x, z) \equiv p(x-z) \) be the kernel of the spatially homogeneous operator \( P \). Under the hypotheses of the above proposition, we have
\[ \text{Tr}(P-Q)^3 = -2\pi i \int_{\mathbb{R}^4} \text{tr } (-p(-x)p(x-z)p(z)x \wedge (x-z))dx dz. \] (12)

**Proof.** The trace of \( (P-Q)^3 \) is given explicitly by
\[ \mathcal{T} := \int_{\mathbb{R}^{2\times 3}} p(x_1,x_2)(1-\frac{U(x_1)}{U(x_2)})p(x_2,x_3)(1-\frac{U(x_3)}{U(x_1)})p(x_3,x_1)(1-\frac{U(x_1)}{U(x_3)})dx_1dx_2dx_3. \]

Changing variables \( x = x_1 \) and \( y_j = x_{j+1} - x \) for \( j = 1,2 \), and using the translational invariance of \( P \), we obtain
\[ \mathcal{T} = \int_{\mathbb{R}^{2\times 2}} p(-y_1)p(y_1-y_2)p(y_2)(2\pi i)y_1 \wedge y_2 dy_1 dy_2 \] (13)

using the geometric identity in [2] Lemma 4.4; see also [16] and Appendix C

\[ \int_{\mathbb{R}^2} (1-\frac{U(x)}{U(y_1+x)})(1-\frac{U(y_1+x)}{U(y_2+x)})(1-\frac{U(y_2+x)}{U(x)})dx = 2\pi i(-y_1) \wedge (-y_2). \]

Here, \( x \wedge z = x_1z_2 - x_2z_1 = (x-z) \wedge z \) is the (two-dimensional) volume of the parallelogram with vertices \( 0, x, \) and \( z \) (and \( x+z \)). This gives the result. \( \blacksquare \)

The preceding result involves convolutions in the spatial domain that may be estimated in the Fourier domain. Let \( \hat{P}(k) \) be the Fourier transform of the kernel of the translation-invariant operator \( P \). We use the following convention for Fourier transforms
\[ \hat{Q}(k) = \int_{\mathbb{R}^d} e^{-ik \cdot x} Q(x)dx, \quad Q(x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{ik \cdot x} \hat{Q}(k)dk. \] (14)
We define the Chern number of the projector as

\[ \text{Ch}_{\frac{1}{2}}[\hat{P}] := \frac{i}{2\pi} \int_{\mathbb{R}^2} \text{tr} \hat{P}[\partial_1 \hat{P}, \partial_2 \hat{P}] dk = \frac{i}{2\pi} \int_{\mathbb{R}^2} \text{tr} \hat{P} d\hat{P} \wedge d\hat{P}. \]  

(15)

We verify that the last two terms are equal. We follow the sign convention in [1] and [46] (2.3) although the opposite sign convention often appears in the physical literature.

Chern numbers are defined as integrals of even dimensional forms (Chern characters) and are therefore (possibly) non-trivial only in even dimensions. The (even) Chern number is defined as \( \text{Ch}_d \) in (real) space dimension \( d \) in [46], while it is typically denoted by \( \text{Ch}_d \) in the literature, where \( \frac{d}{2} \) is the complex dimension. We use the above somewhat hybrid notation to represent the Chern number in even spatial dimension \( d = 2 \).

**Proposition 3.6** Let \( \hat{P}(k) \) be the Fourier transform of the kernel of the translation-invariant operator \( P \). Under the hypotheses of the above proposition, we have

\[ \text{Tr}(P - Q)^3 = \text{Ch}_{\frac{1}{2}}[\hat{P}]. \]

(16)

**Proof.** We verify that \((2\pi)^d \int_{\mathbb{R}^d} P(-x)Q(x) = \int_{\mathbb{R}^d} \hat{P}(k)\hat{Q}(k) dk\) and that the Fourier transform of the convolution \( Q_1 \ast Q_2 \) is given by \( \hat{Q}_1\hat{Q}_2 \). Applying this to \( P(y) = p(y) \) and \( Q = Q_1Q_2 \) with \( Q_1(y) = Q_2(y) = yp(y) \) in (13) using \( y_1 \wedge y_2 = (y_1 - y_2) \wedge y_2 \), we obtain that \( T \) equals the first form in (15) and hence the result. \( \square \)

The following proposition concludes the proof of the above theorem.

**Proposition 3.7** Let \( \hat{P}(k) \) be the Fourier transform of the kernel of the translation-invariant operator \( P \). Under the hypotheses of the above proposition, we have

\[ \text{Ch}_{\frac{1}{2}}[\hat{P}] = \frac{1}{2} \left( \text{sign}(m) + \text{sign}(\eta) \right). \]

(17)

**Proof.** This is a standard result; see, e.g., [23]. We propose a short derivation for completeness. We start from (16) and recall that \( \hat{P} = \frac{1}{2}(I - \frac{\hat{H}}{|\hat{H}|}) \). First,

\[ -2\partial_j \hat{P} = \frac{\partial_j}{|\hat{H}|} \hat{H} + \frac{1}{|\hat{H}|} \partial_j \hat{H}. \]

Since \( \text{tr} A[B, C] = \text{tr} B[C, A] \), we observe that \( [\hat{P}, \partial_j \hat{P}] = \frac{1}{4|\hat{H}|^2} [\hat{H}, \partial_j \hat{H}] \) so that we need to compute

\[ \text{Ch}_{\frac{1}{2}}[\hat{P}] = \frac{i}{2\pi} \int_{\mathbb{R}^2} \frac{-1}{8|\hat{H}|^3} \text{tr} \hat{H}[\partial_1 \hat{H}, \partial_2 \hat{H}] dk. \]

With \( \hat{H} = k \cdot \sigma + (m - \eta|k|^2)\sigma_3 \), we observe that \( \partial_j \hat{H} = \sigma_j - 2\eta k_j \sigma_3 \) so that

\[ [\partial_1 \hat{H}, \partial_2 \hat{H}] = [\sigma_1, \sigma_2] - 2\eta k_1 [\sigma_3, \sigma_2] - 2\eta k_2 [\sigma_1, \sigma_3], \]

with therefore, using identities such as \( [\sigma_1, \sigma_2] = 2i \sigma_3 \),

\[ \text{tr} \hat{H}[\partial_1 \hat{H}, \partial_2 \hat{H}] = 4i((m - \eta|k|^2) + 2\eta|k|^2) = 4i(m + \eta|k|^2). \]
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As a consequence,

$$\text{Ch}_{\mathbb{Z}_2}[\hat{P}] = \frac{1}{4\pi} \int_{\mathbb{R}^2} \frac{m + \eta|k|^2}{(|k|^2 + (m - \eta|k|^2)^2)^{\frac{3}{2}}} \, dk = \frac{1}{2} \int_0^\infty \frac{(m + \eta r^2)r}{(r^2 + (m - \eta r^2)^2)^{\frac{3}{2}}} \, dr.$$  

We verify that the above integral gives the right-hand side in (17); see also [8, Chapter 8] or [42, (27)-(31)] and the proof of Theorem 5.2 for a more ‘topological’ calculation of the Chern number. □

**Remark 3.8** The calculations of the preceding proposition also apply to the case \( \eta = 0 \), and the result is a number \( \text{Ch}_{\mathbb{Z}_2}[\hat{P}_{|\eta=0}] = \frac{1}{2} \text{sign}(m) \), which is not an integer and therefore cannot be given any interpretation as a Fredholm index. This shows the necessity to regularize the projection \( P \) in order to be able to construct a Fredholm operator and assign a topological invariant to the bulk Hamiltonian. Note that the kernel of \( P \) (when \( \eta = 0 \)) is too singular for \( (P - Q)^3 \), or \( (P - Q)^{2n+1} \) for any \( n \), to be trace-class.

Geometrically, \( \hat{P} \) is represented by the map from \( \mathbb{R}^2 \) to \( \mathbb{S}^2 \) given by

$$k \mapsto h(k) = \frac{(k_1, k_2, m - \eta|k|^2)}{|(k_1, k_2, m - \eta|k|^2)|} = \frac{(k_1, k_2, m - \eta|k|^2)}{(|k|^2 + (m - \eta|k|^2)^2)^{\frac{3}{2}}}.$$  

Assume \( m > 0 \). When \( \eta = 0 \), such a map covers only the upper half sphere. When \( \eta > 0 \), the whole sphere is covered by the map. When \( \eta < 0 \), at most half of the sphere is covered as well. This standard topological argument [23] will be used more directly in the higher dimensional case, where we will show in more generality that \( \deg h = \frac{1}{2}(\text{sign}(m) + \text{sign}(\eta)) \).

See also [4] for a notion of bulk-difference invariant that bypasses the regularization.

### 3.2 Interface index

In this section, we replace the coordinates \((x_1, x_2)\) by the more convenient \((x, y)\). The dual variable to the coordinate \( y \) will be denoted by \( \zeta \).

Let us now consider the interface Hamiltonian \( H[m(x)] \) with \( m(x) \) converging to \( m_\pm \) as \( x \to \pm \infty \) with \( |m_\pm| \geq m_0 \) for some \( m_0 > 0 \). Unlike its bulk counterparts (corresponding to \( H[m_\pm] \)), the interface Hamiltonian does not have a spectral gap and this is what generates its unusual transport properties along the interface \( x = 0 \) parametrized by \( y \in \mathbb{R} \). The topology of the interface Hamiltonian is captured by the integer

$$\varepsilon := \frac{1}{2} \left( \text{sign}(m_+) - \text{sign}(m_-) \right). \quad (18)$$

We define \( \mathcal{P} = \mathcal{P}(y) := \chi(y > 0) \) the projection onto the positive part of the \( y \) axis. The projection \( \mathcal{P} \) plays a similar role in odd dimension \( d - 1 = 1 \) to that of the unitary \( \mathcal{U}(x) \) in even dimension \( d = 2 \); see Appendix A

We now define the following functional of \( H[m(x)] \). Let \( \chi_\delta(E) \) be a smooth function from \( \mathbb{R} \) to \( \mathbb{R} \) such that \( \chi_\delta(E) \) is supported in \((-\delta, \delta)\) while \( \chi_\delta(-\delta) = 0 \) and \( \chi_\delta(\delta) = 1 \). The parameters \( \eta \) and \( \delta > 0 \) are chosen such that

$$0 < \delta < (1 + 2|\eta|m_0)^{-\frac{1}{2}}m_0 \leq m_0, \quad 0 \leq |\eta| < \frac{1}{2m_0}. \quad (19)$$
We define the unitary \( U(E) = e^{i2\pi \chi_\delta(E)} \) and by spectral calculus
\[
U := U(H[m(x)]) = e^{i2\pi \chi_\delta(H[m(x)])}.
\] (20)

This a unitary operator on \( L^2(\mathbb{R}^2) \otimes \mathbb{C}^2 \). Then, we have:

**Theorem 3.9** Let \( \mathcal{P} \) and \( U \) be defined as above and \( \varepsilon \) in \( [18] \). Then \( \mathcal{P} U \mathcal{P}_{|\text{Ran}\mathcal{P}} \) is a Fredholm operator and
\[
-\text{Index} \ (\mathcal{P} U \mathcal{P}_{|\text{Ran}\mathcal{P}}) = -\text{Index} \ (\mathcal{P} U \mathcal{P} + I - \mathcal{P}) = \varepsilon.
\] (21)

The above index can be related to a physical quantity similar to a current as will be shown in section 4.4. To prove the above theorem, we first show that \( \mathcal{P}, U \) is Hilbert-Schmidt. This implies that \( \mathcal{P} U \mathcal{P}_{|\text{Ran}\mathcal{P}} \) is a Fredholm operator; see Proposition A.1 in Appendix A.

Let \( F = F_{y \to \zeta} \) be the partial Fourier transform with respect to the second variable \( y \). Upon permuting the basis \( (\sigma_1, 2, 3) \to (\sigma_2, 3, 1) \), which does not change the commutation relations of the Pauli matrices, we represent \( H[m(x)] \) as the direct sum
\[
H[m(x)] = F^{-1} \int_{\mathbb{R}} \hat{H}(\zeta) d\zeta \mathcal{F},
\] (22)
where
\[
\hat{H}(\zeta) = \zeta \sigma_3 + a \sigma_- + a^* \sigma_+, \quad \sigma_{\pm} = \frac{1}{2}(\sigma_1 \pm i \sigma_2), \quad a = \partial_x + m(x) + \eta(\partial^2_x - \zeta^2).
\]

This is a convenient basis to represent \( H \) since \( \partial_x \) and \( m(x) \) appear in the same entries of the matrix \( H \); see also \([5, 23]\). Note that \( a^* \) and \( a \) resemble the standard creation and annihilation operators of the quantum oscillator. Define
\[
W = W(H) = W(H[m(x)]) := U - I,
\] (23)
such that \( W(E) = U(E) - 1 \) is compactly supported in \((-m_0, m_0)\). By functional calculus, we have
\[
W = F^{-1} \int_{\mathbb{R}} W(\hat{H}(\zeta)) d\zeta \mathcal{F}.
\]

To further analyze \( U \), we need to obtain a more explicit spectral decomposition of the operator \( W \). We write the above sum as an integral of operators concentrating in the vicinity of the interface \( x = 0 \) as follows.

**Lemma 3.10** Let \( \eta \) and \( \delta \) as in \([19]\). Then the part of the spectrum of \( a^* a \) and \( aa^* \) inside \([0, \delta^2]\) is discrete and composed of a finite number of eigenvalues \( 0 < \lambda_j(\zeta) < \delta^2 \) plus a one dimensional contribution at \( \lambda = 0 \) when \( |\varepsilon| = 1 \). The corresponding eigenvalues of \( \hat{H}(\zeta) \) are given by
\[
E_{j, \pm}(\zeta) = \pm(\lambda_j(\zeta) + \sqrt{\zeta^2}).
\] (24)

Associated to the eigenvalues are finite-rank projectors \( \Pi_{j, \pm}(\zeta) \), which are sums of rank-one projectors of the form \( \psi_{j, \pm}(\zeta, x) \psi_{j, \pm}(\zeta, x)^* \) that are rapidly decaying as \( |x| \to \infty \). Moreover, the above eigenvalues and projectors are real-analytic functions of \( \zeta \in (-\delta, \delta) \).
For \( m(x) \) smooth on \( \mathbb{R} \) and equal to \( m_{\pm} \) for \( |x| \) large enough, there is a branch of simple eigenvalues \( E(\zeta) = \epsilon \zeta \) associated to a non-trivial kernel of \( a \) (when \( \epsilon = 1 \)) or \( a^* \) (when \( \epsilon = -1 \)) for all \( |\zeta| < \delta \). The corresponding eigenvectors \( \psi_0(x, \zeta) \) are rapidly (exponentially) decaying in \( x \) uniformly in \( \zeta \) and real-analytic in \( \zeta \).

**Proof.** We recall that \( a = \partial_x + m(x) + \eta(\partial_x^2 - \zeta^2) \) and \( a^* = -\partial_x + m(x) + \eta(\partial_x^2 - \zeta^2) \).

The cases \( \eta = 0 \) and \( \eta \neq 0 \) are treated differently. Note also that
\[
\hat{H}^2(\zeta) = \text{Diag}(\zeta^2 + a^*a, \zeta^2 + aa^*).
\]

The spectrum of \( \hat{H}^2 \) is therefore given by \( \zeta^2 \) plus the shared positive spectrum of \( a^*a \) and \( aa^* \) as well as the null spectrum of \( a \) or \( a^* \). Our objective is to show that while \( aa^* \) may possess essential spectrum, the latter does not intersect \([0, \delta^2] \). We write
\[
aa^* = -\partial_x^2 + (m(x) + \eta(\partial_x^2 - \zeta^2))^2 + m'(x)
\]
\[
= -\partial_x^2 + m^2(x) + \eta^2(\partial_x^2 - \zeta^2)^2 + \eta m \partial_x^2 + \eta \partial_x^2 m - 2m(x) \eta \zeta^2 + m'(x)
\]
\[
= -\partial_x^2 + m^2(x) + \eta^2(\partial_x^2 - \zeta^2)^2 + 2\eta \partial_x m \partial_x + \eta m''(x) - 2m(x) \eta \zeta^2 + m'(x)
\]
\[
= m_0^2 - 2\eta \zeta^2 m_0 \mathsf{sign}(x) - \partial_x(1 - 2\eta m) \partial_x + \eta^2(\partial_x^2 - \zeta^2)^2 + v(x),
\]
for some smooth, compactly supported function \( v(x) \). This is a sum of positive operators provided \( \eta \) is sufficiently small for \( m \) bounded and \( |\zeta| < \delta \). Since \( v \) is a relatively compact perturbation (for \( \eta^2 \partial_x^4 \) when \( \eta \neq 0 \) and for \( \partial_x^2 \) when \( \eta = 0 \)), it can only generate discrete spectrum. The essential spectrum, if any, is bounded below by \( m_0^2 - 2|\eta| \delta^2 m_0 \geq \delta^2 \) by construction of \( \delta \) in \([19] \). The spectrum of \( \hat{H} \) below \( \delta \) in absolute value is therefore necessarily discrete (point spectrum with finite dimensional eigenspaces) for the same reasons as above. Such a discrete spectrum is characterized by
\[
\zeta \psi_1 + a^* \psi_2 = E \psi_1, \quad a \psi_1 - \zeta \psi_2 = E \psi_2.
\]

From the above expression of \( \hat{H}^2 \), \( E^2 \geq \zeta^2 \). Let us assume that \( E^2 > \zeta^2 \). Then we find that \( aa^* \psi_2 = (E^2 - \zeta^2) \psi_2 \) and \( \psi_1 = (\zeta - E)^{-1} a^* \psi_2 \). For each \( 0 < \lambda_j(aa^*) = \lambda_j(a^*a) \), we therefore have two eigenvalues of \( \hat{H} \) given by \([24] \). The eigenvectors are then given by \( \psi = (\psi_1, \psi_2)^t \). Such expressions are real-analytic in \( \zeta \) as \( a \) has real-analytic coefficients in \( \zeta \). Outside of a compact interval, \( a^*a \) and \( aa^* \) have constant coefficients and one readily verifies that any eigenvector associated with discrete spectrum has to decay exponentially as \( |x| \to \infty \). We leave the details to the reader.

It remains to analyze the kernels of \( a \) and \( a^* \). Let us now assume that \( E^2 = \zeta^2 > 0 \). Then either, \( E = \zeta \) and \( a^* \psi_2 = 0 \) while \( 2E \psi_2 = a \psi_1 \) or \( E = -\zeta \) and \( a \psi_1 = 0 \) while \( 2E \psi_1 = a^* \psi_2 \). The latter case implies \( aa^* \psi_2 = 0 \), hence \( a^* \psi_2 = 0 \) and \( \psi_1 = 0 \). For the same reasons, the former case implies \( a \psi_1 = \psi_2 = 0 \). We now distinguish three cases. We obtain that the kernel of \( a^* \) is trivial while that of \( a \) is not when \( \varepsilon = \frac{1}{2}(\text{sign}(m_+) - \text{sign}(m_-)) = 1 \), that the kernel of \( a \) is trivial while that of \( a^* \) is not when \( \varepsilon = -1 \), and that both kernels are trivial when \( \varepsilon = 0 \). The above shows that \( E(\zeta) = \varepsilon \zeta \) when \( |\varepsilon| = 1 \).

We focus on the case \( \varepsilon = 1 \) so that \( m_- < 0 < m_+ \) and show that the kernel of \( a^* \) is trivial while that of \( a \) is not; the other cases are treated similarly. This holds independent of \( \eta \) sufficiently small, including \( \eta = 0 \). Note that this also solves the case \( E = \zeta = 0 \).
Let \( \eta \neq 0 \) and look for \( a\psi = 0 \). For \(|x|\) large, say \(|x| > x_0\), we have \( a = \partial_x + \eta (\partial_x^2 - \zeta^2) + m_\pm \). For \( x > x_0 \), this is a second-order equation with solutions \( e^{-\xi x} \) given by \( \eta \lambda^2 - \lambda + m_+ - \eta \zeta^2 = 0 \). For \( \eta > 0 \), there are two positive solutions, while for \( \eta < 0 \), there is only one positive solution. For \( x < -x_0 \), we look for solutions \( e^{\lambda x} \) given by \( \eta \lambda^2 + \lambda + m_- - \eta \zeta^2 = 0 \), with one positive solution when \( \eta > 0 \) and two when \( \eta < 0 \).

On the interval \((-x_0, x_0)\), the second-order ordinary differential equation (ODE) also admits two independent solutions. Let \( \eta > 0 \) so that \( \psi = a_1 e^{-\lambda_1 x} + a_2 e^{-\lambda_2 x} \) for \( x > x_0 \). We solve the ODE on \((-x_0, x_0)\) and obtain an invertible (as one easily verifies) \( 2 \times 2 \) transition matrix \( B \) mapping \((a_1, a_2)\) to \((b_1, b_2)\) with \( \psi \) for \( x < -x_0 \) given by \( b_1 e^{-\lambda_3 x} + b_2 e^{\lambda_4 x} \), with \( \lambda_3, \lambda_4 > 0 \). Any normalized vector requires \( b_2 = 0 \) and this imposes a linear constraint on \((a_1, a_2)\). With that linear constraint, we have constructed a unique, up to normalization, solution \( \psi \) of \( a\psi = 0 \). When \( \eta < 0 \), a similar mechanism allows us to construct a unique normalized solution as well. When \( \eta = 0 \), a simpler procedure, since \( a \) is first-order, leads to the same conclusion.

One now repeats the procedure for \( a^* \) and obtains that there is always a side \( x > x_0 \) or \( x < -x_0 \) such that no normalized solution exists. When \( \eta = 0 \), we look for a solution of the form \( \partial_x \psi = m_+ \psi \) for \( x > 0 \), which is not normalizable unless trivial.

The solutions constructed above converge exponentially to 0 as \(|x| \to \infty\), and do so uniformly in \( \zeta \) for \(|\zeta| < \delta\). This concludes the proof of the lemma. \( \square \)

Since \( W(E) \) is supported in \((-\delta, \delta)\), we deduce from the preceding lemma that

\[
W = \mathcal{F}^{-1} \int_{(-\delta, \delta)} \sum_{j, \pm} W(E_{j,\pm}(\zeta)) \Pi_{j,\pm}(\zeta) d\zeta \mathcal{F}, \tag{25}
\]

where \( \Pi_{j,\pm} \) are the above finite rank projectors for \( \hat{H} \) associated to \( E_{j,\pm} \).

**Proposition 3.11** Let \( U \) and \( W \) be defined as above. Then \( \mathcal{P}U\mathcal{P} \) is a Fredholm operator on \( \text{Ran} \mathcal{P} \). More precisely, \( [\mathcal{P}, W] = [\mathcal{P}, U - I] = [\mathcal{P}, U] \) is a Hilbert-Schmidt operator.

**Proof.** That \( [\mathcal{P}, W] \) is a Hilbert-Schmidt operator is proved for all of the terms in the above finite sum. Then \( [\mathcal{P}, U] \) is compact and \( \mathcal{P}U\mathcal{P} \) is Fredholm; see Appendix A.

Consider the above sum of terms, each of which may be written as

\[
W_0 = \mathcal{F}^{-1} \int_{(-\delta, \delta)} W(E(\zeta)) \psi(x, \zeta) \psi^*(x, \zeta) d\zeta \mathcal{F},
\]

which is an operator on \( L^2(\mathbb{R}^2) \) with Schwartz kernel of the form:

\[
w(x, y; x', y') = \int_{\mathbb{R}} W(E(\zeta)) \psi(x, \zeta) \psi^*(x, \zeta) \frac{1}{2\pi} e^{i(y-y')\zeta} d\zeta.
\]

The kernel of the bounded operator \([\mathcal{P}, W_0]\) is thus given by

\[
k(x, y; x', y') = (\chi(y) - \chi(y')) \int_{\mathbb{R}} W(E(\zeta)) \psi(x, \zeta) \psi^*(x', \zeta) \frac{1}{2\pi} e^{i(y-y')\zeta} d\zeta.
\]

It remains to show that Tr\(k^*k\) is integrable in all four (one-dimensional) variables. This is expressed as an integral in \((\zeta, \zeta')\). The trace and contributions in the \((x, x')\) variables yield

\[
\psi_2(\zeta, \zeta') = \int_{\mathbb{R}^2} \text{Tr} \psi(x', \zeta') \psi^*(x, \zeta') \psi(x, \zeta) \psi^*(x', \zeta) dx dx' = \left| \int_{\mathbb{R}} \psi(x, \zeta) \cdot \psi^*(x, \zeta') dx \right|^2.
\]
This is bounded by 1 by the Cauchy-Schwarz inequality and is real-analytic in $\zeta$ for $|\zeta| < \delta$. Integrating in $(\zeta, \zeta')$ therefore yields the term

$$0 \leq w_2(y - y') = \int_{\mathbb{R}^2} W(E(\zeta)) W^*(E(\zeta')) \psi_2(\zeta, \zeta') \frac{1}{(2\pi)^2} e^{i(y - y')(\zeta - \zeta')} \, d\zeta \, d\zeta'.$$

The integral runs over $|\zeta|, |\zeta'| < \delta$ and $y^{2n}w_2(y)$ is bounded for any $n \geq 0$ so that in particular $\int_{\mathbb{R}} |y|w_2(y)dy < \infty$. But this means that

$$\int_{\mathbb{R}^4} \text{Tr}^* kdx \, dx' \, dy \, dy' = \int_{\mathbb{R}^2} (\chi(y') - \chi(y))^2 w_2(y - y') \, dy \, dy' \leq \int_{\mathbb{R}} |y|w_2(y)dy < \infty,$$

so that $[P, W_0]$ is Hilbert-Schmidt and by finite summation $[P, W] = [P, U]$ as well. □

We next show that the index is not perturbed by local perturbations of $m(x)$. Let $m_t(x)$ be a family of functions equal to $m_{\pm}$ outside of a fixed interval $I$ and continuous in $t \in [0, 1]$ in the square integrable sense on $I$ (this means that $\int_{I}(m_{t+h}(x) - m_t(x))^2 \, dx$ goes to 0 with $h$). Let $U_t = U[H[m_t(x)]]$ the corresponding unitary operators. Then we have the following result.

**Proposition 3.12** Let $U_t$ be defined as above. Then $PU_tP$ is Fredholm for all $t \in [0, 1]$ and the index of these operators on $\text{Ran}P$ is independent of $t$.

**Proof.** The proof is based on the stability of $U[H[m_t(x)]]$ with respect to perturbations. We write the spectral calculus in terms of resolvents and obtain from the above constraint on $m$ that for $h$ small,

$$\|R_{t+h}(z) - R_t(z)\| = \|(z - H_t)^{-1} - (z - H_{t+h})^{-1}\| \leq C|h||\Re z|^{-1},$$

for a constant $C$ independent of $t$. We then apply Proposition 1.3 to the compactly supported function $W = U - I$ showing that $U_{t+h} - U_t$ is bounded in uniform norm by a constant times $|h|$. The family $PU_tP$ is therefore a continuous family of Fredholm operators (they are indeed Fredholm since $[P, U_t]$ is Hilbert-Schmidt as obtained above). The proposition results from the continuity of the index for such families as recalled in Appendix A. □

This result shows that the index is independent of $m(x)$ so long as its asymptotic limits at $\pm \infty$ are preserved (as a combination of the above argument and the stability of the index with respect to small perturbations in the uniform norm easily shows). It also allows us to restrict the calculation to the following simpler case to conclude the proof of Theorem 3.9.

**Proposition 3.13** Let $m(x)$ be a continuous monotone function from $m_-$ to $m_+$, with $m(x)$ not equal to $m_{\pm}$ on a compact interval. Then $[P, U] = [P, W]$ is trace-class and so is $P - Q = [P, U]U^*$ with $Q = UPU^*$. Moreover,

$$-\text{Index } (PU_P|_{\text{Ran}P}) = \text{Tr}([P, U]U^*) = \varepsilon = \frac{1}{2}(\text{sign}(m_+) - \text{sign}(m_-)). \quad (26)$$

**Proof.** We find that

$$a^*a = -\partial_x^2 + (m(x) + \eta(\partial_x^2 - \zeta^2))^2 + \partial_x m(x).$$
We know that the first two terms are jointly bounded from below by a positive constant. For \( m(x) \) monotonically increasing (consider \( a^*a \) otherwise), \( \partial_x m \geq 0 \) so that \( a^*a \) has no spectrum inside \((-\delta, \delta)\). Therefore, there is only one branch in the spectral representation corresponding to \( E(\zeta) = \varepsilon \zeta \) so that

\[
W = \mathcal{F}^{-1} \int_{|\zeta|<\delta} W(\varepsilon \zeta) \Pi_0(\zeta) d\zeta \mathcal{F}.
\]

The operator \( K = [\mathcal{P}, \mathcal{U}] \) therefore has kernel

\[
k(x, y; x', y') = (\chi(y) - \chi(y'))u(x, x', y - y'),
\]

\[
u(x, x', y - y') = \int_{\mathbb{R}} W(\varepsilon \zeta) \psi_0(\zeta) \psi_0^*(x', \zeta) \frac{1}{2\pi} e^{i(y-y')\zeta} d\zeta.
\]

We want to show that the above operator \( K \) is trace-class. The continuity of the kernel \( k \) is not a sufficient condition to obtain such a result; see Appendix A. We need to estimate the singular values of \( K \) more directly. The trick [27, 41] is to use the smoothness and decaying properties of \( u \). We need to replace \( u(x, x', z) \) by compactly supported functions in \( z \).

Let \( 0 \leq \varphi(z) \leq 1 \) be a smooth function compactly supported in \((-\frac{\pi}{2} - \eta, \frac{\pi}{2} + \eta)\) for \( 0 < \eta < 1 \) such that \( \varphi(z) = 1 \) on \((-\frac{\pi}{2} + \eta, \frac{\pi}{2} - \eta)\) and such that \( \varphi(z) + \varphi(z - \pi) = 1 \). Then \( \sum_{k \in \mathbb{Z}} \varphi(z - k\pi) = 1 \) and this generates a partition of unity. Let now \( u_k(x, x', z) = u(x, x', z)\varphi(z - k\pi) \). By construction of \( u \) and integration over a compact support in \( z \), as well as the smoothness properties of \( \psi_0(x, \zeta) \), we have the following approximation property. Define

\[
u_k(x, x', z) = \sum_n e^{-inz} \hat{\nu}_{k,n}(x, x')
\]

the Fourier coefficients of the function \( u_k \) on its support \( k\pi \pm (\frac{\pi}{2}+\eta) \subset ((k-1)\pi, (k+1)\pi) \). On that domain, after periodization, let

\[
u_k(N)(x, x') = \sum_{|n| \leq N} e^{-inz} \hat{\nu}_{k,n}(x, x').
\]

Then by approximation theory,

\[
\|u_k - u_k(N)\|_{L^2((k-1)\pi, (k+1)\pi)} \leq C|u_k|_{\alpha} N^{-\alpha}
\]

where \( |u_k|(x, x') \) is the \( C^\alpha \) norm in the \( z \) variable of \( u_k \) on its support. Again by smoothness, we obtain that

\[
|u_k|_{\alpha} \leq C \langle k \rangle^{-\beta} \langle x \rangle^{-\gamma} \langle x' \rangle^{-\gamma}
\]

for \( \beta \) and \( \gamma \) as large as necessary.

Let now \( K_k \) be the operator with kernel \((\chi(y) - \chi(y'))u_k(x, x', y - y')\) and let \( K_k(N) \) be the corresponding operator with \( u_k \) replaced by \( u_k(N) \). Then the above calculations show that

\[
\|K_k^* K_k - K_k^* K_k(N)\| \leq \|K_k^*\| \|K_k - K_k(N)\| \leq C \langle k \rangle^{-\beta} N^{-\alpha}.
\]
The reason is that

\[ \|K_k - K_{kN}\|^2 \leq \int_{|y - y'| < \pi} (\chi(y) - \chi(y'))^2 |u_k(y - y', x, x') - u_{kN}(y - y', x, x')|^2 dydy'dxdx', \]

which is bounded by \( C(k)^{-\beta}N^{-\alpha} \) for \( u_k \) and \( u_{kN} \) compactly supported. Note that \( K_{kN} \)
has rank at most \( 2N + 1 \). Since \( K_k^*K_k \) is self-adjoint, its best finite rank approximation provides an estimate of \( \lambda_{k,N}^2 \), where \( \lambda_{k,N} \) are the singular values of \( K_k \). Therefore, we have shown that \( \lambda_{k,N} \leq C(k)^{-\beta/2}N^{-\alpha/2} \). For \( \alpha > 2 \), this shows that \( K_k \) is trace-class and that its \( I_1 \) norm is bounded by \( k^{-\beta/2} \). Since \( K = \sum K_k \), and the latter sum converges absolutely in \( I_1 \), which is complete, we deduce that \( K \) is trace-class as well.

Since \( I_1 \) is an ideal, \( T = [\mathcal{P}, \mathcal{U}][\mathcal{U}^* = [\mathcal{P}, \mathcal{W}](I + \mathcal{W}^*) \) is also trace-class. The kernel of \( K = [\mathcal{P}, \mathcal{W}] \) is continuous except at \( y = 0 \) and \( y' = 0 \). Replacing the kernel \( K \) by \( \tilde{k} \) as in the work \([12]\) recalled in Lemma \([13,14]\) we obtain that \( \tilde{k} = k \) almost everywhere so that the trace of \( K \) is given by the integral of its kernel along the diagonal. Such an integral vanishes by explicit computation so that \( \text{Tr}T = \text{Tr}[\mathcal{P}, \mathcal{W}]\mathcal{W}^* \).

The Schwartz kernel of \( \mathcal{W} \) is:

\[ \hat{w}(y - y', x, x') = \int_{\mathbb{R}} \mathcal{W}(\varepsilon \zeta)\psi_0(x, \zeta)\psi_0^*(x', \zeta) \frac{1}{2\pi}e^{i(y - y')\zeta}d\zeta. \]

It is a smooth and rapidly decaying function in all variables. The kernel of \( \mathcal{W}^* \) is given by \( \hat{w}^*(y' - y, x', x) \). The kernel of \( T \) is thus of the form

\[ t(y, y', x, x') = \int_{\mathbb{R}^2} (\chi(y) - \chi(y''))\hat{w}(y - y'', x, x'')\hat{w}^*(y' - y'', x, x'')dy''dx''. \]

From the smooth decay of \( \hat{w} \), we deduce that the above kernel is jointly continuous in all variables except at \( y = 0 \). Again, we observe that \( t = \hat{t} \) (as described in Appendix \( A \)) at all points except \( y = 0 \) so that the trace of \( T \) is given by the diagonal integral of \( \hat{t} \), which is the same as that of \( t \). Therefore, \( \text{Tr}T \) is given by

\[ \int \text{tr} t(y, y, x, x)dydx = \int (\chi(y) - \chi(y''))\text{tr}\hat{w}(y - y'', x, x'')\hat{w}^*(y' - y'', x, x'')dy''dx''dydx. \]

With the change of variables \( z = y - y'' \) and integration in the remaining variable, we get

\[ \text{Tr}T = \int z\text{tr}\hat{w}(z, x, x'')\hat{w}^*(z, x, x'')dx'dx''dz. \]

Moving back to the Fourier domain yields

\[ \text{Tr}T = \frac{1}{2\pi i} \int \text{tr}\partial_{\zeta}[\mathcal{W}(\varepsilon \zeta)\psi_0(x, \zeta)\psi_0^*(x'', \zeta)]\mathcal{W}^*(\varepsilon \zeta)\psi_0(x'', \zeta)\psi_0^*(x, \zeta)dx'dx''d\zeta. \]

One term is

\[ \frac{1}{2\pi i} \int_{\mathbb{R}} \mathcal{W}'(\varepsilon \zeta)\mathcal{W}^*(\varepsilon \zeta)d\zeta = \frac{\varepsilon}{2\pi i} \int_{\mathbb{R}} \mathcal{W}'(\zeta)\mathcal{W}^*(\zeta)d\zeta, \]

after taking traces and integrating in \( x \) and \( x'' \). The other term involves

\[ \int_{\mathbb{R}^2} \text{Tr}[\partial_{\zeta}\psi_0(x, \zeta)\psi_0^*(x', \zeta)\psi_0^*(x'', \eta) + \psi_0(x, \zeta)\partial_{\zeta}\psi_0^*(x', \zeta)\psi_0(x', \zeta)\psi_0^*(x, \zeta)]dx'dx. \]
Exchanging $x$ and $x'$ integrations in the latter term and taking traces and integration in $x'$, we get

$$\int_{\mathbb{R}} (\partial_x \psi_0(x, \zeta) \psi_0^*(x, \zeta) + \psi_0(x, \zeta) \partial_x \psi_0^*(x, \zeta)) dx = \partial_x \int |\psi_0(x, \zeta)|^2 dx = 0.$$  

This shows that $\text{Tr} \mathcal{T}$ is $\varepsilon$ times the winding number of $W$. We verify that $W W^* = 2\pi i (\chi_\delta' - \chi_\delta)$. Since $\int W' = 0$ and $\int \chi_\delta' = 1$, this concludes the proof.  

3.3 Direct sum of elementary Hamiltonians

The above results obtained for elementary bulk and interface Hamiltonians easily generalize to the direct sums of such terms as they appear in the (low-energy) description of many topological insulators. We now summarize such extensions.

We first consider the elementary bulk Hamiltonian $H_\eta[m] = \frac{1}{i} A \nabla + \eta \Delta_A$ with $A$ an invertible matrix. All propositions in the preceding section hold until the final calculation in Proposition 3.7. With $l = Ak$, we observe that $\hat{H}(k) = l \cdot \sigma + (m - \eta \|l\|^2) \sigma_3$. We then verify that $\partial_j \hat{H}(k) = [A^i (\sigma - 2\eta \sigma_3)]_j$, from which we deduce that $[\partial j \hat{H}, \partial k \hat{H}]$ equals the term we would obtain with $A = I$ multiplied by the determinant $\text{det}(A^i)$. Now, changing variables $dl = |\text{det}(A)| dk$, we deduce that the Chern number for $\hat{P}$ is simply that for $A = I$ multiplied by $|\text{det}(A)|^{-1} \text{det}(A) = \text{sign}(\text{det}(A))$.

Thus, for $H_\eta[m] = \frac{1}{i} A \nabla + \eta \Delta_A$ and $P$ the projection as defined in (5), we obtain as in Theorem 3.1 that $PU P_{\text{Ran}P}$ is Fredholm and that its index is given by

$$-\text{Index} (PU P_{\text{Ran}P}) = I[A, m, \eta] := \frac{1}{2} (\text{sign}(m) + \text{sign}(\eta)) \text{sign}(\text{det}(A)).$$

As a consequence, for a general unperturbed Hamiltonian given by direct sum

$$H_\eta[m] = \bigoplus_{j=1}^J H_{\eta,j}[m_j], \quad H_{\eta,j}[m] = \frac{1}{i} A_j \nabla + (m_j + \eta \Delta_{A_j}) \sigma_3,$$

we obtain that for $P$ the projection as defined in (5), then $PU P_{\text{Ran}P}$ is Fredholm and its index is given by

$$-\text{Index} (PU P_{\text{Ran}P}) = \sum_{j=1}^J I[A_j, m_j, \eta] = \sum_{j=1}^J \frac{1}{2} (\text{sign}(m_j) + \text{sign}(\eta)) \text{sign}(\text{det}(A_j)).$$

Let us now move to the edge Hamiltonians. To preserve the commutative structure of the $\sigma$ matrices and the orthogonality between the interface variable $y$ and the distance to the interface variable $x$, we assume that $A = \text{Diag}(a_x, a_y)$ with $a_x a_y \neq 0$. Retracing the derivation in section 3.2, we observe that for $\eta$ sufficiently small, the results obtained with $a_x = a_y = 1$ are such that $\varepsilon$ should be multiplied by $\text{sign}(a_x)$ in the derivation of the decay away from the interface $x = 0$ and $\zeta$ should then be multiplied by $a_y$ so that eventually, the invariant is given by $W(\text{sign}(a_x) \varepsilon \text{sign}(a_y) \zeta)$, and hence by $\text{sign}(a_x a_y) = \text{sign}(\text{Det}(A))$ times the winding number when $a_x = a_y = 1$.

Therefore, for $H[m(x)] = \frac{1}{i} A \nabla \cdot \sigma + (m(x) - \eta \Delta_A) \sigma_3$, and $U = e^{i2\pi \chi_\delta'(H_\eta[m(x)])}$ the unitary given in (20), we find that $PU P_{\text{Ran}P}$ is Fredholm and its index is given by
More generally, define
\[ H_\eta[m(x)] = \bigoplus_{j=1}^J H_{\eta,j}[m_j(x)], \quad H_{\eta,j}[m_j] = \frac{1}{i} A_j \nabla + (m_j(x) + \eta \Delta_A) \sigma_3 \]
with \( m_j(x) \) equal to \( m_{j\pm} \) as \( x \to \pm \infty \) outside of a compact interval and \( A_j \) invertible diagonal matrices. Let \( \mathcal{U} \) be defined as in (20). Then \( \mathcal{P}\mathcal{U}\mathcal{P}_{\text{Ran}} \) is Fredholm and its index is given by
\[ -\text{Index} (\mathcal{P}\mathcal{U}\mathcal{P}_{\text{Ran}}) = N_+ - N_-, \quad N_{\pm} = \sum_{j=1}^J I[A_j, m_{j\pm}, \eta]. \]

This clearly displays the (bulk-boundary or more appropriately bulk-interface) correspondence between the invariant of the (unperturbed) interface Hamiltonian and the difference of invariants of the (unperturbed) bulk Hamiltonians, which is independent of the regularization parameter \( \eta \). The objective of the next section is to generalize this correspondence to the setting where the Hamiltonians are perturbed by spatial fluctuations.

## 4 Stability under perturbation, Bulk-Interface correspondence and interface current

The indices calculated in the preceding section hold for unperturbed Hamiltonians, although the proof of invariance of the index under changes in the profile \( m(x) \) did involve a perturbation of the Hamiltonian \( H[m(x)] \). Here, we wish to consider more general perturbations modeled by a bounded operator \( V \) (to simplify) so that
\[ H_V = H_\eta[m] + V, \]
for the bulk Hamiltonian and
\[ H_V = H_\eta[m(x)] + V, \]
for the interface Hamiltonian. Both \( H_\eta[m] \) and \( H_\eta[m(x)] \) are given as the direct sum of \( J \) elementary bulk and interface Hamiltonians, respectively. The objective of this section is to show the invariance of the bulk and interface indices, once properly defined, under a large class of perturbations \( V \).

Perturbations of operators defined by spectral calculus have been analyzed in many settings. A versatile methodology to propagate perturbations though the spectral calculus is offered by the Helffer-Sjöstrand formula, which we now recall following [15, Chapter 2], to which we refer for details and background.

Let \( f(x) \) be a smooth, bounded function on \( \mathbb{R} \) converging to 0 at infinity. Then the functional calculus states that
\[ f(H) = -\frac{1}{\pi} \int_C \frac{\bar{f}(z)}{z - H} (z - H)^{-1} dx dy, \quad (27) \]
where \( z = x + iy \) and where \( \tilde{f}(z) \) is an extension of \( f(x) \) such that

\[
\frac{\partial \tilde{f}}{\partial \bar{z}}(z) = \frac{1}{2} \sum_{r=0}^{n} f^{(r)}(x)(iy)^{r}(\sigma_{x} + i\sigma_{y}) + \frac{1}{2} f^{(n+1)}(x)(iy)^{n}\frac{\sigma(z)}{n!}.
\]

(28)

Here, \( \sigma_{t} = \partial_{t}\sigma \) for \( t = x, y \) and using the notation \( \langle x \rangle = (1 + x^2)^{\frac{1}{2}} \), \( \sigma(z) \) is defined as

\[
\sigma(z) = \tau(y_\mathcal{C}) \quad \tau \in C_0^\infty(\mathbb{R}), \quad \tau(0) = 1, \quad \text{supp}(\tau) \subset \{ |u| \leq 2 \}, \quad \text{supp}(\tau') \subset \{ 1 \leq |u| \leq 2 \}.
\]

We assume in this paper that \( f^{(j)} \) is compactly supported for \( j \geq 1 \). When \( f \) is used in the construction of a unitary operator, then \( f \) is compactly supported as well. In the construction of idempotent operators (projectors), \( f \) is typically bounded but not compactly supported.

Let \( H_1 \) and \( H_2 \) be two operators. Then the above formula states that

\[
f(H_1) - f(H_2) = -\frac{1}{\pi} \int_{\mathbb{C}} \frac{\partial \tilde{f}}{\partial \bar{z}}(z) \left( (z - H_1)^{-1} - (z - H_2)^{-1} \right) dx dy,
\]

(29)

which provides a convenient formula to propagate fluctuations in the resolvent to fluctuations in spectrally defined operators. We use this formula to obtain specific results in spectral theory below; see [14] for a more comprehensive presentation. Many proofs below are based on the following classical relations

\[
(z - (A + B))^{-1} - (z - A)^{-1} = (z - (A + B))^{-1} B(z - A)^{-1},
\]

(30)

where \( (A, B) \) is of the form \((H, V)\) or \((H_{V}, -V)\) or \((H, z - \bar{z})\) with \( H_{V} = H + V \). For \( B \) bounded (to simplify), we therefore obtain the existence of bounded operators \( C_{1,2} \) such that

\[
(z - (A + B))^{-1} - (z - A)^{-1} = C_{1} (z - A)^{-1} = (z - A)^{-1} C_{2}.
\]

(31)

Proposition 4.1 Let \( f \) be as above with \( n = 1 \). Let \( H \) and \( H_{V} = H + V \) be unbounded operators on \( L^{2}(\mathbb{R}^{2}; \mathbb{C}^{m}) \) with \( V \) bounded.

Assume that

\[
(z - H_{V})^{-1} - (z - H)^{-1} \quad \text{is compact for some} \ z \in \mathbb{C},
\]

(32)

so that it is compact for all \( z \in \mathbb{C} \) such that \( y = \Im z \neq 0 \), and assume that \( f \) is compactly supported and \( n = 1 \). Then \( f(H_{V}) - f(H) \) is a compact operator.

Assume (32) and

\[
\|(z - H_{V})^{-1} V(z - H)^{-1}\| = \|(z - H_{V})^{-1} - (z - H)^{-1}\| \lesssim |\Im z|^{-1-\mu},
\]

(33)

for some \( \mu > 0 \) and assume that \( f \) is bounded and its derivatives are compactly supported. Then \( f(H_{V}) - f(H) \) is compact.

Proof. Using (30), we have \( (z - H_{V})^{-1} - (z - H)^{-1} = (z - H_{V})^{-1} V(z - H)^{-1} \). Using (31) with \( A = H \) or \( H_{V} \) and \( B = z_2 - z_1 \), we find the existence of bounded operators \( C_{1,2} \) such that

\[
(z_2 - H_{V})^{-1} - (z_2 - H)^{-1} = C_{1} ((z_1 - H_{V})^{-1} - (z_1 - H)^{-1}) C_{2},
\]

(34)
so that if the above difference is compact for \(z\), it is so for all \(z\) in the resolvent sets of \(H\) and \(H_V\), which includes \(\Im z \neq 0\).

We now need to consider the integrations of terms involving \(\sigma_x + i\sigma_y\), which is supported on \(\langle x \rangle \leq |y| \leq 2\langle x \rangle\) so that \(|y| \geq 1\), and a term involving \(f''(x)g(x)\), which is of order \(O(y)\) for \(|y| \ll 1\). All above terms are continuous in the variable \(z\) (with values in the Hilbert space) since \((z_1 - H)^{-1} - (z_2 - H)^{-1} = (z_1 - H)^{-1}(z_2 - z_1)(z_2 - H)^{-1}\). From the definition of \(\tau\), we observe that the integrand is supported in the domain \(|y| \leq 2\langle x \rangle\), which is bounded when \(f\) is compactly supported. By the above smoothness, the integral can be approximated by collocation, i.e., as a sum over a finite number of points \(z_j\) with appropriate weights \(w_j\), at least after removing the sliver \(|y| \leq \delta\), which provides a uniformly vanishing contribution as \(\delta \to 0\). This shows that \(f(H + V) - f(H)\) is the uniform limit of compact operators and is therefore compact. This proves the first statement.

For the second statement, the integration involving \(0 \leq \langle x \rangle \leq L\) provides a compact contribution for the same reason as above. We thus need to show that the integration over \(L < \langle x \rangle\) provides a negligible contribution in operator norm. The only non-vanishing term in (28) is that corresponding to \(\tau = 0\). We observe that \(|\sigma_x + i\sigma_y| \lesssim \langle x \rangle^{-1}\) and is supported on \(L < \langle x \rangle \leq |y| \leq 2\langle x \rangle\). Using the second hypothesis, we observe that the integration over \(L < \langle x \rangle \leq |y| \leq 2\langle x \rangle\) is bounded in uniform norm by

\[
\int_{L < \langle x \rangle \leq |y| \leq 2\langle x \rangle} \langle x \rangle^{-1}|y|^{-1-\mu}dxdy \lesssim \int_{L < \langle x \rangle} \langle x \rangle^{-1-\mu}dx \lesssim L^{-\mu}.
\]

As a uniform limit of compact operators, we obtain that \(f(H + V) - f(H)\) is compact. This proves the result. \(\square\)

Sufficient conditions on \(V\) so the above result applies are given in the:

**Lemma 4.2** Let \(H = H_0 + H_1\) with \(H_0\) a self-adjoint (matrix-valued) differential operator of order at least equal to 1 with constant coefficients and \(H_1\) a bounded Hermitian operator. Let \(V\) be a bounded and converging to 0 at infinity\(^2\). Then (32) and (33) hold.

For the Dirac applications considered in the paper, \(H_1\) is the contribution in (direct sums of operators of the form) \(H[m(x)]\) linear in \(m(x)\) and \(H_0\) is the remaining differential component of the operator.

**Proof.** Since \(V\) is bounded, we can choose \(\mu = 1\) in (33).

From (31), we have \((z - H_V)^{-1} - (z - H)^{-1} = (z - H_V)^{-1}V(z - H)^{-1}\) and so the result follows (up to change of \(z\)) from showing that \((z - H)^{-1}V\) is compact. Using the same formula once more (or (31)), we deduce that

\[(z - H)^{-1}V = (z - H)^{-1}H_1(z - H_0)^{-1}V + (z - H_0)^{-1}V = (z - H)^{-1}H_1 + I(z - H_0)^{-1}V.\]

So, again, we are left with showing that \((z - H_0)^{-1}V\) is compact. This is of the form \(p(i\nabla)q(x)\) with both functions \(p\) and \(q\) bounded and converging to 0 at infinity. The product is therefore compact; see, e.g., [55, Lemma 4.6] and [53, Theorem 3.8.8]. \(\square\)

---

\(^2\)In the sense that \(|V(x)|\) for \(|x| > R\) goes to 0 uniformly as \(R \to \infty\).

\(^3\)The proof of [53, Theorem 3.8.8] showing that \((z - H_0)^{-1}V\) is uniformly approximated by Hilbert-Schmidt operators easily applies to (non-local) operators \(V\) of the form \(v(x')\phi_1 \otimes \phi_2\) with \(v(x')\) bounded and converging to 0 at infinity and \(\phi_{1,2} = \phi_{1,2}(x_d) \in L^2(\mathbb{R}^d)\). Here, \(x = (x', x_d)\). Such operators were used in [5] for a quantitative analysis of the effects of random fluctuations on edge modes.
Formula (29) is also useful to obtain the following stability result used in section 3:

**Proposition 4.3** Let \( f \) and \( \tilde{f} \) be as indicated above with \( f \) compactly supported. Let \( H_1 \) and \( H_2 \) be unbounded operators on \( L^2(\mathbb{R}^2) \) such that \( f(H_1) \) and \( f(H_2) \) are bounded operators. Assume that

\[
\| (z - H_1)^{-1} - (z - H_2)^{-1} \| \leq C_2 \frac{1}{|3z|},
\]

(34)

for a constant \( C_2 \) independent of \( z \). Then there is a constant \( C_2 \) independent of \( H_1 \) and \( H_2 \) such that

\[
\| f(H_1) - f(H_2) \| \leq C_2 C_1.
\]

(35)

**Proof.** We deduce from (29) that

\[
\| f(H_1) - f(H_2) \| \leq C_1 \int_C \left| \frac{\partial \tilde{f}}{\partial \bar{z}}(z) \right| \frac{1}{|y|} dx dy.
\]

The integration involves compactly supported functions in \( x \) and integration over \( |y| < 2 \langle x \rangle \). From (28), all terms but the one corresponding to \( r = 0 \) are bounded by a constant times \( |y| \). The corresponding integrals of bounded functions over a bounded domain are therefore bounded. For the case \( r = 0 \), we observe that the domain of integration is included in the support of \( \sigma_x + i\sigma_y \), which is \( \langle x \rangle \leq |y| \leq 2 \langle x \rangle \), where \( |y|^{-1} \leq 1 \). The integral is then also clearly bounded, which yields \( C_2 \).

Finally, we will use the propagation formula to obtain that the fluctuations are trace-class for appropriate perturbations \( V \). This will be useful in the expression of the topological index as a trace representing a current along the edge.

**Proposition 4.4** Let \( f \) and \( \tilde{f} \) be constructed as above with \( f \) compactly supported and \( n = 3 \). Let \( V = V_1 V_2 \) with \( V_j \) bounded operators and assume that

\[
\|(z - H)^{-1} V_j\|_{HS} \leq \frac{C}{|3z|}, \quad j = 1, 2,
\]

(36)

where \( HS \) denotes the Hilbert Schmidt norm. Then for \( H_V = H + V \), we have that \( f(H_V) - f(H) \) is trace-class.

**Proof.** We first observe that

\[
(z - H_V)^{-1} - (z - H)^{-1} = [(z - H_V)^{-1} V - I](z - H)^{-1} V_1 V_2 (z - H)^{-1}.
\]

From the hypothesis, we observe that the right-hand side is trace-class with a norm in \( \mathcal{I}_1 \) (see Appendix) bounded by \( C|y|^{-3} \) (since \( (z - H_V)^{-1} \) is bounded by \( |y|^{-1} \)). Now, in the definition of \( \partial_z \tilde{f} \), we have terms involving \( \sigma_x + i\sigma_y \), which are supported on \( \langle x \rangle \leq |y| \) so that \( |y|^{-3} \leq 1 \) and the integral involves a bounded term integrated over a compact domain and is hence bounded in the \( \mathcal{I}_1 \) sense. The last term is \( f^{(4)}(iy)^3 \sigma(y) \), which compensates for the \( |y|^{-3} \) term and also provides the integral of a bounded term over a bounded domain. This concludes the proof of the proposition. ☐
4.1 Bulk index

We now apply the above propagation of perturbation to the bulk Hamiltonian \( H \) given as the direct sum of \( J \) operators of the form \( H_\eta[m] \) with \( 0 < |\eta| < \frac{1}{2|m|} \) and define the perturbed Hamiltonian \( H_V := H + V \).

In the absence of perturbation, \( H \) admits a spectral gap since \( H^2 \geq m^2 \). However, after perturbation, the gap may be filled by discrete spectrum. When \( 0 \) is an eigenvalue, then \( \text{sign}(H + V) \) is somewhat ambiguous and certainly affected by changes in the location of that eigenvalue. Moreover, the \( \text{sign}() \) function is not sufficiently smooth to allow us to apply the above perturbation result. For these reasons, we introduce the smooth function \( 0 \leq P_\delta \leq 1 \) such that \( P_\delta(E) = 1 \) for \( E < -\delta \) and \( P_\delta(E) = 0 \) for \( u \geq \delta \); for instance \( P_\delta = 1 - \chi_\delta \) for \( \chi_\delta \) as introduced in the preceding section.

For the unperturbed bulk operator, \( P_\delta(H) = P(H) \) is a projector thanks to the spectral gap of the bulk Hamiltonian \( H \). However, this equality no longer holds for \( H_V \) and \( P_\delta(H_V) \) may not be a projector. We thus need to modify the definition of the invariant accordingly. We have

\[ \text{Index } (P_\delta(H_V)U P_\delta(H_V) + I - P_\delta(H_V)) = -\text{Index } (P(H)U P(H) + I - P(H)). \] (37)

**Proof.** The results in Prop. \([\ref{prop:bulk-perturbation}](#prop:bulk-perturbation)\) show that \( P_\delta(H_V) - P_\delta(H) \) is compact. As a consequence, \( P_\delta(H_V)U P_\delta(H_V) + I - P_\delta(H_V) \) is a compact perturbation of \( P_\delta(H)U P_\delta(H) + I - P_\delta(H) = PU P + I - P \), which is Fredholm. The indices of both operators are therefore the same, and can be estimated using Theorem \([\ref{thm:fredholm-index}](#thm:fredholm-index)\).

See Lemma \([\ref{lem:admissible-perturbations}](#lem:admissible-perturbations)\) for admissible perturbations \( V \).

4.2 Interface index

The perturbations of the interface Hamiltonian are analyzed in a similar manner. It is even somewhat simpler as the function \( f \) we use in the Helffer-Sjöstrand formula is compactly supported. Moreover, since the interface invariant is constructed to measure continuous spectrum that participates to transport, no change in the definition of the invariant is necessary to handle the perturbation. We have:

**Theorem 4.6** Let \( H = H_\eta[m(x)] \) and \( H_V = H + V \). Assume that \( H \) satisfies the hypotheses of the preceding section and that \( V \) is such that \([\ref{prop:bounded-compact}](#prop:bounded-compact)\) holds; for instance \( V \) is bounded and compactly supported. Then \( PU(H_V)P \) is a Fredholm operator on \( \text{Ran} \mathcal{P} \) and

\[ -\text{Index } (PU(H_V)P) = -\text{Index } (PU(H)P). \] (38)

**Proof.** The proof is similar to that of the bulk result. Since \( U(H) = I + W(H) \) and \( W \) is smooth and compactly supported, we deduce from Proposition \([\ref{prop:bulk-perturbation}](#prop:bulk-perturbation)\) that \( W(H_V) - W(H) \) is compact, and as a consequence that \( PU(H_V)P - PU(H)P \) is compact. The result then follows and an explicit expression for the index follows from Theorem \([\ref{thm:fredholm-index}](#thm:fredholm-index)\) and the generalization in section \([\ref{sec:generalization}](#sec:generalization)\).

Here again, see Lemma \([\ref{lem:admissible-perturbations}](#lem:admissible-perturbations)\) for admissible perturbations \( V \).
4.3 Bulk-Interface correspondence

Consider the most general perturbed systems of Dirac equations

$$H_V = \bigoplus_{j=1}^J H_{\eta,j}[m_j(x)] + V, \quad H_{V\pm} = \bigoplus_{j=1}^J H_{\eta,j}[m_j\pm] + V,$$

(39)

for $V$ a compactly supported, bounded perturbation (a Hermitian matrix-valued operator on $L^2(\mathbb{R}^2; \mathbb{C}^2)$). We then define the approximate projection and unitary operators

$$P_{\delta\pm} = P_\delta(H_{V\pm}) = I - \chi_\delta(H_{V\pm}), \quad U = U(H_V) = e^{i2\pi\chi_\delta(H_V)}.$$

Then $P_{\delta\pm}UP_{\delta\pm} + I - P_{\delta\pm}$ as well as $\mathcal{PUP}$ are Fredholm operators and we have the following bulk-interface correspondence

$$-\text{Index } (\mathcal{PUP}) = N_+ - N_-, \quad N_\pm = -\text{Index } (P_{\delta\pm}U\mathcal{P}_{\delta\pm} + I - P_{\delta\pm}).$$

(40)

Recall from section 3.3 that $N_\pm$ may be calculated as

$$N_\pm = \sum_{j=1}^J \frac{1}{2} \big( \text{sign}(m_j) + \text{sign}(\eta) \big) \text{sign}(\det(A_j)).$$

Here, every matrix $A_j$ is assumed to be diagonal for the interface index to be defined.

In other words, the number of protected modes contributing to the unusual current described by $-\text{Index } (\mathcal{PUP})$ is given by the difference of the bulk indices on either part of the interface.

Note that such correspondences hold in much more general settings, and in particular in cases where the explicit bulk and interface indices cannot be computed explicitly but are still shown to be related algebraically; see, e.g., [11, 28, 29, 46].

4.4 Interface index and physical quantities

The above bulk-interface correspondence links two topological quantities, bulk indices and interface indices. Such indices have physical relevance, as explained in, e.g., [8, 23, 46, 47]. In these references, one observes that the bulk index can be related to some form of Hall conductance by means of a Kubo formula. The interface index is related to the number of ‘topologically protected’ modes that propagate along the interface.

From the physical point of view, the interface index is arguably the most relevant. Indeed, bulk insulators prevent transport in the frequency range of interest by assumption. In our setting, this is reflected by the fact that the index is not defined un-ambiguously as it depends on the sign of the regularization parameter $\eta$. Whether one labels a given phase by $N \in \mathbb{Z}$ or by a different classification $N+1$ makes no difference physically. The interface index on the other hand, reflecting a number of asymmetric modes propagating along the interface $x = 0$, should not depend on any regularization and this is what we observe. It is changes in topological numbers (across interfaces), and not the absolute numbers themselves that carry the most physical relevance.

In this section, we would like to assign a physically relevant quantity to the interface index. A typical notion to model (asymmetric) flow along the interface $x = 0$ is to consider current in the $y$ direction. We have that $J = \dot{X} = i[H, X]$ is the current operator.
Let \( \psi \) be a bounded non-negative function with compact support and such that \( \int \phi^2(y)dy = 1 \); for instance \( \phi_L(y) \) the indicatrix function of the interval \([L, L + 1] \) for \( L \in \mathbb{R} \). Recall that \( \chi_\delta(E) \) goes from 0 to 1 within the (bulk) spectral gap. We want to look at \( \chi_\delta(E) \) as a smooth version of a function with a derivative \( \chi'_\delta(E) \) equal to \( \frac{1}{A} \chi_{E_0 < E < E_0 + \Delta} \) where the whole segment \([E_0, E_0 + \Delta] \) belongs to the spectral gap \((-\delta, \delta) \). Therefore, \( \chi'_\delta(E) \) corresponds to the density of states inside the spectral gap. It is therefore tempting to define

\[
C_\psi = \text{Tr} (\varphi i[H, y] \chi'_\delta(H) \varphi)
\]

as the trace of the operator integrating current along the interface \( i[H, y] \) over the domain normalized by \( \varphi \) for the density of states \( \chi'_\delta(H) \). We can then show, as in [40] and [46] in a slightly different context, that the above operator is indeed trace-class and that the trace is in fact equal to \(-\text{Index} (PU/P)\).

Since the result does not seem to generalize to the setting with non-stationary random perturbations, we do not write the details of the derivation and instead consider a different physical interpretation. Instead of the current associated to a position operator, we consider the variation associated to the sign of the position operator. In other words, the Schrödinger equation tells us that \( \partial_t \chi \) projected along the interface is given by \( i[H, P] \), where \( P \) is projection onto \( y > 0 \), or more generally \( P \) is \( P_{y_0} = \chi(y - y_0) \) projection onto \( y > y_0 \).

The amount of signal crossing the line \( y = 0 \) per unit time (with \( y_0 = 0 \) to simplify) is thus given by an interface conductivity

\[
\sigma_I = \text{Tr} i[P, H] \chi'_\delta(H).
\]

This quantity, which is very similar to the edge conductivity \( \sigma_E \) in [18] is a physical observable that is quantized independently of a large class of random perturbations corresponding to trace-class perturbations. We now show that the above quantity is quantized and given by the interface index. We need the following

**Lemma 4.7** Let \( g(H) \) be a smooth compactly supported function and \( P \) be a bounded operator. We assume that for all smooth function \( f(H) \), the operators \([P, f(H)]g(H)\) and \([P, f(H)]g(H)\) are trace-class. Then \([P, H]f'(H)g(H)\) is trace-class and we have the equality

\[
\text{Tr}[P, f(H)]g(H) = \text{Tr}[P, H]f'(H)g(H).
\]

**Proof.** This lemma is essentially [18, Lemma A.4]. We propose a quick derivation. Let \( \psi(H) \) be a smooth compactly supported function equal to 1 on the support of \( g(H) \). We then verify by cyclicity of the trace that \( \text{Tr}[P, f(H)]g(H) = \text{Tr}[P, f(H)\psi(H)]g(H) \). In other words, we can assume that \( f(H) \) is compactly supported as well. Let then \( f_p(H) \) be sequence of polynomials so that \((f(H) - f_p(H))\chi(H)\) and \((f'(H) - f'_p(H))\chi(H)\) go to 0 uniformly as \( p \to \infty \). From the assumptions, \([P, f_p]g\) is trace-class and

\[
0 = \text{Tr}[P, f_p]g = \text{Tr}[P, f_p]g + \text{Tr}[P, g]f_p
\]
since all operators involved are trace-class. The same holds with \( f_p \) replaced by \( f \). Since \([P, g]\) is trace-class, \( \text{Tr}[P, g](f - f_p) \) converges to 0. By hypothesis, \([P, H]f_p \) and \([P, H]f'g\) are trace-class and \( \text{Tr}[P, H]f'_p g \to \text{Tr}[P, H]f'g \) as \( p \to \infty \) since \([P, H]g\) is trace-class. It remains to show that \( \text{Tr}[P, f_p(H)]g(H) = \text{Tr}[P, H]f'_p(H)g(H) \) to conclude. Since \( f_p \) is a polynomial, it is enough to prove the result with \( f'_p(H) = H^n \) for any \( n \geq 0 \). It is clear for \( n = 0 \) and \( n = 1 \).

We observe that \([P, AB] = A[P, B] + [P, A]B\), i.e., \([P, \cdot]\) acts as a (non-commutative) derivation, and calculate

\[
\text{Tr}[P, H^n]g = \text{Tr}([P, H^{n-1}] + [P, H]H^{n-1})g = \text{Tr}([P, H^{n-1}]H + [P, H]H^{n-1})g
\]

by cyclicity of the trace \( \text{Tr}AB = \text{Tr}BA \). The result holds for \( n = 2 \). Assuming it does for \( n - 1 \), we get

\[
\text{Tr}[P, H]((n-1)H^{n-2}H + H^{n-1})g(H) = \text{Tr}[P, H](H^n)g(H).
\]

This proves the result for \( f_p \) a polynomial, and as described above, for any \( f(H) \) by continuity. \( \square \)

We now apply the lemma to obtain the following result.

**Proposition 4.8** Let \( H = H[m(x)] \) with \( m(x) \) monotone and \( H_V = H + V \). Assume that \( V \) satisfies (36). Then we have

\[
-\text{Index } (\mathcal{P}U(H_V)) = \text{Tr}[\mathcal{P}, U(H_V)]U^*(H_V) = 2\pi i \text{Tr}[\mathcal{P}, U(H_V)]\chi_\delta(H_V).
\]  

**Proof.** Let us first prove the above result for \( V \equiv 0 \). We know that \([\mathcal{P}, UU^*]\) is trace-class and that its trace is also that of \([\mathcal{P}, WW^*]\). The proof that \([\mathcal{P}, WW^*]\) is trace-class in Proposition 3.13 applies to any smooth function \( f(H) \) that is compactly supported instead of \( W(H) \). The assumptions of Lemma 4.7 are thus satisfied for \( P = \mathcal{P} \). Choosing \( f(H) = W(H) \) and \( g(H) = W^*(H) \), we have \([\mathcal{P}, UU^*] = [\mathcal{P}, W](I + W^*) \) whose trace is \([\mathcal{P}, H]W'W + W^* \) and hence that of \([\mathcal{P}, H]U^*U \), knowing that \([\mathcal{P}, W] = [\mathcal{P}, W]psi(H) = [\mathcal{P}, H]W'psi = [\mathcal{P}, H]W' \) has vanishing trace, where \( psi(H) \) is defined in the proof of Lemma 4.7. This yields (41) when \( V \equiv 0 \) for \( U(H) \) defined in (20).

Now, by assumption on \( V \), we obtain that \( f(H) - f(H_V) \) is trace-class for any smooth compactly supported function \( f \). This shows that the hypotheses of Lemma 4.7 are also satisfied when \( H \) is replaced by \( H_V \) and still \( P = \mathcal{P} \). The above proof therefore also applies to \( U(H_V) = I + W(H_V) \) and the result follows. \( \square \)

The above result is similar to the edge conductivity defined in [28] in a slightly different context; see e.g., (15) there. It is known that the above trace-class assumption fails to hold for ‘stronger’ random fluctuations; compare (15) to (12) and (20) in that reference. We thus expect (41) to fail for fluctuations that generate compact but not trace-class perturbations.

The formula (41) still provides a physically appealing and intuitive picture for the fact that the index is related to the current along the interface. In the presence of random fluctuations, which generate trace-class perturbations, the transport along the interface is quantized as indicated in the preceding formula, where \( \chi_\delta(H_V) \) represents a density of states and \( i[H, H_V] \) a rate of change of sign (from negative values of \( y \) to positive values of \( y \)).
5 Generalization to higher dimensions

We now consider Dirac equations as low-energy models for higher dimensional topological insulators. As for the classical Dirac system of equations, the models involve first-order systems of equations that apply to spinors of dimension $2\kappa$ for an even space dimension $d = 2\kappa$ and of dimension $2\kappa+1$ for an odd space dimension $d = 2\kappa + 1$. The most physically relevant cases are arguably the two-dimensional case treated in the preceding section and the three-dimensional case, where the spinors are represented as elements in $\mathbb{C}^4$. The various components of such spinors can indeed be given the interpretation of modes in the vicinity of singular (Dirac) points, as for instance recalled in [35] for Bismuth-antimony alloys and in [54] for photonic crystals. As in the two-dimensional setting, we assume in all dimensions that the gap-less operator is given by

$$\hat{H} = Ak \cdot \gamma_d, \quad \gamma_d = (\gamma_1^d, \ldots, \gamma_d^d)^t,$$

where the Dirac matrices $\gamma_d^j$ are recalled in Appendix E and where $A = I$ to simplify the presentation. The gapped Hamiltonian is then of the form

$$\hat{H}[m] = \hat{H} + m\gamma_d^{d+1} = h(k) \cdot \Gamma_d, \quad h(k) = (k_1, \ldots, k_d, m)^t, \quad \Gamma_d = (\gamma_d, \gamma_d^{d+1})^t.$$

In the physical domain, the unperturbed gapped (elementary) Hamiltonian is therefore given by

$$H[m] = \frac{1}{i} \nabla \cdot \gamma_d + m\gamma_d^{d+1}. \quad (42)$$

As in the two-dimensional setting, the projection of the above operator onto its negative spectrum generates a bounded operator whose kernel is too singular to be used in the construction of a Fredholm operator; see Remark 3.8. Rather than regularizing the operator itself, we shall regularize the functional calculus we perform on it. As we saw in the setting of two dimensional bulk and one dimensional interface, Chern numbers associated to projectors are defined in even dimensions while winding numbers associated to unitaries are defined in odd dimensions. This structure persists in higher dimension. In even bulk dimension $d = 2\kappa$, we define the projector as

$$P = P[H] = \frac{1}{2} - \frac{1}{2} \text{sign}(H_\eta), \quad H_\eta = H_\eta[H] = H + \eta\Delta \gamma_d^{d+1}. \quad (43)$$

In odd bulk dimension $d = 2\kappa + 1$, we define the chiral matrix as $\gamma_0 := \gamma_d^{d+2}$. In dimension $d = 1$, this would be the matrix $\sigma_3$. We verify that $\gamma_0 H[m] + H[m] \gamma_0 = 0$, in other words, the unperturbed operator $H$ satisfies a chiral symmetry. It is only for such operators that a non-trivial topology can be assigned in odd spatial dimensions. The object of interest is then

$$F = \text{sign}(H_\eta) = \frac{H_\eta}{|H_\eta|}, \quad H_\eta = H_\eta[H] = H + \eta\Delta \gamma_d^{d+1}. \quad (44)$$

Here, we use the same regularization $H_\eta$ as in the even-dimensional case. We can always write $\gamma_0 = \sigma_3 \otimes I_{2^\kappa}$ in an appropriate representation, in which case we verify that

$$F = \begin{pmatrix} 0 & U^* \\ U & 0 \end{pmatrix}. \quad (45)$$
since $\gamma_0 F + F \gamma_0 = 0$ as well, where $U = U[H]$ is a unitary operator since $F^2 = I$.

The topology of $H[m]$ will be assigned using Fredholm operators constructed on the regularized $P[H]$ and $U[H]$ in even and odd dimensions, respectively, following the structure of Fredholm modules recalled in Appendix A.

Let us now consider the interface Hamiltonians $H[m(x_d)]$. We assume that $m = m(x_d)$ consists of a smooth compactly supported transition from a value $m_- \neq 0$ as $-x_d \gg 1$ to a value $m_+ \neq 0$ as $x_d \gg 1$. When $\text{sign}(m_+ m_-) = -1$, we expect a non-trivial topology in the vicinity of the interface (hyper-surface) $x_d = 0$.

As in the two-dimensional setting, we also expect the topological invariants, which will be interpreted as indices of Fredholm operators, to be immune to a large class of random perturbations replacing $H$ by $H_V = H + V$. Showing this is the objective of the rest of the section. We first consider the commutative setting in section 5.1 where the bulk Hamiltonians are classified according to their (commutative as far as multiplication in the Fourier variables is concerned) symbol $\hat{H}(k)$. The next three sections concern the construction of the bulk indices first in even, and second in odd, dimensions, both for unperturbed and perturbed Hamiltonians. The crucial geometric identities allowing the passage from the non-commutative to commutative representations are recalled in Appendix C. The analysis of the interface Hamiltonians $H[m(x_d)]$, where $\eta$ plays no fundamental role and is therefore set to 0 to simplify, is undertaken in section 5.4. All results are stated for one block Hamiltonian with $A = I$ knowing that the extension to arbitrary (finite) direct sums and more general cone structures is performed as in section 3.3.

5.1 Commutative Topological invariants

We first consider the commutative setting, where Hamiltonians are represented on the Brillouin zone by Fourier multipliers. The Hamiltonians $\hat{H}(k)$ of the preceding paragraphs are examples of such multipliers. We denote by $\mathbb{R}^d$ the space of parameters $k$ (the Brillouin zone), which in this paper is the open space $\mathbb{R}^d$ but could be another typical Brillouin zone such as the torus $\mathbb{T}^d$.

We then consider a vector field $h = h(k)$ from $\mathbb{R}^d$ to $\mathbb{R}^{d+1}$ and a Hamiltonian

$$H(k) = h(k) \cdot \Gamma_d = \sum_{j=1}^{d+1} h_j(k) \gamma^j_d.$$ 

An example of $H(k)$ of interest is the regularized operator $H_0[H]$ considered above. Note that $|H(k)| = |h(k)|$ by choice of the $\gamma$ matrices.

In even dimensions, we define the projector

$$P(k) = \frac{I}{2} - \frac{1}{2} \frac{H(k)}{|H(k)|} = \frac{I}{2} - \frac{1}{2} \frac{h(k) \cdot \Gamma_d}{|h(k)|}.$$ 

In odd dimensions $d = 2\kappa + 1$, we recall that the chiral matrix is $\gamma_0 = \gamma^{d+2}_d$ and that the operator $H(k)$ is chiral in the sense that $\gamma_0 H(k) + H(k) \gamma_0 = 0$. Representing $\gamma_0 = \sigma_3 \otimes I_{2^\kappa}$, we define

$$F(k) = \frac{H(k)}{|H(k)|} = \begin{pmatrix} 0 & U(k)^* \\ U(k) & 0 \end{pmatrix}, \quad U(k) = \frac{h_1 \gamma^1 + \ldots + h_d \gamma^d + i h_{d+1}}{|H(k)|}.$$
where $U(k)$ is a unitary matrix, although not necessarily a Hermitian matrix unless $h_{d+1} = 0$. The existence of such a unitary matrix is a direct consequence of the chiral symmetry of the Hamiltonian $H(k)$.

The topological invariants for $H(k)$ then appear as Chern numbers for $P(k)$ or winding numbers of $U(k)$, and in both cases can be evaluated as the degree of the map $h(k)$. These notions and their correspondence appear frequently in the literature in various forms. We summarize and for completeness prove the results we need to calculate these invariants.

The main result of the section relates Chern number and winding numbers to the degree of the vector field $h$. These relations are algebraic and hold whether the latter quantities are indeed integer-valued invariants or not.

**Theorem 5.1** Let $d$ be even and $H(k) = h(k) \cdot \Gamma_d$ with $h(k)$ a Lipschitz, non-vanishing, vector field from $\mathbb{X}^d$ to $\mathbb{R}^{d+1}$. Let $P$ be the projector defined by $P(k) = \frac{i}{2} - \frac{1}{2} \frac{H(k)}{|H(k)|}$, where $|H| = |h(k)|$. Then

$$
\text{tr } P(dP)^d = -\frac{1}{2^{d+1}} \frac{1}{|H|^{d+1}} \text{tr } H(dH)^d = -\frac{(2i)^{\frac{d}{2}}d!}{2^{d+1}} \frac{1}{|h|^{d+1}} \text{Det}(L) dk
$$

as equalities of volume forms, where the matrix $L$ is given by $L_{1j} = h_j$ on the first row and $L_{kj} = \partial_{k-1} h_j$ on the remaining rows $2 \leq k \leq d+1$; each time $1 \leq j \leq d+1$. As a consequence, the Chern number is given by

$$
\text{Ch}_{\mathbb{X}[P]} = \frac{i^d}{(2\pi)^{\frac{d}{2}}(d!)^d} \int_{\mathbb{X}^d} \text{tr } P(dP)^d = \frac{\epsilon_d}{A_d} \int_{\mathbb{X}^d} \frac{1}{|h|^{d+1}} \text{Det}(L) dk
$$

where $A_d = 2\pi^{\frac{d-1}{2}} / \Gamma(\frac{d+1}{2}) = \frac{2^{d+1} \pi^d (\frac{d}{2})!}{d!}$ is the volume of the unit sphere $S^d$ in $\mathbb{R}^{d+1}$ (for $d$ even) and $\epsilon_d = (-1)^{\frac{d}{2}+1}$.

Let $d$ be odd. We assume $H = h(k) \cdot \Gamma_d$ is chiral so that $H \gamma_0 + \gamma_0 H = 0$ for $\gamma_0 = \sigma_3 \otimes I$. We define $F = \frac{H}{|H|}$. We also define $F = \sigma_- \otimes U + \sigma_+ \otimes U^*$. Then

$$
\text{tr } \gamma_0 F(dF)^d = \frac{1}{|H|^{d+1}} \text{tr } \gamma_0 H(dH)^d = (2i)^{\frac{d+1}{2}} \frac{d!}{|h|^{d+1}} \text{Det}(L) dk.
$$

As a consequence, the winding number in odd dimensions is given by

$$
W_d[U] = c_d \int_{\mathbb{X}^d} \text{tr } (U^* dU)^d = -\frac{c_d d!}{2} \int_{\mathbb{X}^d} \text{tr } \gamma_0 F(dF)^d = -\frac{1}{A_d} \int_{\mathbb{X}^d} \frac{1}{|h|^{d+1}} \text{Det}(L) dk,
$$

where $c_d = \frac{1}{2 \pi d!} (\frac{i}{\pi})^\frac{d+1}{2}$, $\epsilon_d = i^{d+1} = (-1)^\frac{d+1}{2}$ and $A_d = 2\pi^d \frac{d+1}{(d-1)!}$ is the volume of the sphere $S^d$ in $\mathbb{R}^{d+1}$ (for $d$ odd). The matrix $L$ is defined as in the even case.

We recall that $\sigma_\pm = \frac{i}{2} (\sigma_1 \pm i \sigma_2)$. In the above expressions, we recognize the formulas associated to the degree of the map $k \mapsto f(k)$, except that the vector field is not necessarily defined on a compact manifold.

**Proof.** We treat the even and odd dimensional cases in turn. Throughout, we use $\gamma_d^j = \gamma_d^j$ and denote by $\gamma_0$ the chiral matrix; see Appendix [E].
Even dimensional case. We write $P = p \cdot \Gamma$ and $dP = dp \cdot \Gamma$. If the same matrix $\gamma^i$ appears twice in $(dP)^d$, then $\text{tr} P(dP)^d = 0$ from the antisymmetry of the exterior product. Similarly, $\text{tr} (dP)^d = 0$ so that we may replace $P$ by $-\frac{1}{2} \frac{H}{|H|}$. Let $F = \frac{H}{|H|}$. We want to estimate $\text{tr} F(dF)^d$ and essentially replace $dF$ by $dH$. We observe that $F^2 = I$ so that $FdF + dFF = 0$. Using the latter relations, we find

$$FdF = -dFF = -d - \frac{1}{|H|} H |H| F.$$

The first contribution generates a term proportional to $\text{tr} d|H|(dF)^{d-1}$. But since only $d - 1$ different matrices can appear by antisymmetry of the exterior product, the trace vanishes. Therefore,

$$\text{tr} F(dF)^d = - \frac{\text{tr} |H|} {dH} F.$$

This proves the first equality in the lemma. Let $S_n$ be the set of permutations of $n$ objects and $(-1)^\rho$ the signature of the permutation $\rho$. Using the above and the explicit expression for the exterior product, we have

$$\Xi = \text{tr} P(dP)^d = \frac{-1}{2d+1} \text{tr} \frac{1}{|H|^{d+1}} h \cdot \Gamma \sum_{\rho \in S_d} (-1)^\rho \prod_{j=1}^d \partial_{\rho(j)} h \cdot \Gamma \ dk.$$

The above trace involves the product of $d + 1$ terms and as such will have a non-trivial trace only when all elements in $\Gamma$ are present once. Therefore,

$$\Xi = \frac{-1}{2d+1} \frac{1}{|H|^{d+1}} \sum_{\rho \in S_d, \sigma \in S_{d+1}} (-1)^\rho h_{\sigma(d+1)} \prod_{j=1}^d \partial_{\rho(j)} h_{\sigma(j)} \text{tr} \prod_{j=1}^{d+1} \gamma^{\sigma(j)} \ dk.$$

We have that $\text{tr} \prod_{j=1}^{d+1} \gamma^{\sigma(j)} = (2i)^{d} (-1)^\sigma$ so that

$$\Xi = \frac{-1}{2d+1} (2i)^{d} \frac{1}{|h|^{d+1}} \sum_{\rho \in S_d, \sigma \in S_{d+1}} (-1)^{\rho+\sigma} h_{\sigma(d+1)} \prod_{j=1}^d \partial_{\rho(j)} h_{\sigma(j)} \ dk.$$

For each fixed $\sigma(d+1)$, let $h'$ be the vector formed of the remaining $h_{\sigma(j)}$. Then the summation over $\rho$ gives $\text{Det}(Dh')$, where $Dh'$ is the matrix of derivatives of the vector $h'$. Now, going from one $h'$ to another by permutation changes either both signs or none in $\text{Det}(Dh')$ and in $(-1)^\sigma$. As a consequence, the summation over $\rho$ and $\sigma$ at $\sigma(d+1)$ fixed gives $d!$ times $\text{Det}(Dh')$. Taking an explicit example within each such group of such permutations fixing $\sigma(d+1)$ and now summing over them gives

$$\frac{-1}{2d+1} (2i)^{d} \frac{d!}{|h|^{d+1}} \sum_{j=1}^{d+1} (-1)^{j+1} \text{Det}(h_{j,\sigma(j)}) h_{\sigma(d+1)} dk = \frac{-1}{2d+1} (2i)^{d} \frac{d!}{|h|^{d+1}} \text{Det}(L) dk.$$

This proves the result in the even dimensional case.

Odd dimensional case. We recall that $H = h \cdot \Gamma$ and $F = \frac{H}{|H|}$ are chiral, i.e.,
anticommute with $\gamma_0 = \sigma_3 \otimes I$. We recall from Appendix [3] that $\Gamma = \{\sigma_1 \otimes \gamma^j\}_{1 \leq j \leq d, \sigma_2 \otimes I}$ where $\gamma^d = (-i)^{d-1} \gamma^1 \ldots \gamma^{d-1}$. We still use that $FdF + dFF = 0$ so that $FdF = -dFF = -\frac{dH}{|H|^2} F - d|H|^{-1}|H|$.

We have that $\text{tr} \gamma_0 F(dF)^{d-1} = 0$. The reason is as follows. All matrices in the $d-1$ terms $dF$ must be different by anti-symmetry of the exterior product, which implies that the matrices in all $dF$ term as well as in the $F$ term have to be of the form $\sigma_1 \otimes \gamma^i$. But then the trace product with $\gamma_0 \sigma_3 \otimes I$ clearly vanishes. As a consequence

$$\mathfrak{X} = \text{tr} \gamma_0 F(dF)^d = \text{tr} \gamma_0 \frac{-dH}{|H|^2} F(dF)^{d-1} = \text{tr} \gamma_0 \frac{(dH)^d}{|H|^d} (-F)$$

after $d$ (odd) iterations. Since $F\gamma_0 + \gamma_0 F = 0$, we get by cyclicity of the trace that

$$\mathfrak{X} = \frac{1}{|H|^{d+1}} \text{tr} \gamma_0 H(dH)^d = \frac{1}{|h|^{d+1}} \text{tr} \gamma_0 h \cdot \Gamma(dh \cdot \Gamma)^d.$$ 

As in the even case, we find that each matrix in $\Gamma$ appears once in order for the trace not to vanish, so that

$$\mathfrak{X} = \frac{1}{|h|^{d+1}} \sum_{\sigma \in S_{d+1}} \sum_{\rho \in S_d} (-1)^{\rho} h_{\sigma(d+1)} \prod_{j=1}^d \partial_{\rho(j)} h_{\sigma(j)} \text{tr} \gamma_0 \Gamma_{\sigma(d+1)} \prod_{j=1}^d \Gamma_{\sigma(j)}.$$ 

The last matrix trace is $-\text{tr} \gamma_0 \prod_{j=1}^{d+1} \Gamma_{\sigma(j)} = -(-1)^{\sigma} (2i)^{d+1} \frac{d!}{2 \pi \pi^k}$. Thus,

$$\mathfrak{X} = -\frac{(2i)^{d+1}}{|h|^{d+1}} \sum_{\sigma \in S_{d+1}} \sum_{\rho \in S_d} (-1)^{\rho} (-1)^{\sigma} h_{\sigma(d+1)} \prod_{j=1}^d \partial_{\rho(j)} h_{\sigma(j)} = -\frac{d!}{2 \pi \pi^k} \frac{d!}{|h|^{d+1}} \text{Det}(L)dk,$$

as in the even case, where the change of sign comes from permuting the first column to last ($h_{\sigma(d+1)}$ moves to first line). For $d = 2\kappa + 1$, we find the volume of the sphere $A_d = 2\pi V_{2\kappa} = 2\pi \pi^k / k!$. Therefore, the winding number is given by

$$W_d[U] = c_d \int_{\mathcal{X}_d} \text{tr}(U^* dU)^d = c_d \epsilon_d \left( -\frac{1}{2} \right) \int_{\mathcal{X}_d} \text{tr}(\gamma_0 FdF)^d,$$

so that

$$W_d[U] = c_d \epsilon_d \left( -\frac{1}{2} \right) d! \int_{\mathcal{X}_d} \frac{1}{|h|^{d+1}} \text{Det}(L)dk = \frac{-1}{A_d} \int_{\mathcal{X}_d} \frac{1}{|h|^{d+1}} \text{Det}(L)dk.$$ 

This concludes the proof in the odd dimensional case. $\square$

For the Hamiltonians of interest, we now need to relate the above calculations to a degree when $\mathcal{X}^d = \mathbb{R}^d$ (or when $\mathcal{X}^d = \mathbb{T}^d$) and $h$ takes one value at infinity so that it can be pulled back to the sphere $S^d$. We then relate invariants to $\deg(h)$, the degree of the vector field $h$. 
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5.2 The bulk even-dimensional case

We come back to the setting of Hamiltonians acting on $d$-dimensional spaces (the non-commutative setting). We first start with the even-dimensional case $d = 2\kappa$. We use the notation $\gamma^j$ instead of $\gamma^j_d$.

The Hamiltonian acting on $L^2(\mathbb{R}^d) \otimes \mathbb{C}^{2^\kappa}$ is then given by

$$H = \frac{1}{i} \sum_{j=1}^d \partial_{x_j} \gamma^j + m \gamma^{d+1},$$

and we recall that $H_\eta = H + \eta \Delta \gamma^{d+1}$ is given as $H$ above with $m$ replaced by $m_\eta = m + \eta \Delta$.

Let us look at the unitary matrix $\mathcal{U}$ that reveals the topology of idempotent functionals of $H_\eta$. Since all $\gamma^j$ for $1 \leq j \leq d$ anti-commute with $\gamma^{d+1}$, they can be written as

$$\gamma^j = \sigma_- \otimes \tilde{\gamma}^j + \sigma_+ \otimes (\tilde{\gamma}^j)^*,$$

for an appropriate (non-Hermitian) matrix $\tilde{\gamma}^j$ in $\mathbb{C}^{2^{d-1}}$. From the construction recalled in Appendix B, we verify for concreteness that $\tilde{\gamma}^j = \gamma^j_{d-2}$ for $1 \leq j \leq d - 1$ and $\tilde{\gamma}^d = i I_{2^{d-1}}$ when $d = 2\kappa \geq 4$ while $\tilde{\gamma}^1 = 1$ and $\tilde{\gamma}^2 = i$ when $d = 2$.

Using the notation $\tilde{\gamma} = (\tilde{\gamma}^1, \ldots, \tilde{\gamma}^d)$, we then define the unitary

$$\mathcal{U}(x) = \frac{x \cdot \tilde{\gamma}}{|x \cdot \tilde{\gamma}|}. \quad (50)$$

The above expression is indeed scalar-valued when $d = 2$. Then, for any projector $P = P(H_\eta)$, we look for the index of the operator $P \otimes I I \otimes \mathcal{U} P \otimes I$, which is Fredholm when $H$ is sufficiently regularized. In the above construction, the operators $P$ and $\mathcal{U}$ act from the matrix point of view on different components of the tensor product. The ‘left’ $I$ above is identity on $\mathbb{C}^{2^\kappa}$ while the ‘right’ $I$ is identity on $\mathbb{C}^{2^{d-1}}$. These operators are therefore defined on $L^2(\mathbb{R}^d) \otimes \mathbb{C}^{2^\kappa} \otimes \mathbb{C}^{2^{d-1}}$.

We define $P = P_- = \chi(H_\eta \leq 0)$, the projection onto the negative part of the regularized Hamiltonian $H_\eta$. We also introduce the convenient notation $\tilde{P} = P \otimes I$ and $\tilde{U} = I \otimes \mathcal{U}$ and define $\tilde{Q} = \tilde{U} \tilde{P} \tilde{U}^*.$

Then for $\eta \neq 0$ (sufficiently small), we have the main result of this section:

**Theorem 5.2** Let $\tilde{P}$ and $\tilde{U}$ be defined as above. Then $\tilde{P} \tilde{U} \tilde{P}$ is Fredholm on $\text{Ran}\tilde{P}$. Moreover, $(\tilde{P} - \tilde{Q})^{d+1}$ is trace-class and

$$\text{Index} (\tilde{P} \tilde{U} \tilde{P}) = \text{Tr}(\tilde{P} - \tilde{Q})^{d+1} = \text{Tr} \tilde{U} ([\tilde{P}, \tilde{U}^*][\tilde{P}, \tilde{U}])^{\frac{d}{2}} = \frac{1}{2} (\text{sign}(m) + \text{sign}(\eta)). \quad (51)$$

*Proof.* The equality of both traces is a simple verification based on $\tilde{P} - \tilde{Q} = [\tilde{P}, \tilde{U}][\tilde{U}^*] = -\tilde{U} [\tilde{P}, \tilde{U}^*].$

That $(\tilde{P} - \tilde{Q})^{d+1}$ is trace-class is shown as in dimension $d = 2$ using Russo’s result in Lemma 3.3, which requires $\eta \neq 0$. The proof mimics that of Proposition 3.2. We highlight the main differences. We also obtain that the kernel of $p$ decays rapidly at infinity thanks to the spectral gap and that the main contribution at $x = 0$ is of the
form \( p_-(x) = C_\alpha \frac{x}{|x|^\alpha} \). The estimate on the kernel \( k \) of \( P - Q \) is thus replaced by an estimate of the form (9) with \( \alpha = d - 1 \) and \( \beta = d + 1 \), say. We apply the result of Lemma 3.3 with \( p = d + 1 \) and \( n = d \). This shows that \( (\hat{P} - \hat{Q}) \) is in the Schatten class \( \mathcal{I}_{d+1} \) and \( (\hat{P} - \hat{Q})^{d+1} \) is trace-class.

Let us define \( T := \text{Tr} (\hat{P} - \hat{Q})^{d+1} \). We calculate the trace as the integral of the operator’s kernel along the diagonal.

The kernel of \( \hat{U} \) is multiplication by \( I \otimes U(x) \) while the kernel of \( P \) is multiplication by \( p(x, y) \otimes I \). In the translation invariant setting considered now, this is \( p(x - y) \otimes I \). Note that

\[
\mathcal{T} = -\text{Tr} (\hat{U}^* \cdot \hat{P})[\hat{U}, \hat{P}]^\frac{d}{2}[\hat{U}^*, \hat{P}].
\]

The kernel of \( [\hat{U}, \hat{P}] \) is given by \( p(x - y) \otimes (U(x) - U(y)) \), where we recall that \( p(x - y) \) is an operator on \( \mathbb{C}^{2^d} \) while \( U(x) \) is a multiplication operator on \( \mathbb{C}^{2^{d-1}} \). The trace \( \mathcal{T} \) is therefore given by

\[
\int_{\mathbb{R}^{d+1}} -\text{tr} \left( U(x_d+2)(U^*(x_d+2) - U^*(x_{d+1})) \ldots (U^*(x_2) - U^*(x_1)) \right) \\
\times \text{tr} p(x_{d+2}, x_{d+1})p(x_{d+1}, x_d) \ldots p(x_2, x_1) \prod_{k=1}^{d+1} dx_k,
\]

where we have identified \( x_{d+2} \) with \( x_1 \). Let us introduce \( x = x_1, y_j = x_{j+1} - x \) so that \( x_{j+1} = y_j + x \) for \( 1 \leq j \leq d \). Since \( p(x, y) = p(x - y) \), this yields

\[
- \int \text{tr} (U(x)(U^*(x) - U^*(x + y_d)) \ldots (U^*(x + y_1) - U^*(x))) \text{tr}(p(-y_d)p(y_d - y_{d-1}) \ldots p(y_1)) dx \prod dy_k.
\]

We now use the crucial geometric identity recalled in Lemma 3.1 and stating that

\[
\int_{\mathbb{R}^d} \text{tr} U(x)(U^*(x) - U^*(x + y_d)) \ldots (U^*(x + y_1) - U^*(x)) dx = \frac{(2\pi i)^d}{d!} \text{Det}(y_d, \ldots, y_1).
\]

The trace \( \mathcal{T} \) is therefore given by

\[
- \frac{(2\pi i)^d}{d!} \int_{\mathbb{R}^{d+d}} \text{tr} p(-y_d)p(y_d - y_{d-1}) \ldots p(y_1) \text{Det}(y_d, \ldots, y_1) \prod dy_k.
\]

Let us describe the above term in the Fourier domain. We recall our convention

\[
\hat{Q}(k) = \int_{\mathbb{R}^d} e^{-ik \cdot x} Q(x) dx, \quad Q(x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{ik \cdot x} \hat{Q}(k) dk,
\]

so that \( (2\pi)^d \int_{\mathbb{R}^d} P(-x)Q(x) dx = \int_{\mathbb{R}^d} \hat{P}(k)\hat{Q}(k) dk \). Thus,

\[
\int_{\mathbb{R}^d} \text{tr} \hat{P}(k) d\hat{P}(k) \wedge \ldots d\hat{P}(k) = \int_{\mathbb{R}^d} \text{tr} \hat{P} \sum_{\rho} (-1)^\rho \partial_{\rho(1)} \hat{P} \ldots \partial_{\rho(d)} \hat{P} dk.
\]

This is, with \( \partial_j \hat{f} \) the Fourier transform of \( -ix_j f \),

\[
\int_{\mathbb{R}^{d+d}} (2\pi)^d \text{tr} P(-x_1) \sum_{\rho} (-1)^\rho [ -i(x_1 - x_2)_{\rho(1)} ] P(x_1 - x_2) \ldots (-ix_d)_{\rho(d)} P(x_d) \prod dx_j,
\]
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or
\[(2\pi)^d \int_{\mathbb{R}^d \times d} \text{Det}(x_1, \ldots, x_d) \text{tr } P(-x_1)P(x_1 - x_2) \ldots P(x_d) \prod dx_j.\]

We thus obtain that the trace \( T \) is given by \( \epsilon_d \text{Ch}_d[\hat{P}] \), the even dimensional Chern number defined in (17). The Fourier transform \( \hat{P}(k) \) of \( p(x) \) is also found to be
\[
\hat{P}(k) = \frac{I}{2} - \frac{1}{2} \frac{k \cdot \gamma + (m - \eta|k|^2)\gamma_0}{|k|^2 + (m - \eta|k|^2)^2} = \frac{I}{2} - \frac{1}{2} \frac{\hat{H}}{|H|}, \quad \hat{H} = k \cdot \gamma + (m - \eta|k|^2)\gamma_0,
\]
with \( |\hat{H}| \) scalar-valued. Define \( \Gamma = (\gamma, \gamma_0) \) and \( h(k) = (k, \phi_\eta(k)) \), with \( \phi_\eta(k) = m - \eta|k|^2 \).

Using the results of Theorem 5.1 we obtain that
\[
\text{Ch}_d[\hat{P}] = \frac{\epsilon_d}{A_d} \int_{\mathbb{R}^d} \frac{1}{|h|^{d+1}} \text{Det}(L) dk,
\]
where \( L \) is the \((d+1) \times (d+1)\) matrix with \( h \) as its first row and \( \partial_k h \) as its \((j+1)\)th row for \( 1 \leq j \leq d \) and \( A_d \) is the volume of the unit sphere \( S^d \) in \( \mathbb{R}^{d+1} \).

The integral involves an open domain \( \mathbb{R}^d \) that is not yet amenable to topological simplifications. We consider the orientation preserving stereographic projection \( \pi \) from \( S^d \) to \( \mathbb{R}^d \) which maps the north pole to the sphere at \( \infty \), and observe that as \( |k| \to \infty \), then \( \hat{P}(k) \) depends only on \( |k| \). In other words, the value of \( \hat{P}(k) \) is constant at infinity. Therefore, \( \pi \) maps \( S^d \) to the one point compactification \( \mathbb{R}^d \cup \{ \infty \} \cong S^d \) and the pull-back \( \pi^* \hat{P} \) is a continuous map on \( S^d \). As a consequence, we have that
\[
\text{Ch}_d[\hat{P}] = \frac{i\pi}{(2\pi)^d (\frac{d}{2}!)} \int_{S^d} \text{tr } \pi^* \hat{P}(d^* \hat{P})^d = \frac{\epsilon_d}{A_d} \int_{S^d} \frac{1}{|\pi^* h|^{d+1}} \text{Det}(\pi^* L) \pi^* dk.
\]

The above quantity is the degree of the continuous map from \( S^d \) to \( S^d \) given by \( \pi^* k \to \frac{\pi^* h}{|\pi^* h|} = \frac{(k, \phi_\eta(k))}{|k|^2 + |\phi_\eta(k)|^2} \) with \( k = \pi(\theta) \) for \( \theta \) parametrizing \( S^d \); see [17] Chapter 13.

To calculate the degree of the above map, we also refer to the method in [17] Chapter 13, which is more straightforward than the explicit integral calculations we considered in dimension two. Let us consider \( m > 0 \) and \( \eta > 0 \). Then the point \( e_d = (0, \ldots, 0, 1) \) is a value attained once as \( k = 0 \) while the map converges to \( -e_d \) as \( |k| \to \infty \). The gradient of the map is given by \( \frac{1}{|m|} I \) at that point in the hyperplane tangent to \( e_d \). We therefore obtain that the degree of the map is equal to 1. When \( m > 0 \) and \( \eta < 0 \), we obtain that the map never visits the vicinity of \( -e_d \) so that the degree of the map is trivial. Now, for \( m < 0 \) and \( \eta \) changing sign, we observe that the above \( \text{Det}(L) \) changes sign compared to the case since one column changes sign. This shows that the degree is \(-1\) when \( m < 0 \) and \( \eta > 0 \) while the degree vanishes again when \( m \) and \( \eta \) are both negative. We could also estimate the gradient of the map at \( k = 0 \) and observe that it is still given by \( \frac{1}{|m|} I \). However, at the regular point \(-e_d\), the orientation of the tangent hyperplane is reversed and so, signs also need to be reversed.

\(^4\)This is the same expression as in [16] p.24 and the standard expression for the Chern character as the trace of the exponential of \( \frac{1}{2\pi} \) times curvature \( \hat{P}d\hat{P} \wedge d\hat{P} \). From \( \hat{P}^2 = \hat{P} \), we deduce that \( (\hat{P}d\hat{P} \wedge d\hat{P})^c = \hat{P}(d\hat{P})^{c^{2c}} \), the latter being the form we have above. In dimension \( d = 2 \), we retrieve [16]. The factor \( \epsilon_d \) comes from our Clifford convention and is the same as \( \chi \) in [16] p.33.
Note that the argument is independent of the regularization term so long as the map converges to \(-c_d\) as \(|k| \to \infty\) when \(m\) and \(\eta\) are positive. For instance, we can replace \(\eta|k|^\alpha\) by \(\eta|k|^\alpha\) with any \(\alpha > 1\). For \(\alpha \leq 1\), as when \(\eta = 0\), the regularization is not sufficiently strong to force the map to be uniquely defined as \(|k| \to \infty\) and the degree is not defined.

This shows that with the above conventions, we have
\[
\mathcal{T} = -\text{Index } (PUP) = \varepsilon_d \text{Ch}_d[\check{P}] = \frac{1}{2}(\text{sign}(m) + \text{sign}(\eta)).
\]
This concludes the proof of the result. \(\square\)

Once we have this result, we can consider fluctuations \(V\) that are relatively compact with respect to \(H\). More precisely, assuming that the assumptions in Proposition 4.1 are satisfied, we can construct the following invariant as in dimension \(d\): Let \(\delta < m\) and define \(P_\delta(E)\) the smooth approximation of \(P(E) = \chi(E \leq 0)\) equal to that function outside of \(|E| < \delta\).

Let \(H_V = H + V\) and \(\tilde{P}_\delta = P_\delta(H_V) \otimes I\). Then we have

**Theorem 5.3** Let \(H_V\) and \(\tilde{P}_\delta\) as above. Let \(V\) satisfy (32) and (33). Then \(\tilde{P}_\delta U \tilde{P}_\delta + I \otimes I - \tilde{P}_\delta\) is Fredholm and its index is that of the unperturbed operator \(\frac{1}{2}(\text{sign}(m) + \text{sign}(\eta))\).

The derivation of the theorem is exactly the same as in the two dimensional setting.

### 5.3 The bulk odd-dimensional case

We now consider the case \(d = 2\kappa + 1\) with \(\kappa \geq 1\)\(^5\) and \(H[m]\) given by (41) and acting on \(L^2(\mathbb{R}^d) \otimes \mathbb{C}^{2^\kappa+1}\). We still use the notation \(\gamma^j = \gamma^j_d\) with now a chirality matrix given by \(\gamma_0 := \gamma^{d+2}_d\). The bulk Hamiltonian satisfies the chiral symmetry \(\gamma_0 H[m] + H[m] \gamma_0 = 0\). We recall the definition of \(F = F[H]\) and \(U = U[H]\) after appropriate regularization with \(\eta \neq 0\)

\[
F = \frac{H_\eta}{[H_\eta]}, \quad H_\eta = H_\eta[H] = H + \eta \Delta_{\gamma^d_{d+1}}, \quad F = \begin{pmatrix} 0 & U^* \\ U & 0 \end{pmatrix}.
\]

The objective is to assign a topological invariant to \(H[m]\) by means of \(U[H]\) or equivalently \(F[H]\).

This is achieved by pairing \(U[H]\) with the following projection operator \(\mathcal{P}\) in odd dimension

\[
U = \text{sign}(x \cdot \gamma) = \text{sign}(\sum_{j=1}^d x_j \gamma^j), \quad \mathcal{P} = \frac{1}{2}(I + U),
\]
which take values in matrices on \(\mathbb{C}^{2^\kappa}\).

Following Appendix A, we form the operator \(I \otimes \mathcal{P} U[H] \otimes I \otimes \mathcal{P}\), which we will prove is Fredholm since \(U[H]\) is appropriately regularized. Here, the first (left) \(I\) is identity on \(\mathbb{C}^{2\kappa+1}\) while the second (right) \(I\) is identity on \(\mathbb{C}^{2\kappa}\). These operators are defined on \(L^2(\mathbb{R}^d) \otimes \mathbb{C}^{2\kappa+1} \otimes \mathbb{C}^{2\kappa}\). We define \(\mathcal{P} = I \otimes \mathcal{P}\) and \(\tilde{U} = U[H] \otimes I\) as well as \(\tilde{Q} = \tilde{U} \tilde{P} \tilde{U}^*\) and have the following result:

\(^5\) The case \(d = 1\) with \(\kappa = 0\) can be handled similarly for the bulk invariant with some specificities coming from the zero-dimensional ‘interface’ [10] that we do not consider here.
Theorem 5.4 Let $\tilde{U}$ and $\tilde{P}$ be defined as above and let $\eta \neq 0$ sufficiently small. Then $\tilde{P}U\tilde{P}$ is Fredholm on $\text{Ran}\tilde{P}$. Moreover, $(\tilde{P} - \tilde{Q})^{d+1}$ is trace-class and

$$-\text{Index} \ (\tilde{P}U\tilde{P}) = \text{Tr}(\tilde{P} - \tilde{Q})^d = \text{Tr} \ \tilde{U} \left( [\tilde{P}, \tilde{U}^*][\tilde{P}, \tilde{U}] \right) = \frac{1}{2} (\text{sign}(m) + \text{sign}(\eta)).$$

(53)

Proof. We want to show that the index $\mathcal{T} := -\text{Index} \ (\tilde{P}U\tilde{P})$ is given by

$$\mathcal{T} = \text{Tr}(\tilde{P} - \tilde{Q})^d = (-1)^{\frac{d+1}{2}} \text{Tr} \ \tilde{U}^* \left( [\tilde{P}, \tilde{U}][\tilde{P}, \tilde{U}] \right)^{\frac{d-1}{2}} [\tilde{P}, \tilde{U}] =: (-1)^{\frac{d-1}{2}} \mathfrak{C}.$$

Indeed, $\tilde{P} - \tilde{Q} = [\tilde{P}, \tilde{U}]\tilde{U}^* = -\tilde{U} [\tilde{P}, \tilde{U}^*]$ so that (with $d = 2\kappa + 1$)

$$(\tilde{P} - \tilde{Q})^d = (-[\tilde{P}, \tilde{U}][\tilde{P}, \tilde{U}^*])^d [\tilde{P}, \tilde{U}]\tilde{U}^*,$$

and the equivalence follows by cyclicity of the trace.

We now apply Russo’s result Lemma A.3 using Lemma 3.3 as in the even-dimensional case. We observe that the kernel of $(\tilde{P} - \tilde{Q})$ involves terms of the form $(\tilde{P}(x) - \tilde{P}(y))\tilde{U}(x - y)$. From $\tilde{P}(x) - \tilde{P}(y)$, we obtain a bound of the form $\min(1, \frac{|x - y|}{|y|})$. From $\tilde{U}(x - y)$, we obtain a contribution of the form $\delta(x - y)$, which does not contribute in the commutator and then a leading contribution as in the even dimensional case of the form $\eta^{-1}|x - y|^{1-d}\varphi(x - y)$ with $\varphi(x - y)$ rapidly decaying.

We then apply Lemma 3.3 with $\alpha = d - 1$ and $\beta = d + 1$. We cannot use the result with $p = d$ directly as we would like. However, the result applies for each $p > d$ with a bound in $L_p$ with $\alpha = d - 1$ and $\beta = d + 1$ uniform in $p > d$. This shows that 0 is the singular values of $P - Q$ satisfy $\|\lambda\|_p \leq C_p$ with $C$ independent of $p > d$. Since $C_p$ converges to $C^d$ and $\sum_{j=1}^N \lambda_j^p$ converges to $\sum_{j=1}^N \lambda_j^d$ for any $N \in \mathbb{N}$ as $p \to d$, we deduce that $\lambda \in \mathbb{R}^d$.

This shows that $(P - Q)^d$ is trace-class. Moreover, we deduce from Corollary A.4 that the trace is obtained as the integral of its Schwartz kernel along the diagonal. Thus, $\mathcal{T}$ is given by the integral of the kernel along the diagonal and $\mathfrak{C}$ is equal to

$$\int_{\mathbb{R}^{d\times(d+1)}} \text{tr} \left( U^*(x_{d+2}, x_{d+1})U(x_{d+1}, x_d) \ldots U(x_2, x_1) \right) \times \text{tr} \left( p(x_{d+1}) - p(x_d) \right) \ldots (p(x_2) - p(x_1)) \prod_{k=1}^{d+1} dx_k.$$

With the same change of variables as in the even case $x_1 \equiv x_{d+2} = x$, $y_j = x_{j+1} - x$ for $1 \leq j \leq d$, we find

$$\int_{\mathbb{R}^{d\times(d+1)}} \text{tr} \left( U^*(-y_d)U(y_d - y_{d-1}) \ldots U(y_1) \right) \times \frac{1}{2d} \text{tr} \left( U(y_d + x) - U(y_{d-1} + x) \right) \ldots (U(y_1 + x) - U(x)) \prod_{k=1}^{d+1} dx_k.$$

We now use the geometric identity (see Lemma C.1)

$$\int_{\mathbb{R}^{d}} \text{tr} \left( U(y_d + x) - U(y_{d-1} + x) \right) \ldots (U(y_1 + x) - U(x)) dx = \frac{2^d}{d!!} (i\pi)^{\frac{d-1}{2}} \text{Det}(y_d, \ldots, y_1).$$
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The trace $\mathfrak T$ is therefore given by
\[ \int_{\mathbb{R}^d \times (d+1)} \text{tr} \left( U^*(-y_d) U(y_d - y_{d-1}) \ldots U(y_1) \right) \frac{1}{d!!}(i\pi)^{\frac{d-1}{2}} \text{Det}(y_d, \ldots, y_1) dy_1 \ldots dy_d. \]

As in the even case, let us start from the expression in the Fourier domain, with $\hat{U}$ the Fourier transform of $U$:
\[ \int_{\mathbb{R}^d} \text{tr} \hat{U}^*(d\hat{U} \wedge d\hat{U}^*)^{\frac{d-1}{2}} \wedge d\hat{U} = \int_{\mathbb{R}^d} \text{tr} \hat{U}^* \sum_{\rho \in S_d} (-1)^\rho \partial_{\rho(1)} \hat{U} \ldots \partial_{\rho(d)} \hat{U} dk, \]
where $\hat{U}$ and $\hat{U}^*$ alternate. Again, with $\hat{\partial}_j$ the Fourier transform $-ix_j f$, this is
\[ \int_{\mathbb{R}^d \times d} \text{tr} U^*(-x_1) \sum_{\rho} (-1)^\rho [-i(x_1 - x_2)_{\rho(1)}] U(x_1 - x_2) \ldots (-ix_d)_{\rho(d)} U(x_d) \prod dx_j, \]
or
\[ (2\pi i)^d \int_{\mathbb{R}^d \times d} \text{Det}(x_1, \ldots, x_d) \text{tr} U^*(-x_1) U(x_1 - x_2) \ldots U(x_d) \prod dx_j. \]
As a consequence, moving to the Fourier domain as was done in the even dimension case, we obtain that
\[ \mathfrak T = \frac{1}{\mathbb{R}^d} \frac{1}{d!!} (i\pi)^{\frac{d-1}{2}} \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \text{tr} \hat{U}^*(d\hat{U} \wedge d\hat{U}^*)^{\frac{d-1}{2}} \wedge d\hat{U}. \]

From $d\hat{U}^* \hat{U} + \hat{U}^* d\hat{U} = 0$ and $d\hat{U}^* \wedge d\hat{U} = d\hat{U}^* \hat{U} \wedge \hat{U}^* d\hat{U}$, we have
\[ \hat{U}^*(d\hat{U} \wedge d\hat{U}^*)^{\frac{d-1}{2}} \wedge d\hat{U} = \hat{U}^*(-d\hat{U} \wedge \hat{U}^* d\hat{U}^*)^{\frac{d-1}{2}} \wedge d\hat{U} = (-1)^{\frac{d-1}{2}} (\hat{U}^* d\hat{U})^\wedge. \]

We deduce from the first equality in (49) that $\mathcal{T} = (-1)^{\frac{d-1}{2}} / (i^{d+1}) W_d[\hat{U}] = -W_d[\hat{U}]$. From Theorem 5.1 in odd dimensions, we obtain that $\mathcal{T}$ is given by the degree of $h$. As in the even-dimensional setting, we pull back the map $h$ to the sphere by the stereographic projection. The calculation is then obtained as in the even-dimensional setting, where the degree is found to equal ±1 when $m$ and $\eta$ have that same sign and 0 otherwise. This concludes the proof of the theorem. □

Let us now consider the perturbed case $H_V = H + V$ for $V$ a perturbation that satisfies the chiral symmetry $V\gamma_0 + \gamma_0 V = 0$. As in the even dimensional case, we need to regularize the functional calculus to propagate the perturbation $V$. This is done as follows. We recall that $F$ is defined as the sign of $H_\eta$ in the unperturbed case. We replace $F$ by $F_\delta(E) = 2\chi_\delta(E) - 1$ an approximation, where we choose $\chi_\delta$ such that $F_\delta(-E) = -F_\delta(E)$ is an odd function. As a consequence, we still verify that $F_\delta(H_V)\gamma_0 + \gamma_0 F_\delta(H_V) = 0$ and hence have the decomposition
\[ F_\delta(H_V) = \begin{pmatrix} 0 & U_\delta^* \\ U_\delta & 0 \end{pmatrix}, \]
for $U_\delta = U_\delta(H_V)$ a bounded operator that is no longer necessarily unitary. However, working on $F_\delta$, we observe that the latter function is constant outside of a compact interval $|E| < \delta$. Therefore, provided that $\mathcal{L}$ holds, then $F_\delta(H_V) - F_\delta(H)$, and hence $U_\delta(H_V) - U_\delta(H) = U_\delta(H_V) - U(H)$, is compact by Proposition 11. As a consequence, we have the result
Theorem 5.5  Let $H_V$ be a chiral operator and $\tilde{U}_\delta = U_\delta \otimes I$ with $U_\delta$ as above. Provided that (32) holds, then $\tilde{P} \tilde{U}_\delta \tilde{P}$ is Fredholm on the range of $\tilde{P}$ and the index is the same as in the case $V \equiv 0$.

Note that the perturbation $V$ is required to satisfy the chiral symmetry in order for the operator $U_\delta$ to be properly defined. As in [46], we could assume that $V$ has a small non-chiral component in the uniform norm and verify that the index is still defined by continuity. It is however unlikely that the index is stable with respect to large non-chiral fluctuations, as reflected by the fact that materials of class A are topologically trivial in odd dimensions; see aforementioned reference.

5.4 Interface Hamiltonians

We now consider the Hamiltonians $H[m(x)]$. The Hamiltonians are defined with $\eta = 0$. We saw in the two-dimensional case that $\eta$ did not have any role in the topological properties of interface Hamiltonians. While the construction of bulk topological invariants requires $\eta$-dependent projectors or unitaries, this is not needed for the interface Hamiltonians and we therefore assume $\eta = 0$ in the rest of the section.

Let us consider the above settings with $d = 2\kappa$ even or $d = 2\kappa - 1$ odd with

$$H[m(x)] = \frac{1}{i} \nabla' \cdot \gamma_d + \frac{1}{i} \partial_{x_d} \gamma_d^{d+1} + \partial_{x_d} \gamma_d^{d+1}, \quad \gamma_d = (\gamma_d', \gamma_d^t).$$

We assume that $m(x_d)$ is continuous and converges to $m_\pm$ as $x \to \pm \infty$ for $|m_\pm| \geq m_0 > 0$ and that $m(x_d)$ is not equal to either constant only on a compact domain. As before, we define

$$\varepsilon = \frac{1}{2} (\text{sign}(m_+) - \text{sign}(m_-)). \tag{54}$$

As we did in the two dimensional setting, it is convenient to modify the representation of the interface Hamiltonian so that $m(x_d)$ and $\partial_{x_d}$ appear in the same matrix entry. Unlike the two-dimensional case, where $x$ modeled the signed distance to the interface, this role is now assumed by $x_d$. Following the Clifford representation recalled in Appendix 2, we perform a change of Dirac matrices that preserves their commutativity relation and rewrite the interface Hamiltonian as

$$H[m(x_d)] = \frac{1}{i} \nabla' \cdot \sigma_3 \otimes \gamma' - \frac{1}{i} \partial_{x_d} \sigma_2 \otimes I + m(x_d) \sigma_1 \otimes I, \tag{55}$$

where $\gamma' = \Gamma_d$ in even dimension while $\gamma' = \Gamma_{d-1}$ in odd dimension. Here, $\nabla'$ is the usual gradient operator in the first $d - 1$ variables. In both cases, we have that $-\frac{1}{i} \partial_{x_d} \sigma_2 + m(x_d) \sigma_1 = a \sigma_+ + a^* \sigma_-$, where $a = \partial_{x_d} + m(x_d)$ and where $\sigma_\pm = \sigma_1 \pm i \sigma_2$. The Hamiltonian therefore takes the form

$$H[m(x_d)] = \frac{1}{i} \nabla' \cdot \sigma_3 \otimes \gamma' + (a \sigma_+ + a^* \sigma_-) \otimes I.$$ 

In the partial Fourier transform variables, we find that

$$\hat{H}(k', x_d) = k' \cdot \sigma_3 \otimes \gamma' + (a \sigma_+ + a^* \sigma_-) \otimes I = \begin{pmatrix} k' \cdot \gamma' & a \\ a^* & -k' \cdot \gamma' \end{pmatrix}. \tag{56}$$
All block matrices are square matrices of size $2^{\kappa-1}$, both in even dimension $d = 2\kappa$ and in odd dimension $d = 2\kappa - 1$.

Let us assume that $m(x_d)$ is monotone to simplify. This implies the existence of only one continuous mode within the bulk gap when $\varepsilon \neq 0$. With the above expression, we find

$$\hat{H}^2(k') = \text{Diag}(|k'|^2 + a^*a, |k'|^2 + a^*a)$$

each block of size $2^{\kappa-1}$. As in $d = 2$ and the proof of Lemma 3.10, the continuous spectrum of $a^*a$ or $a^*a$ does not intersect with $[0, m_0^2]$. For each $k'$, the spectrum of $H(k')$ is therefore discrete when restricted to the bulk gap. Since $m$ is monotone, the positive (joint) discrete spectrum of $a^*a$ and $a^*a$ is also outside of $[0, m_0^2]$. Therefore, only spectrum associated to the kernels of $a$ and $a^*$ is allowed within the bulk gap. Let us construct

$$k' \gamma' \psi_1 + a \psi_2 = E \psi_1, \quad a^* \psi_1 - k' \gamma' \psi_2 = E \psi_2.$$ 

For $|E| > |k'|$, then we find non-trivial positive spectrum of either $a^*a$ or $a^*a$, which is not within the bulk gap. Therefore, $|E| = |k'|$ so that from the structure of $\hat{H}^2$, either the kernel of $a$ or that of $a^*$ is non-trivial. When the kernel of $a$ is non-trivial, i.e., $\varepsilon = 1$, that of $a^*$ is and $\psi_1 = 0$ with $a^* \psi_2 = 0$ and $-k' \gamma' \psi_2 = E \psi_2$. When the kernel of $a^*$ is non-trivial instead, i.e., $\varepsilon = -1$, then $\psi_2 = 0$ and $a^* \psi_1 = 0$ and $k' \gamma' \psi_1 = E \psi_1$. When $\varepsilon = 0$, then there is no spectrum inside the bulk gap.

Define the interface Hamiltonian

$$H_I = \frac{1}{i} \nabla' \gamma', \quad \hat{H}_I(k') = k' \gamma',$$

which is a mass-less Dirac operator in the first $d - 1$ variables. Then we observe that $E$ is nothing but a description of the spectrum of $-\varepsilon H_I$; see (56). In other words, let $\varphi_0(x_d)$ be the non-trivial vector above, either $(\psi_1, 0)^t$ or $(0, \psi_2)^t$ depending on the sign of $\varepsilon$ and let $\Pi_0 = \varphi_0 \otimes \varphi_0$ be the associated rank-one projector. Note that $\varphi_0$ does not depend on $k'$ when $\eta = 0$. Non-vanishing $\eta$ couples $\varphi_0$ with $k'$ and needs to be handled as in the one-dimensional case, which we do not pursue here.

Then let $f$ be a bounded real-valued function on $\mathbb{R}$ taking non-vanishing values only inside the bulk gap. The bounded operator $f(H[m(x)])$ defined spectrally is therefore given by

$$f(H[m(x)]) = f(\sigma_3 \otimes H_I) \Pi_0 = \sigma_3 \otimes f(H_I) \Pi_0 \equiv f(-\varepsilon H_I) \Pi_0,$$

where we slightly abuse notation and pick the component $f(-\varepsilon H_I)$ of $\sigma_3 \otimes f(H_I)$ of dimension $2^{\kappa-1}$ in the non-trivial part of the range of $\Pi_0$. As before, $\Pi_0$ displays the exponential behavior of the solution away from $x_d = 0$ (wall or interface modes concentrated in the vicinity of the interface $x_d = 0$) while $-\varepsilon H_I$ characterizes the behavior in the transverse variables.

It remains to analyze $f(-\varepsilon H_I)$ for appropriate functions $f$. As always, the parity of the dimension matters. When $d - 1$ is odd, then $H_I$ is characterized by the winding number of a unitary operator. When $d - 1$ is even, then it is characterized by the Chern number of a projection operator. Note that $H_I$ is a mass-less, un-regularized operator corresponding to $m = \eta = 0$. We need to introduce a topological classification adapted to such operators.
Even dimension \(d = 2\kappa\); odd dimension \(d - 1 = 2\kappa - 1\). Since \(d - 1\) is odd, we need to construct a unitary operator from \(H\) or \(H_I\) as in the setting \(d = 2\).

We recall that \(\chi_\delta\) is an approximation of the characteristic function \(\chi(E \geq 0)\) such that \(\chi_\delta(E) = \chi(E \geq 0)\) outside of the spectral gap \((-m,m)\) and \(0 \leq \chi_\delta \leq 1\) is smooth. Then we define the unitary

\[
U(H) = e^{i2\pi \chi_\delta(H[m(x)])}, \quad \text{and the compactly supported} \quad W(H) = U(H) - I. \quad (57)
\]

We consider the operators \(U\) and \(P\) in dimension \(d-1\) already introduced in \((52)\) and wish to calculate \(\text{Index} \,(\tilde{P}U(H)P)\) for \(P = I \otimes P\) and \(U = U \otimes I\) as in the bulk Hamiltonian setting. We first prove the

**Theorem 5.6** Let \(U(H)\) and \(P\) be defined as above. Then \(\tilde{P}U(H)\tilde{P}\) on the range of \(\tilde{P}\) is Fredholm and \(-\text{Index} \,(\tilde{P}U(H)\tilde{P})\) is given by \(-\varepsilon\) defined in \((34)\).

Note that in section \([3]\) the direction of transition between the two bulk materials was \(x = x_1\), whereas it is now played by the last component \(x_d\). This change of orientation is responsible for the change in the sign of the interface index.

**Proof.** We now prove this extension of Theorem \([3.9]\) to arbitrary even (odd interface) dimension. The above analysis shows that \(W(H) = W(-\varepsilon H_I)\Pi_0\) since both operators are constrained within the spectral gap. It remains to analyze \(W(-\varepsilon H_I)\), which is given by

\[
W(-\varepsilon H_I) = F^{-1} \int_{|k'| < m_0} W(-\varepsilon \hat{H}_I)dk' \, F.
\]

We can ‘forget’ about \(\Pi_0\) and the \(x_d\) variable now since \(\varphi_0\) is smooth and exponentially decaying at infinity. We need to show that \((\tilde{P} - \hat{Q})^{d-1}\) is trace-class and that the trace is given by the integral of the kernel along the diagonal, where \(d \geq 4\) since \(d = 2\) was already treated (and is in fact harder). As in the proof of Theorem \([5.4]\) we wish to apply Lemma \([3.3]\) and Lemma \([A.3]\) but cannot do so for \(p = n = d - 1\). Instead, we still use that \((\tilde{P} - \hat{Q})^{d-1} = (\tilde{P} - \hat{Q})^{d+1} + (\tilde{P} - \hat{Q})^{d}[\tilde{P}\hat{Q}, \hat{Q}\tilde{P}]\) and apply the latter lemma with \(p = d\) (and \(p = d + 1\)). The kernel of \(W\) is compactly supported in \(k'\) and hence smooth in \(x'\) so that it decays as rapidly as necessary in \(x'\) so that Lemma \([3.3]\) applies as in the proof of Theorem \([5.4]\).

Armed with this, and still following the proof of Theorem \([5.4]\) and the necessary geometric identity to pass from the spatial integral to an integral in the Fourier domain, it remains to calculate the index as a winding number. We do this as follows. We recall that \(U(H) = e^{i2\pi \chi_\delta(H)}\).

We first observe that \(\chi_\delta(x)\) is asymptotically similar to \(\frac{1}{\pi} \arctan x + \frac{1}{2}\) and define

\[
U_a(H) = e^{i2 \arctan(H)}.
\]

We ‘forget’ about the \(e^{i\pi} = -1\) since the indices of \(U\) and \(-U\) are the same. Now consider a homotopy \(\chi(t) = (1-t)\chi_\delta + t(\frac{1}{\pi} \arctan x + \frac{1}{2})\) and the corresponding \(U_a(H)\) linking \(U\) to \(-U_a\). We verify as we did in the preceding paragraph that all operators \(\tilde{P}U_a(-\varepsilon H_I)\tilde{P}\) are Fredholm and since they are continuous in \(t\) (in the uniform norm), their index is clearly the same. So, we now know that the index is given by that associated to
\[ e^{i2 \arctan(h)} \] But the latter is an example we already know how to compute explicitly. Indeed,

\[ e^{i2 \arctan h} = \left( \frac{1}{\sqrt{1 + h^2}} + i \frac{h}{\sqrt{1 + h^2}} \right)^2 = \frac{1 - h^2}{1 + h^2} + 2i \frac{h}{1 + h^2}. \]

We have \( H_I^2 = |k'|^2 \). Multiplication of the unitary by \( i \) does not change the index of interest. Up to multiplication by \( i \), we thus recognize that

\[ i e^{i2 \arctan H_I} = i U_a(H_I) = U(H_R) = \frac{h_R R \gamma + \ldots h_{d-1}^R \gamma^d}{|H_R|} \]

where

\[ h_R = (k', \frac{1 - |k'|^2}{2}), \quad H_R = k' \Gamma' + \frac{1 - |k'|^2}{2} \gamma^d \]

In other words, we observe that \( i U_a(H_I) \) is \( U(H_R) \) for a regularized (bulk) Hamiltonian \( H_R \) corresponding to \( m = \frac{1}{2} \) and \( \eta = \frac{1}{2} \). We know that the winding number for \( U_a \) is therefore the degree of the map \( h^R \) and hence equals one. Taking a unitary of \( \text{arctan} \) of the reduced interface Hamiltonian \( H_I \) amounts to regularizing \( H_I \) by both adding a mass term and a regularization \( \eta |k'|^2 \). Replacing \( H_I \) by \(-\varepsilon H_I \) proves the result. \( \square \)

Let now assume that \( H_V = H + V \) is a perturbed Hamiltonian. Then \( U \) is perturbed via \( W \), which is compactly supported. Therefore, provided that \( V \) satisfies (32), then \( W(H_V) - W(H) \) is compact. We deduce from Proposition 11 the

**Theorem 5.7** Let the perturbation \( V \) satisfy (32). Then \( \tilde{P} U(H_V) \tilde{P} \) on the range of \( \tilde{P} \) is Fredholm and its index is the same as in the case \( V \equiv 0 \).

**Odd dimension** \( d = 2\kappa + 1 \); **even dimension** \( d - 1 = 2\kappa \). It remains to address the case of an even dimensional interface. We aim to construct a projector \( P(H) \) based on \( P(H_I) \) that will generate a non-trivial Fredholm operator. Since \( H_I \) does not have a spectral gap, the sign function cannot be used and needs to be replaced by a regularized version, as we did in the case of odd dimensional interfaces. This is done introducing a unitary and a projector:

\[ \Upsilon_\delta(H) = e^{i\pi \chi_\delta(H)}, \quad P(H) = I + \frac{1}{2} \Upsilon_\delta^*(H) \gamma_0 \Upsilon_\delta(H). \]

Here, \( \gamma_0 \) is the chiral matrix \( \sigma_3 \otimes I \), where \( I = I_{2\kappa} \) for \( H \) the Hamiltonian defined in the whole space, and \( I = I_{2\kappa - 1} \) for \( H \) the interface Hamiltonian \(-\varepsilon H_I \).

The complicated form of the operator \( P \) stems from our need to construct a projector that is well defined for interface Hamiltonians \( H_I \) for which both mass term \( m = 0 \) and regularization \( \eta = 0 \). Introducing a contribution proportional to \( \gamma_0 \), which emulates the role of a mass term is therefore not entirely surprising. The specific form above also comes from the bulk-edge correspondence relating bulk invariants to edge invariants in one less spatial dimension that arises in very general algebraic constructions [11, 46, 51].

We then define \( U \) as in the bulk even dimensional case with \( U = I \otimes U \) and define \( \tilde{P} = P \otimes I \). Then we have:

\[ \text{Let } F \text{ be Hermitian with } F^2 = I \text{ and } U \text{ be unitary. Then } P = \frac{I}{2} + \frac{1}{2} U^* F U \text{ is an orthogonal projector, i.e., } P^2 = P = P^*. \]
Let $P$ and $U$ be defined as above. Then $\tilde{P}(H)\tilde{U}\tilde{P}(H)$ on the range of $\tilde{P}(H)$ is Fredholm and $-\text{Index}(\tilde{P}(H)\tilde{U}\tilde{P}(H))$ is given by $-\varepsilon$ defined in (54).

Proof. Let us start with the full space Hamiltonian $H$ and construct $\tilde{P}\tilde{U}\tilde{P}$ as well as $(\tilde{P} - \tilde{Q})d$ with $\tilde{Q} = \tilde{U}\tilde{P}\tilde{U}^*$. We observe that all involved functions of $H$ are compactly supported so that the associated kernels are smooth and sufficiently rapidly decaying. We then invoke Russo’s criterion in Lemma 3.3 (with $p = d > n = d - 1$) to obtain that $\tilde{P} - \tilde{Q}$ is in $I_d$ so that $\tilde{P}\tilde{U}\tilde{P}$ is Fredholm. The proof is the same as in the even dimensional bulk setting.

It remains to calculate the index, which, as in the preceding case, amounts to replacing $H$ by $-\varepsilon H_I$, and using geometric identities, to recasting a spatial integral by an integral in the Fourier variables. As in the even-dimensional case, we introduce $\Upsilon_a(H) = e^{i\arctan(H)}$, $\Phi_a(H) = I + \frac{1}{2}H^2\gamma_0\Upsilon_a(H)$.

The operators with $\tilde{P}$ replaced by $\Phi_a$ and any continuous transformation from $\chi_\delta$ to $\frac{1}{2}\arctan x + \frac{1}{2}i$ are still a continuous family of Fredholm operators, which therefore share the same index. The objective is now to calculate the index associated to $\Phi_a(H)$. What we observe from the same direct computation as in the preceding paragraph is that

$$\Phi_a(H) = I + \frac{1}{2}\arctan(H)$$

Again, $H_I^2$ is scalar and so the above denominator makes sense as a scalar object. For $H_I = k' \cdot \gamma'$, this is

$$\Phi_a(H) = I + \frac{1}{2}k' \cdot \gamma' + \frac{1}{2}\frac{1}{2}k' \cdot \gamma'$$

We then realize that $i\gamma_0\gamma'$ is a set of matrices satisfying all the commutation relations of the original set $\Gamma'$ so that the index of interest is given by the degree of $k^R = (k' \cdot \gamma')$. Recalling that this is $\Phi_a(-\varepsilon H_I)$ that we wish to compute, we obtain an index equal to $-\varepsilon$. As in the preceding case, the definition of an adapted projector involves regularizing the Hamiltonian $H_I$ by both adding a mass $m = \frac{1}{2}$ and a regularization $\eta = \frac{1}{2}$.

Let us conclude this section with the case $H_V = H + V$ with $V$ a perturbation. Since $\Upsilon_\delta(H)$ changes sign from $H$ very negative to $H$ very positive, the application of Proposition 4.1 requires that $V$ satisfy both (32) and (33). In that case, there is no difficulty in propagating the perturbation $V$ through the spectral calculus and get that $P(H_V) - P(H)$ is compact so that we have the:

Theorem 5.9 Let $V$ satisfy (32) and (33). Then $\tilde{P}(H_V)\tilde{U}\tilde{P}(H_V)$ on the range of $\tilde{P}(H_V)$ is Fredholm and its index as in the case $V \equiv 0$.
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Appendix

A Fredholm operators, modules, trace-class

Let $H$ be a Hilbert space and $F$ a bounded linear operator on $H$. The operator is said to be Fredholm if its range is closed and its kernel and co-kernel are finite dimensional; i.e., with $F^*$ the adjoint operator to $F$, we have the direct sum $H = \text{Ran}(F) \oplus \text{Ker}(F^*) = \text{Ran}(F^*) \oplus \text{Ker}(F)$ with both kernels of finite dimension. The index of $F$ is then defined as

$$\text{Index } (F) = \dim(\text{Ker}(F)) - \dim(\text{Ker}(F^*)) \in \mathbb{Z}.$$ 

One of the main properties of the index is its stable, topological, nature. For $K$ a compact operator on $H$ and $F$ a Fredholm operator, then $\text{Index } (F + K) = \text{Index } (F)$. Moreover, the set of Fredholm operators is open in the uniform topology so that a sufficiently small perturbation of a Fredholm operator yields another Fredholm operator with the same index. As a consequence, let $F_t$ for $0 \leq t \leq 1$ be a continuous family of Fredholm operators. Then, $\text{Index } (F_t)$ is independent of $t$. A useful characterization of Fredholm operators is the Atkinson criterion, stating that $F$ is Fredholm if and only if it is invertible up to compact operators. In other words, $F$ is Fredholm if there exists a bounded operator $G$ such that $I - FG$ and $I - GF$ are compact; see [36, Chapter 19].

Fredholm Modules. The objective of this paper is to assign topological invariants to materials such as topological insulators that are robust with respect to heterogeneities. Fredholm indices are therefore natural candidates. One then needs to be able to compute such indices and the above analytic description of the index is not easy to manipulate. Finding algebraic expressions for the index from the kernel of a Fredholm operator has a long tradition, with the index theorems of Atiyah-Singer, Boutet de Monvel, Connes. One of the devices used in these derivation is the notion of Fredholm modules. While we will not delve into the algebraic properties of Fredholm modules, they serve as a motivation for the type of Fredholm operators that appear in this and many other papers on the mathematical description of topological insulators. A related notion is that of index of pairs of projection operators. We review here the relevant material.

For $H$ a Hilbert space and $A$ an algebra of bounded operators on $H$, we assume the existence of a bounded operator $F$ such that $F^2 = I$ and such that $[F,f] = Ff - fF$ is compact for all $f \in A$. This defines an odd Fredholm module (used in this paper in odd dimensions). In this case, we define $P = \frac{1}{2}(I + F)$ and verify that this is an orthogonal projector.

An even Fredholm module (used in this paper in even dimensions) has an additional property. We assume the existence of a matrix $\gamma$, typically written as Diag($I, -I$) for $I$ an identity matrix, such that $\gamma F + F \gamma = 0$. This additional symmetry allows us to write $F$ as

$$F = \begin{pmatrix} 0 & U^* \\ U & 0 \end{pmatrix}$$

where $U$ is a unitary operator.

In applications to topological insulators, the above operators, $F$ and $P$ in odd dimension, or $F$ and $U$ in even dimension, take the form of matrix-valued multiplication.
operators in the physical domain. They are here to help display the topological properties of specific operators in the algebra $A$ by an appropriate pairing, which results in an integer-valued index. More precisely, in even dimension, we have that for each $P$ an orthogonal projector in $A$, then $PUP$ is a Fredholm operator on $\text{Ran}(P)$ and its index admits an explicit integral representation. In odd dimensions, it is unitary operators $U$ in $A$ that are considered, and then $PUP$ is a Fredholm operator on $\text{Ran}(P)$ whose index also admits an explicit integral representation. When both $F$ and $P$ or $U$ are matrix valued, the above product needs to be considered as a tensorized product such that the matrix structures of $F$ and $P$ or $U$ do not interact. In other words, $PUP$ really means $(I_1 \otimes P)(U \otimes I_2)(I_1 \otimes P)$ with matrices $I_{1,2}$ of appropriate dimensions. In this paper, though not in this appendix, we use the notation $\tilde{P}$ to mean $I_1 \otimes P$, etc... That, for instance, $PUP$ is Fredholm on $\text{Ran}(P)$ comes from the assumption that $[F,P]$ and hence $[P,U]$, is compact. Indeed $PUPPU^*P = PPU^*P = PP^*U^*P + K = P + K$ and hence $PU^*P$ is an inverse of $PP^*P$ on $\text{Ran}(P)$ up to compact and the result follows.

Such pairings of the form $(P,U)$ or $(P,U)$ are then stable with respect to continuous perturbations of $P$ or $U$, which is what we will use in this paper, as well as continuous perturbations of $U$ or $P$ via $F$, which is the main tool used in (more) algebraic or (more) analytic general descriptions of the bulk-boundary correspondence. The latter results are not used in this paper since we compute bulk and interface indices explicitly and thus do not need to relate them implicitly.

The operator $F$ defining the module is typically of the form $F = \text{sign}(D) = \frac{D}{|D|}$, where $D$ is a Dirac-type operator. The main difference here with most uses of the notion of Dirac operators is that they are matrix-valued multiplications by the coordinates of the spatial domain. In particular, on an appropriate domain of definition, $D = x \cdot \Gamma$, where $\Gamma$ is an appropriate set of matrices (see Appendix B). The reason for this is that topological insulators are naturally described topologically in the Fourier domain, where the Dirac operators take the more familiar form of first-order differential operators. In the physical domain, where we wish to handle asymmetric spatially varying perturbations, the Dirac operator thus takes the form of multipliers. As a coincidence, the low-energy characterization of topological insulators involves objects that are linear in the Fourier variables (in the Brillouin zone), hence first-order differential operators in the physical domain that also take the form of Dirac operators. We thus have two dual types of Dirac operators; that of the Fredholm module that is differential in the Fourier variables and multiplicative in the physical variables; and that of the low-energy description of the topological insulators, which is differential in the physical variables and multiplicative in the dual Fourier variables. These two types of ‘Dirac’ operators should not be confused.

**Trace-class operators.** The above pairing indicates which type of Fredholm operator, $PUP$ or $\mathcal{P}U\mathcal{P}$ should be considered. The theory of Fredholm modules also comes with an explicit recipe to calculate the index as the explicit trace of an appropriate trace-class operator.

We now recall relevant material on spaces of compact operators. The ideal of compact operators (when $K$ is compact, then so are $BK$ and $KB$ for $B$ bounded) admits smaller ideals characterized by the decay of their singular values. Let $K$ be a compact operator on $H$ and let $\lambda_n$ be its singular values, i.e., the eigenvalues of the
operator \((K^*K)^{\frac{1}{2}}\). Then, we define the Schatten ideal \(\mathcal{I}_n\) as the space of compact operators such that \(\sum_j |\lambda_j|^n < \infty\), counting multiplicities. This defines a Schatten norm \(\|K\|_{\mathcal{I}_n} = (\sum_j |\lambda_j|^n)^\frac{1}{2}\). Classical properties of the Schatten ideals is that these are indeed ideals (for \(K \in \mathcal{I}_n\) and \(B\) bounded, then both \(KB\) and \(BK\) belong to \(\mathcal{I}_n\)) and that they are Banach (complete) spaces for the Schatten norm. While \(n \geq 1\) is an integer, the above expressions more generally hold for any real number \(n > 0\). Operators in \(\mathcal{I}_1\) are called trace-class. Operators in \(\mathcal{I}_2\) are called Hilbert-Schmidt.

Let \(K\) be a square matrix-valued compact operator with entries \((K_{ij})_{1 \leq i,j \leq n}\) compact operators as well. Then we can write \(K = \sum_{i,j} K_{ij} \mathbb{1}_{ij}\) with \(\mathbb{1}_{ij}\) the matrix with entries equal to 0 except at position \((i, j)\). This shows that \(\|K\|_{\mathcal{I}_n} \leq C \sup_{i,j} \|K_{ij}\|_{\mathcal{I}_n}\). The matrix-valued operators are therefore analyzed for each entry as a sufficient condition to be in the appropriate Schatten class.

From the definition of Schatten classes, we verify that for two operators in classes \(n\) and \(m\), then the product is in the class labeled by \(n + m\). In particular, when \(T \in \mathcal{I}_n\), then \(T^N\) is trace-class.

**Fedosov formula.** Indices of Fredholm operators admit expressions as traces of appropriate operators. Such a relation is found in what is referred to as the Fedosov formula; see [3, Appendix] and [36, Prop. 19.1.14]. We state it as:

**Proposition A.1** Let \(F\) and \(G\) be such that \(R_1 = I - GF\) and \(R_2 = I - FG\) are compact. Then \(F\) and \(G\) are Fredholm operators. Let us assume moreover that \(R_1^n\) and \(R_2^n\) are trace-class, then we have that

\[
\text{Index } (F) = \text{Tr } R_1^n - \text{Tr } R_2^n = -\text{Index } (G).
\]

Let \(P\) be a projector and \(U\) a unitary operator on a Hilbert space \(H\). Assume that \([P, U]\) is compact, or equivalently that \([P, U]U^* = U[P, U^*]\) or \([P, U^*]\) is compact. Then \(PUP\) and \(PU^*P\) are Fredholm on \(\text{Ran}(P)\), applying the above to \(F = PUP\) and \(G = PU^*P\) with \(R_1 = P - PU^*PUP\) and \(R_2 = P - PUPU^*P\) (since \(P|_{\text{Ran}(P)} = I|_{\text{Ran}(P)}\)). Assuming \(R_1^n\) and \(R_2^n\) are trace-class, then

\[
-\text{Index } (PU^*P|_{\text{Ran}(P)}) = \text{Index } (PUP|_{\text{Ran}(P)}) = \text{Tr } R_1^n - \text{Tr } R_2^n.
\]

The above result is applied several times in this paper as follows. Let \(\kappa \in \mathbb{N}^*\) and set \(d = 2\kappa\) in even dimension and \(d = 2\kappa + 1\) in odd dimension. Let \(P\) be a projection, \(U\) a unitary, and \(Q = UPU^*\). It is shown in [2] that when \((P - Q)^{2\kappa+1}\) is trace-class, then so is \((P - Q)^{2\kappa+3}\) and moreover,

\[
\text{Tr } (P - Q)^{2\kappa+3} = \text{Tr} (P - PUPU^*P)^{\kappa+1} - \text{Tr} (P - PU^*PUP)^{\kappa+1}.
\]

We thus apply the above Fedosov formula with \(n = \kappa + 1\) and deduce that

\[
-\text{Index } (PUP|_{\text{Ran}(P)}) = \text{Tr } (P - Q)^{2\kappa+1} = \text{Tr } U([P, U^*][P, U])^\kappa [P, U^*].
\]

We summarize the above results as the following
Proposition A.2 Let $d = 2\kappa$, $P$ be a projection and $U$ the unitary of the Fredholm module. Let $Q = UPU^*$. Let equivalently $[P, U]$ or $P - Q = [P, U]U^* = UU^*, P$ or $[P, U^*]$ be of class $I_{2\kappa+1}$. Then, $PUP$ is Fredholm and

$$-\text{Index} (PUP) = \text{Tr} (P - Q)^{2\kappa+1} = \text{Tr} (P - Q)^{2\kappa+1}. $$

Let $d = 2\kappa + 1$, $P$ the projection of the Fredholm module and $U$ a unitary operator. Let $Q = UPU^*$. Let equivalently $[P, U]$ or $P - Q = [P, U]U^* = UU^*, P$ or $[P, U^*]$ be of class $I_{2\kappa+1}$. Then, $PUP$ is Fredholm and

$$-\text{Index} (PUP) = \text{Tr} (P - Q)^{2\kappa+1} = \text{Tr} (P - Q)^{2\kappa+1}. $$

That the two traces above agree is based on straightforward calculations. That the traces equal the index is based on the above Fedosov formula.

The main technical component of the derivation is therefore to show that $(P - Q)^{2\kappa+1}$ is indeed a trace-class operator, and as a sufficient condition that $P - Q \in I_{2\kappa+1}$. We recall the results we need in the paper.

We now introduce the main tool used here to show that an operator belongs to $I_n$, for $n > 2$. It is based on a result by Russo [50] with a modification provided by Goffeng to remove a square-integrability assumption. The results by Goffeng [26] Theorems 2.3 & 2.4 are as follows.

Lemma A.3 Assume $T$ a bounded operator on $H = L^2(\mathbb{R}^d)$ with integral kernel $t(x, y)$. Let $t^*(x, y)$ be the kernel of the adjoint operator $T^*$. Let $p > 2$ and $q = \frac{p}{p-1}$ the conjugate index ($\frac{1}{p} + \frac{1}{q} = 1$). Assume that $\|t\|_{q,p}$ and $\|t^*\|_{q,p}$ are bounded, where

$$\|t\|_{q,p} = \left(\int_{\mathbb{R}^d} \left(\int_{\mathbb{R}^d} |t(x, y)|^q dx\right)^\frac{p}{q} dy\right)^\frac{1}{p}. $$

Then $T$ belongs to $I_p$ and $\|T\|_{I_p} \leq (\|t\|_{q,p}\|t^*\|_{q,p})^\frac{1}{2}$. 

Corollary A.4 When $T$, or more generally, a matrix-valued operator $K$ belongs to $I_n$ for $n \geq 2$, then $T^n$ or $K^n$ are trace-class (belong to $I_1$) and their trace is given by the integral of their kernel along the diagonal. This means

$$\text{Tr} K^n = \int_{\mathbb{R}^d} \sum_j (K^n)_{jj}(x, x) dx. $$

The latter result shows that an operator $K^n$ is trace-class for $n \geq 2$. The corollary can also often be obtained from Brislawn’s result [12] in the lemma below.

When $n = 1$, none of the above results applies. First, bounds on and continuity of the kernel of $K$ are not sufficient to show that $K$ is trace-class, as shown by a counter-example by Carleman; see e.g., the recent paper [16] on the topic. In such a setting, we have to prove that $K$ is trace-class ‘manually’, as we do in section 3 using an approximation trick that may be found for instance in [11] and [27]. Moreover, once we know that $K$ is trace-class, we still need to show that its trace is given as the integral of an appropriate kernel. There, we apply Brislawn’s result [12] (see also [27]), which we now recall.
Let \( k(x, y) \) be the kernel of \( K \) acting on \( \mathbb{R}^d \) and when the limit exists, define

\[
\tilde{k}(x, y) = \lim_{r \to 0} \frac{1}{|C_r|^2} \int_{C_r \times C_r} h(x + s, y + t)dsdt
\]

where \( C_r = [-r, r]^d \) and \( |C_r| = (2r)^n \). Then we have \([12\] Theorem 3.1\]

**Lemma A.5** Let \( K \) be a trace-class operator on \( L^2(\mathbb{R}^d) \). Then \( \tilde{k}(x, x) \) exists almost everywhere and \( \operatorname{Tr} K = \int_{\mathbb{R}^d} \tilde{k}(x, x)dx \).

As a corollary, when \( \tilde{k}(x, x) \) equals \( k(x, x) \) almost everywhere (w.r.t. the Lebesgue measure on the diagonal), then the trace of \( K \) is given by the integral of \( k(x, x) \) along the diagonal. This is the setting of the operators in the current paper.

This concludes the tour of the tools we need to define and compute as integrals the topological invariants we wish to assign to topological insulators.

## B Conventions on Clifford algebra representations

Let \( d = 2\kappa \) or \( d = 2\kappa - 1 \) for \( \kappa \geq 1 \). For \( \kappa = 1 \), the matrices \( \gamma_{2,1}^{1,2,3} \) are \( \sigma_{1,2,3} \), respectively.

We verify that \( \sigma_3 = (-i)^\kappa \sigma_1 \sigma_2 \) for \( \kappa = 1 \) and \( \sigma_i \sigma_j + \sigma_j \sigma_i = 2\delta_{ij} \). These matrices are used in dimension \( d = 2 \) and \( d = 1 \). We need to generalize this to higher dimensions. A standard construction is as follows.

Let \( d = 2\kappa \) and assume constructed the (square) matrices \( \gamma_d^j \) of size \( 2^\kappa \) for \( 1 \leq j \leq d + 1 \) with

\[
\gamma_{d+1}^j = (-i)^\kappa \gamma_d^1 \cdots \gamma_d^j, \quad \gamma_d^j \gamma_d^k + \gamma_d^k \gamma_d^j = 2\delta_{jk} \quad \text{for all} \quad 1 \leq j, k \leq d + 1.
\]

(59)

The latter properties are all the structure that is used in the derivation of the results in this paper.

The constructions for the dimensions \( 2\kappa + 2 \) and \( 2\kappa + 1 \) are the same with

\[
\gamma_d^{j+1} = \gamma_{d+1}^j = \sigma_1 \otimes \gamma_d^j, \quad 1 \leq j \leq d + 1, \quad \gamma_{d+2}^{j+1} = \gamma_d^{j+2} = \sigma_2 \otimes I_{2^\kappa}
\]

followed by \( \gamma_{d+3}^{j+2} = (-i)^{\kappa+1} \gamma_{d+2}^1 \cdots \gamma_d^{j+2} = \sigma_3 \otimes I_{2^\kappa} \). The latter matrix is the chiral symmetry matrix \( \gamma_{d+3}^{d+3} \equiv \gamma_0 d+1 \) in odd dimension. So, in even dimension, \([59]\) holds while in odd dimension \( d = 2\kappa - 1 \), it is replaced by the similar constraint

\[
\gamma_d^{d+2} \equiv \gamma_d^{d+3} = (-i)^\kappa \gamma_d^1 \cdots \gamma_d^{d+1}, \quad \gamma_d^j \gamma_d^k + \gamma_d^k \gamma_d^j = 2\delta_{jk} \quad \text{for all} \quad 1 \leq j, k \leq d + 1.
\]

(60)

As a convenient notation, we introduce the following vectors of \( \gamma \) matrices

\[
\Gamma_d = (\gamma_d^1, \ldots, \gamma_d^{d+1}), \quad \gamma_d = (\gamma_d^1, \ldots, \gamma_d^d)
\]

both for even and odd dimensions \( d \).

The bulk Hamiltonian may then be written as

\[
H = h_d \cdot \Gamma_d = \frac{1}{\kappa} \nabla \cdot \gamma_d + m_\eta \gamma_d^{d+1}, \quad h_d = (\frac{1}{\kappa} \partial_1, \ldots, \frac{1}{\kappa} \partial_d, m_\eta), \quad m_\eta = m + \eta \Delta.
\]
This expression applies to both even and odd dimensions \( d \). When \( d = 2\kappa + 1 \) is odd, then the above Hamiltonian anti-commutes with the chiral matrix \( \gamma_{d+2} \equiv \gamma_0 \). To simplify notation, we also represent the latter matrix as \( \gamma_0 \).

The above representation for the Clifford algebra is convenient for the bulk Hamiltonian but less so for the interface Hamiltonian. The reason is that we want the (annihilation-type) operator \( a = \partial_{x_d} + m_\eta(x_d) \) to appear naturally in the spectral analysis of the Hamiltonian. This is done by changing the \( \gamma \) matrices used in the representation of the Hamiltonian while not changing their commutation and multiplication properties.

The changes of matrices we need to perform are different in even and odd dimensions. In even dimensions, we replace \((\sigma_1, \sigma_2, \sigma_3)\) by \((\sigma_3, -\sigma_2, \sigma_1)\) in the constructions of \( \gamma_{d+2} \) from the original construction of \( \gamma_d \). We observe that (59) is satisfied with \( \kappa \) replaced by \( \kappa + 1 \). In this system, the interface Hamiltonian is represented as

\[
H[m(x_d)] = \frac{1}{i} \nabla' \cdot \sigma_3 \otimes \Gamma_{d-2} - \frac{1}{i} \partial_{x_d} \sigma_2 \otimes I \bigg|_{x_d} + m(x_d) \sigma_1 \otimes I.
\]

Here \( \nabla' \) corresponds to the usual gradient operator in the first \( d - 1 \) variables. In the partial Fourier variables \( k' \) with respect to the first \( d - 1 \) variables, this is

\[
\hat{H}[k', m(x_d)] = k' \cdot \sigma_3 \otimes \Gamma_{d-2} + a \sigma_+ \otimes I + a^* \sigma_- \otimes I = \begin{pmatrix} k' \cdot \Gamma_{d-2} & a \\ a^* & -k' \cdot \Gamma_{d-2} \end{pmatrix}.
\]

Here, the block matrices are of size \( 2^{\kappa-1} \) for \( d = 2\kappa \).

In odd dimension, we also wish to have \( \partial_{x_d} \) and \( m_\eta \) appear in the same matrix entries. This is achieved as follows. Let \( d = 2\kappa + 1 \). The first \( d - 1 \) matrices \( \sigma_1 \otimes \gamma_{d-1}^j \) are replaced by \( \sigma_3 \otimes \gamma_{d-1}^j \) as in even dimensions. The last matrix \( \sigma_2 \otimes I \) is replaced by \( -\sigma_2 \otimes I \) as well. The matrix \( \gamma_{d}^d \) corresponding to differentiation with respect to the last variable is replaced by the matrix \( \sigma_1 \otimes I \). The chirality matrix \( \gamma_0^0 \) is then replaced by whatever product is necessary so that (60) holds. We verify that up to a constant \( i^\kappa \), the chirality matrix is given by \( \sigma_3 \otimes \gamma_0^{d-2} \). The interface Hamiltonian then takes a very similar form to that in even dimension:

\[
H[m(x_d)] = \frac{1}{i} \nabla' \cdot \sigma_3 \otimes \Gamma_{d-1} - \frac{1}{i} \partial_{x_d} \sigma_2 \otimes I + m(x_d) \sigma_1 \otimes I.
\]

In the partial Fourier variables \( k' \), this is

\[
\hat{H}[k', m(x_d)] = k' \cdot \sigma_3 \otimes \Gamma_{d-1} + a \sigma_+ \otimes I + a^* \sigma_- \otimes I = \begin{pmatrix} k' \cdot \Gamma_{d-1} & a \\ a^* & -k' \cdot \Gamma_{d-1} \end{pmatrix}.
\]

Here, the block matrices are of size \( 2^{\kappa-1} \) for \( d = 2\kappa - 1 \).

The spectral analysis of the interface Hamiltonian is therefore the same in even and odd dimensions and corresponds to the analysis of the operator \( a \).

### C Some geometric identities

**Lemma C.1 (Geometric Identities.)** Let \( U(x) = \hat{x} \cdot \gamma \) with \( \hat{x} = \frac{x}{|x|} \). In the even dimension case \( d = 2\kappa \), we have the geometric identity

\[
\int_{\mathbb{R}^d} \operatorname{tr} U(x)(U^*(x) - U^*(x + y_d)) \ldots (U^*(x + y_1) - U^*(x)) dx = \frac{(2\pi i)^d}{d!} \det(y_d, \ldots, y_1).
\]
In the odd dimensional case $d = 2\kappa + 1$, we have

$$
\int_{\mathbb{R}^d} \text{tr} \left( \mathcal{U}(y_d + x) - \mathcal{U}(y_{d-1} + x) \right) \cdots \left( \mathcal{U}(y_1 + x) - \mathcal{U}(x) \right) dx = \frac{2^d}{d!!} \left( i\pi \right)^{\frac{d+1}{2}} \text{Det}(y_d, \ldots, y_1).
$$

Proof. The proof is adapted from the results in [46]. We recall that $\mathcal{U}(x) = \sum_{|x|} \mathbb{1}$. More convenient to use the notation $F(x) = \sum_{|x|} \mathbb{1}$ and realize that $F$ anticommutes with $\gamma_0 \equiv \gamma_d^0$ and admits a matrix representation with $\mathcal{U}(x)$ as lower left entry and $\mathcal{U}^*(x)$ as upper right entry, with 0 on the diagonal. We then observe that a product of an even number of matrices $F$ is a block diagonal matrix and that moreover

$$
\text{tr} \mathcal{U}_1 \mathcal{U}_2 \cdots \mathcal{U}_{2\kappa-1} \mathcal{U}_{2\kappa}^* = \text{tr} \frac{I - \gamma_0}{2} F_1 \cdots F_{2\kappa}.
$$

This term appears in the lower right diagonal entry of the block matrix. The above calculation involves $2\kappa = d + 2$ terms and so, defining $F_1 = F(x)$ and $F_j = F(x + y_j)$, $1 \leq j \leq d$, we want to calculate

$$
\text{tr} \frac{I - \gamma_0}{2} F_1 (F_1 - F_{d+1}) (F_{d+1} - F_d) \cdots (F_2 - F_1).
$$

The component involving identity vanishes. The reason is that most terms involve the product of at most $d$ terms by cancellations $F_j^2 = I$ and so are trace-less. It remains a term $F_{d+1} F_d \cdots F_2 F_1$ involving $d + 1$ terms but it anticommutes with $\gamma_0$ and hence is trace-less. Indeed, $\text{tr} A = \text{tr} A \gamma^2 = -\text{tr} \gamma A \gamma = -\text{tr} A \gamma^2 = -\text{tr} A = 0$ by cyclicity of the trace.

Thus, only the contribution with $\gamma_0$ does not vanish. Now we use the fact that

$$
\text{tr} \gamma_0 F_1 (F_1 - F_{d+1}) \cdots (F_2 - F_1) = 2 \text{tr} \gamma_0 \sum_{j=1}^{d+1} (-1)^{j-1} (F_{d+1} \cdots \hat{F}_j \cdots F_1),
$$

where $\hat{F}_j$ means that this term does not appear in the product. Indeed, in the above product, we observe that we can have at most one cancellation $F_j^2 = I$ for otherwise, only $d - 2$ terms remain and the trace product with $\gamma_0$ vanishes. Using $F_1^2 = I$, we have a term $\gamma_0 (F_{d+1} - F_d) \cdots (F_2 - F_1)$, where no cancellations are allowed, and which gives one such contribution. The second term, using $F_1 \gamma_0 + \gamma_0 F_1 = 0$ is $\gamma_0 F_{d+1} (F_{d+1} - F_d) \cdots (F_2 - F_1) F_1$. The term $F_1^2 = I$ gives a contribution $\gamma_0 F_d \cdots F_1$, the term $F_d^2 = I$ gives $\gamma_0 F_{d+1} (-I) F_d \cdots F_1$ and so on.

We thus obtain that our object of interest is given by

$$
- \int_{\mathbb{R}^d} \text{tr} \gamma_0 \sum_{j=1}^{d+1} (-1)^{j-1} (F(x + y_{d+1}) \cdots \hat{F}(x + y_j) \cdots F(x + y_1)) dx,
$$

where $y_{d+1} \equiv 0$. Now, we observe that in even dimension,

$$
\text{tr} \gamma_0 \prod_{j=1}^{d} z_j \cdot \gamma = (2i)^{\frac{d}{2}} \text{Det}(z_1, \ldots, z_d).
$$
This comes from the property that $\text{tr}(\gamma_0 \gamma_{\rho_1} \ldots \gamma_{\rho_d}) = (2i)^{\frac{d}{2}}(-1)^{\rho}$ for $\rho$ a permutation with signature $(-1)^{\rho}$.

The striking result, which appears in the proof of [16, Lemma 6.4.1] and is equivalent to that statement there, is that then

$$-\int_{\mathbb{R}^d} \text{tr}\gamma_0 \sum_{j=1}^{d+1} (-1)^{j-1} (F(x+y_{d+1}) \ldots \hat{F}(x+y_j) \ldots F(x+y_1))dx = \frac{(2\pi i)^{\frac{d}{2}}}{d!} \text{Det}(y_d, \ldots, y_1).$$

This is with $x = -z - y_1$

$$-\int_{\mathbb{R}^d} \text{tr}\gamma_0 \sum_{j=1}^{d+1} (-1)^{j-1} (F(y_{d+1} - y_1 - x) \ldots \hat{F}(y_j - y_1 - z) \ldots F(-z))dz,$$

which is $\frac{(2\pi i)^{\frac{d}{2}}}{d!}$ times $\text{Det}(-y_1, y_d - y_1, \ldots, y_2 - y_1) = \text{Det}(y_d, \ldots, y_2, y_1)$. This proves the result in even dimension. A similar modification to the proof in [16] applies to the odd-dimensional case as well. □
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