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SUMMARY

We present an extension to the coupling scheme of the spectral element method (SEM) with a normal-mode solution in spherical geometry. This extension allows us to consider a thin spherical shell of spectral elements between two modal solutions above and below. The SEM is based on a high-order variational formulation in space and a second-order explicit scheme in time. It combines the geometrical flexibility of the classical finite-element method with the exponential convergence rate associated with spectral techniques. In the inner sphere and outer shell, the solution is sought in terms of a modal solution in the frequency domain after expansion on the spherical harmonics basis. The SEM has been shown to obtain excellent accuracy in solving the wave equation in complex media but is still numerically expensive for the whole Earth for high-frequency simulations. On the other hand, modal solutions are well known and numerically cheap in spherically symmetric models. By combining these two methods we take advantage of both, allowing high-frequency simulations in global Earth models with 3-D structure in a limited depth range. Within the spectral element method, the coupling is introduced via a dynamic interface operator, a Dirichlet-to-Neumann operator which can be explicitly constructed in the frequency and generalized spherical harmonics domain using modal solutions in the inner sphere and outer shell. The presence of the source and receivers in the top modal solution shell requires some special treatment. The accuracy of the method is checked against the mode summation method in simple spherically symmetric models and shows very good agreement for all type of waves, including diffracted waves travelling on the coupling boundary. A first simulation in a 3-D D′′-layer model based on the tomographic model SAW24b16 is presented up to a corner frequency of 1/12 s. The comparison with data shows surprisingly good results for the 3-D model even when the observed waveform amplitudes differ significantly from those predicted in the spherically symmetric reference model (PREM).
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1 INTRODUCTION

While it has long been known that the top layers of the Earth’s interior, the crust and the uppermost mantle, are strongly heterogeneous, with lateral variations of structure commonly exceeding 10 per cent, it has only recently been recognized that such strong variations may also be present at the bottom of the mantle, in the D″ region. The latter, which encompasses the last 300 km or so of the mantle (Bullen 1963), is thought to be both a thermal and a chemical boundary layer, and the site of vigorous dynamic processes (e.g. Loper & Lay 1995; Lay et al. 1998). Recent global tomographic models of S velocity clearly show the distinctive character of lateral variations of structure at the top and at the base of the mantle (e.g. Su et al. 1994; Li & Romanowicz 1996; Masters et al. 1996; Grand et al. 1997; Liu & Dziewonski 1998; Ritsema et al. 1999; Méginn & Romanowicz 2000). The rms velocity profile peaks in the top 200 km and then again consistently shows a marked increase in the deepest 500–800 km of the mantle. The spectrum of lateral heterogeneity changes from being ‘white’ in the bulk of the lower mantle, to being dominated by long wavelengths in the upper mantle as well as in the last 500 km above the core–mantle boundary (CMB), as reflected in more organized spatial patterns. These patterns have been confirmed in studies focused on the global 2-D analysis of CMB diffracted waves (e.g. review Garnero 2000).

On the other hand, the most recent seismological evidence points to the existence of strong lateral variations in D′′ associated with the borders of the two largest ‘plumes’ (i.e. low-velocity regions) at the base of the mantle, resolved in all tomographic models.
Peak-to-peak lateral variations of up to 10 per cent in $S$ velocity occurring over several hundred km have been found, both on the border of the African Plume (e.g. Ritsema et al. 1998; Wen & Helmberger 1998a; Ni & Helmberger 2001) and of the Pacific Plume (Bréger & Romanowicz 1998; Bréger et al. 1998). Such strong variations cannot be interpreted in terms of thermal variations alone. Strong localized variations in $P$ velocity have also been inferred from the study of precursors to PKP (Vidale & Hedlin 1998; Wen & Helmberger 1998a) and in $S$-velocity anisotropy from the study of $SV_{dif}$ (Vinnik et al. 1998).

Yet, present global waveform modelling approaches rely heavily on assumptions of weak heterogeneity. While the forward modelling of traveltimes of body wave phases sensitive to the base of the mantle, using standard ray methods, provides helpful insights regarding the character of lateral heterogeneity, much information is yet to be gained from the analysis of waveforms. For this purpose, adequate modelling tools need to be applied.

Given the strong heterogeneity found in the two boundary layers of the mantle, appropriate tools are needed that will handle waveform modelling of: (1) the propagation of seismic body and surface waves in 3-D models with strong lateral variations and in spherical geometry and (2) the diffracted waves along the core–mantle boundary. Diffracted waves cannot be handled by ray-based methods. On the other hand, perturbation methods based on a normal-mode formalism are well adapted to the spherical geometry, can handle diffracted waves and allow the computation of Fréchet kernels for inversion (e.g. Lognonné & Romanowicz 1990; Li & Romanowicz 1995, 1996; Clévédé & Lognonné 1996; Dahlen et al. 2000). However, the strength of the target lateral heterogeneity, which would require pushing the perturbation development to rather large orders beyond the Born approximation, and the relatively short period of the waves considered (30 s or less), makes this approach as yet rather impractical for waveform modelling, especially in the $P$–$SV$ case (many modes to couple). Another approach that has been proposed for whole Earth heterogeneous models is based on the direct solution method (DSM, Geller & Ohminato 1994; Geller & Takeuchi 1995). This method, based on the weak form of the equations of motions, allows one to compute partial derivatives of seismograms, and is therefore well adapted for inversion. Unfortunately, this method is currently only available for axisymmetric models (e.g. Cummins et al. 1997) and uses the Born approximation for models without symmetry (Takeuchi & Geller 2000).

There have been some successes in modelling D$^\prime$ sensitive phases using hybrid codes, in which the computation in D$^\prime$ is performed using a Cartesian finite-difference (FD) scheme, while outside of the deep mantle, standard 1-D ray methods such as WKBJ (Chapman 1978), Kirchoff (Stead & Helmberger 1988) or generalized rays (Helmberger 1983), are applied to perform the ray tracing. The FD part is computationally intensive and the hybrid approach reduces the computation time outside of the target heterogeneous region. Wen & Helmberger (1998b,a) successfully implemented such a dual scheme, and in particular modelled the effect of the Ultra Low Velocity Zone (ULVZ) on the PKP and SKS + SPdKS waveforms. Because the disturbance due to the ULVZ is limited to a small region of D$^\prime$, this type of approach is, from a computational perspective, particularly efficient. It is unfortunately not appropriate for modelling $S_{dif}$ waves. First, $S_{dif}$ can diffract over more than 20$^\circ$ epicentral distance, and it is not possible to adequately simulate diffraction over a curved CMB in the Cartesian FD box.

Over the last few years, much progress has been made in the development of numerical methods adapted to spherical geometry and able to compute waves emanating from a realistic seismic source, reaching, within reasonable computational time, periods of interest for teleseismic studies, making no assumptions on the strength of velocity contrasts, and able to handle interface waves and interface topography.

Among the possible numerical methods able to solve the wave equation in general Earth models, the spectral element method (SEM) has been shown to be particularly efficient and accurate. The SEM has been introduced in computational fluid dynamics (Patera 1984; Maday & Patera 1989) and applied more recently to the 3-D elastic equation (Faccioli et al. 1997; Komatitsch & Vilotte 1998). This method combines the geometrical flexibility of conventional finite-element methods with the exponential convergence rate associated with spectral techniques, and suffers from minimal numerical dispersion and diffusion. The extension to spherical geometry has been introduced by Chaljub (2000) and Chaljub et al. (2003), developing a mesh of the sphere with deformed cubes named the ‘cubic sphere’ starting from the work of Sadourny (1972) and Ronchi et al. (1996), and allowing non-conforming interfaces using the mortar method (Bernardi et al. 1994). The effects of anisotropy, attenuation (Komatitsch & Tromp 1999), rotation and gravity (Komatitsch & Tromp 2002) have also been introduced. In spite of all the qualities of the method, the main drawback is still the numerical cost. The method can address corner frequencies between 1/20 and 1/15 Hz but only with huge amounts of memory (of the order of 100 Gb) and with a large CPU time, making it still impractical to test numerous models, as one would want to do in a forward modelling approach, or compute the wavefield for hundreds of sources in an iterative global inversion approach.

A solution to that problem, allowing higher-frequency simulations using smaller machines (smaller memory and less CPU time), has been introduced with the coupling of the SEM with the modal solution (Capdeville 2000; Capdeville et al. 2002, 2003). The idea of this method is to limit the use of the expensive SEM in regions of the Earth that, depending on the problem studied, include 3-D heterogeneity, and to use the cheaper modal solution in regions that can be assumed to be spherically symmetric. The coupling between the SEM, expressed in the space and time domain, and the modal solution, expressed in the frequency and wavenumber domain, is not trivial and requires some original solutions that are explained in detail in Capdeville et al. (2003) (hereafter referred to as ‘Paper 1’). In the spectral element method, the coupling is introduced via a dynamic coupling operator, a Dirichlet-to-Neumann (DN) boundary operator. The operator can be explicitly constructed in the frequency domain and in the generalized spherical harmonics basis, using classical modal solution techniques.

In Paper 1, only one coupling interface was allowed with an external shell of spectral elements over an inner sphere in which the modal solution is found. The typical application of such a partitioning is for a heterogeneous crust over a spherically symmetric mantle and core. Here we present an extension of the coupled method to the case of a thin spherical shell of spectral elements ‘sandwiched’ between two modal solutions. A target application of this new development is the study of the D$^\prime$ layer, which is strongly heterogeneous, as discussed above. In that case, a layer with 3-D structure at the bottom of the mantle can be used between two spherically symmetric models. This particular coupling type is not trivial, due to the fact that the source and the receivers are in the modal solution domain, as we will show here. We finally present and discuss an example of simulations, with a 3-D model in the D$^\prime$ layer obtained using the 5 tomographic model SAW24b16 (Mégnin & Romanowicz 2000).
Figure 1. The Earth domain $\Omega$ (left) is divided into three parts (right), an external shell $\Omega_{M2}$, an internal shell $\Omega_S$ and an internal sphere $\Omega_{M1}$ separated by two spherical boundaries $\Gamma_2$ and $\Gamma_1$. In this sketch, $\Gamma_1$ is located on the core–mantle boundary and $\Gamma_2$ in the lower mantle. We assume that lateral heterogeneities of the Earth model are only present in $\Omega_S$, so that the SEM needs only to be used in that domain and modal solutions in $\Omega_{M1}$ and $\Omega_{M2}$.

and PREM (Dziewonski & Anderson 1981) and some comparisons with data.

2 PROBLEM STATEMENT AND METHOD PRINCIPLE

We consider a non-rotating Earth $\Omega$ of radius $r_\Omega$. The equation of motion to be solved in $\Omega$ is

$$\rho(r) \ddot{u}(r, t) - \mathbf{H}u(r, t) = f(r, t),$$

where $\rho$ is the density, $\mathbf{u}$ is the displacement field, $\ddot{u}$ is its second partial derivative with respect to time $t$, $\mathbf{H}$ is the elasto-gravity operator for a non-rotating spherical Earth (e.g. Valette 1986; Woodhouse & Dahlen 1978) and $f$ the generalized body force due to the earthquake. We assume a free surface boundary condition $\partial \Omega$, and an initial state of the form $u(r, 0) = \dot{u}(r, 0) = 0$. We divide the Earth into three parts: an external shell $\Omega_{M2}$, an internal sphere $\Omega_{M1}$ and an internal shell $\Omega_S$ sandwiched between them. We name $\Gamma_1$ the spherical boundary between the domains $\Omega_{M1}$ and $\Omega_S$, and $\Gamma_2$ the spherical boundary between the domains $\Omega_S$ and $\Omega_{M2}$ (see Fig. 1).

Note that if $\Omega_{M2}$ is reduced to 0, we are in the same situation as presented in Paper 1, that is one external shell over an inner sphere. We assume that all lateral heterogeneities of the Earth model are localized in the inner shell $\Omega_S$, and that the Earth model within $\Omega_{M1}$ and $\Omega_{M2}$, as well as on $\Gamma_1$ and $\Gamma_2$, is spherically symmetric. Depending on the Earth model considered, the radius $r_{\Gamma_1}$ of interface $\Gamma_1$ can be set anywhere between the core–mantle boundary radius and $r_\Omega$.

The basic idea of the method is to use the spectral element method in the heterogeneous part, that is $\Omega_S$, and a modal solution in $\Omega_{M1}$ and $\Omega_{M2}$. The latter is well known when the model properties are only varying radially. The point is that, on the one hand, the spectral element method is very well adapted to a general 3-D medium but

Figure 2. Left: split view of the six regions. Right: assembled view of the six regions in a spherical shell.
is time and memory consuming from a numerical point of view. On the other hand, the modal solution has a very low numerical cost in spherically symmetric media. Combining these two methods, we expect to optimize the numerical cost of wave propagation in Earth models where, for example, we wish to focus the investigation on lateral heterogeneities in a given depth range of the mantle, such as D' and its vicinity.

2.1 Variational formulation

We first solve the wave equation using the SEM in $\Omega_2$. The coupling with the modal solution in $\Omega_{M1}$ and $\Omega_{M2}$ will then come naturally. The SEM is a finite-element method that solves the equation of motion in its variational form, which is the integral form of eq. (1). In this problem formulation, we seek a solution in $\mathcal{V}$, the set of square-integrable functions with square-integrable generalized first derivatives over $\Omega_2$. The problem to be solved is: find $u(\cdot, t) \in \mathcal{V}$, such that for all $\mathcal{V} 
i v \in [0, T]$, the time duration of the simulation, and $\forall w \in \mathcal{V}$

$$
(\rho \ddot{u}, w) + \alpha (u, w) - \sum_{i=1,2} (\Gamma_i \cdot w)_{\Gamma_i} = (f, w)
$$

(2)

with $(w, \rho u)_{|_{r=0}} = 0$ and $(w, \rho u)_{|_{|r=R}} = 0$, where $(\cdot, \cdot)$ is the classical $L^2$ inner product, the symmetric elasto-gravity bilinear form $a(\cdot, \cdot)$ expression can be found in Paper 1 and

$$
(T_{\Gamma_i}, w)_{\Gamma_i} = \int_{\Gamma_i} (T_{\Gamma_i} \cdot w) \, dx,
$$

(3)

where $T_{\Gamma_i}$ is the traction on the spherical interface $\Gamma_i$. To solve eq. (2), we need to know $T_{\Gamma_i}$. As will be shown in Section 2.3, $T_{\Gamma_i}$ can be computed as a function of the incident displacement $u_{\Gamma_i}$ on each coupling interface and this is where the coupling is performed.

2.2 The spectral element approximation

The basic principle of the SEM, which is very close to the classical finite-element method, is to solve eq. (2) using a high-degree polynomial approximation by elements of functions in $\mathcal{V}$ space. In this method, elements have to be deformed cubes, so a cubic meshing of the spherical shell has to be found. The ‘cubic sphere’ proposed by Sadourny (1972) and further extended by Ronchi et al. (1996) allows such a meshing of a spherical surface by decomposing it into six regions of identical shape, which can be mapped onto a cube face. To obtain the meshing of a spherical shell, spherical surfaces are connected radially (see Fig. 2), where non-conforming interfaces are allowed (Chaljub et al. 2003). Each numerical integration of eq. (2) is performed using the Gauss–Lobatto–Legendre (GLL) quadrature in each Cartesian direction. The polynomial basis is built using the Lagrange polynomial associated with GLL points. A detailed description of the spectral element method applied to the wave equation can be found in Komatitsch & Vilotte (1998) and Chaljub et al. (2003).

In this paper, the anelasticity of the medium is taken into account in the SEM following the scheme presented in Komatitsch & Tromp (1999).

2.3 The Dirichlet to Neumann operator

In this part, we recall results obtained in Paper 1 ignoring for the moment that the source and the receivers will be in the upper modal solution domain, $\Omega_{M2}$. This aspect will be examined in the next section. The continuity of traction and the continuity of displacement, or the normal displacement (depending on whether $\Gamma_i$ is a solid–solid or a solid–fluid interface), through each interface $\Gamma_i$, $i = 1, 2$, have to be assured. Assuming that the solution to the wave equation (1), without the right-hand side $f$, is known in $\Omega_{M2}$, if a boundary condition in displacement is imposed on the interface $\Gamma_i$, the stress field can be computed everywhere in $\Omega_{M2}$ and, in particular, the traction on $\Gamma_i$ is known. Using the continuity relations of displacement and traction through $\Gamma_i$, we are then able to construct an operator $\mathcal{A}_i$ that, for a given displacement $u_{\Gamma_i}$ on $\Gamma_i$, returns the corresponding traction $T_{\Gamma_i}$ in $\Omega_{M2}$:

$$
\mathcal{A}_i : T_{\Gamma_i}(r, t) = \mathcal{A}_i(u_{\Gamma_i}, r, t),
$$

(4)

for a solid–solid interface and

$$
\mathcal{A}_i : T_{\Gamma_i}(r, t) = \mathcal{A}_i(u_{\Gamma_i}, r, t) \cdot n(r),
$$

(5)

for a solid–fluid interface, where $n$ is the normal outward unit vector to the surface $\Gamma_i$. Form the point of view of $\Omega_{M2}$, the boundary condition on $\Gamma_i$ is a Neumann condition (condition in traction) that depends on a Dirichlet condition (condition in displacement), therefore the operator $\mathcal{A}_i$ is named a Dirichlet-to-Neumann operator. This operator allows us to compute eq. (3) knowing $u_{\Gamma_i}$, as for a classical absorbing boundary problem (e.g. Givoli & Keller 1990; Grote & Keller 1995; Sánchez-Sesma & Vai 1998).

As shown in Paper 1, the DN operator is built in the frequency–generalized spherical harmonic domain (Phinney & Burridge 1973), in which the solutions of eq. (1) without the right-hand side term are well known in spherically symmetric models. For each angular order $\ell$, an operator in frequency $\mathcal{A}_\ell(\omega)$ is found which, due to the spherical symmetry of the problem, does not depend on the azimuthal order $m$. This operator is not defined for a discrete set of frequencies $\Pi_\ell$, which correspond to the eigenfrequencies of $\Omega_{M2}$ for the homogeneous Dirichlet problem (no displacement at the boundary $\Gamma_i$). Note that if one needs to include attenuation in the spherically symmetric part of the model, anelasticity is simply approximated by introducing a complex part in each eigenfrequency.
Figure 4. Spectral element mesh used in the homogeneous test. It has eight elements in each horizontal direction in each region and two elements in the vertical one. The polynomial degree is eight in each direction.

Figure 5. Vertical component seismograms recorded at 90°, 110°, 130° and 150° of epicentral distance in the homogeneous sphere with a liquid inclusion. The solid line is the coupled method solution and the dotted line represents the residual ×10 when comparing with the normal-mode summation solution (the normal-mode summation solution is not represented because there is no visible difference with the coupled method solution).
of $\Pi^{\prime}_j$, as is classically done in normal-mode problems (e.g. Takeuchi & Saito 1972).

Because the SEM is a time–space method, the DtN operator has to be computed in this domain. The first and most difficult step is to compute $\mathcal{A}_i$ in the time domain for each $\ell$. First, because of its singularities at each frequency of $\Pi^{\prime}_j$, this operation cannot be performed by a traditional fast Fourier transform (FFT). To circumvent this problem, the continuous spectrum, on which a classical FFT can be performed, is separated from the discrete spectrum. The Fourier transform of the discrete part of the operator can be obtained using the Cauchy theorem, which finally allows us to obtain the DtN operator in the time domain. The DtN operator is naturally causal, but in order to be compatible with the SEM time evolution scheme, it has to be numerically causal. By numerically causal we mean that the DtN operator in time that is obtained from the DtN operator in frequency, using the numerical process previously described, must be equal to zero before $t = 0$. If this were not the case, $u_i(t)$ would be required at time steps in advance of the current time step, in order to compute $T_i(t)$ correctly at the current time step, which is obviously not possible. Unfortunately, the frequency window used for the Fourier transform is not infinite (the maximum frequency possible is the Nyquist frequency), and such a filtering is not causal. In order to circumvent this second problem, a regularized DtN operator, $\mathcal{A}^\prime_i$, is used, where $\mathcal{A}^\prime_i(\omega)$ is close to zero for the high frequencies. On such a regularized DtN operator, the frequency window filtering has no effect and the causality is preserved numerically. $\mathcal{A}^\prime_i$ is obtained by subtracting from $\mathcal{A}_i$ an asymptotic operator $C_i$ valid for the high frequency of the DtN operator, which can be obtained analytically (see Paper 1). With such a regularization, the expression of the traction in the generalized spherical harmonic domain is

$$\mathbf{T}_{i} = \sum_{\ell} \sum_{m=-\ell}^{\ell} \left( \mathcal{A}^\prime_i \ast u_{i,\ell,m} + C_i \ast u_{i,\ell,m} \right) \mathbf{Y}_{\ell,m},$$

where $\ast$ is the time convolution. As $\mathcal{A}^\prime_i$ is causal, $\mathcal{A}^\prime_i \ast u_{i,\ell,m}$ can be computed numerically without any problem and it can be shown that $C_i \ast u_{i,\ell,m}$ can be computed analytically. Mathematically speaking, $\mathcal{A}^\prime_i$ is not a bounded operator and therefore, the numerical Fourier transform cannot be performed on it properly. The regularized operator $\mathcal{A}^\prime_i$ is bounded (it goes down to zero for high frequency), and therefore the numerical Fourier transform can be performed on it properly, which solves the problem.

After having obtained $\mathbf{T}_{i,\ell,m}$ in time, the second step is to obtain $\mathbf{T}_{i,\ell,m}$ in space. To do so, a backward Legendre transform, that is the summation over $\ell$ and $m$ of coefficients $\mathbf{T}_{i,\ell,m}$ on the generalized spherical harmonic basis, has to be performed. The summation over $\ell$ has to be numerically truncated after an $\ell_{\text{max}}$ that does not affect the coupling process (the summation over $m$ is naturally truncated as, for a given $\ell$, $m$ must lie between $-\ell$ and $\ell$). To evaluate this corner angular order $\ell_{\text{max}}$, the dispersion curve of the surface waves of the inner sphere for the homogeneous Dirichlet boundary condition problem can be used. As a matter of fact, with such a curve, for a given maximum frequency of the source, a maximum angular order can be found. This maximum angular order corresponds to the maximum angular order that a wave would have in the inner sphere in the far field of the source. Multiplying this angular order with a ‘safety’ coefficient (10 can be in the near field of the source and the medium close to the interface in $\Omega_S$ can be strongly heterogeneous), let us say 2, a very good coupling is obtained. Finally, the traction expression which is to be used to evaluate eq. (3) is

$$\mathbf{T}_{i} = \sum_{\ell} \sum_{m=-\ell}^{\ell} \left( \mathcal{A}^\prime_i \ast u_{i,\ell,m} + C_i \ast u_{i,\ell,m} \right) \mathbf{Y}_{\ell,m},$$

where $\mathbf{Y}_{\ell,m}$ is the generalized spherical harmonic basis.

### 2.4 Partiality of the coupling due to the ‘sandwich’

The introduction of the ‘sandwich’ geometry has two practical consequences that have to be treated: the source and the receivers are in the upper modal solution domain.

The resolution and the construction of the DtN operator remains unchanged in the inner sphere $\Omega_{M1}$, but in the outer shell $\Omega_{M2}$, we must take into account the right-hand side of the resolution of eq. (1). This is performed by adding a particular solution of eq. (1) to the general one which gives the following DtN relation:

![Image](http://gji.oxfordjournals.org/)

**Figure 6.** Vertical and transverse displacement records at an epicentral distance of 107° in a homogeneous sphere. The top plot for each component represents the contribution to displacement of the two terms of eq. (9). The bottom plot presents comparisons with normal-mode summation solutions.
\( \mathcal{A}_i : T_{\Gamma_2}(r, t) = \mathcal{A}_2(u_{\Gamma_i}(r, t)) + B(r, t), \) \hspace{1cm} (8)

in the solid–solid case (the solid–liquid case is similar), where \( B \) is the particular solution term due to the presence of the source in \( \Omega_{M2} \). \( B \) is computed using the modal solution of \( \Omega_{M2} \) where the boundary condition on \( \Gamma_2 \) is chosen as a homogeneous Dirichlet condition (no displacement) for practical reasons (see the Appendix for details).

As receivers are on the free surface of the Earth, they are located in the modal solution domain \( \Omega_{M2} \). We must therefore use the modal solution to obtain the displacement at the surface. This is performed using an operator \( \mathcal{P} \) similar to the DtN operator that continues the SEM domain solution on the coupling interface \( \Gamma_2 \) up to the free surface in the modal solution domain:

\[ \mathcal{P} : u_{M2}(r, t) = \mathcal{P}(u_{\Gamma_i}(r, t)) + B'(r, t), \] \hspace{1cm} (9)

where \( u_{M2} \) is the displacement in \( \Omega_{M2} \), \( B' \) is a term similar to \( B \) but in displacement and at the free surface.

All operators \( \mathcal{A}_2, B, B' \) and \( \mathcal{P} \) have a discrete spectrum that is a subset of the spectrum of the spherical shell \( \Omega_{M2} \) with a free surface condition at the surface and a homogenous Dirichlet condition on \( \Gamma_2 \) but they are not all exactly the same. Indeed, some eigenfrequencies corresponding to surface waves do not contribute to the DtN after a certain frequency depending on the depth of \( \Gamma_2 \), and are therefore not present in the spectrum of \( \mathcal{A}_2, B \) and \( \mathcal{P} \). However, they are present in the spectrum of \( B' \). Construction of operators \( B \) and \( \mathcal{P} \) is detailed in the Appendix.

### 3 Validation Tests

Before presenting a test of the ‘sandwich’ coupling, we first present a validation test for a diffracted wave on the coupling interface. A diffracted wave exactly on the coupling interface is a very difficult case for this method because such a wave stays on the DtN boundary for a long time and is therefore very sensitive to any error that occurs during the coupling process (an even worse case, i.e. Stoneley waves on the coupling boundary, is discussed in Capdeville 2000). Furthermore, this kind of wave (\( S_{\text{diff}} \) and \( P_{\text{diff}} \)) is widely used to study the D″ layer, and because we do not consider any heterogeneity in the outer core, the coupling interface \( \Gamma_2 \) will be set at the CMB and therefore diffracted waves will propagate on the DtN boundary. It is therefore crucial to test the accuracy of simulations in this particular case.

To do so, we use a simple model that is a homogeneous spherical shell (external radius 6371 km) over a liquid inner sphere (radius 2871 km). The external shell \( S \)-wave velocity (\( \beta \)) is 6 km s\(^{-1}\), the \( P \)-wave velocity (\( \alpha \)) is 8 km s\(^{-1}\), the inner sphere \( P \) wave is set to 4 km s\(^{-1}\) to create a shadow area for \( P \) waves so that \( P_{\text{diff}} \) and PKP waves do not mix (Fig. 3). The density is everywhere 3000 kg m\(^{-3}\). The source, located at a depth of 1048 km, is an explosion...
(this implies that no $SH_{\text{dif}}$ waves will be generated, but $SH_{\text{dif}}$ is not a difficult case because for this wave, the boundary is only a free surface), and the corner frequency is $1/125$ Hz. Fig. 4 shows the spectral element mesh used for that test. We compare synthetics obtained with the coupled method with normal-mode synthetics at four different epicentral distances on Fig. 5. The residuals, amplified 10 times, show a very good agreement, which validates the coupling in that case and demonstrates that diffracted waves propagating along the coupling interface are computed with a satisfactory accuracy. More tests of the DtN but non-specific to the sandwich coupling can be found in Capdeville (2000) or Capdeville et al. (2003).

To validate the sandwich coupling, we perform a test in a fully homogeneous sphere with a very deep source. The test is once again unrealistic geophysically speaking, but has every difficulty, and even more (the source is not usually so deep), of a realistic case for the coupling. Furthermore, the normal-mode solution is, in that case, quasi-analytic and therefore suitable. The source is very deep in order to minimize surface waves that could hide problems at the coupling interface. The elastic properties of the sphere are the same as those of the external shell in the previous test. The different radii are $r_0 = 6371$ km, $r_{\Gamma_1} = 3810.5$ km and $r_{\Gamma_2} = 2560.5$ km. The spectral element mesh is exactly the same as that in Fig. 4, but, because of geometrical effects (radii are smaller), the maximum corner frequency can be higher ($1/55$ Hz). The source is a strike-slip earthquake at 1272 km depth. In Fig. 6, we present the contribution of the two terms of eq. (9) to the actual seismogram. The term $B^d$ represents the source contribution in a spherical shell with a rigid boundary condition at the bottom. The reflection of the inner interface can be clearly seen, especially on the transverse component. The term $P^* u_{M_2}^{\text{Ha}}$ is the contribution of the DtN operator to the final seismogram. This contribution cancels all the reflections at the inner interface of the term $B^d$, to finally obtain a very good match with the normal-mode summation reference solution. Once again the accuracy is satisfactory.

Finally, we show in Fig. 7 a comparison with the normal-mode solution in PREM. The configuration is similar to that in the previous test, but the source is now 600 km deep and $r_{\Gamma_1}$ has been set to 3480 km to match the core–mantle boundary. Once again, residuals for both vertical and transverse components show a very good agreement.

4 An example of application: The D” Layer

We perform a simulation of one deep event (621 km deep) of magnitude 6.8 (1997 September 4, Fiji) using PREM in the top shell, and the 3-D degree-24 SH model SAW24b16 (Mégnin & Romanowicz 2000), in the 370 km above the CMB. To obtain the $P$-wave velocity and density heterogeneities, we use simple linear relations, $\delta \rho = 0.48 \delta \beta$ and $\delta \alpha = 0.258 \delta \beta$. The source mechanism is obtained from the Harvard CMT catalogue and we have chosen 10 stations from CNSN (code used on figures: CN), USAF/USGS (GT), GSN-IRIS/IDA (II), GSN-IRIS/USGS (IU), USNSN (US) and LODORE (XT) networks (Fig. 8). All epicentral distances lie between 95° and 127° and we look at $ScS$ waves and $S$ diffracted on the CMB.

Figure 8. Configuration of source and stations used in this example. The background model is the tomographic model SAW24B16 above the CMB. The path between the source and stations are plotted, and in bold is plotted the part of the path that would sample the D” layer in PREM.
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Figure 9. Sketch of the configuration used in this example. The spectral element mesh is represented with four times less elements in each horizontal direction and four times less GLL points in the vertical direction that there are actually for visibility purpose. In colour represented the $S$-wave velocity contrast compared with PREM from the tomographic model SAW12B16.

The spectral element mesh used has about 12 000 elements and $4 \times 10^6$ integration points (see Fig. 9), which allows a minimum corner period of 12 s.

We first present synthetics in PREM and SAW24b16 at two stations (INK and LMN) in Fig. 10. The effect on $P$ waves (vertical component) is weak at this frequency, but the effect on $S\text{diff}$ (transverse component) is noticeable, especially for the amplitude at LMN. This effect should be observable on the corresponding data.

Our next step is to compare data with synthetics produced in the 3-D model and in PREM for reference. To do so, the station response and a crude ellipticity correction have been applied to synthetics. Fig. 11 presents such a comparison for the 10 stations considered. These 10 stations have been chosen for their representativity when comparing data and synthetics. Two phases are shown, $S\text{c}S$ or $S\text{diff}$ and $S\text{c}S\text{c}$ or $S\text{diff}$ (depending on the epicentral distance). The first observation is that, for most of the stations and to first order, the 3-D model does a better job than PREM, both on the time delay and on the amplitude. This is especially true for stations such as LMN and BOSA at large epicentral distance, where the effect on the amplitude is the strongest. Note that slow regions are systematically associated with higher amplitude than PREM (e.g. YKW3, LMN) and fast regions with smaller amplitude than PREM (BOSA). The fact that a tomographic model gives a good result on the amplitude was not obvious a priori and is a good surprise. However, the 3-D models explain only the first-order features of the data, and not at all stations. The time-shift due to the 3-D model is sometimes too strong (e.g. WMQ) and sometimes both the amplitude and the phase are poorly explained (e.g. BW06 or TLY). It shows that interesting work still remains to better explain observed diffracted waveforms, even at the relatively long periods considered. The second phase, $S\text{diff}$, is poorly modelled. This can be explained by the fact that this wave spends a significant amount of time in the strongly heterogeneous upper mantle near the source, and this heterogeneity is not accounted for in the model. This shows one of the limitations of our approach linked to the fact that we do not take into account heterogeneities anywhere other than in and above the D' layer. Nothing prevents us, however, from progressively incorporating heterogeneity
5 DISCUSSION AND CONCLUSIONS

We have presented an extension to the coupled spectral elements/modes method, which allows us to consider a thin spherical shell of spectral elements ‘sandwiched’ between two modal solutions. This extension provides a way to obtain relatively high-frequency seismograms at reasonable computation cost to study 3-D structure in specific shells of the Earth. The accuracy of the method is checked against normal-mode summation in simple models and shows satisfactory precision. An important application, as shown here, is the study of the D″ layer and its vicinity, where we can reach corner frequencies under 10 s on moderately large parallel computers (typically 64 processors and under 20 Gb of memory). Using this tool, we hope to provide strong constrains on the 3-D heterogeneity in and above D″, in well-sampled regions of geodynamical interest, such as in the region of the Pacific superplume.

The comparison of observed S diffractions for paths sampling D″ across the Pacific, with synthetics computed in an existing tomographic model in which heterogeneity has been restricted to the bottom 370 km of the mantle shows surprisingly good agreement, not only in phase, but also in amplitude (in contrast with PREM synthetics), at least down to a 12 s corner frequency. This indicates that 3-D effects not accounted for by the theoretical approximations used in the construction of model SAW24B16 are not systematically dominant. Notable differences remain, and will be investigated further. The main limitation of the approach presented in this paper is of course the fact that the model is not 3-D everywhere, but this is the price to pay to be able to reach interesting frequencies and not be too restricted in the number of trial models to run.

Another interesting target of such a method is the inner core. In that case, the SEM would be used only in the inner core and the modal solution everywhere else. Corner frequencies of 5 s should be within range with the same type of machine.

Among the possible future developments, it is possible to introduce some 3-D structure in the modal part, such as ellipticity, using modal perturbations. However, it will not be possible to include general 3-D models without falling again in the classical difficulties of normal-mode perturbation techniques.

ACKNOWLEDGMENTS

We thank Dimitri Komatitsch and Jeroen Tromp for kindly providing us with their attenuation scheme and code for the SEM. This work was partly supported by the Miller institute of Berkeley, and by NSF grant EAR-0106000. It is BSL contribution no 0303. All the simulations have been performed on ‘seaborg’, the IBM RS6000 supercomputer of the NERSC.

REFERENCES

Bernardi, C., Maday, Y. & Patera, A.T., 1994. A new nonconforming approach to domain decomposition: the mortar element method, in Nonlinear Partial Differential Equations and Their Applications, pp. 13–51, eds Brezis, H. & Lions, J., Pitman, New York.

Bréger, L. & Romanowicz, B., 1998. Thermal and chemical 3-D heterogeneity in D″, Science, 282, 718–720.

Bréger, L., Romanowicz, B. & Vinnik, L., 1998. Tests of tomographic models in D″ using differential travel times, Geophys. Res. Lett., 25, 5–8.

Bullen, K.E., 1963. An Introduction to the Theory of Seismology, Cambridge University Press, Cambridge.
| Station  | ScS or Sdiff sScS or sSdiff |
|---------|------------------------------|
| CN.INK  | 100.8 16.3                   |
| CN.YKW3 | 103.3 26.0                   |
| US.BW06 | 95.6 44.8                    |
| CN.LMN  | 126.9 51.3                   |
| US.CBKS | 100.1 51.8                   |
| IU.CCM  | 106.0 55.2                   |
| GT.BOSA | 119.5 207.0                  |
| IC.WMQ  | 108.4 310.3                  |
| II.TLY  | 101.6 322.2                  |
| GE.KBS  | 127.1 356.8                  |

Figure 11. Comparison between data (thin line), synthetics in PREM (dotted line) and synthetics in SAW24B16 + PREM (bold line).

Capdeville, Y., Larmat, C., Vilotte, J.P. & Montagner, J.P., 2002. Direct numerical simulation of the scattering induced by a localized plume like using a coupled spectral element and modal solution, Geophys. Res. Lett., 29, no 9, 10.1029/2001GL013747.

Capdeville, Y., Chaljub, E., Vilotte, J.P. & Montagner, J.P., 2003. Coupling the spectral element method with a modal solution for elastic wave propagation in global Earth models, Geophys. J. Int., 152, 34–66.

Chaljub, E., 2000. Modélisation numérique de la propagation d’ondes sismiques à l’échelle du globe, Thèse de doctorat Université Paris 7.

Chaljub, E., Capdeville, Y. & Vilotte, J., 2003. Solving elastodynamics in a solid heterogeneous 3—sphere: a spectral element approximation on geometrically non-conforming grids, J. Comp. Phys., 183, 457–491.

Chapman, C., 1978. A new method for computing synthetic seismograms., Geophys. J. R. astr. Soc., 54, 481–518.

Clevéde, E. & Logonnn, P., 1996. Fréchet derivatives of coupled seismograms with to an anelastic rotating Earth, Geophys. J. Int., 124, 456–482.

Cummins, P.R., Takeuchi, N. & Geller, R.J., 1997. Computation of complete synthetic seismograms for laterally heterogeneous models using the direct solution method, Geophys. J. Int., 130, 1–16.

Dahlen, F., Hung, S.-H. & Nolet, G., 2000. Frechet kernels for finite-frequency traveltimes—I. Theory, Geophys. J. Int., 141, 157–174.

Dziewonski, A.M. & Anderson, D.L., 1981. Preliminary Reference Earth Model, Phys. Earth planet. Inter., 25, 297–356.

Faccioli, E., Maggio, F., Paolucci, R. & Quarteroni, A., 1997. 2D and 3D elastic wave propagation by a pseudospectral domain decomposition method, J. Seismology, 1, 237–251.

Garnero, E., 2000. Lower mantle heterogeneity, Ann. Rev. Earth planet. Sci., 28, 509–37.
Figure 12. Time arrivals of ScS or S\text{diff} phase computed by linearized ray tracing (diamonds) and by the coupled method using waveform cross-correlation (crosses) for a large number of stations in SAW24B16 model in the D' region. The station name for which waveforms are plotted on Fig. 11 are printed in bold. The time arrivals of data are also plotted (circles).

Geller, R. & Ohminato, T., 1994. Computation of synthetic seismograms and their partial derivatives for heterogeneous media with arbitrary natural boundary conditions using the direct solution method, Geophys. J. Int., 116, 421–446.

Geller, R. & Takeuchi, N., 1995. A new method for computing highly accurate DSM synthetic seismograms, Geophys. J. Int., 123, 449–470.

Gilbert, F., 1971. Excitation of normal modes of the Earth by earthquake sources, Geophys. J. R. astr. Soc., 22, 223–226.

Givoli, D. & Keller, J., 1990. Non-reflecting boundary conditions for elastic waves, Wave Motion, 12, 261–279.

Grand, S., Van Der Hilst, R. & Widiantoro, S., 1997. Global seismic tomography: a snapshot of convection in the Earth, Geol. Soc. Am. Today, 7, 1–7.

Grote, M.J. & Keller, J., 1995. On nonreflecting boundary conditions, J. Comput. Phys., 122, 231–243.

Helmerber, D.V., 1983. Theory and application of synthetic seismograms, in Earthquakes: Observation, Theory and Interpretation, pp. 173–222, ed. Kanamori, H., Soc. Italianadi Fisica, Bologna.

Hung, S.-H., Dahlen, F. & Nolet, G., 2001. Wavefront healing: a banana–doughnut perspective, Geophys. J. Int., 146, 289–312.

Komatitsch, D. & Tromp, J., 1999. Introduction to the spectral element method for three-dimensional seismic wave propagation, Geophys. J. Int., 139, 806–822.

Komatitsch, D. & Tromp, J., 2002. Spectral-element simulations of global seismic wave propagation, part II: 3-D models, oceans, rotation, and gravity, Geophys. J. Int., 150, 303–318.

Komatitsch, D. & Vilotte, J.P., 1998. The spectral element method: an effective tool to simulate the seismic response of 2D and 3D geological structures, Bull. seism. Soc. Am., 88, 368–392.

Lay, T., Williams, Q. & Garnero, E., 1998. The core–mantle boundary layer and the deep Earth dynamics, Nature, 392, 461–468.

Li, X.D. & Romanowicz, B., 1995. Comparison of global waveform inversions with and without considering cross–branch media coupling, Geophys. J. Int., 121, 695–709.

Li, X.B. & Romanowicz, B., 1996. Global mantle shear velocity model developed using nonlinear asymptotic coupling theory, J. geophys. Res., 101, 11 245–22 271.

Liu, X. & Dziewonski, A., 1998. Global analysis of shear wave velocity anomalies in the lower-most mantle, in The Core–Mantle Boundary Region, Vol. 28, pp 21–36, Geodyn. Ser., ed. Gurnis, M. et al., Washington DC, AGU.

Lognonné, P. & Romanowicz, B., 1999. Modelling of coupled normal modes of the Earth: the spectral method, Geophys. J. Int., 102, 365–395.

Loper, D. & Lay, T., 1995. The core–mantle boundary region, J. geophys. Res., 100, 6397–6420.

Maday, Y. & Patera, A., 1989. Spectral element methods for the incompressible Navier–Stokes equations, in State of the Art Survey in Computational Mechanics, pp. 71–143, eds Noor, A. & Oden, J., ASME, New York.

Masters, G., Jonhson, S., Laske, G. & Bolton, H., 1996. A shear-velocity model of the mantle, Phil. Trans. R. Soc. Lond., A, 354, 1385–1411.

Méggin, C. & Romanowicz, B., 2000. The 3D shear velocity structure of the mantle from the inversion of body, surface and higher modes wave forms, Geophys. J. Int., 143, 709–728.

Ni, S. & Helmberger, D.V., 2001. Horizontal transition from fast (slab) to slow (plume) structures at the core–mantle boundary, Earth planet. Sci. Lett., 187, 301–310.

Patera, A.T., 1984. A spectral element method for fluid dynamics: laminar flow in a channel expansion, J. Comput. Phys., 54, 468–488.

Phinney, R.A. & Burridge, R., 1973. Representation of elastic-gravitational excitation of a spherical earth model by generalized spherical harmonics, Geophys. J. R. astro. Soc., 34, 451–278.

Ritsma, J., Ni, S., Helmberger, D.V. & Crotwell, H.P., 1998. Anomalous shear velocity reductions and gradients in the lower mantle beneath Africa, Geophys. Res. Lett., 25, 4245–4248.

Ritsma, J., van Heijst, H. & Woodhouse, J.H., 1999. Complex shear wave velocity structure imaged beneath Africa and Iceland, Science, 286, 1925–1928.
Ronchi, C., Ianoco, R. & Paolucci, P.S., 1996. The ‘cubed sphere’: a new method for the solution of partial differential equations in spherical geometry, J. Comput. Phys., 124, 93–114.

Sadourny, R., 1972. Conservative finite-difference approximations of the primitive equation on quasi-uniform spherical grids, Mon. Weather Rev., 100, 136–144.

Sánchez-Sesma, F.J. & Vai, R., 1998. Absorbing boundaries in the frequency domain, in, The effects of surface Geology on Seismic Motion, pp. 961–966, eds Okada, K. et al., Rotterdam.

Stead, R.J. & Helmberger, D.V., 1988. Numerical-analytical interfacing in two dimensions with applications to modeling NST seismograms, Pure appl. Geophys., 174, 153–174.

Su, W.-J., Woodward, R.L. & Dziewonski, A.M., 1994. Degree-12 model of shear velocity heterogeneity in the mantle, J. geophys. Res., 99, 6945–6980.

Takeuchi, N. & Geller, R., 2000. Optimally accurate second order time-domain finite difference scheme for computing synthetic seismograms in 2-D and 3-D media, Phys. Earth planet. Inter., 119, 99–131.

Takeuchi, H. & Saito, M., 1972. Seismic surface waves, Methods Comp. Phys., 11, 217–295.

Valette, B., 1986. About the influence of pre-stress upon the adiabatic perturbations of the Earth, Geophys. J. R. astr. Soc., 85, 179–208.

Vidale, J. & Hedlin, M., 1998. Evidence for partial melt at the core–mantle boundary north of tonga from the strong scattering of seismic waves, Nature, 391, 682–685.

Vinik, L., Brüger, L. & Romanowicz, B., 1998. Anisotropic structures at the base of the Earth’s mantle, Nature, 393, 564–567.

Wen, L. & Helmberger, D.V., 1989a. A two-dimensional, p–s hybrid method and its application to modeling localized structures near the core–mantle boundary, J. geophys. Res., 103, 17901–17918.

Wen, L. & Helmberger, D.V., 1990b. Ultra-low velocity zones near the core–mantle boundary from broadband pkp precursors, Science, 279, 1701–1703.

Woodhouse, J.H. & Dahlen, F.A., 1978. The effect of a general aspherical perturbation on the free oscillations of the Earth, Geophys. J. R. astr. Soc., 53, 335–354.

Woodhouse, J.H. & Girnius, T.P., 1982. Surface waves and free oscillations in a regionalized Earth model, Geophys. J. R. astr. Soc., 78, 641–660.

Appendix: Construction of Particular Solution B and Receiver Operator \( \mathcal{P} \)

The equation to be solved in the frequency domain in \( \Omega_{\text{M2}} \) is

\[
-\omega^2 \rho(r) u^{\Omega_{\text{M2}}}(r, \omega) - \mathcal{H}(r) u^{\Omega_{\text{M2}}}(r, \omega) = f(r, \omega),
\]

with a free surface boundary condition on \( \partial\Omega \) and a Dirichlet boundary condition on \( \Gamma_2 \),

\[
u(r, \omega) = u^S(r, \omega),
\]

where \( u^S \) is the restriction of displacement on \( \Gamma_2 \) in the SEM domain \( \Omega^S \). \( u(r, \omega) \) is the restriction of displacement on \( \Gamma_2 \) in the upper model domain \( \Omega_{\text{M2}} \). In this appendix, \( u \) with no superscript denotes the displacement in the domain \( \Omega_{\text{M2}} \).

Taking into account the spherical symmetry of \( \Omega_{\text{M2}} \), we seek a solution of the form

\[
\mathbf{u}(r, \omega) = \mathbf{d}^{\ell, m}(r, \omega) \cdot \mathbf{Y}^{\ell, m}(\theta, \phi),
\]

where \( \mathbf{Y}^{\ell, m} \) is the generalized spherical harmonics tensor (see Paper 1 for details). Three solutions of eq. (A1) without a second member satisfying the free surface condition are found and they are denoted by \( q \mathbf{d}(r, \omega) \) with \( q \in \{1, 2, 3\} \). If we are able to find a particular solution to eq. (A1) with a second member, \( d^{\ell, m}(r, \omega) \), then the general solution in the frequency–spherical harmonic domain is

\[
\mathbf{u}(r, \omega) = \sum_{q} q a^{\ell, m}(\omega) \mathbf{d}(r, \omega) + d^{\ell, m}(r, \omega),
\]

where \( q a^{\ell, m}(\omega) \) is an excitation coefficient that will be determined by the boundary condition eq. (A2). To build \( d^{\ell, m} \) we can use mode summation as is done classically in seismology (e.g. Gilbert 1971; Woodhouse & Girnius 1982). To build the normal-mode basis to be used for this purpose, any boundary condition on \( \Gamma_2 \) can be chosen, and for practical reasons, we take a homogeneous Dirichlet boundary condition. In the following, we denote \( \mathcal{D}^\ell \) and \( \mathcal{T}^\ell \) the tensors defined in the generalized spherical harmonics basis \( \{e_n\} \) by

\[
[\mathcal{D}^\ell]^{\alpha \beta}(\omega) = q d^{\ell}_{\alpha \beta}(r_\Gamma, \omega), \quad [\mathcal{T}^\ell]^{\alpha \beta}(\omega) = q d^{\ell}_{\alpha \beta}(r_\Gamma, \omega),
\]

and \( q a^{\ell, m}(\omega) \) is the vector of components \( [q a^{\ell, m}]_{\ell, m} = q a^{\ell, m} \). Thanks to the choice \( d^{\ell, m}(r_\Gamma, \omega) = 0 \), using eqs (A2) and (A4) we have

\[
\tilde{a}^{\ell, m}(\omega) = u^S_{\ell, m}(r_\Gamma, \omega) \cdot \mathcal{D}^\ell(\omega)^{-1}\mathcal{T}^\ell(\omega) \quad \forall (\ell, m, \omega), \quad \omega \notin \Pi^\ell,
\]

where \( \Pi^\ell \) is the set of eigenfrequency where \( \mathcal{D}^\ell \) is not defined. Using eq. (A4), its corresponding expression in traction and the DnT expression, eq. (8), as in Paper 1, we can still write for the DnT operator

\[
(\mathcal{P}^\ell(\omega) = \mathcal{D}_\ell^{-1}(\omega) \cdot \mathcal{T}^\ell(\omega) \quad \forall \omega \notin \Pi^\ell,
\]

where \( \mathbf{T}^\ell(\omega) \) is the corresponding traction to \( \mathbf{u}^\ell \). To find the operator \( \mathcal{P} \), we use the same process as for the DnT operator to obtain

\[
(\mathcal{P}(\omega) = \mathcal{D}_\ell^{-1}(\omega) \cdot \mathcal{T}_\ell(\omega) \quad \forall \omega \notin \Pi^\ell,
\]

where \( \mathcal{D}_\ell^{-1}(\omega) = q d^{\ell}_{\ell, m}(r_\Omega, \omega) \).

To build a particular solution \( \mathbf{u}^\ell \), we name \( u_{\ell, m}(r) \) and \( T_{\ell, m}(r) \), such that

\[
\mathbf{u}(r) = u_{\ell, m}(r) \cdot \mathbf{Y}^{\ell, m}(\theta, \phi), \quad \mathbf{T}(r) = T_{\ell, m}(r) \cdot \mathbf{Y}^{\ell, m}(\theta, \phi),
\]

the eigenfunction in \( \Omega_{\text{M2}} \) in displacement and its corresponding traction (on a spherical surface of radius \( r \)) associated to the eigenfrequency \( \omega_0 \) with \( k = (q, n, \ell, m) \) where \( q \) corresponds to the type of mode (spherical or toroidal) and \( n \) is the radial order of the eigenfrequency. Using classical modal summation and (A8), we have in the frequency–spherical harmonics domain

\[
\mathcal{B}_{\ell, m}(\omega) = g(\omega) \left[ \sum_{q, n} u_{q, n}(r) \cdot \mathbf{Y}^{q, n}(r_\Omega) \right]^2,
\]

where wavelet \( g \) is such \( f(r, t) = g(t)f(r) \) and the inner product definition is

\[
(f, g) = \int_{\Omega_2} f(r) \cdot g(r) \, dr.
\]
In the time–space domain we obtain

\[ B(t, \phi, t) = g(t) \ast \sum_k \left[ H(t) \frac{\sin(\omega_k t)}{\omega_k} (u_k, f) T_{q,n} (r_{\Omega}) \right] \cdot Y_{\ell,m}(\theta, \phi), \]  

(A12)

where \( \ast \) is the time convolution. We also obtain for \( B^p \), in the frequency domain:

\[ B^p_{\ell,m}(\omega) = g(\omega) \left[ \sum_{q,n} \frac{(u_k, f)}{\omega^2 - \omega_k^2} U_{q,n} (r_{\Omega}) \right] \cdot Y_{\ell,m}(\theta, \phi), \]  

(A13)

and in the time–space domain

\[ B^p(t, \phi, t) = g(t) \ast \sum_k \left[ H(t) \frac{\sin(\omega_k t)}{\omega_k} (u_k, f) U_{q,n} (r_{\Omega}) \right] \cdot Y_{\ell,m}(\theta, \phi). \]  

(A14)