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## 1 ABSTRACT

Human decision making underlies data generating process in multiple application areas, and models explaining and predicting choices made by individuals are in high demand. Discrete choice models are widely studied in economics and computational social sciences. As digital social networking facilitates information flow and spread of influence between individuals, new advances in modeling are needed to incorporate social information into these models in addition to characteristic features affecting individual choices.

In this paper, we propose the first latent class discrete choice model that incorporates social relationships among individuals represented by a given graph. We add social regularization to represent similarity between friends, and we introduce latent classes to account for possible preference discrepancies between different social groups. Training of the social discrete choice models is performed using a specialized Monte Carlo expectation maximization algorithm. Scalability to large graphs is achieved by parallelizing computation in both the expectation and the maximization steps. Merging features and graphs together in a single discrete choice model does not guarantee success in terms of prediction. The data generating process needs to satisfy certain properties. We present and explain extensive experiments in which we demonstrate on which types of datasets our model is expected to outperform state-of-the-art models.

## 2 INTRODUCTION

In many application domains human decision making is modeled by discrete choice models. These models specify the probability that a person chooses a particular alternative from a given choice set, with the probability expressed as a function of observed and unobserved latent variables that relate to the attributes of the alternatives and the characteristics of the person. Multinomial logit models are in the mainstream of discrete choice models, with maximum likelihood used for parameter estimation from manually collected empirical data. It is important for practitioners to interpret the observed choice behaviors, and models that are linear in parameters are most common. At the same time, choice preferences within different social groups (though seemingly similar in terms of the observed characteristics) can vary significantly due to the unobserved factors or different context of the choice process. One way of accounting for this is to introduce latent class models. Latent class logistic regression models are common tools in multiple domains of social science research [4, 15, 18].

It is also recognized that social influence can be a strong factor behind variability in choice behaviors. The impact of social influence on individual decision-making has attracted a lot of attention. Researchers have employed laboratory experiments, surveys, and studied historical datasets to evaluate the impact of social influence on individual decision making. It is however difficult to avoid an identification problem in the analysis of influence processes in social networks [12]. One has to account for endogeneity in explanatory variables in order for claims of causality made by these experiments to be useful [8]. Due to these limitations of observational studies of influence, randomized controlled trials are becoming more common. In general, distinguishing social influence in decision making from homophily, which is defined as the tendency for individuals with similar characteristics and choice behaviors to form clusters in social networks, is currently a growing area of research and debate [3, 16].

Data science research in the area is more concerned with developing models that scale to large graphs. Social connectivity information is used to improve predictive performance of the models, with auto-regressive approaches based on label propagation being widespread. Graph regularization ideas that penalize parameter differences among the connected nodes were studied in the context of classification, clustering and recommender systems [1, 11], with recent advances in distributed optimization applied to parametric models on networks [9].

In this paper, we introduce social graph regularization ideas into latent class discrete choice modeling. We aim to combine the expressiveness of parametric model specifications and descriptive exploratory power of latent class models with recent advances in distributed optimization for parameter estimation. Our model specification is introduced in Section 3. Parameter estimation of the social discrete choice models is performed using a specialized Monte Carlo expectation maximization algorithm presented in Section 4. We adopt modern optimization techniques to achieve scalability to large graphs by parallelizing computation in both the expectation...
and the maximization steps. Finally, in Section 5, we present and explain extensive experiments in which we demonstrate on which types of social processes and datasets our model is expected to provide advantages over the state-of-the-art methods. We also describe our approach of dealing with missing labels at nodes that can not be removed without altering the social structure of the graph. We then draw some conclusions and outline future work, including extensions to deep models, in Section 6.

3 SOCIAL MODELS

In this section we discuss how one can add social factors in choice models and the advantages of doing so. We start by explaining notation. Then we will provide certain examples and comment on cases where data are missing and how one can treat this problem.

We define \([N]:=[1, 2, \ldots, N], i \in [N], t \in [K]\), where \(N\) and \(K\) are integers. We will use the following notation and definitions.

- \(N\): number of individuals,
- \(K\): number of latent classes,
- \(n\): number of samples per node,
- \(d\): number of features for each individual,
- \(x_i \in \mathbb{R}^{d \times n}\): feature-samples matrix of individual \(i\),
- \(z_i \in [K]\): latent class variable of individual \(i\),
- \(y_i \in \{-1, 1\}\): binary choice of individual \(i\),
- \(W_t \in \mathbb{R}^{d \times 1}\): model coefficients of class \(t\),
- \(b_{it} \in \mathbb{R}\): model offset coefficients of individual \(i\) with class \(t\),
- \(V\): set of nodes in a social graph, with each node corresponding to an individual,
- \(E\): set of edges, presenting relationship between two individuals, \((i, j) \in E\) means that there exists an edge between individuals \(i\) and \(j\).

We assume that there is only one sample per node, i.e., \(n = 1\), however, the proposed models can be extended to the case of \(n > 1\). We further assume that the graph \((V, E)\) is unweighted, noting that the models can be extended to weighted graphs. In the following subsections we occasionally drop indices \(i\) and \(t\) depending on the context to simplify notation. We denote with \(\theta := \{W_t, b_{it}\}\) the set of model coefficients \(W_t, b_{it}, \forall i, t\).

Let \(h_{it}(x_i) := W_t^T x_i + b_{it}\), we consider the following choice model for individual \(i\) of class \(t\),

\[
y_{it} = \begin{cases} 
1 & \text{if } h_{it}(x_i) \geq c, \\
-1 & \text{otherwise},
\end{cases}
\]

where \(c \in \mathbb{R}\) is a decision threshold constant.

3.1 Social logistic regression

Choice model specified by Eq. (1) includes several known models such as logistic regression, where \(K = 1\) and \(y_i\) follows a Bernoulli distribution given \(x_i\). To incorporate the social aspect in logistic regression one assumes that the parameters \(b\) follow an exponential family parametrized with the given graph

\[
P(b) \propto \prod_{(i, j) \in E} e^{-\lambda(b_i - b_j)^2},
\]

where \(\lambda \in \mathbb{R}\) is a hyper-parameter. This model is usually trained by using a maximum log-likelihood estimator which reduces to the following regularized logistic regression problem

\[
\theta^* := \arg\min_\theta \sum_{i=1}^N \log \left(1 + e^{-y_i h_i(x_i)}\right) + \lambda \sum_{(i, j) \in E} (b_i - b_j)^2,
\]

where \(h_i(x_i) := W_i^T x_i + b_i\). Notice that the social information, i.e., edges \(E\), appears as Laplacian regularization for the coefficients \(b\).

3.2 Latent class social logistic regression

Our first extension is a logistic regression with latent classes, \(K > 1\).

In this model, \(y_{it}\) follows a Bernoulli distribution given \(x_i\) and \(z_i = t\). To incorporate social information we assume that latent class variables \(z_i\) are distributed based on the following exponential family parametrized by the given social graph

\[
P(z; b) \propto \prod_{(i, j) \in E} \exp \left(-\lambda \sum_{t=1}^K (b_{it} - b_{jt})^2 \mathbb{1}(z_i = z_j = t)\right),
\]

where \(b\) represents the collection of coefficients \(b_{it} \forall i, t\) which are the parameters of the distribution. In this model we assume that each individual has its one local coefficient \(b_{it}\) for each class. Notice that this model does not penalize different coefficients \(b_{it}\) among connected individuals in different classes. This is because we assume that connected individuals in different classes should have independent linear classifiers.

In the common latent class models, latent class variables are independent and identically distributed following the multinomial distribution, i.e., \(z_i \sim \text{Mult}(\pi, 1) \forall i\), where \(\pi\) is the probability of success. However, in our specification hidden variables are correlated and are not identically distributed. Note that this specification allows studying social structures that underlie an observed choice process, and hence extends the range of inferences possible with the state-of-the-art models.

A graphical interpretation of this model is given in Figure 1. The resulting model can be trained using maximum likelihood and the Expectation-Maximization (EM) algorithm; details are discussed in Section 4.

4 PARAMETER ESTIMATION

We will use the maximum likelihood estimator to estimate the parameters \(W\) and \(b\) for the social choice models. We will discuss how to train the parameters of the models for the case where there is more than one class, i.e., \(K > 1\). To train models with latent classes it is common to use the Expectation-Maximization (EM) algorithm. In this section we provide details for the Expectation step (E-step) and the Maximization step (M-step).

4.1 Monte Carlo EM

Correlation among latent variables imposed by the social graph do not allow exact calculation of posterior distributions in the E-step using standard EM approaches. Instead, an approximate calculation of the E-step using Monte Carlo EM (MCEM) [5, 10, 13, 20] is employed. It is a modification of the original EM algorithm where the E-step is conducted approximately using a Monte Carlo Markov Chain (MCMC) algorithm. The details for each step of the MCEM
Algorithm 1 MCEM algorithm for social choice models

1: Inputs: $(x_i, y_i), i = 1 \ldots N$
2: Initialize: $\theta^0 := (W^0, b^0) \leftarrow$ arbitrary value, $k \leftarrow 0$
3: repeat
4:   E-step: (Subsection 4.1.1)
5:   Calculate approximate node posterior
6:   for each node $i \in [N]$
7:      $q(z_i = t) := P(z_i = t | y_i, x_i; b^k)$
8:      and for each edge $(i, j) \in E$, the edge posterior
9:      $q(z_i = z_j = t) := P(z_i = t, z_j = t | y_i, y_j, x_i, x_j; b^k)$
10: by using the block MCMC sampling (Algorithm 2).
11: M-step: (Subsection 4.1.2)
12: Solve the optimization problem
13: $\theta^{k+1} := \arg \min Q(\theta; x, y),$
14: where $Q(\theta; x, y)$ is defined at (4).
15: $k \leftarrow k + 1$
16: until termination criteria are satisfied.

4.1.1 Expectation step. In this step the objective is to compute the marginal posterior distribution for nodes and edges, which will be used in the M-step to calculate the negative expected log-likelihood function. Please refer to the Appendix for derivation of negative expected log-likelihood, which reveals the need for calculation of marginal posterior distributions.

In particular, for the E-step one needs to calculate the following node marginal posterior probability

$$P(z_i = t | y_i, x_i; \theta) = \frac{P(y_i | x_i, z_i = t; \theta)P(z_i = t; b)}{\sum_{s=1}^{K} P(y_i | x_i, z_i = s; \theta)P(z_i = s; b)}$$

(2)

and the following edge posterior probability

$$P(z_i = t, z_j = t | y_i, y_j, x_i, x_j; \theta) = \frac{P(y_i, y_j | x_i, x_j, z_i = t, z_j = t; \theta)P(z_i = t, z_j = t; b)}{\sum_{m, q=1}^{K} P(y_i, y_j | x_i, x_j, z_i = m, z_j = q; \theta)P(z_i = m, z_j = q; b)},$$

(3)

where $\theta$ represents the collection of parameters $W$ and $b$. For small graphs we can approximate the above distributions using standard MCMC algorithms. For large graphs please refer to the Scalability of the E-step Subsection 4.2.1.

4.1.2 Maximization step. Let us denote with $q(z_i = t) = P(z_i := t | y_i, x_i; \theta)$ and $q(z_i = z_j = t) := P(z_i = t, z_j = t | y_i, y_j, x_i, x_j; \theta)$ the marginal posterior distributions. The M-step of the EM algorithm requires minimizing the negative expected log-likelihood function

$$Q(\theta; x, y) := \sum_{i \in V} \sum_{t=1}^{K} q(z_i = t) \log \left(1 + e^{-y_i h_{it}(x_i)}\right) + \lambda \sum_{(i, j) \in E} \sum_{t=1}^{K} (b_{it} - b_{jt})^2 q(z_i = z_j = t),$$

(4)

where $\theta$ represents the collection of parameters $W$ and $b$ and $h_{it}(x_i) := W^T_i x_i + b_{it}$. Derivation of this function is given in Subsection 7.1 in the Appendix. For small graphs standard convex optimization solvers can be used. For large graphs please refer to Section 4.2.2 where we discuss how we can maximize the expected log-likelihood efficiently with a distributed algorithm.

4.2 Scalability

In this subsection we discuss how to distribute computation to make our algorithm flexible enough to deal with large graphs.

4.2.1 Scalability of E-step. Calculating the marginal posterior probabilities (2) and (3) is computationally expensive due to the marginal probabilities $P(z_i = t; b)$ and $P(z_i = t, z_j = t; b)$. This is because to calculate the latter two we have to marginalize $N - 1$ and $N - 2$ latent variables, respectively. We avoid this problem by using a block MCMC sampling technique to compute $P(z_i = t; b)$ and $P(z_i = t, z_j = t; b)$. The algorithm is given in Algorithm 2.

The algorithm uses a preprocessing step to partition the graph into $c$ disjoint communities. Then it runs an MCMC algorithm on each community/block in parallel by ignoring the edges among the blocks.

Let us comment on how the number of blocks $c$ affects convergence of the MCMC Algorithm 2 to $P(z_i = t; b)$ and $P(z_i = t, z_j = t; b)$ in practice. In Figure 2 we present the relative error of the MCMC algorithm for various values of $c$, settings of parameters...
Algorithm 2 Block MCMC sampling

1. **Inputs:**
   - Graph with nodes \( V \) and edges \( E \), parameters \( \theta \), number of blocks \( c \)
2. **Preprocess:** Use community detection algorithm, i.e., [14], to partition the graph in \( c \) disjoint communities/blocks, i.e., \( C := \{C_1, \ldots, C_c\}, \bigcup_{q=1}^{c} C_q = V \) and \( \bigcap_{q=1}^{c} C_q = \emptyset \).
3. **for** each community in \( C \) **do**
4. Compute the node and edge marginal probabilities
5. \( P(z_i = t; b) \) and \( P(z_j = t, z_j = t; b) \), respectively, using
6. an MCMC sampling algorithm by taking into account
7. edges only among nodes in the community.
8. **end for**

---

**Figure 2:** This figure illustrates the accuracy of blocked MCMC Algorithm 2. Details are provided in Section 4.2.1.

- **(a) Node probs., grouped b**
- **(b) Node probs., random b**
- **(c) Edge probs., grouped b**
- **(d) Edge probs., random b**
- **(e) Caveman, three blocks**
- **(f) Caveman, random blocks**

---

**b** and ways of grouping nodes for the caveman graph [19]. The caveman graph consists of three communities of ten nodes each, see Figure 2e. We consider two classes for the latent variables. We make use of two ways of grouping nodes, the first uses a community detection technique [14], see Figure 2e, the second is by grouping nodes randomly, see Figure 2f. Moreover, we consider two settings of \( b \). 1) Parameters \( b \) are separated in three groups that correspond to the three groups of nodes of the graph. For each group parameters \( b \) follow a Gaussian distribution with different mean such that the parameters are significantly different among groups but similar within the groups. Figures 2a and 2c correspond to the first setting of parameters \( b \). 2) Parameters \( b \) follow the same Gaussian distribution regardless of the groups of the graph. Figures 2b and 2d correspond to the second setting of parameters \( b \). The two settings correspond to the last and the first iterations of the MCMC algorithm, respectively, since we expect that close to stationary points of the likelihood function parameters \( b \) are grouped based on the communities of the given graph while at the first iterations parameters \( b \) have a random setting; we discuss this in Section 5.

**Figures 2a and 2c:** illustrate accuracy of block MCMC algorithm for node and edge probabilities, respectively. Notice that the accuracy of block MCMC is overall better when community detection is used compared to random assignment of nodes in communities. This is because preprocessing helps to minimize the edges among the blocks that are ignored. On the other hand, in Figures 2b and 2d when parameters \( b \) are not grouped, then community detection does not perform better than random assignment of nodes in communities. Moreover, notice in Figures 2b and 2d that the performance of block MCMC does not improve as the number of samples increases. This happens because parameters \( b \) are randomly generated and they are not grouped, then based on MCMC updating rule, we get that \( P(z_i = t; b) \approx 1 \) for \( t = 0 \) and \( P(z_i = 1; b) \approx 0 \) for \( t = 0 \).

Let us now comment briefly on the theoretical asymptotic convergence of MCEM to a stationary point of the likelihood function. Convergence theory of MCEM in [5, 13] states that if Algorithm 2 is set to work with one block \( c = 1 \) (no partition of the graph), and the MCMC sample size increases deterministically across MCEM iterations, then MCEM converges almost surely. A consequence of blocking of latent variables for the MCMC algorithm is that asymptotic convergence of MCEM is not guaranteed anymore. However, in practice often MCEM is terminated without even knowing if the algorithm converges to an accurate solution. See for example Section 5 in [13] and references therein about arbitrary termination criteria of MCEM. Therefore, we consider that the parallelism of block MCMC Algorithm 2 offers a trade-off among convergence and computational complexity per iteration by controlling the number of blocks, which in practice can speed up each iteration of the MCEM algorithm significantly.

**4.2.2 Scalability of M-step.** In this section we discuss how to minimize in distributed manner the negative expected log-likelihood function of the M-step of MCEM Algorithm 1. Following the work of [9] that applies ADMM to network lasso method, we extend it by allowing both local and global variables on nodes in the presence of latent classes. We will focus the derivation on the example of the social neural network model, but we do not comment at appropriate places how ADMM can be applied for this model.

First notice that the negative expected log-likelihood function \( (4) \) can be separated in \( K \) independent problems, one for each class \( t \). Therefore, in this section we discuss how to apply distributed ADMM for each problem. Let

\[
Q(\theta; x, y, t) := \sum_{i \in V} q_{z_i = t} \log \left( 1 + e^{y_i h_t(x_i)} \right) \\
+ \lambda \sum_{(i,j) \in E} b_{ij} \sum_{q \in q_i} q_{z_i = t, z_j = t}
\]

be the objective function for problem with latent class \( t \), where \( \theta \) represents the collection of parameters \( W \) and \( b \), and \( h_t(x_i) := W x_i + b_t \). Then \( Q(\theta; x, y) \) in \( (4) \) is equal to \( \sum_{t=1}^{K} Q(\theta; x, y, t) \). Let us define \( q_{it} := q_{z_i = t} \) and \( q_{ijt} := q_{z_i = t, z_j = t} \). To minimize
where $N(i)$ are the adjacent nodes of node $i$. By introducing copies for $b_{it}$ we dismantle the sum over edges into separate functions, additionally, by introducing copies for $W_i$, we dismantle the sum over the nodes for the logistic function. Then by relaxing the constraints we can make the problem (6) separable which opens the door to distributed computation.

We define the augmented Lagrangian below, where $u$ and $h$ are the dual variables and $\rho_1$ and $\rho_2$ are the penalty parameters.

$$L_p(W_i, b_i, g, z, u, h; t) := \sum_{i \in V} \left\{ q_{it} \log \left(1 + e^{-y_i f_j(x_i) + b_{it}}\right) + \frac{\rho_1}{2} \left[ \|h_i\|^2 + \|W_i - g_i + h_i\|^2 \right] + \lambda \sum_{(i,j) \in E} \left\{ q_{ij} (z_{ij} - z_{ji})^2 + \frac{\rho_2}{2} \left[ \|h_{ij}\|^2 + \|u_{ij}\|^2 + \|b_{ij} - z_{ij} + u_{ij}\|^2 \right] \right\}.$$ 

The resulting ADMM algorithm is presented in Algorithm 3, where $f(z_{ij}, z_{ji}) := L_p(W_i^{k+1}, b_i^{k+1}, g_i^{k+1}, z_{ij}, z_{ji}, z_{(ij)}, x_i, x_j, u_i, u_j, h_i, h_j; t)$. Notice that the subproblems in Step 6 do not have closed form solutions, however, they can be solved efficiently using an iterative algorithm since they are univariate problems which depend only on $x_i$ and not all data. Similarly, the subproblems in step 9 do not have closed form solution, but they have only $d$ unknown variables and depend only on $x_i$ and not all data. Moreover, Step 12 has a closed form solution, which corresponds to solving a $2 \times 2$ linear system. Observe that the ADMM algorithm 3 can be run in a distributed setting by distributing the data among the processors, as the subproblems in Steps 6 and 9 depend only on $x_i$ and not all data.

**Algorithm 3 ADMM for problem 6**

1. **Initialize:**
   
   $k \leftarrow 0, W^k, b^k, g^k, z^k, u^k$ and $h^k$

2. **repeat**
   
   $3. \quad \text{Set } W_i^{k+1} = \frac{1}{N} \sum_{i=1}^{N} (g_i^{k+1} - h_i^{k+1})$

   $4. \quad h_i^{k+1} := \arg \min_{b_{it}} L_p(W_i^{k+1}, b_i^{k+1}, g_i^{k+1}, z^k, x_i, u_i, h_i^{k}; t) \forall i \in V$

   $5. \quad g_i^{k+1} := \arg \min_{g_i} L_p(W_i^{k+1}, b_i^{k+1}, g_i^{k+1}, z^k, x_i, u_i, h_i^{k}; t) \forall i \in V$

   $6. \quad z_{ij}^{k+1}, z_{ji}^{k+1} = \arg \min_{z_{ij}, z_{ji}} f(z_{ij}, z_{ji}) \forall (i, j) \in E$

   $7. \quad \text{Set }$

   $h_i^{k+1} = h_i^k + (W_i^{k+1} - q_i^{k+1}) \forall i \in V$

   $u_{ij}^{k+1} = u_{ij}^k + (h_{ij}^{k+1} - z_{ij}^{k+1}) \forall (i, j) \in E$

   $u_{ji}^{k+1} = u_{ji}^k + (h_{ji}^{k+1} - z_{ji}^{k+1}) \forall (i, j) \in E$

   $8. \quad k \leftarrow k + 1$

9. **until** termination criteria are satisfied.

5 EXPERIMENTS

In this section, we analyze the empirical performance of the proposed social model on a range of datasets. We outline practical recommendations and illustrate examples where the proposed model is most suitable.

Our implementation reproducing the below results is available at https://github.com/DamningZ/social-DCM. The number of iterations of Gibbs sampler in the E-step grows with the number of iterations of the MCEM algorithm. The M-step is implemented using ECOS solver [7] embedded in CVXPY [6] for $W$ and $b$ updates within ADMM iterations.

5.1 Synthetic data

We demonstrate how having choices separable on the given graph helps to improve prediction when social information are taken into account in the following two ways. i) Varying the connectivity between different classes in the graph. ii) Varying the discrepancies of choices in communities of the graph. In what follows, when we mention separability of choices on the graph we mean that the decisions $y_i$ are clustered based on communities in the graph. By separable in the feature space we mean that there exist linear hyperplanes which separate the data $x_i$ accurately.

5.1.1 Varying connectivity between classes. We consider $N = 300$ individuals, each node corresponds to one feature vector $x_i$, $d = 10$ and $y_i \in \{-1, 1\} \forall i$. 150 feature vectors $x_i \in \mathbb{R}^d$ are generated using a Gaussian distribution where each component in $x_i$ is set based on the classes, which correspond to two communities. All individuals in the first class have $y_i = 1$, while the individuals in the remaining community are in the second class, i.e., $t = 2$. The communities are randomly assigned to classes. All individuals in the first class have $y_i = 1$. Notice that the $x_i$ vectors are assigned to communities regardless of their Gaussian distribution and $y_i$ is set based on the classes, which correspond to communities. Therefore, the choices $y_i$ are separable on the graph but not separable in the feature space. We set the probability of two individuals that are in the same community to get connected to 0.2. We set the probability of two individuals that are in the same class but not in the same community to get connected to 0.01. We set the probability of two individuals in different classes to get connected to $\beta$, which is the parameter that controls the connectivity between classes.

Figure 3 shows the graph structure when $\beta = 10^{-4}$, $\beta = 10^{-2}$ and $\beta = 10^{-1}$. Notice that the larger $\beta$ is the more edges among the communities that belong in different classes. Table 1 shows the prediction result for four models as a function $\beta$. Notice that since $x_i$ and $y_i$ are not changed as $\beta$ changes, therefore, the prediction of logistic regression and logistic regression with latent class remains constant at 62%. The reason that these models perform poorly is because the choices $y_i$ are not separable given the feature vectors $x_i$ only. Observe in Table 1 that when $\beta$ is as small as $10^{-4}$, which means that individuals in different classes are very unlikely to get connected, see Figure 3a, then the prediction result of the proposed
social models is larger than 80%. On the other hand, when $\beta$ becomes larger, the prediction of the social models is declining. But as long as $\beta < 0.1$, the proposed social model with latent class, see Subsection 3.2, is performing better than logistic regression and logistic regression with latent class models. When $\beta = 0.1$ the social models has the same prediction performance as the logistic regression and latent class models. This is because the classes are not clearly separable on the graph, see Figure 3c.

Table 1: Prediction results on a randomly chosen test set of 50 individuals when $\beta$ is varied, i.e., connectivity between classes. For all models the regularization parameter $\lambda$ which corresponds to the best prediction result out of a range of parameters is chosen.

| model                  | $10^{-4}$ | $10^{-3}$ | $5 \times 10^{-3}$ | $10^{-2}$ | $10^{-1}$ |
|------------------------|-----------|-----------|---------------------|-----------|-----------|
| logistic reg.          | 62%       | 62%       | 62%                 | 62%       | 62%       |
| log. reg. lat. class   | 62%       | 62%       | 62%                 | 62%       | 62%       |
| social no lat. class   | 80%       | 62%       | 62%                 | 62%       | 62%       |
| social with lat. class | 88%       | 82%       | 64%                 | 62%       | 62%       |

5.1.2 Varying choice preference parameters. An ideal scenario for the proposed social models is when classes correspond to communities of the given graph and when the choices $y_i$ are clustered according to the classes. However, choices $y_i$ might be misplaced in wrong classes. We study how the preference difference between classes affects the performance of the proposed model.

For this experiment individual feature vectors $x_i$ are generated from a Gaussian distribution for a set of $N = 200$ individuals, each component of $x_i$ follows $G(\mu = 1, \sigma = 0.1)$. We randomly split this set of individuals into two equal parts, each part represents a class where individuals share the same parameters $w$. Let us assume the $w$ in the first class is $w_1$ and the $w$ in the second class is $w_2 = -w_1$. In our experiments we vary parameter $w_2$. For each individual $b_i$ satisfies $b_j \sim G(0, 0.1)$. For the graph setting, we set the probability of people in the same class to be connected, and the probability of people in different classes to be connected to 0.2 and $10^{-4}$, respectively. This way, we can make sure classes correspond to communities.

Based on data generation process, by tuning $\lVert w_1 \rVert$, we are able to get full control of preference difference among individuals in the two classes. When $\lVert w_1 \rVert$ becomes larger then preference difference becomes larger as well. As we can see in Figure 4 when $\lVert w_1 \rVert$ becomes larger more individuals in class one have $y_i = 1$ (i.e., yellow squares) and more individuals in class two have have $y_i = 1$ (i.e., turquoise triangles). When $w = 0$ in both classes around half of the individuals have $y_i = 1$, the other half $y_i = -1$, which means there is no difference between the two classes. Prediction results for this experiment are shown in Table 2.

Table 2: Prediction results on a randomly chosen test set of 50 individuals when $\lVert w \rVert$ is varied. For all models the regularization parameter $\lambda$ which corresponds to the best prediction result out of a range of parameters is chosen.

| model                  | $10^{-4}$ | $5 \times 10^{-3}$ | $10^{-2}$ | $10^{-1}$ |
|------------------------|-----------|---------------------|-----------|-----------|
| logistic reg.          | 48%       | 44%                 | 42%       | 52%       |
| log. reg. lat. class   | 48%       | 48%                 | 54%       | 42%       |
| social no lat. class   | 100%      | 100%                | 94%       | 68%       |
| social with lat. class | 100%      | 100%                | 94%       | 68%       |

5.2 Adolescent smoking

This example uses a dataset collected by [2]. This research program, known as the teenage friends and lifestyle study, has conducted a longitudinal survey of friendships and the emergence of the smoking habit (among other deviant behaviours) in teenage students across multiple schools in Glasgow, Scotland.

5.2.1 Dataset. Social graphs of 160 students (shown in Figure 5) within the same age range of 13-15 years is constructed following a survey of reciprocal friendship, with an edge placed among individuals $i$ and $j$ if individual $i$ and individual $j$ named each other friends. We included five variables into the feature vector $x_i$: age; gender; money: indicating how much pocket money the student had per month, in British pounds; romantic: indicating whether the student is in a romantic relationship; family smoking: indicating whether there were family members smoking at home. Notice that the feature vectors $x_i$ and the edges of the graph are different at different timestamps. The response variable $y$ represents the stated choice is whether a student smokes tobacco $(y_i = 1)$, otherwise $y_i = -1$.
We consider where in the first sum one ignores nodes in \( \bar{V} \) and their edges from the graph, disregarding data \( x_i \). However, here we empirically illustrate that it is preferable to keep nodes \( \bar{V} \), their edges and their coefficients \( b_i \) in the model and simply set their unrevealed choice to \( y_i = 0 \), \( \forall i \in \bar{V} \). The impact of this specification of the model on parameter estimation can be illustrated as follows. For example, for social logistic regression with \( K = 1 \) the maximum log-likelihood problem reduces to

\[
0^* := \arg\min_{\theta} \sum_{i \in \bar{V}} \log \left( 1 + e^{y_i b_i(x_i)} \right) + \lambda \sum_{(i,j) \in E} (b_i - b_j)^2,
\]

where in the first sum one ignores nodes in \( \bar{V} \), but maintains in the second sum their edges and coefficients \( b_i \).

Maintaining nodes with \( b_i \forall i \in \bar{V} \), and their edges in the graph correspond to additional regularization among nodes, since two nodes that are connected through a node with no observed choice are forced indirectly to have similar coefficients \( b_i \). It is particularly important in applications where there are strong reasons to believe that social influence is a significant factor driving the choice of the individuals. To provide further intuitions, consider a thought experiment of comparing the structure of the social graph before and after removing nodes in \( \bar{V} \) (shown yellow in Figure 5) and their edges. Our experiments suggest that maintaining the density of the graph helps avoiding overfitting and results in estimating models with more accurate out-of-sample predictions.

5.2.2 Missing labels. In practice one might have full observation of the graph structure, but not being able to observe choices \( y_i \) for each individual. Let us denote \( \bar{V} \) as the set of nodes for which one observes choices \( y_i \), and \( V^* \) as the set of nodes for which the choices are not revealed. One approach to model specification in this case would be to remove nodes \( \bar{V} \) and their edges from the graph, disregarding data \( x_i \). However, here we empirically illustrate that it is preferable to keep nodes \( \bar{V} \), their edges and their coefficients \( b_i \) in the model and simply set their unrevealed choice to \( y_i = 0 \), \( \forall i \in \bar{V} \). The impact of this specification of the model on parameter estimation can be illustrated as follows. For example, for social logistic regression with \( K = 1 \) the maximum log-likelihood problem reduces to

\[
0^* := \arg\min_{\theta} \sum_{i \in \bar{V}} \log \left( 1 + e^{y_i b_i(x_i)} \right) + \lambda \sum_{(i,j) \in E} (b_i - b_j)^2,
\]

where in the first sum one ignores nodes in \( \bar{V} \), but maintains in the second sum their edges and coefficients \( b_i \).

5.2.3 Models comparison. We measured predictions on this dataset and report here 3-fold cross validation results of four models: i) logistic regression; ii) latent class logistic regression; iii) social logistics regression, see Subsection 3.1; iv) social latent class logistics regression, see Subsection 3.2. Cross-validation process treats the removed nodes as nodes with missing labels, as described above. We consider \( K = 2 \) latent classes in this experiment. The prediction performance is shown in Tables 3-4.

5.2.4 Parameter visualization. We are going to illustrate how the specification of the proposed model allows in-depth exploration of the parameters to assist in making this type of conclusions. To that end, we are going to explore parameters \( b_{it} \) and class membership probabilities across the regularization path of hyper-parameter \( \lambda \).

The estimated class membership (probability of being in a given latent class) on the graph is shown in Figure 6. A visualization of estimated \( b_{it} \) for one latent class for several values of \( \lambda \) is shown in Figure 7. When \( \lambda = 0.1 \), smoking pattern begins to show across the graph, i.e., compare Figures 5b and 7b. Let us note that \( \lambda = 0.1 \) value corresponds to the best prediction accuracy in our experiments for the proposed social latent class logistic regression model for the smoke data at the end of the study (January 1997). This is because the social latent class logistic regression model is able to clearly distinguish a group of socially connected individuals within which the choice preferences towards smoking are higher.

When \( \lambda = 0.01 \), \( b_{it} \) are similar across the nodes, one the other hand, when \( \lambda = 0 \), \( b_{it} \) are not similar across the nodes. Although

---

**Table 3: Adolescent smoking prediction, February 1995**

| model                          | accuracy |
|-------------------------------|----------|
| logistics regression          | 81.1%    |
| latent class logistics regression | 78.9%  |
| social logistics regression   | 80.0%    |
| social latent class logistics regression | 82.2% |

**Table 4: Adolescent smoking prediction, January 1997**

| model                          | accuracy |
|-------------------------------|----------|
| logistics regression          | 68.5%    |
| latent class logistics regression | 72.1%  |
| social logistics regression   | 65.5%    |
| social latent class logistics regression | 77.1% |

---

Figure 5: Social graphs of student friendships and smoking behaviors within the 2 years period of the study.
this is counter-intuitive since the graph regularization favours similar \(b_{it}\) across nodes for large values of \(\lambda\), it is explained by the node and edge posterior distribution in the M-step which also controls regularization across nodes during the execution of the algorithm.

6 CONCLUSIONS AND FUTURE WORK

In this paper we introduced social graph regularization ideas into latent class discrete choice modeling. We have developed, implemented, and explored parameter estimation algorithms that allow parallel processing implementation for both E- and M-steps, benefiting from recent advances in distributed optimization based on ADMM methods. In experimental evaluation, we have focused on investigating the usefulness of the model in revealing and supporting hypothesis in studies where not only predictive performance (that was found to be highly competitive), but also understanding social influence is crucial. Our model can be directly applied to study social influence on revealed choices in large social graphs with rich node attributes (that are very rarely available in open access due to privacy issues).

Another promising direction for future work is as follows. With the recent work of [17], the specification we propose can accommodate decision functions of multiple layers \(L\) conditional on the latent class \(z_i \in [K]\), \(L > 1\) and \(K \geq 1\). Similarly to the “shallow” models specification, to incorporate social information we assume that the variables \(z_i\) are distributed based on an exponential family parametrized by the given graph, but for this extension we take into account multiple layers, introducing non-linearity in choice dependency on \(x_i\). In particular, we assume that

\[
P(z_i|b) \propto \prod_{(i,j) \in E} \exp\left(-\lambda \sum_{l=1}^{L} (b_{itl} - b_{jtl})^2 \mathbf{1}(z_i = z_j = t)\right),
\]

where \(b\) represents the collection of coefficients \(b_{itl}\) \(\forall i, t, l\). The graphical representation of this model is shown in Figure 8. The major differences and an advantage of the deep social choice model over the social latent class logistic regression model introduced in Subsection 3.2 is the non-linearity of the decision \(y_{it}\) in (1). As shown in Figure 8, the structure of the graphical model remains the same, except for that the additional layers result in an increasing the number of \(b\) and \(W\) coefficients that needs to be estimated using a maximum likelihood and the Monte Carlo expectation-maximization algorithm. In the M-step, one has to introduce copies of \(W\) and \(b\) for each layer in order to make the objective function separable [17]).

7 APPENDIX

7.1 Negative expected log-likelihood in Eq. (4)

We denote with \(g(z) = P(z|y, x; \theta)\) the posterior distribution, with \(\sum_z\) the sum over all latent variables \(z\), and \(\theta\) represents the collection of parameters \(W\) and \(b\). Let \(\mathbf{1}(z_i = t)\) be the indicator function, which is equal to 1 if \(z_i = t\). We assume that latent variables follow the following distribution:

\[
P(z_i|b) \propto \prod_{(i,j) \in E} \exp\left(-\lambda \sum_{l=1}^{L} (b_{itl} - b_{jtl})^2 \mathbf{1}(z_i = z_j = t)\right),
\]

and

\[
P(y_i|x_i, z_i = t, \theta) = \frac{1}{1 + e^{-y_i b_i(x_i)}},
\]

(7)
where $h_{it}(x_i) = W_{iT}^T x_i + b_{it}$. The derivation of the expected log-likelihood is shown below.

$$\tilde{Q}(\theta; x, y) := \sum_z q(z) \log P(y, z; x; \theta)$$

$$= \frac{1}{K} \sum_z q(z) \log \left( \prod_{i \in V} \sum_{t=1}^K P(y_i|x_i, z_i = t, \theta) \right)$$

$$= \frac{1}{K} \sum_{i \in V} \sum_{z} q(z) \log \left( \sum_{t=1}^K P(y_i|x_i, z_i = t, \theta) \right)$$

$$= \lambda \sum_{i \in V} \sum_{(i,j) \in E} \sum_{t=1}^K (b_{it} - b_{jt})^2 \log \frac{P(y_i|x_i, z_i = t, \theta)}{q(z)}$$

$$- \lambda \sum_{(i,j) \in E} \sum_{t=1}^K (b_{it} - b_{jt})^2 \log (q(z))$$

We can exchange the sequence of log and $\sum_{i=1}^K$ because each node can only be in one class, thus we have

$$\tilde{Q}(\theta; x, y) = \sum_{i \in V} \sum_{z} q(z) \sum_{t=1}^K (1(z_i = t)) \log P(y_i|x_i, z_i = t; \theta)$$

$$- \sum_{z} q(z) \sum_{(i,j) \in E} \sum_{t=1}^K (b_{it} - b_{jt})^2 \log (q(z))$$

Let’s write the summation over $z$ inside the summation over vertices and the summation over latent variables

$$\tilde{Q}(\theta; x, y) = \sum_{i \in V} \sum_{t=1}^K \sum_{z} q(z) \log P(y_i|x_i, z_i = t; \theta)$$

$$- \lambda \sum_{(i,j) \in E} \sum_{t=1}^K \sum_{z} q(z) (b_{it} - b_{jt})^2 \log (q(z))$$

and then we get the marginal probabilities

$$\tilde{Q}(\theta; x, y) = \sum_{i \in V} \sum_{t=1}^K \log (P(y_i|x_i, z_i = t, \theta)) \sum_{z} q(z) \log (q(z))$$

$$- \lambda \sum_{(i,j) \in E} \sum_{t=1}^K (b_{it} - b_{jt})^2 \sum_{z} q(z) \log (q(z))$$

Using (7) and multiplying by minus equation $\tilde{Q}(\theta; x, y)$ we get the negative expected log-likelihood function in (4).