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Abstract

We present a cross-modal Transformer-based framework, which jointly encodes video data and text labels for zero-shot action recognition (ZSAR). Our model employs a conceptually new pipeline by which visual representations are learned in conjunction with visual-semantic associations in an end-to-end manner. The model design provides a natural mechanism for visual and semantic representations to be learned in a shared knowledge space, whereby it encourages the learned visual embedding to be discriminative and more semantically consistent. In zero-shot inference, we devise a simple semantic transfer scheme that embeds semantic relatedness information between seen and unseen classes to composite unseen visual prototypes. Accordingly, the discriminative features in the visual structure could be preserved and exploited to alleviate the typical zero-shot issues of information loss, semantic gap, and the hubness problem. Under a rigorous zero-shot setting of not pretraining on additional datasets, the experiment results show our model considerably improves upon the state of the arts in ZSAR, reaching encouraging top-1 accuracy on UCF101, HMDB51, and ActivityNet benchmark datasets. Code will be made available.1

1. Introduction

Action recognition with supervised training is highly successful [9, 22, 36, 58, 59, 65], e.g., AssemblyNet++ [52] and X3D [17]. In comparison, zero-shot action recognition (ZSAR) generally lags behind because it requires a model to make meaningful inferences about unseen concepts, given only the data provided from seen training concepts and additional high-level semantic label information [55]. Addressing the general zero-shot challenges, e.g., distribution shift and semantic gap, recent ZSAR methods mainly exploit visual features extracted from off-the-shelf pretrained action recognition models and focus on studying a more robust visual-to-semantic mapping or learning a joint embed-

---

1 https://github.com/microsoft/ResT
to a certain extent [46, 70]. This affects the knowledge transferability from seen classes to unseen classes. Besides, as the projection is performed in high-dimensional embedding spaces, there inevitably exists the hubness problem [35, 49, 69], whereby some class prototypes appear to be the nearest neighbors of many irrelevant test instances.

The question is, how can the visual and semantic spaces be bridged, while at the same time maintaining the visual discrimination for an effective knowledge transfer?

In this paper, we study an end-to-end trainable cross-modal framework, named ResT (ResNet-Transformer). ResT is able to associate both visual and semantic spaces, while preserving the descriptive and discriminative information implied in the visual embedding space. Considering the essence of ZSAR, we frame the problem in two ways: (1) Instead of using pretrained feature extractors, we attach a vanilla non-pretrained ResNet module to the Transformer to extract visual features, which is to ensure that no prior knowledge of unseen classes is acquired during training. (2) Contrary to normal practice, we integrate the learning of visual representations and visual-semantic associations into the same unified architecture. This model design provides a natural mechanism for visual and semantic representations to be learned in a shared knowledge space, which can bridge the semantic gap and encourage the learned visual embedding to be discriminative and more semantically consistent.

Considering the disconnection among source and target domains, which makes great difficulty in inferring their relationships via a coarse one-on-one nearest neighbor matching, we develop a simple semantic transfer scheme for zero-shot inference. The idea is to leverage the visual-semantic associations in ResT and to composite a visual prototype for each unseen class by embedding a combination of relevant information. Specifically, in light of the observations that human activities (e.g., play basketball) are composed of a series of simple actions (e.g., run, pass, jump and shoot) or are related to a set of partial elements of other complex activities, we posit that actions are implicitly compositional [1, 23, 38]. The semantic transfer scheme is thus formulated as a subgraph selection, based on the semantic relatedness distances of seen and unseen labels, to composite the visual prototype of each unseen class in visual space for the ZSAR task. With the transfer scheme, because the visual representations are not projected onto other spaces, the hubness problem is alleviated, and the visual distinction is preserved. Accordingly, the framework achieves good expandability in various unseen domains.

The present work follows a stricter, but more realistic zero-shot setting proposed by [5], where the set of training classes that overlap with test data are removed by a similarity threshold. The model is trained from scratch with random initial weights on one dataset and tested on three disjointed target datasets. No pre-training on auxiliary datasets is performed to ensure no prior knowledge of unseen classes acquired during training. Our approach employs the inductive configuration [4, 5, 24, 37, 69], where the test data is entirely unknown during training.

The main contributions of this paper are:

- Our approach, based on the described cross-modal framework, bridges the visual and semantic spaces while still maintaining the visual discrimination for an effective knowledge transfer. With a single trained model on the Kinetics dataset, our framework establishes new state-of-the-art ZSAR results on UCF101 [53], HMDB51 [32], and ActivityNet [7] benchmarks.

- We develop a simple yet effective semantic transfer scheme to composite unseen visual prototypes, with which ZSAR could be realized in the visual space to alleviate information loss and the hubness problem.

- Our approach has three nice properties: first, it is end-to-end trainable; second, it achieves a good accuracy–complexity trade-off; third, it offers the flexibility of utilizing different feature encoder backbones and is capable of cooperating with concurrent pretrained models for generalization.

2. Related Work

Visual and Semantic Association. In ZSAR, the visual-semantic mapping can be generally summarized in three main approaches.

First, a wide range of methods [19, 21, 41, 42, 47, 61–64, 68, 73] employ an indirect semantic–visual mapping. Both visual and semantic embeddings are projected onto a common intermediate space, and ZSAR is performed in the space. Wang and Chen [62] propose a two-stage framework to learn a latent embedding space and embed the semantic representations of unseen-class labels onto it via the guidance of the landmarks. Recently, Chen and Huang [10] recommend a method with human involvements to construct Elaborative Descriptions sentences from action class names using Wikipedia and Dictionary, and generate Elaborative Concepts of the objects in videos using WordNet. The method uses the BiT model [31] pretrained on ImageNet21k [13] to predict object probabilities, and leverages objects involved in seen and unseen classes for ZSAR.

Second, instead of indirect mapping, many methods [2, 4, 5, 24, 30, 33, 66, 67] have been proposed to project visual features into semantic embedding space and perform classifications directly in that space. Brattoli et al., [5] propose an end-to-end method that jointly optimizes the visual embeddings acquired by C3D or R(2+1)D [59] architectures and the semantic embeddings computed by the Word2Vec function. Third, the reverse mapping from semantic to visual embeddings is another option [37, 69] to alleviate the
hubness problem. Zhang and Peng [69] propose to model the joint distribution over high-level video features and semantic knowledge via the Generative Adversarial Network (GAN), in which seen-to-unseen correlation is embedded to synthesize video features of unseen categories. Mandal et al. [37] adapt the conditional Wasserstein GAN with additional loss terms to synthesize unseen features for training an out-of-distribution detector. Unlike prior work using class labels to synthesize visual features via GANs, our model leverages the learned visual representations of seen classes to construct the unseen visual prototypes.

**Transformer Architecture.** Transformer architectures have shown exemplary performance on a wide range of applications, e.g., image recognition [15, 57], object detection [8, 11, 72], and visual-language tasks [18, 26, 50, 54]. Among the models, the most popular ones include ViT [15], VideoBERT [54], VIVO [26], and CLIP [48]. Based on a contrastive approach to learning image representations from texts, CLIP achieves amazing zero-shot transfer capabilities on many downstream tasks. CLIP is trained on a large corpus of 400 million image-text pairs. It takes 18 days to train a CLIP model with ResNet backbone on 592 units of V100 GPUs. In contrast, our model is trained from scratch on the Kinetics dataset, which consists of around 500 thousand clips. This underlines the differences in the scale of the CLIP and the proposed method. We aim to showcase the extensibility of a model trained on a dataset with limited data points to multiple disjointed test datasets.

3. Model

The conceptual diagram of our framework is shown in Figure 2. ResT consists of a primary task and an auxiliary task. To learn discriminative visual representations, the primary task is trained under action classification without semantic cues. This task is modality-specific, without cross-talk through attention between two modalities (described in Section 3.2.2). The goal is to learn richer and structure-preserving visual embeddings for effective knowledge transfer. The auxiliary task performs masked language modeling with visual cues. For a given pair of video data and text labels in the training dataset, this task aims to take both modalities into account to predict a masked class label. This task drives the network to align the visual and semantic content (described in Section 3.2.3). Together, the joint objective enables the model to produce more semantically consistent visual representations.

After the training, with a simple semantic transfer scheme, we use the prototypes of the seen classes to composite visual prototypes of the unseen classes in the learned visual space by reflecting their semantic relatedness in the semantic label embedding space. During testing, as the visual representation learning task is modality-specific, the model could take a new observation with a single modality input (video data) to produce its visual representation. The representation is then classified with the nearest neighbor search by evaluating its distance to the unseen visual prototypes.

![Figure 2. Summary of the framework.](image)

The conceptual diagram of our framework is shown in Figure 2. At the training stage, ResT jointly encodes video-text pairs in a single cross-modal Transformer to learn discriminative and more semantically consistent visual representations. At inference, the semantic transfer scheme embeds the semantic relatedness information between seen and unseen class labels to composite unseen visual prototypes. The model then takes a new observation with a single-modality input (unseen video) to produce its visual representation for zero-shot action classification. (Best viewed in color).

Let $S = \{v_i^s, y_i^s|v \in V, y \in L^s\}$ be the training set for seen classes, where $v_i^s$ is a video instance in $V$ and $y_i^s$ is the class label in $L^s = \{l_1^s, ..., l_k^s\}$ with $k$ seen classes. Given the set $S$, we train a model $P$ to learn visual representations $\{x_1, ..., x_N\} \in X$, where $x_i \in \mathbb{R}^D$ denotes the $D$-dimension embedding in $X$. Let $L^u = \{l_1^u, ..., l_u^u\}$ be a set of $u$ unseen class labels. $L^u \cap L^s = \emptyset$. In addition, $\Xi' = \{\xi_1^u, ..., \xi_u^u\}$ and
Similarly, \( \Xi^u = \{ \xi^u_1, ..., \xi^u_M \} \) denote two sets of semantic embeddings corresponding to \( L^u \) and \( L^u \). Given a testing video instance \( v^t_j \), the ZSAR problem is to estimate its label \( y^t_j \in L^u \).

### 3.2. ResT Model Formulation

Our model consists of a frame-level feature encoder \( \mathcal{F} \) and a cross-modal transformer \( \mathcal{T} \). We use a vanilla 2D ResNet [25] as a base network to extract visual features because 2D models are typically more efficient than 3D models in terms of memory and runtime. The outputs of frame features are fed into the transformer network. To keep ResT computationally efficient, we take the flattened global features after the last average pooling layer in \( \mathcal{T} \) as the visual features, which has been shown to work reasonably well on video understanding tasks [60]. To ensure the restriction of zero-shot setting is preserved, both feature encoder \( \mathcal{F} \) and transformer \( \mathcal{T} \) are initialized with random weights. During the training, both \( \mathcal{F} \) and \( \mathcal{T} \) are optimized together.

#### 3.2.1 Model inputs

ResT takes a video-text pair \((I, S)\) as an input, where \( I \) is a sequence of \( \mathcal{T} \) sampled frames \( \{I_1, I_2, ..., I_T\} \) in a video and \( S \) is the corresponding action label text. For a frame \( I_t \) sampled at time \( t \) in a video \( v \), frame-level features \( r_t \) are extracted by the feature extractor, where \( r_t \in \mathbb{R}^p \) is a \( p \)-dimension vector. The cross-modal transformer \( \mathcal{T} \) takes \((r, w)\) pairs as inputs, where \( r = \{r_1, r_2, ..., r_T\} \) is the set of frame feature vectors and \( w = \{w_1, ..., w_N_c\} \) is the sequence of word embeddings of the corresponding class label \( S \) with \( N_c \) number of words.

The transformer uses a constant dimension, \( D \), through all layers. To ensure that both of the visual and word embeddings have the same dimension, a trainable linear projection layer is added to map each visual feature \( r_t \) to the model dimension \( D \). The sequence of the input features \( z_0 \) to the transformer has the form: \( z_0 = [CLS], r, w \), where a special token \([CLS] = z_0^0\) is prepended to the sequence of input for visual representation learning in 3.2.2.

#### 3.2.2 Visual representation learning

The primary task in ResT is to perform video classification without semantic clues. We incorporate a feature aggregator and a classifier into the final layer of the transformer to predict which action class the visual representation belongs to. Given a training dataset, this task is to train a model \( P \) to learn the visual representation \( x = P(z_0) \) with only visual cue \( r \). Our transformer consists of \( L \) layers. We denote \( z_L \) as the output of \( L \)-th layers and \( ATT \) as the attention mask.

To exploit all possible temporal relationships, all visual feature tokens are used with bidirectional attention to jointly encode all visual features together \((ATT(r_h, r_k) = 1, \forall r_h, r_k)\). As every visual feature token is able to attend to all other visual feature tokens, the model could leverage both long-term and short-term temporal relationships to learn a better representation. In addition, we set all visual features not to attend to any of the word tokens \( ATT(r_h, w_k) = 0, \forall r_h, w_k \). This is to encourage the model to dedicate itself to learning the visual representations and prevent the model from behaving unexpectedly when label text input is not available during testing.

Because a transformer encoder creates an embedding for each of its feature inputs, we add a 1-hidden-layer MLP, \( f(\cdot) \), as a classification head to the output of the special token \([CLS] \), \( z_L^0 \), to obtain a unique visual representation. The classification head, \( f(\cdot) \), is used to predict the final video classes with Softmax cross-entropy loss: \( L_{cls} = -\log p(y_f | f(x)) \). Only \( z_L^0 \) is used for classification during training, which forces the embedding of the \([CLS]\) token to aggregate and contextualize all frame-level feature embeddings. \( z_L^0 \) serves as a video representation \( x \).

#### 3.2.3 Visual-semantic association

The auxiliary task in ResT performs masked language modeling with visual cues. Given a pair of input \((r, w)\), this task attends over both modalities to predict the masked tokens, reconstructing the corresponding class label. As illustrated in Figure 1, unlike visual tokens that attend to visual tokens only, word tokens attend to all visual and word tokens on their left side. The task is designed to align visual-semantic concepts and serve as a bridge to connect the visual and semantic spaces.

We apply the Masked Token Loss (MTL) to the discrete token sequence \( w \) for training. This is similar to the standard task of Masked Language Modeling (MLM) in BERT [14]. Each input token in \( w \) is masked at random with a probability of 15%, but the minimum number of masked tokens is set to one to ensure MLM takes part in each iteration. The masked one, \( w_{\alpha} \), is replaced with a special token \([MASK]\). The objective of the training is to predict these masked tokens based on their surrounding word tokens \( w_{\alpha} \) and all visual feature tokens \( r \) by minimizing the negative log-likelihood: \( L_{mtl} = -\log p(w_{\alpha} | w_{\alpha} , r) \). This task leads the model to grasp the dependencies between visual and semantic contents, thus driving the network to align the visual and semantic concepts.

#### 3.2.4 Training

The loss of \( L_{cls} \) is used to guide the model in learning discriminative visual representations, and the loss of \( L_{mtl} \) is used to associate visual and semantic representations. By optimizing both loss functions in the same network, the model is trained to learn a more semantically consistent visual representation. The final training objective is the sum of both losses: \( L = L_{cls} + \omega_{mtl} \cdot L_{mtl} \), where \( \omega_{mtl} \) is the weighting of \( L_{mtl} \).
3.3. Zero-shot Action Recognition

After the training, we generate a visual prototype \( \varphi^u_i \) for each seen class \( l^s_i \): \( \varphi^u_i = \frac{1}{N^s_i} \sum_{q=1}^{N^s_i} x^q_{i} \), \( i = 1, \ldots, k \), where \( x^q_{i} \) is \( q \)th visual representation of seen class \( l^s_i \), and \( N^s_i \) is the total number of videos in the seen class \( l^s_i \).

### 3.3.1 Semantic relatedness transfer

![Figure 3. The examples of semantic relatedness matrix and binary adjacency matrix](image)

Given a set of \( y \) unseen class labels \( L^u = \{ l^u_1, \ldots, l^u_y \} \) and \( k \) seen class labels \( L^s = \{ l^s_1, \ldots, l^s_k \} \) with their corresponding semantic embeddings \( \Xi^u = \{ \xi^u_1, \ldots, \xi^u_y \} \) and \( \Xi^s = \{ \xi^s_1, \ldots, \xi^s_k \} \) where \( L^u \cap L^s = \emptyset \), our task is to link the best sets of the seen labels \( L^s \) to the unseen labels \( L^u \) subject to a set of constraints, such that we could obtain representative and distinctive composite visual prototypes for the unseen classes. This task can be formulated as a subgraph selection problem. Each class label represents a node. In this problem, for each of the unseen class nodes, we aim to construct a subgraph with possibly different sets of edges to the seen class nodes.

We first construct a semantic relatedness matrix \( M \in \mathbb{R}^{y \times k} \) for each seen class \( l^s_i \) and the seen class \( l^s_i \) are connected. We formulate this problem of subgraph selection as below. The goal is to find the assignments to the variables \( a_{j,i} \) in \( A \), which maximizes the objective function, with the space of the solutions bounded by a set of linear constraints.

\[
\begin{align*}
\arg \max & \sum \mathbf{M} \odot \mathbf{A} \\
\text{s.t.} & a_{j,i} \leq \exists l^s_i \in \mathbb{N}_y, \\
& a_{j,i} \leq \mathcal{N}(j,i), \\
& \sum_j a_{j,i} \leq \rho,
\end{align*}
\]

where \( \odot \) represents the element-wise multiplication; \( 1 \) is an index function; \( \mathbb{N}_y \) denotes \( l^u_j \)’s \( K \)-nearest neighbors according to a distance function \( 1 - m_{j,i}; \mathcal{N}(j,i) \) is used to impose a relative distance constraint; \( \rho \) is a threshold. We define \( \mathcal{N}(j,i) \) as:

\[
\mathcal{N}(j,i) = \begin{cases} 
1, & \text{otherwise} \\
0, & \min_{k \neq j} (1 - m_{k,i}) \leq \theta,
\end{cases}
\]

where \( \theta \) is a threshold. With the constraint in Eq. 2, only relatively close-related nodes are considered. Eq. 3 and Eq. 4 together promote the composited visual prototypes of unseen classes to be distinctive from one another.

We use an Integer Programming (IP) [12] to perform our search. With the IP solution \( \hat{A} \), each row in \( \hat{A} \) corresponds to an optimal subgraph. Specifically, in the \( j \)th row, all of the seen class \( l^s_i \) with \( a_{j,i} = 1 \) are selected to composite the visual prototype of the unseen class \( \hat{\varphi}^u_j \). To preserve the semantic relatedness, \( \hat{\varphi}^u_j \) is calculated as follows:

\[
\hat{\varphi}^u_j = \frac{1}{\sum a_{j,i} \cdot m_{j,i}} \sum_{i=1}^{k} a_{j,i} \cdot m_{j,i} \cdot \varphi^u_i.
\]

We follow a common protocol to compute the semantic embeddings of class labels [5, 51]. Given a class label with \( N_c \) words \( c_1, \ldots, c_{N_c} \), we adopt Word2Vec [40] to calculate the semantic embeddings \( \xi \) of the class \( j \) by averaging the word vectors to obtain a single fixed-size embedding vector:

\[
\xi_j = \frac{1}{N_c} \sum_{k=1}^{N_c} w_{2\nu}(c_k) \in \mathbb{R}^{100}.
\]

### 3.3.2 Zero-shot evaluation

With \( \{ \hat{\varphi}^u_j \} \), we can now perform the ZSAR in the learned space. For any unseen video instance \( v^u \), we first input \( r^u \) into the learned model \( P \) to extract its visual representation \( x^u = P(z^u_0) \), where \( z^u_0 \) = [CLS], \( r^u \), [MASK]. The zero-shot recognition of \( v^u \) is achieved by evaluating its distance to the composite visual representations of the unseen classes. We assign the unseen label \( y^u \in L^u \) to the unseen video instance \( v^u \) as follows: \( y^u = \arg \min_j d(x^u, \hat{\varphi}^u_j) \), where \( d(\cdot) \) denotes cosine distance.
4. Experiments

4.1. Experimental Setup

Datasets and training/evaluation protocol. We train our model on the Kinetics dataset [28] and perform evaluations on three action recognition models: UCF101 [53], HMDB51 [32], and ActivityNet [7]. For a fair comparison, we adopt the same protocol introduced in [5] to remove a source category if its label is semantically identical to one of the target categories by a similarity threshold. This results in a subset of Kinetics 700 with 664 classes when classes are removed with respect to UCF or HMDB, and a subset of 605 classes considering UCF ∪ HMDB ∪ ActivityNet [5]. We refer the reader to the E2E [5] paper for the detailed procedure. Our models are only trained once on the Kinetics dataset, without additional training on 50% of the target datasets. In the 0/50 (seen/unseen) split, we randomly select half classes from the test dataset, randomly generate 10 datasets. In the 0/100 (seen/unseen) split, we randomly select half classes from the test dataset, randomly generate 10 splits and report the averaged results.

Implementation details. We sample $T$ frames with stride 6 as a clip from each video at a random start time. Each frame is randomly cropped to a $224 \times 224$ patch. We design three models, named ResT_18, ResT_34, and ResT_101, where we replace the backbone of feature encoder $F$ with ResNet-18 (512D), ResNet-34 (512D), and ResNet-101 (2048D). To maintain a similar magnitude of computation complexity, the corresponding sampled frames for three models are 16, 8, and 4 frames. We use one clip for training and 25 clips for testing per video. The transformer in ResT consists of 12 layers with a hidden size of 768D.

All our models are trained from scratch with random initial weights. We observe that directly optimizing the tasks in the encoder $F$ and the transformer $T$ with randomly initialized weights is not effective. Thus, we divide the training process into two stages: warm-up and joint-training. For the warm-up, we train only $F$ for 150 epochs using SGD with a learning rate of 0.01 and weight decay of 0.0001. Then the whole pipeline is jointly trained for 50 epochs using AdamW with a learning rate of 0.00015 and weight decay of 0.005. The cosine learning rate scheduler is used on both stages. All experiments are performed on the Nvidia Tesla V100 GPUs. The mini-batch size is 16 clips per GPU. To train ResT focusing on visual representation learning, we set the MTL loss weight, $\omega_{mtl}$, to 0.5. For semantic relatedness transfer, the coefficients ($\theta$, $K$, $\rho$) are obtained with 5-fold cross-validation on the training class labels.

4.2. Main Results

We compare our approach with recent state-of-the-art inductive ZSAR methods. The experimental results on 50% class split, summarized in Table 1, show that our approach is competitive among these leading methods, achieving 54.7% and 39.3% top-1 accuracy on UCF101 and HMDB51 with

| Method | Pre VE1 | SE | UCF101 | HMDB51 |
|--------|---------|----|--------|--------|
| GA [42], WACV18 | C3D [58] | W $1^1$ | 17.3 ± 1.1 | 19.3 ± 2.1 |
| TARN [4], BMVC19 | C3D [58] | A $1^1$ | 15.3 ± 2.2 | 20.3 ± 3.1 |
| CEWGAN [37], CVPR19 | 1D3 [9] | W | 26.9 ± 2.8 | 30.2 ± 2.7 |
| TS-GCN [19], AAAI19 | Obj $1^3$ | W | 34.2 ± 3.1 | 32.3 ± 5.0 |
| PS-GNN [20], PMH20 | Obj $1^3$ | W | 36.1 ± 4.8 | 25.9 ± 4.1 |
| E2E-C3D [5], CVPR20 | None | W | 43.8 | 24.7 |
| E2E_R(2+1)D [5] | None | W | 48.0 | 32.7 |
| DASZL [29], AAAI21 | TSM [36] | A | 48.9 ± 5.8 | 35.3 ± 4.6 |
| ER [10], ICCV21 | S+ Obj $1^4$ | ED$1^1$ | 51.8 ± 2.9 | 35.3 ± 4.6 |

1 Visual embedding obtained by pretrained models (Pre VE); Semantic embedding (SE); Objects (Obj); Spatial features (S); Word embedding (W); Attributes (A); Elaborated descriptions by Wiki/Diction/WordNet (ED).

Table 1. Comparison with recent state-of-the-art on the 50% classes of UCF101 and HMDB51. The results are top-1 (%) with mean and standard deviation evaluated on inductive setting.

We train our framework, which is designed to exploit visual discriminability transfer, the coefficients ($\theta$, $K$, $\rho$) are obtained with a BiT model of E2E, E2E+PS-GNN [20], PAMI20 Obj $1^3$, PS-GNN [20], PAMI20 Obj $1^3$.

We train our framework, which is designed to exploit visual discriminability transfer, the coefficients ($\theta$, $K$, $\rho$) are obtained with a BiT model of E2E, E2E+PS-GNN [20], PAMI20 Obj $1^3$, PS-GNN [20], PAMI20 Obj $1^3$.

Table 2. Comparison with E2E [5] on all test classes (0/100) in UCF101, HMDB51, and ActivityNet datasets.

| Method | UCF101 | HMDB51 | ActivityNet |
|-------|--------|--------|-------------|
| 0/50  | 0/100  | 0/50   | 0/100       |
| E2E_R(2+1)D [5] | 44.1 | 35.3 | 29.8 | 24.8 |
| ResT_18 | 50.9 | 41.2 | 37.6 | 30.6 |
| ResT_101 | 55.9 | 46.7 | 40.8 | 34.4 |

1 Both methods train on a subset of Kinetics with 605 classes. The subset is the result of removing all the classes whose distance to any class in UCF101 ∪ HMDB51 ∪ ActivityNet is smaller than a threshold.

ResT_18. We attribute the considerable gain in accuracy to the reduced information loss in our unified cross-modal framework, which is designed to exploit visual discriminabilities for effective knowledge transfer. The last two sets of results demonstrate that the performance could be further improved with deeper networks while keeping similar computational complexity in GFLOPs (shown in the ablations).

Due to the domain shift issue, few studies have explored the more realistic cross dataset configuration, where the model is trained on one independent dataset and is evaluated on other disjoint datasets. As both E2E [5] and the proposed method adopt this configuration, we are able to perform further comparisons on 0/100 (seen/unseen) full dataset test. In Table 2, we compare our models with the best-performing model of E2E, E2E_R(2+1)D. Overall, our baseline ResT_18 achieves noticeable improvements on three datasets (e.g., 5.9% absolute gains in top-1 accuracy on 0/100 UCF101).

Next, we visualize a random subset of testing video in-
For a controlled evaluation, unless noted otherwise, the ablation results are performed using the same training recipe with randomly initialized weights in ResT\textsubscript{18} (Kinetics 664) model on the UCF101 dataset.


\textbf{Importance of the Transformer architecture.}\ We first replace the Transformer with RNN and LSTM architectures to validate the rationale of choosing a Transformer as our main architecture. In the experiment with a single RNN/LSTM architecture taking both modalities, we observe the models converge to a trivial solution as the models rely on text modality for classifying actions. Thus, we experiment with a two-stream approach [70]. Table 3(a) shows that the RNN/LSTM models perform substantially worse than the Transformer model. The difference is that, when compared to RNN/LSTM, a great advantage in Transformer architecture for our task is the controllable attention mechanism $\text{ATT}(\cdot)$ and the special token $[\text{CLS}]$. Controlling the amount of information obtained through the attention and from the specific tokens, our model design encourages the visual and semantic representations to be learned in a shared knowledge space while still preserving visual distinctions.

\textbf{Impact of CLS and MLM components.}\ The ResT consists of two major components: classification (CLS) and masked language modeling (MLM). To evaluate the importance of each component, we train several models, turning them on and off. The proposed transfer scheme is not applicable to CLS-only or MLM-only models as two spaces are not associated. In the evaluation, a seen label $\tilde{y}^u$ is first assigned to unseen $\tilde{y}^v$ by a cosine distance, and ZSAR is then performed by the nearest neighbor (NN) search between seen $\tilde{y}^u$ and unseen $\{y^v\}$. Table 3(b) shows that CLS-only and MLM-only models obtain inferior results. The auxiliary MLM is served as a bridge to align semantic and visual concepts. It is designed not to directly involve in the video classification task. Although the direct benefit from MLM is modest, the inclusion of MLM is essential because it relates two spaces and enables the application of the transfer scheme. Consequently, the framework could exploit the visual capacity to a greater extent. The last row shows that our design choices of CLS, MLM, and transfer improve results and lead to higher Top-1 scores.

\textbf{Attention mechanism.}\ The way contextual information is explored via the attention mechanism is a key factor of the proposed method. To validate our design choice, we experiment with a version of ResT\textsubscript{18} with cross-modality atten-
tion in both CLS and MLM, where both visual and word tokens attend to visual and text contexts. In Table 3(c), We notice it leads to substantial performance degradation. After 20 epochs, the training accuracy reaches 100%. This is because CLS relies solely on semantic cues for the classification task, making it fail to learn informative visual representations. The benefit of single-modality attention in CLS is that the task is constrained in the same modality, rather than absorbing the complementary information from the other modality. It also prevents the model from performing unexpectedly when it takes only a single-modality video input during inference.

Performance of different feature encoder backbones. We experiment with variants, replacing the ResNet feature encoder with different 2D/3D CNN backbones: VGG16, MobileNetV2, GoogleNet and R(2+1)D. No pretrained weights are used in all variants. Table 4(a) reports the computational complexity and accuracy evaluated on 25 clips. Among the 2D backbones, the model with MobileNetV2 achieves reasonable accuracy while using much less computation cost. We can observe that the model with a 3D CNN backbone (R(2+1)D) achieves higher accuracy at the cost of higher computational complexity.

Accuracy-complexity trade-off. Table 4(b) compares the accuracy and computation cost with respect to different numbers of clips in inference. The results of another end-to-end training method, E2E R(2+1)D, and the SOTA, ER [10], are included for reference. At inference, we randomly sample $N_c$ clips (e.g., $N_c$=1 and 25) from each video and average these $N_c$ clip predictions to obtain the final results. The result shows that using one clip in ResT, 18 is only within 1% loss in accuracy compared to using 25 clips. We hypothesize that, with discriminative visual information, one clip might contain sufficient information for recognizing actions. We also study the effect of using fewer frames for training. As stated in implementation details, to achieve computational efficiency, the number of frames sampled for training and testing in ResT_18, ResT_34, and ResT_101 are 16, 8, and 4 frames. In Table 4(b), we observe that training on a deeper network with fewer frames gives a better trade-off between computation cost and accuracy.

ZSAR in different spaces. In this experiment, we disable the transfer scheme and map each representation of unseen instance to the semantic space using different word embedding approaches (e.g., Word2Vec, GloVe [44], Sent2Vec [43]). We also evaluate the proposed semantic transfer scheme using different word embeddings to perform ZSAR in the visual space. As shown in Table 5, it can be seen that the classification accuracy in the semantic space is noticeably lower than that in the visual space. This could be due to the information loss in the mapping process. The semantic information is generally incomplete and less discriminative; thus, the model’s generalization capability is constrained.

In contrast, our model achieves consistently higher accuracy with the proposed semantic transfer scheme using different word embeddings. We hypothesize that it is mostly because the discriminative property in the visual space is substantial. Also, because the design of the transfer scheme is to embed a combination of the most representative and distinctive information, the proposed framework is thus less prone to the hubness problem and the bias with NN search.

Generalization. While we propose a framework in which the model is not pretrained on additional datasets, the proposed model is flexible and capable of cooperating with other pretrained models. In this experiment, instead of integrating a ResNet module to encode visual features, we consider three cases to showcase the generalization of the proposed framework: (i) take pretrained visual features by a C3D model; (ii) integrate a pretrained C3D module and perform end-to-end training with our model; (iii) take pretrained object features [3]. In Table 6, the first two rows of results show our model is able to cooperate with concurrent models, and the end-to-end training allows our model to finetune task-specific features for performance enhancement. For example, compared to directly taking pretrained C3D features, incorporating the pretrained C3D model to train end-to-end with our model boosts the top-1 accuracy on UCF from 40.5% to 52.7%. In the object experiments, considering some unseen classes (e.g., “balance beam”) are simply named for primary objects in videos, we only take object features into the model, but not object labels. This is to prevent the model achieving high accuracy by matching object names instead of recognizing actions. Table 6 shows that our model is able to handle contextual information in object features and make the classification of actions relatively effective. In sum, beyond the proposed e2e training scheme, it is also suitable to adopt our framework to explore other ZSAR solutions. More details and our limitations are discussed in the supplementary.

5. Conclusions

We have explored a cross-modal transformer-based framework that could establish effective knowledge transfer for the ZSAR task, where the distributional shift, semantic gap, and hubness problem exist and affect the way by which many heretofore existing methods perform. The competitiveness of our method on three benchmark datasets suggests that preserving the discriminative capacity in the visual embedding space can be a core factor for success in ZSAR. Comprehensive ablation studies indicate several key factors and advantages of the proposed model, including Transformer model design, computational efficiency, and flexibility of e2e training with various feature encoder backbones. Further, the proposed model is capable of cooperating with concurrent pretrained models for generalization.
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