Effects of a phase transition on two-pion interferometry in heavy-ion collisions at $\sqrt{s_{NN}} = 2.4 - 7.7$ GeV
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Hanbury-Brown-Twiss (HBT) correlations for charged pions in central Au+Au collisions at $\sqrt{s_{NN}} = 2.4 - 7.7$ GeV (corresponding to beam kinetic energies in the fixed target frame from $E_{lab} = 1.23$ to 30 GeV/nucleon) are calculated using the UrQMD model with different equations of state. The effects of a phase transition at high baryon densities is clearly observed in the HBT radii, $R_O/R_S$ and $R_O^2 - R_S^2$, in the investigated energy region favors a relatively stiff equation of state at low beam energies which then turns into a soft equation of state at high collision energies consistent with astrophysical constraints on the high density equation of state of QCD. The specific effects of two different phase transition scenarios on the $R_O/R_S$ and $R_O^2 - R_S^2$ are investigated. It is found that a phase transition with a significant softening of the equation of state below 4 times nuclear saturation density can be excluded using HBT data. Our results highlight that the pion’s $R_O/R_S$ and $R_O^2 - R_S^2$ are sensitive to the stiffness of the equation of state, and can be used to constrain and understand the QCD equation of state in the high baryon density region.

I. INTRODUCTION

The exploration of the properties of hot and dense nuclear matter is among the major goals of today’s largest accelerator facilities. Theoretically, such matter is described by the theory of strong interaction, called Quantum-Chromo-Dynamics (QCD). To obtain ab-initio results of QCD, one is unfortunately restricted to lattice QCD calculations for static systems at high temperatures and small baryo-chemical potentials (the main reason for this restriction is the so-called sign-problem [1]). The current state-of-the-art lattice QCD calculations predict a crossover transition between the hadronic phase and quark-gluon plasma (QGP) phase at vanishing baryon density at a temperature of $T \approx 150$ MeV [2,3]. Many model calculations predict that with the increase of net-baryon density, the phase transition becomes first order and ends at a critical endpoint (CEP) at finite temperature and density [2,4]. Relativistic heavy-ion collisions (HICs) at terrestrial laboratories allow to investigate the properties of strongly interacting matter in a controlled environment. By changing the mass or centrality of the impinging nuclei and the collision energy, one can vary the initially created densities and temperatures, which lead after an approximately isentropic expansions to different freeze-out conditions of baryon chemical potential ($\mu_B$) and temperature $T$ [5].

In order to investigate signatures of a deconfined QGP, and search for evidence of a possible first-order phase transition and the location of its CEP, on the experimental side, several experimental programs at GSI, BNL, and CERN have been successfully run. To obtain further data future facilities like FAIR, NICA and HIAF are proposed and currently build. Over the past decades, in the first phase of the Beam Energy Scan program at RHIC (BES-I), the Au+Au collisions data at $\sqrt{s_{NN}} = 7.7$ to 200 GeV were collected and analysed. According to the results from BES-I, the region of interest can be narrowed to collision energies below $\sqrt{s_{NN}} = 20$ GeV [2]. Since the lowest beam energy which is accessible at RHIC in collider mode is $\sqrt{s_{NN}} = 7.7$ GeV, a fixed-target (FXT) program has been developed to allow the STAR experiment to access energies from $\sqrt{s_{NN}} = 3.0$ to 7.7 GeV [5].

In addition to this large body of (upcoming) experimental data, there have been substantial developments on the theoretical and modelling side. As an important tool to extract information on the nuclear equation of state (EoS) and the properties of hadrons from low to relativistic-energy HICs, transport theories have been used for many years. To establish a theoretical systematic error and disentangle the causes that lead to different predictions, various comparisons of different transport models have been performed over the years [6,7]. Also, many hydrodynamic approaches and hybrid models, which incorporate different EoS, have been widely used to understand the properties of dense strongly interacting matter at ultra-relativistic beam energies [8–11]. Various observables have been suggested to explore the locations of first order quark-hadron phase transi-
tion boundary and CEP, such as high-order cumulants \cite{21, 22}, intermittency analysis \cite{23}, the yield ratio of light nuclei \cite{24}, Hanbury Brown and Twiss (HBT) interferometry \cite{25} (see \cite{2, 26} for an overview and references therein).

In this work, we will mainly focus on the pion intensity interferometry (HBT interferometry) \cite{27, 28}, which can be used to reveal the space-time substructure and momentum correlations of the freeze-out configuration in HICs. For a detailed descriptions of the history and development of HBT interferometry, the reader is referred to Refs. \cite{27, 30}. It was argued that the HBT radii (source radii) parameters are sensitive to a first-order phase transition and may reveal the CEP in the QCD phase diagram \cite{30, 31}. It was predicted that a nonmonotonic behaviour (maximum) in the excitation functions for the emission source radii ratio and difference obtained from two pion interferometry measurements in Au+Au collisions would serve as signal for a phase transition.

Such a behaviour is observed by the STAR experiment \cite{25, 30}, however, at a very high beam energy of $\sqrt{s_{NN}} \approx 20$ GeV. Thus, the investigations about the effects of EoS on the HBT interferometry within different models are mostly restricted to high energies \cite{31, 42}. Since other observables like e.g. fluctuations did not show the behaviour expected from a phase transition at such high beam energies, the interpretation is still in question.

To approach this challenge it is important to develop models which are able to not only predict single observables but offer the ability to predict a wide range of observables in a consistent way that allows direct comparison with experiments. In a previous work \cite{43} it was shown how any density dependent equation of state can be implemented in the microscopic transport model UrQMD. This now offers the opportunity to implement different phase transition scenarios in a consistent way and study a variety of possible observables. Ultimately this will allow us to make consistent statements on the existence of a phase transition and its possible location. Effects of a phase transition on hadronic flow observables have already been shown to be significant in this implementation of the UrQMD model \cite{44}. We also expect that the density dependent potentials, will make a sizable contribution to the proton and net-charge number fluctuations \cite{45, 46} during the collision.

Thus, it is interesting and necessary to explore the influence of the EoS on the pion interferometry in HICs at several GeV beam energies, within the same framework, to make predictions on concerted signals for the phase transition from different measurements.

This paper is organized as follows: in Sec. II the UrQMD model and the methods are briefly described. In Sec. III the three-dimensional pion HBT radius results are shown. Finally, the conclusions are presented in Sec. IV.

II. MODEL AND METHOD

A. UrQMD model and EoS

In the present study, we use the current version of the UrQMD transport model (UrQMD 3.5) \cite{14, 17, 48} to investigate the pion intensity interferometry in heavy-ion collisions. The UrQMD model can be applied in different modes. At high energies, the cascade mode in which the hadrons interact through binary scattering according to a geometrical interpretation of elastic and inelastic cross sections is most often used. At lower energies, it is also necessary to incorporate the nuclear interactions for a complete modeling of the transport dynamics (calculation with nuclear potential). In the mode when nuclear potential interactions are taken into account, each hadron is represented by Gaussian wave packets with a certain width, and after the initialization of projectile and target nuclei, the position and momentum of the $i$-th hadron is propagated according to Hamilton’s equation of motion, which read as: $\dot{\mathbf{r}}_i = \frac{\partial H}{\partial \mathbf{p}_i}$, $\dot{\mathbf{p}}_i = -\frac{\partial H}{\partial \mathbf{r}_i}$. Here, $(H)$ is the total Hamiltonian function of the system, it consists of the kinetic energies $\sum_i T_i$ and the effective interaction potential energies $\sum_i V_i$ of all baryons $i$ in the system.

In the default version of the UrQMD model, the potential energies include the two-body and three-body Skyrme-, Yukawa-, Coulomb-, and Pauli-terms \cite{49, 52}. The Skyrme potential is computed from the single particle energy as $U(\rho_b) = \frac{2}{\rho_b} \int \frac{\rho_b \cdot V(\rho_b)}{\rho_b} \gamma$, and can be expressed as $U = \alpha \left( \frac{\rho_b}{\rho_0} \right) + \beta \left( \frac{\rho_b}{\rho_0} \right)^\gamma$, where $\rho_b$ is the baryonic interaction density in units of $\rho_0 = 0.16$ fm$^{-3}$, the ground state baryon density. By changing the parameters $\alpha$, $\beta$, and $\gamma$, one can change the stiffness of EoS (usually termed a hard or soft EoS for a large or small value of the incompressibility $K_0$). In the following, calculations within the cascade mode, representing a hadron resonance gas EoS without potentials \cite{18, 53, 54} and a hard Skyrme EoS ($K_0 = 380$ MeV) in the molecular dynamics mode will serve as benchmark simulations \cite{51}.

In addition, several novel equations of state are implemented through effective density dependent potentials to gain insights into the properties of strong-interacting matter. Here, the EoS is based on a realistic chiral mean field (CMF) model with different phase transition scenarios, adopted to explore the sensitivity of the pion interferometry to the EoS. This CMF EoS was first incorporated in the UrQMD model in Ref. \cite{43}, and it was achieved by devising a method by which the mean field potential energy $V$ that enters the equations of motion can be calculated from the energy per baryon of the CMF model \cite{53} and which is described in detail in Ref. \cite{43}. The CMF model incorporates the main concepts of QCD.

1 The Pauli-term is usually turned off and Yukawa-term is negligible for the beam energies investigated here.
phenomenology: chiral interactions in the baryon octet, the full PDG hadron list, excluded volume repulsive interactions among all hadrons, baryon parity doubling, and quarks coupled to an effective Polyakov loop potential. The CMF model describes many aspects of QCD phenomenology, and has been widely employed as EoS in the hydrodynamic simulations of both heavy ion collisions and binary neutron star mergers. The detailed description of the CMF model and applications to the exploration of heavy ion collisions can be found in Refs. \[44\], \[43\], \[54\], \[60\]. In further studies it was shown how one can extend this formalism to include a phase transition at high density \[44\]. This phase transition is characterized by an unstable region, i.e. a range in density at which the isothermal speed of sound becomes imaginary. In addition to the phase transition scenario (PT2) which was already introduced in Ref. \[44\] we now also include a new phase transition scenario PT3 and which we will discuss below.

Fig. 1 (a) shows the effective field energy per baryon calculated from different scenarios of the CMF EoS. A direct comparison to the hard Skyrme potential EoS can be found in Ref. \[43\]. The standard CMF EoS shows a similar behavior in the mean field potential as that of the hard Skyrme EoS above saturation up to about 4 times saturation density \((\rho_0)\), and then softens at even higher densities due to a crossover to the high density limit of a free gas of three quark flavors. All three kinds of CMF EoS show the same behavior in \(V\) and \(p\) up to about \(3\rho_0\).

As it is more instructive to discuss the properties of the EoS in terms of the pressure, panel (b) of Fig. 1 therefore shows the pressure of the effective EoS as function of the baryon density. The pressure is calculated by

\[
P(\rho, T) = P^{id}(\rho_0, T) + \int_0^{\rho_0} \frac{\partial U(\rho')}{\partial \rho} d\rho',
\]

where \(P^{id}(\rho_0, T)\) is the pressure of an ideal fermi-gas of hadrons and \(U(\rho_0)\) is the single particle energy per baryon.

As the density increases, the CMF,PT2 EoS becomes mechanically unstable at 2.5 times saturation density and reaches the minimum of the pressure at about \(4\rho_0\). The CMF,PT3 EoS behaves similarly to the standard CMF EoS until about \(5\rho_0\), above which it then becomes also mechanically unstable due to the phase transition. This means while in the PT2 case the transition can be reached already at a rather low density (low collision energies), the onset of the unstable phase in PT3 is at a density which might be difficult to reach for most collisions systems.

**B. Pion HBT analysis**

To explore the effects of the various EoS with and without the different phase transitions, we perform UrQMD calculations to obtain the pions’ freeze-out phase space coordinates. Freeze-out in UrQMD is defined as the space-time point of last interaction (either a collision or a decay). The freeze-out space-time coordinates and 4-momenta serve as input for the “correlation afterburner” (CRAB v3.0/3) \[61\] program, provided by S. Pratt. CRAB constructs the HBT correlation function defined as:

\[
C(\mathbf{k}, \mathbf{q}) = 1 + \frac{\int d^4x_1 d^4x_2 S(x_1, \mathbf{p}_1) S(x_2, \mathbf{p}_2)|\phi(\mathbf{q}, \mathbf{r})|^2}{\int d^4x_1 S(x_1, \mathbf{p}_1) d^4x_2 S(x_2, \mathbf{p}_2)}(2)
\]

Here, \(\mathbf{q} = \mathbf{p}_1 - \mathbf{p}_2\) and \(\mathbf{k} = (\mathbf{p}_1 + \mathbf{p}_2)/2\) are the relative momentum and the average momentum of the two particles. \(S(x, \mathbf{p})\) represents the probability for emitting a particle with momentum \(\mathbf{p}\) from the space-time point \(x = (r, t)\). \(\phi(\mathbf{q}, \mathbf{r})\) is the relative two-particle wave function with \(\mathbf{r}\) being their relative position.

The correlation function is then fitted assuming a three-dimensional Gaussian form in the longitudinally co-
moving system, which is expressed as
\[ C(q_L, q_O, q_S) = N[(1 - \lambda) + \lambda K_C(q_{inv}, R_{inv})(1 + \exp(-R_{OL}^2 q_L^2 - R_O^2 q_O^2 - R_S^2 q_S^2 - 2R_{OL} q_O q_L))] \]
where \( N \) is the overall normalization factor, and \( \lambda \) is the incoherence factor and lies between 0 (complete coherency) and 1 (complete incoherence) for bosons in realistic HICs [62]. \( K_C \) is the Coulomb correction factor depending on \( q_{inv} \) and \( R_{inv} \) [63, 65], and \( q_{inv} = \frac{1}{2} \sqrt{(p_1 - p_2)^2 - (E_1 - E_2)^2} \) is the invariant momentum. The resulting HBT radii are \( R_L, R_O, \) and \( R_S \) corresponding to the longitudinal (the beam direction), outward (the direction of the transverse component of the pair-momentum \( k_T = (p_{1T} + p_{2T})/2 \)), and sideward directions (the direction is defined to be perpendicular to the other two directions), \( R_{OL} \) is the cross-term, and \( q_i \) is the pair relative momentum in the \( i \) direction, such as, \( q_L \) represents the pair relative momentum in the longitudinal direction.

III. RESULTS AND DISCUSSIONS

A. Effects of the EoS without phase transitions

To set the stage for the investigation of the influence of the different EoS, we will start with a discussion of the contribution of the Coulomb interaction on HBT observables using the standard hard Skyrme EoS, which also allows to describe flow data in this energy regime. The contribution of the Coulomb potential on the HBT radii of negative pion pairs in Au+Au collisions at \( \sqrt{s_{NN}} = 2.4 \) GeV (\( E_{lab} = 1.23 \) GeV/nucleon) is shown in Fig. 2. The calculations without Coulomb potential and with only the baryonic contribution to the Coulomb potential are shown by the dotted black and dashed blue lines, respectively. The calculations with the full Coulomb potential including also the meson are shown by the solid pink lines. The solid stars represent the experimental data taken from Ref. [64].

FIG. 2. (Color online) \( k_T \) dependence of pion HBT radii \( R_O \) [panel (a)], \( R_S \) [panel (b)], and \( R_L \) [panel (c)], as well as the ratio \( R_O/R_S \) [panel (d)] of \( \pi^- \) source from central (0-10%) Au+Au collisions at \( \sqrt{s_{NN}} = 2.4 \) GeV. The results without Coulomb potential, with Coulomb potential for baryons only, and with the full Coulomb potential for all hadron are shown by dotted black, dashed blue and solid pink lines, separately. The solid stars represent the experimental data taken from Ref. [64].

yield and the collective flows of charged pions are indeed influenced by the mesonic Coulomb potential [62]. Such a behaviour is to be expected, because the flow reflects the integrated collective motion of single particles, and therefore the Coulomb potential during the systems evolution does affect the (azimuthal) distribution of the pion emission more strongly. Nevertheless, the size of the pion freeze-out source, as seen through the two-pion correlation function in relative momentum, is only very weakly affected. Therefore, for the following discussion, we will omit the Coulomb effect on the HBT radii and focus only on the EoS dependence.

Fig. 3 shows the calculated \( k_T \) dependence of the HBT radii for central (0-10%) Au+Au collisions at \( \sqrt{s_{NN}} = 2.4 \) GeV. To clarify the influence of nuclear potentials on the pion interferometry, the radii are calculated with and without hadronic potentials (cascade: solid black lines with full squares, hard EoS: solid blue lines with full circles, soft EoS: solid pink lines) and compared with the experimental data [62, 64, 65, 66].

One can clearly see that with increasing stiffness of the potential (i.e. stronger repulsion as function of density), the \( R_O \) at large \( k_T \) is driven down while the \( R_S \) at small \( k_T \) is pulled up at low beam energies. This results in a decrease of the \( R_O/R_S \) ratio as a function of \( k_T \) and allows for a better description of the experimental data (can be seen in Fig 2(a)). This is due to the repulsive nature of the interactions which reflects the positive potential \( V \) at large densities. In addition, it is seen that both the values of the HBT-radii and their decrease with \( k_T \) can be well reproduced by the calculations with a hard Skyrme potential EoS at low beam energies. The
origin of the HBT-radii decreases with increasing transverse momentum has been discussed in many works, we refer the interested reader to related works for the details [67, 71]. At $\sqrt{\sNN} = 2.4$ GeV, also results using the soft Skyrme EoS ($K_0 = 200$ MeV) are added for comparison. Compared to the results of simulations with a hard EoS, it can be seen that in simulations with a soft EoS, the $R_O$ will be increased while $R_S$ is decreased, and the $R_O/R_S$ ratio is increased consequentely showcasing the general EoS dependence. Based on the above results, we conclude that a repulsive density dependent EoS will lead to a stronger phase-space correlation explaining the HBT time-related tensions [72] and leads to a larger emission source.

B. Effects of the EoS with phase transitions

It has been argued that a long emission timescale $\Delta \tau$ may arise if the system evolves through a first-order phase transition, which stalls the expansion because the speed of sound vanishes. This should result in a strong increase of the $R_O$ compared with the $R_S$ [30, 38]. Thus, the difference $R_O - R_S^2$ and the ratio $R_O/R_S$ can provide information on the emission duration, which might be extended if the system undergoes a phase transition.

Experimentally, the situation is unfortunately a bit unclear. In the interesting energy region, the data has a rather large error bar and supports both interpretations [25, 64, 61]: a local maximum around $\sqrt{\sNN} \approx 4$ GeV in the excitation functions of $R_O/R_S$ and $R_O^2 - R_S^2$ or a smooth increase.

To obtain realistic quantitative predictions for the expected change of the emission time duration due to a phase transition, we employ the UrQMD model with a new equation of state including a phase transition. This allows us to directly simulate the effect of a phase transition on $R_O/R_S$ and $R_O^2 - R_S^2$ in a consistent manner and pin down the previous qualitative predictions in a quantitatively realistic setup. Fig. 3 compares the collision energy dependence of $R_O/R_S$ (top panel) and $R_O^2 - R_S^2$.
results of CMF\_PT2 EoS gradually increase compared to the standard CMF (or Hard/CMF\_PT3) EoS as expected for the appearance of a phase transition, interestingly and are similar to those with the cascade mode at \( \sqrt{s_{NN}} = 3.3 \) GeV (\( E_{lab} = 4 \) GeV/nucleon). This is understood since the pure cascade mode can be considered a super soft EoS and therefore behaves similarly to a phase transition. In addition, the results from simulations with the Hard EoS, CMF EoS and CMF\_PT3 EoS are close to each other in the whole energy region under investigation. In conjunction with Fig. 1 the above phenomenon can be well understood. The baryon density of 0-10% central Au+Au collisions at \( \sqrt{s_{NN}} = 2.4 \) GeV is less than 3\( \rho_0 \), and the density reaches about 5\( \rho_0 \) for 0-10% central Au+Au collisions at \( \sqrt{s_{NN}} = 7.7 \) GeV (\( E_{lab} = 29.7 \) GeV/nucleon). Thus, the HBT radii calculated with CMF\_PT2 are a result of the phase transition encountered for most collision energies while the transition in PT3 is never really reached, even for the highest collision energy. Thus using CMF\_PT3 shows no signal of the phase transition in the explored energy regime. Our results indicate that the pion HBT radii parameters \( R_0/R_S \) and \( R_0^2 - R_S^2 \) are very sensitive to the EoS up to densities of 4-5 times saturation density only and are consistent with the absence of any strong softening due to a phase transition up to that point.

**C. Discussions**

To better understand the results with the different EoS let us discuss the freeze-out times and coordinates in the following section.

Fig. 5 shows the freeze-out time distribution of the \( \pi^- \) emission in central Au+Au collisions in the inspected energy region. The results from the different equations of state are represented by various coloured lines, respectively. It can be clearly seen that pions are mainly frozen-out in the time interval 5-25 fm/c, and that the pions are frozen-out earlier in case of a harder EoS. In addition, at \( \sqrt{s_{NN}} = 2.4 \) GeV, the distributions of the results from all simulations with potentials are almost identical, and different from the distribution using cascade mode, simply because the EoS for such low densities is very similar for all density dependent potentials used. As the energy increases, the distributions from simulations with hard, CMF and CMF\_PT3 EoS remain the same, while the distribution from simulations calculated with CMF\_PT2 EoS gradually approach that of the soft cascade calculations. At \( \sqrt{s_{NN}} = 7.7 \) GeV, owing to the CMF and CMF\_PT3 EoS being softer than the hard Skyrme potential and stiffer than the CMF\_PT2 EoS, the distributions from simulations with CMF and CMF\_PT3 EoS lie between the distributions of simulations with hard EoS and CMF\_PT2 EoS.

The mean values of the \( \pi^- \) freeze-out time [panel (a)] and the transverse radii [panel (b)] are plotted in Fig. 6 shown as different coloured lines with symbols. It can be
FIG. 5. (Color online) Particle production yield as a function of freeze-out time for π− from 0–10% Au+Au collisions. Calculations with the cascade mode are compared with the simulations with potentials.

It was found that the HBT radii and the time-related ratio $R_O/R_S$ are weakly affected by the Coulomb potentials during the evolution of the system. However, the source radii parameters ($R_O/R_S$ and $R_O^2 - R_S^2$) where shown to be sensitive to the equation of state at densities up to 4-5 times nuclear saturation density. The present experimental data, in the investigated energy region, can be qualitatively and quantitatively reproduced by simulations with an equation of state that shows stiff behaviour up to 4 times saturation density and a consecutive softening.

By comparing to the available HBT data we can exclude the existence of a strong phase transition for densities up to 4-5 times saturation density. The present study enables us to directly relate phase transition effects from pion HBT to e.g. flow observables predicted within the same approach \cite{44}. Only this way, one can obtain a thorough understanding of the interplay between the phase transition and the hadronization process in heavy ion collisions.

IV. CONCLUSIONS

The UrQMD transport model was used, to systematically study the equation of state effects on the pion interferometry at collision energies from $\sqrt{s_{NN}} = 2.4 - 7.7$ GeV. To this aim, UrQMD was supplemented with novel equations of state based on the CMF model, including a phase transition at high baryon densities.

seen that the excitation function of the mean values of the freeze-out time shows a minimum at about $\sqrt{s_{NN}} = 4$ GeV for all calculations with and without phase transition. This is likely due to the combination and competition of the resonance decay with the string excitation and fragmentation which leads to a change in the collision geometry towards higher collision energies. In addition, one finds that the mean values of the freeze-out time (transverse radii) from hard equations of state are smaller (larger) than that of the softer ones. This general behaviour is understood as a result of the larger pressure generated by the potentials, leading to a stronger expansion, consequently larger transverse radii and an earlier freeze-out time.
consistent picture of the high density equation of state of QCD from comparisons with experimental data.

Generally, the effects of the density dependent equation of state on the HBT radii are shown to decrease with increasing collision energy so that statements for higher densities are yet unreliable.

Unfortunately, in the most interesting energy region, the experimental data still shows substantial errors. To elucidate the details of the equation of state with HBT data, more theoretical works on understanding the uncertainty from the model are needed on the one hand, and highly accurate experimental data is desired on the other hand.
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