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Abstract: New and more complex casting technologies are growing, and foundries are using innovative methods to reduce cost and energy consumption and improve their product qualities. Numerical techniques, as tools to design and examine the process improvements, are also evolving continuously to embrace modelling of more dynamic systems for industrial applications. This paper will present a fresh approach towards the numerical simulation of dynamic processes using an evolving and dynamic mesh technique. While the conventional numerical techniques have been employed for these dynamic processes using a fixed domain approach, the more realistic evolving approach is used herein to match the complex material processes in new foundries. The underpinning of this new dynamic approach is highlighted by an evolving simulation environment where multiple mesh entities are appended to the existing numerical domain at timesteps. Furthermore, the change of the boundary and energy sources within casting process simulations have rationally been presented and its profound effects on the computational time and resources have been examined. The discretization and solver computational features of the technique are presented and the evolution of the casting domain (including its material and energy contents) during the process is described for semi-continuous casting process applications.
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1. Introduction

One of the main interests of new foundries is to have reliable and optimised material processes where final quality of products, their lower costs and higher production rates are guaranteed. The power of new numerical techniques for simulating and optimising these processes have already been exploited to avoid costly trial and error cycles. These techniques would open up opportunities for foundries to optimise and tailor their manufacturing process parameters for the required product quality and speed without resorting to a large number of costly experimental works and pilot processes. The numerical process simulations’ aim is to provide a tool for improving and streamlining production developments through process-based predictive modelling. The most crucial issue related to these modelling schemes for material process applications is to produce accurate results in a reasonable computational time while handling the intrinsic material evolution during these processes for realistic predictions.

The introduction of the Finite Element (FE) technique in the second half of the 20th century and its subsequent process simulation tools have revolutionized the world of material engineering design and manufacturing. The concept of splitting and discretizing a complex process domain into simple sub-spaces (so-called grids or elements), where their approximate solutions can be presumed and then assembled into algebraic system of equations, has motivated many applications among material scientists [1–3]. Although the dynamic nature of many foundry processes, where parts are gradually generated in time, can inevitably produce some challenges for these fixed-domain techniques, some
simplified pseudo-dynamic techniques (e.g., element activation technique) have been employed for material processes. As the need for more accurate simulation of these dynamic processes increased and the bar has been raised for shorter computational time (especially for practical and industrial cases) various types of dynamic mesh techniques have been proposed to handle the domain changes during solutions.

The mainstream methodologies within popular foundry process software are either; to represent growing casting domains using an initially deactivated mesh with continuous element activation (at time steps) or; by generating new element layers at physical boundaries by splitting elements [4–13]. The other popular method is to start the casting process simulations with computationally deactivated elements (also called inactive element method) where only activated elements would be employed in matrices’ operations [14]. There are some other techniques which have been developed for Computational Fluid Dynamics (CFD) and free and dynamic boundary problems [15–17] to account for domain evolution and melt flow. However, these methods are either computationally expensive due to large size matrices for practical casting applications or computationally difficult to employ within popular mainstream industrial casting software tools.

The new approach towards simulation of foundry casting processes has recently been proposed using innovative dynamic mesh generation and process-controlled solver restarts [18–23]. The concept of zonal mesh evolution, where a block of new elements is inserted into the growing numerical domain at restarts, is implemented and a scheme for material and energy input/balancing is developed [18]. The application of the technique for industrial semi-continuous casting and Additive Manufacturing (AM) processes have already been investigated where the dynamically growing domains are modelled using appended mesh. The main attractive features of this new technique are that it can treat the growing casting domain with insertion of new element blocks (i.e., starting with small system matrices like inactive element method), while agile enough to be implemented into mainstream industrial software (in this case LS-DYNA® solver version R10.1.0 by LSTC, Ansys Inc, Canonsburg, PA, USA).

2. Dynamic Simulation Framework

The application of numerical simulation tools for material process chains and their industrial applications have long been promoted with an aim to improve process and product quality, lowering cost and increasing energy efficiency. Casting processes inherently involve multi-phase and multi-physical phenomena (at different length scales) which inevitably raise challenges for their numerical simulations. A number of different simulation frameworks, including separate fluid and mechanical, coupled fluid–mechanical and sequential CFD-mechanical simulations have been proposed by researchers to take into account the multi-physical/phase nature of the casting processes. Increasing computing power and parallel computing have already impacted these process simulations in which it is now possible to include the micro evolution of material during solidification (e.g., grain formation) and to optimize the process (and/or material) parameters for foundry applications. However, some aspects of these dynamic material processes are still required to be upgraded in order to match today’s foundry technologies. One of the main concerns for simulation of these applications is how to represent the growing numerical domain and its corresponding change of the algebraic equations in such way that it would be compatible with existing solver technologies.

As stated earlier, a number of different techniques have broadly been developed for the meshing and discretization of numerical domains associated with different FE and CFD solution schemes for material process applications [18], namely; fixed Lagrangian, updated Lagrangian, pure Eulerian, Arbitrary Lagrangian–Eulerian (ALE) and Mixed Lagrangian–Eulerian (MILE). These solution techniques have extensively been used for simulation of melt flow, casting process and forming applications. In Lagrangian approach, the variation of material confined by the numerical grid is solved at different points in time (i.e., time steps), while for pure Eulerian approach, the evolution of the material flow properties at every point in space, as time varies are recorded. For the simulation of dynamic systems like casting processes, as the casting of billet advances during the process, domain properties may
change in time. The traditional Lagrangian approach towards these numerical solutions is to describe the entire material flow (tracking) by assembling detailed transient histories of each grid cell. While in the Eulerian approach material flow properties are recorded at specified locations depending on their spatial location and time (advection).

Both of these methods have some deficiencies for dynamic process simulations with continuous domain evolution. Subsequently, hybrid and mixed techniques which combine the best features of both solution techniques have rigorously been developed to handle the domain changes. In these techniques, part of the computational mesh may be moved with the material front (i.e., in a Lagrangian fashion for casting), or is fixed in Eulerian manner or even moves in some arbitrarily specified way to give a continuous re-zoning capability. For the casting applications with moving mesh boundaries, different dynamic mesh approaches (e.g., mesh layer splitting, mesh insertion, etc.) have been proposed to trace the elongation of a discretized domain during the simulation [18–21]. Although, these new techniques have already shown some promising results for casting applications, some of the mainstream industrial software tools are unable to implement them (e.g., still based on old activation scheme).

To start the description of the new dynamic mesh technique, let us consider a typical vertical casting process with continuous or semi-continuous nature for aluminium alloys (shown in Figure 1). The process is characterized by its continuous evolution of a cast billet due to solidification of melt within the mould.

Figure 1. Schematic vertical aluminium casting process with its cooling strategy for; (a) start of casting process; (b) initial water cooling; (c) steady state continuous water cooling and; (d) combination of water and secondary air cooling.
The casting starts with filling of the mould along with the initial cooling process. The starting head would then start to move downwards which elongates the cast billet according to the casting speed. The heat energy within the billet is reduced by initial water impinging (to avoid cracking) which is quickly turned into continuous water impingement after a transient period. The trailing water at certain locations on the billet length is wiped off by a specially designed wiper system and the following secondary air cooling is carried out for slower cooling rates. To include these evolutions during the casting process, a directional boundary evolution scheme has been implemented to dynamically generate thermal boundaries and mesh blocks. The technique can be described in the following steps:

- The initial mould filling and primary thermal boundary conditions are modelled using the results of either thermal-CFD melt delivery simulation or thermal boundary assumptions.
- The initial geometry of the main domain (i.e., mould, starting head) and its discretization are defined and initial system matrices are assembled.
- The initial time steps/iterations are solved (using a thermal-mechanical simulation) and based on the casting speed the billet domain coordinates are updated.
- The new discretized grid and its boundaries are adapted by adding a single/multiple layer ‘element-block’ based on the evolution of the domain in vertical direction (including updating coordinates and accounting for shrinkage and thermal deformation).
- The solver is re-started and the system matrices are modified/appended while the input energy is distributed amongst the newly generated grid.
- Thermal time history results (from previous time steps) are mapped to the updated grid and thermal boundaries are updated.
- The energy balance (thermal energy) is achieved through the energy sink/source concept and the previous converged solution is used as a first step for a newly updated domain.
- The simulation scheme continues with the new discretised grid, till the next evolution step is triggered.

To handle the thermal-mass issues during casting, the water jet or spray-impingement cooling schemes are common practices in mainstream foundry processes (i.e., continuous and semi-continuous casting processes). Hence, the numerical simulation of cooling rates and thermal boundaries during casting processes are essential. The process of cooling and its modelling schemes are established to achieve a deeper understanding of the thermal evolution and temperature fields within the cast billet (including thermal stresses) during industrial processes. For the simulation purpose, the melt flowing out of the mould can be considered as a viscous liquid which is confined in a thin solidified shell, formed during the initial cooling process (e.g., mould contact-based and/or convective air cooling schemes). Various techniques have already been developed for the modelling of cooling processes which can be summarised as:

- Pure experimental methods where results of experimental trials are used (and sometimes extrapolated) for Heat Transfer Coefficient (HTC) calculations using a set of process conditions (water flow rates, billet surface temperatures, etc.).
- Analytical-experimental technique where analytical and empirical parameters are fitted using results of carefully designed experimental trials.
- Numerical techniques based on CFD simulation where bubble dynamics and flow regimes are considered using multi-phase fluid techniques.
- Hybrid numerical-analytical-experimental techniques where analytical techniques (using experimentally fitted parameters) are used to enhance the multi-phase CFD simulation for HTC calculation. The accuracy and agility of these hybrid techniques can be improved with the help of Machine-Learning (ML) and Artificial Intelligence (AI) for data fitting and extrapolation.

The initial trials of these hybrid cooling techniques have shown some promising results for impingement cooling simulations, although many more in-depth research works have to
be conducted to prove their potential capabilities [24]. In the research work herein, a hybrid numerical-analytical-experimental technique has been initiated to calculate the required HTC for casting simulations [22,24]. A parallel analytical-experimental scheme has firstly been carried out to develop a modified Chen model [25] which can be employed during CFD simulations. In the second phase, the modified analytical model has been implemented in the CFD software (Ansys CFX, version 17.0, Ansys Inc, Canonsburg, PA, USA) for the calculation of cooling curves [26]. Recently, some efforts have also been initiated to improve the accuracy of the result using Genetic-Algorithm Symbolic Regression (GASR) techniques [27] where multi-dimensional data fitting capabilities are used to improve analytical modelling [24]. The underlying research is aimed at bringing together the physical and analytical cooling concepts with data process capabilities of ML and AI for cooling regimes. The combination of physical, analytical and smart data-driven methods can essentially be used to find an optimised multi-parameter solution for the analytical formulation of flow regime and bubble dynamics during cooling. The GASR technique has enthusiastically been employed to form a multi-dimensional search space developed for parameter fitting. In the recent work, the calculation of bubble drag forces during the impingement cooling on the hot billet surface has been calculated using insertion of scenario-based micro CFD simulation results into a smart GASR tool [24]. Figure 2 shows the schematic features of the proposed hybrid cooling framework.

![ML-Based Hybrid Numerical-Analytical-Experimental Framework](image)

**Figure 2.** Hybrid numerical-analytical-experimental framework for cooling process and HTC modelling.

Although some analytical and numerical approaches for cooling systems during material processes have already been developed, the number of parameters and their definitions into real-world processes has always been awkward. The numerical approaches for cooling processes are mostly based on multi-phase fluid evolution (e.g., boiling regimes), its flow dynamics and contact between the coolant and the hot surfaces. However, the computational time and resources required for the detailed numerical simulations of multi-phase cooling processes are beyond the tolerable limits of the practical industrial applications. Hence, the combination of simpler analytical models with fitting power of smart data-driven techniques (for parameters) and measured data from a limited number of carefully set-up experimental trials have been used herein to calculate the required HTC values. To help simplify the analytical cooling scheme, a hybrid modelling technique is used to combine the physical equations with data-fitted terms. These data are obtained using micro-scale CFD simulations (e.g., for bubble...
dynamics) and/or experimental measurements. The hybrid technique has willingly been used herein to form a practical HTC estimation tool for the transient casting process simulation [24].

3. Dynamic Casting Simulation

To resemble conditions during foundry processes, several dynamic and transient simulation techniques have recently been employed and special attention has been paid to the multi-physical/scale nature of these processes. For casting simulations, many of the conventional computational techniques, developed for other branches of engineering sciences, have also been adapted and employed for the modelling and optimisation of these processes. Combinations of state-of-art innovative material models (including continuous and discrete material models), reliable numerical methods and high-performance computing tools can be used to explore what technical solutions are viable for casting processes. These combined schemes can also be enhanced by employing data-driven modelling where ML and AI fitting and learning capabilities are used to imitate the essence of whole industrial casting processes in modern foundries.

The computational aspects of dynamic generative systems like; casting processes, for full-scale industrial applications is revitalize herein using the concept of evolving domain and dynamic mesh technique [18]. The initial starting point for the proposed Dynamic Mesh Technique (DMT) development was the idea to introduce an evolving domain technique where new mesh blocks and boundaries can be adapted into mainstream FE tools for casting applications. The method could be linked into a CFD mould filling simulation for initial thermal boundary definitions. Although some Euler-based CFD simulations including moving mesh boundaries and splitting/collapsing mesh techniques have already been employed for dynamic systems, the link to Lagrangian thermal-mechanical simulations was not established. The proposed DMT approach would treat the evolving/progressing cast billet during the casting simulation as appended mesh blocks. A mesh block can be appended in predefined or calculated manner which would be attached to the main domain through overlapping boundary concept [18].

For the casting application of the technique (vertical or horizontal), a directional boundary evolution scheme (i.e., mesh block along the cast billet direction) has been implemented using an in-house Python script. The required steps for DMT can be summarized as:

- The initial thermal boundaries and cooling rates are defined using the results of either CFD filling simulations or analytical-experimental thermal boundary assumptions.
- The initial geometry of the main domain (i.e., starting head, mold) and its discretization are carried out where the boundaries are defined and initial system matrices are assembled.
- The FE solver’s initiation time steps/iterations are carried out (using both thermal and mechanical solvers) and nodal coordinates for the billet domain are updated.
- New mesh block is appended based on the evolution of the billet domain (with casting speed) and the domain discretized grid is modified and adapted for shrinkage and thermal deformation changes.
- The solver global system matrices are updated and the material/thermal input energies are distributed amongst the newly generated mesh block.
- The mapping process is carried out at new boundaries by adapting time history results (from previous time steps).
- The thermal energy balance is reached through a manual/automated energy sink/source scheme and the previous converged solution is used as a first step for a newly updated domain.
- The FE simulation continues with the new mesh/boundaries till the next evolution step is triggered.

To assess the performance of the DMT technique for full-scale industrial casting applications, some pilot studies have been conducted to determine the speed and agility of the technique for semi-continuous casting applications. As the numerical solution is performed on a full parallel-processing machine, a secondary partitioning scheme (decomposition) is used to distribute
the discretized domain over parallel computational nodes. The generated mesh zones would become part of the main domain as both mechanical and thermal solvers are initializing at restart points. The time history mapping and interface procedures between the existing domain and newly generated mesh-zone (with similar or different resolutions) can be represented using mathematical overlapping techniques [18]. Figure 3 shows two numerical domains with their discretized meshes for conventional “Block deactivation and activation Technique” (BT) and new DMT where both domains are meshed with equal sized elements (for double-symmetric quarter models).

![Figure 3](image)

**Figure 3.** (a) Conventional BT model with its mesh-blocks for stepwise activation; (b) DMT mesh model with its continuous appended mesh layers at 1.4 m billet length; and (c) graphical algorithm representation for DMT implementation using Python script.

For the conventional BT, the same geometry and mesh size are adapted and stationary thermal boundaries are defined using the same cooling rate and HTC data. However, in contrast to the DMT technique, the whole length of the simulated cast billet is initially meshed and the thermal contacts are setup for the full-length billet. The common strategy here is to deactivate the billet elements at the start of simulations (all elements except initial mold filling elements) and reactivate them (block-wise) as the simulation of the dynamic process is proceeding. Hence, there is no need of restarting solvers for this technique, as the system matrices are already assembled using all elements in the numerical domain. It is well understood that conventional deactivation processes would not remove elements from assembled matrices, rather it reduces their numerical impacts to very small values (e.g., using very small multipliers). For the proposed DMT, mesh blocks are appended into the main domain at solver restarts where effects of new material and its thermal energy content (at melt temperature) are mapped and distributed using the balancing technique into the entire numerical domain [18,24].

4. Industrial Case Study

To study the application of the proposed dynamic method for real-size industrial cases, a semi-continuous aluminum casting process has been adapted for a numerical simulation. Since the main interest in the simulation is to estimate the thermal field and mechanical behaviour of cast billets (e.g., stress/strain, cracking, etc.), the multi-physical thermal-mechanical solver was a viable choice. The thermal evolution and the influence of temperature on the mechanical properties could
carefully be investigated, while the evolution of the domain could be handled using the dynamic mesh technique. The preferred FE platform for the work herein is LS-DYNA® which can handle heavy parallel computing along with multi-physical solutions.

As stated earlier, the conventional approach for dynamic systems on these FE platforms is to pre-mesh the whole cast domain (since the final shape of the domain is known) and to activate elements during the simulation. The CPU computational time and memory storage issues are the main drawbacks of such an approach which restricted the application of the technique for practical industrial casting simulations (especially for limited in-core computer storage space). Hence, for continuous casting applications, gradual extension of the numerical domain during the calculation could avoid solving large matrices for all time steps and save computer resources during the solution. Accordingly, for these large industrial applications, the efficiency of the new technique has to be broadly investigated before it can be employed in the simulation of foundry processes.

As a starting point for this case study, an aluminium semi-continuous casting simulation using conventional activation technique has been carried out (a double-symmetric quarter model). However, instead of activating single elements during the process (which is computationally not viable), elements are placed in a block formation for step-wise activation. This so-called block activation scheme attempts to mimic element block insertion in order to compare the performance with the new DMT. The main difference between conventional BT and block activation scheme, used here, is that these blocks of elements are connected to each other by thermal-mechanical contact elements instead of node sharing. The mesh blocks were “activated” gradually based on the casting speed by initializing a predefined melt temperature on nodes and increasing the heat conductance between the existing mesh domain and the newly activated block. This means that a steady thermal contact between all element layers of the billet domain are triggered and balanced.

The block mesh activation methodology described above was used for a rigorous comparative study with the proposed DMT. For the DMT, element blocks (or mesh layers) are directly appended to the billet domain during discrete solvers restarts. The nodal temperatures for all new elements are initialized to the temperature of the melt pool. The remaining billet mesh is initialized by mapping the results from the last restart onto the new mesh. After the definition of thermal and mechanical boundary conditions and the adjustment of the top nodes’ row to the defined melt pool level, a new simulation step can be started. The whole simulation procedure is controlled by an in-house developed Python™ code which handles the manipulation of LS-DYNA® input files, the adding of element blocks and all relevant tasks prior to restart of the solver. Hence, some aspects of the block activation technique are similar to the new DMT, with some major differences:

- For the conventional technique, all element blocks (and their contact elements) already exist in the domain from the start of the simulation.
- New mesh blocks are individual parts for the conventional BT which are attached to rest of the domain using contact elements while for DMT elements are added to the already existing billet domain.
- Since new blocks are individual parts in BT, the contact elements need to be setup at the start of simulation to enable heat conductance and mechanical contact during simulation.
- Activated element blocks in conventional BT consist of 3 layers of elements (to limit the CPU time) compared to higher-resolution single layer of element insertions for the DMT.

The starting point for transient simulations in both techniques is an initial temperature distribution within the pre-filled starting head. The melt filling has been simulated in a similar way by gradually adding element layers with predefined mesh size until the starting head is full. After the setup of thermal boundary conditions (based on HTCs), the transient temperature distribution of the billet elements as well as the starting head could be calculated. The extension of the numerical domain for casting application would gradually increase the thermal mass of the system, which needs to be taken into account by heating the elements to the specified temperature of the melt before establishing
the contact with the existing billet elements. Figure 4 shows a comparison of strategies for both conventional block activation and DMT mesh techniques from the start to the end of process. It should be noted that for the conventional BT, all mesh blocks should be created on the top of the starting head before deactivation. These mesh blocks would move down with the starting head as deactivated body meshes (with minimal physical effects). The activation process of these mesh blocks is triggered by their vertical position with respect to the melt level. This is contrary to DMT mesh generation strategy, where layers of meshes are appended to the domain always at the melt level during solver restarts (no mesh blocks are present on top of the starting head at the start of simulation).

In Figure 4a, the de-activated parts (blocks of elements) are clearly visible in dark blue (cold) color, while there are no such additional parts in Figure 4b for DMT. During the progression of the casting process, the blocks are activated and move downwards until they reach the final position at the end of the process, seen in Figure 4a using transparent colors. In contrast to the conventional BT, the element rows are directly added to the billet top part in the case of the DMT in Figure 4b.

A comparison of temperature results for the semi-continuous aluminum casting case is shown in Figure 5 where results of quarter-model cast billet (due to double-symmetric condition) are shown at the end of simulation. It should be noted that due to differences in mesh insertion/activation strategies (mesh block with multi-layer elements for conventional BT versus higher-resolution single layer mesh for DMT) and thermal contact activation strategies, the results are not identical for both techniques. However, the results from both techniques mostly look similar except for a difference of how the temperature is transferred into the billet center. In the case of the conventional BT in Figure 5a, the elevated temperatures only reach half of the billet length, while in the case of DMT, elevated temperatures are extended to the billet lower half as well. For the conventional BT model, heat conductance inside of one block seems to transfer more thermal energy compared to contacts (with a
pre-defined HTC of the same value) used for thermal conductivity within DMT model. Hence the depth of the melt pool for conventional BT is shallower than DMT. However, despite differences on how the temperature is transferred into the billet center, the results from both techniques largely look similar.

Figure 5. Comparison of temperature results between; (a) BT; and (b) DMT for 1.4 m billet length.

5. Computational Performance

The challenge of simulating industrial-scale continuous and semi-continuous casting processes with their long billet sizes (and also time-dependent generation scheme based on pre-defined casting speed) has eagerly prompted the creation of new ideas and techniques. As stated earlier, one of the main burdens of these new techniques is the computational time and resources. Although, the recent progresses in computer science and engineering would provide a vast amount of computing power and resources, the task of achieving simulation results with accuracy and enough resolution is still daunting. Many different schemes, including improving solver technologies, better parallelization, and higher order element formulation are used to address these deficiencies for the simulation of modern foundry processes, with limited success. The fact is that for dynamic systems, it is essential to have a strategy to evolve the numerical domain according to real pace of manufacturing process which ultimately delivers a dynamic and growing computational arena. The proposed DMT technique herein, can deliver such a method where faster and more accurate results can be achieved using growing and evolving domain concepts. The computational resources for this technique are commissioned gradually as the real billet is cast and the size of the domain is growing. Although, this comes at the cost of restarting solvers at discrete time steps where new assembly of matrices and extra Input/Output (IO) activities are inevitable. To assess the computational efficiency of the DMT technique against the conventional BT, a through and comprehensive numerical investigation has been carried out to evaluate the aptness of the technique for real foundry semi-continuous aluminum cast processes. Table 1 shows the casting process parameters for both simulation techniques while Table 2 shows a scenario table designed to assess the computational time and resources for both techniques, along with CPU computational times for all scenarios on a single computing node.
Table 1. Casting process parameters.

| Parameter                  | Value          |
|----------------------------|----------------|
| Melt Temperature [°C]      | 630            |
| Billet Width [m]           | 1.24           |
| Billet Thickness [m]       | 0.3            |
| Casting Speed [m s\(^{-1}\)] | 0.01         |
| Cooling Water Temperature [°C] | 20            |
| HTC- Air Cooling [kW m\(^{-2}\) K\(^{-1}\)] | 1.5 (average) |
| HTC- Water Cooling [kW m\(^{-2}\) K\(^{-1}\)] | 11 (average) |

Table 2. Computational scenarios for DMT and BT techniques using a single compute node with 16 cores.

| Scenario No. | Billet Length [m] | No. of Elements | CPU Time DMT [s] | CPU Time BT [s] | IO Time DMT [s] | IO Time BT [s] | CPU Ratio DMT/ BT |
|--------------|-------------------|-----------------|------------------|----------------|----------------|----------------|------------------|
| S1           | 0.5               | 27,189          | 16,345           | 20,581         | 78.62          | 6.90           | 79%              |
| S2           | 1                 | 41,357          | 45,577           | 77,387         | 179.18         | 7.02           | 59%              |
| S3           | 1.4               | 59,573          | 84,545           | 163,063        | 271.84         | 13.77          | 52%              |

Different meshing and contact strategies were used to carry out casting simulations for DMT and BT. While both techniques have used contact elements to simulate the cooling boundaries (air and water cooling), for BT, the contacts had to be setup for the full length of the billet. Alternatively, for DMT, as new mesh-layers are generated and attached to the main domain at solver restarts, contact setups needed to be updated. Figure 6 shows the schematic setup for the thermal contact boundaries along the billet length during the vertical casting process. The HTC values for the cooling process can be calculated from a parallel numerical-analytical-experimental framework presented earlier in the manuscript.

Figure 6. Thermal boundary setup for vertical casting process, including its air and water cooling strategies.

5.1. Computational Efficiency and CPU Timing

To investigate the computational efficiency of the DMT on a parallel computing platform, all proposed scenarios in Table 2 were simulated for both DMT and BT models on different numbers of
computing nodes. Three geometries and their corresponding structured meshes were generated for the billet lengths 0.5 m, 1 m, and 1.4 m, accordingly. The technical specifications of the cluster nodes are given in Table 3.

**Table 3.** Specifications of computational nodes and software used for all simulation scenarios.

| CPU Name          | No. of Sockets | Cores per Socket | Total Memory [MB] | Communication Between Nodes | Parallelization Scheme | LS-DYNA Release | Accuracy       |
|-------------------|----------------|------------------|-------------------|----------------------------|------------------------|-----------------|----------------|
| Intel Xeon E5-2687W v4 | 2              | 8                | 65,536            | InfiniBand                 | Platform MPI           | MPP R8.1.0      | Double precision |

The time-history results were post-processed to calculate the CPU computational times and IO commitments. Figure 7 shows the three-dimensional plot of computational efficiency against billet lengths and number of computational cores. The efficiency for this 3D graph is defined as the ratio of the total simulation time for each scenario over the base scenario simulation’s time where the base scenario is the DMT simulation of 1.4 m billet length using two parallel computing nodes (with 32 cores). Accordingly, the higher efficiency values shown in Figure 7 correspond to the lower total simulation times for casting scenarios.

**Figure 7.** Comparison of numerical efficiency for three billet lengths and different number of cores between DMT and BT.

It can be clearly seen how the billet length influences the computational efficiency and the impact of the parallelization on both BT and DMT. DMT can benefit much more than BT from heavy parallelization. Only in the case of 64 cores and only for the short billet length of 0.5 m, BT can beat DMT slightly. The biggest difference between BT and DMT, however, is in storage use. Figure 8 shows how the matrix size increases during a DMT run while a constant large matrix size is maintained for BT. The slightly larger matrix size for DMT at 1.4 m billet length is mainly due to differences in boundary and contact conditions.
Figure 7. Comparison of numerical efficiency for three billet lengths and different number of cores between DMT and BT. It can be clearly seen how the billet length influences the computational efficiency and the impact of the parallelization on both BT and DMT. DMT can benefit much more than BT from heavy parallelization. Only in the case of 64 cores and only for the short billet length of 0.5 m, BT can beat DMT slightly. The biggest difference between BT and DMT, however, is in storage use. Figure 8 shows how the matrix size increases during a DMT run while a constant large matrix size is maintained for BT. The slightly larger matrix size for DMT at 1.4 m billet length is mainly due to differences in boundary and contact conditions.

Figure 8. Comparison of matrix size during simulation over billet length between DMT and BT for 1.4 m billet length.

5.2. Computational Resources and Memory

One of the important computational aspects of parallel processing is the committed memory and communications between computational cores. There are different techniques for secondary partitioning of numerical domain to distribute and balance computational loads across the designated cores. Since the proposed DMT has the capability to add new blocks of mesh into the numerical domain using solver restarts, the solver has to carry out secondary partitioning regularly at insertion times. Figure 9 shows a comparison of element processing times for the mechanical and thermal solvers between DMT and BT for three billet lengths and three different parallelization settings.

Figure 9. Comparison of element processing time for; (a) mechanical; and (b) thermal solvers over billet length between DMT and BT for all three billet length scenarios.

Onl y in the case of 64 cores (3 computing nodes), BT is faster in element processing (in mechanical solver) than DMT. In the case of thermal element processing (Figure 9b), DMT is only faster for 16 cores. The benefit of having less elements does not affect the thermal case, because the elements are not activated anyway. IO time is the main drawback of the restarts’ processes, which have to be repeated during DMT. Figure 10 shows how the IO times increase with billet length and number of cores for the DMT. In BT, since IO is only necessary once, this issue is negligible.

Figure 10. Comparison of IO processing time over billet length between DMT and BT for all three billet length scenarios.
Only in the case of 64 cores (3 computing nodes), BT is faster in element processing (in mechanical solver) than DMT. In the case of thermal element processing (Figure 9b), DMT is only faster for 16 cores. The benefit of having less elements does not affect the thermal case, because the elements are not activated anyway. IO time is the main drawback of the restarts’ processes, which have to be repeated during DMT. Figure 10 shows how the IO times increase with billet length and number of cores for the DMT. In BT, since IO is only necessary once, this issue is negligible.

![Figure 10. Comparison of IO processing time over billet length between DMT and BT for all three billet length scenarios.](image)

The investigation of the IO times for parallel processing of dynamic systems becomes vital when it is considered that large numerical domains with huge assembled matrices are required for the simulation of industrial scale continuous and semi-continuous processes. The variation of IO times during these processes are also of interest since it can slow down the progression of computational tasks during the transient simulation. Figure 11 shows the variation of IO times during the simulation of the casting process for three billet length scenarios using DMT. Three different IO times are recorded and shown during the solver restarts; namely, key file reading time, decomposition time and initialization time. The summations of these three IO times are also shown in the Figure 11, where it does not show significant time variations between three billet length scenarios. The decomposition times (secondary partitioning for parallel processing) show steady values during the insertion of new element layers for all scenarios (at solver restarts), while there are variations on file reading and initialization IO times.
The investigation of the IO times for parallel processing of dynamic systems becomes vital when it is considered that large numerical domains with huge assembled matrices are required for the simulation of industrial scale continuous and semi-continuous processes. The variation of IO times during these processes are also of interest since it can slow down the progression of computational tasks during the transient simulation. Figure 11 shows the variation of IO times during the simulation of the casting process for three billet length scenarios using DMT. Three different IO times are recorded and shown during the solver restarts; namely, key file reading time, decomposition time and initialization time. The summations of these three IO times are also shown in the Figure 11, where it does not show significant time variations between three billet length scenarios. The decomposition times (secondary partitioning for parallel processing) show steady values during the insertion of new element layers for all scenarios (at solver restarts), while there are variations on file reading and initialization IO times.

Figure 11. Comparison of variation of IO processing time for DMT using four computing nodes (with 16 cores each) for billet lengths (a) 0.5 m; (b) 1.0 m; and (c) 1.4 m.
6. Discussion

The introduction of a dynamic approach using element insertion, mapping and restarting technique has been presented herein where a framework including a controlling module (using in-house Python code) has been developed for continuous and semi-continuous casting processes. The dynamic technique can be employed for the simulation of foundry processes with transient growing domains. One of the advantages of the new approach lies in its overall reduced computational efforts/resources and agility of implementation on commercial solvers. Detailed investigations of computational time and resources were carried out using a pre-defined scenario table to establish the computational efficiency of the technique against a popular conventional technique. The findings can be summarised as:

- Overall computation time (including CPU and IO times) are meaningfully lower for the proposed DMT compared to the conventional activation technique.
- The overall IO time for DMT with many solver restarts and repeated matrices’ assemblies is higher than the conventional technique (with single start of the solver). However, the total simulation wall clock time for DMT is significantly lower than the conventional technique due to the fact that the CPU computational time is generally more than two orders of magnitude larger than IO times for real-size casting applications.
- Considering today’s efficient existing partitioning and parallel processing routines implemented in commercial software, the IO times for decomposition of the numerical domain shows a steady trend over the different billet lengths. This means that with a carefully chosen number of computational nodes (e.g., based on the size of the final domain), the computing resources can be optimised for a manageable overall simulation time.
- The implementation of the technique and its flexibility towards enhancing commercial software capabilities for dynamic systems would inspire the use of the technique in simulation of modern foundry processes.
- Although the thermal-mechanical simulation of casting processes will provide a valuable source of information for foundry processes, the link to melt delivery and filling simulation would enhance the optimisation capabilities of these simulations. Hence, the next development step for the proposed technique is to establish a sound numerical link to pre-solidified melt flow and filling simulations.

Moreover, novel computer technology routines can be employed to shorten required IO time for the DMT solver’s initialization using embedded pre-mesh data which can be stored in the active computer memory for the FEM solver (instead of reading from disk) in the future.

7. Conclusions

One of the main challenges for today’s simulations of foundry processes is how to handle the dynamic nature of these processes using conventional multi-physical/scale solver technologies. The computational time’s affordability and accuracy of the simulation results also play a vital role for real-size industrial applications of these techniques. The variations of parameters and the transient nature of thermal boundaries (with dynamic HTCs) during these processes will also cause a huge challenge for industrial-based simulation tools. The dynamic technique developed herein is a first step towards the development and implementation of more ambitious numerical frameworks for faster and more practical industrial simulation tools. The proposed DMT for casting applications which has been presented in this paper is paving a way for easier implementation of dynamic generative systems into the mainstream software tools (LS-DYNA® for this research work).

Some technical aspects of the new DMT and its dynamic mesh strategy have shortly been presented and the industrial application of the method for the case of semi-continuous casting processes were discussed. In the final part of the paper, an in-depth comparative study on the computational performance of the technique against a popular conventional BT is presented. The issue of CPU time and committed computer resources for the simulation of casting applications have briefly been
scrutinized, and the potential saving of the computational time and memory for industrial-scale applications were highlighted. Although the numerical framework can easily be adapted to various geometries, its application for full continuous casting processes has not yet been examined. The link between melt delivery/filling simulations and thermal-mechanical DMT has also not been fully established yet, and these are potential next steps which are planned for the continuation of the research work.
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