ON THE MOVING PLANE METHOD FOR NONLOCAL PROBLEMS
IN BOUNDED DOMAINS
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Abstract. We consider a nonlocal problem involving the fractional laplacian and the
Hardy potential, in bounded smooth domains. Exploiting the moving plane method and
some weak and strong comparison principles, we deduce symmetry and monotonicity
properties of positive solutions under zero Dirichlet boundary conditions.
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1. Introduction

In recent years, considerable attention has been given to equations involving general
integrodifferential operators, especially, those with the fractional Laplacian operator. This
motivation coming from the fact that these nonlocal structures has connection with many
real world phenomena. Indeed, non local operators naturally appear in elasticity prob-
lems [15], thin obstacle problem [15], phase transition [2, 13, 44], flames propagation [20],
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crystal dislocation [29, 49], stratified materials [40], quasi-geostrophic flows [21] and others. Since these operators are also related to Lévy processes and have a lot of applications to mathematical finance, they have been also studied from a probabilistic point of view (see for example [7, 11, 32, 33, 50]). We refer the readers to, for instance, [3, 4, 5, 6, 10, 16, 17, 18, 19, 24, 38, 41, 42, 43] where existence of solutions and/or regularity of solutions are studied for some nonlocal problems.

In this paper we focus our attention in the following problem

\[
\begin{aligned}
(-\Delta)^s u &= \frac{g(u)}{|x|^2} + f(x, u) \quad \text{in } \Omega, \\
u &> 0 \quad \text{in } \Omega, \\
u &= 0 \quad \text{in } \mathbb{R}^N \setminus \Omega,
\end{aligned}
\]

where \( \Omega \) is a bounded smooth domain, \( N > 2s \) and the equation is understood in the weak energy sense (see Definition 2.2) and \((-\Delta)^s\) is the fractional Laplacian operator defined, up to a normalization factor by the Riesz potential as

\[
(-\Delta)^s u(x) := \int_{\mathbb{R}^N} \frac{2u(x) - u(x+y) - u(x-y)}{|y|^{N+2s}} \, dy, \quad x \in \mathbb{R}^N,
\]

where \( 0 < s < 1 \) is a fix parameter (see [48, Chapter 5] or [24, 46] for further details). We assume that

\[0 \in \Omega\]

and also that the nonlinearities

\[f(x, t) : \Omega \times [0, \infty) \to \mathbb{R} \quad \text{and} \quad g(t) : [0, \infty) \to \mathbb{R},\]

fulfill the following assumptions:

\((H_1)\) \( f(x, t) \) is a Carathéodory function which is locally Lipschitz continuous with respect to the second variable. Namely, for any \( M > 0 \) given, it follows

\[|f(x, t_1) - f(x, t_2)| \leq L_f(M)|t_1 - t_2|, \quad x \in \Omega, \quad t_1, t_2 \in [0, M].\]

Furthermore \( g(t) \) is locally Lipschitz continuous namely, for any \( M > 0 \) given, it follows

\[|g(t_1) - g(t_2)| \leq L_g(M)|t_1 - t_2|, \quad t_1, t_2 \in [0, M].\]

As a leading example we can consider \( f(x, s) = a(x)f(s) \) with \( a(\cdot) \) bounded and measurable and \( f \) locally Lipschitz continuous and \( g(t) = \vartheta t^q \) with \( \vartheta \geq 0 \) an \( q \geq 1 \). We note here that, adapting to the nonlocal framework the ideas done in [12, Theorem 1.2], if \( f \geq 0 \) and \( g(u) \geq u^q, q > 1 \) it can be proved that the problem has not solution even in a more weaker sense than the one considered in Definition 2.2.

In some of our results we will consider the stronger assumption:
(H₂) \( f(x,t) \) is Hölder continuous with respect to the \( x \)-variable, namely, for any \( M > 0 \) and \( r > 0 \) given, for some \( \gamma \in (0, 1) \) it follows that
\[
|f(x_1, t) - f(x_2, t)| \leq C(M, r)|x_1 - x_2|^{\gamma}, \quad x_1, x_2 \in \Omega \setminus B_r(0), \quad t \in [0, M].
\]

The aim of this work is to prove symmetry and monotonicity properties of the solutions exploiting the moving plane method. The moving plane method was brought to the attention of the PDE community by J. Serrin ([39]) and a clever use of it goes back to the celebrated paper [30]. The technique was refined in [9] and this is the approach that we use here. This will also allow us to consider convex (not necessarily strictly convex domains).

The general statement is the following:

If the domain is convex and symmetric, then the solution inherits the symmetry of the domain and also exhibits monotonicity properties.

When performing the moving planes technique in problems that involve local partial differential equations, the local properties of the differential operators are used in a crucial way. This causes that, in the context of nonlocal operators, many difficulties arise, for example, because of the lack of general weak and strong comparison principles. Previous contributions devoted to symmetry results for equations involving the fractional Laplacian in \( \mathbb{R}^N \) that use the moving plane method can be found, for instance, in [22, 23, 26, 28, 37]. Other works, in the nonlocal framework, that study the symmetry of solutions using another techniques are for example [25, 14, 44].

The analysis in our context is also more involved because of the presence of the Hardy Leray potential. In particular this causes that the solutions are not bounded (and not smooth) near the origin. Nevertheless, the case \( g(u) = 0 \) is also admissible in our results and in this case our effort is to carry out the moving plane procedure exploiting the weak formulation of the equation. This allows to consider issues where solutions are not smooth, namely not of class \( C^1 \).

Our main result is the following:

**Theorem 1.1.** Let \( u \in C^0(\Omega \setminus \{0\}) \) be a weak solution to (1.1) and let \( \Omega \) be convex with respect to the \( x_1 \)-direction and symmetric w.r.t.
\[
T_0 = \{ x \in \mathbb{R}^N : x_1 = 0 \}.
\]

For \( x = (x_1, x') \) let us consider \( x_\lambda = (2\lambda - x_1, x') \) and assume that
\[
f(x, t) \leq f(x_\lambda, t) \quad \text{if} \quad \lambda < 0, \quad x \in \Omega \cap \{ x_1 < \lambda \} \quad \text{and} \quad t \in [0, \infty)
\]

and
\[
f(x, t) = f(x_\lambda, t) \quad \text{if} \quad x \in \Omega \cap \{ x_1 < 0 \} \quad \text{and} \quad t \in [0, \infty).
\]

Let us also assume that either (a) or (b) are fulfilled, where:
(a) \((H_1)\) holds and \(f(x,t)\) is nondecreasing with respect to the variable \(t\) for any \(x \in \Omega\) and \(g(t)\) is nondecreasing with respect to the variable \(t\);
(b) \((H_1)\) and \((H_2)\) hold.

Then \(u\) is symmetric w.r.t. the \(x_1\)-variable and strictly increasing w.r.t. the \(x_1\)-direction for \(x_1 < 0\). Moreover, if \(\Omega\) is a ball, then \(u\) is radial and strictly radially decreasing.

The fact that we need to assume some monotonicity and symmetry properties of the nonlinearity is natural. In fact it is easy to see that, if the right hand side in our problem is not symmetric, then the solution cannot inherit the symmetry of the domain since we know that, for instance, \((-\Delta)^s|x|^{-\beta} = C(N, s, \beta)|x|^{-\beta-2s}, \beta > 0\). Furthermore, also the monotonicity in variable \(x\) is necessary. In the local framework, this can be deduced considering e.g. the Henon equation for which non-radial solutions do exist.

A particular but relevant example for which Theorem 1.1 applies is the following

\begin{equation}
\begin{cases}
(-\Delta)^s u = \frac{u}{|x|^{2s}} + f(u) & \text{in } \Omega, \\
\quad u > 0 & \text{in } \Omega, \\
\quad u = 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}
\end{equation}

with \(f\) locally Lipschitz continuous with critical or sub-critical growth. It is easy to check that all our assumptions are fulfilled in this case. Furthermore, the case \(g(\cdot) = 0\) is also admissible in our result and we have in this case the following:

**Theorem 1.2.** Let \(u \in C^0(\Omega)\) be a weak solution to

\begin{equation}
\begin{cases}
(-\Delta)^s u = f(x,u) & \text{in } \Omega, \\
\quad u > 0 & \text{in } \Omega, \\
\quad u = 0 & \text{in } \mathbb{R}^N \setminus \Omega
\end{cases}
\end{equation}

and let \(\Omega\) be convex with respect to the \(x_1\)-direction and symmetric w.r.t.

\[T_0 = \{x \in \mathbb{R}^N : x_1 = 0\}.\]

For \(x = (x_1, x')\) let us consider \(x_\lambda = (2\lambda - x_1, x')\) and assume that

\[f(x, t) \leq f(x_\lambda, t) \text{ if } \lambda < 0, x \in \Omega \cap \{x_1 < \lambda\} \text{ and } t \in [0, \infty),\]

and

\[f(x, t) = f(x_\lambda, t) \text{ if } x \in \Omega \cap \{x_1 < 0\} \text{ and } t \in [0, \infty).\]

Let us also assume that either (a) or (b) are fulfilled, where:

(a) \((H_1)\) holds (with \(g = 0\)) and \(f(x,t)\) is nondecreasing with respect to the variable \(t\) for any \(x \in \Omega\);
(b) \((H_1)\) and \((H_2)\) hold (with \(g = 0\)).
Then $u$ is symmetric w.r.t. the $x_1$-variable and strictly increasing w.r.t. the $x_1$-direction for $x_1 < 0$. Moreover, if $\Omega$ is a ball, then $u$ is radial and strictly radially decreasing.

Theorem 1.2 extends to the nonlocal context the classical results of [9, 30], that hold in the local case. Even in this case, namely when the Hardy potential is not considered, our results and their proofs are new. In fact, we perform the technique exploiting only the weak formulation of the equation. This allows to consider the case when the solution is merely continuous.

The proof of Theorem 1.1 will be carried out via the moving plane method. To do this we need to exploit weak and strong comparison principles. The weak comparison principle cannot hold in general and in fact we will prove and exploit a weak comparison principle in small domains in Theorem 3.1. This is because, under the assumption (a) a lack of regularity of the solutions, force us to use a careful analysis. Moreover we need to have a precise control of the parameters involved in the weak comparison principle in small domains so that the latter could be of use when performing the moving plane procedure. In particular we have to take into account the fact that solutions are unbounded at the origin.

The other important tool is the strong comparison principle. When $f(x, t)$ and $g(t)$ are nondecreasing w.r.t. the $t$-variable, we succeed in exploiting earlier results in [46] as slightly improved in [26]. If this is not the case, namely considering (b) in Theorem 4.1, we argue in a different way and write the equation pointwise far from the origin. To do this we need some regularity information more, that will be deduced by the assumption $(H_2)$ (see Proposition 2.4).

The paper is organized as follows: in Section 2, an introduction of the necessary functional framework is presented, as well as the type of solution we will work with and an interior regularity result. Section 3 is devoted to prove the weak and strong comparison principle. These results are the fundamental key to apply, in Section 4, the moving plane method to obtain the symmetry of the solutions.

2. Notations and Preliminary Results

Let us recall that, given a function $u$ in the Schwartz’s class $\mathcal{S}(\mathbb{R}^N)$ we define for $0 < s < 1$, the fractional Laplacian as

\begin{equation}
(-\Delta)^s u(\xi) = |\xi|^{2s} \hat{u}(\xi), \quad \xi \in \mathbb{R}^N.
\end{equation}

It is well known (see [34, 48, 50]) that this operator can be also represented, for suitable functions, as a principal value of the form

\begin{equation}
(-\Delta)^s u(x) := c_{N,s} \text{P.V.} \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x - y|^{N+2s}} \, dy
\end{equation}
where

\[(2.3)\]  
\[c_{N,s} := \left( \int_{\mathbb{R}^N} \frac{1 - \cos(\xi)}{\left|\xi\right|^{N+2s}} \, d\xi \right)^{-1} = \frac{4^s \Gamma \left( \frac{N}{2} + s \right)}{\pi^\frac{N}{2} \Gamma(-s)} > 0,\]

is a normalizing constant chosen to guarantee that (2.1) is satisfied (see [24, 46, 50]). From (2.2) one can check that

\[(2.4)\]  
\[|(-\Delta)^s \phi(x)| \leq \frac{C}{1 + |x|^{N+2s}}, \quad \text{for every } \phi \in \mathcal{S}(\mathbb{R}^N).\]

This motivates the introduction of the space

\[\mathcal{L}^s(\mathbb{R}^N) := \{u : \mathbb{R}^N \to \mathbb{R} : \int_{\mathbb{R}^N} \frac{|u(x)|}{(1 + |x|^{N+2s})} \, dx < \infty\},\]

defined with the natural norm

\[\|u\|_{\mathcal{L}^s(\mathbb{R}^N)} := \int_{\mathbb{R}^N} \frac{|u(x)|}{(1 + |x|^{N+2s})} \, dx.\]

Then, if \(u \in \mathcal{L}^s(\mathbb{R}^N)\) and \(\phi \in \mathcal{S}(\mathbb{R}^N)\), using (2.4), we can formally define the duality product \(\langle (-\Delta)^s u, \phi \rangle\) in the distributional sense as

\[\langle (-\Delta)^s u, \phi \rangle := \int_{\mathbb{R}^N} u(-\Delta)^s \phi \, dx.\]

Along this work we will consider the Hilbert space

\[H^s_0(\Omega) = \{u \in H^s(\mathbb{R}^N) : u = 0 \text{ in } \mathbb{R}^N \setminus \Omega\},\]

equipped with the norm

\[\|u\|_{H^s_0(\Omega)}^2 = \frac{2}{c_{N,s}} \|(-\Delta)^{s/2} u\|_{L^2(\mathbb{R}^N)}^2.\]

Here \(c_{N,s}\) is the normalizing constant given in (2.3).

In the following we will exploit the following well known Sobolev-type embedding Theorem

**Theorem 2.1.** (See [1, Theorem 7.58], [24, Theorem 6.5], [36, 47]) Let \(0 < s < 1\) and \(N > 2s\). There exists a constant \(S_{N,s}\) such that, for any measurable and compactly supported function \(u : \mathbb{R}^N \to \mathbb{R}\), we have

\[S_{N,s} \|u\|_{L^{2^*_s}(\mathbb{R}^N)}^2 \leq \frac{2}{c_{N,s}} \|(-\Delta)^{s/2} u\|_{L^2(\mathbb{R}^N)}^2,\]

where

\[(2.5)\]  
\[2^*_s = \frac{2N}{N - 2s},\]

is the Sobolev critical exponent.

Now we are in position to give the following:
Definition 2.2. We say that \( u \in H^s_0(\Omega) \) is a weak solution to (1.1) if:

\[
\frac{g(u)}{|x|^{2s}} \in L^1(\Omega) \quad \text{and} \quad f(x, u) \in L^1(\Omega)
\]

and

\[
\frac{1}{2} c_{N,s} \int_Q \frac{(u(x) - u(y))(\varphi(x) - \varphi(y))}{|x - y|^{N+2s}} \, dx \, dy = \int_\Omega \frac{g(u)}{|x|^{2s}} \varphi \, dx + \int_\Omega f(x, u) \varphi \, dx \quad \forall \varphi \in H^s_0(\Omega) \cap L^\infty(\Omega).
\]

where \( c_{N,s} \) has been defined in (2.3) and \( Q = \mathbb{R}^{2N} \setminus (\Omega^c \times \Omega^c) \).

Remark 2.3. We point out that, using the fractional Hardy-Sobolev inequality (see [8, 27, 31]), it follows that \( \frac{g(u)}{|x|^{2s}} \in L^1(\Omega) \) whenever \( g(\cdot) \) has linear or sublinear growth at infinity, so that Definition 2.2 makes sense in this case. Actually, in this case, it follows that \( \frac{g(u)}{|x|^{2s}} \varphi \in L^1(\Omega) \) for any (possibly unbounded) \( \varphi \in H^s_0(\Omega) \). Therefore it is possible in this case to consider also unbounded test functions in the weak formulation of the equation. Furthermore, by the Sobolev embedding, the case when \( f \) has critical or sub-critical growth is also admissible even without the bounded condition in the family of test functions.

Relating to some properties of the fractional Laplacian operator we present here a regularity result that will be needed later.

Proposition 2.4. (Regularity-Bootstrap) Let \( u \in H^s_0(\Omega) \) be a weak solution to (1.1). Let us consider \( B_r(x_0) \subseteq \Omega \) for some \( r > 0 \) and \( x_0 \in \Omega \) such that \( 0 \notin B_r(x_0) \). If we denote by \( h(x, u) \) the right hand side of the equation given in (1.1) and we assume that \( u \in L^\infty(B_r(x_0)) \), then

i) \( u \in C^\beta \left( \overline{B_{\frac{r}{4}}(x_0)} \right) \) for every \( 0 < \beta < 2s \) if \( f(x, u) \) and \( g(u) \) satisfies the condition (H1).

ii) Moreover, if the condition (H2) is also verified, \( u \in C^{\alpha+2s} \left( \overline{B_{\frac{r}{10}}(x_0)} \right) \) for some \( 0 < \alpha < 2s \), \( \alpha \notin \mathbb{Z} \) and \( \alpha + 2s \notin \mathbb{Z} \), and, in fact,

\[
\|u\|_{C^{\alpha+2s} \left( \overline{B_{\frac{r}{10}}(x_0)} \right)} \leq c \left( \|u\|_{L^\infty(\mathbb{R}^N)} + \|u\|_{L^\infty(B_r(x_0))} + \|h\|_{L^\infty(B_r(x_0))} + \|h\|_{C^\alpha \left( \overline{B_{\frac{r}{4}}(x_0)} \right)} \right),
\]

where \( c \) is a positive constant that only depends on \( N, s \) and \( \alpha \).

Proof. First of all we observe that, since \( u \in L^\infty(B_r(x_0)) \), by hypothesis (H1), we obtain that

\[
h(x, u) := \frac{g(u)}{|x|^{2s}} + f(x, u) \in L^\infty(B_r(x_0)).
\]
Then, by Theorem 2.1 and by the fact that \( \Omega \) is a bounded domain, we get that
\[
\|u\|_{L^s(\mathbb{R}^N)} \leq C \left( \|u\|_{L^1(B_1)} + \int_{\mathbb{R}^N \setminus B_1} \frac{|u(x)|}{|x|^{N+2s}} \, dx \right)
\]
\[
\leq C \left( |\Omega|^{\frac{s}{2s'}} \|u\|_{L^2_s(\Omega)} + \int_{\Omega \setminus B_1} \frac{|u(x)|}{|x|^{N+2s}} \, dx \right)
\]
(2.8)
\[
< \infty.
\]
Therefore by [38, Corollary 2,5] it follows that, for every \( 0 < \beta < 2s \),
\[
\|u\|_{C^\beta(B_{\frac{4}{4}}(x_0))} \leq c \left( \|u\|_{L^s(\mathbb{R}^N)} + \|u\|_{L^\infty(B_r(x_0))} + \|h\|_{L^\infty(B_{r}(x_0))} \right),
\]
where \( c \) is a positive constant that only depends on \( N, s \) and \( \beta \). Since, by (H1) and (H2), we know that \( h \in C^\alpha \left( B_{\frac{4}{4}}(x_0) \right) \), with \( \alpha = \min\{\beta, \gamma\} \), where \( \gamma \) was given in (H2), by (2.8) and (2.9), we obtain that (2.6) follows by applying [38, Corollary 2,4], \( \square \)

**Remark 2.5.** Observe that as a consequence of the previous result, when \( u \) is a weak solution, (H2) is assumed, for any \( x \in \Omega \setminus \{0\} \), if \( u \) is bounded in a neighborhood of \( x \), we can write in a pointwise way
\[
c_{N,s} \text{ P.V.} \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x-y|^{N+2s}} \, dy = g(u) |x|^{2s} + f(x,u).
\]

To finish this section we introduce some notation that we will need to state the principal results of the work. If \( \nu \) is a direction in \( \mathbb{R}^N \), i.e. \( \nu \in \mathbb{R}^N \) and \( |\nu| = 1 \), and \( \lambda \) is a real number we set
\[
T_{\lambda}^\nu := \{ x \in \mathbb{R}^N : x \cdot \nu = \lambda \}.
\]
Moreover, let us denote
\[
\Sigma_{\lambda}^\nu := \{ x \in \mathbb{R}^N : x \cdot \nu < \lambda \}, \quad \Omega_{\lambda}^\nu := \Omega \cap \Sigma_{\lambda}^\nu
\]
(i.e. \( R_{\lambda}^\nu \) is the reflection through the hyperplane \( T_{\lambda}^\nu \)),
(2.10)
\[
u_{\lambda}' := u_{\lambda}'(x) := u(x_{\lambda}')
\]
and
\[
a(\nu) := \inf_{x \in \Omega} x \cdot \nu.
\]
When \( \lambda > a(\nu) \), since \( \Omega_{\lambda}^\nu \) is nonempty, we set
\[
(\Omega_{\lambda}^\nu)' := R_{\lambda}^\nu(\Omega_{\lambda}^\nu)
\]
and, finally, for \( \lambda > a(\nu) \) we denote
(2.11)
\[
\lambda_1(\nu) := \sup\{ \lambda : (\Omega_{\lambda}^\nu)' \subset \Omega \}.
\]

**Notation.** Generic fixed and numerical constants will be denoted by \( C \) (with subscript in some case) and they will be allowed to vary within a single line or formula. By \( |A| \) we will denote the Lebesgue measure of a measurable set \( A \).
Now we prove a weak comparison theorem in small domain, namely we have the following

**Theorem 3.1 (Weak comparison principle in small domains).** Let \( \lambda < 0 \) and let us consider a set \( \tilde{D} \) such that \( \tilde{D} \subseteq \Omega^\nu_\lambda \subset \Sigma^\nu_\lambda \). Moreover let \( u, v \in H^s(\mathbb{R}^N) \) weakly satisfying

\[
(-\Delta)^s u \leq \frac{g(u)}{|x|^{2s}} + f(x, u), \quad \text{in } \tilde{D}
\]

(3.1)

\[
(-\Delta)^s v \geq \frac{g(v)}{|x|^{2s}} + f(x, v), \quad \text{in } \tilde{D},
\]

(3.2)

with \( u \in L^\infty(\Omega^\nu_\lambda) \), \( f \) and \( g \) satisfying (H1). Assume that \( u \leq v \) in \( \Sigma^\nu_\lambda \setminus \tilde{D} \) and \( (u - v) \) is odd with respect to \( T^\nu_\lambda = \partial \Sigma^\nu_\lambda \). Then there exists

\[
\delta = \delta(s, N, \lambda, L_f(\|u\|_{L^\infty(\Omega^\nu_\lambda)}), L_g(\|u\|_{L^\infty(\Omega^\nu_\lambda)})),
\]

such that if we assume that \( |\tilde{D}| \leq \delta \), then

\[
u \leq c \text{ in } \tilde{D}
\]

and actually in \( \Sigma^\nu_\lambda \).

**Proof.** Taking into account (H1), we define

\[
\hat{L}_f(\lambda) := L_f(\|u\|_{L^\infty(\Omega^\nu_\lambda)}) \quad \text{and} \quad \hat{L}_g(\lambda) := L_g(\|u\|_{L^\infty(\Omega^\nu_\lambda)}).
\]

Let us set

\[
w(x) := \begin{cases} (u - v)^+(x) & \text{if } x \in \Sigma^\nu_\lambda, \\ 0 & \text{if } x \in \mathbb{R}^N \setminus \Sigma^\nu_\lambda,
\end{cases}
\]

(3.4)

where \( (u - v)^+ := \max\{u - v, 0\} \). It follows that \( w \in H^s_0(\tilde{D}) \) (see e.g. [35, Proposition 2.4]). Furthermore \( w \) is bounded with \( \|w\|_{L^\infty(\mathbb{R}^N)} \leq \|u\|_{L^\infty(\Omega^\nu_\lambda)} \) and then we can consider \( w \) as a test function in (3.1) and (3.2) obtaining that

\[
\frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(u(x) - u(y))(w(x) - w(y))}{|x - y|^{N+2s}} \, dx \, dy \leq \int_{\tilde{D}} \frac{g(u)}{|x|^{2s}} \, wdx + \int_{\tilde{D}} f(x, u)w \, dx
\]

and

\[
\frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(v(x) - v(y))(w(x) - w(y))}{|x - y|^{N+2s}} \, dx \, dy \geq \int_{\tilde{D}} \frac{g(v)}{|x|^{2s}} \, wdx + \int_{\tilde{D}} f(x, v)w \, dx.
\]

(3.5)

where \( D := \text{supp } w \subseteq \tilde{D} \). Subtracting the two previous inequalities we get that

\[
\frac{1}{2} c_{N,s} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{((u(x) - v(x)) - (u(y) - v(y))(w(x) - w(y))}{|x - y|^{N+2s}} \, dx \, dy \leq \int_{\tilde{D}} \left( \frac{g(u) - g(v)}{|x|^{2s}} \right) \, wdx + \int_{\tilde{D}} (f(x, u) - f(x, v))w \, dx.
\]

In the following it will be crucial the following remark:

\[
\|v\|_{L^\infty(\tilde{D})} \leq \|u\|_{L^\infty(\Omega^\nu_\lambda)} \leq \tilde{C}(\lambda),
\]

(3.6)
for some positive constant $C$.

Taking into account that $\lambda < 0$, there exists a constant $C(\lambda)$ such that $|x| \geq C$ in $\Omega_\lambda^\nu$. Then from (3.5) we get

$$
\frac{1}{2} c_{N,s} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(u(x) - v(x)) - (u(y) - v(y)) (w(x) - w(y))}{|x - y|^{N+2s}} \, dx \, dy \\
\leq C(\lambda) \int_{D} (g(u) - g(v)) \, w \, dx + \int_{D} (f(x, u) - f(x, v)) \, w \, dx \\
(3.7)
\leq \hat{C}(\lambda, \hat{L}_f(\lambda), \hat{L}_g(\lambda)) \int_{D} w^2 \, dx,
$$

where we have used (3.6), (H1) and the fact that $(u - v)w = w^2$.

On the other hand we have

$$
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(u(x) - v(x)) - (u(y) - v(y)) (w(x) - w(y))}{|x - y|^{N+2s}} \, dx \, dy \\
= \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(w(x) - w(y))^2}{|x - y|^{N+2s}} \, dx \, dy \\
+ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(u(x) - v(x)) - (u(y) - v(y)) - (w(x) - w(y))) (w(x) - w(y))}{|x - y|^{N+2s}} \, dx \, dy \\
= \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(w(x) - w(y))^2}{|x - y|^{N+2s}} \, dx \, dy + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{A(x, y)}{|x - y|^{N+2s}} \, dx \, dy,
$$

where

$$
A(x, y) := ((u(x) - v(x)) - (u(y) - v(y)) - (w(x) - w(y))) (w(x) - w(y)).
$$

Now, we prove that

$$
(3.9) \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{A(x, y)}{|x - y|^{N+2s}} \, dx \, dy \geq 0.
$$

For that we will decompose the space as follows

$$
\mathbb{R}^N \times \mathbb{R}^N = (D \cup CD \cup R_\lambda^\nu(D) \cup CR_\lambda^\nu(D)) \times (D \cup CD \cup R_\lambda^\nu(D) \cup CR_\lambda^\nu(D)),
$$

where

$$
CD := \Sigma_\lambda^\nu \setminus D \quad \text{and} \quad CR_\lambda^\nu(D) := (\mathbb{R}^N \setminus \Sigma_\lambda^\nu) \setminus R_\lambda^\nu(D).
$$

Since $u - v$ is odd with respect to $T_\lambda^\nu$ by assumption, we get that
Therefore, we immediately get that

\[ \int_{R_\lambda^c(D)} \int_D \frac{\mathcal{A}(x,y)}{|x-y|^{N+2s}} \, dx \, dy + \int_D \int_{R_\lambda^c(D)} \frac{\mathcal{A}(x,y)}{|x-y|^{N+2s}} \, dx \, dy \geq 0. \tag{3.10} \]

Moreover for \((x, y) \in D \times CD\), using again the fact that \(u-v\) is odd with respect to \(T_\lambda^c\) it follows that

\[ 0 \leq \mathcal{A}(x, y) = -(u(y) - v(y))w(x) = (u(y_\lambda) - v(y_\lambda))w(x) = -\mathcal{A}(x, y_\lambda). \tag{3.11} \]

Therefore, since \(|x - y| \leq |x - y_\lambda|\) and \(\mathcal{A}(x, y) \geq 0\) when \((x, y) \in D \times CD\), by (3.11) we get that

\[ \int_D \int_{CD} \frac{\mathcal{A}(x,y)}{|x-y|^{N+2s}} \, dx \, dy + \int_D \int_{CR_\lambda^c(D)} \frac{\mathcal{A}(x,y)}{|x-y|^{N+2s}} \, dx \, dy \]

\[ = \int_D \int_{CD} \left( \frac{\mathcal{A}(x,y)}{|x-y|^{N+2s}} \, dx \, dy + \frac{\mathcal{A}(x,y_\lambda)}{|x-y_\lambda|^{N+2s}} \right) \, dx \, dy \]

\[ = \int_D \int_{CD} \mathcal{A}(x, y) \left( \frac{1}{|x-y|^{N+2s}} - \frac{1}{|x-y_\lambda|^{N+2s}} \right) \, dx \, dy \geq 0. \tag{3.12} \]

Similarly, one can prove that

\[ \int_{CD} \int_D \frac{\mathcal{A}(x,y)}{|x-y|^{N+2s}} \, dx \, dy + \int_D \int_{CR_\lambda^c(D)} \frac{\mathcal{A}(x,y)}{|x-y|^{N+2s}} \, dx \, dy \geq 0. \tag{3.13} \]

Then, by (3.10), (3.12) and (3.13), (3.9) follows. Hence by (3.7), (3.8) and (3.9), we get that

\[ \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(w(x) - w(y))^2}{|x-y|^{N+2s}} \, dx \, dy \leq \hat{C}(\lambda, \hat{L}_f(\lambda), \hat{L}_g(\lambda)) \int_D w^2 \, dx. \]
Moreover, using H"older inequality and Theorem 2.1 we get that
\[
\frac{c_{N,s}}{2} \|w\|_{H^s_0(\tilde{D})}^2 \leq \frac{\hat{C}(\lambda, \vartheta, \hat{L}_f(\lambda), \hat{L}_g(\lambda))}{S_{N,s}} \|D\|^{2s-2s} \left( \int_D w^{2s} \, dx \right)^{\frac{2}{2s}} 
\]
Choosing \(\delta = \delta(s, N, \lambda, \hat{L}_f(\lambda), \hat{L}_g(\lambda))\) such that
\[
\delta < \frac{c_{N,s} S_{N,s}}{2C(\lambda, \hat{L}_f(\lambda), \hat{L}_g(\lambda))} \left( \int_D w^{2s} \, dx \right)^{-\frac{2s}{2s}},
\]
if \(|\tilde{D}| \leq \delta\), we obtain from (3.14)
\[
\|w\|_{H^s_0(\tilde{D})}^2 = 0.
\]
Then we obtain that \(w = 0\) in \(\mathbb{R}^N\), so, in particular \(u \leq v\) in \(D\). This clearly implies that \(u \leq v\) in \(\tilde{D}\) and, moreover, in \(\Sigma_\lambda^\nu\).

We state now the following strong comparison principle as follows

**Proposition 3.2** (Strong comparison principle). Let \(w \in H^s_0(\Omega)\) be a continuous solution of
\[
(-\Delta)^s w \geq 0 \quad \text{in } D
\]
with \(D \subset \Omega^\nu\). If \(w \geq 0\) in \(\Sigma^\nu_\lambda\) and odd with respect to the hyperplane \(T^\nu_0\) then
\[
w > 0 \quad \text{in } D,
\]
unless \(w \equiv 0\) in \(D\).

**Proof.** The proof follows repeating verbatim the one in [26] that goes back to [46, Proposition 2.17].

**Remark 3.3.** Note that (3.15) has to be understood in the weak formulation. Since here we consider a domain \(D\) that does not touch the pole, then there is no need to consider bounded test functions, as in Definition 2.2.

### 4. Symmetry of Solutions

The main result of this section, that will be a consequence of more general monotonicity results, see Proposition 4.3 and Proposition 4.4 below, is stated in the following

**Theorem 4.1.** Let \(u \in C^0(\overline{\Omega} \setminus \{0\})\) be a weak solution to (1.1) and let \(\Omega\) be convex with respect to the \(\nu\)-direction (\(\nu \in S^{N-1}\)) and symmetric w.r.t. \(T^\nu_0\), where
\[
T^\nu_0 = \{ x \in \mathbb{R}^N : x \cdot \nu = 0 \}
\]
and let us suppose that are fulfilled the following natural symmetry and monotonicity properties on \(f(x,t)\):
(*) \( f(x, t) \leq f(x^\nu_\lambda, t) \) if \( \lambda < 0, \ x \in \Omega^\nu_\lambda, \ t \in [0, \infty) \);

and

(**) \( f(x, t) = f(x^\nu_0, t) \) if \( x \in \Omega^\nu_0 \), \( t \in [0, \infty) \).

Let us also assume that either \((a)\) or \((b)\) are fulfilled, where:

(a) \((H_1)\) holds, \( f(x, t) \) is nondecreasing with respect to the variable \( t \) for any \( x \in \Omega \) and \( g(t) \) is nondecreasing with respect to the variable \( t \);

(b) \((H_1)\) and \((H_2)\) holds.

Then \( u \) is symmetric w.r.t. \( T^\nu_\lambda \) and increasing w.r.t. the \( \nu \)-direction in \( \Omega^\nu_\lambda \). Moreover, if \( \Omega \) is a ball, then \( u \) is radial and radially decreasing.

Remark 4.2. If e.g. we consider the case \( \nu = (1, 0, \cdots, 0) \), hypotheses \((*)\) and \((**)\) in the statement of Theorem 4.1 mean that \( f(x, t) \) nondecreasing in the \( x_1 \)-direction for \( x_1 < 0 \) and \( f(x, t) \) even in \( x_1 \)-direction respectively.

Theorem 4.1 will be obtained as a consequence of more general results. We start with the following

Proposition 4.3. Let \( u \in C_0^0(\Omega \setminus \{0\}) \) be a weak solution to \((1.1)\). Set

\[ \lambda^0_1(\nu) := \min\{0, \lambda_1(\nu)\}, \]

where \( \lambda_1(\nu) \) is defined in \((2.1)\). Assume that \((H_1)\) is fulfilled and assume that \( f(x, t) \) is nondecreasing with respect to the variable \( t \), for all \( x \in \Omega \), as well as \( g(t) \) is nondecreasing with respect to the variable \( t \). Assume also that

\[ f(x, t) \leq f(x^\nu_\lambda, t) \text{ if } \lambda \leq \lambda^0_1(\nu), \ x \in \Omega^\nu_\lambda, \ t \in [0, \infty). \]

Then, for any \( a(\nu) \leq \lambda \leq \lambda^0_1(\nu) \), we have

\[ u(x) \leq u^\nu_\lambda(x), \ x \in \Omega^\nu_\lambda. \]

Furthermore \( u \) is strictly monotone increasing in the \( \nu \)-direction in \( \Omega^\nu_\lambda \).

Proof. In the proof we will fix the direction \( \nu = e_1 := (1, 0, \cdots, 0) \). The proof can be carried out for general directions with trivial modifications. In this case we have

\[ T^\nu_\lambda = T_\lambda = \{ x \in \mathbb{R}^N : x_1 = \lambda \}. \]

Moreover

\[ \Sigma^\nu_\lambda = \Sigma_\lambda = \{ x \in \mathbb{R}^N : x_1 < \lambda \}, \ \Omega_\lambda = \Omega \cap \Sigma_\lambda, \]

\[ x_\lambda = R_\lambda(x) = (2\lambda - x_1, x_2, \ldots, x_n), \]

\[ u_\lambda(x) = u(x_\lambda), \]
and

\[ a = \inf_{x \in \Omega} x_1. \]

When \( \lambda > a \), since \( \Omega_\lambda \) is nonempty, we set

\[ (\Omega_\lambda)' := R_\lambda(\Omega_\lambda). \]

We also denote in this case \( \lambda_1 = \sup\{\lambda : (\Omega_\lambda)' \subset \Omega\} \) and

\[ \lambda_0^1 := \min\{0, \lambda_1\}. \]

For \( a < \lambda < \lambda_0^1 \), since \( u \) is a solution to (1.1), it is easy to verify that \( u_\lambda \in H^s_0(\Omega) \) satisfies

\[
\frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(u_\lambda(x) - u_\lambda(y))(\varphi(x) - \varphi(y))}{|x - y|^{N+2s}} \, dx \, dy = \int_{R_\lambda(\Omega)} g(u_\lambda) \frac{\varphi}{|x_\lambda|^{2s}} \, dx + \int_{R_\lambda(\Omega)} f(x, u_\lambda) \varphi \, dx,
\]

where \( c_{N,s} \) has been defined in (2.3) and \( \varphi \in H^s_0(R_\lambda(\Omega)) \cap L^\infty(R_\lambda(\Omega)) \). By (4.1) and the fact that \( |x_\lambda| \leq |x| \) for \( \lambda < 0 \), we deduce that

\[
\frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(u_\lambda(x) - u_\lambda(y))(\varphi(x) - \varphi(y))}{|x - y|^{N+2s}} \, dx \, dy \geq \int_{R_\lambda(\Omega)} g(u_\lambda) \frac{\varphi}{|x|^{2s}} \, dx + \int_{R_\lambda(\Omega)} f(x, u_\lambda) \varphi \, dx,
\]

for any nonnegative test function \( \varphi \in H^s_0(R_\lambda(\Omega)) \cap L^\infty(R_\lambda(\Omega)) \).

We are now in position to exploit the weak comparison principle in small domains. In fact, for \( \lambda - a \) small, we can apply Theorem 3.1 with \( \tilde{D} = \Omega_\lambda \) and \( v = u_\lambda \). To control the behavior of the constants in Theorem 3.1, we fix \( a < \hat{\lambda} < 0 \) so that

\[
\|u\|_{L^\infty(\Omega_\lambda)} \leq \|u\|_{L^\infty(\Omega)} \quad \text{for} \quad \lambda < \hat{\lambda}.
\]

This allows us to take \( \lambda - a \) small enough to guarantee that \( |\Omega_\lambda| \leq \delta \) where \( \delta \) was given in (3.3). Therefore by Theorem 3.1 we get that

\[
u \leq u_\lambda \quad \text{in} \quad \Omega_\lambda \quad \text{for} \quad \lambda < 0 \text{ such that } 0 < \lambda - a \text{ is small enough.}
\]

We start now the moving plane procedure setting

\[ \Lambda := \{a < \lambda < \lambda_0^1 \mid u \leq u_\mu \text{ in } \Omega_\mu \forall a < \mu \leq \lambda\}. \]

In fact, as we already proved, we have that \( \Lambda \neq \emptyset \) so we can set

\[ \bar{\lambda} := \sup \Lambda. \]

The proof of the theorem will be done if we show that \( \bar{\lambda} = \lambda_0^1 \). To prove this we argue by contradiction and we assume that \( \bar{\lambda} < \lambda_0^1 \). By continuity we deduce that

\[
u \leq u_{\bar{\lambda}} \quad \text{in} \quad \Omega_{\bar{\lambda}} \setminus \{0_{\bar{\lambda}}\}.
\]
Let us show that, in fact,
\begin{equation}
(4.11) \quad u < u_{\bar{\lambda}} \quad \text{in } \Omega_{\bar{\lambda}} \setminus \{0_{\bar{\lambda}}\} \text{ for } \bar{\lambda} < \lambda_0^0.
\end{equation}

To prove this note that, since by assumption $f(x,t)$ and $g(t)$ are nondecreasing with respect to the variable $t$, then it follows that
\[
\int_{\Omega_{\bar{\lambda}}} \frac{g(u)}{|x|^{2s}} \phi \, dx + \int_{\Omega_{\bar{\lambda}}} f(x,u)\phi \, dx \leq \int_{\Omega_{\bar{\lambda}}} \frac{g(u_{\lambda})}{|x|^{2s}} \phi \, dx + \int_{\Omega_{\bar{\lambda}}} f(x,u_{\lambda})\phi \, dx,
\]
for $0 \leq \phi \in H^s_0(\Omega_{\bar{\lambda}}) \cap L^\infty(\Omega_{\bar{\lambda}})$. From this and recalling (4.8), setting
\[
w_{\bar{\lambda}} := u_{\bar{\lambda}} - u,
\]
it easy follows that
\begin{equation}
(4.12) \quad (-\Delta)^s w_{\bar{\lambda}} \geq 0 \quad \text{in } \Omega_{\bar{\lambda}}.
\end{equation}

For any $B_{r}(x) \subset \subset \Omega_{\bar{\lambda}}$ such that $0_{\bar{\lambda}} \not\in B_{r}(x)$, since we have that $u$ and $u_{\bar{\lambda}}$ are continuous in $B_{r}(x) \subset \subset \Omega_{\bar{\lambda}}$, we can apply the strong comparison principle, given in Proposition 3.2, to deduce that $u < u_{\bar{\lambda}}$ in $B_{r}(x)$ unless $u \equiv u_{\bar{\lambda}}$ in $B_{r}(x)$.

If now $u < u_{\bar{\lambda}}$ in $\Omega_{\bar{\lambda}} \setminus \{0_{\bar{\lambda}}\}$ our claim holds true. If this is not the case, by (4.10), then there exists at least a point $\bar{x} \in \Omega_{\bar{\lambda}} \setminus \{0_{\bar{\lambda}}\}$ such that $u(\bar{x}) = u_{\bar{\lambda}}(\bar{x})$ and we can consider $\sigma > 0$ such that $\bar{x} /\notin B_{\sigma}(0_{\bar{\lambda}})$. Since $u$ and $u_{\bar{\lambda}}$ are continuous in the closure of $\Omega_{\bar{\lambda}} \setminus B_{\sigma}(0_{\bar{\lambda}})$, exploiting the strong comparison principle as here above, it follows that the set $\{u = u_{\bar{\lambda}}\}$ is not empty, open and closed in $\Omega_{\bar{\lambda}} \setminus B_{\sigma}(0_{\bar{\lambda}})$. This imply that $u = u_{\bar{\lambda}}$ in the closure of $\Omega_{\bar{\lambda}} \setminus B_{\sigma}(0_{\bar{\lambda}})$. Since this is not possible by the Dirichlet condition, then we have
\[
u < u_{\bar{\lambda}} \quad \text{in } \Omega_{\bar{\lambda}} \setminus \{0_{\bar{\lambda}}\},
\]
that is, (4.11) follows.

Let us now fix $\bar{\varepsilon} > 0$ such that $\bar{\lambda} + \bar{\varepsilon} < \lambda_0^0$, so that
\[
\Vert u \Vert_{L^\infty(\Omega_{\bar{\lambda}} + \varepsilon)} \leq \Vert u \Vert_{L^\infty(\Omega_{\bar{\lambda}} + \varepsilon)} \quad \text{for any } \quad 0 \leq \varepsilon \leq \bar{\varepsilon}.
\]
From this we will conclude that there exists $\bar{\delta} > 0$, not depending on $\varepsilon$, such that the Theorem 3.1 can be applied with some $\tilde{D} = \tilde{D}_\varepsilon$, $\tilde{D}_\varepsilon \subset \Omega_{\bar{\lambda}} + \varepsilon$ such that
\begin{equation}
(4.13) \quad \vert \tilde{D}_\varepsilon \vert \leq \bar{\delta},
\end{equation}
\[
u = u_{\lambda + \varepsilon}, \quad \lambda = \bar{\lambda} + \varepsilon \quad \text{and} \quad 0 \leq \varepsilon \leq \bar{\varepsilon}.
\]
In fact, in order to apply Theorem 3.1 we first consider $\bar{\varepsilon} > 0$ such that $\bar{\varepsilon} < \bar{\varepsilon}$ and
\begin{equation}
(4.14) \quad \vert \Omega_{\lambda + \bar{\varepsilon}} \setminus \Omega_{\lambda} \vert \leq \bar{\delta} \frac{4}{\bar{\delta}},
\end{equation}
for some $\bar{\delta} > 0$ small enough. Furthermore we fix $\tau > 0$ such that
\begin{equation}
(4.15) \quad B_{4\tau}(0_{\lambda}) \subset \Omega_{\lambda}, \quad \text{and} \quad \vert B_{4\tau}(0_{\lambda}) \vert \leq \bar{\delta} \frac{4}{\bar{\delta}}.
\end{equation}
and we consider a compact set $K$ so that
\begin{equation}
K \subset (\Omega_{\lambda} \setminus B_{4r}(0_{\lambda})) \quad \text{and} \quad |(\Omega_{\lambda} \setminus B_{4r}(0_{\lambda}) \setminus K| \leq \frac{\tilde{\delta}}{4}.
\end{equation}
Since $u$ is continuous in the interior of $\Omega \setminus \{0\}$, it follows that there exists $\rho = \rho(K) > 0$ such that
\[ w_{\lambda} \geq \rho, \quad \text{in} \quad K. \]
We assume now, without loss of generality, that $\hat{\varepsilon} < \tau$, thus obtaining
\[ 0_{\hat{\lambda}+\varepsilon} \subset B_{\tau}(0_{\hat{\lambda}}), \quad \text{for all} \quad 0 \leq \varepsilon < \hat{\varepsilon}. \]
This allows us to exploit the fact that $u$ is uniformly continuous in $\Omega \setminus \{B_{2\tau}(0)\}$ to deduce that, eventually reducing $\hat{\varepsilon}$, we have
\begin{equation}
(4.17) \quad w_{\lambda+\varepsilon} \geq \frac{\rho}{2} \quad \text{in} \quad K, \quad 0 \leq \varepsilon < \hat{\varepsilon}.
\end{equation}
Setting
\[ \tilde{D}_{\varepsilon} := \Omega_{\lambda+\varepsilon} \setminus K, \quad 0 \leq \varepsilon < \hat{\varepsilon}, \]
it follows by (4.14), (4.15) and (4.16) that $|\tilde{D}_{\varepsilon}| < \tilde{\delta}$ (i.e. (4.13) follows). Applying Theorem 3.1 and using (4.17) we obtain that
\[ u \leq u_{\lambda+\varepsilon} \quad \text{in} \quad \Omega_{\lambda+\varepsilon}, \quad 0 < \varepsilon \leq \hat{\varepsilon}. \]
This is a contradiction with the definition of $\lambda$ showing that the case $\lambda < \lambda^0_{\nu}$ cannot occur.

Let us finally prove that the solution is strictly monotone increasing in $\Omega_{\lambda^0_{\nu}}$.
For $(t_1, x')$ and $(t_2, x')$ belonging to $\Omega_{\lambda^0_{\nu}}$, with $t_1 < t_2$, we have that $u \leq u_{\lambda_{1/2}+t_2}$ in $\Omega_{\lambda_{1/2}+t_2}$.
Actually, by the strong comparison principle and arguing as above, it follows that $u < u_{\lambda_{1/2}+t_2}$ in $\Omega_{\lambda_{1/2}+t_2}$. This implies that
\[ u(t_1, x') < u(t_2, x'), \]
and we have done. \hfill \Box

Now we prove a similar result, but under a different set of assumptions. Namely we have the following

**Proposition 4.4.** Let $u \in C^0(\overline{\Omega \setminus \{0\}})$ be a weak solution to (1.1) and assume that $(H_1)$ and $(H_2)$ hold. Set
\[ \lambda^0_{\nu}(\nu) := \min\{0, \lambda_1(\nu)\}, \]
where $\lambda_1(\nu)$ is defined in (2.11). Assume also that
\begin{equation}
(4.18) \quad f(x, t) \leq f(x_{\lambda_{\nu}}, t) \quad \text{if} \quad \lambda \leq \lambda^0_{\nu}(\nu), \quad x \in \Omega_{\lambda_{\nu}}, \quad t \in [0, \infty).
\end{equation}
Then, for any $a(\nu) \leq \lambda \leq \lambda^0_{\nu}(\nu)$, we have
\[ u(x) \leq u_{\lambda}(x), \quad x \in \Omega_{\lambda_{\nu}}. \]
Furthermore $u$ is strictly monotone increasing in the $\nu$-direction in $\Omega_{\lambda_{\nu}}$. 


Therefore, to prove (4.19), we assume by contradiction that the re exists a point \( \bar{x} \) such that 
\[
\{ \lambda \in \Lambda \, \mid \, \lambda < \lambda_1 \} = \emptyset.
\]
We fix now \( r > 0 \) such that \( 0 < B_r(\bar{x}) \subseteq \Omega \), where \( \Lambda = (\Omega, \lambda) \). The first part of the proof relies on the proof of Proposition 4.3 that is, for \( \lambda > a \), since \( \Omega \lambda \) is nonempty, as in (4.15), we define 
\[
(\Omega_\lambda)' := R_\lambda(\Omega_\lambda), \quad \lambda_1 = \sup\{\lambda : (\Omega_\lambda)' \subset \Omega\},
\]
and \( \lambda^0 := \min\{0, \lambda_1\} \).

The proof of the theorem will be done if we show that there exists \( 0 < \bar{\lambda} < 0 \) such that \( \lambda^0 \). As in the proof of Proposition 4.3 we argue by contradiction so we suppose that \( \lambda < \bar{\lambda} \). By continuity we deduce that \( u \leq u_\lambda \) in \( \Omega \setminus \{0\} \). Let us show that
\[
(4.19) \quad u < u_\lambda \quad \text{in} \quad \Omega \setminus \{0\}.
\]

We point out that the case \( u \equiv u_\lambda \) in \( \Omega \setminus \{0\} \) is not possible by the Dirichlet condition. Therefore, to prove (4.19), we assume by contradiction that there exists a point \( \bar{x} \) in \( \Omega \setminus \{0\} \) where
\[
(4.20) \quad u(\bar{x}) = u_\lambda(\bar{x}).
\]
We fix now \( r > 0 \) such that \( 0 < B_r(\bar{x}) \) and \( 0 < B_r(\bar{x}) \). Then using Proposition 2.4 we have that there exists \( 0 < \alpha < 2s \) such that 
\[
\|u\|_{C^{\alpha,2s}(\overline{B_{r/2}(\bar{x})})} \leq C \quad \text{and} \quad \|u_\lambda\|_{C^{\alpha,2s}(\overline{B_{r/2}(\bar{x})})} \leq C,
\]
hold, for some positive constant \( C = C(\lambda, f, g, \|u\|_{L^\infty(\Omega_\lambda)}) \).

As consequence, see Remark 2.5, we can write the pointwise formulation of the problem (1.1) for both \( u \) and \( u_\lambda \) in the point \( x = \bar{x} \). Therefore
\[
(4.21) \quad (-\Delta)^s u_\lambda(\bar{x}) - (-\Delta)^s u(\bar{x}) = \frac{g(u_\lambda(\bar{x}))}{|\bar{x}|^{2s}} - \frac{g(u(\bar{x}))}{|\bar{x}|^{2s}} + f(\bar{x}, u_\lambda(\bar{x})) - f(\bar{x}, u(\bar{x})).
\]

Then, from the previous equation, if \( g \equiv 0 \), by (4.18) and (4.20), we obtain that
\[
(4.22) \quad (-\Delta)^s u_\lambda(\bar{x}) - (-\Delta)^s u(\bar{x}) \geq 0.
\]
It is worth noticing that, if \( g \equiv 0 \), using also (4.18), (4.20) and the fact that \( |\bar{x}_\lambda| < |\bar{x}| \) for \( \lambda < 0 \), from (4.21) it follows that
\[
(4.23) \quad (-\Delta)^s u_\lambda(\bar{x}) - (-\Delta)^s u(\bar{x}) > 0.
\]
On the other hand, by (2.2), (4.20) and the fact that the function $u_\lambda(y) - u(y)$ is odd with respect to the hyperplane $\partial \Sigma_\lambda = T_\lambda$, it follows that

\begin{equation}
(-\Delta)^s u_\lambda(\bar{x}) - (-\Delta)^s u(\bar{x}) = c_{N,s} \text{P.V.} \int_{\mathbb{R}^N} \frac{u_\lambda(x) - u_\lambda(y)}{|x - y|^{N+2s}} dy - c_{N,s} \text{P.V.} \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x - y|^{N+2s}} dy
\end{equation}

\begin{equation}
= -c_{N,s} \text{P.V.} \int_{\mathbb{R}^N} \frac{u_\lambda(y) - u(y)}{|x - y|^{N+2s}} dy
\end{equation}

\begin{equation}
= -c_{N,s} \text{P.V.} \int_{\Sigma_\lambda} \frac{u_\lambda(y) - u(y)}{|x - y|^{N+2s}} dy - c_{N,s} \text{P.V.} \int_{\mathbb{R}^N \setminus \Sigma_\lambda} \frac{u_\lambda(y) - u(y)}{|x - y|^{N+2s}} dy
\end{equation}

\begin{equation}
= -c_{N,s} \text{P.V.} \int_{\Sigma_\lambda} (u_\lambda(y) - u(y)) \left( \frac{1}{|x - y|^{N+2s}} - \frac{1}{|\bar{x} - y|^{N+2s}} \right) dy.
\end{equation}

(4.24)

Since $|\bar{x} - y| \leq |x - y|$ for $x, y \in \Sigma_\lambda$ and $u \not\equiv u_\lambda$, $u \leq u_\lambda$, from (4.24), by continuity, we have

\begin{equation}
(-\Delta)^s u_\lambda(\bar{x}) - (-\Delta)^s u(\bar{x}) < 0,
\end{equation}

a contradiction with (4.22) (and (4.23).)

Following verbatim the second part of the proof of Proposition 4.3 we conclude that,

$u(x) \leq u_\lambda(x), \quad x \in \Omega_\lambda, \quad a \leq \lambda \leq \lambda^0_1$.

Let us finally prove that the solution is strictly monotone increasing in $\Omega_{\lambda^0_1}$. For $(t_1, x')$ and $(t_2, x')$ belonging to $\Omega_{\lambda^0_1}$, with $t_1 < t_2$, we have that $u \leq u_{\lambda^0_1 + t_2}$ in $\Omega_{\lambda^0_1 + t_2}$. Actually, arguing as above (see equations (4.20)-(4.25)), it follows that $u < u_{\lambda^0_1 + t_2}$ in $\Omega_{\lambda^0_1 + t_2}$. Thus we deduce that

$u(t_1, x') < u(t_2, x').$

□

Proof of Theorem 4.4 Since by hypothesis $\Omega$ is convex w.r.t. the $\nu$-direction and symmetric w.r.t. to

$T_0^\nu = \{ x \in \mathbb{R}^N : x \cdot \nu = 0 \},$

then $\lambda_1(\nu) = 0 = \lambda^0_1(\nu)$. Therefore by Proposition 4.3 in the case of assumptions (a) or by Proposition 4.4 in the case of assumptions (b), in the statement, one has

$u(x) \leq u_\lambda^\nu(x) \quad \text{for} \quad x \in \Omega_0^\nu.$

In the same way, performing the moving plane method in the opposite direction $-\nu$ we obtain

$u(x) \geq u_\lambda^\nu(x) \quad \text{for} \quad x \in \Omega_0^\nu.$
that is, \( u \) is symmetric and non decreasing w.r.t. the \( \nu \)-direction in \( \Omega_0^\nu \), since monotonicity follows directly from Proposition 4.3 and Proposition 4.4.

Finally, if \( \Omega \) is a ball, repeating this argument along any direction, it follows that \( u \) is radially symmetric, i.e. \( u = u(r) \) and strictly decreasing w.r.t \( r \).

\( \square \)

Proof of Theorem 1.1. The proof of Theorem 1.1 follows by Theorem 4.1 considering there the case \( \nu = (1, 0, \cdots, 0) \).

\( \square \)

Acknowledgements: We gratefully thank Prof. Ireneo Peral for the conversations about the topic of this work and for his suggestions.

References

[1] R. A. Adams, *Sobolev Spaces. Pure and Applied mathematics*. Vol. 65. New York: Academics Press. 1975.
[2] G. Alberti, G. Bellettini, *A nonlocal anisotropic model for phase transitions. I. The optimal profile problem*. Math. Ann., 310(3) (1998), 527-560.
[3] B. Barrios, E. Colorado, R. Servadei, F. Soria, *A critical fractional equation with concave-convex nonlinearities*. To appear in Ann. Henri Poincaré. DOI: 10.1016/j.anihpc.2014.04.003.
[4] B. Barrios, M. Medina, I. Peral, *Some remarks on the solvability of non local elliptic problems with the Hardy potential*. To appear in Com. Contemp. Math. DOI: 10.1142/S0219199713500466.
[5] B. Barrios, A. Figalli, E. Valdinoci, *Bootstrap regularity for integro-differential operators and its application to nonlocal minimal surfaces*. To appear in Ann. Scuola Norm. Sup. Pisa Cl. Sci.
[6] B. Barrios, I. Peral, F. Soria, E. Valdinoci, *A Widder’s type Theorem for the heat equation with nonlocal diffusion*. To appear in Arch. Rational Mech. Anal. DOI: 10.1007/s00205-014-0733-1
[7] R. Bass, M. Kassmann, *Hölder continuity of harmonic functions with respect to operators of variable order*. Comm. Partial Differential Equations, 30 (2005), no. 7-9, 1249-1259.
[8] W. Beckner, *Pitt’s inequality and the uncertainty principle*, Proceedings of the American Mathematical Society, 123 (1995), no. 6.
[9] H. Berestycki and L. Nirenberg, On the method of moving planes and the sliding method, *Bolletin Soc. Brasil. de Mat Nova Ser*, 22: 1–37, 1991.
[10] C. Bjorland, L. Caffarelli, A. Figalli, *Non-Local Gradient Dependent Operators*. Adv. Math., 230 (2012), no. 4-6, 1859-1894.
[11] K. Bogdan, T. Byczkowski, T. Kulczycki, M. Ryznar, R. Song, Z. Vondracek, *Potential Analysis of Stable Processes and its Extensions*. Lecture Notes in Mathematics 1980, Springer-Verlag, Berlin, 2009.
[12] H. Brezis, X. Cabré, *Some simple nonlinear PDE’s without solutions*. Boll. Unione Mat. Ital. 1-B (1998), 223-262.
[13] X. Cabré, J. Sola-Morales, *Layer solutions in a half-space for boundary reactions*. Comm. Pure Appl. Math., 58(12) (2005),1678-1732.
[14] X. Cabré, Y. Sire, *Nonlinear equations for fractional laplacians II: existence, uniqueness, and qualitative properties of solutions*, Annales de l’Institut Henri Poincare (C) Non Linear Analysis, online 2013
[15] L. Caffarelli, *Further regularity for the Signorini problem*. Comm. Partial Differential Equations, 4(9) (1979):1067-1075.
[16] L. Caffarelli, A. Figalli, *Regularity of solutions to the parabolic fractional obstacle problem*. J. Reine Angew. Math., 680 (2013), 191-233.
[17] L. Caffarelli, L. Silvestre, *Regularity theory for fully nonlinear integro-differential equations*. Comm. Pure Appl. Math., 62 (2009), no. 5, 597–638.
[18] L. Caffarelli, L. Silvestre, *Regularity results for nonlocal equations by approximation*. Arch. Rational Mech. Anal., 200 (2011), no. 1, 59–88.
[19] L. Caffarelli, L. Silvestre, *The Evans-Krylov theorem for non local fully non linear equations*. Ann. of Math., 174 (2011), no. 2, 1163–1187.
[20] L. Caffarelli, J. M. Roquejoffre, Y. Sire, *Variational problems in free boundaries for the fractional Laplacian*, J. Eur. Math. Soc., 12 (2010), 1151-1179.
[21] L. Caffarelli, A. Vasseur, *Drift diffusion equations with fractional diffusion and the quasi-geostrophic equation*. Ann. of Mathematics. Second Series, 171 (3) (2010), 1903-1930, doi:10.4007/annals.2010.171.1903.
[22] W. Chen, C. Li, B. Ou, *Qualitative properties of solutions for an integral equation*, Discrete and Continuous Dynamical Systems, 12 (2) (2005), 347-354.
[23] W. Chen, C. Li, B. Ou, *Classification of solutions for an integral equation*, Comm. Pure Appl. Math., 59 (2006), 330-343.
[24] E. Di Nezza, G. Palatucci, E. Valdinoci, *Hitchhiker’s guide to the fractional Sobolev spaces*. Bull. Sci. math., 136 (2012), no. 5, 521–573.
[25] S. Di Pierro, G. Palatucci, E. Valdinoci, *Existence and symmetry results for a Schrödinger type problem involving the fractional Laplacian*. Le Matematiche (Catania), Vol. 68 (2013), no. 1
[26] S. Di Pierro, L. Montoro, I. Peral and B. Sciunzi, *Qualitative properties of positive solutions to nonlocal critical problems involving the Hardy-Leray potential*. Preprint.
[27] R. L. Frank, E. H. Lieb, R. Seiringer, *Hardy-Lieb-Thirring inequalities for fractional Schrödinger operators*. J. Amer. Math. Soc., 21 (2008), no. 4, 925-950
[28] P. Felmer, Y. Wang, *Radial symmetry of positive solutions to equations involving the fractional Laplacian*. Commun. Contemp. Math., 16 (2014), no.1.
[29] A. Figalli, S. Di Pierro, E. Valdinoci, *Strongly nonlocal dislocation dynamics in crystals*. [arXiv:1311.3549]
[30] B. Gidas, W. M. Ni, L. Nirenberg, *Symmetry and related properties via the maximum principle*, Comm. Math. Phys., 68, 209 – 243, 1979.
[31] I. Herbst, *Spectral theory of the operator \((p^2 + m^2)^{1/2} - Ze^2/r\)*. Commun. math. Phys., 53 (1977), 285-294.
[32] R. Husseini, M. Kassmann, *Jump processes, L-harmonic functions, continuity estimates and the Feller property*. Ann. Inst. Henri Poincaré Probab. Stat., 45 (2009), no. 4, 1099-1115.
[33] K. Ito, *Lectures on stochastic processes*, volume 24 of Tata Institute of Fundamental Research Lectures on Mathematics and Physics. Distributed for the Tata Institute of Fundamental Research, Bombay, second edition, 1984. Notes by K. Muralidhara Rao.
[34] N. Landkof, *Foundations of modern potential theory*. Die Grundlehren der mathematischen Wissenschaften, Band 180. Springer-Verlag, New York-Heidelberg, 1972.
[35] T. Leonori, I. Peral, A. Primo, F. Soria, *Basic estimates for solution of elliptic and parabolic equations for a class of nonlocal operators*. Preprint.
[36] E. Lieb, *Sharp constants in the Hardy-Littlewood-Sobolev and related inequalities*. Ann. of Math., (2), 118 (1983), no. 2, 349-374.
[37] L. Ma, D. Chen, *Radial symmetry and monotonicity for an integral equation*, J. Math. Anal. Appl., 342 (2008), 943-949.
[38] X. Ros-Oton, J. Serra, *The Dirichlet problem for the fractional laplacian: regularity up to the boundary*. To appear in J. Math. Pures Appl.
[39] J. Serrin, A symmetry problem in potential theory. *Arch. Rational Mech. Anal*, 43(4) (1971) 304–318.
[40] O. Savin, E. Valdinoci, Elliptic PDEs with fibered nonlinearities. J. Geom. Anal., 19 (2009), no2, 420-4321.

[41] J. Serra, $C^{\sigma +\alpha}$ regularity for concave nonlocal fully nonlinear elliptic equations with rough kernels. arXiv:1405.0930 [math.AP].

[42] R. Servadei, E. Valdinoci, Mountain Pass solutions for non-local elliptic operators. J. Math. Anal. Appl., 389 (2012), no. 2, 887-898.

[43] R. Servadei, E. Valdinoci, Variational methods for non-local operators of elliptic type. To appear in discrete Contin. Dyn. Systems.

[44] Y. Sire, E. Valdinoci, Fractional Laplacian phase transitions and boundary reactions: a geometric inequality and a symmetry result. J. Funct. Anal., 256(6) (2009), 1842-1864.

[45] A. Signorini, Questioni di elasticità non linearizzata e semilinearizzata, rendiconti di Matematica e delle sue applicazioni, 18 (1959), 95-139.

[46] L. Silvestre, Regularity of the obstacle problem for a fractional power of the Laplace operator. Comm. Pure Appl. Math., 60 (2007), no. 1, 67-112.

[47] E. M. Stein, Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals. Princeton Mathematical Series, 43. Monographs in Harmonic Analysis, III. Princeton University Press, Princeton, NJ, 1993.

[48] E. M. Stein, Singular integrals and differentiability properties of functions. Princeton Mathematical Series, No. 30 Princeton University Press, Princeton, N.J. 1970.

[49] J. Toland, The Peierls-Nabarro and Benjamin-Ono equations. J. Funct. Anal., 145 (1) (1997) 136-150.

[50] E. Valdinoci, From the long jump random walk to the fractional Laplacian. Bol. Soc. Esp. Mat. Apl. SeMA, 49 (2009), 33-44.