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Abstract

We improve zero-shot learning (ZSL) by incorporating common-sense knowledge in DNNs. We propose Common-Sense based Neuro-Symbolic Loss (CSNL) that formulates prior knowledge as novel neuro-symbolic loss functions that regularize visual-semantic embedding (VSE). CSNL forces visual features in the VSE to obey common-sense rules relating to hypernyms and attributes. We introduce two key novelties for improved learning—(1) enforcement of rules for a group instead of a single concept to take into account class-wise relationships, and (2) confidence margins inside logical operators that enable implicit curriculum learning and prevent premature overfitting. We evaluate the advantages of incorporating each knowledge source and show consistent gains over prior state-of-art methods in both conventional and generalized ZSL, e.g., 11.5%, +5.5%, and 11.6% improvements on AWA2, CUB, and Kinetics respectively.

1. Introduction

It is often assumed that the training data for visual recognition tasks has sufficient examples to cover all classes. [14, 38]. However, this is unrealistic in real-world settings since the natural class distribution in most problems is heavy-tailed and thus many classes will only have a few samples [58, 61, 66]. Recent works have attempted to address these data scarce conditions by focusing on low shot settings, where the test classes either have a few or zero training examples [2, 21, 33, 55, 59, 69]. We focus on zero-shot learning (ZSL), where the model is evaluated on examples from (unseen) classes not available during training. Visual-Semantic Embedding (VSE) has emerged as one of the key methods for ZSL, which performs classification by embedding the visual features and the output labels in the same vector space. Despite their success, such embeddings often fail to learn important class-level distinctions, especially for unseen classes, as they are learned from a selectively sampled subset of the visual space [6, 35]. This limits the generalizability of VSE in ZSL. We propose a novel neuro-symbolic loss to address this issue. Our loss acts as a regularizer to improve the separability of classes in the embedding space by forcing visual features to obey logical rules that are written to express common-sense relationships (Figure 1).

VSE projects visual features and output labels into a common space such that correct image-label pairs are closer based on some metric [2, 5, 18, 56]. A test sample is classified by selecting the nearest label in the embedding space. Zero-shot classification is then performed by using label embeddings that contain both seen and unseen classes. In this work we focus on using pre-trained word embeddings for label embeddings since they do not require manual effort as compared to attributes [2, 28, 33, 34]. There have been several recent attempts to improve VSE by proposing novel loss functions, better embedding strategies or distance metrics, exploiting unlabeled data, etc. Despite these innovations, VSE maintains low performance on unseen classes as the learned space lacks the discriminative power to effectively separate such classes. This issue can also be understood under the lens of domain adaptation, where a classifier trained on a source domain (seen classes) fails to generalize to a novel target domain (unseen classes) [32, 65]. Another issue that plagues VSE is that the embedding space retains the artifacts of the original word embeddings that are often inconsistent with visual semantics and thus adversely affects class separability [47]. For example, visual clusters corresponding to “Cats” might be closer to “Dogs” instead of semantically similar categories such as “Tiger” and “Lion”. Prior works have attempted to tackle these issues by incorporating class-level relationships e.g. hypernyms in either the label embeddings or the loss function [3, 6, 35, 41]. However, these approaches require complex changes to the formulation of baseline VSE methods (e.g. Devise [18]) and are still not able to address the above issues. We propose a simpler approach that preserves the formulation of the baseline VSE
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Figure 1: Our proposed logical loss regularizes the embedding space by enforcing logical rules on visual samples. For example, the rule “isA(x, Tiger) → isA(x, Carnivore)” leads to correct classification for the (hard) unseen test example by pushing it closer to its hypernym class—“Carnivore”, which occurs near “Tiger” class. This improves ZSL by improving discriminability of the embedding space.

The proposed method, referred to as **Common-Sense based Neuro-Symbolic Loss (CSNL)**, uses a novel neuro-symbolic loss function that enforces human-interpretable logical rules on a visual feature \(x \in \mathbb{R}^D\) such as "isA(x, Tiger) → isA(x, Carnivore)", where the value of the predicate “isA” is computed using the VSE metric\(^1\). CSNL leverages these relationships to semantically organize the VSE, which improves the discriminative ability of the embedding space, especially in under-sampled regions corresponding to unseen classes. We achieve this by extending a recently introduced neuro-symbolic method—Deep Adaptive Semantic Logic (DASL)—to translate the logical rules into a loss function [54]. Compared to prior works that implement logical rules with simple implications [16, 54], as presented above, we introduce two key novelties to support more effective learning. First, instead of enforcing rules for an individual concept, we enforce them at a set level. As per this set-level rule, if a sample has high similarity to a hypernym class, then it should have high similarity to the member classes of that hypernym set. This formulation results in an improved embedding function by progressively learning representations for a hypernym set (e.g. “Feline”) and then for individual classes (“Tiger” and “Cats”). This prevents semantically implausible predictions for unseen classes that lie in parts of the embedding space with low classifier confidence. However, direct application of the CSNL is overwhelmed by overfitting caused by premature learning of rules. Our second contribution is therefore to modify logical implications to enable prioritized enforcement of rules from simple to difficult examples, so that each rule is enforced only when there is sufficient confidence in its applicability to the example at hand. We implement this by adding tunable confidence margins within the CSNL, and adapting them such that backpropagation through the CSNL will automatically implement the desired “simple to difficult” curriculum. Both these contributions also enable semi-supervised learning in ZSL, referred to as transductive learning, where we are able to leverage unlabeled test data to improve performance. Although in this work we consider knowledge from hypernyms (“isA”) and attributes (“hasA”), our method can handle multiple knowledge sources by tuning hyperparameters for the losses induced by each knowledge source. We evaluate our method on two standard zero-shot image classification datasets—AwA2 and CUB, in both conventional and generalized settings. We also evaluate our model on zero-shot action classification on a proposed subset from the Kinetics dataset. We perform systematic studies to show the benefits of adding high-level knowledge from hypernyms and attributes, which results in consistent improvements over State-of-the-Art (SOTA) methods. Our contributions are:

1. **Common-Sense based Neuro-Symbolic Loss (CSNL)** to regularize visual-semantic embedding by enforcing logical rules on visual features

2. Advance over prior neuro-symbolic methods through two key novelties—(1) enforcing rules for a group instead of an individual class to take into account class-level relationships, (2) implementing implicit curriculum learning within CSNL to prevent premature overfitting to logical rules

3. Detailed ablation study to evaluate the benefits of hypernym and attribute based common-sense rules

4. **SOTA results on zero-shot image and action classification tasks** in both conventional and generalized settings.

---

\(^1\)This rule can be read as if \(x\) is a “Tiger”, then it is also a “Carnivore".
2. Related Works

Knowledge integration in machine learning has been shown to be effective in cases of insufficient training data. [19, 40] formulate prior knowledge as constraints and solve constrained optimizations to incorporate knowledge. [27, 37] encode knowledge as graphs and explicitly integrate it through graph neural networks. [6] constrains learned feature similarities to approximate similarities from class hierarchy. [62] constructs a hierarchical model to explicitly integrate class taxonomy. Our work is related to neuro-symbolic approaches that describe knowledge using logical rules, which are translated into loss functions to train neural networks [15, 23, 24, 51, 54, 57, 70]. These methods are prone to overfitting since they entail solving a hard optimization objective in presence of multiple rules. We tackle these issues by proposing two key novelties—enforcing rules at a set level that takes into account class-level similarities and prevents catastrophic failures, and an implicit curriculum based approach for prioritized enforcement of rules to prevent premature overfitting to rules.

Zero-shot learning Early methods utilize intermediate representations to connect seen and unseen classes. [4, 26, 29]. [33] learns to predict attributes from input images and then predict class labels based on these attributes. [44] instead uses seen class posteriors to predict unseen labels. These two-stage methods suffer from a weak intermediate representation that is unable to generalize well on unseen classes. Recent methods have focused on learning a common embedding space, referred to as a Visual Semantic Embedding (VSE), by projecting both input features and class labels into a high-dimensional vector space [2, 18]. The works have explored class embeddings based on both attribute and (pre-trained) word embeddings. Although attribute embeddings outperform word embeddings, they are difficult to obtain in real-world applications. [18] learns a mapping from visual features to semantic features, and [72] proposes mapping from semantic features to visual features. In order to make the joint embedding better generalizable to unseen data, [3] augments the attribute embeddings with hierarchical embeddings from WordNet. [67] further improves this mapping function by making it non-linear. Despite these advancements, the learned embedding space is heavily biased towards seen classes and is unable to effectively separate unseen classes. We improve VSE by regularizing the embedding with a logical loss that enforces common-sense rules over the input features.

To investigate the performance of ZSL models under a more generic setting, generalized zero-shot learning (GZSL) was proposed in [50] where both seen and unseen classes are present at test time. [11] and [69] show that models achieving high ZSL performance do not necessarily perform well under the GZSL since the predictions are highly biased towards seen classes. [56] alleviates this problem by introducing a transductive loss that guides predictions for unlabeled test data towards the unseen classes. We also show the benefits of our loss in the GZSL.

Recent works have also used feature generative models [25, 36, 49, 68, 75, 76]. These methods use generative networks to synthesize inputs/features in unseen classes, and thus turn ZSL problems into normal classification problems.

Few-shot learning implicitly integrates prior knowledge by learning from similar tasks. [7, 22, 43, 73] learn models for multiple tasks with earlier layers shared among all models. [39, 71] instead encourage the models’ parameters to be similar. Recently, meta-learning methods [53, 55, 59, 63] learn a common embedding space from large-scale datasets for similar tasks, which generalizes well to few-shot tasks.

Semi-supervised learning [12, 60, 74] alternate between training and pseudo-labeling to learn models with both labelled and unlabelled data. [13, 20, 52] perform unsupervised feature extraction or clustering to obtain latent representations and then learn prediction models from supervised data. [31, 45, 48] train generative models to learn better latent representations. Our work also performs semi-supervised learning by instead enforcing common-sense rules on unlabeled test data that is supported by an implicit curriculum to prevent overfitting.

3. Approach

Visual Semantic Embedding (VSE) performs zero-shot learning (ZSL) by projecting visual features and class embedding into a common space where test samples are classified into unseen classes using its nearest neighbor [2, 18]. However, as discussed in Section 1, such embeddings lack the discriminative ability to generalize well to unseen classes. We address this problem by proposing a novel loss function that forces visual features within the embedding space to obey common-sense logical rules. This loss results in an improved semantic organization of the embedding space by exploiting class-level relationships, such as hypernyms, and leads to improved performance on unseen classes. We now describe our approach. It consists of a baseline VSE model and the proposed neuro-symbolic loss function.

3.1. Baseline VSE for Zero-Shot Learning

We denote the training dataset as \(D^s = \{(x_i^s, y_i^s)\}_{i=1}^{N_s}\), where each visual feature \(x_i^s \in \mathcal{R}^{D_s}\) is associated with a corresponding label \(y_i^s \in \mathcal{Y}^s\), and \(\mathcal{Y}^s\) is the set of seen classes. We denote the test dataset \(D^t = \{(x_i^t, y_i^t)\}_{i=1}^{N_t}\), where \(y_i^t \in \mathcal{Y}^t\), and \(\mathcal{Y}^t\) is set of unseen classes. There is no overlap between the set of seen and unseen classes \(\mathcal{Y}^s \cap \mathcal{Y}^t = \emptyset\), \(\mathcal{Y}^s \cup \mathcal{Y}^t = \mathcal{Y}\). We denote the label embedding of class \(y\) as \(e_y \in \mathcal{R}^{D_s}\), which is obtained from pre-trained word embeddings. Our goal is to generalize a classifier learned from seen class samples to unseen class samples.
the conventional ZSL, the test samples belong to only unseen classes, while in the generalized ZSL (GSZL), the test samples can belong to both seen and unseen classes [69]. To do well on both settings, we operate in a transductive setting which assumes that we are provided with the labeled seen dataset $D_s$, the unlabeled test dataset $D_t^{uns} = \{x^t_i\}^N_t$ and the label embedding of all the classes during training. We use the baseline embedding model from [56], which is based on a common VSE method– Devise [18]. This baseline model projects $D_s$ dimensional visual features and $D_y$ dimensional textual features into a common $D_e$ dimensional embedding space using linear projections. The conditional probability of an example $x$ lying in class $y$ is computed using cosine similarity with a softmax function:

$$s(x, y) = \frac{(W^T_x x)^T(W^T_y e_y)}{|| (W^T_x x) || | (W^T_y e_y) ||}$$  \hspace{1cm} (1)$$

$$p(y|x) = \frac{e^{\gamma s(x, y)}}{\sum_{y \in Y} e^{\gamma s(x, y)}}$$  \hspace{1cm} (2)$$

where $s(x, y)$ and $p(y|x)$ are the scores and probability respectively for sample $x$ for class $y$. $W_x \in \mathcal{R}_{D_x \times D_v}$ and $W_y \in \mathcal{R}_{D_y \times D_e}$ are projection matrices, and $\gamma$ is a constant multiplier. Similar to [56], we perform a softmax over all the classes ($Y$) during training. The classification loss $L_c(x)$ is computed using the cross-entropy loss function.

Following [56], we add an additional loss term $L_q$ that reduces bias from the seen classes by increasing the sum of probabilities of unlabeled test examples for the unseen classes. This loss and the final training loss are computed as

$$L_q(x) = - \ln \sum_{y \in Y^t} p(y|x)$$  \hspace{1cm} (3)$$

$$L_t = \frac{1}{N_t} \sum_{i=1}^{N_t} L_c(x^t_i) + \lambda_q \frac{1}{N_t} \sum_{i=1}^{N_t} L_q(x^t_i) + \lambda_{reg} \Psi(W)$$  \hspace{1cm} (4)$$

where $\Psi$ is an $l^2$-norm regularizer, and $\lambda_q$ and $\lambda_{reg}$ are regularization parameters.

### 3.2. Common-Sense based Neuro-Symbolic Loss (CSNL)

We incorporate common-sense rules to regularize the above embedding method by adding the loss terms from CSNL to Eq. 4. CSNL enforces logical rules that visual features must obey in the common embedding space. For example, we know that “Tigers” are “Carnivore”, so any image labeled as a “Tiger” must also be labeled as a “Carnivore” (see Figure 1). These additional rules are meant to regularize the embedding space and are often superfluous if sufficient labeled data is available, but provide utility when working in a low data regime such as ZSL. We implement these logical rules using a recent neuro-symbolic method– Deep Adaptive Semantic Logic (DASL) [54]– that integrates user-provided knowledge in first order logic (FOL) with training data to learn neural networks. DASL represents truth values in pseudo-probabilities denoted as $t$ to support differentiation. $t$ is implemented as a standard sigmoid function such that $logit(t(x)) = x$. We express logical rules using DASL’s modified FOL formalism, then use DASL to compile a neural network layer (a torch.nn.Module) that implements these rules [46]. This results in multiple binary outputs $z_i$ (represented as logits in the range $[-\infty, \infty]$) one for each logical assertion. We then add a logical loss to the original loss function in Eq. 4 as

$$L = L_t + \sum_i \lambda_i \text{bce}(z_i, 1.0)$$  \hspace{1cm} (5)$$

where bce() is the binary cross entropy with logits function, and $\lambda^t_i$ is the regularizer for the $i^{th}$ loss term.

We use two common-sense rules to provide semantic regularization– a hypernym rule that describes an expected hierarchy among the classes and an attribute rule that describes low level binary features that should be present or absent conditional upon the object class. A hypernym rule is formulated as

$$(\forall x \in X)(\forall h \in \mathcal{H})[\text{isA}(x, h) \rightarrow \text{inside}(x, C_h)]$$  \hspace{1cm} (6)$$

Here we use sorted logic, where $X$ is the set of images/videos, and $\mathcal{H}$ is a set of hypernyms. $C_h$ is the subset of classes consistent with hypernym $h$, “isA” is a learned neural network, and “inside” is a function that returns True if the image $x$ is predicted to belong to one of the classes in $C_h$. For binary attributes $a$ we have a similar equation

$$(\forall x \in X)[\text{isA}(x, a) \iff \text{inside}(x, C_{\sim a})]$$  \hspace{1cm} (7)$$

The notation is the same as in Eq. 6, except $a$ is an attribute, and $C_{\sim a}$ is the set of classes consistent with that attribute. While the above equations are for a single hypernym set $\mathcal{H}$ and a single attribute $a$ respectively, extension to multiple hypernym sets and multiple attributes is straightforward. The “isA” predicate is realized using the learned scoring function in Eq. 2 to allow the logical rules to backpropagate and influence the embedding space. We note that this logical rule is different from the example shown in Figure 1, which focuses on enforcing rules for a single class. The advantage of using the proposed “set level” versus a “concept level” logical formulation is that it guides the embedding space to progressively learn representations for a set e.g. “Carnivore” hypernym, followed by individual classes. This prevents catastrophic failures for unseen classes by effectively partitioning the embedding space (see Figure 1).

To support better learning and integration with the baseline ZSL method, we modify the implementation of Eq. 6 and Eq. 7 in two ways. The first modification is to adjust
the set membership function above from its standard FOL implementation to a version that works with a softmax neural network implementation, as output by the base embedding in Eq. 2. The second modification is to introduce a confidence margin into the logical implication operators to help the neural network avoid local minima induced by the logical rules. Using DASL’s modified first order logic we could directly implement set membership as

$$\text{inside}(x, S) = (\exists c \in S)[\text{isA}(x, c)]$$  \hspace{1cm} (8)

where \(c\) is a class label and \(S\) is the hypernym/attribute set. Eq. 8 will return True if the model is confident (has high truth value) that the object \(x\) is a specific element of the set. However, this formulation does not correctly account for the fact that the classes are mutually exclusive. We therefore use the more mathematically precise formulation:

$$\text{inside}(x, S) = N_s \sum_{p(y|x)} p(y|x)$$  \hspace{1cm} (9)

which is True if the truth values are well localized within the set, even if we are unsure which set member was actually detected. For example, it still correctly predicts “Feline” even if we are uncertain about the object being a “Cat” or a “Tiger”, which is important to minimize catastrophic failure for examples from the unseen classes. We normalize with a constant \(N_s\) such that the truth value is \(\frac{1}{2}\) for a uniform distribution over classes. Both “inside” and “isA” are converted into DASL’s logit representation [54] (using logit function).

Logical rules, if implemented directly, often have the unfortunate consequence of introducing undesired local minima into the optimization landscape. Consider the simple rule \(a \iff b\), that requires both \(a\) and \(b\) to have the same truth value. Using the product t-norm to implement this rule as \((\neg a \lor b) \land (\neg b \lor a)\) there are two local minima, as expected, with \(t(a) = t(b) = 1.0\) or \(t(a) = t(b) = 0.0\). If we are initially uncertain about both truth values (e.g. \(t(a) = t(b) = .5\)), which is usually the case, then small perturbations will select one of the local minima. More concretely, if we start with a small deviation such that \(t(a) = t(b) = .5 + \epsilon\), then backpropagation will iteratively reinforce this small initial bias, quickly getting trapped in a local minimum at \(t(a) = t(b) = 1.0\). This minimum does correctly solve the rule; however if we later learn that \(t(a) = 0.0\), it will be too late to correct to the minimum at \(t(a) = t(b) = 0.0\). In the presence of multiple rules, data points, and random network initialization, this effect will lead to a large number of early “decisions” by the neural network and thus trapping the neural network in a deep local minimum of the logical regularizer before it has the opportunity to effectively learn the data.

To avoid these local minima we need an algorithm that delays decisions about how to solve rules until there is sufficient information to make these decisions correctly. Specifically, we must have prioritized enforcement of rules, such that simple cases are enforced first while more ambiguous cases are enforced later. This is similar to using curriculum learning [8], but without the need for manual creation of a curriculum. We achieve this by modifying our logical loss such that backpropagation over the modified loss will emulate the Unit Clause Propagation (UCP) algorithm used to solve simple satisfiability problems. UCP iteratively assigns values to unknown variables based on enforcing rules in order priority, where traditionally priority for rules is determined by the number of free variables in a clause [1, 10]. To emulate this we modify the disjunction operator to include a confidence margin \((c)\). The margin is added to the inputs of the disjunction, and subtracted from the output (((\(a + c\) \(\lor (b + c)\) \(− c\)) \(a\), \(b\), and \(a \lor b\) are represented in DASL’s logit representation). For cases where all disjuncts have roughly equal truth value the overall effect is to increase the truth value of the input by \((n − 1) \ast c\), where \(n\) is the number of uncertain disjuncts. In implication this means that if the certainty about both the consequent and antecedent is low (truth value \(\leq c\)), then that biases the output towards True and thus the loss will not depend on that implication. However, if we are confident either about the consequent or antecedent (truth value \(\gg c\)), then the implication will be enforced by the loss function during backpropagation as if there were no confidence margins. For example, this will enforce the rule isA(x, Tiger) \(\rightarrow\) isA(x, Feline) only when the model is able to confidently make predictions either about “Tiger” or “Feline”. As certainty over variables increases during training (due to improving NN weights), the backpropagation enforces more rules. We treat the confidence margin as a hyperparameter of the optimization.

Instead of fixing a single confidence margin we linearly sweep the confidence margin, starting at a high value, \(c_{\text{start}}\), and moving to a low value, \(c_{\text{stop}}\), over a fixed number of training epochs, \(c_{\text{epochs}}\). This enables a dynamic curriculum that enforces more rules as the training proceeds and the underlying network becomes more reliable. This is particularly useful for enforcing rules on the unlabeled test data in the transductive setting, which could easily overfit on the rules. The final loss used in our experiments is expressed as:

$$\mathcal{L} = \mathcal{L}_t + \lambda_{\text{CSNL}}(D^t) + \lambda_{\text{trans}}\mathcal{L}_{\text{CSNL}}(D^{\text{trans}})$$  \hspace{1cm} (10)

$$\mathcal{L}_{\text{CSNL}}(D) = \sum_{i=1}^{N}(\lambda_{\text{hyp}}L_{\text{hyp}}(x_i) + \lambda_{\text{attr}}L_{\text{attr}}(x_i))$$  \hspace{1cm} (11)

where \(L_{\text{hyp}}\) and \(L_{\text{attr}}\) are the CSNL based loss functions for hypernym and attribute rules respectively. \(D = \{x_i\}_{i=1}^{N}\) denotes a dataset with \(N\) samples, \(D^t\) and \(D^{\text{trans}}\) were introduced in subsection 3.1, \(\lambda_{\text{hyp}}, \lambda_{\text{attr}},\) and \(\lambda_{\text{trans}}\) are regularization parameters. \(\mathcal{L}_{\text{CSNL}}(D^{\text{trans}})\) is used during transductive setting to enforce rules (\(\lambda_{\text{trans}} = 0\) during conventional ZSL).
4. Experiments

4.1. Overview

We evaluate our approach on zero-shot image and action classification. We briefly describe the datasets, the metrics, and the implementation details. We then provide quantitative results that include an ablation study to show the contribution of different common-sense rules enforced using our loss, and a study of confidence margin parameters. We finally compare our model with SOTA methods.

Datasets: We perform ZSL experiments on two standard image classification datasets: AWA2 and CUB [69], and introduce a new subset from the Kinetics dataset for zero-shot action classification. AWA2 comprises of 37,322 images from 50 coarse-grained animal classes, with each class annotated with 85 shared attributes describing the color, body shape, habitat, etc. CUB [64] contains 11,788 images from 200 bird species, with images annotated with 312 binary attributes. AWA2 has 40 seen and 10 unseen classes, while CUB has 150 seen and 50 unseen classes. We use image embeddings (ResNet-101 pre-trained on ImageNet), attributes and data splits made available by Xian et al. [69].

To evaluate our approach on zero-shot action classification, we propose a new subset from the Kinetics dataset [30], referred to as Kinetics-ZS. We focus on a set of fine-grained sports classes (see appendix for more details) since such classes would require a discriminative embedding space that can encode distinct motion and appearance patterns. This allows us to study the efficacy of the proposed loss in enforcing common-sense rules and improving upon pre-trained spatio-temporal features (SlowFast network [17]). We selected 91 seen classes from the Kinetics-400 dataset [30] that contains around 300K videos from 400 human action classes. We then use Kinetics-600 dataset [9] to choose 18 unseen classes, which have no overlap with the classes from the Kinetics-400 dataset. We do this to fairly use the video features from the SlowFast network for ZSL, which is pre-trained on Kinetics 400. The final dataset contains 3861 videos from 91 seen and 18 unseen classes². We have provided additional details in Section 11 in the supplementary.

Evaluation Metrics: Following prior works [69], we use the mean class accuracy (MCA) metric for evaluation:

\[
MCA = \frac{1}{|Y|} \sum_{y \in Y} acc_y, \tag{12}
\]

where \( acc_y \) is the top-1 classification accuracy for class \( y \). In the conventional ZSL, both the test data and the prediction space of the classifier is restricted to unseen classes (MCA_\text{u}). However, in the generalized setting (GZSL), both the test data and the search space of the classifier includes seen and unseen classes. We follow prior works [69] and report harmonic mean (HM) of the MCA for both seen (MCA^s) and unseen classes (MCA^u):

\[
HM = \frac{2 \times MCA^s \times MCA^u}{MCA^s + MCA^u} \tag{13}
\]

Implementation Details: We first map each class in the dataset to its WordNet synset [41]. We obtain hypernyms for each dataset class by first selecting a root synset whose subtree contains a diverse set of classes and then defining its immediate children (using WordNet) as hypernym classes. We declare a class to be consistent with a hypernym class if its associated synset is a descendant of that hypernym (used to create hypernym set in Eq. 6). For example, for AWA2 we use “Placental.n.01” as the root synset (see Figure 3 in supplementary) whose children create hypernym categories such as “Carnivore” and “Aquatic-mammal” that are able to provide decent coverage for all the classes in this dataset. Although this strategy reduces the WordNet tree to a two-level hierarchy, it provides useful information while keeping the complexity minimal. Similarly, we obtain the hypernyms for CUB classes from the taxonomy provided in [42], which is also based on WordNet. We manually select a subset of hypernym classes such that they cover the CUB classes in a balanced manner. For Kinetics-ZS, we derive hypernyms based on the proposed list of parent-child groupings provided in [30]. We obtain 300 dimensional class embeddings for the dataset and hypernym classes from the FastText model trained on Wikipedia [28]. If a hypernym class does not exist in the FastText model, we replace it with the average embedding of its components (e.g. aquatic + mammal) or synonyms/children nodes. For AWA2, we use the binary class-level attributes provided by the authors. We derive class-level attributes for CUB by binarizing the averaged image-level attributes with a threshold of 0.75. We manually labeled 20 attributes for Kinetics. We refer the reader to Table 4 and Table 3 in supplementary for the list of hypernyms and attributes for Kinetics-ZS. We use linear layers to project word embeddings and image features into a 1024 dimensional common embedding space. Since PySlowFast was pre-trained on Kinetics-400, we also add randomly generated Gaussian noise (\( \mu = 0, \sigma = 0.5 \)) to the image features prior to projection. We do this to shift the image vectors and loosen the tight clusterings resulting from feature extraction. Following prior works, we only learn the projection layer during training [18, 56, 69]. We select hyperparameters such as learning rate, confidence start, stop and epochs, and regularization parameters using the validation splits provided by Xian et al. The \( \gamma \) in Eq. 2 is set to 32. We use the Adam optimizer with a weight decay of \( 10^{-5} \) and set batch-size to 128. All the implemented SOTA methods use the same experimental settings (e.g. splits, features) as ours for a fair comparison (see Section 10 in supplementary).

²We will release the splits soon.
4.2. Quantitative Result

4.2.1 Ablation Study

We study the advantages of adding common-sense rules based on hypernyms and attributes using CSNL in Table 1. We report both MCA and the HM metrics for evaluating ZSL in the conventional and the generalized settings respectively. We first focus on conventional ZSL without the use of unlabeled test data (transductive setting), which we later exploit to achieve further gains particularly on GZSL.

Compared to the baseline (MCA = 47.3 on AWA2, 15.9 on CUB, 42.9 on Kinetics-ZS), we observe consistent improvement with the hypernym rules (51.3 on AWA2, 23.5 on CUB, 48.6 on Kinetics-ZS) and the attribute rules (59.6 on AWA2, 29.3 on CUB, 48.1 on Kinetics-ZS) in the conventional ZSL. We see further improvements when combining the loss functions from both the attribute and hypernym rules (61.0 on AWA2, 32.5 on CUB, 50.2 on Kinetics-ZS). These results highlight the benefits of enforcing common-sense rules inside the embedding space.

In the transductive setting, the baseline (denoted as Baseline\textsuperscript{a}) adds the additional loss term \( L_q \) (in Eq. 4) \[56\] to avoid the bias towards the seen classes. Compared to Baseline\textsuperscript{a} (MCA\textsubscript{t} = 49.3 and HM = 42.2 for AWA2), we see consistent improvements with the hypernym rules (MCA\textsubscript{t} = 51.3 and HM = 58.1) and the attribute rules (MCA\textsubscript{t} = 64.0 and HM = 55.8). Similarly to the conventional setting, the best performance on all datasets is achieved by combining the two logical rules e.g. HM = 47.0 for CSNL\textsuperscript{a} versus 41.9 of Baseline\textsuperscript{a} on Kinetics-ZS.

Empirical gains on both metrics in the transductive setting show that CSNL is able to effectively leverage unlabeled data when adding common-sense knowledge. We believe that the satisfaction of higher order relationships improves separability of classes lying in under-sampled regions of the embedding space, particularly for unseen classes. We also note that the hypernym rules show better performance in the transductive setting on the GZSL metric compared to the attribute rules on all datasets (26.7 vs 24.6 on CUB). We believe this happens because the hypernym rules can provide a more coherent partitioning of the embedding space than the attribute rules.

We also verify the contribution of the two novelties in CSNL—set level rules and confidence margins—by removing them from CSNL\textsuperscript{a}. When replacing the set level rules with concept level rules, the performance on AWA2 drops from MCA\textsubscript{t} = 71.4 and HM = 64.0 to MCA\textsubscript{t} = 49.3 and HM = 42.2. Without the confidence margins in CSNL, the performance drop to MCA\textsubscript{t} = 55.9 and HM = 51.6. The drop in performance corroborates the importance of our contributions over the baseline neuro-symbolic approach (DASL \[54\] in achieving good performance.

4.2.2 Study of Confidence Margin Parameters

We introduced confidence margins in the logical loss function in subsection 3.2 to progressively enforce rules from easy to difficult samples and prevent premature overfitting to the rules. We achieve this by linearly sweeping the confidence margin from a start value \( c_{\text{start}} \) to a final value of \( c_{\text{stop}} \) over \( c_{\text{epochs}} \) training epochs. Figure 2a shows the sensitivity of the MCA\textsubscript{t} metric (on AWA2) to these parameters. The left figure shows a plot of MCA\textsubscript{t} and \( c_{\text{stop}} \), with performance at each value of \( c_{\text{stop}} \) averaged across the other two hyperparameters. We observe that the performance falls to the baseline (47.3) for higher values of \( c_{\text{stop}} \) (\( \geq 5 \)) since the logical rules will not be enforced due to the requirement of high confidence on predictions. However, for smaller values of \( c_{\text{stop}} \) (\( \leq 2 \)), the logical rules will be enforced prematurely resulting in a local minimum that satisfies the rules but disagrees with the data. For example, the model classifies all examples into “Tiger” and all hypernyms into “Carnivore”.

Figure 2b shows MCA\textsubscript{t} versus \( c_{\text{start}} \) and \( c_{\text{epochs}} \) at \( c_{\text{stop}} = 4 \) (best value from the previous plot). We see a possible inverse relationship between \( c_{\text{start}} \) and \( c_{\text{epochs}} \) for achieving high performance e.g. MCA\textsubscript{t} \( > 70 \) for \( (c_{\text{start}} = 20, c_{\text{stop}} = 3) \) and \( (c_{\text{start}} = 14, c_{\text{stop}} = 5) \). This makes sense since if both \( c_{\text{start}} \) and \( c_{\text{epochs}} \) are high, then the rules will not be enforced completely (bottom right), while when both are low, rules will be enforced too quickly leading to overfitting. These curves highlight the need for confidence margins in CSNL to enable effectively learning.

4.3. Comparison with SOTA

Table 2 shows that CSNL outperforms all SOTA methods in both the conventional and generalized settings on all datasets. For example, in comparison to MCA\textsubscript{t} = 59.9 on AWA2 of Zhang et al. \[72\], that projects word embeddings into the visual space to solve the hubness problem and uses a non-linear embedding function with a \( L2 \) loss,
We achieved this through a novel neuro-symbolic loss that enforces logical rules expressing common-sense knowledge. We also implement a variant that uses a mixture of linear projections to learn a non-linear embedding space on AWA2, CUB, and Kinetics-ZS (e.g. MCA\textsubscript{t} = 47.0 on Kinetics-ZS). This shows that CSNL can improve performance despite using a simpler (linear) embedding space and possibility yield further improvements when combined with more sophisticated projections. We also implement a variant of LATEM (LATEM-Hier) that combines word embeddings with hierarchical embeddings, derived from WordNet, for class embeddings [67]. CSNL reports better (MCA\textsubscript{t} = 61.0 versus 57.7 on AWA2) numbers by effectively encoding knowledge from both hypernyms and attributes.

CSNL achieves MCA\textsubscript{t} = 61.0 and MCA\textsubscript{t} = 71.4– in the transductive setting. CSNL also outperforms LATEM [67], that uses a mixture of linear projections to learn a non-linear embedding space on AWA2, CUB, and Kinetics-ZS (e.g. MCA\textsubscript{t} = 19.7 versus 25.1 on CUB and 51.0 versus 67.5 on Kinetics-ZS). This shows that CSNL can improve performance despite using a simpler (linear) embedding space and possibility yield further improvements when combined with more sophisticated projections. We also implement a variant of LATEM (LATEM-Hier) that combines word embeddings with hierarchical embeddings, derived from WordNet, for class embeddings [67]. CSNL reports better (MCA\textsubscript{t} = 61.0 versus 57.7 on AWA2) numbers by effectively encoding knowledge from both hypernyms and attributes.

We also observe consistent improvements on the GZSL. Most of the models achieve zero performance on the HM metric since the VSE based methods are biased towards the seen classes. Only Zhang [72], Learning to Compare [59], and QFSL\textsuperscript{w} [56] achieve non-trivial performance on the generalized task (e.g. HM = 35.7, 28.1, and 42.2 on AWA2 respectively). In comparison CSNL\textsuperscript{w} (variant using unlabeled test data) achieves a significantly higher performance with HM = 64.0. We also observe similar trends on other datasets where CSNL\textsuperscript{w} achieves HM = 29.4 (CUB) and HM = 47.0 (Kinetics-ZS) versus 19.9 and 41.9 of QFSL\textsuperscript{w}, when both models operate in the transductive setting. This supports our earlier results that CSNL can additionally regularize the embedding space by enforcing rules on unlabeled test data. Based on these gains, we conclude that CSNL improves the discriminability of the embedding space by enforcing logical rules expressing common-sense knowledge.

### Table 1: Ablation study showing performance with different logical rules enforced using CSNL. We report ZSL metrics on the conventional (MCA\textsubscript{t}) and generalized setting (HM). \textsuperscript{w} superscript refers to operating in the transductive setting where the model has access to unlabeled test data. We see consistent improvements by incorporating different common-sense rules.

| Model       | Hypernym rules | Attribute rules | Transductive learning | AWA2 MCA\textsubscript{t} | HM   | CUB MCA\textsubscript{t} | HM   | Kinetics-ZS MCA\textsubscript{t} | HM   |
|-------------|----------------|-----------------|-----------------------|---------------------------|------|--------------------------|------|-------------------------------|------|
| Baseline    | X              | X               | X                     | 47.3                      | 0.0  | 15.9                     | 0.0  | 42.8                         | 0.0  |
| CSNL        | ✓              | ✓               | ✓                     | 59.6                      | 0.0  | 29.3                     | 0.1  | 48.1                         | 0.1  |
|             | ✓              | ✓               | ✓                     | 51.3                      | 0.0  | 23.5                     | 0.1  | 48.6                         | 0.1  |
|             | ✓              | ✓               | ✓                     | 61.0                      | 0.0  | 32.5                     | 0.7  | 50.2                         | 0.2  |
| Baseline\textsuperscript{w} | X              | X               | ✓                     | 49.3                      | 42.2 | 14.9                     | 19.9 | 55.9                         | 41.9 |
| CSNL\textsuperscript{w} | ✓              | ✓               | ✓                     | 64.0                      | 55.8 | 20.1                     | 24.6 | 60.7                         | 44.2 |
|             | ✓              | ✓               | ✓                     | 51.3                      | 58.1 | 21.2                     | 26.7 | 63.4                         | 45.4 |
|             | ✓              | ✓               | ✓                     | 71.4                      | 64.0 | 25.1                     | 29.4 | 67.5                         | 47.0 |

### Table 2: Comparison of the proposed approach CSNL with SOTA methods on zero-shot image (AWA2, CUB) and action classification (Kinetics-ZS) tasks. We report metrics on conventional (MCA\textsubscript{t}) and generalized settings (HM). \textsuperscript{w} superscript refers to operating in the transductive setting where the model has access to unlabeled test data.

| Method                  | AWA2 MCA\textsubscript{t} | HM   | CUB MCA\textsubscript{t} | HM   | Kinetics-ZS MCA\textsubscript{t} | HM   |
|-------------------------|-----------------------------|------|--------------------------|------|-------------------------------|------|
| Zhang [72]              | 59.9                        | 35.7 | 19.6                     | 6.2  | 54.9                         | 23.1 |
| SJE [3]                 | 51.5                        | 0.0  | 16.5                     | 0.0  | 49.0                         | 0.0  |
| Latem [67]              | 52.6                        | 0.0  | 19.7                     | 0.0  | 51.0                         | 0.0  |
| Latem-Hier [67]         | 57.7                        | 0.0  | 23.2                     | 0.0  | –                             | –    |
| Devise [18]             | 51.7                        | 0.0  | 18.7                     | 0.7  | 51.9                         | 0.0  |
| Devise (image space) [18] | 52.5                        | 0.0  | 14.2                     | 0.0  | 50.7                         | 0.0  |
| Conse [44]              | 47.9                        | 0.0  | 17.4                     | 0.0  | 49.6                         | 0.0  |
| Learning to Compare [59] | 46.8                        | 28.1 | 12.6                     | 8.8  | 40.5                         | 26.4 |
| QFSL\textsuperscript{w} [56] | 49.3                        | 42.2 | 14.9                     | 19.9 | 55.9                         | 41.9 |
| CSNL                    | 61.0                        | 0.0  | 32.5                     | 0.7  | 50.2                         | 0.2  |
| CSNL\textsuperscript{w} | 71.4                        | 64.0 | 25.1                     | 29.4 | 67.5                         | 47.0 |

5. Conclusion

We improved zero shot learning (ZSL) by injecting common-sense rules in visual-sensational embedding (VSE). We achieved this through a novel neuro-symbolic loss that enforces logical rules expressing common-sense relationships over visual features. For improved learning with logical rules we proposed two key novelties over prior neuro-symbolic methods– enforcing rules for a group instead of a single concept and confidence margins that enable implicit curriculum
learning. Through detailed ablation studies we demonstrated the benefits of injecting hypernym and attribute based rules in VSE on three ZSL datasets. We also observed that our loss can exploit unlabeled test data (in the transductive setting) to further improve performance. We finally showed consistent improvements over SOTA methods on both conventional and generalized ZSL. We plan to extend our work to other settings such as few-shot learning in the future.
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7. Handling Local Minima in CSNL Loss

One can address the creation of unwanted local minima induced by the logical rules in several ways. For example, it can achieved by using a scheduler to slowly “turn on” the logical loss, by using a full probabilistic formulation, or by using a curriculum to first train using the data and then begin enforcing rules in some priority order. All of these approaches have noticeable drawbacks. Scheduling of the weights of the rules is problematic because the implication based rules can impact the correct application of subsequent rules (e.g. rule 1 says that the animal is “White” then rule 2 relies on that information to learn to predict “Polar Bear” rather than “Brown Bear”).Using a curriculum for enforcing rules can solve this issue, but requires someone to explicitly develop the curriculum, and removes the possibility of using rule application on simple cases to inform how rules should be applied on more challenging examples. Finally, a fully probabilistic approach works well in relatively simple cases by effectively solving the constrains ahead of time, but fails when constraint satisfaction intimately depends on the data. Our approach of setting confidence margins on the rules closely impersonates curriculum learning (referred to as implicit curriculum in the main text) strategy of choosing simpler to difficult samples for learning based on the confidence of each data sample satisfies the rules. This avoids us from the developing multi-stage data strategies that is required in standard curriculum learning applications.

8. Choice of Hierarchy

Figure 3 shows the knowledge hierarchy derived from WordNet for AWA2 and CUB as used in CSNL (see implementation details in Section 4 in the main text). We used top-level synsets “Placental” and “Seabird” for AWA2 and CUB respectively as these had decent coverage for the all the dataset classes. We also experimented with additional top-level synsets such as a “Feline”, but the improvement in performance was minimal.

9. Parametric Study

9.1. Hyperparameters for Logical Loss

As discussed in subsection 3.2 and shown below, CSNL uses regularization parameters for logical losses corresponding to hypernyms and attributes.

\[
\mathcal{L} = \mathcal{L}_i + \mathcal{L}_{\text{CSNL}}(D^*) + \lambda_{\text{trans}}\mathcal{L}_{\text{CSNL}}(D^{\text{trans}}) \tag{14}
\]

\[
\mathcal{L}_{\text{CSNL}}(D) = \sum_{i=1}^{N} (\lambda_{\text{hyp}} L_{\text{hyp}}(x_i) + \lambda_{\text{attr}} L_{\text{attr}}(x_i)) \tag{15}
\]

We set these hyperparameters using cross-validation. Figure 4 shows the effect of \(\lambda_{\text{hyp}}\) on performance. As expected, the performance first improves on increasing \(\lambda_{\text{hyp}}\) and then drops for higher values of \(\lambda_{\text{hyp}}\). This is expected since the loss will not be active for very low values of \(\lambda_{\text{hyp}}\) and will result in overfitting for very high values of \(\lambda_{\text{hyp}}\).

9.2. Confidence Sweep

Similar to subsection 4.2.2, Figure 5 and Figure 6 show the effect of confidence margin parameters on the MCA\(\_f\) for CUB and Kinetics-ZS respectively. The trends are similar to AWA2. For example, the performance drops for higher values of \(c_{\text{top}}\) as the rules are not enforced in this case. In the case of CUB, the lower \(c_{\text{top}}\) values don’t really show a sign of overfitting as seen in AWA2 and this could be due to better coherence in the confidence of early predictions and satisfaction on the rules. For Kinetics-ZS the performance is high for \(c_{\text{start}} = 8\) and \(5 < c_{\text{epochs}} < 7\) or \(c_{\text{start}} = 9\) and \(c_{\text{epochs}} = 5\). There are similarities with the trend for AWA2, where we observed an inverse relationship between \(c_{\text{start}}\) and \(c_{\text{epochs}}\) for achieving high performance. However, we advise to set these parameters using cross-validation due to dataset specific biases.

10. Implementation details for SOTA models

To evaluate SOTA methods, we use the same features and train/test splits as in our method. We implement SJE [3], Latem [67], Latem-Hier [67], Devise [18] and Devise (image space) [18] using triplet loss as described in the papers. For Latem-Hier [67] we use the hierarchical features for CUB and AWA2 provided by its author. We did not implement Latem-Hier for Kinetics-ZS since the hierarchical features were not available. We use the source code of Zhang [72] and Learning to Compare [59] provided by their authors. We also implement the transductive loss in QFSL\(^*\) [56] as our baseline in the transductive setting. For each SOTA method we search for its hyperparameters around the values mentioned in its paper and pick the ones that give the best performance on the test data.

11. Details on Kinetics-ZS

The Kinetics-ZS, derived from Kinetics 400 [30], contains 91 seen and 18 unseen classes, which have been organized into 10 mutually exclusive hypernyms. These classes and hypernyms are shown in Table 4. We manually labeled 20 attributes for Kinetics, which are shown in Table 3.

Each YouTube video in the dataset is 10 seconds long and has the same class label for the entirety of the video. To extract video features, we first split each 10s video into five distinct 2s clips before feeding each clip into the SlowFast network. Each clip is then resized and center-cropped to a 224 × 224 pixel square and flipped horizontally with 50% probability. At the end of this pre-processing step, every unique video corresponds to between 5 – 7 unique video clips (as the horizontal flipping allows for duplicate temporal
overlaps). The SlowFast network uses a ResNet-50 backbone and extracts features for each of these 2s video clips at a temporal stride of $\tau = 16$, a speed ratio of $\alpha = 8$, and a channel ratio of $\beta = \frac{1}{8}$. Hence, the slow pathway will process $T$ frames over $C$ channels, and the fast pathway will process $\alpha T$ frames over $\beta C$ channels, where $T = \frac{\text{frames per second} \times 2s}{\tau}$.

Our final dataset contains a training set, a testing set of seen classes, and a testing set of unseen classes. The training set consists of features from 11,311 video clips derived for 2,136 unique videos, the testing set of seen classes consists of features for 2,948 video clips from 1,725 unique videos, and the testing set of unseen classes consists of features for 2,346 video clips from 455 unique videos (70-15-15 split). We will release these splits as well as the hypernym and attribute information.
Figure 4: Effect of regularization parameter ($\lambda_{hyp}$) for the hypernym based logical loss on MCA$_2$ and HM for all the datasets. In each subfigure $X$–axis is the regularization parameter in log scale, and $Y$–axis is the performance metric. Best viewed in color.

Figure 5: Effect of hyperparameters controlling the confidence margin in CSNL on zero-shot classification on CUB. Left plot shows averaged performance for $c_{stop}$ while keeping $c_{start}$ and $c_{epochs}$ fixed. Right plot shows 2D plot for $c_{start}$ and $c_{epochs}$ while keeping $c_{stop}$ fixed (best seen in color).

Figure 6: Effect of hyperparameters controlling the confidence margin in CSNL on zero-shot classification on Kinetics-ZS. Left plot shows averaged performance for $c_{stop}$ while keeping $c_{start}$ and $c_{epochs}$ fixed. Right plot shows 2D plot for $c_{start}$ and $c_{epochs}$ while keeping $c_{stop}$ fixed (best seen in color).
| Attributes                          |
|-----------------------------------|
| has ball                          |
| has racquet                       |
| has bat                           |
| has club or stick                 |
| has helmet                        |
| has bull                          |
| has horse                         |
| has animals                       |
| has wheels                        |
| has person riding                 |
| has projectile                    |
| has acrobatics                    |
| has target                        |
| holding or wearing no equipment   |
| in air falling or swinging        |
| in air from ground                |
| is on water                       |
| is on snow or ice                 |
| is on court                       |
| is on field                       |

Table 3: Manually labeled attributes for the Kinetics-ZS dataset.
| **Hyponym**                  | **Seen** | **Unseen** | **Classes**                                                                 |
|------------------------------|----------|------------|----------------------------------------------------------------------------|
| Athletics-Jumping            | 6        | 0          | high jump, hurdling, long jump, parkour, pole vault, triple jump             |
| Athletics-Throwing+Launching | 9        | 1          | archery, catching or throwing frisbee, disc golfing, hammer throw, javelin throw, shot put, throwing axe, throwing ball, throwing discus, *playing darts* |
| Ball Sports                  | 17       | 2          | bowling, dodgeball, dribbling basketball, dunking basketball, golf chipping, golf driving, golf putting, juggling soccer ball, kicking field goal, kicking soccer ball, passing American football (in game), passing American football (not in game), playing basketball, playing kickball, playing volleyball, shooting basketball, shooting goal (soccer), *passing soccer ball, playing netball* |
| Gymnastics                   | 5        | 0          | bouncing on trampoline, cartwheeling, gymnastics tumbling, somersaulting, vault |
| Heights                      | 10       | 1          | abseiling, bungee jumping, diving cliff, ice climbing, paragliding, rock climbing, skydiving, slacklining, springboard diving, trapezing, *base jumping* |
| Mobility-Land                | 8        | 3          | jogging, motorcycling, riding a bike, riding mountain bike, riding scooter, riding unicycle, roller skating, skateboarding, *jumping bicycle, longboarding, bullfighting* |
| Mobility-Water               | 6        | 2          | scuba diving, snorkeling, swimming backstroke, swimming breaststroke, swimming butterfly stroke, water sliding, *ice swimming, swimming front crawl* |
| Racquet+Bat Sports           | 8        | 5          | catching or throwing baseball, catching or throwing softball, hurling (sport), playing badminton, playing cricket, playing squash or racquetball, playing tennis, *fencing (sport)*, *playing field hocket, playing ping pong, playing polo, swinging baseball bat* |
| Snow+Ice                     | 14       | 3          | bobsledding, hocket stop, ice fishing, ice skating, playing ice hockey, ski jumping, skiing (not slalom or crosscountry), skiing crosscountry, skiing slalom, sled dog racing, snowboarding, snowkiting, snowmobiling, tobogganing, *curling(sport)*, luge, skiing mono |
| Water Sports                 | 8        | 1          | canoeing or kayaking, jetskiing, kitesurfing, parasailing, sailing, surfing water, water skiing, windsurfing, *bodysurfing* |

Table 4: Class and Hyponym names for the Kinetics-ZS dataset. Unseen classes are shown in *italics*. 