Neural network-based modelling of unresolved stresses in a turbulent reacting flow with mean shear.
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Abstract

Data-driven methods for modelling purposes in fluid mechanics are a promising alternative given the continuous increase of both computational power and data-storage capabilities. Highly non-linear flows including turbulence and reaction are challenging to model, and accurate closures for the unresolved terms in large eddy simulations of such flows are difficult to obtain. In this study, we investigate the use of artificial neural networks for modelling an important unclosed term namely the unresolved stress tensor, in a highly demanding turbulent and reacting flow, which additionally includes mean shear. The performance of the neural network-based modelling approach is conducted a priori following a coarsened mesh approach, and compared against the predictions of eight other classic models in the literature, which include both static and dynamic formulations.
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1 Introduction

Large Eddy Simulation (LES) is a powerful modelling tool for the simulation of turbulent and reacting flows. LES reduces the computational load substantially in comparison to Direct Numerical Simulation (DNS), by resolving only the largest, energy-containing motions of the flow. Although a typical LES is computationally more expensive than a Reynolds Averaged Navier Stokes (RANS) simulation, the increase in computational power in recent years has established LES as the de facto modelling approach in many industries for simulating fluid flows in devices with complex geometries and of a realistic size [1, 2]. An important ingredient in LES, is the set of underlying closures used to model the unresolved terms which appear in the spatially-filtered transport equations.

The unresolved stress tensor in particular in the filtered momentum equation,
\[ \tau_{ij} \]
determines the dissipation/backscatter of kinetic energy as a result of unresolved motions [3]. This term affects the evolution of important bulk flow quantities, and in turn the evolution of the flow field. Numerous models have been developed in the literature throughout the years for this important term, mainly aimed at incompressible and non-reacting flows—a detailed review is given in [4]. In the standard modelling approach, the unresolved stress tensor is modelled using properly “tuned” algebraic functions of the resolved quantities on the mesh. These, typically include the filtered velocities \( \bar{u}_i \) (as well as higher-order filtered values) and their spatial gradients \( \partial \bar{u}_i / \partial x_j \). Some of the most popular models include eddy-diffusivity models such as the static/dynamic Smagorinsky [5, 6, 7], scale-similarity models [8, 9], models of the gradient type [10], and mixed models [11, 12, 13, 14, 15]. Such models have been widely used in LES of both non-reacting and reacting flows, with varying levels of success. The majority of these models are relatively straightforward to implement, while the computational cost can vary significantly especially if a model involves the evaluation of dynamic parameters. A common characteristic for the majority of such models is that they usually involve some simplifying assumption in their development, which may not be valid for conditions other than those originally developed for. For example, the assumption of the unresolved stresses being aligned with the rate of strain tensor in the Smagorinsky model, is a rather strong one. Previous theoretical as well as experimental work showed this assumption to be invalid both for non-reacting [16, 17] and for reacting flows [18, 19]. Furthermore, the majority of classic models involve tunable parameters whose spatio-temporal value depends on the flow regime and on the reaction mode. As a result, a single universal method for accurate parameterisation/regularisation of the models’ constants is difficult to obtain. All of the above, limit the predictive ability of LES only to conditions where the models for the unresolved terms are known to perform well.

An alternative promising modelling approach is based on machine-learning techniques. Machine-learning methods such as Artificial Neural Networks (ANNs) and Convolutional Neural Networks (CNNs) have been widely used to solve classification and regression problems (amongst other) in image recognition [20], text translation [21], decision making [22, 23], gene-profiling [24] etc. by directly exploiting the abundance of information contained within very large data sets. In the fluid mechanics community, DNS databases of a range of non-reacting flows are of the order of petabytes [25]. In reacting flows, simulations using DNS with detailed chemistry and multi-step reduced chemistry are becoming more common [26, 27, 28, 29, 30], while numerical solvers are being developed for DNS aimed at the exascale [31] and exploiting hybrid architectures [32]. As a result, the application of machine-learning techniques using data from high-fidelity simulations for modelling purposes in LES is a timely one [33]. In the seminal work of Hornik [34] it was shown that a feedforward
neural network, even with a single hidden layer, is a universal function approximator in the limit of a sufficiently large number of nodes in the hidden layer. As result, algebraic closures of increased orders of complexity can in principle be developed for the unresolved stress tensor by adjusting the number of layers and/or nodes of a neural network. Some common techniques which are widely used for the analysis/modelling of fluid flows can thus be casted in a neural-network framework. For example, it was shown in [35] that a Proper Orthogonal Decomposition (POD) is essentially a subset of a more general non-linear ANN. In the same study [35], a neural network was developed so as to reconstruct the near-wall flow, in the context of RANS, which outperformed the results obtained using a POD-based model.

Despite the abundance of data in the fluid mechanics community, neural networks have been primarily employed for control purposes, while the literature for modelling purposes is much more limited. In the context of RANS, a neural network was trained in [36] to predict the anisotropy stress tensor in shear flows, from knowledge of the mean strain rate tensor, and the mean rotation rate tensor. In [37] a neural network was trained, using results from RANS simulations, to reproduce the results obtained using the Spallart-Almaras model. A closely related method, using random forests, was employed in [38] in order to essentially calibrate regression functions for the discrepancy between RANS-modelled and DNS-modelled flow variables, which was used to improve the predictive ability of the RANS simulations. In [39] experimental data instead of simulation data were used, in order to train a neural network to augment the predictive capability of the Spallart-Almaras model in RANS simulations of airfoil flows. In [40] a neural network was used to directly model the “streaming” stresses in vertical two-phase flows. In the context of LES, a neural network was used in [41] to calculate the dynamic parameter of the eddy-diffusivity component in a mixed stress tensor model, in turbulent channel flow. In [42] a neural network was trained in order to develop optimal estimators for the unresolved scalar variance, by examining in a structured manner different sets of inputs, a process which would otherwise be difficult to replicate using classic algebraic models. In [43] a neural network was trained, using data from direct simulations, to directly predict the unresolved stresses from the resolved flow quantities in LES of turbulent channel flow. An a posteriori LES study was also conducted with overall good results [43]. A slightly different modelling approach based on deconvolution was examined in [44] for incompressible turbulence: a network was trained to deconvolute the filtered velocity components, and the unresolved stress tensor was modelled by explicitly filtering the deconvoluted velocity fields. In a more recent study [45], an ANN was trained to directly predict $\tau_{ij}$ from the resolved flow variables, for incompressible homogeneous decaying turbulence, and an posteriori LES study was also conducted with the ANN-based modelling framework outperforming the results obtained using a dynamic Smagorinsky model.

In the context of reacting flows, machine-learning techniques have been primarily used for modelling the chemical kinetics [46, 47, 48]. For modelling unresolved terms, convolutional networks were successfully employed in [49] to model the flame surface density, and in [50, 51] for modelling the progress variable variance in a deconvolution-based context. As for the stress tensor, the standard approach is to employ models originally developed and validated for incompressible and non-reacting flows. As indicated however in many previous theoretical and experimental studies, the effects of heat release are not properly accounted for in such models [19, 52, 53]. This important point was also noted in [19] where a number of different stress-tensor models were evaluated for turbulent premixed freely-propagating flames. It was additionally shown in [19] that the standard averaging procedure for regularising the dynamic parameters e.g. $C_D$ in the Smagorinsky model, was inadequate in the case of reacting flows. In light of these issues, Schoepplein et al. [54] has recently employed a
data-driven method namely Gene-Expression Programming (GEP), in order to derive best-fit functional relationships for the unresolved stress-tensor in LES of turbulent premixed flames.

In this study, a high-fidelity DNS database of a demanding multi-physics flow which includes turbulence, reaction, and mean shear, is used in order to train an artificial neural network to predict all six individual components of the unresolved stress tensor \(\tau_{ij}\). The nature of the flow presents a challenging testing case for any stress tensor model. Furthermore, in contrast to most a priori studies in the literature, the evaluation of the method is conducted following a simulated LES approach where the effects of mesh coarsening are taken into account [55, 56]. It is important to note at this point that even though this constitutes an a priori study, it forms an important first step for developing models for unresolved terms in LES. Furthermore, previous successful a posteriori testing using models developed from a priori studies indicates the merit of this approach [45].

2 Direct numerical simulation database

The fully compressible governing equations for the conservation of mass, momentum, temperature, and species mass fractions are solved for, using an in-house DNS code (TTX),

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0, \tag{1}
\]

\[
\frac{\partial (\rho \mathbf{u})}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u}) = -\nabla \cdot \mathbf{P}, \tag{2}
\]

\[
\frac{\partial (\rho T)}{\partial t} + \nabla \cdot (\rho \mathbf{u} T) = \frac{1}{c_v} \nabla \cdot (\lambda_{th} \nabla T) - \frac{1}{c_v} \sum_{i=1}^{N} (\rho Y_i \mathbf{V}_i \mathbf{c}_{p,i} \cdot \nabla T) - \frac{T}{c_v} \sum_{i=1}^{N} [R_i \nabla \cdot (\rho Y_i \mathbf{V}_i)] - \frac{1}{c_v} \mathbf{P} : (\nabla \mathbf{u}) - \frac{1}{c_v} \sum_{i=1}^{N} (h_i \omega_i) + \frac{T}{c_v} \sum_{i=1}^{N} (R_i \omega_i), \tag{3}
\]

\[
\frac{\partial (\rho Y_i)}{\partial t} + \nabla \cdot (\rho \mathbf{u} Y_i) = -\nabla \cdot (\rho Y_i \mathbf{V}_i) + \omega_i, \tag{4}
\]

where \(\lambda_{th}, h_i, R_i\) and \(\omega_i\) denote the mixture's thermal conductivity, specific enthalpy, gas constant, and reaction rate of species \(i\), respectively. The stress tensor \(\mathbf{P}\) is given by,

\[
\mathbf{P} = \left[ p + \frac{2}{3} \mu (\nabla \cdot \mathbf{u}) \right] \mathbf{I} - \mu \left[ (\nabla \mathbf{u}) + (\nabla \mathbf{u})^T \right], \tag{5}
\]

where \(\mu\) is the dynamic viscosity of the mixture. Fickian-type diffusion is used for modelling the species’ diffusion velocities \(\mathbf{V}_i\). The governing equations are discretised on a uniform mesh, using a fourth-order central finite-difference scheme for the spatial derivatives, and a third order Runge-Kutta scheme for the time derivatives. The chemical source terms are integrated using a point-implicit method to reduce stiffness. The adiabatic combustion of a stoichiometric hydrogen-air mixture at 0.1 MPa is simulated using a detailed chemical kinetic
mechanism with 27 reactions and 12 species namely $\text{H}_2$, $\text{O}_2$, $\text{H}_2\text{O}$, $\text{O}$, $\text{H}$, $\text{OH}$, $\text{HO}_2$, $\text{H}_2\text{O}_2$, $\text{N}_2$, $\text{N}$, $\text{NO}_2$ and $\text{NO}$ \cite{57}. The temperature dependence of viscosity, thermal conductivity and diffusion coefficients are calculated using the CHEMKIN-II packages \cite{58, 59}. Soret, Dufour, pressure gradient and radiative heat transfer effects are neglected.
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Figure 1: Progress variable iso-surface $c = 0.1$, for (a) case V97, (b) case V60H, and (c) case V60.

The computational domain and the coordinate system are shown in Fig. 1. Inflow-outflow boundaries are used in the $x$ direction, outflow boundaries are applied in the $z$ direction, and a periodic boundary is specified in the $y$ (homogeneous) direction. From the inflow $x$-boundary, the premixed unburnt mixture and turbulence are fed at a mean inlet velocity $\bar{u}_i$. The inflowing turbulence is obtained by first performing DNS of incompressible homogeneous isotropic turbulence using a spectral method. In the present DNS, a no-slip flame anchor (rod) consisting of a high temperature ($\sim 2000$ K) region is placed at a distance $x_r$ from the inflow boundary. The temperature inside the flame anchor is based on a Gaussian distribution and its diameter $d \simeq \delta_{th}$, where $\delta_{th}$ is the flame thermal thickness (0.49 mm).
Also, in the initial field, the temperature is gradually decreased to match the unburnt gas temperature. Once the simulation has started, the mixture naturally starts reacting and a turbulent V-flame is established—Figure 1 shows an instantaneous progress variable iso-surface based on the hydrogen mass fraction, \( c = (Y_{H_2} - Y_{r,H_2}) / (Y_{p,H_2} - Y_{r,H_2}) \). Note that the axes are normalised \((\dagger)\) using the laminar flame thickness \( \delta_L \) (0.2 mm) and are relative to the rod location. After the initialization, the DNS is run for three flow-through times, \( L_x / \bar{u}_{in} \), to ensure that any initial transients have been evacuated. Three V-flames are considered in the present study, and their conditions are summarised in Table 1. \( u_{rms} \) is the root-mean-square value of the fluctuating component of the incoming turbulence field, with an integral length scale \( l_T \). The turbulence Reynolds number is \( Re_T = u_{rms} l_T / \nu \), the Damkohler number is \( Da = (l_T / u_{rms}) / (\delta / s_L) \) and the Karlovitz number is \( Ka = (\delta / \eta_k)^2 \), where \( s_L \) is the laminar flame speed, and the diffusive thickness \( \delta = \nu_r / s_L \). The laminar flame thickness is defined as \( \delta_L = (Y_{r,H_2} - Y_{p,H_2}) / \max(dY_{H_2}/dx) \) where \( Y_{H_2} \) is the hydrogen mass fraction profile obtained from a laminar flame calculation.

Figure 2: Averaged (in homogeneous \( y \) direction) instantaneous progress variable, \( < c > \), for all three cases.

The computational domain size, \( L_x \times L_y \times L_z \), is 10 \( \times \) 5 \( \times \) 5 mm for V60 and V97 and 12.5 \( \times \) 5 \( \times \) 5 mm for V60H. The rod is placed at \( x_r = 2.5 \) mm for cases V60 and V97, and at \( x_r = 5.0 \) mm for case V60H. These domains are discretised on a uniform mesh \( N_x \times N_y \times N_z \) of 513 \( \times \) 257 \( \times \) 257 points for V60, 641 \( \times \) 257 \( \times \) 257 points for V60H, and 769 \( \times \) 385 \( \times \) 385 points for V97. These resolutions ensure that there are at least 20 mesh points inside \( \delta_{th} \) so that it is well resolved. Also, the resolution for the DNS was found to be more than sufficient to resolve turbulence and the boundary layers near the flame anchor. Figure 2 shows instantaneous \( y \)-averaged distributions of the progress variable \( c \) for the three different cases. Note the extinction events taking place for case V97 immediately downstream of the rod due to the
Table 1: Turbulent flame parameters for the DNS studies.

| Case  | $\bar{u}_{in}/s_L$ | $u_{rms}/s_L$ | $l_T/\delta$ | Ret | Da | Ka | $L_x$ (mm) | $L_y$ (mm) | $L_z$ (mm) | $x_*$ (mm) |
|-------|---------------------|---------------|--------------|-----|----|----|------------|------------|------------|-----------|
| V60   | 10.0                | 2.2           | 100.0        | 220.0 | 45.5 | 0.33 | 10.0       | 5.0        | 5.0        | 2.5       |
| V60H  | 20.0                | 2.2           | 100.0        | 220.0 | 45.5 | 0.33 | 12.5       | 5.0        | 5.0        | 5.0       |
| V97   | 20.0                | 6.0           | 93.8         | 562.8 | 15.6 | 1.52 | 10.0       | 5.0        | 5.0        | 2.5       |

excessive shear and relatively higher turbulence level. This is the most demanding case of the three in terms of modelling the unresolved stress tensor and has been used for testing the neural network.

3 Mathematical background

The filtered momentum equation in the case of a compressible flow reads,

$$\frac{\partial \bar{\rho} \tilde{u}_i}{\partial t} + \frac{\partial \bar{\rho} \tilde{u}_i \tilde{u}_j}{\partial x_j} = -\frac{\partial \bar{p}}{\partial x_i} + \frac{\partial \tau_r^{ij}}{\partial x_j} - \frac{\partial \tau^{ij}}{\partial x_j}$$

(6)

where the resolved and unresolved stress tensors $\tau_r^{ij}$ and $\tau^{ij}$ are given by,

$$\tau_r^{ij} = \mu \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right) - \frac{2}{3} \delta_{ij} \mu \frac{\partial \tilde{u}_k}{\partial x_k}$$

and

$$\tau^{ij} = \bar{\rho} \left( \tilde{u}_i \tilde{x}_j - \tilde{u}_i \tilde{u}_j \right)$$

(7)

respectively. The resolved stress tensor is typically approximated using the gradients of the filtered velocity components,

$$\tau_r^{ij} \approx \tilde{\mu} \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\partial \tilde{u}_k}{\partial x_k} \right) = 2 \tilde{\mu} \left( \tilde{S}_{ij} - \frac{1}{3} \delta_{ij} \tilde{S}_{kk} \right)$$

where

$$\tilde{S}_{ij} = \frac{1}{2} \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right)$$

is the rate of strain tensor. $\tau^{ij}$ is an unclosed term and needs to be modelled in order to properly account for the effect of unresolved motions. Figure 3 shows the orientation of the normal and shear stresses for this particular configuration for the two non-homogeneous directions ($x-1$, $z-3$). In the case of turbulent premixed flames, a number of different models were evaluated for $\tau^{ij}$ a priori in [19]. The different models evaluated involved Smagorinsky, gradient, and three similarity-based models namely the similarity model of Bardina [8], the similarity model of Vreman [60], and an extended similarity model based on the work of Anderson and Domaratzki [61]. Of all the models tested, the dynamic Smagorinsky model had the lowest correlation coefficient, while the remaining models were found to have about the same equally larger correlation coefficients. In comparison to the static version, the low correlation coefficients were found to be a result of the large spatial variations of the model’s dynamic parameter $C_D$, which is a common problem with models of this kind. An alternative progress-variable based conditional averaging regularisation
procedure was proposed, however the performance of the dynamic Smagorinsky model was not found to improve substantially. Based on the findings in [19], the models discussed in the text which follows were selected in order to benchmark against the ANN modelling approach. These include static and dynamic versions of the Smagorinsky model [5], two similarity-based models [8, 19], the gradient and Clark models [10], and the WALE model [13].

Figure 3: Orientation of the stresses in the two non-homogeneous directions for this coordinate system.

3.1 Smagorinsky

The Smagorinsky model is an eddy-diffusivity type of model [7],

\[
\tau_{ij} - \frac{1}{3} \delta_{ij} \tau_{kk} = -2 \bar{\rho} \nu_t \left( \tilde{S}_{ij} - \frac{1}{3} \delta_{ij} \tilde{S}_{kk} \right) \tag{8}
\]

where the turbulent viscosity, \( \nu_t \), is calculated using \( \nu_t = C_D \Delta^2 |\tilde{S}| \), where \( |\tilde{S}| = \sqrt{2 \tilde{S}_{ij} \tilde{S}_{ij}} \). In the static version of the model, \( C_D \) is replaced by \( C_S^2 \) where \( C_S \approx 0.2 \). The isotropic contribution (second term on left-hand side of Eq. 8) in many LES studies is typically absorbed into the filtered pressure term \( \bar{p} \), assuming its contribution is relatively smaller. Erlebacher et al. [62] suggested that for relatively small SGS Mach numbers the isotropic contribution of the stress tensor can indeed be neglected. Our focus in this study is on modelling the unresolved stress tensor regardless of the size of the isotropic part. As a result, the static Yoshizawa approximation is used in order to explicitly model the trace of the stress tensor [63],

\[
\tau_{kk} = 2 \bar{\rho} C_I \Delta^2 |\tilde{S}|^2 \tag{9}
\]

where \( C_I = 0.089 \). Even though slightly different values were reported in the literature [7] this choice was found to produce quantitatively good results for the current DNS database, and is therefore employed throughout. The dynamic parameter \( C_D \) is calculated following the least-squares approach suggested by Lilly [64], using [12],

\[
C_D = \frac{-<(L_{ij} - \frac{1}{3} \delta_{ij} L_{kk}) M_{ij}>}{<2 \Delta^2 M_{ij} M_{ij}>} \tag{10}
\]

where the Leonard term \( L_{ij} \) is given by,
\[ L_{ij} = \hat{\bar{\rho}}\hat{u}_i\hat{u}_j - (\hat{\bar{\rho}}\hat{u}_a)(\hat{\bar{\rho}}\hat{u}_j)/\hat{\bar{\rho}} \]

and,

\[ M_{ij} = \alpha^2 \hat{\bar{\rho}}|\hat{S}| \left( \hat{\bar{S}}_{ij} - \frac{1}{3}\delta_{ij}\hat{\bar{S}}_{kk} \right) - \left( \hat{\bar{\rho}}|\hat{S}|\hat{\bar{S}}_{ij} - \frac{1}{3}\delta_{ij}\hat{\bar{\rho}}|\hat{S}|\hat{\bar{S}}_{kk} \right) \]

(11)

The classic regularisation approach is used in this study for \( C_D \), as well as for other dynamic parameters in the models which follow, by volume-averaging \( \langle \cdot \rangle \) in the homogeneous \( \langle y \rangle \) direction \([7]\). Note that all test-filtering operations \( \langle \cdot \rangle \) are conducted at a filter width \( \Delta = 2\Delta \).

### 3.2 Scale-similarity

The scale-similarity model of Bardina (SIMB) \([8]\) is given by,

\[ \tau_{ij} = \bar{\rho}(\hat{u}_i\hat{u}_j - \hat{u}_i \cdot \hat{u}_j) \]

(12)

This model showed improved predictions in comparison to the static Smagorinsky model for freely-propagating flames \([19]\). In \([19]\) the following model based on the Inter-Scale Energy transfer model of Anderson and Domaratzki \([6]\) was also proposed (SIMET),

\[ \tau_{ij} = \bar{\rho} \left( \hat{\bar{S}}_{ij} + \hat{\bar{S}}_{ji} - \hat{\bar{S}}_{ij} \right) \]

(13)

which is Galilei invariant for the compressible case.

### 3.3 Gradient model

The gradient model (GRAD) can be derived by expanding in Taylor series the filtered velocity product in the expression for \( \tau_{ij} \) \([9]\) and retaining the leading term in the expansion \([10]\),

\[ \tau_{ij} = \bar{\rho} \frac{\Delta^2}{12} \frac{\partial \hat{u}_i}{\partial x_k} \frac{\partial \hat{u}_j}{\partial x_k} \]

(14)

This model is known to perform well in a priori studies, and also forms the basis of many mixed models, such as the Clark model which is discussed next.

### 3.4 Clark model

Vreman et al. \([9]\) built upon the mixed model of Clark \([10]\) (CLARK) and produced the following dynamic mixed model with an eddy-diffusivity component complementing the gradient part in order to provide the necessary dissipation,

\[ \tau_{ij} = \bar{\rho} \frac{\Delta^2}{12} \frac{\partial \hat{u}_i}{\partial x_k} \frac{\partial \hat{u}_j}{\partial x_k} - \frac{C_C}{\bar{\rho}} \Delta^2 |\hat{S}'| \hat{\bar{S}}'_{ij} \]

(15)

where,

\[ S'_{ij}(\bar{u}) = \frac{\partial \hat{u}_i}{\partial x_j} + \frac{\partial \hat{u}_j}{\partial x_i} - \frac{2}{3}\delta_{ij} \frac{\partial \hat{u}_k}{\partial x_k} = 2 \left( \hat{\bar{S}}_{ij} - \frac{1}{3}\delta_{ij}\hat{\bar{S}}_{kk} \right) \]

(16)

and \( |S'| = (0.5S'_{ij}S'_{ij})^{1/2} \). In the static version, the model parameter \( C_C = 0.17^2 \). In the dynamic version, it is calculated using.
\[ C_C = \frac{< M_{ij}(L_{ij} - H_{ij}) >}{< M_{ij}M_{ij} >} \]  

Denoting \( v_i = \hat{\rho} \tilde{u}_i / \hat{\rho} \), the tensors \( H_{ij} \) and \( M_{ij} \) are given by,

\[ H_{ij} = \hat{\rho} \frac{\Lambda^2}{12} \frac{\partial v_i}{\partial x_k} \frac{\partial v_j}{\partial x_k} - \Delta^2 \left( \frac{\partial \tilde{u}_i}{\partial x_k} \frac{\partial \tilde{u}_j}{\partial x_k} \right) \]

and

\[ M_{ij}' = -\hat{\rho} \frac{\Lambda^2}{12} S'_{ij} |S'_{ij}(v)| + \Delta^2 \left( \rho |S'(\tilde{u})| S'_{ij}(\tilde{u}) \right) \]

respectively. This model was evaluated both a priori and a posteriori, for the temporal mixing layer (non-reacting), with overall good results \[9\]. In particular, in \[60\] this model was compared against the dynamic Smagorinsky, and the dynamic mixed model of Zhang et al. \[11\]. The dynamic mixed model of Zhang et al. \[11\] is of a similar nature but employs instead a scale-similarity term as the base model. The dynamic Clark model showed improved predictions over the dynamic Smagorinsky model, and equally good predictions to the scale-similarity based model \[11\] albeit at a lower computational cost. Hence it serves as a good benchmark model in this study.

### 3.5 WALE

A similarity-based mixed model, based on the Wall-Adapting Local Eddy Viscosity (WALE) model \[13\] was proposed in \[14\]. This model was used to simulate a wall-impinging jet with overall good results \[14\].

\[ \tau_{ij} - \frac{1}{3} \delta_{ij} \tau_{kk} = -2 \hat{\rho} \nu_t \left( \tilde{S}_{ij} - \frac{1}{3} \delta_{ij} \tilde{S}_{kk} \right) + \hat{\rho} \left( \tilde{u}_i \tilde{u}_j - \hat{\rho} \tilde{u}_i \hat{\rho} \tilde{u}_j \right) \]  

This model has an eddy-diffusivity component like the Smagorinsky model, however the turbulent viscosity is calculated from the velocity gradient and shear rate tensors using,

\[ \nu_t = (C_W \Delta)^2 \frac{(\tilde{s}^d_{ij} \tilde{s}^d_{ij})^{3/2}}{(\tilde{S}_{ij} \tilde{S}_{ij})^{5/2} + (\tilde{s}^d_{ij} \tilde{s}^d_{ij})^{5/4}} \]

The model constant \( C_W = 0.5 \), and \( \tilde{s}^d_{ij} \) is the traceless symmetric part of the squared resolved velocity gradient tensor \( \tilde{g}_{ij} = \partial \tilde{u}_i / \partial x_j \),

\[ \tilde{s}^d_{ij} = \frac{1}{2} \left( \tilde{g}_{ij}^2 + \tilde{g}_{ji}^2 \right) - \frac{1}{3} \delta_{ij} \tilde{g}_{kk}^2 \]

where \( g_{ij}^2 = g_{ik} g_{kj} \). Note that in this case as well, the static Yoshizawa closure is used to model the trace of the stress tensor.

### 4 Filtering/sampling

The DNS data are explicitly filtered on the fine DNS mesh using a Gaussian filter, \( G(\mathbf{x}) = (6/(\pi \Delta^2))^{3/2} \exp \left( -6 \mathbf{x} \cdot \mathbf{x} / \Delta^2 \right) \), where \( \Delta \) is the corresponding filter width. The laminar flame thickness is used as a basis for filtering at \( \Delta^+ = \Delta / \delta_L = 1.0, 2.0 \) and 3.0. Favre-filtered variables are defined as usual, \( \overline{\phi}(\mathbf{x}, t) = \rho \phi / \hat{\rho} \). In order to simulate an LES, the filtered
Table 2: DNS and LES meshes for $h/\Delta =1/4$.

| Case | $\Delta^+$ | $N_x$ | $N_y$ | $N_z$ | $h/\eta_k$ |
|------|-------------|-------|-------|-------|-------------|
| V60  | 0           | 513   | 257   | 257   |             |
|      | 1           | 201   | 101   | 101   | 3.6         |
|      | 2           | 101   | 51    | 51    | 7.1         |
|      | 3           | 67    | 34    | 34    | 10.8        |
| V60H | 0           | 641   | 257   | 257   |             |
|      | 1           | 251   | 101   | 101   | 3.6         |
|      | 2           | 126   | 51    | 51    | 7.1         |
|      | 3           | 83    | 33    | 33    | 10.8        |
| V97  | 0           | 769   | 385   | 385   |             |
|      | 1           | 201   | 101   | 101   | 7.8         |
|      | 2           | 101   | 51    | 51    | 15.4        |
|      | 3           | 67    | 34    | 34    | 23.3        |

The LES mesh criterion developed in [55] is used, namely $h/\Delta =1/4$. This ensures that the filtered progress variable thickness is well-resolved on the coarse mesh. This results in LES meshes which are coarser than the Kolmogorov length scale of the incoming turbulence as indicated in Table 2 for cases V60 and V60H the ratio $h/\eta_k$ spans 3.6-10.8 while for case V97 it spans 7.8-23.3. As a result, small-scale information of the order of $\eta_k$ is not resolved on the simulated LES mesh [55, 56]. In contrast to most a priori studies in the literature which are conducted on the fine DNS mesh, this presents a more stringent a priori evaluation—gradients for example in classic models for the stress tensor discussed in the next section, are evaluated on the coarser LES mesh [56]. The DNS data are filtered for a period of more than one flame time $t_{fl} = t/(\delta_L/s_L)$, and volume-averaged quantities have also been time-averaged in order to increase the statistical accuracy of the results.

Figure 4: Averaged (in homogeneous y direction) normal stress component $\tau_{11}^+$, for case V60H and $\Delta^+ = 3$: averaging locations are shown in grey-dashed lines at $x_1^+=-1.5 \, \delta_L,$ $x_2^+=0,$ $x_3^+=1.5 \, \delta_L,$ $x_4^+=3 \, \delta_L,$ and $x_5^+=5 \, \delta_L$ relative to the rod location for all three DNS cases.

Figure 4 shows the averaging locations in the streamwise direction along with the distribution of the averaged normal stress component $< \tau_{11}^+ >$. Note that this component is symmetric around the rod as expected. The stresses are normalised (+) using the unburnt mixture values $\rho_r$ and $s_L$. The contour plot in Fig. 4 corresponds to case V60H, and the largest filter width $\Delta^+=3$. The streamwise sampling locations are shown in dashed grey
lines. These locations span a region of high shear immediately upstream and downstream of the rod at -1.5 δL, 0 δL, 1.5 δL, 3 δL, and 5 δL relative to the rod location. As one may observe from the results in Fig. 2 these locations also span regions with a high heat release, and are kept the same for all three DNS cases.

5 Neural network training

The network is trained using the data on the coarse (LES) mesh hence the size of the training data reduces with increasing filter width. In order to train the network, a set of inputs and a set of outputs must first be identified. Gamahara and Hattori [43] used a three-layer network with each component of the stress tensor dealt with separately. Amongst the inputs tested, the individual velocity gradients were found to produce the best agreement against the DNS data. A range of possible inputs was also examined in [45] for modelling the unresolved stress tensor in incompressible homogeneous decaying turbulence. This involved combinations of the three velocity components ̅u, and their spatial first and second order derivatives [45]. In accordance with the results of Gamahara and Hattori [43] the velocity gradients were also found to be an important set of inputs. This is not surprising since many algebraic models for the stress tensor involve gradients of the velocity field. In this study, the set of outputs involves the six unresolved stress-tensor components τ11, τ12, τ13, τ22, τ23, and τ33, for which predictions are required on the LES mesh. Based on the findings in previous studies [43, 45], and after some experimentation with different sets of inputs, the best combination was found to be a set of ten variables as indicated in Table 3. A similar choice of input variables was also found in [43, 45] not involving the density since the flow in those studies was incompressible. It is important to note that adding the velocity components ̅ui to the sets of inputs in Table 3 deteriorated the predictions of the neural network. Note that the input and output variables are normalised as indicated in Table 3.

| Inputs (10)          | Outputs (6)          |
|----------------------|----------------------|
| \(\rho/\rho_r\)      | \(\tau_{11}/(\rho_r s_L^2)\) |
| \(\partial ̅u/\partial x_i \cdot \Delta/s_L\) | \(\tau_{12}/(\rho_r s_L^2)\) |
| \(\partial ̅v/\partial x_i \cdot \Delta/s_L\) | \(\tau_{13}/(\rho_r s_L^2)\) |
| \(\partial ̅w/\partial x_i \cdot \Delta/s_L\) | \(\tau_{22}/(\rho_r s_L^2)\) |
|                       | \(\tau_{23}/(\rho_r s_L^2)\) |
|                       | \(\tau_{33}/(\rho_r s_L^2)\) |

Table 3: Set of inputs and outputs for the neural network

The network structure is shown in Fig. 5. The input layer consists of the set of 10 input variables. The first hidden layer (H1) consists of 40 nodes, the second hidden layer (H2) has 10 nodes, and the last hidden layer (H3) consists of 18 nodes. The output layer consists of 6 nodes, one for each stress tensor component. Rectified Linear Unit (RELU) activation functions are used in the three hidden layers, and a linear activation function in the output layer. All layers but the output layer are fully connected. In the output layer, a set of three nodes only are connected to each output node, as shown in Fig. 5. This choice was found to improve the predictions for individual stress components, whose magnitude for this flow configuration differs substantially. As a result, the weights of the three nodes in the third hidden layer are allowed in this structure to assume independent values in order to reflect the relatively large difference in magnitude amongst the six stress tensor components.
Table 4 shows the training/testing scenario used in the present study. Cases V60 and V60H have lower turbulence levels in comparison to case V97, and the flame structure is less convolved as opposed to V97 as one may observe from Figs. 1 and 2. Therefore the choice of this training/testing scenario is a demanding one since the network is required to make predictions for the shear stresses on a flame having a much more convolved and patchy flame surface. The training and testing is conducted for each individual filter width, with the network structure being kept the same between the different filter widths. This results in three different networks (one for each $\Delta^+$) with the same structure, but having different node weights in each case. Around 90% of the data from cases V60 and V60H are used for training and 10% for validation. A mean-squared error is used as an objective function, and 1000 epochs as the maximum number of iterations. The weights are chosen at the point where the validation error is minimised. The open-source Python-based library “TensorFlow” was used for training the network.

![Figure 5: Structure of the neural network-note that the last hidden layer is not fully connected to the output layer.](image)

6 Model performance evaluation

In order to evaluate the performance of the models, Pearson correlation coefficients as well as spatial averages have been calculated. The Pearson coefficients between the modelled and actual stresses on the LES mesh, averaged across all three filter widths, are shown in Fig. 6 for each stress tensor component. The Smagorinsky model has the lowest correlation coefficients both for its static and dynamic version, in accordance with the results in [19]. The similarity, gradient and Clark models have some of the highest correlation coefficients,
which is typical in a priori tests of these models. The ANN-based model also has some of the highest correlation coefficients for all six components of the stress tensor.

![Figure 6: Pearson correlation coefficients averaged across all filter widths, for each stress tensor component, for case V97.](image)

Figures 7 and 8 show for the smallest and largest filter widths respectively, the average (in y) variation of the largest stress tensor components for this flow configuration namely $\tau_{11}^+$ and $\tau_{13}^+$. Note that these are normalised using the laminar flame values. For the classic models significant variations are observed even for the smallest filter width across all streamwise sampling locations. The Smagorinsky model fails to predict the correct variation of $\tau_{13}$ for $\Delta^+ = 1$ and the predictions for $\Delta^+ = 3$ deteriorate even more. The SIMB and GRAD models provide reasonable predictions for $\Delta^+ = 1$, however their predictions also deteriorate somewhat for $\Delta^+ = 3$. The ANN-based model performs reasonably well outperforming the rest of the models, for both filter widths, and for all five streamwise sampling locations. This is also reflected in the high correlation coefficients obtained for this model in Fig. 6.

It is important to note at this point that the network developed in this study will perform reasonably well for conditions not too dissimilar to those found in the current database. This is typical of all data-driven methods. In principle, networks of enhanced generality/accuracy can be obtained by training on larger and more diverse data sets, spanning different flow configurations and reaction modes.
Figure 7: Average shear stresses (a) $< \tau_{11}^+ >$ and (b) $< \tau_{13}^+ >$, for different $x$ locations, case V97, $\Delta^+ = 1.0$. — $S - SMAG$, —— $D - SMAG$ — SIMB, —— SIMET, — GRAD, —$S - CLARK$, —— $D - CLARK$, —— WALE, — ANN.
Figure 8: Average shear stresses (a) $\langle \tau_{11}^+ \rangle$ and (b) $\langle \tau_{13}^+ \rangle$, for different $x$ locations, case V97, $\Delta^+ = 3.0$. Lines as in Fig. 7.
Conclusions

The application of artificial neural networks for modelling the unresolved stress tensor in a highly demanding multi-physics flow configuration including turbulence, reaction, and mean shear is investigated a priori, using data from a high-fidelity direct numerical simulation database of a rod-stabilised hydrogen-air turbulent premixed V-flame.

In contrast to most a priori studies in the literature, the evaluation of this modelling approach is conducted following a simulated LES approach, where the data are first filtered on the fine mesh, and then sampled onto the coarser LES mesh. This ensures that mesh-coarsening effects are accounted for. Suitable inputs are identified for the neural network, which include the filtered density, and the gradients of the filtered velocity components. The network output consists of all six individual components of the stress tensor. The performance of the neural network-based modelling approach is compared against the performance of eight other classic algebraic models in the literature namely Smagorinsky, scale-similarity, gradient/Clark, and models of the mixed kind, including both static and dynamic formulations. The application of the neural network is demonstrated with success, despite the highly demanding flow configuration, with large correlation coefficients and good agreement of spatial averages against the DNS data, for all six components of the stress tensor.

Data-driven modelling approaches for such highly non-linear multi-physics flows, provide a straightforward way of obtaining best-fit functions where closed-form algebraic solutions are otherwise difficult to obtain. In principle, networks of enhanced generality can be constructed by employing a wider range of training datasets and/or number and type of input variables.
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