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Abstract. We prove that the minimum of the modulus of a random trigonometric polynomial with Gaussian coefficients, properly normalized, has limiting exponential distribution.

1. Introduction

Let $n \geq 1$ and consider the random trigonometric polynomial given as

$$P_n(x) := \frac{1}{\sqrt{2n+1}} \sum_{j=-n}^{n} \zeta_j e^{ijx}$$

where $i := \sqrt{-1}$ and $\{\zeta_j\}$ are standard independent complex Gaussian coefficients; that is, the density of the random variable $\zeta_j$ with respect to the Lebesgue measure in the complex plane is $\frac{1}{\pi} e^{-|z|^2}$. We note that with this choice of coefficients, the polynomial $P = P_n$ is a mean-zero (complex-valued) stationary Gaussian process on $T = \mathbb{R}/2\pi\mathbb{Z}$ with covariance kernel given by

$$r_n(x) := \mathbb{E} \left[ P(0) \overline{P(x)} \right] = \frac{1}{2n+1} \sum_{j=-n}^{n} e^{-ijx} = \frac{\sin \left( \left( n + \frac{1}{2} \right) x \right)}{(2n+1) \sin \left( x/2 \right)}.$$

In this paper we study the random variable

$$m_n := \min_{x \in T} |P_n(x)|$$

and its limiting distribution as $n \to \infty$. The main result is the following.

Theorem 1. For all $\tau > 0$ we have that

$$\lim_{n \to \infty} \mathbb{P} \left( m_n \geq \frac{\tau}{n} \right) = e^{-\lambda \tau}$$

where $\lambda = 2\sqrt{\pi/3}$.
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1.1. Background. The study of random polynomials (and in particular, their zeros) has a long history. Consider the Kac polynomial

\[ F(z) := \sum_{j=0}^{n} \eta_j z^j, \quad z \in \mathbb{C}, \]

where \( \{\eta_j\} \) is an i.i.d. sequence of complex random variables. It is well known that if \( \mathbb{E} \log (1 + |\eta_0|) < \infty \) then the zeros of \( F \) concentrate uniformly around the unit circle as the degree \( n \) tends to infinity \([5, 13]\) (see \([6]\) for a more modern perspective). For finer results and additional references, see \([12]\) for the Gaussian coefficients case (i.e. when \( \eta_j = \zeta_j \)) or \([7]\) for the general case.

In view of these results, it is natural to expect that the random variable

\[ m_n(F) := \min_{|z|=1} |F(z)| \]

tends to zero as \( n \to \infty \), and to study the order of magnitude at which this random variable decay. A particular case of this problem, when the coefficients \( \eta_j \) are Rademacher random variables (that is, \( \eta_j \) takes the values \( \{\pm 1\} \) with equal probability), was posed already by Littlewood in \([11]\). In \([9]\), Konyagin proved that in the Rademacher case, for all \( \varepsilon > 0 \)

\[ \mathbb{P}\left( m_n(F) \geq \frac{1}{n^{1/2-\varepsilon}} \right) \xrightarrow{n \to \infty} 0. \]

In a later paper, Konyagin and Schlag \([8]\) proved that for either the Rademacher or Gaussian cases, there exists some absolute constant \( C > 0 \) such that

\[ \limsup_{n \to \infty} \mathbb{P}\left( m_n(F) < \frac{\varepsilon}{\sqrt{n}} \right) \leq C\varepsilon \]

for all \( \varepsilon > 0 \). Note that for the case of complex Gaussian coefficients, \( m_n(F) \) is exactly \( m_n \) (up to a normalization by \( 1/\sqrt{n} \)) as defined in (1.2), so Theorem 1 resolves this question for the Gaussian case. The same method of proof will also work (after some minor modifications) in the case of real Gaussian coefficients, see section 4 for more details.

1.2. Structure of the proof. The proof of Theorem 1 is based on the observation that locally (within intervals of length much smaller than \( 1/n \)), the polynomial \( P_n \) is well approximated by its linear interpolation. This observation is a consequence of a-priori bounds on the second derivative, see Lemma 2.4. In particular, by the “high-school” exercise in section 1.3, the value and the location of local minima of \( P_n \) can be well predicted by linear interpolation from an appropriate net of points. Crucially, this observation also implies that points which are candidates for being global minima are well separated, see Lemma 2.11.

Introduce a net of points \( x_\alpha \in \mathbb{T} \), and set \( X_\alpha \) to be a signed version of \( n|P_n(x_\alpha^*)| \), where \( x_\alpha^* \) is the location of the minimum of \( P_n \) based on linear interpolation from \( (P_n(x_\alpha), P'_n(x_\alpha)) \). Introduce a “good” event \( \mathcal{A}_\alpha \) that is typical for global minima, see
(2.2) for the precise definition. The global minimum \( nP_n(\cdot) \) is then well approximated by the point closest to 0 of the point process \( \mathcal{M}_n := \sum_\alpha \delta_{X_\alpha} \mathds{1}_{A_\alpha} \). Theorem 1 is then a consequence of the fact that \( \mathcal{M}_n \) converges to a Poisson point process of intensity \( \sqrt{\pi/3} \) (the intensity is computed in Corollary 2.8). The Poisson convergence, in turn, is based on a characterization of Poisson processes due to Liggett [10], and uses a technique introduced by Biskup and Louidor in [2]: one exploits the fact that \( P_n \) is a Gaussian process and that minima are well separated to deduce an invariance property of \( \mathcal{M}_\infty \) with respect to additive i.i.d. perturbations of the points \( X_\alpha \). The details of this argument appear in section 3.

1.3. A high-school exercise. Suppose we are given two (non-zero) planar vectors \( A = (a_1, a_2) \) and \( B = (b_1, b_2) \). We want to find the distance between the origin and the straight line \( \{ A + tB \mid t \in \mathbb{R} \} \). Set \( F(t) := A + tB \) and let \( t_{\min} \) be defined via the relation

\[
|F(t_{\min})| = \min_{t \in \mathbb{R}} |F(t)|.
\]

We denote by \( \gamma \) the angle between \( A \) and \( B \). It is evident (see Figure 1) that

\[
\frac{\langle A, B \rangle}{|B|} = |A| \cos(\gamma) = |F(t_{\min}) - A| = -t_{\min}|B|
\]

and so \( t_{\min} = -\frac{\langle A, B \rangle}{|B|^2} \). Now, simple algebra yields that

\[
F(t_{\min}) = \frac{a_1 b_2 - a_2 b_1}{\sqrt{b_1^2 + b_2^2}} = \frac{\langle A, B^\perp \rangle}{|B|}
\]

where \( B^\perp \) is an anti-clockwise rotation of the vector \( B \) by 90° (see again Figure 1).

In complex notation, by considering \( A = a_1 + i a_2 \) and \( B = b_1 + i b_2 \), we have

\[
t_{\min} = -\frac{\text{Re}(AB)}{|B|^2}, \quad F(t_{\min}) = \frac{\text{Im}(AB)}{|B|}.
\]

\[\text{Figure 1.} \] The dashed line is \( \{ A + tB \mid t \in \mathbb{R} \} \). We see that \( \cos(\gamma)|A| = |A - F(t_{\min})| \) and that \( F(t_{\min}) \) is the projection of the vector \( A \) onto the straight line perpendicular to \( B \).
Notation. We write \( f \ll g \) or \( f = \mathcal{O}(g) \) if there exist a constant \( C > 0 \) that does not depend on \( n \) such that \( f \leq Cg \). We will also write \( f = o(g) \) if \( f/g \to 0 \) as \( n \to \infty \). We denote by \( dm(\cdot) \) the Lebesgue measure on \( \mathbb{C} \), and by \( C_c(\mathbb{R}) \) the space of continuous, compactly supported functions on \( \mathbb{R} \). We write \( N_{\mathbb{R}}(a, b) \) for the Gaussian law with mean \( a \) and variance \( b \). For random variables \( X \) and \( Y \), we write \( X \overset{\text{law}}{=} Y \) if they are identically distributed. For a sequence of random variables \( X_n \), we write \( X_n \overset{d}{\to} X \) if \( X_n \) converges in distribution to \( X \) as \( n \to \infty \). Finally, for \( N \in \mathbb{N} \) even we write \([N] := \{-N/2, -N/2 + 1, \ldots, N/2 - 1\}\).

2. Point process of near-minima values

Fix some \( \varepsilon > 0 \) small (that will not depend on \( n \); \( \varepsilon = 1/100 \) is good enough) and set \( N := 2 \left\lfloor n^{2-\varepsilon}/2 \right\rfloor \) so that \( N \) is even. We consider \( N \) equidistributed points on the unit circle given by
\[
x_\alpha = \frac{2\pi \alpha}{N}, \quad \alpha = -N/2, \ldots, N/2 - 1.
\]
Denote the interval of length \( 2\pi/N \) centered at the point \( x_\alpha \) by \( I_\alpha \), namely,
\[
T = \bigcup_{\alpha = -N/2}^{N/2-1} I_\alpha, \quad I_\alpha = \left[ x_\alpha - \frac{\pi}{N}, x_\alpha + \frac{\pi}{N} \right].
\]
The linear approximation for the polynomial at the point \( x_\alpha \) is
\[
F_\alpha(x) := P(x_\alpha) + (x - x_\alpha)P'(x_\alpha).
\]
Following the high-school exercise from section 1.3, we set
\[
Y_\alpha := \frac{\text{Re} \left( P(x_\alpha)\overline{P'(x_\alpha)} \right)}{|P'(x_\alpha)|^2}, \quad Z_\alpha := n \cdot \frac{\text{Im} \left( P(x_\alpha)\overline{P'(x_\alpha)} \right)}{|P'(x_\alpha)|}.
\]
And so, \( Z_\alpha \) is the minimal modulus (kept with a sign and scaled by \( n \)) of the linear approximation \( F_\alpha \) and \( Y_\alpha \) is the unique point such that \( |F_\alpha(Y_\alpha)| = |Z_\alpha|/n \). The event that the interval \( I_\alpha \) produce a candidate for the minimal value is given by
\[
A_\alpha = A'_\alpha \cap A''_\alpha, \quad \text{where}
\]
\[
A'_\alpha = \{ Y_\alpha \in I_\alpha, \ |Z_\alpha| \leq \log n \}
\]
\[
A''_\alpha = \left\{ |P(x_\alpha)| \leq n^{-1/2}, \ |P'(x_\alpha)| \in \left[ n^{1-\varepsilon/2}, C_0 n \sqrt{\log n} \right] \right\}.
\]
\( C_0 \) in the definition above is a large absolute constant which we specify in Lemma 2.6; \( C_0 = 10 \) is good enough. The event \( A'_\alpha \) tells us that the interval \( I_\alpha \) gives a candidate for the minimum and the event \( A''_\alpha \) is just the typical values of \( (P(x_\alpha), P'(x_\alpha)) \) so that the interval \( I_\alpha \) gives a candidate. We can now define the point process on \( \mathbb{R} \) of
near-minima values as

\[ M_n := \sum_{\alpha = -N/2}^{N/2 - 1} \delta_{X_\alpha}, \quad \text{where} \quad X_\alpha = Z_\alpha \cdot 1_{A_\alpha} + \infty \cdot 1_{A_\alpha^c}. \]

Here and throughout, we consider \( M_n \) as an element of the space of locally finite, integer valued positive measures on \( \mathbb{R} \), equipped with the local weak* topology generated by bounded, compactly supported functions. Thus, we never consider the points at infinity that are contributed by the events \( A_\alpha^c \).

Morally, the linear approximations captures the global minimum of the polynomial since the second derivative is small. In what follows we make this idea precise. For \( \beta > 0 \), define the event

\[ G_\beta = \left\{ \sup_{x \in \mathbb{T}} |P''_n(x)| \leq n^{2+\beta} \right\}. \]

**Lemma 2.4.** For any \( \beta > 0 \) we have \( \mathbb{P}(G_\beta^c) \ll \exp(-n^\beta) \).

**Proof.** Denote by \( g(x) := n^{-2} \text{Re} P''_n(x) \) just for the proof. Then \( g \) is a trigonometric polynomial such that for all \( x \in \mathbb{T}, g(x) \) is distributed \( \mathcal{N}(0, \sigma^2) \) where \( \sigma^2 = \frac{1}{10} + o(1) \).

Hence, for all \( \theta \in \mathbb{R} \) we have that

\[ E[e^{\theta g(x)}] = e^{\theta^2/(5+o(1))}. \]

Let \( \bar{x} \) be the point such that \( |g(\bar{x})| = \|g\|_\infty \), and recall that \( \|g'\|_\infty \leq (2n + 1) \|g\|_\infty \) by Bernstein’s inequality. Provided that \( |x - \bar{x}| \leq 1/4n \), we have that

\[ |g(x)| \geq |g(\bar{x})| - |g(\bar{x}) - g(x)| \geq \|g\|_\infty - |\bar{x} - x| \|g'\|_\infty \geq \frac{1}{2} \|g\|_\infty \cdot \]

Combining this with (2.5) and Fubini, we get the bound

\[ E[e^{\theta \|g\|_\infty^2/2}] \leq 2nE \left[ \int_{|x - \bar{x}| \leq 1/4n} (e^{\theta g(x)} + e^{-\theta g(x)}) \ dx \right] \leq 2nE \left[ \int_{\mathbb{T}} (e^{\theta g(x)} + e^{-\theta g(x)}) \ dx \right] \leq 8\pi ne^{\theta^2/5}. \]

Now, we can use the Markov inequality with \( \theta = 2\sqrt{2} \) and see that

\[ \mathbb{P}(G_\beta^c) \leq 2\mathbb{P} \left( \|g\|_\infty \geq \frac{n^{\beta}}{\sqrt{2}} \right) \leq E \left[ e^{\theta \|g\|_\infty} \right] e^{-\theta n^{\beta}/\sqrt{2}} \ll e^{-n^\beta}. \]

We now turn to compute the probability that the interval \( I_\alpha \) contributed a point to \( M_n \).

**Lemma 2.6.** For any interval \( [a, b] \subset \mathbb{R} \) and for all \( \alpha \in [N] \) we have

\[ \mathbb{P}(X_\alpha \in [a, b]) = \sqrt{\frac{\pi}{3}} \cdot \frac{b - a}{N} + o \left( \frac{1}{N} \right), \]

as \( n \to \infty \).
Proof. The proof is a simple Gaussian computation. By stationarity, we may assume that $x_\alpha = 0$. Set $\sigma_\alpha := \sqrt{\frac{n(n+1)}{3}}$, so that $(P(0), P'(0)/\sigma_\alpha)$ are independent standard complex Gaussian random variables. Indeed, we note that

$$
\mathbb{E} \left[ P(0) \overline{P'(0)} \right] = \frac{1}{2n+1} \sum_{j=-n}^{n} -ij = 0,
$$

and that

$$
\mathbb{E} \left[ |P'(0)|^2 \right] = \frac{1}{2n+1} \sum_{j=-n}^{n} j^2 = \frac{n(n+1)}{3}.
$$

Moreover, a straightforward computation shows that $\mathbb{E} \left[ P(0)^2 \right] = \mathbb{E} \left[ P(0) P'(0) \right] = \mathbb{E} \left[ P'(0)^2 \right] = 0$. By the bounded forward computation, we have

$$
\mathbb{P}(A'_\alpha \cap \{ Z_\alpha \in [a, b] \})
= \mathbb{P} \left( |Y_\alpha| \leq \frac{\pi}{N}, Z_\alpha \in [a, b] \right)
= \int_{\mathbb{C}} e^{-|w|^2} \mathbb{P} \left( \frac{\text{Re} (P(0)\overline{w})}{|w|^2} \leq \frac{\pi \sigma_\alpha}{N^2}, n \cdot \frac{\text{Im} (P(0)\overline{w})}{|w|} \right) \frac{\text{dm}(w)}{\pi}
= \int_{\mathbb{C}} e^{-|w|^2} \mathbb{P} \left( |\text{Re} (P(0))| \leq \frac{\pi \sigma_\alpha}{N^2} |w| \right) \cdot \mathbb{P} \left( \frac{\text{Im} (P(0))}{\sqrt{\frac{2\pi N^2}{n}}} \right) \frac{\text{dm}(w)}{\pi}
= \frac{2\pi \sigma_\alpha}{\pi^2 N} \cdot \frac{b-a}{n} \int_{\mathbb{C}} e^{-|w|^2} |w| \text{dm}(w) + o(N^{-1})
= \sqrt{\frac{\pi}{3}} \cdot \frac{b-a}{N} + o(N^{-1}),
$$

where in the third equality we used the rotational symmetry of the Gaussian distribution. To conclude the lemma, we show that $\mathbb{P}(A'_\alpha \cap (A''_\alpha)^c \cap \{ Z_\alpha \in [a, b] \})$ is negligible. Since $|Z_\alpha|/n = |P(0) + Y_\alpha P'(0)|$, the triangle inequality yields that on the event $A''_\alpha \cap \{ Z_\alpha \in [a, b] \}$,

$$
|P(0)| \leq |Z_\alpha|/n + |Y_\alpha||P'(0)| \ll \frac{1}{n} + C_0 \frac{n^{\sqrt{\log n}}}{n^{2-\epsilon}} \ll \frac{1}{n^{1-2\epsilon}}.
$$

From (2.7) we conclude that

$$
\{ |P(0)| \geq n^{-1/2}, Z_\alpha \in [a, b] \} \subset \{ |P'(0)| \geq C_0 n^{\sqrt{\log n}}, Z_\alpha \in [a, b] \}
$$

for all fixed $C_0 > 0$ and for $n$ large enough. We thus get the upper bound

$$
\mathbb{P}(A'_\alpha \cap (A''_\alpha)^c \cap \{ Z_\alpha \in [a, b] \})
\leq \mathbb{P}(A'_\alpha \cap \{ Z_\alpha \in [a, b] \} \cap \{ |P'(0)| \leq n^{1-\epsilon/2} \}) + \mathbb{P}( |P'(0)| \geq C_0 n^{\sqrt{\log n}} )
= \mathcal{O} \left( \frac{1}{n^2} \right).
$$

The first probability is $\mathcal{O}(n^{-2})$ from the same Gaussian computation as done above and the second probability is $o(n^{-2})$ for a large absolute constant $C_0$ because $P'(0)$
is a complex Gaussian variable of variance bounded by $n^2$; one sees that $C_0 = 10$ will do. Altogether,

$$
\mathbb{P}(X_\alpha \in [a, b]) = \mathbb{P}(\{Z_\alpha \in [a, b]\} \cap A_\alpha) \\
= \mathbb{P}(\{Z_\alpha \in [a, b]\} \cap A'_\alpha) - \mathbb{P}(\{Z_\alpha \in [a, b]\} \cap A'_\alpha^c)
$$

$$
= \sqrt{\frac{\pi}{3}} \frac{b - a}{N} + o\left(\frac{1}{N}\right).
$$

\[ \square \]

**Corollary 2.8.** For any interval $[a, b] \subset \mathbb{R}$ we have, as $n \to \infty$,

$$
\mathbb{E}[\mathcal{M}_n([a, b])] = \sqrt{\frac{\pi}{3}} (b - a) + o(1).
$$

**Corollary 2.9.** The sequence of point processes $\{\mathcal{M}_n\}$ is tight. That is, for any interval $I \subset \mathbb{R}$ and for all $n \geq n_0$,

$$
\lim_{K \to \infty} \mathbb{P}(\mathcal{M}_n(I) \geq K) = 0.
$$

Both Corollary 2.8 and Corollary 2.9 are immediate consequences of Lemma 2.6.

We turn to prove that the extremal process $\mathcal{M}_n$ captures the minimum modulus of our polynomial $P_n$.

**Lemma 2.10.** For all $\tau > 0$ we have that

$$
\lim_{n \to \infty} \left| \mathbb{P}\left( m_n \geq \frac{\tau}{n} \right) - \mathbb{P}(\mathcal{M}_n((-\tau, \tau)) = 0) \right| = 0.
$$

**Proof.** Clearly,

$$
\mathbb{P}\left( m_n \geq \frac{\tau}{n} \right) = \mathbb{P}\left( \bigcap_\alpha \left\{ \min_{x \in I_\alpha} |P_n(x)| \geq \frac{\tau}{n} \right\} \right).
$$

Recall the definition of the linear approximation (2.1). For each $\alpha$ we use Taylor expansion and see that on the event $G_\varepsilon$,

$$
|P_n(x) - F_\alpha(x)| \ll \frac{\sup_{x \in \mathbb{T}} |P''(x)|}{N^2} \ll \frac{1}{n^{2-3\varepsilon}}.
$$

Hence, for large enough $n$, we have the upper bound

$$
\left| \mathbb{P}\left( m_n \geq \frac{\tau}{n} \right) - \mathbb{P}(\mathcal{M}_n((-\tau, \tau)) = 0) \right|
$$

$$
\leq \sum_{\alpha = -N/2}^{N/2-1} \mathbb{P}\left( \left\{ \min_{x \in I_\alpha} |P_n(x)| \geq \frac{\tau}{n}, |X_\alpha| < \tau \right\} \cap G_\varepsilon \right)
$$

$$
+ \sum_{\alpha = -N/2}^{N/2-1-1} \mathbb{P}\left( \left\{ \min_{x \in I_\alpha} |P_n(x)| < \frac{\tau}{n}, |X_\alpha| \geq \tau \right\} \cap G_\varepsilon \right) + 2\mathbb{P}(G_\varepsilon^c)
$$

$$
\leq \sum_{\alpha = -N/2}^{N/2-1-1} \mathbb{P}\left( \tau - \frac{1}{2n^{1-3\varepsilon}} < |X_\alpha| \leq \tau \right) + \mathbb{P}\left( \tau < |X_\alpha| \leq \tau + \frac{1}{2n^{1-3\varepsilon}} \right) + \mathcal{O}(e^{-n^\varepsilon}).
$$
Following the same computation we did in the proof of Lemma 2.6, we see that
\[ \mathbb{P} \left( \tau - \frac{1}{n^{1-3\varepsilon}} < |X_\alpha| \leq \tau \right) = 2 \sqrt{\frac{\pi}{3}} \frac{\tau}{N n^{1-3\varepsilon}} (1 + o(1)) \]
and a similar equality for the other term in the sum. Altogether, we see that
\[ \left| \mathbb{P} \left( m_n \geq \frac{\tau}{n} \right) - \mathbb{P}(M_n((\tau, \tau)) = 0) \right| \ll \frac{1}{n^{1-3\varepsilon}} \]
and we are done. \( \square \)

By Lemma 2.10, the limit distribution of \( m_n \) (Theorem 1) will follow if we can show that \( M_n \) converge in distribution (as a point process) to a Poisson point process with the desired intensity. This is established in what follows. We first prove that the points in the extremal process come from well separated intervals.

**Lemma 2.11.** For all \( \varepsilon > 0 \) we have that
\[ \lim_{n \to \infty} \mathbb{P} \left( \bigcup_{\alpha \neq \alpha'} |x_\alpha - x_{\alpha'}| \leq n^{-\varepsilon} \right) = 0. \]

To prove Lemma 2.11 we will need two claims. We first prove the lemma assuming both claims, and then turn to prove each claim separately. Denote by

(2.12) \[ S_I := N \sum_{\alpha=1}^{[n^{1-3\varepsilon}/2\pi]} \mathbb{P}(A_0 \cap A_\alpha), \quad S_{II} := N \sum_{\alpha=[n^{1-3\varepsilon}/2\pi]}^{[n^{2-3\varepsilon}/2\pi]} \mathbb{P}(A_0 \cap A_\alpha). \]

**Claim 2.13.** \( S_I = o(1) \) as \( n \to \infty \).

**Claim 2.14.** \( S_{II} = o(1) \) as \( n \to \infty \).

**Proof of Lemma 2.11.** Applying the union bound and stationarity we see that
\[ \mathbb{P} \left( \bigcup_{\alpha \neq \alpha'} |x_\alpha - x_{\alpha'}| \leq n^{-\varepsilon} \right) \leq \sum_{\alpha \neq \alpha'} \mathbb{P}(A_\alpha \cap A_{\alpha'}) \ll n \sum_{\alpha=1}^{[n^{2-3\varepsilon}/2\pi]} \mathbb{P}(A_0 \cap A_\alpha) = S_I + S_{II} = o(1), \]
where the last equality is due to Claims 2.13 and 2.14. \( \square \)

**Proof of Claim 2.13.** Fix some \( \beta < \varepsilon/2 \), and consider first the term \( \alpha = 1 \) in the sum \( S_I \). Observe that for all \( x \in I_1 \),
\[ |F_0(x) - F_1(x)| \leq |F_0(x) - P(x)| + |F_1(x) - P(x)| \ll \frac{\sup_{x \in \mathbb{R}} |P''(x)|}{N^2}, \]
which yields that on the event \( G_\beta \), for all \( x \in I_1 \) we have that
\[ (2.15) \quad |F_0(x) - F_1(x)| \ll n^{-2+3\varepsilon}. \]
Following the same computation as done in the proof of Lemma 2.6, we see that
\[
\mathbb{P} \left( \mathcal{A}_0, |Y_0| \in \left[ \frac{\pi}{N} - \frac{\pi}{Nn^{\varepsilon/4}}, \frac{\pi}{N} \right] \right) \ll \frac{1}{Nn^{\varepsilon/4}},
\]
whence, on the event \( \mathcal{A}_0 \cap \{|Y_0| \leq \frac{\pi}{N} - \frac{\pi}{Nn^{\varepsilon/4}} \} \) we have that
\[
\left| F_0 \left( \frac{\pi}{N} \right) \right| = \left| \frac{Z_0}{n} + \left( \frac{\pi}{N} - Y_0 \right) \frac{P'(0)}{n} \right| \gg \frac{n^{1-\varepsilon/2}}{Nn^{\varepsilon/4}} - \frac{1}{n} \gg \frac{1}{n^{1-\varepsilon/4}}.
\]
Therefore, we combine (2.15) and (2.16) to conclude that on the event \( \mathcal{G}_\beta \cap \mathcal{A}_0 \cap \{|Y_0| \leq \frac{\pi}{N} - \frac{\pi}{Nn^{\varepsilon/4}} \} \) we have that for all \( x \in I_1 \),
\[
|F_1(x)| \geq |F_0(x)| - |F_1(x) - F_0(x)| \geq |F_0 \left( \frac{\pi}{N} \right)| - |F_1(x) - F_0(x)| \gg \frac{1}{n^{1-\varepsilon/4}},
\]
which implies that the event \( \mathcal{A}_1 \) does not hold. Altogether, we apply Lemma 2.4 and obtain that
\[
N\mathbb{P} \left( \mathcal{A}_0 \cap \mathcal{A}_1 \right) \leq N\mathbb{P} \left( \mathcal{A}_0 \cap \left\{|Y_0| \in \left[ \frac{\pi}{N} - \frac{\pi}{Nn^{\varepsilon/4}}, \frac{\pi}{N} \right] \right\} \right) + N\mathbb{P} \left( \mathcal{A}_0 \cap \mathcal{A}_1 \cap \left\{|Y_0| \leq \frac{\pi}{N} - \frac{\pi}{Nn^{\varepsilon/4}} \right\} \right) \ll n^{-\varepsilon/4} + N\mathbb{P} (\mathcal{G}_\beta^c) \ll n^{-\varepsilon/4}.
\]
The treatment of the rest of the sum \( S_I \) is similar, only that we do not have to impose the extra separation within the interval. We have for all \( x \in I_\alpha \) that
\[
|F_0(x) - F_\alpha(x)| \leq |F_0(x) - P(x)| + |F_\alpha(x) - P(x)| \ll |x_\alpha|^2 \sup_{x \in \mathbb{T}} |P'(x)|.
\]
Furthermore, on the event \( \mathcal{A}_0 \), we have the lower bound
\[
|F_0(x)| \geq \left| F_0 \left( x_\alpha - \frac{\pi}{N} \right) \right| \geq |x_{\alpha-1}| |P'(0)| - \frac{\log n}{n} \gg |x_{\alpha-1}| n^{1-\varepsilon/2}
\]
for all \( x \in I_\alpha \). Recalling that \( \beta < \varepsilon/2 \), we combine (2.17) and (2.18) to see that on the event \( \mathcal{G}_\beta \),
\[
\forall x \in I_\alpha, \quad |F_\alpha(x)| \gg |x_{\alpha-1}| n^{1-\varepsilon/2} + |x_\alpha|^2 n^{2+\beta} \gg \frac{1}{n^{1-\varepsilon/2}}
\]
(here we use that \( n^{-1-\varepsilon} \gg |x_{\alpha-1}| \geq 2\pi/N \)) which implies that \( \mathcal{A}_\alpha \) does not hold. We thus have,
\[
S_I \ll n^{-\varepsilon/4} + N \cdot \left[ n^{1-2\varepsilon}/2\pi \right] \cdot \mathbb{P} (\mathcal{G}_\beta^c) \ll n^{-\varepsilon/4} + n^{3-3\varepsilon} e^{-n^\beta} = o(1).
\]
\[\square\]

\textbf{Proof of Claim 2.14.} Denote by \( \mathrm{Id} \) the identity matrix. The random vector \( V_\alpha := \left( P(0), \frac{P'(0)}{\sigma_n}, P(x_\alpha), \frac{P'(x_\alpha)}{\sigma_n} \right) \) is a mean zero complex Gaussian with independent real
and imaginary component; the covariance matrix of both the real and imaginary parts is \( \frac{1}{2} \begin{pmatrix} \text{Id} & \Sigma_a \\ \Sigma_a & \text{Id} \end{pmatrix} \), where
\[
\Sigma_a := \begin{pmatrix} r_n(x_a) & -r_n'(x_a)/\sigma_n \\ r_n'(x_a)/\sigma_n & -r_n''(x_a)/\sigma_n^2 \end{pmatrix},
\]
and \( r_n \) is given by (1.1). The density of the vector \( V_\alpha \) in \( \mathbb{C}^4 \) (or \( \mathbb{R}^8 \)) is bounded from above by a constant multiple of
\[
(2.19) \quad \left[ \det \begin{pmatrix} \text{Id} & \Sigma_a \\ \Sigma_a & \text{Id} \end{pmatrix} \right]^{-4} = \left[ \det (\text{Id} - \Sigma_a^2) \right]^{-4} = \left[ \det (\text{Id} - \Sigma_a) \det (\text{Id} + \Sigma_a) \right]^{-4}.
\]
Differentiating (1.1) twice and applying some trigonometric identities yield that
\[
r_n(x) = \frac{\sin \left( (n + \frac{1}{2}) x \right)}{(2n + 1) \sin(x/2)},
\]
\[
r'_n(x) = \frac{1}{2 \sin(x/2)} \left[ \cos \left( (n + 1/2) x \right) - \frac{\cos(x/2) \sin \left( (n + 1/2) x \right)}{(2n + 1) \sin(x/2)} \right],
\]
\[
r''_n(x) = \frac{n^2 \sin \left( (n + \frac{3}{2}) x \right) + (n + 1)^2 \sin \left( (n - \frac{1}{2}) x \right) - 2(n(n + 1) - 1) \sin \left( (n + \frac{1}{2}) x \right)}{\sin^3(x/2)(8n + 4)}.
\]
Using Taylor’s approximation and some algebra it is evident that for \( n^{-1-2\varepsilon} \leq |x_\alpha| \leq \varepsilon/n \) we have
\[
r_n(x_a) = 1 - \frac{(nx_a)^2}{6} + \frac{(nx_a)^4}{120} + \mathcal{O} \left( |nx_a|^6 \right),
\]
\[
\left(2.20\right) \quad \frac{r'_n(x_a)}{\sigma_n} = -\frac{nx_a}{\sqrt{3}} + \frac{(nx_a)^3}{10\sqrt{3}} + \mathcal{O} \left( |nx_a|^5 \right),
\]
\[
-\frac{r''_n(x_a)}{\sigma_n^2} = 1 - \frac{(nx_a)^2}{10} + \mathcal{O} \left( |nx_a|^4 \right).
\]
Using (2.20), we see that
\[
\det (\text{Id} - \Sigma_a) = (1 - r_n(x_a)) \left(1 + r''_n(x_a)/\sigma_n^2\right) + \left(r'_n(x_a)/\sigma_n\right)^2 = \frac{(nx_a)^2}{3} + \mathcal{O}(|nx_a|^4),
\]
\[
\det (\text{Id} + \Sigma_a) = (1 + r_n(x_a)) \left(1 - r''_n(x_a)/\sigma_n^2\right) + \left(r'_n(x_a)/\sigma_n\right)^2 = 4 + \mathcal{O}(|nx_a|^2),
\]
which together with (2.19) implies that
\[
(2.21) \quad \left[ \det \begin{pmatrix} \text{Id} & \Sigma_a \\ \Sigma_a & \text{Id} \end{pmatrix} \right]^{-4} \ll \frac{1}{(nx_a)^8} \quad \text{for} \quad n^{-1-2\varepsilon} \leq |x_\alpha| \leq \varepsilon/n.
\]
Furthermore, for \( |x_\alpha| \geq \varepsilon/n \), the density of \( V_\alpha \) is uniformly bounded from above by a constant \( C = C_\varepsilon \). Combining this observation with (2.21), we can bound the sum
$S_{II}$ (recall (2.12)) as
\[
S_{II} \leq N \sum_{\alpha = \lfloor n^{1-2\varepsilon}/2\pi \rfloor}^{\lfloor \varepsilon N/2\pi \rfloor} \mathbb{P}(A_0 \cap A_\alpha) + N \sum_{\alpha = \lfloor n^{1-2\varepsilon}/2\pi \rfloor}^{\lfloor \varepsilon N/2\pi \rfloor} \mathbb{P}(A_0 \cap A_\alpha)
\]
\[
\ll \frac{(\log n)^2}{N} \sum_{\alpha = \lfloor n^{1-2\varepsilon}/2\pi \rfloor}^{\lfloor \varepsilon N/2\pi \rfloor} n^{8\varepsilon} + \frac{(\log n)^2}{N} \sum_{\alpha = \lfloor n^{1-2\varepsilon}/2\pi \rfloor}^{\lfloor \varepsilon N/2\pi \rfloor} C_\varepsilon
\]
\[
\ll \frac{(\log n)^2 n^{8\varepsilon}}{n} + \frac{(\log n)^2}{n^{\varepsilon}} = o(1).
\]

\[\square\]

3. Liggett’s invariance and proof of Theorem 1

In this section, we prove the convergence in distribution of $M_n$ to a Poisson process of constant intensity, following a characterization of the latter due to Liggett. In this, we follow a method developed by Biskup and Louidor in their study of the two dimensional Gaussian free field [2]. For more background, see the lecture notes [1].

The first step is to rewrite $P_n$ as a sum of two independent polynomials. Denote by $Q_n$ an independent copy of the random polynomial $P_n$, and consider the random polynomial (of degree $n$) given by

\[
\hat{P}_n(x) := \sqrt{1 - \frac{1}{n^2} P_n(x) + \frac{1}{n} Q_n(x)}.
\]

Clearly, $\hat{P}_n \law P_n$, and hence

\[
\hat{M}_n \law M_n,
\]
where $M_n$ is the extremal process (2.3) and $\hat{M}_n$ is the extremal process that corresponds to the polynomial $\hat{P} = \hat{P}_n$. The goal of this section is to study the relation between these two point processes. Let $\hat{X}_\alpha$ and $\hat{Y}_\alpha$ be the analogous variables to $X_\alpha$ and $Y_\alpha$, which correspond to the polynomial $\hat{P}$ instead on $P$, see (2.2).

By Corollary 2.9 (tightness of the sequence $\{M_n\}$), we can find a subsequence $\{n_k\} \subset \mathbb{N}$ so that

\[
M_{n_k} \xrightarrow{d} M_\infty, \quad \hat{M}_{n_k} \xrightarrow{d} \hat{M}_\infty,
\]
as $k \to \infty$. We denote the law of the limiting point process $M_\infty$ by $\eta$, then by (3.2) it is evident that

\[
\eta \law \hat{M}_\infty.
\]

The following lemma is the key element in extracting the Poisson limit, which is a consequence of $\eta$ having an invariance property. As usual, for $f \in C_c(\mathbb{R})$ we denote the linear statistics of a point process $W$ by

\[
\langle W, f \rangle := \sum_{w \in W} f(w).
\]
Lemma 3.4. Let \( \eta \) be given as above and let \( f \in C_c(\mathbb{R}) \) be a non-negative function. Then

\[
\mathbb{E} \left[ e^{-\langle \eta, f \rangle} \right] = \mathbb{E} \left[ e^{-\langle \tilde{\eta}, f \rangle} \right],
\]

where

\[
\tilde{f}(x) := -\log \mathbb{E}_G \left[ e^{-f(x+G)} \right]
\]

and \( G \sim \mathcal{N}_\mathbb{R}(0, 1/2) \). Here \( \mathbb{E}_G \) denotes the expectation with respect to the Gaussian variable \( G \).

Before proving Lemma 3.4, we will need two simple results. Lemma 3.6 gives a quantitative approximation for “almost-independent” normal variables as truly independent normal variables. Lemma 3.7 tells us that with high probability, the perturbation (3.1) did not introduce any new points into the external process, nor did it delete the points that were present before the perturbation.

Lemma 3.6 ([2, Lemma 4.9]). Fix \( \sigma^2 > 0 \) and \( m \geq 1 \). Suppose that \( G_1, \ldots, G_m \) are i.i.d. \( \mathcal{N}_\mathbb{R}(0, \sigma^2) \). For each \( f \in C_c(\mathbb{R}) \) and for each \( \varepsilon > 0 \) there exist \( \delta > 0 \) such that

\[
\max_{1 \leq i,j \leq m} \left| \mathbb{E}[W_iW_j] - \sigma^2 \delta_{i,j} \right| \leq \delta
\]

then

\[
\left| \log \frac{\mathbb{E} \exp \left\{ \sum_{i=1}^m f(X_i) \right\}}{\prod_{i=1}^m \mathbb{E}(e^{f(Y_i)})} \right| < \varepsilon.
\]

Lemma 3.7. We have that

\[
\lim_{K \to \infty} \limsup_{n \to \infty} \mathbb{P} \left( \bigcup_{a=-N/2}^{N/2-1} \left\{ |X_a| \leq K, |\hat{X}_a| > 2K \right\} \right) = 0.
\]

Proof. We turn to bound \( \mathbb{P} \left( |X_a| \leq K, |\hat{X}_a| > 2K \right) \) for each \( a \), and assume by stationarity that \( x_a = 0 \). We have,

\[
\mathbb{P} \left( |X_a| \leq K, |\hat{X}_a| > 2K \right) \\
\leq \mathbb{P} \left( |X_a| \leq K, \hat{Y}_a \not\in I_a \right) + \mathbb{P} \left( |X_a| \leq K, |\hat{X}_a| > 2K, \hat{Y}_a \in I_a \right) =: \mathbb{P}(E_1) + \mathbb{P}(E_2).
\]

To bound the probabilities \( \mathbb{P}(E_i), i = 1, 2 \) we exploit the relation between the polynomial and its small perturbation (3.1). Denote by

\[
F(x) = A + Bx \\
\hat{F}(x) = \hat{A} + Bx
\]

where, \( A = P_n(0), B = P'_n(0) \), \( \hat{A} = \hat{P}_n(0), \hat{B} = \hat{P}'_n(0) \).

We see that

\[
\hat{A} = \sqrt{1 - \frac{1}{n^2}} A + \frac{1}{n} Q(0), \quad \hat{B} = \sqrt{1 - \frac{1}{n^2}} B + \frac{1}{n} Q'(0).
\]
By Taylor expanding the square root and using the fact that $|A| \leq n^{-1/2}$ and $|B| \in \left[n^{1-\varepsilon/2}, C_0 n^{\varepsilon/2} \log n\right]$ on the event $\mathcal{A}_\alpha$, we see that,

\begin{equation}
A - \hat{A} + \frac{Q(0)}{n} \ll \frac{1}{n^{3/2}}, \quad B - \hat{B} \ll \frac{|Q'(0)|}{n} + \frac{\sqrt{\log n}}{n}.
\end{equation}

Therefore, on the event $\mathcal{A}_\alpha \cap \{|Q(0)| \leq n^\varepsilon, |Q'(0)| \leq n^{1+\varepsilon}\}$, we have that $|B| = |\hat{B}|(1 + o(1))$ and thus

\begin{align*}
|Y_\alpha - \hat{Y}_\alpha| &= \left| \frac{\text{Re}(AB)}{|B|^2} - \frac{\text{Re}(\hat{A}\hat{B})}{|\hat{B}|^2} \right| \\
&\ll \frac{|Q'(0)| + Q(0)|\hat{B}|}{n|B|^2} \ll \frac{1}{n^{3/2-2\varepsilon}} + \frac{|Q(0)|}{n^{3-2\varepsilon}} \ll \frac{1}{n^{3/2-2\varepsilon}}.
\end{align*}

Therefore,

\begin{align*}
\mathbb{P}(E_1) &\leq \mathbb{P}\left(|X_\alpha| \leq K, |Y_\alpha| \in \left[\frac{\pi}{N} - \frac{1}{n^{3/2-2\varepsilon}}, \frac{\pi}{N}\right] \cup \{|Q(0)| \geq n^\varepsilon\} \cup \{|Q'(0)| \geq n^{1+\varepsilon}\}\right) \\
&\leq \mathbb{P}(E_2) = \mathbb{P}(\{|X_\alpha| \leq K, |Q(0)| \geq K/2\}) \leq \frac{K e^{-K^2/4}}{N}.
\end{align*}

To bound $\mathbb{P}(E_2)$, we use (3.8) once more and see that on the event $E_2$,

\begin{align*}
|X_\alpha - \hat{X}_\alpha| &= \left| \frac{\text{Im}(AB)}{|B|} - \frac{\text{Im}(\hat{A}\hat{B})}{|\hat{B}|} \right| \\
&\ll \frac{|Q(0)|}{|B|} \ll |Q(0)|,
\end{align*}

which implies that

\begin{equation}
\mathbb{P}(E_2) \leq \mathbb{P}\left(|X_\alpha| \leq K, |Q(0)| \geq \frac{K}{2}\right) \\
= \mathbb{P}(|X_\alpha| \leq K) \cdot \mathbb{P}(|Q(0)| \geq K/2) \ll \frac{Ke^{-K^2/4}}{N}.
\end{equation}

Combining the bounds (3.9) and (3.10) together with the union bound, we see that

\begin{align*}
\mathbb{P}\left(\bigcup_{\alpha=1}^N \{ |X_\alpha| \leq K, |\hat{X}_\alpha| > 2K \} \right) &\leq N \mathbb{P}( |X_\alpha| \leq K, |\hat{X}_\alpha| > 2K ) \\
&\ll \frac{1}{n^{3/2-2\varepsilon}} + Ke^{-K^2/4}.
\end{align*}

\textbf{Proof of Lemma 3.4.} Fix $f \in C_c(\mathbb{R})$, and assume that the support of $f$ is strictly contained in $(-K, K)$ for some $K > 0$ (large enough). Let $\mathcal{F}_P$ denote the $\sigma$-algebra
generated by the coefficients \( \{ \zeta_j \}_{j=-n}^n \) of the polynomial \( P \). We have that

\[
\mathbb{E} [ e^{-(\eta,f)} ] = \lim_{k \to \infty} \mathbb{E} \left[ \exp \left( - \langle \mathcal{M}_{n_k}, f \rangle \right) \right]
\]

where here \( N_k = 2 \left\lfloor \frac{n^2}{2} - \varepsilon k \right\rfloor \). From the estimates (3.8), we see that outside of an event of \( o(1) \) probability, we have that for all \( \alpha \in \mathbb{N} \),

\[
\hat{X}_\alpha = X_\alpha + \text{Re} \left( \frac{Q(x_\alpha) P'(x_\alpha)}{|P'(x_\alpha)|} \right) + O \left( \frac{1}{\sqrt{n}} \right),
\]

and the error term is uniform in \( \alpha \). Denote by \( G_\alpha := \text{Re} \left( \frac{Q(x_\alpha) P'(x_\alpha)}{|P'(x_\alpha)|} \right) \). Then, conditioned on \( \mathcal{F}_P \), the random variables \( \{G_\alpha\} \) are jointly normal, and each \( G_\alpha \) has law \( N_{\mathbb{R}}(0,1/2) \). Using Lemmas 2.11 and 3.7, we obtain that outside of an event of probability \( o(1) \), we have for all \( \alpha, \alpha' \in \{ \alpha \in \mathbb{N} : |X_\alpha| \leq 2K \} \) that

\[
\mathbb{E} [G_\alpha G_{\alpha'} \mid \mathcal{F}_P] \ll \mathbb{E} \left[ Q(x_\alpha) Q(x_{\alpha'}) \right] = |r_n(x_\alpha - x_{\alpha'})| \ll \frac{1}{n^{1-\varepsilon}},
\]

where \( r_n \) is again as in (1.1). Putting everything together, we use Lemma 3.6 and the uniform continuity of \( f \) to see that

\[
\mathbb{E} \left[ \exp \left( - \sum_{\alpha=1}^{N_k} f(\hat{X}_\alpha) \right) \mid \mathcal{F}_P \right] = e^{o(1)} \mathbb{E} \left[ \exp \left( - \sum_{\alpha=1}^{N_k} f(X_\alpha + G_\alpha) \right) \mid \mathcal{F}_P \right]
\]

where the \( o(1) \) term may be random (measurable on \( \mathcal{F}_P \), but still, it is of order \( o(1) \) with probability approaching 1 as \( n \to \infty \)). Plugging into (3.11) and using (3.3) we get that

\[
\mathbb{E} [e^{-(\eta,f)}] = \lim_{k \to \infty} \mathbb{E} \left[ \exp \left( - \sum_{\alpha=1}^{N} \hat{f}(X_\alpha) \right) \right] = \mathbb{E} [e^{-(\eta,\hat{f})}]
\]

as desired. \( \Box \)

Finally, we extract the Poisson limit from relation (3.5) and with that the proof of Theorem 1.

**Proposition 3.13.** Suppose that \( \eta \) is a point process on \( \mathbb{R} \) such that (3.5) holds for all non-negative \( f \in C_b(\mathbb{R}) \). Then \( \eta \) is a Poisson point process whose intensity measure \( \mu \) is a constant multiple of the Lebesgue measure.

**Proof.** From (3.5) we know that the law of \( \eta \) is an invariant measure for the transformation that consists of adding to each point in the support of \( \eta \) an independent
mean-zero Gaussian variable of variance 1/2. Therefore, by [10, Theorem 4.11], the law of $\eta$ is a mixture of Poisson processes of intensities $\mu$ that satisfy the relation

\begin{equation}
\mu \ast \mathcal{N}_\mathbb{R}(0, 1/2) = \mu
\end{equation}

where $\ast$ denotes the convolution of two measures. By the result of Deny [4, Theorem 3'] (based on Choquet-Deny [3]), we know that any solution of (3.14) is of the form
\[
\mu = \left( \int_{\mathbb{R}} e^{-\rho x} d\nu(\rho) \right) dx
\]

where $\nu$ is a measure supported on those exponential functions $e_\rho(x) := e^{-\rho x}$ which satisfy $e_\rho \ast \mathcal{N}(0, 1/2) = e_\rho$. A straightforward computation shows that,
\[
1 = e^{\rho x} \int_{\mathbb{R}} e^{-\rho(x-y)} e^{-y^2} dy \sqrt{\pi} = e^{\rho^2/4}
\]

which in turn implies that $\rho = 0$. Thus, we conclude that the measure $\nu$ is a constant multiple of a delta point mass at $\rho = 0$. That is, $\mu$ is some multiple of the Lebesgue measure on $\mathbb{R}$. Since convex combinations of Poisson processes with constant intensity yield a Poisson process of some (constant) intensity, we conclude that $\eta$ is a Poisson process with a constant intensity, which proves the proposition.

**Proof of Theorem 1.** By Proposition 3.13, we know that $\{\mathcal{M}_n\}$ converges on a subsequence to a Poisson process with intensity that is a multiple of the Lebesgue measure. By Corollary 2.8, we know that the limit of the intensity of $\mathcal{M}_n$ is $\sqrt{\pi/3}$ times the Lebesgue measure. Since the limiting process does not depend on the subsequence, we use the tightness once more and conclude that $\mathcal{M}_n$ converge to a Poisson point process with this given intensity. It remains to apply Lemma 2.10 and see that
\[
\lim_{n \to \infty} \mathbb{P}\left( m_n \geq \frac{\tau}{n} \right) = \lim_{n \to \infty} \mathbb{P}\left( \mathcal{M}_n((-\tau, \tau)) \right) = \exp\left( -2 \sqrt{\frac{\pi}{3}} \right).
\]

\section{4. Real Gaussian coefficients}

In this section we briefly comment on the analogous result to Theorem 1 in the case of real Gaussian coefficients. Let $\{X_j\}$ be an i.i.d. sequence of $\mathcal{N}_{\mathbb{R}}(0, 1)$ random variables and consider the random trigonometric polynomial given by
\begin{equation}
T_n(x) := \frac{1}{\sqrt{2n+1}} \sum_{j=-n}^{n} X_j e^{ijx}
\end{equation}

where $R_n(x) = \sum_{j=-n}^{n} X_j \cos(jx)$ and $I_n(x) = \sum_{j=-n}^{n} X_j \sin(jx)$.

As before, we denote by $m_n(T) = \min_{x \in \mathbb{T}} |T_n(x)|$. 

**Theorem 2.** For any $\tau > 0$ we have that

$$\lim_{n \to \infty} \mathbb{P} \left( m_n(T) \geq \frac{\tau}{n} \right) = e^{-\lambda \tau}$$

where $\lambda = 2\sqrt{\pi/3}$.

The proof the Theorem 2 is almost identical to that of Theorem 1, only the computations are more cumbersome. The reason for this complication is that the polynomial $T_n$ is no longer stationary (as opposed to $P_n$). Still, $T_n$ is a complex-valued Gaussian process on $\mathbb{T}$ so computations are possible.

The correlations of the real and imaginary part of $T = T_n$ are given by

$$\mathbb{E}[R(x)R(y)] = \frac{1}{2n+1} \sum_{j=-n}^{n} \cos(jx) \cos(jy) = \frac{r_n(x-y) + r_n(x+y)}{2}$$

$$\mathbb{E}[I(x)I(y)] = \frac{1}{2n+1} \sum_{j=-n}^{n} \sin(jx) \sin(jy) = \frac{r_n(x-y) - r_n(x+y)}{2}$$

$$\mathbb{E}[R(x)I(y)] = \frac{1}{2n+1} \sum_{j=-n}^{n} \cos(jx) \sin(jy) = 0,$$

where $r_n$ is given by (1.1) and $x, y \in \mathbb{T}$. Recall the definition of the event that the interval $I_\alpha$ produced a candidate for a minimal value (2.2). It follows from (4.2) that as long as $|x_\alpha| \in [n^{-1+\varepsilon}, \pi - n^{-1+\varepsilon}]$ then

$$\mathbb{E}[R(x_\alpha)^2] = \frac{1}{2} + o(1) \quad \text{and} \quad \mathbb{E}[I(x_\alpha)^2] = \frac{1}{2} + o(1).$$

That is, the random variable $T(x_\alpha)$ scale as a standard complex Gaussian and similar computations as in Lemma 2.6 can be carried out with no problems. Still, we need to show that with probability tending to 1 the minimum of $T$ does not occur inside $\{|x| \leq n^{-1+\varepsilon}\} \cup \{|x-\pi| \leq n^{-1+\varepsilon}\}$, this we do in Lemma 4.3 below.

In proving that the points of the extremal process are obtained from well separated intervals (i.e. the analogous result to Lemma 2.11), we remark that proving Claim 2.13 for the real coefficients case is straight forward. To prove Claim 2.14 for the real case, one can use (4.2) while noticing that

$$r_n(x+y) \ll r_n(2x) + |x-y| r'_n(2x) \ll \frac{1}{n|x|} + |x-y| = o \left( (n|x-y|)^2 \right)$$

provided that $|x| \geq n^{-1+\varepsilon}$ and that $n^{-1-2\varepsilon} \leq |x-y| \leq n^{-\varepsilon}$. The proof of Liggett’s invariance (Section 3) also translates to the case of real coefficients with no problems.

It remains to prove that with high probability the intervals

$$\{|x| \leq n^{-1+\varepsilon}\} \cup \{|x-\pi| \leq n^{-1+\varepsilon}\}$$

will not contribute a point to the external process that corresponds to $T$. Since $T(x)$ and $T(x+\pi)$ have the same distribution, it suffices to consider the interval centered around 0.
Lemma 4.3. Let $T = T_n$ be given as (4.1), then
\[ \lim_{n \to \infty} \mathbb{P} \left( \min_{|x| \leq n^{-1+\varepsilon}} |T(x)| \leq \frac{\log n}{n} \right) = 0. \]

Proof. By repeating the exact same argument as in Lemma 2.4, we can show that for any $\varepsilon > 0$
\[ \mathbb{P} \left( \|T'\|_{\infty} \geq n^{1+\varepsilon} \right) \ll \exp (-n^\varepsilon). \]
We cover the interval $\{n^{-1-2\varepsilon} \leq |x| \leq n^{-1+\varepsilon}\}$ by non-overlapping intervals $\{J_\ell\}_{\ell=1}^L$ so that $|J_\ell| \leq n^{-5/4}$, and let $y_\ell \in J_\ell$ be some point. Notice that $L \leq n^{1/4+\varepsilon}$. On the event $\{\|T'\|_{\infty} \leq n^{1+\varepsilon}\}$, we know by Lagrange’s mean value theorem that
\[ |T(x) - T(y_\ell)| \leq n^{-5/4} \|T'\|_{\infty} \leq n^{-1/4+\varepsilon}, \quad \text{for all } x \in J_\ell. \]
Thus, on the event $\{\min_{x \in J_\ell} |T(x)| \leq \frac{\log n}{n} \} \cap \{\|T'\|_{\infty} \leq n^{1+\varepsilon}\}$, we know that
\[ \text{(4.4)} \quad |T(y_\ell)| \leq \frac{\log n}{n} + n^{-5/4} n^{1+\varepsilon} \leq 2n^{-1/4+\varepsilon} \]
for $n$ large enough. Recall from (4.2) that $T(y_\ell) = (R(y_\ell), I(y_\ell))$ is a bivariate mean-zero Gaussian with correlations given by
\[ \begin{bmatrix} \frac{1}{2n+1} \sum_{j=-n}^{n} \cos^2(jy_\ell) & 0 \\ 0 & \frac{1}{2n+1} \sum_{j=-n}^{n} \sin^2(jy_\ell) \end{bmatrix} =: \begin{bmatrix} 1 - \Lambda_\ell & 0 \\ 0 & \Lambda_\ell \end{bmatrix}. \]
For $|ny_\ell| \leq \pi/2$ we have that
\[ \text{(4.5)} \quad \Lambda_\ell \geq \frac{4y_\ell^2}{\pi^2(2n+1)} \sum_{j=-n}^{n} j^2 \gg n^{-2-4\varepsilon} n^2 \gg n^{-4\varepsilon}. \]
Moreover, for $|ny_\ell| \leq \pi/2$, the density of $T(y_\ell)$ is uniformly bounded from above. Using (4.4) and (4.5), we see that
\[ \mathbb{P} \left( \min_{|x| \leq n^{-1+\varepsilon}} |T(x)| \leq \frac{\log n}{n} \right) \leq \mathbb{P} \left( \min_{|x| \leq n^{-1-2\varepsilon}} |T(x)| \leq \frac{\log n}{n}, \|T'\|_{\infty} \leq n^{1+\varepsilon} \right) 
+ \sum_{\ell=1}^{L} \mathbb{P} \left( |T(y_\ell)| \leq 2n^{-1/4+\varepsilon} \right) + \mathbb{P} \left( \|T'\|_{\infty} \geq n^{1+\varepsilon} \right) 
\ll \mathbb{P} \left( |T(0)| \leq 2n^{-\varepsilon} \right) + n^{-1/4+7\varepsilon} + e^{-n^\varepsilon} = o(1). \]

Acknowledgments. O. Y. thanks Alon Nishry for introducing him to this problem, encouraging him to work on it and for many helpful discussions. O. Z. thanks Hoi Nguyen for suggesting this problem at an AIM meeting in August 2019, and Pavel Bleher, Nick Cook and Hoi Nguyen for stimulating discussions at that meeting concerning this problem. In particular, the realization that a linear approximation suffices when working on a net with spacing $o(1/n)$ came out of those discussions.
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