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Abstract: In present-day society, government public service outsourcing has become an irreversible trend due to the gradually increasing public pursuit of service quality and efficiency. To better meet the needs of the public and effectively improve the quality of service, it has been a crucial issue for government departments to choose the most desirable one from a series of public service outsourcers (PSOs) with distinct characteristics. In this paper, to deal with such decision problems, we propose the improved elimination and choice translating reality (ELECTRE) II method with unknown weight information under the double hierarchy hesitant fuzzy linguistic (DHHFL) environment to accurately and effectively select the best PSO. Firstly, aiming at the shortcomings of the original comparison method for double hierarchy hesitant fuzzy linguistic elements (DHHFLEs), we define the hesitant deviation degree (HDD) for DHHFLEEs and, based on this, further propose a new comparison method for comparing DHHFLEEs more reasonably. Secondly, inspired by the classical power average (PA) operator proposed by Yager, a new method is introduced to determine the weights of experts with respect to each attribute, based on the support degree between attributes. Afterwards, an improved ELECTRE II method is proposed to address the problem of PSO selection. A numerical case about e-government outsourcer selection is given to demonstrate the enforceability of the method. Finally, comparisons between previous methods and our method are carried out to illustrate the effectiveness and strengths of the proposed method.
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1. Introduction

Over the last two decades, to alleviate business pressure and focus on core competencies, firms are increasingly utilizing not only their own technologies, but also external resources and technologies [2–4], which is referred as open innovation (OI). Later, the OI phenomenon rapidly spread into many industries, and has received more and more attention [5–8]. As a form of OI, outsourcing has become a key component for business performance and has quickly expanded into the field of public services. Government public service outsourcing aims to enlist private organizations into the public service sector through a competitive market mechanism to compensate for government failures, reduce administrative costs, and improve service quality and efficiency. At the same time, considering that the contractors, who belong to the public sector and are the users of public services, can better understand the demands of the public, the government public service
outsourcing can also build harmonious relationships among the government, the PSOs, and the public through the intermediary of the supplier. That is, by outsourcing public services to the service suppliers, the government can enhance both the economic effectiveness and the public satisfaction in line with the service target.

Driven by friendly policies, public service outsourcing has been rapidly promoted, and has gradually expanded from basic service areas, such as public infrastructure and solid waste management [9], to high-level public service areas, such as online IT service [10], energy supply [11], medical care [12], and social security [13]. As outsourced contractors, private organizations have the obligation to produce high-quality and efficient public services. The internal management level, scale, experience, and service capability of the contractor can directly determine the quality of public services, select the most efficient contractors, and standardize the contractors. When purchasing services and selecting the most appropriate service providers, the key to guaranteeing the quality of public services is to screen and inspect the service capabilities of contractors.

Regarding different service outsourcing providers as alternatives and their performances as criteria, respectively, the public service outsourcer (PSO) selection issue can then be identified as a typical multi-criteria decision-making (MCDM) problem [14]. The first and most basic step to solving the multi-attribute decision-making problem is to gather the assessment information given by the decision makers (DMs) about the alternatives with respect to the criteria. Due to the variability of environments and the complexity of people’s cognition, uncertainty has become one of the characteristics of the decision-making field. In addition, as the selection of PSOs involves qualitative criteria, such as user experience and reliability, it is difficult for DMs to express evaluation information with accurate real numbers. Therefore, reasonably describing the expression of uncertain information has caused extensive concern from researchers. In this case, the fuzzy set [15] arose at the historic moment and has been continuously extended to different forms, such as type-2 fuzzy sets [16], intuitionistic fuzzy sets [17], and hesitant fuzzy sets [18]. Compared with precise values, quantitative linguistic information can more accurately depict the complicity and fuzziness in the evaluation process. For instance, when assessing the user experience of a service provider, qualitative descriptions like “good” and “perfect” are commonly used rather than crisp numbers. From this perspective, various different linguistic representation models have been proposed to express the evaluation information of DMs, such as hesitant fuzzy linguistic term sets (HFLTs) [19], the 2-tuple linguistic mode [20], and probability linguistic term sets [21].

Although various linguistic representation models have been applied to outsourcer selection, the abovementioned linguistic models cannot exactly depict the evaluation information given by experts, such as “between a little bad and very bad” and “between entirely moderate and a little good”. Therefore, to better describe such linguistic evaluation information, based on the concept of HFLTs, Gou et al. [22] further introduced the definition of double hierarchy hesitant linguistic term sets ( DHHLTs), which are made up of two hierarchy linguistic term sets (LTSs) in which the internal hierarchy LTS is used to make a further description or elaborate explanation for every LT contained in the external hierarchy LTS. DHHLTs are pretty useful tools in managing situations where DMs deliberate between several complex LTSs when presenting their views on alternatives in the course of decision-making; this has become a project of widespread concern to researchers. Recently, Gou et al. [23] presented a number of distance and similarity measures of double hierarchy hesitant fuzzy linguistic (DHHFL) elements (DHHFLEs) and investigated a method for tackling the MCDM problems based on these measures. Taking the interactive features among criteria and the incomplete preference information into consideration, Liu et al. [24] developed a DHHFL mathematical programming means to handle the multi-attribute group decision-making problems. Gou et al. [25] proposed a consensus-reaching process for large-scale group decision making, in which the preference relations are described in the form of DHHFLEs. Krishankumar [26] constructed a novel decision framework in the context of DHHFLTS and proposed a new hybrid aggregation operator to aggregate the expert’s preference under the DHHFL environment.

The MCDM method plays an important role in MCDM and directly affects the accuracy and rationality of decision-making results. A great number of scholars have meticulously conducted
in-depth research on outsourcer selection from this perspective; many classical decision-making methods and their extensions were applied to tackle the problem of outsourcer selection [27–30]. Among the methods applied to the problem of outsourcer selection, the elimination and choice translating reality (ELECTRE) method is a representative outranking method, originally proposed by Benayoun et al. [31], which has a distinct advantage in tackling the issue with non-compensatory criteria. After being meticulously probed and extended by a range of specialists, the method further evolved into the ELECTRE family, including ELECTRE I, ELECTRE II, ELECTRE III, and so on. Among them, the ELECTRE I method is suitable for constructing a partial prioritization and for choosing a set of promising alternatives [32], the ELECTRE III method aims to distribute each potential alternative into one of the categories in a previously defined family [33]. Compared with them, the ELECTRE II method [34] is a more pragmatic approach for handling the problem of ranking alternatives from the best to the worst [35,36], which is more suitable for selecting the outsourcer in practical applications. In recent years, the ELECTRE II method has attracted wide attention from academia and has been extended into various forms under different fuzzy environments [37–40]. For example, Wan et al. [41] proposed the interval 2-tuple linguistic ELECTRE II to handle situations with non-compensatory criteria. Liao et al. [32] introduced two distinct ELECTRE II methods to deal with MCDM problems in line with the hesitant fuzzy linguistic terms set. Additionally, Lin et al. [43] investigated a new ELECTRE II method under the probabilistic linguistic environment. Nevertheless, the ELECTRE II method has not been extended to the DHHFL environment.

Based on the above literature review and analysis, we found the gaps in and insufficiency of the existing research. This paper is devoted to revising the comparison rule of DHHFLEs, extending the ELECTRE II method to the DHHFL environment, and further proposing a new ELECTRE II method combined with a novel weight-determination method. We implement our research through the following three points:

1. Considering the hesitation and complexity of experts’ cognition in the problem of outsourcer selection, the DHHFLTS is introduced to express the evaluation information of experts for a given service provider. In addition, we found that the existing comparison method for DHHFLEs may provide erroneous results of comparisons in some cases. Hence, we proposed the concept of a hesitant deviation degree for DHHFLEs and developed a new comparison method for DHHFLEs based on this.

2. Inspired by the power average (PA) operator, we defined the support degree of the DHHFLEs and proposed a new weight determination method to determine the expert’s weight for each criterion based on this, which can not only weaken the influence of extreme values on the results, but also reflects the expert’s authority for each criterion.

3. The classical ELECTRE II method is extended to the DHHFL environment and then an improved ELECTRE II method is proposed, which has a distinct advantage in tackling issues with non-compensatory criteria, in order to select the most desirable PSOs. In this method, the proposed comparison method for DHHFLEs is used to identify the magnitude relationship between two alternatives under each criterion.

The rest of the article is organized as follows: Section 2 firstly reviews the corresponding concepts of the DHHFLTS and introduces the theoretical basis of the ELECTRE methods. Section 3 defines the concept of the hesitant deviation degree and further proposes a new comparison approach for DHHFLEs. Section 4 develops a new weight-determination method for experts with respect to each criterion and constructs a novel DHHFL–ELECTRE II method based on the new weight-determination method and the comparison method. Section 5 applies the novel ELECTRE II to pick out the e-government outsourcing provider. Section 6 carries out a comparative analysis to illustrate the effectiveness and strengths of our proposed method. Finally, Section 7 comes to a conclusion for this paper and indicates interesting directions for the following research work.
2. Preliminaries

To enhance the readability of this paper, the main symbols involved in the following formulas are summarized in Table 1.

Table 1. Related symbols involved in formulas and their descriptions.

| Symbols | Description                                    | Symbols | Description                                    |
|---------|-----------------------------------------------|---------|-----------------------------------------------|
| $t$     | The subscript of the LT in outer LTS         | $\kappa$| The subscript of the LT in inner LTS         |
| $e$     | The maximum subscript of the outer LTS       | $w_{k}^{(i)}$| The weight of the $k$-th expert under the criterion $c_{i}$ |
| $l$     | The maximum subscript of the inner LTS       | $a_{i}$  | The weight of criterion $c_{i}$              |
| $N^{*}$ | The set of positive integers                 | $\omega_{e}$ | The attitude weight of concordance           |
| $\Delta$| The number of elements in DHHFLE             | $\omega^{*}$  | The attitude weight of indifference          |
| $\Upsilon$| The optimized parameter                       | $\omega^{*}_0$  | The attitude weight of discordance          |
| $\rho$ and $\rho^{-1}$ | real numbers and the elements in DHHFLE | $\xi$  | Lagrange multiplier |

2.1. DHHFLTS

DHHFLTS, initially presented by Gou et al. [22], consists of two nested hierarchies of LTSs. The LTS of the outer hierarchy is given to convey the rough evaluation in the form of an adjective, like “moderate”, “perfect”, and “terrible”. The inner-hierarchy LTS generally appeals in adverbs, such as “a little bit”, “much”, and so forth, which aim at describing the extent of the corresponding linguistic term (LT) in the outer hierarchy. In other words, the inner hierarchy can be regarded as a supplemental decoration to the outer. These two complementary hierarchies are expressed by two distinct LTSs with symmetric linguistic subscripts: $S^1 = \{ \zeta_{t} \mid t = -e, \ldots, -1, 1, \ldots, e \}$ and $S^2 = \{ \delta_{\kappa} \mid \kappa = -l, \ldots, -1, 1, \ldots, l \}$, in which $e$ and $l$ act as the scales of these two LTSs, respectively, and $e, l \in N^{*}$.

In view of the aforementioned theory, $S_{g} = \{ \zeta_{r, \delta_{\kappa}} \mid t = -e, \ldots, -1, 1, \ldots, e; \kappa = -l, \ldots, -1, 1, \ldots, l \}$ is defined as the double hierarchy linguistic term set (DHLTS), in which $\delta_{\kappa}$ stands for the homologous LT in the inner hierarchy, while the outer-hierarchy LT is denoted by $\zeta_{r, \delta_{\kappa}}$. Accordingly, the intuitive mathematical expression of DHHFLTS can be given as:

$$H_{S_{g}} = \{ < \chi_{r}, h_{S_{g}}(\chi_{r}) > \mid \chi_{r} \in X \}$$

where $h_{S_{g}}(\chi_{r})$ is composed of several possible elements in $S_{g}$, which can be expressed as $h_{S_{g}}(\chi_{r}) = \{ \zeta_{r, \delta_{\kappa}} \mid \zeta_{r, \delta_{\kappa}} \in S_{g}, \delta = 1, 2, \ldots, \Delta h_{S_{g}} \}$, with $\Delta h_{S_{g}}$ being the number of elements in $h_{S_{g}}(\chi_{r})$. For the sake of convenience, $\zeta_{r, \delta_{\kappa}}$ is termed as the double hierarchy linguistic element (DHLE), and $h_{S_{g}}(\chi_{r})$ is called the DHHFLE element (DHHFL). Considering that when the LT in the outer hierarchy is positive, the evaluation tends to be more positive as the degree of decorative adverbs deepens; when the LT in the outer hierarchy is negative, the evaluation tends to be more negative as the degree of decorative adverbs deepens. On the other hand, for LTs at both ends, only one-sided decorative adverbs are valid. Therefore, the inner-hierarchy LTS may be distinct under different LTSs in the outer hierarchy: When $t \geq 0$, the degree of the elements contained in the outer-hierarchy LTS should be deepened with the increase of the subscript. On the contrary, when $t \leq 0$, as the subscript increases, the degree of the LTs contained in the outer-hierarchy LTS should be weakened. Hereinafter, suppose that both hierarchy LTSs are balanced, which means that
semantic differences between any two adjacent LTs are equal. Considering the valence of linguistic terms, i.e., the emotional direction of linguistic terms, Figure 1 is given by Gou et al. [22] to elaborate the abovementioned four distinct shapes of the inner-hierarchy LTS in the case of \( t = \varepsilon = 3 \).

\[ \phi_i = \{ \delta_i = \text{exactly right}, \delta_i = \text{somewhat}, \delta_i = \text{a little bit}, \delta_i = \text{far from} \} \]

\[ \phi_2 = \{ \delta_2 = \text{entirely}, \delta_2 = \text{very much}, \delta_2 = \text{much}, \delta_2 = \text{exactly right}, \delta_2 = \text{somewhat}, \delta_2 = \text{a little bit}, \delta_2 = \text{far from} \} \]

\[ \phi_3 = \{ \delta_3 = \text{far from}, \delta_3 = \text{a little bit}, \delta_3 = \text{somewhat}, \delta_3 = \text{exactly right}, \delta_3 = \text{much}, \delta_3 = \text{very much}, \delta_3 = \text{entirely} \} \]

\[ \phi_4 = \{ \delta_4 = \text{far from}, \delta_4 = \text{a little bit}, \delta_4 = \text{somewhat}, \delta_4 = \text{exactly right} \} \]

**Figure 1.** Four distinct shapes of the inner-hierarchy LTS.

To simplify the calculation, DHLEs and real numbers can be converted into each other through the following function introduced by Gou et al. [22].

\[ \rho : [-\varepsilon, \varepsilon] \times [-t, t] \rightarrow [0,1], \]

\[ \rho(\zeta_{n}^{\phi_{m},\gamma_{n}}) = \begin{cases} \frac{1}{\varepsilon} \frac{\kappa_{n} + t}{2t} + \frac{\varepsilon + t_{n} - 1}{2\varepsilon} = \frac{\kappa_{n} + (t_{n} + \varepsilon)t}{2et} = \gamma_{n}, & \text{if } -\varepsilon + 1 \leq t_{n} \leq \varepsilon - 1. \\
\frac{1}{2\varepsilon} \frac{\kappa_{n} + t}{t} + \frac{\varepsilon + t_{n} - 1}{2\varepsilon} = \frac{\kappa_{n} + (t_{n} + \varepsilon)t}{2et} = \gamma_{n}, & \text{if } t_{n} = \varepsilon. \\
\frac{1}{2\varepsilon} \frac{\kappa_{n}}{t} = \gamma_{n}, & \text{if } t_{n} = -\varepsilon. \end{cases} \]  

(2)

\[ \rho^{-1} : [0,1] \rightarrow [-\varepsilon, \varepsilon] \times [-t, t], \]

\[ \rho^{-1}(\gamma_{n}) = \begin{cases} \zeta_{n}^{\phi_{m},\delta_{n}} & \text{if } 1 \leq \varphi < \varepsilon; \\
\zeta_{n}^{\phi_{m},\delta_{n}} & \text{if } -1 \leq \varphi < 1; \\
\zeta_{n}^{\phi_{m},\delta_{n}} & \text{if } -\varepsilon \leq \varphi < -1. \end{cases} \]  

(3)

where \( \varphi = 2\varepsilon, t_{n} = \gamma_{n}, \] \( \lfloor \cdot \rfloor \) is a round-down function that will return the largest integer that is no more than the parameter. \( \zeta_{n}^{\phi_{m},\delta_{n}} \) and \( \gamma_{n} \) represent the \( m \)-th elements in the DHHFLE and the hesitant fuzzy number, respectively. Obviously, since the last two formulas are special cases of the first one in Equation (2), it can be simplified to the following function:

\[ \rho : [-\varepsilon, \varepsilon] \times [-t, t] \rightarrow [0,1], \]

\[ \rho(\zeta_{n}^{\phi_{m},\gamma_{n}}) = \frac{1}{\varepsilon} \frac{\kappa_{n} + t}{2t} + \frac{\varepsilon + t_{n} - 1}{2\varepsilon} = \frac{\kappa_{n} + (t_{n} + \varepsilon)t}{2et} = \gamma_{n}. \]  

(4)
Gou et al. [22] extended the above conversion functions into a hesitant environment and presented the following conversion functions between the DHHFLEs and the hesitant fuzzy information, respectively.

\[
I \left( h_{S_2} \right) = \left\{ \zeta_{t < \delta_{\kappa_m}^e}, \zeta_{t < \delta_{\kappa_m}^e} \in S_2; t = [-\varepsilon, \varepsilon]; \kappa = [-t, t]; m = 1, 2, \ldots, \Delta h_{S_2} \right\},
\]

where

\[
I^{-1} \left( h_{S_2} \right) = I^{-1} \left\{ \left\{ \gamma_m \mid \gamma_m = \rho(t_m, \kappa_m) \right\} \right\} = h_{S_2}.
\]

Given any two DHHFLEs

\[
h_{S_{1i}} = \left\{ \zeta_{t < \delta_{\kappa_m}^e}, \zeta_{t < \delta_{\kappa_m}^e} \in S_2; t = [-\varepsilon, \varepsilon]; \kappa = [-t, t]; m = 1, 2, \ldots, \Delta h_{S_{1i}} \right\}
\]

and

\[
h_{S_{2i}} = \left\{ \zeta_{t < \delta_{\kappa_m}^e}, \zeta_{t < \delta_{\kappa_m}^e} \in S_2; t = [-\varepsilon, \varepsilon]; \kappa = [-t, t]; q = 1, 2, \ldots, \Delta h_{S_{2i}} \right\},
\]

the essential operations are given as:

- **a. Addition**: \( h_{S_{1i}} \oplus h_{S_{2i}} = I^{-1} \left( \bigcup_{\tau_1 \in \{h_{S_{1i}}\}} \bigcup_{\tau_2 \in \{h_{S_{2i}}\}} \{ \tau_1 + \tau_2 \} \right) \),

- **b. Multiplication**: \( h_{S_{1i}} \odot h_{S_{2i}} = I^{-1} \left( \bigcup_{\tau_1 \in \{h_{S_{1i}}\}} \bigcup_{\tau_2 \in \{h_{S_{2i}}\}} \{ \tau_1 \tau_2 \} \right) \),

- **c. N-multiplication**: \( \psi \cdot h_{S_{1i}} = I^{-1} \left( \bigcup_{\tau \in \{h_{S_{1i}}\}} \{ 1 - (1 - \tau)^n \} \right) \),

- **d. Power**: \( h_{S_{1i}}^\psi = I^{-1} \left( \bigcup_{\tau \in \{h_{S_{1i}}\}} \{ \tau^\psi \} \right) \),

- **e. Inverse**: \( h_{S_{1i}} = I^{-1} \left( \bigcup_{\tau \in \{h_{S_{1i}}\}} \{ 1 - \tau \} \right) \).

The distance measure involved in fuzzy evaluation information is a crucial concept in decision theory, and it can be exploited to reflect the inconsistency degree between two distinct information numbers. Given two DHHFLEs \( h_{S_{1i}} \) and \( h_{S_{2i}} \), the Hamming distance between them, defined by Gou et al. [23], is found as below:

\[
hd(h_{S_{1i}}, h_{S_{2i}}) = \frac{1}{\Delta h} \sum_{m=1}^{\Delta h} | u_m - v_m |,
\]

where \( \Delta h \) is the number of elements in \( h_{S_{1i}} \) and \( h_{S_{2i}} \) (here suppose \( \Delta h_{S_{1i}} = \Delta h_{S_{2i}} = \Delta h \)) and \( \zeta_{t < \delta_{\kappa_m}^e} \) and \( \zeta_{t < \delta_{\kappa_m}^e} \) indicate the \( m \)-th optimal values in \( h_{S_{1i}} \) and \( h_{S_{2i}} \).

**Remark 1.** Considering that the number of DHLEs is not always the same, Gou et al. [23] proposed a method to expand the shorter DHFLE by adding a double hierarchy LTS to it until \( \Delta h_{S_{1i}} = \Delta h_{S_{2i}} \). Given a DHFLE \( h_{S_2} = \left\{ \zeta_{t < \delta_{\kappa_m}^e}, \zeta_{t < \delta_{\kappa_m}^e} \in S_2; t = [-\varepsilon, \varepsilon]; \kappa = [-t, t]; m = 1, 2, \ldots, \Delta h_{S_2} \right\} \), with \( \zeta_{t < \delta_{\kappa_m}^e} \) and \( \zeta_{t < \delta_{\kappa_m}^e} \) being the minimum and maximum DHLE in it, respectively, then, we can expand \( h_{S_2} \) with the following DHLE:
where \( Y \) is an optimized parameter satisfying \( 0 \leq Y \leq 1 \), which is used to reflect the risk preference of the DMs. The larger the \( Y \) is, the higher the risk preference enjoyed by the DM. In this paper, we assume that the DM is risk neutral, i.e., \( Y = 1/2 \); then, the DHLE that we can add to the DHHFLE is \( \zeta_{t<r} = \frac{\Delta h_{t}}{2} \zeta_{\min t} \).

2.2. Main Concepts in ELECTRE Methods

This subsection is devoted to showing two main theoretical supports of the ELECTRE method: The binary outranking relations and the definitions of concordance and discordance.

**Definition 2.1.** [44]. The expression of preferences in the ELECTRE methods depends on a basic binary priority relation, \( S \), which means “at least as good as”. Based on this fundamental relation, four mutually exclusive situations might arise when comparing two alternatives \( e \) and \( f \) as follows:

1. \( eSf \) and not \( fSe \), which means “\( e \) is strictly preferred to \( f \)”, i.e., \( ePf \);
2. \( fSe \) and not \( eSf \), which means “\( f \) is strictly preferred to \( e \)”, i.e., \( fPe \);
3. \( eSf \) and \( fSe \), which means “\( e \) is indifferent to \( f \)”, i.e., \( eIf \);
4. Neither \( eSf \) nor \( fSe \), which means “\( e \) and \( f \) are not comparable”, i.e., \( eRf \).

**Definition 2.2.** [44]. All of the outranking methods stand by the ideas of concordance and discordance, which indicate, respectively, the augment of supporting and opposing an outranking relation:

1. Concordance: For the given binary outranking relation \( eSf \), concordance refers to the combined power of the criteria in favor of this outranking. To implement \( eSf \), there must be as much of a majority as possible of criteria supporting this inference.
2. Discordance: Discordance reflects the combined power of the criteria against the outranking \( eSf \).
   Generally, a convective outranking should be opposed by as few criteria as possible.

3. The New Comparison Method for DHHFLEs

3.1. Existing Comparison Method

To measure the performance of DHHFLEs, Gou et al. [22] provided the definition of the expected value and variance for DHHFLEs as follows:

Given a DHHFLE \( h_{S_t} = \left\{ \zeta_{t<r} \mid \zeta_{t<r} \in S_t; t = [-e,e]; \kappa = [-t,t]; m = 1,2,\ldots,\Delta h_{S_t} \right\} \) with \( \Delta h_{S_t} \) being the number of elements in \( h_{S_t} \), then the mathematical form of its expected value \( \bar{\text{Ev}}(h_{S_t}) \) and variance \( \bar{\text{Var}}(h_{S_t}) \) can be given as:

\[
\bar{\text{Ev}}(h_{S_t}) = \frac{1}{\Delta h_{S_t}} \sum_{r=1}^{\Delta h_{S_t}} \rho \left( \zeta_{t<r} \right),
\]

\[
\bar{\text{Var}}(h_{S_t}) = \sqrt{\frac{1}{\Delta h_{S_t}} \sum_{r=1}^{\Delta h_{S_t}} \rho \left( \zeta_{t<r} \right) - \bar{\text{Ev}}(h_{S_t})^2},
\]

where \( \rho \) is the conversion function between the real number and the DHLE.

Based on the functions of the expected value and the variance, Gou et al. [22] proposed a comparison method for any two DHHFLEs, which pointed out that the DHHFLE with lower variance is superior to that with high variance when their expected values are equal. However, this is not always the truth. In the following, an example is given to explain the irrationality of this method.
Example 1. Given two DHHFLEs \( h_{s_1} = \{\xi_{-1<\xi}, \xi_{0<\xi}, \xi_{1<\xi}\} \) and \( h_{s_2} = \{\xi_{-1<\xi}, \xi_{0<\xi}, \xi_{1<\xi}\} \), based on Equations (14) and (15), we can obtain \( \bar{E}(h_{s_1}) = 0.5 \), \( \bar{E}(h_{s_2}) = 0.5 \), \( \bar{v}(h_{s_1}) = 0.179 \), and \( \bar{v}(h_{s_2}) = 0.226 \), respectively. According to the comparison method proposed by Gou et al., \( h_{s_1} \) is superior to \( h_{s_2} \) on account of \( \bar{E}(h_{s_1}) = \bar{E}(h_{s_2}) \) and \( \bar{v}(h_{s_1}) < \bar{v}(h_{s_2}) \). Nonetheless, from a cognitive point of view, under the condition that the expected values of the two DHHFLEs are equal and that the maximum and minimum values of the elements in them are likewise equal, the more elements there are in the DHHFLE, the more hesitant the DM is, and the poorer the performance of the DHHFLE will be. Therefore, on this occasion, the conclusion obtained by Gou et al.’s comparison method is unreasonable.

Obviously, Gou et al. only took expectation and variance into consideration, but ignored the impact of the number of elements in DHHFLE. Therefore, based on the variance, we take the hesitant degree into consideration and put forward the definition of the hesitant-deviation degree (HDD) of a DHHFLE.

3.2. The Improved Comparison Method

**Definition 3.1.** Let \( h_{s_i} = \{\xi_{-1<\xi}, \xi_{0<\xi}, \xi_{1<\xi}\} \in S_i : t = [-\varepsilon, \varepsilon]; \kappa = [-t, t]; m = 1, 2, \ldots, \Delta h \} \) be a DHHFLE, then the HDD of \( h_{s_i} \) can be expressed by

\[
\text{HDD}(h_{s_i}) = \frac{\Delta h_{s_i} - 1}{2\varepsilon} \sqrt{\frac{1}{\Delta h_{s_i}} \sum_{i=1}^{\Delta h_{s_i}} \left( \text{dev}(\xi_{-1<\xi}) - \bar{E}(h_{s_i}) \right)^2},
\]

where \( \Delta h_{s_i} \) is the number of elements in \( h_{s_i} \), and \( (\Delta h_{s_i} - 1)/2\varepsilon \) is used to reflect the hesitant degree of a DHHFLE. Obviously, the greater the number of elements in \( h_{s_i} \), the bigger the hesitant degree is, i.e., the greater the uncertainty is.

Next, a new comparison method for DHHFLEs is put forward based on Equations (14) and (16).

**Definition 3.2.** Given any two DHHFLEs \( h_{s_1} \) and \( h_{s_2} \), then:

1. Suppose \( \bar{E}(h_{s_1}) > \bar{E}(h_{s_2}) \), then \( h_{s_1} \) is superior to \( h_{s_2} \).

2. Suppose \( \bar{E}(h_{s_1}) = \bar{E}(h_{s_2}) \), then:
   - Suppose \( \text{HDD}(h_{s_1}) < \text{HDD}(h_{s_2}) \), then \( h_{s_1} \) is superior to \( h_{s_2} \);
   - Suppose \( \text{HDD}(h_{s_1}) = \text{HDD}(h_{s_2}) \), then \( h_{s_1} \) is indifferent to \( h_{s_2} \).

Example 2. For the two DHHFLEs \( h_{s_1} = \{\xi_{-1<\xi}, \xi_{0<\xi}, \xi_{1<\xi}\} \) and \( h_{s_2} = \{\xi_{-1<\xi}, \xi_{1<\xi}\} \) mentioned in Example 1, we can obtain that \( \text{HDD}(h_{s_1}) = 0.039 \), \( \text{HDD}(h_{s_2}) = 0.019 \) by using Equation (16). For \( \bar{E}(h_{s_1}) > \bar{E}(h_{s_2}) \) and \( \text{HDD}(h_{s_1}) > \text{HDD}(h_{s_2}) \), we can draw the accurate conclusion that \( h_{s_1} \) is superior to \( h_{s_2} \) on the basis of our proposed comparison method. Apparently, with the
hesitant degree taken into consideration, the new comparison is more reasonable and effective than that introduced by Gou et al.

4. The Improved Expected-HDD-ELECTRE II Method

4.1. Problem Characterization

Consider an MCDM that involves $m$ alternatives expressed by $Z = \{op_1, op_2, \ldots, op_n\}$, a group of experts denoted by $E = \{e_1, e_2, \ldots, e_g\}$, and $n$ attributes expressed as $C = \{c_1, c_2, \ldots, c_n\}$. The weight vectors of experts and criteria are completely unknown, owing to the information asymmetry of the real problem. To accurately describe their opinions, the experts take the form of DHHFLE $h_{\phi}$ to express their evaluations of the $i$-th option with respect to the criterion $j$. Then, the decision matrix of the expert $e_j$ is given as follows:

$$R^{(\phi)} = \left[ \begin{array}{ccc} h_{\phi_{11}} & h_{\phi_{12}} & \ldots & h_{\phi_{1n}} \\ \vdots & \vdots & \ddots & \vdots \\ h_{\phi_{g1}} & h_{\phi_{g2}} & \ldots & h_{\phi_{gn}} \end{array} \right], \phi = 1, 2, \ldots, g. \quad (17)$$

4.2. Determining the Expert’s Weight with Respect to Each Attribute

Among the existing weight determination methods, one of the familiar reference values that they rely on is the distance or similarity between assessments and the mean values, which are vulnerable to extreme values and may lead to inaccurate results. In addition, the research fields of experts might be so various that there are some differences in the knowledge, skills, and experiences of each expert. An expert may be an expert in certain attributes, but not in other attributes. Considering these two points, we present a novel approach to determine the expert’s weight regarding each attribute based on the degrees of support to each other. Then the steps are as follows.

Step 1: To facilitate subsequent calculations, we combine all of the decision matrices $R^{(\phi)} (\phi = 1, 2, \ldots, g)$ provided by each expert and convert them into other matrices regarding each attribute, which can be denoted as shown below.

$$Q^{(\xi)} = \left[ \begin{array}{ccc} h_{\xi_{11}} & h_{\xi_{12}} & \ldots & h_{\xi_{1g}} \\ \vdots & \vdots & \ddots & \vdots \\ h_{\xi_{\xi1}} & h_{\xi_{\xi2}} & \ldots & h_{\xi_{\xi\xi}} \end{array} \right], \xi = 1, 2, \ldots, n, \quad (18)$$

in which the $\phi$-column vector in $Q^{(\xi)}$ is exactly the duplicate of the $\xi$-column vector in $R^{(\phi)}$.

Step 2: Obtain the support degrees of $h_{\xi_{\xi1}} (p = 1, 2, \ldots, g)$ from $h_{\xi_{\xi1}} (q = 1, 2, \ldots, g; q \neq p)$.

Inspired by the PA operator, the support degrees from $h_{\xi_{\xi1}} (e)$ to $h_{\xi_{\xi1}} (p)$ can be defined as follows:

$$\sup \left( h_{\xi_{\xi1}} (e), h_{\xi_{\xi1}} (p) \right) = 1 - d \left( h_{\xi_{\xi1}} (e), h_{\xi_{\xi1}} (p) \right). \quad (19)$$

Obviously, the smaller the distance between $h_{\xi_{\xi1}} (p)$ and $h_{\xi_{\xi1}} (e)$, the greater the support degree from $h_{\xi_{\xi1}} (e)$ to $h_{\xi_{\xi1}} (p)$.

Step 3: Calculate the total support degree $T \left( h_{\xi_{\xi1}} (p) \right)$ of $h_{\xi_{\xi1}} (p = 1, 2, \ldots, g)$ as
\[
T\left(h_{sxi}(\xi)^{(p)}\right) = \sum_{q=1}^{\xi} \sup_{\eta \neq p} \left(h_{sxi}^{(p)}, h_{sxi}^{(\xi)}\right), i = 1,2,\ldots,m; \xi = 1,2,\ldots,n.
\] (20)

Apparently, a greater \(T\left(h_{sxi}^{(p)}\right)\) indicates a better similarity to others. From the compromise point of view, the DM whose evaluation value is close to the evaluation values of other experts, i.e., who enjoys a great total support degree, would have a big weight.

Then, the total support degree matrix can be given as below:

\[
T^{(\xi)} = \left[T(h_{sxi}^{(\xi)})\right]_{\text{avg}} = \begin{bmatrix}
    ex_1 & ex_2 & \cdots & ex_\xi \\
    op_1 & & & \\
    & op_2 & & \\
    & & \ddots & \\
    & & & op_\xi
\end{bmatrix}
\]

Step 4: Taking the sum of elements in each column of the matrix \(T^{(\xi)}\), we can obtain the overall support degree of each expert regarding the criterion \(c_{r_\xi}\) by the following equation.

\[
\lambda_{\xi}^{(k)} = \sum_{i=1}^{\xi} T(h_{sxi}^{(\xi)}), k = 1,2,\ldots,g; \xi = 1,2,\ldots,n.
\] (22)

Step 5: Obtain each expert’s weight regarding the criterion \(c_{r_\xi}\) by the following equation.

\[
w_{\xi}^{(k)} = \frac{\lambda_{\xi}^{(k)}}{\sum_{\xi=1}^{g} \lambda_{\xi}^{(k)}}, k = 1,2,\ldots,g.
\] (23)

Apparently, \(0 \leq w_{\xi}^{(k)} \leq 1\) and \(\sum_{k=1}^{g} w_{\xi}^{(k)} = 1\).

In conclusion, the novel weight-determination method for experts has two features or advantages: On one hand, this method, combined with the PA operator, leads to the definition of the total support degree to eliminate the influence of extreme values, which is more rational than other methods based on the average values or ideal solutions. On the other hand, the method aims to build a convergent position: For each expert, the weight may vary with different attributes, and the higher the total support degree from other experts, the greater the weight of this expert under this attribute. In this way, the unreasonable deviation caused by the expert’s knowledge, skills, experience, and other factors can be avoided, and the decision process would be more precise and reasonable.

4.3. Obtaining the Criterion’s Weight Based on the Optimization Model

After getting each DM’s weight with respect to each attribute, an overall matrix \(R\) can be given as follows by aggregating all of the decision matrices \(R^{(\beta)}(\beta = 1,2,\ldots,g)\).

\[
R = \left[h_{sxi}\right]_{\text{avg}} = \begin{bmatrix}
    h_{s11} & h_{s12} & \cdots & h_{s1n} \\
    h_{s21} & h_{s22} & \cdots & h_{s2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    h_{sm1} & h_{sm2} & \cdots & h_{smn}
\end{bmatrix}
\] (24)

In the present world, considering that decision making is always accompanied by uncertain settings and inconsistent opinions, most decisions are made from the perspective of compromise. Based on this point, Ju [45] presented a weight-determination method for criteria whose weights are completely unknown based on the optimization model and ideal solutions. Then, we apply it to the DHHFL environment; the steps are given as follows:
Step 1: Obtain the DHHFL’s positive ideal solution (DHHFL-PIS) and the DHHFL’s negative ideal solution (DHHFL-NIS) by Equations (24) and (25), respectively.

\[ h_{s_i}^+ = (h_{s_{i1}}^+, h_{s_{i2}}^+, \ldots, h_{s_{in}}^+) \]  
\[ h_{s_i}^- = (h_{s_{i1}}^-, h_{s_{i2}}^-, \ldots, h_{s_{in}}^-) \]  

where \( h_{s_i}^+ = \max_{j=1}^{m} \{ h_{s_{ij}}^+ \} \) and \( h_{s_i}^- = \min_{j=1}^{m} \{ h_{s_{ij}}^- \} \), \( j = 1, 2, \ldots, n \).

Step 2: Calculate the Hamming distance \( hd(h_{s_i}, h_{s_j}) \) (\( i = 1, 2, \ldots, m; j = 1, 2, \ldots, n \)).

Step 3: Calculate the Hamming distance \( hd(h_{s_i}, h_{s_j}) \) (\( i = 1, 2, \ldots, m; j = 1, 2, \ldots, n \)).

Step 4: Establish a multiple objective optimization model and solve it to obtain the weight vector of the criteria.

\[ h_i^+ = \sum_{j=1}^{m} hd(h_{s_i}, h_{s_j}) \times \sigma_j, i = 1, 2, \ldots, m, \]  
\[ h_i^- = \sum_{j=1}^{m} hd(h_{s_i}, h_{s_j}) \times \sigma_j, i = 1, 2, \ldots, m. \]

To solve the optimization model and obtain the most desirable weight vector, a Lagrange function with a Lagrange multiplier \( \xi \) can be given as:

\[
\begin{align*}
\max H &= \sum_{i=1}^{m} \sum_{j=1}^{n} \left( \left( hd(h_{s_i}, h_{s_j})^+ + hd(h_{s_i}, h_{s_j})^- \right) \times \sigma_j \right) \\
\text{s.t.} \sum_{j=1}^{n} \sigma_j^2 &= 1, \sigma_j \in N, j = 1, 2, \ldots, n
\end{align*}
\]

Taking the partial derivative of \( L(\vec{W}, \xi) \) with respect to \( \sigma_j \) and \( \xi \) and setting them equal to zero, respectively, we can obtain the following equation:

\[
\frac{\partial L(\vec{W}, \xi)}{\partial \sigma_j} = \sum_{i=1}^{m} \left( hd(h_{s_i}, h_{s_j})^+ + hd(h_{s_i}, h_{s_j})^- \right) \xi \sigma_j = 0, j = 1, 2, \ldots, n;
\]
\[
\frac{\partial L(\vec{W}, \xi)}{\partial \xi} = \frac{1}{2} \left( \sum_{j=1}^{n} \sigma_j^2 - 1 \right) = 0.
\]

Settling the simultaneous equations above, we can obtain the weight of each criterion as follows:

\[
\sigma_j = \frac{\sum_{i=1}^{m} \left( hd(h_{s_i}, h_{s_j})^+ + hd(h_{s_i}, h_{s_j})^- \right)}{\sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} \left( hd(h_{s_i}, h_{s_j})^+ + hd(h_{s_i}, h_{s_j})^- \right)}}, j = 1, 2, \ldots, n.
\]

In real practical terms, the convention assumes that the criteria weights add up to 1. Therefore, we make a further normalization for the criteria weight obtained by Equation (33) as follows:
\[a_j = \frac{a_j'}{\sum_{j=1}^{m} a_j'} = \frac{\sum_{j=1}^{m} \left( hd(h_{x_j}, h_{y_j}^+) + hd(h_{x_j}, h_{y_j}^-) \right)}{\sum_{j=1}^{m} \sum_{i=1}^{m} \left( hd(h_{x_i}, h_{y_j}^+) + hd(h_{x_i}, h_{y_j}^-) \right)}, \quad j = 1, 2, \ldots, n. \quad (33)\]

By using the calculated criterion’s weight to weight the matrix \(R\), we can get the following final decision matrix:

\[
\bar{R} = \begin{bmatrix} \bar{h}_{x_1} & \bar{h}_{x_2} & \ldots & \bar{h}_{x_n} \\ \bar{h}_{y_1} & \bar{h}_{y_2} & \ldots & \bar{h}_{y_m} \\ \vdots & \vdots & \ddots & \vdots \\ \bar{h}_{y_1} & \bar{h}_{y_2} & \ldots & \bar{h}_{y_m} \end{bmatrix}, \quad (34)
\]

where \(\bar{h}_{x_i} = a_j \times h_{x_i}\).

### 4.4. The Expected-HDD-Based ELECTRE II Method

On the basis of the new comparison method for DHHFLEs and the weight-determination methods for experts and criteria, an improved ELECTRE II method is proposed to rank the given alternatives in the decision making with DHHFL information. In our method, on one hand, the improved comparison method for DHHFLEs is used to identify the magnitude relationship between two alternatives under each criterion, which can make the division of concordant, indifferent, and discordant sets more accurate. On the other hand, the novel weight-determination method for experts can eliminate the effects of both extremes and the experts’ experience, which can provide more accurate information for the following steps of the method and makes the decision result more convincing.

#### 4.4.1. Concordant, Indifferent, and Discordant Sets

In the traditional ELECTRE II method, by means of the comparisons of each pair of options on the attributes, the attributes of distinct alternate options can be grouped into three mutually exclusive collections: The concordant set \(J^+ = \{j \mid cr_j(op_i) > cr_j(op_t)\}\), indicating those attributes for which \(op_i\) is superior to \(op_t\), the indifferent set \(J^0 = \{j \mid cr_j(op_i) = cr_j(op_t)\}\), indicating those attributes under which \(op_i\) is indistinguishable with \(op_t\), and the discordant set \(J^- = \{j \mid cr_j(op_i) < cr_j(op_t)\}\), denoting those attributes under which \(op_i\) is inferior to \(op_t\), in which \(cr_j(op_i)\) represents the performance of the option \(op_i\) with respect to the criterion \(cr_j\).

In the following, based on the proposed comparison method for DHHFLEs, the expected value and HDD of the DHHFLEs are denoted together to distinguish the different alternatives under a certain criterion, which makes the division of attributes more sophisticated and reasonable. In view of the notions of the expected value and the HDD function for DHHFLEs, the DHHFL concordant set (DHHFLCS) and DHHFL discordant set (DHHFLDS) can be subdivided into the DHHFL strong, moderate, and weak concordant (discordant) sets, respectively.

For any pair of options \(op_i\) and \(op_s(s, t = 1, 2, \ldots, m; s \neq t)\), their DHHFLCS is a collection of criteria under which \(op_i\) is superior to \(op_s\). It can be subdivided into three types, as shown below:

1. **The strong DHHFLCS** \(J_{c_{\alpha}}^+\):
   \[
   J_{c_{\alpha}}^+ = \{j \mid \tilde{E}(h_{x_j}) > \tilde{E}(h_{x_s}) \& h\sigma(h_{x_j}) < h\sigma(h_{x_s})\} \quad (35)
   \]

2. **The moderate DHHFLCS** \(J_{c_{\alpha}}^-\):
\[ J_{c_{w}} = \{ j \mid \bar{E}v(h_{s_{w}}) > \bar{E}v(h_{s_{w}}) & h_{w}(h_{s_{w}}) \geq h_{w}(h_{s_{w}}) \} \] (36)

(3) The weak DHHFLC\( S J_{c_{w}}^{w} \):
\[ J_{c_{w}}^{w} = \{ j \mid \bar{E}v(h_{s_{w}}) = \bar{E}v(h_{s_{w}}) & h_{w}(h_{s_{w}}) < h_{w}(h_{s_{w}}) \} \] (37)

These three DHHFLC\( S \)s indicate three distinct and decreasing extents of the concordance for the assertion "\( op_{r} \) is at least as good as \( op_{r}^{w} \)." Obviously, the distinction between \( J_{c_{w}}^{r} \) and \( J_{c_{w}}^{w} \) is caused by the HDD. A lower HDD denotes a high stability degree of the DHHFL; therefore, compared with \( J_{c_{w}}^{w} \), \( J_{c_{w}}^{w} \) represents a higher degree of concordance. According to Definition 3.2, a conclusion can easily be drawn that \( h_{s_{w}} \) is superior to \( h_{s_{w}} \) as long as \( \bar{E}v(h_{s_{w}}) > \bar{E}v(h_{s_{w}}) \). In other words, the expected value plays a more important role than the HDD when comparing two DHHFL. Hence, \( J_{c_{w}}^{w} \) indicates a higher degree of concordance than \( J_{c_{w}}^{w} \).

In the same manner, the DHHFLD\( S \) indicates a collection of criteria under which \( op_{r} \) is inferior to \( op_{r}^{w} \). It can be subdivided into three types, as shown below:

(1) The strong DHHFLD\( S J_{d_{w}}^{r} \):
\[ J_{d_{w}}^{r} = \{ j \mid \bar{E}v(h_{s_{w}}) < \bar{E}v(h_{s_{w}}) & h_{w}(h_{s_{w}}) > h_{w}(h_{s_{w}}) \} \] (38)

(2) The moderate DHHFLD\( S J_{d_{w}}^{w} \):
\[ J_{d_{w}}^{w} = \{ j \mid \bar{E}v(h_{s_{w}}) < \bar{E}v(h_{s_{w}}) & h_{w}(h_{s_{w}}) \leq h_{w}(h_{s_{w}}) \} \] (39)

(3) The weak DHHFLD\( S J_{d_{w}}^{w} \):
\[ J_{d_{w}}^{w} = \{ j \mid \bar{E}v(h_{s_{w}}) = \bar{E}v(h_{s_{w}}) & h_{w}(h_{s_{w}}) > h_{w}(h_{s_{w}}) \} \] (40)

In addition to the abovementioned conditions, there still stands a case where \( \bar{E}v(h_{s_{w}}) = \bar{E}v(h_{s_{w}}) \) and \( h_{w}(h_{s_{w}}) = h_{w}(h_{s_{w}}) \); the set of corresponding subscripts of these criteria is called the indifferent set, and can be defined as follows:
\[ J_{I_{w}} = \{ j \mid \bar{E}v(h_{s_{w}}) = \bar{E}v(h_{s_{w}}) & h_{w}(h_{s_{w}}) = h_{w}(h_{s_{w}}) \} \] (41)

4.4.2. The DHHFL Concordance and Discordance Index

In line with the abovementioned DHHFLC\( S \) and DHHFLD\( S \), for the assertion "the \( op_{s} \) is at least as good as the \( op_{r}^{w} \), the DHHFL concordance index (DHHFLCI) can be obtained by
\[
CI_{w} = \frac{\omega_{o}^{s} \times \sum_{s \in J_{c_{w}}^{s}} \sigma_{o} + \omega_{w}^{s} \times \sum_{s \in J_{c_{w}}^{w}} \sigma_{w} + \omega_{o}^{w} \times \sum_{s \in J_{c_{w}}^{o}} \sigma_{o} + \omega_{w}^{w} \times \sum_{s \in J_{c_{w}}^{w}} \sigma_{w}}{\sum_{s \in J_{c_{w}}} \sigma_{o}} ,
\]
(42)

where \( \sigma_{o} \) is the weight of the criterion \( cr_{o} \). \( \omega_{o}^{s} \), \( \omega_{w}^{s} \), \( \omega_{o}^{w} \), and \( \omega_{w}^{w} \) are the given position weights for the strong DHHFLC\( S \), moderate DHHFLC\( S \), weak DHHFLC\( S \), and DHHFL indifferent set, respectively. The DHHFLCI \( CI_{w} \) indicates the weighted superior degree of the alternative \( op_{s} \) over the alternative \( op_{r} \), and \( CI_{w} \in [0,1] \). Then, we can construct the DHHFL concordant matrix as follows:
\[
C = \begin{bmatrix}
- & CI_{12} & \cdots & CI_{1m} \\
CI_{21} & - & \cdots & CI_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
CI_{m1} & CI_{m2} & \cdots & -
\end{bmatrix}.
\]

Similarly, the DHHFL discordance index (DHHFLDI) of DHHFLDS can be given as
\[
D_{IL} = \frac{\max \left\{ \alpha_s^* \times \max_{c_i \notin D_{IL}} \left( \sigma_c \cdot hd(h_{s_{IL}}, h_{c_i}) \right), \alpha_s^* \times \max_{c_i \notin D_{IL}} \left( \sigma_c \cdot hd(h_{s_{IL}}, h_{c_i}) \right), \alpha_s^* \times \max_{c_i \notin D_{IL}} \left( \sigma_c \cdot hd(h_{s_{IL}}, h_{c_i}) \right) \right\}}{\max_j \left( \sigma_c \cdot hd(h_{s_{IL}}, h_{c_j}) \right)}
\]

where \( \sigma_c \) is the weight of the criterion \( c \), \( \alpha_s^* \), \( \alpha_s^* \), and \( \alpha_s^* \) are the given attitude weights for the strong DHHFLDS, moderate DHHFLDS, and weak DHHFLDS, respectively. \( \sigma_c \cdot \text{hd}(h_{s_{IL}}, h_{c_j}) \) denotes the Hamming distance between \( h_{s_{IL}} \) and \( h_{c_j} \), which can be obtained by Equation (6). The DHHFLDI \( D_{IL} \) represents the weighted inferior degree of the alternative \( s \) over the alternative \( s \), and \( D_{IL} \in [0,1] \).

4.4.3. Determine the Outranking Relations

When the DHHFL concordant matrix and the DHHFL discordant matrix are determined, we can define the critical value \( \bar{C} \) by taking the mean value of all the elements in the DHHFL concordant matrix, which can be expressed by \( \bar{C} = \frac{\sum_{s=1}^{m} \sum_{i=1}^{m} CI_{si}}{m(m-1)} \). Then, making the comparisons between the elements in the DHHFL concordant set and the critical value \( \bar{C} \), respectively, the DHHFL concordant Boolean matrix can be obtained as follows:
\[
B_c = \begin{bmatrix}
- & bc_{12} & \cdots & bc_{1m} \\
bc_{21} & - & \cdots & bc_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
bc_{m1} & bc_{m2} & \cdots & -
\end{bmatrix},
\]

where the element \( bc_{si} \) can only be 0 or 1, and when \( CI_{si} \geq \bar{C} \), \( bc_{si} = 1 \); otherwise, \( bc_{si} = 0 \). \( bc_{si} = 1 \) means that the alternative \( s \) outranks the alternative \( s \) from the perspective of concordance.

Similarly, a marginal value can be given by the average of all of the elements in the DHHFL discordant matrix, presented by \( \bar{D} = \frac{\sum_{s=1}^{m} \sum_{i=1}^{m} DI_{si}}{m(m-1)} \). Then, the discordant Boolean matrix is defined as below:
\[
B_d = \begin{bmatrix}
- & bd_{12} & \cdots & bd_{1m} \\
bd_{21} & - & \cdots & bd_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
bd_{m1} & bd_{m2} & \cdots & -
\end{bmatrix},
\]
where the element \( bd_a \) can only be 0 or 1, and when \( DL_a < DB \), \( bd_a = 1 \); otherwise, \( bd_a = 0 \). \( bd_a = 1 \) indicates that the alternative \( op_a \) is not inferior to the alternative \( op_i \) from the perspective of discordance.

Then, to show the overall outranking relations between the alternatives, a comprehensive Boolean matrix \( B \) can be defined by making a multiplication of the Boolean matrices \( B_c \) and \( B_d \), which can be expressed as \( B = [bc_x \times bd_x]_{\text{max}} = [b_{ij}]_{\text{max}} \). Obviously, only when \( bc_{ij} \) and \( bd_{ij} \) are both assigned a value of 1, \( b_{ij} = 1 \), which means that the option \( op_i \) strictly outranks the option \( op_j \).

### 4.4.4. Draw the Outranking Graph

According to the comprehensive Boolean matrix \( B \) obtained in the last section, an outranking graph \( G = (V, L) \) can be depicted to concisely show the outranking relations between alternatives and to help the DM choose the most desirable alternative. In the graph, \( V \) is a set of vertices and each vertex represents an alternative, \( L \) indicates the set of directed edges connecting the vertices, and each arc shows the outranking relation between the two alternatives at either end of it. There are two situations of the directed arcs between two alternatives \( op_i \) and \( op_j \): (1) The directed edge is from \( op_i \) to \( op_j \), which indicates that \( op_i \) outperforms \( op_j \); (2) when the two alternatives \( op_i \) and \( op_j \) are incomparable, there is no arc between the two corresponding vertices.

In general, the symmetric positions in the matrix \( B \) should be complementary, as the relation of strictly outranking cannot be mutual. In other words, there should be and merely is one arc between any two vertices in the outranking graph. However, owing to the subjectivity of the threshold selection, the symmetric positions in the comprehensive Boolean matrix \( B \) are not always complementary, which makes it impossible to compare the two schemes. To handle this issue, Lin et al. [36] proposed the following method to revise the Boolean matrices.

Let \( B \) be a comprehensive matrix obtained by the multiplication of the Boolean matrices \( B_c \) and \( B_d \) in component form. When the elements \( B_{st} = B_{st} = 0 \) or \( B_{st} = B_{st} = 1 \), which implies that the elements in the corresponding positions in \( B_c \) and \( B_d \) satisfy the condition: \( bc_{st} \times bd_{st} = 0 \) and \( bc_{st} \times bd_{st} = 0 \), or \( bc_{st} \times bd_{st} = 1 \) and \( bc_{st} \times bd_{st} = 1 \). Hence, there is no arc between the two alternatives in the outranking graph, which means that they are incomparable. In such cases, we set \( B_{st} = 1, B_{st} = 0 \), which indicates that \( op_s \) weakly outranks \( op_i \) when \( bc_{st} \times bd_{st} = 1 \) and \( bc_{st} \times bd_{st} = 1 \).

### 4.4.5. The Decision-Making Procedures

On the basis of the above description, the procedure of the presented expected-HDD-based ELECTRE II method can be given as follows:

**Step 1:** Obtain the decision matrices \( R^{(g)} = \left[ h_{gw}^{(g)} \right]_{w=1} \) \((g = 1, 2, \ldots, g) \) provided by the invited experts. Set the attitude (position) weights of the strong, moderate, and weak DHHFLS, the DHHFL indifference set, and the strong, moderate, and weak DHHFLDS, represented as \( \omega_w^0, \omega_w^m, \omega_w^{s^0}, \omega_w^{s^m}, \omega_w^{w^0}, \) and \( \omega_w^{w^m} \), respectively.

**Step 2:** Calculate the DM’s weight \( w^{(g)}_\xi (\xi = 1, 2, \ldots, n; g = 1, 2, \ldots, g) \) regarding each attribute by means of the method defined in Section 3.3.

**Step 3:** Calculate the criteria’s weight \( \sigma_j (j = 1, 2, \ldots, n) \) based on the optimization model and obtain the overall decision matrix \( \bar{R} = \left[ \bar{h}_{gw} \right]_{w=1} \).

**Step 4:** Compute the expected value and HDD of the DHHFLEs in the final matrix \( \bar{R} \) as
\[
\hat{E}_v(\tilde{h}_{s_i}) = \frac{1}{\Delta h_{s_i}} \sum_{r=1}^{\Delta h_{s_i}} I(\xi_{r, s_i}) \tag{48},
\]

\[
\hat{h}_\sigma(\tilde{h}_{s_i}) = \frac{\Delta h_{s_i} - 1}{2\varepsilon} \sqrt{\frac{1}{\Delta h_{s_i}} \sum_{r=1}^{\Delta h_{s_i}} (I(\xi_{r, s_i}) - \hat{E}_v(\tilde{h}_{s_i}))^2} \tag{49},
\]

where \( \Delta h_{s_i} \) is the count of elements in \( \tilde{h}_{s_i} \).

Step 5: Construct the strong, moderate, and weak DHHFLCS by Equations (35)–(37), the strong, moderate, and weak DHHFLDS by Equations (38)–(40), and the DHHFL indifferent set by Equation (41).

Step 6: Calculate the DHHFLCI of any pair of alternatives by Equation (42) to establish the DHHFL concordant matrix \( C = [C_{j,i}]_{n \times n} \).

Calculate the DHHFLDI of any pair of alternatives by Equation (43) to establish the DHHFL discordant matrix \( D = [D_{j,i}]_{n \times n} \).

Step 7: Calculate the critical value as \( \bar{C} = \sum_{j=1}^{n} \sum_{i=1}^{n} C_{j,i} / m(m-1) \) and construct the DHHFL concordant Boolean matrix \( B_C \).

Calculate the marginal value as \( \bar{D} = \sum_{j=1}^{n} \sum_{i=1}^{n} D_{j,i} / m(m-1) \) and construct the DHHFL discordant Boolean matrix \( B_D \).

Step 8: Establish the comprehensive Boolean matrix \( B \) and then depict the outranking graph based on the matrix.

If there is no arc between two vertices in the graph, locate the corresponding symmetrical positions in \( B \) where the elements may be not complementary. Then, revise the elements of the same positions in the matrices \( B_C, B_D, \) and \( B \), and further redraw the outranking graph with the arcs of weak outranking.

To make the decision-making processes of the proposed expected-HDD-based ELECTRE II method clearer, a flowchart is summarized, as shown in Figure 2.

![Figure 2. The decision-making process.](image-url)
The processes of weight-determination in Figure 2 can be redefined as in Figure 3 and Figure 4, respectively.

**Figure 3.** Determine the decision maker’s (DM’s) weight.

**Figure 4.** Determine the criteria’s weight.

5. Numerical Example: E-Government Outsourcer Selection
5.1. Application Background

E-government outsourcing (EGO), also known as IT Service Outsourcing in government, is not only a kind of government service outsourcing, but is also an IT outsourcing, which aims to relieve the pressure on government departments and provide more professional service for the public. In the process of government informatization, the government entrusts part or all of the e-government project construction, daily operation, and maintenance, as well as related services, to a professional IT outsourcing service provider to improve the quality of e-government. From the perspective of outsourcing details, the EGO can be divided into the following four categories:

1. Overall outsourcing of IT resources: The outsourcer should provide government departments with a full set of IT system planning, procurement, implementation, operation and maintenance, consulting, and training services.
2. Single IT technology outsourcing: The government will selectively outsource some processes of IT projects, such as network construction, hardware equipment maintenance, and single software development, to the IT service provider.
3. Maintenance outsourcing: The government outsources the maintenance service of the established business system to enjoy the service of professional technical strength.
4. Apart from the abovementioned outsourcing contents, EGO should also include project planning, program design, partner determination, training, and other content.

In short, outsourcing can cover the whole life cycle of e-government projects from planning to implementation, from supervision to the final operation and maintenance. To ensure the service quality and preferably save manpower and material resources, it is vital to effectively pick the outsourcer in the process of EGO, which is an MCDM problem involving multiple experts and criteria. Our proposed method can not only describe the preference of experts more accurately, but can also deal with the non-compensatory problem of criteria, which has significant advantages in solving the MCGDM problem. Thus, in the following, we apply this novel approach to a practical outsourcing selection problem in the process of EGO.

5.2. Problem Characteristics

Due to the aging system, a city government is willing to develop a new public opinion feedback system. To reduce the IT cost and improve service quality as much as possible, the government decided to resort to an IT outsourcing provider to purchase the IT service. After the first round of bidding, five alternate outsourcers stand out: $op_1$: Digital China Information Service Company Ltd; $op_2$: AsiaInfo; $op_3$: DOUPLES; $op_4$: Neusoft; $op_5$: ChinasoftInternational. After comprehensively discussing in a departmental meeting, the government picked four experts to evaluate the given alternatives under the five critical criteria shown in Table 2. The expert vectors are represented as $E = \{e_1, e_2, e_3, e_4\}$ and criteria vectors as $C = \{c_{r_1}, c_{r_2}, c_{r_3}, c_{r_4}, c_{r_5}\}$, in which the weights of experts and criteria are completely unknown.

| Critical attribute | Description |
|--------------------|-------------|
| Economics ($c_{r_1}$) | This index refers to the developing cost of the outsourcer. |
| Operability ($c_{r_2}$) | This criterion is based on the available degree of the system. |
| Stability ($c_{r_3}$) | This criterion depends on the compressive ability and flexibility. |
| Market share ($c_{r_4}$) | This index can reflect the visibility and reliability of the company. |
| User experience ($c_{r_5}$) | This refers to the feedback from the previous users. |
In the process of evaluation, the experts employ the DHHFLFLE to describe their opinion, where the first-hierarchy LTS is \( S = \{ \xi_1, \xi_2, \xi_3, \xi_4, \xi_5 \} = \{ \text{terrible, pretty, bad, moderate, well, pretty, well, perfect} \} \), and the corresponding second-hierarchy LTUs are shown in Figure 1.

5.3. Decision-Making Procedure

Step 1: Firstly, we preset the position weights of the strong, moderate, and weak DHHFLFLE, the DHHFLFLE indifferent set, and the strong, moderate, and weak DHHFLFLE as \( \tilde{w} = (\omega'_1, \omega''_1, \omega''''_1, \omega'_2, \omega''_2, \omega''''_2) = (1, 0.8, 0.6, 1, 0.9, 0.7, 0.6) \). The decision matrices of each expert are given respectively as follows:

\[
\mathbf{R}^{(1)} = \begin{bmatrix} \xi_1 \xi_2 \xi_3 \xi_4 \xi_5 \end{bmatrix} = \begin{bmatrix}
\xi_{10}, \xi_{10}, \xi_{10}, \xi_{10}, \xi_{10} \\
\xi_{20}, \xi_{20}, \xi_{20}, \xi_{20}, \xi_{20} \\
\xi_{30}, \xi_{30}, \xi_{30}, \xi_{30}, \xi_{30} \\
\xi_{40}, \xi_{40}, \xi_{40}, \xi_{40}, \xi_{40} \\
\xi_{50}, \xi_{50}, \xi_{50}, \xi_{50}, \xi_{50}
\end{bmatrix}
\]

\[
\mathbf{R}^{(2)} = \begin{bmatrix} \xi_1 \xi_2 \xi_3 \xi_4 \xi_5 \end{bmatrix} = \begin{bmatrix}
\xi_{10}, \xi_{10}, \xi_{10}, \xi_{10}, \xi_{10} \\
\xi_{20}, \xi_{20}, \xi_{20}, \xi_{20}, \xi_{20} \\
\xi_{30}, \xi_{30}, \xi_{30}, \xi_{30}, \xi_{30} \\
\xi_{40}, \xi_{40}, \xi_{40}, \xi_{40}, \xi_{40} \\
\xi_{50}, \xi_{50}, \xi_{50}, \xi_{50}, \xi_{50}
\end{bmatrix}
\]

\[
\mathbf{R}^{(3)} = \begin{bmatrix} \xi_1 \xi_2 \xi_3 \xi_4 \xi_5 \end{bmatrix} = \begin{bmatrix}
\xi_{10}, \xi_{10}, \xi_{10}, \xi_{10}, \xi_{10} \\
\xi_{20}, \xi_{20}, \xi_{20}, \xi_{20}, \xi_{20} \\
\xi_{30}, \xi_{30}, \xi_{30}, \xi_{30}, \xi_{30} \\
\xi_{40}, \xi_{40}, \xi_{40}, \xi_{40}, \xi_{40} \\
\xi_{50}, \xi_{50}, \xi_{50}, \xi_{50}, \xi_{50}
\end{bmatrix}
\]

\[
\mathbf{R}^{(4)} = \begin{bmatrix} \xi_1 \xi_2 \xi_3 \xi_4 \xi_5 \end{bmatrix} = \begin{bmatrix}
\xi_{10}, \xi_{10}, \xi_{10}, \xi_{10}, \xi_{10} \\
\xi_{20}, \xi_{20}, \xi_{20}, \xi_{20}, \xi_{20} \\
\xi_{30}, \xi_{30}, \xi_{30}, \xi_{30}, \xi_{30} \\
\xi_{40}, \xi_{40}, \xi_{40}, \xi_{40}, \xi_{40} \\
\xi_{50}, \xi_{50}, \xi_{50}, \xi_{50}, \xi_{50}
\end{bmatrix}
\]

Step 2: Calculate the DM’s weight \( w^{(j)}_i (\xi = 1, 2, 3, 4, 5, \theta = 1, 2, 3, 4) \) regarding each attribute using the method defined in Section 3.3.

Step 2.1: Transform the decision matrices \( \mathbf{R}^{(j)} (\theta = 1, 2, 3, 4) \) into \( \mathbf{Q}^{(j)} (\xi = 1, 2, 3, 4, 5) \) as follows:

\[
\mathbf{Q}^{(1)} = \begin{bmatrix} \xi_1 \xi_2 \xi_3 \xi_4 \xi_5 \end{bmatrix} = \begin{bmatrix}
\xi_{10}, \xi_{10}, \xi_{10}, \xi_{10}, \xi_{10} \\
\xi_{20}, \xi_{20}, \xi_{20}, \xi_{20}, \xi_{20} \\
\xi_{30}, \xi_{30}, \xi_{30}, \xi_{30}, \xi_{30} \\
\xi_{40}, \xi_{40}, \xi_{40}, \xi_{40}, \xi_{40} \\
\xi_{50}, \xi_{50}, \xi_{50}, \xi_{50}, \xi_{50}
\end{bmatrix}
\]

\[
\mathbf{Q}^{(2)} = \begin{bmatrix} \xi_1 \xi_2 \xi_3 \xi_4 \xi_5 \end{bmatrix} = \begin{bmatrix}
\xi_{10}, \xi_{10}, \xi_{10}, \xi_{10}, \xi_{10} \\
\xi_{20}, \xi_{20}, \xi_{20}, \xi_{20}, \xi_{20} \\
\xi_{30}, \xi_{30}, \xi_{30}, \xi_{30}, \xi_{30} \\
\xi_{40}, \xi_{40}, \xi_{40}, \xi_{40}, \xi_{40} \\
\xi_{50}, \xi_{50}, \xi_{50}, \xi_{50}, \xi_{50}
\end{bmatrix}
\]

\[
\mathbf{Q}^{(3)} = \begin{bmatrix} \xi_1 \xi_2 \xi_3 \xi_4 \xi_5 \end{bmatrix} = \begin{bmatrix}
\xi_{10}, \xi_{10}, \xi_{10}, \xi_{10}, \xi_{10} \\
\xi_{20}, \xi_{20}, \xi_{20}, \xi_{20}, \xi_{20} \\
\xi_{30}, \xi_{30}, \xi_{30}, \xi_{30}, \xi_{30} \\
\xi_{40}, \xi_{40}, \xi_{40}, \xi_{40}, \xi_{40} \\
\xi_{50}, \xi_{50}, \xi_{50}, \xi_{50}, \xi_{50}
\end{bmatrix}
\]

\[
\mathbf{Q}^{(4)} = \begin{bmatrix} \xi_1 \xi_2 \xi_3 \xi_4 \xi_5 \end{bmatrix} = \begin{bmatrix}
\xi_{10}, \xi_{10}, \xi_{10}, \xi_{10}, \xi_{10} \\
\xi_{20}, \xi_{20}, \xi_{20}, \xi_{20}, \xi_{20} \\
\xi_{30}, \xi_{30}, \xi_{30}, \xi_{30}, \xi_{30} \\
\xi_{40}, \xi_{40}, \xi_{40}, \xi_{40}, \xi_{40} \\
\xi_{50}, \xi_{50}, \xi_{50}, \xi_{50}, \xi_{50}
\end{bmatrix}
\]
Step 2.2: Obtain the support degrees of \( h_{i\alpha}(p) \) \((p = 1, 2, 3, 4)\) from \( h_{i\alpha}(q) \) \((q = 1, 2, 3, 4; q \neq p)\) using the Equation (19). For example, the support degrees of \( h_{i\alpha}(1) \) from \( h_{i\alpha}(q) \) \((q = 2, 3, 4)\) under the criterion \( \alpha_1 \) are shown in Table 3.

Table 3. The support degrees of \( h_{i\alpha}(1) \) from \( h_{i\alpha}(q) \) \((q = 2, 3, 4)\).

| \( \text{sup}(h_{i\alpha}(1), h_{i\alpha}(q)) \) | \( q = 2 \) | \( q = 3 \) | \( q = 4 \) |
|-----------------|--------|--------|--------|
| \( i = 1 \)     | 0.9722 | 0.8333 | 0.8889 |
| \( i = 2 \)     | 1      | 0.9444 | 0.7778 |
| \( i = 3 \)     | 0.9167 | 0.7778 | 0.9444 |
| \( i = 4 \)     | 0.9444 | 0.8333 | 0.8056 |
| \( i = 5 \)     | 0.8611 | 1      | 0.8889 |

Step 2.3: Calculate the total support degree \( T(h_{i\alpha}(p)) \) of \( h_{i\alpha}(p) \) \((p = 1, 2, 3, 4)\) using the following function:

\[
T(h_{i\alpha}(p)) = \sum_{q=1}^{p} \text{sup}(h_{i\alpha}(p), h_{i\alpha}(q)), i = 1, 2, ..., m; \xi = 1, 2, ..., n.
\]  

The total support degree matrix can be given as below:

\[
T^{(1)} = \begin{bmatrix}
2.69444 & 2.69444 & 2.41667 & 2.47222 \\
2.72222 & 2.72222 & 2.61111 & 2.27778 \\
2.58333 & 2.58333 & 2.30556 & 2.36111 \\
2.58333 & 2.47222 & 2.58333 & 2.52778 \\
2.75 & 2.47222 & 2.75 & 2.52778
\end{bmatrix}
\]

\[
T^{(2)} = \begin{bmatrix}
2.97222 & 2.97222 & 2.97222 & 2.91667 \\
2.94444 & 2.83333 & 2.94444 & 2.94444 \\
1.89815 & 2.62037 & 2.58333 & 2.62037 \\
2.58333 & 2.80556 & 2.75 & 2.80556 \\
2.90741 & 2.90741 & 2.83333 & 2.87037
\end{bmatrix}
\]

\[
T^{(3)} = \begin{bmatrix}
2.86111 & 2.86111 & 2.80556 & 2.86111 \\
2.91667 & 2.91667 & 2.91667 & 2.75 \\
2.94444 & 2.94444 & 2.94444 & 2.83333 \\
2.88889 & 2.88889 & 2.77778 & 2.88889
\end{bmatrix}
\]
Step 2.4: Take the sum of elements in each column of $T^{(i)}$ and obtain the overall support degree of each expert regarding the criterion $c_{E_i}$. The results are shown as follows:

\[
\begin{align*}
\lambda_1^{(1)} &= 13.3889; \lambda_1^{(2)} = 13; \lambda_1^{(3)} = 12.7222; \lambda_1^{(4)} = 12.3333; \\
\lambda_2^{(1)} &= 13.3056; \lambda_2^{(2)} = 14.1389; \lambda_2^{(3)} = 14.0833; \lambda_2^{(4)} = 14.1574; \\
\lambda_3^{(1)} &= 14.6111; \lambda_3^{(2)} = 14.6111; \lambda_3^{(3)} = 14.4444; \lambda_3^{(4)} = 14.3333; \\
\lambda_4^{(1)} &= 14.3611; \lambda_4^{(2)} = 14.3611; \lambda_4^{(3)} = 14.1944; \lambda_4^{(4)} = 14.5833; \\
\lambda_5^{(1)} &= 14.5648; \lambda_5^{(2)} = 14.4609; \lambda_5^{(3)} = 14.6019; \lambda_5^{(4)} = 14.4907.
\end{align*}
\]

Step 2.5: Obtain each DM's weight regarding to the criterion $c_{E_i}$, and the consequences are presented below.

\[
\begin{align*}
w_1^{(1)} &= 0.26026; w_1^{(2)} = 0.2527; w_1^{(3)} = 0.2473; w_1^{(4)} = 0.23974; \\
w_2^{(1)} &= 0.23894; w_2^{(2)} = 0.25391; w_2^{(3)} = 0.2591; w_2^{(4)} = 0.25424; \\
w_3^{(1)} &= 0.25192; w_3^{(2)} = 0.25192; w_3^{(3)} = 0.24904; w_3^{(4)} = 0.24713; \\
w_4^{(1)} &= 0.25418; w_4^{(2)} = 0.25418; w_4^{(3)} = 0.25123; w_4^{(4)} = 0.24041; \\
w_5^{(1)} &= 0.25104; w_5^{(2)} = 0.24753; w_5^{(3)} = 0.25168; w_5^{(4)} = 0.24976.
\end{align*}
\]

Step 3: Calculate the criterion's weight $\sigma_j (j = 1, 2, 3, 4, 5)$ based on the optimization model and obtain the overall decision matrix $R = [h_{ij}]_{5 \times 5}$.

After getting each expert's weight regarding each attribute, we can obtain the overall weighted matrix $R$:

\[
R = [h_{ij}]_{5 \times 5} = \left[ \begin{array}{ccccc} 
\{\xi_{10,20,30,40,50}\} & \{\xi_{22,20,40,50,60}\} & \{\xi_{10,20,30,40,50}\} & \{\xi_{10,10,20,30,40}\} & \{\xi_{20,30,40,50,60}\} \\
\{\xi_{10,20,30,40,50}\} & \{\xi_{10,20,30,40,50}\} & \{\xi_{10,20,30,40,50}\} & \{\xi_{10,20,30,40,50}\} & \{\xi_{20,30,40,50,60}\} \\
\{\xi_{10,20,30,40,50}\} & \{\xi_{10,20,30,40,50}\} & \{\xi_{10,20,30,40,50}\} & \{\xi_{10,20,30,40,50}\} & \{\xi_{20,30,40,50,60}\} \\
\{\xi_{10,20,30,40,50}\} & \{\xi_{10,20,30,40,50}\} & \{\xi_{10,20,30,40,50}\} & \{\xi_{10,20,30,40,50}\} & \{\xi_{20,30,40,50,60}\} \\
\{\xi_{10,20,30,40,50}\} & \{\xi_{10,20,30,40,50}\} & \{\xi_{10,20,30,40,50}\} & \{\xi_{10,20,30,40,50}\} & \{\xi_{20,30,40,50,60}\} \\
\end{array} \right]
\]

Step 3.1: Obtain the DHHFL positive ideal solution (DHHFL-PIS) and the DHHFL negative ideal solution (DHHFL-NIS) by Equations (25) and (26), respectively.

\[
\begin{align*}
h_{i+} &= (\{\xi_{20,30,40,50,60}\}, \{\xi_{20,30,40,50,60}\}, \{\xi_{20,30,40,50,60}\}, \{\xi_{20,30,40,50,60}\}, \{\xi_{20,30,40,50,60}\}); \\
h_{i-} &= (\{\xi_{0,0,0,0,0}\}, \{\xi_{0,0,0,0,0}\}, \{\xi_{0,0,0,0,0}\}, \{\xi_{0,0,0,0,0}\}, \{\xi_{0,0,0,0,0}\}).
\end{align*}
\]

Step 3.2: Calculate the Hamming distance $hd(h_{i+}, h_{i-}) (i = 1, 2, \ldots, m; j = 1, 2, \ldots, n)$. What follows are the results of the calculation.

| $hd(h_{i+}, h_{i-})$ | $j = 1$ | $j = 2$ | $j = 3$ | $j = 4$ | $j = 5$ |
|----------------------|---------|---------|---------|---------|---------|
| $i = 1$              | 0.1903  | 0.099   | 0.1587  | 0.0725  | 0.0526  |
| $i = 2$              | 0.0797  | 0.258   | 0.2425  | 0.166   | 0.1441  |
| $i = 3$              | 0       | 0.3307  | 0.5296  | 0.4188  | 0.3350  |
| $i = 4$              | 0.4247  | 0       | 0       | 0       | 0       |
| $i = 5$              | 0.2071  | 0.0894  | 0.138   | 0.0846  | 0.0522  |

Step 3.3: Calculate the Hamming distance $hd(h_{i+}, h_{i-}) (i = 1, 2, \ldots, m; j = 1, 2, \ldots, n)$. The results are shown in Table 5.
Table 5. The distance between the evaluation and the DHHFL negative ideal solution (DHHFL-NIS).

|          | $j = 1$ | $j = 2$ | $j = 3$ | $j = 4$ | $j = 5$ |
|----------|---------|---------|---------|---------|---------|
| $i = 1$  | 0.2343  | 0.2317  | 0.3711  | 0.3462  | 0.3206  |
| $i = 2$  | 0.345   | 0.0727  | 0.2871  | 0.2528  | 0.1909  |
| $i = 3$  | 0.4247  | 0.0       | 0.0      | 0.0      | 0.0      |
| $i = 4$  | 0.3307  | 0.5296  | 0.4188  | 0.3350  |         |
| $i = 5$  | 0.2176  | 0.2413  | 0.3916  | 0.3342  | 0.3309  |

Step 3.4: Establish the optimization model and obtain the weight vector of the criteria.

$$
(M) \begin{array}{c}
\max H = \sum_{i=1}^{3} \sum_{j=1}^{3} \left( \frac{d_{ij}(h_{x_i}, h_{y_i}^+)}{d_{ij}(h_{x_i}, h_{y_i}^-)} \times \sigma_j \right) \\
\text{s.t.} \sum_{j=1}^{3} \sigma_j = 1, \sigma_j \in \mathbb{N}, j = 1, 2, \ldots, n
\end{array}
$$

Solving the model M, we can obtain the weight of each criterion as follows:

$$
\sigma'_{1} = 0.4327; \sigma'_{2} = 0.3104; \sigma'_{3} = 0.5595; \sigma'_{4} = 0.4789; \sigma'_{5} = 0.4171.
$$

Using Equation (21) to standardize them, we can obtain:

$$
\sigma_1 = 0.1968; \sigma_2 = 0.1412; \sigma_3 = 0.2545; \sigma_4 = 0.2178; \sigma_5 = 0.1897.
$$

Then, we can get the following final decision matrix:

$$
\mathbf{R} = \begin{bmatrix}
\sigma_{1x} & \sigma_{2x} & \sigma_{3x} & \sigma_{4x} & \sigma_{5x} \\
\sigma_{1y} & \sigma_{2y} & \sigma_{3y} & \sigma_{4y} & \sigma_{5y}
\end{bmatrix}
$$

Step 4: Compute the expected value and HDD of the DHHFLEs in the final matrix $\mathbf{R}$.

Table 6. The expected value $\hat{E}_v(\overline{h}_{x_i})$.

|          | $j = 1$ | $j = 2$ | $j = 3$ | $j = 4$ | $j = 5$ |
|----------|---------|---------|---------|---------|---------|
| $i = 1$  | 0.2318  | 0.2316  | 0.3062  | 0.3013  | 0.2969  |
| $i = 2$  | 0.3110  | 0.1526  | 0.2522  | 0.2388  | 0.2081  |
| $i = 3$  | 0.6571  | 0.1253  | 0.1182  | 0.1257  | 0.1286  |
| $i = 4$  | 0.1282  | 0.5270  | 0.6116  | 0.3707  | 0.3017  |
| $i = 5$  | 0.2227  | 0.2357  | 0.3216  | 0.2919  | 0.3083  |

Table 7. The hesitant deviation degree $h\sigma(\overline{h}_{x_i})$.

|          | $j = 1$ | $j = 2$ | $j = 3$ | $j = 4$ | $j = 5$ |
|----------|---------|---------|---------|---------|---------|
| $i = 1$  | 0.0019  | 0.0031  | 0.0032  | 0.0012  | 0.0056  |
| $i = 2$  | 0.0016  | 0.0034  | 0.0042  | 0.0013  | 0.0023  |
| $i = 3$  | 0.0191  | 0.0019  | 0.0021  | 0.0023  | 0.0017  |
| $i = 4$  | 0.0004  | 0.0372  | 0.0307  | 0.0018  | 0.0   |
| $i = 5$  | 0.0013  | 0.0009  | 0.0029  | 0.0012  | 0.0065  |

Step 5: Construct the matrices of strong, moderate, and weak DHHFLCS, which are represented as $J^e$, $J^m$, and $J^s$, and shown as.
Establish the matrices of strong, moderate, and weak DHHFLDS, denoted as $Jd'$, $Jd''$, and $Jd'''$, respectively.

$$Jd' = \left[ J_{d'} \right]_{3 \times 5} = \begin{bmatrix} \{2,3,4\} & \{1\} \\ \{2,3,4\} & \{1\} \\ \{2,3,4\} & \{1\} \end{bmatrix}$$

$$Jd'' = \left[ J_{d''} \right]_{3 \times 5} = \begin{bmatrix} \{2,3,4,5\} & \{1\} & \{4\} \\ \{2,3,4,5\} & \{1\} & \{4\} \\ \{2,3,4,5\} & \{1\} & \{4\} \end{bmatrix}$$

$$Jd''' = \left[ J_{d'''} \right]_{3 \times 5} = \begin{bmatrix} \{2,3,4\} & \{1\} & \{2,3,4\} & \{1\} & \{2,3,4\} \\ \{2,3,4\} & \{1\} & \{2,3,4\} & \{1\} & \{2,3,4\} \\ \{2,3,4\} & \{1\} & \{2,3,4\} & \{1\} & \{2,3,4\} \end{bmatrix}$$

Similarly, the DHHFL indifferent set is shown as

$$J^* = \left[ J_{d^*} \right]_{3 \times 5} = \begin{bmatrix} \{2,3,4\} & \{1\} & \{2,3,4\} & \{1\} & \{2,3,4\} \\ \{2,3,4\} & \{1\} & \{2,3,4\} & \{1\} & \{2,3,4\} \\ \{2,3,4\} & \{1\} & \{2,3,4\} & \{1\} & \{2,3,4\} \end{bmatrix}$$

Step 6: Calculate the DHHFLCI of any pair of alternatives and establish the DHHFL concordant matrix $C = \left[ CI_{d^*} \right]_{3 \times 5}$ as follows:

$$C = \left[ CI_{d^*} \right]_{3 \times 5} = \begin{bmatrix} - & 0.7652 & 0.6426 & 0.1575 & 0.3711 \\ 0.1575 & - & 0.6426 & 0.1575 & 0.1575 \\ 0.1575 & 0.1575 & - & 0.1575 & 0.1575 \\ 0.6805 & 0.6805 & 0.6805 & - & 0.4908 \\ 0.5474 & 0.7652 & 0.6708 & 0.3092 & - \end{bmatrix}$$
Calculate the DHHFLDI of any pair of alternatives to establish the DHHFL discordant matrix

\[
D = [D_{ij}]_{m \times n} = \begin{bmatrix}
- & 0.1228 & 0.1378 & 0.1781 & 0.1961 \\
0.1392 & - & 0.1378 & 0.1710 & 0.1587 \\
0.0787 & 0.0689 & - & 0.1662 & 0.0834 \\
0.0467 & 0.0673 & 0.1378 & - & 0.0446 \\
0.0901 & 0.1215 & 0.1378 & 0.1772 & -
\end{bmatrix}
\]

Step 7: Compute the critical value, we can obtain

\[
\bar{C} = \sum_{i=1}^{m} \sum_{j=1}^{n} C_{ij} / m(m-1) = 0.4253. \tag{54}
\]

Then, further construct the DHHFL concordant Boolean matrix \(B_c\) as:

\[
B_c = [bc_{ij}]_{5 \times 5} = \begin{bmatrix}
- & 1 & 1 & 0 & 0 \\
0 & - & 1 & 0 & 0 \\
0 & 0 & - & 0 & 0 \\
1 & 1 & 1 & - & 1 \\
1 & 1 & 1 & 0 & -
\end{bmatrix}
\]

Calculate the marginal value as

\[
\bar{D} = \sum_{i=1}^{m} \sum_{j=1}^{n} D_{ij} / m(m-1) = 0.1253. \tag{55}
\]

Further construct the DHHFL discordant Boolean matrix \(B_d\) as:

\[
B_d = [bd_{ij}]_{5 \times 5} = \begin{bmatrix}
- & 1 & 0 & 0 & 0 \\
0 & - & 0 & 0 & 0 \\
1 & 1 & - & 0 & 1 \\
1 & 1 & 0 & - & 1 \\
1 & 1 & 0 & 0 & -
\end{bmatrix}
\]

Step 8: Establish the comprehensive Boolean matrix \(B\) as:

\[
B = [bc_{ij} \times bd_{ij}]_{5 \times 5} = \begin{bmatrix}
- & 1 & 0 & 0 & 0 \\
0 & - & 0 & 0 & 0 \\
0 & 0 & - & 0 & 0 \\
1 & 1 & 0 & - & 1 \\
1 & 1 & 0 & 0 & -
\end{bmatrix}
\]

Based on the matrix, the outranking graph can be depicted as below:

![Figure 5. The strongly outranking graph.](image-url)
As shown in Figure 5, there are no arcs between \( o_{p_3} \) and other options, which means that the corresponding elements in symmetrical positions of \( B \) are not complementary. Thus, in the following, we are going to locate the positions and sign them with “\(^\wedge\)”; then, we can have

\[
B = \begin{bmatrix}
-1 & \hat{0} & 0 & 0 \\
0 & -\hat{0} & 0 & 0 \\
\hat{0} & \hat{0} & -\hat{0} & 0 \\
1 & 1 & \hat{0} & -1 \\
1 & 1 & \hat{0} & 0 & -
\end{bmatrix}.
\]

Then, the corresponding positions in matrices \( B_c \) and \( B_d \) are rebuilt as:

\[
B_c = \begin{bmatrix}
-1 & 1 & 1 & 0 & 0 \\
0 & -1 & 1 & 0 & 0 \\
0 & 0 & -1 & 1 & -1 \\
1 & 1 & 1 & 0 & -
\end{bmatrix},
\]

\[
B_d = \begin{bmatrix}
0 & 0 & 0 & 0 & 1 \\
-1 & 1 & -1 & 1 & 1 \\
0 & -1 & -1 & 1 & 1 \\
1 & 1 & 1 & 0 & -
\end{bmatrix}.
\]

Accordingly, the updated \( B \) can be given as:

\[
B = \begin{bmatrix}
-1 & 1 & 1 & 0 & 0 \\
0 & -1 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 \\
1 & 1 & 1 & -1 & 1 \\
1 & 1 & 1 & 0 & -
\end{bmatrix}.
\]

Then, the outranking graph is redrawn and shown in Figure 6.

Step 8: Rank the alternatives according to the final outranking graph: \( o_{p_4} > o_{p_5} > o_{p_2} > o_{p_3} > o_{p_1} \).

6. Comparative Analysis

6.1. Effectiveness Analysis

Considering that our weight-determination method for experts is motivated by the PA operator, thus, in the following, we extend the method based on the weighted PA operator [46] into the DHHFL environment to deal with the problem of IT outsourcer selection provided in the Section 4.2. The double hierarchy hesitant fuzzy linguistic power average (DHHFLPA) operator is firstly defined as follows:

**Definition 5.1.** Given a collection of DHHFLEs \( h_{c_w} (c = 1,2,\ldots,n) \), the definition of the DHHFLPA operator is given as follows:
DHHFLPA(h_{x_1}, h_{x_2}, \ldots, h_{x_n}) = \sum_{a=1}^{n} \frac{1 + T(h_{x_a})}{\sum_{i=1}^{n} 1 + T(h_{x_i})} h_{x_a},

(56)

where \( T(h_{x_a}) = \sum_{j=1}^{n} \text{Sup}(h_{x_a}, h_{x_j}) \), with \( \text{Sup}(h_{x_a}, h_{x_j}) \) being the support level of \( h_{x_a} \) from \( h_{x_j} \), which satisfies three characteristics:

1. \( \text{Sup}(h_{x_a}, h_{x_j}) \in [0, 1] \);
2. \( \text{Sup}(h_{x_a}, h_{x_j}) = \text{Sup}(h_{x_j}, h_{x_a}) \);
3. \( \text{Sup}(h_{x_a}, h_{x_j}) \geq \text{Sup}(\overline{h_{x_a}}, \overline{h_{x_j}}) \), if \( d(h_{x_a}, h_{x_j}) \leq d(\overline{h_{x_a}}, \overline{h_{x_j}}) \), where \( d(h_{x_a}, h_{x_j}) \) is the distance between \( h_{x_a} \) and \( h_{x_j} \).

Similarly, the double hierarchy hesitant fuzzy linguistic weighted power average (DHHFLWPA) operator can be defined as:

**Definition 5.2** Given a collection of DHHFLEs \( h_{x_j} (c = 1, 2, \ldots, n) \), the definition of the DHHFLWPA operator is given as follows:

\[
\text{DHHFLWPA}(h_{x_1}, h_{x_2}, \ldots, h_{x_n}) = \sum_{a=1}^{n} \frac{\alpha_a (1 + T(h_{x_a}))}{\sum_{i=1}^{n} \alpha_i (1 + T(h_{x_i}))} h_{x_a},
\]

(57)

where \( T(h_{x_a}) = \sum_{j=1}^{n} \text{Sup}(h_{x_a}, h_{x_j}) \), with \( \text{Sup}(h_{x_a}, h_{x_j}) \) being the support level of \( h_{x_a} \) from \( h_{x_j} \). In this paper, we use Equation (19) to calculate the support degrees of DHHFLEs.

For convenience, we still use the weight-determination method given in this paper to determine the weights of experts and criteria. Then, referring to the method proposed by Wei et al., the rest of the steps are shown as follows.

Using the DHHFLWPA operator to aggregate the elements in the matrix \( R \), we derive the overall evaluation value of each alternative as:

\[
\begin{align*}
\overline{h}_{34} &= \{ \xi_{0<1,10>}, \xi_{0<1,20>}, \xi_{0<2,10>}, \xi_{0<2,20>}, \xi_{0<3,10>}, \xi_{0<3,20>}, \xi_{0<3,30>}, \xi_{0<3,40>}, \xi_{0<3,50>}, \xi_{0<3,60>}, \xi_{0<3,70>}, \xi_{0<3,80>}, \xi_{0<3,90>}, \xi_{0<3,100>} \}; \\
\overline{h}_{35} &= \{ \xi_{0<1,10>}, \xi_{0<1,20>}, \xi_{0<2,10>}, \xi_{0<2,20>}, \xi_{0<3,10>}, \xi_{0<3,20>}, \xi_{0<3,30>}, \xi_{0<3,40>}, \xi_{0<3,50>}, \xi_{0<3,60>}, \xi_{0<3,70>}, \xi_{0<3,80>}, \xi_{0<3,90>}, \xi_{0<3,100>} \}; \\
\overline{h}_{36} &= \{ \xi_{0<1,10>}, \xi_{0<1,20>}, \xi_{0<2,10>}, \xi_{0<2,20>}, \xi_{0<3,10>}, \xi_{0<3,20>}, \xi_{0<3,30>}, \xi_{0<3,40>}, \xi_{0<3,50>}, \xi_{0<3,60>}, \xi_{0<3,70>}, \xi_{0<3,80>}, \xi_{0<3,90>}, \xi_{0<3,100>} \}; \\
\overline{h}_{37} &= \{ \xi_{0<1,10>}, \xi_{0<1,20>}, \xi_{0<2,10>}, \xi_{0<2,20>}, \xi_{0<3,10>}, \xi_{0<3,20>}, \xi_{0<3,30>}, \xi_{0<3,40>}, \xi_{0<3,50>}, \xi_{0<3,60>}, \xi_{0<3,70>}, \xi_{0<3,80>}, \xi_{0<3,90>}, \xi_{0<3,100>} \};
\end{align*}
\]

(58)

We calculate the expected value and the HDD of the overall evaluation \( \overline{h}_{3i} (i = 1, 2, 3, 4, 5) \), and rank the alternatives based on the proposed comparison. The result is shown in Table 8.

**Table 8.** The ranking result obtained by the double hierarchy hesitant fuzzy linguistic weighted power average (DHHFLWPA) operator.

| Method | \( h_\sigma(\overline{h}_{3i}) \) | \( \overline{E}(\overline{h}_{3i}) \) | Ranking |
|--------|------------------|------------------|---------|
| h_\sigma(\overline{h}_{31}) | 0.7958 | 0.0043 |
| h_\sigma(\overline{h}_{32}) | 0.7311 | 0.005 |
| h_\sigma(\overline{h}_{33}) | 0.7212 | 0.0221 | \( op_3 > op_4 > op_2 > op_1 > op_5 \) |
| h_\sigma(\overline{h}_{34}) | 0.8962 | 0.0083 |
| h_\sigma(\overline{h}_{35}) | 0.8003 | 0.004 |

DHFLGPA operator
From Table 8, we can find that the ranking result obtained by the DHHFLWPA operator is the same as that obtained by the expected-HDD-ELECTRE II method. Therefore, the improved ELECTRE II method is proven to be effective and reasonable.

6.2. Superiority Analysis

In this section, under the DHHFL environment, two pairs of comparisons are provided to elucidate the advancement of the proposed expected-HDD-based ELECTRE II method, which are among the traditional ELECTRE II method [34], the positive and negative ideal-based ELECTRE II method presented by Liao et al. [42], and our newly presented method, respectively.

6.2.1. Comparison with the Traditional ELECTRE II Method

In the following, the traditional ELECTRE II method is applied to address the PSO selection issue provided in Section 4.2. Here, based on DHHFLCI and DHHFLDI, the strong outranking relation and weak ranking relation are defined as $O^+$ and $O^-$, respectively.

Let $c^-$, $c^0$ and $c^+$ represent three concordance degrees with $0 \leq c^- < c^0 < c^+ \leq 1$, and $d^-$ and $d^+$ denote the discordance degrees satisfying $0 \leq d^- < d^+ \leq 1$. Then, the strong outranking relations $op_5 O^+ op_1$ and $op_5 O^- op_1$ can be respectively given as follows:

(1) $op_5 O^+ op_1$ can be given as long as one of the following conditions is satisfied:

\[
\begin{align*}
&op_5 O^+ op_1 \quad \text{if } \begin{cases} 
Cl_{y_5} > Cl_{y_1} \\
Cl_{y_5} \geq c^+ \\
Dl_{y_5} \leq d^+
\end{cases}
\end{align*}
\]

(2) $op_5 O^- op_1$ can be established when the following conditions are satisfied:

\[
\begin{align*}
&op_5 O^- op_1 \quad \text{if } \begin{cases} 
Cl_{y_5} > Cl_{y_1} \\
Cl_{y_5} \geq c^- \\
Dl_{y_5} \leq d^+
\end{cases}
\end{align*}
\]

Here, we set the concordance degrees $(c^-, c^0, c^+) = (0.7, 0.6, 0.5)$ and the discordance degrees $(d^-, d^+) = (0.15, 0.3)$. Then, the outranking relation can be established in Table 9.

**Table 9.** The outranking relation between the alternate options.

| Alternatives | $op_1$ | $op_2$ | $op_3$ | $op_4$ | $op_5$ |
|--------------|--------|--------|--------|--------|--------|
| $op_1$       | -      | $O^+$  | $O^+$  | -      | -      |
| $op_2$       | -      | -      | $O^+$  | -      | -      |
| $op_3$       | -      | -      | -      | -      | -      |
| $op_4$       | $O^+$  | $O^+$  | $O^+$  | -      | -      |
| $op_5$       | $O^+$  | $O^+$  | $O^+$  | -      | -      |

In accord with the decision processes of the classical ELECTRE II, the strong and weak outranking graphs can be drawn as in Figure 7 and Figure 8, respectively.
Figure 7. The strong outranking graph.

Figure 8. The weak outranking graph.

According to the ranking algorithm, the calculated positive ranking \( r'(op) \) and reverse ranking \( r''(op) \) are shown in Table 10.

| Options | \( op_1 \) | \( op_2 \) | \( op_3 \) | \( op_4 \) | \( op_5 \) |
|---------|-----------|-----------|-----------|-----------|-----------|
| \( r'(op) \) | 2         | 3         | 4         | 1         | 1         |
| \( r''(op) \) | 3         | 2         | 1         | 4         | 4         |

Averaging the values of \( r'(op) \) and \( r''(op) \), we can obtain the final ranking result:

\[ op_4 \sim op_3 > op_1 > op_2 > op_5. \]

Focusing on the ranking result, we can find that \( op_4 \) is indifferent to \( op_3 \), while \( op_4 \) is superior to \( op_3 \) in the results of our proposed method, which indicates that the orthodox ELECTRE II method cannot accurately identify the subtle differences between the two schemes. Two reasons can account for this difference: (1) Influenced by the levels of concordance and discordance, the classical ELECTRE II method occupies a considerable subjectivity and is not insensitive to the subtle nuances between evaluations; (2) the newly proposed method takes the average of the overall CI as a critical value to define the concordant and discordant Boolean matrices, which is more objective and accurate. Hence, the presented expected-HDD-based ELECTRE II method is more sophisticated and reasonable compared to the classical ELECTRE II method.

6.2.2. Comparison with the Ideal-Based ELECTRE II Method
The ideal-based ELECTRE II method was initially introduced by Liao et al. [42], in which the division of concordant and discordant sets is based on the positive and negative ideal solutions. In the following, we are going to apply this method to rank the given IT service outsourcers. For the sake of conciseness, only the pivotal and particular step results are shown below.

Let \( \bar{h}_{s_j}^* \) and \( \bar{h}_{s_j}^- \) be the DHHFL-PIS and DHHFL-NIS of the final decision matrix \( \bar{R} \), respectively. According to the definition of the ideal solution introduced in Ref. [33], we can obtain

\[
\bar{h}_{s_j}^* = \{ \xi_{-1-0,0,0,0,0}, \xi_{0,0,0,0,0}, \xi_{0,0,0,0,0}, \xi_{0,0,0,0,0}, \xi_{0,0,0,0,0}, \xi_{0,0,0,0,0}, \xi_{0,0,0,0,0}, \xi_{0,0,0,0,0}, \xi_{0,0,0,0,0}, \xi_{0,0,0,0,0} \},
\]

\[
\bar{h}_{s_j}^- = \{ \xi_{-2-0,0,0,0,0}, \xi_{0,0,0,0,0}, \xi_{0,0,0,0,0}, \xi_{0,0,0,0,0}, \xi_{0,0,0,0,0}, \xi_{0,0,0,0,0}, \xi_{0,0,0,0,0}, \xi_{0,0,0,0,0}, \xi_{0,0,0,0,0}, \xi_{0,0,0,0,0} \}.
\]

Next, we calculate the distance between the DHHFLEs in \( \bar{R} \) with those in \( \bar{h}_{s_j}^* \) and \( \bar{h}_{s_j}^- \); the results are shown in Table 11 and Table 12, respectively.

| Table 11. The distance between the DHHFL elements (DHHFLEs) in \( \bar{R} \) and \( \bar{h}_{s_j}^* \). |
|---|---|---|---|---|---|
| \( d(\bar{h}_{s_j}, \bar{h}_{s_j}^*) \) | \( j = 1 \) | \( j = 2 \) | \( j = 3 \) | \( j = 4 \) | \( j = 5 \) |
| \( s = 1 \) | 0.4253 | 0.2954 | 0.3054 | 0.0695 | 0.0319 |
| \( s = 2 \) | 0.3461 | 0.3744 | 0.3594 | 0.1319 | 0.1207 |
| \( s = 3 \) | 0 | 0.4018 | 0.4933 | 0.2450 | 0.2001 |
| \( s = 4 \) | 0.5289 | 0 | 0 | 0 | 0.0271 |
| \( s = 5 \) | 0.4345 | 0.2913 | 0.2900 | 0.0788 | 0.0205 |

| Table 12. The distance between the DHHFLEs in \( \bar{R} \) and \( \bar{h}_{s_j}^- \). |
|---|---|---|---|---|---|
| \( d(\bar{h}_{s_j}, \bar{h}_{s_j}^-) \) | \( j = 1 \) | \( j = 2 \) | \( j = 3 \) | \( j = 4 \) | \( j = 5 \) |
| \( s = 1 \) | 0.1036 | 0.1064 | 0.1879 | 0.1756 | 0.1682 |
| \( s = 2 \) | 0.1828 | 0.0274 | 0.1339 | 0.1132 | 0.0794 |
| \( s = 3 \) | 0.5289 | 0 | 0 | 0 | 0 |
| \( s = 4 \) | 0 | 0.4018 | 0.4933 | 0.2450 | 0.1731 |
| \( s = 5 \) | 0.0944 | 0.1104 | 0.2034 | 0.1662 | 0.1796 |

Then, the relative distance \( \bar{d} \), defined in [33], can be obtained by the following equation:

\[
\bar{d} = \frac{d(\bar{h}_{s_j}, \bar{h}_{s_j}^-)}{d(\bar{h}_{s_j}, \bar{h}_{s_j}^*) + d(\bar{h}_{s_j}, \bar{h}_{s_j}^-))}.
\]

The corresponding calculated results are presented in Table 13.

| Table 13. The relative distance between the DHHFLEs in \( \bar{R} \) and the ideal solution. |
|---|---|---|---|---|---|
| \( \bar{d} \) | \( j = 1 \) | \( j = 2 \) | \( j = 3 \) | \( j = 4 \) | \( j = 5 \) |
| \( s = 1 \) | 0.1959 | 1.1253 | 0.7849 | 1.1257 | 0.7953 |
| \( s = 2 \) | 0.6282 | 1.7919 | 1.1182 | 1.1257 | 1.1286 |
| \( s = 3 \) | 1.9932 | 2.1253 | 2.1182 | 2.1257 | 2.1286 |
| \( s = 4 \) | 2.1282 | 1.6938 | 1.0256 | 0.1257 | 1.1286 |
| \( s = 5 \) | 1.1282 | 1.1253 | 0.7849 | 1.1257 | 0.7953 |
On the basis of the partition rules of the concordant and discordant sets, we can obtain the corresponding strong, moderate, and weak concordant sets, the strong, moderate, and weak discordant sets, and the indifferent sets, respectively.

Similarly to our proposed approach, the next step is to reckon on the DHHFLCI and DHHFLDI and to compare them to the critical values $\bar{C}$ and $\bar{D}$. Then, we can get the concordant and discordant Boolean matrices as

$$B_C = \left[ \begin{array}{cccc}
-1 & 1 & 0 & 0 \\
0 & -1 & 0 & 0 \\
1 & 0 & -1 & 1 \\
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 \\
\end{array} \right], \quad B_D = \left[ \begin{array}{cccc}
1 & 1 & 0 & -1 \\
1 & 1 & 0 & -1 \\
1 & 1 & 0 & -1 \\
1 & 0 & 0 & -1 \\
\end{array} \right].$$

Then, the overall matrix can be given as

$$B = \left[ bc \times bd \right]_{5 \times 5} = \left[ \begin{array}{cccc}
-0 & 0 & 0 & 0 \\
0 & -0 & 0 & 0 \\
1 & 0 & -0 & 1 \\
1 & 0 & -1 & 0 \\
1 & 0 & 0 & 0 \\
\end{array} \right].$$

Finally, the outranking graph is drawn as in Figure 9.

![Figure 9. The outranking graph.](image)

| Method                        | Ranking                      |
|-------------------------------|------------------------------|
| Proposed method              | $op_3 > op_2 > op_1 > op_5 > op_4$ |
| The ideal-based ELECTRE II method | $op_3 > op_5 > op_4$; $op_1$, $op_4$ and $op_3$, $op_5$ are incomparable. |

As seen in Table 14, the ranking results obtained by the ideal-based ELECTRE II method are distinct from those derived by the expected-HDB-based ELECTRE II approach. In particular, the relation between $op_2$, $op_3$, and $op_5$, $op_4$ is indeterminate in Figure 9, which can be explicitly determined by our proposed method. Next, two main reasons are given for this inconsistency:

(1) The ideas or the core points of these two methods are somewhat distinct. The ideal-based ELECTRE II method introduced by Liao et al., as the name implies, is an improved ELECTRE II method based on the ideal solution. The method believes that the smaller the difference with PIS and, simultaneously, the greater the difference with NIS, the more positive the evaluation value is, which is reasonable to some extent. However, without taking the variance into account, the determination of the ideal solution is apt to be influenced by the extreme value, which can be illustrated by the following example.
Example 3. Suppose that \( h_{s_{ij}} = \{\xi_{1-d_{ij,1}}, \xi_{1-d_{ij,2}}\} \) and \( h_{s_{ik}} = \{\xi_{1-d_{ik,1}}, \xi_{1-d_{ik,2}}\} \) are the evaluation values of the options \( o_{p_{i}} \) and \( o_{p_{k}} \) under the criterion \( c_{rj} \). According to the definition of the ideal solution introduced by Liao, Yang, and Xu in 2018, we can obtain 
\[
h_{s_{ij}}^* = \{\xi_{1-d_{ij,1}}, \xi_{2-d_{ij,2}}\},
\]
\[
h_{s_{ik}}^- = \{\xi_{2-d_{ik,1}}, \xi_{1-d_{ik,2}}\},
\]
\[
d(h_{s_{ij}}^*, h_{s_{ik}}^-) = d(h_{s_{ij}}^*, h_{s_{ik}}^-) = 0.139,
\]
and 
\[
d(h_{s_{ij}}^*, h_{s_{ik}}^-) = d(h_{s_{ij}}^*, h_{s_{ik}}^-) = 0.139.
\]
On the basis of the idea of the ideal-based ELECTRE II method, it can be concluded that \( o_{p_{i}} \) is indifferent with \( o_{p_{k}} \) under the attribute \( c_{rj} \). Nonetheless, in line with the comparison rule of DHHFLEs, \( o_{p_{i}} \) is actually superior to \( o_{p_{k}} \) owing to its smaller (hesitant) deviation degree.

Obviously, the ranking result obtained by the ideal-based method may be inaccurate under situations similar to the abovementioned. Instead, our proposed method is based on the improved comparison rule of DHHFLEs, which is well considered and proven to be accurate.

(2) Compared to the ELECTRE II method introduced by Liao et al., our proposed method can address such issues where there are pairs of alternatives that are incomparable or the differences between them are not conspicuous. This is because our proposed method can locate the unreasonable position in the Boolean matrix and modify it; then, the weak outranking relation between the corresponding alternatives can be established. However, the ideal-based ELECTRE II method ignores the weak priority relation between two seemingly incomparable solutions. From a problem-solving perspective, our primary task is to determine the priority relationship between the two options, not the degree of priority between them. Hence, our presented method is more practical and effective than the ideal-based ELECTRE II method.

In a word, by virtue of the expected values and the HDDs of the evaluations, our presented method can take both the hesitant degree and the deviation degree into consideration and can eliminate the effect of the unreasonable value. In addition, it can identify the weak outranking relation between actions that are seemingly incomparable or where the differences between them are not conspicuous. Therefore, the proposed method is more reasonable and applicable to practice than some existing ELECTRE II methods.

7. Conclusions

With the deepening of the fourth industrial revolution, operations/production, supply-chain, management, and governance, as well as products and services, will be increasingly transformed and reshaped [47–49]. In this process, outsourcing public services has become an effective means for the government to improve service quality and reduce operating costs. In the process of outsourcing, choosing the most appropriate service provider is a pivotal issue for governments. By extending the ELECTRE II method to the DHHFL environment, we proposed a novel expected-HDD-based ELECTRE II method to tackle the PSO selection problem. The core content of this paper is shown as follows:

1. A new comparison method for DHHFLEs is proposed based on the definition of the expected value and the HDD of a DHHFLE, through which the magnitude relationship between any two alternatives under a specific criterion can be clearly determined.
2. Motivated by the PA operator, we present the support degree of a DHHFLE and put forward a novel weight-determination method for experts with respect to each criterion. In addition, based on the multi-objective optimization, a weight-determination method for criteria is introduced to handle the case where the criterion’s weights are completely unknown.
3. Combining the new comparison method and the weight-determination methods for experts and criteria, an improved DHHFL-ELECTRE II is constructed to deal with the problem of PSO selection. In addition, from the perspective of information form and decision-making processes, our method has universality in dealing with MCDM problems, and provides a simple, efficient, and convenient way to address the individual preferences of DMs.
4. Comparisons between the proposed method and existing methods, such as the method based on the PA operator, the classical ELECTRE II method, and the ideal-based ELECTRE II method, are given to illustrate that our method can identify more reasonable outcomes than the existing methods.

For the direction of our future research, our ideas are as follows: Firstly, for the DHHFLTS, the semantic difference between two adjacent linguistic terms is equal, which cannot reflect the preferences of DMs. Hence, we are going to conduct an in-depth study of unbalanced DHLTS [50]. Secondly, taking the psychology of people into account, we will consider a combination of regret theory [51] for multi-attribute decision making and using the regret–rejoicing function, which aims at reducing the regret value of experts, to measure the performance of alternatives.
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