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Abstract. This paper mainly introduces automatic driving schemes and algorithms for formula racing car. Formula racing is a good platform for testing the extreme performance of vehicles, but there is a risk of harming the drivers. We propose an automatic driving scheme to avoid such problems. The solution we proposed integrates three modules: environment perception, path planning and vehicle control. Using lidar, camera and GPS/INS integrated navigation as sensors, an innovative data fusion method is proposed. This paper proposes a new path planning method, which uses Delaunay triangulation and topological map-based path search and evaluation to obtain the best path. Finally, a control model based on pure pursuit algorithm is used to control the vehicle precisely. This scheme is proved to have high accuracy and good robustness by simulation analysis and multiple vehicle tests. The proposed solution has good portability, and it can also be applied to the field of unmanned passenger cars, robots and drones after appropriate modifications.

1. Introduction

Formula racing provides a platform for testing the extreme performance and stability of vehicles, and is also a vane for the development of the automotive industry. The automatic formula car provides a new solution for the research and testing of autonomous driving. In certain scenarios, high speed and sharp corner pose a challenge to the stability and accuracy of the autonomous driving system. Therefore, the research on the automatic driving formula car is of great significance to the implementation of automatic driving technology.

This paper introduces an automatic driving scheme for formula racing, covering environment perception, path planning, and vehicle control. The obstacles of formula cars are usually cones of different colors. This solution obtains the position of the obstacle by Euclidean clustering processing on the lidar point cloud data. The TensorFlow-based residual network ResNet is used to process the camera image for target detection. The GPS integrated navigation system based on Kalman filter is used to obtain information such as the position and speed of the car. The data of the three sensors are merged into a unified coordinate system to obtain the relationship between the car and the external environment. The obstacle space is divided into regular triangles by the Delaunay triangulation algorithm, and the cost function is set to evaluate the path according to the topological map generated by each side of the triangle to find the best path. Afterwards, a control method based on pure pursuit algorithm is used to control the front wheel angle and speed of the vehicle to complete automatic driving. The whole system is developed based on ROS which has a specific loose coupling and we can flexibly add various modules according to need.
2. Environment perception and data fusion

2.1. Euclidean clustering of radar point cloud

Neural network and Euclidean clustering are two common methods for processing radar point cloud data. The accuracy of the neural network is slightly higher, but it also takes up more computer resources. Since we will use the camera to make more detailed confirmation of the obstacles after the point cloud processing, the Euclidean clustering processing that takes up less resources has a greater advantage.

The principle of Euclidean clustering is to calculate the distance between two points in the point cloud data, set the points whose distance is less than the set threshold as one class, and iteratively calculate until the distance between all the points outside the class and the points in the class is greater than the threshold. The nearest neighbor query algorithm based on KD-Tree is an important preprocessing method to accelerate the Euclidean clustering algorithm. The algorithm flow is shown in Figure 1.

![Figure 1. Flow chart of Euclidean clustering principle.](image)

Since Euclidean clustering cannot reflect the geometric characteristics of objects, and it will be interfered by ground points during the clustering process, which increases the difficulty of camera recognition. Thus, it is necessary to remove ground points by random sampling algorithm before Euclidean clustering.

2.2. Target recognition based on deep learning

2.2.1. ResNet principle

Repeatedly superimposing the neural network will not increase the accuracy of the network, but will decrease its accuracy, as shown in Figure 2. Due to the existence of the degradation problem, the output result of too deep network is even worse than that of shallow network. The residual network can solve this problem. The deeper the residual network, the better the effect on the training set.

The residual is the difference between the actual observation and the estimated value (fitting value) in mathematical statistics. If the regression model is correct, we can regard the residual as the error observation. For example, if you want to find an x such that $f(x)=b$, given an estimated value of $x_0$, the residual is $b-f(x_0)$, and the error is $x-x_0$.

ResNet has become easier to optimize by adding shortcut connections. Several layers of networks containing a shortcut connections are called a residual block, as shown in Figure 3.
Figure 2. Training error (a) and test error (b) of the "simple" network with 20 and 56 layers on CIFAR-10.

In fact, ResNet is not the first model to use shortcut connections. Highway Networks has introduced gated shortcut connections. These parameterized gates control the amount of information flowing through the shortcut. ResNet can be considered as a special case of Highway Network, so the solution space of Highway Network contains ResNet, so its performance should be at least as good as ResNet. However, in fact, the performance of Highway Network is not better than that of ResNet, which shows that maintaining the smooth flow of these gradient highways is more important than obtaining a larger solution space. According to this idea, through a pre-activated variant of the residual block, the gradient can reach the previous layer through the fast connection in the model without any obstacle, as shown in Figure 4.

The advantage of ResNet is that it is easy to build, convenient to design a network suitable for various visual recognition tasks in various situations, and it overcomes the degradation problem caused by the deepening of the network layer. It greatly improves the recognition accuracy of the neural network, so our driverless formula car chooses ResNet as the vision algorithm.

2.2.2 Neural network training and detection
We use a large number of obstacle pictures in different environmental backgrounds and different weather conditions, and expand the training data by rotating, transforming, and distorting the images. Classify them according to their characteristics to complete the production of the data set. After training, we get the weight of ResNet. The neural network reads this weight and recognizes the input image, determines the color of the obstacle and determines whether it is a cone. We verify the network structure and the weights obtained, and the results show that the recognition accuracy rate reaches 96%, which meets our design requirements.
2.3. Sensor data fusion

2.3.1 Joint calibration of radar and camera

Regarding the joint calibration of radar and camera, it is mainly divided into two parts, internal parameter determination and external parameter determination. The external parameter calibration needs to use the camera internal parameters. The camera internal parameters are given by the projection matrix and distortion parameters. We use the MATLAB camera calibration toolbox to calculate them.

When an object is imaged on a picture, the object in the radar coordinate system in the real world is first rotated and translated, then transferred to the camera's 3D coordinate system, and then the object is projected onto the picture through the camera's internal parameters. Equation (1) is the rotation matrix and the translation matrix.

\[
\begin{bmatrix}
    r_1 & r_2 & r_3 & x_t \\
    r_4 & r_5 & r_6 & y_t \\
    r_7 & r_8 & r_9 & z_t \\
    0 & 0 & 0 & 1
\end{bmatrix}
= \begin{bmatrix} R & T \end{bmatrix}
\]

(1)

After introducing the distortion model to correct the entire imaging process, it can be described by equation (2).

\[
\begin{cases}
    r_2 = u^2 + v^2 \\
    u' = u(1 + k_1 r^2 + k_2 r^4) + [2p_1 u v + p_2 (r^2 + 2u^2)] \\
    v' = v(1 + k_1 r^2 + k_2 r^4) + [p_1 (r^2 + 2v^2) + 2p_2 u v]
\end{cases}
\]

(2)

According to the pinhole model and distortion model of the camera, the radar point cloud is projected onto the picture, and the external camera parameters can be obtained by observing the overlap of the point cloud on the picture with the background and continuously adjusting the parameters in the rotation and translation matrix. After testing, the external parameters meet the accuracy requirements.

2.3.2 Joint calibration of radar and GPS integrated navigation

Due to the difference in the installation positions of the two sensors, the translation and rotation matrices in equation (1) are used to unify the information of the two into a coordinate system. However, because the orientation of the two sensors has a spatial angle \(\omega\), the position error of obstacles will accumulate regularly over time due to the existence of the angle \(\omega\) during the racing process, as shown in Figure 6. We propose a method of optimization calculation based on MATLAB. We record the location information of obstacles during driving, and establish an error evaluation function based on the least square method. After that, we will substitute \(\omega\) into the evaluation function and calculate within a certain angle range. When the accumulation of position error is the smallest, \(\omega\) at this time can be considered as the correct spatial angle.

3. Path planning

3.1. Delaunay triangulation and path evaluation

First, we use the triangulation algorithm to discretize the obstacle space. Then, the tree of possible paths is grown through discretization features. Finally, all paths and track boundaries are evaluated and calculated through the cost function, and the path with the lowest cost is selected. Due to the limited range of the sensors, we only plan a certain length of path each time, and update the path according to the new obstacle observation results and the frequency of sensor data fusion. In order to avoid wasting computer resources, we trim the paths that obviously do not meet the requirements when looking for a path. The planning result is shown in Figure 6.
3.2. Bowyer-Watson algorithm
First, construct a super triangle, including all the scattered points, and put it into the triangle linked list. After that, the scattered points in the point set are sequentially inserted, and the triangle whose circumcircle contains the insertion point is found in the triangle linked list, which is called the influence triangle of the point. Delete the common edge of the influence triangle, and connect the insertion point with all the vertices of the influence triangle, thus the insertion of a point in the Delaunay triangle linked list is completed. According to the optimization criterion, the newly formed triangle is optimized. Put the formed triangle into the Delaunay triangle list. Repeat until all the scattered points are inserted. This is the simplest and most widely used algorithm for Delaunay triangulation.

3.3. Cost function design
In order to guide the algorithm to find the best path, we designed multiple cost items and added constraints such as vehicle kinematics and track rules. The five cost items are normalized, squared, weighted and finally added to get the path cost. Then we obtain the path and its corresponding track boundary estimate. The path estimation algorithm based on this cost function has been extensively tested under various track layout conditions. The test results show that only when the car deviates from the real track seriously will there be 4.3% prediction errors. The result clearly shows the robustness of the algorithm.

4. Control model based on pure pursuit algorithm
Pure pursuit algorithm is a calculation method based on geometric principles. It can be used to calculate the arc trajectory that the vehicle travels from the current position to the target point in motion. The principle is shown in Figure 7.

$$\theta = \arctan \frac{2H (P_x \cos \psi_x - \sqrt{L^2 - P_y^2 \sin \psi_x})}{L^2}$$ (3)

After calculation, the front wheel angle of the pure pursuit model is shown in equation (3). It shows that when the vehicle deviates from the planned path by a certain distance, the pure pursuit method determines the next expected steering angle through the current lateral deviation, the current heading angle and the forward-looking distance. From the derivation of the pure pursuit model, the forward looking distance L is related to the vehicle speed v, the control period T, the heading error and the position error, and the vehicle body speed v and the control period T have the greatest influence.

5. Conclusion
In this paper, we detailed the design scheme of the self-driving formula car and provided a new method for research and testing of unmanned driving. In the environmental perception part, we use radar, camera and GPS integrated navigation for data fusion; in the path planning part, we obtain a...
reasonable path through Delaunay triangulation and path evaluation; in the control part, we use the control model based on pure pursuit algorithm to control the vehicle accurately. Simulation analysis and multiple vehicle tests have confirmed the feasibility of the scheme. Based on the current results, afterwards, we will focus on more accurate sensor data matching, reduce the delay of the perception system, and determine more accurate relationship between forward-looking distance and vehicle speed in the pure pursuit model.
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