Abstract

Recognizing the flow of time in a story is a crucial aspect of understanding it. Prior work related to time has primarily focused on identifying temporal expressions or relative sequencing of events, but here we propose computationally annotating each line of a book with wall clock times, even in the absence of explicit time-descriptive phrases. To do so, we construct a data set of hourly time phrases from 52,183 fictional books. We then construct a time-of-day classification model that achieves an average error of 2.27 hours. Furthermore, we show that by analyzing a book in whole using dynamic programming of breakpoints, we can roughly partition a book into segments that each correspond to a particular time-of-day. This approach improves upon baselines by over two hours. Finally, we apply our model to a corpus of literature categorized by different periods in history, to show interesting trends of hourly activity throughout the past. Among several observations we find that the fraction of events taking place past 10 P.M jumps past 1880 - coincident with the advent of the electric light bulb and city lights.

1 Introduction

The flow of time is an indispensable guide for our actions, and provides a framework in which to see a logical progression of events. Just as in real life, the clock provides the background against which literary works play out: when characters wake, eat, and act. In most works of fiction, the events of the story take place during recognizable time periods over the course of the day. Recognizing a story’s flow through time is essential to understanding the text.

In this paper, we try to capture the flow of time through novels by attempting to recognize what time of day each event in the story takes place at.
Our contributions\(^1\) in this paper include:

- **Literary Time Reference Dataset** — We build a clean data resource containing all explicit time references in a dataset of 52,183 novels whose full text is available via Project Gutenberg (Gutenberg, n.d.) and the HathiTrust Digital Library\(^2\). The times extracted via regular expressions generally do not include AM or PM designations, so we build models to predict the AM/PM label for a window of text with the best model achieving an accuracy of 86.3\% at this task.

- **Models for Local Time Prediction** — We develop three language-based models to forecast the time (on the military hour scale from 0 to 23) from local text windows. This task is distinguished from typical regression problems in that time is periodic: thus the difference between 23:00 and 1:00 is the same as that between 10:30 and 12:30. We treat this task as a 24-class classification problem, with our strongest model (based on BERT) achieving an average error of 2.27 hours.

- **Global Time-Flow Analysis in Novels** — Predictions of time signals from local text features are doomed to be of bounded accuracy because, as previously detailed, books contain relatively rare explicit time references. Significant episodes typically require several pages to present, so we anticipate times to hold constant through large segments of text, and then proceed in a forward direction.

  We define an optimization criteria to partition texts into coherent time windows, and provide an efficient dynamic programming algorithm, which reduces the average absolute prediction error by over an hour against baselines.

- **Historical Trends in Hourly Activities** — By analyzing times extracted from our corpus of novels and the lifespan of its authors, we can identify how waking periods and peak times of activity have changed over the past two hundred years. In particular, we demonstrate that the fraction of events in novels taking place after 10 PM has grown steadily since 1880 — a tribute to the power of the electric light. Characters rose with the sun far more often in the agrarian society of old. Contemporary characters spend more time at lunch and less

\(^1\)Code and links to dataset can be found at [https://github.com/allenkim/what-time-is-it](https://github.com/allenkim/what-time-is-it)

\(^2\)[www.hathitrust.org](http://www.hathitrust.org)
at dinner than their forebearers.

Our paper is organized as follows. We first discuss related works in temporal analysis and NLP for fiction (Section 2). We then describe our data collection process, specifically how we extracted temporal expressions along with some analysis of the phrases (Section 3). We then describe how the time-of-day models were constructed and their evaluations (Section 4). With these models, we show our book-length prediction algorithms and their corresponding metrics as well (Section 5). Finally, we present a trend of time activity over history based on our book-length prediction algorithm (Section 6).

2 Related Works

Work related to temporal analysis stems back to foundations in logic, which defined time in the context of sets and relations (Bruce, 1972; Allen, 1983). Less formally, we associate time with events (Setzer and Gaizauskas, 2000) and indeed most recent work has similarly approached understanding time in the context of events.

There has been much work done on temporal event analysis, primarily in the areas of identifying time phrases as well as extracting temporal relations between them (Pustejovsky et al., 2005; Bramsen et al., 2006; Chambers et al., 2007; Bethard and Martin, 2007; Lapata and Lascarides, 2006). Standards have been set up to properly categorize what kind of phrases are considered to be “time phrases” (Pustejovsky et al., 2003), and methods using regular expressions (Mani and Wilson, 2000; Strögen and Gertz, 2010) as well as machine learning approaches (Mani et al., 2006; Min et al., 2007; UzZaman and Allen, 2010) have been used to parse these expressions. Looking more broadly, there has also been much work done in understanding a document’s time dimension, which can involve determining when the document was created/published (De Jong et al., 2005; Garcia-Fernandez et al., 2011) or determining the time in which the contents of the story is focused on (Jatowt et al., 2013) or analyzing dates in German literature (Fischer and Strögen, 2015).

Not only are we interested in just time, we are interested in time in the context of literature. There is a vast field of research in analyzing literature such as sentiment analysis of plot (Alm and Sproat, 2005; Mohammad, 2013; Elsner, 2012; Reagan et al., 2016; Jockers, 2015). Since time is inherently connected to events, we also refer to literature in parsing literary events within books as well (Ahn, 2006; Liao and Grishman, 2010; Li et al., 2013; Feng et al., 2018; Sims et al., 2019). Within literature, we are also interested in the activities of humans over history. For example, electric lighting began to become more popularized in the form of lightbulbs and city lights in the 1880s (DiLaura, 2008), and with electric lighting, people can more readily be active during the night. Prior to then, we are inclined to believe that people were not as active late at night.

3 Dataset Preparation

We initially started with a dataset of 10,489 Gutenberg books as well as 97,772 HathiTrust books, which were filtered to be English fiction (Underwood, 2016), but these contained numerous duplicates of the same book as well as duplicates between the Gutenberg dataset. These were deduplicated based on title and author similarity for a resulting count of 52,183 unique books over both sets. For the sake of completeness, we present results in this paper that use Gutenberg and HathiTrust books independently.

Regarding the format of the data, the Gutenberg books are provided as a raw text files and were cleaned to strip headers and front matter. The HathiTrust books were provided as a folder of text files representing pages. These were preprocessed to strip headers using the HathiTrust Research Center RunningHeaders tool as well as to separate out the body of the book from its front and back matter (McConnaughey et al., 2017). We also performed further preprocessing to split them into paragraphs, sentences, and tokens. Among the preprocessing tasks, the most important task was to annotate which tokens belong to time phrases. This was done using SUTime library (Chang and Manning, 2012) to tag time terms, which uses a regular expression based approach. In particular, we focused on times that pinpointed hours within a day such as “two o’clock” or “noon”. The library provides the terms as well as the time it can be translated to.

Table 1 shows the number of time tokens for every hour. The first two columns show the number of time references that can be determined down

3https://github.com/htrc/HTRC-Tools-RunningHeaders-Python
Table 1: Number of time examples by hour. The most frequent explicit time references are to noon and midnight.

| Hour | Gutenberg A.M. | Gutenberg P.M. | HathiTrust A.M. | HathiTrust P.M. |
|------|---------------|----------------|-----------------|-----------------|
| 0    | 21,810        | 21,646         | 123,214         | 121,649         |
| 1    | 1,038         | 315            | 29,582          | 1,696           |
| 2    | 1,337         | 661            | 7,330           | 3,582           |
| 3    | 1,139         | 965            | 6,060           | 4,867           |
| 4    | 911           | 1032           | 5,133           | 5,150           |
| 5    | 645           | 720            | 4,053           | 3,693           |
| 6    | 754           | 562            | 4,316           | 3,125           |
| 7    | 531           | 495            | 3,421           | 2,602           |
| 8    | 698           | 596            | 3,950           | 3,401           |
| 9    | 657           | 587            | 3,795           | 3,468           |
| 10   | 745           | 661            | 3,952           | 3,897           |
| 11   | 410           | 460            | 2,055           | 2,737           |

Table 2: Top three hours for select feature words, consistent with common experience.

| Word | Top three hours |
|------|-----------------|
| breakfast | 7, 8, 6         |
| bright | 10, 11, 12     |
| sun | 12, 13, 11     |
| lunch | 12, 13, 11     |
| park | 15, 16, 11     |
| dinner | 18, 19, 13     |
| dark | 23, 0, 1       |
| moon | 23, 0, 1       |

3.1 Associating Words with Hours of the Day

We now want to determine how closely related a word is to a particular hour. To do so, we define a scoring function that takes in a word and hour, and outputs a score between 0 and 1 representing how closely related the word is to that hour. As examples, we would expect the word “lunch” and the hour 12 to have a high score and the word “dinner” and the hour “8” to have a low score.

Scoring Description

Intuitively, we want to measure how surprised we are when observing the frequency of word in the context of a hourly phrase versus the frequency of the word in any standard text. For a given word and hour, we look at the frequency of the word within the hour’s bag of words and compare it to the standard normalized frequency of the word in all of our dataset. We model the occurrence of the word as a geometric distribution with probability equal to the standard normalized frequency, and thus, we can score each word by using their frequencies within the bag of words and using a binomial cumulative distribution function to find a corresponding likelihood.

Formally, for a given word $w$ and hour $h$, let $k$ be the number of occurrences of $w$ in the bag of words of $h$, $p[w]$ be the probability of $w$ appearing in a text – computed by taking the normalized frequency of $w$ in all of the text – and $N_h$ be the total number of words in the bag of words of $h$. We then
define the scoring function $s(w, h)$ as:

\[
s(w, h) = \sum_{i=0}^{k} \left( \frac{N_h}{i} \right) p[w]^i (1 - p[w])^{N_h - i}
\]

With this scoring function, for any given word, we can rank the top hours it is associated with. We show the top three hours for several common words in Table 2. We considered words with common associated times with them such as eating breakfast in the morning, lunch at noon, and dinner at night. We see that there is a general agreement between the top hours for the given words and the times an average person would associate them with.

4 Time Prediction from Text

For a given window of sentences, we seek to predict the hour it is most likely taking place in. To construct models for this task, we use the time phrases from Section 3, but we note that there exists far more unlabeled time phrases. Given the limited amount of labeled data, we first want to augment our dataset by labeling the unlabeled data as well. Thus, we have a two step approach:

1. Build a model to resolve ambiguous time terms (AM versus PM) and label the unlabeled data.
2. Train a model for time of day prediction by hour using the augmented dataset.

4.1 Resolving Ambiguity in Time Terms

We first remark that the majority of time terms do not have AM or PM tags. There are approximately three times as many unlabeled time terms than labeled ones, excluding noon and midnight. In order to get rid of this ambiguity, we first label this data with AM/PM tags.

Our problem is as follows: Given a reference to a phrase representing some hour of the day as well as the words in the context around it, determine whether the time the phrase is referring to is “A.M” or “P.M”. Intuitively, this problem requires 12 different models, one for each hour from 0 to 11. We require separate models for each hour since neighboring hours can have similar words but different labels. For example, “11 A.M” can have words quite similar to “12 P.M”, but their labels are clearly different. Additionally, we use a window that spans three sentences before the time phrase and three sentences afterwards. We found that empirically, the predictive power of the model did not significantly improve past this window size.

We consider three main models along with a baseline and an ensemble of the three models.

- **Baseline**: We use the majority class for each hour as the default prediction.
- **Naive Bayes (NB)**: We convert the window of sentences to a binary bag of word representation using StanfordNLP (Qi et al., 2019) for every hour and train Naive Bayes classifier for prediction.
- **LSTM**: We represent the window of sentences as vectors using GloVe (Pennington et al., 2014). We use the 6B tokens, 400K vocab, uncased, 100d pre-trained word vectors to convert windows to sequences of vectors that were then used to train an LSTM.
- **BERT**: We tokenize the windows using the BERT tokenizer and fine-tune the pre-trained 12-layer, 768-hidden, 12-heads, 110M parameters uncased BERT model (Devlin et al., 2018).

Experimental Details. For each of these model types, we construct twelve classifiers (one for each hour up to twelve). We also split the training and testing set in a 70-30% split and further split the training set in a 90-10% split for validation. Additionally, we take advantage of the fact that the windows of words around one hour are quite similar to the hours near it. We can imagine that replacing “1 P.M” with “2 P.M” in a window will have minimal impact. Thus, we take the neighboring hours training set as well when training for each hour.

All models were run on a compute server with 2.30 GHz CPU and TeslaV100 GPU. No hyperparameter tuning was done on any models; default values were run for all models. The average training time of all the neural models were within several hours. This is true for future experimentation as well.

One point to note is the necessity of masking the time phrase that the window was based on. Words such as “AM/PM” or “in the morning/night” provide the temporal cues to parse the time phrase in the first place, and any decent model with access to these words will perform with unrealistic accuracy. These features do not exist in the unlabeled training set, to ensure the models learn to identify the
classifier | type | acc | am f1 | pm f1
--- | --- | --- | --- | ---
**Gutenberg**
Baseline | mic | 0.520 | 0.306 | 0.633
 | mac | 0.573 | 0.501 | 0.223
NB | mic | 0.704 | 0.715 | 0.692
 | mac | **0.671** | 0.688 | **0.603**
LSTM | mic | 0.713 | 0.728 | 0.699
 | mac | 0.585 | 0.622 | 0.510
BERT | mic | **0.793** | **0.800** | **0.785**
 | mac | 0.665 | **0.695** | 0.601

**HathiTrust**
Baseline | mic | 0.621 | 0.738 | 0.312
 | mac | 0.576 | 0.554 | 0.171
NB | mic | 0.739 | 0.786 | 0.665
 | mac | 0.729 | 0.748 | 0.666
LSTM | mic | 0.766 | 0.810 | 0.697
 | mac | 0.723 | 0.728 | 0.674
BERT | mic | **0.863** | **0.889** | **0.821**
 | mac | **0.837** | **0.847** | **0.804**

Table 3: AM - PM Prediction Results for Gutenberg / HathiTrust

Results. The results are shown in Table 3 with the metrics of accuracy and F1 scores for each class. We include results when running these models purely on Gutenberg data as well as the results when running these models with the HathiTrust data. We see clear improvement across the board, especially for BERT with the extra data. The macro metrics are the averaged values over all 12 models while the micro metrics are the values over all the test examples over all the models. The results show that this is a challenging task given the limited amount of data we have. Analyzing the dataset shows that many windows that contain a time reference can be sensible with either A.M or P.M, so it is not easy to disambiguate mentions of time in generic dialogue. However, all our models substantially outperform the baseline. In the end, we use the winning BERT model to label our unlabeled data for training.

Since we are imputing our data with computer-generated labels, we compare its output to human annotators to test how reliable it is. We manually annotated 1200 instances of AM/PM windows — 100 examples for each hour pair — and compared it to our model’s output to see the agreement. In cases where the label can be ambiguous, the annotators made their best intuitive guess. Figure 4 shows the agreement between the annotators and our model, where the agreement is measured in number of matching predictions divided by the total number.

We see that the model performs respectably with an overall average of 76% accuracy. We comment that the human annotations contain some anomalies due to linguistic changes such as “dinner” being eaten as lunchtime and “supper” being the canonical name for a later meal, but these anomalies were relatively minor.

### 4.2 Time of Day Prediction

Given the words in the context of the time phrase, we now predict the most likely time of day. We treat this problem as a 24-class classification problem, where each class is defined to be an hour of the day. We again consider the same three models as in the AM-PM models: bag of words with Naive Bayes, GloVe with LSTM, and BERT fine-tuning, but with 24-class outputs as opposed to binary.

Results. The results are shown in Table 5 and 6. The models shown in these results were trained on exclusively HathiTrust books. We also show the
results when purely trained on Gutenberg books as well. We note that error is measured in number of hours. Thus, the worst possible error is 12 hours on a 24 hour clock. A baseline model with random guessing would have an expected error of 6 hours. We see that the BERT model performs the best with an error of 2.28 hours while Naive Bayes performs the worst with an error of 4.38 hours. We clearly see that this problem is heavily influenced by the amount of data available. We see that by simply adding more data to the LSTM and BERT models, the average error improves significantly and unsurprisingly, the naive Bayes model only improves slightly.

Table 5: Time-of-day prediction error by hour for HathiTrust books

| hour | NB   | LSTM  | BERT  |
|------|------|-------|-------|
| 0    | 2.92 | 2.56  | 1.69  |
| 1    | 2.07 | 1.56  | 1.05  |
| 2    | 4.24 | 3.28  | 2.57  |
| 3    | 5.21 | 3.54  | 2.71  |
| 4    | 5.75 | 3.51  | 2.57  |
| 5    | 5.94 | 3.87  | 2.66  |
| 6    | 5.68 | 3.85  | 2.88  |
| 7    | 5.72 | 4.01  | 2.85  |
| 8    | 5.05 | 3.89  | 2.55  |
| 9    | 5.04 | 3.81  | 2.58  |
| 10   | 5.11 | 4.13  | 2.87  |
| 11   | 5.10 | 3.63  | 2.27  |
| 12   | 5.21 | 3.46  | 1.73  |
| 13   | 4.98 | 3.29  | 1.88  |
| 14   | 4.38 | 3.41  | 2.18  |
| 15   | 3.86 | 3.32  | 2.12  |
| 16   | 3.57 | 3.32  | 2.00  |
| 17   | 3.57 | 3.19  | 2.23  |
| 18   | 3.86 | 3.51  | 2.31  |
| 19   | 4.22 | 3.29  | 2.48  |
| 20   | 3.79 | 3.29  | 2.10  |
| 21   | 3.42 | 3.20  | 2.01  |
| 22   | 3.25 | 3.17  | 2.19  |
| 23   | 3.17 | 2.61  | 2.17  |

Table 6: Average time-of-day prediction error for Gutenberg and HathiTrust books

| hour | NB   | LSTM  | BERT  |
|------|------|-------|-------|
| Gutenberg | 4.69 | 4.72  | 4.09  |
| HathiTrust | 4.38 | 3.36  | 2.28  |

5 Book-length Time Prediction

Given a model that can predict the time of day for a single window of sentences, we now consider predicting the time of day over an entire book – constructing a time flow through the book. The simplest idea is to partition the book into windows that fit into the model and independently predict an hour for each window using the model. However, this will have very poor performance since many windows will consist of sentences that have no bearing to time and in these cases, the model will output an arbitrary time that will not fit with its surroundings. To resolve this, we consider the problem of optimally partitioning the windows into larger segments corresponding to particular hours.

More formally, given a sequence of sentence windows $s_1, s_2, \ldots, s_n$ and the number of segments, parameterized as $k$, our goal is to generate the most likely list of indices $i_1, i_2, \ldots, i_k$ that represent the start of each segment, and a list of hours $h_1, h_2, \ldots, h_k$ that represents the corresponding hour assigned to each segment.

5.1 Generating Probability Distributions

For every window, we now want to generate a probability distribution over the 24 hours. We present two different means of acquiring these probabilities and in the end, we combine these two probability distributions.

Model Probabilities. The first approach applies our BERT time of day model from Section 4. As discussed in the introductory paragraph of this section, we can simply run our model on each window of text and min-max normalize the scores to get probabilities. We additionally smooth the probability by averaging the probabilities with their neighboring hours since we expect neighboring hour classes to be similar to each other. With this, we now have a probability distribution over 24 hours for each window using our model. However, one limiting feature of just using our model is the fact that our model was trained with core time phrases...
removed from its training. Recall that phrases such as “eight o’clock at night” were masked entirely to prevent skewing the testing procedure.

**Tag-based Probabilities.** To make use of these crucial time phrases, we consider another probability distribution based on key time phrases that are also annotated by SUTime: “morning”, “afternoon”, “evening”, and “night”. For each tag, we define a probability over the standard hours in which they refer to (morning: 6-11, afternoon: 12-16, evening: 17-20, night: 21-5). For any window containing these tags, we define a uniform probability over the hours the tag refers to with zeros for other hours. This defines a probability distribution for windows containing these tags. For windows not containing any time tags, we simply let it equal the probability of the previous known tag.

**Merging.** We average our model probabilities with the tag-based probabilities to get our final probability distribution for every window.

### 5.2 Optimal Partitioning of Probabilities

Given the probability distribution for each window, we now want to find the optimal partitioning of the windows. Recall that in the formulation of this problem, one of the required parameters is the number of partitions we want to make among the windows of text. We consider this number as a parameter we can control. If we allow too many segments, the model will probably overfit to noisy windows whereas if the number of segments is too small, then the times will not be accurate to the book. For our experiments, we approximate the ratio of the number of windows to number of partitions in a book to be approximately eight, which is about 55 sentences on average per partition. We saw that this worked well empirically with several sample texts such as *The Great Gatsby* and maintained a good balance between not overfitting and getting sensible results.

To determine the location of partition breaks, we present a baseline and two methods.

- **Baseline:** We assign every window to be the same constant hour - we choose noon in particular since that is the middle of the day.

- **Max Hour:** We first partition the windows into equal sizes. Each partition now contains a series of probability distributions. For each partition, we take the sum of the probabilities across each window and assigns to each partition the hour that corresponds to the maximal sum in the summed partition probabilities.

- **Dynamic Programming (DP):** The dynamic programming takes in the number of text windows and number of partitions as parameters and optimizes the size of the segments to maximize the alignment of each section with its underlying probability. We define the DP recurrence relation to score the alignment $f(n, k)$, where $n$ is the number of windows and $k$ is the number of breaks, as:

$$
\max_{i \in [1, n-k]} \left( f(n-i, k-1) + \max_{h \in [0, 23]} \sum_{j=n-i}^{n} p_h[j] \right)
$$

where we define $p$ as the array of array of 24 probabilities for every window, and thus, $p[j]$ can be described as an array of 24 probabilities for window $j$. By taking the max, the DP prioritizes the hour with maximal probability sum over the length of the partition.

### 5.3 Evaluation

To evaluate our methods, we construct ground truth for the books in our dataset. While the example with “The Great Gatsby” was manually annotated, we have no annotations of times for our book dataset. Thus, we approximate the ground truth by considering books that contain time references to specific hours of the day and annotate the text window containing that phrase to be that hour. Additionally, to raise the quality of the test set, we only consider books with multiple time references that include references beyond just noon and midnight. We note that our “ground truth” is not correct in many circumstances such as when a specific time is referred to in dialogue referencing some point in the past or future, but suffices to show general trends in our results.

**Results.** Our results for average error in hours are shown in Table 7. Even with the low quality of

| classifier   | error  |
|--------------|--------|
| Noon Baseline| 6.215  |
| Max Hour     | 4.250  |
| DP           | 4.232  |

Table 7: Book Time Prediction Results
labels in the test set, we see that the local method of maximal hours over uniform segments as well as the dynamic programming method beat the noon baseline by about two hours. Overall, the dynamic programming method performs best, but the local maximization method performs admirably as well.

One might ask why the error is higher compared to the 24 hour model. This is due to the fact that while the model performs well on local windows that contain a time reference, the neighboring windows tend to give little signal about time and confuses which windows should be emphasized more than others. Quite often, the probabilities provided by the models do not fully represent confidence. For future work, it would be worth considering a different model that uses probabilistic labels as classes or a variant of a regression model.

6 Historical Trends

In the end, we use our book-length time prediction through all the Gutenberg books in our dataset and found the distribution of times throughout each book. While the dataset does not have the publication date of the book in the metadata, we were able to access the authors and the years the author was alive. Thus, we created groupings of our data by time period based on the year of the author’s birth. We group the authors by year of birth, separated every 20 years.

Figure 3 shows the results for six groupings of years. We consider all books up to 1800 to be one group, then every 20 years afterwards up to 1900, and all books from 1900 and beyond to be the final group. We first note the number of books in each grouping. Given copyright laws, most of the books we have access to are in the late 1800s as shown by the number column.

We see some interesting trends. For example, noon and afternoons (12 to 5 P.M) are referenced more as the periods pass. Additionally, the times around dinner (6 to 9 P.M.) are referenced much more in earlier books, but become less relevant in later periods. The emphasis tends to shift towards later at night (11 P.M to 1 A.M). We also see a decrease in emphasis in the morning from 8 to 9 A.M. Overall, the emphasis seems to shift towards the afternoon and late nights and away from mornings and evenings as we progress through the books historically, which can potentially be attributed to the rise in the emphasis on lunch times as well as the advent of electric lighting, along with a decreased emphasis on family dinners.

7 Conclusions and Future Work

We have constructed a dataset of time phrases to build models that can predict the most relevant hour of the day for a given text window. Our models are a good start, but we release the dataset to encourage others to improve on this task. We note that this dataset can be further cleaned by resolving OCR errors in the source text as well as improving upon the time extraction algorithm. More annotations of complete novels would permit better models and evaluation.

Full time annotations of novels additionally include the challenging task of distinguishing between narrator and recall time in discussing past events. We also seek to annotate information about dates and seasons. Future work includes applying time inference models to question answering and other NLP systems.
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