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Abstract

Unmanned aerial vehicles (UAVs) have brought a lot of flexibility in the network deployment. However, UAVs suffer from the high mobility and instability. To improve the capacity and reliability of the UAV networks, millimeter-wave (mmWave) and reconfigurable intelligent surfaces (RISs) can be used in the system. In this paper, we consider an RIS-assisted mmWave UAV wireless cellular network, where UAVs serve several users with the help of multiple RISs. We jointly optimize the deployment, user scheduling, beamforming vector, and RIS phases to maximize the sum-rate, with the constraints of the minimum rate, the UAV movement, the analog beamforming, and the RIS phases. To solve this complex problem, we use an iterative method, in which when we optimize one variable, we fix the other three variables. When optimizing the deployment, we find the optimal position for the UAV by a sphere search. Then, we formulate a mixed-integer non-linear problem (MINLP) to find the best scheduling. A spatial branch-and-bound (sBnB) method is used to solve the MINLP. When optimizing the beamforming vector and the RIS phases, we propose an iterative algorithm that relies on the equivalence between the maximization of the sum-rate and the minimization of the summation of weighted mean-square errors (sum-WMMSE). The majority-minimization method is used to deal with the constant-modulus constraints for the analog beamforming and RIS phases. The proposed joint optimization offers significant advantages over the system without beamforming and RIS phase optimization and the system without deployment optimization. In addition, the RIS can compensate for the loss of throughput due to the blockage, especially in low flight altitudes.
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I. INTRODUCTION

High capacity, low latency, and ultra reliability are required for the future wireless systems. To satisfy these requirements, the wireless networks will evolve into ultra dense distributed cooperating [2] and self-organized networks [3] that can handle interference using multiuser decoding capabilities [4]. To realize the evolution of the wireless networks, unmanned aerial vehicles (UAVs) are introduced into the future wireless networks because of their flexibility, mobility, and fast deployment [5], [6]. Utilizing UAVs in scenarios such as wireless sensor networks (WSNs) [7]–[9], caching aided wireless networks [10], cloud radio access networks (CRANs) [11], and cellular networks will bring great improvement in the system coverage and flexibility. Among these scenarios, the UAV-assisted wireless cellular network is a promising technology to enable significantly enhanced UAV-ground communications [12]. In UAV-assisted wireless cellular networks, a UAV can serve as a flying base-station (BS), an aerial radio access point, and an aerial relay to expand wireless coverage and provide data transmission towards physical objects.

Although UAVs bring a lot of flexibility in deploying the network, their high mobility and instability severely impair the quality of communication. To improve the reliability and capacity, technologies such as millimeter wave (mmWave), reconfigurable antennas [13]–[16], or reconfigurable intelligent surface (RIS) [17], [18] can be used in UAV networks. MmWave communications can provide large bandwidth to support high-rate communication in UAV networks [5], [19]. Reconfigurable antennas and RISs can improve the reliability of the system by changing the wireless scattering environment. Both reconfigurable antennas [20], [21] and RISs [22]–[24] can intelligently configure the mmWave wireless environment to improve the communication quality between the transmitter and receiver. However, for UAV networks, RISs are preferred since they use passive units rather than active units, which only result in a signal phase shift without power consumption. Also, RIS can help improve the channel quality when the line-of-sight (LoS) path is affected by physical obstacles or under harsh weather environments, e.g., rain.

There have been several papers in the literature on the mmWave UAV network or RIS-assisted UAV networks. For example, in [25], a spatial interference channel model is established for UAV groups and the expression of signal to interference plus noise ratio (SINR) is obtained. In [19], a joint optimization of the UAV-BS deployment and beamforming to maximize the achievable sum-rate in a multi-user mmWave-UAV system is proposed. In [26], the UAV-BS link is assisted and
optimized by the RIS. In [27], trajectory and beamforming are jointly designed for a scenario in which one UAV serves one user. In the aforementioned papers, either the UAVs are not considered as flying BSs to serve multiple users or the RISs are not implemented in the UAV networks. Furthermore, the mmWave technology has not been implemented in the RIS-assisted UAV networks. To fully exploit the capacity and coverage of the UAV networks, the UAVs should be able to serve multiple users using mmWave beams, and benefit from RISs to improve the reliability.

In this paper, we consider a scenario that includes UAVs as flying BSs to serve users using mmWave beams with the help of multiple RISs. To improve the throughput of the system, we propose an optimization problem, which jointly considers the deployment, user scheduling, beamforming vector, and RIS phases to maximize the sum-rate. We also include constraints on the minimum rate, the movement of the UAV, the analog beamforming, and the RIS phases. To solve this complex problem, we use an iterative method. In our method, we optimize one variable while fixing the other three variables. When optimizing the deployment, we find the optimal position for the UAV by a sphere search. Then, we formulate a mixed-integer non-linear problem (MINLP) to find the best scheduling. A spatial branch-and-bound (sBnB) method is used to solve the MINLP. When optimizing the beamforming vector and the RIS phases, we propose an iterative algorithm by making use of the equivalence between the sum-rate maximization and the minimization of the summation of weighted mean-square errors (sum-WMMSE). The majority-minimization method is used to deal with the constant-modulus constraints for the analog beamforming and RIS phases. The proposed joint optimization outperforms the system without RIS assistance and the system without deployment optimization.

Our contributions are summarized as follows:

- We propose using RISs and mmWave beams in a network with flying BSs, i.e., UAVs, to improve the capacity, coverage, and reliability of the UAV networks. The results show that our integrated system can provide great gains in terms of sum-rate and minimum rate compared with the existing systems in the literature. Also, the RIS can compensate for the loss of throughput due to the blockage, especially at low flight altitudes.
- We propose and solve a joint optimization of the UAV deployment, scheduling, RIS phases, and beamforming to maximize the system throughput. A MINLP is formulated for the scheduling optimization and a sBnB method is proposed to solve it. The solution also uses the equivalence between the sum-rate maximization and the sum-WMMSE to optimize the
beamforming vector and RIS phases.

The organization of the paper is as follows: Section II presents the system model. In Section III, the joint optimization problem is formulated. Section IV provides the solution to the joint optimization problem. Numerical results are presented in Section V. Section VI concludes the paper.

**Notation:** Small letters, bold letters, and bold capital letters designate scalars, vectors, and matrices, respectively. Matrices $A^T$ and $A^H$ are the transpose and the Hermite transpose of matrix $A$, respectively. Operator $\lceil \cdot \rceil$ denotes the ceiling function.

**II. System and channel model**

**A. System model**

We consider a multiple rotary-wing UAV, multi-RIS, and multi-user scenario in which $N$ UAVs function as flying BSs to serve $K$ ground users with the help of $R$ deployed RISs on the ground ($R \leq N \leq K$). UAVs include $N_t$ antennas, ground users contain a single antenna, and each RIS is equipped with $N_{\text{RIS}}$ reflecting elements.

The rotary wing UAVs are relatively static over a given geographic area. We assume a quasi-static mobility model. That is within a timeblock, the UAVs are assumed static and between timeblocks, the UAVs can move one small step. Each timeblock includes $M$ timeslots. The users are assumed to move continuously and their locations are collected every $M$ timeslots. We divide the users into $N$ groups for the $N$ UAVs to serve. To guarantee that all users can be served, we assume $\lceil \frac{K}{N} \rceil \leq M$.

The goal of our system is to maximize the system throughput in each timeblock. To do this, we need to jointly group the users, design the scheduling, and optimize the UAV beams and RIS phases. In Fig. 2, we illustrate an example of a 2-UAV, 2-RIS, and 10-user system of different timeblocks. At different timeblocks, the UAVs will serve different users according to the scheduling order. In the example, at Timeblock 1, UAVs 1 and 2 serve 5 users each. At Timeblock 2, UAV 1 serves 4 users and UAV 2 serves 6 users. In this example, at Timeslot 7 of Timeblock 1, UAV 1 serves User 5 with the help of RIS 1 because of the obstacles while UAV 2 serves User 7 with the help of RIS 2 to avoid blockage. Similarly, at Timeslot 2 of Timeblock 2, UAVs 1 and 2, with the help of RISs 1 and 2, respectively, serve Users 4 and 5.

**B. Channel model**
Fig. 1: An example of our system model with 2 UAVs, 10 users and 10 timeslots

1) *UAV-user channel:* In our scenario, we assume each UAV is carrying a uniform planar array (UPA) with one RF chain which operates at mmWave band. The widely used extended Saleh-Valenzuela model \[28\] is adopted for the channel model. Affected by wireless scattering
environment and UAV altitude, a blockage may appear. Under the scenario of blockage, the channel vector $h_k^n$ is expressed as

$$h_k^n = \sqrt{\frac{N_t}{L_k}} \sum_{l=1}^{L_k} a_{k,l}^n \alpha(\theta_{k,l}^n, \varphi_{k,l}^n),$$

(1)

where $a_{k,l}^n$ is the channel gain coefficient of the $l$th cluster from User $k$ to UAV $n$, $\theta_{k,l}^n$ and $\varphi_{k,l}^n$ are the elevation steering angle and azimuth angle of the $l$th cluster from User $k$ to UAV $n$, and $L_k^n$ is the total number of clusters for User $k$ to UAV $n$, respectively. $\alpha(\theta_{k,l}^n, \varphi_{k,l}^n)$ is the steering vector function for the UPA. For a $M_E \times N_A$ ($N_t = M_E N_A$) UPA, the steering vector is defined as

$$\alpha(\theta_{k,l}^n, \varphi_{k,l}^n) = \frac{1}{\sqrt{N_t}} \left[ 1, e^{j\pi(c-1)\mu_{k,l}^n+(p-1)\nu_{k,l}^n}, \ldots, e^{j\pi(N_A-1)\mu_{k,l}^n+(M_E-1)\nu_{k,l}^n} \right]^T,$$

(2)

where $\mu_{k,l}^n \triangleq \sin(\theta_{k,l}^n)$ and $\nu_{k,l}^n \triangleq \sin(\theta_{k,l}^n)\sin(\varphi_{k,l}^n)$. The steering angles $\theta_{k,l}^n$ and $\varphi_{k,l}^n$ depend on the location of UAV $n$ and User $k$. We denote $(x_n, y_n, z_n)$ as the location of UAV $n$ and $(x_k^l, y_k^l)$ as the location of the $l$th scatter for User $k$. Then, $\theta_{k,l}^n$ and $\varphi_{k,l}^n$ can be calculated as

$$\begin{align*}
\theta_{k,l}^n &= \text{arctan}(\sqrt{(x_k^l-x_n)^2+(y_k^l-y_n)^2}), \\
\varphi_{k,l}^n &= \text{arctan}\left(\frac{y_k^l-y_n}{x_k^l-x_n}\right) - \pi \min(\text{sign}(x_k^l-x_n),0).
\end{align*}$$

(3)
Under the scenario of no-blockage, there is an LOS path. Then, we ignore non-LOS paths and the channel becomes

$$
h^n_k = \sqrt{N_t a^n_k \alpha(\theta^n_k, \varphi^n_k)},$$

where $a^n_k$ is the channel gain coefficient of the LOS path from User k to UAV n, $\theta^n_k$ and $\varphi^n_k$ are the elevation steering angle and azimuth angle of the LOS path from User k to UAV n, respectively.

The no-blockage probability can be described as a function of the elevation angle $\xi^n_k = \arctan(z_n/D_k)$, where $D_k$ is the horizontal distance from UAV n to User k and $z_n$ is the UAV's altitude [29]. The no-blockage probability is expressed as:

$$P_{\text{No-Block}}(\xi^n_k) = \frac{1}{1 + a \exp(-b(\xi^n_k - a))},$$

where $a$ and $b$ are the positive modeling parameters depending on the propagation environment, e.g., rural, urban, or dense urban. The blockage probability can be accordingly calculated by

$$P_{\text{Block}} = 1 - P_{\text{Non-Block}}.$$

The no-blockage probability increases as the elevation angle increases and it approaches 1 when $z_n$ is large enough. As such, it is more important to have RIS when the altitude is low. This observation is confirmed by simulation results in Section V.

2) UAV-RIS-user channel: We denote the channel between RIS $r$ and UAV $n$ as $G^n_r$. The channel between RIS $r$ and User $k$ is denoted by $h^n_k$. We use the same Saleh-Valenzuela model as Eq. (1) to model $G^n_r$ and $h^n_r$. For $h^n_r$, it can be expressed as

$$h^n_r = \sqrt{N_t N_{\text{RIS}}} \sum_{l=1}^{L^n_r} a^n_r l \alpha_r (\theta^n_r, \varphi^n_r),$$

where $a^n_r l$ is the channel gain coefficient of the $l$th cluster from RIS $r$ to User $k$ and $\alpha_r (\theta^n_r, \varphi^n_r)$ is the steering vector using the same model as [2].

For $G^n_r$, it can be expressed as

$$G^n_r = \sqrt{N_t N_{\text{RIS}}} \sum_{l=1}^{L^n_r} a^n_{t,l} \alpha (\theta^n_{t,l}, \varphi^n_{t,l}) \alpha^t (\theta^n_{t,l}, \varphi^n_{t,l})^H,$$

where $a^n_{t,l}$ is the channel gain coefficient of the $l$th cluster from UAV $n$ to RIS $r$ and $\alpha (\theta^n_{t,l}, \varphi^n_{t,l})$ and $\alpha^t (\theta^n_{t,l}, \varphi^n_{t,l})$ are the transmitting steering vector and receiving steering vector, respectively.

The overall channel between User $k$ and UAV $n$ via RIS $r$ can be expressed as

$$h^n_{k,r} = h^n_k \Theta_r G^n_r,$$
where $\Theta_r = \text{diag}(e^{j\theta_{r,1}},...,e^{j\theta_{r,N_{\text{RIS}}}})$ is the phase-shift matrix of the $r^{th}$ RIS and $\theta_{r,m} \in [0,2\pi]$ denotes the phase shift associated with the $m^{th}$ passive element of the $r^{th}$ RIS.

III. PROBLEM FORMULATION

A. Scheduling

The main idea behind scheduling is to cluster users into different groups, one group for each UAV, such that within each group only one user is served by one UAV. Therefore, in each timeblock, we have 3 rules for scheduling: (i) in one timeslot, each UAV can only serve at most one user; (ii) in one timeslot, each user can only be served by at most one UAV; and (iii) across all timeslots, all $K$ users should be scheduled at least once.

To describe the procedure of scheduling, we denote the binary variable $x_{nk}^n[m] \in \{0,1\}$ to indicate whether User $k$ is scheduled to be served by UAV $n$ at Timeslot $m$, i.e.,

$$x_{nk}^n[m] = \begin{cases} 
1, & \text{if User } k \text{ is scheduled to be served by UAV } n \text{ at Timeslot } m \\
0, & \text{otherwise} 
\end{cases}$$

(10)

For Rule (i), we have

$$0 \leq \sum_{k=1}^{K} x_{nk}^n[m] \leq 1.$$  

(11)

For Rule (ii), we have

$$0 \leq \sum_{n=1}^{N} x_{nk}^n[m] \leq 1.$$  

(12)

For Rule (iii), we have

$$\sum_{m=1}^{M} \sum_{n=1}^{N} x_{nk}^n[m] \geq 1.$$  

(13)

B. UAV Beamforming and RIS Reflecting

We denote $w_{nk}^n[m]$ as the beamforming vector from UAV $n$ to User $k$ at Timeslot $m$ with the constant-modulus constraint $\|w_{nk}^n[m]\|_t = \frac{1}{\sqrt{N_t}}$, $t = 1,...,N_t$.

Then, at Timeslot $m$, the received signal from UAV $n$ to User $k$ is

$$y_{nk}^n[m] = x_{nk}^n[m] \sqrt{P} (h_{nk}^n + \sum_{r=1}^{R} h_{nk}^r \Theta_r[m] G_{nk}^r) w_{nk}^n[m] s_k +$$

$$\sum_{n' \neq n, n'=1}^{N} \sqrt{P} (h_{nk}^{n'} + \sum_{r=1}^{R} h_{nk}^{r'} \Theta_{r}[m] G_{nk}^{n'}) w_{nk}^{n'}[m] (\sum_{k' \neq k, k'=1}^{K} x_{nk}^{n'}[m] s_{k'}) + n_k.$$  

(14)

Then, the achievable data rate from User $k$ to UAV $n$ at Timeslot $m$ can be expressed as
\[ R_k^m[n] = \log_2 \left( 1 + \frac{P|h_k^n|^2 + \sum_{r=1}^R h_r^k \Theta_r[m] G_r^n[w_k[m]]^2 x_r^n[m]}{\sum_{n' \neq n, n'=1}^N (P|h_k^n|^2 + \sum_{r=1}^R h_r^k \Theta_r[m] G_r^n[w_k[m]]^2 \sum_{k' \neq k, k' = 1}^K x_r^{k'}[m]) + \sigma^2} \right), \]

where \( \sigma^2 \) is the power of Gaussian white noise at User k and \( P \) is the total transmission power at UAVs. Note that RIS phases \( \Theta_r \) may change at different timeslots and we use \( \Theta_r[m] \) to denote the RIS phase at Timeslot \( m \).

**C. Joint optimization**

Our goal is to maximize the throughput of the system in each timeblock. Since UAVs cannot rapidly move from one position to another position far away within a short time, we assume that UAVs can only move one small step in each timeblock or stay static. This means \( |p_n - p_{n'}^\text{pre}| = d \) or 0, where \( p_n = (x_n, y_n, z_n) \) is the position of UAV \( n \) and \( p_{n'}^\text{pre} \) is the position of UAV \( n \) in the previous timeblock. The parameter \( d \) is decided by the UAV’s energy constraint. To maximize the throughput of the system, considering all required constraints, the following optimization problem is defined:

\[
\begin{align*}
\text{maximize} & \quad \sum_{m=1}^M \sum_{k=1}^K \sum_{n=1}^N R_k^m[n] \\
\text{subject to} & \quad (11) - (13), \\
& \quad |p_n - p_{n'}^\text{pre}| = d \text{ or } 0, \\
& \quad \sum_{m=1}^M \sum_{n=1}^N R_k^m[n] \geq \gamma_k, \\
& \quad \left| [w_k^n[m]]_t \right| = \frac{1}{\sqrt{N_t}}, \quad t = 1, \ldots, N_t, \\
& \quad \Theta_r[m] = \text{diag}(e^{j\theta_{1,m}}, \ldots, e^{j\theta_{N_{\text{RIS}},m}}). \quad (16f)
\end{align*}
\]

Constraint (16d) guarantees the minimum data rate for each user. Constraint (16e) is because of analog beamforming and Constraint (16f) assures that RIS can only adjust a single phase.

**IV. OPTIMAL DEPLOYMENT, SCHEDULING, BEAMFORMING, AND RIS PHASES**

It is intractable to jointly optimize deployment, scheduling, beamforming, and RIS phases at the same time. We propose an algorithm which iterates among deployment, scheduling, beamforming, and RIS phases to improve the throughput of the system at each iteration.
A. Scheduling

When optimizing the scheduling, we fix the deployment, the beamforming, and the RIS phases. The data rate is expressed as

\[
\tilde{R}_k^m[m] = \log_2 \left( 1 + \frac{P g_k^n[m] x_k^n[m]}{\sum_{n', k, k'} P c_{k', k}^n[m] x_{k'}^n[m] + \sigma^2} \right),
\]

where we define

\[
g_k^n[m] \triangleq \left| (h_k^n H_k + \sum_{r=1}^R h_k^r \Theta_r[m] G_k^n) w_k^n[m] \right|^2,
\]

\[
c_{k', k}^n[m] \triangleq \left| (h_k^n H_k + \sum_{r=1}^R h_k^r \Theta_r[m] G_k^{n'}) w_k^{n'}[m] \right|^2.
\]

Then, the throughput maximization is formulated as

\[
\begin{align*}
\text{maximize} & \quad \sum_{m=1}^M \sum_{k=1}^K \sum_{n=1}^N \tilde{R}_k^m[m] \\
\text{subject to} & \quad (11) - (13),
\end{align*}
\]

\[
\sum_{n=1}^N \sum_{m=1}^M R_k^n[m] \geq \gamma_k,
\]

where \( x = \{ x_k^n[m] \} \) is the set of scheduling indicators.

To solve (18), we introduce slack variables \( d_k^n[m] \) and \( h_k^n[m] \) to transform (18a) into

\[
\sum_{m=1}^M \sum_{k=1}^K \sum_{n=1}^N \log_2 (2^{d_k^n[m]} / 2^{h_k^n[m]}) = \sum_{m=1}^M \sum_{k=1}^K \sum_{n=1}^N d_k^n[m] - h_k^n[m].
\]

Then, (18) can be transformed into a mixed integer non-linear problem (MINLP):

\[
\begin{align*}
\text{maximize} & \quad \sum_{m=1}^M \sum_{k=1}^K \sum_{n=1}^N d_k^n[m] - h_k^n[m] \\
\text{subject to} & \quad (11) - (13),
\end{align*}
\]

\[
\sum_{n=1}^N \sum_{m=1}^M d_k^n[m] - h_k^n[m] \geq \gamma_k,
\]

\[
2^{d_k^n[m]} \leq SI_k^n[m],
\]

\[
2^{h_k^n[m]} \geq \sum_{n', k', k'' = 1}^N \sum_{n'=1}^N \sum_{k'=1}^K P c_{k', k}^{n'}[m] x_{k'}^{n'}[m] + \sigma^2,
\]

where \( SI_k^n[m] \triangleq P g_k^n[m] x_k^n[m] + \sum_{n', k' = 1}^N \sum_{k' = 1}^K P c_{k', k}^{n'}[m] x_{k'}^{n'}[m] + \sigma^2.\)
Constraint (19e) is not convex. To manage the non-convexity of the problem, we use the linear relaxation method, in which we find a linear upper bound of $2^{h_k^n[m]}$. To be specific, the lower bound for $h_k^n[m]$ is defined by $l_{h_k^n[m]} \triangleq \log_2(\sigma^2)$ and the upper bound for $h_k^n[m]$ is defined by

$$u_{h_k^n[m]} \triangleq \log_2 \left( \sum_{n' \neq n, n'=1}^{N} \sum_{k' \neq k,k'=1}^{K} P_{c_{k',k}} \right).$$

(20)

Then, the linear upper bound for $2^{h_k^n[m]}$ is

$$2^{h_k^n[m]} \leq \frac{2^{u_{h_k^n[m]}} - 2^{l_{h_k^n[m]}}}{u_{h_k^n[m]} - l_{h_k^n[m]}} h_k^n[m] - \frac{u_{h_k^n[m]} 2^{u_{h_k^n[m]}} - u_{h_k^n[m]} 2^{l_{h_k^n[m]}}}{u_{h_k^n[m]} - l_{h_k^n[m]}}.  \quad (21)$$

Therefore, (19e) can be relaxed as

$$\frac{N}{u_{h_k^n[m]} - l_{h_k^n[m]}} \sum_{n' \neq n,n'=1}^{N} \sum_{k' \neq k,k'=1}^{K} P_{c_{k',k}} x_{k',k}[m] + \sigma^2 \leq$$

$$\frac{2^{u_{h_k^n[m]}} - 2^{l_{h_k^n[m]}}}{u_{h_k^n[m]} - l_{h_k^n[m]}} h_k^n[m] - \frac{u_{h_k^n[m]} 2^{u_{h_k^n[m]}} - u_{h_k^n[m]} 2^{l_{h_k^n[m]}}}{u_{h_k^n[m]} - l_{h_k^n[m]}}.  \quad (22)$$

which converts the constraint optimization problem in (19) to

$$\text{maximize} \quad \sum_{m=1}^{M} \sum_{k=1}^{K} \sum_{n=1}^{N} d_k^n[m] - h_k^n[m]$$

subject to

$$\text{(11)} - \text{(13)}, \quad (23b)$$

$$\sum_{n=1}^{N} \sum_{m=1}^{M} d_k^n[m] - h_k^n[m] \geq \gamma_k, \quad (23c)$$

$$2^{d_k^n[m]} \leq S_{I_{d}}[n], \quad (23d)$$

(22).

To solve (23), we will use the spatial branch-and-bound (sBnB) method [30], which recursively partitions the feasible set. In general, sBnB searches a tree whose nodes correspond to subproblems of the integer relaxation of (23), i.e., (23) without integer constraints, and whose edges correspond to branching decisions. We use both optimality and feasibility of subproblems to prune nodes in the tree.
A node in the branch-and-bound tree is uniquely defined by a set of bounds, \((l, u)\), on the integer variables and corresponds to (23):

\[
\begin{align*}
\text{maximize} & \quad \sum_{m=1}^{M} \sum_{k=1}^{K} \sum_{n=1}^{N} d_{ik}^m[m] - h_{nk}^m[m] \\
\text{subject to} & \quad \sum_{n=1}^{N} \sum_{m=1}^{M} d_{ik}^m[m] - h_{nk}^m[m] \geq \gamma_k, \\
& \quad 2d_{ik}^m[m] \leq S_{nk}^m[m], \\
& \quad l_{nk}^m[m] \leq x_{nk}^m[m] \leq u_{nk}^m[m],
\end{align*}
\]

(24).

We call (24) the non-linear problem NLP\((l, u)\). The root node of sBnB corresponds to NLP\((l^0, u^0)\), where \(l^0 \triangleq [0, \ldots, 0]\) and \(u^0 \triangleq [1, \ldots, 1]\). When we find a solution \(x'\) for NLP\((l, u)\), there are two scenarios: (a) \(x'\) is feasible for (19). There are two possibilities in this scenario:

- \(x'\) is the optimal solution for (19) and is accepted.
- \(x'\) is not optimal for (19) and is discarded.

In both cases, the subproblem NLP\((l, u)\) can be eliminated, i.e., we will not perform branching on this node; (b) \(x'\) is infeasible for (19), then at least one of the following two cases holds:

- \(x'\) is not integer feasible, i.e., there exists \(x_{nk}^m[m] \neq 0\) or \(x_{nk}^m[m]' \neq 1\).
- Constraint (19c) is violated.

In the first case, one can generate two new subproblems NLP\((l^-, u^-)\) and NLP\((l^+, u^+)\), whose feasible regions \(F(l^-, u^-)\) and \(F(l^+, u^+)\) are created by the branching rule \(x_{nk}^m[m] \leq \lfloor x_{nk}^m[m]' \rfloor \lor x_{nk}^m[m] \geq \lceil x_{nk}^m[m]' \rceil\), i.e., \(x_{nk}^m[m] = 0 \lor x_{nk}^m[m] = 1\). In the second case, branching may be necessary on a continuous variable. For example, if \(h_{nk}^m[m]'\) violates (19c), then we can branch on \(h_{nk}^m[m]\) through \(l_{hk}^m[m] \leq h_{nk}^m[m] \leq h_{nk}^m[m]' \lor h_{nk}^m[m]' \leq h_{uk}^m[m] \leq u_{hk}^m[m]\). On each branch, we also refine the constraint (22) by the new boundaries of \(h_{nk}^m[m]\). We call the nodes on each branch \(\hat{\text{NLP}}(l^+, u^+)\) and \(\hat{\text{NLP}}(l^-, u^-)\). The details of the sBnB method is described in Alg. 1.

**B. Deployment**

When optimizing the deployment, we fix the scheduling, the beamforming vector, and the RIS phases. We denote the index of the scheduled user by UAV \(n\) at Timeslot \(m\) by \(i_n^m\), then the
The sub-problem for deployment can be expressed as

\[
\text{maximize} \quad \sum_{m=1}^{M} \sum_{n=1}^{N} R_{im} \\
\text{subject to} \quad |p_n - p_{n}^{\text{pre}}| = d \text{ or } 0, \\
R_{im} \geq \gamma_{im},
\]

where \( \gamma_{im} \) is calculated by \( \gamma_{im} / (\sum_{m=1}^{M} \sum_{n=1}^{N} x_{im}^{n} [m]) \) and \( \{ p \} \triangleq \{ p_1, \ldots, p_N \} \).

The position of the moved UAV can be expressed as

\[
p_n = p_{n}^{\text{pre}} + d [\sin \theta_n \cos \varphi_n, \sin \theta_n \sin \varphi_n, \cos \theta_n]^{T},
\]
where $\theta_{mn}$ and $\varphi_{mn}$ are the movement elevation angle and azimuth from $p_n$ to $p_{n}^{\text{pre}}$, respectively. To find the best position for the UAV, we perform a sphere search for $p_n$ based on $p_{n}^{\text{pre}}$, i.e., we find the optimal moving direction from $p_{n}^{\text{pre}}$ to $p_n$. The detailed algorithm is described in Alg.

**Algorithm 3** Best deployment

1: **Input:**
2: Searching step size $\Delta$, $\{p_{n}^{\text{pre}}\}$ and the sum-rate of the previous timeblock $R_{\text{sum}}^{\text{pre}}$;
3: $\{p_{n}^{\text{opt}}\} \leftarrow \{p_{n}^{\text{pre}}\}$, $R_{\text{sum}}^{\text{max}} \leftarrow R_{\text{sum}}^{\text{pre}}$;
4: for $n = 1 : N$ do
5: for $\theta_{mn} = 0 : \Delta : 2\pi$ do
6: for $\varphi_{mn} = 0 : \Delta : 2\pi$ do
7: Update $p_n$ and $R_{\text{sum}}$;
8: if $R_{\text{sum}} \geq R_{\text{sum}}^{\text{max}}$ and Constraint (25c) is satisfied then
9: $p_{n}^{\text{opt}} \leftarrow p_n$, $R_{\text{sum}}^{\text{max}} \leftarrow R_{\text{sum}}$;
10: end if
11: end for
12: end for
13: end for
14: Return the optimal $\{p_{n}^{\text{opt}}\}$.

C. Beamforming vector and RIS-phase design

Given the scheduling order and the optimal deployment, we can simplify the problem of beamforming vector and RIS-phase design into

$$\begin{align*}
\text{maximize} & \quad \{w_n^k\}, \{\Theta_r\} \quad \sum_{m=1}^{M} \sum_{n=1}^{N} R_{ijh} \\
\text{subject to} & \quad R_{ijh} \geq \gamma, \\
& \quad |[w_n^k[m]]_t| = \frac{1}{\sqrt{N_t}}, t = 1, \ldots, N_t, n = 1, \ldots, N, k = 1, \ldots, K, \\
& \quad \Theta_r[m] = \text{diag}(e^{j\theta_r,m}, \ldots, e^{j\theta_r,N_{\text{RIS}}-m}), r = 1, \ldots, R,
\end{align*}$$

where we denote the index of scheduled user at Timeslot $m$ for UAV $n$ as $i_m^n$. Since we already guarantee the minimum rate in the deployment and scheduling, we will discard the minimum rate constraint in the beamforming and RIS design.
To further simplify the problem, we decouple Problem (27) by slots. At Timeslot \(m\), we need to design the beamforming vector for scheduled users at Timeslot \(m\) and the RIS phases according to

\[
\begin{align*}
\text{maximize} & \quad \sum_{n=1}^{N} R_{m}^{n} \\
\text{subject to} & \quad |[w_{i_{m}^{n}}^{n}]_{t}| = \frac{1}{\sqrt{N_{t}}} , t = 1, \ldots, N_{t}, n = 1, \ldots, N, i_{m}^{n} \in C_{m}, \\
\Theta_{r}[m] &= \text{diag}(e^{j\theta_{r,1,m}}, \ldots, e^{j\theta_{r,N_{RIS},m}}), r = 1, \ldots, R.
\end{align*}
\] (28a)

Problem (28) is still intractable. Fortunately, according to [31], there is a relationship between the data rate and the minimum mean-square error (MMSE). Since we only have one receiving antenna, the relationship can be expressed as

\[
R_{m}^{n} = \log_{2}\left(\frac{1}{E_{m}^{\text{MMSE}}}ight),
\] (29)

where

\[
E_{m}^{\text{MMSE}} = \text{min}(E[(\tilde{s}_{i_{m}^{n}} - s_{i_{m}^{n}})(\tilde{s}_{i_{m}^{n}} - s_{i_{m}^{n}})^{H}])
\]

and

\[
\tilde{s}_{i_{m}^{n}} = u_{i_{m}^{n}} y_{i_{m}^{n}}.
\]

\[
y_{i_{m}^{n}} = \sqrt{P} (h_{i_{m}^{n}}^{nH} + \sum_{r=1}^{R} h_{i_{m}^{n}}^{r} \Theta_{r}[m] G_{r}^{n} ) w_{i_{m}^{n}}^{n} s_{i_{m}^{n}}^{n} + \sum_{n' \neq n} \sqrt{P} (h_{i_{m}^{n'}}^{nH} + \sum_{r=1}^{R} h_{i_{m}^{n'}}^{r} \Theta_{r}[m] G_{r}^{n'} ) w_{i_{m}^{n'}}^{n'} s_{i_{m}^{n'}}^{n'} + n_{i_{m}^{n}}.
\]

\(u_{i_{m}^{n}} \in C^{1 \times 1}\) is a receiving weight for the estimated signal vector of each user. Then, based on (29), maximizing the objective in (28) is equivalent to minimizing the objective

\[
\sum_{n=1}^{N} l_{i_{m}^{n}},
\] (30)

where \(l_{i_{m}^{n}} \triangleq \text{Tr}(g_{i_{m}^{n}}^{n} E_{i_{m}^{n}}^{n}) - \log(g_{i_{m}^{n}}^{n}), E_{i_{m}^{n}}^{n} = E[(\tilde{s}_{i_{m}^{n}} - s_{i_{m}^{n}})(\tilde{s}_{i_{m}^{n}} - s_{i_{m}^{n}})^{H}]\) is the mean square error (MSE). We call the minimization of Eq. (30) sum-WMMSE. Auxiliary variable \(g_{i_{m}^{n}}^{n}\) functions as a weight. The equivalence between the objective in (28) and (30) can be proved using the same method in [31]. We skip the detailed proof here for brevity.
Based on the equivalence, Problem (28) can be reformulated to

\[
\begin{align*}
\text{minimize} & \quad \sum_{n=1}^{N} \mathcal{L}_{m}^n \\
\text{subject to} & \quad |[\mathbf{w}_m^n]_t| = \frac{1}{\sqrt{N_t}}, \quad t = 1, \ldots, N_t, n = 1, \ldots, N; \quad i_m^n \in C_m, \\
& \quad \Theta_r[m] = \text{diag}(e^{j\theta_{e,m}}, \ldots, e^{j\theta_{e,N_{RIS},m}}), \quad r = 1, \ldots, R.
\end{align*}
\]

To solve Problem (31), we will iterate among \{\mathbf{W}_m^n\}, \{\mathbf{u}_m^n\}, \{\mathbf{w}_m^n\}, and \{\Theta_r\} until convergence.

Note that \(g_{i_m^n}\) does not appear in the constraints and we can directly derive the optimal solution for \(g_{i_m^n}\) when \(u_{i_m^n}, w_{i_m^n}\), and \(\Theta_r\) are fixed. The optimal \(g_{i_m^n}\) is given by

\[
g_{i_m^n}^{\text{opt}} = \frac{1}{\mathcal{E}_{i_m^n}},
\]

where \(\mathcal{E}_{i_m^n}\) is

\[
\mathcal{E}_{i_m^n} = (\sqrt{\mathcal{P}}u_{i_m^n}h_{i_m^n}^H w_{i_m^n}^n - 1)(\sqrt{\mathcal{P}}u_{i_m^n}h_{i_m^n}^H w_{i_m^n}^n - 1)^* + \sum_{n' \neq n} P u_{i_m^n}h_{i_m^n}^H w_{i_m^n}^n w_{i_m^n}^{n'} h_{i_m^n}^{n'} u_{i_m^n} + \sigma^2 |u_{i_m^n}|^2.
\]

In (33), we denote \(h_{i_m^n}^H + \sum_{r=1}^{R} h_{i_m^n}^{r} \Theta_r[m] G_{r}^p\) as \(h_{i_m^n}^{nH}\).

When \(g_{i_m^n}\) is fixed, the objective in (31) is simplified to \(\min \sum_{n=1}^{N} \text{Tr}(g_{i_m^n} \mathcal{E}_{i_m^n})\). Note that when optimizing the \(u_{i_m^n}\), the objective can be decoupled into \(\min \sum_{n=1}^{N} \text{Tr}(g_{i_m^n} \mathcal{E}_{i_m^n}), \forall n\). Since \(g_{i_m^n}\) is a variable (not a matrix), \(\min \text{Tr}(g_{i_m^n} \mathcal{E}_{i_m^n}), \forall n\) can be simplified to \(\min \text{Tr}(\mathcal{E}_{i_m^n}), \forall n\). In this case, the best \(u_{i_m^n}\) can be derived by setting \(\frac{\partial \text{Tr}(\mathcal{E}_{i_m^n})}{\partial u_{i_m^n}} = 0\). The optimal \(u_{i_m^n}\) can be expressed as

\[
u_{i_m^n}^{\text{opt}} = w_{i_m^n}^H h_{i_m^n}^n (P h_{i_m^n}^n w_{i_m^n}^n w_{i_m^n}^n H_{i_m^n}^n + \tilde{\Phi}_{i_m^n}^n)^{-1},
\]

where \(\tilde{H}_{i_m^n}^H = h_{i_m^n}^H + \sum_{r=1}^{R} h_{i_m^n}^{r} \Theta_r G_{r}^p. \tilde{R}_{i_m^n}^n\) is the interference-plus-noise variance, which is calculated as

\[
\tilde{\Phi}_{i_m^n}^n = \sum_{n' \neq n} P h_{i_m^n}^n w_{i_m^n}^n w_{i_m^n}^{n'} h_{i_m^n}^{n'} + \sigma^2.
\]

\[\text{D. Optimizing the analog beamforming vector}\]

After optimizing \(u_{i_m^n}\), we will turn to optimize the beamforming vector and RIS phases. We reformulate the sum-WMMSE problem (30) as follows

\[
\begin{align*}
\min_{n=1}^{N} \sum_{n=1}^{N} \text{Tr}(g_{i_m^n} \mathcal{E}_{i_m^n}) = \min_{n=1}^{N} (w_{i_m^n}^n (P \sum_{k=1}^{N} g_{i_m^n} u_{i_m^{n,k}}^2 h_{i_m^n}^n h_{i_m^n}^n)) w_{i_m^n}^n \\
& - \sqrt{P} g_{i_m^n} u_{i_m^n}^* h_{i_m^n}^n w_{i_m^n}^n - \sqrt{P} g_{i_m^n} u_{i_m^n}^* h_{i_m^n}^n h_{i_m^n}^n + |u_{i_m^n}|^2 \sigma^2 + 1.
\end{align*}
\]
In (36), \( P \sum_{k=1}^{N} |u_{ik}|^2 \tilde{h}_{k}^{n} \tilde{h}_{k}^{H} \) is a constant matrix, so we can decouple the optimization problem among UAVs, i.e., we can separately optimize \( w_{i_m}^{n} \) for each \( n \). By neglecting the constant terms, the decoupled optimization problem is as follows

\[
\min_{w_{i_m}^{n}} f(w_{i_m}^{n})
\]

subject to \([|w_{i_m}^{n}|]_{t} = \frac{1}{\sqrt{N_t}}, t = 1..., N_t, \]

where \( f(w_{i_m}^{n}) = w_{i_m}^{nH} A w_{i_m}^{n} - 2\sqrt{P} \text{Re}(g_{i_m}^{*} u_{i_m}^{nH} h_{i_m}^{H}) \) and \( A = P \sum_{k=1}^{N} |u_{ik}|^2 \tilde{h}_{k}^{n} \tilde{h}_{k}^{H} \).

To solve (37), we can use the majority-minimization (MM) algorithm, which is proposed in [32], [33]. It is a method which sequentially solves (37) by constructing a series of more tractable approximate sub-problems. The sub-problem provides an upper-bound of \( f(w_{i_m}^{n}) \). Denoting the objective of the sub-problem at Iteration \( t \) as \( h(w_{i_m}^{n}|w_{i_m}^{n[t-1]} \), it will have the following properties:

1) \( h(w_{i_m}^{n[t-1]}|w_{i_m}^{n[t-1]} = f(w_{i_m}^{n[t-1]} \)

2) \( \nabla_{w_{i_m}^{n}} h(w_{i_m}^{n}|w_{i_m}^{n[t-1]}|w_{i_m}^{n[t-1]} = \nabla_{w_{i_m}^{n}} f(w_{i_m}^{n}|w_{i_m}^{n[t-1]} \)

3) \( h(w_{i_m}^{n}|w_{i_m}^{n[t-1]} \geq f(w_{i_m}^{n}) \)

Using the same technique as [33], we can construct a sub-problem at Iteration \( t \) as follows:

\[
\max_{w_{i_m}^{n}} 2\text{Re}(w_{i_m}^{nH} q^{[t-1]})
\]

subject to \([|w_{i_m}^{n}|]_{t} = \frac{1}{\sqrt{N_t}}, t = 1..., N_t, \]

where \( q^{[t-1]} = (\lambda_{\text{max}} I_{N_t} - A)w_{i_m}^{n[t-1]} + \sqrt{P} u_{i_m}^{nH} h_{i_m}^{H} \). \( \lambda_{\text{max}} \) is the maximum eigenvalue of \( A \) and \( w_{i_m}^{n[t-1]} \) is the solution of the sub-problem at Iteration \( t - 1 \). The optimal solution to (38) is given by

\[
w_{i_m}^{n[t]} = \frac{1}{\sqrt{N_t}} e^{j \arg(q^{[t-1]})}.
\]

According to [33], the MM algorithm converges to the Karush-Kuhn-Tucker (KKT) point of Problem (37). The detailed algorithm is presented in Alg. 4.

E. Optimizing RIS phases

To optimize the RIS phases, we first need to simplify the expression. Defining \( \mathbf{H}_{RIS}^{n} = [\mathbf{h}_{m}^{nH}, \cdots, \mathbf{h}_{m}^{nH}] \in C^{1 \times N_{RIS}}, \Theta[m] = \text{diag}(\Theta_1[m], \cdots, \Theta_R[m]) \in C^{N_{RIS} \times N_{RIS}} \), and \( \mathbf{G}_{RIS}^{n} = [\mathbf{G}_1^{nH}, \cdots, \mathbf{G}_R^{nH}]^{H} \in C^{N_{RIS} \times N_t} \), the channel between User \( i_m \), and UAV \( n \) can be simplified to

\[
\tilde{h}_{i_m}^{nH} = h_{i_m}^{nH} + \mathbf{H}_{RIS}^{n} \Theta[m] \mathbf{G}_{RIS}^{n}.
\]
Algorithm 4 Majority Minimization

1: Input the accuracy $\epsilon$ and initialize a feasible $w_{n,0}^{m}$ and $f(w_{n,0}^{m})$
2: $t \leftarrow 0$
3: repeat
4: $t \leftarrow t + 1$
5: Calculate $q^{t-1} = (\lambda_{\max} I_{N_t} - A)w_{n,0}^{m} + Pu^*, h^n$;
6: Update $w_{n,0}^{m} = \frac{1}{\sqrt{N_t}}e_{g^{t-1}}$.
7: Calculate $f(w_{n,0}^{m})$
8: until $\frac{|f(w_{n,0}^{m}) - f(w_{n,0}^{m-1})|}{f(w_{n,0}^{m})} \leq \epsilon$
9: Return $w_{n,0}^{m}$. 

By denoting $w_{n}^{m}, w_{n}^{\text{RIS}}$ by $W_{n}^{m}$, we can re-organize $\text{Tr}(E_{n}^{m})$ as

$$
\text{Tr}(g_{n}^{m} E_{n}^{m}) = \text{Tr}(|g_{n}^{m} u_{n}^{m}|^2 \sum_{k=1}^{N} (H_{n}^{\text{RIS}} \Theta[m] G_{n}^{k} W_{n}^{m} G_{n}^{kH} \Theta^H[m] H_{n}^{\text{RIS}} + h_{n}^{kH} W_{n}^{m} G_{n}^{kH} \Theta^H[m] H_{n}^{\text{RIS}}
+ H_{n}^{\text{RIS}} \Theta[m] G_{n}^{k} W_{n}^{m} h_{n}^{k} - g_{n}^{m} u_{n}^{m} H_{n}^{\text{RIS}} \Theta[m] G_{n}^{m} W_{n}^{m} - g_{n}^{m} u_{n}^{m} W_{n}^{m} G_{n}^{mH} \Theta^H[m] H_{n}^{\text{RIS}} + \text{Const}_{n}^{m})
= \text{Tr}(H_{n}^{\text{RIS}} \Theta[m] A \Theta^H[m] H_{n}^{\text{RIS}} + \text{Tr}(B_{n}^{H} \Theta^H[m] H_{n}^{\text{RIS}}) + \text{Tr}(H_{n}^{\text{RIS}} \Theta[m] B_{n}^{m}) + \text{Tr}(\text{Const}_{n}^{m}))
= \text{Tr}(\Theta[m] A \Theta^H[m] H_{n}^{\text{RIS}} + \text{Tr}(D_{n}^{H} \Theta^H[m]) + \text{Tr}(\Theta[m] D_{n}^{m}) + \text{Tr}(\text{Const}_{n}^{m}),
$$

where $\text{Const}_{n}^{m}$ is a constant term which is independent of $\Theta$. Matrix $A = |g_{n}^{m} u_{n}^{m}|^2 \sum_{k=1}^{N} G_{n}^{k} W_{n}^{m} G_{n}^{kH}$, $B_{n}^{m} = |g_{n}^{m} u_{n}^{m}|^2 \sum_{k=1}^{N} (G_{n}^{k} W_{n}^{m} h_{n}^{k}) - g_{n}^{m} u_{n}^{m} G_{n}^{m} W_{n}^{m}$, $C_{n}^{m} = H_{n}^{\text{RIS}} H_{n}^{\text{RIS}}$, and $D_{n}^{m} = B_{n}^{m} H_{n}^{\text{RIS}}$.

Then, by neglecting the constant term, the sum-MMSE objective can be reformulated as

$$
\min_{n=1}^{N} \text{Tr}(E_{n}^{m}) = \min_{n=1}^{N} \text{Tr}(\Theta[m] A \Theta^H[m] C_{n}^{m} + \text{Tr}(D_{n}^{H} \Theta^H[m]) + \text{Tr}(\Theta[m] D_{n}^{m})
= \min \text{Tr}(\Theta[m] A \Theta^H[m] C) + \text{Tr}(D_{m}^{H} \Theta^H[m]) + \text{Tr}(\Theta[m] D)
= \min_{v_{\Theta}^{m} E v_{\Theta}^{m} + v_{\Theta}^{T} d + d^{H} v_{\Theta}^{m},}
$$

where $C = \sum_{n=1}^{N} C_{n}^{m}$, $D = \sum_{n=1}^{N} D_{n}^{m}$, and $E = A \odot C^{T}$. Vector $v_{\Theta}^{m}$ is the collection of diagonal elements of $\Theta[m]$ and vector $d$ is the collection of diagonal elements of $D$. Equation (a) is because of $\text{Tr}(\Theta[m] A \Theta^H[m] C) = v_{\Theta}^{H} A \odot C^{T} v_{\Theta}^{m}$, where $\odot$ represents the Hadamard product.
Then, the optimization of $\Theta$ can be formulated as

$$\min_{v_{\Theta_m}} f(v_{\Theta_m})$$

subject to $||v_{\Theta_m}|t| = 1, t = 1, \ldots, RN_{RIS}$,

where $f(v_{\Theta_m}) = v_{\Theta_m}^H E v_{\Theta_m} + 2 \text{Re}(v_{\Theta_m}^H d^*)$.

Using the MM algorithm, described for the analog beamforming design, we can find the solution to (43). The sub-problem at Iteration $t$ is

$$\max_{v_{\Theta_m}} 2 \text{Re}(v_{\Theta_m}^H q^{[t-1]})$$

subject to $||v_{\Theta_m}|t| = 1, t = 1, \ldots, RN_{RIS}$,

where $q^{[t-1]} = (\lambda_{\text{max}} I_{RN_{RIS}} - E) v^{[t-1]}_{\Theta_m} + d^*$. $\lambda_{\text{max}}$ is the maximum eigenvalue of $E$ and $v^{[t-1]}_{\Theta_m}$ is the solution of the sub-problem at Iteration $t - 1$. The optimal solution to (44) is given by

$$v^{[t]}_{\Theta_m} = e^{j \text{arg} q^{[t-1]}}.$$

We summarize the beamforming and RIS-phase optimization in Alg. 5. At each Timeslot $m$, we use Alg. 5 to obtain the optimal beamforming vector and RIS phases.

**Algorithm 5 Joint beamforming and RIS-phase optimization**

1: Set sum-WMSE $M_{\text{sum}}[\cdot] \leftarrow 0$, the maximal iteration number $k_{\text{max}} \leftarrow 1000$, the convergence threshold $\epsilon \leftarrow 10^{-3}$, and $k \leftarrow 0$;
2: Randomly initialize the beamforming vector, the RIS phases, and the weight variable $g_{n_m}$;
3: while $|M_{\text{sum}}[k - 1] - M_{\text{sum}}[k]| \geq \epsilon M_{\text{sum}}[k - 1]$ and $k \leq k_{\text{max}}$ do
4: Calculate the $u_{i_m}^{n}$ for User $i_m^{n}$ according to (34);
5: Update $g_{i_m}^{n}$ for all $i_m^{n}$ according to (32);
6: Fixing $u_{i_m}^{n}$ and RIS phases, optimize $w_{i_m}^{n}$ for all $i_m^{n}$ using Alg. (4);
7: Fixing $u_{i_m}^{n}$ and $w_{i_m}^{n}$, optimize RIS phases $\Theta[m]$ using the method in Sec. IV-E;
8: end while
9: Return $\{w_{i_m}^{n}\}$ and $\Theta[m]$.

The details of the algorithm to jointly optimize deployment, scheduling, beamforming, and RIS phases are described in Alg. 6. Obviously, Alg. 6 converges since we generate a monotonically increasing sequence with an upper bound (the maximum sum-rate).
Algorithm 6 Joint Optimization

1: Set the sum-rate $R_{sum}[-1] \leftarrow 0$, the maximal iteration number $k_{max} \leftarrow 1000$, the convergence threshold $\epsilon \leftarrow 10^{-3}$, and $k \leftarrow 0$;
2: Choose feasible start points $p^{opt}[0]$, $x^{opt}[0]$, $\{w^{n,opt}[0]\}$, and $\Theta^{opt}[0]$;
3: while $R_{sum}[k] - R_{sum}[k - 1] \geq \epsilon R_{sum}[k - 1]$ and $k \leq k_{max}$ do
4: $k \leftarrow k + 1$;
5: Use Alg. 3 to find the optimal deployment;
6: Obtain the optimal scheduling by using sBnB to solve (13);
7: Obtain the optimal beamforming vector and RIS phases by Alg. 5;
8: Calculate $R_{sum}[k]$;
9: end while
10: Return $p^{opt}$, $x^{opt}$, $\{w^{n,opt}\}$, and $\Theta^{opt}$.

F. Complexity analysis

In this section, we analyze the complexity of the optimization algorithm. For the deployment, the complexity is $O\left(\frac{4\pi^2}{\Delta^2}\right)$, where $\Delta$ is the step size of the sphere search.

For the sBnB method, the complexity is $O\left(2^{KMN}\right)$, where $K$ is the number of ground users, $M$ is the total number of timeslots, and $N$ is the number of UAVs.

For the joint beamforming and RIS-phase optimization algorithm, we iteratively optimize the beamforming vector and RIS phases. For both beamforming optimization and RIS optimization, the MM algorithm is used. According to [33], the complexity of MM algorithm is $O(M^3 + T_{MM}M^2)$, where $M$ is the number of optimization variables and $T_{MM}$ is the number of iterations required for the MM algorithm to converge. Then, for beamforming optimization, the complexity is $O\left(N_t^3 + T_{MM}N_t^2\right)$, where $N_t$ is the number of antennas carried by one UAV. For the RIS-phase optimization, the complexity is $O\left(R^3 N_{RIS}^2 + T_{MM}R^2 N_{RIS}^2\right)$, where $R$ is the number of RISs and $N_{RIS}$ is the number of reflecting elements in each RIS.

The overall complexity of the joint optimization algorithm is $O(T_{Joint}\left(\frac{4\pi^2}{\Delta^2} + 2^{KMN} + N_t^3 + T_{MM}N_t^2 + R^2 N_{RIS}^2 + T_{MM}R^2 N_{RIS}^2\right))$, where $T_{Joint}$ is the number of iterations required for the joint optimization algorithm to converge. The sBnB method is the complexity bottleneck of the joint optimization algorithm due to its exponential complexity. To reduce the complexity, one can fix the scheduling and optimize the other three components. Such an algorithm will have
a polynomial complexity. We provide the comparison between the optimized scheduling and fixed scheduling in the simulation part. The optimized scheduling provides a moderate sum-rate improvement (about 10%) compared to the fixed scheduling. Therefore, if some compromise can be made in terms of the sum-rate, the fixed scheduling algorithm is preferred because of its low polynomial complexity.

V. SIMULATION RESULTS

In this section, we provide simulation results for our proposed joint optimization algorithm. We consider a scenario where 2 UAVs serve 4 users in 4 timeslots with the assistance of 2 RISs. The UAVs serve the users using a mmWave carrier. We choose 28 GHz as the carrier’s frequency, since 28 GHz is a typical frequency band in urban areas [35]. The parameters in Eq. (5) are set as $a = 11.95$ and $b = 0.14$ [36]. The channel gain coefficient $a_n^k$ is generated according to a complex Gaussian distribution $a_n^k \sim \mathcal{CN}(0, 10^{-0.1\kappa})$, where $\kappa = e + 10f \log_{10}(s) + \eta$. Parameter $s$ is the distance between the UAV and the user. We calculate $s$ according to the UAV’s position in the previous timeblock. Parameters $f$ and $e$ are constants and $\eta \sim \mathcal{N}(0, \sigma_\eta)$. For no-blockage scenario, $f = 2$, $e = 61.4$, and $\sigma_\eta = 5.8$. For blockage scenario, $f = 2.92$, $e = 72$, and $\sigma_\eta = 8.7$ [35].

In our simulations, the RIS positions are (25,25,0) and (75,75,0). The UAVs and the RISs are all equipped with a 64 ($16 \times 4$) antenna array. We set the amplitude of the moving step for the UAV to be 1 meter. The initial positions of the UAVs are (15,15,30) and (35,35,30). We randomly generate the positions of the users and keep them throughout the simulation. The total number of timeblocks is 1000 and the channels change randomly from one timeblock to another, as explained in Section II-B. We use the averaged sum-rate and minimum rate per timeblock to measure the performance of our system.

In Fig. [3] we compare the sum-rate among (i) the system which uses our proposed joint optimization method, (ii) the system using fixed scheduling, (iii) the system that does not optimize the beamforming and RIS, (iv) the system which does not optimize the deployment and scheduling, and (v) the system which uses the initial UAV location and randomly generates scheduling, beamforming vector, and RIS phases. The power of the Gaussian white noise is set to be $-85$ dBm and the minimum rate constraint is 1 bit/Hz/Timeblock. Note that for Systems (iv) and (v), there is no minimum rate constraint as it cannot be guaranteed without an appropriate deployment. The results show that our joint optimization method provides significant
gains, in terms of the sum-rate, over the other systems. In particular, the joint optimization algorithm provides around 10% gain over the fixed scheduling algorithm, which provides the closest performance to that of our system. It is worth mentioning that the dominant complexity component of the joint algorithm lies in the scheduling optimization. When complexity is a bottleneck, one can use the fixed scheduling to reduce the complexity with a relatively moderate loss in the sum-rate. Another observation is that the system with optimized deployment outperforms the system which only optimizes the beamforming vector and RIS phases. One can conclude that the beamforming and RIS optimization alone cannot compensate the performance loss brought by the bad channel conditions.

Fig. 4 compares the minimum rate among the same systems. Our joint optimization method shows similar gains over the other four systems in terms of the minimum rate. Also, the performance order in Fig. 4 is the same as that of Fig. 3.

In Fig. 5, we evaluate the system performance with different number of RISs. The locations of the RISs are chosen from the set \{(5, 5, 0), (15, 15, 0), (25, 25, 0), (50, 50, 0), (75, 75, 0)\} randomly. The transmission power is set to be 5 dBm. We use the fixed scheduling in the simulation. As the
number of RISs increases, the system’s sum-rate gradually increases. Note that, as the number of RISs increases, the implementation complexity increases too.

In Fig. 6, we evaluate the relationship between the system performance and the moving distance of the UAVs. The transmission power is set to be 5 dBm. We use the fixed scheduling in the simulation. As the moving distance increases, the system performance gradually degrades. This is because a larger moving distance indicates a coarser resolution of the location search, which will degrade the performance of the deployment.

In Fig. 7, we compare the sum-rate of two systems at different altitudes: the system without RIS and the system using our joint optimization algorithm. For the system without RIS, we use random beamforming. As the UAV altitude decreases from 30 meters to 15 meters in the system without RIS, the sum-rate also decreases. The decrease is caused by the increase of the blockage probability. As pointed out in the channel model section, the blockage probability increases as the UAV altitude decreases. For the system using our joint optimization algorithm, as the UAV altitude decreases from 30 meters to 15 meters, there is an increase in the sum-rate because the path-loss is greatly reduced. Fig. 7 shows the importance of using the RIS to compensate for
the loss of throughput due to the blockage in low UAV altitude.

VI. CONCLUSIONS

In this paper, we jointly optimized the deployment, user scheduling, beamforming vector, and RIS phases in a RIS-assisted UAV wireless network. To solve the problem, we iteratively optimized one of the four variables while fixed the other three variables. For the deployment, we found the optimal position by a sphere search. Then, we formulated a MINLP to find the best scheduling and used an sBnB method to solve it. We also designed the analog beamforming vector and RIS phases using an iterative algorithm which makes use of the equivalent relationship between sum-rate maximization and sum-WMMSE. The proposed joint optimization outperforms the system using fixed scheduling, the system without beamforming and RIS optimization, and the system without deployment optimization.
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