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Abstract. In this paper, we first introduce fractional integral spaces, which possess some features: (i) when $0 < \alpha < 1$, functions in these spaces are not required to be zero on the boundary; (ii) the tempered fractional operators are equivalent to the Riemann-Liouville operator in the sense of the norm. Spectral Galerkin and Petrov-Galerkin methods for tempered fractional advection problems and tempered fractional diffusion problems can be developed as the classical spectral Galerkin and Petrov-Galerkin methods. Error analysis is provided and numerically confirmed for the tempered fractional advection and diffusion problems.

1. Introduction

Fractional calculus is a powerful mathematical tool to describe anomalous diffusion or dispersion phenomena, where a Lévy flight particle plume in the continuous time random walk (CTRW) model spreads at a rate inconsistent with the classical Brownian motion [6]. More specifically, the Lévy flight particle plume obeys a power-law waiting time distribution in the subdiffusion and the power-law jump length distribution in the superdiffusion, allowing the particle may to exhibit arbitrarily large jumps or long waiting time [21]. However, this may not be realistic for the physical processes [3]: e.g., the biological particles moving in viscous cytoplasm, displaying trapped dynamical behavior, just move in bounded physical space and have a finite lifespan. Exponentially tempering the Lévy measure is a suitable way to ensure that the moments of Lévy distributions are finite. This way, we recover the spatially [5] or temporally tempered fractional Fokker-Planck equation [23]. Other applications for the tempered fractional derivatives and tempered differential equations can be found, for instance, in poroelasticity [14], finance [4], groundwater hydrology [23], and geophysical flows [24].

A growing number of numerical methods for solving the tempered fractional differential equations (TFDEs), predominantly are based on finite difference methods, including high order methods (cf. [4, 10, 19, 22] and the references therein). In applications, high order methods require high regularity as well as several derivatives being zero at the boundary point (in the point to point sense) of the real solution to be effective. Although the techniques proposed in [7, 31] can remove the nonphysical boundary requirement and maintain high order of convergence, requirements of high regularity on the whole domain are still needed. However, since the fractional
derivatives involve singular kernel, the solutions of FDEs are usually singular near the boundaries. Since fractional operators are non-local, spectral method appears to be a natural choice. Eigenfunctions of a fractional Sturm-Liouville operator are derived in \cite{29}, and the use of a spectral collocation matrix is proposed in \cite{30}; spectral approximation results in weighted Sobolev spaces involving fractional derivatives are derived in \cite{9}, including also rigorous convergence analysis. Collocation methods using fractional Birkhoff interpolation basis functions are proposed in \cite{17}. Since all of previous work is based on the “generalized Jacobian functions (GJFs)” \[
\{(1 + x)\beta J_n^{\alpha,\beta}(x)\}_{n=0}^{N},\]
where \(J_n^{\alpha,\beta}(x)\) is Jacobi polynomial, the real solutions must be zero at the boundary points. Furthermore, this kind of bases function only solves the simple fractional ordinary problem \(aD_x^\alpha x u(x) = f(x)\). Spectral collocation methods for fractional problems using classical interpolation basis functions with Legendre-Gauss-Lobatto or Chebyshev-Gauss-Lobatto collocated points are proposed in \cite{20} and \cite{28}. Spectral accuracy still requires high regularity of the solution on the whole domain, moreover, the computational costs can be very large. Recently, fractional substantial equations on an infinite domain have been discussed in \cite{16} by modifying Laguerre functions, but only the simplest case \(sD_x^\alpha x u(x) = f(x)\) has been addressed there. Here \(sD_x^\alpha x\) is the fractional substantial differential operator. To the knowledge of the authors, until now, there is hardly any spectral work has been done to solve the TFDEs.

In this paper, we first study the fractional integral spaces, in which functions are not required to be zero at the boundary point. Tempered fractional operators are equal to the standard Riemann-Liouville operators in the sense of the discussed integral spaces. Hence, we can derive the variational formulation for the TFDEs using these spaces, and numerically solve the TFDEs with GJFs in the weak sense, instead of in point to point sense or in the weighted space. This is one of the main differences between the spectral methods in this paper and that of previous works.

The rest of the paper is organized as follows. In Section 2, we describe the fractional integral spaces and study the properties of the tempered operators in these spaces. Then in Section 3, we derive the variational formulations and the spectral methods for the tempered advection and diffusion problems, respectively, and we develop their convergence in detail. Associated numerical experiments are present in Section 4 to support the theoretical results.

\section{Functional Spaces for Tempered Fractional Differential Equations}

\subsection{Tempered fractional operators}

In this part, we review the definitions and some properties of tempered fractional calculus. Let \(\Omega = [a, b]\) be a finite interval on the real axis \(\mathbb{R}\).

\begin{definition}[Tempered fractional integrals \cite{5}]
For \(\alpha > 0, \lambda \geq 0\), the left and the right tempered fractional integral of order \(\alpha\) are, respectively, defined as
\begin{equation}
\begin{aligned}
aI_x^{\alpha,\lambda} u(x) &:= e^{-\lambda x} aI_x^{\alpha} (e^{\lambda x} u(x)) = \frac{1}{\Gamma(\alpha)} \int_a^x e^{-\lambda(x-s)}(x-s)^{\alpha-1} u(s)ds, \\
xI_b^{\alpha,\lambda} u(x) &:= e^{\lambda x} bI_x^{\alpha} (e^{-\lambda x} u(x)) = \frac{1}{\Gamma(\alpha)} \int_x^b e^{\lambda(x-s)}(s-x)^{\alpha-1} u(s)ds,
\end{aligned}
\end{equation}
and
\end{definition}
where $\Gamma$ presents the Euler gamma function, and $aI^\alpha_x$ denotes the left Riemann-Liouville fractional integral operator

\begin{equation}
(2.3) \quad aI^\alpha_x u(x) = \frac{1}{\Gamma(\alpha)} \int_a^x (x-s)^{\alpha-1} u(s)ds,
\end{equation}

and $xI^\alpha_b$ denotes the right Riemann-Liouville fractional integral operator

\begin{equation}
(2.4) \quad xI^\alpha_b u(x) = \frac{1}{\Gamma(\alpha)} \int_x^b (s-x)^{\alpha-1} u(s)ds.
\end{equation}

The tempered fractional integrals (2.1) and (2.2) reduce to their corresponding Riemann-Liouville integrals if $\lambda = 0$. For convenience, in the following, the fractional integrals (2.1) and (2.2) are sometimes denoted as $aD_x^{-\alpha,\lambda}u(x)$ and $xD_b^{-\alpha,\lambda}u(x)$.

**Definition 2.2** (Tempered fractional derivatives [5]). For $n-1 \leq \alpha < n, n \in \mathbb{N}^+$, $\lambda \geq 0$, the left and the right tempered fractional derivative are defined, respectively, as

\begin{equation}
(2.5) \quad aD_x^{\alpha,\lambda} u(x) = e^{-\lambda x}aD_x^{\alpha} (e^{\lambda x}u(x)) = \frac{e^{-\lambda x}}{\Gamma(n-\alpha)} \frac{d^n}{dx^n} \int_a^x (x-s)^{\alpha-n+1} \frac{e^{\lambda s}u(s)}{(s-x)^{\alpha-n+1}}ds,
\end{equation}

and

\begin{equation}
(2.6) \quad xD_b^{\alpha,\lambda} u(x) = e^{\lambda x}x\int_a^x \frac{d^n}{dx^n} \frac{e^{-\lambda s}u(s)}{(s-x)^{\alpha-n+1}}ds,
\end{equation}

where $aD_x^{\alpha}$ and $xD_b^{\alpha}$ are, respectively, the left and the right Riemann-Liouville fractional derivative operators [25]

\begin{equation}
(2.7) \quad aD_x^{\alpha} u(x) = D^n aI_x^{-n-\alpha} u(x) = \frac{1}{\Gamma(n-\alpha)} \frac{d^n}{dx^n} \int_a^x \frac{u(s)}{(x-s)^{\alpha-n+1}}ds,
\end{equation}

and

\begin{equation}
(2.8) \quad xD_b^{\alpha} u(x) = (-D)^n xI_b^{-n-\alpha} u(x) = \frac{(-1)^n}{\Gamma(n-\alpha)} \frac{d^n}{dx^n} \int_x^b \frac{u(s)}{(s-x)^{\alpha-n+1}}ds.
\end{equation}

### 2.2. Fractional integral spaces.

**2.2.1. Definitions.** We denote by $L_p(a,b)$ $(1 \leq p < \infty)$ the set of Lebesgue measurable functions $f$ on $\Omega = [a,b]$ for which $\|f\|_{L_p} < \infty$, where $\|f\|_p = \left( \int_a^b |f(x)|^p dx \right)^{1/p}$, $1 \leq p < \infty$.

Let $AC[a,b]$ be the space of functions $f$ which are absolutely continuous on $[a,b]$. It is known ([18], p. 338) that $AC[a,b]$ coincides with the space of primitives of Lebesgue summable functions:

\begin{equation}
(2.9) \quad f(x) \in AC[a,b] \iff f(x) = c + \int_a^x \phi(x)dx, \ \phi(x) \in L_1(a,b),
\end{equation}

where $\phi(x) = f'(x)$, and $c = f(a)$.

Denote by $AC^n[a,b]$ the space of functions $f(x)$ which have continuous derivatives up to order $n-1$ on $[a,b]$ such that $f^{(n-1)}(x) \in AC[a,b]$:

\begin{equation}
(2.10) \quad AC^n[a,b] = \{ f : D^{n-1}f(x) \in AC[a,b] \}.
\end{equation}

In particular, $AC^1[a,b] = AC[a,b]$. 

In this paper, we focus on the fractional integral space of functions $aI_x^\alpha(L_p)$ and $xI_x^\alpha(L_p)$, for $\alpha > 0$ and $1 \leq p < \infty$, defined by (2.24, Definition 2.3)

\begin{align}
(2.11) & \quad aI_x^\alpha(L_p) := \{f : f(x) = aI_x^\alpha \varphi(x), \varphi(x) \in L_p(a, b)\}, \\
(2.12) & \quad xI_x^\alpha(L_p) := \{f : f(x) = xI_x^\alpha \varphi(x), \varphi(x) \in L_p(a, b)\},
\end{align}

respectively.

Let us consider some properties of the defined fractional spaces. We only discuss $aI_x^\alpha(L_p)$; similar results can be derived for $xI_x^\alpha(L_p)$.

**Lemma 2.4.** If $f(x) \in aI_x^\alpha(L_p)$, then there exists a unique $\varphi(x) \in L_p(a, b)$, such that $f(x) = aI_x^\alpha \varphi(x)$.

**Proof.** If there are two functions $\varphi_1(x)$ and $\varphi_2(x)$ in $L_p(a, b)$, such that

\begin{equation}
(2.13) \quad f(x) = aI_x^\alpha \varphi_1(x) = aI_x^\alpha \varphi_2(x),
\end{equation}

then

\begin{equation}
(2.14) \quad aI_x^\alpha (\varphi_1(x) - \varphi_2(x)) \equiv 0, \quad a \leq x \leq b.
\end{equation}

Assume that $\nu(x) := \varphi_1(x) - \varphi_2(x) \neq 0$ in the sense of an $L_p$ norm. Then since $C^\infty([a, b])$ is dense in $L_p(a, b)$ (13, p. 252), there exist $\{\nu_n(x)\} \subset C^\infty(a, b)$, $(a_1, b_1) \subset (a, b)$, such that $\nu_n(x) \to \nu(x)$, $n \to \infty$. Furthermore, there is $N > 0$, and $n > N$, $\nu_n(x) = 0$ in $(a, a_1)$, while $\nu_n(x) \neq 0$ in $(a_1, b_1)$, say $\nu_n(x) > 0$. Therefore, by the definition of the Riemann-Liouville fractional integral operator (2.3), we have

\begin{equation}
(2.15) \quad aI_{b_1}^\alpha \nu_n(x) = aI_{b_1}^\alpha \nu_n(x) > 0,
\end{equation}

which contradicts to (2.14). \qed

The characterization of the space $aI_x^\alpha(L_1)$ is given by the following lemma.

**Lemma 2.4 (23, Theorem 2.3).** In order that $f(x) \in aI_x^\alpha(L_1)$, $n - 1 \leq \alpha < n$, it is necessary and sufficient that $aI_x^{n-\alpha} f(x) \in AC^n[a, b]$, and that

\begin{equation}
(2.16) \quad aD_x^{\alpha-k} f(x) \mid_{x=a} = 0, \quad k = 1, 2, \ldots, n.
\end{equation}

It is well known that the equality $aD_x^{\alpha} aI_x^\alpha f(x) = f(x)$ is valid for any summable function $f(x)$; while for $f(x) \in L_1(a, b)$ and $aD_x^{\alpha} f(x) \in L_1(a, b)$, in stead of $f(x) \in aI_x^\alpha \{L_1(a, b)\}$, we have

\begin{equation}
(2.17) \quad aI_x^\alpha aD_x^\alpha f(x) = f(x) - \sum_{k=1}^{n} \frac{(x-a)^{\alpha-k}}{(\alpha-k+1)} aD_x^{\alpha-k} f(x) \mid_{x=a}.
\end{equation}

From Lemma 2.4, it is easy to see that the following Corollary holds.

**Corollary 2.5.** If $f(x) \in aI_x^\alpha \{L_1(a, b)\}$, then $aI_x^\alpha aD_x^\alpha f(x) = f(x)$.

Therefore, we can see that:

(i) By the definitions of $AC[a, b]$ as well as $AC^n[a, b]$ in (2.9)-(2.10), we have $aD_x^{\alpha} f(x) \in L_1(a, b)$ from $aI_x^{n-\alpha} f(x) \in AC^n[a, b]$. So $aI_x^{n-\alpha} f(x) \in AC^n[a, b]$ or $aD_x^{\alpha} f(x)$ exists almost everywhere and is summable is necessary but not sufficient for $f(x) \in aI_x^\alpha(L_1)$. 

(ii) It is clear \(2.7\) that for \(k = 1, 2, \ldots, n, aI_x^{\alpha-n}(x-a)^{\alpha-k} = \frac{\Gamma(\alpha-k+1)}{(n-k+1)}(x-a)^{\alpha-k} \in AC^n[a, b] \), and \(aD_x^{\alpha-k}(x-a)^{\alpha-k} |_{x=a} = 0 \) for \(k_1 \neq k \), but \(aD_x^{\alpha-k}(x-a)^{\alpha-k} \equiv \Gamma(\alpha-k+1) \neq 0 \). Thus, by Lemma \(2.4\) \((x-a)^{\alpha-k} \notin aI_x^\alpha(L_1)\). In other words, some functions, which may destroy the general of the regularity principle characterization, are excluded from the space \(aI_x^\alpha(L_1)\).

**Remark 2.6.**

(i) We prove in Appendix \(A\) that if \(f(x) \in aI_x^\alpha[L_1(a, b)]\), then the condition \(2.16\) is equivalent to

\[
D^j f(x) \big|_{x=a} = 0, \quad j = 0, 1, \ldots, n-2, \quad \text{(if } n \geq 2\text{)}; \quad \text{and } aI_x^{\alpha-n} f(x) \big|_{x=a} = 0.
\]

In particular, when \(0 < \alpha < 1, f(x) \in aI_x^\alpha[L_1(a, b)]\) does not need to be zero at the left boundary. In fact, \(f(a)\) can be a constant or even infinite. Let’s see an example: assume that \(0 < \alpha < \alpha' < 1, f(x) = (x-a)^{\alpha-\alpha'}\), then

\[
aI_x^{\alpha-n} f(x) = \frac{\Gamma(\alpha-\alpha'+1)}{\Gamma(1-\alpha')}(x-a)^{1-\alpha} \in AC[a, b],
\]

because, by \(2.8\),

\[
D \left( aI_x^{\alpha-n} f(x) \right) = \frac{\Gamma(\alpha-\alpha'+1)}{\Gamma(1-\alpha')} (x-a)^{-\alpha} \in L_1(a, b).
\]

Also, \(aI_x^{\alpha-n} f(x) |_{x=a} = 0\). Thus, by Lemma \(2.4\) we have \(f(x) \in aI_x^\alpha[L_1(a, b)]\).

(ii) It should be clarified that Corollary \(2.9\) is different from

\[
D^n aI_x^{\alpha-n} f(x) = aI_x^{\alpha-n} D^n f(x) = aD_x^n f(x).
\]

We know that \(2.9\) when \(f(x) \in AC^n[a, b]\), we have

\[
aI_x^{\alpha-n} D^n f(x) = aD_x^n f(x) - \sum_{k=0}^{n-1} \frac{D^k f(a)}{\Gamma(k-\alpha+1)}(x-a)^{k-\alpha}.
\]

We also show in Appendix \(A\) that if \(f(x) \in AC^n[a, b]\), and \(D^j f(a) = 0, j = 0, 1, \ldots, n-2\), then \(f(x) \in aI_x^\alpha[L_1(a, b)]\). So, from \(2.22\) and \(2.18\), we get

\[
aI_x^{\alpha-n} D^n f(x) = aD_x^n f(x) - \frac{D^{n-1} f(a)}{\Gamma(n-\alpha)}(x-a)^{n-1-\alpha},
\]

but DO NOT recover \(2.21\).

Since \(L_p(a, b)\) can be embedded into \(L_q(a, b)\) for \(1 < q < p < \infty\) \(26\), we have

\[
aI_x^\alpha[L_p(a, b)] \subseteq aI_x^\alpha[L_q(a, b)].
\]

By Lemma \(2.3\) and Corollary \(2.5\) we obtain that

**Lemma 2.7.**

\[
f(x) \in aI_x^\alpha[L_p(a, b)] \iff \exists \varphi(x) \in L_p(a, b), s.t. f(x) = aD_x^n \varphi(x),
\]

where \(\varphi(x) = aD_x^n f(x)\).
It follows that \( a I^\alpha_x \varphi(x) \equiv 0 \), \( \varphi(x) \in L_p(a, b) \), only in the case \( \varphi(x) \equiv 0 \). Thus we can introduce the norm in \( a I^\alpha_x [L_p(a, b)] \) by
\[
\|f(x)\|_{a I^\alpha_x [L_p(a, b)]} = \|a D^\alpha_x f(x)\|_{p}.
\]
(2.26)
It is easy to see that the space \( a I^\alpha_x [L_p(a, b)] \) with the norm (2.26) is a Banach space as it is isometric to \( L_p(a, b) \).

Now, we can show another characterization of the fractional integral space.

**Lemma 2.8** (26, p.208 and p.337). When \( 0 < \alpha < 1/p \), and \( 1 < p < \infty \), then
\[
H^{\alpha,p}[a, b] = I^\alpha[L_p(a, b)] := a I^\alpha_x [L_p(a, b)] = a I^\alpha_y [L_p(a, b)],
\]
up to the equivalence of norms. When \( 1/p < \alpha < 1/p + 1 \), then
\[
H^{\alpha,p}_0[a, b] = a I^\alpha_x [L_p(a, b)];
\]
where
\[
H^{\alpha,p}[a, b] = \{ f : f(x) \in H^{\alpha,p}[a, b], \text{ and } f(a) = 0 \},
\]
(2.29)
\[
H^{\alpha,p}_0[a, b] = \{ f : \exists g(x) \in H^{\alpha,p}(\mathbb{R}), \text{ s.t. } g(x)|_{[a,b]} = f(x) \},
\]
(2.30)
with the norm \( \|f(x)\|_{H^{\alpha,p}[a, b]} = \inf \|g(x)\|_{H^{\alpha,p}(\mathbb{R})} \).

**2.2.2. Properties.** Let us now discuss properties of the fractional integral spaces introduced, to recover some useful results related to the tempered calculus.

**Lemma 2.9** (Theorem 2.6, Theorem 3.5, Theorem 3.6 in [26]).

(i) The fractional integration operator \( a I^\alpha_x \) is bounded in \( L_p(a, b) \) (\( p \geq 1 \)):
\[
\|a I^\alpha_x \varphi(x)\|_p \leq \frac{(b - a)\alpha}{\Gamma(\alpha + 1)} \|\varphi(x)\|_p.
\]
(2.31)
(ii) If \( 0 < \alpha < 1 \) and \( 1 < p < 1/\alpha \), then the fractional integration operator \( a I^\alpha_x \) is bounded from \( L_p(a, b) \) into \( L_q(a, b) \), where \( q = \frac{p}{1 - \alpha p} \).

(iii) If \( p > 1/\alpha \), the fractional integral operator \( a I^\alpha_x \) is bounded from \( L_p(a, b) \) into \( C^{\alpha_0,\alpha-1/p-n_0}[a, b] \) if \( \alpha - 1/p \in \mathbb{N}^+ \), and \( a I^\alpha_x \varphi(x) = o \left( (x - a)^{\alpha - 1/p} \right) \) as \( x \to a \), where \( n_0 = [\alpha - 1/p] \), and \( C^{\alpha_0,\gamma}[a, b] \) is a Hölder space defined by
\[
\|f(x)\|_{C^{\alpha_0,\gamma}[a, b]} = \left\{ f : f(x) \in C^{\alpha_0,\gamma}[a, b] \text{ and } \exists A > 0 \text{ s.t. } \frac{|D^m f(x) - D^m f(y)|}{|x - y|^{\gamma}} \leq A \forall x, y \in (a, b) \right\}.
\]
(2.32)
(iv) If \( 0 < 1/p < \alpha < 1 + 1/p \), the fractional integral operator \( a I^\alpha_x \) is bounded from \( L_p(a, b) \) into \( C^{\alpha_0,\alpha-1/p-n_0}[a, b] \), where \( n_0 = [\alpha - 1/p] \), \( C^{\alpha_0,\gamma}[a, b] \) is defined by
\[
\|f(x)\|_{C^{\alpha_0,\gamma}[a, b]} = \left\{ f : f(x) \in C^{\alpha_0,\gamma}[a, b] \text{ and } \frac{|D^m f(x) - D^m f(y)|}{|x - y|^{\gamma}} \to 0 \text{ as } x \to y \right\}.
\]
(2.33)

**Remark 2.10.** Inequality (2.31) demonstrates the rationality of the norm (2.26), i.e., \( \|a D^\alpha_x f(x)\|_p \) is indeed a norm rather than a semi-norm if \( f(x) \in a I^\alpha_x [L_p(a, b)] \), although \( f(x) \) might not be zero on the left boundary.

**Lemma 2.11.** If \( \alpha_1 > \alpha_2 \geq 0 \), then \( a I^\alpha_x [L_p(a, b)] \subseteq a I^\alpha_y [L_p(a, b)] \).
Proof. Firstly, if \( f(x) \in aI_x^\alpha[L_p(a, b)] \), then there is \( \varphi(x) \in L_p(a, b) \), such that

\[
f(x) = aI_x^\alpha \varphi(x) = aI_x^{\alpha - \sigma} \varphi(x).
\]

From Lemma 2.9 and \( \varphi(x) \in L_p(a, b) \), we have \( aI_x^{\alpha - \sigma} \varphi(x) \in L_p(a, b) \). Thus, \( f(x) \in aI_x^\alpha[L_p(a, b)] \).

Secondly, by (2.26) and (2.31), we have

\[
\|f(x)\|_{aI_x^\alpha[L_p(a, b)]} = \|aI_x^{\alpha - \sigma} \varphi(x)\|_p \leq C \cdot \|\varphi(x)\|_p = C \cdot \|f(x)\|_{aI_x^\alpha[L_p(a, b)]}.
\]

Next, we show that the tempered fractional operation is equivalent to fractional operation in the space \( aI_x^\alpha[L_p(a, b)] \).

Lemma 2.12 (Lemma 10.3 in [26]). Let \( \alpha > 0 \), \( \sigma \in \mathbb{R} \), and \( 1 \leq p < \infty \). Then

\[
e^{-\sigma x} aI_x^\alpha e^{\sigma x} u(x) \in aI_x^\alpha[L_p(a, b)] \iff u(x) \in L_p(a, b);
\]

\[
e^{-\sigma x} aD_x^\alpha e^{\sigma x} u(x) \in L_p(a, b) \iff u(x) \in aI_x^\alpha[L_p(a, b)].
\]

Corollary 2.13. Let \( \alpha > 0 \), \( \sigma \in \mathbb{R} \), and \( 1 \leq p < \infty \). Then

\[
u(x) \in aI_x^\alpha[L_p(a, b)]
\]

if and only if

\[
u(x) \in aI_x^\alpha[L_p(a, b)],
\]

and there are positive constants \( C_1 \) and \( C_2 \), which depend on \( \alpha \), \( \sigma \), and \( a, b \), such that

\[
C_1\|u(x)\|_{aI_x^\alpha[L_p(a, b)]} \leq \|e^{\sigma x} u(x)\|_{aI_x^\alpha[L_p(a, b)]} \leq C_2\|u(x)\|_{aI_x^\alpha[L_p(a, b)]}.
\]

Proof. If \( u(x) \in aI_x^\alpha[L_p(a, b)] \), then there exists \( \nu(x) \in L_p(a, b) \), such that

\[
u(x) = aI_x^\alpha \nu(x) = aI_x^\alpha e^{-\sigma x} e^{\sigma x} \nu(x) = aI_x^{\alpha - \sigma} \nu(x),
\]

where \( \nu(x) = e^{\sigma x} \nu(x) \in L_p(a, b). \) Therefore, \( e^{\sigma x} u(x) = e^{\sigma x} aI_x^\alpha e^{-\sigma x} \nu(x) \). Then, by Lemma 2.12 we have \( e^{\sigma x} u(x) \in aI_x^\alpha[L_p(a, b)] \). Similarly, we have \( e^{-\sigma x} u(x) \in aI_x^\alpha[L_p(a, b)] \).

If \( e^{\sigma x} u(x) \in aI_x^\alpha[L_p(a, b)] \), then by the above analysis, we have

\[
e^{-\sigma x} (e^{\sigma x} u(x)) = u(x) \in aI_x^\alpha[L_p(a, b)].
\]

Finally, by Eqs. (2.26), (2.31), and Lemma 2.12 we have

\[
\|e^{\sigma x} u(x)\|_{aI_x^\alpha[L_p(a, b)]} = \|e^{\sigma x} aI_x^{\alpha - \sigma} \nu(x)\|_{aI_x^\alpha[L_p(a, b)]} \leq C \|\nu(x)\|_p \leq C_2\|u(x)\|_{aI_x^\alpha[L_p(a, b)]}.
\]

The lower bound

\[
C_1\|u(x)\|_{aI_x^\alpha[L_p(a, b)]} \leq \|e^{\sigma x} u(x)\|_{aI_x^\alpha[L_p(a, b)]}
\]

can be obtained in a similar way.

From Corollary 2.13, Lemma 2.4, and Lemma A.1, the following corollary follows.
Corollary 2.14. Let $n - 1 \leq \alpha < n$, and $\sigma \in \mathbb{R}$. If $u(x) \in aI_x^{\sigma} [L_p(a,b)]$, then 
\[ aD_x^{\alpha - \sigma} (e^{\sigma x} u(x)) \in AC^n[a,b], \]
and
\[ \left. aD_x^{\alpha - k} (e^{\sigma x} u(x)) \right|_{x=a} = 0, \; k = 1, 2, \cdots, n. \]

Also,
\[ \left. D^j (e^{\sigma x} u(x)) \right|_{x=a} = 0, \; j = 0, 1, \cdots, n - 2. \]

Lemma 2.15. Let $\alpha_1 > 0$, $\alpha_2 > 0$, $\alpha + \alpha_2 = \alpha$, and $\lambda > 0$. If $u(x) \in aI_x^{\alpha} [L_p(a,b)]$, then
\[ aD_x^{\alpha, \lambda} u(x) = aD_x^{\alpha_1, \lambda} aD_x^{\alpha_2, \lambda} u(x), \]
and
\[ aD_x^{\alpha_2, \lambda} u(x) \in aI_x^{\alpha_1} [L_p(a,b)]. \]

Proof. If $u(x) \in aI_x^{\alpha} [L_p(a,b)]$, then from Corollary 2.13 we have $e^{\lambda x} u(x) \in aI_x^{\alpha} [L_p(a,b)]$. From Lemma 2.11 there is $e^{\lambda x} u(x) \in aI_x^{\alpha_2} [L_p(a,b)]$. So, by Corollary 2.13 we have
\[ aD_x^{\alpha_2, \lambda} (e^{\lambda x} u(x)) \mid_{x=a} = 0, \; k = 1, 2, \cdots, [\alpha_2]. \]

Thus (25, p.74),
\[
\begin{align*}
& aD_x^{\alpha_1, \lambda} aD_x^{\alpha_2, \lambda} u(x) \\
& = e^{-\lambda x} aD_x^{\alpha_1} aD_x^{\alpha_2} e^{\lambda x} u(x) \\
& = e^{-\lambda x} aD_x^{\alpha} (e^{\lambda x} u(x)) - e^{-\lambda x} \sum_{j=1}^{[\alpha_2]} \frac{(x-a)^{-\alpha_1 - j}}{(1 - \alpha_1 - j)} aD_x^{\alpha_2 - j} (e^{\lambda x} u(x)) \mid_{x=a} \\
& = aD_x^{\alpha, \lambda} u(x).
\end{align*}
\]
Since $e^{\lambda x} u(x) \in aI_x^{\alpha} [L_p(a,b)]$, there exists $\varphi(x) \in L_p(x)$, such that $e^{\lambda x} u(x) = aI_x^{\alpha} \varphi(x)$, and
\[ aD_x^{\alpha_2, \lambda} u(x) = e^{-\lambda x} aD_x^{\alpha_2} e^{\lambda x} u(x) = e^{-\lambda x} aD_x^{\alpha_2} aI_x^{\alpha} \varphi(x) = e^{-\lambda x} aI_x^{\alpha_1} \varphi(x). \]
Thus, we obtain $aD_x^{\alpha_2, \lambda} u(x) \in aI_x^{\alpha_1} [L_p(a,b)]$ from Corollary 2.13.

In the following, we mainly focus on specific cases $aI_x^{\alpha} [L_p(a,b)]$ and $xI_b^{\alpha} [L_p(a,b)]$ when $p = 2$.

Lemma 2.16. Let $\alpha > 0$, $\lambda > 0$. If $u(x) \in L_2(a,b)$, $v(x) \in L_2(a,b)$, then
\[ (aI_x^{\alpha, \lambda} u(x), v(x)) = \left( u(x), xI_b^{\alpha, \lambda} v(x) \right). \]

Proof. By Definition 2.1 and Property A.2 of [12], (2.45) can be easily obtained.

Lemma 2.17. Let $n - 1 \leq \alpha < n$, $\lambda > 0$. If $u(x) \in aI_x^{\alpha, \lambda} [L_2(a,b)]$, $v(x) \in xI_b^{\alpha, \lambda} [L_2(a,b)]$, then
\[ (aD_x^{\alpha, \lambda} u(x), v(x)) = \left( u(x), xD_b^{\alpha, \lambda} v(x) \right). \]

Proof. If $u(x) \in aI_x^{\alpha, \lambda} [L_2(a,b)]$, $v(x) \in xI_b^{\alpha, \lambda} [L_2(a,b)]$, then from Corollary 2.13 Lemmas 2.7 and 2.9 we have
\[ u(x) \in L_2(a,b), \; v(x) \in L_2(a,b), \; \text{and} \; aD_x^{\alpha, \lambda} u(x) \in L_2(a,b), \; xD_b^{\alpha, \lambda} v(x) \in L_2(a,b). \]
From Corollary 2.5 and Lemma 2.16 we can easily get

\[
(aD_{x}^{\alpha,\lambda}u(x), v(x)) = \left( aD_{x}^{\alpha,\lambda}u(x), xI_{b}^{\alpha,\lambda}D_{b}^{\alpha,\lambda}v(x) \right) = \left( u(x), xD_{b}^{\alpha,\lambda}v(x) \right).
\]

\(\square\)

For any function \(h(x), x \in [a,b]\), by means of zero extension, it can also be viewed as a function defined on \(\mathbb{R}\). So, it can be noticed that if a function \(g(x) \in L_{p}(a,b)\), then \(\hat{g}(\omega) = \mathcal{F}(g)(\omega)\), where \(\mathcal{F}[g(x)](\omega) = \int_{a}^{b} e^{i\omega x} g(x) \, dx\) is the Fourier transform operators. For the tempered integration operators, it can be proved as in [8] that

\[(2.47) \quad \mathcal{F}[aD_{x}^{-\alpha,\lambda}g(x)](\omega) = (\lambda - i\omega)^{-\alpha} \hat{g}(\omega),\]

and

\[(2.48) \quad \mathcal{F}[xD_{b}^{-\alpha,\lambda}g(x)](\omega) = (\lambda + i\omega)^{-\alpha} \hat{g}(\omega).\]

But unfortunately, similar statement for the tempered fractional derivative

\[(2.49) \quad \mathcal{F}[aD_{x}^{\alpha,\lambda}g(x)](\omega) = \mathcal{F}[\infty D_{x}^{\alpha,\lambda}g(x)](\omega) = (\lambda - i\omega)^{\alpha} \hat{g}(\omega)\]

is NOT true, even when \(g(x) \in I_{\alpha}[L_{p}(a,b)]\), where \(0 < \alpha < 1/p\), and \(1 < p < \infty\). However, we can still prove the following result, similar to Lemma 2.4 in [12].

**Lemma 2.18.** Let \(0 < \alpha < \frac{1}{2}\), and \(\lambda \geq 0\). If \(f(x) \in L_{p}(a,b)\), \(p = \frac{2}{1+2\alpha}\), then

\[(2.50) \quad \left( aI_{x}^{\alpha,\lambda}f(x), xI_{b}^{\alpha,\lambda}f(x) \right) \geq \cos(\pi\alpha) \cdot \| aI_{x}^{\alpha,\lambda}f(x) \|_{2}^{2} = \cos(\pi\alpha) \cdot \| xI_{b}^{\alpha,\lambda}f(x) \|_{2}^{2}.\]

**Proof.** Firstly, since \(1 < p = \frac{2}{1+2\alpha} < \frac{1}{\alpha}\), from (ii) of Lemma 2.9 we can see that \(aI_{x}^{\alpha,\lambda}f(x) \in L_{2}(a,b)\). Also \(xI_{b}^{\alpha,\lambda}f(x) \in L_{2}(a,b)\).

By noticing that

\[(2.51) \quad (\lambda + i\omega)^{-\alpha} = |\lambda^{2} + \omega^{2}|^{-\alpha/2} e^{-i\theta_{\alpha}}, \quad \text{and} \quad (\lambda - i\omega)^{-\alpha} = |\lambda^{2} + \omega^{2}|^{-\alpha/2} e^{i\theta_{\alpha}},\]

where \(\tan \theta = \frac{\omega}{\lambda}\), we can get

\[(2.52) \quad (\lambda + i\omega)^{-\alpha} = (\lambda - i\omega)^{-\alpha} \cdot e^{2i\theta_{\alpha}}, \quad \text{and} \quad |\theta| \leq \frac{\pi}{2}.\]
Therefore, from Eqs. (2.47) and (2.48), we have
\[
\left( a I_2^{\alpha, \lambda} f(x), \ x I_b^{\alpha, \lambda} f(x) \right) \\
= \int_\infty^\infty (\lambda - i\omega)^{-\alpha} \hat{f}(\omega) \cdot (\lambda + i\omega)^{-\alpha} f(\omega) \ d\omega \\
= \int_\infty^\infty \cos(2\theta\alpha) \hat{f}(\omega) \cdot e^{2\theta\alpha (\lambda - i\omega)^{-\alpha} f(\omega) \ d\omega \\
= \int_\infty^\infty \cos(2\theta\alpha) \mathcal{F} \left( a I_2^{\alpha, \lambda} f(x) \right) (\omega) \mathcal{F} \left( a I_b^{\alpha, \lambda} f(x) \right) (\omega) \ d\omega \\
+ i \int_0^\infty \sin(2\theta\alpha) \mathcal{F} \left( a I_2^{\alpha, \lambda} f(x) \right) (\omega) \mathcal{F} \left( a I_b^{\alpha, \lambda} f(x) \right) (\omega) \ d\omega \\
= \int_\infty^\infty \cos(2\theta\alpha) \mathcal{F} \left( a I_2^{\alpha, \lambda} f(x) \right) (\omega) \mathcal{F} \left( a I_b^{\alpha, \lambda} f(x) \right) (\omega) \ d\omega \\
+ i \int_0^\infty \sin(2\theta\alpha) \mathcal{F} \left( a I_2^{\alpha, \lambda} f(x) \right) (\omega) \mathcal{F} \left( a I_b^{\alpha, \lambda} f(x) \right) (\omega) \ d\omega \\
= \int_\infty^\infty \cos(2\theta\alpha) \mathcal{F} \left( a I_2^{\alpha, \lambda} f(x) \right) (\omega) \mathcal{F} \left( a I_b^{\alpha, \lambda} f(x) \right) (\omega) \ d\omega.
\]
(2.53)

Since
\[(2.54) \quad |2\theta\alpha| \leq \alpha \pi < \frac{\pi}{2}, \quad \text{and} \quad \cos(2\theta\alpha) \geq \cos(\alpha\pi) > 0,
\]
we have
\[(2.55) \quad \left( a I_2^{\alpha, \lambda} f(x), \ x I_b^{\alpha, \lambda} f(x) \right) \geq \cos(\alpha\pi) \|a I_2^{\alpha, \lambda} f(x)\|_2^2.
\]

3. Variational Formulations and Spectral Analysis for Tempered Problems

Based on the analysis in Section 2, we can now discuss the weak solutions and spectral methods based on the fractional integral spaces. We focus on the following tempered stationary problems:
\[
\begin{align*}
\alpha_1 > \alpha_2 &\geq 0, \quad \lambda > 0, \\
D_2^{\alpha_1, \lambda} u(x) + d \cdot D_2^{\alpha_2, \lambda} u(x) = f(x), \quad &a \leq x \leq b, \quad u_0 \in \mathbb{R}
\end{align*}
\]
where $u_0 \in \mathbb{R}$. When $0 < \alpha_1 < 1$, we call (3.1) a tempered fractional advection problem, while if $1 < \alpha_3 < \alpha_1 < 2$, (3.1) is named as tempered fractional diffusion problem. For the case when $0 < \alpha_2 < 1 < \alpha_1 < 2$, (3.1) is a tempered fractional advection-diffusion problem, which will be discussed in our future work.

In fact, (3.1) can be generalized to multi-term fractional differential equations [25], which can be likewise be studied without additional difficulty. It has been showed in [11] that multi-term fractional problems are dominated by the behavior of the highest order of fractional operator, which suggests that it suffices to discuss (3.1) to understand general multi-term problems.

Without loss of generality, we restrict our attention to the interval $(-1, 1)$.

3.1. Tempered fractional advection problem. We begin by discussing (3.1) when $0 \leq \alpha_2 < \alpha_1 < 1$. 

3.1.1. Variational formulation. In order to derive a variational form of (3.1) for $0 \leq \alpha_2 < \alpha_1 < 1$, we assume that $u(x)$ is a sufficiently smooth solution to $-1D_x^{\alpha,\lambda}u(x) = f(x)$. By multiplying an arbitrary $v(x) \in C^\infty_0(-1, 1)$, it can be obtained that

$$\int_{-1}^1 -1D_x^{\alpha,\lambda}u(x) \cdot v(x) \, dx = \int_{-1}^1 -1D_x^{\alpha/2,\lambda}u(x) \cdot xD_x^{\alpha/2,\lambda}v(x) \, dx = \int_{-1}^1 f(x)v(x) \, dx.$$ 

Since $0 \leq \alpha_2 < \alpha_1 < 1$, by Lemma 2.9, we know that if $v \in L^q([-1, 1])$, then $v \in L_0([-1, 1])$ with $q = \frac{2}{1 + \alpha_1}$. Since $\frac{1}{p} + \frac{1}{q} = 1$, the duality pairings in (3.2) are well defined ([13], p.640).

We shall now show that there exists a unique solution to (3.4). By Lemma 3.2, we can define the associated bilinear form $B_1 : I^{\alpha/2}[L_2(-1, 1)] \times I^{\alpha/2}[L_2(-1, 1)] \rightarrow \mathbb{R}$ for (3.1) as

$$B_1(u, v) := \left(-1D_x^{\alpha/2,\lambda}u(x) \cdot xD_x^{\alpha/2,\lambda}v(x)\right) + \left(-1D_x^{\alpha/2,\lambda}u(x) \cdot xD_x^{\alpha/2,\lambda}v(x)\right).$$

For a given $f \in L_p(-1, 1)$, $p = \frac{2}{1 + \alpha_1}$, we define the associated linear functional $F_1 : I^{\alpha/2}[L_2(-1, 1)] \rightarrow \mathbb{R}$ as

$$F_1(v) := (f, v).$$

By Lemma 3.3, we know that if $v(x) \in I^{\alpha/2}[L_2(-1, 1)]$, then $v \in L_q([-1, 1])$ with $q = \frac{2}{1 + \alpha_1}$. Since $\frac{1}{p} + \frac{1}{q} = 1$, the duality pairings in (3.3) are well defined ([13], p.640).

We shall now show that there exists a unique solution to (3.4).

Definition 3.1 (Variational Formulation). A function $u \in I^{\alpha/2}[L_2(-1, 1)]$ is a variational solution of problem (3.1) with $0 \leq \alpha_2 < \alpha_1 < 1$ provided

$$B_1(u, v) = F_1(v) \quad \forall v \in I^{\alpha/2}[L_2(-1, 1)].$$

We shall now show that there exists a unique solution to (3.4).

Lemma 3.2. The bilinear form $B_1(\cdot, \cdot)$ is continuous on $I^{\alpha/2}[L_2(-1, 1)] \times I^{\alpha/2}[L_2(-1, 1)]$.

Proof. From the definitions of $B_1(\cdot, \cdot)$ in (3.2), of the tempered fractional derivatives in Definition 2.2 of (i) of Lemma 2.9 and of the space norm in (2.20), as well as Corollary 2.13 it follows that

$$|B_1(u, v)| \leq \| -1D_x^{\alpha/2} (e^{\lambda x} u(x)) \|_2 \cdot \| xD_x^{\alpha/2} (e^{-\lambda x} v(x)) \|_2 + |d| \cdot \| -1I_x^{\alpha_2/2} - 1D_x^{\alpha/2} (e^{\lambda x} u(x)) \|_2 \cdot \| xI_x^{\alpha_2/2} - 1D_x^{\alpha/2} (e^{-\lambda x} v(x)) \|_2 \leq \| e^{\lambda x} u(x) \|_{I^{\alpha/2}[L_2(-1, 1)]} \cdot \| e^{-\lambda x} v(x) \|_{I^{\alpha/2}[L_2(-1, 1)]} \leq C \cdot \| u \|_{I^{\alpha/2}[L_2(-1, 1)]} \cdot \| v \|_{I^{\alpha/2}[L_2(-1, 1)]}.$$

Lemma 3.3. If $d > \frac{\Gamma(\frac{\alpha_1 + \alpha_2}{2})}{2^{\alpha_1 - \alpha_2} + 1}$, then the bilinear form $B_1(\cdot, \cdot)$ satisfies the inf-sup condition, i.e., $\exists C > 0$, such that

$$\sup_{0 \neq u \in I^{\alpha/2}_0(L_2)} \frac{|B_1(u, v)|}{\| u \|_{I^{\alpha/2}_0(L_2)} \cdot \| v \|_{I^{\alpha/2}_0(L_2)}} \geq C \quad \forall 0 \neq u \in I^{\alpha/2}_0(L_2).$$
Proof. For any \( u(x) \in I^{α/2}[L_2(−1, 1)] \), there exists \( φ(x) \in L_2(−1, 1) \), such that \( e^{λx}u(x) = −_1I^I_1 φ(x) \). Let \( v(x) = e^{λx}I^I_1 φ(x) \in _1I^I_1[L_2(−1, 1)] \). Then, if \( d < 0 \), by Lemma \[2.9\] and Corollary \[2.13\], we have
\[
(3.6)
\]
\[
|B_1(u, v)| ≥ \|φ(x)\|^2 + d \cdot \|−_1I^I_1 φ(x)\|^2 \geq (1 + d \cdot 2^{α_1−α_2}/Γ2(α_1−α_2 + 1)) \cdot \|φ(x)\|^2 ≥ C \cdot \|u\|_1\|φ\|_1 \cdot \|v\|_1 \|φ\|_1.
\]
Similarly, we can prove the following lemma.
\[
(3.7)
\]
\[
\sup_{0 ≠ u ≠ 1} \frac{|B_1(u, v)|}{\|u\|_1\|φ\|_1 \cdot \|v\|_1 \|φ\|_1} ≥ C \forall 0 ≠ v \in I^{α/2}(L_2).
\]

Lemma 3.4. If \( d > −\frac{Γ2(α_1−α_2 + 1)}{2^{α_1−α_2}} \), then the bilinear form \( B_1(\cdot, \cdot) \) satisfies the “transposed” inf-sup condition, i.e.,
\[
(3.8)
\]
\[
\sup_{0 ≠ u ≠ 1} |B_1(u, v)| > 0 \forall 0 ≠ v \in I^{α/2}(L_2).
\]

Lemma 3.5. The linear function \( F_1(\cdot) \) is continuous over \( I^{α/2}[L_2(−1, 1)] \).

Proof. This result follows from Lemma \[2.9\] since
\[
F_1(v) = \langle f, v \rangle ≤ \|f\|_p \cdot \|v\|_q ≤ C\|f\|_p \cdot \|v\|_{I^{α/2}[L_2(−1, 1)]},
\]
where \( p = \frac{2}{1+α_1}, q = \frac{2}{2−α_2}, \text{ and } \frac{1}{p} + \frac{1}{q} = 1. \)

By Lemmas \[3.2, 3.3\], \( B_1(\cdot, \cdot) \) and \( F_1(\cdot) \) satisfy the hypotheses of the inf-sup condition \[2\]. Thus, the weak formulation \[3.4\] has a unique solution.

Theorem 3.6. If \( d > −\frac{Γ2(α_1−α_2 + 1)}{2^{α_1−α_2}} \), then the variation formulation \[3.4\] admits a unique solution \( u(x) \in I^{α/2}[L_2(−1, 1)] \) satisfying
\[
(3.9)
\]
\[
\|u(x)\|_2 ≤ C\|u(x)\|_q ≤ C\|u(x)\|_{I^{α/2}[L_2(−1, 1)]} ≤ C\|f\|_p,
\]
where \( p = \frac{2}{1+α_1}, q = \frac{2}{2−α_2}. \)

Proof. Since \( u(x) \in I^{α/2}[L_2(−1, 1)], 0 < α_1 < 1, \) by Lemma \[2.9\] we know that \( u(x) \) is bounded from \( I^{α/2}[L_2(−1, 1)] \) into \( L_q(−1, 1). \)

Since \( q = \frac{2}{2−α_2} > 2, \) and \( L_q(−1, 1) ⊆ L_2(−1, 1) \), we have \( \|u(x)\|_2 ≤ C\|u(x)\|_q. \)

3.1.2. Petrov-Galerkin spectral methods. In this subsection we propose a spectral method to numerically solve \[3.4\].

Define \( P_{N−1}[-1, 1] \) as the polynomials spaces of degree less than or equal to \( N−1 \) (if \( N = 0 \), we define \( P_{−1}[-1, 1] := \{0\} \)), and define
\[
(3.10)
\]
\[
Φ_N[−1, 1] := e^{λx}P_{N−1}^{α/2}[P_{N−1}[-1, 1]], \text{ and } Ψ_N[−1, 1] := e^{λx}I^{α/2}[P_{N−1}[-1, 1]].
\]
It is clear from Corollary 2.13 that \( \Phi_N[-1,1] \subseteq L^{\alpha/2}[L_2(-1,1)] \), \( \Psi_N[-1,1] \subseteq L^{\alpha/2}[L_2(-1,1)] \).

The Petrov-Galerkin approximation of (3.4) is: find \( u_N(x) \in \Phi_N[-1,1] \), such that

\[
\langle f, \psi_N \rangle \quad \forall \psi_N(x) \in \Psi_N[-1,1].
\]

Since \( \Phi_N[-1,1] \) is not the same as \( \Psi_N[-1,1] \), to prove the existence and uniqueness of the solution to (3.11), we need to show (1):

- Discrete inf-sup condition: \( \exists \ C > 0 \), such that
  \[
  \sup_{0 \neq \psi_N \in \Psi_N} \frac{|B_I(u_N, \psi_N)|}{\|u_N\|_{L^{\alpha/2}[L_2(-1,1)]} \cdot \|\psi_N\|_{L^{\alpha/2}[L_2(-1,1)]}} \geq C \quad \forall \ 0 \neq u_N \in \Phi_N[-1,1],
  \]

- Discrete “transposed” inf-sup condition:
  \[
  \sup_{0 \neq u \in \Phi_N[-1,1]} |B_I(u_N, \psi_N)| > 0 \quad \forall \ 0 \neq \psi_N \in \Psi_N[-1,1].
  \]

These can be proved similarly to Lemmas 3.3 and 3.5 Thus, the following result holds.

**Theorem 3.7.** If \( d > -\frac{\alpha (\alpha - 2)}{2(q - 2)} \), then the discrete problem (3.11) admits a unique solution \( u_N(x) \in \Phi_N[-1,1] \), satisfying

\[
\|u_N(x)\|_{L^{\alpha/2}[L_2(-1,1)]} \leq C \|f(x)\|_p.
\]

Moreover, if \( u(x) \) is the solution of (3.4), we have

\[
\|u-u_N\|_2 \leq C \|u-u_N\|_q \leq C \|u-u_N\|_{L^{\alpha/2}[L_2(-1,1)]} \leq C \inf_{\phi_N \in \Phi_N} \|u-\phi_N\|_{L^{\alpha/2}[L_2(-1,1)]},
\]

where \( p = \frac{2}{\alpha + 2}, \ q = \frac{2}{\alpha - 2} \).

3.1.3. **Error estimates.** Denote \( \Pi_N \) as the \( L_2(-1,1) \) orthogonal projection operator. For \( \Pi_N \), the error estimate is well known [3, p.283]:

\[
\|v(x) - \Pi_N v(x)\|_2 \leq C N^{-m} \|v(x)\|_{H^m(-1,1)} \quad \forall v(x) \in H^m(-1,1), \ m \geq 0,
\]

where \( H^m(-1,1) = W^{m,2}(-1,1) \) consists of all locally summable functions \( \varphi : (-1,1) \rightarrow \mathbb{R} \), such that for each \( k, \ 0 \leq k \leq m \), \( D^k \varphi(x) \) exists in the weak sense and belongs to \( L_2(-1,1) \).

We can combine the previous results into an error estimate.

**Lemma 3.8.** Let \( u(x) \) solve (3.4), and \( u_N(x) \) solve (3.11). If \( e^{\lambda x} u(x) \in \mathcal{L}_x^{\alpha/2}[H^m(-1,1)] \), \( m \geq 0 \), then there is a constant \( C \) such that

\[
\|u(x) - u_N(x)\|_2 \leq C N^{-m} \left\| L_{-1}^{m+\alpha/2} (e^{\lambda x} u(x)) \right\|_2.
\]

**Proof.** By Lemma 2.7, we know that if \( e^{\lambda x} u(x) \in \mathcal{L}_x^{\alpha/2}[H^m(-1,1)] \), then \( -L_{-1}^{\alpha/2} (e^{\lambda x} u(x)) \in H^m(-1,1) \). So, from (3.15), the definition (2.26), and Theorem 3.7 we
have
\[
\|u(x) - u_N(x)\|_2 \leq C \inf_{v_N \in \Phi_N [-1,1]} \|e^{\lambda x} u(x) - e^{\lambda x} v_N(x)\|_{L^{m+1/2}[L_2(-1,1)]}
\]
\[
\leq C \left\| -1D_x^{m + \alpha_2 / 2}(e^{\lambda x} u(x)) - \Pi_N \left( -1D_x^{m + \alpha_2 / 2}(e^{\lambda x} u(x)) \right) \right\|_2
\]
\[
\leq CN^{-m} \left\| -1D_x^{m + \alpha_2 / 2}(e^{\lambda x} u(x)) \right\|_2.
\]

We have the following result to describe the regularity of the solution to (3.4). The proof of this is given in Appendix B.

**Theorem 3.9.** Let \( u(x) \) solve (3.1) with \( 0 \leq \alpha_2 < \alpha_1 < 1 \), then the following statements are equivalent:

(i)
\[
e^{\lambda x} u(x) \in -1I_x^{\alpha_1 / 2}[H^m(-1,1)], \quad m \geq 0;
\]

(ii)
\[
u(x) = e^{-\lambda x} (u_1(x) + u_2(x)),
\]

where

\[(3.19)\]
\[
u_1(x) \in (1 + x)^{\alpha_1 / 2} \cdot P_{m-1}[-1,1],
\]

\[(3.20)\]
\[
u_2(x) \in W^{m,q}(-1,1), \quad q = \frac{2}{1 - \alpha_1}, \quad \text{and} \quad \nu_2(x) = o \left( (1 + x)^{m + \frac{\alpha_1}{2} - \frac{1}{2}} \right), \quad \text{as} \quad x \to -1;
\]

(iii)
\[
f(x) = e^{-\lambda x} (f_1(x) + f_2(x)),
\]

where

\[(3.21a)\]
\[
f_1(x) \in (1 + x)^{-\alpha_1 / 2} \cdot P_{m-1}[-1,1] + (1 + x)^{\alpha_2 - \alpha_1} \cdot P_{m-1}[-1,1],
\]

\[(3.23a)\]
\[
f_2(x) \in W^{m,p}(-1,1), \quad p = \frac{2}{1 + \alpha_1}, \quad \text{and} \quad f_2(x) = o \left( (1 + x)^{m - \frac{\alpha_1}{2} - \frac{1}{2}} \right), \quad \text{as} \quad x \to -1.
\]

**Remark 3.10.** Here we note that from (3.20)-(3.21b), it can be seen \(-1D_x^{1-\alpha_2} u(x)|_{x=-1} = 0 \) holds, i.e., \( u(x) \) satisfies the boundary conditions of (3.1) for \( 0 < \alpha_1 < 1 \).

**Remark 3.11.** Unlike the result in Lemma 2.11 where \( e^{\lambda x} u(x) \in -1I_x^{\alpha_1 / 2}[L_2(-1,1)] \) implies \( e^{\lambda x} u(x) \in -1I_x^{\alpha_2 / 2}[L_2(-1,1)] \), here \( e^{\lambda x} u(x) \in -1I_x^{\alpha_2 / 2}[H^m(-1,1)] \) cannot be derived from \( e^{\lambda x} u(x) \in -1I_x^{\alpha_1 / 2}[H^m(-1,1)] \), when \( m \geq 1 \). For example, for a constant function \( c_0 \), it is clear that \(-1I_x^{\alpha_1 / 2} c_0 = \frac{c_0}{\Gamma(1 + \alpha_1 / 2)} (x + 1)^{\alpha_1 / 2}\) \( \notin -1I_x^{\alpha_2 / 2}[H^m(-1,1)] \), and \( \frac{c_0}{\Gamma(1 + \alpha_1 / 2)} (x + 1)^{\alpha_1 / 2} \frac{\Gamma(1 + \frac{\alpha_1}{2})}{\Gamma(1 + \frac{\alpha_2}{2})} -1I_x^{\alpha_2 / 2}(x + 1)^{\frac{\alpha_1}{2} - \alpha_2} \). Since \( (x + 1)^{\frac{\alpha_1}{2} - \alpha_2} \notin H^m(-1,1) \), \(-1I_x^{\alpha_1 / 2} c_0 \notin -1I_x^{\alpha_2 / 2}[H^m(-1,1)] \).

Combining Lemma 3.8 and Theorem 3.9 we recover the error estimate as follows.
Theorem 3.12. Let $e^{-\lambda x} u(x) \in -1I_x^{\alpha/2}[H^m(-1, 1)]$, $m \geq 0$, solve (3.4), and $u_N(x)$ solve (3.11). If $|d| < \frac{2}{2\alpha_1-\alpha_2+1}$, then, there is a constant $C$ such that

\begin{equation}
\|u(x) - u_N(x)\|_2 \leq CN^{-m} \|f_2(x)\|_{W^{m,p}(-1,1)},
\end{equation}

where $p = \frac{2}{1+\alpha_1}$, and $f_2(x)$ is given in (3.22b).

Proof. If $e^{\lambda x} u(x) \in -1I_x^{\alpha/2}[H^m(-1, 1)]$, by the above analysis we have

\begin{equation}
D^m_{-1}D_x^{\alpha/2} (e^{\lambda x} u(x)) = -1I_x^{\alpha/2}D^m f_2(x) - d \cdot -1I_x^{\alpha_1-\alpha_2} D^m_{-1}D_x^{\alpha/2} (e^{\lambda x} u(x)),
\end{equation}

which implies by Lemma 2.9 that

\begin{equation}
\left\| D^m_{-1}D_x^{\alpha/2} (e^{\lambda x} u(x)) \right\|_2 \leq C \left\| D^m f_2(x) \right\|_p + |d| \left\| -1I_x^{\alpha_1-\alpha_2} D^m_{-1}D_x^{\alpha/2} (e^{\lambda x} u(x)) \right\|_2.
\end{equation}

Thus,

\begin{equation}
\left(1 - |d| \frac{2\alpha_1-\alpha_2}{\Gamma(\alpha_1-\alpha_2+1)}\right) \left\| D^m_{-1}D_x^{\alpha/2} (e^{\lambda x} u(x)) \right\|_2 \leq C \left\| f_2(x) \right\|_{W^{m,p}(-1,1)}.
\end{equation}

\square

Remark 3.13. We note that although the limitation for the parameter $d$ is required for the theoretical analysis, the examples in Section 4.2 suggest that it can be relaxed.

3.1.4. Numerical implementation. In order to numerically solve (3.4), we recall the following formulas ([1], p.20):

\begin{equation}
-1I_x^\gamma ((1+x)^\delta J_n^{\alpha,\delta}(x)) = \frac{\Gamma(n+\delta+1)}{\Gamma(n+\delta+\alpha+1)} (1+x)^{\delta+\alpha} J_n^{\alpha,\delta+\alpha}(x),
\end{equation}

\begin{equation}
xI_x^\gamma ((1-x)^\delta J_n^{\alpha,\delta}(x)) = \frac{\Gamma(n+\delta+1)}{\Gamma(n+\delta+\alpha+1)} (1-x)^{\delta+\alpha} J_n^{\alpha,\delta+\alpha,\gamma-\alpha}(x),
\end{equation}

where $\alpha > 0, \gamma > -1, \beta \in \mathbb{R}$, and the Jacobi polynomials, $J_n^{\alpha,\beta}(x)$, are defined by

\begin{equation}
(1-x)^{\alpha} (1+x)^{\beta} J_n^{\alpha,\beta}(x) = \frac{(-1)^n}{2^n n!} \frac{d^n}{dx^n} [ (1-x)^n (1+x)^{n+\beta} ].
\end{equation}

Recall that Jacobi polynomials are orthogonal on $[-1, 1]$ with respect to $(1-x)^\alpha (1+x)^\beta$ when $\alpha > -1, \beta > -1$, however, many of the formulas also hold when $\alpha \in \mathbb{R}$ or $\beta \in \mathbb{R}$ [27], e.g., Eqs. (3.28) and (3.29), and

\begin{equation}
J_n^{\alpha,\beta}(x) = (-1)^n J_{-n}^{\alpha,\beta}(-x),
\end{equation}

\begin{equation}
J_n^{\alpha,\beta}(1) = \frac{\Gamma(n+\alpha+1)}{\Gamma(n+\alpha+1)}.
\end{equation}

Using the properties of the Riemann-Liouville fractional derivatives $-1D_x^\alpha -1I_x^\alpha = I$ and $xD_x^\alpha -I_x^\alpha = I$, formulae (3.28) and (3.29) can be rewritten, respectively, as

\begin{equation}
-1D_x^\gamma ((1+x)^{\delta+\alpha} J_n^{\alpha,\delta+\alpha}(x)) = \frac{\Gamma(n+\delta+\alpha+1)}{\Gamma(n+\delta+1)} (1+x)^{\delta} J_n^{\alpha,\delta}(x),
\end{equation}
By Eqs. (3.2), (3.3), (3.33), (3.34), and (3.37), (3.11) can be rewritten as
\[(3.41)\]
and
\[(3.43)\]
and
\[(3.40)\]
We construct trial functions and test functions respectively as follows:
\[(3.35)\]
\[(3.36)\]
where \(L_n(x) = J_n^{0,0}(x), \ n \geq 0,\) are Legendre polynomials, which are orthogonal in the \(L_2\) sense [3, 15]:
\[(3.37)\]
Denote
\[(3.38)\]
\[(3.39)\]
where \(u = [\hat{u}_0, \hat{u}_1, \cdots, \hat{u}_{N-1}]^T, f_k = \int_{-1}^{1} f(x)\psi_k(x)\), \(k = 0, 1, \cdots, N-1,\) \(A = A_1 + d \cdot A_2,\) and
\[(3.40)\]
\[(3.41)\]
Remark 3.15. By Eq. (3.31), we have
\[(3.42)\]
where \(\{x_i\}_{i=0}^{N} \) and \(\{\omega_i\}_{i=0}^{N}\) are Gauss quadrature nodes and weights w.r.t. the weight function \((1-x)^{\frac{\alpha-1}{2}}(1+x)^{\frac{\alpha-1}{2}}\), respectively. Since \(-x_i = x_{N-i},\) because the symmetric weight function [3], and we have
\[(3.43)\]
Remark 3.16. Here we emphasize that if \( u(x) \in -D_x^{\alpha/2}[L_2(-1,1)] \), then \( u(x) \in L_q(-1,1), q = \frac{2}{1-\alpha} \), and \(-D_x^{\alpha/2}u(x) \in L_2(-1,1) \), so \(-D_x^{\alpha/2}u(x) = \sum_{n=0}^{\infty} \hat{u}_n L_n(x) \), where \( \hat{u}_n = \frac{2n+1}{2} \int_{-1}^{1} (-D_x^{\alpha/2}u(x)) L_n(x) \, dx \). Also \( \|u(x) - u_N(x)\|_q \rightarrow 0 \), as \( N \rightarrow \infty \), see [27]. In particular, we can see in numerical results that if \(-D_x^{\alpha/2}u(x)\) being as a jump function, then there is even \( \|u(x) - u_N(x)\|_q \leq CN^{-1/2} \cdot \|-D_x^{\alpha/2}u(x)\|_2 \). That is, although \( u_N(-1) \equiv 0 \), we can still approximate the function \( u(x) \), which might be non-zero or even unbounded at the left boundary point, in the sense of \( L_q(-1,1) \).

3.2. Tempered fractional diffusion problem. Let us not finally discuss (3.1) when \( 1 < \alpha_2 < \alpha_1 < 2 \).

3.2.1. Variational formulation. In order to derive a variational form of problem (3.1) for \( 1 < \alpha_2 < \alpha_1 < 2 \), we assume \( u(x) \) is sufficiently smooth, and \( v(x) \in C_0^{\infty}(-1,1) \). Then, for \( 1 < \alpha < 2 \)

\[
\int_{-1}^{1} (-D_x^{\alpha}u(x) \cdot v(x) \, dx = \int_{-1}^{1} (-D_x^{1-\alpha}u(x) \cdot \hat{v}(x) \, dx = \int_{-1}^{1} (-D_x^{1-\alpha}u(x) \cdot \hat{v}(x) \, dx.
\]

Since \( v(1) = 0 \) if \( v(x) \in x \int_{1}^{\alpha+1} [L_2(-1,1)] \) when \( \alpha > 1 \) by (2.18), we can define the Petrov-Galerkin variational formulation of (3.1) for \( 1 < \alpha_2 < \alpha_1 < 2 \) as follows.

Let

\[
X(-1,1) := \left\{ u : u(x) \in -I_x^{\alpha+1} [L_2(-1,1)], \text{ and } D_x^{\alpha-1} (v(x)) \right\}.
\]

Definition 3.17 (Variational Formulation). A function \( u(x) \in X(-1,1) \) is a variational solution of problem (3.1) with \( 1 < \alpha_2 < \alpha_1 < 2 \), provided \( D_x^{\alpha-1} u(x) \big|_{x=-1} = u_b \), and

\[
B_2(u,v) = F_2(v) \forall v(x) \in x \int_{1}^{\alpha+1} [L_2(-1,1)],
\]

where the bilinear form \( B_2 : X(-1,1) \times x \int_{1}^{\alpha+1} [L_2(-1,1)] \rightarrow \mathbb{R} \) is defined as

\[
B_2(u,v) := \left( -D_x^{\alpha-1} u(x), \varepsilon D_x^{\alpha-1} v(x) \right) + d \left( -D_x^{\alpha-1} u(x), \varepsilon D_x^{\alpha-1} v(x) \right),
\]

and for a given \( f(x) \in W^{-1,\alpha}(-1,1), p = \frac{2}{\alpha} \), and \( f(x) = o((x+1)^{-1}) \) as \( x \rightarrow -1 \), the linear functional \( F_2 : x \int_{1}^{\alpha+1} [L_2(-1,1)] \rightarrow \mathbb{R} \) as

\[
F_2(v) := \langle f, v \rangle.
\]

We first prove that there is a unique solution to (3.45).

Lemma 3.18. The linear function \( F_2(\cdot) \) is continuous over \( x \int_{1}^{\alpha+1} [L_2(-1,1)] \).

Proof. If \( v(x) \in x \int_{1}^{\alpha+1} [L_2(-1,1)] \), then \( v(x) \in W^{1,q}(-1,1) \), where \( q = \frac{2}{2+\alpha_2} \).

Since \( \frac{1}{2} < \frac{\alpha+1}{2} < 1 + \frac{1}{2} \), by (iv) of Lemma 2.8 there is \( u(x) \in C^{0,\frac{\alpha}{2}}[-1,1] \). Thus

\[
\int_{-1}^{1} |Dv(x)|^q dx = \int_{-1}^{1} \lim_{y \to x} \left| \frac{v(y)-v(x)}{(y-x)^{1/2}} \cdot (y-x)^{\frac{\alpha}{2}} \right|^q dx
\]

\[
= \int_{-1}^{1} \lim_{y \to x} \left| \frac{v(y)-v(x)}{(y-x)^{1/2}} \cdot (y-x)^{\frac{\alpha}{2}} \right|^q dx < \infty.
\]
Furthermore, since \( v(1) = 0 \) by (2.15), and \( -1 I^1_x f(x) \big|_{x=-1} = 0 \) by \( f(x) = o ((1 + x)^{-1}) \), and \( \frac{1}{p} + \frac{1}{q} = 1 \), we have

\[
\frac{1}{(1 + x)^{-(\alpha + 1)}} \leq C \left\| f(x) \right\|_{\tilde{W}^{-1,p} (-1,1)} \cdot \left\| v(x) \right\|_{\tilde{L}^2 (-1,1)}^\alpha. \tag{3.49}
\]

**Lemma 3.19.** The bilinear form \( B_2(\cdot, \cdot) \) is continuous on \( X(-1,1) \times \tilde{L}^{\frac{\alpha+1}{2}} -1,1] \).

The proof of Lemma 3.19 is similar to that of Lemma 3.2, and we omit it.

**Lemma 3.20.** If \( d > -\Gamma^2 (\frac{\alpha - \alpha_2}{2} + 1)/2^{\alpha_1 - \alpha_2} \), then the bilinear form \( B_2(\cdot, \cdot) \) satisfies the inf-sup condition.

**Proof.** We only prove it for the case of \(-\Gamma^2 (\frac{\alpha - \alpha_2}{2} + 1)/2^{\alpha_1 - \alpha_2} < d < 0 \). For any \( u(x) \in \tilde{L}^{\frac{\alpha+1}{2}} (-1,1) \), there exists \( \phi(x) \in L^2 (-1,1) \), such that \( e^{\lambda x} u(x) = -1 I^1_x \phi(x) \). Let \( v(x) = e^{\lambda x} I^1_x \phi(x) \in \tilde{L}^{\frac{\alpha+1}{2}} (-1,1) \subseteq \tilde{L}^{\frac{\alpha+1}{2}} (-1,1) \).

Thus, by Lemma 3.2, we have

\[
\frac{1}{[B_2(u,v)]} \geq C \forall \ 0 \neq u \in -1 I^1_x \phi(x) \leq (L_2).
\]

**Lemma 3.21.** If \( |d| < \frac{\Gamma^2 (\frac{\alpha - \alpha_2}{2} + 1)}{2^{\alpha_1 - \alpha_2} + 1} \), then the bilinear form \( B_2(\cdot, \cdot) \) satisfies the “transposed” inf-sup condition.

**Proof.** Since \( \{L_n(x)\}_{n=0}^\infty \) is complete in the \( L^2 (-1,1) \) space, we prove that for any \( n \geq 0 \), and \( e^{-\lambda x} v(x) := \tilde{L}^{\frac{\alpha+1}{2}} L_n(x) \), there exists \( u(x) \in X(-1,1) \), such that \( B_2(u,v) > 0 \).

Let

\[
u(x) := e^{-\lambda x} -1 I^1_x \left[ L_n(x) - L_{n+1}(x) \right] \in -1 I^1_x \left[ L_2 (-1,1) \right].
\]

By Eq. (3.23) and the property of Jacobi Polynomials, we have

\[
\tilde{D}^{\alpha - 1, \lambda} u(x) = e^{-\lambda x} \frac{\Gamma(n+2)}{\Gamma(n+2-\frac{\alpha+1}{2})} (1+x)^{-\frac{\alpha+1}{2}} - \lambda \left( 1 - \frac{\alpha - 1}{2(n+1)} \right) J^n_{\frac{\alpha+1}{2}} \frac{\alpha+1}{2}(x) + J^n_{\frac{\alpha+1}{2}} \frac{\alpha+1}{2}(x)
\]

\[
= e^{-\lambda x} \frac{\Gamma(n+2)}{\Gamma(n+2-\frac{\alpha+1}{2})} (1+x)^{\frac{3\alpha+1}{2}} J^n_{\frac{\alpha+1}{2}} \frac{3\alpha+1}{2}(x).
\]
It is clear from Corollary 2.13 that $\Phi_{N+1}[x] = 0$. Then, by Lemma 2.9, we have

\begin{equation}
|B_2(u, v)| \geq \frac{1}{2} \left\| L_n(x) \right\|_2 \left( \left\| L_n(x) + L_{n+1}(x) \right\|_2 - |d| \right) \cdot \frac{2^{\alpha_2 - \alpha_3}}{\Gamma(\frac{\alpha_2}{2} - \frac{\alpha_3}{2})}, \|L_n(x)\|_2 \cdot \|L_n(x) + L_{n+1}(x)\|_2
\end{equation}

By [2], there is a unique solution to problem (3.35).

**Theorem 3.22.** If $|d| < \frac{1}{2^{\alpha_2 - \alpha_3}}$, then the variation formulation (3.45) admits a unique solution $u(x) \in X(-1, 1)$ satisfying

\begin{equation}
\|u(x)\| \leq C \|u(x)\|_p \leq C \|u(x)\|_{L^1(-1, 1)} \leq C \|f\|_{W^{-1,p}(-1, 1)},
\end{equation}

where $p = \frac{2}{\alpha_2}, q = \frac{2}{\alpha_3}$.

**3.2.2. Petrov-Galerkin tau methods.** Define

\begin{equation}
\Phi_N[-1, 1] := \left\{ \phi_N(x) : e^{x \phi_N(x)} \in -1 \Gamma \left( \frac{\alpha_2}{2} - \frac{\alpha_3}{2} \right) [P_{N-1}[-1, 1]], \text{ and } -1 D_{x}^{\alpha_1-1} (\phi_N(x)) \right|_{x=-1} = 0 \right\},
\end{equation}

and

\begin{equation}
\Psi_N[-1, 1] := e^{x \phi_N} \cdot \Gamma \left( \frac{\alpha_2}{2} - \frac{\alpha_3}{2} \right) [P_{N-2}[-1, 1]].
\end{equation}

It is clear from Corollary 2.13 that $\Phi_N[-1, 1] \subseteq -1 \Gamma \left( \frac{\alpha_2}{2} - \frac{\alpha_3}{2} \right) [L_2(-1, 1)]$, and $\Psi_N[-1, 1] \subseteq x \Gamma \left( \frac{\alpha_2}{2} - \frac{\alpha_3}{2} \right) [L_2(-1, 1)]$.

To deal with the boundary condition on the right end-point, we choose Petrov-Galerkin tau method to approximation (3.35). That is, find $u_N(x) \in \Phi_N[-1, 1]$, such that $-1 D_{x}^{\alpha_1-1} (u_N(x)) \right|_{x=1} = u_b$, and

\begin{equation}
B_2(u_N, \psi_{N-1}) = \langle f, \psi_{N-1} \rangle \forall \psi_{N-1} \in \Psi_{N-1}[-1, 1].
\end{equation}

Similar to Lemmas 3.20 and 3.21, we can prove that $B_2(\cdot, \cdot)$ satisfies the discrete inf-sup condition as well as the discrete “transposed” inf-sup condition. The following theorem holds.

**Theorem 3.23.** If $|d| < \frac{1}{2^{\alpha_2 - \alpha_3}}$, then the discrete problem (3.55) admits a unique solution $u_N(x) \in \Phi_N[-1, 1]$, satisfying

\begin{equation}
\|u_N(x)\|_{L^1(-1, 1)} \leq C \|f(x)\|_{W^{-1,p}(-1, 1)}.
\end{equation}

Moreover, if $u(x)$ is the solution of (3.45), we have

\begin{equation}
\|u - u_N\| \leq C \|u - u_N\|_{L^1(-1, 1)} \leq C \inf_{\phi_N \in \Phi_N[-1, 1]} \|u - \phi_N\|_{L^1(-1, 1)},
\end{equation}

where $p = \frac{2}{\alpha_2}, q = \frac{2}{\alpha_3}$. 

3.2.3. Error estimates.

Lemma 3.24. If \( a D_x^{\alpha_1, \lambda} \hat{u}(x) + d \cdot a D_x^{\alpha_2, \lambda} \hat{u}(x) = \hat{f}(x) \), with \( 1 < \alpha_2 < \alpha_1 < 2 \), then the following descriptions are equivalent:

(i) \( e^{\lambda x} \hat{u}(x) \in -1 I_x^{\alpha_1 - 1} | H^m(-1, 1) |, \ m \geq 0; \)

(ii) \( \tilde{u}(x) = e^{-\lambda x} (\tilde{u}_1(x) + \tilde{u}_2(x)), \)

where

\[
\tilde{u}_1(x) \in (1 + x)^{\frac{\alpha_1 - 1}{2}} \cdot P_{m-1}[-1, 1],
\]

\[
\tilde{u}_2(x) \in W^{m, q}(-1, 1), \ q = \frac{2}{2 - \alpha_1}, \ \text{and}\ \tilde{u}_2(x) = o \left( (1 + x)^{m - 1 + \frac{\alpha_1}{2}} \right), \ \text{as} \ x \to -1;
\]

(iii) \( \tilde{f}(x) = e^{-\lambda x} \left( \tilde{f}_1(x) + \tilde{f}_2(x) \right), \)

where

\[
\tilde{f}_1(x) \in (1 + x)^{-(1 + \alpha_1)/2} \cdot P_{m-1}[-1, 1] + (1 + x)^{(\alpha_1 - 1)/2 - \alpha_2} \cdot P_{m-1}[-1, 1],
\]

\[
\tilde{f}_2(x) \in W^{m-1, p}(-1, 1), \ p = \frac{2}{\alpha_1}, \ \text{and}\ \tilde{f}_2(x) = o \left( (1 + x)^{m - 1 - \frac{\alpha_1}{2}} \right), \ \text{as} \ x \to -1.
\]

Remark 3.25. Here we note that from (3.63a)-(3.63b), it can be seen \( -1 D_x^{\alpha_2, \lambda} \hat{u}(x) \big|_{x=-1} = 0 \) holds.

Proof. It is easy to see that

\( e^{\lambda x} \tilde{f}(x) = D \left(-1 D_x^{\alpha_1 - 1} \left( e^{\lambda x} \hat{u}(x) \right) + d \cdot -1 D_x^{\alpha_2 - 1} \left( e^{\lambda x} \hat{u}(x) \right) \right) := Dg(x). \)

Denote \( \beta := \alpha_1 - 1. \) It is also clear that \( g(x) := g_1(x) + g_2(x), \) where

\[
g_1(x) \in (1 + x)^{-\beta/2} \cdot P_{m-1}[-1, 1] + (1 + x)^{\beta/2 - \alpha_2} \cdot P_{m-1}[-1, 1],
\]

\[
g_2(x) = o \left( (1 + x)^{m - \frac{\beta}{2} - \frac{\alpha_2}{2}} \right), \ \text{as} \ x \to -1, \ \text{and}\ g_2(x) \in W^{m, p}(-1, 1), \ p = \frac{2}{1 + \beta}.
\]

is equivalent to (iii) of Lemma 3.24. Therefore, the proof can be completed by Theorem 3.9. \( \square \)

Let

\[
P^0_N[-1, 1] = \{ p : p(x) \in P_N[-1, 1], \ \text{and} \ p(-1) = 0 \}.
\]

The following result can be derived from Lemma 3.24.

Theorem 3.26. Let \( u(x) \) solve (3.7) with \( 1 < \alpha_2 < \alpha_1 < 2. \) Then the following descriptions are equivalent to each other:

(i) \( e^{\lambda x} u(x) \in X(-1, 1); \)
where

\[ u(x) = e^{-\lambda x} (u_1(x) + u_2(x)), \]

\[ u_1(x) \in (1 + x)^{\frac{\alpha_1-1}{2}} \cdot P^0_{m-1}[-1,1], \]

\[ u_2(x) \in W^{m,q}(-1,1), \text{ and } u_2(x) = \begin{cases} o \left( (1+x)^{m-1+\frac{\alpha_1}{2}} \right), & \text{if } m \geq 1, \text{ as } x \to -1; \\
 o \left( (1+x)^{-1+\alpha_1} \right), & \text{if } m = 0, \text{ as } x \to -1, \end{cases} \]

\[ f(x) = e^{-\lambda x} (f_1(x) + f_2(x)), \]

where

\[ f_1(x) \in (1 + x)^{-\frac{1}{2}+\alpha_1/2} \cdot P^0_{m-1}[-1,1] + (1 + x)^{(\alpha_1-1)/2-\alpha_2} \cdot P^0_{m-1}[-1,1], \]

\[ f_2(x) \in W^{-1,p}(-1,1), \text{ and } f_2(x) = \begin{cases} o \left( (1+x)^{m-1+\frac{\alpha_1}{2}} \right), & \text{if } m \geq 1, \text{ as } x \to -1; \\
 o \left( (1+x)^{-1} \right), & \text{if } m = 0, \text{ as } x \to -1, \end{cases} \]

where \( q = \frac{2}{2-\alpha_1}, \ p = \frac{2}{\alpha_1}. \]

Combining Lemma 3.28 and Theorem 3.26 we can get the error estimate.

**Theorem 3.27.** Let \( e^{\lambda x} u(x) \in \mathcal{L}_{-1} H^m(-1,1), \ m \geq 0, \) solve (3.45), and \( u_N(x) \) solve (3.58). If \( |d| < \frac{1}{\Gamma(\alpha_1-\alpha_2+1)} \), then there is a constant \( C \) such that

\[ \|u(x) - u_N(x)\|_2 \leq C N^{-m} \|f_2(x)\|_{W^{-1,p}(-1,1)}, \]

where \( f_2(x) \) is described in (3.73b).

**Proof.** If \( e^{\lambda x} u(x) \in \mathcal{L}_{-1} H^m(-1,1), \) then by the above analysis we can get

\[ D^{-1} \left( e^{\lambda x} u(x) \right) = -I_x^{\alpha_1-1} D^{-1} \left( e^{\lambda x} f(x) \right) - d \cdot -I_x^{\alpha_1-\alpha_2} D^{m-1} \left( e^{\lambda x} u(x) \right), \]

which implies by Lemma 2.9 that

\[ \left\| D^{-1} \left( e^{\lambda x} u(x) \right) \right\|_2 \leq C \left\| D^{m-1} f_2(x) \right\|_{L_{-1}(-1,1)} + |d| \cdot \frac{2^{\alpha_1-\alpha_2}}{\Gamma(\alpha_1-\alpha_2+1)} \left\| D^{m-1} \left( e^{\lambda x} u(x) \right) \right\|_2. \]

Thus,

\[ \left( 1 - |d| \cdot \frac{2^{\alpha_1-\alpha_2}}{\Gamma(\alpha_1-\alpha_2+1)} \right) \left\| D^{m-1} \left( e^{\lambda x} u(x) \right) \right\|_2 \leq C \left\| f_2(x) \right\|_{W^{-1,p}(-1,1)}. \]

\( \square \)
Remark 3.28. We note that although the limitation for the parameter $d$ is required for the theoretical analysis, the examples in Section 3.3 suggest that it can be relaxed.

3.2.4. Numerical implementation. Here we construct trial functions and test functions, respectively, as:

\begin{equation}
\phi_n(x) := e^{-\lambda x} \frac{\Gamma(n + 1)}{\Gamma(n + 1 + \frac{\alpha_1 - 1}{2})} \left(1 - x\right)^{\frac{\alpha_1 - 1}{2}} J_n^{\frac{\alpha_1 - 1}{2}, -\frac{\alpha_1 + 1}{2}}(x),
\end{equation}

for $0 \leq n \leq N - 1$, and

\begin{equation}
\psi_n(x) := e^{\lambda x} I_n^{\frac{\alpha_1 + 1}{2}} e^{-\lambda x} \left(1 - x\right)^{\frac{\alpha_1 - 1}{2}} J_n^{\frac{\alpha_1 + 1}{2}, -\frac{\alpha_1 + 1}{2}}(x),
\end{equation}

for $0 \leq n \leq N - 2$. Denote

\begin{equation}
u_N(x) = \sum_{n=0}^{N-1} \hat{u}_n \phi_n(x) = e^{-\lambda x} \sum_{n=0}^{N-1} \hat{u}_n \frac{\Gamma(n + 2)}{\Gamma(n + 2 + \frac{\alpha_1 - 1}{2})} \left(1 + x\right)^{\frac{\alpha_1 - 1}{2}} J_n^{\frac{\alpha_1 - 1}{2}, -\frac{\alpha_1 + 1}{2}}(x).
\end{equation}

By Eqs. (3.46), (3.47), (3.32), (3.33), (3.34), and (3.37), a tau method for problem (1.1) with $1 \leq \alpha_2 < \alpha_1 < 2$ can be written as

\begin{equation}
Bu = f,
\end{equation}

where $u = [\hat{u}_0, \hat{u}_1, \cdots, \hat{u}_{N-1}]^T$, $f_k = \int_{-1}^{1} f(x) \psi_k(x) \, dx$, $k = 0, 1, \cdots, N - 2$, $f_N = 2^{\frac{\alpha_1 - 3}{2}} e^{\lambda u_0}$, $B = B_1 + d \cdot B_2$, and $B_1$ is the same as in (3.40).

\begin{equation}
(B_2)_{k,n} = \frac{\Gamma(k + 2 + \frac{\alpha_1 - 2}{2}) \Gamma(n + 1 + \frac{\alpha_1 - 2}{2})}{\Gamma(k + 2) \Gamma(n + 1 + \frac{\alpha_1 - 2}{2})} \int_{-1}^{1} (1 - x)^{\frac{\alpha_1 - 2}{2}} \left(1 + x\right)^{\frac{\alpha_1 - 2}{2} + \frac{\alpha_1 - 2}{2} + 1} J_n^{\frac{\alpha_1 - 2}{2}, -\frac{\alpha_1 - 2}{2}}(x)dx,
\end{equation}

for $k = 0, 1, \cdots, N - 2$, $n = 0, 1, \cdots, N - 1$.

\begin{equation}
(B_2)_{N-1,n} = \frac{(n + 1) \Gamma(n + 1 + \frac{\alpha_1 - 1}{2})}{\Gamma(n + 2 - \frac{\alpha_1 - 1}{2}) \Gamma(\frac{\alpha_1 + 1}{2})}, \quad n = 0, 1, \cdots, N - 1.
\end{equation}

4. Numerical Tests

In what follows, we provide some numerical results to support the analysis of the proposed schemes and to validate our error analysis. In all following tests, we take $\lambda = 1$.

4.1. Tempered fractional advection with $d = 0$.

Example 4.1. We first consider (3.1) with the exact solution as

\begin{equation}
u(x) = e^{-x} \cdot \int_{-1}^{x} e^{-\frac{x}{2}} \, dx = \begin{cases}
-\frac{(x+1)^{\frac{\alpha_1}{2}}}{\Gamma(1+\frac{\alpha_1}{2})}, & x \in [-1, 0], \\
\frac{2x^{\frac{\alpha_1}{2} - (x+1)^{\frac{\alpha_1}{2}}}}{\Gamma(1+\frac{\alpha_1}{2})}, & x \in (0, 1],
\end{cases}
\end{equation}

and

\[
(4.2) \quad f(x) = \begin{cases} 
-\frac{(x+1)^{-\alpha_1}}{\Gamma(1-\frac{\alpha_1}{2})} \cdot e^{-x}, & x \in [-1, 0], \\
\frac{2x^{-\alpha_1}-(x+1)^{-\alpha_1}}{\Gamma(1-\frac{\alpha_1}{2})} \cdot e^{-x}, & x \in (0, 1].
\end{cases}
\]

Here

\[
(4.3) \quad v(x) = \begin{cases} 
-1, & x \in [-1, 0], \\
1, & x \in (0, 1],
\end{cases}
\]

belongs to \(L_2(-1, 1)\).

Fig. 1 verifies that as expected in Remark 3.16, errors in the sense of \(L_2(-1, 1)\) decay, even at the rate of \(N^{-1/2}\). We can see that for larger \(\alpha_1\), the error is smaller.

**Example 4.2.** Next, we consider (3.1) with the exact solution as

\[
(4.4) \quad u(x) = e^{-x} \cdot -1I_{x^2} v(x) = \begin{cases} 
-\frac{(x+1)^{3+\alpha_1}}{\Gamma(4+\frac{\alpha_1}{2})}, & x \in [-1, 0], \\
\frac{2x^{3+\alpha_1}-(x+1)^{3+\alpha_1}}{\Gamma(4+\frac{\alpha_1}{2})}, & x \in (0, 1],
\end{cases}
\]

and

\[
(4.5) \quad f(x) = \begin{cases} 
-\frac{(x+1)^{3-\alpha_1}}{\Gamma(4-\frac{\alpha_1}{2})} \cdot e^{-x}, & x \in [-1, 0], \\
\frac{2x^{3-\alpha_1}-(x+1)^{3-\alpha_1}}{\Gamma(4-\frac{\alpha_1}{2})} \cdot e^{-x}, & x \in (0, 1],
\end{cases}
\]

where

\[
(4.6) \quad D^{(3)} v(x) = \begin{cases} 
-1, & x \in [-1, 0], \\
1, & x \in (0, 1].
\end{cases}
\]

Thus \(v(x)\) belongs to \(H^3(-1, 1)\).

We can see from Fig. 2 that the errors are in agreement with the estimate in Theorem 3.12.

**Example 4.3.** Thirdly, we consider (3.1) with

\[
(4.7) \quad f(x) = (1 + x)^{-\alpha_1 - 0.3},
\]

so \(f_2(x) = e^x \cdot f(x) = o\left((1 + x)^{-\frac{\alpha_1}{2} - \frac{1}{2}}\right)\) as \(x \to -1\), and \(f_2(x) \in L_p(-1, 1)\), where

\[
q = \frac{2}{1+\alpha_1}.
\]

Since the explicit form of the correspondingly exact solution is not available, we numerically compute it by using a Gauss quadrature method with a large number of nodes. The convergence behaviours for different \(\alpha\) are depicted in Fig. 3.
4.2. Tempered fractional advection with \( d \neq 0 \).

**Example 4.4.** Now we consider the problem (3.1) with \( 0 \leq \alpha_2 < \alpha_1 < 1 \), and \( d \neq 0 \). We discuss a real solution of the form
\[
(4.1) \quad u(x) = e^{-x} \cdot (1 + x)^{m + \frac{\alpha_1}{2} - \gamma},
\]
with
\[
(4.2) \quad f(x) = e^{-x} \cdot \frac{\Gamma(m + 1 + \frac{\alpha_1}{2} - \gamma)}{m + 1 - \frac{\alpha_1}{2} - \gamma} (1 + x)^{m - \frac{\alpha_1}{2} - \gamma}.
\]

Take \( m = 3 \), and \( \gamma = 0.3 \). Thus, \( u_2(x) = e^x \cdot u(x) \in W^{3,q}(-1, 1) \), where \( q = \frac{2}{1 - \alpha} \), and \( u_2(x) = o((1 + x)^3) \) as \( x \to -1 \). Therefore, by Theorem 3.12 at least third order of convergence is expected for all different \( \alpha_1 \) and \( \alpha_2 \). Fig. 4 shows the convergence behaviours for all values of \( \alpha_1 \), with \( \alpha_2 = 0 \) and \( d = -500 \), while Fig. 5 demonstrates the convergence behaviours for different \( \alpha_1 \), with \( \alpha_2 = 0 \) and \( d = 500 \), from which we can see that in applications, the parameter \( d \) does not appear to be as limited as in the theoretical analysis.

If we take \( m = 0 \) and \( \gamma = 0.3 \), then \( u(-1) \) might be non-zero or even infinite. We can also see even \( N-1/2 \) of convergence in Fig. 6 with \( d = 5 \).

4.3. Tempered fractional diffusion.

**Example 4.5.** Let us finally consider (3.1) with \( 1 \leq \alpha_2 < \alpha_1 < 2 \), and consider the solution of the form
\[
(4.3) \quad u(x) = e^{-x} \cdot (1 + x)^{\beta - 1} E_{\gamma, \beta} ((x + 1)^\gamma),
\]
with
\[
(4.4) \quad f(x) = e^{-x} \cdot \left[ (1 + x)^{\beta - 1 - \alpha_1} E_{\gamma, \beta - \alpha_1} ((x + 1)^\gamma) + d \cdot (1 + x)^{\beta - 1 - \alpha_2} E_{\gamma, \beta - \alpha_2} ((x + 1)^\gamma) \right].
\]

We take \( d = -1 \), \( \beta = 4 \), and \( \gamma = 1 \). We can see that although \( u_2(x) = e^x \cdot u(x) \in W^{m,q}(-1, 1) \) \( \forall m \in \mathbb{N}, \) \( q = \frac{2}{2 - \alpha} \), \( u_2(x) = o((1 + x)^{3 - \frac{\alpha}{2}}) \) as \( x \to -1 \). Therefore, by Theorem 3.27 at least third order of convergence is expected for all values of \( \alpha_1 \).
and $\alpha_2$. Fig. 7 shows the convergence for values of different $\alpha_1$ with $\alpha_2 = 1$, while Fig. 8 demonstrates the convergence for different $\alpha_2$ with $\alpha_1 = 1.99$, from which it can be seen that the numerical errors mainly depend on $\alpha_1$.

Next, we take $d = 100$, $\beta = \frac{\alpha_1+1}{2} + 1$, and $\gamma = 1$. We expect the errors decay exponentially, which can be seen in Figs. 9 and 10.
In this paper, we first introduce fractional integral spaces on a finite domain. Functions in this space are not required to be zero at the boundary point when $\alpha < 1$, where $\alpha$ is the space order. We show that this tempered fractional operators turn out equal to the standard Riemann-Liouville operators in the sense of the

\section{Conclusion}

5. Conclusion

In this paper, we first introduce fractional integral spaces on a finite domain. Functions in this space are not required to be zero at the boundary point when $\alpha < 1$, where $\alpha$ is the space order. We show that this tempered fractional operators turn out equal to the standard Riemann-Liouville operators in the sense of the
integral spaces. Based on this fact, we derive the variational formulation for the tempered fractional advection/diffusion problems in the weak sense and solve them using spectral methods. And we develop their error estimates for the solutions. We consider multi-term tempered fractional problems in a similar way. Through examples we confirm that the behavior of the highest order of the fractional derivative dominates the convergence in agreement with our past work. In future work, we shall extend this work to solve tempered fractional advection-diffusion problems.

References

1. R. Askey, *Orthogonal polynomials and special functions*, SIAM, 1975.
2. I. Babuška and A. K. Aziz, *The mathematical foundations of the finite element method with applications to partial differential equations. Part I: Survey lectures on the mathematical foundations of the finite element method*, Academic Press, New York and London, 1972.
3. C. Canuto, A. Quarteroni, M. Y. Hussaini, and T. A. Zang, *Spectral Methods: Fundamentals in Single Domains*, Springer-Verlag, Berlin Heidelberg, 2006.
4. Á. Cartea and D. del-Castillo-Negrete, *Fractional diffusion models of option prices in markets with jumps*, Phys. A, 374 (2007), 749-763.
5. Á. Cartea and D. del-Castillo-Negrete, *Fluid limit of the continuous-time random walk with general Lévy jump distribution functions*, Phys. Rev. E, 76 (2007), 041105.
6. A. Chechkin, R. Gorenko, and I. Sokolov, *Retarding subdiffusion and accelerating superdiffusion governed by distributed-order fractional diffusion equations*, Phys. Rev. E, 66 (2002), 046129.
7. M.H. Chen and W.H. Deng, *High order algorithms for the fractional substantial diffusion equation with truncated Lévy flights*, SIAM J. Sci. Comput., 37 (2015), no. 2, 890-917.
8. M.H. Chen and W. H. Deng, *Discretized fractional substantial calculus*, ESAIM: Math. Model. Num., 49 (2015), no. 2, 373-394.
9. S. Chen, J. Shen, and L. L. Wang, *Generalized Jacobi functions and their applications to fractional differential equations*, Math. Comput., 85 (2016), 1603-1638.
10. J. W. Deng, L. J. Zhao, and Y. J. Wu, *Fast predictor-corrector approach for the tempered fractional ordinary differential equations*, arXiv:1502.00748.
11. W. H. Deng and J. S. Hesthaven, *Local discontinuous Galerkin methods for fractional ordinary differential equations*, BIT., 55 (2015), 967-985.
12. V. J. Ervin and J. P. Roop, *Variational formulation for the stationary fractional advection dispersion equation*, Numer. Methods Partial Differential Equations, 22 (2006), 558-576.
13. L. C. Evans, *Partial Differential Equations: Second Edition*, American Mathematical Society, 2010.
14. A. Hanyga, *Wave propagation in media with singular memory*, Math. Comput. Model., 34 (2001), 1399-1421.
15. J. S. Hesthaven, S. Gottlieb, and D. Gottlieb, *Spectral Methods for Time-Dependent Problems*, Cambridge University Press, 2007.
16. C. Huang, Q. S. Song and Z. M. Zhang, *Spectral method for substantial fractional differential equations*, [arXiv:1408.5997]
17. Y. J. Jiao, L. L. Wang, and C. Huang, *Well-conditioned fractional collocation methods using fractional Birkhoff interpolation basis*, J. Comput. Phys., 305 (2016), 1-28.
18. A. N. Kolmogorov and S. V. Fomin, *Fundamentals of the Theory of Functions and Functional Analysis*, Nauka, Moscow, 1968.
19. C. Li, W. H. Deng, and L. J. Zhao, *Well-posedness and numerical algorithm for the tempered fractional ordinary differential equations*, arXiv:1501.00576v1, 2015.
20. X. J. Li and C. J. Xu, *A space-time spectral method for the time fractional diffusion equation*, SIAM J. Numer. Anal., 47 (2009), 2108-2131.
21. M. Magdziarz, A. Weron, *Competition between subdiffusion and Lévy flights: A Monte Carlo approach*, Phys. Rev. E, 75 (2007), 056702.
22. O. Marom and E. Momoniat, *A comparison of numerical solutions of fractional diffusion models in finance*, Nonl. Anal.: R.W.A., 10 (2009), no. 6, 3435-3442.
23. M. M. Meerschaert, Y. Zhang, and B. Baeumer, *Tempered anomalous diffusion in heterogeneous systems*, Geophys. Res. Lett., 35 (2008), L17403.
Let Lemma A.2.

Therefore, (2.16) is equivalent to (2.18). $\square$

One the other hand, if (A.6) is fulfilled, then multiplying both sides of (A.4) subsequently by $(x-a)^{\alpha+k-j}$, $(j = k-1, k-2, \cdots, 0)$, and taking the limits as $x \to a$, we obtain $D^{k-1}f(a) = 0$, $D^{k-2}f(a) = 0$, $\cdots$, $Df(a) = 0$, $f(a) = 0$, i.e., the condition (A.5).

Therefore, (2.16) is equivalent to (2.18). $\square$

Lemma A.2. Let $n-1 \leq \alpha < n$. If $f(x) \in AC^n[a,b]$, and $D^jf(a) = 0$, $j = 0, 1, \cdots, n-2$, then $f(x) \in aI^n_x[L_1(a,b)]$. 

APPENDIX A. APPENDIX

Lemma A.1. If $f(x) \in aI^n_x[L_1(a,b)]$, $1 \leq n-1 \leq \alpha < n$, then the condition (2.16) is equivalent to (2.18).

Proof. If $f(x) \in aI^n_x[L_1(a,b)]$, then by Lemma 2.4 and the formula (2.115) of [25], there is

$$D^k f(x) = aI^{\alpha-k}_x aD^\alpha_x f(x) + \sum_{j=1}^{n} \frac{(x-a)^{\alpha-j}}{\Gamma(1+\alpha-k-j)} aD^{\alpha-j}_x f(x)|_{x=a} = aI^{\alpha-k}_x aD^\alpha_x f(x),$$

for $k = 1, 2, \cdots, n-1$. So, by Lemma 2.7 and Lemma 2.9 we have

$$aD^\alpha_x f(x) \in L_1(a,b),$$

and thus

$$D^k f(x) \in L_1(a,b).$$

Therefore,

$$aI^{\alpha-n}_x D^k f(x) = aD^{\alpha-n+k}_x f(x) - \sum_{j=0}^{k-1} \frac{D^j f(a)}{\Gamma(1+n-\alpha-k+j)} (x-a)^{n-\alpha-k+j}.\quad (A.4)$$

On one hand, if

$$D^j f(a) = 0, \quad j = 0, 1, \cdots, k-1,\quad (A.5)$$

are fulfilled, then putting $x \to a$ in (A.4) we immediately obtain

$$aD^{\alpha-n+k}_x f(x)|_{x=a} = 0.\quad (A.6)$$

One the other hand, if (A.6) is fulfilled, then multiplying both sides of (A.4) subsequently by $(x-a)^{\alpha+k-j}$, $(j = k-1, k-2, \cdots, 0)$, and taking the limits as $x \to a$, we obtain $D^{k-1}f(a) = 0$, $D^{k-2}f(a) = 0$, $\cdots$, $Df(a) = 0$, $f(a) = 0$, i.e., the condition (A.5).

Therefore, (2.16) is equivalent to (2.18). $\square$
Proof. Since \( D^j f(a) = 0, \ j = 0,1,\ldots, n−2 \), by Lemma A.1 we can have
\[
(A.7) \quad \sigma D_x^{a−k} f(x)|_{x=a} = 0, \ k = 1,2,\ldots, n−1.
\]

By (2.49) and (2.10), there is \( D^m f(x) \in L_1(a,b) \) from \( f(x) \in AC^n[a,b] \). So,
\[
(A.8) \quad a^{−m} f(x)|_{x=a} = 0.
\]

By (2.22), we can get
\[
(A.9) \quad a^{n} D_x^{a−k} f(x) = a^{n−m} D_x^{a} f(x) + \frac{D_x^{m−1} f(a)}{\Gamma(n−a)} (x−a)^{n−a} \in L_1(a,b).
\]

Thus, from the formula (2.115) in [25] and Lemma 2.9 it can be yield that
\[
(A.10) \quad a^{n} D_x^{a−k} f(x) = a^{n−m} D_x^{a} f(x) \in L_1(a,b), \text{ for } k = 1,2,\ldots, n.
\]

So,
\[
(A.11) \quad a^{n} f(x) \in AC^n[a,b].
\]

Finally, from Lemma 2.4 we can get \( f(x) \in a^{n} [L_1(a,b)] \).

\[\Box\]

APPENDIX B. APPENDIX

Before proving Theorem 3.9 we recall a general Sobolev inequality ([13], p.270).

Lemma B.1. Assume \( \varphi(x) \in W^{m,\gamma}(-1,1), \ m \geq 1, \ \gamma > 1 \). Then \( \varphi(x) \in C^{m−1,1−\frac{1}{\gamma}}[-1,1] \). Furthermore, we have the estimate
\[
(B.1) \quad \|\varphi(x)\|_{C^{m−1,1−\frac{1}{\gamma}}[-1,1]} \leq C \|\varphi(x)\|_{W^{m,\gamma}(-1,1)},
\]
where the constant \( C \) depends only on \( m \), and the Hölder space \( C^{m−1,1−\frac{1}{\gamma}}[-1,1] \) is defined as in (2.32).

Proof of Theorem 3.9

We only prove the result for \( m \geq 1 \), since when \( m = 0, \ P_{−1}[−1,1] = \{0\} \) as we defined in Section 3.1.2 and the result is immediate.

\( (i) \Rightarrow (ii) \) :

If \( e^{\lambda x} u(x) \in −1 I^{\alpha/2}_x [H^m(−1,1)] \), then, by Lemma 2.7 there exists \( v(x) = −1 D_x^{\alpha/2} (e^{\lambda x} u(x)) \in H^m(−1,1) \), such that \( e^{\lambda x} u(x) = −1 I^{\alpha/2}_x v(x) \). Also, there is
\[
(B.2) \quad v(x) = −1 I^{\alpha/2}_x D^m v(x) + [C_0 + C_1 (1 + x) + \cdots + C_{m−1} (1 + x)^{m−1}] := v_2(x) + v_1(x),
\]

and
\[
(B.3) \quad e^{\lambda x} u(x) = −1 I^{\alpha/2}_x D^m v_2(x) + (1 + x)^{\frac{m}{2}} p_{m−1}(x) := u_2(x) + u_1(x),
\]

where \( p_{m−1}(x) \in P_{m−1}[−1,1] \).

Since \( D^m v(x) \in L_2(−1,1) \), by (iii) of Lemma 2.9 we have
\[
(B.4) \quad v_2(x) = −1 I^{\alpha/2}_x D^m v(x) \in C^{m−1,\frac{1}{2}}[-1,1], \text{ and } v_2(x) = o \left( (1 + x)^{m−\frac{1}{2}} \right), \text{ as } x \to −1,
\]

thus,
\[
u_2(x) = −1 I^{\alpha/2}_x D^m v(x) \in C^{m−1,\frac{1}{2}+\frac{m}{2}}[-1,1],
\]
and
\[ u_2(x) = o \left( (1 + x)^{m + \frac{1}{1-\alpha}} \right), \quad \text{as } x \to -1. \]

From (B.4)-(B.7), we see that
\[ D^k v_2(x) \big|_{x=-1} = 0, \quad k = 0, 1, \ldots, m - 1, \]
therefore,
\[ D^j u_2(x) = D^j v_2(x) = -1 I_x^{\alpha/2} (D^j v_2(x)), \quad j = 0, 1, \ldots, m. \]

In addition, since \( D^j v_2(x) \in L_2(-1, 1) \), we can get from (ii) of Lemma 2.9 that
\[ D^j u_2(x) \in L_2(-1, 1), \quad j = 0, 1, \ldots, m, \]
where \( q = \frac{2}{1-\alpha} \). That is, \( u_2(x) \in W^{m,q}(-1, 1) \).

(ii) \( \Rightarrow \) (i):
If \( u_2(x) \in W^{m,q}(-1, 1), \quad q = \frac{2}{1-\alpha} \), then by Lemma B.1 we have \( u_2(x) \in C^{m-1, \frac{1}{1-\alpha}}[-1, 1] \). With (B.7), we obtain
\[ D^j u_2(x) \big|_{x=-1} = 0, \quad j = 0, 1, \ldots, m - 1, \]
and
\[ D^k v_2(x) = D^k D^{\alpha/2} u_2(x) = -1 D_x^{\alpha/2} u_2(x) = -1 I_x^{\alpha/2} D^k u_2(x), \quad k = 0, 1, \ldots, m - 1. \]

By (iv) of Lemma 2.9 it follows
\[ D^k v_2(x) \in c^{0, \frac{2}{1-\alpha}}[-1, 1], \quad k = 0, 1, \ldots, m - 1. \]

So, by the definition of \( c^{0, \frac{2}{1-\alpha}}[-1, 1] \) in (2.33), we have
\[ \int_{-1}^1 |D^m v_2(x)|^2 \, dx = \int_{-1}^1 \lim_{y \to x} \left| \frac{D^{m-1} v_2(y) - D^{m-1} v_2(x)}{y-x} \right|^2 \, dx \]
\[ = \int_{-1}^1 \lim_{y \to x} \left| o((y-x)^{-\frac{1}{1-\alpha}}) \right|^2 \, dx < \infty. \]

Thus, \( v_2(x) \in H^m(-1, 1) \).

(ii) \( \Rightarrow \) (iii):
Similar to the above analysis, we get
\[ D^k f_2(x) = -1 D_x^{\alpha/2} u_2(x) + d \cdot -1 D_x^{\alpha/2} u_2(x) = -1 I_x^{\alpha/2} D^k u_2(x) + d \cdot -1 I_x^{\alpha/2} D^k u_2(x), \quad k = 0, 1, \ldots, m - 1, \]
and
\[ -1 I_x^{1-\alpha} D^k u_2(x) \in c^{0, \frac{1-\alpha}{1-\alpha}}[-1, 1], \quad k = 0, 1, \ldots, m - 1, \]
\[ -1 I_x^{1-\alpha} D^k u_2(x) \in c^{0, \frac{1-\alpha}{1-\alpha}}[-1, 1], \quad k = 0, 1, \ldots, m - 1. \]

From the definition of \( c^{m,q}[a,b] \) in (2.33), we see \( c^{0, \frac{1-\alpha}{1-\alpha}}[-1, 1] \subseteq c^{0, \frac{1-\alpha}{1-\alpha}}[-1, 1] \).

Hence,
\[ D^k f_2(x) \in c^{0, \frac{1-\alpha}{1-\alpha}}[-1, 1], \quad k = 0, 1, \ldots, m - 1, \]
and
\[ \int_{-1}^1 |D^m f_2(x)|^p \, dx = \int_{-1}^1 \lim_{y \to x} \left| o((y-x)^{\frac{1-\alpha}{1-\alpha}}) \right|^2 \, dx < \infty. \]
Thus, $f_2(x) \in W^{m-p}(-1,1)$.

(iii) ⇒ (ii):

Since $-1D_x^{\alpha_1-1,\lambda}u(x)|_{x=-1} = 0$, there is $-1D_x^{\alpha_2-1,\lambda}u(x)|_{x=-1} = 0$, and

$$e^{\lambda x}u(x) + d \cdot -1I_x^{\alpha_1-\alpha_2}(e^{\lambda x}u(x)) = -1I_x^{\alpha_1}(e^{\lambda x}f(x)).$$

By

$$D^k f_2(x)|_{x=-1} = 0, \ k = 0, 1, \cdots, m-1,$$

we get

$$D^j \left[u_2(x) + d \cdot -1I_x^{\alpha_1-\alpha_2}u_2(x)\right] = D^j -1I_x^{\alpha_1}f_2(x) = -1I_x^{\alpha_1} \left(D^j f_2(x)\right), \ j = 0, 1, \cdots, m.$$ In addition, since $D^j f_2(x) \in L_p(-1,1), \ 1 < p = \frac{2}{1+\alpha_1} < 1/\alpha_1$, we get from (ii) of Lemma 2.9 that

$$D^j \left[u_2(x) + d \cdot -1I_x^{\alpha_1-\alpha_2}u_2(x)\right] = o \left(1 + x^{\alpha_1-1} \right), \ as \ x \to -1,$$

and

$$D^j \left[u_2(x) + d \cdot -1I_x^{\alpha_1-\alpha_2}u_2(x)\right] \in L_q(-1,1), \ j = 0, 1, \cdots, m,$$

which is independent of $d$, where $q = \frac{2}{1-\alpha_1}$. So, $u_2(x) = o \left((1 + x)^{\frac{m+\alpha_1-1}{2}} \right)$, and $u_2(x) \in W^{m-q}(-1,1)$.

School of Mathematics and Statistics, Gansu Key Laboratory of Applied Mathematics and Complex Systems, Lanzhou University, Lanzhou 730000, P.R. China

Current address: EPFL-SB-MATHICSE-MCSS, École Polytechnique Fédérale de Lausanne, CH-1015 Lausanne, Switzerland

E-mail address: lijing.zhao@epfl.ch

School of Mathematics and Statistics, Gansu Key Laboratory of Applied Mathematics and Complex Systems, Lanzhou University, Lanzhou 730000, P.R. China

E-mail address: dengwh@lzu.edu.cn

EPFL-SB-MATHICSE-MCSS, École Polytechnique Fédérale de Lausanne, CH-1015 Lausanne, Switzerland

E-mail address: Jan.Hesthaven@epfl.ch
This figure "d0_m0_r03_exp_1.jpg" is available in "jpg" format from:

http://arxiv.org/ps/1603.06511v1
This figure "d0_order05_1.jpg" is available in "jpg" format from:

http://arxiv.org/ps/1603.06511v1
This figure "d0_order3_1.jpg" is available in "jpg" format from:

http://arxiv.org/ps/1603.06511v1
This figure "d100_M_L_beta_05alpha11_alpha1099_alpha2.jpg" is available in "jpg" format from:

http://arxiv.org/ps/1603.06511v1
This figure "d_1_M_L_beta_1_3_alpha1199_alpha2.jpg" is available in "jpg" format from:

http://arxiv.org/ps/1603.06511v1
This figure "d100_M_L_beta_05alpha11_alpha1_alpha20.jpg" is available in "jpg" format from:

http://arxiv.org/ps/1603.06511v1
This figure "d500_m3_alpha1_alpha20.jpg" is available in "jpg" format from:

http://arxiv.org/ps/1603.06511v1
This figure "d5_r03_m0_alpha1_alpha20.jpg" is available in "jpg" format from:

http://arxiv.org/ps/1603.06511v1
This figure "d_500_m3_alpha1_alpha20.jpg" is available in "jpg" format from:

http://arxiv.org/ps/1603.06511v1
This figure "d_1_M_L_beta_1_3_alpha1_alpha21.jpg" is available in "jpg" format from:

http://arxiv.org/ps/1603.06511v1