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Abstract

Recognition of human motions has become a main area of computer vision due to its potential human-computer interface (HCI) and surveillance. Among those existing recognition techniques for human motions, head detection and tracking is basis for all human motion recognitions. Various approaches have been tried to detect and trace the position of human head in two-dimensional (2D) images precisely. However, it is still a challenging problem because the human appearance is too changeable by pose, and images are affected by illumination change. To enhance the performance of head detection and tracking, the real-time three-dimensional (3D) data acquisition sensors such as time-of-flight and Kinect depth sensor are recently used. In this paper, we propose an effective feature extraction method, called adaptive local binary pattern (ALBP), for depth image based applications. Contrasting to well-known conventional local binary pattern (LBP), the proposed ALBP cannot only extract shape information without texture in depth images, but also is invariant distance change in range images. We apply the proposed ALBP for head detection and tracking in depth images to show its effectiveness and its usefulness.
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1. Introduction

Recognition of human motions has become a main area of computer vision due to its potential human-computer interface (HCI) and surveillance [1-3]. Among those existing recognition techniques for human motions, head detection and tracking is basis in all human motion recognitions. Many efforts have been devoted to detect and trace the human head using a variety of cue information such as edge [4], texture [5] and shape [6] in two-dimensional (2D) image during the past decades. However, it is still very challenging in case of large pose variations and light changes.

Recently, novel depth sensors which can acquire three-dimensional (3D) information in real-time such as time-of-flight (ToF) camera [7, 8] and Kinect sensor [9-11] have been launched into commercial market. First, ToF camera provide a full-range distance data by measuring the distance from the flight time taken for light to travel from a near infrared emitting source to the objects corresponding with near-infrared image [7, 8]. Second, Kinect sensor is based structured light system consisting of a near infrared camera and a near-infrared
pattern emitted source as well as a visual ranged sensor [9-11]. Consequently, 2D image based application can be extended into 3D depth image base application using additional distance information.

There are many feature extraction methods such as local binary pattern (LBP) [12-14], histogram of gradient (HOG) [15, 16] and scale invariant feature transform (SIFT) [17, 18] for 2D image. Especially, well-known LBP is useful to analysis texture information in 2D image. However, it cannot directly apply to depth image, since the image des not include texture as well as color. Even though many real-time 3D depth sensors have been released into commercial market, there is not effective feature extraction methods for depth image.

In this paper, we propose a pattern extraction method, called adaptive local binary pattern (ALBP), which size is changed by distance information in depth images. In order to show the effectiveness of proposed ALBP, we apply it into head detection and tracking in only range image from Kinect sensor. Since a pixel intensity of depth image represents the distance from camera to objects, we can adjust the size of ALBP as lager when closer and smaller when far away.

In this paper, we propose a pattern extraction method, called adaptive local binary pattern (ALBP), which size is changed by distance information in depth images. In order to show the effectiveness of proposed ALBP, we apply it into head detection and tracking in only range image from Kinect sensor. Since a pixel intensity of depth image represents the distance from camera to objects, we can adjust the size of ALBP as lager when closer and smaller when far away.

The paper is organized as follows. In the next section, we introduce the proposed ALBP and ALBP based head detection and tracking using depth image. Section 3 presents experimental results of our system. Finally, our conclusion is given in Section 4.

2. Proposed Method

In this section, we propose ALBP which is an effective feature extraction method in depth images. Subsequently, we apply the proposed ALBP to head detection and tracking using depth images. Figure 1 shows an overview of the proposed system.

2.1 Adaptive Local Binary Pattern in Depth Images

In this paper, we perform a head detection and tracking by a novel pattern called ALBP which is an effective approach to extract useful feature of head in depth images. Even though proposed ALBP is similar with LBP [12-14] which is a texture descriptor for gray-scale image, ALBP is specialized to detect head like shaped feature in depth image.

ALBP consists of a number of points around a pixel which is fixed number points and whose radius is changed by pixel intensity of depth image to classify if it is the head shaped or not. Since the pixel intensity of depth image represents a distance from camera to objects, we can adjust the size of ALBP as lager when closer and smaller when far away.

First, we define texture $T$ in a local neighborhood around a center pixel in a depth image as shown in Figure 2.

$$T_r(g_c) = t(g_0, g_1, ..., g_{I-1}),$$

where $g_c$ is a pixel intensity of center point of ALBP and $g_i (i = 0, ..., I - 1)$ consisting of 1 points correspond to the pixel intensity of ALBP on a circle neighborhood of radius $r (r > 0)$ around the center point.

Second, we estimate radius $r$ of ALBP with respect to $g_c$ which is distance information in depth image. Size of head in an image is adaptively changed by distance between a head and a camera. Since a pixel intensity of a depth image represents distance from Kinect sensor to object, we can estimate the size of a head according to pixel information of center point ($g_c$). In this paper, we estimate a linear regression function, which represents relation between $g_c$ and $r$:

$$r(g_{ic}) = \beta_0 + \beta_1 g_{ic} + \beta_2 g_{ic}^2 + \cdots + \beta_N g_{ic}^N,$$

where $g_{ic}$ is the $i$th observation of $g_c$, $r(g_{ic})$ is the radius with respect to $g_{ic}$, $\beta_k (k = 0, 1, ..., N)$ is coefficient and $N$ is the order of the regression function.
Cumulated K-observation of \( g_c \) and \( r \) can be written as

\[
\begin{bmatrix}
  r_1 \\
r_2 \\
r_3 \\
\vdots \\
r_K
\end{bmatrix}
= \begin{pmatrix}
  1 & g_{1c} & g_{2c}^2 & \cdots & g_{Kc}^N \\
  1 & g_{2c} & g_{2c}^2 & \cdots & g_{Kc}^N \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  1 & g_{Kc} & g_{Kc}^2 & \cdots & g_{Kc}^N
\end{pmatrix}
\begin{bmatrix}
  \beta_0 \\
  \beta_1 \\
  \beta_2 \\
  \vdots \\
  \beta_N
\end{bmatrix}
\]  

(3)

In matrix notation, Eq. (3) is written as

\[
R = GB,
\]

(4)

where \( R \) is a column vector \([r_1 \ r_2 \ldots \ r_K]^T\), \( B \) is a column vector \([\beta_0 \ \beta_1 \ \beta_2 \ldots \ \beta_N]^T\) and \( G \) is the matrix between \( R \) and \( \beta \).

The coefficient \( \beta \) can be calculated by the least squares parameter estimation by:

\[
B = (G^T G)^{-1} G^T R.
\]

(5)

Then, we can find the fitted regression function to the head size according to any distance;

\[
\hat{r}(g_{ic}) = GB.
\]

(6)

Third, texture \( T \) is subtracted by the pixel value of the center pixel \( (g_{ic}) \) from the pixel value of neighborhood \( g_i \) \( (i = 0, \ldots, I - 1) \) after being set the radius \( r \) of ALBP.

\[
T_r(g_{ic}) = t(g_0 - g_{ic}, g_1 - g_{ic}, g_2 - g_{ic}, \ldots, g_{I-1} - g_{ic}).
\]

(7)

Especially, this provide useful information to analysis local texture in depth images since boundary between foreground and background in depth image more distinct than color image.

Fourth, signed difference of Eq. (7) can be represented as

\[
T_r'(g_{ic}) = t(s(g_0 - g_{ic}), s(g_1 - g_{ic}), s(g_2 - g_{ic}), \ldots, s(g_{I-1} - g_{ic})),
\]

(8)

where

\[
s(x) = \begin{cases} 
1, & x \geq \text{threshold}, \\
0, & x < \text{threshold}.
\end{cases}
\]

Also, we can reformulate Eq. (8) as (9) to easy to explain.

\[
T_r'(g_{ic}) = t(s, s_1, s_2, \ldots, s_{I-1}),
\]

(9)

where \( s_i = s(g_i - g_{ic}) \).

Finally, we use the number of transitions (bitwise 0/1 or 1/0 changes) in the ALBP to decide if it is head shaped or not. How many transition has is very important information since it is highly related with the texture in gray-scale image, or shape in depth image. The number of transitions can be calculated as

\[
\sum_{i=0}^{I-2} p(s_i - s_{i+1}) + p(s_0 - s_{I-1}),
\]

(10)

where

\[
p(x) = \begin{cases} 
1, & x = 0, \\
0, & \text{otherwise}.
\end{cases}
\]

2.2 Proposed ALBP based 3D Head Tracking

In this section, we apply the proposed ALBP to detect and track the position of head in depth image. First, we detect an initial head’s position to be tracked in depth image using ALBP. Based on the detected initial head position, the head tracking is performed to find head’s position precisely and fast.

2.2.1 ALBP based head detection

Detection for initial head location can be classified two steps: detection step for position of head candidates and verification step of detected head candidates as shown in Figure 3.

First, to detect positions of head shaped features in depth image, we use two kinds of properties; the number of transition and signed difference of ALBP. The size of ALBP can be estimated by regression function with respect to distance information of depth image. Two size of ALBP are used: \( 3 \times r(g_{ic}) \) for head candidates detection and \( 0.5 \times r(g_{ic}) \) for head candidates verification.

We use a transition property of ALBP in order to detect candidates position of head in all region of depth image. Since a pixel value \( (g) \) of depth image represents a real distance information from Kinect sensor, we check the relation between head and neck. Since neck always exists with head, we check being neck using ALBP which size is \( 3 \times r(g_{ic}) \) as shown in Figure 4(a). We assume the distance between a head and neck as 20 cm. Therefore, a point, which is the number of transition of ALBP is “1” and the number of singed difference of “0” is
larger than $I/4$, is real head as (11).

$$T_{r}(g_{c}) = t(s_{0}, s_{1}, s_{2}, \ldots , s_{I-1}) = t(1, 0, 0, \ldots , 1, 1), \quad (11)$$

where

$$s(x) = \begin{cases} 1, & x \geq 20 \text{ cm}, \\ 0, & x < 20 \text{ cm}. \end{cases}$$

Second, we need to verify if a detected point by (13) is a real head or not. As shown in Figure 3, we used ALBP which size of ALBP is $0.5 \times r(g_{ic})$ with 10 cm threshold. Since head in depth images has features which there is no transition by threshold value 10 cm in ALBP as shown in Figure 4(b) and all signed difference of is “0.”

$$T_{r}(g_{c}) = t(s_{0}, s_{1}, s_{2}, \ldots , s_{I-1}) = t(0, 0, 0, \ldots , 0), \quad (12)$$

where

$$s(x) = \begin{cases} 1, & x \geq 10 \text{ cm}, \\ 0, & x < 10 \text{ cm}. \end{cases}$$

To reduce the processing time, skip mode which does not search all coordinate of a depth image is used in this step. We choose a point which is detected during N-frame continuously is initial detected location of head. After then, tracking step is performed from detected initial location in detection step.

### 2.2.2 ALBP based head tracking

From the detected head’s location in detection step, head tracking is performed to estimate head’s position rapidly and precisely. Head tracking step in this paper can be divided into three steps; update of search range, extraction of head features and selection of a point to be tracked as shown in Figure 5.

First, for fast estimation of head locations, we need to set search range, not full search of depth image as shown in Figure 5, according to the regression function with distance information in Section 2.1. In addition, we can set the distance ranges for head tracking since we can use distance information from depth images. In other words, we can set the search ranges X and Y coordinates as well as Z coordinate in depth images as shown in Figure 5. Search ranges of X and Y coordinate are set by 6 times of value of regression function which represents size of width of a head. The distance range of Z coordinates is set as $\pm 20$ cm.

Second, head feature points, which are head-like shaped, should be extracted by $r(g_{ic})$ sized ALBP in search range. We use points having 2 transitions and the number of signed difference of “0” is less than $I/4$ with threshold value 10 cm in ALBP as (13)

$$T_{r}(g_{c}) = t(s_{0}, s_{1}, s_{2}, \ldots , s_{I-1}) = t(1, 0, 0, 0, \ldots , 1, 1), \quad (13)$$

where

$$s(x) = \begin{cases} 1, & x \geq 10 \text{ cm}, \\ 0, & x < 10 \text{ cm}. \end{cases}$$

Some examples of ALBP for head tracking are shown in Figure 6.

Third, we should select a point to be tracked from extracted many feature points. In this study, we choose a tracking point, which is a nearest feature point from a center point of extracted feature points. Since the center point of extracted feature points might be non-head location such as empty locations between fingers, the tracking point should be selected in the extracted feature points on the definite head. The nearest point from the center point is the most suitable point to be tracked since it is the less affected by noise in a depth image. After then, search
Figure 7. Kinect sensor.

region is updated by a point to be tracked and repeat step 1 through 3.

3. Experiments

Before evaluation of proposed methods for head detection and tracking, we need to estimate a regression function, which represents relation between size of a head in depth image and distances. After then, we compare the performance of our proposed approaches with ground truth at difference distances to show the robustness of proposed head detection and tracking algorithms against distance.

In this paper, we use a Kinect sensor [9-11], which provides RGB and depth images of $640 \times 480$ at 30 fps as shown in Figure 7. Even though data acquisition is implemented in Open Natural Interaction (OpenNI) [19] which is a library to access natural interaction devices, other works including detection and tracking have been simulated using C in a machine of the configuration 2.93 GHz Intel Core i7 870 and 4 GB of physical memory.

3.1 Estimation of Regression Function

Since size of ALBP is changed according to distance information in depth image and the relation between the size of ALBP and distance is not linear, it is difficult to measure all relations such as a look-up-table. Therefore, we should calculate a regression function to estimate every relation between size of ALBP and distance by the millimeter.

In order to estimate the precise regression function with respect to distance, we assume the size of head as 20 cm and measure the pixel size projected onto depth images over changing the distance from 60 cm to 750 cm at intervals of 20 cm as shown in Figure 8. Since it is hard to extract feature points such as line and corner on the plane in depth image, we select points in RGB image which is perfectly registered with depth image, after then measure the size in depth image.

The result of regression function according to order of the function, 2nd to 5th, is shown in Figure 9. The error which is pixel difference between ground truth and result of regression function is shown in Figure 10.

The average error of each regression function can be calculate as

$$\text{Error} = \frac{\sum_{x=60cm}^{750cm} |gt(x) - r(x)|}{\text{number of ground truth}}$$

where $gt(x)$ is ground truth and $r(x)$ is estimated regression
The results of average error of each regression function are shown in Table 1.

As a result of experiments, since the result of 5th order regression function is the most similar with ground truth, we use the 5th order regression function to estimate size of the head in this study.

The estimated regression function used in this study is

\[
\hat{r}(x) = 327.9824 - 3.2828 \times x + 0.0152 \times x^2 - 3.5441 \times 10^{-5} \times x^3 + 3.9893 \times 10^{-8} \times x^4 - 1.731 \times 10^{-11} \times x^5
\]

where \(x\) is the distance (cm).

### 3.2 Head Detection

Using the estimated regression function, we apply ALBP to detect head’s initial position in depth images. Distances in this experiments are set from 1 m to 7 m at intervals of 50 cm. Each detection rate is calculated as an average of 10 times attempts of 20 persons. To evaluate the performance of the proposed head detection method, we use precision and recall based on the classical true positive (TP), false positive (FP) and false negative (FN) rate:

\[
\text{Precision} = \frac{TP}{TP + FP}, \quad \text{Recall} = \frac{TP}{TP + FN}
\]

As a result of experiments, Table 2 shows a robustness of detection performance at distance, 1 m to 4 m, as 100% detection rate. However, the detection rate rapidly decreases over 4.5 m since the size of head is too small to be recognized in depth image.

The size of head in depth image according to distance is shown in Table 3. Since the size of head is less than 10 pixels over 3 m, it is difficult to verify if it is noise or heads in depth images. If all distance range has been used to detect head position, false detections which detect a non-head’s position frequently are occurred. Also, Kinect cannot get the depth information when distance is less than 0.5 m. Therefore, we set the reliable distance for head detection from 0.5 m to 4 m which ignore over 4 m or closer than 0.5 m distance in this paper. However, the resolution of depth image is rapidly increasing as great progress of depth sensor. In addition, the depth noise is decreasing as improving the quality of depth sensor such as time-of-flight. Consequently, the reliable range for head detection should be increased due to the enhancement the performance of depth sensor.

### 3.3 Head Tracking

To verify the robustness of head tracking against different motions and distance, we made a data set of 10 free movements from 20 persons, which walk around at different distance as Figure 11. We manually select the bounding box of head as ground truth for each frame. The result of head tracking system is in terms of a relation between ground truth and tracked bounding box.

The experimental results of head tracking with respect to X, Y and Z axis at different distance, 1 m to 3 m, are shown in Table 4. We calculate the average error between ground truth and tracking position during head movements of 10 persons. The unit of X and Y axis error is pixels and unit of Z axis is millimeter. The proposed system can be applied in various 3D applications such as surveillance and human computer interaction since it shows the reliable performance with respect to X and Y axis as well as Z axis.

Figure 12 shows the tracking trajectory of head motions with respect to each axis respectively. X and Y axis of each graph represent the number of frames and coordinate of each axis respectively. The red dashed line is the results of proposed tracking using ALBP and blue solid line represent the ground truth, which is manually selected. The results show the robust-
Table 2. Detection performance according to distance

| Distance (m) | 1   | 1.5 | 2   | 2.5 | 3   | 3.5 | 4   | 4.5 | 5   | 5.5 | 6   | 6.5 |
|-------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Precision (%) | 100 | 100 | 100 | 100 | 98.4| 95.2| 92.1| 74.3| 53.2| 24.1| 7.3 | 0   |
| Recall (%)   | 100 | 100 | 100 | 100 | 100 | 100 | 91.2| 81.4| 60.5| 37.5| 14.2| 0   |

Table 3. The size of head in depth image according to distances

| Distance (m) | 1   | 1.5 | 2   | 2.5 | 3   | 3.5 | 4   | 4.5 | 5   | 5.5 | 6   | 6.5 | 7   |
|-------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Head size   | 32×54 | 27×42 | 24×36 | 18×25 | 13×20 | 11×17 | 8×13 | 7×12 | 7×11 | 6×11 | 6×10 | 5×9 | 5×8 |

Table 4. Mean square error (MSE) between ground truth (a center of bounding box) and tracked results

| Distance (m) | 1 | 2 | 3 |
|-------------|---|---|---|
| X | Y | Z | X | Y | Z | X | Y | Z |
| MSE (mm) | 50.812 | 47.291 | 164.257 | 69.194 | 61.360 | 288892 | 25.693 | 25.420 | 195.840 |

Figure 12. The tracking trajectory of head motions with respect to X and Y axis.

ness against distance as well as various movements of head without tracking failure.

4. Conclusion

In this paper, we propose an efficient feature extraction method, called adaptive local binary pattern, for depth image based applications. Even though conventional local binary pattern is useful to analysis texture information in 2D image, it cannot apply in depth image which does not contain texture information. In addition, the depth image does not have color information which is the one of the important information to detect object. On the other hand, proposed ALBP can directly extract shape information from depth image without any additional classifiers.

In the paper, we apply the proposed ALBP to head detection and tracking in depth image. As a result of experiments, we set a reliable distance range from 0.5 m to 4 m since the head cannot be verified if it is head or noise over 4 m. In the reliable distance range, we show the effectiveness of proposed ALBP based head detection and tracing in the experiments. Also, ALBP can be applied for any depth image based applications such as human head detection and head tracking.
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