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Abstract—In this paper the fading multiple antenna (MIMO) wire-tap channel is investigated. The secret diversity gain and the secret multiplexing gain are defined. Using these definitions, the secret diversity-multiplexing tradeoff (DMT) is calculated analytically when the source node does not have transmitter side channel state information (CSI). It is shown that the wire-tapper steals degrees of freedom from the source-destination channel, and the secret DMT depends on the remaining degrees of freedom. When CSI is available at the source, unlike the case when there are no security constraints, transmitter CSI changes the secret DMT significantly.

I. INTRODUCTION

The broadcast nature of the wireless communication channel makes it highly vulnerable to security threats. All wireless transmissions can be overheard by passive listeners, the wire-tappers or eavesdroppers, who possibly can recover the information. The emergence of wireless networking has thus recently revived the interest in the fundamental limits of secure communication or information-theoretic security.

One of the building blocks of information-theoretic security is the wire-tap channel. The physically degraded wire-tap channel was introduced in [1] and the fundamental coding structure to obtain perfect secrecy was established. Later in [2], these results were extended to less noisy and more capable broadcast channels. The secrecy capacity for the Gaussian wire-tap channel was found in [3]. Recently fading wire-tap channels are investigated in [4], [5], for which the ergodic secrecy capacity is calculated when both the transmitter and the receivers have channel state information (CSI). In [4] the ergodic secrecy capacity, when the source node does not have the wire-tapper’s CSI, is also evaluated.

In wireless channels, multiple antennas increase robustness against fading, and also transmission rates. Multiple antennas are considered in the context of wire-tap channels in [6],[7]-[11]. In [7] the authors find the secrecy capacity of the Gaussian multiple-input multiple-output (MIMO) wire-tap channel, when the source and the destination have two antennas each and the wire-tapper has only a single antenna. Concurrent work in [8] and [9] establish the secrecy capacity for the fading MIMO wire-tap channel under the full CSI assumption for arbitrary antenna numbers.

Although the ergodic behavior of fading channels is very important, when there are stringent delay constraints, ergodic capacity is not realizable. In this case, the outage formulation proves to be useful. For the wire-tap channel, outage approach was first considered in [6] and [12]. Outage probability for a target secrecy rate is also investigated in [5], when the source, the destination and the wire-tapper have CSI, and optimal power allocation policies that minimize the outage probability are calculated.

An important performance measure for MIMO fading channels that simultaneously considers probability of error and data rates is the diversity-multiplexing tradeoff (DMT), established in [13]. The DMT is a high SNR analysis and describes the fundamental tradeoff between the diversity gain and the multiplexing gain. The diversity gain is the decay rate of the probability of error, and the multiplexing gain is the rate of increase of the transmission rate in the limit of high SNR. The DMT is strongly related to the probability of outage as probability of error is generally dominated by the outage event.

In this paper we investigate the multiple-antenna wire-tap channel from the DMT perspective. We define the secret multiplexing gain, the secret diversity gain and the secret DMT. We argue that the wire-tapper can be thought of as “stealing” degrees of freedom from the
source-destination channel, and the secret DMT depends on the remaining degrees of freedom. This behavior is also observed in [14] for compound channels only for the maximum multiplexing gain point. Our work can be thought of as a generalization of [14], capturing the behavior for all diversity gains. We also argue that the secret DMT depends on the available transmitter CSI. This is unlike the regular point-to-point DMT without security constraints, which is not affected from the transmitter CSI for constant-rate transmission.

Next, we introduce the system model in Section II and then state our main theorem in Section III. We investigate the case when the source has CSI in Section IV. Then we conclude in Section V.

II. SYSTEM MODEL

We consider a multiple-antenna wire-tap channel, in which the source, the destination and the wire-tapper have \(m, n\) and \(k\) antennas respectively. Both the destination and the wire-tapper have CSI about their incoming channels, but the source node does not have any transmit CSI. We will consider the case when the source has transmitter CSI in Section IV. For both cases, we assume the system is delay-limited and constant-rate transmission is required.

The channel is represented as follows:

\[
Y_D = H_{SD}X + Z_D
\]

\[
Y_T = H_{ST}X + Z_T.
\]

In the above equations \(X\) is an \(m \times 1\) vector, which denotes the transmitted source signal. \(Y_D\) and \(Y_T\) are \(n \times 1\) and \(k \times 1\) vectors, and represent the received signals at the destination and the wire-tapper respectively. Similarly, \(Z_D\) and \(Z_T\) are \(n \times 1\), and \(k \times 1\) vectors that indicate the independent additive noise at the destination and the wire-tapper. Both \(Z_D\) and \(Z_T\) have independent and identically distributed (i.i.d.) complex Gaussian entries with zero mean and variance 1. The matrices \(H_{SD}\) and \(H_{ST}\), with i.i.d. complex Gaussian entries with zero mean and unit variance, are of size \(n \times m\), and \(k \times m\). They respectively denote the channel gains between the source and the destination and the source and the wire-tapper. In addition to these, the source node has an average power constraint \(mn\text{SNR}\).

The system performance measure for the wire-tap channel is the rate-equivocation rate region [1], which indicates the tradeoff between transmission rates over the main channel and the level of obscurity at the wire-tapper. An operating point in the rate-equivocation rate region is called perfectly secure, if the equivocation rate is arbitrarily close to the information rate. The highest perfectly secure rate is called the secrecy capacity [1].

In this work, we investigate the high SNR behavior of a delay-limited system with a target secrecy rate equal to \(R_s^{(T)}(\text{SNR})\). We define the secret multiplexing gain as

\[
\lim_{\text{SNR} \to \infty} \frac{R_s^{(T)}(\text{SNR})}{\log \text{SNR}} = r_s.
\]

The secret multiplexing gain \(r_s\) shows how fast the target secrecy rate scales with increasing SNR. The secret diversity gain, \(d_s\), is equal to

\[
\lim_{\text{SNR} \to \infty} \frac{\log P_e(\text{SNR})}{\log \text{SNR}} = -d_s,
\]

where \(P_e(\text{SNR})\) denotes the probability of error. The probability of error is due to two events: Either the destination does not receive the secret message reliably, or perfect secrecy is not achieved [15]. When the channel block length is long enough, the former event is dominated by the main channel outage event. Moreover, it is easy to show that among the two events secrecy rate outage; i.e. the event that perfect secrecy is not achieved, dominates the probability of error. Thus, in the rest of the paper, we will focus on this secrecy outage event only. Finally, the secret DMT, \(d_s(r_s)\), shows the relation between the secret multiplexing and diversity gains.

In [8], [9], the authors prove that for the fading MIMO wire-tap channel, when all nodes in the system have CSI, Gaussian codebooks are optimum. Therefore, we also assume Gaussian codebooks. However, when CSI is not available at the source, to the best of our knowledge the best input covariance matrix \(Q\) is not known. We conjecture that sending independent signals at equal power at each antenna is optimal at high SNR, as all the entries of \(H_{SD}\) and \(H_{ST}\) respectively are identically distributed and the source node does not have CSI. Under these assumptions; i.e. \(Q = \text{SNRI}_m\), we can write the achievable perfect secrecy rate as

\[
R_s = \left[\log \frac{\prod_{i=1}^L (1 + \lambda_i \text{SNR})}{\prod_{i=1}^L (1 + \mu_i \text{SNR})}\right]^+,
\]

where \(L = \min\{m, n\}\), \(0 \leq \lambda_1 \leq \ldots \leq \lambda_L\) are the ordered eigenvalues of the matrix \(H_{SD}H_{SD}^\dagger\), and \(0 \leq \mu_1 \leq \ldots \leq \mu_k\) are the ordered eigenvalues of the matrix \(H_{ST}H_{ST}^\dagger\). Here, \(\dagger\) denotes the conjugate transpose, and \(x^+ = \max\{0, x\}\).
III. SECRET DMT

In this section, we state our main theorem.

**Theorem 1:** For the multiple-antenna wire-tap channel defined in (1) and (2), with full CSI at the destination and the wire-tapper and no CSI at the source, if \( k < \min\{m, n\} \), the secret diversity-multiplexing tradeoff is a piecewise linear function joining the points \((l, d_s(l))\), where \( l = 0, 1, ..., \min\{m, n\} - k \) and

\[
d_s(l) = (m - k - l)(n - k - l).
\]

If \( k \geq \min\{m, n\} \), then the secret diversity-multiplexing tradeoff reduces to the single point \((0, 0)\).

**Proof:** We first prove the secret DMT for \( k < \min\{m, n\} \). We will discuss the case \( k \geq \min\{m, n\} \) at the end of the proof. To find the secret DMT we find a lower bound and an upper bound on the probability of the secrecy rate outage; \( P(\text{outage}) = P(R_s < R_s^T) \), where \( R_s^T = r_s \log \text{SNR} \). Then we show that both of these bounds have the same DMT.

**Outage Lower Bound:** Define \( \mathcal{E}_t = \{\mu_i > a, i = 1, ..., k\} \), where \( a \) is a positive real constant and \( \mathcal{E}_t^c \) denotes the complement of \( \mathcal{E}_t \). Without loss of generality \( a > 1 \). Then we can write probability of secrecy rate outage as

\[
P(\text{outage}) = P(\text{outage}|\mathcal{E}_t)P(\mathcal{E}_t) + P(\text{outage}|\mathcal{E}_t^c)P(\mathcal{E}_t^c) \quad (4)
\]

As \( a \) is a constant, we find \( P(\mathcal{E}_t) \) is also equal to a constant. At high SNR

\[
P(\text{outage}|\mathcal{E}_t) \geq P\left( \frac{\prod_{i=1}^{L}(1 + \lambda_i \text{SNR})}{\prod_{i=1}^{k}(1 + \mu_i \text{SNR})} < \text{SNR}^{r_t} | \mathcal{E}_t \right) \quad (a)
\]

\[
\geq P\left( \frac{\prod_{i=1}^{L}(1 + \lambda_i \text{SNR})}{(1 + a \text{SNR})^k} < \text{SNR}^{r_t} \right) \quad (b)
\]

\[
\geq P\left( \prod_{i=1}^{L}(1 + \lambda_i \text{SNR}) < \text{SNR}^{r_t + k} \right) \quad (c) = \text{SNR}^{-d_{m,n}(r_t + k)} \quad (d)
\]

where using the definition of \( \mathcal{E}_t \) we substituted the minimum value for all \( \mu_i \) in (6) to obtain (a). (b) follows because \( (1 + a \text{SNR})^k \geq \text{SNR}^k \). Using the DMT results without secrecy constraints [13], (c) and (d) follow, where \( d_{m,n}(r) \) is the piecewise-linear function joining the points \((t, (m - t)(n - t))\), \( t = 0, 1, ..., \min\{m, n\} \).

As \( P(\text{outage}) = \text{SNR}^{-d_s(r_s)} \), we conclude that \( d_s(r_s) \) is upper bounded with the DMT of an \((m - k) \times (n - k)\) MIMO system.

**Outage Upper Bound:** To make the upper bound tight, we need a piecewise analysis, which depends on the secret multiplexing gain. We define \( c_i \) as

\[
c_i = -(m + n - 2k - 2i - 1)r_s + (m - k)(n - k) - i(i + 1),
\]

for \( i = 0, 1, ..., \min\{m, n\} - k - 1 \). We also define the event \( \mathcal{E}_{u,i} = \{\mu_k > c_i \log \text{SNR}\} \), and \( \mathcal{E}_{u,i}^c \) as the complement of \( \mathcal{E}_{u,i} \).

For any \( i \), we can write

\[
P(\text{outage}) = P(\text{outage}|\mathcal{E}_{u,i})P(\mathcal{E}_{u,i}) + P(\text{outage}|\mathcal{E}_{u,i}^c)P(\mathcal{E}_{u,i}^c)
\]

\[
\leq P(\mathcal{E}_{u,i}) + P(\text{outage}|\mathcal{E}_{u,i}^c), \quad (7)
\]

where we have upper bounded both \( P(\text{outage}|\mathcal{E}_{u,i}) \) and \( P(\text{outage}|\mathcal{E}_{u,i}^c) \) with 1.

To calculate an upper bound on the first term in (7), we use an upper bound on the probability density function (pdf) of \( \mu_k \). We obtain this bound using the joint pdf of the ordered eigenvalues \( 0 \leq \mu_1 \leq \mu_2 \leq \cdots \leq \mu_k \) of the matrix \( \mathbf{H}_{ST}\mathbf{H}_{ST}^T \) [13, Lemma 3], which is

\[
p(\mu_1, ..., \mu_k) = K_{m,k}^{-1} \prod_{i=1}^{k} \mu_i^{m-k} \prod_{i<j} (\mu_i - \mu_j)^2 e^{-\sum_{i=1}^{k} \mu_i},
\]

where \( K_{m,n} \) is a normalizing constant. Then,

\[
p(\mu_k) \leq \int_{0}^{\mu_k} \cdots \int_{0}^{\mu_k} p(\mu_1, ..., \mu_k) d\mu_1 ... d\mu_{k-1}
\]

\[
= K_{m,k}^{-1} \mu_k^{m-k} e^{-\mu_k}
\]

\[
\cdot \int_{0}^{\mu_k} \cdots \int_{0}^{\mu_k} \prod_{i=1}^{k-1} \mu_i^{m-k} \prod_{i<j} (\mu_i - \mu_j)^2 e^{-\sum_{i=1}^{k-1} \mu_i} d\mu_1 ... d\mu_{k-1}
\]

\[
\leq K_{m,k}^{-1} \mu_k^{m-k} e^{-\mu_k}
\]

\[
\cdot \int_{0}^{\mu_k} \cdots \int_{0}^{\mu_k} \prod_{i=1}^{k-1} \mu_i^{m-k} e^{-\sum_{i=1}^{k-1} \mu_i} d\mu_1 ... d\mu_{k-1}
\]

\[
\leq K_{m,k}^{-1} \mu_k^{m-k} e^{-\mu_k} ((m - k)!)^{k-1} \quad (9)
\]

where (e) is because each \((\mu_i - \mu_j)^2 \leq \mu_k^2\), and there are \( k(k - 1)/2 \) many \((\mu_i - \mu_j)^2\) terms involved. Before
we write \((f)\) we first bound the innermost integral in \((8)\) as

\[
\int_0^{\mu_2} \mu_1^{m-k} e^{-\mu_1} d\mu_1 = \gamma(m - k + 1, \mu_2) \leq (m-k)! \left[1 - e^{-\mu_2} \left(\sum_{l=0}^{m-k} \frac{\mu_2^l}{l!}\right)\right] 
\]

where \(\gamma(.,.)\) is the lower incomplete gamma function. Note that for \((g)\) we used the series expansion of this function \([16]\). Applying this result repeatedly to all the integrals in \((8)\) leads to \((f)\). Using this upper bound on the pdf of the largest eigenvalue \(\mu_k\), we can now find an upper bound on \(P(\mathcal{E}_{u,i})\). Let \(C_i = c_i \log \text{SNR}\) for short hand notation. Then,

\[
P(\mathcal{E}_{u,i}) = P(\mu_k > C_i) = \int_{C_i}^{\infty} p(\mu_k) d\mu_k
\]

\[
\leq K_{m,k}^{-1}[(m-k)!]^{k-1} \int_{C_i}^{\infty} \mu_k^{m-2k+k^2} e^{-\mu_k} d\mu_k
\]

\[
= K_{m,k}^{-1}[(m-k)!]^{k-1} \Gamma(m - 2k + k^2 + 1, C_i)
\]

\[
\leq K_{m,k}^{-1}[(m-k)!]^{k-1} e^{-C_i} \sum_{l=0}^{m-2k+k^2} \frac{C_i^l}{l!}
\]

(11)

where we used (9) to obtain \((h)\). In (10) \(\Gamma(.,.)\) denotes the upper incomplete Gamma function, and we used the series expansion of this function to obtain \((i)\) \([16]\). Then, it is easy to show that

\[
P(\mathcal{E}_{u,i}) \leq \text{SNR}^{-c_i}
\]

(12)

as the \(e^{-C_i}\) term in (11) determines the high SNR behavior of (11).

For the second term in \((7)\) we show that

\[
P(\text{outage}|\mathcal{E}_{u,i}^c) = \frac{\prod_{l=1}^{L} \left(1 + \lambda_l \text{SNR}\right)}{\prod_{l=1}^{L} \left(1 + \mu_l \text{SNR}\right)} \leq \text{SNR}^{r_x} \left| \mathcal{E}_{u,i}^c \right|
\]

\[
\leq P \left( \frac{\prod_{l=1}^{L} \left(1 + \lambda_l \text{SNR}\right)}{\left(1 + \left(c_i \log \text{SNR}\right)\text{SNR}\right)^k} < \text{SNR}^{r_x} \right)
\]

\[
\leq P \left( \frac{L}{\prod_{l=1}^{L} \left(1 + \lambda_l \text{SNR}\right)} < 2 \left(\max\{1, c_i\}\right)^k \text{SNR}^{r_x + k} \right)
\]

\[
\leq P \left( \frac{L}{\prod_{l=1}^{L} \left(1 + \lambda_l \text{SNR}\right)} < 2 \left(\max\{1, c_i\}\right)^k \text{SNR}^{r_x + k} \right)
\]

(13)

In the above inequalities, \((j)\) is because the largest eigenvalue \(\mu_k\) and hence all \(\mu_i\)'s are upper bounded by \(c_i \log \text{SNR}\) given \(\mathcal{E}_{u,i}\). \((k)\) is due to the fact that

\[
1 + (c_i \log \text{SNR}) \text{SNR} \leq 2 \max\{1, c_i\} \text{SNR} \text{SNR}^{r_x + k},
\]

and \((l)\) follows because \(c_i \leq (m - k)(n - k)\), for all \(i = 1, ..., \min\{m, n\} - k - 1\), and we define \(A = 2 \max\{1, (m - k)(n - k)\} \). Finally, \((m)\) is because \(A^k \text{SNR}^{r_x + k}\) has the same multiplexing gain as \(\text{SNR}^{r_x + k}\), and thus the results in \([13]\) apply.

Overall, substituting (12) and (13) into (7), using the definition of \(c_i\), and combining the results for all \(i\) we have

\[
P(\text{outage}) \leq \text{SNR}^{-d_{m,n}(r_x + k)}.
\]

We can observe that this upper bound on probability of secrecy rate outage is the same as the lower bound we calculated above. Thus, we conclude that \(d_{s}(r_s) = d_{(m-k), (n-k)}(r_s)\), and the secret multiplexing gain satisfies \(r_s \leq \min\{m, n\} - k \) for \(k \leq \min\{m, n\}\).

If \(k \geq \min\{m, n\}\), then \(P(\text{outage}|\mathcal{E}_i)\) in (5) takes a constant value and does not decay with SNR. As \(P(\mathcal{E}_i)\) is also equal to a constant, \(P(\text{outage})\) is lower bounded by a fixed value in \((0, 1)\). Thus, we conclude that when \(k \geq \min\{m, n\}\), the secret DMT reduces to the single point \((0, 0)\).

Theorem 1 states that the wire-tapper costs the system \(\min\{m, k\}\) degrees of freedom, which affects the whole secret DMT curve. When the degrees of freedom in the source-wire-tapper channel, \(\min\{m, k\}\), is equal to \(k\), then the secret system becomes equivalent to an \((m - k) \times (n - k)\) system. However, if \(\min\{m, k\} = m\), then no degrees of freedom are left for the main channel, as \(m \geq \min\{m, n\}\), and the secret DMT reduces to the single point \((0, 0)\).

Fig.1 shows an example secret DMT for the wire-tap channel, when the source, the destination and the wire-tapper have 3, 4, and 2 antennas respectively. We observe that for the secret channel only one degree of freedom is left, and the maximum secret diversity can be 2. The figure also compares the secret DMT to the \(3 \times 4\) channel DMT without secrecy constraints. We can observe the effect of secrecy constraints not only on the degrees of freedom, but also on diversity, for all possible secret multiplexing gain values.
IV. CHANNEL STATE INFORMATION AT THE SOURCE

In the previous section secret DMT is established for MIMO wire-tap channels without transmitter CSI. In this section we assume that transmitter has perfect CSI about the channel between itself and the wire-tapper, as well as its channel to the destination. This assumption will help us understand the limitations and properties of secret DMT. Note that secret DMT is still a meaningful metric as we consider constant-rate applications, which can suffer from outage despite the available transmitter CSI.

The secrecy capacity for the MIMO wire-tap channel with CSI both at the receivers (the destination and the wire-tapper) and the transmitter (the source) is found in \[8\], \[9\] as

\[
C_s = \max_{\Tr(K_X) \leq m\SNR} \log \frac{\det(I + H_{SD}K_X H_{SD}^\dagger)}{\det(I + H_{ST}K_X H_{ST}^\dagger)}.
\]

This secrecy capacity is achieved for the optimal input covariance matrix \(K_X\), which sends signals orthogonal to the wire-tapper and as aligned with the destination as possible [7]. When the source and the destination each have 2 antennas, and the wire-tapper has a single antenna, the above secrecy capacity expression can be written as [7]

\[
C_s^{(221)} = \log \frac{q^\dagger Aq}{q^\dagger Bq},
\]

where

\[
A = I + m\SNR H_{SD}^\dagger H_{SD}
\]

\[
B = I + m\SNR H_{ST} H_{ST}^\dagger
\]

\[
q = \frac{B^{-1/2}w}{\|B^{-1/2}w\|},
\]

and \(w\) is the largest eigenvalue of \(B^{-1/2}AB^{-1/2}\).

In Fig. 2 we compare secrecy outage probability for the wire-tap channel with a 2-antenna source, a 2-antenna destination, and a single antenna wire-tapper for no transmitter CSI and full CSI cases. The secret multiplexing gain is equal to 0.75. The figure suggests that the secret diversity is approximately equal to 0.45 with full CSI. This value is almost double the secret diversity we achieve (approximately 0.23 from the figure, and 0.25 according to Theorem 1) when there is no CSI at the transmitter. Note that for MIMO channels without secrecy constraints if CSI is available at the transmitter, the source node does beamforming in the direction of the destination. However, without secrecy constraints beamforming only brings in coding gains and does not change the DMT. The secret diversity gains we observe from Fig. 2 show a different trend and suggest that the transmitter CSI changes the secret DMT.

V. CONCLUSION

In this paper we study the MIMO wire-tap channel when there are stringent delay constraints and the source node does not have CSI available. We define and find the secret DMT for arbitrary number of antennas at the source, the destination and the wire-tapper. Our
results show that the wire-tapper decreases the degrees of freedom in the direct link by the degrees of freedom in the source-wire-tapper channel. The secret DMT depends on the remaining degrees of freedom. We also study the effect of transmitter CSI on secret DMT. We observe that unlike the DMT without secrecy constraints, the transmitter CSI changes the secret DMT.
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