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Abstract—Hardware Trojans have drawn the attention of academia, industry and government agencies. Effective detection mechanisms and countermeasures against such malicious designs can only be developed when there is a deep understanding of how hardware Trojans can be built in practice, in particular Trojans specifically designed to avoid detection. In this work, we present a mechanism to introduce an extremely stealthy hardware Trojan into cryptographic primitives equipped with provably-secure first-order side-channel countermeasures. Once the Trojan is triggered, the malicious design exhibits exploitable side-channel leakage, leading to successful key recovery attacks. Generally, such a Trojan requires neither addition nor removal of any logic which makes it extremely hard to detect. On ASICs, it can be inserted by subtle manipulations at the sub-transistor level and on FPGAs by changing the routing of particular signals, leading to zero logic overhead. The underlying concept is based on modifying a securely-masked hardware implementation in such a way that running the device at a particular clock frequency violates one of its essential properties, leading to exploitable leakage. We apply our technique to a Threshold Implementation such as a way that running the device at a particular clock frequency is independent of the underlying Trojan construction is based on inserting a logical Trojan, based on a moderately large circuit including an LFSR circuit forming an LFSR-based Trojan, which leaks the internal state of the PRNG used for masking. The adversary can now detect the internal state of the PRNG by means of SCA leakages, and conduct DPA attacks based on her knowledge of the mask. It should be noted that products which need to be protected against physical attacks are often evaluated by a third-party certification body, e.g., through a Common Criteria evaluation lab. Therefore, due to its relatively large circuit, such a Trojan will likely be detected by an inspector. Another relevant prior work is reference [6], where a Trojan is inserted by changing the dopant polarity of a few transistors in a circuit that realizes the DPA-resistant logic style iMDPL [7]. However, iMPDL (and related logic styles) do not provide perfect SCA protection, and the leakage of an iMDPL circuit can still be exploited by ordinary SCA adversaries, even without a Trojan [8]. In reference [9] analog and RF Trojans are introduced, which can detect an extremely rare sequential event as a trigger with just a handful of transistors added to the circuit. This poses a real threat to the IC supply chain. However, since such analog Trojans are triggered by high frequency wire-flops in the processor, abnormal toggling detection methods may detect them [10].
Our contribution: Integrating a side-channel Trojan into an SCA-protected design is extremely challenging if the device will be evaluated by a third-party certification body. In this practical setting, the device should provide the desired SCA protection in a white-box scenario, i.e., all design details including the netlist are known to the evaluation lab. In this work, we present a mechanism to design a provably- and practically-secure SCA-protected implementation which can be turned into an unprotected implementation by a Trojan adversary. In many cases, our general Trojan concept does not require the addition of any logic (even a single gate) to the design, making it extremely hard to detect. In case of ASIC platforms, the Trojan may be introduced by slightly changing the characteristics of a few transistors, and for FPGA platforms by changing the routing of particular signals. Unlike previous work, it does not affect the provable-security feature of the underlying design unless the Trojan is triggered. Also, our technique is not based on the leakage of the PRNG. More precisely, our technique injects a parametric Trojan that can be triggered, i.e., under normal condition the device does not exhibit any SCA leakage to be detected by an evaluation lab. By increasing the clock frequency of the subverted device (or by decreasing its supply voltage) the Trojan is triggered and exhibits exploitable leakage. In order to avoid accidental triggering during regular operation and to make detection by evaluation labs unlikely, we choose a trigger frequency that is beyond the specified maximum operational frequency of the device (which is smaller than the actual maximum frequency of the design due to the inserted Trojan). As shown in the following sections, there is a carefully chosen gap between the specified maximum clock frequency of the device and the clock frequency where the Trojan is triggered. In other words, by increasing the clock frequency such that the critical path delay is violated, the device starts to operate faulty; by further increasing the clock frequency, the device operates again correctly while exhibiting SCA leakage, i.e., our inserted Trojan becomes active.

As a case study, we integrate this Trojan into a threshold implementation of the PRESENT cipher, which is a popular block cipher for embedded applications [11]. In contrast to the results presented in [50], we do not target FPGA platforms, but ASICs here. We succeeded in implementing the malicious design in two different low-power CMOS process technologies, 90 nm and 65 nm, as part of side-channel test chips. We present SCA evaluations of both ASICs based on real-silicon measurements, both when the Trojan is triggered and when it is not, which confirm the soundness of our approach. However, during the design process we identified a number of obstacles to overcome when integrating such a Trojan into lightweight ciphers implemented in advanced CMOS technology. As a result, these first Trojan implementations on ASIC platforms do not come at exactly zero overhead, but require the addition of a few cells (less than half a percent of the cipher circuit’s area). This result, however, does not contradict the potential stealthiness, in terms of zero overhead and negligible frequency reduction, of the general approach. In this regard, we detail in which cases such a Trojan can indeed be implemented at zero overhead and in which cases a few additional gates are needed.

Outline: Section II deals with necessary background and definitions in the areas of hardware Trojans and threshold implementations as an SCA countermeasure. Afterwards, in Section III we express our core idea how to insert our Trojan into a secure threshold implementation. In Section IV we give details on how to apply such a technique on a threshold implementation of the PRESENT cipher, and in Section V we explain in detail how to realize such an implementation in ASIC technology. Finally, in Section VI the corresponding results of an ASIC-based case study including SCA evaluations of the manufactured devices are presented.

II. BACKGROUND

A. Hardware Trojans

In general, a hardware Trojan is a back-door that can be inserted into an integrated circuit as an undesired and malicious modification, which makes the behavior of the IC incorrect. There are many ways to categorize Trojans such as categorizing based on physical characteristics, design phase, abstraction level, location, triggering mechanism, and functionality. One common Trojan categorization is based on the activation mechanism (Trojan trigger) and the effect on the circuit functionality (Trojan payload). A set of conditions that cause a Trojan to be activated is called trigger. Trojans can combinationally or sequentially be triggered. An attacker chooses a rare trigger condition so that the Trojan would not be triggered during conventional design-time verification and manufacturing test. Sequentially-triggered Trojans (time bombs) are activated by the occurrence of a sequence of rare events, or after a period of continuous operation [12].

The goal of the Trojan can be achieved by a payload which can change the circuit functionally or leak its secret information. In [13] a categorization method according to how the payload of a Trojan works has been defined: some Trojans after triggering, propagate internal signals to output ports which can reveal secret information to the attackers (explicit payload). Other Trojans may make the circuit malfunction or destroy the whole chip (implicit payload). Another categorization for actions of hardware Trojans has been presented in [14], in which the actions can be categorized into classes of modify functionality, modify specification, leak information, and denial of service. The work presented in [6] is concerned with building stealthy Trojans at the layout level. A hardware Trojan was inserted into a cryptographically-secure PRNG and into a side-channel resistant Sbox by manipulating the dopant polarity of a few registers. Another class of hardware Trojans – called Malicious Off-chip Leakage Enabled by Side-channels (MOLES) – has been presented in [1], which can retrieve secret information through side channels. They formulated the mechanism and detection methods of MOLES in theory and provided a verification process for multi-bit key extractions. In [15] a design methodology for building stealthy parametric hardware Trojans and its application to Bug Attacks [16], [17] has been proposed. The Trojans are based on increasing the delay of gates of a very rare-sensitized path in a combinatorial circuit, such as an arithmetic multiplier circuit. The Trojans are stealthy and have rare trigger conditions, so that the faulty behavior of
the circuit under attack only occurs for very few combinations of the input vectors. Also an attack on the ECDH key agreement protocol by this Trojan has been presented in this work.

B. Threshold Implementations

It can definitely be said that masking is the most-studied countermeasure against SCA attacks. It is based on the concept of secret sharing, where a secret \( x \) (e.g., intermediate values of a cipher execution) is represented by a couple of shares \((x^1, \ldots, x^n)\). In case of an \((n, n)\)-threshold secret sharing scheme, having access to \( t < n \) shares does not reveal any information about \( x \). One of such schemes is Boolean secret sharing, also known as Boolean masking in the context of SCA, where \( x = \bigoplus_{i=1}^{n} x^i \). Hence, if the entire computation of a cipher is conducted on such a shared representation, its SCA leakage will be (in average) independent of the secrets as long as no \( x \) is known to the adversary, he can observe the distribution of shares.

The same holds for higher-order masking, i.e., \( n > 2 \). However, not only the distribution of every share but also the joint distribution of every \( t < n \) shares is important. In case of \( F^*(\ldots, \cdot) \) as a TI of a bijective function \( F(\cdot) \), the uniformity property of TI is fulfilled if \( F^*(\ldots, \cdot) \) forms a bijection. Otherwise, the security of such an implementation cannot be guaranteed. Note that fulfilling the uniformity property of TI constructions is amongst its most difficult challenges, and it has been the core topic of several articles like [22], [25]–[28]. Alternatively, the shares can be remasked at the end of every non-uniformly shared non-linear function (see [29], [30]), which requires a source to provide fresh randomness at every clock cycle. Along the same line, another type of masking in hardware (which reduces the number of shares) has been developed in [31], [32], which (almost always) needs fresh randomness to fulfill the uniformity.

We should emphasize that the above given expressions illustrate only the first-order TI of bijective quadratic functions. For other cases including higher-order TI we refer the interested reader to the original articles [22], [25], [27].

III. Technique

As explained in the former section – by means of TI – it is possible to realize hardware cryptographic devices secure against certain SCA attacks. Our goal is to create a situation where an SCA-secure device becomes insecure while it still operates correctly. Such a dynamic transition from secure to insecure should be available and known only to the Trojan attacker. To this end, we target the uniformity property of a secure TI construction. More precisely, we plan to construct a secure and uniform TI design which becomes non-uniform (and hence insecure) at particular environmental conditions. In order to trigger the Trojan (or let say to provide such a particular environmental conditions) for example we select a higher clock frequency than the specified maximum operational frequency of the device, or a lower power supply than the device nominal supply voltage. It should not be forgotten that under such conditions the underlying device should still maintain its correct functionality.

To realize such a scenario – inspired from the stealthy parametric Trojan introduced in [15] – we intentionally lengthen certain paths of a combinatorial circuit. This is done in such a way that – by increasing the device’s clock frequency or lowering its supply voltage – such paths become faulty earlier than the other paths. We would achieve our goal if i) the faults cancel each others’ effect, i.e., the functionality of the design is not altered, and ii) the design does not fulfill the uniformity property anymore.

In order to explain our technique – for simplicity without loss of generality – we focus on a 3-share TI construction. As explained in Section II-B – ignoring the uniformity – achieving a non-complete shared function \( F^*(\ldots, \cdot) \) of a given quadratic function \( F(\cdot) \) is straightforward. Focusing on one output bit of \( F(x) \), and representing \( x \) by \( s \) input bits \((x_s, \ldots, x_1)\), we can write

\[
F_i(\langle x_s, \ldots, x_1 \rangle) = k_0 \oplus k_1 x_1 \oplus k_2 x_2 \oplus \ldots \oplus k_8 x_8 \oplus k_{1,2} x_1 x_2 \oplus k_{1,3} x_1 x_3 \oplus \ldots \oplus k_{8-1} x_{8-1} x_s.
\]

\[
F_i(\langle x_s, \ldots, x_1 \rangle) = k_0 \oplus k_1 x_1 \oplus k_2 x_2 \oplus \ldots \oplus k_8 x_8 \oplus k_{1,2} x_1 x_2 \oplus k_{1,3} x_1 x_3 \oplus \ldots \oplus k_{8-1} x_{8-1} x_s.
\]

1Except those which are based on low-entropy masking [23], [24].
The coefficients \( k_0, \ldots, k_{s-1, s} \in \{0, 1\} \) form the Algebraic Normal Form (ANF) of the quadratic function \( F_i: \{0, 1\}^s \rightarrow \{0, 1\} \). By replacing every input bit \( x_i \) by the sum of three corresponding shares \( x_i^1 \oplus x_i^2 \oplus x_i^3 \), the remaining task is just to split the terms in the ANF to three categories in such a way that each category is independent of one share. This can be done by a method denoted by direct sharing \[25\] as

- \( F_1(.) \) contains the linear terms \( x_i^2 \) and the quadratic terms \( x_i^2 x_i^2 \) and \( x_i^2 x_i^3 \),
- \( F_2(.) \) contains the linear terms \( x_i^3 \) and the quadratic terms \( x_i^3 x_i^3 \) and \( x_i^3 x_i^1 \),
- \( F_3(.) \) contains the linear terms \( x_i^1 \) and the quadratic terms \( x_i^1 x_i^1 \) and \( x_i^1 x_i^2 \).

The same is independently applied on each output bit of \( F(.) \) and all three component functions \( F_1(x^2, x^3), F_2(x^3, x^1), F_3(x^1, x^2) \) are constructed that fulfill the non-completeness, but nothing about its uniformity can be said.

There are indeed two different ways to obtain a uniform TI construction:

- If \( s \) (the underlying function size) is small, i.e., \( s \leq 5 \), it can be found that \( F(.) \) is affine equivalent to which \( s \)-bit class. More precisely, there is a quadratic class \( Q \) which can represent \( F \) as \( A' \circ Q \circ A \) (see \[33\]) for an algorithm to find \( A' \) and \( A \) given \( F \) and \( Q \). A classification of such classes for \( s = 3 \) and \( s = 4 \) are shown in \[25\] and for \( s = 5 \) in \[34\]. Since the number of existing quadratic classes are restricted, a uniform TI can be found by exhaustive search. Note that while for many quadratic classes the direct sharing (explained above) can reach to a uniform TI, for some quadratic classes no uniform TI exists unless the class is represented by a composition of two other quadratic classes \[25\]. Supposing that \( Q''(\ldots) \) is a uniform TI of \( Q(\ldots) \), applying the affine functions \( A' \) and \( A \) accordingly on each input and output of the component function \( Q'' \) would give a uniform TI of \( F(.) \):

\[
\begin{align*}
F_1(x^2, x^3) &= A' \circ Q \left( A(x^2), A(x^3) \right), \\
F_2(x^3, x^1) &= A' \circ Q \left( A(x^3), A(x^1) \right), \\
F_3(x^1, x^2) &= A' \circ Q \left( A(x^1), A(x^2) \right).
\end{align*}
\]

This scenario has been followed in several works, e.g., \[35\]–\[39\].

- Having a non-uniform TI construction, e.g., obtained by direct sharing, we can add correction terms to the component functions in such a way that the correctness and non-completeness properties are not altered, but the uniformity may be achieved. For example, the linear terms \( x_i^2 \) and/or the quadratic terms \( x_i^2 x_i^2 \) as correction terms can be added to the same output bit of both component functions \( F_1(x^2, x^3) \) and \( F_3(x^1, x^2) \). Addition of any correction term changes the uniformity of the design. Hence, by repeating this process – up to examining all possible correction terms and their combination, which is not feasible for large functions – a uniform construction might be obtained. Such a process has been conducted in \[26\], \[40\] to construct uniform TI of PRESENT and Keccak non-linear functions.

We should here refer to a similar approach called remasking \[25\], \[30\] where – instead of correction terms – fresh randomness is added to the output of the component functions to make the outputs uniform. In this case, obviously a certain number of fresh mask bits are required at every clock cycle (see \[30\], \[41\]).

Our technique is based on the second scheme explained above. If we make the paths related to the correction terms the longest, by increasing the clock frequency such paths are the first whose delays are violated. As illustrated, each correction term must be added to two component functions (see Figure 1). The paths must be very carefully altered in such a way that the path delay of both instances of the targeted correction term are the longest in the entire design and relatively the same. Hence, at a particular clock frequency both instances of the correction terms are not correctly calculated while all other parts of the design are fault free. This enables the design to still work properly, i.e., it generates correct ciphertexts assuming that the underlying design realizes an encryption function. It means that the design operates like an alternative design where no correction terms exist. Hence, the uniformity of the TI construction is not fulfilled and SCA leakage can be exploited. To this end, we should keep a margin between i) the path delay of the correction terms and ii) the critical path delay of the rest of the circuit, i.e., that of the circuit without correction terms. This margin guarantees that at a certain high clock frequency the correction terms are canceled out but the critical path delay of the remaining circuit is not violated.

We would like to emphasize that in an implementation of a cipher once one of the TI functions generates non-uniform output (by violating the delay of correction terms), the uniformity is not maintained in the next TI functions and it leads to first-order leakage in all further rounds. If the uniformity is achieved by remasking (e.g., in \[42\]), the above-expressed technique can have the same effect by making the XOR with fresh mask the longest path. Hence, violating its delay in one TI function would make its output non-uniform, but the fresh randomness may make the further rounds of the cipher again uniform.

Based on Figure 2, which shows a corresponding timing diagram, the device’s status can be categorized into four states:

- at a low clock frequency (denoted by \( \square \)) the device operates fault free and maintains the uniformity,
- by increasing the clock frequency (in the \( \square \) period), the circuit first starts to become unstable, when indeed the correction terms do not fully cancel each others’ effect, and the hold time and/or setup time of the registers are
violated,
• by further increasing the clock frequency (in the 3rd period), the delay of both instances of the correction term are violated and the circuit operates fault free, but does not maintain the uniformity, and
• by even further increasing the clock frequency (marked by 4th), the clock period becomes smaller than the critical path delay of the rest of the circuit, and the device does not operate correctly.

The aforementioned margin defines the length of the 2nd and 3rd periods, which are of crucial importance. If they are very wide, the maximum operation frequency of the resulting circuit is obviously reduced, and the likelihood of the inserted Trojan to be detected by an evaluator is increased. Correct functionality of the circuit is required in period 3rd, to make sure that the correct sensitive intermediate values are processed by the circuit and revealed to the Trojan attacker through their side-channel leakage.

IV. Application

In order to show an application of our technique, we focus on a first-order TI design of the PRESENT cipher [11] as a case study. The PRESENT Sbox is a 4-bit cubic bijection $S : C56B90AD3EF847D12$. Hence, its first-order TI needs at least $n = 4$ shares. Alternatively, it can be decomposed to two quadratic bijections $S : F \circ G$ enabling the minimum number of shares $n = 3$ at the cost of having an extra register between $F^*$ and $G^*$ (i.e., TI of $F$ and $G$). As shown in [25], $S$ is affine equivalent to class $C_{206} : 0123468A5BCFE9D79$, which can be decomposed to quadratic bijections with uniform TI. The works reported in [36], [37], [43] have followed this scenario and represented the PRESENT Sbox as $S : A'' \circ Q' \circ A' \circ Q \circ A$, with many possibilities for the affine functions $A''$, $A'$, $A$ and the quadratic classes $Q'$ and $Q$ whose uniform TI can be obtained by direct sharing (see Section III).

However, the first TI of PRESENT has been introduced in [26], where the authors have decomposed the Sbox by $G : 7E92B04D5CA1836F$ and $F : 08B7A31C46F9ED52$. They have accordingly provided a uniform TI of each of such 4-bit quadratic bijections. We focus on this decomposition, and select $G$ as the target where our Trojan is implemented. Contrary to all other related works, we first try to find a non-uniform TI of $G(\cdot)$, and we later make it uniform by means of correction terms. We start with the ANF of $G((d, c, b, a)) = (g_3, g_2, g_1, g_0)$:

$$g_0 = 1 \oplus a \oplus dc \oplus db \oplus cb,$$

$$g_1 = 1 \oplus d \oplus b \oplus ca \oplus ba,$$

$$g_2 = c \oplus b \oplus a.$$

One possible sharing of $y = G(x)$ can be represented by $(y^1, y^2, y^3) = (G^1(x^2, x^3), G^2(x^3, x^1), G^3(x^1, x^2))$ as

$$y_0^1 = 1 \oplus a^2 \oplus d^2 c^3 \oplus d^2 c^3 \oplus d^2 b^3 \oplus d^2 b^3 \oplus c^3 b^3 \oplus c^3 b^3 \oplus d^2 c^3 \oplus d^2 b^3 \oplus c^2 b^2$$

$$y_0^2 = 1 \oplus b^2 \oplus d^3 \oplus c^2 a^3 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^2 a^2 \oplus b^2 a^2$$

$$y_0^3 = 1 \oplus c^2 \oplus b^2 \oplus a^2$$

$$y_0^4 = a^3 \oplus d^3 c^3 \oplus d^3 c^3 \oplus d^3 c^2 \oplus d^3 b^3 \oplus d^3 b^3 \oplus d^3 b^3 \oplus c^3 b^3 \oplus c^3 b^3$$

$$y_0^5 = b^3 \oplus d^3 \oplus c^2 a^3 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3 a^2 \oplus c^3 a^2 \oplus b^3
of uniquely-sensitized paths are found that passes through a combinational circuit from primary inputs to the primary outputs. Controllability and observability metrics are used to guide the selection of which gates to include in the path to make sure that the path(s) are uniquely sensitized. Furthermore, a SAT-based check is performed to make sure that the path remains sensitizable each time a gate is selected to be added to the path. After a set of uniquely-sensitized paths is selected, the overall delay of the path(s) must be increased so that a delay fault occurs when the path is sensitized. However, any delay added to the gates of the selected path may also cause delay faults on intersecting paths, which would cause undesirable errors and affect the functionality of the circuit. The delay distribution phase addresses this problem by smartly choosing delays for each gate of the selected path to minimize the number of faults caused by intersecting paths. At the same time, the approach ensures that the overall path delay is sufficient for the selected paths to make it faulty.

1) ASIC Platforms: In an ASIC platform, the necessary delays for such Trojans can be introduced in a multitude of ways. Apart from the addition of extra gates to the chosen paths there is also the attractive option to achieve the same goal by slight modifications on the sub-transistor level so that only the parameters of a few transistors of the design are changed. To increase the delays of transistors in stealthy ways, there are many possible ways in practice. Such a Trojan is very difficult to be detected by e.g., functional testing, visual inspection, or side-channel profiling, because not a single transistor is removed or added to the design and the changes to the individual gates are minor. Also, full reverse-engineering of the IC would unlikely reveal the presence of the malicious manipulation in the design. Furthermore, this Trojan would not be present at higher abstraction levels and hence cannot be detected at those levels, because the actual Trojan is inserted at the sub-transistor level. There are several stealthy ways to slightly change the parameters of transistors of a gate and make it slower. Exemplarily, we list three methods below.

Decreasing the Width: Usually a standard cell library has different drive strengths for each logic gate type, which correspond to various transistor widths. Current of a transistor is linearly proportional to the transistor width, therefore a transistor with smaller width is slower to charge its load capacitance. One way to increase the delay of a gate is to substitute it with its weaker version in the library which has smaller width, or to create a custom version of the gate with an extremely narrow width, if the lower level information of the gate is available in the library (e.g., SPICE model).

Raising the Threshold: A common way of increasing the delay of a gate is to increase the threshold voltage of its transistors by body biasing or doping manipulation. Using high and low threshold voltages at the same time in a design (i.e., Dual-Vt design) is very common approach and provides the designer with more options to satisfy the speed goals of the design. Devices with low threshold voltage are fast and used where delay is critical; devices with high threshold voltage are slow and used where power consumption is important.

Increasing the Gate Length: Gate length biasing can increase delay of a gate by reducing the current of its transistors.

2) FPGA Platforms: In case of the FPGAs, the combinational circuits are realized by Look-Up Tables (LUT), in currently-available Xilinx FPGAs, by 6-to-1 or 5-to-2 LUTs and in former generations by 4-to-1 LUTs. The delay of the LUTs cannot be changed by the end users; alternatively we offer using Through Switch Boxes to make certain paths longer. The routings in FPGA devices are made by configuring the switch boxes. Since the switch boxes are made by active components realizing logical switches, a signal which passes through many switch boxes has a longer delay compared to a short signal. Therefore, given a fully placed-and-routed design we can modify the routings by lengthening the selected signals. This is for example feasible by means of Vivado Design Suite as a standard tool provided by Xilinx for recent FPGA families and FPGA Editor for the older generations. It in fact needs a high level of expertise, and cannot be done at HDL level. Interestingly, the resulting circuit would not have any additional resource consumption, i.e., the number of utilized LUTs, FFs and Slices, and hence is hard to detect particularly if the utilization reports are compared.

Focusing on our target, the only paths which should be lengthened are both instances of \( c^2b^2 \) in \( G^1(\ldots) \) and \( G^3(\ldots) \). Considering Figure 1, the XOR gate which receives the \( F^1 \) and \( C \) output should be the last gate in the combinational circuit generating \( y_1^1 \), i.e., the second bit of \( G^1(\ldots) \). The same holds for \( y_3^1 \), i.e., the second bit of \( G^3(\ldots) \). In the following section we explain in detail which algorithms, metrics and heuristics need to be used to select and lengthen the correct paths in arbitrary ASIC designs of such kind.

V. ASIC IMPLEMENTATION

For ASIC platforms, we utilize the stealthy parametric Trojan introduced in [15]. It consists of two main phases: path selection phase and delay distribution phase. We briefly explain each of these phases in subsections V-A and V-B. Our goal is to make the paths related to our target correction term, which is added to two component functions, the longest so that by increasing the clock frequency such paths are the first whose delays are violated. The paths must be very carefully selected and altered in such a way that the path delay of both instances of the targeted correction term are the longest in the entire design and relatively the same. Hence, at a particular clock frequency both instances of the correction terms are not correctly calculated while all other parts of the design are fault free. This enables the design to still work properly.

A. Rare Path Selection Phase

The path selection phase seeks to find a path \( \pi \) through the netlist of the circuit that passes through the targeted correction term. Note that the delays are not considered in this phase of the work. Path \( \pi \) is initialized to contain a transition on the targeted correction term node. This initial single-node path

---

2It means that the selected paths are the only ones in the circuit whose critical delay can be violated.
π is then extended incrementally backwards until reaching the primary inputs, and extended incrementally forward until reaching the primary outputs. The path selection algorithm is given in Alg. 1. Starting from the first transition on the current path π, we repeatedly try to extend the path back towards the PIs by prepending one new transition to the path. To select such a transition, the algorithm creates a list of candidate transitions that can be prepended to the path, which is sorted according to the difficulty of creating the necessary conditions to justify the transition. Whenever a node is prepended to π to create a candidate path π′, the sensitizability of π′ is checked by calling check-SAT function. In this function SAT-based techniques [46] are used to check sensitizability of the path. If the SAT solver returns SAT, then path π′ is known to be a subpath of a sensitizable path from a primary input to a primary output. If this newly added tail node is not a primary input, then the algorithm will again try to extend it backwards.

The forward propagation part is similar to the aforementioned backward propagation, except that it adds nodes to the head of the path until reaching a primary output. At each step of the algorithm, a list of candidates is again formed. In this case, they are ordered according to difficulty of propagation instead of difficulty of justification. Each time a new candidate path is created by adding a candidate node to the existing path, a SAT check is again performed to ensure that the nodes are only added to π if it remains sensitizable.

**B. Delay Distribution Phase**

Once paths are selected, the delay of them must be increased so that the total path delays exceed the clock period and errors occur when the paths are sensitized. Choosing where to add delay on the paths must be done carefully, because the gates along the chosen paths are also part of many other intersecting or overlapping paths. Any delay added to the chosen paths therefore may cause errors even when the chosen paths are not sensitized. Genetic algorithm is used to smartly decide the delay of each gate along with some constraints to restrict the allowed solution space, and a fitness function for evaluating solutions.

**Total Path Delay Constraint:** Assume each of the chosen paths π includes n gates and target path delay is D. This constraint specifies that the sum of assigned delays along the path is equal to the target path delay D. To cause an error, D must exceed the period $4\pi$. The slack for each gate is computed as a function of the nominal delay of the $i^{th}$ gate on the chosen path $\pi$, and $s_i$ represents the slack metric associated with the same gate. Each slack parameter $s_i$ describes how much delay can be added to the corresponding gate without causing the path to exceed the period $4\pi$. The slack for each gate is computed as a function of the nominal delay of the gate, data dependency, and the clock period [48], [49]. Because the targeted path delay $D$ does exceed the period $4\pi$, gate delays are allowed to exceed their computed slack. The following equation shows this constraint where $c$ is a constant.

$$d_i' + s_i - c \leq d_i \leq d_i' + s_i + c$$

**Fitness Function:** The cost function consists of two parts;\(i\) the faults cancel each others’ effect, i.e., the faults on targeted correction term in two functions $G^1$ and $G^3$ happen at the same time and cancel the effect of each other so that the functionality of the design is not altered, and \(ii\) the design does not fulfill the uniformity property anymore. To cover both cases in our final cost function we define it as the following equation in where the first term corresponds to case \(i\) and the second term corresponds to case \(ii\). Our goal is to minimize this cost function.

$$Cost_F(d_1, \ldots, d_n) = ErrorRate_{design} + 1/ErrorRate_{G^1 and G^3}$$

We use random simulation to evaluate the cost of any delay assignment. When the genetic algorithm in Matlab [47] needs to evaluate the cost of a particular delay assignment, it does so by executing a timing simulator. The timing simulator, in our case ModelSim, applies test vectors to the circuit-under-evaluation and a golden copy of the circuit and compares the respective outputs to count the number of errors.

**VI. ASIC Practical Results**

In this section we describe how we have designed and implemented first ASIC prototypes incorporating such a malicious design. We then verify that the resulting chips are indeed resistant against side-channel attacks when the Trojan is not triggered and that this resistance can be nullified when triggering it.

Section ?? demonstrated by practical experiments that the proposed hardware Trojan and the presented implementation techniques are valid on FPGA-based platforms. Here, we aim to provide a similar case study, but with respect to
ASIC platforms. In this regard we carried out the described design stages and implemented the trojanized PRESENT threshold implementation circuit in two different process technologies, 90 nm and 65 nm low power CMOS. Both ASICs, which can be seen in Figure 3, were developed using an identical design procedure, including the usage of low, high and standard threshold voltage cells, and were manufactured by the same foundry.

![Layout schematic 65 nm ASIC](image1)

![Layout schematic 90 nm ASIC](image2)

![Photo of packaged 90 nm ASIC](image3)

![Microscope photo 90 nm ASIC](image4)

**Figure 3:** Layout schematic and photos of the ASIC prototypes.

The size of both chips is 2mm × 2mm. The side-channel resistant PRESENT TI cores containing the parametric SCA Trojans have been placed and routed in clearly delimited rectangular areas, which are marked in red color with a white cross in both layout schematics 3(a) and 3(b), taken from the Synopsys IC Compiler (Version 2016.12) software.

We made use of the malicious PRESENT TI S-Box that has been introduced in the previous sections and embedded it in a design with full encryption functionality shown in Figure 3. Synthesizing the unaltered threshold implementation of the PRESENT S-Box (i.e., without the inserted Trojan) in the 90 nm and 65 nm target libraries revealed that the design could potentially meet clock frequencies in the GHz range, even when operated under worst case operating conditions (i.e., low supply voltage, high temperature). Unfortunately, no digital IO cells were available in our target technologies that could reliably propagate such a high-frequency clock into the circuit. Thus, when inserting the Trojan in the proposed way, i.e., by subtle manipulations at the sub-transistor level, and keeping period 3 small and stealthy, it could never be triggered, due to the restrictions of the IO cells and the extremely high performance of the circuit in the target technologies.

This observation already shows that implementing and testing such a design on an ASIC is more challenging than on an FPGA, due to the much higher performance of ASICs. In this regard we have to conclude that an ultra-lightweight block cipher implementation like the serialized PRESENT, implemented in an advanced CMOS technology with small propagation delays, may not be the optimal choice for integrating such a Trojan on an ASIC in the most stealthy way. Yet, to keep the results comparable to those in [50], we stick to this example and find a workaround for the IO restriction.

Another difficulty when developing ASIC prototypes is the extensive amount of time and monetary resources that have to be invested. Thus, it is desirable to obtain a fully functioning prototype in the first attempt when designing a test chip. However, this is particularly difficult to achieve when the functionality of the design depends highly on the exact timing of certain signal paths in such a way that even small deviations from the predicted behavior can invalidate crucial assumptions. In such a case the designer has to trust its foundry that the characterized timing information included in the standard cell libraries and simulation models perfectly reflects the reality – which is hardly ever possible due to process variations. Thus, even commercial IC design houses often require multiple generations of prototypes that need to be characterized and adapted between each iteration to finally end up with a marketable end-user product. Unlike FPGA platforms where a new HDL design can be synthesized and implemented within a few minutes and without any additional cost, which allows for trial & error approaches, an IC implementation requires at least several months per tape out as well as a significant amount of money, even when sharing a wafer between multiple projects. Thus, for our case study, in order to not require multiple IC manufacturing iterations, but rather obtain a working prototype in the first attempt, we chose to limit the potential sources of error at the cost of sacrificing a part of the potential stealthiness of the Trojan. In particular, we chose to realize the delay which needs to be distributed among the selected paths partially by so-called delay gates and optimize for a broad frequency range that triggers the Trojan while the PRESENT core still encrypts correctly (i.e., period 3). A delay gate does not have any logical functionality but simply propagates its input signal with a certain propagation delay to its output. Clearly, inserting delay gates into the masked S-Box makes the Trojan less stealthy than sub-transistor level modifications. The same is true for a significant reduction of the overall operating frequency of the circuit as it can be observed in the results presented in the following (this reduction is necessary due to the restrictions of the IO cells).

However, we would like to stress that this case study is simply proving the conceptual soundness of the approach, in the sense that inserting this delay-based Trojan makes a side-channel resistant implementation vulnerable when increasing the clock frequency beyond a certain point. It is planned to demonstrate the stealthiness of the Trojan on ASIC platforms in further case studies. In many cases, for example targeting more complex non-linear functions (like the AES S-Box) or less advanced CMOS technologies (implying larger delays), such a use of

3Those gates were required since selecting even the slowest cells (high threshold voltage, low drive strength) could not add enough delay in order to make the Trojan triggerable through the IO cells.
TABLE I: Area comparison (post-layout) of PRESENT TI implementation with and without inserted Trojan (realized by delay gates).

| Technology node | Area w/o Trojan | Area w/ Trojan | Overhead |
|-----------------|-----------------|----------------|----------|
| 65 nm           | 4988.5 GE       | 5006.5 GE      | +0.36%   |
| 90 nm           | 4807.8 GE       | 4825.8 GE      | +0.37%   |

TABLE II: Frequency ranges for the different design states.

| Status | 65 nm ASIC                  | 90 nm ASIC                  |
|--------|-----------------------------|-----------------------------|
| 0      | \( f \leq 33 \text{ MHz} \) | \( f \leq 56 \text{ MHz} \) |
| 1      | 33 MHz < \( f \leq 38 \text{ MHz} \) | 56 MHz < \( f \leq 61 \text{ MHz} \) |
| 2      | 38 MHz < \( f \leq \text{ appr. 1 GHz} \) | 61 MHz < \( f \leq \text{ appr. 1 GHz} \) |
| 3      | \text{ appr. 1 GHz} < \( f \) | \text{ appr. 1 GHz} < \( f \) |

additional delay gates will not be required since the critical path of the design actually restricts the maximum operating frequency of the design (and not the limitations of the IO cells). Again, we chose the PRESENT threshold implementation as a case study here to keep the results comparable to [50]. And even in our case, where we particularly aimed for a broad range of period \( 3 \), the overhead in terms of area is very small, even less than half a percent as apparent from Table I. The range of clock frequencies that cause a certain state of the trojanized design can be seen in Table II. As described before, state \( 3 \) has the broadest frequency range and can easily be targeted by setting the clock frequency above 38 MHz for the 65 nm ASIC and 56 MHz for the 90 nm ASIC. The upper limit where the output of the circuit becomes faulty is an approximation, since it could not be determined experimentally due to the limitation of the IO cells.

A. Measurement Setup

In order to perform the SCA evaluations on the ASIC prototypes we built a simple custom measurement board. Since the ASICs have been packaged in JLCC-44 package (see Figure 3(c)), the custom board provides a corresponding PLCC-44 socket as well as connectors for a BASYS-3 FPGA board (containing an Artix-7 FPGA) to control the communication between PC and the ASIC. We measured the power consumption of the ASICs in the \( V_{dd} \) path by means of a digital sampling oscilloscope at a fixed sampling rate of 200 samples per clock cycle. Since the operating frequency varies between the different scenarios (Trojan triggered or not triggered), fixing the number of samples per clock cycle (instead of per time period) is the most fair evaluation method.

B. SCA Results

We evaluate the SCA resistance of our designs in three different settings using a non-specific t-test (fixed versus random) [51], [52] to examine the existence of detectable leakage. First, to validate the correctness of the setup, we start with a non-specific t-test when the PRNG of the target design (used to share the plaintext for the TI PRESENT encryption) is turned off, i.e., generating always zero instead of random numbers. Afterwards, we activate the PRNG and operate the design at low frequency in order to not activate the Trojan. Then, when the PRNG is still running we increase the clock frequency in order to activate the Trojan. In the latter case we also conduct key-recovery attacks.

1) Results on 90 nm ASIC: We first collected 1,000,000 traces with PRNG switched off when the design is operated at 25 MHz, i.e., the Trojan is not triggered. We followed the concept given in [52] for the collection of traces belonging to fixed and random inputs. Figure 4 shows the corresponding t-test results.

As expected a significant amount of detectable leakage can be observed in all moments, confirming the validity of the setup and the developed evaluation tools.

To repeat the same process when the PRNG is turned on, i.e., the masks for initial sharing of the plaintext are randomly chosen and uniformly distributed, we collected 50,000,000 traces for non-specific t-test evaluations. In this case, the device still operates at 25 MHz, i.e., the Trojan is not triggered. The corresponding results are shown in Figure 5.

It can be seen that no leakage is detected in any of the three statistical moments after 50,000,000 traces. However, when observing the progress of the maximum absolute t-value in the second-order moment over the number of traces one may notice that the 4.5 threshold is occasionally exceeded. We should emphasize here that the underlying TI construction is a first-order masking, which can provide provable security against first-order SCA attacks. However, higher-order attacks (in this case second-order attacks already) are expected to exploit the leakage, but they are sensitive to the noise level [53] since accurately estimating higher-order statistical moments requires huge amounts of samples compared to lower-order moments. Thus, the second-order leakage is not unexpected, but the noise level seems too large to reliably detect (or exploit) this leakage.

As the last step, the same scenario is repeated when the clock frequency is increased to 85 MHz, where the design is in the \( 3 \) period, i.e., with correct functionality and without uniformity. Similar to the previous experiment, we collected 50,000,000 traces for a non-specific t-test, whose results are shown in Figure 6.

As shown by the graphics, there is detectable leakage through the first and second statistical moment but with lower t-statistics compared to the case with PRNG off. Therefore, we also have to examine the feasibility of key recovery attacks. To this end, we made use of those collected traces which are associated with random inputs, i.e., around 25,000,000 traces of the last non-specific t-test. We conducted several different CPA and DPA attacks considering intermediate values of the underlying PRESENT encryption function. The most successful attack was recognized as classical DPA attack [4] targeting a key nibble by predicting an S-Box output bit at the first round of the encryption. As an example, Figure 7 presents an exemplary corresponding result.

2) Results on 65 nm ASIC: After we have seen that the Trojan indeed achieves what it has been designed for on the 90 nm ASIC, we repeat the same kind of experiments on the 65 nm chip. At first, the results after 1,000,000 traces with the deactivated Trojan (25 MHz) and the switched off PRNG can be seen in Figure 8.

As before, detectable leakage is visible in all three statistical moments, but its magnitude is significantly smaller than on the 90 nm ASIC, indicating a lower signal-to-noise ratio. Thus, for the next step with PRNG on we measured more traces than...
**Figure 4:** 90 nm ASIC, PRNG off, clock frequency 25 MHz (trojan not triggered), $t$-test results with 1 million traces (left), absolute maximum $t$-value over the number of traces (right).

**Figure 5:** 90 nm ASIC, PRNG on, clock frequency 25 MHz (trojan not triggered), $t$-test results with 50 million traces (left), absolute maximum $t$-value over the number of traces (right).
before, namely 80,000,000. The results in Figure 9 show that with PRNG on and the Trojan not triggered at 25 MHz clock, there is no detectable leakage in any moment.

When measuring at 50 MHz, however, i.e., triggering the Trojan, significant leakage can be detected in all moments, as apparent in Figure 10.

The successful CPA in 11 targeting a key nibble based on an S-Box output bit using 40,000,000 traces confirms that the leakage is indeed exploitable.

VII. CONCLUSIONS

We show how a parametric hardware Trojan with very low overhead can be inserted into SCA-resistant designs. The presented Trojan is capable of being integrated into both ASIC and FPGA platforms. This kind of parametric Trojan is very hard to be detected, since it bears the potential to be inserted without the addition or removal of any logic into or from the target design. Thus, even in a white-box scenario the Trojan remains stealthy and is unlikely to be detected by an evaluation lab.

The underlying concept is to lengthen certain paths of a combinatorial logic realizing a non-linear function under the foundations of threshold implementation, in such a way that by violating their delay (i.e., by running the device at a high frequency) the uniformity property of the utilized masking scheme is not fulfilled anymore. Our case study based on two ASIC prototypes, while admittedly suffering from some shortcomings, shows clearly that increasing the clock frequency triggers the malicious threshold implementation design to start leaking exploitable information through side channels. Hence, the Trojan adversary can activate the Trojan and make use of the exploitable leakage, while the design can pass SCA evaluations when the Trojan is not triggered. To the best of our knowledge, compared to the previous works in the areas
of side-channel hardware Trojans, our construction is the only one which is applied on a first-order provably-secure SCA countermeasure, and is parametric with very low (or even no) overhead.

In fact, by decreasing the supply voltage the same effect can be seen. As a message of this paper, overclocking and – at the same time – power supply reduction should be internally monitored to avoid such an SCA-based Trojan being activated. Related to this topic we should refer to [54], where the difficulties of embedding a “clock frequency monitor” in presence of supply voltage changes are shown.
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**Figure 9:** 65 nm ASIC, PRNG on, clock frequency 25 MHz (Trojan not triggered), t-test results with 80 million traces (left), absolute maximum t-value over the number of traces (right).

**Figure 10:** 65 nm ASIC, PRNG on, clock frequency 50 MHz (Trojan triggered), t-test results with 80 million traces (left), absolute maximum t-value over the number of traces (right).
Figure 11: 65 nm ASIC, PRNG on, clock frequency 50 MHz (trojan triggered), CPA results targeting a key nibble based on an S-Box output bit with 40 million traces (right), absolute maximum correlation coefficient over the number of traces (left).
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