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Abstract—We consider thyroid-malignancy prediction from ultra-high-resolution whole-slide cytopathology images. We propose a deep-learning-based algorithm that is inspired by the way a cytopathologist diagnoses the slides. The algorithm identifies diagnostically relevant image regions and assigns them local malignancy scores, that in turn are incorporated into a global malignancy prediction. We discuss the relation of our deep-learning-based approach to multiple-instance learning (MIL) and describe how it deviates from classical MIL methods by the use of a supervised procedure to extract relevant regions from the whole-slide. The analysis of our algorithm further reveals a close relation to hypothesis testing, which, along with unique characteristics of thyroid cytopathology, allows us to devise an improved training strategy. We further propose an ordinal regression framework for the simultaneous prediction of thyroid malignancy and an ordered diagnostic score acting as a regularizer, which further improves the predictions of the network. Experimental results demonstrate that the proposed algorithm outperforms several competing methods, achieving performance comparable to human experts.
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I. INTRODUCTION

The prevalence of thyroid cancer is increasing worldwide [1]. The most important test in the preoperative diagnosis of thyroid malignancy is the analysis of a fine needle aspiration biopsy (FNAB). The FNAB sample is stained and smeared onto a glass slide, and manually examined under an optical microscope by a cytopathologist, who estimates the risk of malignancy. This diagnosis, however, involves substantial clinical uncertainty and often results in unnecessary surgery. In this work, we propose a deep-learning-based algorithm for the preoperative prediction of thyroid malignancy from whole-slide cytopathology scans.

A cytopathologist determines the risk of thyroid malignancy according to various features of follicular (thyroid) cells, such as their size, color and the architecture of cell groups. Based on these features, they assign a score to the slide according to the Bethesda System (TBS), which is the universally accepted reporting system for thyroid FNAB (there are six TBS categories). TBS 2 indicates a benign slide, TBS 3, 4 and 5 reflect inconclusive findings with an increasing risk of malignancy, and TBS 6 indicates malignancy. TBS 1 is assigned to inadequately prepared slides and is out of the scope of this work. In many of the indeterminate cases that undergo surgery, however, the post-surgical histopathology analysis, which is considered the gold standard for determining thyroid malignancy, shows no evidence of malignancy thus deeming the surgery unnecessary.

Cytopathology slides are typically examined via an optical microscope and are not digitized in most healthcare systems. Therefore, for the automated analysis of FNAB, we have established in [2] a dataset of 908 samples. Each sample comprises a full scan of the glass slides whose typical resolution is \( \sim 40,000 \times 25,000 \) and is referred to as whole slide cytopathology image. An example of a whole-slide image is presented in Fig. 2 (top). Each sample in the dataset includes the TBS category assigned by a cytopathologist, extracted from the medical record, as well as the postoperative histopathology diagnosis, which is considered the ground truth in this study. The goal in this paper is to predict the ground truth malignancy label from the whole-slide scans.

Machine learning, and in particular deep neural networks, have become prevalent in medical imaging [5]. Such methods have been used for the detection of diabetic retinopathy [4], the classification of skin cancer [5], and in histopathology [6]–[8] and cytopathology [9]. Thyroid malignancy prediction via machine learning has been studied in ultrasound images [10]–[12] and in post-surgical histological tissues [16]. The use of automated methods for preoperative thyroid cytopathology has also been studied: [17], [18] study morphometric features of individual cells extracted using image analysis software; [19] discuss the cytomorphometric analysis of nuclear features of individual thyroid cells in extreme magnification; [20] classify thyroid cytopathology images for educational and training purposes. In [21]–[23] the authors use machine learning techniques trained and tested on a small number of "zoomed-in" regions manually selected and specified as diagnostically relevant by an expert cytopathologist. However, these studies do not address the problem of intervention-free malignancy prediction from whole-slide cytopathology images.

The exceptionally high resolution of whole-slide cytopathology images, each tens of gigabytes in size, presents a significant challenge since they cannot be straightforwardly pro-
cessed due to the limited memory capacity of existing graphical processor unit (GPU) computing platforms. In this context, using a multiple instance learning (MIL) scheme appears to be suitable: each image is split into small regions (instances) that are processed individually into local estimates, which are then aggregated into a global image-level prediction. Specifically, [24] and [25] propose to aggregate local predictions via noisy-or [24] or noisy-and [25] pooling function. In [26] a weighted combination of local decisions is proposed, by incorporating an attention mechanism to form a global decision. The use of these approaches has been demonstrated for the analysis of breast cancer fluorescence microscopy [25], for histopathology of breast and colon cancer [26], and for the analysis of breast cancer in mammograms [27].

Classic MIL approaches assume that the pooling or the weighting mechanisms can implicitly focus on the relevant instances, while attenuating the effect of irrelevant ones. However, we found in our experiments that only a tiny fraction of the scan is informative, containing groups of follicular cells, whereas the majority of the scan is irrelevant for the prediction of thyroid malignancy, e.g., containing red blood cells, and is considered background. Due to this imbalance, standard MIL approaches fail to distinguish between the two groups and, as a result, achieve poor performance. We therefore take a different approach and propose a supervised method based on explicitly extracting relevant regions from the entire image. This resembles the work flow of a cytopathologist, who is trained to first overview the slide in search of diagnostically indicative areas containing follicular cells. In this context we note the closely related task of region-of-interest detection, extensively studied for object detection [28–31]. However, unlike in typical object detection methods, we are not strictly concerned with the accurate estimation of individual instances, a difficult challenge in the case of cytopathology, as our goal is to predict the global per-slide label.

We use regions detected as containing groups of follicular cells to further predict thyroid malignancy. We propose to jointly predict malignancy and the TBS score from a single output of a neural network. Since TBS categories correspond to increasing probability of malignancy, predicting TBS falls into the scope of ordinal regression [32]. Cumulative link models are particularly relevant to our work, wherein classification is obtained by comparing a scalar output to an ordered set of thresholds [33–35]. Such joint prediction is motivated by the observation that the TBS score is a monotone and consistent proxy for the probability of malignancy: the higher the TBS score is, the higher is the probability of malignancy; nearly 100% of the cases scored as TBS 2 and TBS 6 are indeed benign and malignant, respectively; and, the TBS scores assigned by different experts are highly unlikely to differ by more than 1 or 2 TBS categories [36, 37]. Joint prediction therefore induces cross-regularization and promotes a well-behaved malignancy predictor.

In this paper, we propose a two stage deep-learning-based algorithm for the prediction of thyroid malignancy from whole-slide cytopathology scans. The algorithm identifies instances containing groups of follicular cells and, in turn, incorporates local decisions based on the informative regions into the global slide-level prediction. We further propose an ordinal regression framework for the simultaneous prediction of thyroid malignancy, as well as the preoperative TBS category, from a single output of a neural network. A block diagram illustrating the proposed algorithm is presented in Fig. 1. Experimental results demonstrate the improved performance of the proposed algorithm compared to multiple other MIL approaches. Moreover, the proposed algorithm provides predictions of thyroid malignancy comparable to those of cytopathology experts (we compare to three such experts in our experiments).

This paper extends upon a previous conference publication [2], focusing on the technical aspects of the proposed algorithm. While [2] included a more thorough description of the clinical problem we address and complete details on the dataset and its acquisition, this paper provides full details and analysis of the proposed algorithm. Novel contributions presented in this paper, which go beyond the scope of [2], include the following: We introduce an analysis based on ideas from set theory [26, 38], showing how the proposed algorithm is related to multiple instance learning and how it deviates from these methods by the use of a supervised strategy. We further show how the proposed algorithm is related to the likelihood ratio test, widely used in statistics for hypotheses testing. The analysis, combined with unique characteristics of FNAB, according to which follicular groups are expected to be consistent in their contribution to the global decision, further allows us to devise an improved strategy to train the malignancy-prediction network. We further provide a full description of the proposed ordinal regression framework. We show how deviating from the classic cumulative link model presented in [33, 35] allows us to obtain natural and interpretable predictions of both thyroid malignancy and TBS category from a single output of the network. In addition, the two predictions regularize each other, further improving the malignancy prediction. Extensive cross validation experiments comparing the proposed approach to MIL methods, as well as ablation experiments, demonstrate the improved performance of the proposed algorithm.

The remainder of the paper is organized as follows. In Section II we formulate the problem of thyroid malignancy prediction. We present the proposed algorithm and analyze it in Section III. Experimental results demonstrating the improved performance of the proposed algorithm for thyroid malignancy prediction are presented in Section IV.

II. PROBLEM FORMULATION

Let $X = \{x_m\}_{m=1}^{M}$ be a set of $M$ instances of a whole-slide image, where $x_m \in \mathbb{R}^{w \times h \times 3}$ is the $m$th instance, i.e., a patch from an RGB digital scan, whose width and height are $w$ and $h$, respectively. Let $Y \in \{0, 1\}$ be the true label of the scan, where 0 and 1 correspond to benign and malignant cases, respectively. The goal in this paper is to predict thyroid malignancy $Y$.

We consider an additional set of local labels $\{y_m\}_{m=1}^{M}$, corresponding to the instances $\{x_m\}_{m=1}^{M}$, such that $y_m \in \{0, 1\}$, $y_m = 1$ if instance $x_m$ contains a group of follicular cells,
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Fig. 1: Block diagram of the proposed algorithm. The left and the right blocks denoted by NN refer to the first and the second neural networks, respectively.

and \( y_m = 0 \) otherwise. Our dataset includes 5461 instances containing follicular groups manually selected from 142 digital scans. These local labels are used to train a convolutional neural network to distinguish instances containing follicular groups from those only containing background. In turn, the instances containing follicular groups are used to predict thyroid malignancy.

Similar to \( Y \), let \( S \in \{2, 3, 4, 5, 6\} \) be the TBS category assigned to a whole slide by a pathologist. We propose in Section III-D to simultaneously predict thyroid malignancy \( Y \) and the TBS category \( S \) using a single output of a neural network. We show in Section IV that this not only improves prediction accuracy, but also leads to more reliable predictions.

III. THYROID MALIGNANCY PREDICTION

A. Detecting groups of follicular cells

The proposed algorithm follows the work of cytopathologists, who identify groups of follicular cells, based on which the evaluation of thyroid malignancy is performed. Malignant and benign groups differ from each other in the tone of the cells, their size and texture, and the shape and the architecture of the group. The slide, however, only contains a small amount of follicular groups and is mainly covered with blood cells, which are irrelevant for the prediction and are considered background. In Fig. 3, we present examples of instances containing follicular groups, as well as instances containing background.

We use the local labels \( \{y_m\} \) to train a convolutional neural network to distinguish instances containing follicular groups from those containing background. The network is based on the small and the fast converging VGG11 architecture [39], details of which are summarized in Table II in the Appendix. Training the network requires a sufficient amount of labeled data, the collection of which was done manually by an expert pathologist through an exhaustive examination of the slides. To make the labeling effort efficient, the cytopathologist only marked positive examples of instances containing follicular groups \( (y_m = 1) \). We further observed in our experiments that instances randomly sampled from the whole slide mostly contain background. Therefore, to train the network, we propose the following design of training batches. We use batches comprising an equal number of positive and negative examples to overcome the class imbalance. As positive examples we take follicular groups sampled uniformly at random from the set of the labeled instances, \( i.e., \) for which \( y_m = 1 \). Negative examples are obtained by sampling uniformly at random instances from the whole slide, for which we assign \( y_m = 0 \), assuming they contain background. The network is trained using the binary cross entropy (BCE) loss via stochastic gradient descent with learning rate 0.001, momentum 0.99 and weight decay.

Fig. 2: (Top) Whole-slide cytopathology scan. (Bottom left) Detail of the area marked by the red rectangle. (Middle) Heat map of prediction values of the first neural network. Instances predicted to contain follicular groups correspond to bright regions. (Bottom right) Detail of the are marked by the red rectangle.
with decay parameter $10^{-7}$.

We observe in our experiments that the training procedure converges after a few epochs, so we set a stopping criterion to avoid over-fitting. Specifically, we use the average of predictions of positive examples, a criterion we find more reasonable than, e.g., the area under the curve (AUC). The latter takes into account negative examples, the accuracy of which we are uncertain because follicular groups can be randomly sampled from the whole slide and wrongly considered negative. We stop the training process if this measure does not increase between epochs, which typically occurs after 1 to 5 epochs. Indeed, we observed in our experiments that the network successfully distinguishes between follicular groups and the background, and, in turn, thyroid malignancy is successfully predicted from the selected regions, as we show in the experiments.

The network for the identification of follicular groups is applied to the whole-slide images, and a subset of $M$ instances providing the highest predictions is selected: $\{x_m^f\}_{m=1}^M \triangleq X \subset X$, where $M \ll M$ and recall that $M$ is the size of $X$. These $M$ instances are used to train and evaluate the second neural network, which predicts thyroid malignancy. Specifically, for training, we use $M = 1000$ instances, a value that balances the tradeoff between having a sufficient amount of training data and using instances that with high probability contain follicular groups. Using a validation set, we further found that selecting $M = 100$ instances for the test phase slightly improves the performance.

B. Predicting thyroid malignancy from multiple instances

We propose a simple, yet effective, procedure for the prediction of thyroid malignancy using a second neural network, whose output we denote by $g_\theta(\cdot) \in \mathbb{R}$, where $\theta$ are the network parameters. We use the same architecture based on VGG11 as the first neural network and the same hyper-parameters for training (see Table III in the Appendix for details). We consider $\{g_\theta(x_m^f)\}_{m=1}^M$ as local, instance-level, predictions of thyroid malignancy, which are then averaged into a global slide-level prediction:

$$f_\theta(\tilde{X}) = \frac{1}{M} \sum_m g_\theta(x_m^f),$$

where high values of $f_\theta(\tilde{X})$ correspond to high probability of malignancy. Accordingly, the predicted thyroid malignancy $\tilde{Y}$ is given by:

$$\tilde{Y} = \begin{cases} 1; & \text{if } f_\theta(\tilde{X}) > \beta \\ 0; & \text{else} \end{cases},$$

where $\beta$ is a threshold value. We demonstrate in the experiments that this simple approach for aggregating decisions from multiple instances outperforms several competing methods. In the next subsection, we analyze the proposed algorithm from the perspective of multiple instance learning. Our analysis motivates the aggregation of the multiple predictions made according to (3) by showing its relation to the likelihood ratio test (LRT). Moreover, we show how unique characteristics associated with thyroid cytopathology slides can be further leveraged to devise an improved strategy for training the neural network $g_\theta(\cdot)$.

C. Multiple instance learning perspective

Multiple instances learning: MIL refers to a binary classification problem where a bag (set) of instances is assigned with a single global label. In our context, the scans are divided into small instances, thus considering thyroid malignancy detection as a MIL problem rather than, e.g., standard classification. This is done, first, due to the huge size of the scans, as full scans cannot be fed into a standard GPU due to memory limitations. Second, using a small dataset, consisting of less than 1000 slides, poses a significant limitation in training a classifier, due to the risk of over-fitting. Indeed, recent studies such as those presented in [25], [26] addressed the classification of large microscopy images using MIL approaches, by considering small regions of the images as multiple instances. In fact, our initial attempts to tackle this problem were using the methods in [25], [26], which motivated the design of the proposed algorithm.

MIL-based classifiers can be considered a part of a more general family of functions termed symmetric functions, which are defined on sets and are invariant to the order of the instances in the set [26]. In our context, prediction of slide-level malignancy from instances is indeed invariant to the order of instances. Zaheer et al. showed in [35] that a function $f$ defined over a set $X$ is symmetric if and only if it can be decomposed as:

$$f(X) = h(\sum_m r(x_m^f)).$$

In the case of MIL-based classifiers, neural networks can be used to learn the functions $h(\cdot) \in \mathbb{R}$ and $r(\cdot) \in \mathbb{R}^D$ with $D \geq 1$ [26]. In particular, according to (3), the design of a particular MIL approach reduces to proper selection of $h(\cdot)$ and $r(\cdot)$. For example, in the case of noisy-and [25], $r(\cdot)$ is a scalar prediction ($D = 1$) based on a single instance, and $h(\cdot)$ is a network that maps the local predictions into a single bag level decision. Ilse et al. proposed in [26] to map the instances into a $D > 1$ dimensional representation and, in turn, obtain a global representation using weighted averaging:

$$f(X) = h\left(\sum_m \omega_m g(x_m^f)\right).$$

This takes the form (3) by setting $r(x_m^f) = \omega_m g(x_m^f)$ with weights $\omega_m$ that sum to 1. In [26], these weights are inferred from the data based on an attention mechanism.

The proposed algorithm indeed fits into the general form of (3). The first neural network identifies instances containing follicular cells. Namely, zero weights are assigned to all instances except the $M$ instances with the highest probability to contain follicular groups; that is, $\omega_m = 0$ if $x_m^f \notin \tilde{X}$. The non-zero weights are assigned according to (1) with a constant value: $\omega_m = 1/M$ for $x_m^f \in \tilde{X}$. In classical MIL approaches the weights, which control the contribution of each instance to the global decision, are implicitly determined by the model
trained using the global labels alone. In contrast, the proposed algorithm identifies the important instances via a supervised procedure using the labels \( \{ y_m \} \).

Finally, to obtain (1) we simply use \( h(\cdot) = \cdot \), i.e., the identity function in (3). The selection of the pooling function \( h(\cdot) \) is directly related to the interplay between the local and the global labels. The typical assumption in MIL approaches is that a bag of instances is labeled positive if at least one of the instances is positive. Noisy-and, for example, is designed based on the assumption that a certain amount of positive instances triggers a positive global label. Yet, our experiments show no advantage to this approach casting doubt on this assumption in the case of thyroid malignancy detection. Next we motivate (1) by showing its relation to the likelihood ratio test, which further allows us to devise a strategy to train the neural network in (1).

The likelihood ratio test: The following proposition motivates (1) and (2) by showing that \( f_\theta(\tilde{X}) \) is directly related to the likelihood ratio test (LRT) widely used in statistics for hypothesis testing [40]. Let \( \Lambda \) be the likelihood ratio given by:

\[
\Lambda \triangleq \frac{P(\tilde{X}|Y = 1)}{P(\tilde{X}|Y = 0)}. \tag{5}
\]

**Proposition 1:** The estimated log likelihood ratio is a linear function of \( f_\theta(\tilde{X}) \) defined in (1) given by:

\[
\log \hat{\Lambda} = \hat{M} f_\theta(\tilde{X}) + C, \tag{6}
\]

where \( C \) is a constant value and \( \hat{M} \) is the number of instances in \( \tilde{X} \).

Proposition 1 implies that making a prediction according to (2) by comparing \( f_\theta(\tilde{X}) \) to a threshold value \( \beta \) is equivalent to comparing the estimated log likelihood ratio to the threshold \( \gamma \triangleq \hat{M}\beta + C \), which means applying the likelihood ratio test. The proof is provided in the Appendix.

As a corollary to Proposition 1 we further devise a simplified and improved training strategy for the second neural network. An implicit assumption made in the proof is that \( \sigma(g_\theta(x_m)) \), where \( \sigma(\cdot) \) is the sigmoid function, estimates the probability \( P(Y = 1|x_m) \) of the slide being malignant given a single instance \( x_m \): a similar assumption is made in the derivation of the noisy-and MIL in [25]. Proposition 1 therefore implies that \( f_\theta(\tilde{X}) \) is a better estimate of the likelihood ratio provided that \( g_\theta(x_m) \) is a good estimate of \( P(Y = 1|x_m) \). This comes in contrast to classical MIL approaches, wherein the network is optimized to predict the global label from the entire set, and there is no guarantee on the quality of the predictions of individual instances.

Expert consensus dictates that in a malignant slide, all follicular groups are malignant, while in a benign slide, all groups are benign. Namely, all local labels of instances containing the follicular groups match the global label. Indeed, due to the use of a fine needle in FNAB, the follicular cells are extracted from a single homogeneous lesion. So motivated, we propose to directly train \( g_\theta(x_m) \) to predict the global label from a single instance \( x_m \) using the the binary cross entropy loss (BCE):

\[
Y \log [\sigma(g_\theta(x_m))] + (1 - Y) \log [1 - \sigma(g_\theta(x_m))], \tag{7}
\]

where \( \sigma(\cdot) \) is the sigmoid function. We note that this training strategy differs from classical MIL approaches, in which the model is trained at the bag level by replacing \( g_\theta(x_m) \) in (7) with \( f_\theta(\tilde{X}) \) since only a global label is available.

Experimental results presented in Section 4 show that this training strategy indeed leads to improved performance, thus supporting the assumption that the local labels are consistent with the corresponding global label, and, in turn, that the likelihood ratio test is successfully estimated from \( f_\theta(\tilde{X}) \) according to Proposition 1.

**D. Simultaneous prediction of malignancy and Bethesda category**

We propose a framework for predicting thyroid malignancy and the Bethesda category simultaneously from a single output of a neural network. Similarly to (2), we propose to predict the TBS category by comparing the output of the network \( f_\theta(\tilde{X}) \)
We note that (11) satisfies the property that high values of \( P \) correspond to TBS category is smaller than \( l \) significantly smaller than \( f(X) \). The proportional odds model imposes order between different TBS by linking them to \( f_\theta(X) \) which are significantly smaller than \( \beta_l \) correspond to high probability that the TBS category is smaller than \( l + 2 \).

We deviate from [33], [35] by estimating \( P(S - 2 > l) \) rather than \( P(S - 2 \leq l) \). We note that this deviation is not necessary for the prediction of TBS, yet it allows combining the predictions of the thyroid malignancy and the TBS category in an elegant and interpretable way. By plugging in \( P(S - 2 \leq l) = 1 - P(S - 2 > l) \) into (9), we have:

\[
\logit(S - 2 > l) = -\logit(S - 2 \leq l) .
\]

Further substituting the last equation into (8), gives:

\[
\logit(S - 2 > l) = \left(f_\theta(X) - \beta_l\right). 
\]

We note that (11) satisfies the property that high values of \( f_\theta(X) \) correspond to high TBS categories. We rewrite (11) as

\[
P(S - 2 > l) = \frac{1}{1 + \exp \left(-\left(f_\theta(X) - \beta_l\right)\right)} .
\]

and observe that the right term is the sigmoid function \( \sigma(f_\theta(X) - \beta_l) \). Accordingly, we can train the network to predict \( P(S - 2 > l) \) using a BCE loss, and propose the following loss function:

\[
\sum_{t=0}^{3} S_t \log \left[\sigma(g_\theta(x_m) - \beta_l)\right] + (1 - S_t) \log \left[1 - \sigma(g_\theta(x_m) - \beta_l)\right] ,
\]

where \( S_t \triangleq P(S - 2 > l) \). Namely, \( S_t \) are labels used to train 4 classifiers corresponding to \( t \in (0, 1, 2, 3) \), whose explicit relation to TBS is presented in Table III in the Appendix. The use of \( g_\theta(x_m) \) in (13), instead of the more natural choice of \( f_\theta(X_m) \), is enabled by the analysis provided in Subsection III-C.

For the simultaneous prediction of thyroid malignancy and TBS category, the total loss function is given by the sum of (7) and (13). Note the similarity between (7) and (13), which is a result of our choice to estimate \( P(S - 2 > l) \) rather than \( P(S - 2 \leq l) \) and has the following interpretation: (7) can be considered a special case of ordinal regression with a single fixed threshold value of 0. Namely, the total loss function simultaneously optimizes the parameters \( \theta \) of the network \( g_\theta(\cdot) \) according to 5 classification tasks corresponding to the threshold values \( 0, \beta_0, \beta_1, \beta_2, \beta_3 \).

In this context, we note that the threshold values \( \beta_0, \beta_1, \beta_2, \beta_3 \) are learned along with the parameters of the networks, via stochastic gradient descent. While the training procedure does not guarantee the correct order of \( \beta_0 < \beta_1 < \beta_2 < \beta_3 \) [35], we have found in our experiments that this order is indeed preserved.

We note that, in some cases, the term of the loss function corresponding to the prediction of malignancy may be in conflict with that of the TBS category. For example, consider a malignant case \( (Y = 1) \) with TBS category 3 assigned by a pathologist. The term of the loss, in this case, which corresponds to TBS penalize high values of \( f_\theta(X) \), whereas the term corresponding to malignancy encourages them. We therefore interpret the joint estimation of TBS category and malignancy as a cross-regularization scheme: Given two scans with the same TBS but different final pathology, the network is trained to provide higher prediction values for the malignant case. Likewise, in the case of two scans with the same pathology but different TBS, the prediction value of the scan with the higher TBS is expected to be higher. Thus, the network adopts properties of the Bethesda system, such that the higher the prediction value \( f_\theta(X) \) the higher is the probability of malignancy. Yet the network is not strictly restricted to the Bethesda system, so it can learn to provide better predictions.

### IV. Experiments

**a) Experimental Setting:** To evaluate the proposed algorithm, we performed a 5-fold cross validation procedure, splitting the 908 scans by 60%, 20%, 20% for training, validation and testing, respectively, such that a test scan is never seen during training. The algorithm is trained using a Tesla P100-PCIE GPU with 16 Gb of memory. We use instances of size 128 × 128 pixels. This size is large enough to capture large groups of follicular cells, while allowing the use of a sufficient amount of instances in each minibatch. Specifically, to train the first network, we use 10 instances per minibatch, a value set arbitrarily and that has a small effect on the performance. For the second network we found that increasing the number of instances per minibatch improves the performance, so we used 288 instances, which corresponds to the maximum memory capacity of the GPU.

**b) Identification of instances with follicular groups:** A heat map illustrating the prediction values of the first network and the corresponding histogram of prediction values of a representative scan are presented in Figs. 2 and 4 respectively.
Fig. 4: Histogram of predictions of instances taken from a single slide. High predictions correspond to high probabilities that an instance contain follicular groups.

With low prediction values, the majority of the instances contain background, as is seen in both figures. Specifically, the follicular groups (Fig. 2 top) are highlighted with bright colors in the heat map (Fig. 2 middle). In Fig. 3, the majority of instances contain background with low prediction values, however, the histogram is bimodal, with a second peak in the range of 0.95 to 1. These high predictions indeed correspond to instances containing follicular groups, which we select for thyroid malignancy prediction. In Fig. 7, we present examples of instances detected as containing follicular groups.

c) Competing methods: To evaluate the performance of the proposed algorithm in predicting thyroid malignancy, we compare it to a baseline CNN, a noisy-and MIL [25] and the attention based MIL algorithm presented in [26]. We term these methods “CNN”, “NoisyAND” and “AttentionMIL”, respectively. These methods are originally designed to process whole images, which is not possible in our case due to memory limitations. Therefore, we use crops of size 448 × 448 pixels, to allow 10 crops per minibatch, subject to memory limitations. These values were selected to optimize performance over the validation set.

As an ablation study, we consider two additional approaches, where the proposed network for the selection of instances containing follicular groups is followed by the MIL approaches [25], [26] for obtaining a slide-level malignancy prediction; we refer to these methods as “Proposed+NoisyAND” and “Proposed+AttentionMIL”. These approaches are used to specifically evaluate the second network in the proposed algorithm. Moreover, we compare the performance of the proposed algorithm to a variant trained as a classical MIL approach, by replacing $g_0(x,m_i)$ in (7) with $f_0(X)$. We term this method “Proposed-classical-training,” since the second neural network is trained as a standard MIL approach using the global label. Finally, we consider a variant of the proposed method termed “Proposed-pathology-loss,” in which the second neural network is trained to predict thyroid malignancy alone, but not the TBS category, so that the loss function is given by (7).

d) Prediction of thyroid malignancy and the TBS category: Table I summarizes the performance of the algorithms in the form of area under the curve (AUC) and average precision (AP) such that the higher is the better. As can be seen in the table, “CNN”, “NoisyAND” and “AttentionMIL” achieve significantly inferior performance compared to the other methods. This is because their decisions are largely made according to irrelevant background data. Specifically, the MIL approaches “NoisyAND” and “AttentionMIL” do not properly distinguish between the background and the regions containing follicular groups. The methods “Proposed+NoisyAND,” “Proposed+AttentionMIL” and “Proposed-classical-training” perform significantly better; thus reflecting the importance of proper selection of instances containing follicular groups. The comparable performance of these three methods indicates that there is no advantage to the sophisticated aggregation of decisions based on multiple instances according to [25], [26] compared to the simple averaging in (1). In addition, “Proposed-pathology-loss” provides inferior performance compared to the proposed approach, highlighting the contribution of the ordinal regression framework presented in Subsection III-D. The proposed method, based on the improved training strategy devised from the analysis in Subsection III-C, outperforms all other methods.

For the comparison of the algorithm to human level performance, we use a subset of 109 slides which are annotated by 3 expert cytopathologists (Experts 1 to 3), in addition to the TBS scores available in the original medical record (MR TBS). The MR TBS results are also human-generated, but in general a different clinician analyzed each of these cases, to constitute the cumulative MR TBS results. The performance of the proposed algorithm is compared to those of human in Fig. 5 using receiver operating characteristic (ROC) and precision-recall (PR) curves. The curves representing the performance of the human experts are obtained by considering the TBS categories as “human predictions of malignancy”. The AUC score obtained by the proposed algorithm is comparable to those of humans, and the algorithm provides an improved AP score compared to the human experts.

Fig. 6 further presents a comparison of TBS scores assigned by the algorithm and the human experts. It can be seen in the plot that high values are obtained at the top-left and right-bottom of the matrix, while off diagonal values decay. This block diagonal structure is exactly what is expected from the algorithm rather than, e.g., a diagonal structure. For the indeterminate cases, assigned TBS 3 to 5 by the experts, the
Refers to a figure showing ROC and PR curves, comparing the performance of the proposed algorithm and human experts in predicting thyroid malignancy. The curves represent different expert levels and the proposed algorithm. The figure illustrates the area under the curve (AUC) for each category.

Refers to a confusion matrix showing the predicted TBS categories against the expert-based TBS categories. The matrix indicates the performance of the proposed algorithm compared to human experts.

V. CONCLUSION

We have proposed a deep-learning-based algorithm for the prediction of thyroid malignancy from whole-slide cytopathology scans. Inspired by the work of a cytopathologist, the algorithm identifies informative image regions containing follicular cells. The algorithm then uses the informative regions and assigns a reliable malignancy score, similar to the Bethesda system, where higher values correspond to higher probabilities of malignancy. Our analysis shows how the proposed algorithm is related to MIL approaches and further allows us to devise an improved training strategy. We have demonstrated the improved performance of the proposed algorithm compared to competing methods and showed that it achieves performance comparable to three cytopathologists. We plan, in a future study, to significantly increase the size of the test set, annotated by expert cytopathologists. We further plan to exploit additional cytopathological characteristics and insights into our prediction; for example, malignant TBS 6 slides often contain larger amounts of follicular cells, while the presence of a fluid known as colloid is strongly indicative of a benign case.
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**APPENDIX**

**Proposition 1** The estimated log of the likelihood ratio is a linear function of \( f_\theta (\hat{X}) \) given by:

\[
\log \hat{\Lambda} = \hat{M} f_\theta (\hat{X}) + C,
\]

where \( C \) and \( \hat{M} \) are constant values.

The proof is based on the assumption that the instances \( x_m \) are independent random variables. We note that this assumption is used to facilitate the derivation and it might not hold in practice for instances taken from the same scan. Yet, we motivate this assumption by the large variability between
### Feature extraction layers

| Layer            | Number of filters |
|------------------|-------------------|
| conv2d           | 64                |
| Max-pooling(M-P) | 128               |
| conv2d           | 256               |
| M-P              | 256               |
| conv2d           | 512               |
| M-P              | 512               |

### Classification layers

| Layer | Output size |
|-------|-------------|
| Linear| 4096        |
| Linear| 4096        |
| Linear| 1           |

TABLE II: VGG11 based architecture used for both the first and the second neural networks in the proposed algorithm. Each conv2d layer comprises 2D convolutions with the parameters kernel size = 3 and padding = 1. Parameters of the Max-pooling layer: kernel size = 2, stride = 2. The conv2d and the linear layers (except the last one) are followed by batch normalization and ReLU.

the follicular groups in their size, architecture and the number of cells as demonstrated in Fig. 3.

Proof: By the independence assumption and by taking the log, we have:

\[
\log \Lambda = \sum_m \log \left( \frac{P(x_m | Y = 1)}{P(x_m | Y = 0)} \right). \quad (15)
\]

By applying the Bayes rule, we have:

\[
\log \Lambda = \sum_m \log \left( \frac{P(Y = 1 | x_m) P(Y = 0)}{P(Y = 0 | x_m) P(Y = 1)} \right), \quad (16)
\]

which we rewrite by:

\[
\log \Lambda = \sum_m \log \left( \frac{P(Y = 1 | x_m)}{P(Y = 0 | x_m)} \right) + C \quad (17)
\]

\[
= \sum_m \logit(Y = 1 | x_m) + C, \quad (18)
\]

where: \( C \triangleq \sum_m \log \left( \frac{P(Y = 0)}{P(Y = 1)} \right) \) and \( \logit(\cdot) \triangleq \log \left( \frac{P(\cdot)}{1 - P(\cdot)} \right) \).

The first term in the last equation is estimated from the neural network, so that the estimated log likelihood ratio is given by:

\[
\log \hat{\Lambda} = \sum_m g_{\theta}(x_m) + C \quad (19)
\]

Finally, (14) is given by assigning (1) into (19). 

---

TABLE III: Binary labels used in the proposed ordinal regression framework to predict the Bethesda score.

| Bethesda score | S0 | S1 | S2 | S3 |
|----------------|----|----|----|----|
| 2              | 1  | 0  | 0  | 0  |
| 3              | 1  | 1  | 0  | 0  |
| 4              | 1  | 1  | 1  | 0  |
| 5              | 1  | 1  | 1  | 1  |
| 6              | 1  | 1  | 1  | 1  |

Fig. 7: Instances containing follicular groups. The rows, from top to bottom, correspond to TBS 2 – 6 categories.