Explaining reaction coordinates of alanine dipeptide isomerization obtained from deep neural networks using Explainable Artificial Intelligence (XAI)
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A method for obtaining appropriate reaction coordinates is required to identify transition states distinguishing product and reactant in complex molecular systems. Recently, abundant research has been devoted to obtaining reaction coordinates using artificial neural networks from deep learning literature, where many collective variables are typically utilized in the input layer. However, it is difficult to explain the details of which collective variables contribute to the predicted reaction coordinates owing to the complexity of the nonlinear functions in deep neural networks. To overcome this limitation, we used Explainable Artificial Intelligence (XAI) methods of the Local Interpretable Model-agnostic Explanation (LIME) and the game theory-based framework known as Shapley Additive exPlanations (SHAP).

We demonstrated that XAI enables us to obtain the degree of contribution of each collective variable to reaction coordinates that is determined by nonlinear regressions with deep learning for the committor of the alanine dipeptide isomerization in vacuum. In particular, both LIME and SHAP provide important features to the predicted reaction coordinates, which are characterized by appropriate dihedral angles consistent with those previously reported from the committor test analysis. The present study offers an AI-aided framework to explain the appropriate reaction coordinates, which acquires considerable significance when the number of degrees of freedom increases.

I. INTRODUCTION

Identifying reaction coordinates (RCs) from a large number of collective variables (CVs) is important for appropriately describing the transition state (TS) distinguishing reactant and product in various complex molecular systems. The analysis of committor $p_B(r)$ $\in$ [0, 1], that is, the probability of trajectories reaching the product B prior to the reactant A starting from any conformation $r$, is a promising statistical examination to explore proper RCs from transition path samplings using molecular dynamics (MD) simulations. The distribution of $p_B$ should be unimodal with a sharp peak at $p_B \sim 0.5$ corresponding to TS because an appropriate RC is of such $p_B$ near TS. Peters et al. have proposed the likelihood maximization method to find RCs using transition path sampling in MD simulations. Specifically, one in which the committor is modeled as a sigmoidal function. $p_B(q) = (1 + \tanh(q))/2$, where $q$ is given by linear combinations of CVs. A good RC is obtained such that the logarithmic form of the likelihood is maximized, corresponding to logistic regression. This likelihood maximization method has been applied to various complex systems. The cross-entropy minimization method has recently been proposed with the help of the pre-evaluated committor values $p_B$ ranging from 0 (toward state A) to 1 (toward state B). This is an extension of the likelihood maximization in the sense that the cross-entropy is derived from the Kullback–Leibler divergence by considering the logarithmic form of the likelihood. In general, these maximization or minimization methods can be categorized as the linear regression (LR) in the field of machine learning.

Machine learning models have been widely utilized to determine the dominant CVs from trajectories obtained using MD simulations. Furthermore, a feasible application is the nonlinear regression based on a deep neural network (DNN), which is expected to have a performance beyond that of the LR in searching for an appropriate RC. In particular, nonlinear functions of a DNN with hidden layers will provide richer expressions when the number of CVs is drastically increased in the system of interest. However, it remains difficult to obtain a human-interpretable explanation for DNN learning. Frassek et al. reported the application of an autoencoder consisting of an encoder, a reconstruction decoder, and a committer decoder to obtain a low-dimensional representation of RCs discovered from many input CVs. Jung et al. proposed an advanced sampling scheme for rare events, in which the maximum likelihood method combined with deep learning was designed to identify the relevant RC. Symbolic regression was further utilized to provide human-interpretable forms for trained DNN models using mathematical expres-
In this study, we propose an artificial intelligence (AI)-aided method to determine the nonlinear RC and then interpret the RC locally at the TS using an explainable AI (XAI) framework. DNN is used to identify the appropriate RC from the CV dataset and pre-evaluated committor values $p_B^*$ obtained from transition path samplings. The target reaction is the $C_{\tau eq}$ and $C_{\tau as}$ isomerization of alanine dipeptide in vacuum (see Fig. 1(a)). Empirically, the dihedral angle change in $\phi$ is thought to be coupled with the other major angle $\psi$. Bolhuis et al. revealed that an additional dihedral angle $\theta$ next to $\phi$ becomes relevant for describing the proper committor $p_B$ distribution with a peak at $p_B \sim 0.5$. An analogous result was reported by Ren et al. using the string method. Furthermore, in a seminal study by Ma and Dinner, a neural network combined with a genetic algorithm was applied to the committor values, predicting that an appropriate RC involves the dihedral angle $\theta$. We also demonstrated that the cross-entropy minimization enabled elucidation of the importance of $\theta$ in the alanine dipeptide isomerization. More recently, Manuchehrfar et al. reported persistent homology analysis results for characterizing configurations with committor values $p_B \sim 0.5$ on a two-dimensional plot of probability density using $\phi$ and $\theta$. Note that there are other target reactions that can be applied by the DNN, such as the Rate-Promoting Vibrations Model of enzyme catalysis, of which RC was identified using the likelihood maximization by Peters.

The purpose of XAI is to provide an explainable model for the black-box-type predictions of DNNs. In other words, XAI can be regarded as a class of model-agnostic interpretation method, which is separated from predictions using DNN. XAI is further classified into local and global explanation methods. Global explanation methods, including the permutation importance method used in Ref. 76, characterize the average contribution of input variables to the prediction. In contrast, local explanation methods have an advantage of giving interpretable models to the individual predictions by estimating the contribution of each input variable to each prediction. As major implementations of local explanation methods, the Local Interpretable Model-agnostic Explanation (LIME) and the game theory-based framework known as Shapley Additive exPlanations (SHAP) are employed. We locally examined the feature contributions of the input CVs to an appropriate RC predicted from the DNN using LIME and SHAP. In particular, it is important to obtain a local explanation model for conformations that exhibit $p_B^* \sim 0.5$ corresponding to TS. This information may not be readily accessed by the symbolic regression, which provides a global model for RC. Finally, the extracted dominant CVs are interpreted by a separatrix line distinguishing states A and B on the contour map of the probability distribution using two dihedral angles, $\phi$ and $\theta$.

II. METHODS

A. Simulation details

We numerically examined the isomerization of alanine dipeptide in a vacuum using MD simulations. The system is the same as that in our previous study, where one alanine dipeptide molecule was simulated (other numerical conditions are described in Ref. 55).

Figure 1(b) shows the Ramachandran plot of the alanine dipeptide using the major dihedral angles, $\phi$($C-N-C_{\alpha}-C$) and $\psi$(N-$C_{\alpha}-C$-$N$) (see also Fig. 1(a)). We examined the transition paths between two energetically stable states, the $\beta$-sheet structure ($C_{\tau eq}$ denoted as state A) and the left-handed $\alpha$-helix structure ($C_{\tau as}$ denoted as state B), which are characterized in Fig. 1(b). We defined states A and B as A $\{(-150^\circ,0^\circ) \leq (\phi,\psi) \leq (30^\circ,180^\circ)\}$ and B $\{(30^\circ,180^\circ) \leq (\phi,\psi) \leq (130^\circ,0^\circ)\}$, respectively. In addition, the intermediate region was regarded as TS $\{(-30^\circ,-80^\circ) \leq (\phi,\psi) \leq (20^\circ,-30^\circ)\}$.

In our previous study 55 we sampled 2,000 shooting points from the TS region using the aimless shooting method. For each shooting point, the velocity was randomly assigned according to the Maxwell–Boltzmann distribution at 300 K, generating a trajectory of 1 ps. This was repeated 100 times for each point, and the committor value $p_B^*$ was quantified from the number of transitions to states A or B. We also calculated a total of 90 CVs from all 45 dihedral angles in the molecule into cosine and sine forms. See Fig. 1(a) and Table I for details of the investigated dihedral angles. We used the same datasets of CVs and $p_B^*$ as those used in Ref. 55.

The shooting points with $0.45 \leq p_B^* \leq 0.55$ are shown in Fig. 1(b) and (c). Figure 1(c) shows the contour map of the probability distribution as a function of $\phi$ and $\theta$. Although points with $p_B^* \sim 0.5$ are widely distributed on the ($\phi,\psi$) plane, a clear separatrix line can be described on the ($\phi,\theta$) plane. This result indicates that the appropriate RC is related to $\theta$ instead of $\psi$.

B. Linear regression and deep neural network

In this study, we used the LR and DNN to learn the relationship between the committor distribution $p_B^*$ and candidate CVs, yielding the committor prediction. Figure 2 illustrates a schematic of the training of the LR and DNN. The procedure consists of two parts: one is the training part that transforms from the input layer given by the CVs into a one-dimensional variable $q$, and the other is the prediction part that transforms $q$ into the sigmoidal function $p_B(q) = (1 + \tanh(q))/2$.

The training part for both LR and DNN is set up as follows: LR is implemented by a simple perceptron, and thus the output can be described by $q = \sum_{m=1}^{M} w_m x_m + w_0$. Here, $M$ is the number of CVs, $x_m$ is the $m$-th CV, and $w_m$ is the corresponding coefficient. In addition, $w_0$ denotes the bias term. By contrast, the DNN consisted of five hidden layers, of which the odd- and even-numbered layers had 400 and 200 nodes, respectively. We used the leaky rectified linear unit (Leaky
ReLU) with a leaky parameter set to 0.01 as the default for the activation function. The output is a one-dimensional variable \( q \). For the prediction part for both the LR and DNN, the relationship between the output \( q \) and committor \( p_B \) is given by \( p_B(q) = (1 + \tanh(q))/2 \). In other words, the corresponding activation function can be described in a sigmoidal manner.

The dataset of CVs and committor values from 2,000 shooting points were divided into training, validation, and test datasets at a ratio of 5:1:4. The variables of CVs were standardized. Optimization was performed using AdaMax\textsuperscript{53} The learning rate \( lr \) and two decay factors \( \beta_1 \) and \( \beta_2 \) were set to the default values of 0.001, 0.9, and 0.99, respectively. The \( L_2 \) norm regularization was set to both LR and DNN with a regularization parameter of 0.001 to prevent overfitting. In addition, the dropout was set to the hidden layers at a rate of 0.5 during DNN training. We used the TensorFlow library to implement the LR and DNN\textsuperscript{53}

The cross-entropy function\textsuperscript{54,55}

\[
\mathcal{H}(p_B^*, p_B) = - \sum_{k=1}^{N} p_B^*(\mathbf{r}_k) \ln p_B(q) - \sum_{k=1}^{N} (1 - p_B^*(\mathbf{r}_k)) \ln [1 - p_B(q)],
\]

was used to derive the loss function for both the LR and DNN training. Here, \( \mathbf{r}_k \) represents the \( k \)-th conformation of the molecule with the number of shooting points \( N \). The cross-entropy minimization principle was derived from the Kullback–Leibler divergence\textsuperscript{54} and was applied to the LR to search for the appropriate RC for alanine dipeptide isomerization\textsuperscript{53}

![FIG. 1. (a) Index assigned to alanine dipeptide atom. Major three dihedral angles \( \varphi \), \( \psi \), and \( \theta \) are also described. (b) Ramachandran plot describing the probability distribution using \( \varphi \) and \( \psi \). The black boxes describe states A \([(-150^\circ,0^\circ) \leq (\varphi, \psi) \leq (30^\circ,180^\circ)]\), B \([30^\circ,-180^\circ) \leq (\varphi, \psi) \leq (130^\circ,0^\circ)]\), and TS \([(-30^\circ,-80^\circ) \leq (\varphi, \psi) \leq (20^\circ,-30^\circ)]\). (c) Contour plot of the probability distribution using \( \varphi \) and \( \theta \). In (b) and (c), the points are colored by the \( p_B^* \) values given in the bottom color bar.](image-url)

### TABLE I. Definition of the CV index. The atom index is represented in Fig. 1(a). Note that the dihedral angles are used in cosine and sine forms, \( i.e. \), \( x_1 \) to \( x_{45} \) and \( x_{46} \) to \( x_{90} \) are the cosine and sine forms, respectively.

| index of CVs | index of atoms for dihedral angles |
|--------------|----------------------------------|
| 1 – 3        | 2 - 1 - 5 - 6                    |
| 4 – 6        | 3 - 1 - 5 - 7                    |
| 7 – 9        | 1 - 5 - 7 - 8                    |
| 10 – 12      | 6 - 5 - 7 - 9                    |
| 13 – 15      | 5 - 7 - 9 - 15                   |
| 16 – 18      | 8 - 7 - 9 - 15                   |
| 19 – 21      | 7 - 9 - 11 - 14                  |
| 22 – 24      | 10 - 9 - 11 - 14                 |
| 25 – 27      | 15 - 9 - 11 - 14                 |
| 28 – 30      | 10 - 9 - 15 - 16                 |
| 31 – 33      | 11 - 9 - 15 - 17                 |
| 34 – 36      | 16 - 15 - 17 - 18                |
| 37 – 39      | 15 - 17 - 19 - 21                |
| 40 – 42      | 18 - 17 - 19 - 21                |
| 43 – 45      | 5 - 9 - 7 - 8                    |

The Kullback–Leibler divergence\textsuperscript{54} was used to derive the loss function for both the LR and DNN training. Here, \( \mathbf{r}_k \) represents the \( k \)-th conformation of the molecule with the number of shooting points \( N \). The cross-entropy minimization principle was derived from the Kullback–Leibler divergence\textsuperscript{54} and was applied to the LR to search for the appropriate RC for alanine dipeptide isomerization\textsuperscript{53}. 

...
FIG. 2. Schematic diagram of LR and DNN learning the relationship between pre-evaluated committor value $p^*_{B}$ and $M = 90$ CVs plus 1 bias term $x = (1, x_1, x_2, \ldots, x_M)$, and predicting committor $p_B$ as a sigmoidal function $p_B(q) = (1 + \tanh(q))/2$. Note that the node representing the bias term is omitted from the diagram.

FIG. 3. Training process of cross-entropy minimization for both LR and DNN. Red and blue (orange and green) curves indicate the loss function (cross-entropy $H$ in Eq. (1)) of LR (DNN) as a function of iteration steps with training and validation dataset, respectively.

C. LIME - Local Interpretable Model-agnostic Explanation

LIME was applied to explain the committor predictions obtained by the DNN training. In general, DNNs are very complex in terms of obtaining understandable features. LIME can explain the contribution of each input variable of any black-box-type classifier using a more interpretable model. It provides a linear regression function for the local behavior of a target instance explained by perturbation of input variables. In other words, features with large coefficients in the linear regression function provide a predictive interpretation. The interpretable feature $\xi(x)$ is obtained by a linear regression function $g$ for the input data by the CV vector $x = (1, x_1, x_2, \ldots, x_M)$ (90 dihedral angles plus 1 bias term in our case) and the black-box model $f$ by the DNN. This is represented by the following equation,

$$
\xi(x) = \arg\min_{g \in G} \left( L_{\text{LIME}}^*(f, g, \pi_x^{\text{LIME}}) + \Omega(g) \right),
$$

where $L_{\text{LIME}}^*(f, g, \pi_x^{\text{LIME}})$ is the squared loss function that measures the distance between $f$ and $g$ with $G$ representing a class of explanation models ($g \in G$), $\pi_x^{\text{LIME}}$ represents the proximity measure around the input data $x$ to be explained. In practice,
the exponential kernel function is
\[
p_x^{\text{LIME}}(z) = \exp \left( -D(x, z)^2 / \sigma^2 \right).
\] (3)

where the distance function \(D\) and width \(\sigma\) are used for any perturbed instance \(z\), which is randomly generated around the data \(x\). In LIME, the perturbed data \(z\) around \(x\) weighted by the proximity measure is transformed into binary variables \(z' \in \{0, 1\}^M\) with the number of input variables \(M\) for the human-understandable presentation because the important components of the original input data are not always interpretable. Regularization \(\Omega(g)\) is also used to reduce the complexity of the explanation for \(g \in G\). We used the LIME package, which is available at [https://github.com/slundberg/shap](https://github.com/slundberg/shap).

### D. SHAP - Shapley Additive exPlanations

We also applied SHAP, which is a game-theory-based method for explaining the predictions of black-box-type models. Note that LIME assumes that the local behavior can be described by the linear model, but this has no theoretical background. In contrast, SHAP guarantees that the prediction is fairly distributed among the input features. In fact, SHAP utilizes the Shapley value, which is a value that fairly distributes the rewards given by the team collaboration to individual players. In SHAP, an additive feature attribution method provides a linear function consisting of binary variables:

\[
g(z') = \phi_0 + \sum_{i=1}^{M} \phi_i z_i',
\] (4)

where the coefficient \(\phi_i\) serves as the Shapley value, which explains the importance of the binary feature \(z' \in \{0, 1\}^M\). LIME can be understood as an additive feature attribution method that provides linear models in the binary vector space in the sense that the explanation model \(g\) of LIME can be expressed by Eq. (4).

We used one of several implementations for SHAP, known as the Kernel SHAP, which is designed as a model-agnostic estimation that provides a local explanation model using Shapley values and LIME. For the Kernel SHAP, the following specific equations are used with Eq. (2) of the LIME algorithm:

\[
\begin{align*}
\Omega(g) &= 0, \\
\pi_{x}^{\text{SHAP}}(z') &= \frac{M - 1}{M} \cdot \frac{M - |z'|}{M - |z'|}, \\
L_{\text{SHAP}}(f, g, \pi_{x}^{\text{SHAP}}) &= \sum_{z' \in Z} \pi_{x}(z') \left( f(h^{-1}_x(z')) - g(z') \right)^2.
\end{align*}
\] (5) (6) (7)

where \(|z'|\) is the number of non-zero features in \(z'\) and \(h_x\) is a mapping function of binary variables \(z'\) into the original input data \(x\). The local explanation model \(g(z')\) approximating \(f(h^{-1}_x(z'))\) can be obtained using a weighted linear regression with Eq. (6), which differs from the weight function used in LIME (see Eq. (3)). Note the contrast between Eqs. (3) and (6), which are used in LIME and SHAP, respectively. In practice, if we use SHAP’s kernel of Eq. (6) as LIME’s kernel, LIME will provide values similar to SHAP values. The SHAP package is available at [https://github.com/slundberg/shap](https://github.com/slundberg/shap).

We obtained SHAP values using this package, where the Akaike information criterion is used for the regularization as default.

### III. RESULTS AND DISCUSSION

#### A. Training and prediction of committor

Figure 3 shows the learning process using a training dataset (1,000 points) for both LR and DNN by plotting the loss function as a function of the iteration step. The loss function is the cross-entropy of Eq. (1) for both of LR and DNN. In parallel, to check for overfitting of the training model, we monitored the loss function values obtained from the validation dataset (200 points), which are also plotted in Fig. 3. To examine the robustness of the learning, we performed 10 trials from randomly chosen coefficients and confirmed that there was no significant difference in the converged value of the loss function for both LR and DNN. The results are presented as an average of 10 trials. It is demonstrated that the loss function decreases without any increase in those for the validation dataset and finally converges after several hundred iterations for both LR and DNN. The convergence of DNN is slower than that of LR, which can be regarded as a result of the number of parameters, that is, 91 for LR and approximately 360,000 for DNN.

The LR/DNN trained model provides a prediction with regard to the relationship between the committor value \(p_B\) and \(q\) from the test dataset (800 points). Figure (4a) shows the committor distribution \(p_B\) as a function of \(q\) for the test dataset. It was confirmed that \(p_B\) values of the test dataset globally follow the sigmoidal function. To further investigate \(p_B\) values close to the TS at \(q = 0\), the distribution of \(p_B\) in the range of \(-0.2 < q < 0.2\) is shown in Fig. (4b). The \(p_B\) distribution exhibits a sharp peak at approximately 0.5 for both LR and DNN trainings. Thus, the predicted \(q\) from both LR and DNN training can characterize the appropriate RC for the alanine dipeptide isomerization.

#### B. Contribution of collective variables to the prediction

We used XAI, that is, LIME and SHAP, to explain the contributions of the input CVs to the RC from our DNN training. In practice, the dataset (2,000 points) is classified into three regions, \(0 \leq p_B < 0.1\) (near state A), \(0.49 < p_B < 0.51\) (near TS), and \(0.9 < p_B \leq 1\) (near state B) to provide a local explanation. For each region, randomly chosen 30 points were analyzed by LIME and SHAP, from which the contributions of the input variables to \(q\) (the appropriate RC) were quantified. Figure 3 shows the absolute values of the feature contributions averaged over 30 points for the three \(p_B\) regions.
TABLE II. Top five dominant contributions and those absolute values obtained using LIME and SHAP for the three regions, 0 ≤ \( p^*_B \) < 0.1, 0.49 < \( p^*_B \) < 0.51, and 0.9 < \( p^*_B \) ≤ 1. The result of the LR model is also shown for comparison.

| Region               | LIME         | SHAP         | LIME         | SHAP         | LR            |
|----------------------|--------------|--------------|--------------|--------------|---------------|
| \( 0 \leq p^*_B \) < 0.1 | index value  | index value  | index value  | index value  | index value   |
| 57                   | 0.156        | 57           | 0.127        | 54           | 0.112         |
| 54                   | 0.134        | 56           | 0.073        | 52           | 0.114         |
| 52                   | 0.123        | 11           | 0.073        | 57           | 0.104         |
| 56                   | 0.102        | 54           | 0.059        | 11           | 0.081         |
| 11                   | 0.099        | 52           | 0.054        | 56           | 0.074         |

Obtained using LIME ans SHAP. For comparison, the absolute values of the optimized coefficient \( w_m \) obtained from the LR training are also plotted in Fig. 5. The feature contribution values of LIME and SHAP have the same meaning as the coefficient \( w_m \) obtained by the LR model, although the values do not match among LIME, SHAP, and LR. The top five dominant contributions and their absolute values are listed in Table II.

Indices 57 and 54, corresponding to \( \sin \varphi \) (5-7-9-11) and \( \sin \theta \) (6-7-8-9), respectively, have large contributions using the LR model, which is consistent with the results of our previous study.\(^5\) This result indicates that the relevant angle to the rotation of \( \varphi \) is not \( \psi \), but instead \( \theta \). Notably, both LIME and SHAP reveal two dihedral angles, \( \varphi \) (indices 11, 56, and 57) and \( \theta \) (indices 52 and 54), as major contributions to the \( p_B \) prediction obtained from the DNN. The results obtained by LIME and SHAP are similar over the three regions of \( p_B \). This observation may justify LIME’s linear model assumption by being consistent with the SHAP’s result guaranteed by the game theory. However, the order is different between TS (0.49 < \( p_B \) < 0.51) and states near A or B (0 ≤ \( p_B \) < 0.1 or 0.9 < \( p_B \) ≤ 1). This difference can be understood as follows. Near the two stable states, A and B, the contribution of variables relating to \( \varphi \) is larger than those corresponding to \( \theta \) because a large increase in the angle \( \varphi \) is necessary for transitions A → B and B → A. By contrast, near TS, both LIME and SHAP explain that the contribution of \( \theta \) (indices 52 and 54) becomes larger, as the change in \( \theta \) has more influence than the change in \( \varphi \). In Fig. 1(c), we show the two-dimensional probability distribution map of \( \varphi \) and \( \theta \), where the distribution of shooting points having \( p_B \sim 0.5 \) are located not perpendicular to \( \varphi \), but tilted in the direction of \( \theta \). Thus, the \( \theta \)-angle change becomes important when crossing the separatrix distinguishing states A and B, whereas the \( \varphi \)-angle change is globally important for the target isomerization. Such a detailed process cannot be described by coefficients globally optimized using the LR model, but is revealed by the local explanation model using DNN with XAI.

IV. CONCLUSIONS

In this paper, we proposed an AI-aided method, in which DNN is used to identify the appropriate RC for alanine dipeptide isomerization in vacuum. We trained the DNN to predict the committor function in a sigmoidal manner from the dataset of committor \( p_B \) and dihedral angles in the cosine and sine forms. The DNN revealed the importance of \( \theta \) rather than \( \psi \) along the rotation about \( \varphi \), which is consistent with various studies using the committor test analysis.\(^5\)

Furthermore, LIME and SHAP were used as XAI tools to provide a local explanation model for black-box-type DNN prediction, in contrast to the symbolic regression method for obtaining the human-interpretable model.\(^5\) It was demon-
strated that LIME and SHAP enabled the explanation for three $p_B$ regions, $0 \leq p_B < 0.1$ (near state A), $0.49 < p_B < 0.51$ (near TS), and $0.9 < p_B \leq 1$ (near state B). In particular, the feature contribution of $\theta$ becomes more evident near TS than near state A or B, indicating the necessity of $\theta$-angle change for crossing the barrier between the two stable states A and B. In fact, the influence of $\theta$ on $\varphi$-angle change is in accordance with the separatrix line described by shooting points with $p_B^\theta \sim 0.5$ on the probability distribution of $\varphi$ and $\theta$, which is tilted in the $\theta$-axis direction.

Finally, it should be noted that understanding the detailed mechanism for complex molecular systems becomes complicated because of the large numbers of CVs, regardless of the use of DNNs. Important targets are solute-solvent systems such as alanine dipeptide in explicit water, which was examined using neural networks to predict the committor by Ma and Dinnert. The DNN predicting the committor is further applied to various solute-solvent systems, and the current AI-aided method combined with XAI will be used as a practical tool to provide a local explanation for an appropriate RC obtained from DNN training, particularly near the TS of the transition connecting the stable states.
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