Abstract—In this paper, we address a statistical model extension of multichannel nonnegative matrix factorization (MNMF) for blind source separation, and we propose a new parameter update algorithm used in the sub-Gaussian model. MNMF employs full-rank spatial covariance matrices and can simulate situations in which the reverberation is strong and the sources are not point sources. In conventional MNMF, spectrograms of observed signals are assumed to follow a multivariate Gaussian distribution. In this paper, first, to extend the MNMF model, we introduce the multivariate generalized Gaussian distribution as the multivariate sub-Gaussian distribution. Since the cost function of MNMF based on this multivariate sub-Gaussian model is difficult to minimize, we additionally introduce the joint-diagonalizability constraint in spatial covariance matrices to MNMF similarly to FastMNMF, and transform the cost function to the form to which we can apply the auxiliary functions to derive the valid parameter update rules. Finally, from blind source separation experiments, we show that the proposed method outperforms the conventional methods in source-separation accuracy.
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I. INTRODUCTION

Blind source separation (BSS) [1] is a technique to separate sound sources from observed mixtures without any prior information about the sources or mixing system. For a determined or overdetermined situation, when the sources are point sources and the reverberation is sufficiently short (referred to as the rank-1 spatial model), frequency-domain independent component analysis [2], [3], independent vector analysis (IVA) [4]–[6], and independent low-rank matrix analysis (ILRMA) [7], [8] have been proposed. However, the rank-1 spatial model does not hold in the case of spatially spread sources or strong reverberation.

Multichannel nonnegative matrix factorization (MNMF) [9], [10] is an extension of nonnegative matrix factorization (NMF) [11] to multichannel cases, which estimates the spatial covariance matrices of each source. MNMF employs full-rank spatial covariance matrices [12], and this model can simulate situations where, e.g., the reverberation is longer than the length of time-frequency analysis. However, it has been reported that MNMF has a huge computational cost and its performance strongly depends on the initial values of parameters [7].

In the original MNMF, the observed signal is assumed to follow a time-variant multivariate complex Gaussian distribution. Recently, the generative model extension of MNMF to multivariate complex Student’s $t$ distribution (t-MNMF [13]) has been proposed. However, the original Gaussian MNMF and t-MNMF cannot assume that the generative model follows a multivariate sub-Gaussian distribution, whereas we reported that the separation accuracy is improved by expanding the source signal model to the univariate sub-Gaussian distribution in ILRMA (hereafter referred to as sub-Gaussian ILRMA) [14]. Thus, we can expect that the introduction of sub-Gaussianity in MNMF leads to the improvement of separation accuracy.

In this paper, we provide three contributions, namely, a generalization of the generative model, its parameter optimization algorithm with a joint-diagonalizability constraint, and experimental evaluation of the proposed MNMF. First, we extend the generative model of MNMF to a time-variant multivariate complex sub-Gaussian distribution; this is hereafter referred to as sub-Gaussian MNMF. We employ a multivariate complex generalized Gaussian distribution (GGD) as a sub-Gaussian distribution by restricting its shape parameter. It is reported that some musical instrument signals obey sub-Gaussian distributions [15]. Next, we derive parameter update rules of sub-Gaussian MNMF. The cost function of sub-Gaussian MNMF is difficult to minimize, and the auxiliary function for the majorization-minimization algorithm [16] has not been discovered so far. To design the valid auxiliary function, we introduce a joint-diagonalizability constraint in spatial covariance matrices. This constraint has been introduced for the first time in FastMNMF [17] to reduce the computational complexity of MNMF. On the other hand, in this paper, we employ this joint-diagonalizability constraint not to reduce the computational complexity but to transform the cost function to the form to which we can apply the auxiliary function technique. To the best of our knowledge, this is the
where the first update algorithm of parameters that guarantees a monotonic nonincrease in the cost function of MNMF with a multivariate complex sub-Gaussian model. Finally, we conduct BSS experiments under reverberant conditions, showing that the proposed sub-Gaussian MNMF outperforms conventional methods in source-separation accuracy.

II. CONVENTIONAL METHODS

A. MNMF [9], [10]

The short-time Fourier transform (STFT) of the observed multichannel signal is defined as

$$x_{ij} = (x_{ij, 1}, \ldots, x_{ij, M})^T \in \mathbb{C}^M,$$  \hspace{1cm} (1)

where $i = 1, \ldots, I$, $j = 1, \ldots, J$, and $m = 1, \ldots, M$ are the indices of the frequency bins, time frames, and channels, respectively, and $^T$ denotes the transpose. The MNMF model estimates a time-variant parameter $\sigma_{ijn}$, which represents a character of the source, and a time-invariant parameter $G_{in}$, which represents spatial characteristics of the source, where $n = 1, \ldots, N$ is the index of the sources. $\sigma_{ijn}$ corresponds to a power spectrogram and $G_{in}$ is called a spatial covariance matrix. In MNMF, as the generative model of the observed signal $x_{ij}$, the following multivariate complex Gaussian distribution is assumed:

$$x_{ij} \sim \mathcal{N}(0_M, \sum_n \sigma_{ijn} G_{in}),$$  \hspace{1cm} (2)

where $0_M \in \mathbb{C}^M$ is an $M$-dimensional zero vector and $\mathcal{N}(\mu, \Sigma)$ is the multivariate complex Gaussian distribution whose mean is $\mu$ and the covariance matrix is $\Sigma$. The source model $\sigma_{ijn}$ is a spectrogram of the $n$th source at the $i$th frequency and $j$th time frame, having a low-rank spectral structure represented by NMF, as

$$\sigma_{ijn} = \sum_k t_{ik} v_{kj} z_{kn},$$  \hspace{1cm} (3)

where $k = 1, \ldots, K$ is the index of the NMF basis, and $t_{ik} \in \mathbb{R}_{\geq 0}$ and $v_{kj} \in \mathbb{R}_{\geq 0}$ represent the $i$th frequency component of the $k$th basis and the $j$th time-frame activation component of the $k$th basis, respectively. In addition, $z_{kn} \in \mathbb{R}_{\geq 0}$ is a latent variable that indicates whether the $k$th basis belongs to the $n$th source. From (2), the negative log-likelihood of the observed signal, which is a cost function to be minimized, is given by

$$\mathcal{L}_{\text{MNMF}} = \sum_{i,j} \left( x_{ij}^H \hat{X}_{ij}^{-1} x_{ij} + \log \det \hat{X}_{ij} \right),$$  \hspace{1cm} (4)

where $\hat{X}_{ij} = \sum_n \sigma_{ijn} G_{in} = \sum_k t_{ik} v_{kj} z_{kn} G_{in}$ and $\leq$ denotes equality up to a constant. We can estimate $t_{ik}, v_{kj}, z_{kn}$, and $G_{in}$ by minimizing (4). $G_{in}$ can be optimized by solving the Riccati equation and the remaining parameters are updated by using the auxiliary function technique (details of these update rules are described in [10]). After the update, we can estimate the separated signal $\hat{s}_{ijn}$ using the multichannel Wiener filter:

$$\hat{s}_{ijn} = \left( \sum_k t_{ik} v_{kj} z_{kn} G_{in} \right) \hat{X}_{ij}^{-1} x_{ij}.$$  \hspace{1cm} (5)

MNMF assumes that $G_{in}$ is a full-rank matrix [12], and this increases versatility for various types of spatial condition. However, this full-rank nature requires a large amount of computation.

B. FastMNMF [17], [18]

To reduce the computational complexity of the update algorithm, FastMNMF additionally assumes that the spatial covariance matrices $G_{i1}, \ldots, G_{iN}$ are jointly diagonalizable by $Q_i = (q_{i1}, \ldots, q_{iM})^H$, which does not depend on the source index $n$, as

$$Q_i G_{in} Q_i^H = G_{in} \quad (n = 1, \ldots, N),$$  \hspace{1cm} (6)

where $G_{in}$ is a diagonal matrix. From (4) and (6), the negative log-likelihood of the observed signal is given by

$$\mathcal{L}_{\mathcal{F}} = \sum_{i,j,n} \left[ \frac{|d_{in}^i x_{ij}|^2}{\sum_{n,k} t_{ik} v_{kj} z_{kn} g_{inm}} + \log \sum_{n,k} t_{ik} v_{kj} z_{kn} g_{inm} \right] - 2J \sum_i \log |\det Q_i|,$$  \hspace{1cm} (7)

where $g_{inm}$ is the $m$th diagonal element of $G_{in}$. The joint-diagonalization matrix $Q_i$ in (7) can be optimized by iterative projection (IP) [19], and the remaining parameters are updated by using the auxiliary function technique [18]. Note that the algorithm of the update of spatial covariance matrices in FastMNMF is different from that in MNMF, which uses the Riccati equation. This algorithmic improvement provides a different separation performance; FastMNMF is almost the same as or slightly better than MNMF [18], [20]. After the update, we can estimate the separated signal using the multichannel Wiener filter similarly to (5).

III. PROPOSED METHOD

A. Motivation and Strategy

In this paper, we propose a model extension of MNMF to the multivariate complex sub-Gaussian distribution. Sub-Gaussian MNMF can appropriately model the observed signal that follows the sub-Gaussian distribution, which cannot be represented by the conventional methods. The multivariate GGd is used as the sub-Gaussian distribution. The probability density function of the zero-mean multivariate GGD is given by

$$p(x; 0_M, \Sigma, \beta) = \frac{C(\beta)}{\det \Sigma} \exp \left( - (x^H \Sigma^{-1} x)^{\beta/2} \right),$$  \hspace{1cm} (8)

where $\beta > 0$ is the shape parameter and $C(\beta)$ is the normalizing constant of the multivariate GGD. In the case of $0 < \beta < 2$, the GGD becomes super-Gaussian. In the case of $\beta > 2$, the GGD becomes sub-Gaussian. For $\beta = 2$, the GGD corresponds to the Gaussian distribution. The negative log-likelihood of MNMF based on the multivariate GGD model is represented as

$$\mathcal{L}_{\text{GGD}} = \sum_{i,j} \left( (x_{ij}^H \hat{X}_{ij}^{-1} x_{ij})^{\beta/2} + \log \det \hat{X}_{ij} \right).$$  \hspace{1cm} (9)
where we substitute the model parameter $\hat{X}_{ij}$ for $\Sigma$ in (8).

In the case of $\beta > 2$, this cost function (9) is difficult to minimize, especially in the parameter $G_m$ because it is impossible to design a majorization function to which we can apply the Riccati equation solver (no quadratic function can majorize the first term of the right-hand side of (9)). Thus, we cannot derive the update rules of the sub-Gaussian MNMF that guarantees a monotonic nonincrease in the cost function without any constraint. Hence, we additionally introduce the joint-diagonalizability constraint. If we apply the joint-diagonalizability constraint and an appropriate auxiliary function to (9), we can find that the optimization problem here is identical to a demixing-matrix-optimization problem in sub-Gaussian ILRMA, which can be solved by the authors’ previous work, generalized IP [14]. In the next subsections, details of the proposed parameter update algorithm is described.

B. Proposed Sub-Gaussian MNMF

By substituting (6) into (9), we obtain the cost function of MNMF with the multivariate GGD model as:

$$L_{\text{GGD}} = -2J \sum_i \log |\det Q_i| + \sum_{i,j,m} \log \sum_{n,k} t_{ik} v_{kj} z_{kn} g_{inm}$$

$$+ \sum \left( \sum_{m,n,k} t_{ik} v_{kj} z_{kn} g_{inm} \right)^2 \frac{\beta}{2},$$

(10)

First, we derive update rules of parameters $t_{ik}, v_{kj}, z_{kn}$, and $g_{inm}$. For $\beta > 2$, $f_1(y) = y^{\beta/2}$ is a convex function. Hence, by applying Jensen’s inequality to (10), we have

$$L_{\text{GGD}} \leq \sum \left( \sum_{m} \sum_{n,k} t_{ik} v_{kj} z_{kn} g_{inm} \right)^2 \frac{\beta}{2}$$

$$\leq \sum_{i,j,m} \xi_{ijm} \left( \sum_{n,k} t_{ik} v_{kj} z_{kn} g_{inm} \right)^{\frac{\beta}{2}}$$

$$+ \sum \log \sum_{n,k} t_{ik} v_{kj} z_{kn} g_{inm},$$

(11)

where $\xi_{ijm} \geq 0$ is an auxiliary variable that satisfies $\sum_m \xi_{ijm} = 1$, and $\leq$ denotes that the left-hand side is less than or equal to the right-hand side up to a constant. Moreover, we can design an auxiliary function of $f_2(y) = (1/y)^{\beta/2}$ by applying Jensen’s inequality because it is also a convex function. We can also design one of $f_3(y) = \log y$ by applying the tangent inequality because it is a concave function. Then, we can obtain the final auxiliary function $L_{\text{Sub}}^+$ as

$$L_{\text{G GD}} \leq \sum \xi_{ijm} \left( \sum_{n,k} t_{ik} v_{kj} z_{kn} g_{inm} \right)^{\frac{\beta}{2}}$$

$$+ \sum \frac{1}{\xi_{ijm}} \sum_{n,k} t_{ik} v_{kj} z_{kn} g_{inm},$$

(12)

$$:= L_{\text{Sub}}^+,$$

(13)

where $\eta_{ijkmn} \geq 0, \tilde{\xi}_{ijm} \geq 0$ are auxiliary variables, and $\tilde{\xi}_{ijm}$ satisfies $\sum_m \tilde{\xi}_{ijm} = 1$. The equalities of (11) and (12) hold if and only if the auxiliary variables are set as follows:

$$\tilde{\xi}_{ijm} = \frac{\left| q_{im}^H x_{ij} \right|^2}{\sum_{m} \sum_{n,k} t_{ik} v_{kj} z_{kn} g_{inm}}$$

$$= \sum_{m} \frac{\left| q_{im}^H x_{ij} \right|^2}{\sum_{n,k} t_{ik} v_{kj} z_{kn} g_{inm}} \frac{\beta - 2}{\beta},$$

(14)

$$\eta_{ijkmn} = \frac{t_{ik} v_{kj} z_{kn} g_{inm}}{\sum_{k,n} t_{ik} v_{kj} z_{kn} g_{inm}},$$

(15)

$$\tilde{\zeta}_{ijm} = \frac{t_{ik} v_{kj} z_{kn} g_{inm}}{\sum_{k,n} t_{ik} v_{kj} z_{kn} g_{inm}}.$$
we can bound the term $|q_{i,m}^H x_{ij}|^\beta$ using the inequality of weighted arithmetic and geometric means as follows:

$$
|q_{i,m}^H x_{ij}|^\beta \leq \frac{\beta}{4} |q_{i,m}^H x_{ij}|^{4-\beta} r_{i,j,m} + \left(1 - \frac{\beta}{4}\right) \tilde{a}_{i,j,m},
$$

where $\tilde{a}_{i,j,m}$ is an auxiliary variable and the equality of (23) holds if and only if $\tilde{a}_{i,j,m} = |q_{i,m}^H x_{ij}|$. We can apply (25) to (23) and obtain

$$
\mathcal{L}_{\text{GGD}} \leq \frac{\beta}{4} \sum_{i,j,m} |q_{i,m}^H x_{ij}|^{4-\beta} r_{i,j,m} - 2J \sum_i \log |\det Q_i|.
$$

Moreover, we can design a further auxiliary function of (26) as

$$
\mathcal{L}_{\text{GGD}} \leq J \sum_{i,n} |q_{i,m}^H B_{im} q_{im}|^2 - 2J \sum_i \log |\det Q_i|,
$$

where $B_{im}$ is an auxiliary variable that satisfies

$$
l_{ij,m} = \sqrt{\frac{\beta}{4} \sum_{i,j,m} |q_{i,m}^H x_{ij}|^{4-\beta} r_{i,j,m}}.
$$

$$
H_{im} = \left[ \frac{1}{l_{1,m} x_{11} \ldots x_{i,j,m}} \frac{1}{l_{i,j,m}} x_{i,j} \right]^T,
$$

$$
a_{im} = \begin{bmatrix}
    a_{i1,m} & \cdots & a_{i,j,m} \\
    0 & \ddots & 0 \\
    \vdots & \ddots & \vdots
\end{bmatrix} = H_{im}^T \tilde{q}_{im},
$$

$$
A_{im} = \begin{bmatrix}
    a_{i1,m}^2 & 0 & \cdots & 0 \\
    0 & \ddots & \ddots & \vdots \\
    0 & \ddots & \ddots & \ddots
\end{bmatrix},
$$

$$
B_{im} = \frac{\sqrt{\beta}}{2J} H_{im} A_{im} H_{im}^T.
$$

Here, $\tilde{\cdot}$ denotes the complex conjugate and $\tilde{q}_{im}$ is an auxiliary variable and the equality of (27) holds if and only if $\tilde{q}_{im} = q_{im}$. The joint-diagonalization matrix $Q_i$ of the cost function (27) can be updated by generalized IP [14]. The update rule of $Q_i$ can be derived as

$$
r_{i,j,m} \leftarrow \left| q_{i,m}^H x_{ij} \right|^{1-\frac{\beta}{4}} \tilde{\chi}_{i,j,m} \left( \sum_{\epsilon = i}^{\epsilon = \infty} \left| q_{\epsilon,m}^H x_{\epsilon,j} \right|^2 \right)^{\frac{\beta}{2}} - \frac{\beta}{4} \tilde{r}_{i,j,m}.
$$

$$
U_{im} = \sum_j \sqrt{\left| q_{i,m}^H x_{ij} \right|^{4-\beta} r_{i,j,m}},
$$

$$
B_{im}' = q_{im}^H U_{im} q_{im} U_{im} + \sum_j \left| q_{i,m}^H x_{ij} \right|^{\beta-2} r_{i,j,m} x_{ij}^H x_{ij}^H,
$$

$$
q_{im}' \leftarrow (Q_i B_{im}' )^{-1} e_m,
$$

$$
q_{im} \leftarrow q_{im} \left( \frac{2J}{\beta} \sum_j \left| q_{i,m}^H x_{ij} \right|^{\beta} r_{i,j,m} \right)^{\frac{1}{\beta}},
$$

where $\tilde{\chi}_{i,j,m}$ is defined in (17), and $B_{im}'$ is equal to $B_{im}$ up to scale. From (19)–(22) and (33)–(37), all of the parameters $t_{ik}, v_{kj}, z_{kn}$, and $q_{im}$ can be iteratively updated in the proposed sub-Gaussian MNMF.

**IV. EXPERIMENTS**

**A. Experimental Conditions**

We confirmed the efficacy of the proposed method by conducting music source separation experiments. We compared six methods: IVA [19], ILRMA [7], sub-Gaussian ILRMA [14], MNMF [10], FastMNMF [17], and the proposed sub-Gaussian MNMF. We used monaural dry music sources of four melody parts [21], [22]. Eight combinations of instruments with different melody parts were selected as shown in Table I. To simulate reverberant mixing, two-channel mixed signals were produced by convoluting the impulse response E2A ($T_{60} = 300$ ms) in the RWCP database [23]. Fig. 1 shows the recording conditions of E2A used in our experiments. In these mixtures, the input signal-to-noise ratio was 0 dB. The sampling frequency was 16 kHz and an STFT was performed using a 64 ms Hamming window with a 16 ms shift ($T_{60}$ was longer than the window length, i.e., the spatial covariance matrices were full rank). The total number of bases in the low-rank source model was $K = 20, 30, 40, 50$, and 60. The initializations of the source model parameters ($t_{ik}, v_{kj}, z_{kn}$) and the spatial covariance matrix $G_{im}$ were random values and the identity matrix, respectively. The initialization of $Q_i$ was the identity matrix. The shape parameter $\beta$ in sub-Gaussian ILRMA and the proposed sub-Gaussian MNMF was set to 4. The number of iterations in all methods was 6000. We used the source-to-distortion ratio (SDR) improvement [24] to evaluate the total separation performance.

**B. Experimental Results**

Fig. 2 shows the average SDR improvements over the source pairs and 10-trial initialization. Compared with IVA, ILRMA, and sub-Gaussian ILRMA, both conventional MNMF and FastMNMF as well as the proposed sub-Gaussian MNMF...
In separation experiments, we showed that the proposed method provides better SDR improvements. This is because the rank-1 spatial model (IVA, ILRMA, and sub-Gaussian ILRMA) does not hold in the case of strong reverberation. The conventional full-rank spatial models (MNMF and FastMNMF) achieve almost the same SDR improvements. On the other hand, the proposed sub-Gaussian MNMF markedly outperforms the conventional full-rank spatial model methods, regardless of the spatial arrangement. This suggests that the sub-Gaussian model is more appropriate than the conventional Gaussian model for simulating music signals, showing the effectiveness of the proposed sub-Gaussian MNMF.

V. CONCLUSION

In this paper, we proposed the model extension of MNMF to the multivariate complex sub-Gaussian distribution. We introduced the joint-diagonalizability constraint in spatial covariance matrices to derive update rules that guarantees a monotonic nonincrease in the cost function. From the source-separation experiments, we showed that the proposed method outperformed the conventional methods in terms of SDR improvement.
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