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ABSTRACT This work aims to implement the control system of a single-phase, multi-port AC-DC converter with high-frequency isolation based on the dual active bridge (DAB) topology associated with the three-state switching cell (3SSC) applied to a distributed generation system. The converter has one ac port and two dc ports, this being a multi-input, multi-output (MIMO) system in which there is a coupling between the input and output variables. The generalized predictive control (GPC) is chosen to regulate the dc-link voltages. GPC is a well-consolidated approach in the literature, which can deal with MIMO coupled systems while presenting friendly-tuning rules. The current loop employs a traditional proportional plus resonant (P+R) controller because it has a single-input, single output (SISO) characteristic, as advanced controllers are unnecessary. Experiments are performed on a 1-kW prototype to validate the performance of the developed controller and show its advantages compared with traditional control strategies.

INDEX TERMS Dual Active Bridge Converter, Generalized Predictive Control, Model Predictive control, Multi-port Converters, Predictive Control

I. INTRODUCTION

The use of renewable energy sources has been growing more and more in recent years, meeting the increasing demand for electricity with reduced environmental impact. There are several energy sources that can be interconnected to the system in the context of distributed generation and micro-grids. The most widely used renewable sources nowadays are wind turbines and photovoltaic modules and, owing to their intermittent nature, their combination with other energy sources and batteries is an interesting solution to increase the reliability of the continuous energy supply [1], [2]. Another trend in distributed generation is the use of electric vehicles (EVs) with bidirectional chargers which present grid-to-vehicle (G2V) and vehicle-to-grid (V2G) functions [3]. In such applications, the use of multi-port converters is necessary, thus allowing the interconnection and control of various energy sources simultaneously.

Aiming at greater flexibility, lower cost, and better use of a variety of renewable energy sources, in addition to the use of multi-port converters, such systems should present bidirectional power flow, and topologies with integrated power stages also become advantageous, especially in grid-connected applications, aiming at reduced losses and increased overall efficiency [4]. Unfortunately, these solutions often lead to higher complexity.

The dual active bridge (DAB) converter has interesting features for interconnecting distinct energy sources in high-power applications. It uses the leakage inductance of the transformer to control the active power flow between the isolated ports, thus allowing efficient energy processing with high-frequency isolation in a compact way [5], [6].

By presenting an integrated power stage, the actuators of multi-port converters are commanded aiming at controlling the voltages and currents in the ports simultaneously, involving a complex relationship among the control variables. In these converters, different control loops are usually designed for each output variable to deal with the different modes of operation and the cross-coupling between the control loops [2]. The k factor methodology proposed in [7] was used to tune the independent controllers in [8], [9], and...
Although this strategy provides satisfactory results, the simultaneous operation of the controllers causes interference between the loops, leading to unpredictable behavior during the design. Other strategies such as model predictive control (MPC) can improve the operation of these converters by presenting a fast dynamic response when compared with the classic techniques, thus enabling the control of multivariable processes directly. MPC is widely used in industrial applications owing to its ability to work with multivariable systems, even with strong interaction between the variables. The main feature of these controllers is the use of models for making future predictions on the behavior of controlled systems, aiming to perform the calculation of an optimal control law based on a particular performance criterion.

MPC defines the expected behavior of the current control loops over a given horizon, unlike most conventional controllers in which future implications of these actions are not taken into account, being only accounted for by the expected closed-loop dynamics.

Although MPC is not a new concept, its application in power electronics only became feasible with more recent advances on digital processors, which allow the operation at higher sampling frequencies and shorter data processing time. In the field of power electronics, predictive control was initially applied in [17], showing great potential for the control of power converters and electric machine drives. This technique could be extended to ac-ac, ac-dc, and dc-dc power conversion as in [19], [20], [11], [21], [22], [23], [15], [24], [25], and [26].

MPC algorithms have many elements in common and different options can be chosen for each solution, giving rise to distinct classes of algorithms. The common elements are the prediction model, the objective function, and the methodology to obtain the control law. According to [13], a very popular MPC approach in the literature and industry is the generalized predictive control (GPC), which was proposed in [28] and [29]. It often performs well when implemented in industrial applications, in addition to being quite robust.

This work presents a solution for controlling the dc-link voltages of a multi-port bidirectional ac-dc converter, using a multi-input, multi-output (MIMO) GPC controller based on a state-space approach. Additionally, the traditional GPC matrix scheme is adapted to reduce both the memory allocation and computational burden associated with the algorithm embedded in a digital signal processor (DSP). This aspect is quite important because power converters are fast systems.

The remainder of the work is organized as follows. Section-II presents a review of the GPC in the context of state space, a description of the parameters for adjusting the algorithm, and the adaptation performed in the control scheme for the practical implementation. Section-III addresses the structure of the multi-port ac-dc converter adopted for the design and implementation of the proposed control. Section-IV presents the experimental results, whereas Section-V discusses the main conclusions.

II. GPC IN STATE SPACE

The GPC state-space strategy was adopted for the multi-port converter under study because it is suitable for dealing with MIMO systems while presenting optimized solutions in terms of stability, robustness, among other specifications.

GPC aims to minimize the cost function of a defined stage over a prediction horizon, calculating a sequence of future control signals. The index to be optimized is the square of the difference between the expected output value and some predicted reference sequence over the horizon, summed to the squared variation of the control signals.

In a process with \( m \) inputs and \( n \) outputs, the dynamics of the \( i \)-th output \( y_i(t) \) can be represented using the model known as integrated controlled auto-regressive mobile average (CARIMA) as described by [1] [28].

\[
A_i(q^{-1})y_i(t) = B_{i,m}(q^{-1})\Delta u_m(t) + C_i(q^{-1})e_i(t)
\]

where \( q \) is the forward shift operator; \( u_i(t) \) is the \( j \)-th input of the system at the discrete time \( t \); \( e_i(t) \) is the uncorrelated noise with a zero-average value; \( \Delta \) is the differencing operator \( 1 - q^{-1}; A_i(q^{-1}), B_{ij}(q^{-1}), \) and \( C_i(q^{-1}) \) are polynomials in the form of delays given by

\[
A_i(q^{-1}) = 1 + a_{i,1}q^{-1} + \ldots + a_{i,n_a}q^{-n_a},
\]

\[
B_{ij}(q^{-1}) = b_{ij,0} + b_{ij,1}q^{-1} + \ldots + b_{ij,n_b}q^{-n_b},
\]

\[
C_i(q^{-1}) = 1 + c_{i,1}q^{-1} + \ldots + c_{i,n_c}q^{-n_c}.
\]

The CARIMA model of [1] can be written as a state-space representation for each output in an observable canonical form as in [3] [4] [32].

\[
x_i(t+1) = A_i x_i(t) + B_i \Delta u(t) + D_i e_i(t),
\]

\[
y_i(t) = H_i x_i(t) + e_i(t)
\]

where:

\[
\Delta u(t) = \begin{bmatrix} \Delta u_1(t) & \ldots & \Delta u_m(t) \end{bmatrix}^T,
\]

\[
A_i = \begin{bmatrix} -a_{i,1} & 1 & 0 & \cdots & 0 \\ -a_{i,2} & 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ -a_{i,p} & 0 & 0 & \cdots & 0 \end{bmatrix},
\]

\[
B_i = \begin{bmatrix} b_{i,1,1} & \cdots & b_{i,m,1} \\ b_{i,1,2} & \cdots & b_{i,m,2} \\ \vdots & \vdots & \vdots \\ b_{i,1,p} & \cdots & b_{i,m,p} \end{bmatrix},
\]

\[
H_i = \begin{bmatrix} 1 & 0 & 0 & \cdots & 0 \end{bmatrix},
\]

and \( p = \max(n_a, n_b, n_c) \), \( a_{i,j} = 0 \) for \( j > n_{a_i}, b_{i,k,j} = 0 \) for \( j > n_{b_i}, \) and \( c_{i,j} = 0 \) for \( j > n_{c_i} \).

The complete state-space representation of the process model for all outputs \( i \) from 1 to \( n \) is given by the formulation
of the CARIMA model for the GPC controller in the state space as follows [33]:

\[
x(t + 1) = Ax(t) + B\Delta u(t) + De(t);
\]

\[
y(t) = Hx(t) + e(t)
\]

where:

\[
y(t) = \begin{bmatrix} y_1(t) & y_2(t) & \cdots & y_n(t) \end{bmatrix}^T,
\]

\[
e(t) = \begin{bmatrix} e_1(t) & e_2(t) & \cdots & e_n(t) \end{bmatrix}^T,
\]

\[
A = diag(A_1, A_2, \ldots, A_n),
\]

\[
D = diag(D_1, D_2, \ldots, D_n),
\]

\[
H = diag(H_1, H_2, \ldots, H_n),
\]

\[
B = \begin{bmatrix} B_1 & B_2 & \cdots & B_n \end{bmatrix}^T.
\]

The predicted vector for the \( n \) outputs \( y(t + i|t) \) over the prediction horizon, \( i = 1, \ldots, N_2 \), for \( N_1 = 1 \) can be recursively computed using the state-space model of (6) [34]. Writing it in the matrix form leads to (7).

\[
Y = G\Delta U + f
\]

where

\[
Y = \begin{bmatrix} y(t + 1|t) & y(t + 2|t) & \cdots & y(t + N_2|t) \end{bmatrix}^T,
\]

\[
\Delta U = \begin{bmatrix} \Delta u(t) & \Delta u(t + 1) & \cdots & \Delta u(t + N_n - 1) \end{bmatrix}^T,
\]

\[
G = \begin{bmatrix} HB & 0 & \cdots & 0 \\
HAB & HB & \ddots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
HAN^{N_2 - 2}B & HAN^{N_2 - 1}B & \cdots & HB
\end{bmatrix}
\]

and

\[
f = Fx(t) + Ee(t),
\]

\[
F = \begin{bmatrix} HA \\
HA^2 \\
\vdots \\
HA^{N_2}
\end{bmatrix}
\]

and \( E = \begin{bmatrix} HD \\
HAD \\
\vdots \\
HA^{N_2 - 1}D
\end{bmatrix} \).

The design of the GPC for the MIMO system addressed in this work comprises a quadratic cost index, this being similar to the cost indexes reported in [35], [3] and defined as follows:

\[
J = \sum_{k=N_1}^{N_2} \frac{1}{Q_\delta} ||y(t + k|t) - w(t + k)||^2 + \sum_{k=0}^{N_n - 1} ||\Delta u(t + k|t)||^2_{Q_\lambda}
\]

where \( y(t + k|t) \) is an optimum \( k \) step ahead prediction of the system output on data up to time \( t \); \( N_1 \) and \( N_2 \) are the minimum and maximum prediction horizons, respectively; and \( w(t + k) \) is a future set-point or reference sequence for the output vector; \( Q_\delta \) and \( Q_\lambda \) are positive-definite weighting matrices.

The index (11) can assume the following matrix form:

\[
J = (Y - w)^T Q_\delta (Y - w) + \Delta U^T Q_\lambda \Delta U,
\]

where

\[
w = \begin{bmatrix} w(k + N_1) & \cdots & w(k + N_2) \end{bmatrix}^T,
\]

\[
Q_\delta = diag[Q_\delta_{N_1}, Q_\delta_{N_1 + 1}, \cdots, Q_\delta_{N_2}],
\]

\[
Q_\lambda = diag[Q_{\lambda_1}, Q_{\lambda_2}, \cdots, Q_{\lambda_{N_n}}].
\]

The difference in relation to the formulation for single-input, single-output (SISO) systems is precisely the introduction of the weighting matrices for the terms associated with the reference tracking error (\( Q_\delta \) matrix) and the control effort (\( Q_\lambda \) matrix). Besides, \( Q_\delta \) and \( Q_\lambda \) are diagonal matrices of dimensions \( (n \times N_n \times n) \) and \( (n \times N_n \times n) \), respectively, with \( N = N_2 - N_1 \). In this work, the following weighting matrices are adopted: \( Q_\delta = \delta I \) and \( Q_\lambda = \lambda I \), \( \delta \) being constant and unity, whereas \( \lambda \) is a constant used to perform adjustments.

Substituting (7) in (12) gives:

\[
J = (G\Delta U + f - w)^T (G\Delta U + f - w) + \lambda I \Delta U^T \Delta U,
\]

Manipulating (16), one can obtain:

\[
J = \Delta U^T (G^T G + \lambda I) \Delta U + 2(f - w)^T G \Delta U + (f - w)^T (f - w)
\]

Substituting the parameters defined in (18)-(20) in (17) gives (21):

\[
J = \frac{1}{2} \Delta U^T M \Delta U + b^T \Delta U + f_0
\]

It is well known that the gradient of a function of type \( x^T M x + b^T x + f_0 \) is

\[
\frac{\partial g}{\partial x} = (M + M^T)x + b.
\]

Thus, the gradient of \( J \) is obtained as in (23).

\[
\frac{\partial J}{\partial \Delta U} = (M + M^T) \Delta U + b = 0
\]

Since \( M \) is symmetrical, one can write:

\[
\Delta U = -M^{-1}b
\]

Substituting (19)-(20) in (24) gives:

\[
\Delta U = (G^T G + \lambda I)^{-1} G^T (w - f),
\]
where $I$ is the identity matrix of dimension $N = N_1 - N_2 + 1$.

The control signal sent to the process at the next instant then corresponds to the first $m$ terms of the vector $\Delta u$ obtained in (25):

$$\Delta u = K(w - f),$$

or

$$u(t) = u(t - 1) + K(w - f),$$

where $K$ contains the first $m$ rows of matrix $(G^TG + \lambda I)^{-1}G^T$.

Substituting (9) in (26) gives:

$$\Delta u(t) = K(w - Fx(t) - Ee(t)),$$

Expanding (28), one can obtain:

$$\Delta u(t) = K w - K F x(t) - K E e(t)$$

Considering that the future reference is constant, that is, $w = [r(t), r(t), \ldots, r(t)]^T$, one can write (29) as:

$$\Delta u(t) = K r(t) - K F x(t) - K E e(t),$$

where $K_r = \left[ \sum_{i=N_2}^{N_1} K_1(i) \ldots \sum_{i=N_2}^{N_1} K_n(i) \right]^T$, $K_e = K E$ and $K_f = K F$ being constant matrices of dimensions $m \times n$, $m \times n \cdot p$, and $m \times n$, respectively.

Based on (3), (4), and (30), the GPC state-space system can be represented by the block diagram shown in Fig. 1.

FIGURE 1. State-space GPC control scheme.

A. APPLICATION OF GPC IN STATE SPACE

In order to develop the GPC controller in practice using a microcontroller or a DSP, it is necessary obtain the equivalent state-space representation of the control loop. This approach reduces the number of arrays to be loaded into the microcontroller memory, thus minimizing the memory allocation and simplifying the operations to be performed, also decreasing the time required to perform calculations on each interruption.

Initially, let us substitute the value of $e(t)$ obtained in (6) in (5), resulting in (31):

$$x(t + 1) = Ax(t) + B\Delta u(t) + D(y(t) - Hx(t))$$

One can rewrite (31) as follows:

$$x(t + 1) = (A - DH)x(t) + B \left[ \begin{array}{c} \Delta u(t) \\ y(t) \end{array} \right]$$

One can also define the following matrices:

$$A_m = (A - DH)$$

$$B_m = [B \ D]$$

The controller feedback output is defined as $y_p$ according to (35):

$$y_p(t) = K F x(t) + K E (y(t) - Hx(t))$$

which can be rewritten in the matrix form:

$$y_p(t) = [K F - K E H] x(t) + [0 \ K E] \left[ \begin{array}{c} \Delta u(t) \\ y(t) \end{array} \right]$$

Thus, it is possible to define the following matrices:

$$C_m = [K F - K E H]$$

$$D_m = [0 \ K E]$$

Therefore, the state-space representation of the control loop can be given by (39) and (40):

$$x(t + 1) = A_m x(t) + B_m \left[ \begin{array}{c} \Delta u(t) \\ y(t) \end{array} \right]$$

$$y_p(t) = C_m x(t) + D_m \left[ \begin{array}{c} \Delta u(t) \\ y(t) \end{array} \right]$$

Fig. 2 shows the block diagram of the MIMO GPC control system corresponding to the state-space representation of the control loop. A saturator is responsible for limiting the control signals, preventing a very high current to flow through the semiconductors and avoiding damage. In addition, an anti-windup block prevents the saturation of control signals.

FIGURE 2. Adapted GPC state-space representation.

B. DESIGN PARAMETERS OF THE GPC CONTROLLER

According to (36), the performance of the GPC controller depends on the values of the horizon parameters, namely $N_1, N_2, N_e$, and $\lambda$ presented in (11). Such parameters determine the amount of information that must be added to the plant model in order to predict its future behavior. Thus, one must pay attention to the choice of these parameters, because little or much information can result in undesirable behavior in terms of instability and excessive oscillations.
The minimum prediction horizon ($N_l$) is normally equal to 1, but for processes with transport delay, it must be greater than or equal to the delay [28].

The maximum prediction horizon ($N_u$) is chosen to be longer than the plant rise time so that the whole dynamic behavior is incorporated into the representation [28]. For most stable open-loop processes, the closed-loop dynamics becomes faster with the decrease of this parameter. On the other hand, its increase implies an increase of the system robustness to the presence of non-modeled dynamics, but it also increases the computational burden [37].

The use of high control horizon values ($N_u$) increases the effectiveness of the control action, with a direct impact on the computational burden. For stable open-loop systems only, $N_u = 1$ often gives acceptable control performance. In practice, this value should be as low as possible to provide satisfactory results. A high value of $N_u$ is more suitable for complex systems in which good control performance is achieved when $N_u$ is at least equal to the number of unstable or poorly-damped poles [28].

The control weighting constant ($\lambda$) causes the magnitude of the control signal to be taken into account by the cost function to be minimized. With the increase of $\lambda$, there is less control effort and the smaller this parameter, the greater the magnitude of the control signal. It is worth mentioning that $\lambda$ must be greater than zero so as to improve the conditioning of the control matrix, thus allowing its inversion. In addition, it provides the system with increased robustness when subjected to modeling uncertainties [37] [38].

Besides the aforementioned parameters, when the coefficients of polynomial $C(q^{-1})$ are not estimated, they can be chosen as the design parameters of the controller. With regard to the estimation process, this polynomial can behave as a low-pass filter that reduces the effect of high-frequency dynamics on the estimator, increasing its robustness. With regard to the controller, polynomial $C(q^{-1})$ is used as an observer polynomial capable of improving the noise rejection of the closed-loop system, without significant changes in the regulation characteristic of the controller [39].

### III. MULTIPORT AC-DC CONVERTER

In a microgeneration system, a multi-port converter is quite important for integrating different energy sources and loads, as well as processing and controlling the energy flow between them. The multi-port single-phase ac-dc converter assessed in this work is shown in Fig. 3, and it was formerly presented in [40] and [41]. This topology is based on the three-phase topology described in [42]. It uses the interleaving technique and the three-state switching cell (3SSC) introduced in [43], which allow reducing the current stresses on the semiconductor and increasing the operating frequency of the filter elements. This converter was formerly suggested for EV applications comprising on-board battery chargers (OBCs). However, it can also be used in distributed generation for integrating two dc sources and one ac source.

As illustrated in Fig. 3, port 1 presents an ac connection with the power grid, whereas ports 2 and 3 are dc links. According to the configuration reported in [40], port 1 is connected to the ac grid. Port 3 is used to connect a dc source and a dc load, whereas port 2 is controlled to keep the reactive power flow through the transformers as low as possible.

#### FIGURE 3. Multi-port bidirectional ac-dc converter proposed in [40].

The converter is composed of four H Bridges identified by $a$, $b$, $c$, and $d$. Owing to the bidirectional power flow characteristic, the bridges can operate in rectifier or inverter mode.

In the primary side, the sinusoidal pulse width modulation (SPWM) technique is used as associated with triangular carriers. Adopting bridge $a$ as a reference, its respective modulation signal $m_a$ is at 0°, whereas the signal of bridge $b$ ($m_b$) is shifted by 180°, so that the relationship between them is given by (41). Thus, one can obtain the duty cycle $D$ applied to the upper-side switches. The carrier associated with legs $a1$ and $a2$ are at 0° and 180°, respectively, whereas those associated with legs $b1$ and $b2$ are at 90° and 270°, respectively. The secondary side is formed by H bridges $c$ and $d$, considering that their modulation and carriers signals are similar to those of bridges $a$ and $b$, respectively. The switches that belong to a same leg in the primary and secondary sides are driven in a complementary way.

\[
m_b = 1 - m_a
\]
The 14 different switching combinations are shown in Table I as well as the respective voltages on the primary and secondary sides. Fig. 4 shows the equivalent circuit of the primary side for each switching combination. The analysis of Table I evidences that, during one grid cycle, the duty cycle of the 16 switches varies between 0 and 100%, resulting in three-level voltage waveforms \(V_a\) and \(V_b\) on the primary side (0, \(V_{\text{pri}}\), and \(-V_{\text{pri}}/2\)), three-level voltage waveforms \(V_c\) and \(V_d\) on the secondary side (0, \(V_{\text{sec}}\), and \(-V_{\text{sec}}/2\)), and five-level voltage waveforms between the bridges of the primary side (\(V_{xy}\)).

TABLE 1. Voltages on the H bridge configuration. Adapted from [40].

| Switch Stage | Voltages |
|--------------|----------|
| \(S_{a1}\) \(S_{o1}\) \(S_{d1}\) \(S_{d3}\) | \(V_{a}, V_{c}, V_{b}, V_{d}, V_{xy}\) |
| 1 1 0 0     | 0 0 0 0 0  | \(V_{\text{pri}}, V_{\text{sec}}\) |
| 1 1 1 0     | 0 0 0 0 0  | \(V_{\text{pri}}, V_{\text{sec}}\) |
| 0 1 0 0     | \(-V_{\text{pri}}, -V_{\text{sec}}\) | 0 | \(V_{\text{pri}}/2\) |
| 1 0 1 0     | \(-V_{\text{pri}}, -V_{\text{sec}}\) | 0 | \(V_{\text{pri}}/2\) |
| 0 0 1 1     | \(V_{\text{pri}}, V_{\text{sec}}\) | 0 | \(V_{\text{pri}}/2\) |
| 0 1 1 1     | \(-V_{\text{pri}}, -V_{\text{sec}}\) | 0 | \(-V_{\text{pri}}/2\) |
| 0 0 1 1     | \(V_{\text{pri}}, V_{\text{sec}}\) | 0 | \(-V_{\text{pri}}/2\) |
| 0 1 1 1     | \(-V_{\text{pri}}, -V_{\text{sec}}\) | 0 | \(-V_{\text{pri}}/2\) |

Fig. 5 illustrates the main operating waveforms of the converter for a duty ratio less than 25% during two switching periods. Initially, the triangular carriers for all upper-side switches are presented along with the instantaneous values of the modulators and the resulting logical states for each switch. The resulting voltages on the primary (\(V_a\) and \(V_b\)) and secondary (\(V_c\) and \(V_d\)) sides of the transformers are represented as well, in addition to the resulting multilevel voltage across the ac link (\(V_{xy}\)). Considering the adopted condition in which \(m_a\) is less than 25%, it is observed that the value of \(V_{xy}\) varies between \(-V_{\text{pri}}\) and \(-V_{\text{pri}}/2\). The remaining voltage levels of \(V_{xy}\) for different values of \(m_a\) are summarized in Table 2.

TABLE 2. Modulation regions.

| Modulation value | Multilevel voltage value |
|------------------|--------------------------|
| \(0 < m(t) < 0.25\) | \(V_{xy} = -V_{\text{pri}}\) or \(V_{xy} = -V_{\text{pri}}/2\) |
| \(0.25 < m(t) < 0.5\) | \(V_{xy} = -V_{\text{pri}}/2\) or \(V_{xy} = 0\) |
| \(0.5 < m(t) < 0.75\) | \(V_{xy} = 0\) or \(V_{xy} = V_{\text{pri}}/2\) |
| \(0.75 < m(t) < 1\) | \(V_{xy} = V_{\text{pri}}/2\) or \(V_{xy} = V_{\text{pri}}\) |

The H bridges of the secondary side are coupled to those of the primary side through high-frequency transformers T1 and T2. As a result, there are two interleaved dc-dc topologies operating as DAB converters [5], whereas the pulse width of the transformer voltages varies over the grid cycle. Power transfer occurs using the same principle of the DAB converter, where a phase-shift angle \(\phi\) is applied to the secondary-side voltages to define the direction and the magnitude of the power flow [44]. It is worth mentioning that T1a and T1b are autotransformers with unity turns ratio, corresponding to two 3SSCs.
A. CONTROLLER SYNTHESIS

The adopted control strategy is shown in Fig. 6. The synchronism with the ac grid is achieved using a phase-locked loop (PLL) technique to detect the grid phase angle, whereas the circuit is based on q-PLL [45]. It is possible to control the ac current ($i_{in}$) using a controller represented by block C1, which provides the modulation signals ($m_a/m_c$ and $m_b/m_d$). One can control the dc-link voltages with the proposed GPC controller, which provides the peak ac current reference to regulate the voltage on the primary side and the phase-shift angle $\phi$ to control the voltage on the secondary side. The modulation signals of the secondary side are the same as those of the primary side. The phase shift angle $\phi$ is associated with the phase angle of the carriers. Therefore, the resulting switching pattern is similar to that of the primary side, but with a phase shift that allows controlling the power flow.

To validate the adopted strategy, an experimental prototype rated at 1 kW was used, whose specifications are shown in Table 3.

| Parameter         | Value       |
|-------------------|-------------|
| RMS voltage grid ($V_g$) | 220 V       |
| Grid frequency ($f_g$)   | 60 Hz       |
| Rated power ($P_o$)    | 1000 W      |
| Voltage across port 2 ($V_{pri}$) | 400 V |
| Voltage across port 3 ($V_{sec}$) | 229 V |
| Switching frequency ($f_s$) | 50 kHz |
| Transformer turns ratio (T1 and T2) | 0.5714 |
| Input inductor ($L_{in}$) | 0.5 mH |

1) Current control loop design:

According to Fig. 7, the ac current controller employs the output value of the GPC controller as a reference signal, this being multiplied by a sinusoidal signal whose phase angle is defined by the PLL. In this way, the peak value and shape of the resulting current can be controlled through the duty cycle of the switches. Its transfer function can be approximated to the same equation of the classical boost converter, which is given by:

$$G_i = \frac{d_i(s)}{dD(s)} = \frac{V_{pri}}{sL_{in} + r_{Lin}}.$$  (42)

Similarly to [40], a proportional plus resonant (P+R) controller was used because the input current is sinusoidal [46]. The poles are allocated at 0.9998 ± 0.0038i, whereas the zeros are allocated at 0.9670 ± 0.0326i, resulting in a gain margin of -15.57 dB, phase margin of 65.57º, and unity-gain crossover frequency of 3.27 kHz. The resulting transfer function of the controller is given by:

$$C_1(z) = \frac{0.026453(z^2 - 1.934z + 0.9362)}{z^2 - 2z + 0.9995}.$$  (43)

2) Design of the MIMO GPC controller:

To design the MIMO GPC controller, it is initially necessary to define the inputs and outputs of the plant. In this case, the inputs are the reference ac current ($i_{in-ref}$) and the phase-shift angle ($\phi$). The outputs correspond to the primary-side...
dc-link voltage ($V_{pri}$) and the secondary-side dc-link voltage ($V_{sec}$).

As a design requirement for the GPC, it is necessary to obtain the plant model. For this purpose, a simulation of the open-loop plant was performed using PSIM software. The current controller designed in the previous section is incorporated into the plant, but there is no voltage controller because the system operates in open-loop condition.

From the data obtained in this simulation, a script was implemented in Matlab software to obtain the plant model. Comparative plots between the simulated signals and the ones obtained from the model associated with the optimization algorithm are shown in Fig. 8.

The plant model can be characterized by (44):

$$
\begin{bmatrix}
y_1(t) \\
y_2(t)
\end{bmatrix} =
\begin{bmatrix}
G_{11}(s) & G_{12}(s) \\
G_{21}(s) & G_{22}(s)
\end{bmatrix}
\begin{bmatrix}
u_1(t) \\
u_2(t)
\end{bmatrix}
$$  \hspace{1cm} (44)

where $y_1(t)$ and $y_2(t)$ correspond to the output voltages of the primary and secondary sides, respectively; $u_1(t)$ and $u_2(t)$ represent the reference ac current ($I_{in-ref}$) and the phase-shift angle ($\phi$), respectively.

The model obtained from the script is presented in (45). First-order transfer functions have been derived to reduce the memory allocation in the DSP.

$$
\begin{bmatrix}
y_1(t) \\
y_2(t)
\end{bmatrix} =
\begin{bmatrix}
\frac{17.81}{0.0289s + 1} & \frac{-8.862}{3.171} \\
\frac{0.145s + 1}{0.0055s + 1} & \frac{0.006409s + 1}{0.03171}
\end{bmatrix}
\begin{bmatrix}
u_1(t) \\
u_2(t)
\end{bmatrix}
$$  \hspace{1cm} (45)

The next step consists in obtaining the equivalent digital model using the zero-order hold (ZOH) technique with a sampling rate of 5 kHz.

$$
\begin{bmatrix}
y_1(t) \\
y_2(t)
\end{bmatrix} =
\begin{bmatrix}
-0.1225 & -0.02736 \\
z - 0.9933 & z - 0.9969
\end{bmatrix}
\begin{bmatrix}
u_1(t) \\
u_2(t)
\end{bmatrix}
$$  \hspace{1cm} (46)

For the implementation of the controller in the DSP, matrices equivalent to the state-space model of the GPC controller were calculated according to (33), (34), (37), and (38).

3) Robustness analysis of the GPC MIMO controller

The GPC MIMO controller must be designed to keep the closed-loop system stable while ensuring a desired degree of robustness against uncertainty. In SISO systems, this aspect can be properly quantified by means of the gain and phase margins, for instance. As for MIMO systems, this approach is not suitable. Therefore, it is necessary to use the singular value analysis to quantify the robustness of MIMO systems. From well-defined concepts of additive uncertainty and singular value analysis, one can assess the robustness of the controller.

To analyze the robustness of a closed-loop system, let us employ the definition of additive uncertainty given by:

$$
P(z) = P_n(z) + \Delta P(z)
$$  \hspace{1cm} (47)

where $P(z)$ should include the modeling errors of the voltage gains, time constants, and delays; $P_n(z)$ denotes the nominal model of the plant; and $\Delta P(z) = W_1(z)\Delta(z)W_2(z)$, $||\Delta(z)||_\infty < 1$. For simplicity, as suggested in (33), the parameters for the robust stability condition can be defined as $W_1(z) = 1$ and $W_2(z) = P(z) - P_n(z)$. The term $\Delta P(z)$ is used to describe the structured uncertainty in an additive format.

The controller structure in Fig. 1 can be represented in the M-\(\Delta\) form as in Fig. 9, where M is defined according to (48).

$$
M(z) = W_1(z)M_0W_2(z),
$$  \hspace{1cm} (48)

where

$$
M_0(z) = [I - K_1H(zI - A)^{-1}B]^{-1}K_1,
$$  \hspace{1cm} (49)

and

$$
K_1 = -(K_f - K)eH[zI - A - B(K_f - K_eH) + DH]^{-1} \quad (D - BK_e) - K_e.
$$  \hspace{1cm} (50)

Then, robust closed-loop stability is given by the condition:

$$
\sigma(\Delta(z)) < \frac{1}{\sigma(M(z))}, \forall w \in [0, \pi/T_s]
$$  \hspace{1cm} (51)

where $\sigma(\cdot)$ is the maximum singular value function.

The robust stability analysis for the GPC controller designed in section III-A2 is shown in Fig. 10. It can be seen that robust stability is guaranteed because the robustness margin (10%) is not exceeded.
IV. EXPERIMENTAL RESULTS

The experimental prototype used in the tests is shown in Fig. 11, which was developed based on the parameters presented in Table 2, which are the same used in [41].

The main elements that compose the power circuit are: four silicon carbide (SiC) three-phase transistor modules (Cree - CCS0220M12CM2 1200V 20A); four isolated drivers (Cree - CGD15FB45P); two power transformers; two autotransformers corresponding to the 3SSC; two power inductors; and one filter inductor connected to the ac port. The converter control was implemented using a development board based on a dual-core microcontroller model TMS320F28379D by Texas Instruments.

For all performed tests, the GPC algorithm was configured with a sampling rate of 5 kHz considering the following parameters: $N_1 = 1$, $N_2 = 20$, $N_u = 10$, and $\lambda = 50$.

The first experimental test was carried out to verify the operation of the converter in rectifier mode at the rated load. The experimental waveforms of $v_g$, $V_{pri}$, $V_{sec}$, and $i_{in}$ are shown in Fig. 12. Using oscilloscope model MSOS5034 by Tektronix, it was possible to measure some power quality indices. The harmonic components of $i_{in}$ and the comparison with the limits defined by the IEC 61000-3-2 standard are shown in Fig. 13a. Fig. 13b presents the quantities measured with the oscilloscope, where the current THD is 4.41% and the $PF$ is 0.9965. Under these conditions, the overall efficiency is 92.5%. Fig. 14 presents the efficiency curve obtained experimentally.

Then, comparative tests involving the dynamic response of the converter submitted to a positive load step applied in the secondary-side dc port were performed considering the proposed approach based on GPC and using decentralized controllers as in [41]. The latter work adopts a type-2 PI controller with a unity-gain crossover frequency of 36 Hz and phase margin of 60º for the primary-side dc-link voltage ($V_{pri}$), as well as a conventional PI controller for the secondary-side dc-link voltage ($V_{sec}$). Initially, the converter operates at 50% of the rated power, as a sudden increase to 100% of the rated power occurs. Considering the test using the GPC controller, Fig. 15a shows the load current, as well as the control signals of the primary-side and secondary-side dc links. Fig. 15b presents the waveforms of $v_g$, $V_{pri}$, $V_{sec}$, and $i_{in}$. The ac current has a fast response to the load step without significant distortions in its sinusoidal shape. With regard to the dc-link voltages, there are no significant changes in the average voltage on the primary-side, with an undershoot of 10% in the secondary side associated with a settling time of about 40 ms. Figs. 16a and 16b present the same signals, but using a conventional control approach. In the latter case, an
undershoot of 5% and 10% occurs in the primary-side and secondary-side dc-link voltages, respectively, resulting in a settling time of about 80 ms in either case.

The following tests were carried out for the case of an inversion of the power flow direction. Initially, the converter operates in inverter mode supplying 60% of the rated power to the grid. Suddenly, it starts operating in rectifier mode at 100% of the rated power. Considering the test with the proposed GPC controller, Fig. 17a shows the current through the dc source connected to the secondary-side dc link, as well as the control signals of the primary-side and secondary-side dc links. Fig. 17b represents the resulting waveforms of $v_g$, $V_{pri}$, $V_{sec}$, and $i_{in}$. The ac current presents a fast response to the change in the power flow direction without significant distortion in its shape. There is an undershoot of 5% and 17% in the primary-side and secondary-side dc-link voltages, respectively, with a settling time of about 60 ms in either case. Figs. 18a and 18b present the same signals, but using a conventional control technique. The resulting undershoot is 10% and 28% for the primary-side and secondary-side dc-link voltages, respectively, with a settling time of about 120 ms in either case.

Based on the analysis of Figs. 15-18, a comprehensive comparison between the proposed MIMO GPC con-
and the traditional decentralized control scheme based on linear controllers associated with the dc-link voltage loops is presented. Table 4 summarizes the maximum changes in the dc-link voltages ($\Delta V_{prl}, \Delta V_{sec}$) and the settling times ($T_s$). It is observed that the settling time is always shorter when the GPC-based solution is used. The dc-link voltages vary only slightly when using the proposed controller unlike the solution based on conventional controllers.

### TABLE 4. Performance Comparison Between Two Control Schemes.

| Control scheme | MIMO GPC | Type-2 PI+PI |
|---------------|---------|-------------|
| Positive load step | $\Delta V_{prl}, T_s$ | 0%, 0 ms | 5%, 80 ms |
| Power flow inversion | $\Delta V_{prl}, T_s$ | 8%, 40 ms | 10%, 80 ms |
| $\Delta V_{sec}, T_s$ | 5%, 60 ms | 10%, 120 ms |
| $\Delta V_{sec}, T_s$ | 17%, 60 ms | 28%, 120 ms |

### V. CONCLUSION

This work has presented the development of a state-space GPC controller for regulating the output voltages of a multiport ac-dc converter based on two DAB converters. A change was made to the former state-space GPC topology to decrease the number of arrays, which resulted in lower memory consumption and lower computational burden. It has been demonstrated experimentally that this predictive-control-based solution presents satisfactory results in both steady-state and dynamic conditions. Comparing the proposed controller with a conventional decentralized control solution in steady state, it is reasonable to state that the results are nearly the same. The THD of the ac current through the port connected to the power grid was 4.41%, resulting in a PF of 99.65% and strict compliance with the limits imposed by IEC 61000-3-2 standard. The measured efficiency of the converter was about 92.5%. Regarding the dynamic response of the converter, the MIMO GPC controller proves to be faster than the conventional decentralized solution based on linear controllers.
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