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Abstract

We will study the least square estimator \( \hat{\theta}_{T,S} \) for the drift parameter \( \theta \) of the fractional Ornstein-Uhlenbeck sheet which is defined as the solution of the Langevin equation

\[
X_{t,s} = -\theta \int_0^t \int_0^s X_{v,u}dvdu + B_{t,s}^{\alpha,\beta}, \quad (t,s) \in [0,T] \times [0,S].
\]

driven by the fractional Brownian sheet \( B_{t,s}^{\alpha,\beta} \) with Hurst parameters \( \alpha, \beta \) in \((\frac{1}{4}, \frac{1}{2})\). Using the properties of multiple Wiener-Itô integrals we prove that the estimator is strongly consistent for the parameter \( \theta \). In contrast to the one-dimensional case, the estimator \( \hat{\theta}_{T,S} \) is not asymptotically normal.
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1 Introduction

We consider the two-parameter fractional Ornstein-Uhlenbeck process defined as the solution of the stochastic equation
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Here $B^{α,β}$ denotes a fractional Brownian sheet with Hurst parameters $α, β ∈ (\frac{1}{2}, 1)$. We also suppose that $X_{0,0} = X_{t,0} = X_{0,s} = 0$ for every $t, s$. Our goal is to estimate the unknown parameter $θ$ from the continuous time observation of the solution $(X_{t,s})_{(t,s)∈[0,T]×[0,S]}$.

The development of the stochastic analysis for fractional Brownian motion (fBm) naturally led to the study of the statistical inference for stochastic equations driven by this process. There already exists an important literature related to these aspects. We refer, among others to [3], [4], [9], [13], [22]. Statistical analysis of the stochastic differential equations (SDE) driven by the fractional Brownian sheet has been less considered. We refer to the paper [18] for the study of the maximum likelihood estimator for a SDE with additive fractional Brownian sheet noise (see also [6] or [1] for the case when the noise is a standard Brownian sheet).

In this paper we propose a least square estimator for the unknown parameter $θ$ following the approach in [9]. This estimator is obtained by formally minimizing with respect to $θ$ the expression

$$\int_{0}^{T} \int_{0}^{S} \left| \frac{∂^2}{∂t∂s} X_{t,s} + θ X_{t,s} \right|^2 dsdt.$$

We obtain the following estimator

$$\hat{θ}_{T,S} = - \frac{\int_{0}^{T} \int_{0}^{S} X_{t,s} dX_{t,s}}{\int_{0}^{T} \int_{0}^{S} X_{t,s}^2 dt ds}. \tag{2}$$

The integral with respect to $dX_{t,s}$ is understood as the sum of the standard Lebesgue integral $-θ \int_{0}^{T} \int_{0}^{S} dtds X_{t,s}^2$ and of the stochastic integral $\int_{0}^{T} \int_{0}^{S} X_{t,s} dB_{t,s}^{α,β}$ which is a divergence type integral with respect to the fractional Brownian sheet $B^{α,β}$ (it will be defined in Section 2, we also refer to [10], [11], [12], [20], [21] for the stochastic integration with respect to $B^{α,β}$).

Using (1) and (2) we can write

$$\hat{θ}_{T,S} - θ = - \frac{\int_{0}^{T} \int_{0}^{S} X_{t,s} dB_{t,s}^{α,β}}{\int_{0}^{T} \int_{0}^{S} X_{t,s}^2 dt ds}. \tag{3}$$

We will study the asymptotic behavior of the least square estimator $\hat{θ}_{T,S}$ as $T, S → ∞$. Our tools are the multiple stochastic integrals and the Malliavin calculus. Actually, the nominator and the denominator of the right hand side of (3) can be expressed as multiple integrals of order 2 with respect to the fractional Brownian sheet and from this we will obtain concrete estimates for their moments. We will prove that the estimator (2) is a strongly consistent estimator in the sense that it converges almost surely to the true value of the parameter $θ$. This result is similar to the one-dimensional case (see [9]), however the approach presented in [9] is not possible to be followed for the two-parameter case, instead
we use among other tools, the hypercontractivity of multiples integrals. By contrary, in the two-parameter case, the least square estimator does not preserve the asymptotic normality as in the one-parameter case. This will be noticed at the end of our work by using criteria for the asymptotic normality of sequences of multiple integrals in terms of Malliavin calculus.

Our paper is structured as follows. Section 2 contains some preliminaries on multiple integrals and fractional Brownian sheet. In Section 3 we discuss the relation between the solution to (1) and the Bessel function of order 0. Section 4 contains the proof of the consistency of the least square estimator while Section 5 is devoted to a discussion about the asymptotic normality of the estimator.

2 Preliminaries

Let us introduce the elements from stochastic analysis that we will need in the paper. Consider $\mathcal{H}$ a real separable Hilbert space and $(B(\varphi), \varphi \in \mathcal{H})$ an isonormal Gaussian process on a probability space $(\Omega, \mathcal{A}, P)$, that is, a centered Gaussian family of random variables such that $\mathbb{E}(B(\varphi)B(\psi)) = \langle \varphi, \psi \rangle_{\mathcal{H}}$. Denote by $I_n$ the multiple stochastic integral with respect to $B$ (see [16]). This $I_n$ is actually an isometry between the Hilbert space $\mathcal{H} \otimes^n$ (symmetric tensor product) equipped with the scaled norm $\sqrt{n!} \cdot \| \cdot \|_{\mathcal{H} \otimes^n}$ and the Wiener chaos of order $n$ which is defined as the closed linear span of the random variables $H_n(B(\varphi))$ where $\varphi \in \mathcal{H}, \| \varphi \|_\mathcal{H} = 1$ and $H_n$ is the Hermite polynomial of degree $n \geq 1$

$$H_n(x) = \frac{(-1)^n}{n!} \exp\left(\frac{x^2}{2}\right) \frac{d^n}{dx^n} \left(\exp\left(-\frac{x^2}{2}\right)\right), \quad x \in \mathbb{R}.$$ 

The isometry of multiple integrals can be written as: for $m, n$ positive integers,

$$\mathbb{E}(I_n(f)I_m(g)) = n! \langle f, g \rangle_{\mathcal{H} \otimes^n} \quad \text{if } m = n,$$

$$\mathbb{E}(I_n(f)I_m(g)) = 0 \quad \text{if } m \neq n. \quad (4)$$

It also holds that

$$I_n(f) = I_n(\tilde{f})$$

where $\tilde{f}$ denotes the symmetrization of $f$ defined by

$$\tilde{f}(x_1, \ldots, x_n) = \frac{1}{n!} \sum_{\sigma \in S_n} f(x_{\sigma(1)}, \ldots, x_{\sigma(n)}).$$

The Malliavin derivative acts on multiple integrals $F = I_n(f)$ in the following way: for every $s$

$$D_s I_n = nI_{n-1}(f(\cdot, s))$$

where "\cdot" above denotes $n-1$ variables. We recall the following hypercontractivity property for the $L^p$ norm of a multiple stochastic integral (see [14, Theorem 4.1])

$$\mathbb{E}|I_m(f)|^{2m} \leq c_m (\mathbb{E}I_m(f)^2)^m \quad (5)$$
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where \( c_m \) is an explicit positive constant and \( f \in \mathcal{H}^c \).

In this work we use Malliavin calculus and multiple integrals with respect to the fractional Brownian sheet (fBs). Let us define this process and its associated Hilbert space. The fBs with Hurst parameters \( \alpha, \beta \in (0, 1) \), \((B_{t,s}^{\alpha,\beta}, t, s \in [0, T] \times [0, S]) \) is a zero mean Gaussian process with covariance

\[
\mathbb{E}\left(B_{t,s}^{\alpha,\beta}, B_{u,v}^{\alpha,\beta}\right) = \mathcal{R}^\alpha(t, u)\mathcal{R}^\beta(s, v)
\]

\[
:= \frac{1}{2} \left( t^{2\alpha} + u^{2\alpha} - |t - u|^{2\alpha} \right) \frac{1}{2} \left( s^{2\beta} + v^{2\beta} - |s - v|^{2\beta} \right)
\]

given for all \( t, u \in [0, T]^2 \) and \( s, v \in [0, S]^2 \).

We assume that \( B_{t,s}^{\alpha,\beta} \) is defined on a complete probability space \((\Omega, \mathcal{A}, \mathbb{P})\) such that \( \mathcal{A} \) is generated by \( B_{t,s}^{\alpha,\beta} \). Fix a time interval \([0, T] \times [0, S]\), denote by \( \xi \) the set of real valued step functions on \([0, T] \times [0, S]\) and let \( \mathcal{H}_{t,s}^{\alpha,\beta} \) be the Hilbert space defined as the closure of \( \xi \) with respect to the scalar product

\[
\langle f, g \rangle_{\mathcal{H}_{t,s}^{\alpha,\beta}} = R^\alpha(t, u)R^\beta(s, v)
\]

where \( R^\alpha(t, u)R^\beta(s, v) \) is the covariance function of the fBs, given in (6). The mapping \( 1_{[0,T] \times [0,S]} \mapsto B_{t,s}^{\alpha,\beta} \) can be extended to a linear isometry between \( \mathcal{H}_{t,s}^{\alpha,\beta} \) and the Gaussian space \( \mathcal{H}_{1}^{\alpha,\beta} \) spanned by \( B_{t,s}^{\alpha,\beta} \) which is a closed subspace of \( L^2(\Omega, \mathcal{A}, \mathbb{P}) \). We denote this isometry by \( \varphi \mapsto B_{t,s}^{\alpha,\beta}(\varphi) \). Fix \( \alpha, \beta > \frac{1}{2} \), in this case we have that for every \( f, g \in \mathcal{H}_{t,s}^{\alpha,\beta} \) the scalar product has the form

\[
\langle f, g \rangle_{\mathcal{H}_{t,s}^{\alpha,\beta}} = c(\alpha)c(\beta) \int_0^T \int_0^S \int_0^T \int_0^S f(a, b)g(m, n)|a - m|^{2\alpha - 2}|b - n|^{2\beta - 2}dadbdmn
\]

and \( c(\alpha) = \alpha(2\alpha - 1) \).

### 3 About the solution

The equation (1) has been studied in several papers (see [8], [15]). It has been showed that for \( \theta > 0 \) and \( \alpha, \beta > \frac{1}{2} \) equation (1) admits an unique strong solution which can be expressed as

\[
X_{t,s} = \int_0^T \int_0^S f(t, s, t_0, s_0)dB_{t_0,s_0}^{\alpha,\beta}
\]

where

\[
f(t, s, t_0, s_0) = 1_{[0,T]}(t_0)1_{[0,S]}(s_0)\sum_{n \geq 0} (-1)^n \frac{\theta^n (t - t_0)^n(s - s_0)^n}{(n!)^2}.
\]
actually) with respect to the Gaussian process $B^{\alpha, \beta}$. We mention that the solution to (1) behaves differently as its one-dimensional counterpart which is fractional Ornstein-Uhlenbeck process introduced in [5], this will make our analysis quite different from [9]. For example, we note that the solution of some stochastic differential equations driven by the Brownian sheet or fractional Brownian sheet, which are positive in the one-parameter case, can take negative values with strictly positive probability (see [15] or [16]).

A key element of our analysis is the fact that the solution $X_t$ (more precisely the kernel $f$ of the solution) can be expressed is terms of the Bessel function of the first kind. Let us consider the Bessel function of order 0 given, for every $x \in \mathbb{R}$, by

$$J_0(x) = \sum_{n \geq 0} \frac{(-1)^n}{n!} \left( \frac{x}{2} \right)^{2n}$$

This Bessel function admits the integral representation, for every $x \in \mathbb{R}$

$$J_0(x) = \frac{1}{\pi} \int_0^\pi \cos (x \sin \rho) \, d\rho.$$ 

The kernel $f$ in (9) of the solution $(X_{t,s})_{t,s \in [0,T] \times [0,S]}$ can be expressed as

$$f(t, s, u, v) = 1_{[0,T]}(u)1_{[0,S]}(v) J_0 \left( 2\sqrt{\theta (t-u)(s-v)} \right) = 1_{[0,T]}(u)1_{[0,S]}(v) \frac{1}{\pi} \int_0^\pi \cos \left( 2\sqrt{\theta (t-u)(s-v)} \sin \rho \right) \, d\rho.$$ 

Let us also recall the following property of the Bessel function (see e.g. [2]) which will play an important role for our estimates: for $x$ large enough

$$J_0(x) \sim \sqrt{\frac{2}{\pi x}} \cos \left( x - \frac{\pi}{4} \right)$$ 

(the symbol $\sim$ means that the two sides have the same limit as $x \to \infty$).

4 Asymptotic behavior of the least square estimator

In this section we study the asymptotic behavior of the estimator $\hat{\theta}_{T,S}$ defined in (2). More precisely, we will show that this estimator is strongly consistent for the parameter $\theta$, that is, $\hat{\theta}_{T,S}$ converges to $\theta$ almost surely as $T, S \to \infty$. To this end we will analyze separately the nominator and the denominator appearing in the right hand side of the expression (3). Let us start with the study of the nominator. It can be written as the double stochastic integral

$$\int_0^T \int_0^S X_{t,s}dB_{t,s}^{\alpha, \beta} := F_{T,S} := I_2(f(u,v,t,s))$$

where the kernel $f$ is given by (9) and the integral $I_2$ acts with respect to the variables $(u, v), (t, s)$.

We will estimate first the $L^2$ norm of $F_{T,S}$. We have the following result.
Moreover for \( T, S \)

\[
\begin{align*}
E \left( T^{-2\alpha + \frac{1}{4} - \varepsilon} S^{-2\beta + \frac{1}{4} - \varepsilon} \int_0^T \int_0^S X_{t,s} dB_{t,s}^{\alpha,\beta} \right)^2 &\rightarrow 0 \text{ when } T, S \rightarrow \infty. \tag{13}
\end{align*}
\]

Moreover for \( T, S \) large enough we have

\[
E \left( T^{-2\alpha + \frac{1}{4} - \varepsilon} S^{-2\beta + \frac{1}{4} - \varepsilon} \int_0^T \int_0^S X_{t,s} dB_{t,s}^{\alpha,\beta} \right)^2 < C
\]

where \( C \) is a strictly positive constant not depending on \( T, S \).

**Proof:** We calculate the \( L^2 \) norm of the random variable \( I_2 (f(u,v,t,s)) \). By the isometry property of multiple integrals (4) and since \( \|f\|_{(H^{\alpha,\beta})^{\otimes 2}} \leq \|f\|_{(H^{\alpha,\beta})^{\otimes 2}} \) this norm can be handles as follows

\[
\begin{align*}
I_{T,S} &\leq \int_{[0,T]^4} dt dt_0 du du_0 \int_{[0,S]^4} ds ds_0 dv dv_0 \\
&\quad \times f(t,s,u,v)f(t_0,s_0,u_0,v_0)||u - u_0||^{2\alpha-2} ||v - v_0||^{2\beta-2} \left| t - t_0 \right|^{2\alpha-2} \left| s - s_0 \right|^{2\beta-2} \\
&= \int_{0}^{T} dt \int_{0}^{t} dt_0 \int_{0}^{S} du \int_{0}^{u} du_0 \int_{0}^{S} dv \int_{0}^{v} dv_0 \\
&\quad \times J_0 \left( 2\sqrt{\theta(t-u)(s-v)} \right) J_0 \left( 2\sqrt{\theta(t_0-u_0)(s_0-v_0)} \right) \\
&\quad \times \left| t - t_0 \right|^{2\alpha-2} \left| u - u_0 \right|^{2\alpha-2} \left| s - s_0 \right|^{2\beta-2} \left| v - v_0 \right|^{2\beta-2} \\
\end{align*}
\]

By making the change of variables \( \tilde{t} = \frac{t}{T}, \tilde{u} = \frac{u}{S} \) and similarly for the other variables, we obtain

\[
\begin{align*}
I_{T,S} &= T^{4\alpha-4} S^{4\beta-4} \int_{0}^{1} dt \int_{0}^{1} dv \int_{0}^{1} dt_0 \int_{0}^{1} dv_0 \int_{0}^{1} ds \int_{0}^{1} dv \int_{0}^{s_0} dv_0 \\
&\quad \times J_0 \left( 2\sqrt{\theta(t-u)(s-v)TS} \right) J_0 \left( 2\sqrt{\theta(t_0-u_0)(s_0-v_0)TS} \right) \\
&\quad \times \left| t - t_0 \right|^{2\alpha-2} \left| u - u_0 \right|^{2\alpha-2} \left| s - s_0 \right|^{2\beta-2} \left| v - v_0 \right|^{2\beta-2} \\
&=: T^{4\alpha} S^{4\beta} U_{T,S}. \tag{14}
\end{align*}
\]

Using the asymptotic behavior of the Bessel function (11), we have that

\[
\frac{J_0 \left( 2\sqrt{\theta(t-u)(s-v)TS} \right)}{(TS)^{-\frac{1}{4}+\varepsilon}} \rightarrow_{T,S \rightarrow \infty} 0
\]

for almost every \( t, u, s, v \in (0,1) \) and for every \( \varepsilon > 0 \). We will next apply the dominated convergence theorem. To this end, using again relation (11), it suffices to show that the
Lemma 1

Let

\[ I = \int_0^1 dt \int_0^t du \int_0^1 dt_0 \int_0^{t_0} du_0 \int_0^1 ds \int_0^s dv \int_0^1 ds_0 \int_0^{s_0} dv_0 \]

\((t - u)(s - v)(t_0 - u_0)(s_0 - v_0))^{-\frac{1}{4}}
\]

| \(t - t_0|^{2\alpha - 2}|u - u_0|^{2\alpha - 2}|s - s_0|^{2\beta - 2}|v - v_0|^{2\beta - 2} \]

is finite. This is proved in the following lemma.

Remark 1 In the above statement we can replace the normalization \(T^{-2\alpha + \frac{1}{4} - \epsilon} S^{-2\beta + \frac{1}{4} - \epsilon} \) by \(T^{-2\alpha + \frac{1}{4}} S^{-2\beta + \frac{1}{4}} f(T, S) \) where \(f(T, S)\) is a deterministic function which converges to zero as \(T, S \to \infty\). This is a consequence of the proof below.

Lemma 1 Let \(I\) be given by (15). Then for \(\frac{1}{2} < \alpha, \beta < \frac{5}{8}\) the integral \(I\) is finite.

Proof: Consider the integral

\[
\int_0^{s_0} dv_0 ((t - u)(s - v))^{-\frac{1}{4}} ((t_0 - u_0)(s_0 - v_0))^{-\frac{1}{4}}
\times |t - t_0|^{2\alpha - 2}|u - u_0|^{2\alpha - 2}|s - s_0|^{2\beta - 2}|v - v_0|^{2\beta - 2}
\]

\[
= ((t - u)(s - v)(t_0 - u_0))^{-\frac{1}{4}} |t - t_0|^{2\alpha - 2}|u - u_0|^{2\alpha - 2}|s - s_0|^{2\beta - 2}
\times \int_0^{s_0} dv_0 |v - v_0|^{2\beta - 2} (s_0 - v_0)^{-\frac{1}{4}}.
\]

If \(s_0 < v\) we have

\[
\int_0^{s_0} dv_0 |v - v_0|^{2\beta - 2} (s_0 - v_0)^{-\frac{1}{4}} = \int_0^{s_0} dv_0 (v - v_0)^{2\beta - 2} (s_0 - v_0)^{-\frac{1}{4}}
\]

making the change of variables \(z = \frac{s_0 - v_0}{v - v_0}\) we get

\[
\int_0^{s_0} \left( \frac{v - s_0}{1 - z} \right)^{2\beta - 2} \left( \frac{z(v - s_0)}{1 - z} \right)^{-\frac{1}{4}} \left( \frac{v - s_0}{(1 - z)^2} \right) dz
\]

\[
\leq (v - s_0)^{2\beta - \frac{3}{2}} \int_0^1 z^{-\frac{1}{4}} (1 - z)^{-2\beta} dz = (v - s_0)^{2\beta - \frac{5}{4}} \tilde{\beta} \left( \frac{3}{4}, \frac{5}{4}, 2\beta \right)
\]

where \(\tilde{\beta}\) is the Beta function. The expression above is finite for \(\beta < \frac{5}{8}\).

Now, if \(v \leq s_0\)

\[
\int_0^{s_0} dv_0 |v - v_0|^{2\beta - 2} (s_0 - v_0)^{-\frac{1}{4}}
\]

\[
= \int_v^{s_0} dv_0 (v - v_0)^{2\beta - 2} (s_0 - v_0)^{-\frac{1}{4}} + \int_v^{s_0} dv_0 (v_0 - v)^{2\beta - 2} (s_0 - v_0)^{-\frac{1}{4}}.
\]
For the first integral in the right hand side we make the change of variables $z = \frac{v - v_0}{s_0 - v_0}$. Then we get
\[
\left( s_0 - v \right)^{2\beta - \frac{1}{2}} \left( \int_0^1 z^{2\beta - 2}(1 - z)^{\frac{1}{4} - 2\beta} \, dz + \int_0^\infty z^{-\frac{1}{4}}(1 + z)^{\frac{1}{4} - 2\beta} \, dz \right) 
\]
\[
= \left( s_0 - v \right)^{2\beta - \frac{1}{2}} \left( \tilde{\beta} \left( 2\beta - 1, \frac{5}{4} - 2\beta \right) + \frac{\Gamma(\frac{1}{2})\Gamma(2\beta - 1)}{\Gamma(2\beta - \frac{1}{4})}2F_1(0, 3/4, 2\beta - 1/4; 0) \right) 
\]
\[
= \left( s_0 - v \right)^{2\beta - \frac{1}{2}} \left( \tilde{\beta} \left( 2\beta - 1, \frac{5}{4} - 2\beta \right) + \beta \left( \frac{3}{4}, 2\beta - 1 \right)2F_1(0, 3/4, 2\beta - 1/4; 0) \right) 
\]
which is finite for $\frac{1}{2} < \alpha, \beta < \frac{5}{8}$. Here $\Gamma$ is the Gamma function, $2F_1$ is the Hypergeometric function, and we have make use of the property $\tilde{\beta}(x, y) = \frac{\Gamma(x)\Gamma(y)}{\Gamma(x + y)}$ and the formula (see [19], formula 1.6.7)
\[
2F_1(a, b, c; 1 - x) = \frac{\Gamma(c)}{\Gamma(b)\Gamma(c - b)} \int_0^\infty w^{b-1}(1 + w)^{a-c}(1 + wx)^{-a} \, dw. 
\]
Proceeding in a similar way with the other seven integrals we conclude that $I$ is finite.

Remark 2 We may note that the presence of the cos function in the asymptotic behavior of the Bessel function does not allow to obtain a renormalization for $F_{T,S}$ in terms of the powers of $T$ and $S$ like in [9].

The following proposition is a consequence of the Proposition 1 and of the hypercontractivity property of multiple stochastic integrals.

Proposition 2 For every $\varepsilon > 0$ and for $\frac{1}{2} < \alpha, \beta < \frac{5}{8}$ the sequence
\[
\frac{1}{\sqrt{T^{2\alpha - \frac{1}{2} + \varepsilon}S^{2\beta - \frac{1}{2} + \varepsilon}}} \int_0^T \int_0^S X_{t,s} dB_{t,s}^{\alpha,\beta} 
\]
converges to zero a.s. as $T, S \to \infty$.

Proof: As in [9] we can replace the couple $(T, S)$ by a discrete sequence $(T_M, S_N)$ such that $T_M, S_N$ converge to infinity as $M, N \to \infty$. This is possible since the nominator and denominator in (3) are continuous a.s. with respect to $(T, S)$. Indeed, the fact that the divergence integral in the nominator is continuous follows from [16], page 293 since the integrand $X$ is regular enough, and the integral $dt ds$ in the nominator is clearly continuous a.s. with respect to the couple $(T, S)$. For simplicity, we will assume that $(T_M, S_N) = (M, N)$. Let us show that
\[
A_{M,N} := M^{-2\alpha + \frac{1}{4} - \varepsilon} N^{-2\beta + \frac{1}{4} - \varepsilon} \int_0^M \int_0^N X_{t,s} dB_{t,s}^{\alpha,\beta} 
\]
converges to zero a.s. as $M, N$ tend to infinity. We will use the Borel-Cantelli lemma. To do this, we will estimate $P(A_{M,N} > (MN)^{-\gamma})$ for some $\gamma > 0$. For every $p \geq 1$ we have

$$P(A_{M,N} > (MN)^{-\gamma}) \leq (MN)^p E|A_{M,N}|^p$$

and since $A_{M,N}$ is a multiple integral in the second Wiener chaos, the inequality (5) and Proposition 1 implies that

$$E|A_{M,N}|^p \leq c(p) (E|A_{M,N}|^2)^{\frac{p}{2}} \leq c(p, \alpha, \beta)(MN)^{-\varepsilon p}.$$ 

Putting together the two above bounds, we get

$$\sum_{M > M_0, N > N_0} P(A_{M,N} > (MN)^{-\gamma}) \leq c(p, \alpha, \beta) \sum_{M > M_0, N > N_0} (MN)^{p(\gamma - \varepsilon)}$$

and this series is convergent when

$$(\varepsilon - \gamma)p > 1 \quad \text{or equivalently} \quad \gamma < \varepsilon - \frac{1}{p}.$$ 

For every given $\varepsilon > 0$ and for $p$ large enough we can always chose a real number $\gamma$ such that $0 < \gamma < \varepsilon - \frac{1}{p}$. This, together with the Borel-Cantelli lemma allows us to finish the proof.

The next step is to analyze the denominator in formula (3). We have the following estimate.

**Proposition 3** For any $\varepsilon > 0$ and for any $\alpha, \beta \in (\frac{1}{2}, \frac{5}{8})$

$$\frac{1}{T^{2\alpha + \frac{1}{2} - \varepsilon}} S^{2\beta + \frac{1}{2} - \varepsilon} \mathbf{E}\int_0^T dt \int_0^S ds X_{t,s}^2 \to_{T, S \to \infty} \infty.$$ 

**Proof:** By the isometry of multiple integrals (4), the equation (7) and the expression of the solution to (1)

$$EX_{t,s}^2 = c(\alpha, \beta) \int_0^t du \int_0^t du_0 \int_0^s dv \int_0^s dv_0 \times J_0(2\sqrt{\theta(t - u)(s - v)}).J_0(2\sqrt{\theta(t - u_0)(s - v_0)})|u - u_0|^{2\alpha - 2}|v - v_0|^{2\beta - 2},$$

making the change of variables $\tilde{t} = \frac{t}{T}, \tilde{s} = \frac{s}{S}$ and similar for the other variables we can write

$$\int_0^T \int_0^S ds dt EX_{t,s}^2 = c(\alpha, \beta) T^{2\alpha + 1} S^{2\beta + 1} \int_0^1 dt \int_0^1 ds \int_0^t du \int_0^t du_0 \int_0^s dv \int_0^s dv_0 \times J_0(2\sqrt{\theta(t - u)(s - v)TS}).J_0(2\sqrt{\theta(t - u_0)(s - v_0)TS}) \times |u - u_0|^{2\alpha - 2}|v - v_0|^{2\beta - 2}$$
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and thus
\[
\frac{\int_0^T \int_0^S dsdt \mathbb{E}X_{t,s}^2}{T^{2\alpha + \frac{1}{2} - \varepsilon} S^{2\beta + \frac{1}{2} - \varepsilon}} = c(\alpha, \beta) \int_0^1 dt \int_0^1 ds \int_0^t du \int_0^s dv \int_0^s dv_0 \times J_0(2\sqrt{\theta(t-u)(s-v)TS}) J_0(2\sqrt{\theta(t-u_0)(s-v_0)TS})
\]
\[
\frac{1}{(TS)^{-\frac{1}{4} - \frac{\varepsilon}{2}}} \times |u-u_0|^{2\alpha - 2} |v-v_0|^{2\beta - 2}.
\]

We will use the same idea as in the proof of Proposition 1. We notice first that
\[
\frac{J_0(2\sqrt{\theta(t-u)(s-v)TS})}{(TS)^{-\frac{1}{4}}}
\]
converges to infinity as \(T, S \to \infty\) by using (11); also for \(T, S\) large enough
\[
\frac{J_0(2\sqrt{\theta(t-u)(s-v)TS})}{(TS)^{-\frac{1}{4}}}
\]
is bounded by \(c(|t-u||s-v|)^{-\frac{1}{4}}\) almost everywhere \(s, t, u, v\). Also we note that the integral
\[
\int_0^1 dt \int_0^1 ds \int_0^t du \int_0^s dv \int_0^s dv_0 |u-u_0|^{2\alpha - 2} |v-v_0|^{2\beta - 2}
\]
is finite for \(\alpha, \beta \in (\frac{1}{2}, \frac{3}{2})\) by using the same computations as in the proof of Lemma 1.

Using Fatou’s lemma (we use the following version of the Fatou’s lemma: if \(f_n\) is a sequence of functions such that \(f_n \geq -g\) where \(g\) is positive and integrable, then \(\lim \int f_n \geq \int \lim f_n\)) this implies that
\[
\lim_{T, S \to \infty} \frac{\int_0^T \int_0^S dsdt \mathbb{E}X_{t,s}^2}{T^{2\alpha + \frac{1}{2} - \varepsilon} S^{2\beta + \frac{1}{2} - \varepsilon}} \geq c(\alpha, \beta) \int_0^1 dt \int_0^1 ds \int_0^t du \int_0^s dv \int_0^s dv_0 \times \lim_{T, S \to \infty} \frac{J_0(2\sqrt{\theta(t-u)(s-v)TS})}{(TS)^{-\frac{1}{4} - \frac{\varepsilon}{2}}} \frac{J_0(2\sqrt{\theta(t-u_0)(s-v_0)TS})}{(TS)^{-\frac{1}{4} - \frac{\varepsilon}{2}}} \times |u-u_0|^{2\alpha - 2} |v-v_0|^{2\beta - 2} = \infty.
\]

At this point we will need the following auxiliary lemma.

**Lemma 2** Consider a sequence of random variables \((A_N)_N\) such that \(\sum_N P(A_N > cN^{-\gamma}) < \infty\) for some \(\gamma > 0\) and for every \(c > 0\) (which implies \(A_N \to 0\) almost surely as \(N \to \infty\).) Also consider a sequence of a.s. strictly positive random variables \((B_N)_N\) such that \(\mathbb{E}B_N \to \infty\) as \(N \to \infty\). Then
\[
\frac{A_N}{B_N} \to_{N \to \infty} 0 \text{ almost surely}
\]
Proof: We will use again the Borel-Cantelli lemma. Let \( C > 0 \) be arbitrary. Then

\[
\sum_{N} P \left( \frac{A_N}{B_N} > N^{-\gamma} \right) = \sum_{N} P \left( \frac{A_N}{B_N} > N^{-\gamma}, B_N > C \right) + \sum_{N} P \left( \frac{A_N}{B_N} > N^{-\gamma}, B_N < C \right) \leq \sum_{N} P \left( \frac{A_N}{C} > N^{-\gamma}, B_N > C \right) + \sum_{N} P \left( \frac{A_N}{B_N} > N^{-\gamma}, B_N < C \right).
\]

Using the fact that \( EB_N \to \infty \) as \( N \to \infty \) we obtain that

\[
P \left( \frac{A_N}{B_N} > N^{-\gamma}, B_N < C \right) = 0
\]

for \( N \) large enough. By assumption, \( \sum_{N} P \left( \frac{A_N}{B_N} > N^{-\gamma}, B_N > C \right) < \infty \). Therefore

\[
\sum_{N} P \left( \frac{A_N}{B_N} > N^{-\gamma} \right) < \infty
\]

and therefore the conclusion follows.

Remark 3 Lemma 2 can be extended without difficulty to two-parameter sequences. That is, if \( A_{M,N} \) is a sequence of random variables such that \( \sum_{M,N \geq 0} P(A_{M,N} > c(MN)^{-\gamma}) < \infty \) and \( B_{M,N} \) is a sequence of positive random variables such that \( EB_{M,N} \to_{M,N \to \infty} \infty \) then

\[
\frac{A_{M,N}}{B_{M,N}} \to_{M,N \to \infty} 0 \text{ almost surely.}
\]

Let us state the main result of this section.

Theorem 1 Let \( \theta_{T,S} \) be the estimator given by (2). Suppose that \( \alpha, \beta \in \left( \frac{1}{2}, \frac{5}{8} \right) \). Then \( \theta_{T,S} \) is a strongly consistent estimator for the parameter \( \theta \), that is,

\[
\hat{\theta}_{T,S} \to \theta \text{ almost surely as } T,S \to \infty.
\]

Proof: From relation (3), the difference between the estimator and the true parameter is

\[
\hat{\theta}_{T} - \theta = \frac{T^{-2a+\frac{1}{4}-\varepsilon} S^{-2\beta+\frac{1}{2}} \int_{0}^{T} \int_{0}^{S} X_{t,s} dB_{t,s}^{\alpha,\beta}}{T^{-2a+\frac{1}{4}-\varepsilon} S^{-2\beta+\frac{1}{2}} \int_{0}^{T} \int_{0}^{S} ds X_{t,s}^{2}}
\]

\[
= \frac{T^{-2a+\frac{1}{4}-\varepsilon} S^{-2\beta+\frac{1}{2}} \int_{0}^{T} \int_{0}^{S} X_{t,s} dB_{t,s}^{\alpha,\beta}}{T^{-2a+\frac{1}{4}-\varepsilon} S^{-2\beta+\frac{1}{2}} \int_{0}^{T} \int_{0}^{S} ds X_{t,s}^{2}}.
\]

The result is obtained by using Proposition 2, Proposition 3 and Lemma 2 (and the remark that follows after this lemma).
5 Asymptotic non-normality of the estimator

We proved in the previous section that the least square estimator \( \hat{\theta}_{T,S} \) is strongly consistent. This property has been proved in the one-dimensional case in ([9]). Nevertheless, we show in this paragraph that the limiting distribution of the estimator is not the same in the one-parameter and two-parameter cases. This different behavior is somehow expected since the fractional Ornstein-Uhlenbeck sheet does not keep the properties of the fractional Ornstein-Uhlenbeck process (for example, the kernel \( f \) given by (9) can take any real value while in the one parameter case it is positive since it is given by an exponential function). In order to notice the difference between the one-parameter and the two-parameter case, we will focus only on the nominator in the right hand side of (3). To check the asymptotic normality we use the following criterium: (see Theorem 4 in [17]).

**Theorem 2** Let \((F_k, k \geq 1), F_k = I_n(f_k)\) (with \( f_k \in \mathcal{H}^\infty \) for every \( k \geq 1 \)) be a sequence of square integrable random variables in the \( n \)th Wiener chaos such that \( E[F_k^2] \to 1 \) as \( k \to \infty \). Then the following are equivalent:

i) The sequence \((F_k)_{k \geq 0}\) converges in distribution to the normal law \( N(0,1) \).

ii) \( \|DF_k\|^2_H \) converges to \( n \) in \( L^2(\Omega) \) as \( k \to \infty \).

Denote by

\[
\sigma_{T,S}^2 = E\left( \int_0^T \int_0^S X_{t,s} dB^\alpha_{t,s} \right)^2 = E(F_{T,S})^2.
\]

**Proposition 4** Assume \( \frac{1}{2} < \alpha, \beta < \frac{5}{8} \) and let \( F_{T,S} \) be given by (12). Then when \( T, S \) tend to infinity,

\[
\sigma_{T,S}^2 = E\left( \int_0^T \int_0^S X_{t,s} dB^\alpha_{t,s} \right)^2 = E(F_{T,S})^2.
\]

Denote by \( \tilde{f} \) the symmetrization of \( f \) with respect to the variables \((t, s), (u, v)\)

\[
\tilde{f}((t,s),(u,v)) = \frac{1}{2} (f(t,s,u,v) + f(u,v,t,s)).
\]

Let us denote by \( \hat{f} \) the symmetrization of \( f \) with respect to the variables \((t, s), (u, v)\)

\[
\hat{f} = \frac{1}{\sigma_{T,S}} D_{t,s} F_{T,S} = \frac{1}{\sigma_{T,S}} D_{t,s} I_2(f) = \frac{1}{\sigma_{T,S}} D_{t,s} I_2(\hat{f}) = \frac{1}{\sigma_{T,S}} (I_1(f,\cdot, \cdot, t, s) + I_1(t,s,\cdot, \cdot)).
\]

Here "\( \cdot, \cdot \)" represents the variable with respect to which the integral \( I_1 \) acts.
We obtain

\[
\| D \frac{1}{\sigma_{T,S}} F_{T,S} \|_{H^\alpha,\beta}^2 = \frac{1}{\sigma_{T,S}^2} c(\alpha)c(\beta) \int_0^T dt \int_0^S ds \int_0^T dt_0 \int_0^S ds_0 \\
\times \left[ I_1(f(\cdot, \cdot, t, s)) + I_1(f(t, s, \cdot, \cdot)) \right] \left[ I_1(f(\cdot, \cdot, t_0, s_0)) + I_1(f(t_0, s_0, \cdot, \cdot)) \right] \\
\times |t - t_0|^{2\alpha - 2} |s - s_0|^{2\beta - 2} \\
= \frac{1}{\sigma_{T,S}^2} c(\alpha)c(\beta) \int_0^T dt \int_0^S ds \int_0^T dt_0 \int_0^S ds_0 \\
\times \left[ I_2(f(\cdot, \cdot, t, s)) \otimes f(\cdot, \cdot, t_0, s_0) \right] + I_2(f(\cdot, \cdot, t, s) \otimes f(t_0, s_0, \cdot, \cdot)) \\
+ I_2(f(t, s, \cdot, \cdot) \otimes f(\cdot, \cdot, t_0, s_0)) + I_2(f(t, s, \cdot, \cdot) \otimes f(t_0, s_0, \cdot, \cdot)) \\
\times |t - t_0|^{2\alpha - 2} |s - s_0|^{2\beta - 2} + E \| D \frac{1}{\sigma_{T,S}} F_{T,S} \|_{H^\alpha,\beta}^2 \\
:= A_{T,S}^{(1)} + A_{T,S}^{(2)} + A_{T,S}^{(3)} + A_{T,S}^{(4)} + E \| D \frac{1}{\sigma_{T,S}} F_{T,S} \|_{H^\alpha,\beta}^2
\]

Let us note that that \( E \| D \frac{1}{\sigma_{T,S}} F_{T,S} \|_{H^\alpha,\beta}^2 \) is equal to 2. This follows from the fact that for any multiple integral of order \( n \) we have

\[
E \| D_{I_n}(f) \|_{H}^2 = n E I_n(f)^2.
\]

It remains to show that the terms containing multiple integrals of order 2 does not converges to zero in \( L^2(\Omega) \) as \( T, S \to \infty \). The first and the fourth summand are similar, as they are the second one and the third one. We will handle only the first summand denoted by \( A_{T,S}^{(1)} \) (because the other three terms can be studied analogously). We can write, using the definition of the scalar product in the Hilbert space \((H^\alpha,\beta)^{\otimes 2})\) and the expression (10) of the kernel \( f \) in terms of the Bessel function \( J_0 \)
\[
\mathbf{E} \left| A_{T,S}^{(1)} \right|^2 = \frac{1}{\sigma_{T,S}^2} \mathbf{E} \left( \int_0^T dt \int_0^S ds \int_0^T dt_0 \int_0^S ds_0 |t - t_0|^{2\alpha-2} |s - s_0|^{\beta-2} \right. \\
I_2 \left( f(\cdot, \cdot, t, s) \otimes f(\cdot, \cdot, t_0, s_0) \right)^2 \\
\left. \sim 2 \int_0^T dt \int_0^S ds \int_0^T dt_0 \int_0^S ds_0 \int_0^T du \int_0^S dv \int_0^T du_0 \int_0^S dv_0 |t - t_0|^{2\alpha-2} |s - s_0|^{\beta-2} |u - u_0|^{2\alpha-2} |v - v_0|^{2\beta-2} \right) \\
(f(\cdot, \cdot, t, s) \otimes f(\cdot, \cdot, t_0, s_0), f(\cdot, \cdot, u, v) \otimes f(\cdot, \cdot, u_0, v_0)) \left( \mathcal{H}_{\alpha,\beta} \right)^2 \\
= C \frac{1}{\sigma_{T,S}^2} \int_0^T dx \int_0^S dy \int_0^T dx_0 \int_0^S dy_0 \int_0^T da \int_0^S db \int_0^T da_0 \int_0^S db_0 f(x, y, t, s) f(x_0, y_0, t_0, s_0) f(a, b, u, v) f(a_0, b_0, t_0, s_0) \right.
|t - t_0|^{2\alpha-2} |s - s_0|^{\beta-2} |u - u_0|^{2\alpha-2} |v - v_0|^{2\beta-2} \\
\left. |x - a|^{2\alpha-2} |y - b|^{2\beta-2} |x_0 - a_0|^{2\alpha-2} |y_0 - b_0|^{2\beta-2} \right) \\
= C \frac{1}{\sigma_{T,S}^2} \int_0^T dx \int_0^S dy \int_0^T dx_0 \int_0^S dy_0 \int_0^T da \int_0^S db \int_0^T da_0 \int_0^S db_0 J_0(2\sqrt{\theta(x - t)(y - s)}) J_0(2\sqrt{\theta(x_0 - t_0)(y_0 - s_0)}) \\
J_0(2\sqrt{\theta(a - u)(b - v)}) J_0(2\sqrt{\theta(a_0 - u_0)(b_0 - v_0)}) \\
|t - t_0|^{2\alpha-2} |s - s_0|^{\beta-2} |u - u_0|^{2\alpha-2} |v - v_0|^{2\beta-2} \\
|x - a|^{2\alpha-2} |y - b|^{2\beta-2} |x_0 - a_0|^{2\alpha-2} |y_0 - b_0|^{2\beta-2} \\
\right)
\]

making \( \bar{t} = \frac{t}{T}, \bar{s} = \frac{s}{S} \) and similar for the other variables we get

\[
\mathbf{E} \left| A_{T,S}^{(1)} \right|^2 = C \frac{1}{\sigma_{T,S}^2} T^{8\alpha} S^{8\beta} \int_0^1 dx \int_0^1 dy \int_0^1 dx_0 \int_0^1 dy_0 \int_0^1 da \int_0^1 db \int_0^1 da_0 \int_0^1 db_0 J_0(2\sqrt{\theta(x - t)(y - s)TS}) J_0(2\sqrt{\theta(x_0 - t_0)(y_0 - s_0)TS}) \\
J_0(2\sqrt{\theta(a - u)(b - v)TS}) J_0(2\sqrt{\theta(a_0 - u_0)(b_0 - v_0)TS}) \\
|t - t_0|^{2\alpha-2} |s - s_0|^{\beta-2} |u - u_0|^{2\alpha-2} |v - v_0|^{2\beta-2} \\
|x - a|^{2\alpha-2} |y - b|^{2\beta-2} |x_0 - a_0|^{2\alpha-2} |y_0 - b_0|^{2\beta-2} \\
\right)
\]
Using the asymptotic behavior of the Bessel function when its variable is close to infinity (see (11)) we see that

\[ E \left| A_{T,S}^{(1)} \right|^2 \approx C \frac{1}{\sigma_{T,S}^2} T^{8\alpha} S^{8\beta} \int_0^1 dx \int_0^1 dy \int_0^1 dx_0 \int_0^1 dy_0 \int_0^1 da \int_0^1 db \int_0^1 da_0 \int_0^1 db_0 \]
\[ \int_0^x dt \int_0^y ds \int_0^{x_0} dt_0 \int_0^{y_0} ds_0 \int_0^a du \int_0^b dv \int_0^{a_0} du_0 \int_0^{b_0} dv_0 \]
\[ ((x-t)(y-s)(x_0-t_0)(y_0-s_0)(a-u)(b-v)(a_0-u_0)(b_0-v_0))^{\frac{1}{2}} \]
\[ |t-t_0|^{2\alpha-2} |s-s_0|^{2\beta-2} |u-u_0|^{2\alpha-2} |v-v_0|^{2\beta-2} \]
\[ |x-a|^{2\alpha-2} |y-b|^{2\beta-2} |x_0-a_0|^{2\alpha-2} |y_0-b_0|^{2\beta-2} \]

and considering the fact that the last integral is finite for \( \frac{1}{2} < \alpha, \beta < \frac{5}{8} \) (the proof of this fact is similar to the proof of Lemma 1) it is straightforward to see that, for \( T,S \) close to infinity, the quantity \( E \left| A_{T,S}^{(1)} \right|^2 \) does not converge to zero.

\[ \blacksquare \]
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