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Abstract—The IEEE 802.1 time-sensitive networking (TSN) standards aim at improving the real-time capabilities of standard Ethernet. TSN is widely recognized as the long-term replacement of proprietary technologies for industrial control systems. However, wired connectivity alone is not sufficient to meet the requirements of future industrial systems. The fifth-generation (5G) mobile/cellular technology has been designed with native support for ultra-reliable low-latency communication (uRLLC). 5G is promising to meet the stringent requirements of industrial systems in the wireless domain. Converged operation of 5G and TSN systems is crucial for achieving end-to-end deterministic connectivity in industrial networks. Accurate time synchronization is key to integrated operation of 5G and TSN systems. To this end, this paper evaluates the performance of over-the-air time synchronization in the presence of potential sources of inaccuracies remains largely unexplored. This paper
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I. INTRODUCTION

Most industrial automation and control systems require real-time connectivity with stringent timeliness and reliability requirements. Such requirements are typically fulfilled through wired technologies like fieldbus systems and industrial Ethernet. However, such technologies are often proprietary and lack interoperability. Time-sensitive Networking (TSN) is a family of standards within the IEEE 802.1 working group [1] with an emphasis on enhancing real-time capabilities of standard Ethernet [2]. TSN provides guaranteed data delivery with high determinism and bounded low latency. It is widely recognized as the long-term replacement of conventional wired technologies across a range of industrial domains.

Wireless technologies offer various benefits for industrial communication. Many emerging industrial applications demand real-time connectivity with a higher degree of flexibility and mobility that is not offered by wired technologies like TSN [3]. Therefore, TSN is expected to co-exist with wireless technologies in future industrial systems. Extending TSN capabilities to Wi-Fi is a natural step as it belongs to the same family of IEEE 802 standards [4]. Recent studies (e.g., [5]) have shown that Wi-Fi can provide real-time and deterministic connectivity with modifications to medium access control (MAC) layer. However, Wi-Fi lacks the necessary flexibility for industrial communication. The fifth-generation (5G) mobile/cellular technology has been designed with native support for diverse applications. It has the capability to provide a unified wireless interface for industrial communication. The ultra-reliable low-latency communication (uRLLC) capability of 5G is particularly attractive for providing TSN-like functionality in the wireless domain.

Integration of 5G and TSN systems is under active investigation within 3GPP [9]. Converged operation of 5G and TSN systems provides end-to-end deterministic connectivity over hybrid wired and wireless domains. However, such integration also creates a number of challenges [7]. TSN operates on the principle of network-wide time-aware scheduling. Therefore, accurate time synchronization between 5G and TSN systems is crucial for converged operation. The synchronization accuracy must be 1 µs or below to meet jitter requirements of isochronous real-time industrial applications (e.g., motion control systems) [3].

A. Related Work

Nasrallah et al. [8] conducted a comprehensive survey of TSN standards and also investigated ultra-low latency mechanisms in 5G. 3GPP has defined the bridge model for 5G and TSN integration wherein the 5G system appears as a black box to TSN entities [6]. The 5G system handles TSN service requests through its internal protocols and procedures. Omri et al. [9] discussed the synchronization procedure in 5G new radio (NR) and identified that time-frequency synchronization in the presence of wide-range of new frequencies is the main challenge in 5G NR systems. Zhang et al. [10] proposed a timing method over air interface based on physical layer signals. Mahmood et al. [11] discussed the requirements and challenges of over-the-air time synchronization for uRLLC and also investigated some of the key enablers. In another study, the same authors [12] investigated TA-related timing errors for device-level synchronization and discussed averaging of multiple TAs for improving synchronization accuracy.

B. Contributions and Outline

While previous studies have investigated different aspects of 5G and TSN integration, the end-to-end performance of over-the-air time synchronization in the presence of potential sources of inaccuracies remains largely unexplored. This paper
aims to fill this gap and investigates the performance of reference time indication through over-the-air time synchronization. We develop an analytic framework for accuracy of over-the-air time synchronization in the presence of clock drift and different errors associated with indication of reference time. Based on the analytic framework, we provide results investigating the impact of different errors on overall time synchronization performance, in terms of accuracy for meeting the 1 µs or below requirement. We also investigate scalability and required frequency of over-the-air time synchronization.

The rest of the paper is organized as follows. Section II covers the necessary preliminaries time synchronization. The system model and analytic framework for over-the-air time synchronization is provided in Section III. Performance evaluation and key results are presented in Section IV. Finally, the paper is concluded in Section V.

II. PRELIMINARIES

A. Time Synchronization in TSN

Time synchronization in TSN is based on generalized precision time protocol (gPTP) of the IEEE 802.1AS standard [13], which is a profile of the well-known precision time protocol (PTP) defined by the IEEE 1588 standard. PTP defines time synchronization between a master clock and a slave clock. A grandmaster is a master that is synchronized to a time reference. The operation of PTP is illustrated in Fig. 1. Four timestamps are captured between the master clock and the slave clock. These timestamps are used by the slave clock to synchronize to the master clock. Clock difference between the master and the slave is a combination of the clock offset and the message transmission delay. Hence, PTP corrects the clock difference based on offset correction and delay correction. Note that the offset correction assumes that link delay is symmetric, i.e., propagation time from master to slave is equal to the propagation time from slave to master. Since the master and slave clocks drift independently, periodic offset and delay correction are necessary to maintain clock synchronization. The IEEE 802.1AS standard defines a propagation delay measurement procedure between two peer nodes (a peer delay initiator and a peer delay responder) through exchange of timestamps via path delay request and path delay response messages.

The IEEE 802.1AS standard also specifies transport of time synchronization information over multiple time-aware systems. A TSN bridge receives timing message from its master clock and corrects the error as a slave clock. This bridge then acts as a master clock and forwards the timing information to the next bridge. As illustrated in Fig. 2, transport of time synchronization information is achieved through 802.1AS messages containing two key parameters: a preciseOriginTimestamp and a correctionField. The preciseOriginTimestamp contains the TSN grandmaster time whereas the correctionField provides the residence time in the system. The sum of these two parameters and the link delay provides synchronized time to the slave.

Let’s consider two parameters, $t_1$ and $t_2$, representing the timestamps at the master and slave, respectively. The link delay, $L$, and the offset, $O$, are calculated as follows:

\[
\text{Link Delay} = 0.5 \times [(t_2 - t_1) + (t_4 - t_3)]
\]

\[
\text{Offset} = 0.5 \times [(t_2 - t_1) - (t_4 - t_3)]
\]

Fig. 1. Illustration of PTP operation.

Fig. 2. Transport of time synchronization information in IEEE 802.1AS.
time synchronized to the 5G system clock. The gNB provides TSN timing information over-the-air to the UE based on 5G broadcast/unicast signaling. The UE synchronizes the TSN end station based on IEEE 802.1AS messages. The 5G RAN carries TSN timing information through a reference time \((5G_{\text{Ref}})\) as per its fine frame structure. Note that timing of synchronization with the granularity \(1/f_{\text{sync}}\) as \(t\). Let \(T_{\text{UE}}\) denote the local time at the UE, which is given by

\[
T_{\text{UE}}^t = \begin{cases} 
T_{\text{UE}}^{t-1} + \frac{1}{f_{\text{sync}}} + \theta, & I_{\text{sync}}^t = 0, \\
T_{\text{UE}}^{t} + \phi_{\text{PD}} + \phi_{\text{TAE}} + \phi_{\text{RTGE}}, & I_{\text{sync}}^t = 1,
\end{cases}
\]

where \(\theta\) is the drift of the UE clock (compared to the gNB clock) per synchronization granularity, \(\phi_{\text{PD}}\) is the compensation of propagation delay, \(\phi_{\text{TAE}}\) is the compensation of time alignment error, and \(\phi_{\text{RTGE}}\) is the compensation of reference time granularity error. In (2), \(I_{\text{sync}}^t\) is a synchronization indicator at the current time \(t\), where an updated reference time \(T_{\text{gNB}}\) is received at the UE if \(I_{\text{sync}}^t = 1\), otherwise 0.

The time difference between clock of reference and the UE at time \(t\) is given by

\[
X_{\text{TD}}^t = \begin{cases} 
T_{\text{UE}}^{t} - T_{\text{gNB}}^{t}, & I_{\text{sync}}^t = 0, \\
T_{\text{UE}}^{t} - T_{\text{gNB}}^{t} + P_{\text{gNB-to-UE}}^t + X_{\text{error}}, & I_{\text{sync}}^t = 1,
\end{cases}
\]

where \(P_{\text{gNB-to-UE}}^t\) is the exact propagation delay from the gNB to the UE, and \(X_{\text{error}}\) is an error factor denoting cumulative errors associated with delivery of reference time, which is represented as

\[
X_{\text{error}} = X_{\text{TAE}} + X_{\text{RTGE}} + X_{\text{TDA}}.
\]

In (3), \(X_{\text{TAE}}\) is the time alignment error, \(X_{\text{RTGE}}\) is the reference time granularity error, and \(X_{\text{TDA}}\) is the time of arrival error. All errors will be detailed in the next subsection.

### C. Path Delay Estimation and Errors

Estimation of path (propagation) delay from the gNB to the UE is an important factor for accurate time synchronization. However, in case of reference time indication via over-the-air messages, there is no explicit propagation delay measurement procedure as in IEEE 802.1AS. The path delay from the gNB to the UE can be estimated in two different ways as shown in (4).

\[
P_{\text{gNB-to-UE}}^t = \begin{cases} 
R/C & \text{without TA-based estimation} \\
\text{TA}/2 & \text{with TA-based estimation}
\end{cases}
\]

The first approach to estimate path delay is based on the cell radius \(R\) and the speed of light \(C\). However, cell radius information is not available at the UE. Moreover, estimating cell radius purely based on received power is not entirely accurate. The second approach is to estimate path delay from the timing advance (TA) value which is assigned to the UE by the gNB. Note that TA command is a MAC control element, which is responsible to align the time of subcarriers in the uplink. Delivery of TA value to the UE is an implementation-specific issue, i.e., the gNB decides when to
deliver TA information to the UE. For the sake of our analysis, we assume that the gNB is able to successfully deliver the TA command to the TSN UEs which have high accuracy synchronization requirements.

The TA command for a connected UE\(^1\) contains one byte data, whereas the first two bits are set to 0, and the remaining 6 bits carries TA information representing a value \(\Phi_{\text{TA}}\) with range from 0 to 63. The value of TA depends on the distance between the UE and the gNB (i.e., propagation delay) that is estimated by gNB. The compensation time \(\phi_{\text{PD}}\) is obtained by

\[
\phi_{\text{PD}} = (\Phi_{\text{TA}} - 31)(N_{\text{TA}} + N_{\text{TAdo}})T_c,
\]

In [5]. \(T_c\) is the basic time unit for the 5G NR system, which is obtained by

\[
T_c = \frac{1}{\Delta F_{\text{max}}N_f},
\]

where \(\Delta F_{\text{max}}\) is sub-carrier spacing (SCS) and \(N_f\) is Fast Fourier transform (FFT) size. In [5]. \(N_{\text{TAdo}}\) is a constant value denoting the frequency offset defined by 3GPP standards [15]. And, \(N_{\text{TA}}\) is the number of time unit for 16 samples when time alignment, which is obtained by

\[
N_{\text{TA}} = 16 \times 64 \times 2^\mu,
\]

where \(\mu = 0, 1, 2, \ldots\) denotes the index of NR numerology, and the SCS is \(2^\mu \times 15\) kHz.

As elaborated in [5], compensation time of the propagation delay \(\phi_{\text{PD}}\) is obtained by TA. However, it is limited by its granularity which is time slot \(T_{\text{gran}} = ((N_{\text{TA}} + N_{\text{TAdo}})T_c)/2\). Hence a maximum synchronization error of \(\pm T_{\text{gran}}/2\) is introduced to the propagation delay compensation. In addition, the random errors in the original time of arrival value may result in a wrong TA selection which will have a greater negative impact to the estimation as discussed in section II-F.

D. Time Alignment Error

The time alignment error (TAE) can be referred to as the the frame timing accuracy of the gNB which is typically defined as a requirement. This requirement is defined as the frames of 5G-NR signals at the gNB transmit antenna connectors may experience timing differences with respect to each other. 3GPP has defined different requirements of TAE for different scenarios which are summarized as follows [16]. The most stringent requirement is for MIMO and transmit diversity scenarios, defined by

\[
\kappa = \left\{ \begin{array}{ll}
\pm 12 \times 64 \times T_c, & 15 \text{ kHz}, \\
\pm 10 \times 64 \times T_c, & 30 \text{ kHz}, \\
\pm 7 \times 64 \times T_c, & 60 \text{ kHz}, \\
\pm 3.5 \times 64 \times T_c, & 120 \text{ kHz}.
\end{array} \right.
\]

However, since the ToA is perturbed by both the noise and multipath error in densely cluttered environments [12], a more practical analysis should model the ToA error by considering exact channel fading. As evaluated in [17], the ToA error \(X_{\text{ToA}}\), when experiencing an line-of-sight (LoS) channel can be modeled by a zero-mean Gaussian distribution, where the variance depends on the multi-path structure. However, modeling the non-LOS (NLoS) multi-path environment is more challenging since, when a direct path being buried by noise, a non-direct path that generally experiences longer propagation path might be detected, which introduces bias to the Gaussian ToA error model. In this paper, we consider the ToA error is modelled by a zero-mean Gaussian distribution in a LoS channel environment. The variance is denoted by \(\sigma \) that is proportional to the length of 5G time unit and SCS, which is represented as

\[
\sigma = \frac{(N_{\text{TA}} + N_{\text{TAdo}})T_c}{\kappa},
\]

In [9], \(\kappa\) is a constant factor related to channel environment.

IV. PERFORMANCE EVALUATION

Numerical simulations are conducted, based on our analytic framework, for evaluating the performance of over-the-air time synchronization. We evaluate the results by considering 5G numerology with one or several SCS values \(\mu\), including 15, 30, 60 and 120 kHz. According to the numerology setting of 5G NR system [15], the maximal SCS \(\Delta F_{\text{max}}\) is 480 kHz and the FFT size \(N_f\) is 4096, which consequently conducts to a time unit covering 0.509 ns. We set the clock drift of the UE clock (compared to the gNB clock), i.e., \(\theta\), to 10 ppm (10 ns per ms).

Fig. 5 shows the cumulative distribution function (CDF) of the cumulative (overall) error in time synchronization for different values of SCS in the presence of path delay estimation, time alignment, reference time indication and ToA estimation errors. For this CDF, we assume that the reference time granularity is randomly distributed in [10 300] ns. Moreover, frequency of synchronization messages is fixed to 60 ms and ToA estimation is based on Gaussian distribution. The results indicate that a higher SCS leads to a lower error in time synchronization. This is mainly because of reduced slot duration at higher SCS. The results also indicate that the

---

\(^1\)Connected UE refers to the UE was registered in the gNB. For an unconnected UE, random access procedure needs to be proceeded to build connection, and synchronization is initiated by transmitting an TA command via random access response with an TA index from 0, 1, 2, ..., 3846.
TABLE I

| Sub-carrier Spacing | Absolute Mean Error (ns) | Mean Error (ns) | Maximum Error (ns) |
|---------------------|--------------------------|----------------|-------------------|
|                     | $\kappa = 2$             | $\kappa = 1$   | $\kappa = 2$ with error correction $-\sigma/2$ |
| 15kHz               | 192                      | 129            | 919               |
|                     | 96                       | 65             | 465               |
| 30kHz               | 48                       | 32             | 234               |
| 60kHz               | 24                       | 16             | 123               |
| 120kHz              |                          |                |                   |
|                     | 261                      | 129            | 1495              |
| 30kHz               | 131                      | 65             | 795               |
|                     | 65                       | 32             | 395               |
| 60kHz               | 32                       | 16             | 192               |
|                     |                          |                |                   |
|                     | 162                      | 129            | 888               |
| 15kHz               | 81                       | 65             | 442               |
|                     | 40                       | 32             | 212               |
| 30kHz               | 20                       | 16             | 105               |

Fig. 5. CDF of the cumulative time synchronization error.

Fig. 6. Cumulative error against granularity of reference time.

Fig. 7. Time Difference between the clock of UE and gNB.

TABLE I summarizes the impact of path delay estimation and ToA estimation errors based on the CDF in Fig. 5. It captures the absolute mean error, the mean error and the maximum error for different values of SCS. The errors reduce significantly with higher SCS. From our evaluation of ToA estimation based on the Gaussian distribution, we observe that the mean error is not centred at zero. Therefore, we added an error correction field of $-\sigma/2$ as a complement the path delay compensation. The correction field has a positive impact on the error performance. The maximum error is reduced by approximately 50%. The maximum error is now kept under $1\mu$s even when $\kappa = 1$ and SCS is 15kHz. Thus, our proposed path delay estimation is more tolerant to random errors arising from the multi-path wireless channels.

Fig. 5 plots cumulative error against reference time granularity for different SCS values. Note that the granularity of reference time is defined as a function of slot duration. For example, $10^2$ indicates reference time granularity of 1/100th of slot duration. For this result, we have used 3GPP-defined values of UE timing errors, given by [8], as ToA estimation under different values of SCS. The results indicate that reference time granularity must be on the order of tens of ns to ensure that the overall error remains below $1\mu$s in the presence of other errors associated with reference time indication.

Next, we investigate the impact of the frequency of timing messages from the gNB on synchronization performance. We start by illustrating the cumulative error between UE and gNB during the operation of synchronization. Fig. 7 plots the simultaneously cumulative error along time when synchronization messages are transmitted every 60 and 120 ms. Note that, to guarantee the reliability, the cumulative error generally needs to be less than $1\mu$s or 1000 ns [18], which is showed by the green dotted line. As can be seen for each curve, the cumulative error continuously increases along time due to the positive clock drift, while the cumulative error is sharply reduced every 60 and 120 ms due to the periodic synchronization. We can observe that only the curve with 60 ms synchronization period can maintain the cumulative error that is always smaller than the 1000 ns threshold.

Fig. 7 presents the maximum cumulative error between UE and gNB versus different synchronization period from 1 to 150 ms. We can observe the trend of maximal cumulative error increases along the synchronization period, since reducing synchronization frequency leads to larger accumulated
investigated the performance of over-the-air time synchronization technique which is particularly important for the bridge model of 5G/TSN integration. We have developed an analytic framework that accounts for different errors associated with reference time indication. Our results reveal the impact of different errors on time synchronization performance and the conditions under which 1 µs or below synchronization requirement can be realized. In particular, path delay estimation and time of arrival estimation errors may have a significant impact on accuracy. The granularity of reference time must be on the order of 10 ns. Moreover, frequency of time synchronization plays an important role in keeping the clock drift within limits. Our future work will broadly focus on techniques for improving the accuracy and the efficiency of over-the-air time synchronization.

V. CONCLUDING REMARKS

Seamless (tight) integration of 5G and TSN systems is not possible without accurate time synchronization. We have investigated the performance of over-the-air time synchronization technique which is particularly important for the bridge model of 5G/TSN integration. We have developed an analytic framework that accounts for different errors associated with reference time indication. Our results reveal the impact of different errors on time synchronization performance and the conditions under which 1 µs or below synchronization requirement can be realized. In particular, path delay estimation and time of arrival estimation errors may have a significant impact on accuracy. The granularity of reference time must be on the order of 10 ns. Moreover, frequency of time synchronization plays an important role in keeping the clock drift within limits. Our future work will broadly focus on techniques for improving the accuracy and the efficiency of over-the-air time synchronization.
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