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Abstract. For the $M^{[X]}/M/1$ processor Sharing queue with batch arrivals, the sojourn time $\Omega$ of a batch is investigated.

We first show that the distribution of $\Omega$ can be generally obtained from an infinite linear differential system. When further assuming that the batch size has a geometric distribution with given parameter $q \in [0,1]$, this differential system is further analyzed by means of an associated bivariate generating function $(x,u,v) \mapsto E(x,u,v)$. Specifically, denoting by $s \mapsto E^*(s,u,v)$ the one-sided Laplace transform of $E(.,u,v)$ and defining

$$\Phi(s,u,v) = P(s,u) \left( 1 - v \right) F^*(s,u,uv), \quad 0 < |u| < 1, |v| < 1,$$

for some known polynomial $P(s,u)$ and where

$$F^*(s,u,v) = \frac{E^*(s,u,v) - E^*(s,q,v)}{u - q},$$

we show that the function $\Phi$ verifies an inhomogeneous linear partial differential equation (PDE)

$$\frac{\partial \Phi}{\partial u} - \left[ \frac{u - q}{P(s,u)} \right] v(1-v) \frac{\partial \Phi}{\partial v} + \ell(s,u,v) = 0$$

for given $s$, where the last term $\ell(s,u,v)$ involves both $E^*(s,q,v)$ and the first order derivative $\partial E^*(s,q,v)/\partial v$ at the boundary point $u = q$. Solving this PDE for $\Phi$ via its characteristic curves and with the required analyticity properties eventually determines the one-sided Laplace transform $E^*$.

By means of a Laplace inversion of this transform $E^*$, the distribution function of the sojourn time $\Omega$ of a batch is then given in an integral form. The tail behavior of the distribution of sojourn time $\Omega$ is finally derived.

1. Introduction

1.1. The queuing model. Among its potential benefits, the introduction of Cloud Computing in network and service systems permits the so-called “virtualization”, whereby the treatment of a single request is broken into several components (“jobs”) whose service is performed on banalized (“virtual”) service machines. Meanwhile, assessing the performance of these virtual architectures is necessary. In fact, requests incoming such systems are delivered in batches and to meet constraints on the completion time of parallelized jobs composing each individual batch is mandatory for the system design and dimensioning.
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From the modeling approach developed in [2, 3], evaluating the performance of such systems can be envisaged as follows. A single request generates a batch of several jobs to be executed in parallel on a unique server (this server represents here the sum of individual capacities of processing units composing the Cloud). In view of the random nature of the flow of requests in time, the probability distribution of the sojourn time $W$ of a single job and of the sojourn time $\Omega$ of a whole batch both describe the performance of this system in stationary conditions. These distributions can then be used in order to guarantee that, with a large probability, the service of a job or a batch is completed before some finite time lag. The distribution of the job sojourn time $W$ has been fully determined in [2]; the present paper now addresses the derivation of the distribution of the batch sojourn time $\Omega$.

Following the queuing model considered in [2], the server is represented by a single queue fed by the incoming flow of requests; in the present model, we assume that this flow is Poisson with constant rate $\lambda$. Any incoming request simultaneously brings a batch of jobs for service, with the batch size (in terms of number of jobs) denoted by $B$; the service time of any job pertaining to this batch is denoted by $S$. All random variables $B$ (resp. $S$) associated with consecutive batches (resp. with jobs contained in a batch) are supposed to be mutually independent and identically distributed. In view of a fair treatment of requests by the server, we finally assume that all jobs in the queue are served according to the Processor-Sharing (PS) discipline.

Let $P(B = b) = q_b$, $b \geq 1$, define the distribution of the size $B$ of any batch. Assuming $E(B) < +\infty$ and that the service $S$ is exponentially distributed with parameter $\mu$, the corresponding $M^{[X]}/M/1$ queue has a stationary regime provided that the stability condition

$$\varrho = \frac{\lambda E(B)}{\mu} < 1$$

holds ([4], Vol.I, §4.5). As mentioned above, the sojourn time $W$ of a single job has been already addressed in [2]; specifically, the distribution function of $W$ has been given an integral representation in the case when the distribution $(q_b)_{b \geq 1}$ of the batch size is geometric; this has further enabled the derivation of asymptotics for the distribution tail together with convergence results under heavy load condition.

As motivated above, the present paper now aims at characterizing the sojourn time $\Omega$ of a whole batch incoming the $M^{[X]}/M/1$ queue with PS discipline; both the stationary distribution and its tail behavior at infinity will be explicitly derived within the same assumption for the distribution of the batch size. To our knowledge, the distribution of sojourn time $\Omega$ for a batch size $B > 1$ has not been addressed so far in the literature.

1.2. Contribution of the paper. For the considered $M^{[X]}/M/1$ PS queue, 
A) we first show that the conditional distribution functions $E_{n,b}$ of sojourn time $\Omega$, given the job occupancy $n \geq 0$ at the batch arrival instant and that this batch contains $b$ jobs, verify an infinite-dimensional linear differential system (Section 2).
The resolution of such an infinite system cannot, however, be generally performed for any batch size distribution; we further assume that the batch size is geometrically distributed with some fixed parameter \( q \in [0, 1] \). Defining the bivariate generating function \( E \) by
\[
E(x, u, v) = \sum_{n \geq 0} \sum_{b \geq 1} E_{n,b}(x) u^n v^b, \quad x \in \mathbb{R}^+, \ |u| < 1, \ |v| < 1,
\]
the resolution of this differential system is then reduced to that of a so-called "governing" Partial Differential Equation (PDE) verified by this unknown function \( E \). This governing equation is linear and of second order but nonstandard in that it also involves the unknown boundary values of \( E \) at point \( u = q \) (Section 3). In order to solve this governing PDE for \( E \), we consider the one-sided Laplace transform \( E^*(\cdot, u, v) \) of \( E(\cdot, u, v) \) defined by
\[
E^*(s, u, v) = \int_0^{+\infty} E(x, u, v) e^{-sx} \, dx, \quad s \geq 0,
\]
for a given pair \((u, v)\) with \(|u| < 1, |v| < 1\). Introducing the successive function changes \( E^* \rightarrow F^* \rightarrow \Phi \) where
\[
F^*(s, u, v) = \frac{E^*(s, u, v) - E^*(s, q, v)}{u - q}
\]
and
\[
\Phi(s, u, v) = P(s, u) (1 - v) F^*(s, u, uv)
\]
for some known quadratic polynomial \( P(s, u) \) in variable \( u \), the governing PDE for \( E \) is then shown to translate into a first order linear PDE for function \( \Phi \), namely
\[
\frac{\partial \Phi}{\partial u} - \left[ (u - q) \frac{1}{P(s, u)} \right] v(1 - v) \frac{\partial \Phi}{\partial v} + \ell(s, u, v) = 0
\]
where the last term \( \ell(s, u, v) \) in (1.2) involves both \( E^*(s, q, v) \) and the first order derivative \( \partial E^*(s, q, v) / \partial v \) at the boundary point \( u = q \). Solving equation (1.2) via its characteristic curves and with the required analyticity properties eventually determines the Laplace transform \( E^* \) as \( E^*(s, u, v) = E^*(s, q, v) + (u - q) F^*(s, u, v) \) with the integral representation
\[
F^*(s, u, v) = \frac{u}{(u - v) P(s, u)} \Phi \left( s, u, \frac{v}{u} \right)
\]
where
\[
\Phi(s, u, v) = \int_u^{U^-(s)} \frac{1 - v}{1 - v + v \mathcal{R}(s, u; \zeta)} \cdot L \left( s, \zeta, \zeta \frac{v \mathcal{R}(s, u; \zeta)}{1 - v + v \mathcal{R}(s, u; \zeta)} \right) \, d\zeta
\]
with
\[
\mathcal{R}(s, u; \zeta) = \left( \frac{\zeta - U^-(s)}{u - U^-(s)} \right)^{C^-(s)-1} \left( \frac{\zeta - U^+(s)}{u - U^+(s)} \right)^{C^+(s)-1},
\]
\( U^-(s), U^+(s) \) denoting the two roots of quadratic polynomial \( P(s, u) \); finally, the function \( L \) involved in the integrand of formula (1.3) is given by
\[
L(s, u, v) = \frac{v(1 - uv)}{(1 - u)^2(1 - v)^2} + (u + v) E^*(s, q, v) + v(v - s - 1 - q) \frac{\partial E^*}{\partial v}(s, q, v).
\]
To further determine the auxiliary function $L$ involving the unknown function $E^*$ on the boundary line $u = q$, it is shown that $L$ must solve the integral equation

$$
\int_0^{U^{-}(s)} \frac{1 - v}{1 - v + v R(s, 0; \zeta)} \cdot L \left( s, \zeta, \frac{v R(s, 0; \zeta)}{1 - v + v R(s, 0; \zeta)} \right) \frac{d\zeta}{\zeta} = 0
$$

for all $v \in D$. This integral equation is in turn non-standard as both the “external” variable $v$ and the integration variable $\zeta$ are involved in the arguments of $L$.

2. A general differential system

In this section, we establish that the distribution function of the batch sojourn time $\Omega$ can be derived from the solution of an infinite linear differential system. In the rest of this paper, the service rate $\mu$ will be normalized to 1, so that the arrival rate $\lambda$ is set to $\lambda$ with $\lambda E(B) < 1$ according to condition (1.1).

Given a batch size $B = b$, $b \geq 1$, the sojourn time $\Omega$ equals by definition the maximum

$$
\Omega = \max_{1 \leq k \leq b} W_k
$$

of the sojourn times $W_k$, $1 \leq k \leq b$, of jobs which build up this batch. We will denote by $\Omega_{n,b}$ the sojourn time of a batch in the queue, given that

- $n \geq 0$ jobs are already present in that queue at its arrival instant
- and this batch has size $b \geq 1$.

For given $n \geq 0$, $b \geq 1$, we denote by $E_{n,b}$ the complementary cumulative distribution function of sojourn time $\Omega_{n,b}$, that is,

$$
E_{n,b}(x) = P(\Omega_{n,b} > x), \quad x \in \mathbb{R}^+.
$$

As $\Omega_{n,b} > 0$ almost surely (since the sojourn time includes the non-zero service times of jobs), we note that

$$
E_{n,b}(0) = 1, \quad n \geq 0, \quad b \geq 1.
$$

**Proposition 2.1.** The set of distribution functions $E_{n,b}$, $n \geq 0$, $b \geq 1$, verifies the differential system

$$
\frac{dE_{n,b}}{dx}(x) = \lambda \sum_{m \geq 1} q_m E_{n+m,b}(x) -
$$

$$
(1 + \lambda)E_{n,b}(x) + \frac{n}{n + b} E_{n-1,b}(x) + \frac{b}{n + b} E_{n,b-1}(x)
$$

for all $x \in \mathbb{R}^+$, $n \geq 0$ and $b \geq 1$ (by convention, we set $E_{n,b} = 0$ for either index $n < 0$ or $b < 1$).

**Proof.** Consider a tagged batch labeled $B$, arriving at some initial time when the system contains $N = n \geq 0$ jobs in the queue, and with size $b \geq 1$. Variable $\Omega_{n,b}$...
then equals

\[
\begin{align*}
\Omega_{n,b} = & \begin{cases} 
X_{1+\varrho} + \Omega_{n,b-1} & \text{with probability } \frac{1}{1+\varrho} \times \frac{b}{n+b} \\
X_{1+\varrho} + \Omega_{n-1,b} & \text{with probability } \frac{1}{1+\varrho} \times \frac{n}{n+b} \\
X_{1+\varrho} + \Omega_{n+m,b} & \text{with probability } \frac{\varrho}{1+\varrho} \times q_m, \quad m \geq 1.
\end{cases}
\end{align*}
\] (2.4)

where all equalities in (2.4) are meant in distribution and with \(X_{1+\varrho}\) denoting any positive random variable with exponential distribution of parameter \(1+\varrho\). To prove equalities (2.4), observe that after the arrival time of batch \(\mathfrak{B}\), the next event to occur can be either

(i) a departure due to the service completion of some job in queue (with probability \(\mu/(\lambda+\mu) = 1/(1+\varrho)\)). In this first case,

- the probability that the service of a job pertaining to batch \(\mathfrak{B}\) is completed is equal to \(b/(n+b)\) (since \(n\) jobs were present at the arrival time of \(\mathfrak{B}\), which has brought a total number of \(b\) jobs), hence \(\Omega_{n,b} = X_{1+\varrho} + \Omega_{n,b-1}\);
- the probability that this service completion does not occur for any job pertaining to batch \(\mathfrak{B}\) equals \(n/(n+b)\) and we have \(\Omega_{n,b} = X_{1+\varrho} + \Omega_{n-1,b}\) since another job (not pertaining to batch \(\mathfrak{B}\)) has meanwhile left the queue;

(ii) or the arrival of new batch (with probability \(\lambda/(\lambda+\mu) = \varrho/(1+\varrho)\)) with some size \(m \geq 1\) (with probability \(q_m\)). In this case, the corresponding sojourn time \(\Omega_{n,b}\) equals \(X_{1+\varrho} + \Omega_{n+m,b}\), due to the memory-less property for the service times of all jobs in the tagged batch \(\mathfrak{B}\).

Items (i) and (ii) consequently justify equalities (2.4) in distribution. Using (2.4), we then derive that the Laplace transform \(e_{n,b}^*(s) : s > 0 \mapsto \mathbb{E}(e^{-s\Omega_{n,b}})\) of sojourn time \(\Omega_{n,b}\) verifies

\[
e_{n,b}^*(s) = \frac{b}{(n+b)(s+\varrho+1)} e_{n,b-1}^*(s) + \frac{1}{s+\varrho+1} \frac{n}{n+b} e_{n-1,b}^*(s) + \frac{\varrho}{s+\varrho+1} \sum_{m \geq 1} q_m e_{n+m,b}^*(s), \quad s > 0.
\] (2.5)

If \(E_{n,b}^*\) now denotes the Laplace transform of the complementary distribution function \(E_{n,b} : x \mapsto \mathbb{P}(\Omega_{n,b} > x)\), \(e_{n,b}^*\) and \(E_{n,b}^*\) are related by \(e_{n,b}^*(s) = 1 - s E_{n,b}^*(s)\) for \(s > 0\); identity (2.5) can then be equivalently written in terms of transform \(E_{n,b}^*\) as

\[
1 - (s+\varrho+1)E_{n,b}^*(s) = -\frac{b}{n+b} E_{n,b-1}^*(s) - \frac{n}{n+b} E_{n-1,b}^*(s) - \varrho \sum_{m \geq 1} q_m E_{n+m,b}^*(s)
\] (2.6)

for \(s > 0\). Inverting relation (2.6) with respect to the Laplace transformation (noting in the left-hand side that the Laplace inverse of \(s \mapsto 1 - s E_{n,b}^*(s)\) is the derivative \(-dE_{n,b}^*/dx\), differential equation (2.3) follows. □
An explicit solution to the infinite system \((2.3)\) does not seem affordable for any distribution \((q_b)_{b \geq 1}\). In the next section, an alternative formulation to system \((2.3)\) will be provided in the case of a specific distribution of the batch size.

3. Geometric distribution of the batch size

In the rest of this paper, the distribution of the batch size \(B\) will be assumed to be geometric with given parameter \(q \in [0, 1]\), that is,

\[(3.1) \quad \forall b \geq 1, \quad q_b = (1 - q)q^{b-1}.\]

The geometric distribution \((3.1)\) entails, in particular, that \(\mathbb{E}(B) = 1/(1 - q)\) so that stability condition \((1.1)\) now specifies into

\[(3.2) \quad \rho < 1 - q.\]

For a geometric batch size distribution, we will show that the resolution of system \((2.3)\) translates to solving a partial differential equation (PDE) for a generating function associated with distribution functions \(E_{n,b}, n \geq 0, b \geq 1\).

3.1. The governing PDE for \(E\). We can now establish that the differential system \((2.3)\) translates into the following second order linear PDE for the generating function \(E\).

**Proposition 3.1.** If the distribution of the batch size is geometric with parameter \(q \in [0, 1]\), the generating function \(E\) verifies the linear second order partial differential equation

\[
\begin{align*}
&u \frac{\partial^2 E}{\partial x \partial u}(x, u, v) + v \frac{\partial^2 E}{\partial x \partial v}(x, u, v) + \frac{u(u-1)(q + q - u)}{u - q} \frac{\partial E}{\partial u}(x, u, v) \\
&\quad + v(1 + \rho - v) \frac{\partial E}{\partial v}(x, u, v) - \frac{\rho(1-q)\rho}{u-q} \left[ \frac{\partial E}{\partial v}(x, u, v) - \frac{\partial E}{\partial v}(x, q, v) \right] \\
&\quad - (u + v)E(x, u, v) + \frac{\rho(1-q)u}{(u-q)^2}(E(x, u, v) - E(x, q, v)) = 0
\end{align*}
\]

for \(x \in \mathbb{R}^+\) and \((u, v) \in \mathbb{D}^2\).
We refer to Appendix 6.1 for the proof of Proposition 3.1. Beside its second order, we note that the governing equation (3.6) involves boundary terms at \( u = q \) for both \( E \) and its first derivative \( \partial E / \partial v \).

### 3.2. A first order PDE for the Laplace transform.

Consider the one-sided Laplace transform \( E^*(s, u, v) \) with respect to variable \( x \in \mathbb{R}^+ \), that is,

\[
E^*(s, u, v) = \int_{0}^{+\infty} E(x, u, v)e^{-sx}dx, \quad \Re(s) > 0,
\]

for given \( (u, v) \in \mathbb{D}^2 \); note that definition (3.4) readily entails the upper bound

\[
|E(x, u, v)| \leq \sum_{n \geq 0} \sum_{b \geq 1} |u|^n |v|^b \leq |v| \frac{1}{1-|uv|}
\]

for all \( x \in \mathbb{R}^+ \) and given \( (u, v) \in \mathbb{D}^2 \), which ensures that \( E^* \) is analytic in the product \( \{ s \in \mathbb{C}, \Re(s) > 0 \} \times \mathbb{D}^2 \). We will now prove that the Laplace transformation \( E \mapsto E^* \) translates the second-order governing equation (3.6) in variables \( x, u, v \) into a first order linear equation in variables \( u \) and \( v \) only.

In this aim, first introduce the quadratic polynomial

\[
P(s, u) = u^2 - (s + 1 + \rho + q)u + sq + \rho + q
\]

in variable \( u \). Recall ([2], Section 4.1) that \( P(s, \cdot) \) has two roots \( U^-(s) \) and \( U^+(s) \) given by

\[
U^{\pm}(s) = \frac{s + 1 + \rho + q \pm \sqrt{\Delta(s)}}{2}
\]

with \( \Delta(s) = s^2 + 2(1 + \rho - q)s + (1 - \rho - q)^2 \); furthermore, roots \( U^{\pm}(s) \) verify the inequalities ([2], Proof of Proposition 4.1, Equ.(4.15))

\[
\forall \ s > 0, \quad q < U^-(s) < 1 < U^+(s).
\]

Besides, we consider the function change \( E^* \mapsto F^* \) where \( F^* \) is defined by

\[
F^*(s, u, v) = \begin{cases} 
\frac{E^*(s, u, v) - E^*(s, q, v)}{u - q}, & s \geq 0, \ u \in \mathbb{D} \setminus \{q\}, \ v \in \mathbb{D}, \\
\frac{\partial E^*}{\partial u}(s, q, v), & s \geq 0, \ u = q, \ v \in \mathbb{D}.
\end{cases}
\]

From the latter definition, function \( F^* \) is clearly analytic in \( \{ s \ | \ s > 0 \} \times \mathbb{D}^2 \) and it is obviously equivalent to determine either function \( E^* \) or \( F^* \). Following the boundary condition (3.5) verified by \( E \), we readily have \( E^*(s, u, 0) = 0 \) for \( \Re(s) > 0 \) and \( u \in \mathbb{D} \); definition (3.11) then entails that \( F^* \) verifies the same boundary condition

\[
F^*(s, u, 0) = 0, \quad \Re(s) > 0, \ u \in \mathbb{D},
\]

on the line \( v = 0 \).

As detailed below, it proves that \( E^* \) verifies a linear PDE whose coefficients, however, exhibit polar singularities at point \( u = q \). By means of the function change \( E^* \mapsto F^* \) introduced in (3.11), such singularities conveniently cancel out when translating this PDE to the new function \( F^* \). This can be stated as follows.
Corollary 3.1. The function $F^*$ defined in (3.11) verifies the linear partial differential equation
\begin{equation}
 u P(s, u) \frac{\partial F^*}{\partial u} + v [(u-q)(v-s-1-q) + q(1-q)] \cdot \frac{\partial F^*}{\partial v} \\
 + [u(u-s-1-q) + (u-q)(u+v)] \cdot F^* \\
 + L(s, u, v) = 0
\end{equation}
(3.13)
with polynomial $P$ introduced in (3.8), $F^*$ and its derivatives taken at any point $(s, u, v)$ and
\begin{equation}
 L(s, u, v) = \frac{v(1-uv)}{(1-u)^2(1-v)^2} + \\
 (u+v) E^*(s, q, v) + v(v-s-1-q) \frac{\partial E^*}{\partial v}(s, q, v)
\end{equation}
(3.14)
for $s > 0$ and $(u, v) \in \mathbb{D}^2$.

Proof. Following condition (2.2) for $x = 0$, we first note that the power series $E(0, u, v) = \sum_{n \geq 0, b \geq 1} u^n v^b$ readily sums to
\begin{equation}
 E(0, u, v) = \frac{v}{(1-u)(1-v)}, \quad (u, v) \in \mathbb{D}^2;
\end{equation}
(3.15)
besides, after definition (3.7) of $E^*$, the Laplace transform of the first derivative $\partial E/\partial x$ is the function $s > 0 \mapsto sE^*(s, u, v) - E(0, u, v)$. Taking the Laplace transform of each side of equation (3.6) for given $(u, v)$, we then obtain
\begin{equation}
 u \frac{\partial}{\partial u} sE^*(s, u, v) + v \frac{\partial}{\partial v} sE^*(s, u, v) + \frac{u(u-1)(q+q-u)}{u-q} \frac{\partial E^*}{\partial u}(s, u, v) \\
 + v(u+q-v) \frac{\partial E^*}{\partial v}(s, u, v) - \\
 \frac{\partial E^*}{\partial v}(s, q, v)) = 0
\end{equation}
(3.16)
for all $s > 0$; assembling all factors multiplying the derivative $\partial E^*(s, u, v)/\partial u$, the coefficient of this derivative in (3.16) eventually equals
\begin{equation}
 us + \frac{u(u-1)(q+q-u)}{u-q} = - \frac{u P(s, u)}{u-q}
\end{equation}
where $P(s, u)$ is the polynomial introduced in (3.8). Reducing all algebraic factors and using expression (3.15) for $E(0, u, v)$, equality (3.16) then equivalently reads
\begin{equation}
 - \frac{u P(s, u)}{u-q} \frac{\partial E^*}{\partial u}(s, u, v) + v(s+1+q-v) \cdot \frac{\partial E^*}{\partial v}(s, u, v) - (u+v)E^*(s, u, v) = \\
 \frac{v(1-uv)}{(1-u)^2(1-v)^2} + \frac{\partial E^*}{\partial v}(s, u, v) - \\
 \frac{\partial E^*}{\partial v}(s, q, v)
\end{equation}
(3.17)
and its derivatives taken at any point $(s, u, v)$ and
\begin{equation}
 L(s, u, v) = \frac{v(1-uv)}{(1-u)^2(1-v)^2} + \\
 (u+v) E^*(s, q, v) + v(v-s-1-q) \frac{\partial E^*}{\partial v}(s, q, v)
\end{equation}
(3.14)
for $s > 0$ and $(u, v) \in \mathbb{D}^2$. 
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besides, after definition (3.7) of $E^*$, the Laplace transform of the first derivative $\partial E/\partial x$ is the function $s > 0 \mapsto sE^*(s, u, v) - E(0, u, v)$. Taking the Laplace transform of each side of equation (3.6) for given $(u, v)$, we then obtain
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 \frac{\partial E^*}{\partial v}(s, q, v)) = 0
\end{equation}
(3.16)
for all $s > 0$; assembling all factors multiplying the derivative $\partial E^*(s, u, v)/\partial u$, the coefficient of this derivative in (3.16) eventually equals
\begin{equation}
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where $P(s, u)$ is the polynomial introduced in (3.8). Reducing all algebraic factors and using expression (3.15) for $E(0, u, v)$, equality (3.16) then equivalently reads
\begin{equation}
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While the second term of the right-hand side of (3.17) remains well-defined at $u = q$, the third term has a polar singularity of order 1 at $u = q$. To circumvent the presence of singular terms in PDE (3.17) for function $E^*$, we introduce the new function $F^*$ as defined in (3.11). To express the derivatives $\partial E^* / \partial u$ and $\partial E^* / \partial v$ in terms of $F^*$, $\partial F^* / \partial u$ and $\partial F^* / \partial v$, successively differentiate definition relation (3.11) with respect to $u$ and $v$ which readily provides

\[
\begin{align*}
\frac{\partial E^*}{\partial u}(s, u, v) &= F^*(s, u, v) + (u - q) \frac{\partial F^*}{\partial u}(s, u, v), \\
\frac{\partial E^*}{\partial v}(s, u, v) &= (u - q) \frac{\partial F^*}{\partial v}(s, u, v) + \frac{\partial E^*}{\partial v}(s, q, v);
\end{align*}
\]

replacing the latter into (3.17) and noting that the coefficient of $F^*(s, u, v)$ now equals $u \cdot P(s, u) - \rho(1 - q)$, the latter PDE reduces to (3.13) after simple algebra. □

At this stage, we can successively note that
\begin{itemize}
  \item[a)] equation (3.13) for $F^*$ is of order 1 and linear ([1], Lecture 1, Section 1.2), with smooth polynomial coefficients in both variables $u$ and $v$;
  \item[b)] the last term $L(s, u, v)$ in (3.13) involves the unknown function $E^*$ along with its derivative $\partial E^*/\partial v$ on the line $u = q$.
\end{itemize}

Considering this term $L(s, u, v)$ as known, equation (3.13) can be integrated by using the method of characteristic curves applied in the next Section. Before addressing this integration, another simple variable change will enable us to transform the quasi-linear equation (3.13) into another simpler linear equation.

**Corollary 3.2.** For given $s > 0$, let

\[
\Phi(s, u, v) = P(s, u)(1 - v)F^*(s, u, uv), \quad 0 < |u| < 1, \ |v| < 1,
\]

with polynomial $P$ introduced in (3.8). Then function $\Phi$ satisfies the inhomogeneous linear PDE

\[
\frac{\partial \Phi}{\partial u} - \left[ \frac{(u - q)}{P(s, u)} \right] v(1 - v)\frac{\partial \Phi}{\partial v} + \ell(s, u, v) = 0
\]

where

\[
\ell(s, u, v) = (1 - v)\frac{L(s, u, uv)}{u},
\]

with function $L$ defined in (3.17).

**Proof.** For $(u, v) \in \mathbb{D}^2$ and $u \neq 0$, consider the variable change $(u, v) \mapsto (u, uv)$ and the auxiliary function $\Phi_0(s, \cdot, \cdot)$ defined by

\[
\Phi_0(s, u, v) = F^*(s, u, uv), \quad (u, v) \in \mathbb{D}^2, \ u \neq 0.
\]
Applying the chain rule to (3.20), we readily calculate
\[ u \frac{\partial F^*}{\partial u} (s, u, uv) = u \frac{\partial \Phi_0}{\partial u} (s, u, v) - v \frac{\partial \Phi_0}{\partial v} (s, u, v), \]
\[ u v \frac{\partial F^*}{\partial v} (s, u, uv) = v \frac{\partial \Phi_0}{\partial v} (s, u, v). \]
From equation (3.13) applied at point \((u, uv)\) and the latter identities, we then easily deduce that \(\Phi_0(s, \cdot, \cdot)\) verifies the equation
\[ u P(s, u) \frac{\partial \Phi_0}{\partial u} (s, u, v) - u(u - q)v(1 - v) \frac{\partial \Phi_0}{\partial v} (s, u, v) + \]
\[ (u(u - s - 1) - q) + (u - q)(u + v) \cdot \Phi_0(s, u, v) + L(s, u, uv) = 0, \]
after using the definition (3.8) of \(P(s, u)\) to reduce the coefficient of \(\partial \Phi_0/\partial v\) to
\[ -v P(s, u) + v [(u - q)(uv - s - 1 - q) + q(1 - q)] = -u(u - q)v(1 - v). \]
Furthermore, writing the coefficient of \(\Phi_0(s, u, v)\) as \(u(P'(s, u) + (u - q)v)\) (where \(P'(s, u)\) denotes for short the first derivative of \(P(s, u)\) with respect to variable \(u\)) and dividing each side of (3.21) by \(u \neq 0\), the latter reduces to
\[ P(s, u) \frac{\partial \Phi_0}{\partial u} -(u-q)v(1-v) \frac{\partial \Phi_0}{\partial v} + [P'(s, u) + (u - q)v] \Phi_0 + \frac{L(s, u, uv)}{u} = 0 \]
(where \(\Phi_0\) and all its derivatives are taken at point \((s, u, v)\)).
To eliminate the linear term in \(\Phi_0\) in equation (3.22), consider the function change \(\Phi \mapsto \Phi_0\) where \(\Phi_0 = M \times \Phi\) for some regular functions \(M\). Following (3.22), \(\Phi\) should satisfy the equation
\[ P(s, u) \frac{\partial \Phi}{\partial u} -(u-q)v(1-v) \frac{\partial \Phi}{\partial v} + A(s, u, v) \frac{\Phi}{M} + \frac{L(s, u, uv)}{u} = 0 \]
where
\[ A(s, u, v) = P(s, u) \frac{\partial M}{\partial u} -(u-q)v(1-v) \frac{\partial M}{\partial v} + [P'(s, u) + (u - q)v] M; \]
the coefficient of \(\Phi\) in (3.23) therefore vanishes for any regular function \(M\) verifying the homogeneous linear PDE defined by \(A(s, u, v) = 0\); by easy inspection, a particular solution \(M\) to that PDE can be chosen as
\[ M(s, u, v) = \frac{1}{P(s, u)(1 - v)}, \quad 0 < |u| < 1, \quad |v| < 1y. \]
From (3.20) and the determination (3.21) of \(M\), the corresponding function \(\Phi\) is thus given by \(\Phi(s, u, v) = \Phi_0(s, u, v)/M(s, u, v)\) for \(0 < |u| < 1, \quad |v| < 1\), as introduced in (3.13); dividing each side of (3.23) by \(P(s, u)\), this inhomogeneous linear equation for \(\Phi\) reduces to equation (3.19), as claimed. \(\square\)

4. The solution \(F^*\) along characteristic curves

Let \(a, b, c\) denote given continuous functions in some domain of \(C^2\) and consider the inhomogeneous linear PDE
\[ a(u, v) \frac{\partial Z}{\partial u} + b(u, v) \frac{\partial Z}{\partial v} = c(u, v) \]
with solution $Z : (u, v) \mapsto Z(u, v)$. Following (111, Lecture 1, Sections 1.2), basic properties of the solutions to equation (4.1) can be recalled as follows:

- given a tuple $(u_0, v_0, z_0)$ with $|a(u_0, v_0)|^2 + |b(u_0, v_0)|^2 \neq 0$, the characteristic curve $\gamma_{u_0, v_0, z_0}$ of (4.1) passing through the point $(u_0, v_0, z_0)$ is the solution $\tau \in \mathbb{R}^+ \mapsto (u(\tau), v(\tau), z(\tau))$ to the differential system

$$\frac{\,du}{a(u, v)} = \frac{\,dv}{b(u, v)} = \frac{\,dz}{c(u, v)} = \,d\tau$$

with initial condition $u(0) = u_0$, $v(0) = v_0$, $z(0) = z_0$. A first integral of system (4.2) is a real function $k : (u, v, z) \mapsto k(u, v, z)$ constant along any characteristic curve $\gamma_{u_0, v_0, z_0}$, that is, $k(u(\tau), v(\tau), z(\tau)) = k(u_0, v_0, z_0)$ for all $\tau \in \mathbb{R}^+$;

- let $k_1$ and $k_2$ be two independent first integrals of system (4.2). The characteristic $\gamma_{u_0, v_0, z_0}$ is then determined by the intersection of surfaces with respective equation $k_1(u, v, z) = k_1(u_0, v_0, z_0)$ and $k_2(u, v, z) = k_2(u_0, v_0, z_0)$; besides, the general solution $Z : (u, v) \mapsto Z(u, v)$ to (4.1) is implicitly defined by the relation

$$(4.3) \quad k_2(u, v, Z) = h(k_1(u, v, Z))$$

for $Z = Z(u, v)$, where $h : \mathbb{C} \to \mathbb{C}$ is any regular function.

In this section, the characteristic curves associated with PDE (3.19) are determined and the analytic solution $F^*$ to our initial PDE (3.13) is derived accordingly.

### 4.1. Characteristic curves

Fix $s > 0$ and introduce the coefficients

$$C^+(s) = -\frac{U^-(s) - q}{U^+(s) - U^-(s)}, \quad C^-(s) = -\frac{U^+(s) - q}{U^-(s) - U^+(s)}$$

where $U^+(s)$ and $U^-(s)$ are the roots of quadratic polynomial $P(s, \cdot)$ given in (3.8); as already shown in (2, Section 4.1, Equ.(4.15)), coefficients $C^\pm(s)$ verify

$$\forall s > 0, \quad C^+(s) < 0 < 1 < C^-(s).$$

The following lemma first states the analyticity of a related function in the disk $\mathbb{D}$ cut along a linear segment (see the Proof in Appendix 6.2).

**Lemma 4.1.** Given $u_0 \in \mathbb{D} \setminus \{U^-(s)\}$, let $\Lambda_{u_0}$ denote the line segment starting at point $U^-(s)$ and directed along the vector $(u_0, U^-(s))$. The function $\mathcal{R}(s, u_0; \cdot)$ defined by

$$\mathcal{R}(s, u_0; u) = \left(\frac{u - U^-(s)}{u_0 - U^-(s)}\right)^{C^-(s) - 1} \left(\frac{u - U^+(s)}{u_0 - U^+(s)}\right)^{C^+(s) - 1}, \quad u \in \mathbb{D} \setminus \Lambda_{u_0},$$

is analytic on the cut disk $\mathbb{D} \setminus \Lambda_{u_0}$.

Let us now determine the characteristics for the simpler linear PDE (3.19); its associated differential system (4.2) for characteristic curves $\gamma_{u_0, v_0, z_0}$ in the $(O, Ou, Ov, Oz)$ space reads

$$\frac{\,du}{1} = -\frac{P(s, u)}{(u - q)v(1 - v)} \,dv = -\frac{u}{(1 - v) L(s, u, vw)} \,dz.$$
Lemma 4.2. A) In the \((O, Ou, Ov, Oz)\) space, the characteristic curve \(\gamma_{u_0, v_0, z_0}\) of PDE (3.19) is the intersection of surfaces with equation \(k_1(u, v) = C^1\) and \(k_2(u, v, z) = C^{x^1}\), respectively, where \(k_1\) and \(k_2\) are the independent first integrals to system (4.4) defined by

\[
\begin{align*}
    k_1(u, v) &= \frac{u - U^{-}(s))C^{-}(s)-1(u - U^{+}(s))C^{+}(s)-1}{v} \\
    k_2(u, v, z) &= z - \int_{u}^{U^{-}(s)} L(s, \zeta, \zeta v \Re(s, u; \zeta)) e^{-v \Re(s, u; \zeta)} \frac{d\zeta}{\zeta}
\end{align*}
\]

for \(u \in \mathbb{D} \setminus [U^-(s), 1], \ v \in \mathbb{C}\) and with \(\Re(s, u; \zeta), \ \zeta \in \mathbb{D} \setminus \Lambda_u, \ \text{introduced in (4.7)}\).

B) The projection of characteristic \(\gamma_{u_0, v_0, z_0}\) on the \((O, Ou, Ov)\)-plane has the Cartesian equation

\[
v = v_0 \cdot \Re(s, u_0; u), \quad u \in \mathbb{D} \setminus \Lambda_{u_0},
\]

and always passes through the fixed point \((U^-(s), 0)\).

We refer to Appendix 6.3 for the detailed proof of Lemma 4.2 (the dependence of the first integrals \(k_1\) and \(k_2\) on parameter \(s\) is not mentioned here for conciseness of notation).

4.2. Integral representation of the analytic solution. Using Lemma 4.2 and assuming that the function \(L\) is known, we can now derive an integral representation of the solution \(F^*\) to PDE (3.13) which is analytic in some relevant domain.

Proposition 4.1. Given the function \(L\) defined in (3.14), the solution \(F^*(s, \cdot, \cdot)\) to PDE (3.13) which is analytic in the product \(|0, U^-(s)| \times \mathbb{C}\) and vanishes on the line \(v = 0\) can be expressed by

\[
F^*(s, u, v) = \frac{e^{s \phi}}{P(s, u)} \int_{u}^{U^{-}(s)} L(s, \zeta, \zeta v \Re(s, u; \zeta)) e^{-s \Re(s, u; \zeta)} \frac{d\zeta}{\zeta}
\]

for \(s > 0\) and \(u \in |0, U^-(s)|, \ v \in \mathbb{C}\).

Proof. For any locally regular function \(h : \mathbb{C} \rightarrow \mathbb{C}\), the relation (4.3) between the two first integrals \(k_1\) and \(k_2\) determines a solution \(\Phi(s, \cdot, \cdot)\) to PDE (3.19). Given the specific expressions (4.8) of \(k_1\) and \(k_2\), the general expression of \(z = \Phi(s, u, v)\) is consequently given by

\[
\Phi(s, u, v) = h(k_1(u, v)) + G(s, u, v)
\]

where \(G(s, u, v)\) denotes the integral term

\[
G(s, u, v) = \int_{u}^{U^{-}(s)} L(s, \zeta, \zeta v \Re(s, u; \zeta)) e^{-s \Re(s, u; \zeta)} \frac{d\zeta}{\zeta}
\]

To specify an analyticity domain for function \(G(s, \cdot, \cdot)\), consider the real interval \(J = |0, U^-(s)|\); the function \((u, v) \in J \times \mathbb{D} \mapsto G(s, u, v)\) is then analytic (in fact, Lemma 4.1 ensures that each function \(\Re(s, u; \cdot), \ u \in J, \text{is analytic in } J\) and...
definition (3.14) entails that $L(s, \cdot, \cdot)$ is analytic in $\mathbb{D} \times \mathbb{C}$ so that the integrand in (4.12) is an analytic function of the pair $(u, \zeta) \in J \times J$.

On the other hand, use the variable change (4.13)

$$
\zeta = \zeta_u(t) = u + t(U^-(s) - u), \quad 0 \leq t \leq 1,
$$

in integral (4.12) to obtain

$$
G(s, u, v) = (U^-(s) - u) \int_0^1 \frac{L(s, \zeta_u(t), \zeta_u(t) v R(s, u; t))}{\zeta_u(t)} e^{-v R(s, u; t)} dt.
$$

where, after definition (4.16),

$$
R(s, u; t) = R(s, u; \zeta_u(t)) = (1 - t) C^{-s-1} \left( 1 - t \cdot \frac{U^-(s) - u}{U^+(s) - u} \right)^{C^s+1}.
$$

The equivalent expression (4.14) of $G(s, u, v)$ and the inequality $C^{-s} > 1$ after (4.5) together imply that, for any given $v \in \mathbb{D}$,

$$
G(s, u, v) = O(U^-(s) - u) \quad \text{when} \quad u \uparrow U^-(s).
$$

Let us now determine the first term $h(k_1(u, v))$ in (4.11). By definition of the first integral $k_1$, this term is constant along the characteristic curve passing through the point $(u, v)$; also recall from Lemma [4.2] B that this characteristic always passes through the fixed point $(U^-(s), 0)$ so that, in particular,

$$
h(k_1(u, v)) = h(k_1(U^-(s), 0)).
$$

Besides, the definition relation (3.18) between functions $\Phi$ and $F^*$ together with the boundary condition (3.12) for $F^*$ imply that $\Phi$ also vanishes on the line $v = 0$. Applying relation (4.11) at point $(u, v) = (U^-(s), 0)$, the latter discussion entails

$$
0 = \Phi(s, U^-(s), 0) = h(k_1(U^-(s), 0)) + G(s, U^-(s), 0)
$$

which, after (4.16) and (4.17), yields $h(k_1(u, v)) = 0$. Finally, by the variable change $(u, v) \mapsto (u, uv)$ of definition (3.18), (4.11) provides

$$
F^*(s, u, v) = \Phi \left( s, u, \frac{v}{u} \right) = \frac{e^{\mathbb{P}}}{P(s, u)} \cdot G \left( s, u, \frac{v}{u} \right)
$$

and expression (4.10) follows. \hfill \Box

5. Determination of function $L$

To proceed with the resolution to PDE (3.13), we are left to determine the function $L$ involved in integral representation (4.10) or, equivalently, the function $E^*(s, q, \cdot)$ for given $s > 0$.

5.1. Integral condition on $L$. At this stage, representation (4.10) of $F^*(s, u, v)$ is restricted to $u \in [0, U^-(s)]$, while it is known that $F^*(s, u, v)$ is obviously well-defined near $u = 0$ and $u = U^-(s)$ for any $v \in \mathbb{C}$. We now establish a necessary and sufficient condition on $L$ to ensure that expression (4.10) of $F^*$ to be defined and analytic at point $u = 0$. 

Proposition 5.1. Condition

\[(5.1) \quad \forall v \in \mathbb{C}, \quad \int_{0}^{U^{-}(s)} L(s, \zeta, \zeta v \Re(s, 0; \zeta)) e^{-v \Re(s, 0; \zeta)} \frac{d\zeta}{\zeta} = 0 \]

on function \(L\) defined in (3.14) is necessary and sufficient for ensuring the analyticity of \(F^*\) at point \(u = 0\).

We refer to Appendix 6.4 for the proof of Proposition 5.1. Note that, using the variable change \((u, v) \mapsto (u, uv)\) in (4.10) readily shows that

\[(5.2) \quad F^*(s, u, uv) = \frac{e^v}{P(s, u)} \int_{u}^{U^{-}(s)} L(s, \zeta, \zeta v \Re(s, u; \zeta)) e^{-v \Re(s, u; \zeta)} \frac{d\zeta}{\zeta} \]

is well-defined for \(u = 0\) and boundary condition (3.12) entails that its value is zero; as \(P(s, 0) = sq + g + q \neq 0\) for \(s > 0\), expression (5.2) thus also provides equation (6.1) as a necessary condition for the function \(L\) to exist.

5.2. Determination of function \(E^*(s, q, \cdot)\). Proposition 5.1 now translates into the following assertion showing that equation (5.1) has a unique entire solution \(E^*(s, q, \cdot)\) on the whole plane \(\mathbb{C}\).

Proposition 5.2. The coefficients \(E^*_b(s, q), b \geq 1\), of the power series \(E^*(s, q, v) = \sum_{b \geq 1} E^*_b(s, q) v^b / b!\), \(v \in \mathbb{C}\), are determined by the triangular linear system

\[(5.3) \quad \forall b \geq 1, \quad \sum_{\ell=1}^{b} (-1)^{\ell} \binom{b}{\ell} Q_{b, \ell}(s) E^*_\ell(s, q) = K_b(s) \]

with coefficients \(Q_{b, \ell}(s) = (\ell + 1 - b)M_{b, \ell}(s) - \ell(s + 1 + g)M_{b, \ell-1}(s)\) where

\[M_{b, \ell}(s) = \int_{0}^{U^{-}(s)} \zeta^{\ell} \Re(s, 0; \zeta)^b d\zeta,\]

and with right-hand side

\[K_b(s) = \int_{0}^{U^{-}(s)} \left[(b - 1)(1 - \zeta)^b + 1\right] \Re(s, 0; \zeta)^b \frac{d\zeta}{(1 - \zeta)^2}.\]

Proof. From the definition (3.13) of \(L\) and after expanding \(E^*(s, q, v)\) into its power series of variable \(v\), we can write

\[\frac{L(u, uv)}{v} = \frac{e^{uv}}{(1 - u)^2} \left[1 - e^{-uv} + v(1 - u)\right] + \sum_{b \geq 1} \Lambda_b(s, u) \frac{v^b}{b!} \]

with \(\Lambda_b(s, u) = u^b E^*_b(s, q) + b u^{b-1} E^*_{b-1}(s, q) - b(s + 1 + g) u^{b-1} E^*_b(s, q)\) for short; using this expression for the integrand in the left-hand side of condition (5.1), the latter reads in the form \(A(s, v) + B(s, v) = 0\) with

\[A(s, v) = \int_{0}^{U^{-}(s)} \left[\{1 + \Re(s, 0; \zeta) v(1 - \zeta)\} e^{-v(1 - \zeta) \Re(s, 0; \zeta)} - e^{-v \Re(s, 0; \zeta)}\right] \frac{d\zeta}{(1 - \zeta)^2}.\]
and
\[ B(s, v) = \int_0^{U^-(s)} \left[ \sum_{b \geq 1} \Lambda_b(s, \zeta) \frac{\mathcal{R}(s, 0; \zeta)^b v^b}{b!} \right] e^{-\mathcal{R}(s, 0; \zeta) v} \, d\zeta. \]

Expanding the exponential in the integrand of \( A(s, v) \) into a power series of variable \( v \) first easily gives
\[ A(s, v) = -\sum_{b \geq 1} (-1)^b K_b(s) \frac{v^b}{b!} \]
with coefficient \( K_b(s) \) given as in the Proposition; besides, expanding the exponential factor \( e^{-\mathcal{R}(s, 0; \zeta) v} \) of the integrand in \( B(s, v) \) above into a power series of variable \( v \) readily gives the expansion
\[ B(s, v) = \sum_{b \geq 0} (-1)^b \int_0^{U^-(s)} \left[ \sum_{\ell = 0}^b (-1)^\ell \Lambda_\ell(s, \zeta) \binom{b}{\ell} \right] \frac{\mathcal{R}(s, 0; \zeta)^b v^b}{b!} \, d\zeta \]
(noting that \( \Lambda_0(s, \zeta) = 0 \) since \( E_0^\ast(s, q) = 0 \)). On account of expansions (5.4) and (5.5) (together with the latter definition of the integrand \( \Lambda_\ell(s, \zeta) \)), relation \( A(s, v) + B(s, v) = 0 \) is therefore equivalent to
\[ \sum_{\ell = 1}^b (-1)^\ell \binom{b}{\ell} B_{\ell, \ell}(s) E_{\ell}^\ast(s, q) + \sum_{\ell = 1}^b (-1)^\ell \binom{b}{\ell} \ell M_{\ell, \ell-1}(s) E_{\ell-1}^\ast(s, q) = K_b(s) \]
for all \( b \geq 1 \) and with \( B_{\ell, \ell}(s) = M_{\ell, \ell}(s) - (s+1+q)M_{\ell, \ell-1}(s) \), where \( M_{\ell, \ell}(s) \) is the definite integrals defined as in the Proposition. By simply changing the index in the second sum above and noting that \( \binom{b}{\ell+1} = (b-\ell) \binom{b}{\ell} / (\ell+1) \), the latter equation reduces to (5.3). This defines a triangular linear system for all coefficients \( E_b^\ast(s, q) \), \( b \geq 1 \), as claimed. \( \square \)

Each coefficient \( M_{\ell, \ell}(s) \), \( 1 \leq \ell \leq b \), can be expressed in terms of the Gauss hypergeometric function. Specifically, recall the integral representation (5.15, Chap.15, 15.6.1)
\[ F(\alpha, \beta; \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(\beta)\Gamma(\gamma - \beta)} \int_0^1 t^{\beta-1}(1-t)^{\gamma-\beta-1} \left( 1 - zt \right)^{\alpha} \, dt, \quad z \in \mathbb{D}, \]
of the Gauss hypergeometric function \( F(\alpha, \beta; \gamma; \cdot) \) with parameters \( \alpha, \beta \) and \( \gamma > \beta \).
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6. Appendix

6.1. Proof of Proposition 3.1.

A) As a preliminary result, we first state the following lemma for a partial differential system verified by the collection of generating functions $E_b, b \geq 1$, introduced in (3.3).

Lemma 6.1. If the distribution of the batch size is geometric with parameter $q \in [0,1]$, the generating functions $E_b, b \geq 1$, verify the partial differential system

\[
\frac{\partial^2 E_b}{\partial u \partial x}(x, u) + b \frac{\partial E_b}{\partial x}(x, u) = \frac{\partial (1-q)(bq-(b-1)u)}{(u-q)^2} \left[ E_b(x, q) - E_b(x, u) \right] + \frac{u(u-1)(u-q-q)}{u-q} \frac{\partial E_b}{\partial u}(x, u) + b E_{b-1}(x, u) \cdot 1_{b \geq 2} + \left[ u - (1+q)b \right] E_b(x, u)
\]

for all $b \geq 1$ and $x \in \mathbb{R}^+, u \in \mathbb{D}$.

Proof. For given $b \geq 1$, multiply each side of equation (2.3) by $(n+b)u^n$, $n \geq 0$, and then sum all these equations over $n \geq 0$. Assuming that distribution $(q_b)_{b \geq 1}$ is geometric with parameter $q$ as in (3.1) and applying the definition (3.3) for the generating function $E_b, b \geq 1$, we obtain

\[
\frac{\partial^2 E_b}{\partial u \partial x}(x, u) + b \frac{\partial E_b}{\partial x}(x, u) = \partial (1-q)R_b(x, u) + \partial (1-q)S_b(x, u) - (1+q)u \frac{\partial E_b}{\partial u}(x, u) - (1+q)b E_b(x, u) + T_b(x, u) + b E_{b-1}(x, u)
\]

(6.2)

where

\[
\left\{ \begin{array}{l}
R_b(x, u) = \sum_{n \geq 0} \sum_{m \geq 1} q^{m-1} n u^n E_{n+m,b}(x), \quad T_b(x, u) = \sum_{n \geq 0} n u^n E_{n-1,b}(x), \\
S_b(x, u) = \sum_{n \geq 0} \sum_{m \geq 1} q^{m-1} u^n E_{n+m,b}(x)
\end{array} \right.
\]

for all $x \in \mathbb{R}^+$ and $u \in \mathbb{D}$. The series $R_b(x, u), S_b(x, u)$ and $T_b(x, u)$ intervening in the right-hand side of equality (6.2) can be successively calculated as

\[
R_b(x, u) = \sum_{k \geq 1} \sum_{n=0}^{k-1} q^{k-n-1} n u^n E_{k,b}(x) = \sum_{k \geq 1} q^{k-1} \frac{u}{q} \cdot h_k \left( \frac{u}{q} \right) \cdot E_{k,b}(x)
\]

where we set $h_k(r) = d((\sum_{n=0}^{k-1} r^n)/dr = (1-r^k)/(1-r)^2 - k r^{k-1}/(1-r)$ with $r = u/q$, so that we eventually obtain

\[
R_b(x, u) = -u \frac{E_b(x, u) - E_b(x, q)}{(u-q)^2} + \frac{u}{u-q} \frac{\partial E_b}{\partial u}(x, u);
\]
besides,

\[ S_b(x, u) = \sum_{k \geq 1} \sum_{n=0}^{k-1} q^{k-n-1} u^n E_{k,b}(x) = \sum_{k \geq 1} q^{k-1} \frac{1 - (u/q)^k}{1 - u/q} E_{k,b}(x) \]

\[ = \frac{E_b(x, u) - E_b(q, u)}{u - q} \]

and finally

\[ T_b(x, u) = \sum_{k \geq 1} (k + 1) u^{k+1} E_{k,b}(x) = u^2 \frac{\partial E_b}{\partial u}(x, u) + uE_b(x, u). \]

Replacing these values of \( R_b(x, u) \), \( S_b(x, u) \) and \( T_b(x, u) \) in the right-hand side of (6.2) and factorizing the coefficient of the first derivative \( \frac{\partial E_b}{\partial v}(x, u) \) as

\[ u \frac{u - q}{u - q} (u^2 - (u + 1 + q)u + q + q) = \frac{u(u - 1)(u - q - q)}{u - q}, \]

the latter readily reduces to partial differential equation (6.1).

\[ \boxed{\text{(6.1)}} \]

\[ \text{□} \]

**B)** We now turn to the proof of Proposition 3.1. Multiply each side of equation (6.1) by \( v^b, b \geq 1 \), and then sum all these equations side by side over \( b \geq 1 \). On account of identities

\[ \sum_{b \geq 1} b E_b v^b = v \frac{\partial E}{\partial v}, \quad \sum_{b \geq 1} b E_{b-1} v^b = v^2 \frac{\partial E}{\partial v} + v E, \quad \sum_{b \geq 1} (b - 1) E_b v^b = v \frac{\partial E}{\partial v} - E \]

at any point \((x, u, v), x \geq 0, (u, v) \in \mathbb{D} \times \mathbb{C}\), we then obtain

\[ u \frac{\partial^2 E}{\partial u \partial x}(x, u, v) + v \frac{\partial^2 E}{\partial v \partial x}(x, u, v) = -\frac{q(1-q)}{(u-q)^2} \left[ q \left( v \frac{\partial E}{\partial v}(x, u, v) - v \frac{\partial E}{\partial v}(x, q, v) \right) \right] - \]

\[ u \left( \left\{ v \frac{\partial E}{\partial v}(x, u, v) - E(x, u, v) \right\} - \left\{ v \frac{\partial E}{\partial v}(x, q, v) - E(x, q, v) \right\} \right) \]

\[ \frac{u(u-1)(u-q-q)}{u-q} \frac{\partial E}{\partial u}(x, u, v) + uE(x, u, v) - (1+q)v \frac{\partial E}{\partial v}(x, u, v) + v^2 \frac{\partial E}{\partial v}(x, u, v) + vE(x, u, v). \]

Reassembling all the factors of derivative \( \frac{\partial E(x, u, v)}{\partial v} \) at point \((x, u, v)\) (resp. factors of derivative \( \frac{\partial E(x, q, v)}{\partial v} \) at point \((x, q, v)\)) inside the bracket

\[ \left[ q \left( v \frac{\partial E}{\partial v}(x, u, v) - ... \right) - u \left( \left\{ v \frac{\partial E}{\partial v}(x, u, v) - ... \right\} \right) \right] \]

in the left-hand side of the latter equality, these factors eventually gather as

\[ v(q-u) \frac{\partial E}{\partial v}(x, u, v) \quad \text{(resp. as} \quad v(q-u) \frac{\partial E}{\partial v}(x, q, v)). \]

This easily leads to equation (5.6), as claimed \[\boxed{\text{(5.6)}}\].
6.2. Proof of Lemma 4.1 Fix \( u_0 \in \mathbb{D} \setminus \{U^-(s)\} \). Using the arguments invoked in ([2], Section 9.4), we can assert that the ratio \((u - U^-(s))/(u_0 - U^-(s))\) is non real negative at any point \( u \in \mathbb{D} \setminus \Lambda_{u_0} \), where \( \Lambda_{u_0} \) denotes the line segment starting at point \( U^-(s) \in \mathbb{D} \) and directed along the vector \((u_0, U^-(s))\).

Besides, the ratio \((u - U^+(s))/(u_0 - U^+(s))\) is non real negative at any point \( u \in \mathbb{D} \setminus \Lambda_{u_0} \), where \( \Lambda_{u_0} \) denotes the line segment starting at point \( U^+(s) \) and directed along the vector \((u_0, U^+(s))\); however, \( U^+(s) \notin \mathbb{D} \) after inequalities (3.10), therefore \( \mathbb{D} \cap \Lambda_{u_0} = \emptyset \) and the latter ratio is consequently non negative for any \( u \in \mathbb{D} \). We thus conclude that, for any given \( u_0 \in \mathbb{D} \), the function \( \Re(s, u_0; \cdot) \) introduced in (4.6) is well-defined and analytic in the cut disk \( \mathbb{D} \setminus \Lambda_{u_0} \).

6.3. Proof of Lemma 4.2 A) Let us determine two independent first integrals of the 3-dimensional differential system (4.7).

A.1 The first equation in (4.7) equivalently reads

\[
\frac{q - u}{P(s, u)} \frac{du}{dv} = \frac{dv}{v}.
\]

Following the definition (4.4) of coefficients \( C^\pm(s) \), it readily follows that the rational fraction \((q - u)/P(s, u)\) with simple poles at \( u = U^-(s) \) and \( u = U^+(s) \), can be decomposed as

\[
\frac{q - u}{P(s, u)} = -\frac{C^+(s)}{u - U^-(s)} - \frac{C^-(s)}{u - U^+(s)} = \frac{C^-(s) - 1}{u - U^-(s)} + \frac{C^+(s) - 1}{u - U^+(s)}
\]

after using the identity \( C^+(s) = 1 \). Differential equation (6.3) then easily integrates to \( v = k_1(u_0, v_0)(u - U^-(s))C^-(s) - 1(u - U^+(s))C^+(s) - 1 \) with integration constant \( k_1(u_0, v_0) \) given as in (4.8), thus defining the first integral \( k_1 \). Given any point \((u_0, v_0, z_0)\), the projection on the \((O, Ou, Oz)\)-plane of the characteristic curve \( \gamma_{u_0, v_0, z_0} \) is independent of \( z_0 \) and its Cartesian equation is provided by the first integral \( k_1 \), that is, \( k_1(u_0, v_0) \). Given any \( u_0 \), the function \( \Re(s, u_0; \cdot) \) introduced in (4.6), with the function \( \Re(s, u_0; \cdot) \) introduced in (4.6).

A.2 Now replacing variable \( v \) by the expression (4.9) obtained above, the two extreme sides of equation (4.7) give in turn

\[
\frac{L(s, u, v_0 \Re(s, u_0; u))}{u} \cdot e^{-v_0 \Re(s, u_0; u)} du = -dz
\]

which readily integrates to

\[
k_2(u_0, v_0, z_0) = z - \int_u^{U^-(s)} \frac{L(s, \zeta, \zeta v_0 \Re(s, \zeta))}{\zeta} \cdot e^{-v_0 \Re(s, u_0; \zeta)} d\zeta
\]

(6.4)

after replacing \( v_0 \) by its expression \( v_0 = \sqrt{\Re(s, u_0; u)} \) provided by (4.9) and using the identity \( \Re(s, u_0; \zeta)/\Re(s, u_0; u) = \Re(s, u; \zeta) \) after definition (4.6). The expression (4.8) for the first integral \( k_2 \) follows.

B) As \( C^-(s) > 1 \) by inequalities (4.5), we readily have \( \Re(s, u_0; U^-(s)) = 0 \) for any \( u_0 \in \mathbb{D} \setminus \{U^-(s)\} \). Equation (4.9) thus entails that the projection of any
characteristic curve \( \gamma_{u_0, v_0, z_0} \) onto the \((O, Ou, Ov)\) plane passes through the fixed point \((U^-(s), 0)\).

### 6.4. Proof of Proposition 5.1

**A)** To prove Proposition 5.1, consider again the collection of functions \( E_b, \ b \geq 1 \), introduced in (6.3) and define the one-sided Laplace transform \( E_b^* \) of each \( E_b \) by

\[
E_b^*(s, u) = \int_0^{\infty} E_b(x, u) e^{-sx} \, dx, \quad s > 0,
\]

for given \( u \in \mathbb{D} \). As in Section 3.2 for the function change \( E^* \mapsto F^* \), we here introduce the function change \( E_b^* \mapsto F_b^* \) for each given \( b \geq 1 \), where the analytic function \( F_b^* \) is defined by

\[
F_b^*(s, u) = \begin{cases} 
\frac{E_b^*(s, u) - E_b^*(s, q)}{u - q}, & s \geq 0, \ u \in \mathbb{D} \setminus \{q\}, \\
\frac{\partial E_b^*(s, q)}{\partial u}, & s \geq 0, \ u = q.
\end{cases}
\]

**Lemma 6.2.** For \( b \geq 1 \), function \( F_b^* \) can be expressed in terms of \( E_{b-1}^* \) by

\[
F_b^*(s, u) = \frac{1}{ub} P(s, u) \times \int_u^{U^-(s)} \left[ \frac{z + b(1 - z)}{(1 - z)^2} + b E_{b-1}^*(z) + (|z - b(1 + q + s)| E_b^*(s, q) \right] \Re(s, u; z)^b z^{b-1} \, dz
\]

for \( u \in \mathbb{D} \) and where \( \Re \) is defined in (4.6).

**Proof.** Recall by Lemma 6.1 that functions \( E_b \) verify the partial differential system (6.1). To relate this system to function \( F_b^* \), \( b \geq 1 \), take the Laplace transform of each side of equation (6.1) for given \( u \in \mathbb{D} \); noting that \( E_b(0, u) = 1/(1 - u) \) after condition (2.2) and following a pattern similar to the proof of Corollary 3.1, we derive the first order system

\[
-\frac{u P(s, u)}{u - q} \frac{\partial E_b^*(s, u)}{\partial u} + [b(1 + q + s) - u] E_b^*(s, u) - \frac{\theta(1 - q)(bq - (b - 1)u)}{(u - q)^2} [E_b^*(s, q) - E_b^*(s, u)] = \\
\frac{u + b(1 - u)}{(1 - u)^2} + b E_{b-1}^*(s, u) \mathbf{1}_{b \geq 2}, \quad u \in \mathbb{D},
\]

for all transforms \( E_b^* \), \( b \geq 1 \). Expressing each equation (6.8) in terms of \( F_b^* \) after (6.10) then cancels out all denominators in \( 1/(u - q) \) or \( 1/(u - q)^2 \) and we then eventually obtain

\[
u P(s, u) \frac{\partial F_b^*(s, u)}{\partial u} + Q_b(s, u) F_b^*(s, u) = \\
-\frac{u + b(1 - u)}{(1 - u)^2} - b E_{b-1}^*(s, u) \mathbf{1}_{b \geq 2} - [u - b(1 + q + s)] E_b^*(s, q)
\]

for all transforms \( E_b^* \), \( b \geq 1 \). Expressing each equation (6.8) in terms of \( F_b^* \) after (6.10) then cancels out all denominators in \( 1/(u - q) \) or \( 1/(u - q)^2 \) and we then eventually obtain
after some algebraic reduction and where \( Q_b(s, u) \) denotes the quadratic polynomial \( Q_b(s, u) = P(s, u) + u^2 - b(1 + q + s)u + (b - 1)(sq + q + q) \). For given \( s > 0 \), we now solve the first order differential equation (6.9) for \( F_b^* \); noting that

\[
-\frac{Q_b(s, u)}{u P(s, u)} = \frac{b - 1 - b C^+(s)}{u - U^+(s)} + \frac{b - 1 - b C^-(s)}{u - U^-(s)}
\]

after standard algebra and the use of definition (4.14) for constants \( C^\pm(s) \) together with the relation \( C^+(s) + C^-(s) = 1 \), the homogeneous differential equation \( u P(s, u) \partial_u F(s, u) + Q_b(s, u)F(s, u) = 0 \) associated with (6.9) has the general solution \( F(s, u) \) given by

\[
F_b^*(s, u) = K_0 \times u^{-b}(u - U^+(s))^{b-1-\frac{1}{2}}(u - U^-(s))^{b-1-\frac{1}{2}} + \frac{1}{u^b P(s, u)} \int_0^{U^-(s)} [z + b(1 - z)] \left( \frac{1}{1 - z} \right)^2 + b E_{b-1}^*(z) + (z - b(1 + q + s)) E_b^*(s, q) \mathcal{R}(s, u; z)^b z^{b-1} dz
\]

for all \( u \in \mathbb{D} \) and some constant \( K_0 \). Now, the analyticity of this solution \( F_b^* \) at point \( u = U^-(s) \in \mathbb{D} \) requires that this constant \( K_0 \) be zero, and expression (6.7) then follows.

**B)** Using Lemma (6.2) we now turn to the proof of Proposition (5.1). The respective definitions (6.11) and (6.6) of \( F^* \) and \( F_b^* \), \( b \geq 1 \), imply that \( F^* \) is analytic at \( u = 0 \) if and only if all functions \( F_b^* \), \( b \geq 1 \), are analytic at \( u = 0 \). Now, expression (6.7) shows that the pole at \( u = 0 \) is a false singularity if and only if the integral vanishes at \( u = 0 \), which translates to

\[
\int_0^{U^-(s)} \left[ z + b(1 - z) \right] (1 - z)^{b-1} + b E_{b-1}^*(z) \mathcal{R}(s, 0; z)^b z^{b-1} dz = 0
\]

By means of (6.6), \( E_{b-1}^* \) can be expressed in terms of \( F_{b-1}^* \) so that the latter condition equivalently reads

\[
\int_0^{U^-(s)} \left[ z + b(1 - z) \right] (1 - z)^{b-1} + b (z - q) F_{b-1}^*(z) + b E_{b-1}^*(s, q) \mathcal{R}(s, 0; z)^b z^{b-1} dz = 0
\]

(6.10)

\[
E_b^*(s, q) \int_0^{U^-(s)} \left[ z + b(1 + q + s) \right] \mathcal{R}(s, 0; z)^b z^{b-1} dz = 0,
\]

To gather this infinite set of conditions, multiply each side of equation (6.10) by \( v^b/b! \), \( v \in \mathbb{C} \), and sum all the obtained equalities over index \( b \geq 1 \); using the definitions \( E^*(s, q, v) = \sum_{b \geq 1} E_b^*(s, q) v^b/b! \) and \( F^*(s, u, v) = \sum_{b \geq 1} F_b^*(s, u) v^b/b! \).
of generating functions $E^s$ and $F^s$, we then get
\[
\int_0^{U^- (s)} \left[ e^{z \mathcal{R}(s, 0; z)} v - \frac{1}{(1 - z)^2} + \frac{v}{1 - z} \mathcal{R}(s, 0; z) e^{z \mathcal{R}(s, 0; z)} v + (z - q) \mathcal{R}(s, 0; z) v \times 
\right. \left. F^s (s, z, z \mathcal{R}(s, 0; z)) + \mathcal{R}(s, 0; z) v E^s (s, q, z \mathcal{R}(s, 0; z)) \right] dz = - 
\int_0^{U^- (s)} \left[ E^s (s, q, z \mathcal{R}(s, 0; z)) v - (1 + q + s) \mathcal{R}(s, 0; z) v \frac{\partial E^s}{\partial v}(s, q, z \mathcal{R}(s, 0; z)) \right] dz
\]
for all $v \in \mathbb{C}$. Now using the explicit definition \((3.14)\) of function $L$ in terms of $E^s (s, q, \cdot)$ and the first order derivative $\partial_v E^s (s, q, \cdot)$, the latter relation can be easily recast in the form
\[
\int_0^{U^- (s)} L(s, z, z \mathcal{R}(s, 0; z)) v \frac{dz}{z} = - 
\int_0^{U^- (s)} (z - q) \mathcal{R}(s, 0; z) v F^s (s, z, z \mathcal{R}(s, 0; z)) dz, \quad v \in \mathbb{C}.
\]
(6.11)

At this stage, we can further invoke the integral expression \((4.10)\) of $F^s$ to express the term $F^s (s, z, z \mathcal{R}(s, 0; z))$ of the right-hand side of \((6.11)\) in terms of $L$, giving
\[
F^s (s, z, z \mathcal{R}(s, 0; z)) v = \frac{e^{\mathcal{R}(s, 0; z) v}}{P(s, z)} \times 
\int_z^{U^- (s)} L(s, \zeta, \zeta \mathcal{R}(s, 0; \zeta)) v \mathcal{R}(s, z; \zeta) e^{-\mathcal{R}(s, 0; z) v \mathcal{R}(s, z; \zeta)} d\zeta 
\]
(6.12)

after noting that $\mathcal{R}(s, 0; z) \mathcal{R}(s, z; \zeta) = \mathcal{R}(s, 0; \zeta)$. As a consequence of \((6.12)\), the right-hand side of \((6.11)\) now reads in the form
\[
\int_0^{U^- (s)} (z - q) \mathcal{R}(s, 0; z) v F^s (s, z, z \mathcal{R}(s, 0; z)) dz = 
\int_0^{U^- (s)} (z - q) \mathcal{R}(s, 0; z) v \left( \frac{e^{\mathcal{R}(s, 0; z) v}}{P(s, z)} \int_z^{U^- (s)} L(s, \zeta, \zeta \mathcal{R}(s, 0; \zeta)) v e^{-\mathcal{R}(s, 0; z) v \mathcal{R}(s, z; \zeta)} d\zeta \right) dz;
\]
interchanging the order of integration in the right-hand side of the latter equality, we obtain
\[
\int_0^{U^- (s)} (z - q) \mathcal{R}(s, 0; z) v F^s (s, z, z \mathcal{R}(s, 0; z)) dz = 
\]
(6.13)

\[
v \int_0^{U^- (s)} H(s, \zeta, v) L(s, \zeta, \zeta \mathcal{R}(s, 0; \zeta)) v \frac{d\zeta}{\zeta}
\]
where we set
\[
H(s, \zeta, v) = e^{-\mathcal{R}(s, 0; \zeta) v} \int_0^{\zeta} (z - q) \frac{\mathcal{R}(s, 0; z)}{P(s, z)} e^{\mathcal{R}(s, 0; z) v} dz.
\]
After (6.13), relation (6.11) can therefore be written in the form
\[
\int_0^{U^-(s)} L(s, z, z) R(s, 0; z) v \, \frac{dz}{z} = -v \int_0^{U^-(s)} H(s, \zeta, v) L(s, \zeta, \zeta) R(s, 0; \zeta) v \, \frac{d\zeta}{\zeta}, \quad v \in \mathbb{C}.
\]
(6.14)

The kernel \( H \) introduced in (6.13) can be actually explicitly calculated. In fact, expression (4.6) yields
\[
(6.15) \quad \frac{d}{du} \mathcal{R}(s, u_0; u) = \frac{\mathcal{R}(s, u_0; u)}{(u - U^-(s))(u - U^+(s))}(q - u)
\]
(6.15)

where we have used the identity \(- (C^-(s) - 1) U^+(s) - (C^+(s) - 1) U^-(s) = q\) easily derived from the definition (4.4) of exponents \( C^+(s) \) and \( C^-(s) \); it then follows from (6.15) that \( e^{\mathcal{R}(s, 0; z) v} \, \mathcal{R}(s, 0; z)(q - z) / P(s, z) = d [e^{\mathcal{R}(s, 0; z) v}] / dz \) is an exact derivative, hence
\[
H(s, \zeta, v) = e^{-\mathcal{R}(s, 0; \zeta) v} \times \left[ -\frac{e^{\mathcal{R}(s, 0; z) v}}{v} \right]_{z=0}^{z=\zeta} = -\frac{1 - e^{-\mathcal{R}(s, 0; \zeta) v}}{v}.
\]

Substituting this expression of \( H(s, \zeta, v) \) in the right-hand side of (6.14), the latter readily reduces to condition (5.1) on function \( L \), as claimed. 
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