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Abstract: Shipping route analysis is essential for vessel traffic management and relies on professional technical facilities for collecting and recording specific information about vessel behaviors. The recent Automatic Identification System (AIS) onboard has been made available to provide ship-related information for the research. However, the complexity and large quantity of AIS data overload traditional surveillance operations and increase the difficulty of vessel traffic analysis. An unsupervised approach is urgently desired to effectively convert the raw AIS data to regular shipping route patterns. In this paper, we proposed a trajectory clustering model based on AIS data to analyze the shipping routes. The whole model consists of four parts: Data preprocessing, structure similarity measurement, clustering, and representative trajectory extraction. Our model comprehensively considered the geospatial information and contextual features of ship trajectory. The revised density-based clustering algorithm could automatically classify different shipping routes with trajectory features without prior knowledge. The experimental evaluation showed the effectiveness of the proposed model by real AIS data from Port of Tianjin. The results contribute to the further understanding of shipping route patterns and assists maritime authorities and the officers in stable and sustainable vessel traffic management.
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1. Introduction

With the rapid development of the global economy, maritime transportation becomes increasingly important and represents approximately 90% of global trade by volume and 70% by value [1]. However, maritime transportation is recognized as a relatively risky mode. In addition to market risk [2], the large volume and potential damage to a vessel, which could bring loss of life and property and destruction of the marine environment, must be considered. According to the Global Integrated Shipping Information System (GISIS) database, hundreds of reported maritime accidents occurred in 2017 [3]. Therefore, implementation of procedures to decrease maritime damage and ensure a safe and stable maritime traffic environment would be of great significance. As described in the 2012 to 2017 strategic plan for the International Maritime Organization (IMO), maritime safety and security have become a priority in vessel traffic management [4].

In numerous sailing events, acquiring knowledge of the sailing area in advance and selecting a reliable shipping route is essential for ships’ navigational safety. Traditionally, the officers mainly acquire voyage-related information through the electronic chart display system or other navigation materials and take their personal, limited sailing experience in evaluating the performance of sailing. It concentrates more on HydroMet information and lacks the concrete sailing practice from other vessels.
With the development of technology, more and more surveillance systems have been installed in the harbor and on board to improve the level of maritime situational awareness and strengthen maritime safety. Automatic Identification System (AIS) is one kind of surveillance system. The International Maritime Organization’s International Convention for the Safety of Life at Sea requires AIS to be fitted aboard all ships of 300 and more gross tonnage, cargo ships of 500 and more tonnage and all passenger ships regardless of size since 2004 [5]. The self-reporting system could achieve global coverage and send a ship’s location-related information including identity number, speed, course and heading direction to coastal maritime authorities and other ships every few minutes which makes it possible to track the ship’s movement and monitor the ship’s behavior in detail. The collected sequences of AIS logs could include vessel trajectory. Analysis of these vessel trajectories reveals typical movement patterns and provides an overview of the maritime traffic. This shipping route knowledge could provide mariners with a more practical reference than other sailing experience. Further, these discovered patterns from AIS data could support decisions for the sustainable development of maritime traffic.

As mentioned above, the real-time and historical AIS data seem to be an ideal source to reconstruct ships’ movement trajectories and extract shipping route knowledge. However, there are a number of challenges in analyzing maritime trajectory data. First, unlike the constrained movement of vehicles on road networks, vessels are moving relatively freely in the maritime environment. There are main recommended shipping channels for vessels to follow, but it is difficult to define the normal movement of the vessel. Second, the refresh rate of AIS is every few seconds or minutes according to different motion mode. The volume of AIS data to be processed is very large and complex. Traditional analysis and evaluation methods are overloaded with the dramatically increasing quantity of AIS data. An automated and effective solution for exploring ships’ movement patterns and extracting shipping route knowledge is needed urgently for maritime traffic surveillance and sustainability management.

The purpose of this paper is to present a method that makes it possible to extract relevant shipping knowledge from AIS data through the use of unsupervised learning techniques. In this work, we propose a density-based clustering model for mining AIS data of various sailing features. The remainder of the paper is organized as follows: Section 2 reviews the various methods in mining trajectory data as well as the limitations of existing algorithms; Section 3 presents the procedure of the shipping trajectory clustering model; Section 4 evaluates the effectiveness of the clustering model with empirical AIS data taken from Port of Tianjin, and finally, conclusions and recommendations for future work are provided in Section 5.

2. Literature Review

Recent improvements in location acquisition technologies and tracking facilities have made it possible to collect trajectory data of moving objects. There is increasing interest in performing analysis to discover knowledge from these trajectory data. Many researches have put much effort into trajectory data analysis and proposed some algorithms to mine movement pattern. To find common movement trends from complicated trajectory data, we usually need to group similar trajectories into clusters. A general clustering approach is used to represent a trajectory with similarity of feature vectors. However, it is not easy to generate a uniform criterion for different trajectories as different trajectories contain various and complex attributes. Generally, clustering algorithms could be classified into four categories: partitioning methods (e.g., K-means [6]), hierarchical methods (e.g., the BIRCH [balances iterative and clustering using hierarchies] algorithm [7]), density-based methods (e.g., the DBSCAN [density-based spatial clustering of applications with noise] algorithm [8], the OPTICS [ordering points to identify the clustering structure] algorithm [9]), and grid-based methods (e.g., the sting algorithm [10]). Gaffney and Smyth [11] proposed grouping similar trajectories into clusters by using a regression mixture model and the Expectation–Maximization (EM) algorithm. This algorithm clusters trajectories with respect to the overall distance between two entire trajectories. However, dealing with the whole trajectories might miss some common characteristics in sub-trajectories. Thus, Lee et al. [12] proposed a framework to partition trajectories into small segments and then built groups of
close trajectory segments into clusters using the Trajectory-Hausdorff distance. A representative path was later found for each cluster of segments. Since trajectory data were often received incrementally, Li et al. [13] further proposed an incremental clustering algorithm, aiming to reduce the computational cost and storage of received trajectory data.

In the maritime domain, Knorr et al. [14] applied the similarity measurement to compare the features of vessel trajectories such as starting and ending points, direction and velocity. The similarity distance between two trajectories was measured by the summed score of these feature vectors. Bomberger et al. [15] divided the entire region of interest area into different grid locations and applied the grid-based method to explore the vessel motion patterns for maritime situational awareness. Dahlbom and Niklasson [16] introduced a density-based clustering method to establish the representation of normal vessel behavior for coastal surveillance. The traffic was investigated, and trajectories of detected vessels were further processed to maintain knowledge and conceive the representation of the normal course of movements. Auslander et al. [17] supposed that different kinds of maritime traffic were characterized by different levels of complexity and presented two global and two local anomaly detection algorithms, whose performance varied depending on the maritime traffic type. Vespe et al. [18] proposed a waypoint density algorithm to compress a large volume of AIS data into a list of adequate waypoints and ultimately delineate sea lanes and subsequently routes through a set of lines connecting waypoints. A typical density-base algorithm was conducted by Pallotta et al. [19] to cluster the vessel trajectory into the route object, waypoint object and stationary object and construct a framework to detect the anomalous behavior and predict ship movement. Bo Liu et al. [20] developed the method with speed and direction information. The method could detect moving and stopping areas and extract the representative center of the clustered region. Lei [21] modeled vessel sailing patterns by considering the spatial, sequential and dynamic features of vessels, and defined a combined index of outlying scores to detect anomalous vessel behavior. To effectively detect the frequent region, the author developed a clustering method based on a grid-based approach and set two parameters to define the cell size and mitigate the loss problem. Zhen et al. [22] formulated a new approach to detect maritime anomalies based on a combination of vessel trajectory clustering and Naïve Bayes Classifier. In the process of vessel trajectory clustering, the structure similarity measurement was introduced to solve the difficulty in spatial and directional similarity, while the optimal combination parameters were obtained quantitatively.

Among all these studies, the approaches in References [18,20] seem to be the most suitable for exploring AIS trajectory data. However, the existing approaches did not work well in high-density vessel area because they did not preprocess the trajectory data such as segmentation or compression to select the most important data. In addition, the approaches just set local clustering factor and could not cluster the whole data with different attributes. In our work, we first selected the most important characteristics from the original data according to the trajectory shape and other attributes. Then, we modified DBSCAN algorithm with structure similarity measurement to generate the most significant clusters and to find vessel traffic patterns from AIS dataset.

3. Ship Trajectory Clustering Model

In this section, we describe a method to build the ship trajectory clustering model. The model assumes that the majority of the ship behaviors correspond to normal activities. The method consists of four main parts: Data preprocessing, structure similarity distance measurement, clustering, and representative route extraction.

As mentioned in the introduction, AIS transmits ship-related data including static data, such as ship name, call sign and MMSI (Maritime Mobile Service Identity), and dynamic information such as speed, heading and course. The types and content of AIS data are numerous, but our research only needs the most remarkable features. For example, from our perspective, ship name, call sign, IMO and MMSI are similar in meaning to identify and recognize the ship. Therefore, we could use only MMSI, the unique 9-digit identification number, to represent the ship and arranged it as an
index of each ship. In addition, feature selection is an important aspect of the model and depends on the expected performance of the method. The minimal set of information for shipping route discovery is the location (longitude and latitude) of the ship. However, if we want to explore more information about the ship routes, we need to enrich the model with contextual knowledge which leads to better clustering and classification results. Here, we decided to distinguish the lanes oriented in opposite directions according to the Traffic Separation Scheme, and eventually introduced directional information, the course over ground (COG), into the model. Since we also wanted to identify speed, we incorporated another attribute, the speed over ground (SOG), in our trajectory representation. Consequently, the vessel trajectory could be expressed by the following formula:

\[ T_i = (TS_{P_1}, TS_{P_2}, \ldots, TS_{P_{m-1}}, P_{m-1}) \]

where \( T_i \) represents the whole vessel trajectory, \( i \) is MMSI of the vessel and \( TS_{P_i} \) represents the trajectory segment. \( P_{m-1} \) is location point at timestamp \( t_m \) which consists of the feature vector \( P_{tm} = [x, y, v, \omega] \). \((x, y)\) are the longitude and latitude, \( v \) is the SOG and \( \omega \) is the COG. Therefore, the trajectory formula can also be written as a matrix expression:

\[ T_i = (TS_{P_1}, TS_{P_2}, \ldots, TS_{P_{m-1}}, P_{m-1}) = (P_1, P_2, \ldots, P_m) = [x, y, v, \omega] \]

3.1. AIS Data Preprocessing

To reduce the computation time and improve model efficiency, we first needed to process the trajectory data and selected the most characteristic points to represent the original trajectory. According to Lee et al. [11], there are two basic criteria on which to pick out trajectory representative points: Conciseness and preciseness. Conciseness means that the number of selected trajectory points should be as small as possible. Preciseness means that the difference between the original trajectory and its representative set should be as small as possible. In other words, the processed trajectory should maintain, as far as possible, the same shape and features as the original one. Here, we applied these two principles to select the AIS trajectory data to meet the above requirements.

First, we selected the most characteristic points of a ship’s trajectory. The shipborne AIS sends a message when the ship’s COG or SOG changes in short time cycles. According to this regular pattern, our selection criteria could be defined as:

\[ CRC = \frac{|\omega_{P_{tm}} - \omega_{P_{tn}}|}{t_m - t_n} \]

where \( CRC \) is the change rate of the COG; \( \omega_{P_{tm}} \) is the COG at the location \( P_{tm} \); \( t_m \) is the time timestamp.

\[ CRS = \frac{|v_{P_{tm}} - v_{P_{tn}}|}{t_m - t_n} \]

where \( CRS \) is the change rate of the SOG; \( v_{P_{tm}} \) is the SOG at the location \( P_{tm} \).

If the change rates of trajectory points are bigger than the thresholds \( \alpha \) for CRC and \( \beta \) for CRS, it means that the ship’s course over ground and speed changes greatly at these locations, making a significant impact on the ship’s sailing trajectory. Therefore, we select these points to present the semantic meaning of a trajectory.

However, only using these characteristic points may not satisfy the requirements of preciseness because the trajectory shape criterion is not considered above. Therefore, we applied another approach, the minimum description length (MDL) principle [23], to maintain the trajectory shape as far as possible. We used a parameter \( \lambda \) to measure the distance between unselected points and characteristic trajectory segments [24]. If the distance exceeds the threshold, the unselected points will be chosen into the characteristic points set.
3.2. Ship’s Trajectory Structural Similarity

The similarity measurement is the fundamental basis to implement the following clustering and classification. For our trajectory formula, every location point, $P_i$ is a multi-dimensional point with feature vectors. Considering these features of every trajectory, we applied the structure similarity (SSIM) \[25\] method to measure the similarity between different ship trajectories.

(1) Spatial distance measurement

The spatial distance refers to the physical distance between two trajectories and is calculated by longitude and latitude data. Among different distance functions, Hausdorff distance is the more appropriate to measure the spatial similarity of vessel trajectory because it does not require the same number of points between different trajectories. The Hausdorff distance of vessel trajectories can be written as:

$$D_S(TS_{P_{i_{m-1}}P_{m}}, TS_{P_{i_{m-1}}P_{n}}) = h(TS_{P_{i_{m-1}}P_{m}}, TS_{P_{i_{m-1}}P_{n}})$$

(5)

$$h(TS_{P_{i_{m-1}}P_{m}}, TS_{P_{i_{m-1}}P_{n}}) = \max \min ||(P_{i_{m-1}}, P_{m}) - (P_{i_{m-1}}, P_{n})||$$

(6)

where $h(TS_{P_{i_{m-1}}P_{m}}, TS_{P_{j_{m-1}}P_{n}})$ is the direct Hausdorff distance from trajectory segment $TS_{P_{i_{m-1}}P_{m}}$ to $TS_{P_{j_{m-1}}P_{n}}$, which identifies the point as the farthest from its nearest neighbors; $||(P_{i_{m-1}}, P_{m}) - (P_{i_{m-1}}, P_{n})||$ is the Euclidean distance for comparing location points of trajectory segment $TS_{P_{i_{m-1}}P_{m}}$ and $TS_{P_{j_{m-1}}P_{n}}$.

(2) Directional distance measurement

In addition to spatial differences, moving direction has a great impact on vessel behavior as well. According to Traffic Separation Scheme (TSS) rules, ships within the main traffic-lane should sail in the general direction of that lane \[26\]. The traffic pattern will be totally different due to different navigation directions. We have introduced COG in the trajectory formula to distinguish the trajectory direction. Thus, the directional distance function can be written as:

$$D_D(TS_{P_{j_{m-1}}P_{m}}, TS_{P_{j_{m-1}}P_{n}}) = \begin{cases} \min \left(||TS_{P_{j_{m-1}}P_{m}}||, ||TS_{P_{j_{m-1}}P_{n}}||\right) \times \sin(\theta), & 0^\circ \leq \theta \leq 90^\circ \\ \min \left(||TS_{P_{j_{m-1}}P_{m}}||, ||TS_{P_{j_{m-1}}P_{n}}||\right), & 90^\circ \leq \theta \leq 180^\circ \end{cases}$$

(7)

where $||TS_{P_{j_{m-1}}P_{m}}||$ is the Euclidean length of trajectory segment $TS_{P_{j_{m-1}}P_{m}}$, and $\theta$ ($0^\circ \leq \theta \leq 180^\circ$) is the intersecting angle between $TS_{P_{j_{m-1}}P_{m}}$ and $TS_{P_{j_{m-1}}P_{n}}$.

An illustration of spatial and directional distance between trajectory segments was given in Figure 1.

\[\text{Figure 1. Illustration of trajectories’ spatial and directional similarity distance.}\]

(3) Speed distance measurement
Speed is another critical feature vector in maritime traffic pattern analysis, and we have taken it into our trajectory expression. Here, we used average speed of trajectory to express the similarity distance.

\[
D_V(TS_{i_{m-1}p_n}^t, TS_{i_{m-1}p_n}^t) = \left| V_{avg}(TS_{i_{m-1}p_n}) - V_{avg}(TS_{i_{m-1}p_n}) \right|
\]

(8)

\[
V_{avg}(TS_{i_{m-1}p_n}) = \frac{\|v_{p_n} - v_{p_{m-1}}\|}{t_m - t_{m-1}}
\]

(9)

where \(V_{avg}(TS_{i_{m-1}p_n})\) is the average speed of trajectory segment \(TS_{i_{m-1}p_n}^t\).

To ensure the same numerical magnitude, we used the linear transformation to normalize the spatial, directional, and speed similarity distance. The general formula of linear transformation is shown as:

\[
D_{norm} = \frac{(D - D_{min})}{(D_{max} - D_{min})}
\]

(10)

where \(D\) stands for the distance to be normalized, the \(D_{max}\) and \(D_{min}\) are the maximum and minimum value of each spatial, directional and speed similarity distance.

Finally, based on the above normalized spatial and directional distance, we propose a synthetic distance function to calculate the trajectories' structure similarity (SSIM) distance. The mathematical expression was written as:

\[
SDIS(TS_{i_{m-1}p_n}^t, TS_{j_{m-1}p_n}^t) = W_S * D_S + W_D * D_D + W_V * D_V
\]

(11)

where \(W_S, W_D, W_V\) are weights and their values are nonnegative and \(W_S + W_D + W_V = 1\).

In this way, we obtain a pairwise distance matrix to measure the similarity between each pair of trajectory segments.

3.3. Ship Trajectory Clustering

We revised the DBSCAN algorithm with the above synthetic similarity distance, \(SDIS(TS_{i_{m-1}p_n}^t, TS_{j_{m-1}p_n}^t)\), to create the cluster. Set \(T\) denote all processed trajectories. A trajectory segment \(TS_{i_{m-1}p_n}^t \in T\) is defined as the core trajectory segment if \(|N_c(TS_{i_{m-1}p_n}^t)| \geq MinLns\) where \(N_c(TS_{i_{m-1}p_n}^t) = \{TS_{i_{m-1}p_n}^t \in T | SDIS(TS_{i_{m-1}p_n}^t, TS_{j_{m-1}p_n}^t) \leq \varepsilon\}\). Besides the core trajectory segment related to similarity distance, other definitions are similar to the concepts in DBSCAN algorithm [8]. We just linked pairs of vessel trajectories that were close together into the clusters according to their distance from each other.

To automatically recognize clusters of different vessel density, we also introduced some concepts in hierarchical clustering algorithm into our algorithm. We used core distance to express the distance from core trajectory distance to its MinLns-nearest neighbor. We redefined the distance metric between points as mutual reachability distance [27].

The clustering algorithm computed a membership score of each point which indicates the saturation level and centrality degree. We transited such attributes into the outlier score [28]. After setting the clustered data with outlier scores, we could label and detect the abnormal vessel location and activities.

3.4. Extract Representative Trajectory

After clustering the ship trajectories, it is necessary to extract a representative trajectory to describe the overall movement features and present the typical traffic patterns.

The representative trajectory also consisted of a sequence of location points. These points were determined by the sweep line approach [11]. Perpendicular to the clustered trajectory direction,
the sweeping line scanned the trajectories and counted the number of intersections. If the number exceeded the threshold, we would calculate coordinates of these trajectories. Otherwise, we skipped the intersection. The average coordinates of those intersections created the new representative trajectory, and the value of their average speed was used to represent the clustered trajectories. An example of the approach was given in Figure 2 and the threshold value of intersection was set to be 3 in this example.

![Figure 2. An example of the sweep line approach.](image)

4. Case Study

In this section, we carried out an experiment to verify the effectiveness of the proposed method.

4.1. Data Description

This study collected the historical AIS data of cargo ships in Port of Tianjin from 1 October 2017 to 10 October 2017. The data were collected from [http://www.shipxy.com/](http://www.shipxy.com/).

The traffic condition is complicated in Port of Tianjin, especially the central zone surrounded by three core areas of Dongjiang, Beijiang and Nanjiang around the Xingang fairway. This zone includes the original port areas and new facilities and contains mostly container and general cargo terminals. Therefore, we chose this area as our research area. Figure 3a shows the research area and red points in Figure 3b represent the locations of ships.

![Figure 3. The research area in (a) and collected Automatic Identification System (AIS) data in (b).](image)

4.2. Parameter Setting

We set the thresholds $\alpha$ to be 2°/min for CRC and $\beta$ to be 2 knots for CRS according to the average change rate of the course over ground and speed over ground of our collected AIS data. A relationship between $\lambda$ and trajectory shape of one vessel is given in Table 1. We finally set $\lambda$ equals to $3 \times 10^{-4}$ to get the expected trajectory shape.
Table 1. The relationship between parameters and trajectory shape.

| Number of data | Original Trajectory | $\alpha = 2, \beta = 2$ | $\lambda = 0$ | $\alpha = 2, \beta = 2$ | $\lambda = 3 \times 10^{-4}$ | $\alpha = 2, \beta = 2$ | $\lambda = 1 \times 10^{-4}$ |
|----------------|---------------------|--------------------------|---------------|--------------------------|--------------------------------|--------------------------|--------------------------------|
| 30             | ![Original Trajectory](image1.png) | ![Trajectory shape](image2.png) | ![Trajectory shape](image3.png) | ![Trajectory shape](image4.png) | ![Trajectory shape](image5.png) | ![Trajectory shape](image6.png) | ![Trajectory shape](image7.png) |
| 5              | ![Trajectory shape](image8.png) | ![Trajectory shape](image9.png) | ![Trajectory shape](image10.png) | ![Trajectory shape](image11.png) | ![Trajectory shape](image12.png) | ![Trajectory shape](image13.png) | ![Trajectory shape](image14.png) |
| 9              | ![Trajectory shape](image15.png) | ![Trajectory shape](image16.png) | ![Trajectory shape](image17.png) | ![Trajectory shape](image18.png) | ![Trajectory shape](image19.png) | ![Trajectory shape](image20.png) | ![Trajectory shape](image21.png) |
| 15             | ![Trajectory shape](image22.png) | ![Trajectory shape](image23.png) | ![Trajectory shape](image24.png) | ![Trajectory shape](image25.png) | ![Trajectory shape](image26.png) | ![Trajectory shape](image27.png) | ![Trajectory shape](image28.png) |
To comprehensively consider the influence of location, direction and speed, the values of $W_S, W_D, W_V$ were set to be 0.4, 0.3, 0.3 respectively. The clustering algorithm connected the AIS data within mutual reachability distance and then increased the distance to create a newly merged cluster. If the density around a point was greater than $MinLns$, the point would be clustered [29]. We could decide the threshold value of $MinLns$ according to the cluster hierarchy and the number of clusters. In our study, we set the threshold value of $MinLns$ to be 15 according to the cluster hierarchy in Figure 4. The threshold value of intersections was set to be four according to the range of course over ground.

![Figure 4. The cluster hierarchy.](image)

4.3. Clustering Result

According to our previous parameters setting, we visualized the clustering result with different colors which indicated the centrality degree in Figure 5a. The processing was implemented using Python 3 and the computational time was 32 s with Inter(R) Core(TM) i5-6300 CPU 2.50 GHz. The representative trajectories were remarked in Figure 5b by two kinds of lines in corresponding colors. The solid line represented entrance direction of the vessel and the dashed line represented departure direction.

![Figure 5. The clustering result.](image)

From the result in Figure 5, we found that the whole AIS data were clustered into three parts. The red part conformed to vessel traffic in Xingang main shipping channel. The result gave a recommended entrance shipping lane with speed changing from 10.3 knots to 8.4 knots and the departure speed changing from 6.6 knots to 9.4 knots. The green part represented the characteristic traffic follow in Chuanzhadong channel. The average speed of departure lane was 4.6 knots, which was
possibly influenced by the speed limit near the wharf. The blue part indicated the direction towards Northern Harbor Basin. Due to the narrow condition and mixed use of the channel, the clustering result just showed one entrance direction. The result showed a significant agreement with the current traffic schemes in this area. It could provide scientific guidance to maritime authorities and the officers to understand the vessel traffic patterns in the ports better.

In Figure 6, we showed the abnormal data out of the clustered AIS data. The general reason for these outliers was that they located too far from the most regular points as the situation in area 1. Some location points were labeled as outliers because their speed differed widely from other points like area 2. Some points were excluded due to abnormal course over ground like outliers in area 3. The result could be used to inform coastal authorities to pay attention to these abnormal behaviors of vessels and enhance the level of maritime surveillance.

![Figure 6. The abnormal AIS data.](image)

In addition, as shown in Figure 7, if we input new AIS data into the research area, the proposed algorithm could classify and label them automatically according to the previous clustering result. With this application, we could verify the rationality and distribution of planned vessel shipping route and re-plan the route based on the clustering result.

![Figure 7. The clusters of new AIS data.](image)
5. Conclusions and Discussions

In this paper, we proposed a ship trajectory clustering model to extract shipping route knowledge based on Automated Identification System (AIS) data. The important conclusions can be summarized as follows:

- The feature points and MDL principle were used to reduce the complexity and amount of AIS data while maintaining consistency with the original trajectory data.
- The revised DBSCAN algorithm was well suited to exploring AIS data. Structural similarity measurement and hierarchical density estimates were built to automatically cluster the AIS data in different trajectory features and overcome the limitations of vessel high-density.
- The experimental results demonstrate the effectiveness of this ship trajectory clustering model, which has much lower computer time, and expected result.

The results could be used to enhance security and safety in the maritime environment, which is a basis for the stable and sustainable development of the port. First, the model could convert the mass and complex data into reliable information about possible situations and help port authorities to make corresponding decisions in advance. This will help in reducing the maritime accidents. The cause of many maritime accidents is that the operators could not predict the possible situations in the area and could not react immediately according to the current traffic condition. But the model in this paper could prejudge such issues. For example, the outliers in the clustering result could notify decision makers in port of abnormal vessel behaviors and give an early warning to vessels, which increases the capability of monitoring and improve the level of maritime situational awareness. Second, the result could be applied in navigation and provide scientific guidance in shipping route planning. For example, the representative trajectory which was extracted from practical situations could help seafarers to check whether the vessel obeys the recommended navigation lanes or not. It enables seafarers to be aware of the recommended route used by the majority of vessels and avoid incidents caused by an unfamiliar navigational environment.

The future work will consist of automatically extracting shipping route patterns to enhance the level of maritime surveillance and create a stable and sustainable port environment. We will incorporate more AIS information into the model to improve the completeness of the model. For instance, only location (longitude and latitude), direction and speed attributes were considered in this model. If we were to take more contextual attributes of ship trajectory into account, the clustering result would be more accurate. Another objective would be to create a proper method to preprocess the AIS data without expert knowledge in determining the parameters.
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