Design of 3D Scene Visual Communication Modeling Based on Virtual Reality Graphics Rendering Framework
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Abstract. Virtual reality is a kind of computer simulation system which can create virtual environment. People can interact with the three-dimensional environment generated by computer. In this paper, the real-time computer graphics technology, three-dimensional modeling technology and binocular stereo vision technology in virtual reality technology are studied, and the binocular stereo vision optical system is designed. This paper studies the visual communication modeling design of 3D scene under the framework of virtual reality graphics rendering. In this paper, we design and make a three-dimensional model, and develop a virtual indoor scene application. In this paper, the 3D model is used to build the scene, and several commonly used rendering technologies such as texture mapping, material, lighting calculation, transparent effect and shadow calculation in unity engine are used to render the scene. The experimental results show that this method can improve the design efficiency and the accuracy of design matching.
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1. Introduction

In the era of rapid development of science and technology, virtual reality technology is also developing rapidly, and has been applied in many industries, such as military simulation [1], car driving [2-3], 3D game entertainment, 3D film production, virtual teaching and so on. Because the virtual environment or scene of the application of virtual reality technology is mainly generated and controlled by the computer, the realization process is closely related to graphic image design technology and visual communication design technology. Therefore, for different real environments, we need to design different virtual scenes to express different contents [4].

Nowadays, machine vision, artificial intelligence and other technologies are developing rapidly. Artificial intelligence can be compared to a thing that creates and receives perception. Then it can be simulated and trained in the virtual reality environment. With the increasingly complete interactive tools and means, the behavior of machines will gradually converge with that of human beings [5]. It is conceivable that the creation, rendering and visual communication of 3D graphics play an important role in this virtual reality environment.

As we all know, the Internet, especially the mobile Internet, has greatly changed human behavior. Facebook's Zuckerberg believes that virtual reality will become the next generation of social tools.
Virtual reality devices or application products may become the next mobile device substitutes for mobile phones. For the current virtual reality and artificial intelligence (especially weak artificial intelligence) applications, their application scenarios are also related to entertainment, so after long-term development, we have reason to believe that people will spend the same entertainment time on experiencing virtual reality and artificial intelligence.

Even in other fields, virtual reality also has a wide range of use scenarios and application prospects, such as the display and evaluation of internal scenes such as aircraft cabin and factory workshop; a virtual scene teaching system suitable for multiple people can build a different model to teach students in accordance with their aptitude. It is suitable for industrial design, industrial scene roaming and other immersive scene simulation; the online education and entertainment application of virtual reality can make the education mode more real, vivid and interesting, and also make life full of more fun.

It can be predicted that virtual reality and artificial intelligence will lead the next wave of technological changes in the next few decades. For virtual reality, the content of graphics modeling and rendering and the creation of virtual scene are also its core content, and the significance of its research and development is huge.

2. Research on graphics rendering pipeline

Rendering pipeline is a conceptual model in computer graphics. It describes what steps a graphics system needs to perform to render a 3D scene to a 2D screen. The main content of this chapter is to introduce the key technologies in some stages of graphics rendering pipeline, and analyze the 3D graphics algorithm applied in the stage.

2.1. Rendering pipeline

Generally speaking, rendering pipeline is a series of data processing procedures, and converts the application data to the final rendered image. The rendering process is shown in Figure 1. First, set the vertex and attribute data of the geometry in the application client, and then input these data into a series of shader stages for processing. The output content of an element is used as the input content of the next stage, and finally get the image that can be rendered to the 2D screen. Then the rendering pipeline can be divided into several main stages: vertex processing, rasterization, slice processing and output integration.

In the stage of vertex processing, all kinds of corresponding processing, such as conversion operation, will be performed on the vertices and primitives stored in the buffer. The rasterization stage is to transfer the updated primitives to the rasterized cells after cutting, and convert each primitives into a set of pieces. Here, the slice element is defined as a set of data, which is the pixels that can be placed in the frame buffer, but these pixels may also be finally eliminated, and the pixels in the color buffer are updated. The color buffer is defined as a memory space, which stores the pixels displayed on the screen. In the chip processing stage, the chip test is mainly carried out, and then the color value of the chip is determined by the chip shader and various operations. In the output merging stage, the pixels in the color buffer are compared or merged to update the color values of the pixels.
2.2. Vertex processing and 3D observation

Vertex processing and 3D observation perform various 3D geometric transformation operations for each input vertex stored in the vertex buffer, and the vertex processing phase presents a programmable state. The transformation operation based on vertex processing can transform 3D objects from object space to clipping space. Figure 2 shows the flow of transformation pipeline.

![Figure 2 Processing flow of transformation pipeline](image)

The local coordinate system is defined as the coordinate system centered on the object. Each object has a local coordinate system. It can also be considered that each object is defined in its own object space, and multiple objects can be integrated into one world space. If the form of coordinate transformation is [6-8]:

\[
\begin{align*}
    x' &= a_{xx}x + a_{xy}y + a_{xz}z + b_x \\
    y' &= a_{yx}x + a_{yy}y + a_{yz}z + b_y \\
    z' &= a_{zx}x + a_{zy}y + a_{zz}z + b_z
\end{align*}
\]

(1)

\(x', y'\) and \(z'\) are the coordinates obtained by linear transformation of the original coordinates \(x, y\) and \(z\), which is called affine transformation. Translation, rotation, scaling, reflection and cutting are special cases of affine transformation. Any affine transformation can always be expressed as a combination of these five transformations. The transformation process in Figure 2 is also an example of affine transformation.

In the representation of three-dimensional homogeneous coordinates, the three-dimensional translation of coordinate position can be expressed by the following matrix form:

\[
\begin{bmatrix}
    x' \\
    y' \\
    z'
\end{bmatrix} =
\begin{bmatrix}
    1 & 0 & 0 & t_x \\
    0 & 1 & 0 & t_y \\
    0 & 0 & 1 & t_z
\end{bmatrix}
\begin{bmatrix}
    x \\
    y \\
    z
\end{bmatrix}
\]

(2)

In the 3D scene environment, the model object can be translated by translating the vertex coordinates of the model object.

For 3D rotation operation, the corresponding rotation axis needs to be defined. Firstly, the three-dimensional z-axis rotation equation can be obtained by formula (3), and then the coordinate form is shown in formula (4).

\[
\begin{align*}
    x' &= x\cos\theta - y\sin\theta \\
    y' &= x\sin\theta + y\cos\theta \\
    z' &= z
\end{align*}
\]

(3)
Where $\theta$ is the angle of rotation.

The rotation formula about the other two axes can be obtained by the cyclic substitution of the coordinate parameters $x$, $y$ and $z$ in equation (3):

$$x \rightarrow y \rightarrow z \rightarrow x$$ (5)

Therefore, using equation (5), we can obtain the transformation formulas of rotation around x-axis and y-axis respectively:

$$y' = y\cos \theta - z\sin \theta$$
$$z' = z\sin \theta + z\cos \theta$$ (6)
$$x' = x$$
$$z' = z\cos \theta - x\sin \theta$$
$$x' = z\sin \theta + x\cos \theta$$ (7)
$$y' = y$$

Three dimensional scaling can be represented by the following matrix form:

$$\begin{bmatrix}
    x' \\
    y' \\
    z' \\
1
\end{bmatrix} = \begin{bmatrix}
    s_x & 0 & 0 & 0 \\
    0 & s_y & 0 & 0 \\
    0 & 0 & s_z & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
    x \\
    y \\
    z \\
1
\end{bmatrix}$$ (8)

### 2.3. Slice processing and output merging

After the rasterization operation, a set of fragments has been set for each element, and each fragment has a position aligned with the pixel grid. And the slice element has depth, color, normal and texture coordinates. These attribute values are obtained by linear interpolation during scan conversion. These attribute values can be used to determine the color value of each slice in the slice processing stage, which plays an important role in the quality of the final image.

Texture is a kind of image data that can be applied to the triangle elements in the scene. Texture fills the image data to the surface of the model through the texture unit. Texture mapping needs the corresponding relationship between texture and object surface, that is, addressing the texture unit through the texture coordinates of the entity. In short, each vertex on the primitive is assigned a texture coordinate, which can refer to the texture pixels in different positions of the image to carry out texture mapping on the model surface, as shown in Figure 3.

![Figure 3 Texture mapping diagram](image)
As can be seen from the figure, \((u, v)\) are texture coordinates, \((s, t)\) are texture pixel position coordinates. After texture mapping, the surface of the model can be mapped. However, the texture unit does not correspond to the pixels on the screen, so we need to stretch or shrink the texture map to make the texture map match the model surface. Then, the process of calculating the output color of a slice based on a stretched texture map is called texture filtering. There are two filtering methods: nearest neighbor filtering and linear filtering. Nearest neighbor filtering is the most simple and fast method. It is a nearest point sampling scheme based on magnifying operation. However, this scheme is feasible only when the texture map size is close to the pixel size. Linear filtering can get better effect than nearest neighbor filtering. It applies the weighted average value of texture units around the texture coordinate to the texture coordinate. It is similar to linear interpolation in scan conversion. Bilinear interpolation can get better effect and is used more often.

Under normal circumstances, the range of texture coordinates is specified in the range of 0.0 - 1.0, which can form a mapping relationship with the texture units in the texture map. When the texture coordinates are out of range, the texture can be processed in surround mode. Surround mode is divided into repeat and intercept. In repeat mode, small texture images are repeatedly pasted on the surface of the model. In the interception mode, when a large texture is processed, the texture map can be intercepted. The wrapping mode of texture has a great influence on how to filter the edge of texture map. In the case of nearest neighbor filtering, surround mode does not work because the texture coordinates are aligned with the texture cells.

3. 3D modeling
Three dimensional objects in the scene are usually generated by three-dimensional modeling software, and can also be generated by other different technologies. In this paper, with the help of the 3D modeling and rendering software of 3ds max, and according to the representation method of 3D objects, the 3D model of indoor scene is created and designed.

3.1. Grid modeling and model design
Mesh modeling can directly edit points, edges, faces, polygons and elements [38]. By editing these primitives, fine processing of object model can be realized, so as to establish the required shape model. Sometimes not all objects in the scene need to be accurately modeled, so mesh modeling is the first choice.

When we create or select an object, we can choose to edit the mesh. The edit mesh is completed by entering each sub object to edit and modify. Corresponding to different secondary objects, 3ds Max provides different editing modes, including vertex mode, edge mode and face mode. Vertex mode focuses on changing the relative position of each control vertex to achieve modeling, while edge mode focuses on meeting the needs of mesh surface modeling. Using vertex pattern and edge pattern to assist surface pattern modeling is the most commonly used method of mesh modeling.

Design idea: firstly, create a chamfered cuboid, select the vertex mode of the Editable Mesh, then set the attenuation coefficient to 150 mm, shrinkage coefficient to -0.01 and expansion coefficient to 0.55, finally select the vertices of the cuboid surface in all directions, stretch or extrude them, and gradually form the pillow model.

Because the surface is defined by the control vertices, when optimizing the model, the vertices can be created and deleted at the exact position. The created vertex becomes a part of the object and is a basic element of creating a new face. Deleting a vertex can quickly remove some unnecessary meshes, that is, all the faces sharing the vertex are deleted.

3.2. Patch modeling and model design
Patch modeling is to make a smooth surface with multiple patches. Patch refers to the abbreviation of Bézier surface. In 3ds max, patches are divided into quadrilateral patches and triangular patches. Patch object is an independent model type, which is defined by Bézier spline curve. The vertex of patch object is the endpoint control point of Bézier spline curve, and the vector handle of patch object
is the tangent corresponding to the spline vertex. The biggest advantage of patch modeling is that it can produce a shape with smooth surface and consistent with the object contour with little detail.

The editing operations of patch modeling include vertex mode, edge mode, patch mode and element mode. Vertex layer is the main layer of patch modeling, because the vector handle can only be accessed through vertex layer. Obviously different from the mesh vertex, adjusting the vertex and its vector handle on the patch will have a great impact on the surface of the patch, which is also the feature of patch modeling. In vertex mode, the transformation of the vector handle directly affects the curvilinearness of the two sides sharing the point. Adding patches is the main function of edge mode. Patch mode is mainly used to subdivide and stretch patches. In element mode, it is mainly to complete the process of merging other patch objects, and control the mesh density of the whole patch object to get a better view or rendering effect.

Design idea:
1) Create two cuboids, one of which is used as the bed board, and carry out the Boolean operation of the compound object in the lower part of the cuboid to design the effect of the bed leg. The other is used as the back plate of the head of the bed, and a bend modifier is added to bend it.
2) Select the patch grid and create a quadrilateral patch as the sheet model, then place it on the top of the mattress, set the mesh smooth, select the control vertices on both sides of the patch to move downward along the y-axis direction, and select the control points on the surface above the patch to move upward to realize the concave convex feeling.
3) Each model and pillow model are combined to get a bed model.

4. Principle of stereo vision
Stereo vision is often used to refer to the perception of depth and three-dimensional structure based on visual information, which is obtained by human eyes, also known as binocular stereo vision. Because the human eyes are located on different sides of the face, binocular vision will produce two different images, which are processed differently in the visual cortex of the brain, resulting in depth perception. When observing a real three-dimensional scene with both eyes, different images can be presented to each eye through the lens in HMD. In this case, the perception of depth is also called "stereo depth".

Stereoscopic view is the core of interactive vision in VR system, through which people can experience the realistic virtual world. Stereo images are generated in pairs. For a pair of different angles of the same scene, they correspond to a person's visual angle of observing the object itself. Stereo rendering is a two-dimensional projection technology for displaying discrete three-dimensional sampled data sets. Stereo vision is an important binocular vision ability for people. It gives people a direct depth perception, which can be stimulated by presenting a stereo view to each eye from different perspectives. Roughly speaking, animals and people with binocular superimposed light fields have this ability. Stereo vision can also be considered as a linear intersection problem. When light is emitted from the light source, a small part of the light will be reflected on the object and rebound towards the human eye. A weaker beam of light enters the pupil of the human eye, where it ends its journey. At this time, there are two information needs to be processed: the position of the light source entering the eye, and the information of the light shining on the retina of the eye. The problem with the visual cortex and the processing part of the brain is to determine where the light comes from. To solve this problem, we need to determine the direction of light in the eyes. Suppose the light enters the eye in a straight line, and the visual cortex traces the light in the opposite direction. It's like this for both eyes, and it determines the focus of the two lines. If the light does move in a straight line, then the intersection is where the light is reflected from the object. By solving the problem of crossing the lines of each pair of light reaching both eyes, our brain will reconstruct the depth image we see. So before we consider how the lens works, we can easily project the virtual object onto the display, and then fill the corresponding pixel array with the color value of the object. The light emitted by the pixels on the screen will be projected into the eyes.

Although the basic principle can be well understood through the intersection of lines, it is not used in a typical rendering application. A typical grid based application uses a projection matrix to project
geometric objects, present the image on the display, and then map it to the eyes. There are two common methods to realize projection, one of which is the "toe in" method. As shown in Figure 4, in this kind of projection, the cameras of the left eye and the right eye are pointed to a single focus. The image created by this method will have a sense of three-dimensional, but the vertical parallax it introduces will increase the degree of discomfort. The vertical parallax introduced increases from the center of the projection plane and becomes more obvious with the increase of camera aperture.

![Figure 4 Projection schematic diagram of Toe-in method](image)

5. Conclusion
For the establishment and rendering of 3D scene, it is necessary to understand the rendering pipeline and the process of each stage. This paper first introduces the flow of graphics pipeline as a whole, and briefly describes the concept of shaders used in each stage. Then we mainly study and analyze the 3D graphics algorithm in the vertex processing stage and 3D observation, and discuss the space conversion of objects in 3D scene. Finally, the techniques used in the rendering pipeline's element processing stage are studied and briefly introduced. By studying the whole rendering pipeline, we can fully understand the rendering process of 3D scene.
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