Entropy production with multiple coupling: unraveling the role of time-scales and detailed balance in biological systems
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A general framework to describe a vast majority of biological systems is to model them as stochastic processes in which multiple couplings are in play at the same time. Molecular motors, chemical reaction networks, catalytic enzymes, and particles exchanging heat with different baths, constitute some interesting examples of such a modelization. Moreover, they usually operate out of equilibrium, being characterized by a net production of entropy, which entails a constrained efficiency. Hitherto, in order to investigate multiple processes simultaneously driving a system, all theoretical approaches deal with them independently, at a coarse-grained level, or employing a separation of time-scales. Here, we explicitly take in consideration the interplay among time-scales of different processes, and whether or not their own evolution eventually relaxes toward an equilibrium state in a given sub-space. We propose a general framework for multiple coupling, from which the well-known formulas for the entropy production can be derived, depending on the available information about each single process. Furthermore, when one of the processes does not equilibrate in its sub-space, even if much faster than the others, it introduces a finite correction to the entropy production. We employ our framework in various simple examples, for which such a corrective term can be related to a typical scaling of physical quantities in play.

PACS numbers:

I. GENERAL MODELS FOR MULTIPLE COUPLING

Biological systems in general operate out of equilibrium [1]. These can be described in terms of different states (both discrete and continuous), which are connected to each other through a set of transitions with given rates. States of a system can be of various kinds, e.g. these can represent different chemical species or configurations [2, 3], as well as the coupling to a given bath or a given potential [4, 5], just to cite some examples.

In general, multiple processes can act on a system at the same time, each one being responsible for transitions between states of the same kind. As an example, chemical species that can also diffuse in space are connected through chemical reactions [6, 7], while the diffusive mechanism is governed by the Fick’s law. Alternatively, particles diffusing in a solution that can be connected to different baths follow a Fokker-Planck equation [8–10], while the switching between baths is controlled by a different process. In Fig. 1 we present two examples of systems with multiple coupling.

A system composed only of discrete states is shown in Fig. 1A. It can perform transitions in different sub-spaces: within each single circle, identified by an index $\nu$, and from one circle to another, changing $\nu$, in an abstract reservoir-space. This scheme fits the modelization of the motion of bio-molecules switching among baths at different temperatures [6], such as proteins with many configurations [11], or chemical species interacting with the solution in which they are embedded [12].

Some degrees of freedom can also be continuous, e.g. a position in space. The sketch in Fig. 1B represents this situation. Molecular motors, in which each red line corresponds to a track [13, 14], or diffusing enzymes, where to different $\nu$ a different diffusion coefficient (and a different chemical state) is associated [15], are clearly examples belonging to this class of systems.

From a theoretical point of view, a complete framework to model a system in presence of multiple coupling is provided by a Master Equation keeping track of each process in play [8].

We start with a system composed of discrete states only, as in Fig. 1A. Each state is characterized by two indices, $i$ and $\nu$, which label the accessible sub-spaces, named $i$- and $\nu$-space for the sake of simplicity. Hence, the probability to be in the state $(i, \nu)$ is $p_{i\nu}$ with $i = 1, \ldots, N$ and $\nu = 1, \ldots, n$. The evolution equation for $p_{i\nu}$ is [16]

$$
\frac{dp_{i\nu}(t)}{dt} = (W_{\nu\mu}p_{\mu}(t))_i + (\Phi_{ij}p_{i}(t))_{\nu},
$$

where $W_{\nu\mu}$ is the $N \times N$ transition matrix with off-diagonal elements $(ij)$ equal to $w_{ij\nu \mu}$, i.e., the transition rate from state $(j, \nu)$ to state $(i, \nu)$. Analogously, $\Phi_{ij}$ is the $n \times n$ transition matrix with off-diagonal elements $(\nu, \mu)$ equal to $\phi_{ij\nu \mu}$, i.e., the transition rate from state $(i, \mu)$ to state $(i, \nu)$. In this short notation, $p_{\nu} = (p_{\nu 1}, \ldots, p_{\nu n})^T$ and $p_{i} = (p_{i1}, \ldots, p_{in})^T$, where $T$ refers to the transpose operator. Thus, for example, $(W_{\nu\mu}p_{\mu}(t))_i \equiv \sum_j (w_{j \mu \nu \mu})_i$ and $(\Phi_{ij}p_{i}(t))_{\nu} \equiv \sum_\mu (\phi_{ij\mu \nu})_i$. The diagonal elements of the two matrices are given by $(W_{\nu\nu})_{ii} = -\sum_j w_{ij\nu \nu}$ and $(\Phi_{ii})_{\nu\nu} = -\sum_\mu \phi_{ii\mu \nu}$. This choice guarantees that the probability distribution $p_{i\nu}$ is normalized.
FIG. 1: Systems with multiple coupling. A) A class of transitions is identified by a fixed \( \nu \) and a change in the index \( i \) (within the blue circle). The other class of transitions is associated to a variation of \( \nu \) for a fixed \( i \) (black dashed lines). B) One degree of freedom is continuous, representing the position in space \( x \). Some transitions change \( \nu \) for a fixed \( x \) (black dashed lines), while some others move the particles in the same red stripe, varying \( x \) while keeping \( \nu \) fixed.

at all times: \( \sum_{i=1}^{N} \sum_{\nu=1}^{n} \rho_i^\nu(t) = 1 \).

In general, the transition rates acting on the index \( i \) can also depend on \( \nu \), and the ones governing the transitions in the \( \nu \)-space, can also change with \( i \). This is the case, for example, of chemical rates between species \( i \), depending on the temperature of the bath \( \nu \) which the system is coupled to [6].

When one degree of freedom is continuous, it is immediate to rephrase the above formalism into a differential equation considering contributions from the dynamics on the discrete set of variables as well as on the continuous ones. Therefore, the evolution of the probability to be in the state \( (x, \nu) \) at time \( t \), \( P^\nu(x,t) \), is [8, 16]:

\[
\partial_t P^\nu(x,t) = -\partial_x J^\nu(x,t) + \left( \Phi(x) \bar{P}(x,t) \right)^\nu. \tag{2}
\]

Here, for the sake of simplicity, we restrict ourselves to one-dimension spatial systems, for which analogies and differences with respect to a description in terms of discrete states is well-known and extensively studied [17–20]. Nonetheless, the generalization to higher dimensions is straightforward. In the above equation, \( J^\nu(x,t) \) is the probability flux at position \( x \) and time \( t \), that can also depend on \( \nu \). The detailed structure of the probability flux will be discussed later. Molecular motors are the most prominent examples in this category, where the potential experienced by the motor, encoded in \( J^\nu(x,t) \), depends on the track \( \nu \) on which it is moving [13].

Notice that we are implicitly assuming that the system can either undergo a transition in the \( \nu \)-space, for a fixed \( i \) (or \( x \)), or it can change the label \( i \) to \( j \) (or going from \( x \) to \( x + dx \)) remaining in the same state \( \nu \). Indeed, this is a reasonable assumption if a suitable time-scale exists over which only one transition at a time can occur [21]. However, we leave for future works the investigation of cases where such a time-scale does not exist and thus also processes where both indices \( i \) (or \( x \)) and \( \nu \) are allowed to change in a single transition.

In what follows, without loss of generality, we will refer to the \( \nu \)-space as bath space, where the word bath as to be intended in a generalized sense. Generalized baths can be actual reservoirs of thermal energy and matter [4], or tracks of a molecular motors [13], or even chemical states in which the molecules feel different diffusion coefficients [6, 15].

Since these models allow for a complete description of systems out-of-equilibrium, the main focus of this work is to study the net production of entropy in the surroundings, which is one of the fingerprints of a non-equilibrium
condition [18, 22–24]. Besides its paramount theoretical importance, recently, the entropy production is getting much attention also from an experimental perspective. Indeed, being this involved in the celebrated uncertainty relations [25–31], through them it might be useful to infer the dissipation in a biological system [32–36]. It has also been shown that this quantity play a leading role in driving the selection process in a chemical reaction network, being able to estimate how much thermal energy is converted into chemical one [6]. The entropy production is also a key quantity to estimate the efficiency of non-equilibrium machines [37, 38], and to eventually build artificial motors with a performance as close as possible to natural ones [39, 40].

The entropy production of a system with multiple coupling is a problem that has been faced several times from various perspectives [5, 6, 20, 37]. The most general approach is to evaluate the entropy production by considering all processes acting on similar time-scales [41–47]. In this case, the result is devoid of approximations. However, this is not always the case. In many situations, the exact rates characterizing all the processes are not known, and some simplifications have to be employed.

In this paper, we consider two different models depicted in Fig. 1 mimicking physical systems as discussed above, Eqs. (1) and (2). We aim at evaluating the entropy production for such systems driven by multiple processes at the same time, when some of them are faster than the others. In the presence of a time-scale separation, one would naively think that the system is evolving under an effective dynamics. In stark contrast, we present a general theory to consider the various possible approximations due to relative temporal-scale, leading, in general, to different results for the entropy production. Well-known formulas presented in literature as general results emerge from our framework only under some limiting conditions.

II. OUTLINE

In the following, we briefly present the outline of the paper before getting into the detailed discussion on the various forms of the entropy productions here presented. All possible approximations stemming from our framework fall into two classes, depending on whether the time-scale separation is performed before or after the evaluation of the entropy production.

The first one, which we refer to as Coarse Grained Approximation (CGA), deals with the coarse-graining of the dynamics (1) or (2), by integrating over all the possible fast states (see Sec. III B), before the quantification of the entropy production. Herein, we consider the dynamics in the bath space, labelled by ν, to be relatively faster than the internal one over i variables. We show that the total entropy produced using such coarse-grained dynamics contains only effective probability distributions and transition rates.

In the second approach [Single Index Approximation (SIA)], the total entropy production (see Sec. III C) carries details of each bath through their transition matrices, W and Φ. However, the time-scale separation is employed afterwards to simplify the expression of the probability distributions. It implies that the dynamics over the fast space, i.e., the ν-space in this paper, is always at stationarity. This approach, under further approximations leads to an expression for the entropy production given in [5, 20] for the case of a system in contact to several baths, one at a time.

Notice that, while in SIA the information about fast states is neglected only in the probabilities, in CGA it is ignored also in the rates, replacing them with effective quantities. In other words, CGA is much stronger than SIA, in the sense that the latter is aware of some microscopic details that are neglected using the former approximation. As a consequence, the entropy production obtained through CGA is always less than or equal to that derived using SIA (see Sec. III C).

The two models here studied, Eqs. (1) and (2), are manifestly very general, since they contain no approximation on the dynamics, and therefore, can capture phenomena not encoded in the above mentioned simplified descriptions, i.e., in CGA and SIA. Here, we show that the presence of the degrees of freedom of the ν-space introduces two novel ingredients that have to be taken into account. The first one is a characteristic time-scale, considering the relative fast dynamics over the ν-space. The other one is whether or not both dynamics asymptotically drive the system towards an equilibrium state in their respective subspace.

We start by formally deriving the entropy production in the general case and in both the approximation schemes detailed above. In the limit in which the fast processes are detailed balanced (see Secs. III C and III D), i.e., these would drive the system toward equilibriunm in their subspace, we will obtain well-known results present in the literature [5, 20, 48]. The advantage of our approach is that we can relate the emerging effective quantities to the ones characterizing the microscopic complete picture.

However, when the detailed balance is broken, the formula for the entropy production is affected by the interplay between non-equilibrium features of the fastest process and its characteristic time-scale. Said differently, out-of-equilibrium conditions generate interactions that couple time-scales that would be separated otherwise. We also show that, when the system is close to equilibrium at stationarity (see Sec. III E), a scaling relation holds determining whether such an interplay is relevant or not for the quantification of the entropy production.

In details, the remaining paper is organized as follows. In Sec. III, we discuss the entropy production for a system with both discrete i- and ν-space (bath space). Subsec. III A presents the time-scale separation procedure. CGA and SIA are presented and discussed in Subsecs. III B and III C, respectively. Subsec. III D refers to the sim-
plest case of \(i\)-independent transitions in the bath space. Further, the correction to the entropy production is obtained in Sec. III when the transitions in the bath space are the fastest, but their rates do not satisfy detailed balance. Finally, we give some examples to illustrate our results in Sec. IV, evidencing the physical meaning of the condition for a non-vanishing correction to the entropy production due to non-equilibrium features. We conclude our paper in Sec. V. In the appendix, we present the detailed discussion on systems which make transitions among both discrete and continuous states, following the same structure exploited in the main text.

### III. Entropy Production with Transitions among Discrete State Space and Discrete Bath Space

In Sec. I, we introduced two different models for system with multiple coupling, Eqs. (1) and (2). Here, we first consider a system that performs jumps in the discrete \(i\)-space, as well as in the bath space, defined by the label \(\nu\). Its evolution equation is thus given by Eq. (1).

The (average) entropy of the system is given by [4]

\[
S_{\text{sys}} := \sum_{\nu} S_{\text{sys}}^{\nu},
\]

(3)

where

\[
S_{\text{sys}}^{\nu} = -\sum_{i=1}^{N} p_{i}^{\nu} \log p_{i}^{\nu},
\]

(4)

would be the entropy of the system if it were in contact only with the \(\nu\)-th bath. The sum in the last equation is performed over the state variable \(i\). The total system entropy production is obtained by differentiating the Eq. (3) with respect to time:

\[
\dot{S}_{\text{sys}} = \sum_{\nu=1}^{n} \dot{S}_{\text{sys}}^{\nu} = -\sum_{\nu=1}^{n} \sum_{i=1}^{N} \left[ p_{i}^{\nu} \log p_{i}^{\nu} + \ddot{p}_{i}^{\nu} \right]
\]

\[
= -\sum_{\nu=1}^{n} \sum_{i=1}^{N} \ddot{p}_{i}^{\nu} \log p_{i}^{\nu},
\]

(5)

where \(\sum_{i} \ddot{p}_{i}^{\nu} = 0\) has been used in the last step, due the probability conservation. Proceeding like in Ref. [4], we can re-write the total system entropy production as

\[
\dot{S}_{\text{sys}} = \dot{S}_{\text{tot}} + \dot{S}_{\text{env}} + \dot{S}_{\text{X}} = (\dot{S}_{\text{tot}} + \dot{S}_{\text{env}}),
\]

(6)

where subscripts \(\text{sys, env, tot, refer to system, environment, and total, respectively. The superscript X only indicates the bath space. In the above equation, we identify the terms as follows:}

\[
\dot{S}_{\text{tot}} = \sum_{\nu} \sum_{i,j} w_{ij}^{\nu} \log \frac{w_{ij}^{\nu} p_{j}^{\nu}}{w_{ij}^{\nu} p_{i}^{\nu}},
\]

(7)

\[
\dot{S}_{\text{env}} = \sum_{\nu} \sum_{i,j} w_{ij}^{\nu} \log \frac{w_{ij}^{\nu} p_{j}^{\nu}}{w_{ij}^{\nu} p_{i}^{\nu}},
\]

(8)

\[
\dot{S}_{\text{X}} = \sum_{i} \sum_{\mu,\nu} \delta_{\mu,\nu}^{} \dot{p}_{i}^{\mu} \ln \frac{\delta_{\mu,\nu}^{} p_{i}^{\mu} p_{i}^{\nu} \delta_{\mu,\nu}^{} p_{i}^{\nu}}{\delta_{\mu,\nu}^{} p_{i}^{\mu} p_{i}^{\nu}}.
\]

(9)

where, \(\dot{S}_{\text{X}} \equiv \dot{S}_{\text{tot}} - \dot{S}_{\text{env}}\) is the system entropy production due to the process that governs transitions between different generalized baths. In Eq. (6), \(\dot{S}_{\text{tot}}\) and \(\dot{S}_{\text{env}}\), respectively, are the total entropy production and the environmental entropy production due to both transitions within \(i\)- and \(\nu\)-space.

In Eqs. (7)–(10) we have separated the contribution to the entropy production given by the transition matrix \(W^\nu\), which couples states in the \(i\) space for each bath \(\nu\), from the one given by \(\Phi\), acting on the index \(\nu\) for a given \(i\). Here, we are not using any approximation, thus the entropy production we have derived contains all the available information about the system.

Similarly, the entropy production for the system obeying Eq. (2) is given in Appendix A [see Eq. (A5)].

In the following, we analyse CGA and SIA for the dynamics (1). To do so, we start with introducing the time-scale separation procedure, which is a fundamental ingredient for both approximations.

#### A. Time-scale separation on the dynamics

Let us first consider a system with \(N\) states, amenable to be described by a Master Equation governed by the transition matrix \(W^\nu\), and coupled to \(n\) generalized baths (e.g. sources of fluxes, gradients), controlling the transitions in the bath space as described in Eq. (1). From a physical perspective, these latter may represent the processes driving the system away from equilibrium, reservoirs of thermal energy, matter, and so on [4].

Just to fix some ideas, we provide one illustrative example to qualitatively understand the possible scenarios. A molecule has different states: it can change its configuration, or interact with the solution forming complexes or interacting with a certain thermal reservoir, modifying its chemical composition. Each state is identified by an index \(i\), varying from 1 to \(N\) (black dashed lines in Fig. 1A). Hence, the bath temperature modifies the chemical rates \((W^\nu)\), and the molecular state can influence, in turn, the switching between baths \((\Phi)\) (e.g. employing a positive feedback for a chemical selection [6]). Three possibilities have to be considered:
i) chemical reactions affecting the state of the molecule eventually would lead the system to a non-equilibrium condition, if the index \( \nu \) were fixed. Mathematically speaking, the matrix \( W^\nu \) is not detailed balanced. On the contrary, the switching between baths is unbiased, so that, for a fixed \( i \), \( \Phi_i \) is detailed balanced. In other words, the stationary probability distribution in the \( \nu \)-space only, for a fixed \( i \), \( \pi_i^\nu \) is such that \( \pi_i^\nu \phi_i^{\nu-\mu} = \pi_i^\nu \phi_i^{\nu-\mu} \).

ii) \( W^\nu \) is detailed balanced whereas \( \Phi_i \) is not, meaning that the switching process among several baths drives the system out of equilibrium;

iii) both transition matrices are not detailed balanced, and an interplay between the two time-scales characterizing the processes can lead to non-trivial situations.

Here, we aim at investigating how the expression of the entropy production changes when the transition rates among baths are relatively faster than those among \( i \)-states. To do so, we introduce below the standard framework to employ a time-scale separation in the dynamics. We also show, in the next Sections, how to construct CGA and SIA. In particular, we show that in the case i) the SIA leads to a well-known formula reported in the literature \([5, 20]\), while in cases ii) and iii) additional terms arise due to the interplay between non-equilibrium stationarity and the time-scale of the fastest process.

Similar analysis for a system diffusing along a one-dimensional domain and with fast transitions in the \( \nu \)-space, Eq. (2), is described in detail in Appendix A1.

We introduce a characteristic scale, \( 1/\epsilon \) and \( 0 < \epsilon \ll 1 \), such that the matrix element \( [\Phi_i^{\mu-\nu}] \rightarrow \epsilon^{-1}[\Phi_i^{\mu-\nu}] \), and the Master Equation (1) becomes:

\[
\frac{dp_i^\nu}{dt} = \sum_{j=1}^{N} (w_{j-i}^\nu p_j^\nu - w_{i-j}^\nu p_i^\nu) + \epsilon^{-1} \sum_{\mu=1}^{n} (\tilde{\phi}_i^{\mu-\nu} p_i^\mu - \tilde{\phi}_i^{\nu-\mu} p_i^\nu),
\]

(11)

In order to solve the system, we assume the solution of the above differential equation to be

\[
p_i^\nu = p_i^{\nu 0} + \epsilon^3 p_i^{\nu 1} + \epsilon^2 p_i^{\nu 2} + \text{higher orders},
\]

(12)

with the constant \( \beta > 0 \). Since \( \sum_{i,\nu} p_i^\nu = 1 \) we must have

\[
\sum_{i,\nu} p_i^{\nu 0} = 1,
\]

(13)

\[
\sum_{i,\nu} p_i^{\nu k} = 0, \quad \forall \quad k > 0.
\]

(14)

Inserting the above solution in Eq. (11), we obtain

\[
\frac{dp_i^{\nu 0}}{dt} + \epsilon^3 \frac{dp_i^{\nu 1}}{dt} + \cdots = \sum_j (w_{j-i}^\nu p_j^{\nu 0} - w_{i-j}^\nu p_i^{\nu 0}) + \epsilon^3 \sum_j (w_{j-i}^\nu p_j^{\nu 1} - w_{i-j}^\nu p_i^{\nu 1}) + \epsilon^{-1} \sum_{\mu=1}^{n} (\tilde{\phi}_i^{\mu-\nu} p_i^{\mu 0} - \tilde{\phi}_i^{\nu-\mu} p_i^{\mu 0}) + \epsilon^\beta \sum_{\mu=1}^{n} (\tilde{\phi}_i^{\mu-\nu} p_i^{\mu 1} - \tilde{\phi}_i^{\nu-\mu} p_i^{\nu 1}) + \epsilon^{2\beta} \sum_{\mu=1}^{n} (\tilde{\phi}_i^{\mu-\nu} p_i^{\mu 2} - \tilde{\phi}_i^{\nu-\mu} p_i^{\nu 2}).
\]

(15)

Let us first consider the case when \( \beta = 1 \). Here, we equate terms of the same order in \( \epsilon \) on both sides, finding:

\[
0 = \sum_{\mu=1}^{n} (\tilde{\phi}_i^{\mu-\nu} p_i^{\mu 0} - \tilde{\phi}_i^{\nu-\mu} p_i^{\nu 0})
\]

(16)

\[
\frac{dp_i^{\nu 0}}{dt} = \sum_j (w_{j-i}^\nu p_j^{\nu 0} - w_{i-j}^\nu p_i^{\nu 0}) + \sum_{\mu=1}^{n} (\tilde{\phi}_i^{\mu-\nu} p_i^{\mu 1} - \tilde{\phi}_i^{\nu-\mu} p_i^{\nu 1}),
\]

(17)

\[
\frac{dp_i^{\nu 1}}{dt} = \sum_j (w_{j-i}^\nu p_j^{\nu 1} - w_{i-j}^\nu p_i^{\nu 1}) + \sum_{\mu=1}^{n} (\tilde{\phi}_i^{\mu-\nu} p_i^{\mu 2} - \tilde{\phi}_i^{\nu-\mu} p_i^{\nu 2}).
\]

(18)

The elements \( p_i^{\nu 0} \) always satisfy Eq. (16), which implies the stationarity of the zeroth order of the probability density function \( p_i^{\nu} \), for each \( i \), with respect to the dynamics of the bath space. Intuitively, the system reaches stationarity in the fastest space before performing a transition in the slow one. Conversely, if we equate terms of same order in \( \epsilon \) in the case of \( \beta \neq 1 \), we obtain the following equations

\[
0 = \sum_{\mu=1}^{n} (\tilde{\phi}_i^{\mu-\nu} p_i^{\mu 0} - \tilde{\phi}_i^{\nu-\mu} p_i^{\nu 0}),
\]

(19)

\[
0 = \sum_{\mu=1}^{n} (\tilde{\phi}_i^{\mu-\nu} p_i^{\mu 1} - \tilde{\phi}_i^{\nu-\mu} p_i^{\nu 1}).
\]

(20)

suggesting that \( p_i^{\nu 0} \propto p_i^{\nu 1} \). Therefore, we must have \( \beta = 1 \), as in the standard approach \([8]\).

Then, to the order \( \epsilon^{-1} \), solving Eq. (16), we can write the zeroth order solution as

\[
p_i^{\nu 0} = p_i p_i^{\nu},
\]

(21)

such that the stationary probability distribution for the \( (\Phi_i) \) matrix, \( \pi_i^\nu \) for each \( i \) in the \( \nu \)-space is normalized, i.e., \( \sum_{\nu} \pi_i^\nu = 1 \).
Substituting the zeroth order solution $p^{0}_i$ in Eq. (17) and summing over the fast states $\nu$, we obtain the evolution equation for $p_i$ as

$$\frac{dp_i}{dt} = \sum_j \left[ \bar{w}_{j\rightarrow i} p_j - \bar{w}_{i\rightarrow j} p_i \right],$$  \hspace{1cm} (22)

where we have defined the effective transition rates

$$\bar{w}_{j\rightarrow i} := \sum_\nu \pi_j^\nu w_{j\rightarrow i}^\nu$$ \hspace{1cm} (23)

Notice that after Eq. (22) is solved, with the appropriate initial conditions, $p^{0}_i = p_i \pi_i$ is determined using Eq. (21). Hence, Eqs. (14), (17), and the equation obtained by summing over $\nu$ Eq. (18) can be used to determine $p^{1}_i$. The higher order correction to Eq. (12) can thus be calculated iteratively.

Thus, we have an evolution described in terms of coarse-grained rates, which are nothing but ensemble averages of the transition rates, $w_{j\rightarrow i}^\nu$, and coarse-grained probabilities $p_i$. In some experimental situations, we might think to them as the only accessible variables. When this is the case, CGA has to be employed, leading to an entropy production which depends solely on these variables (see next subsection).

B. Integrating the fastest states (CGA)

In terms of the coarse-grained probabilities $p_i$'s, the system entropy production is defined as:

$$S_{sys}(p) = - \sum_i p_i \log p_i.$$ \hspace{1cm} (24)

Differentiating both sides with respect to time, and using Eq. (22) we get:

$$\dot{S}_{sys}(\bar{w}, p) = \frac{1}{2} \sum_{i,j} (\bar{w}_{i\rightarrow j} p_i - \bar{w}_{j\rightarrow i} p_j) \log \frac{p_i}{p_j}. $$ \hspace{1cm} (25)

We can now define the corresponding environmental contribution, in terms of the coarse-grained variables:

$$\dot{S}_{env}(\bar{w}, p) = \frac{1}{2} \sum_{i,j} (\bar{w}_{i\rightarrow j} p_i - \bar{w}_{j\rightarrow i} p_j) \log \frac{\bar{w}_{i\rightarrow j}}{\bar{w}_{j\rightarrow i}}, $$ \hspace{1cm} (26)

so that the total entropy production in this coarse-grained description becomes

$$\dot{S}_{tot}(\bar{w}, p) = \dot{S}_{sys}(\bar{w}, p) + \dot{S}_{env}(\bar{w}, p)$$
$$= \frac{1}{2} \sum_{i,j} (\bar{w}_{i\rightarrow j} p_i - \bar{w}_{j\rightarrow i} p_j) \log \frac{\bar{w}_{i\rightarrow j} p_i}{\bar{w}_{j\rightarrow i} p_j}.$$ \hspace{1cm} (27)

The environmental entropy production in Eq. (26) is different from the one we introduced before, i.e., in the most general case [Eq. (6)], since it depends solely on variables we consider as observables of the system.

In the case of a system with continuous variables (for example, the system shown in Fig. 1 B), the coarse-graining procedure on the fast space yields the entropy production given in Eq. (A14), where again details of the information on the bath dynamics are suppressed.

The above derivation relies on the fact that we can replace all the quantities of interest with their ensemble average over the fast states. This is because we are observing the system on time-scales larger than the characteristic time-scale of transitions in $\nu$-space. In this way, we are ignoring the details of the latter dynamics: whether or not it drives the system out of equilibrium does not play a role here. Mathematically speaking, Eq. (27) does not change whether $\Phi_i$ satisfies detailed balance ($\pi_i^\nu \phi^{\nu\rightarrow\mu} = \pi_i^\mu \phi^{\mu\rightarrow\nu}$, $\forall i$) or not.

In the following subsection, we compare the above entropy production (27), derived in the framework we name CGA, with the one obtained considering the information about each single process, i.e., using SIA.

C. Information on single processes (SIA)

Let us suppose that we are able to identify all processes acting on the system, each one due to different generalized baths.

To employ the SIA, we start from the complete expression for the entropy production (6), and substitute the expression for $p^\nu_i$ given by the time-scale separation, Eqs. (12) and (21). Up to the zeroth order in $\epsilon$, we get the following system entropy production:

$$\dot{S}_{sys} = \dot{S}_{sys}^X + \sum_{\nu=1}^n \sum_{i,j} \pi_j^\nu w_{j\rightarrow i}^\nu p_j \log \frac{\pi_j^\nu w_{j\rightarrow i}^\nu p_j}{\pi_i^\nu w_{i\rightarrow j}^\nu p_i}$$
$$- \sum_{\nu=1}^n \sum_{i,j} \pi_j^\nu w_{j\rightarrow i}^\nu p_j \log \frac{w_{j\rightarrow i}^\nu}{w_{i\rightarrow j}^\nu}, $$ \hspace{1cm} (28)

where second and third terms on the right hand side correspond to the total and environmental entropy production arising from the state space transitions, respectively. Here, in order to be consistent, in the environmental contribution we split the term for each $\nu$, as we have done before in the most general case while getting Eq. (6).

A similar formula for the entropy production is shown in Eq. (A15) for a system with continuous and discrete variables.

In Eq. (28), the entropy production associated to the
transitions in the $\nu$-space is

\[
\dot{S}^X_{\text{sys}} = \frac{1}{2\epsilon} \sum_{i,\mu,\nu} \pi_i (\tilde{\phi}^{\mu \rightarrow \nu} \pi_i^\mu - \tilde{\phi}^{\nu \rightarrow \mu} \pi_i^\nu) \log \frac{\tilde{\phi}^{\mu \rightarrow \nu} \pi_i^\mu}{\tilde{\phi}^{\nu \rightarrow \mu} \pi_i^\nu} + \\
-\frac{1}{2\epsilon} \sum_{i,\mu,\nu} \pi_i (\tilde{\phi}^{\mu \rightarrow \nu} \pi_i^\mu - \tilde{\phi}^{\nu \rightarrow \mu} \pi_i^\nu) \log \frac{\tilde{\phi}^{\mu \rightarrow \nu} \pi_i^\mu}{\tilde{\phi}^{\nu \rightarrow \mu} \pi_i^\nu} + \\
\frac{1}{2} \sum_{i,\mu,\nu} (\phi^{\mu \rightarrow \nu} p_i^{11} - \tilde{\phi}^{\nu \rightarrow \mu} p_{i}^{11}) \log \frac{\phi^{\mu \rightarrow \nu} p_i^{11}}{\tilde{\phi}^{\nu \rightarrow \mu} p_{i}^{11}} + \\
-\frac{1}{2} \sum_{i,\mu,\nu} \left( \phi^{\mu \rightarrow \nu} p_i^{1} - \tilde{\phi}^{\nu \rightarrow \mu} p_i^{1} \right) \log \frac{\phi^{\mu \rightarrow \nu} p_i^{1}}{\tilde{\phi}^{\nu \rightarrow \mu} p_i^{1}} + \\
\frac{1}{2} \sum_{i,\mu,\nu} \left( \phi^{\mu \rightarrow \nu} \pi_i^\mu - \tilde{\phi}^{\nu \rightarrow \mu} \pi_i^\nu \right) \left( \frac{p_i^{1}}{\pi_i^\mu} - \frac{p_i^{1}}{\pi_i^\nu} \right). \tag{29}
\]

The first and third terms in the above equation correspond to the total entropy production whereas the second and fourth terms correspond to the environmental entropy production. The last term appears as an extra contribution while considering the fast transitions approximation in the bath-space. Thus, the entropy production given in Eq. (28) requires the knowledge of all above terms.

Since now the information about the generalized baths is not integrated out, we have to discuss the properties of the dynamics on the fast states to proceed further. In particular, let us first consider the case in which the transition matrix governing the evolution in the $\nu$-space, $\Phi_\nu$, satisfies the detailed balance condition [case i) Subsec. III A]. In this case, if the label $i$ were frozen, the system would reach equilibrium in the $\nu$-space. From Eq. (16), the detailed balance condition on $\Phi_\nu$ corresponds to $\phi^{\mu \rightarrow \nu} \pi_i^\mu = \phi^{\nu \rightarrow \mu} \pi_i^\nu$ for each $i$. With this assumption, the entropy production $\dot{S}^X_{\text{sys}}$ still exhibits a correction which depends on $p_i^{11}$:

\[
\dot{S}^X_{\text{sys}} = -\frac{1}{2} \sum_{i,\mu,\nu} \left( \phi^{\mu \rightarrow \nu} p_i^{11} - \tilde{\phi}^{\nu \rightarrow \mu} p_{i}^{11} \right) \log \frac{\phi^{\mu \rightarrow \nu} p_i^{11}}{\tilde{\phi}^{\nu \rightarrow \mu} p_i^{11}}. \tag{30}
\]

This can be seen as an extra contribution to the system entropy production which survives also in the limit of equilibrated baths. In other words, even when the transitions taking place in the $\nu$-space are fast and detailed balanced, the (system) entropy production keeps track of first order terms in $\epsilon$ through $p_i^{11}$.

The system entropy production can be further split into total and environmental contributions, with the latter containing terms with the logarithm of ratio of transition rates. Hence, the extra contribution in Eq. (30) can be incorporated into the environmental part. This implies that the total entropy production is:

\[
\dot{S}_{\text{tot}} = \sum_{\nu=1}^{n} \sum_{i,j} \pi_j^\nu w_{j \rightarrow i}^{\nu} p_j \log \frac{\pi_j^\nu w_{j \rightarrow i}^{\nu} p_j}{\pi_i^\nu w_{i \rightarrow j}^{\nu} p_i} \tag{31}
\]

The log-sum inequality one derives that

\[
\dot{S}_{\text{tot}} \geq \dot{S}_{\text{tot}}(\tilde{w}, \tilde{p}) \tag{32}
\]

where the r.h.s. is given by Eq. (27) with the definition (23) of coarse-grained transition rates. The equality holds in Eq. (32) if and only if $\pi_j^\nu w_{j \rightarrow i}^{\nu} p_j = c_{ij} \pi_i^\nu w_{i \rightarrow j}^{\nu} p_i$, where $c_{ij}$ is a constant independent of $\nu$. The trivial case $c_{ij} = 1$ corresponds to the detailed balance condition [see Eq. (22)], in which both sides of Eq. (32) are zero. However, there exist feasible solutions for $c_{ij}$ such that the system is out of equilibrium, but still both Eqs. (27) and (31) have the same value (see Appendix B for a simple example).

Note that in this formalism we find a connection between transition rates appearing in similar formulas previously derived in the literature, without explicitly using SIA, and the microscopic underlying dynamics, Eq. (1).

### D. State-independent generalized baths

Here, we analyze how the entropy production obtained using SIA (Eqs. (28) and (29)) changes when the transitions in the $\nu$-space do not depend on $i$, i.e., $\phi^{\mu \rightarrow \nu} = \phi^{\nu \rightarrow \mu}$. This simplification leads to the conclusion that also $\pi^\nu$ are independent of the index $i$.

Within this simple assumption, one can perform the summation over $i$-variables in (29). Using Eq. (14):

\[
\dot{S}^X_{\text{sys}} = \frac{1}{2\epsilon} \sum_{\mu,\nu} \left( \phi^{\mu \rightarrow \nu} \pi_i^\mu - \tilde{\phi}^{\nu \rightarrow \mu} \pi_i^\nu \right) \log \frac{\phi^{\mu \rightarrow \nu} \pi_i^\mu}{\tilde{\phi}^{\nu \rightarrow \mu} \pi_i^\nu} + \\
-\frac{1}{2\epsilon} \sum_{\mu,\nu} \left( \phi^{\mu \rightarrow \nu} \pi_i^\mu - \tilde{\phi}^{\nu \rightarrow \mu} \pi_i^\nu \right) \log \frac{\phi^{\mu \rightarrow \nu} \pi_i^\mu}{\tilde{\phi}^{\nu \rightarrow \mu} \pi_i^\nu}. \tag{33}
\]

Employing also that the transition matrix $\Phi$ satisfies detailed balance condition in the bath-space, i.e., $\phi^{\mu \rightarrow \nu} \pi_i^\mu = \phi^{\nu \rightarrow \mu} \pi_i^\nu$, $\dot{S}^X_{\text{sys}}$ vanishes. Finally, up to zeroth order of $\epsilon$, from Eq. (28) one obtains

\[
\dot{S}_{\text{sys}} = \sum_{\nu=1}^{n} \sum_{i,j} w_{j \rightarrow i}^{\nu} p_j \log \frac{w_{j \rightarrow i}^{\nu} p_j}{w_{i \rightarrow j}^{\nu} p_i} + \\
-\sum_{\nu=1}^{n} \sum_{i,j} w_{j \rightarrow i}^{\nu} p_j \log \frac{w_{j \rightarrow i}^{\nu}}{w_{i \rightarrow j}^{\nu}}. \tag{34}
\]

Hence, when $\Phi$ is detailed balanced and $i$-independent, the total entropy production corresponds to Eq. (31) with $w_{i \rightarrow j}^{\nu} \rightarrow w_{j \rightarrow i}^{\nu}$. Notice that, in this simple case there is no correction both in system and environmental entropy production due to the first order solution in $\epsilon$.

### E. Broken detailed balance and time-scales

In this section, we show the limits of applicability of the expression for the total entropy production reported
in Eq. (31), and in some previous works [5, 20, 48]. To this aim, we consider the case in which the matrix $\Phi_i$ does not satisfy detailed balance, i.e., cases ii) and iii) in Subsec. III A.

Intuitively, the more the fast dynamics breaks detailed balance, the more it has to be faster than all other processes to not affect the quantification of non-equilibrium features, i.e., the entropy production in this context. This trade-off can indeed be quantified.

For the sake of simplicity, we restrict ourselves to an $i$-independent transition matrix $\Phi$. From Eq. (29), when detailed balance is broken, some corrective terms do appear. However, in order to investigate the trade-off between characteristic time-scale and non-equilibrium stationarity, we consider the case in which detailed balance is only slightly broken. In formulas, we have:

$$j^{\mu \rightarrow \nu} \pi^\mu - \tilde{j}^{\nu \rightarrow \mu} \pi^\nu = \xi j^{\mu \rightarrow \nu},$$  \hspace{1cm} (35)

where $j^{\mu \rightarrow \nu}$ is the scaled probability flux, and $\xi$ a small parameter quantifying the out-of-equilibrium behaviour. Due to Eqs. (16) and (21) we must have that \( \sum_{\nu=1}^{n} j^{\mu \rightarrow \nu} = 0. \)

From Eqs. (28) and (33), the total entropy production in this condition can be identified as, (up to the zeroth order in $\epsilon$)

$$\dot{S}_{tot} = \sum_{\nu=1}^{n} \pi^\nu \sum_{i,j} w^\nu_{j \rightarrow i} p_j \log \frac{w^\nu_{j \rightarrow i} p_j}{w^\nu_{i \rightarrow j} p_i} +$$

$$+ \frac{1}{2\epsilon} \sum_{\mu,\nu} (\tilde{\phi}^{\mu \rightarrow \nu} \pi^\mu - \tilde{\phi}^{\nu \rightarrow \mu} \pi^\nu) \log \frac{\tilde{\phi}^{\nu \rightarrow \mu} \pi^\nu}{\tilde{\phi}^{\mu \rightarrow \nu} \pi^\nu} \hspace{1cm} (36)$$

Expanding the last term in the above equation up to the leading order in $\xi$, we get:

$$\dot{S}_{tot} = \sum_{\nu=1}^{n} \pi^\nu \sum_{i,j} w^\nu_{j \rightarrow i} p_j \log \frac{w^\nu_{j \rightarrow i} p_j}{w^\nu_{i \rightarrow j} p_i} +$$

$$+ \frac{\xi^2}{2\epsilon} \sum_{\mu,\nu} \frac{j^{\mu \rightarrow \nu} \pi^\mu}{\tilde{\phi}^{\nu \rightarrow \mu} \pi^\nu} \hspace{1cm} (37)$$

giving a quantification of the interplay between broken detailed balance and time-scale separation, encoded in the ratio between the two expansion parameter, $\xi^2/\epsilon$. Note that the term multiplying this pre-factor has the same form of the total entropy production in $\nu$-space at stationarity [18].

Similar corrections to the entropy production due to slightly broken detailed balance condition for a system governed by Eq. (2) can be seen in Eq. (A16).

An imperative remark is that, given the expression of the total entropy production in Eqs. (37) and (A16), the presence of non-equilibrium conditions in the bath-space, encoded in $\xi$, could prevent the possibility to perform a consistent time-scale separation on the system dynamics. In fact, even if the rates $\phi^{\mu \rightarrow \nu}$ are much faster than all the others, non-equilibrium effects could lead to non-vanishing corrective terms of order $\epsilon^{-1}$ in the entropy production. Naively speaking, there exist situations in which different time-scales are entangled regardless of the level of description. This is in accordance to what has been shown in [17, 18, 49]: the dissipation keeps track of microscopic degrees of freedom which would have been ignored describing the system *ab initio* through a coarse-grained (i.e., approximate, zeroth-order) dynamics.

In the following, we present some illustrative examples in which the typical scales $\xi$ and $\epsilon$ assume physical meanings. We aim at hinting at the working conditions under which a biological system can be effectively described performing a time-scale separation, while keeping information about each single process, i.e., using Eq. (31) for the total entropy production with multiple coupling.

### IV. EXAMPLES

In this section, we present some simple cases in which our framework can be applied. We show under which conditions the entropy production is affected by the interplay between detailed balance and the fastest time-scale, translating the condition derived in this paper in terms of physical quantities.

#### A. Molecular motors

At first, we consider a molecular motor moving along a one-dimensional ring, having a potential landscape described by $U(x)$. A schematic diagram is shown in Fig. 1 B. This model describes all families of motor proteins: kinesins and dyneins moving along tubulin filaments, and myosins along actin filaments [13, 14].

Here, we refer to the standard framework presented in [37]. The molecular motor can be in different states (tracks), each one following its own diffusion equation. Moreover, the system can change state by consumption of the fuel, e.g. hydrolyzing ATP. As a consequence of the interplay between different processes, a linear directive motion is induced in the system. For simplicity, we assume that there are only two configurations. Then, the equation governing the dynamics of the molecular motor is

$$\frac{\partial \tilde{P}(x, t)}{\partial t} = - \frac{\partial \tilde{J}}{\partial x} + \Phi \tilde{P}(x, t), \hspace{1cm} (38)$$

where $\tilde{P} = (P_1(x, t), P_2(x, t))^T$, $\tilde{J} = (J_1(x, t), J_2(x, t))^T$, where $J_i(x, t) = -\mu_i [-k_B T \partial_x P_i(x, t) + \{ -\partial_x U(x) + f_{ext} \} P_i(x, t)]$, and

$$\Phi(x) = \begin{pmatrix} w_1(x) & w_2(x) \\ -w_1(x) & -w_2(x) \end{pmatrix}$$

is the matrix capturing the transitions of the molecular motor among the tracks. Notice that its sum over each column is equal to zero to ensure probability conservation.
Using the above model, we can find the entropy production as given in Eq. (A5). It is equal to the one shown in Eqs. (22) and (23) in Ref. [37] in the stationary state. In the following, we further perform a time-scale separation analysis, assuming that the transitions between different states are faster than the diffusion along each track. A similar analysis on a general setup is shown in Appendix A1. Now, expanding the solution of the master equation (38) as in Eq. (12)
\[ \dot{\bar{S}}(x, t) \approx \dot{\bar{S}}^{(0)}(x, t) + \epsilon \dot{\bar{S}}^{(1)}(x, t), \]
and plugging Eq. (39) in the master equation (38), we find that \( \dot{\bar{S}}^{(0)}(x, t) = \dot{\bar{S}}^{(1)}(x, t) \), where \( \dot{\bar{S}}^{(1)}(x, t) \) is the stationary solution of the fast dynamics, governed by the transition matrix \( \Phi(x) \). From the model given above, we can exactly find \( \dot{\bar{S}}^{(1)}(x, t) = \sum_{\mu} \dot{\bar{S}}^{(1)}_{\mu}(x, t) \), and \( \dot{\bar{S}}^{(0)}(x, t) = \sum_{\mu} \dot{\bar{S}}^{(0)}_{\mu}(x, t) \).

An important remark can be made from the above calculations: when only two tracks are present, \( \dot{\bar{S}}^{(0)}(x, t) \) is always detailed balanced in the fast bath approximation, and the only correction to the entropy production may arise from the terms of first order in \( \epsilon \) [for e.g. see Eq. (A15)]. Finally, if the transition rates across the tracks are also independent of the spatial variable, the contribution to the entropy production only depends on the driving along the tracks. In the following, we consider a simple case when the detailed balance condition in the fast space can also be violated.

**Multiple configurations and breakage of detailed balance**

Herein, we modify the problem discussed above, admitting the existence of several (more than two) internal configurations among which the particle can switch. In this case the detailed balance can be broken in the internal space of tracks, even in the limit of fast transitions.

We consider the most general case in which detailed balance is slightly broken in the fast space, while \( \Phi \) does not depend on space for the sake of simplicity. We are aiming at understanding how non-equilibrium features entangle to fast time-scales, leading to an extra contribution to the entropy production, and under which conditions on physical parameters such a contribution is not negligible.

The total entropy production for a \( n \)-track molecular motor, in the limit of fast internal transitions, is thus
\[
\dot{S}_{\text{tot}} = \sum_{\nu=1}^{n} \int dx \frac{(J_{\nu}(x, t))^2}{D_{\nu}(x, t) P(x, t)} + \xi^2 \sum_{\mu, \nu} \frac{1}{\phi_{\mu \rightarrow \nu}(x) \Pi_{\nu}(x)}
\]

Here, \( \xi \) is the magnitude of the mechanism keeping the system away from equilibrium. Then, we can see that if the product of the square of the strength of the deviation from non-equilibrium condition, as measured by \( \xi \) and its own time scale \( 1/\epsilon \) remains finite, and non zero, i.e. \( \xi^2/\epsilon \sim O(1) \), the total entropy production is affected by an additional non-vanishing quantity, even in the limit of infinitely fast transitions and very slight out-of-equilibrium conditions. It is important to notice that such a contribution is due to the microscopic fluxes among all possible configurations which are present in the system, as evidenced by the term \( J_{\mu \rightarrow \nu} \) in the equation above.

As a toy model, let us consider a system composed by three tracks at different energies. Molecules can move on each of them, according to three different diffusion equations. Moreover, they can also pass from one track to the other with the following transition rates:
\[
\phi_{\mu \rightarrow \nu} = \phi_{\nu \rightarrow \mu} \Delta E_{\nu \rightarrow \mu}/k_B T
\]
where \( E_{\mu} \) is the energy of the configuration \( \mu \), \( T \) the temperature of the environment, \( k_B \) the Boltzmann constant, and \( \Delta E_{\mu \rightarrow \nu} = E_{\mu} - E_{\nu} \). For simplicity, let us imagine that one particular transition rate (from \( \mu \) to \( \nu \)) is modified by the presence of a chemical potential difference, \( \Delta c \):
\[
\phi_{\mu \rightarrow \nu} = \phi_{\nu \rightarrow \mu} e^{(\Delta E_{\nu \rightarrow \mu} - \Delta c)/k_B T}
\]
When \( \Delta c_{\mu \rightarrow \nu}/k_B T \) is small, using Eq. (35), one finds that \( \pi_{\mu} \phi_{\mu \rightarrow \nu} - \pi_{\nu} \phi_{\nu \rightarrow \mu} \propto \Delta c/k_B T \). Hence, \( \Delta c/k_B T \) plays the role of \( \xi \), quantifying how much the system is out of equilibrium. Thus, we have:
\[
\xi = \frac{\Delta c}{k_B T} \quad \text{and} \quad \epsilon = \frac{\phi_{\mu \rightarrow \nu}}{\phi_{\nu \rightarrow \mu}},
\]
where the second of the previous equation is just the definition of \( \epsilon \) (see Sec. III A).

If the motion along each single track, independently, would reach equilibrium, the system would not produce entropy based solely on the motion along the tracks. Mathematically, this corresponds to
\[
\int dx \frac{(J_{\nu}(x, t))^2}{D_{\nu}(x, t) P(x, t)} = 0,
\]
for the \( \nu = 1, 2, 3 \).

On the other hand, if the motion among tracks is not at equilibrium, because of the chemical potential difference, detailed balance is slightly broken. In the limit of fast transitions among tracks, considering all the typical scales in play, the correction to the total entropy production becomes non-negligible when the following scaling holds:
\[
\Delta c \sqrt{\frac{\phi_{\mu \rightarrow \nu}}{\phi_{\nu \rightarrow \mu}}} \sim k_B T.
\]
Hence, even if the first contribution to the entropy production in Eq. (40) is zero, the second one becomes relevant when the chemical potential differences become comparable to the available thermal energy for each transition.
B. Three-state chemical reaction network in a temperature gradient

Here, we present another example which is a slight generalization of the one extensively studied in [6], inspecting the possibility to select high-energy metastable states at stationarity via non-equilibrium processes and energy dissipation.

The system consists of three chemical species: A, B, and C, whose reciprocal interactions are defined by

\[ \begin{align*}
A &\xrightleftharpoons[k_A \to B]{k_B \to A} B \\
&\xrightleftharpoons[k_C \to B]{k_B \to C} C \\
&\xrightleftharpoons[k_A \to C]{k_C \to A} A
\end{align*} \tag{45} \]

Each species can also diffuse between spatially separated baths at different temperatures.

Following the original article [6], if all transition rates satisfy Arrhenius’ relations, the detailed balance in the chemical (internal) space is always respected. Going further, let us consider that the rate from B to C is enhanced by a quantity \( \Delta e/k_BT \), because, for example, of the presence of a catalytic molecule, so that the system can attain a non-equilibrium steady state in the chemical space. In the limit of fast reactions, and close to equilibrium conditions, we can identify two small parameters:

\[ \xi = \frac{\Delta e}{k_BT(x)} \quad \epsilon = \frac{\tilde{k}_{X=Y}}{\kappa_{X=Y}} \tag{46} \]

where \( X, Y = A, B, C \) and \( \tilde{k}_{X=Y} \) is the rescaled reaction rate from \( X \) to \( Y \) leading to the identification of the small parameter \( \epsilon \).

A quantity that naturally appears in the context of dissipation-driven phenomena is \( L_k = \sqrt{D/\kappa_{X-Y}} \) [6]. This is the characteristic length at which the system can absorb and dissipate energy through diffusive cycles. It is possible to write the condition \( \xi^2/\epsilon \sim O(1) \), letting this quantity appear, as follows:

\[ \frac{\Delta e}{L_k} \sim \frac{k_BT(x)}{\sqrt{D/\kappa_{X-Y}}} \tag{47} \]

Notice that, while \( L_k \) is a characteristic length, \( \sqrt{D/\tilde{k}_{X-Y}} \) contains information only about the typical scale of the diffusion, since \( \tilde{k}_{X=Y} \) is defined as the rate rescaled by its magnitude, \( \epsilon \).

This means that, when the non-equilibrium energy density over the typical dissipation length, the l.h.s. of Eq. (47), is at least of the same order of the available energy density over the typical diffusive length, r.h.s. of Eq. (47), the entropy production has a non-vanishing contribution stemming from the interplay between non-equilibrium conditions and the fastest dynamics. In other words, \( S_{tot} \) is affected by the presence of diffusive cycles dissipating energy via fast chemical fluxes, represented by \( j_{\mu \to \nu} \) in Eq. (37), which is the discrete counterpart of Eq. (40).

C. Catalytic enzymes

As another biologically-inspired example, let us consider the case of an enzyme \( E \), which can catalyze the transformation of a substrate \( S \) into a product \( P \). Moreover, it can bind/unbind both to \( S \) and \( P \) with different rates, forming complexes. In the simple, yet quite common setting in which the enzyme is much bigger than the substrate [15, 50], its diffusion coefficient can be considered similar to the one of the complexes. The reaction network characterizing the system can be schematized as follows:

\[ \begin{align*}
E &\xrightleftharpoons[k_{E \to S}][k_{S \to E}] S + E, \\
E &\xrightleftharpoons[k_{E \to P}][k_{P \to E}] E + P, \tag{48}
\end{align*} \]

\[ E + S \xrightleftharpoons[k_{S \to P}][k_{P \to S}] E + P. \]

In the above equation, the transition rate above the arrow is intended to pertain to the left-to-right transition. Here, \( E \) indicates the free enzyme in solution, with \( S \) and \( P \) floating around with concentration \( [S] \) and \( [P] \), respectively. The states \( E + S \) and \( E + P \) are bound states (complexes with \( S \) and \( P \) ). In many experimental settings, \( [S] \) and \( [P] \) are chemostatted or externally controlled, maintaining the system in a non-equilibrium steady state, at a given energy cost. A quantification of the latter is given by the deviation of the ratio between the two concentrations from the equilibrium value:

\[ r = \frac{[S]}{[P]} = e^{\Delta S_m} \frac{[S]_{eq}}{[P]_{eq}} = e^{\Delta S_m \cdot r_{eq}} \tag{49} \]

where \( \Delta S_m \) is the entropy change in the environment. Hence, the quantity \( r \) quantifies how far the system is from being at equilibrium. One notable case is when \( [S] \) and \( [P] \) corresponds to ATP and ADP concentrations, respectively, and \( r \) accounts for the available energy in the system [11, 51]. In the latter case, the enzyme catalyzes ATP hydrolysis.

As for the previous examples, let us analyze the situation in which chemical interactions are much faster than diffusion. If we are also in close to equilibrium conditions, \( \xi = r/r_{eq} \approx 1 \), the typical scaling allowing for a non-negligible additional contribution to the entropy production, i.e. the second term in Eq. (40), is:

\[ \frac{r}{L_S} \sim \frac{r_{eq}}{\sqrt{D/\tilde{k}_{X-Y}}} \tag{50} \]

Here, \( \epsilon = \tilde{k}_{X-Y}/\kappa_{X-Y} \) as for the previous case, with the subscripts \( X \) and \( Y \) indicating, in general, any two possible states of the system. Analogously, \( L_S = \sqrt{D/\kappa_{X-Y}} \) is the energy absorption-dissipation characteristic length. Also in this case, we can write this condition in terms of energy density, noting that if the available energy over
the dissipative length-scale \( L_S \) is of the same order with respect to its equilibrium value in a purely diffusive system, the entropy production is affected by microscopic fluxes in the fast space \([j^{\mu \to \nu}\) in Eq. (40)].

D. Multi-state particles in contact with switching baths

Finally, we study the case of a multi-state particle whose transitions are triggered by the coupling to \( n \) thermal baths.

In the literature \([5, 20]\), the entropy production has been derived to be always equal to Eq. (37) with \( \xi = 0 \). Here, we have shown that this is just an approximation of the most general case. In fact, it implicitly assumes that the dynamics in the bath space is faster than all other processes, hence employing what we called SIA, that it does not depend on space and it is also detailed balanced. More specifically, if:

\[
\Phi^{\mu \to \nu} = \phi^{\nu \to \mu} \Rightarrow \pi^\nu = \frac{1}{n} \tag{51}
\]

and the functional form of the effective rates is the same as \( w_{i \to j} \) also in our model.

However, it is important to note that, when the dynamics in the reservoir space, governed by the transition matrix \( \Phi(x) \), is fast, but not detailed balanced, the total entropy production has to be corrected. In particular, when \( \Phi(x) \) does not depend on \( x \), we have that, even if the system does not produce entropy according to the slow dynamics only, i.e., Eq. (22) at stationarity satisfies

\[
\sum_{\nu} \pi^\nu w^\nu_{i \to j} p_j - \sum_{\nu} \pi^\nu w^\nu_{j \to i} p_j = 0 \quad \forall \ i, j \tag{52}
\]

the total entropy production still does not vanish, because of the non-zero contribution proportional to \( \xi^2/\epsilon \). This extra term takes into account fluxes among reservoirs, \( j^{\mu \to \nu} \). Here, the physical meaning of the scaling relation, \( \xi^2/\epsilon \sim \mathcal{O}(1) \), has to be determined on a single case basis. In general, it is worth noting that our proposed formula for the entropy production can be markedly different from the previously derived one.

V. CONCLUSIONS

Non-equilibrium features are sensibly affected by coarse-graining procedures. This general statement has a long-standing tradition, and it has been proved in many different contexts \([17, 18, 49]\). However, some approximations exist and are usually employed to describe non-equilibrium systems without unnecessary details \([20]\).

In this paper, we dealt with systems in the presence of multiple coupling. In other words, we have studied the interplay between different classes of transitions, generated by different processes, acting on the same system. Most of biological systems belong to this category (e.g. molecular motors \([13]\), enzymes \([15]\), chemical reaction networks \([2, 6]\)).

Two widely used approximations can be applied in the presence of multiple coupling: SIA and CGA, both extensively discussed throughout the paper. Here, as a first step, we have explicitly derived them from a general framework both for discrete and continuous state-spaces.

Both SIA and CGA rely on the assumption that some processes are much faster than all the others. The CGA erases all information about the latter while the SIA applies a weaker coarse-graining, and some details about the fast dynamics is retained. Well-known formulas previously obtained in the literature can be reconstructed within the SIA. As a further step, we have identified the physical conditions under which our general framework leads to some extra contributions to the entropy production, with respect to these formulas. These latter terms are, in fact, signatures of an intrinsic non-equilibrium condition, and as such, they can be substantially affected by any kind of coarse-graining procedure.

Indeed, it is possible to determine a scaling relation between the amount of breakage of detailed-balance, named \( \xi \), and the characteristic time-scale of the faster processes, named \( \epsilon \), such that the entropy production will differ from the one known in the literature. Intuitively speaking, even if one process is very fast without leading to an equilibrium state in its sub-space, particularly strong microscopic fluxes can be entangled with the slow process, producing a non-vanishing extra entropy production at the macroscopic level.

In the last part of the paper we have presented some simple, yet instructive, systems in which the scaling relation between \( \xi \) and \( \epsilon \) can be translated into a relation among physical quantities. These can serve both to unveil the role of detailed balance and time-scales in simple terms, and to capture the main ingredients (and their interplay) that allow simplified models for experimental chemical (or biological) systems.
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Appendix A: Entropy production with transitions among discrete bath space and diffusive dynamics

In the following, we consider a system with a continuous \( i \)-space (e.g. space) and a discrete \( \nu \)-space (e.g. chemical states, reservoirs). The case in which both of them are continuous is a straightforward generalization. This system can also be described within the framework of Master Equation as Eq. (2) \([8]\).
For sake of simplicity, we consider a system that moves along a one-dimensional ring, whose evolution is governed by the following overdamped Langevin equation:

$$\dot{x} = \frac{F^\nu(x,t)}{\gamma^\nu(x)} + \sqrt{2D^\nu(x)}\eta(t), \quad (A1)$$

where $F^\nu(x,t) = -\partial_x V^\nu(x,t) + f^\nu(x,t)$ is the external force acting on the system which can be decomposed into the force arise from the confining potential $V^\nu(x,t)$ and a non-conservative external force $f^\nu(x,t)$. Here, $\gamma^\nu(x)$ and $D^\nu(x)$, respectively, are the space-dependent dissipation and diffusion coefficient. Notice that the superscript labels the $\nu$-space. In the above equation, $\eta(t)$ is a Gaussian white noise with mean zero and unit variance.

The probability of the system to be at position $x$ and in the state $\nu$ evolves according to Eq. (2), where

$$J^\nu(x,t) = \frac{F^\nu(x,t)P^\nu(x,t)}{\gamma^\nu(x)} - \frac{\partial (D^\nu(x)P^\nu(x,t))}{\partial x} \quad (A2)$$

is the probability current.

In this case, the entropy of the system is

$$S_{sys} = -\sum_\mu \int dx \; P^\mu(x,t) \log P^\mu(x,t). \quad (A3)$$

Differentiating with respect to time and using the normalization condition $\sum_\nu \int dx \; P^\nu(x,t) = 1$, the system entropy production becomes

$$\dot{S}_{sys} = -\sum_\mu \int dx \; \frac{\partial P^\mu(x,t)}{\partial t} \log P^\mu(x,t) =$$

$$= \sum_\mu \int dx \left[ \frac{\partial J^\mu(x,t)}{\partial x} \log P^\mu(x,t) \right] +$$

$$+ \frac{1}{2} \sum_{\mu,\nu} \int dx \left[ \phi^{\mu\rightarrow\nu}(x)P^\mu(x,t) + \phi^{\nu\rightarrow\mu}(x)P^\nu(x,t) \right] \log \frac{P^\mu(x,t)}{P^\nu(x,t)}. \quad (A4)$$

where, going from first equality to the second one, we have used Eq. (2). Integrating by parts the first term on the right-hand side and substituting the definition of the current $J^\nu(x,t)$, we get

$$\dot{S}_{sys} = \sum_\mu \int dx \; \frac{J^\mu(x,t)^2}{D^\mu(x)P^\mu(x,t)} +$$

$$+ \sum_{\mu,\nu} \int dx \; \phi^{\mu\rightarrow\nu}(x)P^\mu(x,t) \log \frac{\phi^{\mu\rightarrow\nu}(x)P^\mu(x,t)}{\phi^{\nu\rightarrow\mu}(x)P^\nu(x,t)}$$

$$- \left[ \sum_\mu \int dx \left( \frac{A^\mu(x,t)J^\mu(x,t)}{D^\mu(x,t)} - J^\mu(x,t) \frac{\partial}{\partial x} \log D^\mu(x) \right) \right] +$$

$$- \sum_{\mu,\nu} \int dx \; \phi^{\mu\rightarrow\nu}(x)P^\mu(x,t) \log \frac{P^\mu(x,t)}{P^\nu(x,t)} \right], \quad (A5)$$

where we have defined $A^\nu(x,t) = F^\nu(x,t)/\gamma^\nu(x)$. In the above equation, we have imposed the periodic boundary conditions on the probability current $J^\mu(x,t)$ for each $\mu$. The splitting here shown is analogous to the one presented in Eq. (6).

When the external force and the potential are time-independent, the system asymptotically reaches the steady state. At stationarity, the left-hand side of the above equation vanishes, and the right-hand side is satisfied by $P^\nu_{ss}(x)$, where the subscript $ss$ indicates the nonequilibrium stationary state.

1. Time-scale separation on the dynamics

As shown in section IIIA, here we can also consider that the transition among the baths are faster with respect to all the others possible transitions, i.e., $\phi^{\mu\rightarrow\nu}(x) = \tilde{\phi}^{\mu\rightarrow\nu}(x)/\epsilon$, where $\epsilon$ is the characteristic time-scale. Substituting $\phi(x)$ in Eq. (2), we get

$$\frac{\partial P^\nu(x,t)}{\partial t} = -\frac{\partial J^\nu(x,t)}{\partial x} +$$

$$+ \frac{1}{\epsilon} \sum_{\mu=1}^{n} \left[ \tilde{\phi}^{\mu\rightarrow\nu}(x)P^\mu(x,t) - \tilde{\phi}^{\nu\rightarrow\mu}(x)P^\nu(x,t) \right]. \quad (A6)$$

We assume the solution of the above equation (up to first order in $\epsilon$) as

$$P^\nu(x,t) \approx P^{\nu0}(x,t) + \epsilon \; P^{\nu1}(x,t). \quad (A7)$$
Substituting the above solution in Eq. (A6) and comparing the terms of similar orders in $\epsilon$ yields
\[
\frac{dP^{\nu^0}(x,t)}{dt} = -\frac{\partial}{\partial x} J^{\nu^0}(x,t) \Big|_{P^{\nu^0}(x,t)\rightarrow P^{\nu^0}(x,t)} + \sum_\mu [\phi^{\nu^0\rightarrow\mu}(x) P^{\nu^1}(x,t) - \phi^{\mu^0\rightarrow\nu}(x) P^{\mu^0}(x,t)],
\]
(A8)

The above equation (A9) implies that the quantity $P^{\mu^0}(x,t)$ reaches stationary state in the discrete bath space. Therefore, $P^{\mu^0}(x) = \Pi^{\mu^0}(x) P(x,t)$. Notice that $\Pi^{\nu^0}(x)$ is the space-dependent stationary distribution with respect to transition rates in the bath space $\phi(x)$, and it is normalized as $\sum_\nu \Pi^{\nu^0}(x) = 1$.

Summing over the discrete state in Eq. (A8), we get
\[
\frac{\partial P(x,t)}{\partial t} = -\frac{\partial}{\partial x} \left( \tilde{A}(x,t) P(x,t) - \frac{\partial (\tilde{D}(x,t) P(x,t))}{\partial x} \right),
\]
(A10)

where $P(x,t) = \sum_\nu \Pi_\nu(x,t)$, due to the normalization of $\Pi_\nu(x)$, is defined as an effective probability distribution. In analogy to what we have done in Sec. III, we also introduce an effective drift, $\tilde{A} = \sum_\nu \Pi^{\nu^0}(x) A^{\nu^0}$, and an effective diffusion coefficient, $\tilde{D} = \sum_\nu \Pi^{\nu^0}(x) D^{\nu^0}$, which are nothing but the ensemble average of $A^{\nu^0}(x)$ and $D^{\nu^0}(x)$ over the bath space.

\section{Coarse-grained variables (CGA)}

Retracing all the steps extensively discussed in Sec. III B, here we consider the case where we cannot distinguish each single fast state $\nu$, and the only accessible information is about coarse-grained quantities. Then, we write the Master equation for the coarse-grained probability density function by summing Eq. (2) over the discrete variables as
\[
\frac{\partial P(x,t)}{\partial t} = -\sum_\nu \frac{\partial J_\nu(x,t)}{\partial x},
\]
(A11)

where $P(x,t) = \sum_\nu P_\nu(x,t)$, i.e., the coarse-grained probability distribution. We can define the entropy of the system in this case as following
\[
S_{sys}(P) = -\int dx \ P(x,t) \log P(x,t).
\]
(A12)

Differentiating the above equation with respect to time, we obtain the system entropy production as
\[
\dot{S}_{sys}(P) = -\int dx \ \frac{\partial P(x,t)}{\partial t} \log P(x,t)
\]
(A13)

We made use only of the accessible coarse-grained quantities to define the system entropy.

Employing the fast baths approximation, i.e., $P^{\nu^0}(x,t) = \Pi^{\nu^0}(x) P(x,t) + \epsilon P^{\mu^0}(x,t)$, we rewrite Eq. (A13) using Eq. (A10) as a function of $\tilde{A}$ and $\tilde{D}$. After some simple manipulation, we have:
\[
\dot{S}_{sys}(P) = \int dx \ \frac{\partial \tilde{J}(x,t)}{\partial x} \log P(x,t) = \int dx \ \frac{\partial \tilde{J}(x,t)}{\partial x} \log \frac{P(x,t)}{\Pi^{\nu^0}(x) P(x,t)} = \int dx \ \frac{\partial \tilde{J}(x,t)}{\partial x} \log \left( \frac{\tilde{D}(x,t)}{D^{\nu^0}(x,t)} \right)
\]
(A14)

As for the discrete state space (see Sec. III B), we do not need further assumptions on the dynamics of the $\nu$-space. Indeed, if they are fast, and we cannot discriminate among them, this is enough to have a total entropy production which depends just on the slow states. However, drift and diffusion coefficient have to be substituted with their ensemble average over the fast states. As a consequence, environmental entropy production is identified only as a function of accessible variables in this approximation.

\section{Information on single processes (SIA)}

In the following, we employ the fast-bath approximation on the entropy production given in Eq. (A5), according to the procedure characterizing the SIA. We have:
\[ \hat{S}_{\text{sys}} = \sum_{\nu} \int dx \left( \frac{(J^\nu(x,t))^2}{D^\nu(x)P(x,t)} - \frac{J^\nu(x,t)A^\nu(x,t)}{D^\nu(x)} + \frac{J^\nu(x,t)\partial}{\partial x} \log D^\nu(x) \right) + \frac{1}{2} \sum_{\mu,\nu} \int dx \left[ \frac{1}{\ell} P(x,t) \left[ \delta^{\mu-\nu}(x) \Pi^\mu(x) + \tilde{\phi}^{\nu-\mu}(x) \Pi^\nu(x) \right] \log \frac{\Pi^\mu(x)}{\Pi^\nu(x)} \right. \\
\left. - \frac{\tilde{\phi}^{\nu-\mu}(x)\Pi^\nu(x)}{\Pi^\mu(x)} \log \frac{\Pi^\mu(x)}{\Pi^\nu(x)} \right) \left( \frac{P^\nu(x,t)}{\Pi^\nu(x)} - \frac{P^\mu(x,t)}{\Pi^\mu(x)} \right) \right]. \] (A15)

where the integrals refer to the motion in the continuum space, whereas the summation are performed over the states belonging to the discrete bath-space. In the above equation, we introduce the following notation: \( Z^\nu := Z^\nu \Pi^\nu(x) \).

Eq. (A15) is the analog of Eqs. (28) and (29) of the main text.

4. Detailed-balance and time-scales

Simplified formulas for the total entropy production can be recovered starting from Eq. (A15). In particular, when the matrix \( \Phi(x) \) is detailed balanced, i.e. \( \tilde{\phi}^{\nu-\mu}(x)\Pi^\nu(x) = \tilde{\phi}^{\mu-\nu}(x)\Pi^\mu(x) \) for each \( x \), the first and third terms in the second summation on the r.h.s. of Eq. (A15) becomes zero, and the remaining terms contribute to the entropy production. In the simplest case in which the dynamics in the \( \nu \)-space is also independent of space, noting that \( \int dx P^{\nu\nu}(x) = 0 \), also the second term in the second summation on the r.h.s. vanishes.

Conversely, if the detailed balance in the bath-space is slightly broken, non-equilibrium effects can entangle fast and slow time-scales. This provides an expression for the entropy production which is not consistent with an adiabatic elimination of fast variables a-priori in the dynamics. In other words, employing the fast-bath approximation before or after the estimation of the entropy production does not lead to the same result; the former case corresponds to the SIA, while the latter is the CGA.

In complete analogy to what has been shown in the main text, we have:

\[ \hat{S}_{\text{tot}} = \sum_{\nu=1}^{\nu} \int dx \frac{J^\nu(x,t)}{D^\nu(x)P(x,t)} + \frac{\xi^2}{2\ell} \sum_{\mu,\nu} \frac{J^\nu_{\mu-\nu}^2}{\tilde{\phi}^{\nu-\mu} \Pi^\nu(x)} \] (A16)

assuming that \( \Phi \) does not depend on \( x \), where \( \xi \) is the small parameter as introduced in Eq. (35).

Appendix B: An example of equivalence of SIA- and CGA-entropy production in a 3-state system in a non-equilibrium steady state

In this section, we discuss the condition under which the entropy production in SIA and CGA becomes equal. Clearly, from Eq. (32), the equality holds when

\[ \pi_i^\nu \dot{w}_{i\rightarrow j} p_i = c_{ij} \pi_j^\nu \dot{w}_{j\rightarrow i} p_j \] (B1)

Plugging this condition into Eq. (22), we have:

\[ \frac{dp_i}{dt} = \sum_{j} \pi_i^\nu \dot{w}_{i\rightarrow j} p_i (c_{ij} - 1) = K_i p_i, \] (B2)

where we have defined \( K_i = \sum_j \pi_i^\nu \dot{w}_{i\rightarrow j} (c_{ij} - 1) \).

Since \( p_i \) is a probability, the only feasible solutions must satisfy the condition \( K_i = 0 \). This can trivially happens when \( c_{ij} = 1, \forall i, j \), i.e., at equilibrium. However, here we show a simple example in which \( K_i = 0 \) even if the system is in a non-equilibrium steady state.

Consider a 3-state model with the following effective transition rates:

\[ \dot{w}_{1\rightarrow 2} = 2 \quad \dot{w}_{2\rightarrow 3} = 3 \quad \dot{w}_{3\rightarrow 1} = 4 \]
\[ \dot{w}_{2\rightarrow 1} = 1 \quad \dot{w}_{3\rightarrow 2} = 1 \quad \dot{w}_{1\rightarrow 3} = 3 \] (B3)

The product of transition rates in the clockwise direction is larger than that in anti-clockwise direction. Hence, the system sustains a non-zero probability current at the stationary state [see Eq. (22)].

Notice that \( \dot{w}_{i\rightarrow j} = \sum_{\nu} \pi_i^\nu \dot{w}_{i\rightarrow j} \), so they can be obtained in several ways starting from the microscopic rates. However, \( K_i \) depends only on effective quantities. The condition \( K_i = 0 \) is fulfilled when:

\[ c_{1 \rightarrow 2} = \frac{13}{34} \quad c_{2 \rightarrow 3} = \frac{6}{13} \quad c_{1 \rightarrow 3} = \frac{24}{17} \] (B4)

with \( c_{ij} = c_{ji}^{-1} \). Hence, the two approximations (SIA) and (CGA) lead to the same value of the entropy production even if the system is in a non-equilibrium stationary state.
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