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We propose the weighted moments estimators (WMEs) of the location and scale parameters for the extreme value distribution based on the multiply type II censored sample. Simulated mean squared errors (MSEs) of best linear unbiased estimator (BLUE) and exact MSEs of WMEs are compared to study the behavior of different estimation methods. The results show the best estimator among the WMEs and BLUE under different combinations of censoring schemes.

1. Introduction

The lifetime $Y$ of a special component has an extreme value distribution with the location parameter $\theta$ and scale parameter $\sigma$ if its cumulative distribution function (c.d.f.) is given by

$$F_Y(y) = \exp \left[ -e^{-(y-\theta)/\sigma} \right], \quad -\infty < y < \infty,$$

(1)

where $-\infty < \theta < \infty$, $\sigma > 0$. If $(Y - \theta)/\sigma = X$, then the c.d.f. of $X$ can be written as $F_X(x) = \exp[-e^{-x}]$, $-\infty < x < \infty$. The distribution has been applied in the fields of life testing and reliability [1, 2].

Many researches in estimators of location and scale parameters for the extreme value distribution have been discussed. Balakrishnan and Chan [3] presented tables of the means, variances, and covariances of order statistics from extreme value distribution based on the complete sample. In life testing experiments, the experimenter might not always be in a position to observe the lifetimes of all the items put on test due to time limitations and/or other restrictions (such as dearth of bankroll or material resources). Therefore, multiplying type II censored sample may arise in practice. Let us suppose, for instance, that out of $n$ items put on life test, the first $r$ lifetimes $Y_1 < Y_2 < \cdots < Y_r$ have only been observed and the lifetimes for the rest $(N - r)$ components remain unobserved or missing. This type of censoring is known as right type II censoring. Another way to get censored data is to observe the largest $s$ lifetimes $Y_{(N-s+1)} < Y_{(N-s+2)} < \cdots < Y_{(N)}$. The lifetimes of first $(N-s)$ components are missing, called left type II censoring scheme. Moreover, if the left and right censoring situations arise together, this is known as doubly type II censoring scheme [4–9]. In addition, a reverse situation to doubly type II censoring is midcensoring where the data on two extremes are available, but some middle observations are censored [10]. However, these censoring schemes are special cases of multiply type II censoring scheme. Furthermore, if the left and right censoring cases arise together, this is known as doubly type II censoring scheme. In addition, a reverse situation to doubly type II censoring is middle censoring where the data on two extremes are available, but some middle observations are censored. However, these censoring schemes are special cases of multiply type II censoring scheme [11, 12].

In this paper, we propose the WMEs of the location parameter $\theta$ and the scale parameter $\sigma$ from extreme value distribution based on the multiply type II censored sample. The WMEs are derived in Section 2. We also extend the methods of Balakrishnan and Cohen [13] and Balakrishnan and Chan [4] to find BLUEs of the location and scale parameters
under multiply type II censored sample. To study the behavior of different estimation methods, simulated MSEs of BLUE and exact MSEs of WMEs are compared and discussed in Section 3. We obtain the best estimator of \( \theta \) and \( \sigma \) among the WMEs and BLUE, respectively. Finally, conclusions are given in Section 4.

2. The Weighted Moments Estimators and the Best Linear Unbiased Estimator

Suppose that the experimenter fails to observe the first \( r \), the last \( s \), and the middle \( l \) observations. Observations \( y_{(r+2)} < \cdots < y_{(r+k)} < y_{(r+k+1)} < y_{(r+k+2)} < \cdots < y_{(N-s)} \) are the available multiply type II censored sample from (1). To eliminate the effect of the location parameter, we subtract \( y_{(r+1)} \) from each statistic, and a new available multiply type II censored sample can be written a \( 0 < y_{(r+2)} - y_{(r+1)} < \cdots < y_{(r+k)} - y_{(r+1)} < y_{(r+k+1)} - y_{(r+1)} < \cdots < y_{(N-s)} - y_{(r+1)} \). First, by using this censored data, we propose the following WMEs to estimate the scale parameter \( \sigma \):

\[
\hat{\sigma}_1 = w_{11} \left( \sum_{i=r+2}^{r+k} (Y_i - y_{(r+1)}) \right) + w_{12} \left( \sum_{i=r+k+l+1}^{N-s} (Y_i - y_{(r+1)}) \right) = w_{11}C_{11} + w_{12}C_{12},
\]

\[
\hat{\sigma}_2 = w_{21} \left( \sum_{i=r+2}^{r+k} (Y_i - y_{(r+1)}) + l(Y_{(r+k)} - y_{(r+1)}) \right) + w_{22} \left( \sum_{i=r+k+l+1}^{N-s} (Y_i - y_{(r+1)}) + s(y_{(N-s)} - y_{(r+1)}) \right) = w_{21}C_{21} + w_{22}C_{22},
\]

\[
\hat{\sigma}_3 = w_{31} \left( \sum_{i=r+2}^{r+k} (Y_i - y_{(r+1)}) \right) + w_{32} \left( \sum_{i=r+k+l+1}^{N-s} (Y_i - y_{(r+1)}) + s(y_{(N-s)} - y_{(r+1)}) \right) = w_{31}C_{31} + w_{32}C_{32},
\]

\[
\hat{\sigma}_4 = w_{41} \left( \sum_{i=r+2}^{r+k} (Y_i - y_{(r+1)}) + l(Y_{(r+k)} - y_{(r+1)}) \right) + w_{42} \left( \sum_{i=r+k+l+1}^{N-s} (Y_i - y_{(r+1)}) \right) = w_{41}C_{41} + w_{42}C_{42}.
\]

We apply (2) to (5) to compute their weights by minimizing their MSEs, \( \min_{w_{ij}} \text{MSE}(\hat{\sigma}_j), \) \( i = 1, 2, 3, 4 \), or equivalently

\[
\min w_{11}^2b_{11} + w_{12}^2b_{12} + 2w_{11}w_{12}b_{13}
\]

\[
+ (w_{11}a_{11} + w_{12}a_{12} - 1)^2, \quad i = 1, 2, 3, 4,
\]

where \( a_{ij} = \text{E}(C_{ij})/\sigma, b_{ij} = \text{Var}(C_{ij})/\sigma^2, i = 1, 2, 3, 4, j = 1, 2 \) and \( b_{ij} = \text{Cov}(C_{ij}, C_{i+1})/\sigma^2, i = 1, 2, 3, 4 \). By using the results of Lieblein [14] and \( y_{(r+1)} = \theta + \sigma X_{(r+1)} \), taking \( i = 1 \) as example, \( a_{11}, a_{12}, b_{11}, b_{12}, \) and \( b_{13} \) are obtained as follows:

\[
a_{11} = \sum_{j=r+2}^{r+k} E(X_{(j)}) - (k - 1) E(X_{(r+1)}),
\]

\[
a_{12} = \sum_{j=r+2}^{N-s} E(X_{(j)}) - (N - s - r - k - l) E(X_{(r+1)}),
\]

\[
b_{11} = \sum_{j=r+2}^{r+k} \text{Var}(X_{(j)}) + 2 \sum_{j=r+2}^{r+k} \sum_{j=r+k+l+1}^{r+k} \text{Cov}(X_{(j)}, X_{(j)})
\]

\[
+ (k - 1)^2 \text{Var}(X_{(r+1)})
\]

\[- 2(k - 1) \sum_{j=r+2}^{r+k} \text{Cov}(X_{(j)}, X_{(r+1)}),
\]

\[
b_{12} = \sum_{j=r+2}^{N-s} \text{Var}(X_{(j)})
\]

\[
+ 2 \sum_{j=r+k+l+1}^{N-s} \sum_{j=r+1}^{N-s} \text{Cov}(X_{(j)}, X_{(j)})
\]

\[
+ (N - s - r - k - l)^2 \text{Var}(X_{(r+1)})
\]

\[- 2(N - s - r - k - l) \sum_{j=r+2}^{N-s} \text{Cov}(X_{(j)}, X_{(r+1)}),
\]

\[
b_{13} = \sum_{j=r+2}^{r+k} \sum_{j=r+k+l+1}^{N-s} \text{Cov}(X_{(j)}, X_{(j)})
\]

\[- (N - s - r - k - l) \sum_{j=r+2}^{r+k} \text{Cov}(X_{(j)}, X_{(r+1)}),
\]

\[- (k - 1) \sum_{j=r+k+l+1}^{N-s} \text{Cov}(X_{(r+1)}, X_{(j)}),
\]

\[+ (k - 1)(N - s - r - k - l) \text{Var}(X_{(r+1)}),
\]

where

\[
E(X_{(j)}) = NC_{p-1}^{N-s-1} \sum_{p=1}^{N-s} (-1)^{p-1} C_{p-1}^{N-s-1} \frac{1}{i + p - 1} [y + \log(i + p - 1)],
\]
Hence, by applying the result in (9) to (6), a minimum value of $MSE(\hat{\sigma}, \beta)$ can be obtained as follows:

$$MSE(\hat{\theta}) = \frac{b_2a_{i_1} - b_3a_{i_2}}{(b_1 + a_{i_1}^2)(b_2 + a_{i_2}^2) - (b_3 + a_{i_1}a_{i_2})^2},$$

where $a_{ij}, b_j, j = 1, 2$ and $b_3$ are as above definitions, $i = 1, 2, 3, 4$. Hence, by applying the result in (9) to (6), a minimum value of $MSE(\hat{\sigma})$ can be obtained as follows:

$$MSE(\hat{\sigma}) = \frac{b_2b_3 - b_3^2}{(b_1 + a_{i_1}^2)(b_2 + a_{i_2}^2) - (b_3 + a_{i_1}a_{i_2})^2},$$

where $a_{ij}, b_j, j = 1, 2$ and $b_3$ are as above definitions, $i = 1, 2, 3, 4$.

Based on (2) to (5), the estimators of location parameter $\theta$ for WMEs are computed by using moments method, and a weight is assigned in each equation from (11) to (14) as well. Thus, the estimators of location for WMEs are shown as follows:

$$\hat{\theta}_1 = w_1 \left[ \frac{1}{k} \sum_{i=r+1}^{r+k} Y(i) - \frac{E_{11}}{k} \hat{\sigma}_1 \right] + (1 - w_1)$$

$$\times \left[ \frac{1}{k} \sum_{i=r+k+1}^{N-s} Y(i) - \frac{E_{12}}{k} \hat{\sigma}_1 \right]$$

$$= \theta + \sigma (w_1F_{11} + (1 - w_1)F_{12}),$$

$$\hat{\theta}_2 = w_2 \left[ \frac{1}{k} \sum_{i=r+1}^{r+k} Y(i) + \sqrt{\sum_{i=r+k+1}^{N-s} Y(i) + sY(N-s)} - \frac{E_{21}}{k} \hat{\sigma}_2 \right] + (1 - w_2)$$

$$\times \left[ \frac{1}{k} \sum_{i=r+k+1}^{N-s} Y(i) + sY(N-s) - \frac{E_{22}}{k} \hat{\sigma}_2 \right]$$

$$= \theta + \sigma (w_2F_{21} + (1 - w_2)F_{22}),$$

$$\hat{\theta}_3 = w_3 \left[ \frac{1}{k} \sum_{i=r+1}^{r+k} Y(i) - \frac{E_{31}}{k} \hat{\sigma}_3 \right] + (1 - w_3)$$

$$\times \left[ \frac{1}{k} \sum_{i=r+k+1}^{N-s} Y(i) + sY(N-s) - \frac{E_{32}}{k} \hat{\sigma}_3 \right]$$

$$= \theta + \sigma (w_3F_{31} + (1 - w_3)F_{32}),$$

$$\hat{\theta}_4 = w_4 \left[ \frac{1}{k} \sum_{i=r+1}^{r+k} Y(i) + \sqrt{\sum_{i=r+k+1}^{N-s} Y(i) + sY(N-s)} - \frac{E_{41}}{k} \hat{\sigma}_4 \right] + (1 - w_4)$$

$$\times \left[ \frac{1}{k} \sum_{i=r+k+1}^{N-s} Y(i) + sY(N-s) - \frac{E_{42}}{k} \hat{\sigma}_4 \right]$$

$$= \theta + \sigma (w_4F_{41} + (1 - w_4)F_{42}),$$

where $\hat{\sigma}_1, \hat{\sigma}_2, \hat{\sigma}_3,$ and $\hat{\sigma}_4$ as (2) to (5), respectively,
Similarly, the weights are computed by minimizing MSEs of \( \tilde{\theta}_i \) and the optimal weights in MSEs of \( \tilde{\theta}_i \) are obtained as

\[
\begin{align*}
\hat{w}_i &= (\text{Var}(F_{i2}) - \text{Cov}(F_{i1}, F_{i2}) - E(F_{i1}) E(F_{i2}) + [E(F_{i2})]^2) \\
&\quad \times \left( \text{Var}(F_{i1}) + \text{Var}(F_{i2}) - 2\text{Cov}(F_{i1}, F_{i2}) \\
&\quad + [E(F_{i1})]^2 - 2E(F_{i1}) E(F_{i2}) + [E(F_{i2})]^2 \right)^{-1}.
\end{align*}
\]

(16)

The minimum value of MSEs of \( \tilde{\theta}_i \) can then be written as

\[
\text{MSE} (\tilde{\theta}_i) = \hat{w}_i^2 \left\{ \text{Var}(F_{i1}) + \text{Var}(F_{i2}) \\
- 2\text{Cov}(F_{i1}, F_{i2}) + [E(F_{i1})]^2 \\
- 2E(F_{i1}) E(F_{i2}) + [E(F_{i2})]^2 \right\} \\
- 2\hat{w}_i \left\{ \text{Var}(F_{i2}) - \text{Cov}(F_{i1}, F_{i2}) \\
- E(F_{i1}) E(F_{i2}) + [E(F_{i2})]^2 \right\} \\
+ \text{Var}(F_{i2}) + [E(F_{i2})]^2,
\]

(17)

where \( E(F_{i1}), E(F_{i2}), \text{Var}(F_{i1}), \text{Var}(F_{i2}), \) and \( \text{Cov}(F_{i1}, F_{i2}) \) can be obtained based on (8) for \( i = 1, 2, 3, 4 \).

For the case of \( l = 0 \), the WMEs of the scale parameter \( \sigma \) are proposed as (18) since it is reasonable with consequent data. Consider the following:

\[
\begin{align*}
\hat{w}_5 &= \frac{\sum_{i=r+1}^{r+k} Y(i) - Y(r+1)}{N-r} = \hat{w}_5 C_5, \\
\hat{w}_6 &= \frac{\sum_{i=r+1}^{r+k} Y(i) - Y(r+1)}{N-r-s} = \hat{w}_6 C_6, \\
\hat{w}_7 &= \frac{r (Y(r+2) - Y(r+1)) + \sum_{i=r+2}^{N-s} (Y(i) - Y(r+1))}{N-r-s} = \hat{w}_7 C_7,
\end{align*}
\]

(18)

\[
\begin{align*}
\tilde{\sigma}_8 &= \hat{w}_8 \left[ r (Y(r+2) - Y(r+1)) + \sum_{i=r+2}^{N-s} (Y(i) - Y(r+1)) \right] + s (Y(N-s) - Y(r+1)) = \hat{w}_8 C_8,
\end{align*}
\]

(19)

In the same way, the minimum values of MSE of \( \tilde{\sigma}_i, i = 5, 6, 7, 8 \) can be obtained as

\[
\begin{align*}
\text{MSE} (\tilde{\theta}_i) &= \frac{\sum_{i=r+1}^{r+k} Y(i) - Y(r+1)}{N-r-s} = \hat{w}_5 C_5, \\
\hat{w}_6 &= \frac{\sum_{i=r+1}^{r+k} Y(i) - Y(r+1)}{N-r-s} = \hat{w}_6 C_6, \\
\hat{w}_7 &= \frac{r (Y(r+2) - Y(r+1)) + \sum_{i=r+2}^{N-s} (Y(i) - Y(r+1))}{N-r-s} = \hat{w}_7 C_7,
\end{align*}
\]

where \( E_i = E(X_i)/\sigma \) and \( \sigma_i = \text{Var}(C_i)/\sigma^2, i = 5, 6, 7, 8 \). Thus, the WMEs \( \tilde{\theta}_i \) of the location parameter \( \theta \) for the case of \( l = 0 \) can also be provided as follows:

\[
\begin{align*}
\hat{\theta}_5 &= \frac{\sum_{i=r+1}^{r+k} Y(i)}{N-r-s} - \frac{E_5}{N-r-s} \hat{\sigma}_5, \\
\hat{\theta}_6 &= \frac{\sum_{i=r+1}^{r+k} Y(i) + s Y(N-s)}{N-r-s} - \frac{E_6}{N-r-s} \hat{\sigma}_6, \\
\hat{\theta}_7 &= \frac{r Y(r+1) + \sum_{i=r+1}^{r+k} Y(i)}{N-s} - \frac{E_7}{N-s} \hat{\sigma}_7, \\
\hat{\theta}_8 &= \frac{r Y(r+1) + \sum_{i=r+1}^{r+k} Y(i) + s Y(N-s)}{N-s} - \frac{E_8}{N-s} \hat{\sigma}_8,
\end{align*}
\]

(20)

where \( E_i = E(X_i)/\sigma \) and \( \sigma_i = \text{Var}(C_i)/\sigma^2, i = 5, 6, 7, 8 \).

Next, we extend the method of Balakrishnan and Cohen [13] and Balakrishnan and Chan [4] to derive the BLUE of the location and scale parameters in an explicit form under a multiply type II censored sample for the general case. BLUE \( \tilde{\theta}_9 \) and \( \tilde{\sigma}_9 \) are obtained as follows:

\[
\begin{align*}
\hat{\theta}_9 &= \frac{\alpha \beta^{T-1}1 T - \alpha \beta^{T-1}1 a T \beta^{-1}}{(\alpha \beta^{T-1}1 (1 T \beta^{-1}1) - \alpha \beta^{T-1}1)^2} Y, \\
\hat{\sigma}_9 &= \frac{1 T \beta^{T-1}1 a T a - 1 T \beta^{T-1}1 a T \beta^{-1}}{(\alpha \beta^{T-1}1 (1 T \beta^{-1}1) - \alpha \beta^{T-1}1)^2} Y,
\end{align*}
\]

(21)

where

\[
\begin{align*}
1 &= (\alpha, \alpha, \ldots, 1, \ldots, 1)^T_{(N-s-r-l)x1}, \\
Y &= (Y(r+1), Y(r+2), \ldots, Y(r+k), Y(r+k+l+1), \ldots, Y(N-s))^T, \\
\alpha &= (\alpha(r+1), \alpha(r+2), \ldots, \alpha(r+k), \alpha(r+k+l+1), \ldots, \alpha(N-s)).
\end{align*}
\]
E(\(X_{(i)}\)) and Cov(\(X_{(i)}, X_{(j)}\)) are as above definition. Further, the MSEs of BLUE \(\hat{\theta}_9\) and \(\hat{\sigma}_9\) are given by

\[
\text{MSE}(\hat{\theta}_9) = \text{Var}(\hat{\theta}_9) = \sigma^2 \left( \frac{\alpha^T \beta^{-1} \alpha}{(\alpha^T \beta^{-1} \alpha) (1^T \beta^{-1} 1) - (\alpha^T \beta^{-1} 1)^2} \right),
\]

\[
\text{MSE}(\hat{\sigma}_9) = \text{Var}(\hat{\sigma}_9) = \sigma^2 \left( \frac{1^T \beta^{-1} 1}{(\alpha^T \beta^{-1} \alpha) (1^T \beta^{-1} 1) - (\alpha^T \beta^{-1} 1)^2} \right),
\]

where \(l, \alpha\) and \(\beta\) are as above definition. In addition, we find the best estimators based on the smallest MSEs among the WMEs and BLUE, respectively, as follows:

\[
\text{MSE}(\hat{\theta}_i)_{1 \leq i \leq 9}, \quad \text{MSE}(\hat{\sigma}_i)_{1 \leq i \leq 9}.
\]

### 3. The Comparative Numerical Results

To study the behavior of our proposed WMEs and BLUE, the simulated MSEs of BLUE and exact MSEs of WMEs are compared. The numerical results were obtained to cover different censoring schemes assigning appropriate values to \(r, k, l, s\) for sample size \(N = 15, 25\), \(\sigma = 1\), and \(\theta = 1\). The study results are summarized in Tables 1 to 4.

For comparison results of scale estimators for \(\sigma\), Tables 1 and 2 indicate that (i) WME2 is the best estimator for \(N = 15, l \neq 0\), and all different censoring schemes except \((r, k, l, s) = (2, 5, 3, 1), (1, 5, 2, 3), (1, 3, 7, 1), (1, 5, 1, 4)\); (ii) WME3 is the best estimator for \(N = 25, l \neq 0\), and all different censoring schemes except \((r, k, l, s) = (3, 5, 2, 1), (3, 5, 1, 2), (1, 3, 7, 1)\); (iii) WME8 is the best estimator for \(N = 15, 25\) and right censoring scheme; (iv) WME5(=WME6) is the best estimator for \(N = 15, 25\) and left censoring scheme; (v) WME6 is the best estimator for \(N = 15, 25\) and left censoring scheme. The magnitude of MSE decreases as sample size \(N\) increases. The value of the smallest MSE divided by BLUE is denoted as WME/BLUE, and its range is between 0.821384 and 0.996789 for \(N = 15, 25\), and \(l \neq 0\). It means that our smallest MSE of WMEs is smaller than that of BLUE. The range of WME/BLUE is between 0.794971 and 0.987798 for \(N = 15, 25\) and \(l = 0\). It means that our smallest MSE of WMEs is smaller than that of BLUE.

For comparison results of location estimators for \(\theta\), Tables 3 and 4 show that (i) WME1 is the best estimator for \(N = 15\), \((r, k, l, s) = (1, 5, 3, 2), (1, 5, 2, 3), (1, 3, 7, 1), (1, 5, 1, 4)\), and middle censoring scheme; (ii) WME1 is the best estimator for \(N = 25\) and all different censoring schemes except right censoring scheme; (iii) WME8 is the best estimator for \(N = 15\) and right censoring scheme; (iv) WME5 is the best estimator for \(N = 25\) and left and doubly censoring schemes. The magnitude of MSE decreases as sample size \(N\) increases. The range of WME/BLUE is between 0.861855 and 1.048036 for \(N = 15, 25\) and \(l \neq 0\). The range of WME/BLUE is between 0.843873 and 1.02405 for \(N = 15, 25\) and \(l = 0\).

### 4. Conclusion

The object of this paper is to propose WMEs of location parameter \(\theta\) and scale parameter \(\sigma\) of the extreme value distribution based on the multiply type II censored sample. The comparison results of scale estimators find that our proposed WMEs are, in general, superior to BLUE under different combinations of censoring schemes and sample size. On the other hand, the comparison results of location estimators present that for \(N = 15\), our proposed WMEs are, in general, superior to BLUE and different censoring schemes except \((r, k, l, s) = (2, 5, 2, 1), (3, 5, 2, 1), (3, 5, 1, 2), (2, 5, 3, 1), (2, 5, 1, 3), (4, 5, 1, 1)\), left and doubly censoring
Table 1: MSEs of BLUE and WMEs of the scale parameter $\sigma$ at $N = 15$, $\sigma = 1.0$, and $\theta = 1$.

| Censoring scheme type II | $r$ | $k$ | $l$ | $s$ | BLUE | WME1 | WME2 | WME3 | WME4 | WME/BLUE |
|-------------------------|-----|-----|-----|-----|-------|------|------|------|------|----------|
| Multiply                | 2   | 5   | 2   | 2   | 0.070396 | 0.067245 | 0.066049* | 0.066182 | 0.067211 | 0.938249 |
|                         | 3   | 5   | 2   | 1   | 0.074345 | 0.069957 | 0.069488* | 0.069732 | 0.069821 | 0.934669 |
|                         | 3   | 5   | 1   | 2   | 0.081776 | 0.077573 | 0.075709* | 0.075784 | 0.077564 | 0.925810 |
|                         | 2   | 5   | 3   | 1   | 0.064955 | 0.061733 | 0.061551 | 0.061859 | 0.061543* | 0.947471 |
|                         | 2   | 5   | 1   | 3   | 0.077774 | 0.074938 | 0.072323* | 0.072350 | 0.074945 | 0.929912 |
|                         | 1   | 5   | 3   | 2   | 0.060664 | 0.058404 | 0.057795* | 0.057900 | 0.058413 | 0.952707 |
|                         | 1   | 5   | 2   | 3   | 0.066040 | 0.064033 | 0.062353 | 0.062348* | 0.064107 | 0.944094 |
|                         | 4   | 5   | 1   | 1   | 0.085554 | 0.079741 | 0.078920* | 0.079045 | 0.079696 | 0.922458 |
|                         | 1   | 3   | 7   | 1   | 0.059028 | 0.056334 | 0.057378 | 0.057511 | 0.056253* | 0.952984 |
|                         | 1   | 5   | 1   | 4   | 0.073128 | 0.071480 | 0.068433 | 0.068391* | 0.071521 | 0.935223 |
| Middle                  | 0   | 3   | 6   | 0   | 0.045595 | 0.044507* | 0.044635 | 0.044507* | 0.044635 | 0.976138 |

* The smallest MSE among the proposed WMEs and BLUE.

Table 2: MSEs of BLUE and WMEs of the scale parameter $\sigma$ at $N = 25$, $\sigma = 1.0$, and $\theta = 1$.

| Censoring scheme type II | $r$ | $k$ | $l$ | $s$ | BLUE | WME1 | WME2 | WME3 | WME4 | WME/BLUE |
|-------------------------|-----|-----|-----|-----|-------|------|------|------|------|----------|
| Multiply                | 2   | 5   | 2   | 2   | 0.033049 | 0.033973 | 0.032609 | 0.032605* | 0.033950 | 0.986562 |
|                         | 3   | 5   | 2   | 1   | 0.034313 | 0.034709 | 0.034021* | 0.034042 | 0.034667 | 0.996789 |
|                         | 3   | 5   | 1   | 2   | 0.036422 | 0.037066 | 0.035446* | 0.035476 | 0.036991 | 0.973205 |
|                         | 2   | 5   | 3   | 1   | 0.038106 | 0.038140 | 0.038132 | 0.031300* | 0.031862 | 0.821384 |
|                         | 2   | 5   | 1   | 3   | 0.034793 | 0.036526 | 0.034272 | 0.034250* | 0.036474 | 0.984403 |
|                         | 1   | 5   | 3   | 2   | 0.030754 | 0.031211 | 0.030042 | 0.029959* | 0.031178 | 0.971463 |
|                         | 1   | 5   | 2   | 3   | 0.031932 | 0.033203 | 0.031290 | 0.031211* | 0.033194 | 0.977406 |
|                         | 4   | 5   | 1   | 1   | 0.041570 | 0.037365 | 0.036608 | 0.036605* | 0.037358 | 0.880563 |
|                         | 1   | 3   | 7   | 1   | 0.030205 | 0.029121 | 0.028682* | 0.028727 | 0.029052 | 0.949578 |
|                         | 1   | 5   | 1   | 4   | 0.033436 | 0.035586 | 0.032923 | 0.032814* | 0.035537 | 0.981404 |
| Middle                  | 0   | 3   | 6   | 0   | 0.026008 | 0.025694* | 0.025757 | 0.025694* | 0.025757 | 0.987927 |

* The smallest MSE among the proposed WMEs and BLUE.

schemes; for $N = 25$ our proposed WMEs are, in general, superior to BLUE and all different censoring schemes except right censoring scheme.

WMEs and BLUE can further be used to predict the $j$th ($N - s < j \leq N$) ordered observation $Y_{(j)}$ in a sample of size $n$ from the extreme value distribution based on multiply type II censored sample. Moreover, if observations $T = \exp(-Y)$ are from a Weibull distribution with a scale parameter $\alpha$ and a shape parameter $\beta$, then the best estimators of Weibull distribution can be obtained through proposing the best estimators of the extreme value distribution, where $\alpha = \exp(-\theta)$ and $\beta = 1/\sigma$. Moreover, by replacing $Y$ by $-Y$, the corresponding distribution of $-Y$ is also called extreme value distribution with c.d.f. as given by

$$F_{-Y}(y) = 1 - \exp \left[ \frac{-(y - \mu)}{\sigma} \right], \quad -\infty < y < \infty, \quad (25)$$

where $-\infty < \mu = -\theta < \infty, \sigma > 0$. Our method and the best linear unbiased method can be used to find the best estimator of $\mu$ and $\sigma$ and predict the $j$th ($N - s < j \leq N$) ordered observation $Y_{(j)}$ for extreme value distribution with c.d.f. as (25) based on negative transformation and the multiply type II censored sample.
Table 3: MSEs of BLUE and WMEs of the location parameter $\theta$ at $N = 15$, $\sigma = 1.0$, and $\theta = 1$.

| Censoring scheme type II | $r$ | $k$ | $l$ | $s$ | BLUE | WME1 | WME2 | WME3 | WME4 | WME/BLUE |
|--------------------------|-----|-----|-----|-----|------|------|------|------|------|-----------|
| Multiply                 | 2   | 5   | 2   | 2   | 0.081471* | 0.084486 | 0.088129 | 0.087748 | 0.089356 | 1.037007 |
|                          | 3   | 5   | 2   | 1   | 0.087399* | 0.093767 | 0.097813 | 0.091590 | 0.098849 | 1.047952 |
|                          | 3   | 5   | 1   | 2   | 0.087310* | 0.093792 | 0.094834 | 0.091504 | 0.096280 | 1.048036 |
|                          | 2   | 5   | 3   | 1   | 0.081571* | 0.084650 | 0.090575 | 0.085397 | 0.091483 | 1.037746 |
|                          | 2   | 5   | 1   | 3   | 0.081668* | 0.084633 | 0.086168 | 0.090419 | 0.087180 | 0.975973 |
|                          | 1   | 5   | 3   | 2   | 0.078327  | 0.076450 | 0.090575 | 0.085397 | 0.091483 | 1.037746 |
|                          | 1   | 5   | 1   | 4   | 0.079463  | 0.076634 | 0.090575 | 0.085397 | 0.091483 | 1.037746 |
| Middle                   | 0   | 3   | 6   | 0   | 0.075444  | 0.071020 | 0.089073 | 0.089757 | 0.086154 | 0.964399 |

Middle 0 3 6 0 0.075444 0.071020 0.089073 0.089757 0.086154 0.964399

*The smallest MSE among the proposed WMEs and BLUE.

Table 4: MSEs of BLUE and WMEs of the location parameter $\theta$ at $N = 25$, $\sigma = 1.0$, and $\theta = 1$.

| Censoring scheme type II | $r$ | $k$ | $l$ | $s$ | BLUE | WME1 | WME2 | WME3 | WME4 | WME/BLUE |
|--------------------------|-----|-----|-----|-----|------|------|------|------|------|-----------|
| Multiply                 | 2   | 5   | 2   | 2   | 0.047455  | 0.043392 | 0.047048 | 0.046523 | 0.045351 | 0.914382 |
|                          | 3   | 5   | 2   | 1   | 0.047910  | 0.046756 | 0.049381 | 0.047447 | 0.048703 | 0.975913 |
|                          | 3   | 5   | 1   | 2   | 0.048516  | 0.046415 | 0.048644 | 0.047332 | 0.047459 | 0.956695 |
|                          | 2   | 5   | 3   | 1   | 0.048501  | 0.043917 | 0.047599 | 0.046681 | 0.046598 | 0.905486 |
|                          | 2   | 5   | 1   | 3   | 0.046475  | 0.043009 | 0.046365 | 0.046338 | 0.044072 | 0.925422 |
|                          | 1   | 5   | 3   | 2   | 0.046091  | 0.040401 | 0.045429 | 0.046284 | 0.043109 | 0.876549 |
|                          | 1   | 5   | 2   | 3   | 0.045630  | 0.039876 | 0.040594 | 0.045084 | 0.045540 | 0.861855 |
|                          | 4   | 5   | 1   | 1   | 0.051705  | 0.050038 | 0.051508 | 0.048829 | 0.051088 | 0.944386 |
|                          | 1   | 3   | 7   | 1   | 0.047423  | 0.041238 | 0.047731 | 0.050815 | 0.045522 | 0.861855 |
|                          | 1   | 1   | 4   | 1   | 0.045836  | 0.039504 | 0.044303 | 0.045540 | 0.040560 | 0.861855 |
| Middle                   | 0   | 3   | 6   | 0   | 0.043759  | 0.039707 | 0.043286 | 0.052436 | 0.043286 | 0.907402 |

Right 0 0 0 8 0.047960* | 0.048812 | 0.049585 | 0.048812 | 0.049071 | 1.017765 |

Left 8 3 0 0 0.078955 0.066628* | 0.066628* | 0.076515 | 0.076515 | 0.843873 |

Doubly 7 3 0 2 0.062959 0.060392* | 0.061361 | 0.068265 | 0.064084 | 0.959227 |

*The smallest MSE among the proposed WMEs and BLUE.
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