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$X$: input sequence

$V$: value vector

$Q$: query vector

$K$: key vector

$S$: attention scores

$softmax$: output

$s_{ij}$: score of token $i$ w.r.t. token $j$
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s_{ij}: score of token \( i \) w.r.t. token \( j \)

d_{ij}: proximity of token \( j \) to the parent token of \( i \)

\[ d_{ij} = f_{\mathcal{X}}(j \mid p[i], \sigma^2) \]
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$P$: score of token $i$ w.r.t. token $j$

$D$: proximity of token $j$ to the parent token of $i$

$s_{ij} = f_{XY}(j | p[i], \sigma^2)$

$n_{ij} = s_{ij} d_{ij}$
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• No gold parses
• Parent ignoring
  • Randomly disregard dependencies at training time
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• Core components of the Transformer can best embed syntax

• Code available online at https://github.com/e-bug/pascal