SYMMETRY AND RIGIDITY OF MINIMAL SURFACES WITH PLATEAU-LIKE SINGULARITIES
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Abstract. By employing the method of moving planes in a novel way we extend some classical symmetry and rigidity results for smooth minimal surfaces to surfaces that have singularities of the sort typically observed in soap films.

1. Introduction

1.1. Overview. Minimal surfaces in $\mathbb{R}^3$ provide the standard mathematical model of soap films at equilibrium. Nevertheless, there is a historical mismatch between the classical theory of minimal surfaces, which focuses on smooth immersions with vanishing mean curvature, and the richer structures documented experimentally since the pioneering work of Plateau [Pla73]. Indeed, two types of singular points are observed in soap films, called $Y$ and $T$ points; see Figure 2 below. We call the surfaces described in experiments minimal Plateau surfaces and ask:

To what extent may the classical theory of minimal surfaces be generalized to minimal Plateau surfaces and what new conclusions may be drawn?

This paper studies this question in the model case provided by Schoen’s rigidity theorem for catenoids [Sch83]: a (classical) minimal surface in $\mathbb{R}^3$ spanning two parallel circles with centers on the same axis has rotational symmetry about this axis and so is either a pair of flat disks or a subset of a catenoid. Schoen’s theorem is an interesting model case for two reasons: (i) its extension to minimal Plateau surfaces requires the inclusion of new cases of rigidity, given by singular catenoids; (ii) Schoen’s proof uses Alexandrov’s method of moving planes [Ale62], which has been almost exclusively applied in the smooth setting: thus its adaptation to a class containing singular surfaces is notable. The only other application of the moving planes method in a non-smooth setting that we are aware of is the recent work [CHHW19, HHW20]. However, in that work a posteriori regularity is derived from the moving planes method despite allowing a priori singularities. This is unlike our applications in which genuinely singular surfaces are symmetric examples; see Figure 1.

This introduction is organized as follows. In Section 1.2 we recall the rigidity theorems from [Sch83]. In Sections 1.3 and 1.4 we define Plateau surfaces and introduce a notion of orientability for them, that we call the cell structure condition. In Section 1.5 we state our main results, which extend Schoen’s rigidity theorems to minimal Plateau surfaces. Finally, in Sections 1.6 and 1.7 we discuss further the physical and mathematical motivations for Plateau surfaces and situate them within the more general frameworks provided by geometric measure theory.
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1.2. Schoen’s rigidity theorems. The first rigidity theorem proved in [Sch83] states that a minimal immersion of a compact connected surface with boundary consisting of a pair of coaxial circles in parallel planes is, up to rigid motion and dilation, a piece of the catenoid. Here the catenoid is the minimal surface

$$\text{Cat} = \{ x_1^2 + x_2^2 = \cosh^2 x_3 \} .$$

The second rigidity theorem is more global in nature. It says that, up to rigid motion and dilation, any complete minimal immersion that is regular at infinity and has two ends, must either be a catenoid or a pair of planes. Here, a surface is regular at infinity if after removing a sufficiently large compact set, each remaining component of the surface is modeled on either a catenoidal or planar end. In both rigidity theorems the hypotheses that the minimal surface be an immersion is essential, as can be seen by the example of the Y-catenoid,

$$\text{Cat}_Y = \{ x_1^2 + x_2^2 = \cosh^2(|x_3| + h_0) \} \cup \{3(x_1^2 + x_2^2) \leq 4, x_3 = 0 \}$$

(where $h_0 = \log(3)/2$ is the unique solution to $\sinh h_0 = 1/\sqrt{3}$). Indeed, $\text{Cat}_Y$ is minimal both in a distributional sense (that is, as a stationary 2-dimensional varifold in $\mathbb{R}^3$) and is the prototypical example of what we call a minimal Plateau surface.

1.3. Plateau surfaces. Let $\mathcal{K}$ a family of cones in $\mathbb{R}^3$ with vertex the origin with

$$\{ P, H \} \subset \mathcal{K},$$

where $P = \{ x_3 = 0 \}$ is a plane and $H = \{ x_3 = 0, x_1 \geq 0 \}$ a half-plane, and so that all the elements of $\mathcal{K}$ are distinct up to rotations. In particular, if $K \in \mathcal{K} \setminus \{ P, H \}$, then $K$ is neither a plane nor a half-plane. Given $U \subset \mathbb{R}^3$ open, a closed subset $\Sigma \subset U$ is a $\mathcal{K}$-surface in $U$ if, for some $\alpha \in (0, 1)$ and for all $p \in \Sigma \cap U$, there is an $r > 0$ and a $C^{1,\alpha}$-regular diffeomorphism $\phi : B_r(p) \subset U \to \mathbb{R}^3$ so that $\phi(\Sigma \cap B_r(p)) \subset \mathcal{K}$ and $D\phi_p \in O(3)$, i.e., $D\phi_p$ is an orthogonal linear transformation. The element of $\mathcal{K}$ corresponding to $p \in \Sigma$ is unique and is denoted by

$$T_p \Sigma \in \mathcal{K}.$$
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Figure 2. The model $Y$ and $T$ cones in $\mathcal{K}$. Here $H = \{x_3 = 0, x_1 \geq 0\}$ and $H_\theta$ is obtained by rotating $H$ around the $x_2$-axis by $\theta$-degrees.

The tangent cone of $\Sigma$ at $p$, denoted $T_p\Sigma$, is defined by $D\phi_p(T_p\Sigma) = \hat{T}_p\Sigma$. Clearly, $T_p\Sigma = \lim_{\rho \to 0^+}(\Sigma - p)/\rho$ where the limit is in the pointed Hausdorff sense.

For each $K \in \mathcal{K}$, we let $\Sigma_K = \{p \in \Sigma \cap U : \hat{T}_p\Sigma = K\}$. Correspondingly, we identify the sets of interior points $\text{int}(\Sigma) = \Sigma_P$, of boundary points $\partial\Sigma = \Sigma_H$, of regular points $\text{reg}(\Sigma) = \text{int}(\Sigma) \cup \partial\Sigma$, and of singular points $\text{sing}(\Sigma) = \Sigma \setminus \text{reg}(\Sigma)$. By construction, an Hölder continuous vector field $\nu^{\text{ext}}$ of outer unit conormals to $\Sigma$ can be defined along $\partial\Sigma$. When $\text{sing}(\Sigma) = \emptyset$, the notion of $K$-surface reduces to that of regular surface (with boundary and of class $C^{1,\alpha}$) in $U$.

A (relatively) closed subset $\Sigma \subset U$, in an open subset $U \subset \mathbb{R}^3$, is a Plateau surface in $U$ if:

(a) $\Sigma$ is a $K$-surface in $U$ for

(1.1) $\mathcal{K} = \{P, H, Y, T\},$

where $Y = H \cup H_{120} \cup H_{-120}$ (and $H_\theta$ is the rotation of $H$ by $\theta$-degrees about the $x_2$-axis), and $T$ is the cone over the edges of a reference regular tetrahedron centered at the origin, see Figure 2; (b) each connected component of $\text{int}(\Sigma)$ has (weak) constant mean curvature. If $\text{int}(\Sigma)$ has zero mean curvature, then $\Sigma$ is a minimal Plateau surface in $U$. When $\Sigma_T = \emptyset$, one calls $\Sigma$ a $Y$-surface.

Remark 1.1. If $\Sigma$ is a Plateau surface, then $\Sigma \setminus (\partial\Sigma \cup \Sigma_T)$ admits smooth (in fact real-analytic) charts. Indeed, standard elliptic regularity ensures the smoothness of any $C^{1,\alpha}$-graph whose mean curvature is constant in a weak sense and so $\text{int}(\Sigma)$ consists of smooth surfaces. Furthermore, work of Kinderlehrer, Nirenberg and Spruck [KNS78, Theorem 5.2] implies that each component of $\Sigma_Y$ is a smooth curve.

1.4. Orientability of Plateau surfaces. We introduce a notion of orientability in the Plateau setting that generalizes the notion of a regular surface separating an ambient three-manifold. A Plateau surface $\Sigma$ defines a cell structure in $U \subset \mathbb{R}^3$ open, if there exists a family of open, connected sets $\mathcal{C}(\Sigma) = \{U^i : 1 \leq i \leq N\}$, called the cells of $\Sigma$, such that

(1.2) $\partial\Sigma \subset \partial U$, \quad $U \setminus \Sigma = \bigcup_{i=1}^{N} U^i$
and, for each \( p \in \Sigma \) there is a \( \rho > 0 \) so \( B_\rho(p) \subset U \) and, for each \( 0 < \rho' < \rho \) and \( i = 1, \ldots, N \), \( B_{\rho'}(p) \cap U^0 \) is connected (possibly empty).

Clearly, Cat defines a cell structure in \( \mathbb{R}^3 \) with two cells while \( \text{Cat}_Y \) defines a cell structure in \( \mathbb{R}^3 \) with three cells. An example of a surface not defining a cell structure is illustrated in Figure 3-(b). A connected regular surface defines a cell structure in \( U \) when it is separating in \( U \). Observe that the tetrahedral cone \( T \subset \mathbb{R}^3 \) defines a cell structure in \( \mathbb{R}^3 \) but is not a flat chain mod 3.

1.5. Schoen’s rigidity theorems for Plateau surfaces. Let us recall some notation and terminology from \( \text{Sch83} \). A set \( \Sigma \subset \mathbb{R}^3 \) is a graph if \( \pi|_\Sigma : \Sigma \to \mathbb{R}^2 \) is one-to-one, where \( \pi : \mathbb{R}^3 \to \mathbb{R}^2 \) is the projection \( \pi((y, x)) = y \). We say that \( \Sigma \) is a graph of locally bounded slope if it is a graph and there exists a (one- or two-dimensional) \( C^1 \)-submanifold \( \sigma \) of \( \mathbb{R}^3 \) such that \( \Sigma = \sigma \) and such that \( T_y \sigma \) is transverse to \( e_3 \) for each \( p \in \sigma \) — for example, \( \Sigma = \{x_3 \geq 0, x_2^2 + x_2^2 + x_3^2 = 1\} \) and \( \Sigma = \{x_3 \geq 0, x_2 = 0, x_1^2 + x_3^2 = 1\} \) are both graphs of locally bounded slope.

Given an open subset \( \Omega \subset \mathbb{R}^2 \), let

\[
C_\Omega = \{(y, z) : y \in \Omega\} \subset \mathbb{R}^3
\]

be the cylinder over \( \Omega \). A minimal Plateau bi-graph over \( \Omega \) is a (not necessarily connected) minimal Plateau surface, \( \Sigma \), satisfying \( \Sigma \subset \bar{C}_\Omega \), \( \partial_\Sigma = \Sigma \cap \partial C_\Omega \), and so

\[
\Sigma_{0+} = \Sigma \cap \{x_3 \geq 0\} \quad \text{and} \quad \Sigma_{0-} = \Sigma \cap \{x_3 \leq 0\} ,
\]

are both graphs of locally bounded slope; see Figure 3. Clearly, such \( \Sigma \) must have \( \Sigma_T = \emptyset \), \( \Sigma_Y \subset \{x_3 = 0\} \), and if \( p \in \Sigma_Y \), then the spine of \( T_p \Sigma \) is contained in \( \{x_3 = 0\} \). If, in addition, \( \Sigma \cap \{x_3 = 0\} \) is empty or is the boundary of a single topological disk contained in \( \{x_3 = 0\} \), then \( \Sigma \) is simple. For instance, \( \text{Cat} \cap \bar{C}_{B_R} \cap \{x_3 = 1\} \cap \bar{C}_R \) and \( \text{Cat}_Y \cap \bar{C}_{B_R} \) are all simple minimal Plateau bi-graphs for appropriate \( R \). Simple minimal Plateau bi-graphs define a cell structure in \( C_\Omega \), but this is not necessarily the case when \( \Sigma \) is not simple; see Figure 3-(b).

Our extension of Schoen’s first rigidity result to the Plateau setting is as follows.

**Theorem 1.2.** Let \( \Omega \subset \mathbb{R}^2 \) be a bounded, open convex set with \( C^1 \)-boundary, and let \( \Sigma \) be a compact, minimal Plateau surface in \( \mathbb{R}^3 \) with

\[
\partial \Sigma = (\partial \Omega) \times \{1, -1\} .
\]

If \( \Sigma \) defines a cell structure in \( U = \{ |x_3| < 1 \} \), then \( \Sigma \) is a simple minimal Plateau bi-graph, which is symmetric by reflection through \( \{x_3 = 0\} \). Moreover, if \( \Omega \) is the
interior of a circle, then $\Sigma$ is either a union of two disks, or, up to translation and
dilation, is a subset of $\text{Cat}$ or of $\text{Cat}_Y$.

Remark 1.3. Unlike Schoen’s first result, our proof does not apply to arbitrary pairs
of coaxial circles. However, we expect the more general result is also true.

We also obtain an analog of Schoen’s second rigidity theorem. Namely, global
rigidity and symmetry for minimal Plateau surfaces with two regular ends that are
subject to the same orientability condition used in the previous theorem.

Theorem 1.4. Let $\Sigma$ be a minimal Plateau surface that defines a cell structure in
$\mathbb{R}^3$. If there is an $R_0 > 0$ so that $\Sigma \setminus B_{R_0}$ has two regular ends, then, up to a rigid
motion and dilation, $\Sigma$ is either a pair of planes, a catenoid or a $Y$-catenoid.

Remark 1.5. It is unclear whether the assumption that the minimal Plateau surfaces
define cell structures in Theorems 1.2 and 1.4 are necessary or just a technical
hypothesis needed for our proof. This point is further discussed in Section 5.

1.6. Physical and mathematical motivation. The physical motivation for the
notion of Plateau surface proposed in this paper lies in the celebrated Plateau’s
laws, which are empirical observations about the geometric structure of soap films.
Plateau’s laws state that soap films at equilibrium are arranged into smooth surfaces
with constant mean curvature, meeting in threes along edges at $120^\circ$ degrees angles;
and that these edges meet in four at vertex points, and they do so at the angles
defined by the skeleton of a regular tetrahedron. The definition given in Section 1.3
simply captures, in exact mathematical terms, all the features listed in Plateau’s laws
– as explained in Remark 1.1, the $C^{1,\alpha}$-regularity requirement is purely technical.
This corresponds physically to films arising in clusters of soap bubbles while minimal
Plateau surfaces correspond to films spanning a fixed “wire frame”.

The mathematical justification for our definition of Plateau surface is given by
Taylor’s theorem [Tay76]. Indeed, Taylor proved that if $U \subset \mathbb{R}^3$ is open, $\Sigma$ is a
relatively compact and rectifiable set in $U$, $\Sigma = U \cap \text{spt}(\mathcal{H}^2, \Sigma)$, and, for some
$\alpha > 2$,
\begin{equation}
\mathcal{H}^2(\Sigma) \leq \mathcal{H}^2(\varphi(\Sigma)) + C r^\alpha
\end{equation}
whenever $\{ \varphi \neq \text{id} \} \subset B_r(x) \subset U$, $x \in \Sigma$ and Lip $\varphi < \infty$, then, in our terminology,
$\Sigma$ is a $K$-surface without boundary in $U$ where $K$ is as in (1.1). Moreover, when
$C = 0$, $\Sigma$ is a minimal Plateau surface.

The significance of Taylor’s theorem is that it explains the (interior) singular-
ities observed by Plateau solely in terms of the geometric calculus of variations.
Various “non-distributional approaches to Plateau’s problem” have been proposed
to show the existence of compact sets $\Sigma$ satisfying (1.3) with $C = 0$ and with $U$
given by the complement of a compact “wire frame”: these include, at least, Reifen-
berg’s approach of homological spanning conditions, the Harrison-Pugh approach
of homotopic spanning conditions, and David’s notion of sliding minimizers; see
[Rei60, Rei64a, Rei64b, Dav14, Fan16, FK18, HP16, HPT17, DLGM17, DLDRG19]
and other related papers. These approaches provide rigorous constructions of many
minimal Plateau surfaces – though care has to be taken at the boundary; see below.
1.7. **Rigidity theorems in more general non-smooth settings.** Plateau surfaces provide an interesting “semi-classical” setting to which extending the theory of minimal surfaces. The same goal could however be pursued in even more general settings – specifically those provided by geometric measure theory (GMT). There are two major motivations for this.

First of all, the two-dimensional area minimizing surfaces in $\mathbb{R}^3$ constructed by the non-distributional approaches to Plateau’s problem mentioned above (e.g., [Rei60, HP16, DLGM17, Dav14]), as well as those found in distributional approaches (e.g., flat chains modulo 3 [Tay73]), may possess boundary singularities. This is not a purely theoretical issue as boundary singularities are also observed in physical soap films. Thus, it is natural to consider a more general notion of Plateau surface where boundary behavior is not modeled only by the half-plane $H$, but by more general cones. In particular, Plateau surfaces as introduced here should be properly understood as “Plateau surfaces with regular boundary”. A list of possible boundary singularities is described in [LM96, Section 5.2 and Figure 5.3], although not all the examples in that list are likely to be locally area minimizing (i.e., physical), and so it is unclear what the correct modification of the definition adopted in this paper should be. By working in the language of GMT one sidesteps this difficulty by working in a class large enough to encompass all possible boundary singularities.

Secondly, GMT provides powerful compactness theorems which, in turn, allow one to turn rigidity theorems like Theorem 1.2 into interesting perturbative results. For instance, in the case of the volume-preserving mean curvature flow, a characterization of equilibrium states requires the generalization of the classical Alexandrov’s theorem (smooth boundaries with constant mean curvature enclosing finite volumes are spheres [Ale62]) to the class of sets of finite perimeter and finite volume with constant distributional mean curvature; see [DM19]. In a similar vein, Theorem 1.2 could be used to understand the long time behavior of (singular) mean curvature flows with fixed boundary given by two parallel convex curves; see [ST19].

With these motivations in mind, in the follow-up paper [BM20] we extend the reach of our rigidity theorems from minimal Plateau surfaces to an appropriate class of stationary varifolds.

1.8. **Organization of the paper.** In Section 2 we present the key technical statement of the paper, Theorem 2.5. Sections 3 and 4 contain, respectively, the proofs of Theorem 1.2 and Theorem 1.4, while in Section 5 we collect some open questions.

2. **Moving planes for minimal Plateau surfaces in a cylinder**

In Section 2.1 we prove a removable singularity result and a unique continuation principle for minimal Plateau surfaces and record a simple observation about the infinitesimal structure of cellular surfaces. In Section 2.2 we provide conditions so an infinitesimal reflection symmetry in a minimal Plateau surface propagates to a global symmetry. Finally, in Section 2.3 we present the main moving planes argument.

For future extensions to varifolds – see [BM20] – the results of this section will be proved for a more general class of surfaces than minimal Plateau surfaces. Specifically, we consider a closed set, $\Sigma$, that is a minimal Plateau surface away from a discrete set, $Q$, of potentially exotic singularities. We show that, under certain natural conditions on these singularities, neither they nor $T$-points occur in the region
in which the moving planes method applies – i.e., \( \Sigma \) is a \( Y \)-surface in this region. More precisely, we require that, at the points of \( Q \), \( \Sigma \) has upper density strictly less than \( 2 \). Here the upper density of \( \Sigma \) at \( p \) is defined to be

\[
\Theta(\Sigma, p) = \limsup_{r \to 0^+} \frac{\mathcal{H}^2(\Sigma \cap B_r(p))}{\pi r^2},
\]

When the usual limit exists, we denote it by \( \Theta(\Sigma, p) \) and call it the density of \( \Sigma \) at \( p \). If \( \Sigma \) is a minimal Plateau surface in a neighborhood of \( p \), then \( \Theta(\Sigma, p) < 2 \) as,

\[
\Theta(\Sigma, p) = \begin{cases} 
1/2, & \text{if } p \in \partial \Sigma, \\
1, & \text{if } p \in \text{int}(\Sigma), \\
3/2, & \text{if } p \in \Sigma_Y, \\
\frac{6}{2\pi} \arccos\left(-\frac{1}{3}\right) \approx 1.82, & \text{if } p \in \Sigma_T.
\end{cases}
\]  

2.1. Removable singularities and unique continuation. We first prove a simple removable singularities result for minimal Plateau surfaces. It will be helpful to observe that if \( \Sigma \) is a minimal Plateau surface in \( U \), then, for any \( X \in C^1_c(U; \mathbb{R}^3) \),

\[
\int_{\text{reg}(\Sigma)} \text{div} \Sigma X \, d\mathcal{H}^2 = \int_{\partial \Sigma} X \cdot \nu_\Sigma^o \, d\mathcal{H}^1,
\]

In particular, the rectifiable varifold, \( V_\Sigma \), defined by \( \Sigma \) is stationary in \( U \setminus \partial \Sigma \).

**Lemma 2.1** (Removable singularities for minimal Plateau surfaces). Let \( \Sigma \) be a closed subset of \( B_R = B_R(0) \) without isolated points so that \( \Sigma \setminus \{0\} \) is a minimal Plateau surface without boundary in \( B_R \setminus \{0\} \). If \( \Theta(\Sigma, 0) < 2 \) and \( \Sigma \cap \{x_3 \geq 0\} \) is a graph of locally bounded slope, then \( \Sigma \) is a minimal Plateau surface in \( B_R \). When \( 0 \in \Sigma \), \( 0 \in \text{int}(\Sigma) \cup \Sigma_Y \) and if \( 0 \) is a \( Y \)-point, then the spine of \( T_0 \Sigma \) lies on \( \{x_3 = 0\} \).

**Proof.** Since \( \Sigma \) is closed in \( B_R \), if \( 0 \not\in \Sigma \), then \( B_r \cap \Sigma = \emptyset \) for some \( r > 0 \), and thus the fact that \( \Sigma \) is a minimal Plateau surface in \( B_R \setminus \{0\} \) implies that \( \Sigma \) is a minimal Plateau surface in \( B_R \). We can thus assume that \( 0 \in \Sigma \).

**Step one:** We first prove that

\[
\int_{\text{reg}(\Sigma)} \text{div} \Sigma X = 0 \quad \forall X \in C^\infty_c(B_R; \mathbb{R}^3),
\]

that is, the rectifiable varifold \( V_\Sigma \) defined by \( \Sigma \) is stationary in \( B_R \). As \[2.2\] holds for \( \Sigma \) in \( B_R \setminus \{0\} \), we have \( \int_{\text{reg}(\Sigma)} \text{div} \Sigma Y \, d\mathcal{H}^2 = 0 \) for every \( Y \in C^\infty_c(B_R \setminus \{0\}; \mathbb{R}^3) \). Setting \( Y = \eta_\varepsilon X \) for \( X \in C^\infty_c(B_R; \mathbb{R}^3) \) and \( \eta_\varepsilon \) a smooth cutoff with \( \eta_\varepsilon = 1 \) on \( \mathbb{R}^3 \setminus B_{\varepsilon} \) and \( \eta_\varepsilon = 0 \) on \( B_{\varepsilon/2} \), we thus find

\[
\int_{\text{reg}(\Sigma)} \eta_\varepsilon \text{div} \Sigma X = -\int_{\text{reg}(\Sigma)} X \cdot \nabla \eta_\varepsilon.
\]

Choosing \( \eta_\varepsilon \) so that \( \eta_\varepsilon \to 1 \) on \( \mathbb{R}^3 \setminus \{0\} \) and \( |\nabla \eta_\varepsilon| \leq 1_{B_{\varepsilon} \setminus B_{\varepsilon/2}} C/\varepsilon \), we have

\[
\left| \int_{\text{reg}(\Sigma)} \text{div} \Sigma X \right| \leq C \|X\|_{C^0} \limsup_{\varepsilon \to 0^+} \frac{\mathcal{H}^2(\Sigma \cap B_\varepsilon)}{\varepsilon} = 0,
\]

where we have used \( \Theta(\Sigma, 0) < \infty \) to deduce \( \mathcal{H}^2(\Sigma \cap B_\varepsilon) = o(\varepsilon) \) as \( \varepsilon \to 0^+ \). We have thus proved that \[2.3\] holds.
Step two: We show that \( \Theta(\Sigma, 0) \) exists and belongs to \([1, 2)\). By (2.3), \( \Theta(\Sigma, p) \) exists at every \( p \in B_R \) and defines an upper-semicontinuous function on \( B_R \). As \( \Sigma \) contains no isolated points and \( 0 \in \Sigma \), there are \( p_j \to 0 \) as \( j \to \infty \) with \( p_j \in \Sigma \setminus \{0\} \). By upper semicontinuity of \( \Theta(\Sigma, \cdot) \) in \( B_R \) we have
\[
\Theta(\Sigma, 0) \geq \limsup_{j \to \infty} \Theta(\Sigma, p_j) \geq 1 ,
\]
where we have used (2.3) and the assumption that \( \Sigma \) has no boundary points in \( B_R \setminus \{0\} \) to obtain \( \Theta(\Sigma, p_j) \geq 1 \) for every \( j \). Hence, \( 1 \leq \Theta(\Sigma, 0) \leq \Theta(\Sigma, 0) < 2 \).

Step three: As \( \Sigma \cap \{x_3 \geq 0\} \) is a graph of locally bounded slope and \( \Sigma \) is a minimal Plateau surface without boundary in \( B_R \setminus \{0\} \), it follows that \( \Sigma \cap \{x_3 > 0\} \) is a smooth, stable minimal surface in \( B_R \cap \{x_3 > 0\} \). It is possible this set is empty. Hence, for \( q \in \Sigma \cap \{x_3 > 0\} \cap B_{R/2} \), \( \Sigma \) is a stable minimal surface in \( B_{x(q)}(q) \), and thus, by the curvature estimates of Fischer-Colbrie and Schoen [FCS80],
\[
|A(\Sigma, q)| \leq \frac{C}{x_3(q)} , \quad \forall q \in \Sigma \cap B_{R/2} \cap \{x_3 > 0\}
\]
where here \( C > 0 \) is a universal constant. Given a sequence of radii \( \rho_i \to 0^+ \), up to extracting a subsequence, the multiplicity one varifolds \( V_{\Sigma/\rho_i} \) have a varifold limit \( C \) which is stationary in \( \mathbb{R}^3 \), supported on a cone \( K = \text{spt}C \) with vertex at 0, and with upper semicontinuous and integer valued density \( \theta \). Since (2.4) implies
\[
|A_{\Sigma/\rho_i}(q)| \leq \frac{C}{x_3(q)} , \quad \forall q \in \Sigma/\rho_i \cap B_{R/2\rho_i} \cap \{x_3 > 0\}
\]
we deduce that \( K \cap \{x_3 > 0\} \) is a smooth minimal surface. By the upper semicontinuity of density, by \( \Theta(\mathcal{C}, 0) \in [1, 2) \) and since \( \mathcal{C} \) is integer multiplicity, we deduce that \( \Theta(\mathcal{C}, q) = 1 \) for every \( q \in K \cap \{x_3 > 0\} \). As \( \mathcal{C} \) is a cone, this means that
\[
\mathcal{C}_{\perp\{x_3 \geq 0\}} = \sum_{i=1}^{N} V_{H_i}
\]
where \( H_i \subset \{x_3 \geq 0\} \) are half-planes with \( \partial H_i = \ell \subset \{x_3 = 0\} \) for \( 1 \leq i \leq N, \ell \) is a line in \( \{x_3 = 0\} \), and \( V_{H_i} \) is the multiplicity one varifold associated to \( H_i \). By \( \Theta(\mathcal{C}, 0) \in [1, 2) \) and by stationarity of \( \mathcal{C} \), we either have that \( \Theta(\Sigma, 0) = 1 \) or that \( \Theta(\Sigma, 0) = 3/2 \). In the former case, \( \mathcal{C} = V_{P'} \) where \( P' \) is plane and in the latter \( \mathcal{C} = V_{Y'} \) where \( Y' \) is a rotation of \( Y \) whose spine is \( \ell \). If \( \Theta(\Sigma, 0) = 1 \), then, by Allard’s regularity theorem [All72], \( \Sigma \) is smooth at 0 and the proof is concluded. If \( \Theta(\Sigma, 0) = 3/2 \), then it follows from [Sim93] Corollary 3 in Section 1, Remark 2 in Section 7] that \( \mathcal{C} \) is the unique tangent cone at 0 to \( V_\Sigma \) and, in fact, \( \Sigma \) has the structure of a \( \mathcal{Y} \)-surface in a neighborhood of 0. \(\square\)

We next prove a kind of unique continuation result for minimal Plateau surfaces lying on one side of a regular minimal surface. This is slightly subtle as the usual unique continuation principle does not directly hold for minimal Plateau surfaces.

**Lemma 2.2** (Unique continuation for minimal Plateau surfaces). Let \( U \subset \mathbb{R}^3 \) be open, \( Q = \{q_1, \ldots, q_N\} \) be a finite set of points in \( U \), \( \Sigma_1 \) be a connected, (relatively) closed set in \( U \) and assume that \( \Sigma_1 \setminus Q \) is a minimal Plateau surface without boundary in \( U \setminus \{q\} \) with \( \Theta(\Sigma_1, q) < 2 \) for each \( q \in Q \). Suppose there is an open subset \( V \subset U \) so that \( \Sigma_2 \subset U \cap \partial V \) is a regular minimal surface without boundary. If \( V \cap \Sigma_1 = \emptyset \) and there is a point \( p_0 \in \Sigma_1 \cap \Sigma_2 \), then \( \Sigma_1 \subset \Sigma_2 \). If \( \Sigma_2 \) is connected, then \( \Sigma_1 = \Sigma_2 \).
Proof. By throwing out points of $Q$ if needed, we may assume $\Sigma_1$ is not a regular minimal surface in a neighborhood of any point of $Q$. Set $\Gamma = \Sigma_1 \cap \Sigma_2$. We claim

\[ (Q \cup \text{sing}(\Sigma_1 \setminus Q)) \cap \Gamma = \emptyset. \]

Indeed, as in step one of the proof of Lemma 2.1, the multiplicity one varifold $V_{\Sigma_1}$ defined by $\Sigma_1$ is stationary in $U$. If $q \in \Gamma$, then as $\Sigma_2$ is smooth and $\Sigma_2 = \partial V$, there is an open half-space $H \ni T_q \Sigma_2 = P = \partial H = T_q V$. As $\Sigma_1 \cap V = \emptyset$, any tangent cone, $C$, to $V_{\Sigma_1}$ at $q$ has support disjoint from $H$ and, because $\Sigma_1$ is connected, $\Theta(\Sigma, q) \geq 1$ and so $C$ is non-trivial. As $C$ is a stationary integer multiplicity cone with density strictly less than 2, this implies that $C = V_P$. Hence, by Allard’s theorem $[Al72]$, $q$ is a regular point of $V_{\Sigma_1}$, and so $q \not\in Q \cup \text{sing}(\Sigma_1 \setminus Q)$.

In particular, by (2.5), $\Sigma_2 \cap \text{int}(\Sigma_1 \setminus Q) = \Gamma$. Hence, for any $q \in \Gamma$ there is an $r > 0$ so $\Sigma_1' = B_r(q) \cap \Sigma_1$ and $\Sigma_2' = B_r(q) \cap \Sigma_2$ are connected regular minimal surfaces with $\Sigma_1'$ lying on one side of $\Sigma_2'$ and $q \in \Sigma_1' \cap \Sigma_2'$. The strong maximum principle immediately implies $\Sigma_1' = \Sigma_2' \subset \Gamma$, i.e., $\Gamma$ is an open subset of $\Sigma_1$. As $\Gamma$ is also clearly a closed subset of $\Sigma_1$ and $p_0 \in \Gamma$, the connectedness of $\Sigma_1$ implies $\Sigma_1 = \Gamma \subset \Sigma_2$. Likewise, $\Sigma_1 = \Gamma$ is an open and closed subset of $\Sigma_2$, proving the last claim. \hfill \Box

Finally, we observe that there is an injective map from the cells of the tangent cone at a non-boundary point of a cellular minimal Plateau surface to its own cells.

**Lemma 2.3.** Let $U \subset \mathbb{R}^3$ be open and $\Sigma \subset U$ be minimal Plateau surface without boundary in $U$ that is cellular in $U$. For each $p \in \Sigma$, $T_p \Sigma$ is cellular in $\mathbb{R}^3$. Moreover, there is a well defined injective map

\[ I_p : C(T_p \Sigma) = \{W^j\}_{j=1}^M \rightarrow C(\Sigma) = \{U^i\}_{i=1}^N \]

defined by $I_p(W^j) = U^j$ when and only when

\[ W^j = \lim_{\rho \rightarrow 0} \rho^{-1}(U^j - p), \]

where the convergence occurs in $L^1_{\text{loc}}(\mathbb{R}^3)$ for the corresponding indicator functions.

**Proof.** By inspection, $P, Y$ and $T$ are cellular in $\mathbb{R}^3$ with two, three, and four cells respectively. Hence, each $T_p \Sigma$ is cellular in $\mathbb{R}^3$. By the definition of minimal Plateau surface, there exist an $r > 0$ and a $C^{1,\alpha}$-diffeomorphism $\phi : B_r(p) \rightarrow \mathbb{R}^3$ such that $\phi(p) = 0$, $D\phi_p = I$, the identity map and $\phi(B_r(p) \cap \Sigma) = T_p \Sigma$. In particular, there is a $0 < r_1 < r$ so for $0 < r' < r_1$, $B_{2r'}(0) \subset \phi(B_r(p)) \subset B_{2r'}(0)$. Moreover, one has $I_p(W^j) = U^j$ if and only if, for any $0 < r' < r$, $W^j \cap B_{2r'}(0) \subset \phi(U^j \cap B_{r'}(p))$.

It remains only to show $I_p$ is injective. As $\Sigma$ defines a cell structure in $U$, there is a $\rho > 0$ so that $B_{\rho}(p) \subset U$ and, for every $0 < \rho' < \rho$, $B_{\rho'}(p) \cap U^j$ is connected. Let $r_2 = \frac{1}{2} \min\{r_1, \rho\}$. Now suppose $I_p(W^j) = I_p(W^k)$. As observed, this means $(W^j \cup W^k) \cap B_{2r_2}(0) \subset \phi(U^j \cap B_{r_2}(p)) = \phi(U^k \cap B_{r_2}(p))$. As $U^j \cap B_{r_2}(p)$ is connected, so is $\phi(U^j \cap B_{r_2}(p)) \subset \mathbb{R}^3 \setminus T_p \Sigma$ and so it must be that $W^j = W^k$ and so $I_p$ is injective. \hfill \Box

2.2. Reflection symmetry. An important technical consequence of the unique continuation result, Lemma 2.2, and the Hopf maximum principle is that, under suitably hypotheses, an infinitesimal symmetry of a minimal Plateau surface (assumption (4) in Lemma 2.3 below) extends to a global symmetry (the conclusion $R_0(\Sigma^+) \subset \Sigma$ in the same lemma). In order to state this precisely, it is helpful to
recall some additional notation from [Sch83]. First let \( R_t \) denote the reflection map through \( \{ x_3 = t \} \), so that
\[
R_t(y, x_3) = (y, 2t - x_3).
\]
If \( \Sigma \subset \mathbb{R}^3 \) and \( t \in \mathbb{R} \), we let
\[
\Sigma_{t^+} = \Sigma \cap \{ x_3 \geq t \} \quad \text{and} \quad \Sigma_{t^+}^0 = \Sigma \cap \{ x_3 > t \}.
\]
Similarly, let
\[
\Sigma_{t^-} = \Sigma \cap \{ x_3 \leq t \} \quad \text{and} \quad \Sigma_{t^-}^0 = \Sigma \cap \{ x_3 < t \}.
\]
Observe that, due to the possible presence of a floating disk in \( \{ x_3 = t \} \), one may have \( \Sigma_{t^z} \subsetneq \Sigma_{t^z}^0 \subsetneq \Sigma_{t^z} \), where \( \Sigma_{t^z} \) is the closure of \( \Sigma_{t^z}^0 \).

**Lemma 2.4.** Let \( U \) be an open set so that \( R_0(U) \subset U \) and let \( Q \subset U \cap \{ x_3 < 0 \} \) be a finite set of points. Suppose \( \Sigma \subset U \) is a closed set so \( \Sigma \setminus Q \) is a minimal Plateau surface without boundary in \( U \) and \( \Theta(\Sigma, q) < 2 \) for all \( q \in Q \). If \( \Sigma^+ \) is a component of \( \partial \Sigma^0 \) and \( V \) is an open subset of \( U \cap \{ x_3 > 0 \} \) so that:
1. \( \Sigma^+ \) is a connected regular minimal surface in \( \{ x_3 > 0 \} \);
2. \( \Sigma^+ \subset \partial V \) in \( U \cap \{ x_3 > 0 \} \);
3. \( R_0(V) \cap \Sigma = \emptyset \);
4. There is a \( p \in \{ x_3 = 0 \} \cap \overline{\Sigma}^+ \) so that \( R_0(T_p \Sigma) = T_p \Sigma \) and \( T_p \Sigma \neq \{ x_3 = 0 \} \),

then \( R_0(\Sigma^+) \subset \Sigma \).

**Proof.** First observe that if \( \Sigma \) is regular at \( p \), then (4) implies that \( T_p \Sigma \) is a plane orthogonal to \( \{ x_3 = 0 \} \), i.e., a vertical plane. Likewise, if \( p \) is a singular point, then \( T_p \Sigma \) is a Y whose spine, \( \ell \), lies in \( \{ x_3 = 0 \} \) and so that one of the half-planes making up \( Y \setminus \ell \) is contained in \( \{ x_3 = 0 \} \). Hence, up to rotating around the \( x_3 \)-axis, which leaves all hypotheses unchanged, we may assume \( T_p \Sigma \) is \( \{ x_3 = 1 \} \) in the regular case, or \( T_p \Sigma = H_0 \cup H_{120} \cup H_{-120} \) in the singular case. We first prove that \( \Sigma \) is locally symmetric near \( p \). That is, there is a \( R > 0 \) so that \( R_0(\Sigma^+) \cap B_R(p) \subset \Sigma \).

**Local symmetry in the regular case:** As \( T_p \Sigma = \{ x_3 = 1 \} \), there is a radius \( r > 0 \) so that \( B_{2r}(p) \cap \Sigma \) is a smooth surface and there is a solution to the minimal surface equation \( u : D_r = \{ (0, s, t) : s^2 + t^2 < r^2 \} \to \mathbb{R} \) so that \( u(0) = 0, \nabla u(0) = 0 \) and
\[
\Sigma \cap B_{r/2}(p) \subset \{ (x_1(p) + u(s, t), x_2(p) + s, x_3 + t) : (s, t) \in D_r \} \subset \Sigma \cap B_{2r}(p).
\]
Let \( V_+ = D_r \cap \{ x_3 \leq 0 \} \) be the closed half-disk. Set \( v_+ = u|_{V_+} \) and \( v_- = (u \circ R_0)|_{V_-} \).

Clearly, \( v_+ \) satisfies the minimal surface equation on \( V_+ \), \( v_+(0) = 0 \) and \( \nabla v_+(0) = 0 \). Up to rotation around the \( x_3 \)-axis by \( 180^\circ \), condition (2) and (3) imply that \( v_+ \geq v_- \) along \( V_- \). In particular, up to shrinking \( r \), \( w = v_+ - v_- \) is a non-negative solution to a uniformly elliptic equation on \( V_- \) with \( w(0) = 0 \) and \( \nabla w(0) = 0 \) and so, by the Hopf maximum principle, \( v_- \equiv 0 \) on \( V_- \) and so claim holds with \( R = r/2 \).

**Local symmetry in the singular case:** In this case \( T_p \Sigma = H_0 \cup H_{120} \cup H_{-120} \) and there exist \( r > 0 \) so that \( \Sigma \cap B_{2r}(p) \) is a Y-surface. Indeed, by taking \( r \) small enough there are two \( C^{1, \alpha} \)-domains with boundary \( V_\pm \subset D_r = \{ (0, s, t) : s^2 + t^2 < r \} \subset \{ x_1 = 0 \} \) so that \( D_r = V_+ \cup V_- \) and
\[
\{(0, 0, \pm t) ; t \in (0, r)\} \subset V_\pm, \quad \eta = D_r \cap \partial V_+ \cap \partial V_- \, \text{is a } C^{1, \alpha} \text{ curve},
\]
and two smooth solutions to the minimal surface equation \( u_\pm : V_\pm \to \mathbb{R} \) so
\[
u(2.6)\quad u_\pm(0) = 0, \quad u_\pm|_\eta = u_-|_\eta, \quad \nabla u_\pm(0) = (0, \mp \sqrt{3})
\]
and
\[ \Sigma \cap B_{r/2}(p) \subset \left\{ (x_1(p) + u_\pm(s, t), x_2(p) + s, x_3(p) + t) : (s, t) \in V_\pm \right\} \subset \Sigma; \]
see Figure 4. By hypothesis (1), \( \Sigma \) is regular in \( \{x_3 > 0\} \) and so \( V_\pm \subset R_0(V_\pm) \) and so \( v_\pm = (u_\pm \circ R_0)|_{V_\pm} \) is defined on the same domain, \( V_\pm \), as \( v_\pm = u_\pm \).

Clearly, (2) and (3) imply either that \( v_\pm \geq v_- \) on \( V_- \) or \( v_- \geq v_+ \). Indeed, the former occurs if
\[ \left\{ (x_1(p) + z, x_2(p) + s, x_3(p) + t) : (s, t) \in V_+, u_+(s, t) < z \right\} \cap B_r(p) \subset V \]
and the latter occurs when
\[ \left\{ (x_1(p) + z, x_2(p) + s, x_3(p) + t) : (s, t) \in V_+, u_+(s, t) > z \right\} \cap B_r(p) \subset V. \]

We assume \( v_\pm \geq v_- \), the proof is the same in the other case. Observe (2.6) implies \( v_+(0) = v_-(0) = 0 \) and \( \nabla v_+(0) = \nabla v_-(0) \). As \( v_- \) and \( v_+ \) both satisfy the minimal surface equation on \( V_- \), up to shrinking \( r \), \( w = v_+ - v_- \geq 0 \) satisfies a uniformly elliptic equation on \( V_- \). As \( w(0) = 0 \) and \( \nabla w(0) = 0 \), the Hopf maximum principle for \( C^{1,\alpha} \) domains – see [Ros19] – implies \( w \equiv 0 \), that is, \( u_+ \circ R_0 = u_- \) on \( V_- \). Hence, the claim holds with \( R = r/2 \).

**Propagating the symmetry.** Finally, we apply Lemma 2.2 to propagate the inclusion \( R_0(\Sigma_+) \cap B_{R}(p) \subset \Sigma \) to \( R_0(\Sigma_-) \subset \Sigma \). Let \( \Sigma_1 \) be the component of \( \Sigma_0 \) whose closure contains \( p \) – such a component exists and is unique as \( T_\Sigma \cap \{x_3 < 0\} \) is connected and non-empty. Set \( \Sigma_2 = R_0(\Sigma^+ \cap \{x_3 > 0\}) \), so that, in \( U'' = U \cap \{x_3 < 0\} \),
\[ \Sigma_2 = R_0(\Sigma^+) \subset \partial \left( R_0(V) \right) \]
and by hypothesis (3), \( R_0(V) \cap \Sigma_1 = \emptyset \). As \( B_{R}(p) \cap \Sigma_1 = B_{R}(p) \cap \Sigma_2 \) and both \( \Sigma_1 \) and \( \Sigma_2 \) are connected, Lemma 2.2 implies \( R_0(\Sigma^+) = \Sigma_2 = \Sigma_1 \subset \Sigma \).

\[ \square \]
2.3. The moving planes argument. We now prove the key technical result of the paper: Let \( \Sigma \) be a minimal Plateau surface in a convex cylinder \( C_\Omega \) whose boundary \( B \) is contained in the boundary of the cylinder. If \( B_{0^+} \) is a graph of locally bounded slope and \( B \) is “ordered by reflection with respect to the plane \( \{ x_3 = 0 \} \)” (assumption (b) below), then the same holds for \( \Sigma \), i.e., \( \Sigma_{0^+} \) is a graph of locally bounded slope, and \( \Sigma \) is ordered by reflection, see conclusions (i) and (ii) of Theorem 2.5.

In order to state this result concisely we recall the following partial order from [Sch83]. For subsets \( A, B \subset \mathbb{R}^3 \) we write

\[ A \leq B \]

if \( \pi(A) = \pi(B) \), and if \( (y, t) \in \pi^{-1}(y) \cap A \) and \( (y, t') \in \pi^{-1}(y) \cap B \) implies \( t \leq t' \). Here, as in the previous section, \( \pi(y, t) = y \) for every \( (y, t) \in \mathbb{R}^3 \).

**Theorem 2.5.** Let \( \Omega \subset \mathbb{R}^2 \) be a bounded, open convex set with \( C^1 \)-boundary, and let the open cylinder over \( \Omega \) be denoted by

\[ C_\Omega = \{(y, x_3) : y \in \Omega \} . \]

Let \( \Sigma \subset \mathbb{R}^3 \) be a compact set without isolated points and let \( B \subset \partial C_\Omega \) be a closed, non-empty, one-dimensional \( C^1 \)-submanifold (not necessarily connected). Suppose that \( B \) and \( \Sigma \) satisfy the following:

(a) \( B_{0^+} \) is a graph of locally bounded slope and \( T_p B \) is not vertical for any \( p \in B \cap \{ x_3 > 0 \} \); 
(b) \( B_0 \leq R_0(B_{0^+}) \); 
(c) \( (\partial C_\Omega)_{0^+} \setminus B_{0^+} \) has two connected components, denoted by \( V^0 \) and \( V^1 \); 
(d) \( \Sigma \setminus Q \) is a minimal Plateau surface in \( \mathbb{R}^3 \setminus Q \), where \( Q = \{ q_1, \ldots, q_M \} \) is a finite subset of \( C_\Omega \) and, for every \( i, \Theta(\Sigma, q_i) < 2 \); 
(e) \( \partial(\Sigma \setminus Q) = B \) and \( \Sigma \setminus B \subset C_\Omega \); 
(f) \( \Sigma \setminus Q \) defines a cell structure \( \{ U_i \}_{i=0}^N \) in \( C_\Omega \setminus Q \), and for \( i = 0, 1 \) we have

\[ \bar{V}^i = \partial U^i \cap (\partial C_\Omega)_{0^+} ; \] 

see Figure 9. Then

(i) \( \Sigma_{0^+} \) is a graph with locally bounded slope; 
(ii) \( \Sigma_{0^-} \leq R_0(\Sigma_{0^+}) \); 
(iii) there is \( \epsilon > 0 \) so that \( \Sigma \cap \{ x_3 > -\epsilon \} \) is a minimal Plateau surface in \( \{ x_3 > -\epsilon \} \).

Theorem 2.5, whose proof is presented below, has the following corollary:

**Corollary 2.6.** Let \( \Omega, B, \) and \( \Sigma \) satisfy the assumptions in Theorem 2.5, but replace assumptions (b), (c) and (f) with

(b') \( B_0 = R_0(B_{0^+}) \); 
(c') \( (\partial C_\Omega)_{0^+} \setminus B_{0^+} \) has two connected components, denoted by \( V^{0,\pm} \) and \( V^{1,\pm} \); 
(f') \( \Sigma \setminus Q \) defines a cell structure \( C = \{ U^i \}_{i=0}^N \) in \( C_\Omega \setminus Q \) and there are cells \( U^{i,\pm} \in C \) so that

\[ \bar{V}^{i,\pm} = \partial U^{i,\pm} \cap (\partial C_\Omega)_{0^\pm} , \quad i = 0, 1 , \]

here \( U^{i,\pm} \) and \( U^{i^-} \) are not necessarily distinct elements of \( C \). Then \( R_0(\Sigma_{0^+}) = \Sigma_{0^-} \) and \( \Sigma \) is a minimal Plateau bi-graph.
Figure 5. The situation in Theorem 2.5. We consider a $C^1$-boundary data $B$ contained in $\partial C_\Omega = (\partial \Omega) \times \mathbb{R}$. The “upper part” $B_0^+$ of $B$ is a graph with bounded slope over $\partial \Omega$, and, after reflection by $\{x_3 = 0\}$, it lies above the “lower part” $B_0^-$ of $B$ (which is not required to be a graph). The upper part of $\partial C_\Omega$ is divided by $B_0^+$ into two components $V^0$ and $V^1$. We consider a minimal Plateau surface with boundary $\Sigma$. If $\partial \Sigma$ is bounded by $B$ in such a way that $V^0$ and $V^1$ correspond to the boundaries of the cells $U^0$ and $U^1$ defined by $\Sigma$ in $C_\Omega$, then the theorem ensures that properties (a) and (b) of $B$ are “transferred” to $\Sigma$, see (i) and (ii).

Proof. Thanks to assumptions (b'), (c') and (f'), we can apply Theorem 2.5 to both $\Sigma$ and $R_0(\Sigma)$, and so, by conclusion (i), it is true that $\Sigma_0^+ = (R_0(\Sigma))_0^+ = R_0(\Sigma_0^-)$ are graphs of locally bounded slope. Furthermore, conclusion (ii) implies $\Sigma_0^- \leq R_0(\Sigma_0^+)$ and $R_0(\Sigma_0^+) = (R_0(\Sigma))_0^+ \leq R_0((R_0(\Sigma))_0^-) = \Sigma_0^-$. Hence, $R_0(\Sigma_0^-) = \Sigma_0^-$ and so $\Sigma = R_0(\Sigma)$. By conclusion (iii) of Theorem 2.5 $\Sigma$ and $R_0(\Sigma)$ are both minimal Plateau surfaces in $\{x_3 > -\epsilon\}$ for some $\epsilon > 0$, and so $\Sigma$ is a minimal Plateau surface in $\mathbb{R}^3$. Finally, as $\Sigma_0^- = R_0(\Sigma_0^+)$ and $\Sigma_0^+$ are both graphs of locally bounded slope and $\text{sing}(\Sigma) \subset \{x_3 = 0\}$, $\Sigma$ is a minimal Plateau bi-graph. $\square$

Proof of Theorem 2.5. First observe that, by deleting points from $Q$, we may assume that $\Sigma$ is not a minimal Plateau surface in a neighborhood of any $q \in Q$. That is, the points of $Q$ are essential singularities of $\Sigma$. We define $\text{sing}(\Sigma) = \text{sing}(\Sigma \setminus Q) \cup Q$, where $\text{sing}(\Sigma \setminus Q)$ is the singular set of $\Sigma \setminus Q$ as a minimal Plateau surface in $C_\Omega \setminus Q$. Similarly, let $\text{reg}(\Sigma) = \Sigma \setminus \text{sing}(\Sigma)$ and $\text{int}(\Sigma) = \Sigma \setminus (B \cup \text{sing}(\Sigma))$.

Step one: We establish some elementary facts. First, we claim,

$$T_+ = \max \{x_3(p) : p \in B\} > 0 > T_- = \min \{x_3(p) : p \in B\}.$$

Indeed, as $B$ is non-empty, either $B_{0^+}$ or $B_{0^-}$ is non-empty. Furthermore, $R_0(B_{0^+}) \geq B_{0^-}$ requires that $\pi(B_{0^+}) = \pi(B_{0^-})$ and so both $B_{0^+}$ and $B_{0^-}$ are non-empty. In particular, both $T_+$ and $T_-$ are finite. Clearly, $T_+ \geq 0$. If $T_+ = 0$, then $(\partial C_\Omega)_{0^+} \setminus B_{0^+}$ has one connected component in $(\partial C_\Omega)_{0^+}$, contradicting assumption (c) and so $T_+ > 0$, and because assumption (b) implies $T_- \leq -T_+$ we conclude that $T_- < 0$. [Diagram]
Secondly, by the same argument used in step one of the proof of Lemma 2.11, the multiplicity one varifold $V_\Sigma$ defined by $\Sigma$ is stationary in $\mathbb{R}^3 \setminus B$. Hence, the convex hull property of $V_\Sigma$ and the properties of $B$ imply

$$\Sigma \subset \partial Q \cap \{T_3 \leq x_3 \leq T_+\}. \tag{2.7}$$

Finally, we review assumption (f): $\Sigma \setminus Q$ defines a cell structure $C(\Sigma) = \{U^i\}_{i=0}^N$ in $C_\Omega \setminus Q$, so that the sets $U^i$ are open and connected, with

$$\partial (\Sigma \setminus Q) \subset \partial (C_\Omega \setminus Q), \quad C_\Omega \setminus (\Sigma \cup Q) = (C_\Omega \setminus Q) \setminus \bigcup_{i=0}^N U^i, \tag{2.8}$$

and $\partial U^i \cap \partial C_\Omega = \bar{V}^i$ for $i = 0, 1$. As $\Sigma$ is compact and $C_\Omega$ has two components at infinity, corresponding to $x_3 \to \pm \infty$ there is exactly one unbounded component of $C(\Sigma)$ that contains points $p$ with $x_3(p) > T_+$. Up to a swapping $V^0$ and $V^1$, we may assume $U^1$ is this component and so $V^1$ is unbounded.

**Step two:** We verify that the theorem holds in the “trivial case” where

$$\overline{\Omega} \times \{T_+\} \text{ is a connected component of } \Sigma. \tag{2.9}$$

Indeed, if this occurs, then the definition of minimal Plateau surface implies that there is a $\delta > 0$ so that $\Sigma = \overline{\Omega} \times \{T_+\}$ in the slab $\{T_3 - \delta < x_3 < T_3 + \delta\}$. In particular, $\partial \Sigma = \partial \Omega \times \{T_+\}$ in this slab. As $\partial \Omega \times \{T_+\}$ is a graph, assumption (a) implies $B_{0^+} = \partial \Omega \times \{T_+\}$. Hence, as a $\Sigma$ cannot have a connected component without boundary points, we conclude that

$$\Sigma_{0^+} = \overline{\Omega} \times \{T_+\}. \tag{2.10}$$

Conclusion (i) is thus immediate. By assumption (e) we have

$$(\partial \Omega) \times \{T_+\} = (\partial \Sigma) \cap \{x_3 > 0\} = B \cap \{x_3 > 0\} = B_{0^+} \cap \{x_3 > 0\}$$

so that assumption (b) gives $B_{0^-} \leq (\partial \Omega) \times \{-T_+\}$. In particular, $\Sigma_{0^-}$ is a minimal Plateau surface without boundary in $\{x_3 > -T_+\} \setminus Q$ and so the varifold $V_{\Sigma_{0^-}}$ defined by $\Sigma_{0^-}$ is stationary in $\mathbb{R}^3 \setminus B_{0^-}$. Hence, the convex hull property implies,

$$\Sigma_{0^-} \subset \overline{\Omega} \times (-\infty, -T_+],$$

which implies conclusion (ii). Finally, by (ii) and (2.10) it follows that $\Sigma \cap \{x_3 > -T_+\} = \overline{\Omega} \times \{T_+\}$, so that conclusion (iii) holds. Having proved the theorem when (2.9) holds, we will henceforth assume that (2.9) does not hold.

**Step three:** Begin the moving planes argument. For $t \in (0, T_+)$ and $U^i \in C(\Sigma)$, let

$$A^i = U^i \cap \{x_3 < T_+\}$$

see Figure 6. Let us consider the set of heights

$$G = \{t \in (0, T_+) : \text{properties (P1)-(P5) hold for } t\},$$

where the properties defining $G$ are:

- (P1) $\Sigma \cap \{x_3 = t\}$ is a subset of $\text{reg}(\Sigma)$;
- (P2) $|\nabla x_3| < 1$ on $\Sigma \cap \{x_3 = t\}$;
- (P3) $R_t(\Sigma_{t^+})$ and $\Sigma_{t^+}$ are graphs with locally bounded slope over $\Omega_t = \pi(\Sigma_{t^+})$;
- (P4) $R_t(A^0_{t^+}) \cap \{x_3 < t\} \cap C_\Omega \subset U^0$;
- (P5) The only cells of $C$ whose closures meet $\{x_3 = t\}$ are $U^0$ and $U^1$.  

We claim that $G = (0, T_+)$. To prove this, we show that
\begin{equation}
\exists t_0 \in (0, T_+) \text{ such that } (t_0, T_+) \subset G,
\end{equation}
and then prove that one may take $t_0 = 0$.

First of all, keeping in mind we excluded the trivial case (2.9), one has
\begin{equation}
\exists t_0 \in (0, T_+) \text{ such that } \begin{cases}
(P1) \text{ holds for all } t \in [t_0, T_+), \\
0 < |\nabla x_3| < 1 \text{ on } \Sigma_{t_0}^+.
\end{cases}
\end{equation}
To see this we first observe that
\begin{equation}
\{x_3 = T_+\} \cap \Sigma \cap C_{\Omega} = \emptyset.
\end{equation}
Indeed, let $p \in \{x_3 = T_+\} \cap \Sigma \cap C_{\Omega}$, set $U = C_{\Omega}$, $V = C_{\Omega} \cap \{x_3 > T_+\}$, $\Sigma_2 = \Omega \times \{T_+\}$ and denote by $\Sigma_1$ the component of $\Sigma \cap C_{\Omega}$ containing $p$. Lemma 2.2 and (2.7) imply that $p \in \Sigma_1 \cap \Sigma_2$ and so $\Sigma_1 = \Sigma_2 = \Omega \times \{T_+\}$. That is, (2.9) holds, contradicting the assumption made in step two.

By (2.13), $\Sigma \cap \{x_3 = T_+\} \subset B$ and, by definition, $\Sigma$ is regular in a neighborhood of $B$, thus, for $t_0$ closed enough to $T_+$, (P1) holds for every $t \in [t_0, T_+)$.

In particular,
\begin{equation}
Q \cap \{t_0 \leq x_3\} = \emptyset.
\end{equation}

Now, let $p \in \Sigma \cap \{x_3 = T_+\} \subset B$. If $|\nabla x_3|(p) = 0$, then (2.7) and the Hopf maximum principle applied to $\Sigma$ and $\Omega \times \{T_+\}$ imply there is a connected neighborhood, $\Sigma''$, of $p$ in $\Sigma$ so $\Sigma'' \subset \Sigma \cap \{x_3 = T_+\}$. If $\Sigma_1$ is the component of $\Sigma \cap C_{\Omega}$ containing $\Sigma''$ and $\Sigma_2 = \Omega \times \{T_+\}$, then $\Sigma_1 \cap \Sigma_2 = \emptyset$ and so, arguing as above, (2.9) holds, and a contradiction is reached. Therefore $|\nabla x_3| > 0$ on $\Sigma \cap \{x_3 = T_+\}$, and so (2.12) holds for $t_0$ near enough to $T_+$ by continuity.

Again, by continuity, to show $|\nabla x_3| < 1$ on $\Sigma_{t_0}^+$ for $t_0$ near to $T_+$ it is enough to show $|\nabla x_3| < 1$ on $\Sigma \cap \{x_3 = T_+\} \subset B$. To show this last fact, let $H$ be a supporting closed half-space to $C_{\Omega}$ at $p$ ($H$ is unique as $\partial \Omega$ is $C^1$ regular), and set $\Pi = \partial H$. By (2.7), $\Sigma \subset H$. Consider the half-space $T_p\Sigma$. By the Hopf maximum principle, if $T_p\Sigma \subset \Pi$, then there is a neighborhood $\Sigma'$ of $p$ in $\Sigma$ with $\Sigma' \subset \Pi$. As $\Pi \cap C_{\Omega} = \emptyset$, contradicts assumption (e), i.e., that $\Sigma \cap B \subset C_{\Omega}$. Hence, $T_p\Sigma \subset \Pi$, while $B \subset \partial C_{\Omega}$ implies $T_pB \subset \Pi$. Since $T_pB$ is not vertical (either by assumption (a), or because, in this specific case, it is actually contained into $\{x_3 = T_+\}$, and
thus is horizontal), we conclude that $|\nabla_\Sigma x_3|(p) < 1$ and so (2.12) holds. In fact, as we will use later, this argument implies

$$(2.15) \quad |\nabla_\Sigma x_3| < 1 \text{ for any } p \in B \cap \{x_3 > 0\}. $$

We now show that, after possibly moving $t_0$ toward $T_+$, (P1)-(P5) hold for $t \in (t_0, T_+)$. Indeed, (2.12), immediately gives a $t_0$ so (P1) and (P2) hold for every $t \in (t_0, T_+)$. Up to moving $t_0$, this implies (P3) holds for $t \in (t_0, T_+)$. In particular,

$$(2.16) \quad \Sigma \cap \{x_3 > t_0\} = \text{graph of a smooth function over } \pi(\Sigma \cap \{x_3 > t_0\}).$$

By (2.8) and (2.14), we have that

$$(2.17) \quad \{x_3 > t_0\} \cap (C_\Omega \setminus \Sigma) = \{x_3 > t_0\} \cap \bigcup_{i=0}^{N} U^i.$$ 

By the convex hull property, each component of $\{x_3 > t_0\} \cap (C_\Omega \setminus \Sigma)$ must intersect $\partial C_\Omega$. Hence, it follows from assumptions (c) and (f) that $\{x_3 > t_0\} \cap (C_\Omega \setminus \Sigma) = \{x_3 > t_0\} \cap (U^0 \cup U^1)$. Hence, as (2.9) does not hold and $\Sigma$ defines a cell structure in $C_\Omega \cap \{x_3 > t_0\}$

$$\Sigma_{t^+} = \partial A_{t^+}^0 \cap \partial A_{t^+}^1,$$

$$\{T_+ > x_3 > t\} \cap C_\Omega = \{T_+ > x_3 > t\} \cap (\Sigma_{t^+} \cup A_{t^+}^0 \cup A_{t^+}^1),$$

for every $t \in (t_0, T_+)$. This immediately implies, that after moving $t_0$ toward $T_+$ by any amount, (P5) holds for $t \in (t_0, T_+)$. Moreover, combining this with (2.12) implies that, possibly up to further moving $t_0$ toward $T_+$, (P4) hold for $t \in (t_0, T_+)$ — see Figure 6.

**Step five**: We show that $G = (0, T_+)$. Suppose instead that

$$t_1 = \sup \{t < T_+ : t \notin G\} > 0.$$ 

We prove that $t_1 \notin G$ by showing that $[t_1, T_+) \subset G$ implies the existence of $\delta > 0$ such that $(t_1 - \delta, T_+) \subset G$. By continuity, it is clear that if (P1) and (P2) hold at $t = t_1$, then they hold whenever $|t - t_1| < \delta$ for some $\delta > 0$. The implicit function theorem, the validity of (P1) and (P2) for $|t - t_1| < \delta$ and the fact that (P3) already holds for $t \in [t_1, T_+)$, together imply that, up to decreasing, $\delta$, (P3) holds for $t \in (t_1 - \delta, T)$. Finally, the argument used above to deduce that (P4) and (P5) hold on $(t_0, T_+)$ from the fact that (P1), (P2) and (P3) hold on $(t_0, T_+)$ can be repeated verbatim with $(t_1 - \delta, T)$ in place of $(t_0, T_+)$. We have thus proved that $t_1 \notin G$: in particular, (P1)–(P5) hold for every $t \in (t_1, T_+)$, but at least one of them fails at $t = t_1 > 0$. We now exclude these five possibilities to reach a contradiction. This will ultimately prove that we cannot have $t_1 > 0$, and thus that $t_1 = 0$ and so $G = (0, T_+)$. First, we show there is no infinitesimal symmetry at $t = t_1$ when $t_1 > 0$.

**Proof there is no infinitesimal symmetry at $t = t_1 > 0$**: It is true that

$$(2.18) \quad \text{if } t_1 > 0, p \in \Sigma \cap \{x_3 = t_1\} \setminus Q \text{ and } T_\Sigma \neq \{x_3 = 0\}, \text{ then } R_0(T_p \Sigma) \neq T_p \Sigma.$$ 

We argue by contradiction and suppose $R_0(T_p \Sigma) = T_p \Sigma$. As $T_p \Sigma \neq \{x_3 = 0\}$, $T_p \Sigma \cap \{x_3 > 0\}$ is non-empty. Hence, there is a component, $\Sigma^+_{t_1}$ of $\Sigma^+_t$ so that $p \in \Sigma^+_{t_1}$. As (P1) holds for $t > t_1$, $\Sigma^+$ is regular in $\{x_3 > t_1\} \cap C_\Omega$. Set $V' = \Sigma^+_{t_1} \cap \{x_3 > t_1\} \cap C_\Omega$. Since $V'$
Proof that $t > t_1$ by an angle $\theta$ around the $x_2$ axis, with the convention that $H_{\theta_2}$ in this picture corresponds to $\theta_2 > 0$.

$U^0 \cap \{ t_1 < x_3 < T_+ \} \subset A_{t_1}^0$ so $V'$ is open in $C_{\Omega} \cap \{ x_3 > t_1 \}$. As (P4) holds for $t > t_1$, there is a connected component $V$ of $V'$ so that $\Sigma^+ \subset \partial V$ in $C_{\Omega} \cap \{ x_3 > t_1 \}$. Moreover, as $V' = \bigcup_{t > t_1} A_{t_1}^0$, the fact that (P5) holds for $t > t_1$ implies $R_{t_1}(V') \subset U^0$ and so $R_{t_1}(V) \cap \Sigma = \emptyset$. That is, the hypotheses of Lemma 2.3 hold in $U = C_{\Omega}$. Hence,

(2.19) \[ R_{t_1}(\Sigma^+) \cap C_{\Omega} \subset \Sigma \]

By the convex hull principle for stationary varifolds, $B \cap \Sigma^+ \neq \emptyset$ and so there is a $q \in B \cap \Sigma^+$. Observe that as $\Sigma^+ \subset \Sigma_{t_1}^0$, $x_3(q) > t_1$. By hypotheses (e), $R_0(\Sigma^+) \cap \partial C_{\Omega} \subset B$ and so (2.19) implies

\[ \{ q, R_{t_1}(q) \} \subset \pi^{-1}(\pi(q)) \cap \Sigma \subset B. \]

If $t_1 \geq \frac{1}{2} T_+$ this implies $q, R_{t_1}(q) \in B_0$, contradicting $B_0$ being a graph. If $t_1 \in (0, \frac{1}{2} T_+)$, then $R_{t_1}(q) \in B_{0-}$ and $x_3(R_{t_1}(q)) > x_3(R_0(q))$, a contradiction to $R_0(B_{0-}) \supset B_{0-}$, i.e., (b). From this we conclude that (2.18) holds.

Proof that $t_1 \not\in G$ and $t_1 > 0$ imply (P1) holds at $t = t_1$. If (P1) fails at $t = t_1$, then

(2.20) \[ \exists p \in \text{sing}(\Sigma) \cap \{ x_3 = t_1 \}. \]

As $\text{sing}(\Sigma) \cap B = \emptyset$, $t_1 < T_+$, and $Q$ is a finite set of points, there is $R > 0$ such that $\Sigma$ is a minimal Plateau surface without boundary in $B_R(p) \setminus \{ p \}$. Moreover, by (P3) and $(t_1, T_+ \subset G$, one has that $\Sigma \cap B_R \cap \{ x_3 > t_1 \}$ is a graph of locally bounded slope. Since $\Theta(\Sigma, p) < 2$ and $p \in \text{sing}(\Sigma)$, Lemma 2.1 implies that $\Sigma$ is a minimal Plateau surface in $B_R(p)$ and that $p$ is a Y-point of $\Sigma$, with the spine of the tangent $Y$-cone $T_p \Sigma$ lying in the horizontal plane $\{ x_3 = 0 \}$. Thus, up to rotating $\Sigma$ around the $x_3$-axis,

(2.21) \[ T_p \Sigma = H_{\theta_1} \cup H_{\theta_2} \cup H_{\theta_3}, \text{ where } |\theta_3| \leq 30, \theta_1 = \theta_2 + 120, \theta_3 = \theta_2 - 120; \]

see Figure 7. Let $W^3$ be the region of $\mathbb{R}^3 \setminus T_p \Sigma$ between $H_{\theta_1}$ and $H_{\theta_2}$ and likewise let $W^2$ be the region between $H_{\theta_1}$ and $H_{\theta_2}$ and $W^1$ the region between $H_{\theta_2}$ and $H_{\theta_3}$. Appealing to Lemma 2.3, let $C(T_p \Sigma) = \{ W^1, W^2, W^3 \}$ and let $U^j = \mathcal{T}_p(W^j)$ be the cells in $C(\Sigma)$ that correspond to $W^j$, $j = 1, 2, 3$. By Lemma 2.3 $\mathcal{T}_p$ is injective and so $U^j \neq U^k$ for $j \neq k$. 

**Figure 7.** The half-plane $H_\theta$ is defined by a rotation of $H = H_0 = \{ x_3 = 0, x_1 \geq 0 \}$ by an angle $\theta$ around the $x_2$ axis, with the convention that $H_{\theta_2}$ in this picture corresponds to $\theta_2 > 0$. 


We claim \( \theta_2 = 0, \theta_1 = 120, \theta_3 = -120 \). Suppose \( \theta_2 > 0 \). In this case, \( H_{\theta_1} \) and \( H_{\theta_2} \) both meet \( \{ x_3 > 0 \} \), and so \( W^1, W^2 \) and \( W^3 \) all meet \( \{ x_3 > 0 \} \) (this is exactly the situation depicted in Figure 7). As (P5) holds for \( t \in (t_1, T_+) \), this means that \( \{ U^{i_1}, U^{i_2}, U^{i_3} \} = \{ U^0, U^1 \} \) which is impossible as the three regions must be distinct. Hence, \( \theta_2 \leq 0 \), see Figure 8. In this case, only \( W^2 \) and \( W^3 \) intersect \( \{ x_3 > 0 \} \) and so, as (P5) holds for \( t \in (t_1, T_+) \), \( U^{i_2}, U^{i_3} \} = \{ U^0, U^1 \} \). Thus, there are two cases, (2.22) either \( U^{i_2} = U^1 \) and \( U^{i_3} = U^0 \), or \( U^{i_2} = U^0 \) and \( U^{i_3} = U^1 \).

The validity of (P4) for \( t \in (t_1, T_+) \) implies that either in the first case of (2.22) that \( R_0(W^0) \cap \{ x_3 < 0 \} \subset W^3 \) and in the second that \( R_0(W^2) \cap \{ x_3 < 0 \} \subset W^2 \). In the first case, \(-\theta_1 \geq \theta_2 \) while, by (2.21), \( \theta_2 + 120 = \theta_1 \leq -\theta_2 \) and so \( \theta_2 \leq -60 \). This contradicts \( \theta_2 \in [-30, 0] \) and so does not occur. In the second case, \(-\theta_1 \leq \theta_3 \), and so combined with (2.21) one has \( 0 \leq \theta_1 + \theta_3 = 2\theta_2 \leq 0 \) and so \( 2\theta_2 = \theta_1 + \theta_3 = 0 \). This verifies the claim that \( \theta_2 = 0, \theta_1 = -120, \) and \( \theta_3 = 120 \). In particular, \( R_0(T_p \Sigma) = T_p \Sigma \), however this contradicts (2.18) and so (P1) holds at \( t = t_1 \).

Proof that \( t_1 \in G \) and \( t_1 > 0 \) imply that (P2)–(P5) holds at \( t = t_1 \): If (P2) does not hold for \( t = t_1 \), then, by (2.15), there is a point \( p \in \{ x_3 = t_1 \} \cap \Sigma, p \notin B \) such that \( \nabla x_3 (p) = 1 \) – recall, \( \Sigma \cap \{ x_3 = t_1 \} \) consists of regular points as (P1) has already been established at \( t = t_1 \). Hence, \( T_p \Sigma \) is vertical and so \( T_p \Sigma \neq \{ x_3 = 0 \} \) and \( R_0(T_p \Sigma) = T_p \Sigma \). As this contradicts (2.18), (P2) must hold for \( t = t_1 \). (P3) follows immediately from (P1), (P2) and the fact that (P3) holds for \( t > t_1 \).

If (P4) holds for \( t \in (t_1, T_+) \) but fails at \( t = t_1 \), one must have that

\[
R_{t_1} (A^0_{t_1}) \cap \{ x_3 < t_1 \} \cap C_{t_1} \subset U^0,
\]

holds but

\[
R_{t_1} (A^0_{t_1}) \cap \{ x_3 < t_1 \} \cap C_{t_1} \not\subset U^0
\]
does not. Therefore, there is \( p \in \partial U^0 \cap \partial (R_{t_1} (A^0_{t_1})) \cap \{ x_3 < t_1 \} \cap C_{t_1} \). Since

\[
\partial (R_{t_1} (A^0_{t_1})) \cap \{ x_3 < t_1 \} \subset R_{t_1} (\Sigma_{t_1}^+)
\]

and (P1) holds for \( t \geq t_1 \), we see that \( p \) is a regular point of \( R_{t_1} (\Sigma_{t_1}^+) \). However, as \( p \in \partial U^0 \cap C_{t_1} \), we also have \( p \in \Sigma \) and so applying Lemma 2.2 gives \( R_{t_1} (\Sigma_{t_1}^+) \subset \Sigma \) and this yields a contradiction as in the proof of (2.18). Hence, (P4) holds at \( t = t_1 \).
Finally, if (P5) fails for \( t = t_1 \), we can find \( U^k \) with \( k \neq 0, 1 \) such that \( \bar{U}^k \cap \{ x_3 = t_1 \} \neq \emptyset \). Up to relabeling, we can set \( k = 2 \), and thus consider the existence of \( p \in \bar{U}^2 \cap \{ x_3 = t_1 \} \). By assumption (c), \( \bar{U}^2 \cap (C_\Omega)_{0^+} = \emptyset \) and so \( p \in C_\Omega \). Moreover, the validity of (P5) for \( t > t_1 \) implies that \( \bar{U}^2 \subset \{ x_3 \leq t_1 \} \) and so \( p \in \partial \bar{U}^2 \cap C_\Omega \subset \Sigma \). In fact, as (P1) holds at \( t = t_1 \), \( p \in \text{int}(\Sigma) \). Given that \( \Sigma \) agrees with \( \partial \bar{U}^2 \) near \( p \), one has \( \nabla_{\Sigma} x_3(p) = 0 \). Hence, the strict maximum principle implies \( x_3 = t_1 \) on \( B_r(p) \cap \Sigma \) for some small \( r > 0 \). As (P1) is an open condition, there is \( \delta > 0 \) so that \( \Sigma_1 = \Sigma \cap \{ x_3 > t_1 - \delta \} \) is a regular minimal surface with boundary in \( \{ x_3 > t_1 - \delta \} \cap C_\Omega \). In particular, we may apply the standard unique continuation principle for smooth minimal surfaces to \( \Sigma_1 \) and the connected surface \( \Sigma_2 = \Omega \times \{ t_1 \} \) to see that \( \Sigma_2 \subset \Sigma_1 \subset \Sigma \). This contradicts (2.9) and so conclude (P5) holds at \( t = t_1 \). Hence, if \( t_1 \notin G \) and \( t_1 > 0 \), then \( t_1 \in G \). and so \( t_1 = t_0 = 0 \) and \( G = (0, T_+) \).

**Step Six:** To conclude the proof we first observe that \( G = (0, T_+) \) immediately implies (i) and (ii) hold. We are left to show conclusion (iii), namely the existence of \( \epsilon > 0 \) so that \( \Sigma \) is a minimal Plateau surface in \( \{ x_3 > -\epsilon \} \). As \( G = (0, T_+) \), \( \Sigma \cap \{ x_3 > 0 \} \) is a regular minimal surface with boundary, so we need only check that \( Q \cap \{ x_3 < \epsilon \} = \emptyset \) for a suitable \( \epsilon > 0 \). As \( Q \) is a finite set contained in \( C_\Omega \), we only need to check that if \( p \in \{ x_3 = 0 \} \cap \Sigma \cap C_\Omega \), then \( p \notin Q \). Clearly, there is an \( r > 0 \) so that \( \Sigma \) is a minimal Plateau surface without boundary in \( B_r(p) \setminus \{ p \} \). Obviously \( \bar{\Theta}(\Sigma, p) < 2 \), and since \( G = (0, T_+) \), \( \Sigma \cap \{ x_3 > 0 \} \) is a graph of locally bounded slope. By Lemma 2.1, \( p \) is either a regular or a \( Y \)-point, so it does not belong to \( Q \), as claimed.

3. **Rigidity for minimal Plateau surfaces in a slab**

In this section we prove the rigidity of minimal Plateau surfaces in a slab with symmetric convex boundary. We begin by proving topological rigidity in Proposition 3.1, which consists in showing that such minimal Plateau surfaces are simple bi-graphs. Combined with the previous section and a moving planes argument of Pyo (Pyo12) this will complete the proof Theorem 1.2. This topological rigidity is an extension of an argument of Ros (Ros96) to minimal Plateau surfaces. Note that Ros’s argument uses the Lopez-Ros deformation (LR91) and so is special to \( \mathbb{R}^3 \).

**Proposition 3.1 (cf. Theorem 1 of Ros96).** Let \( \Sigma \subset \{ |x_3| \leq 1 \} \) be a connected minimal Plateau bi-graph with \( \partial \Sigma = \Gamma \times \{ \pm 1 \} \) where \( \Gamma \subset \mathbb{R}^2 \) is convex. If \( \Sigma \) is symmetric across \( \{ x_3 = 0 \} \) and \( \Sigma \) defines a cell structure in \( \{ |x_3| < 1 \} \), then \( \Sigma \) is simple.

**Proof.** Let \( \Sigma_\pm = \Sigma_\pm^{0+} = \Sigma \cap \{ x_3 > 0 \} \). The symmetry of \( \Sigma \) and the fact that it is a bi-graph implies that \( \Sigma_\pm \) is a regular minimal surface with boundary whose interior is a graph over \( \{ x_3 = 0 \} \). In particular, as \( \Sigma \) is connected, \( \Sigma_\pm \) is a connected planar domain. One readily checks that at the points of \( \{ x_3 = 0 \} \cap \partial \Sigma_\pm \), \( \Sigma \) either intersect \( \{ x_3 = 0 \} \) orthogonally (if the point is a regular point of \( \Sigma \)) or intersect at an angle of 120° (if the point is a \( Y \)-point of \( \Sigma \)). There must exist such points as \( \Sigma \) is connected. In fact, as \( \Sigma \) defines a cell structure in \( \{ |x_3| < 1 \} \) one must have either \( \{ x_3 = 0 \} \cap \Sigma \subset \text{reg}(\Sigma) \) or \( \{ x_3 = 0 \} \cap \Sigma = \text{sing}(\Sigma) \) – see Figure 3(b). That is, either \( \Sigma \) is regular or every component of \( \Sigma_\pm \cap \{ x_3 = 0 \} \) consists of \( Y \)-points and bounds a disk in \( \Sigma \).

If \( \Sigma \) is regular, then this means \( \Sigma_\pm \) solves the free boundary Plateau problem for the data \( (\Gamma_+, \{ x_3 = 0 \}) \) in the sense of Ros96 and so is an annulus by Ros96 Corollary 3. It immediately follows that \( \Sigma \) is also an annulus and so is simple.
If $\Sigma$ is singular, then the constant contact angle with $\{x_3 = 0\}$, continues to imply that every non-null homologous loop in $\Sigma_+$ has vertical flux. Indeed, let $\sigma$ be an (oriented) component of $\partial \Sigma_+$ that meets $\{x_3 = 0\}$ at $120^\circ$. Let $\nu_\sigma$ is the outward conormal to $\sigma$ in $\Sigma_+$ and let $n_\sigma$ be the outward normal to $\sigma$ in $\{x_3 = 0\}$. Clearly, $\nu_\sigma(p) = -\frac{1}{2}n_\sigma(p) - \frac{\sqrt{3}}{2}e_3$ and so,

$$\text{Flux}(\sigma) = \int_\sigma \nu_\sigma dH^1 = -\frac{1}{2} \int_\Sigma n_\sigma dH^1 - \frac{\sqrt{3}}{2} \mathcal{H}^1(\sigma)e_3 = -\frac{\sqrt{3}}{2} \mathcal{H}^1(\sigma)e_3$$

where the last equality follows from applying the divergence theorem in $\{x_3 = 0\}$. As any closed curve in $\Sigma_+$ is homologous to some linear combination of the components of $\{x_3 = 0\} \cap \partial \Sigma_+$, it follows that $\Sigma_+$ has vertical flux for each closed curve.

To complete the proof we use the Lopez-Ros deformation [LR91] to reduce to the regular case. To that end consider the Weierstrass data $(M, \eta, G)$ of $\Sigma_+$. Here $M$ is the underlying Riemann surface structure of $\Sigma_+$, $\eta$ is the (holomorphic) height differential (i.e., the complexification of $dx_3$) and $G$ is the meromorphic function given by the stereographic projection of the Gauss map (of the outward normal). This data produces a conformal embedding of $\Sigma_+$ by $M$

$$F : M \to \Sigma^+ \subset \mathbb{R}^3$$

given by

$$F(p) = \text{Re} \int_p^{p_0} \left( \frac{1}{2}(G^{-1} - G), \frac{i}{2}(G^{-1} + G), 1 \right) \eta.$$

Let $\partial_+ M$ be the component of $\partial M$ sent to $\Gamma \times \{1\}$ and let $\partial_- M = \partial M \setminus \partial_+ M$ be the components sent to $\Sigma_+ \cap \{x_3 = 0\}$. As $\Sigma_+$ meets $\{x_3 = 0\}$ at $120^\circ$, one has $|G| = \gamma_0 = \frac{\sqrt{3}}{3} > 0$, is constant on $\partial_- M$. As observed by Lopez-Ros [LR91], because the flux of $\Sigma_+$ is vertical, the Weierstrass data $(M, \eta, \gamma_0^{-1}G)$ produces a conformal immersion $F' : M \to \Upsilon_+ \subset \mathbb{R}^3$ of a new (possibly immersed) minimal surface with boundary $\Upsilon_+$. The properties of the Lopez-Ros deformation ensure that $\partial \Upsilon_+ \subset \{x_3 = 1\} \cup \{x_3 = 0\}$ and $F(\partial_+ M) = \partial \Upsilon_+ \cap \{x_3 = 1\}$ is convex – see [PR93, Lemma 2] while $\Upsilon_+$ meets $\{x_3 = 0\}$ orthogonally. It follows that the set $\Upsilon = \Upsilon_+ \cup R_0(\Upsilon_+)$ given by taking the union of $\Upsilon_+$ with its reflection across $\{x_3 = 0\}$ gives a connected smooth minimal (possibly immersed) surface whose boundaries are convex curves lying on $\{x_3 = \pm 1\}$. By a result of Ekholm, Weinholtz and White [EWW02], $\Upsilon$ is embedded and so $\Upsilon_+$ solves the free boundary Plateau problem for the data $(\Upsilon_+, \{x_3 = 0\})$ in the sense of [Ros96] and so, as before, is an annulus by [Ros96, Corollary 3]. Hence, $\Sigma_+$ is an annulus and so $\Sigma$ is also simple in the singular case. 

We are now in a position to prove Theorem 1.2. For brevity we use Proposition 3.1 to allow us to appeal to a result of Pyo [Pyo12] to handle the case where the boundaries are circles, however, one could also work directly with moving planes argument used in [Pyo12] and avoid Proposition 3.1

**Proof of Theorem 1.2.** Let $\Omega \subset \mathbb{R}^2$ be the convex open domain so $\Gamma = \partial \Omega$. We first prove that $\Sigma$ is a simple minimal Plateau bi-graph, which is symmetric by reflection through $\{x_3 = 0\}$. This is immediate if $\Sigma$ is disconnected. Indeed, in that case, by the convex hull property we find that $\Sigma \subset \{x_3 = \pm 1\}$, and so $\Sigma = \Omega_- \cup \Omega_+$ where $\Omega_\pm = \Omega \pm e_3$. We thus assume that $\Sigma$ is connected, and claim that $\Sigma$ satisfies the hypotheses of Corollary 2.6 in $C_{\Omega}$ with $B = \Gamma_- \cup \Gamma_+$ and $Q = \emptyset$. 


Indeed, the only item that is not immediate is $\Sigma \setminus B \subset C_\Omega$. But this follows from the maximum principle of Solomon-White applied to $V_2$, the varifield associated to $\Sigma$, and appropriate catenoidal barriers. Hence, by Corollary 2.6, $\Sigma$ is a minimal Plateau bi-graph that is symmetric with respect to reflection across $\Sigma$, and appropriate catenoidal barriers. Hence, by Corollary 2.6, $\Sigma$ is a minimal Plateau bi-graph that is symmetric with respect to reflection across $\{x_3 = 0\}$. As $\Sigma$ is connected we may then appeal to Proposition 3.1 to see that $\Sigma$ is simple.

Finally, we treat the case that $\Gamma$ is a circle. To that end, let $\Sigma_+ = \Sigma \cap \{x_3 > 0\}$. As already observed this set is a regular minimal annulus with one boundary a circle in the plane $\{x_3 = 1\}$ and the other boundary meeting $\{x_3 = 0\}$ in a constant contact angle (either 90° or 120°). It now follows from the main result of [Pyo12] that $\Sigma_+$ is a piece of a catenoid. As such, $\Sigma$ is either a subset of Cat or of $\text{Cat}_Y$ depending on its regularity.

\[\Box\]

4. Global rigidity of minimal Plateau surfaces with two regular ends

In this section we prove Theorem 1.4. To do so we first establish certain elementary properties of the ends — specifically that asymptotically they are parallel and have equal, but opposite, logarithmic growth rate — this is entirely analogous to what is done in the regular case. As a consequence, we may appeal to Theorem 2.5 to conclude that $\Sigma$ is, after rotation and vertical translation, symmetric with respect to reflection across $\{x_3 = 0\}$ and that $\Sigma_+ = \Sigma \cap \{x_3 \geq 0\}$ is a graph of locally bounded slope. We conclude the proof by using complex analytic arguments — specifically a variant of the Lopez-Ros deformation [LR91] — to reduce to the case already considered by Schoen [Sch83]. We remark that one could also adapt the moving planes method with planes orthogonal to $\{x_3 = 0\}$ as is done in [Sch83] and [Pyo12] to give a direct proof of rotational symmetry of $\Sigma_+$ that avoids complex analytic methods entirely.

Let $\Sigma \subset \mathbb{R}^3$ be a minimal Plateau surface with two regular ends. In particular, following [Sch83], there is a compact set $K \subset \mathbb{R}^3$ so that

$$\Sigma \setminus K = \Gamma_1 \cup \Gamma_2$$

where there are rotations $S_1, S_2 \in SO(3)$ and a radius $\rho > 0$ so for $i = 1, 2$,

$$S_i \cdot \Gamma_i = \{(y, u_i(y)) : y \in \mathbb{R}^2 \setminus \bar{B}_\rho\}$$

and

$$u_i(y) = a_i \log |y| + b_i + c_i \cdot \frac{y}{|y|^2} + R_i(y)$$

where

$$|R_i(y)| + |y||\nabla R_i(y)| \leq C|y|^{-2}.$$

Let $P_i = S_i(\{x_3 = 0\})$, be the planes the $\Gamma_i$ are graphs over. One readily checks that $\lim_{\rho \to 0} \rho \Gamma_i = P_i$, that is, each $\Gamma_i$ is asymptotic to the plane $P_i$.

**Lemma 4.1.** One has $\lim_{R \to \infty} \frac{\mathcal{H}^2(\Sigma \cap \bar{B}_R)}{\pi R^2} = 2$. In fact, one has $P_1 = P_2 = P$ and $\lim_{\rho \to 0} \Sigma = P$ in $C_\infty^\infty(\mathbb{R}^3 \setminus \{0\})$. If $\Sigma$ is disconnected then $\Gamma = P'_1 \cup P'_2$ where $P'_i$ are disjoint planes parallel to $P$.

**Proof.** It is clear from the definition of regular end that $\lim_{\lambda \to 0} \lambda \Sigma = P_1 \cup P_2$ in $C^1(\mathbb{R}^3 \setminus \{0\})$. This proves the first claim. Suppose that $P_1 \neq P_2$ as both $P_1$ and $P_2$ are planes through the origin this means that there is a point $q \in \partial B_2 \cap P_1 \cap P_2$ so that $D_i = B_1(q) \cap P_i$ are two disks that meet transversely along a line segment. The
convergence of $\rho \Gamma_i$ to $P_i$ as $\rho \to 0$. Implies that for $\rho$ very small $D_i' (\rho) = \rho \Gamma_i \cap B_1 (q)$ is a graph over $D_i$ with small $C^1$ norm and so $D_i' (\rho)$ meets $D_2' (\rho)$ transversely along a curve in small tubular neighborhood of $D_1 \cap D_2$. This means that $\rho \Sigma$ is not a Plateau surface in $B_1$ (as the infinitesimal model is the transverse union of two planes) and so this cannot occur under the hypotheses of Theorem 1.4. Hence, $P_1 = P_2 = P$. The nature of the convergence and standard elliptic regularity implies the convergence may be taken in $C_{\infty}^{\infty} (\mathbb{R}^3 \setminus \{0\})$.

Finally, if $\Sigma$ is disconnected, then, as there are no compact minimal Plateau surfaces without boundary, there are exactly two connected components, $\Sigma_1$ and $\Sigma_2$ of $\Sigma$ corresponding to the ends $\Gamma_1$ and $\Gamma_2$. Clearly, each $\Sigma_i$ is a minimal Plateau surface and $\lim_{\rho \to 0} \Sigma_i = P_i = P$. By the monotonicity formula this implies each $\Sigma_i$ is a plane that is parallel to $P$ by definition.

Proof of Theorem 1.4. If $\Sigma$ is disconnected, then Lemma 4.1 implies $\Sigma$ is a pair of disjoint parallel planes and we are done. If $\text{sing}(\Sigma) = \emptyset$, then $\Sigma$ is a smooth minimal surface and so \cite{Sch83} applies and we are also done. As such we may assume $\Sigma$ is connected and $\text{sing}(\Sigma) \neq \emptyset$. In this case, up to an ambient rotation we may assume the the unique tangent plane at infinity, $P$, given by Lemma 4.1 is $P = \{x_3 = 0\}$. Let $u_i$ be the functions with the given asymptotics for the ends $\Gamma_i$. As $\text{sing}(\Sigma) = \emptyset$, there is still a freedom in the choice of the rotations $S_i$. For concreteness, choose the same rotation for both ends. As a consequence, by vertically translating $\Sigma$ appropriately, we may assume $b_1 + b_2 = 0$.

It follows from standard calculations (e.g., those in \cite{Sch83}) that the flux of each $\Gamma_i$ is vertical. In fact, if $\sigma_i$ is an appropriately oriented choice of generator for the homology of the annulus $\Gamma_i$, then

$$\text{Flux}(\sigma_i) = \int_{\sigma_i} \nu_3 d\mathcal{H}^1 = 2\pi a_1 e_3.$$ 

Hence, by the balancing properties of the flux -- which hold for minimal Plateau surfaces as they follow from \cite{Bryant} -- one has $2\pi a_1 + 2\pi a_2 = 0$. Up to relabelling, one may assume $a_1 \geq 0 \geq a_2 = -a_1$. In fact, by the strong half-space theorem \cite{HM1900}, $a_1 > 0 > a_2 = -a_1$.

Take $R > 1$ large and let $\Sigma_R = \Sigma \cap \bar{C}_R$ be the closed cylinder of radius $R$ centered on the $x_3$-axis. Our assumptions on $\Sigma$ and the properties of the ends imply that, for any $\epsilon > 0$, there is an $R_\epsilon > 0$ large so that, for $R > R_\epsilon$, $\Sigma_R - \epsilon e_3$ satisfies the hypotheses of Theorem 2.5. It follows that $\Sigma \cap \{x_3 > \epsilon\}$ and $\Sigma \cap \{x_3 < -\epsilon\}$ are both graphs over the plane $\{x_3 = 0\}$ and each is $\epsilon$ close to reflection across $\{x_3 = 0\}$ of the other. Taking $\epsilon \to 0$, it follows that $\Sigma \setminus \{x_3 = 0\}$ consists of two graphical components and is symmetric with respect to reflection across $\{x_3 = 0\}$.

To complete the proof one considers $\Sigma_+ = \Sigma \cap \{x_3 > 0\}$. As $\text{sing}(\Sigma) \neq \emptyset$, $\Sigma_+$ is a surface with one catenoidal end that meets $\{x_3 = 0\}$ along one boundary curve with constant contact angle equal to $120^\circ$. Observe that as $\Sigma_+$ has a catenoidal end, the underlying Riemann surface structure of $\Sigma_+$ is $M \setminus \{p_0\}$ where $M$ is a compact Riemann surface with boundary and $p_0 \not\in \partial M$. Let $(M \setminus \{p_0\}, \eta, G)$ be Weierstrass data for $\Sigma_+$ so $\eta$, is the height differential, and $G$, the stereographic projection of the Gauss map of the outward pointing normal. As $\Sigma_+$ has a catenoidal end, $\eta$ and $G$ both extend meromorphically to $M$ with $\eta$ having a simple pole at $p_0$ and $G$ a simple zero. Moreover, as $\Sigma_+$ meets $\{x_3 = 0\}$ at $120^\circ$, $|G| = \gamma_0 = \sqrt{\frac{3}{5}} > 0$ on $\partial M$. As in the proof of Proposition 3.1 the constant contact angle implies that
the flux over any closed loop in $\Sigma_+$ is vertical. Hence, by [LR91], the Weierstrass data $(M \setminus \{p_0\}, \eta, \gamma^{-1} G)$ parameterizes a new (possibly immersed) minimal surface with boundary $\Upsilon_+$ and this surface also has a regular end asymptotic to a vertical catenoid. Moreover, $\partial \Upsilon_+ \subset \{x_3 = 0\}$ and, as the boundary of $\Upsilon_+$ is parameterized by $\partial M$, the choice of Weierstrass data ensures $\Upsilon_+$ meets $\{x_3 = 0\}$ orthogonally. It follows that the set $\Upsilon = \Upsilon_+ \cup R_0(\Upsilon_+)$ given by taking the union of $\Upsilon_+$ with its reflection across $\{x_3 = 0\}$ gives a connected smooth minimal (possibly immersed) surface with two regular ends. As [Sch83] applies to immersed minimal surfaces, it follows that $\Upsilon$ is a vertical catenoid. As the Lopez-Ros deformation of a vertical catenoid is just a reparameterization of the original catenoid, it follows that $\Sigma_+$ is also a subset of a vertical catenoid. From this one immediately concludes that $\Sigma$ is a $\Upsilon$-catenoid. □

5. Further remarks and open questions

We conclude with some further remarks and questions about minimal Plateau surfaces in slabs. First of all, we observe that having appropriate boundary regularity seems to be essential to the proof of Theorem 1.2. This is something we explore more thoroughly in [BM20] and motivates the following question:

**Question 5.1.** Is it possible to find a circle $\Gamma$ in $\{x_3 = 0\}$ so that if $\Gamma_\pm = \Gamma \pm e_3 \subset \{x_3 = \pm 1\}$, then there is a minimal Plateau surface $\Sigma$ in $\mathbb{R}^3 \setminus \Gamma_- \cup \Gamma_+$ which does not possess rotational symmetry?

A plausible candidate surface would be to desingularize the union of an appropriately scaled pieces of $\text{Cat}$ and $\text{Cat}_Y$. Less clear is whether the orientability condition is necessary. This motivates the following questions:

**Question 5.2.** Fix two curves $\Gamma_0$ and $\Gamma_1$ in parallel planes – not necessarily convex. Is there a minimal Plateau surface $\Sigma$ with $\partial \Sigma = \Gamma_0 \cup \Gamma_1$ so that $\Sigma$ does not have an associated cell structure? Even if such examples exist for general choices of curves, does the conclusion of Theorem 1.2 still hold? I.e., is the cell condition unnecessary in the convex or circular case?

Theorem 1.2 applies to “unstable” minimal Plateau surfaces as well as to the physical “stable” ones. It would be interesting to rigorously produce examples of these sorts examples for large classes of curves. One approach would be to develop a min-max theory in this setting.

**Question 5.3.** Can one produce unstable singular minimal Plateau surfaces that span pairs of convex curves?

Alternatively, one could hope to develop a degree theory analogous to the theory developed by Meeks and White to study the space of minimal annuli spanning a pair of convex curves [MIW93, MIW91]. In particular, they show that generic pairs of convex curves are spanned by either no minimal annulus or exactly two, one stable and the other unstable. One may ask to what extent this generalizes to minimal Plateau surfaces that are topologically $\text{Cat}_Y$ – i.e. an annulus with a disk glued in.

**Question 5.4.** Can one characterize the space of Plateau minimal surfaces that are topologically $\text{Cat}_Y$ surfaces and span pairs of convex curves? For generic pairs are there exactly two such surfaces, one stable and one unstable?
The Convex Curves conjecture of Meeks [MI78] states that the only connected minimal surfaces spanning two convex curves in parallel planes are topological annuli. One may ask an analogous question in the Plateau setting.

**Question 5.5.** Must a singular minimal Plateau surface spanning a pair of convex curves be topologically $\text{Cat}_Y$? What if the curves are coaxial circles?

Theorem 1.2 shows the answer is yes when the curves are vertical translations of one another provided the surface is cellular – in the smooth setting this is a result of Ros [Ros96] and Schoen [Sch83].

Finally, catenoids possess an interesting variational property. Namely in [BB14] the authors show that an appropriate piece of the catenoid has the least area among minimal annuli whose boundaries lie in two fixed parallel planes. This was generalized in [CD16] who increased the class of competitors to a larger class of (smooth) minimal surfaces of different topological type. One may ask the same question in the class of singular minimal Plateau surfaces.

**Question 5.6.** Among minimal Plateau surfaces spanning two fixed parallel planes what is the least area singular surface? Is it an appropriate piece of $\text{Cat}_Y$?

Minimal Plateau surfaces with singularities are expected to arise as area minimizers when formulating Plateau’s problem for two parallel circles via the homotopic spanning condition introduced by Harrison and Pugh [HP16, DLGM17]; see, e.g., [KMS19 Figure 1-2(b)].
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