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Abstract—Federated learning (FL), as a type of distributed machine learning, is vulnerable to external attacks during parameter transmissions between learning agents and a model aggregator. In particular, malicious participant clients in FL can purposefully craft their uploaded model parameters to manipulate system outputs, which is known as a model poisoning (MP) attack. In this paper, we propose effective MP algorithms to attack the classical defensive aggregation Krum at the aggregator. The proposed algorithms are designed to evade detection, i.e., covert MP (CMP). Specifically, we first formulate the MP as an optimization problem by minimizing the Euclidean distance between the manipulated model and designated one, constrained by Krum. Then, we develop CMP algorithms against Krum based on the solutions of this optimization problem. Furthermore, to reduce the optimization complexity, we propose low complexity CMP algorithms having only a slight performance degradation. Our experimental results demonstrate that the proposed CMP algorithms are effective and can substantially outperform existing attack mechanisms, such as Arjun’s attack and the label flipping attack. More specifically, our original CMP can achieve a high rate of the attacker’s accuracy (∼90%). For example, in our experiments using the MNIST dataset, the proposed CMP attacking algorithm against Krum can successfully manipulate the aggregated model to incorrectly classify a given digit as a different one (e.g., 9 as 8). Meanwhile, our CMP algorithm with an approximated constraint can achieve a rate of 87% in terms of the attacker’s accuracy (attacker-desired results), with a 73% complexity reduction compared to the original CMP.

Index Terms—Federated learning, model poisoning attack, robust aggregation.

I. INTRODUCTION

With the development of Internet of Things (IoT), various end devices, such as sensors and smart phones, can generate very large amounts of data and send them to cloud servers for processing [1], [2], [3], [4], [5]. Big-data-driven artificial intelligence (AI) has been widely applied in many aspects of modern society. As a result, data privacy and confidentiality have become of increasing concern as such data often contain clients’ sensitive information [6], [7], [8], [9]. Federated learning (FL), emerging as a promising distributed machine learning paradigm [10], is capable of pushing model training to end devices without directly exposing their private training data. In FL, end-user clients collaboratively train a common model in an iterative process by sharing models trained individually on local datasets with an aggregator, or server, that redistributes the model back to the clients for further training. Therefore, in recent years, a wide range of privacy-sensitive applications have been developed along with FL, such as Emoji prediction [11], visual object detection for safety [12], etc.

Although FL can help preserve clients’ privacy, it is possibly trained across a fleet of unreliable clients with private and uninspectable datasets, compared with distributed datacenter learning and centralized learning schemes. Therefore, a new attack framework on federated training systems has been explored [13], [14], [15], i.e., model poisoning attacks. Model poisoning takes advantage of the observation that a client participating in FL can directly influence parameters of the joint model. In model poisoning, the attacker may take over a number of clients and manipulates the local model parameters sent from these clients to the server during the learning process [16]. For example, with model poisoning, a competitor can degrade the performance of an FL model or achieve its own goals by a particular Trojan trigger [16], [17]. In addition, a client compromised by an attacker (or malicious client) can also incorporate the evasion of potential defenses into its loss function during training.

Because of these vulnerabilities, defense mechanisms for FL have drawn considerable attention. Detection methods based
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on model validation have been proposed to capture anomalous models uploaded by clients, and reduce the weighting of these models when performing aggregation [18], [19]. However, these detection methods, relying on an auxiliary validation dataset, will increase the risk of privacy leakage and may be impractical for real-time training due to high complexity. As an alternative type of defense mechanisms, robust aggregation rules offer low complexity and no additional privacy concerns [20], [21]. To be specific, in Krum [20], for each client’s model, the server will calculate the sum of its Euclidean distances to the models of other clients, and select the one that has the minimum sum. In comparison with the detection methods relying on auxiliary validation datasets, Krum can effectively mitigate the impact of unreasonable models or privacy with low complexity and will not increase the risk of the privacy leakage. In addition, we can note that Krum has already been widely adopted as the baselines in many works [22], [23].

In this paper, we are interested in proposing model poisoning attacks against the above robust aggregation rule (Krum) implemented at the server. The proposed attack approach, termed covert model poisoning (CMP), will stealthily induce the server to adopt compromised models from malicious clients. It is expected that the designed CMP will degrade the original FL model or otherwise achieve the attacker’s purposes (here, and throughout, the attacker refers to the set of clients colluding in an attack).

The main contributions of this paper can be summarized as follows:

- We formulate model poisoning as an optimization problem by minimizing the Euclidean distance between the manipulated model and a designated one (beneficial to the malicious clients), constrained by a defensive aggregation rule. Then, we develop CMP algorithms against the Krum robust aggregation rule according to the solutions of their corresponding optimization problems.
- We also propose a low complexity CMP algorithm for Krum with a slight performance degradation. In this algorithm, we reduce the search dimension of the optimization problem compared to the summations of Euclidean distances among the clients.
- We conduct extensive experiments on real-word datasets, i.e., MNIST, CIFAR and House Pricing datasets. The experimental results demonstrate that the proposed CMP algorithms are more effective than existing attack mechanisms, such as Arjun’s attack and the label flipping attack. More specifically, our original CMP can achieve a high rate of attacker’s accuracy (≈ 90%). For instance, the aggregated model can be manipulated successfully by the CMP under Krum, and then wrongly identify a given digit 9 as 8 in MNIST. Meanwhile, our CMP with approximated constraint achieves a rate of 87% in terms of the attacker’s accuracy and a 73% complexity reduction relative to the original CMP.

The rest of this paper is organized as follows. Section II introduces relevant background. A detailed description of the proposed algorithms is given in Section III. Further analysis and limitations of our proposed algorithms are presented in Section IV. Section V introduces the experimental setup. In Section VI, the experimental results are presented and discussed. The related work is introduced in Section VII. Finally, this paper is concluded in Section VIII.

II. PRELIMINARIES

In this section, we will present preliminaries and related background knowledge on FL and model poisoning attacks.

A. Federated Learning

As a kind of decentralized training frameworks [11], FL can preserve clients’ private information by its unique distribution learning mechanism. In details, all participants \(C_i, \forall i \in U, U = \{1, 2, \ldots, U\}\) only need to share the same learning objective and model structure, where the central server sends the current global model parameters to all clients in each communication round.

Then, each client uploads the model parameters after the local training procedure based on the shared global model and local datasets \(D_i, \forall i \in U\), and then all uploaded models will be averaged by the server as the current global model, which is expressed as

\[
\theta_i = \sum_{i \in U} p_i \theta_i^j,
\]

where \(\theta_i\) is the global model at the \(t\)-th communication round, \(\theta_j^i\) is the uploaded model of \(i\)-th client at the \(t\)-th communication round, \(p_i = |D_i|/|D|, \quad D = \sum_{i \in U} |D_i|\) and \(|\cdot|\) denotes the size of the set. At the server, the goal is to learn a model over data that resides at the \(U\) associated clients. Formally, this FL task can be expressed as

\[
\Theta = \arg \min_{\theta \in \Theta} F(D, \theta),
\]

where \(\Theta\) represents the domain of legal models, \(F(D, \theta) = \sum_{i \in U} p_i F(D_i, \theta)\) and \(F(D_i, \cdot)\) is the local objective function of the \(i\)-th client.

B. Model Poisoning Attacks

In FL, model poisoning attacks are a natural and powerful attack class [10], where malicious clients can directly manipulate updates to the central server. Fig. 1 shows a high level of model poisoning attack compared to the data poisoning attack. We will focus on settings where some number of clients collude with each other and craft the uploaded model parameters to achieve their goal in common. This can result in convergence to suboptimal models, or even lead to divergence. If malicious clients have access to the benign clients (updates and datasets), they may be able to craft their outputs to have similar variances and magnitudes as the correct model updates, making them difficult to detect.

**Attacker’s Goal:** The goal of malicious clients can be classified into two categories: untargeted attacks and targeted attacks. Of particular importance to untargeted model makes the learnt model unusable and eventually lead to denial-of-service attacks [16]. For instance, the malicious clients may perform such attacks to its competitor’s FL system. In targeted poisoning attacks, the learnt model produces attacker-desired predictions
for particular testing examples, e.g., predicting spams as non-spams and predicting attacker-desired labels for testing examples with a particular trojan trigger (these attacks are also known as backdoor/trojan attacks [13]).

**Participant Collusion:** An important axis to evaluate in the context of specific federated settings is the capability of participant collusion. Intuitively, the malicious clients may be more effective if they are able to coordinate their poisoned updates than if they acted individually. Collusion may not happen in ‘real time’ (within-update), but rather across model updates (cross-update collusion).

Clearly, defining and describing these capabilities and goals are necessary for the community. In Table I, we provide a detailed characteristics description of malicious clients’ capabilities and goals that can be studied.

### III. PROPOSED COVERT MODEL POISONING

In this section, we will propose CMP algorithms against the Krum aggregation rule with the aim of targeted and untargeted attacks.

#### A. Problem Formulation for CMP

In the model poisoning attack, the malicious clients manipulate their uploaded models to influence the behavior of the learning algorithm according to predefined goals. We assume that there exists $M$ malicious clients, and they will directly alter the outputs (local training models) to bias the learned model towards to the attacker’s objective function $F_A(\cdot)$ (a purpose of all malicious clients in common). This attacker’s objective function is constructed to achieve the attacker’s goal and is not the legitimate clients’ objective function $F(\cdot)$, e.g., mislead a spam filter to pass certain types of spam emails. We also define $B$ as the number of benign clients and we have $M + B = U$. We define $\mathcal{M}$ as the set of these malicious clients, $\mathcal{B}$ as the set of benign clients, and $\mathcal{U}$ as the set of all clients, where $\mathcal{M} \subseteq \mathcal{U}$ and $\mathcal{B} = \mathcal{U} / \mathcal{M}$. In details, in each communication round, each benign client computes a local parameter vector $\theta_i, \forall i \in \mathcal{B}$, but each malicious client provides an unreliable parameter vector $\hat{\theta}_i, \forall i' \in \mathcal{M}$. With a specific aggregation rule and all uploaded models, the server can update the global model. A traditional aggregation rule is to average the local model parameters as the global model parameters. For example, considering the mean aggregation rule, the aggregated model parameter $\hat{\theta}$ can be expressed as

$$\hat{\theta} = \frac{1}{B} \sum_{i \in \mathcal{B}} p_i \theta_i + \frac{1}{M} \sum_{i' \in \mathcal{M}} p_{i'} \hat{\theta}_{i'},$$  

(3)

where $p_i$ and $p_{i'}$ are the aggregated weights as same as (1). Due to the existence of the unreliable parameter vectors from malicious clients, the performance of the aggregated model $\hat{\theta}$ may be bad.

However, the goal of the malicious clients is usually to find a set of $M$ local poisoning models that minimizes the objective function $F_A(\cdot)$ when they are uploaded to the server. Hence, we can formulate the attacker’s objective of each communication round as the following optimization problem

$$\hat{\theta}_M^* = \arg \min_{\hat{\theta}} F_A(\hat{\theta}),$$  

s.t. $\hat{\theta} = A(\hat{\theta}_{i'}; \theta_i), \forall i' \in \mathcal{M}, i \in \mathcal{B}$,  

(4)

where $A$ represents the aggregation rule and $\hat{\theta}_M^* = \{\hat{\theta}_{i'} | i' \in \mathcal{M}\}$ represents the optimal poisoning models.
B. CMP for Krum Aggregation

Existing robust aggregations, such as Krum [20], usually select one or several trust models of U local models and then perform average process using them. In details, for each local model $\theta_i$, the server with Krum computes the $U - M - 2$ local models that are the closest to $\theta_i$, with respect to Euclidean distance. Moreover, the server computes the sum of the distances between $\theta_i$ and its closest $U - M - 2$ local models. Krum selects the local model with the smallest sum of distances as the global model. When $M < U/2$, Krum has theoretical guarantees for the convergence for certain objective functions.

We will consider two types of practical knowledge backgrounds. In the case of full knowledge background, the malicious clients know the local training datasets and local models [25] of all the clients as well as the aggregation rule [16]. In particular, malicious clients could know the aggregation rule in various scenarios. For instance, the service provider may make the aggregation rule public to increase transparency and trust of the FL system. In addition, malicious clients can obtain access to the local training datasets and local models of benign clients via the Trojan Horse programs [26]. We can notice that when considering the full knowledge background, the attacker knows the local training datasets and uploaded models of benign clients as well as the aggregation. The attacker cannot change these training datasets and uploaded models of benign clients to manipulate system outputs. It can only craft uploaded model parameters of malicious clients to manipulate global models. Thus, it is not trivial to find the optimum solution for crafted models due to the large-scale machine learning model parameters and the complex aggregation rule. In the case of partial knowledge background, besides the aggregation rule, malicious clients only knows their own global model, local training datasets and local models [24], [27]. We have to emphasize that it is meaningful to study the full knowledge scenario because this study represents the worst case similar. Further, we also use a shadow aggregator, designed by some one robust aggregation in the current communication round. Suppose $\hat{\theta}$ is the aggregated model by some one robust aggregation in the current communication round. Our goal is to craft the M local models of malicious clients such that the local models aggregated by the robust aggregation has the optimal solution to minimize $F_A(\hat{\theta})$. Therefore, under the Krum aggregation rule $A_{krum}$, our optimization problem can be expressed as

$$\hat{\theta}_M = \arg\min_{\hat{\theta} \in \theta \in M} F_A(\hat{\theta}),$$

s.t. $\hat{\theta} = A_{krum}(\hat{\theta}_i; \theta_i), \forall i' \in M, i \in B$. (5)

We know that the output of robust aggregations is an integer programming problem due to the selection operation. This optimization requires solving a bilevel problem in which the outer optimization amounts to minimize the attacker’s objective and the known dataset by the malicious clients, while the inner optimization corresponds to the aggregation rule on all received models. Since solving this problem is highly complex, previous work [28] has exploited gradient-based optimization, along with the idea of implicit differentiation. Under these conditions, it is possible to apply a gradient descent strategy to obtain a (possibly) local minimum of the optimization problem of (5) in an iterative manner.

Our proposed CMP algorithm against Krum is given as Algorithm 1. The core idea of this algorithm is to make $\hat{\theta}_{1,k+1}$ be selected successfully by Krum in addition to minimizing the objective $F_A(\cdot)$, since the rule of Krum is to select one of local models as the global model at the next communication round. We use the gradient descent method to minimize the objective $F_A(\cdot)$. In order to make the crafted model be selected successfully by Krum, we craft local models of other compromised clients (except for the first client) by adding random and small noise to $\hat{\theta}_{1,k+1}$. In this way, all compromised clients’ models will look similar. Further, we also use a shadow aggregator, designed by available local models and datasets, to check whether the crafted model is selected, and then adjust the learning rate of the gradient descent.

First, we define the known dataset and local models by the malicious clients as $D_{\text{att}}$ and $\theta_{\text{att}}$, respectively. In the case of full knowledge background, we can obtain that $D_{\text{att}} = D_U$ and $\theta_{\text{att}} = \theta_U$, where $\theta_U \triangleq \{\theta_i | i \in U\}$ and $D_U \triangleq \{D_i | i \in U\}$. Correspondingly, in the case of partial knowledge background, we have $D_{\text{att}} = D_M$, $\theta_{\text{att}} = \theta_M$, where $\theta_M \triangleq \{\theta_i | i \in M\}$ and $D_M \triangleq \{D_i | i \in M\}$. With different degrees of the knowledge background, the algorithm optimizes all local models $\theta_M$ of malicious clients in each communication round, by updating their feature vectors according to a given direction obtained by the gradient descent strategy. Therefore, at the $t$-th
Algorithm 1: Original Covert Model Poisoning.

Require: The attack dataset $D_{\text{att}} = D_{\text{t}}$ (full knowledge) or $D_{\text{att}} = D_{\mathcal{M}}$ (partial knowledge), the global model $\theta^*$, the artificial noise variance $\sigma^2$, the noise norm threshold $\varepsilon$ (very small), the initial learning rate $\eta_0$, the decay rate for the learning rate $\lambda$ ($\lambda < 1$) and the threshold $\varsigma$.

1: $t \leftarrow 0$ (communication round counter)
2: while $t < T$ do
3: The malicious clients craft uploaded models as follows:
4: $\theta_{\text{att}}^{t} = \theta_{t}^{i}$ (if full knowledge) and
5: $\theta_{M}^{t} = \theta_{M}^{i}$ (if partial knowledge)
6: for $k \leftarrow 0$ (iteration counter)
7: repeat
8: $\hat{\theta}_{t,k+1}^{i} \leftarrow \Pi_{\Theta} (\hat{\theta}_{t,k}^{i} - \eta_{k} \nabla_{\hat{\theta}_{1}} F_{A}(\hat{\theta}_{t,k}^{i}))$
9: for $i = 2, 3, \ldots, M$ do
10: $n_{i} \leftarrow \mathcal{N}(0, \sigma^2)$
11: $\hat{\theta}_{t,k+1}^{i} \leftarrow \hat{\theta}_{t,k+1}^{i} + n_{i} \cdot \max\{1, \varepsilon/\|n_{i}\|\}$
12: end for
13: $\hat{\theta}_{M,k+1}^{i} = \{\hat{\theta}_{M,k+1}^{i} | \forall i \in \mathcal{M}\}$
14: $\hat{\theta}_{k+1}^{i} \leftarrow \Pi_{\Theta_{\text{krum}}} (\hat{\theta}_{M,k+1}^{i}; \theta_{\text{att}}^{t})$
15: if $\hat{\theta}_{k+1}^{i} \neq \hat{\theta}_{t,k+1}^{i}$ then
16: $\eta_{k+1} \leftarrow \lambda \eta_{k}$
17: $\hat{\theta}_{t,k+1}^{i} \leftarrow \hat{\theta}_{t,k}^{i}$
18: end if
19: $k \leftarrow k + 1$
20: until $\eta_{k} < \varsigma$
21: Output $\hat{\theta}_{M,k}^{i}$ as the crafted models
22: end while

communication round, the update rule can be expressed as

$$\hat{\theta}_{t,k+1}^{i} = \Pi_{\Theta} \left( \hat{\theta}_{t,k}^{i} - \eta_{k} \nabla_{\hat{\theta}_{1}} F_{A}(\hat{\theta}_{t,k}^{i}) \right),$$

where $\hat{\theta}_{t,k}^{i}$ is the poisoned model of the $i$-th client in the $k$-th iteration at the $t$-th communication round, $\Pi_{\Theta}$ represents the projection operator to project $\theta$ onto the feasible domain $\Theta$, to handle bounded feature values. Note that this update step should also enforce $\hat{\theta}_{t,k+1}^{i}$ to lie within the feasible domain $\Theta$, which can be typically achieved through the robust aggregation. Then, in order to achieve the goal of participant collusion, this algorithm will obtain the updated $\hat{\theta}_{t,k+1}^{i}$, $i = 2, 3, \ldots, M$ by adding slight noises (Gaussian noises with zero mean and $\sigma$ standard deviation) to $\hat{\theta}_{t,k+1}^{i}$. Each noise vector should be clipped by the clipping threshold $\varepsilon$. After updating the crafted models, this algorithm will check whether Krum selects $\hat{\theta}_{t,k+1}^{i}$ as the global model. If not, then we decrease the step size $\eta$ with a decay parameter $\lambda$. We repeat this process until Krum selects $\hat{\theta}_{t,k+1}^{i}$ or $\eta$ is smaller than a certain threshold $\varsigma$.

We can see that Algorithm 1 will craft attacking models to the best of known knowledge, and adopt the stochastic gradient descent (SGD) method based on the available data to train attacking models with the robust aggregation rule. Hence, the complexity of the proposed algorithm can be divided into two parts, i.e., SGD and robust aggregation. We further assume that the computational complexity of the robust aggregation is $I$.

C. CMP for Krum Aggregation With Low Complexity

In this subsection, we will propose a low complexity attack scheme for krum aggregation based on the aforementioned optimization problem by addressing the constraint with some beneficial approximations.

The aforementioned algorithm with krum aggregation is essentially a standard gradient-ascent algorithm with the integer constraint. The key challenge of solving the optimization problem is that the constraint of the optimization problem is highly nonlinear and the search space of the local models $\theta_{1}, \ldots, \theta_{M}$ is large. We know that there are $M - 1$ malicious clients assisting $\hat{\theta}_{1}$. Because $M < \frac{U-2}{\tau}$, then $\min M < 1 < \frac{U}{\tau} - 2 < \frac{U}{\tau} - 1 < U - M - 2$. Therefore, it is necessary for the crafted model $\hat{\theta}_{1}$ to be close to $U - 2M - 1$ benign clients’ with respect to euclidean distance. Consider the differences among $\hat{\theta}_{1}, \forall i \in \mathcal{M}$, we set an enough small value $\varepsilon$, where $\|\hat{\theta}_{1} - \theta_j\| \leq \varepsilon$, $\forall i, j \in \mathcal{M}$. The sum of the Euclidean distances of the crafted model $\hat{\theta}_{1}$ can be expressed as

$$\min_{\subseteq \mathcal{B} j \in \mathcal{S}} \sum_{j \in \mathcal{S}} \|\hat{\theta}_{i} - \theta_j\| \approx \min_{\subseteq \mathcal{B} j \in \mathcal{S}} \sum_{j \in \mathcal{S}} \|\hat{\theta}_{i} - \theta_j\|.$$

Our approximation represents suboptimal solutions to the optimization problem, which means that the attacks based on this approximation may have suboptimal performance. After this approximation, we can simplify the aforementioned optimization.
problem as
\[
\hat{\theta}_1^* = \arg \min_{\theta_1 \in \Theta} F_A(\hat{\theta}_1),
\]
s.t. \( \min_{\mathcal{S}'} \sum_{i \in \mathcal{S}'} \|\hat{\theta}_1 - \theta_i\| + (M - 1) \cdot \varepsilon \leq 0, \)
\[
\mathcal{S}' \subseteq \mathcal{B}, |\mathcal{S}'| = U - 2M - 1,
\]
where
\[
E = \min_{\mathcal{S} \subseteq \mathcal{B}} \sum_{i \in \mathcal{S}} \|\theta_i - \theta_j\|. \tag{9}
\]
In order to simplify the constraints of \( \mathcal{S}' \), we can transform (8) into a mixed optimization problem as
\[
\hat{\theta}_1^* = \arg \min_{\theta_1 \in \Theta} F_A(\hat{\theta}_1),
\]
s.t. \( \min_{\alpha} \sum_{i \in \mathcal{B}} \alpha_i \|\theta_i - \hat{\theta}_1\|\)
\[
+ (M - 1) \cdot \varepsilon - E \leq 0,
\]
\[
\sum_{i \in \mathcal{B}} \alpha_i = U - 2M - 1, \alpha_i \in \{0, 1\}. \tag{10}
\]
The bilevel optimization problem in (10) is NP hard in general. Specifically, we require the attack space \( \Theta \) to be differentiable (e.g. the malicious clients can change the local models in \( \Theta \) for aggregation). We know that the objective \( F_A(\cdot) \) of the attacker is usually convex. In the following, we will present an efficient solution for a broad class of local model poisoning attacks.

We can note that without the integer constraint, the Lagrangian function of the problem \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \). The problem \( \mathcal{P}_1 \) can be expressed as
\[
\hat{\theta}_1^* = \arg \min_{\theta_1 \in \Theta} F_A(\hat{\theta}_1),
\]
s.t. \( \sum_{i \in \mathcal{B}} \alpha_i \|\theta_i - \hat{\theta}_1\| + (M - 1) \cdot \varepsilon - E \leq 0. \tag{11}
\]
The solution of \( \mathcal{P}_1 \) can be expressed by \( \hat{\theta}_1^* = h(\alpha) \). Therefore, the optimization problem \( \mathcal{P}_2 \) can be given by
\[
\hat{\theta}_1^* = \arg \min_{\alpha} F_A(h(\alpha))
\]
s.t. \( \sum_{i \in \mathcal{B}} \alpha_i = U - 2M - 1 \)
\[
\alpha_i(\alpha_i - 1) = 0, \forall i \in \mathcal{B}. \tag{12}
\]
Specifically, the Lagrangian function of the problem \( \mathcal{P}_1 \) can be written as
\[
L(\alpha, \lambda) = F_A(\hat{\theta}_1) + \lambda \cdot \sum_{i \in \mathcal{B}} \alpha_i \|\theta_i - \hat{\theta}_1\|
\]
\[
+ (M - 1) \cdot \varepsilon - E \tag{13}
\]
Based on the Karush-Kuhn-Tucker (KKT) conditions, the model \( \hat{\theta}_1^* \) and the optimal Lagrangian multiplier \( \lambda \) should satisfy the following equation set
\[
\begin{cases}
\frac{\partial F_A(\hat{\theta}_1)}{\partial \hat{\theta}_1} + \lambda \cdot \sum_{i \in \mathcal{B}} \alpha_i(\theta_i - \hat{\theta}_1) = 0, \lambda > 0 \\
\sum_{i \in \mathcal{B}} \alpha_i \|\theta_i - \hat{\theta}_1\| + (M - 1) \cdot \varepsilon - E = 0.
\end{cases} \tag{14}
\]

Further analysis and limitations
where $\Theta$ is the feasible domain of the FL training models. The attacker’s objective function $F_A(\hat{\Theta})$ has been typically computed on a specific target model $\hat{\Theta}$. In this example, we may define $F_A(\hat{\Theta}) = ||\hat{\Theta} - \hat{\theta}||^2$ with an appropriate norm. If the malicious clients have the full knowledge of this system, we know that the solution of this optimization is available by solving the optimization problem in (16) directly.

However, if the malicious clients have the partial knowledge as described in Section II-B, the optimal solution can be obtained in the following theorem.

**Theorem 2:** With a certain target $F_A(\hat{\Theta})$ and $M$ malicious clients under the mean aggregation rule in FL, the crafted model can be calculated by

$$\hat{\theta}_i = \frac{1}{\sum_{i \in \mathcal{M}} p_i} \left( \hat{\theta}^* + \left( \frac{2}{\sum_{i \in \mathcal{M}} p_i} - 1 \right) \sum_{i \in \mathcal{M}} p_i \hat{\theta}_i \right) , \forall i \in \mathcal{M},$$

(17)

and the loss function value can be expressed as

$$F_A(\hat{\Theta}) = \left( \frac{2}{\sum_{i \in \mathcal{M}} p_i} - 1 \right) \frac{\sum_{i \in \mathcal{M}} p_i \hat{\theta}_i}{\sum_{i \in \mathcal{M}} p_i \hat{\theta}_i}^2 .$$

(18)

**Proof:** See Appendix B, available online.

From Theorem 2, we can obtain a solution for the malicious clients by estimating the local models of benign clients. This estimation method has also been used in the proposed attacking algorithms against Krum aggregation. We can note that the attacking performance is determined by the non-independent identically distributed (non-i.i.d.) degree of data, which can be shown in the experimental results.

**B. CMP for Advanced Robust Aggregations**

As Krum [20], more and more robust aggregation rules have been proposed, such as trimmed mean [21], AFA [29], DnC [30] and so on, which also select one or several trust models and then perform average process using them. The standard of how to select the trust model is becoming more complicated, and no limited to relying on the European distance between these local models. However, if we can explore the judgement standard of the trust model, malicious clients can finish the participant collusion by this standard. In the future, we also plan to focus on enhancing our proposed CMP to explore the vulnerabilities of these advanced aggregation rules.

**V. EXPERIMENTAL SETUP**

In this section, we implemented our attacks using Pytorh. We trained all of the models on a server equipped with three Tesla P100 PCIe and each with 16 GB of memory. We evaluate the effectiveness of our proposed attack methods using multiple datasets and learning models in different scenarios.

**A. Datasets**

Our experiments use four real datasets:

- The House Pricing dataset is used to predict house sale prices as a function of predictor variables such as square footage, number of rooms, and location [31]. In total, it includes 1,460 houses and 81 features. We preprocess by onehot encoding all categorical features and normalize numerical features, resulting in 275 total features;
- MNIST is a dataset of handwritten digits consists of 60,000 training examples and 10,000 testing examples [32] formatted as 28 × 28 size gray scale images;
- CIFAR-10 consists of 60,000 color images in 10 object classes such as deer, airplane, and dog, included per class [33]. The complete dataset is pre-divided into 50,000 training images and 10,000 test images;
- Flowers consists of 5241 color images in 5 object classes i.e., daisy, dandelion, rose, sunflower and tulip, included per class. The complete dataset is pre-divided into 4,317 training images and 924 test images.

We normalize each numerical dimension to [0, 1]. In addition, we also map labels to numbers such that the distance between two points with different labels is no smaller than the distance between points with the same label. In training and testing SVM, we map one label to ‘1’ and the rest to ‘-1’. Each data point has a unit weight. To generate distributed datasets, we use two schemes: (i) a balanced scheme, where the samples are uniformly distributed across $U$ clients with the same number, and (ii) non-i.i.d-ness, where the samples are non-i.i.d.-ness with a degree factor $p$ and distributed across $U$ nodes.

**B. Machine Learning Models**

Our experiments evaluate four supervised learning models including linear regression (LR), support vector machine (SVM), multi-layer perceptron (MLP) and convolutional neural network (CNN).

- LR is performed with stochastic gradient descent (SGD) on the House Pricing dataset. We use the normalized cost as the following loss function. The considered aggregation rules have theoretical guarantees for the error rate of LR classifier. We conduct the house pricing prediction task by LR;
- SVM is trained on the MNIST dataset. In this model, the hinge loss function is applied. We conduct experiments using the SVM classifier to predict whether the digit is even or odd;
- MLP is conducted on the standard MNIST dataset. This is a simple feedforward neural network, in which there are one hidden layer with ReLU units and softmax of 10 classes (corresponding to the 10 digits) with the cross-entropy loss.
- CNN has two convolutional layers and two linear layers with dropout is applied for the CIFAR-10 and Flowers datasets. We use softmax of 10 and 5 classes with the cross-entropy loss for the CIFAR-10 and Flowers datasets, respectively.

Our machine learning architecture does not necessarily achieve the smallest error rates for the considered datasets, as our goal is not to search for the best learning architecture. Our goal is to show that our attack methods can increase the testing error rates of the machine learning classifiers or bias the learned model towards the attack’s objective.
in our experiments, respectively. Correspondingly, and for Krum to guarantee the showing that our attacks are effective and (In the first scenario, we evaluate the performance of the aggregation rule, in order to showcase the effectiveness of the proposed attack algorithms. Inspired by the above optimization for the targeted attack, we can craft local models of malicious clients achieve untargeted attacks via solving the similar optimization, which only differs from the objective function. We can use the original objective function of the benign client and maximize it as the objective. As same as the targeted attack, we can utilize the same assumptions and approximations, and then solve it by the gradient ascent method.

VI. PERFORMANCE EVALUATION

In this section, we start by presenting our results for the stand-alone scenario, followed by our results for the FL scenario. We perform the original CMP under full and partial knowledge backgrounds, denoted by CMP-FKB-Orgconstr and CMP-PKB-Orgconstr in our experiments, respectively. Correspondingly, the CMP attack with low complexity under full and partial knowledge backgrounds are named as CMP-FKB-Simconstr and CMP-PKB-Simconstr, respectively.

In Section VI-A, we consider the untargeted attack, where the malicious clients aim to destroy the FL model. In Section VI-B, we flip the labels of the MNIST or CIFAR-10 dataset.

A. Untargeted Attack

1) House Pricing Prediction: In the first scenario, we evaluate the performance of the house pricing prediction task by LR with the normalized cost against krum. Figs. 3 and 4 show the loss function value and attack success rate using our untargeted attack methods under various percentages of malicious clients compared with existing works, respectively. The results in Fig. 3 show that our attacks are effective and substantially outperform existing attacks. If malicious clients have the full knowledge, our proposed attack can damage this LR model completely while the robust aggregation rule is existing. However, our proposed attack algorithm will have less effect compared with the full knowledge attack. We can also find that when the percentage of malicious clients is larger, our proposed attack will have a deeper effect, which is in line with the intuition. In Fig. 4, we show the attack success rate of our proposed

| Parameter | Description | Value |
|-----------|-------------|-------|
| $U$       | Number of clients | 50    |
| $M$       | Number of malicious clients | [0, 10] |
| $p$       | Degree of Non-IID | [0, 1] |
| $\epsilon$ | Distance parameter for Krum attacks | 0.01 |

C. Benchmarks

Furthermore, we compare existing attacks with our proposed methods, which are detailedly described as follows. 1) Gaussian attack. Specifically, for each malicious client, we sample a noise vector from the Gaussian distribution and add it on the parameter of the local model on the malicious client [34]. We use this Gaussian attack to show that crafting local models of malicious clients randomly can not effectively attack the Byzantine-robust aggregation rules; 2) Label flipping attack. This is a data poisoning attack [35] that does not require knowledge of the training data distribution. On each malicious client, this attack flips the label of each training instance; 3) Fang’s Full knowledge attack or partial knowledge attack [16]. These attacks manipulate the local model parameters on malicious clients during the learning process against the Byzantine robust FL. 4) Arjun’ attack [24]. This attack considered the non-colluding malicious clients and designed an alternating minimization strategy, which alternately optimizes for the training loss and the adversarial objective. However, this attack is only effectively for the IID setting.

D. Performance Metrics

In this subsection, we introduce performance metrics which have been used in this paper.

1) Test loss: For the House Pricing prediction, we evaluate the performance by the normalized cost (test loss). We use this dataset for the experiment of untargeted attack and a larger value of test loss means a better attack performance.

2) Error rate: For the MNIST and untargeted attack, we will use the error rate of the FL model to evaluate our CMP, i.e., $1 - \mathcal{V}$, where $\mathcal{V}$ is the test accuracy with the correct labels and different from the attacker’s accuracy in the below. Specifically, if our CMP can achieve a high error rate, it can attack the FL system effectively.

3) Attacker’s accuracy. We also apply the MNIST and CIFAR-10 in the case of targeted attack. In this scenario, we will use attacker’s accuracy (calculate the accuracy between predicting results using testing data and the attacker’s labels) to evaluate our CMP.

4) Successful attacking rate. If the Krum is adopted in the FL system, we denote successful attacking rate as the rate that local models of malicious clients are selected by the Krum in each communication.

E. Parameter Setting

We describe parameter settings for the FL and our attack methods. Table II summarizes the setting for key parameters. We record each experiment for 10 trials and report the average results. The number of malicious clients is set from 0 to 12 and the degree of Non-IID is set in the range of [0,1]. For the targeted attack, we flip the labels of the MNIST or CIFAR-10 dataset, which are shown in Table III. Although the server in FL systems will not know the number of malicious clients in the real world. In the experiments, we adopt the parameter $(U - M - 2)$ and $(U - M - 1)$ (a robust case) for Krum to guarantee the performance of the aggregation rule, in order to showcase the effectiveness of the proposed attack algorithms.

Inspired by the above optimization for the targeted attack, we can craft local models of malicious clients achieve untargeted attacks via solving the similar optimization, which only differs from the objective function. We can use the original objective function of the benign client and maximize it as the objective. As same as the targeted attack, we can utilize the same assumptions and approximations, and then solve it by the gradient ascent strategy.
attacks against the Krum rule compared with existing works, i.e., our proposed attacks have higher probabilities to make local models of malicious clients be selected by the Krum in each communication. Our proposed attacks outperform other methods in both full knowledge and partial knowledge attacks.

Furthermore, Our proposed attack algorithms increase the error rates significantly as we compromise more clients and Gaussian attacks have no notable impact on the error rates. In Fig. 4, we can note that the attack success rate under the partial knowledge background increases with the percentage of malicious clients.

2) Parity Classifier Using MNIST: In this subsection, we conduct experiments using the SVM classifier to predict whether the digit is even or odd. In Table IV, we show the error rate and the attack success rate of our proposed untargeted attacking methods against Krum aggregation compared with existing works, respectively.

First, these results show that our attacks are effective and substantially outperform existing attacks, i.e., our attacks result in higher error rates. For instance, when the degree of non-i.i.d.-ness is set to 0, our CMP-FKB attack increases the error rate from 0.287 to 0.425 (around 48.08% relative increase) compared with Fang’s FKB. Furthermore, our CMP-PKB attack also increases the error rate as well as the attack success rate compared with Fang’s PKB under different degrees of non-i.i.d.-ness. Finally, we can note that when the degree of non-i.i.d.-ness is small, the malicious clients under the partial knowledge background have a large value of the attack success rate. The intuition is that if the degree of non-i.i.d.-ness is small, the divergence of different local models will be small and the estimation of the unknown models by the malicious models will be accurate.

B. Targeted Attack

1) Handwriting Digits and Flowers Recognition: In this subsection, we conduct our experiments using MNIST by the MLP classifier to classify the handwriting digits. We show the attack accuracy and the attack success rate of our proposed targeted attacking methods against mean, Krum, DnC and Trimmed mean aggregation rules compared with existing works, respectively.
In Table V, we show the attacker’s accuracy of our proposed CMP-FKB-Orgcontr against mean aggregation compared with existing works under various degrees of non-i.i.d.-ness with $U = 50$, $M = 10$ and $T = 30$. Note that the proposed CMP algorithms are more effective than existing attacks and achieve a high attacker’ accuracy (above 85%).

In Table VI, we show the comparison of attacker’s accuracy between our proposed targeted attack algorithms, i.e. the Prop. CMP-FKB-Simcontr, The Prop. CMP-PKB-Orgcontr, The Prop. CMP-PKB-Simcontr and The Prop. CMP-PKB-Simcontr, and existing algorithms on MLP model and MNIST dataset, under various numbers of communication rounds with $p = 0.5$, $U = 50$ and $M = 10$. These results show that the proposed CMP algorithms are effective and substantially outperform existing attacks, such as Arjun’s attack and label flipping attack. Considering Krum, with the original constraint, our proposed algorithms can usually achieve a high attacker’s accuracy, especially for a large $T$. For instance, when $T = 50$, our full knowledge attack with the original constraint increases the attacker’s accuracy from 0.052 to 0.904 as well as our partial knowledge attack increases it to 0.546. Meanwhile, using the approximate constraint, our proposed algorithm will have a small time cost but a low attacker’s accuracy. In Table VI, we can note that a simplified solution with the partial knowledge background (CMP-PKB-Simcontr) may achieve a higher successful attacking rate than the original solution (CMP-PKB-Orgcontr). The reason is that, with the partial knowledge background, the attacker needs to craft its uploaded model parameters based on partial training datasets. Hence, the attacker cannot guarantee a successful attacking rate due to the partial training datasets, while using the original solution. We also evaluate our algorithm on the Flowers dataset, as shown in Table VII. It can be noted that the proposed CMP algorithm can achieve a better attacking performance than the baselines, especially for the CMP-FKB-Orgcontr algorithm.

In Table VII, we show the comparison of attacker’s accuracy between our proposed targeted attack algorithms and existing algorithms on CNN model and the Flowers dataset against Krum (using $(U - M - 1)$ as the Krum parameter, with the various dataset distributions). In Table VIII, we show the attacker’s accuracy of our proposed algorithms under various numbers of communication rounds with $p = 0.5$, $U = 50$ and $M = 10$. These results show that the proposed CMP algorithms are more effective than existing attacks and achieve a high attacker’s accuracy (above 85%). However, when the degree of non-i.i.d.-ness is set to 0, the proposed CMP-FKB-Orgcontr can obtain a high attacker’s accuracy (above 90%). However, when the degree of non-i.i.d.-ness is set to 0, the performance of the proposed algorithms will decrease noticeably.

2) Attacking on Other Aggregation Rules: Furthermore, we also conduct additional experiments on other aggregation rules, i.e., DnC and Trimmed Mean, to show the effectiveness of the proposed attack algorithms, as shown in Table IX. For DnC and Trimmed Mean rules, we split the known dataset into two parts to train the crafted models and validate the attacker’s accuracy. Different from attacking on Krum in Algorithm 1, we decide whether to adjust the learning rate based on the increment of the validation accuracy, instead of whether the
malicious client has been selected. From the experimental results in Tab. 9, we can see that the proposed CMP-FKB-Orgcontr and CMP-PKB-Orgcontr can achieve high attacker’s accuracies for the MNIST dataset, i.e., above 60% and 50%, respectively. In addition, for the CIFAR-10 and Flowers datasets, the proposed algorithms outperform baselines for both partial and full knowledge background scenarios. Specifically, for CIFAR-10, the proposed CMP-PKB-Orgcontr increases the attacker’s accuracy from about 20% to above 30% compared to baselines, and the proposed CMP-FKB-Orgcontr increases it to above 35%. For the Flowers dataset, the proposed CMP-PKB-Orgcontr and CMP-FKB-Orgcontr can also improve the attacker’s accuracy greatly compared to baselines (more than 4% improvement in accuracy).

3) Data Visualization of the MP Attack: In this subsection, we apply several interpretability techniques, and then provide insights into the internal feature representations of the neural network under the proposed CMP-PKB-Orgcontr (one of our proposed CMP algorithms). In detail, we use a suite of these techniques to try and discriminate between the behavior of a benign global model and one that has been trained to satisfy the adversarial objective of misclassifying a single example. Fig. 5 compares the outputs of MLP based FL with the interpretability technique corresponding to the digit 1 for malicious models at different communication rounds, respectively. We also show the results by CNN based FL with CIFAR-10 dataset in Fig. 6.

In Fig. 5, we can note that the visual results of MLP based FL model corresponding to the digit 1 using our CMP-PKB-Orgcontr algorithm against Krum aggregation are similar with the digit 2. Especially, with the increasing numbers of communication rounds, the visual results trend to be closer to the digit 2 instead of 1, which means that our CMP-PKB-Orgcontr can achieve an outstanding attacking performance. Besides, we also adopt the CNN based FL model with CIFAR-10 dataset and show the visual results in Fig. 6. We can also note that the proposed algorithm can successfully obtain the attacker’s goal and make the FL model beneficial to the malicious clients, i.e. mislead the model to classify the horse as the frog.

VII. RELATED WORKS

In this section, we investigate various adversarial attacks and defensive mechanisms in FL, which are active areas of research.

A. Adversarial Attacks in Federated Learning

The security of machine learning has received considerable attention in different communities [10], [35], [36], [37], [38], [39]. Although the data is not explicitly exposed in the original format in distributed learning frameworks, e.g., FL [14], [15], different types of attacks against distributed machine learning algorithms have been designed and analyzed including poisoning attacks (e.g., [16], [19], [24]), and privacy attacks (e.g., [40], [41], [42], [43]). For example, poisoning attackers can control a subset of clients and manipulate their outputs sent to the server [16]. In this way, attacker can dominate the cluster and change the judgment boundary of the global model, or make the global model deviate from the right direction. The work in [44] presented a new attack paradigm, in which a malicious opponent may interfere with or backdoor the process of distributed learning by applying limited...
changes to the reported parameters. The work in [13] proposed a new model-replacement method that demonstrated its efficacy on poisoning models of standard FL tasks. In addition, Bagdasaryan et al. in [13] also developed and evaluated a generic constrain-and-scale technique that incorporates the evasion of defenses into the attacker’s loss function during training. The work in [24] explored the threat of model poisoning attacks on FL initiated by a single, non-colluding malicious client where the adversarial objective is to cause the model to misclassify a set of chosen inputs with high confidence. In [16], Fang et al. formulate the local model poisoning attack as optimization problems, and then apply this attack to four recent Byzantine-robust FL methods. Although existing works have developed some novel model poisoning methods to destroy the FL training model, in this work we have considered the coordinated poisoned updates of all malicious clients and achieve the attacker’s purposes instead of destroying that will be more effective than they acted individually.

B. Defense Against Poisoning Attacks

With the development of different types of attacks, how to design defensive algorithms against attacks from malicious attackers in distributed learning frameworks has become crucial. For detecting poisoned updates in the collaborative learning [22], the results of client-side cross-validation were applied for adjusting the weights of the updates when performing aggregation, where each update is evaluated over other clients’ local data. The work in [18] considered the existence of unreliable participants and used the auxiliary validation data to compute a utility score for each participant to reduce the impact of these participants. The work in [29] proposed a robust aggregation rule, called adaptive federated averaging, that detects and discards bad or malicious local model updates based on a hidden Markov model. To tackle adversarial attacks in FL aggregation process, the work in [34] presented a novel aggregation algorithm with the residual-based reweighting method, in which the weights for average of all local models are estimated robustly. The work in [19] proposed a novel poisoning defense method in FL, in which a participant whose accuracy is lower than a predefined threshold will be identified as an attacker and corresponding model parameters will be removed from the training procedure in this iteration.

VIII. CONCLUSION

In this paper, we have studied model poisoning attacks on FL models against the existing defensive aggregation rule, i.e., Krum. We have formulated the model poisoning as an optimization problem by minimizing the Euclidean distance between the manipulated model and a designated one, constrained by a defensive aggregation rule. Then, we have developed CMP algorithms against different defensive aggregation rules according to the solutions of their corresponding optimization problems. We have also proposed a low complexity CMP algorithm for Krum with a slight performance degradation. Finally, we have conducted extensive experiments on real-world datasets, i.e., MNIST, CIFAR and House Pricing datasets. The experimental results have demonstrated that the proposed CMP algorithms are more effective than the existing attack methods, such as Arjun’s attack and the label flipping attack. An interesting problem for future work is to investigate defense algorithms. In the future, we plan to investigate the defensive algorithms based on the model interpretability instead of the statistical properties of various models.
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