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Abstract
In this article, we study activity recognition in the context of sensor-rich environments. We address, in particular, the problem of inductive biases and their impact on the data collection process. To be effective and robust, activity recognition systems must take these biases into account at all levels and model them as hyperparameters by which they can be controlled. Whether it is a bias related to sensor measurement, transmission protocol, sensor deployment topology, heterogeneity, dynamicity, or stochastic effects, it is important to understand their substantial impact on the quality of activity recognition models. This study highlights the need to separate the different types of biases arising in real situations so that machine learning models, e.g., adapt to the dynamicity of these environments, resist to sensor failures, and follow the evolution of the sensors topology. We propose a metamodeling process in which the sensor data is structured in layers. The lower layers encode the various biases linked to transformations, transmissions, and topology of data. The upper layers encode biases related to the data itself. This way, it becomes easier to model hyperparameters and follow changes in the data acquisition infrastructure. We illustrate our approach on the SHL dataset which provides motion sensor data for a list of human activities collected under real conditions. The trade-offs exposed and the broader implications of our approach are discussed with alternative techniques to encode and incorporate knowledge into activity recognition models.
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1. Introduction

Activity recognition aims to provide accurate and opportune information based on people’s activities and behaviors [1]. It is of utmost importance in many applications ranging from patient monitoring systems [2], ambient assisted living [3], etc. Tracking daily activities and providing, for example, real-time feedback to patients with obesity, diabetes, or cardiovascular diseases as well as up-to-date reports to clinicians has the potential to enhance the health
Similarly, energy consumption in large infrastructures and housings could be monitored and regulated based on the real-time tracking of human activities [8]. **Sensor rich environments.** A growing number of domains is witnessing the development of sensor-rich environments powered by the ever-increasing pervasiveness of sensing devices. An important notion that characterizes these environments is that of *coverage* provided by the sensing nodes encompassing the deployment. This notion is essential to allow capturing user movements in an unambiguous way. In this sense, integration of the diverse sensing modalities plays a key role via three broad goals: increasing the completeness, conciseness, and correctness of data [9]. This notion of coverage is linked to (i) the intrinsic capabilities of each sensor to cover a surface and the way this is done. It is then linked to (ii) the way the different sensing nodes are placed on the body (in the case of body deployments) and in the environment in which the user has to evolve (in the case of non-corporeal deployments). This poses roughly two challenges: the first one is related to the sensors placement (and displacement from an initial configuration) [10] and the second is related to the heterogeneity of the sensors deployments [11], i.e. the proprietary and non-proprietary solutions (both in on-body and non-corporeal deployments) which hinder the process of integration. Both issues have an important impact on the notion of coverage which determine the quality and robustness of the final activity recognition models.

**Constraints related to the sensing devices.** In addition to coverage issues, many kind of constraints related to the sensing devices have to be taken into account when designing activity recognition models. These constraints fall generally into 3 major parts which can be organized in a bottom-up fashion. First, the sensing constraints related to the intrinsic characteristics of the sensing devices (precision, sensitivity, dynamic range, thermal drift, etc.) [12]. Second, energy and computational constraints which are related to the individual sensing nodes and the way they modulate the measurement (sampling frequency, wake-up/sleep modes, etc.) in order to comply to these constraints [13]. Third, we consider the collective dimension of the sensor deployments where many different challenges related to transmissions arise including power, computation, security and interference, material constraints, robustness, continuous operation, and regulatory requirements [14] [15]. Along with the coverage issues, these constraints have an important impact on the final activity recognition models as the quality of the data, its availability, its reliability, among other things, are not ensured.

**Dynamic selection of inductive biases.** Current approaches for activity recognition are based on the activity recognition chain [16] which defines several steps through which the sensed signals pass. This is an inductive process which involves searching for a hypothesis (or theory), among a hypothesis space, able to explain the observations. Often the hardest problem in this process is the initial choice of a hypothesis space; it has to be large enough to contain a solution to the problem at hand, yet small enough to ensure good generalization from a small number of examples [17]. The choice of inductive biases (eg: preprocessing filter, segment size, feature set) has a significant impact on this problem. In addition
to the challenges of coverage and the constraints related to detection devices, environments rich in sensors and the phenomena to be detected are subject to change during the actual deployment of activity recognition models in real situations. While correcting for inductive biases applying to specific problems may be of benefit in controlled environments, doing so during the early stages of the activity recognition chain in such environments inevitably leads to a spatial exploration of inefficient hypotheses. Worse yet, the final hypothesis that would be chosen may not explain the learning examples. A natural solution is to delay the selection of the inductive biases as late as possible and to maintain competing hypotheses able to quickly dealing with new situations by making a dynamic selection of the inductive biases. This leads to different implications from an operational point of view, namely, maintaining a set of inductive bias alternative candidates (the domain) and rapidly exploring the space in order to elect the appropriate hypothesis (amount of supervision with learning examples). In other words, the exploration of the hypotheses space must be structured by exploiting a priori knowledge on the deployments of sensors and the phenomenon itself.

**Use-case and evaluation.** To illustrate the advantages of the dynamic selection of inductive biases, we present a use-case pertaining to the SHL dataset [18], one of the most recent and featured datasets in human activity recognition literature. This dataset is a highly versatile and precisely annotated dataset dedicated to mobility-related human activity recognition (750 hours of labeled locomotion data). In contrast to related representative datasets like [19, 20, 21, 22], the SHL dataset provides, simultaneously, multimodal and multilocation locomotion data recorded in real-life settings. We evaluate a first model based on the traditional activity recognition chain instantiated using neural networks-based architectures. We then illustrate the dynamic inductive bias selection using the proposed approach based on the optimization of architecture’s hyperparameters [23].

**Organization of the paper.** The article is organized as follows. The 2 section will introduce the context of the human activity recognition and clarify the scope of our work. The 3 section will insist on the notion of coverage characterizing the deployments of sensors and their topologies. The section 4 will review the constraints related to the sensing devices and their impact on the actual sensor observations used in the subsequent recognition steps. Section 5 will describe the perspective of dynamic selection of inductive biases to deal with some of encountered problems. The 6 section will present the used dataset. Evaluation results on this data will be presented in section 7. A discussion of the proposed perspectives and future directions concludes this document.

2. Human Activity Recognition

There are various types of human activities. Depending on their complexity, authors in [24] categorized human activities into four different levels: *gestures, actions, interactions*, and *group activities*. *Gestures* are elementary movements
of a person’s body part, and are the atomic components describing the meaningful motion of a person. ‘Stretching an arm’ and ‘raising a leg’ are good examples of gestures. Actions are single person activities that may be composed of multiple gestures organized temporally, such as ‘walking’, and ‘waving’. Interactions are human activities that involve two or more persons and/or objects. For example, ‘two persons discussing’ is an interaction between two humans and ‘a person handing an object to another’ is a human-object interaction involving two humans and one object. Finally, group activities are the activities performed by conceptual groups composed of multiple persons and/or objects. ‘A group of persons marching’ and ‘a group having a meeting’ are typical examples of them.

Many different approaches have been introduced in the literature to tackle human activity recognition. These approaches differ in terms of the type of sensing strategies that are used to capture the body movements. These approaches can be categorized into: (i) radio-frequency/device-free, (ii) vision and depth images, and (iii) inertial sensor. Device-free activity recognition refer to the use of the signals generated by ordinary wireless equipment (such as WLAN) to capture users movements in a non-invasive way [25]. The vision and depth images-based methods utilize spatio-temporal characteristics extracted from video sequence and the 3D motion feature to describe the action [26]. In the case of inertial sensor-based approaches, on-body sensors placed in different parts of the body generate streams of observations, like acceleration, which describe similarly the performed actions. In this paper, we are mainly interested in the latter approach but the proposed perspective can apply similarly for the two other ones. For example, Figure 1a illustrates a body area network dedicated to patient monitoring and encompassing various sensing nodes responsible of capturing the vital signs as well as the patient’s activities. Figure 1b illustrates a set of wearables for biomedical sensing. These include activity trackers, smart watches, smart clothing, patches/tattoos, ingestibles/smart implants.

Figure 1: (a) Patient monitoring system. (b) Wearables for biomedical sensing. From [2].

In addition to medical applications, many different applications see the opportunity of leveraging the context provided by human activity recognition mod-
els including assisted living & home monitoring, and sports & leisure applications [27].

2.1. Medical applications

Medical applications are categorized in [27] into monitoring & diagnosis, rehabilitation, correlation between movement & emotions, and child & elderly care. Rather than relying on a single short medical appointment, patients’ continuous monitoring has many advantages as some diseases like Parkinson’s disorder need longer periods of examination and in certain situations a careful assessment to detect hidden symptoms [28, 29]. Activity recognition can be a tool to help doctors diagnose such conditions as they monitor daily activities in order to detect deviations from a typical routine or deterioration of a patient’s current physical status [30].

Similarly, post surgical care is an important part of the surgical recovery process after e.g., joint replacements, cardiac surgery, stroke, breast cancer, and those in the intensive care unit [31, 32, 33]. With the introduction of minimally invasive surgery, the recovery time of patients has been shortened significantly. This has led to a shift of postoperative care from hospital to home environment [34].

Physical activities provide also contextual information which can be used to disambiguate certain situations in the case of emotion recognition systems which are mainly based on the monitoring of biophysiological signs like heart rate, blood pressure, etc. [35]. In fact, these physical activities have direct effects on the normal vital signs. For example, normal heart rate while running or climbing up stair is higher than while walking or lying down [36]. Similarly, normal blood pressure during sitting or sleeping is less than during eating or doing physical exercise such as running [37].

In the case of child care, authors in [38, 39], for example, proposed to leverage activities, among various contextual, information in order to recognize infants’ emotional state, like hungry, comfort, etc., and subsequently provide adequate soothing solutions such as lightning effects and lullabies. In the other hand, elderly care has attracted a lot of research [7, 40, 41]. For example, Gjoreski et al. [7] investigated posture recognition and fall detection using an on-body deployment of accelerometers, while many different settings and evaluation environments were introduced to further develop these kinds of applications [42, 43].

2.2. Assisted living & home monitoring

Similarly, in the context of aging population, providing assistance, such as support for daily activities, fall detection, etc., is of utmost importance. The need for such applications is constantly increasing as it is the case for what are called smart homes and smart buildings which are becoming more of a standard nowadays. Increasing demand for independent living lifestyle has motivated the research and development of smart home’s monitoring technologies [43].

Beyond the prevalent industrialization of such solutions, a long line of research has flourished around the exploitation of human activities as contextual
information in order to improve assisted living. For example, in [44], authors proposed a system that recognizes intentions in an assisted living setting. Authors in [45, 46] developed a smart assisted living system to help and provide support to elderly people when there is an emergency situation. This system consists of a body sensor network, a companion robot, a Smartphone, and a remote health provider. In order to enable natural human-robot interaction, the robot needs to infer the human intentions and situations from the motion data and vital signs of the human subject. For example, when an elderly person falls down accidentally, the algorithm will be able to detect this situation and communicate with a companion robot to help the patient. In [47], authors proposed a method to recognize complex human daily activities which consist of simultaneous body activities and hand gestures in an indoor environment.

Another important application of activity recognition is for home monitoring especially energy consumption in buildings [48, 49, 50, 51]. Authors in [50], for example, introduced the notion of an activity-aware building automation system. The system uses activity recognition to identify current activities and activity prediction to anticipate upcoming activities. Both sources of information are used to reduce energy consumption by making decisions regarding devices to turn off. Similarly, in [48], authors identified activities including sleeping, working, and leisure in order to adjust temperature and lighting conditions depending on the needs of each activity.

2.3. Sports & leisure applications

Sports and leisure applications are also part of the surge that stem from the development and widespread of sensor-rich environments. Along with energy expenditure estimation to assess the activity level of a subject, activity recognition was used to monitor sport activities for different purposes like smart coaches or fault detection in competitions. In [52], for example, authors proposed to recognize various sport activities such as tennis, badminton, dribbling basketball, etc. Whereas in [53], authors presented an inertial sensors-based setting aimed to detect faults in race walking. In [54], authors conducted a study on martial arts movements recognition using a set of body-worn gyroscopes and acceleration sensors.

In the case of leisure applications, one can evoke the use of activity recognition to provide contextual information for enhancing recommender systems. Most existing research in the domain of personalized recommendations focuses on suggesting users the most interesting items based on the users’ preferences, but without taking into account any additional contextual information, such as the user’s location, the weather, the time of day, the day of the week, the user’s physical activity and mobility, etc. However, the context is an important aspect in the decision process of the user, particularly for mobile applications. [55]. In [56, 57, 55], for example, authors proposed frameworks to detect the current context and activity of the user by analyzing data retrieved from different sensors available on mobile devices. On top of this framework, a recommender system is built to provide users a personalized content offer, consisting of rele-
vant information such as sport activities, points-of-interest, train schedules, and touristic info, based on the user’s current context.

3. Sensor-Rich Environments

The coverage problem in wireless sensor networks can be broadly defined as a measure of how efficiently it is monitored by its sensor nodes. This issue has generated a lot of interest over the years and as a result many coverage protocols have been proposed [58]. The notion of coverage is linked (i) to the intrinsic capacities of each sensor to cover a surface and to the way in which this is done. It is then linked (ii) to the way in which the various sensors are placed on the body (in the case of bodily deployments) and to the environment in which the user is supposed to operate (in the case of non-bodily deployments). We will explore it through deployment examples.

This section will illustrate various examples of sensor-rich environments, including on-body and non-corporal deployments used in the context of human activity recognition. We will then explore an important notion that defines the coverage score of a given sensor deployment, namely the sensing capabilities of individual sensory nodes. We will then proceed to the collective dimension of the sensors which is the topology or the placement of the detection nodes in Cartesian space. We will focus on the placement of sensors in the case of on-body deployments and the long line of research that has studied this aspect.

3.1. Examples of sensor-rich environments

3.1.1. On-body sensor placement and deployments

Within the framework of the recognition of human activities, sensors are generally placed on the following body positions: waist, thigh, necklace, wrist, chest, hip, lower back, trunk, shanks, ankle, pocket, hand, back pack, torso, ear, etc (see 2). A long line of research work has focused on the problem of optimal placement and combination of sensors on the body in order to achieve satisfactory levels of recognition, and many reviews report on this such as [59, 10]. As an example, Gjoreski et al. [7] studied the optimal location of accelerometers for posture recognition and fall detection. Nine placements of up to four sensors were considered: on the waist, chest, thigh and ankle. They highlighted that three accelerometers proved sufficient to correctly recognize all the events except one (a slow fall). Additionally, one accelerometer was able to recognize only the most clear-cut fall while two accelerometers achieved over 90% accuracy of posture recognition, which was better than a detection system based on location. More generally as reviewed in [10], several works (e.g. [60, 61, 62, 63]) provided empirical evidence on the substantial improvements obtained using accelerometer placed on the waist for the recognition of many activities such as sitting, standing, walking, lying in various positions, running, stairs ascent and descent, vacuuming and scrubbing.
In many empirical evaluations comparing multi-sensor versus single-sensor deployments for activity recognition, e.g. [64, 65], the settings leveraging multiple sensors tend to perform far better than their counterparts. However, different on-body locations and their various combinations for activity recognition lead to varying performances and no consensus tends to emerge.

Figure 2: Various locations of wearable devices on the body. (a) illustration of a subject wearing the wearable sensors on the ear, chest, arm, wrist, waist, knee, and ankle (from [59]). (b) example of concrete wearable devices along with their on-body location (from [2]).

3.2. Sensing capabilities (coverage)

In WSNs, each sensor node has a limited sensing range, and hence can only cover a limited physical area of the network field. Sensing models are abstraction models that are used to reflect the sensors’ sensing ability and quality [25]. The sensing models can be classified, based on the direction of the sensing range, into either directional (or omnidirectional) sensing models. Moreover, based on the sensing ability, sensing models are broadly classified into two types: Deterministic and probabilistic sensing models [25] (see figure 3).

Figure 3: The shape of the sensing area for different sensing models: (a) Deterministic sensing model, (b) Elfes sensing model, and (c) shadow fading sensing model (from [58]).
3.3. Sensor deployment topology (The collective dimension of the sensors)

The sensor deployment topology is very important for activity recognition models. It defines the coverage model for optimal data acquisition. It ensures redundancy, robustness and data security. It is also important in WSNs by its impact on node energy, communication bandwidth and quality of service (QoS) [66].

3.4. Variety of sensing modalities

In addition to the on-body sensor placement which we saw above impacting substantially the performances of activity recognition models, the sensing modalities, such as acceleration, gravity, ambient pressure, etc. are also impactful and thus of utmost importance for the design of sensor-rich environments. In a similar manner with the on-body sensor placement, sensing modalities are found to be beneficial when sensor-rich environments provide a multitude of them simultaneously. One of the predominant sensing modalities used in the literature is obviously the acceleration which gained consensus among the empirical studies conducted around activity recognition [67, 64, 68]. In the other hand, various research works investigated the impact of combining different other modalities [69, 70, 71]. Authors in [71] for example studied activity recognition using a setting that includes eight sensors: a six-degree-of-freedom accelerometer, microphones sampling 8-bit audio at 16kHz, IR/visible light, high-frequency light, barometric pressure, humidity, temperature and compass. In [70], motion sensors (accelerometers, gyroscopes and magnetic field sensors) have been combined with ultrasonic transmitters to track hands for activity recognition in a maintenance scenario. This combination have

3.5. Challenges in sensor-rich environments

- **Reconciling various views/perspectives.** The placement of sensors makes it possible to give various perspectives and the use of several modalities makes it possible to give several points of view. Here the problem is to define for each modality the appropriate locations [23]. The problem is more complex than in the case of non-body deployments because the positions of the sensors between them change according to the movements. This can generate ambiguity and misinterpretations if the relative movements of the sensors between them are not taken into account.

- **Sensors placement and displacement.** Even if the wearable sensors should be correctly attached to the body, vibration or displacement of those sensors cause signal interference and thus deterioration of the measurement accuracy [10]. Various studies were conducted in the literature and different approaches were proposed to cope with these issues [72, 73, 67, 64, 74, 75]. For example, authors in [73] proposed a set of heuristics that significantly increase the robustness of motion sensor-based activity recognition with respect to sensor displacement. In particular, they show how, within certain limits and with modest quality degradation, motion sensor based activity recognition can be implemented in a displacement tolerant way. In [67], authors explored the effects
of sensor displacement induced by both the intentional misplacement of sensors and self-placement by the user. The effects of sensor displacement are analyzed for standard activity recognition techniques, as well as for an alternate robust sensor fusion method proposed at the same occasion.

**Heterogeneity of deployments.** Another problem is related to the lack of interoperability among different sensor deployments. This problem is, in particular, due to the existence of different incompatible solutions (owners and non-owners). This makes it difficult both to integrate new deployments and their constant evolution [11, 76, 77]. Another source of heterogeneity is related to the incompatibility of detection solutions. In [76], authors investigated in a systematic manner sensor-, device- and workload-specific heterogeneities using 36 smartphones and smartwatches, consisting of 13 different device models from four manufacturers. Their results indicate that on-device sensor and sensor handling heterogeneities impair significantly the performances of activity recognition models.

4. Constraints Related to the Sensing Nodes

In addition to topological and positioning constraints, other constraints have a significant impact on the concepts to be learned. Among them we can cite: sensing constraints which impact the sensed measurements (Sect. 4.1), the energy and computational constraints related to the individual sensing nodes and how they impact the measurement (sampling frequency, etc.) as well as the transmission aspects (Sect. 4.2) and constraints linked to the sensing nodes taken collectively and in particular the transmission issues that arise in body sensor networks as well as in device-free settings (Sect. 4.3).

4.1. Sensing constraints

The performance characteristics of a sensor is equally (or more) important as its basic function which is to sense the phenomenon of interest [12]. The choice of an appropriate sensing device and its performance characteristics for a given application is one of the most important issues sensor-rich environment designers are faced with. These aspects are discussed in [12]. As our focus is on activity recognition which involves very often the acceleration modality, after recalling the performance characteristics, we illustrate some of its components on concrete accelerometers which have been previously investigated in [78].

4.1.1. Performance characteristics of sensors

The characteristics of a device start with its transfer function, that is, the relation between its input and output. This includes many other properties, such as span (or range), frequency response, accuracy, repeatability, sensitivity, linearity, reliability, and resolution, among others. Of course, not all are equally important in all sensors and actuators, and often the choice of properties will depend on the application [12]. Depending on many different factors, sensing characteristics may vary substantially. In mobile computing, for example, in order to keep the overall cost low, mobile devices are often equipped with low cost
sensors, which are often poorly calibrated, inaccurate, and of limited granularity and range, compared to dedicated sensors used in activity recognition models, e.g., a dedicated standalone inertial measurement unit.

4.1.2. Accelerometers case

The accelerator factors are listed in [78]. The main of them are the sensitivity, which defines the ratio of its electrical output to its mechanical input, the amplitude limit, which specifies the maximum range of acceleration that can be measured, the shock limit, the natural frequency, the resolution, the frequency range, and the phase shift, which defines the time delay between the mechanical input and the corresponding electrical output signal of the instrumentation system.

![Image of acceleration responses](image)

Figure 4: Measured acceleration responses by the MEMS accelerometers (A, B, and C) and the reference (PCB) accelerometer at 53Hz for the excitation amplitude 0.15g (from [78]).

According to the aforementioned factors, authors in [78] investigated the response generated by four MEMS accelerometers with various characteristics. Figure 4 summarizes the measured acceleration responses with various characteristics compared to the reference accelerometer. Obtained results indicate that, in some configurations, there are lots of noise including extra uninterpretable peaks when compared against the reference accelerometer and against the remaining ones. A substantial noise and shift in phase are also observed.

4.2. Energy and Computational Constraints

In addition to the sensory elements, sensory nodes are part of platforms which provide, in particular, computational as well as energy resources. These aspects are discussed from the perspective of the constraints they impose on the measurements acquisition process as a whole.
4.2.1. Energy constraints and solutions

Among many considerations, energy efficiency is a key issue in enabling long-term monitoring [13]. A major limitation of untethered nodes is finite battery capacity—nodes will operate for a finite duration, only as long as the battery lasts. Finite node lifetime implies finite lifetime of the applications or additional cost and complexity to regularly change batteries. Nodes could possibly use large batteries for longer lifetimes, but will have to deal with increased size, weight and cost. Nodes may also opt to use low-power hardware like a low-power processor and radio, at the cost of lesser computation ability and lower transmission ranges [81]. The wireless communication is likely to be the most power consuming. The power available in the nodes is often restricted. The size of the battery used to store the needed energy is in most cases the largest contributor to the sensor device in terms of both dimensions and weight. Batteries are, as a consequence, kept small and energy consumption of the devices needs to be reduced [82]. In addition, during communication the devices produce heat which is absorbed by the surrounding tissue and increases the temperature of the body. In order to limit this temperature rise and in addition to save the battery resources, the energy consumption should be restricted to a minimum [82].

Energy-aware architecture design. In order to implement long term monitoring functions, energy control (low-power architecture design, low-power processor design, low-power transceiver design, etc.) is one of the hot topics in the field of BSN sensors.

Energy-aware routing protocols. Authors in [83] presented an energy efficient, thermal and power aware routing algorithm for BANs named Energy Efficient Thermal and Power Aware routing (ETPA). ETPA considers a node’s temperature, energy level and received power from adjacent nodes in the cost function calculation. An optimization problem is also defined in order to minimize average temperature rise in the network. ETPA can significantly decrease temperature rise and power consumption as well as providing a more efficient usage of the available resources. [83].

In [84], the authors presented an investigation of temperature sensitive routing protocols in wireless body sensor networks for which temperature and heat production are fundamental. These routing protocols take the temperature of the node as a metric in the decision of the routing path. The purpose is to keep the temperature of the node below the safe level and slow down the rate of temperature rise, so that it does not harm the human body [84].

Authors in [85] reviewed the literature around energy-efficient solutions in wearable sensor networks for activity recognition. The reviewed solutions have been categorized by authors into four main axes namely, power-on time reduction, communication reduction, computation reduction and battery charging. Power-on time reduction schemes switch the nodes to the sleep mode. In [86], authors organize the sensors’ energy saving modes into four major modes (on-duty, sensing unit on-duty, transceiver on-duty, and off-duty. Figure 5 shows the transition between these modes. Selection of network interfaces was also investigated, where the radio used to transmit is selected depending on the
environment opportunities (bandwidth, link quality, energy). Some studies consider sensors equipped with two radios: a low-power, low throughput radio, and a high-power, high throughput radio. Indeed, higher throughput radios have a lower energy-per-bit cost, but they also have higher start up time and cost. Therefore, high bandwidth radios become more energy efficient only when a large number of byte have to be transmitted, which compensate the wakeup energy overhead [85].

4.2.2. Computational constraints

Computational constraints are often related to the energy constraints described above. Indeed, the less energy a given sensory platform has, the less time it can spend to perform computations. An appropriate trade-offs between energy consumption and computational quality must be found for each application. Authors in [13], investigated the trade-offs between classification accuracy and energy efficiency by comparing on-and off-node schemes. An empirical energy model is presented and used to evaluate the energy efficiency of both systems, and a practical case study (monitoring the physical activities of office workers) is developed to evaluate the effect on classification accuracy. The results show a 40% energy saving can be obtained with a 13% reduction in classification accuracy. Similarly, with the goal of analyzing the trade-off between recognition accuracy and computational complexity, authors in [87] investigated the impact of different sampling rates and other parameters on the performance of activity recognition models.

4.3. Transmission Constraints

Although BSN are considered as a special case of wireless sensor networks (WSN), the mechanisms and WSN communication protocols are rarely applicable. After a brief comparison between the two families of networks, we will focus on some problems related to BSNs such as the organization of protocol layers. We did not find any work highlighting the definition of BSN protocols.
and their impact on activity recognition models. We have therefore chosen to deal with this problem.

4.3.1. Body sensor networks versus wireless sensor networks

The Deployment that we have seen until here are studied in the literature which is referred to as (wireless) body area/sensor network. It is defined in [88] as a technology allowing the integration of intelligent, miniaturized, low-power sensor nodes in, on, or around a human body to monitor body functions and the surrounding. This definition allows us to highlight some intrinsic characteristics related to size, energy, and deployment topology. Additionally, As the devices get smaller and more ubiquitous, a direct connection to the personal device will no longer be possible and more complex network topologies will be needed [82]. In literature, protocols developed for WBANs can span from communication between the sensors on the body (intra-body) to communication from a body node to a data center connected to the Internet (extra-body). The former controls the information handling on the body between the sensors or actuators and the personal device, the latter ensures communication between the personal device and an external network [82]. Figure 6 illustrates an example of a wireless body area network in the context of medical monitoring applications and different configurations of intra-body communication.

Although wireless BSNs are considered as a special type of WSNs and the challenges faced by both types of networks are similar in many respects, the transmission mechanisms and the protocols developed for WSNs are not well suited to support communication in BSNs [82]. Indeed, the BSNs have a smaller scale compared to Wireless Sensor Networks (WSNs) and the human body consists of a complicated internal environment that responds to and interacts with its external surroundings. Sensor nodes can move with regard to each other. For example a sensor node placed on the wrist moves in relation to the one attached to the hip. This requires mobility support.

Beyond that, BSNs and WSNs contrasts also in terms of the density of the sensing devices (in particular, BSNs do not employ redundant nodes to cope with diverse types of failures), in terms of data rates or latency.

4.3.2. Challenges in body sensor networks

Challenges related to BSNs span the whole networking stack including from Network, Medium Access Control (MAC), and Physical (PHY) layers. These challenges and the main constraints that stem from them are related to the quality of service as well as to the low-power requirements. The later largely constrain every aspect of the protocols that are being constantly developed for BSNs.

Network layers. Network layers consists of the routing protocols responsible of addressing and structuring multi-node networks as well as routing packets. Specific characteristics as enumerated in [88]. (1) The available bandwidth is limited, shared and can vary due to fading, noise and interference. As a result, the network control generated by the protocol should be limited; (2) The nodes that form the network can be very heterogeneous in terms of available
energy or computing power. As a result, node energy should also be taken into account; (3) An extremely low transmit power per node is needed to minimize interference to cope with health concerns and to avoid tissue heating; (4) The devices are located on the human body that can be in motion. WBANs should therefore be robust against frequent changes in the network topology. A lot of research is being done towards energy efficient routing in ad hoc networks and WSNs but the proposed solutions are inadequate for WBANs. For example, in WSNs maximal throughput and minimal routing overhead are considered to be more important than minimal energy consumption. Network topology is defined as the logical organization or arrangement of communication devices in the system. The selection of a proper network topology in WBAN is important.
as it significantly affects the overall system performance and protocol design. It influences the system in many ways, e.g., in power consumption, the ability to handle heterogeneity, the robustness against failures and the routing of data, etc.

**Medium access control layers.** Medium access control layers control how devices gain access to a medium in order to transmit data. In WBAN, the RF part of the sensor consumes most of the energy and hence becomes one of the most important entities to be considered. The MAC protocol plays a significant role in controlling/duty cycling the RF module and in reducing the average energy consumption of the sensor node. In other words, the MAC protocol is required to achieve maximum throughput, minimum delay, and to maximize the network lifetime by controlling the main sources of energy waste, i.e., collision, idle listening, overhearing, and control packet overhead. Many different low-power mechanisms exist in the literature such as Low Power Listening (LPL), Contention and scheduled-contention, and Time Division Multiple Access (TDMA) mechanisms for WBAN. Besides, many different protocols based on these mechanisms were proposed in the literature such as IEEE 802.15.4 MAC protocol, battery-aware TDMA protocol, energy-efficient TDMA-based MAC protocol, heart-beat driven MAC, reservation-based Dynamic TDMA (DTDMA), and BodyMAC. These protocols have been summarized in [88].

**Physical layers.** Physical layers consist of the in-body RF communication and the propagation pattern in or around a human body. This layer is responsible for the transmission and reception of unstructured raw data between a device and a physical transmission medium. The wireless radio channel poses a severe challenge as a medium for reliable high-speed communication. Not only is it susceptible to noise, interference, and other channel impediments, but these impediments change over time in unpredictable ways as a result of user movement and environment dynamics [90]. The problem of path loss is prominent in BANs making them unstable and temporary subject to high packet error rate [91]. We focus here on the issues related to signal propagation, noticeably path loss and its relation to (i) the disposition of sensing nodes, (ii) body movements, and (iii) the surrounding environment.

(i) impact of the disposition of sensing nodes on the path loss: The characteristics of the physical layer are different for a WBAN compared to a regular sensor network or an ad-hoc network due to the proximity of the human body. Radio propagations from devices that are close to or inside the human body are complex and distinctive comparing to the other environments since the human body has a complex shape consisting of different tissues. Therefore, the channel models are different from the ones in the other environments [92]. Various studies have been carried using different models of transceivers and showed a lack of communications among nodes depending on their on-body locations [82]. For examples, in [93],[94], experimented with 802.15.4-based CC2420 transceivers placed in different parts of the body including chest, ankle, and back of patients, etc. Results showed lots of variations in terms of communication among the nodes. Figure 7 illustrates the impact of the transceivers’ on-body locations on the path loss. Additionally, in [91], authors discussed the problem of path
loss with respect to the underlying network topology, noticeably star vs. multi-
hope mesh, where a reduction of the emitter-receiver distance could counteract
this problem.

(ii) Impact of the body movements on the path loss: In addition to lack of
communication due to the deployment topology, authors in [95] studied the
influence of arm motions on the pathloss. Similarly, authors in [96] studied
the impact of various types of activities (still, walking, and running) on the
path-loss depending on the location of the transceivers. In [96], three different
human body movements for seven human subjects were considered to assess the
influence of human activity on the channel behavior. To this aim, an analysis
on mean channel gain, slow fading and shadowing correlation was presented
with emphasis on the differences given by the human body variability and the
movement condition. On this matter, Table 8 illustrates the shadowing standard
device depending on the respective position of transmitters and receivers.

| TX on Hip / RX on | Chest | Thigh | R Wrist | R Foot |
|-------------------|-------|-------|---------|--------|
| **Anch.**         |       |       |         |        |
| Still             | 0.61  | 0.41  | 0.95    | 0.41   |
| Walking           | 2.15  | 5.27  | 4.31    | 4.97   |
| Running           | 2.39  | 2.47  | 3.49    | 2.69   |

| TX on L Ear / RX on | R Ear | Hip | R Wrist | R Foot |
|---------------------|-------|-----|---------|--------|
| **Anch.**           |       |     |         |        |
| Still               | 0.23  | 0.45| 1.15    | 0.56   |
| Walking             | 0.54  | 2.07| 3.35    | 4.21   |
| Running             | 0.52  | 2.82| 2.98    | 1.57   |

| **Indoor**         |       |     |         |        |
| Still              | 0.21  | 0.28| 0.31    | 0.30   |
| Walking            | 0.90  | 2.20| 1.80    | 2.02   |
| Running            | 0.70  | 2.19| 1.88    | 1.24   |

Figure 8: Shadowing standard deviation (from [96]).

(iii) Impact of the surrounding environment: Authors in [95] also studied sig-
nal propagation by taking into account factors related to the environment in
which the user operates. These include, for example, the influence of ground
reflections, considered more reliable to be exploited during transmission, as well as reflections from surrounding environments on received signals.

5. Dynamic inductive bias selection

The measurement of a phenomenon as simple as temperature through a sensor is in itself an inductive process involving many biases. Indeed, the action of the physico-electrical process of the sensor generates an electrical signal proportional to the physical phenomenon being measured. We, actually, do not have access to the physical phenomenon itself but to a representation provided through a transfer function deduced mathematically and which is specific to the physico-electrical process of the sensor. The choice of this process constitutes a bias similarly to the elaboration of the transfer function.

Also called the transfer characteristic function, the input/output characteristic function or response of a device is a relationship between the output and input of the device, usually defined by some kind of mathematical equation and a descriptive curve or graphical representation in a given range of inputs and outputs. The function may be linear or nonlinear, single valued or multivalued. It defines the response of a sensor or actuator to a given input or set of inputs and is one of the main parameters used in design. With the exception of linear transfer functions, it is usually difficult to describe the transfer function mathematically [12].

The following example derived from [12] illustrates the notion of transfer function on a temperature sensor. The output (voltage) of a thermocouple (temperature sensor) for a given temperature is given by a polynomial that can range from a 3rd order to a 12th order polynomial depending on the type of thermocouple. The output of a particular type of thermocouple is given by the following relation in the range 0°C–1820°C:

\[
V = (-2.4674601620 \times 10^{-1} \times T + 5.9102111169 \times 10^{-3} \times T^2 \\
- 1.4307123430 \times 10^{-6} \times T^3 + 2.1509149750 \times 10^{-9} \times T^4 \\
- 3.1757800720 \times 10^{-12} \times T^5 + 2.4010367459 \times 10^{-15} \times T^6 \\
- 9.0928148159 \times 10^{-19} \times T^7 + 1.3299505137 \times 10^{-22} \times T^8) \times 10^{-3} mV
\]

This is a rather involved transfer function (most sensors will have a much simpler response) and it is nonlinear. The main purpose of the elaborate function is to provide very accurate representation over the range of the sensor (in this case 0°C–1820°C), as shown in figure 9.

On the other hand, much more complex phenomena, such as activity recognition, require much more sophisticated inductive processes, which can be handled by machine learning approaches in which the definition of adequate inductive biases (such as the pre-processing filter or the segmentation step) is necessary in order to make the learning of these phenomena possible. However, as we have just seen through the previous sections, the sensor deployments are characterized at every level (from the measurement to the type of transmission protocol)
by biases, which substantially influence the final representation of the phenomena of interest.

In the following, we will first recall the components of the known activity recognition chain [16] into the perspective of inductive bias learning and the need for their dynamic selection (Sect. 5.1). We, then, present a background on dynamic inductive bias selection [97] and an overview of the long line of research on this paradigm (Sect. 5.3). Finally, we turn into one instantiation of the dynamic selection of inductive bias paradigm, surrogate models. In our use-case, we encode models of the deployments as well as those of the phenomena into surrogate models (Sect. 5.4).

5.1. Background on supervised learning

According to the PAC model of machine learning and its variants [98, 99, 100], supervised learning models typically take the following general form: the learner is supplied with a hypothesis space \( H \) and training data \( \{(x_1, y_1), \ldots, (x_m, y_m)\} \) drawn independently according to some underlying distribution \( P \) on \( X \times Y \). Based on the information contained in the training data, the learner’s goal is to select a hypothesis \( h : X \to Y \) from \( H \) minimizing some measure \( er_P(h) \) of expected loss with respect to \( P \) (for example, in the case of squared loss \( er_P(h) := E_{(x,y) \sim P}((h(x), y)^2) \)). In such models the learner’s bias is represented by the choice of \( H \); if \( H \) does not contain a good solution to the problem, then, regardless of how much data the learner receives, it cannot learn [97]. In general, models of supervised learning include: an input space \( X \) and an output space \( Y \), a probability distribution \( P \) on \( X \times Y \), a loss function \( \ell : Y \times Y \to \mathbb{R} \) (empirical risk minimization), and a hypothesis space \( \mathcal{H} \) which is a set of hypotheses or functions \( h : X \to Y \).

In the case of human activity recognition, on possible mapping is \( X \) would be the set of observations generated by the on-body sensor nodes, \( Y \) would be
the set of target activities (walk, run, etc.), and the distribution $P$ would be peaked over different episodes during which the users perform one of the target activities. The learner’s hypothesis space $\mathcal{H}$ would be a class of neural networks mapping the input space $X$ to $Y$. The loss in this case would be discrete loss:

$$\ell(y, y') := \begin{cases} 
1 & \text{if } y \neq y' \\
0 & \text{if } y = y' 
\end{cases}$$

Figure 10: Basic learning setting where the learner is supplied with a fixed set of inductive biases. The inductive biases guide the learner in searching for the hypothesis that explains best the set of learning examples.

Figure 10 illustrates the basic learning setting where the learner is supplied with a fixed set of inductive biases. These inductive biases are the set of all factors that collectively influence hypothesis selection. In the case of human activity recognition from a stream of observations, these factors include for example the pre-processing, segmentation, feature extraction, and other steps which are part of the activity recognition chain (see Section 5.2). In addition to the definition of the space of hypothesis and the algorithm that searches for the optimal hypothesis, Learning concepts from examples is depicted in Figure 10 as a function of two arguments, the training instances, and the bias for hypothesis preference. The problem of selecting training examples is as important as the problem of selecting biases. Rather, for any particular set of training instances, the biases guide the learner to choose a particular hypothesis. A program that learns concepts from examples is successful only when it has a bias that guides it to make a satisfactory selection from among the available hypotheses. Without the bias, the program has no basis for, electing one hypothesis in favor of another. Two important features of bias are strength (reduction factor of hypothesis space) and correctness [101].

5.2. Background on Activity Recognition Chain

The activity recognition chain [16] is a widely used machine learning-based inductive process in the literature which is used to model human activities (our phenomenon of interest). It is composed of five different steps: data acquisition, preprocessing, segmentation, feature extraction, and classification.
Given a collection $S = \{s_1, \ldots, s_M\}$ of $M$ sensors (also called data generators or data sources) carried by the user during daily activities to capture the body movements. Each sensor $s_i$ generates a stream $x^i = (x^i_1, x^i_2, \ldots)$ of observations of a certain modality, which can be composed of several channels, e.g. the accelerometer modality contains tree channels ($x$, $y$, and $z$ axes).

Figure 11 illustrates the steps of the activity recognition chain as defined in [16]. The goal of these steps, as presented in the following, is to build a model capable of recognizing human activities (outputs) from the streams of observations (inputs).

5.2.1. Preprocessing

In this step, the streams of observations generated by each sensor are being "enhanced", in some sense, and this in the perspective of features extraction. The preprocessing step makes the features extraction phase more robust. In the case of device-free activity recognition approaches, authors in [102, 103] provide a comprehensive list of preprocessing methods widely used in the literature each of which suitable in different situations. Some of these methods are High-pass filter (pre-emphasizing), Hampel filter [104], Phase sanitization [105], phase calibration [106], Butterworth low-pass filter [107], STFT (Heisenberg uncertainty principle [108]), Savitzky-Golay filter [109], and Birge-Massart filter [110].

5.2.2. Segmentation

During this step, the preprocessed streams of observations are divided into a set of segments which, depending on the segmentation procedure and its hyperparameters, likely contain the whole activity or parts of it. Many different types of segmentation procedures exist in the literature around activity recognition and beyond including time-based, event-based, energy-based, etc. [111]. Various works studied empirically the effects of different segment lengths on the recognition performances [112, 113]. For example, Figure 13 shows the effect of window size on the performances (f-measure) of activity recognition models.

Issues with time-based segmentation are not circumscribed to the choice of the segment’s length but are also tightly linked to the feature extraction step. Activities that lasts for variable time constitutes an important issue. For
example, fixing the segment path can lead to spectral leakage which impacts the subsequent steps noticeably the feature extraction step from the spectral representation of the signal. Indeed, spectral leakage causes the spectrum to be noisy impacting the correct determination of frequencies, etc. Issues go beyond the impact of the segment’s length on the extracted features. Many studies showed the impact related to the overlap of windows on the classification and evaluation steps [38, 114] (see Section 7.1.2). A growing line of research consider the issues that stem from the dynamic nature of the sensor deployments with regards to segmentation.

5.2.3. Feature extraction

Features are extracted from the preprocessed segments obtained in the previous steps and not from the whole streams of observations. The resulting features are often impacted by the hyperparameters controlling the preceding steps. In [115], for example, authors investigated the influence of pre-processing operations on features extracted from accelerometers in both time and frequency domains. Obtained results indicate that the preprocessing methods have to be carefully chosen as their impact is significant and disparate. Another example is related to the impact of segmentation on the resulting frequency domain representation which is obtained using the short-time Fourier transform. Indeed, two effects at least can be mentioned: in the one hand, the tradeoff between
resolution & the Heisenberg uncertainty principle, in the other hand, spectral leakage \[119\].

5.2.4. Classification and evaluation

The final step of the activity recognition chain consists of the classification of each individual segment of features, obtained before, into its correct class. With regard to the PAC model of machine learning presented above, this step corresponds to electing a hypothesis that best explains the learning examples which are supplied along with the hypothesis space, i.e. the set of inductive biases ranging from the sensing and deployment models until the learning algorithm that we chose including the preprocessing, segmentation, and feature extraction steps. For example, authors in \[117\] were interested in the highly dynamic nature of wearable sensor deployment, in the case of health monitoring, where changes in sensing platform (e.g., sensor upgrade) and platform settings (e.g., sampling frequency, on-body sensor location) cause activity recognition models to degrade in terms of performances.

5.3. Background on dynamic inductive bias selection

Sensor-rich environments are characterized by dynamicity. For example, sensors deployments often evolve and are subject to packets loss, heterogeneity, among many other issues. While fixing inductive biases applying to specific problems can be advantageous in controlled environments, doing so during early steps of the activity recognition chain in such environments (see Figure 14) leads inevitably to inefficient hypothesis space exploration but even worse, the final hypothesis that is elected may fail to explain the learning process. A natural solution is to delay the selection of the inductive biases as late as possible and maintain concurrent hypotheses which can cope rapidly with new situations. This leads to different implications operationally speaking, namely, maintaining a set of alternative inductive bias candidates (the domain) and exploring the space rapidly in order to elect the appropriate hypothesis (amount of supervision with learning examples). In other words, the exploration of the hypothesis space should be structured by leveraging a priori knowledge about the sensor deployments and the phenomenon itself.

In \[97\], author proposed a model of bias learning where the learner can sample from multiple tasks, and hence it can search for a hypothesis space that contains good solutions to many of the problems in the environment. Recall from the last paragraph of the previous section that the learner’s bias is represented by its choice of hypothesis space \(\mathcal{H}\). So to enable the learner to learn the bias, we supply it with a family or set of hypothesis spaces \(\mathbb{H} := \{\mathcal{H}\}\). Formally a learning to learn or bias learning problem consists of:

- an input space \(X\) and an output space \(Y\) (both of which are separable metric spaces),
- a loss function \(\ell : Y \times Y \rightarrow \mathbb{R}\),
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an environment \((P, Q)\) where \(P\) is the set of all probability distributions on \(X \times Y\) and \(Q\) is a distribution on \(P\),

- a hypothesis space family \(\mathbb{H} = \{\mathcal{H}\}\) where each \(\mathcal{H} \in \mathbb{H}\) is a set of functions \(h : X \to Y\).

In the bias learning model proposed in [97], the learner is embedded in an environment of related tasks, e.g., face recognition, character recognition, etc., and thus requiring fairly dissimilar inductive biases. Here we rather consider learning configurations that describe the same phenomena (a same task) which evolve itself but also in terms of the sensor deployments used to capture it. More formally, according to the notation in [97] adapted to the problem we are interested in, the set of learning settings which are likely to be encountered in real-life deployments is represented by a pair \((P, Q)\) where \(P\) is the set of all probability distributions on \(X \times Y\) (i.e., \(P\) is the set of all possible learning problems), and \(Q\) is a distribution on \(P\). \(Q\) controls the various scenarios which the activity recognition model will likely encounter in real-life deployment settings.

5.4. Surrogate models

With the dynamic nature of sensor-rich environments we have to delay the selection of the inductive biases as late as possible and maintain concurrent hypotheses which can cope rapidly with new situations and we need models that learn and adapt quickly to new settings, new users, new activities, etc.

These surrogate models have larger capacity\(^1\) and involve slower extraction of information. Framed in the multi-level structuring of meta-learning, these (surrogate) models are used to guide smaller models which, in the contrary, have generally smaller capacity and can be trained rapidly. This can be related

\(^{1}\)Capacity refer to the generalization ability (complexity, representativeness, richness, flexibility) of a given model in the sense of Vapnik’s definition [118].
We are no longer required to fix the inductive biases. The models of both the sensors deployments and the monitored phenomena serve to guide the learning process by providing the adequate inductive biases dynamically.

Figure 15. Models of both the deployments as well as those of the monitored phenomena are highlighted.

Vapnik’s privileged information framework. Authors in [119] make an analogy with the fact that humans learn much faster than machines and illustrate this with the Japanese proverb "better than a thousand days of diligent study is one day with a great teacher". Motivated by this insight, the authors incorporate an “intelligent teacher” into machine learning. Their solution is to consider training data formed by a collection of triplets \( \{(x_1, x^*_1, y_1), \ldots, (x_n, x^*_n, y_n)\} \sim P^n(x, x^*, y) \). Here, each \((x_i, y_i)\) is a feature-label pair, and the novel element \(x^*_i\) is additional information about the example \((x_i, y_i)\) provided by an intelligent teacher, such as to support the learning process. Unfortunately, the learning machine will not have access to the teacher explanations \(x^*_i\) at test time. Thus, the framework of learning using privileged information [119] studies how to leverage these explanations \(x^*_i\) at training time, to build a classifier for test time that outperforms those built on the regular features \(x_i\) alone.

Hinton’s distillation framework. Authors in [120] for their part introduced the distillation framework where knowledge, in the form of class-probability predictions, is distilled from high-capacity models into low-capacity models. The proposed framework was motivated by the computational cost of...
predicting new examples at test time using large models, e.g., deep convolutional neural networks in the case of high-resolution images-based learning, is often prohibitive for production systems. Rather than training the low-capacity, production-"convenient" models using the raw (hard) labels, class-probability predictions (soft labels) generated by the high-capacity models are used instead. A temperature parameter controls how much do we want to soften or smooth the class probability predictions, and the imitation parameter balances the importance between imitating the soft predictions and predicting the true hard labels. Higher temperatures lead to softer class-probability predictions. This framework represents another approach for acquiring different kinds of knowledge and structuring it in a multi-level fashion.

Context-aware models. Also, many links can be drawn with context-aware activity recognition models which, in some sense, leverage a kind of privileged information in order to improve both the recognition quality of recognition models and also their data requirements. For example, various approaches were proposed to leverage domain knowledge such as a user’s tasks (e.g., spontaneous activity, engaged tasks) or a user’s social environment (e.g., co-location of others, group dynamics), etc. in order to define the context [121]. Many different applications including activity recognition [122, 123], adaptive activity classification [124], as well as healthcare-related applications [5, 6] were investigated from the lenses of context incorporation. Reduction of data rates using contextual information were also investigated in [36] where authors proposed to exploit user’s context (both physiological and activity) to adapt the stream processing logic on the client device. This is motivated by the observation that both the medical events being observed and the ‘expected’ values for various medical parameters (e.g., heart rate) are often a function of an individual’s activity (e.g., walking vs. running) and his medical context (e.g., prescribed medication).

5.5. A Surrogate model for activity recognition

Construction of surrogate models can take different forms and can be instantiated using different approaches. We take the two-level approach reviewed above and define a meta-optimizer or surrogate model based on neural architecture search (hyperparameter optimization). Constructing the surrogate model allows us to extract meta-data and incorporate it into simpler models via sample selection. In the following, we detail the proposed approach around three questions: which knowledge to encode?; how knowledge is encoded?; and how encoded knowledge is exploited?

5.5.1. Which knowledge to encode?

We chose to encode the dynamics of body movements (the phenomenon) along with the importance of the sensing nodes (the deployment) using a surrogate model (hyperparameters space) Incorporation of prior knowledge derived, directly or indirectly, from 3D body skeleton-based representations holds an important place in the literature around activity recognition. A long line of research, e.g. [125, 126, 127, 128, 129], proposed to incorporate the 3D body
skeleton-based representation into activity recognition models. Specifically, authors in [128] estimate centroids for upper, middle, and lower body and use slopes of the segments delimited by these centroids in order to represent the posture in terms of the overall orientation of the upper and lower body. In [127], authors introduced a representation based on the calculation of spherical angles between selected joints and the respective angular velocities. They used their system for real-time tracking of human activities. Other works encode prior domain knowledge using ontology-based representations [130, 131] which are then used to constrain training of activity recognition models. In [132], authors leverage key pose images and textural traits at various orientations and scales. These are extracted using Gabor wavelet while shape traits are computed through a multilevel approach called spatial edge distribution of gradients. In [133], authors use depth videos to capture the structural appearance of human poses and their temporal motion contents. These are used to recognize abnormal human actions such as falling. In [129], authors use part-wise skeleton-based motion dynamics to highlight local features of the skeleton. They partition the complete skeleton in five parts: head to spine, left leg, right leg, left hand, right hand, and use both spatial and temporal information of action using 3D skeleton-based representations of the actions to recognize human actions. Authors, in this study, showed superior performance when using local dynamics encoded by these parts over global dynamics encoded by the full skeleton.

5.5.2. How knowledge is concretely encoded?

We use the space defined by multimodal analysis architectures as a proxy for the dynamics of the body movements. The exploration of this architecture space serves, then, to derive the knowledge about these dynamics. In this work, we focus on two different notions that encode these dynamics: importance of a single data source and degree of interaction among a set of data sources. Given a data source $s_i$ that is attached to a given body part and an activity $y$, the importance of $s_i$ with regards to activity $y$, denoted $\mu^y_i \in [0, 1)$, is defined as a quantity that represents the relative involvement of that body part in the dynamics of the gestures pertaining to that activity. An interaction involves two or more data sources and is defined as their degree of dependence regarding the relative involvement of the body parts, they are attached to, in the dynamics of the gestures. The greater the degree, the more interacting the data sources.

An architecture is defined as a set of architectural components responsible for extracting valuable insights, in the form of features, from the observations and efficiently fusing different data sources carrying different modalities and various spatial perspectives. We distinguish four types of architectural components: feature extraction (FE), feature fusion (FF), decision fusion (DF), and analysis unit (AU) as defined in [134]. These are illustrated in Fig. 16 (left). An architectural component takes as inputs either raw data, features, or decisions and outputs either a feature or a decision. The way a given component processes each individual input is controlled by a hyperparameter. It is convenient to represent an architecture as a directed acyclic graph where the architectural components are connected together using valued edges. We associate a value
(hyperparameter) $h_u^v$ with every edge in the directed graph that connects two components $C_u$ and $C_v$. These values control how architectural components process each individual input and by the same occasion their influence on the overall architecture performance. We refer to the set of all hyperparameters of a given architecture by $\mathcal{H}$.

![Diagram of architectural components and hyperparameters](image)

Figure 16: (Left) feature extraction and multimodal fusion components defined in [134]. Feature extraction (FE), feature fusion (FF), decision fusion (DF), and analysis unit (AU). These building blocks can be combined in order to form feature-level, decision-level, and hybrid multimodal analysis. Additionally, the hyperparameters $h_i$ controlling the effects of each individual input are depicted. (Right) An illustration of an architecture where each node corresponds to a component. An edge from component $C_u$ to component $C_v$ denotes that $C_v$ receives the output of $C_u$ as input.

We focus, particularly, on the insights that stem from tuning and adapting these architectures, through their hyperparameters and specifically those controlling the influence of the data sources. At each layer of a given architecture, setting the right combination of hyperparameters is critical. In particular, choosing the right instantiation for the features learning and sensor fusion components can lead to an architecture capable of building, from the various data sources, an original set of features which is suitable for recognizing a given activity. We take into account the following assumption: let $\mathcal{H}_s \subseteq \mathcal{H}$ be the set of hyperparameters controlling the impact of a given data source $s$. The global impact of $\mathcal{H}_s$ on the recognition performances represents the impact of the data source $s$.

The problem of modeling the DGP becomes, then, an exploration of the architecture (hyperparameter) space. This exploration is determined by three aspects: (1) a search space which defines the architectural components and the type of branching that is allowed for the architectures (e.g. convolutional layers); (2) a search strategy which decides how the exploration of the space should be carried (e.g. Bayesian optimization of the hyperparameters); and (3) a performance estimation strategy (e.g. sequence classification problem) [135].
In the case of convolutional layers, for example, architectures can be constructed by stacking a series of Conv1d/ReLU/MaxPool blocks followed by Fully-Connected/ReLU layers. Denote by $\nu_k$ the validation loss of a particular instantiation $k$ of the set of hyperparameters. The exploration strategy tries to find an architecture $k^*$ that minimizes the validation loss $\nu_k^*(w^*)$. The weights $w$ associated with the architecture are obtained by optimizing the weights of the components using, for example, a gradient descent algorithm over a predefined class of functions.

Given an exploration budget $B$, the exploration strategy yields a series of validation losses $\nu_1, \ldots, \nu_B$ including partial validation losses pertaining to individual activities. The task of modeling the DGP, therefore, reduces to find a link between these validation losses and the impact of each individual data source. Figure 18 illustrates the main steps used to derive the data generation process. Setting described in [23]. Derivation of the data generation process is framed as an exploration of an architecture space which constitutes a surrogate model.

Figure 17: **Schematic description of used experiments.** Deriving the data generation model capturing the body movements dynamics of human activity is framed as an exploration of the neural architecture space. This approach allows to explore the architectures space to find more influential hyperparameters for each human activity. This examples shows the importance of each position and the level of interactions between modalities for the recognition of running, still, and bicycling.
5.5.3. How encoded knowledge is exploited?

The constructed model is able to cope with evolution of deployments. It leverages the dynamics of the body movements and the assumption stating that each individual activity is characterized by a different set of gestures which in turn involve specific body parts equipped with data sources. This is why we use bottom-up approach to train simpler models via subsets data sources selection that are highly confident and informative regarding these dynamics, to create a curated training set for model training. Indeed, as we have access to the best performing architectures, one can deploy it directly without going through models of low capacity. Here, we are rather interested in the overall behavior and form of the architecture space expressed by the configurations that have been explored. This behavior is what we incorporate into models that are more restricted in terms of capacity, and therefore easy to train and adapt. Practically speaking, we select highly informative data sources to form training sets. During the training phase, activity recognition models are encouraged to concentrate on the provided subsets of data sources to learn the corresponding human activities.

6. Case Study

Here we describe the used SHL dataset in our empirical evaluation. It is a highly versatile and precisely annotated dataset dedicated to mobility-related human activity recognition (750 hours of labeled locomotion data). It provides, simultaneously, multimodal and multilocation locomotion data recorded in real-life settings more than most of used ones like [19, 20, 21, 22]. There are in total 16 modalities including accelerometer, gyroscope, cellular networks, WiFi networks, audio, etc. making it suitable for a wide range of applications. Among the 16 modalities of the original dataset, we select the body-motion modalities to be included in our experiments, namely: accelerometer, gyroscope, magnetometer, linear acceleration, orientation, gravity, and in addition, ambient pressure.

Data collection was performed by each participant using four smartphones simultaneously placed in different body locations: Hand, Torso, Hips, and Bag. These four positions define the topology that allows us to model and leverage the dynamics of body movements for activity recognition models. Figure 18 shows the on-body sensors deployment used during data collection.

7. Evaluations

We conduct in this section an empirical evaluation of the dynamic inductive bias selection via two axes (i) adaptive segmentation, and (ii) adaptive sampling.

---

[2] The preview of the SHL data set can be downloaded from: [http://www.shl-dataset.org/download/](http://www.shl-dataset.org/download/)
7.1. Basic activity recognition chain

In this first set of evaluations, we consider a basic activity recognition chain.

Inputs/preprocessing/segmentation. Sensor signals were sampled at 100 Hz and the frames, for training and testing dataset were generated by segmenting the whole data with a non-overlap sliding window of 1-minute length. The subset that we use consists of 5 hours representing 16310 sequences for the training part and 5698 sequences of a duration of one minute each are reserved to test our models.

Feature learning and classification. The main idea is to use architectures based on neural networks in order to overcome aforementioned limits of human expertise and to come-up with genuine features extraction and sensor fusion schemes. Neural networks hold important properties that are advantageous to multimodal recognition tasks. They are able to construct, or learn, hierarchies of abstract features and relate efficiently modalities between them. In our work, to replicate such capabilities within our architectures, we use convolutional neural networks. Beyond the frequent application of convolutional neural networks for the recognition of human activities, which show, by the way, good performances, e.g. [136, 137, 138, 139], these kinds of networks are being adopted, primarily, for their ability to efficiently aggregate heterogeneous data from different sources. In [136] for example, authors proposed various convolutional architectures featuring an explicit mechanism for partial and full weight sharing, by placing separate convolution kernels on each modality and in the upper layers responsible for aggregating features maps. In this work, we construct neural architectures by stacking Conv/ReLU/MaxPool blocks. These blocks are followed by a Fully Connected/ReLU layers. In order to allow for the emergence of
cross-modal relationships at both low and high-levels of abstractions, we define three **convolutional modes** of the input sequences with each set of filters:

- whole modalities grouped and convolved, referred to as **grouped modalities**.
- each modality convolved apart, which is designated by **split modalities**.
- each channel convolved apart, referred to as **split channels**.

These various convolutional modes can be considered as different levels of sensor fusion. From this perspective, **split channels** would correspond to a late fusion and, on the contrary, **grouped modalities** would correspond to an early fusion scheme.

In order to train a given architecture, we frame recognizing human activities as a sequence classification problem, where the goal is to learn a function $F : X \rightarrow Y$ mapping inputs to outputs. As in the traditional classification setting, performance of the neural architecture is quantified with a loss function $\ell : X \times Y \rightarrow \mathbb{R}$, and a mapping is found via

$$f^* = \underset{f \in \mathcal{F}}{\text{argmin}} \frac{1}{N} \sum_{j=1}^{N} \ell(f(x_j), y_j) \quad (1)$$

which can be optimized using a gradient descent algorithm over a pre-defined class of functions $\mathcal{F}$. In our case, $\mathcal{F}$ will be convolutional networks parametrized by their weights and the loss function will be $\ell(f(x_i), y_i) = 1\{f(x_i) \neq y_i\}$.

For a fixed architecture, i.e. a particular instantiation of the hyperparameters, the optimization process will tune the weights of the network and, by the same occasion, the subsequent uni-modal and multi-modal features that are extracted from the input signals.

### 7.1.1. Results

Figure [19] shows the recognition performance of the best model trained on all body locations fused together yielding 70.86% recognition performance measured by the f1-score.

### 7.1.2. Evaluation and model selection

The $k$-fold cross-validation is widely used for assessing performances of a prediction model. It performs, first, a random partitioning of the dataset into $k$ distinct folds. Then, at each iteration, a different subset consisting of $k - 1$ folds is used to train the model while the remaining fold is used for the purpose of validation.

**Usual partitioning and neighborhood bias.** The random partitioning used in the case of segmented time-series introduces a neighborhood bias [114]. This bias consists in the high probability that adjacent and overlapping frames, that are typically obtained during segmentation and that share a great deal of characteristics fall into training and validation folds in the same time. This leads to an overestimation of the validation results and goes often disregarded in the literature.
Figure 19: Confusion matrix of the best model trained on all body locations fused together yielding 70.86% recognition performance measured by the f1-score.

Figure 20: Partitioning of a portion of the final labeled dataset’s frames over 10 folds using meta-segmented partitioning algorithm proposed in [114]. A segment length of one corresponds to the partitioning produced by the regular cross-validation procedure. Shown frames range from 4030 to 5670 are ordered by their time indexing across recordings. Each color corresponds to a different fold.

Meta-segmented partitioning, which is proposed in [114] Section 5, tries to circumvent this bias by first grouping adjacent frames into meta-segments of a given size. These meta-segments are then distributed on each fold. Figure 20 shows the partitioning of a subset of the generated frames over 10 folds with a meta-segment length of 1, which corresponds to the usual partitioning procedure, and a meta-segment length of 20.

7.2. Surrogate model based on Bayesian optimization

In this set of experiments, we evaluate an adaptive segmentation process and its impact on the final recognition performances. The experimental setting is presented in more details in [141].

7.2.1. Setup

Here we detail precisely the different building blocks presented in Sect. 7.1. Note that in the following, hyperparameters accompanied with a mathematical
Figure 21: Relative bias induced by the way the f1-score is computed and its interplay with validation strategies used during experiments. 10-folds cross-validation with the null class being (a) discarded and (b) included. (c) 5-folds meta-segmented cross-validation. From [140].

notation are subject to the BO procedure. We use up to 3 convolutional layers in the features learning stage, each followed by a unit of max-pooling whose parameters, i.e. window size, is set to 2. Each convolutional layer has its own set of filters that have sizes $k_s_i$, $i \in \{1, 2, 3\}$ and are different from one layer to another. The number of filters $n_f$ meanwhile remains the same for each layer of a given architecture. We use two types of activation functions, namely the rectified linear unit (ReLU) and the hyperbolic tangent (Tanh) activation functions. Concerning the recurrent layers, we use 2 layers of LSTM units composed of $n_{hu1}$ and $n_{hu2}$ hidden units for layers 1 and 2 respectively. Moreover, we initialize the bias of the forget gate to 1 according to [142] who recommend setting the bias of this gate to relatively wide values such as 1 or 2 which allows the gradient to flow easily.

With regard to the input signals we decided to discard any additional segmentation process that could potentially introduce bias into the learning process. Inputs are, then, taken as they are without any additional segmentation process. The entries of our different architectures are therefore of the order of 1 minute, i.e. 6000 samples, given that the sampling rate is 100 Hz.
Table 1: Summary of the different hyper-parameters assessed during Bayesian optimization procedure along with their respective bounds. From [143].

| Hyper-param. (sym)         | low | high | prior |
|----------------------------|-----|------|-------|
| Learning rate (lr)         | 0.001 | 0.1  | log   |
| Kernel size 1st (ks1)      | 9   | 15   | -     |
| Kernel size 2nd (ks2)      | 9   | 15   | -     |
| Kernel size 3rd (ks3)      | 9   | 12   | -     |
| Number of filters (nf)     | 16  | 28   | -     |
| Stride (s)                 | 0.5 | 0.6  | log   |
| Dropout probability (pd)   | 0.1 | 0.5  | log   |
| Number of units dense layer (nu) | 64 | 2048 | -     |
| Number of hidden units 1 (nu1) | 64 | 384  | -     |
| Number of hidden units 2 (nu2) | 64 | 384  | -     |
| Inputs dropout probability (pin) | 0.5 | 1    | log   |
| Outputs dropout probability (pout) | 0.5 | 1    | log   |
| States dropout probability (pout) | 0.5 | 1    | log   |

7.2.2. Analysis of the surrogate model’s response surface

Table 1 provides a summary of the most important hyperparameter pairwise marginals obtained on convolutional architectures. Table 2 provides, for its part, a summary of the hyperparameters’ importance obtained through the fANOVA analysis of convolutional and hybrid architectures’ recognition performances. Figure 22 provide pairwise marginal plots of a set of hyperparameters in the case of convolutional obtained also through the fANOVA framework [144].

In the case of architectures with split modalities, throughout the BO runs we do notice that the number of architectures yielding, for example, a given recognition performance varies to a critical large extent (±0.6 standard deviation points). This underlines just how complex the subspace generated by the split modalities convolutional mode is. In other words, the generated subspace can be viewed as spanning the entire recognition performances range and encompassing many plateaus of variable sizes scattered all over it, each of which yielding equivalent performing architectures. This contrasts with the convolutional architectures where we do not get a similar variability. Rather, we see clearly that, with the exception of all modalities grouped convolutional mode which shows a much more stable behavior, the variability is confined to ±0.2 standard deviation points. This suggests that the entire hyper-parameter space induced by convolutional architectures, regardless of the convolutional mode, is characterized by abrupt topology and the absence of sustainable plateaus which is presumably what the analysis of the pairwise marginal plots shown in Fig. 22 tends to support to a certain extent. This being said, we don’t know which of the building blocks account for the above observations. What we know is that the building blocks of our architectures exhibit a lot of complex interactions
which influence the recognition performances, as a matter of fact, quite large. In order to get insights about these interactions, what can be done, is to assess the respective hyper-parameters of these building blocks as well as the low-level interactions between them.

The main difference between hybrid and convolutional architectures reside in the type of output layers that accounts for discovering combinations of features which correspond to a given activity pattern. In particular, we suspect that the LSTM layers may be, either directly or indirectly, responsible for the large variability that characterizes hybrid architectures’ recognition performances. Indeed, the comparison between hybrid and convolutional architectures in terms of the respective hyper-parameters of the features learning stage, i.e. kernel sizes, stride, number of filters, reveals that these have roughly the same influence on the recognition performances and are by far characterized by relatively insignificant interactions among them , which translates, presumably, to a kind of stability characterizing this building block. In the other hand, dense layers’ hyper-parameters exhibit an extremely different impact. Indeed, the number of units in the dense layer \( n_u \) is found to be the most important hyper-parameter in the case of convolutional architectures and accounts for more than 16% of the recognition performances variability. In addition, the number of units in the dense layer has the largest low-level interactions , which confirms the important impact of the dense layer in recognizing activity patterns. This contrasts with the quantified importance of the number of hidden units of LSTM layers which is 6% and 2% for the first and second layer respectively. We notice instead that the learning rate is taking advantage over the number of hidden units and accounts for more than 19% of the recognition performances variability in the case of hybrid architectures.

**Segmentation via the stride hyperparameter.** The hyperparameters can be extended to virtually any aspect of the activity recognition chain, including for example the segmentation stage. Indeed, we can leverage for this the stride
Table 2: Summary of the hyper-parameters’ importance obtained through the fANOVA analysis of convolutional and hybrid architectures’ recognition performances.

| Hyper-param. (sym) | Individual importance |
|--------------------|-----------------------|
| Learning rate ($l_r$) | 0.10423 0.19815 |
| Kernel size $1^{st}$ ($k_{s1}$) | 0.01410 0.00874 |
| Kernel size $2^{nd}$ ($k_{s2}$) | 0.00916 0.023105 |
| Kernel size $3^{rd}$ ($k_{s3}$) | 0.04373 0.01788 |
| Number of filters ($n_f$) | 0.02810 0.01845 |
| Stride ($s$) | 0.08092 0.06236 |
| Dropout probability ($p_d$) | 0.03279 - |
| Number of units dense layer ($n_u$) | 0.16748 - |
| Number of hidden units 1 ($n_{hu1}$) | - 0.06324 |
| Number of hidden units 2 ($n_{hu2}$) | - 0.02478 |
| Inputs dropout probability ($p_{in}$) | - 0.04047 |
| Outputs dropout probability ($p_{ou}$) | - 0.01056 |
| States dropout probability ($p_{st}$) | - 0.01991 |

hyperparameter, which we have already defined in the table summarizing the optimized hyperparameters (see Table 1). Figure 23 illustrates how each portion of an input signal (here the $y$ dimension of a given modality) is processed by the input layer of the neural architecture. The portions are determined by the value of the stride which represents in our setting as a hyperparameter to be optimized, just as any other weight or hyperparameter of the neural architecture. Figure 24 shows the impact of the overlap/stride hyperparameter on the recognition performances.

Figure 23: Interpretation of the stride hyperparameter as controlling the segmentation step.
7.3. Adaptive sampling

Given the surrogate model, the task now is to incorporate the derived knowledge into low-capacity, data-efficient, and deployment-ready models. As we mentioned before, human activities are largely determined by the dynamics of the gestures. Indeed, each activity is characterized by a different set of gestures which in turn involve specific body parts. Here, we describe the experimental setup used to exhibit and then incorporate the dynamics of body movements. The experimental setting is presented in more details in [23].

7.3.1. Setup

Different exploration strategies will lead to different sets of hyperparameter instantiations. In our experiments, we instantiate our approach with various exploration strategies. We use the Microsoft-NNI toolkit \(^3\) which provides a comprehensive list of exploration strategies, in particular, those based on hyperparameter tuning, including (1) exhaustive search (random search \([145]\), and grid search); (2) heuristic search (naive evolution \([146]\), anneal \([147]\), and hyperband \([148]\)); and (3) sequential model-based optimization (Bayesian optimization hyperband \([149]\), tree-structured Parzen Estimator \([147]\), and Gaussian process tuner \([147]\)).

We quantify the influence of data sources using the efficient implementation of fANOVA proposed in \([144]\), which is based on a linear-time algorithm for computing marginal predictions in random forests. Interaction structure of the data sources is estimated using fanova-graph \([150]\).

In addition, we define two thresholds, \(\tau_{imp} \in [0, 1]\) and \(\tau_{int} \in [0, 1]\), above which a given set of data sources \(S \subset \mathcal{S}\) can be selected and included into the sample.

---

\(^3\)https://github.com/microsoft/nni
Datasets. We use the SHL dataset primarily to derive the data generation model. The derived model is then incorporated into the SHL dataset itself and three other datasets including (1) USC-HAD [20] containing body-motion modalities of 12 daily activities collected from 14 subjects (7 male, 7 female) using MotionNode, a 6-DOF inertial measurement unit, that integrates a 3-axis accelerometer, 3-axis gyroscope, and a 3-axis magnetometer; (2) HTC-TMD [21] containing accelerometer, gyroscope, and magnetometer data all sampled at 30Hz from smartphone built-in sensors in the context of energy footprint reduction; and (3) US-TMD [22] featuring motion data collected from 13 subjects (9 male, 4 female) using smartphone built-in sensors.

7.3.2. Results

In this second experiment, we incorporate the derived data generation model into activity recognition models via sample selection. We select highly informative data sources to form training sets. During the training phase, activity recognition models are encouraged to concentrate on the provided subsets of data sources to learn the corresponding human activities. We refer to this setting as w-DGP, which stands for, with data generation process.

For this, we construct activity recognition models based on neural networks, similar to the architectures used to derive the data generation model, but restricted to 3 Conv1d/ReLU/MaxPool stacked blocks. These blocks are followed by a Fully Connected/ReLU layers. The weights of the layers corresponding to all inputs are optimized during training without distinction, the constraining being specified via data augmentation. Indeed, in this setting, for each subset of interacting data sources, we perform data augmentation by assigning values, drawn from a normal distribution, to the unimportant data sources. The goal is to make the neural network insensitive to the remaining inputs. We provide training examples to the neural network according to the given subsets of interacting data sources that we extract from the derived model. Furthermore, we experiment with different values of $\tau_{\text{int}}$ and $\tau_{\text{imp}}$ to extract the subsets of data sources. For comparison, we train the activity recognition models on the whole data sources of each dataset, i.e., without incorporation of the derived data generation model. These models constitute our baselines and we refer to this setting as wo-DGP. In addition, we also incorporate the data generation model based on human expertise (HExp). We refer to this setting as w-HExp. Obtained recognition performances on each dataset are compared and overall, we obtain substantial improvements for all datasets when incorporating a data generation process (either w-HExp or w-DGP).

Figure 25 shows the evolution of the obtained recognition performances depending on the parameters $\tau_{\text{int}}$ and $\tau_{\text{imp}}$. In addition, this figure illustrates the average number of data sources, that are included in the subsets, depending on these two thresholds. In particular, when, for example, $\tau_{\text{imp}}$ and $\tau_{\text{int}}$ are set to 0, all data sources are included. We find that the neural networks trained with smaller subsets of data sources perform better than the baseline and most of the settings which rely on a higher number of data sources. Noticeably, we get a recognition performance of $88.7\% \pm 0.6$, measured by the f1-score, using
subsets containing on average 12 data sources. Thus, an improvement over the baseline of 17.84% in terms of recognition performances and a reduction of one-half concerning the required quantities of data. Surprisingly, we do not see a lot of bad subsets of interacting data sources for $0.2 \leq \tau_{imp} \leq 0.6$, where the number of data sources per subset is confined between 5 and 12. It is also worthy to note that in some configurations where $|S_y| = 13$, the trained model performs badly (less than 40%±0.16 f1-score). In the contrary, for smaller subsets ($|S_y| \leq 5$), trained models get high recognition performances (more than 80%±0.05 f1-score). A Deeper inspection of these configurations reveals that the location of selected data sources plays an important role, in particular, the latter subsets are mainly composed of hips data sources.

**Alternative Exploration Strategies.** In the previous experiment, we constrain training of activity recognition models using data generation model derived using the Gaussian process tuner as it had the highest degree of agreement with HExp. Since the exploration strategies tend to favor different regions of the architecture space, we hypothesize that the derived models will be characterized by variety in terms of combinations of data sources but will still hold the same property, which is being highly informative with regards to the dynamics of body movements. Here we evaluate the effectiveness of the data generation models derived using the other exploration strategies. Table 3 presents the results obtained for this setting on each individual dataset.

Note that TPE outperforms GP tuner in the case of HTC-TMD and USC-TMD datasets. It is also interesting to note that even though exhaustive search strategies have a low degree of agreement with HExp, incorporation of their corresponding data generation models is competitive for both HTC-TMD and USC-HAD, which can be explained by the ability of our approach to derive
Table 3: Recognition performances of activity recognition models while incorporating the data generation models derived using different space exploration strategies.

| Dataset   | Exhaustive search | Heuristic search | Sequential model-based |
|-----------|-------------------|-----------------|------------------------|
|           | Random | Grid | Naive | Anneal | HB | BOHB | TPE | GP Tun. |
| USC       | 79.28% | 79.58% | 80.76% | 83.56% | 85.27% | 86.66% | 82.37% | 89.33% |
| HTC-TMD   | 76.34% | 75.17% | 74.98% | 73.18% | 77.45% | 75.86% | 80.13% | 80.13% |
| US-TMD    | 74.14% | 72.21% | 79.71% | 81.13% | 80.80% | 79.17% | 84.39% | 83.64% |
| SHL       | 72.2%  | 71.32% | 79.46% | 84.16% | 82.33% | 84.22% | 86.7%  | 88.7%  |

knowledge that is hardly captured by the sole human expertise.

Figure 26: Evaluation of a continual scenario, in the form of a timeline, showing, on the left, one case of true transition (between still in red and walk in blue) that is correctly detected and, on the right, one case of false alarm. Each time a transition (true transition or false alarm) is detected, various sets of data sources (circles on top of the timeline) are selected in order to recognize the current activity. At the bottom of the timeline, the evolution of the entropy, as outputted by the continual learning model, and the confidence threshold ($\tau_{confidence}$) are shown.
8. Discussion

The dynamic inductive bias selection perspective that we propose to apply to human activity recognition could be framed into two levels: (1) making explicit the inductive biases related to the complete activity recognition chain (domain knowledge) in the form of surrogate models and (2) maintaining alternative or competing learning configurations (inductive biases) by allowing easy and rapid adaptation to new configurations. The discussion here is framed around the importance of domain knowledge and the three pillars of our proposed approach which can be stated as questions: (i) which knowledge to encode? (ii) how to encode it? and (iii) How to incorporate it into deployed models?

8.1. Which knowledge to encode?

In our approach, we investigated the benefits of incorporating prior knowledge into neural networks to improve data source integration. Precisely, we leverage the dynamics of the body movements and the assumption stating that each individual activity is characterized by a different set of gestures which in turn involve specific body parts. In the case of wearable technologies, where these body parts are equipped with data sources, often, focusing on these specific data sources, allows recognizing a given activity precisely. As discussed in Section 5.5.1, Incorporation of prior knowledge derived, directly or indirectly, from 3D body skeleton-based representations holds an important place in the literature around activity recognition. Long lines of research proposed to leverage 3D body skeleton-based representation [125, 126, 127, 128, 129], ontology-based representations [130, 131], etc.

This being said, other aspects can be modeled and incorporated into activity recognition models and can affect virtually every step in the recognition chain from the measurement process to the topology of the sensor deployment and the transmission protocols used between the nodes of these deployments. As seen in Section 7.2.2 for the case of segmentation, exhibiting the hyperparameters can be extended to aspects other than the importance and interaction of data sources. Indeed, the long-term interest would be to make explicit the biases of all the stages of the activity recognition chain by going as far as the transfer functions which, as illustrated in Section 4.1 and the introduction of Section 5, constitute biases in their own.

8.2. How to encode it?

In our approach, derivation of the dynamics of body movements is based on a neural architecture space. We use this model to derive subsets of important and interacting data sources based on the hyperparameters controlling the effects they have on the recognition of each individual activity. These values control how architectural components process each individual input and by the same occasion their influence on the overall architecture performance. We focused, particularly, on the insights that stem from tuning and adapting these architectures, through their hyperparameters and specifically those controlling the influence of the data sources. At each layer of a given architecture, setting
the right combination of hyperparameters is critical. In particular, choosing the right instantiation for the features learning and sensor fusion components can lead to an architecture capable of building, from the various data sources, an original set of features which is suitable for recognizing a given activity.

In our proposed approach, the neural architecture space is assimilated to a high-capacity model (proxy). We use this high-capacity model for its ability to encode domain knowledge and store lots of experience. Making explicit these biases via hyperparameters is motivated by several aspects, the most important being their capacity to play the role of inductive biases far more than the parameters of a model. Indeed, the biases of the architecture (e.g. CNN for vision, LSTM for time-dependent sequences, etc.) are decisive for the tasks for which they were originally designed. More importantly, several empirical results are backing the fact that the hyperparameters are playing a more important role in the final recognition performances than the models' parameters [151]. These results are also in the direction of rapid adaptation and the use of few learning steps since the weights (parameters) of the models are less influential than the hyperparameters.

As we saw, the exploration of the architecture space is often based on an acquisition function (responsible of choosing the next configuration to explore), the whole issue is to design good acquisition functions that both have a good compromise between exploration and exploitation (which gives a fairly meaningful picture of the space of architectures) and at the same time reflect the targeted domain knowledge (the exploration must have the information that, for example, the targeted aspect is the bias related to segmentation, data sources, pre-processing, etc.). Concerning this point, the multi-modal architecture presented in Section 5.5.2 goes in this direction (the hyperparameters have been designed to reflect the impact of the data sources and their interactions).

8.3. How to incorporate knowledge into deployed models?

The way incorporating knowledge, in a principled fashion, into deployed models remains also an open question as it is the case for the other aspects that we are investigating. Indeed, in the approach we proposed, it was not the best architecture that we have been interested in (and which would have been deployed directly without going through models of lower capacity) but rather the overall behavior of the architectures explored. This behavior was then incorporated into models that were more restricted in terms of capacity, and therefore easy to train and adapt. That said, other ways of achieving this, by leveraging on existing techniques, could be implemented. In what follows, we present some avenues that can be investigated in this sense.

**Regularization.** Regularization techniques have been investigated as ways of incorporating domain knowledge into machine learning models. Beyond activity recognition, many other applications leverage domain models to enforce certain conditions or equations, which are part of prior knowledge, within machine learning models. In [152, 153], authors propose to incorporate domain knowledge, like known laws of physics, by constraining neural networks via regularization. Their settings introduce new challenges for encoding knowledge
into appropriate loss functions and avoiding trivial solutions in the constraint space.

**Attention mechanisms.** Some other works use additional computational levels, like attention mechanisms, first used in natural language processing [154], in order to help models focus on specific entries. In this vein, authors in [155] propose two attention models for human activity recognition: temporal attention and sensor attention. These two mechanisms adaptively focus on important signals and sensor modalities. In this sense, our approach is based on the selection of relevant and more informative data sources for the recognition of each individual activities. Our approach can be related to that of [155], with the difference that selection is performed beforehand, in a separate procedure, before incorporating them into the main model.

**Pruning.** Sparsifying neural networks via pruning is also a way to go in order to incorporate accumulated knowledge and at the same time. In [156], for example, authors exploited the sensitivity between inputs and outputs in order to eliminate model’s weights which are not responsive enough to the input-output pairs stimulus during training. This process can be adapted to our proposed approach.

**Neuromodulation in neural networks.** In [126], for example, authors construct an ontology that serves as a basis for constructing a network of Bayesian inference while in [128], the constructed representations, which obey to certain constraints, help the neural networks to self-organize. The proposed hierarchical processing of visual inputs allows obtaining progressively specialized neurons encoding latent spatiotemporal dynamics of the input data sources. In [157], authors draw inspiration from cellular neuromodulation to construct a new deep neural network architecture that is specifically designed to learn adaptive behaviors. The neural architecture comprises two neural networks: a main network and a neuromodulatory network. The neuromodulatory network processes feedback and contextual data whereas the main network is in charge of processing other inputs.
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