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Partial Recovery in the Graph Alignment Problem

Georgina Hall* and Laurent Massoulié†

Abstract

In this paper, we consider the graph alignment problem, which is the problem of recovering, given two graphs, a one-to-one mapping between nodes that maximizes edge overlap. This problem can be viewed as a noisy version of the well-known graph isomorphism problem and appears in many applications, including social network deanonymization and cellular biology. Our focus here is on partial recovery, i.e., we look for a one-to-one mapping which is correct on a fraction of the nodes of the graph rather than on all of them, and we assume that the two input graphs to the problem are correlated Erdős-Rényi graphs of parameters \((n,q,s)\). Our main contribution is then to give necessary and sufficient conditions on \((n,q,s)\) under which partial recovery is possible with high probability as the number of nodes \(n\) goes to infinity. In particular, we show that it is possible to achieve partial recovery in the \(nqs = \Theta(1)\) regime under certain additional assumptions.
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1 Introduction

The goal of graph alignment is to infer, given two graphs, a one-to-one mapping between the nodes of the two graphs such that the number of edge overlaps is maximized. Graph alignment problems appear in a variety of different applications, including computer vision [8], natural language processing [31, 29], biology [17], and social network deanonymization [35]. In biology, graph alignment is used for example to match proteins across species. This is generally difficult to do via a direct comparison of the amino acid sequences that make up the proteins as mutations of the species' genotype can lead to significant differences in the sequences. However, while their sequences may vary greatly, proteins generally retain similar functions in each species’ metabolism. By drawing up a Protein-Protein Interaction graph for each species and aligning these graphs across species, biologists are able to match proteins to better understand, e.g., the evolution of protein complexes. We refer the reader to [17] for more information on the topic. In the context of social networks, graph alignment has been successfully used to deanonymize private social networks. Arguably, the best-known example is that of the deanonymization of the Netflix Prize database using data from IMDb [34] as it led to a court case against Netflix and the end of the Netflix Prize. Other instances of social network deanonymization via graph alignment have been investigated as well, and comprise e.g. the deanonymization of Twitter using Flickr [35]. In both cases, the ideas are similar: if a user has an account on two social networks that serve similar purposes (e.g., both Netflix and IMDb enable movie reviewing), then the content shared on the two platforms by the user would be quite similar. In other words, if one was to create a graphical representation of the content shared

*Georgina Hall is with the department of Decision Sciences at INSEAD. Email: georgina.hall@insead.edu
†Laurent Massoulié is with the DYOGENE Group at INRIA and the MSR-Inria Joint Centre. Email: laurent.massoulie@inria.fr
on the platform by users, then these graphical representations would be very correlated across social networks. (Consider in the Netflix and IMDb case, a bipartite graph that links a user to a movie he or she has reviewed.) If one of the social platforms is public (as is IMDb) and the other, though being private, releases partial or anonymized information about its user content (as Netflix did during the Netflix Prize), then one can simply construct a similar graphical representation of the information, align the graphs obtained, and recover information on the private network from the public network, which leads to a breach of privacy of the private network’s user’s content.

The set-up we consider here is a stylized mathematical model of problems of this type: we assume that the input graphs are generated via a probabilistic model. More specifically, these input graphs are obtained by constructing two correlated Erdős-Rényi graphs with parameters \((n, q, s)\) (see Section 2 for a mathematical description of correlated Erdős-Rényi graphs, roughly speaking, \(n\) is the number of nodes of the graphs, \(q\) is a measure of their sparsity, and \(s\) describes how correlated they are), selecting one of the two graphs at random and randomly permuting its labels, keeping the other graph as is. The question we wish to answer is then: given two graphs generated thus, under what conditions on \((n, q, s)\) are we able to recover the underlying permutation? Or, to be more precise, under what conditions on \((n, q, s)\) are we able to partially recover the underlying permutation, i.e., recover a permutation that overlaps with the permutation that was used on just a constant fraction \(\alpha\) of its vertices? The notion of partial recovery is in contrast with the notions of exact (resp. almost exact) recovery which would aim to recover the correct permutation for all nodes (resp. all but a vanishing fraction of nodes) of the graph. While information-theoretical results such as ours exist in the literature for these two types of recovery, the notion of partial recovery has, to the best of our knowledge, not yet been considered (see Section 2 for a literature review). This is in spite of its relevance in applications: for example, it would be enough in the case of social network deanonymization to provide a partially recovered permutation to prove that a privacy breach has occurred. This paper aims to fill this gap in our collective knowledge.

In it, we provide both necessary and sufficient conditions for partial recovery of a graph alignment between two correlated Erdős-Rényi graphs. Our necessary condition states that if the difference between two probability distributions measured via the Kullback-Leibler divergence is too small—in fact, small in front of 1—then one cannot hope to recover a partial alignment. The two probability distributions that are contrasted in the result are the joint distribution of two independent edges (one in each graph) and the joint distribution of two correlated edges (again, one in each graph). This result is consequently very easy to interpret: if two correlated edges too closely mimic in probabilistic terms two independent edges, then there is no hope to recover any meaningful alignment. For our sufficient condition, we show that if \(nqs = \Theta(1)\) and some other conditions relating to sparsity of the graphs hold, then partial recovery is possible. Though this result is perhaps less intuitively interpreted, it has the advantage of closely paralleling existing information-theoretic results for other types of recovery. Roughly speaking, it is known that the regime \(nqs = \log(n) + \omega(1)\) leads to exact recovery and that the regime \(nqs = \omega(1)\) leads to almost exact recovery: our result goes a step further—we now know that the regime \(nqs = \Theta(1)\) is a regime in which partial recovery is possible. Though our necessary and sufficient conditions are not always easy to compare, it should be noted that in the case where \(s = s_0\) and \(q = n^{-\beta}\) for some positive \(\beta\), they nearly read as counterparts to one another (see Section 2.5 for a more detailed analysis).

Before moving onto the outline of the paper, we briefly comment on the proofs of our results to give the reader a flavor of the rest of the paper. The proof for necessity is based on a generalization of Fano’s inequality. The proof for sufficiency involves designing and analyzing an algorithm which is guaranteed to return a permutation that overlaps with the true permutation on a fraction \(\alpha\) of the nodes if our sufficient conditions hold. The algorithm we propose has some commonalities with that proposed in [12] in the sense that it also involves the study of the degrees of the nodes.
of a particular intersection graph. However, our analysis is necessarily more involved in order to capture results in a regime \( nqs = \Theta(1) \) which \[12\] does not cover.

The rest of the paper is structured thus: in Section 2 we describe the mathematical formulation of our model, introduce our notation, present our main results, and discuss practical applications and future results. We also provide a literature review of existing work on the graph alignment problem and contrast these results to ours. In Section 3 we give the proof of validity of our necessary conditions and in Section 4 that of our sufficient conditions.

2 Mathematical description of our problem

The goal of this section is to set the stage for the rest of the paper. In Section 2.1 we present the mathematical formulation of the graph alignment problem and briefly review the literature on the topic. In Section 2.2 we focus more specifically on the case where the two input graphs are assumed to be correlated Erdős-Rényi graphs and review the literature that is specific to this case. In Section 2.3 we provide a short reminder on Landau notation and, in Section 2.4, we give our main results.

2.1 The graph alignment problem

Let \( G_A = (V_A, E_A) \) and \( G_B = (V_B, E_B) \) be two undirected unweighted graphs such that \( |V_A| = |V_B| = n \). Recall that the adjacency matrix of a graph \( G \) on \( n \) vertices is an \( n \times n \) binary matrix with entry \((i, j)\) equal to 1 if there is an edge between node \( i \) and node \( j \) in the graph, and 0 otherwise. We denote by \( A \) and \( B \) the adjacency matrices of \( G_A \) and \( G_B \) respectively. The goal of graph alignment is to recover a permutation \( \pi \) of the labels of \( G_B \) such that the overlap between \( G_A \) and \( G_B \) is maximized. If \( P_n \) is the set of permutations over the set \( \{1, \ldots, n\} \), this can be written as the following optimization problem:

\[
\max_{\pi \in P_n} \sum_{1 \leq i, j \leq n} A_{ij} B_{\pi(i)\pi(j)} + \sum_{1 \leq i, j \leq n} (1 - A_{ij})(1 - B_{\pi(i)\pi(j)}),
\]

i.e., we maximize the number of overlapping edges and the number of non-overlapping edges between \( G_A \) and the graph obtained by relabeling \( G_B \). This optimization problem is equivalent to \( \max_{\pi \in P_n} \sum_{1 \leq i, j \leq n} A_{ij} B_{\pi(i)\pi(j)} \), which corresponds to maximizing the number of overlapping edges only. Note that this equivalence is not true anymore when we consider a generalization of the previous model to a case where the number of nodes in \( G_A \) and the number of nodes in \( G_B \) are different, see \[20\]. One can rewrite the previous optimization problem in yet another way by using permutation matrices rather than permutations. Recall that if \( \pi \) is a permutation over \( \{1, \ldots, n\} \), then the corresponding permutation matrix \( \Pi \) is an \( n \times n \) binary matrix with entry \((i, j)\) equal to 1 if and only if \( \pi(i) = j \). We use the convention throughout the paper that lower-case \( \pi \) refers to the permutation, and upper-case \( \Pi \) refers to the corresponding permutation matrix. Furthermore, we denote by \( P_n^M \) the set of \( n \times n \) permutation matrices. With this notation in mind, the graph alignment problem can be written

\[
\max_{\Pi \in P_n^M} \text{Tr}(A \Pi B \Pi^T).
\] (1)

This problem is related to a couple of other well-known combinatorial problems \[8\]. The graph isomorphism problem, e.g., is a particular case of the graph alignment problem, where there exists
a permutation matrix $\Pi$ such that $\text{Tr}(A\Pi B\Pi^T) = \text{Tr}(A^2)$, i.e., the graphs $G_A$ and $G_B$ overlap exactly up to a relabeling of the nodes of $G_B$. This problem has generated a lot of interest as it sits in a particular computational complexity class: it is not known if deciding whether two graphs are isomorphic is polynomial-time solvable or NP-hard. We refer the reader to [35] for a survey of the topic. At the other end of the spectrum, the quadratic assignment problem (QAP) is a generalization of the graph alignment problem, where the matrices $A$ and $B$ in (1) are not limited to adjacency matrices of graphs [39]. The quadratic assignment problem is known to be NP-hard to solve [40]. However, it does not follow from this result that the subcase of graph alignment problems is NP-hard to solve as we are imposing additional structure on the matrices $A$ and $B$. In fact, the instances that are shown to be hard to solve in [40] explicitly preclude the proof from transferring to the graph alignment setting as it relies on the fact that $A$ and $B$ are non-binary matrices. A different reduction based on the maximum common subgraph problem can be used however to show NP-hardness of the graph alignment problem [5].

As a consequence of its intractability, heuristics for solving the graph alignment problem (i.e., problem (1)) abound in the literature. These heuristics can be divided roughly into four categories: methods based on network topological similarity, message-passing methods, spectral methods, and convex relaxation-based methods. Some of these methods do have guarantees under the assumption that the input graphs are randomly generated following the correlated Erdős-Rényi model, a model which we formally describe in Section 2.2. We consequently revisit some of the literature we describe here in Section 2.2. The methods based on network topological similarity are probably the most numerous and are especially prevalent in biology applications. They typically involve identifying and matching in both graphs either subgraphs of specific shapes (also known as graphlets) or nodes with specific neighborhood structures. Algorithms of this type appear in [28, 32, 54, 4, 15]. A more exhaustive list can be found in [8]. Message-passing methods include belief propagation approaches such as the one given in [5] as well as percolation-based methods which assume an initial seed set of matched nodes [52, 24, 33, 14]. For some of the latter approaches, the requirement that a seed set be given can be somewhat relaxed by considering a phase 1/phase 2-type algorithm. In the first phase, the algorithm infers from the graphs a reasonable seed set by using high-degree nodes; this seed set is then used to proceed with the algorithm in phase 2. Methods which use spectral properties of the graphs are also popular; see, e.g. [46] which relies on a PageRank-style algorithm, or [47, 20, 18, 19] which focus on aligning the eigenvectors of the adjacency matrices of the graphs. Finally, some methods involve approximating the optimization problem given in (1) by a convex optimization problem. Indeed, (1) is equivalent to $\min_{\Pi \in P_M} \|A - \Pi B\Pi^T\|_F^2$, where $\| \cdot \|_F$ is the Frobenius norm. By invariance of the Frobenius norm with respect to orthogonal matrices, this can be written as $\min_{\Pi \in P_M} \|A\Pi - \Pi B\|_F^2$. A natural convex relaxation can then be obtained by replacing the set of permutation matrices by its convex hull, the set of doubly stochastic matrices, i.e., the set of matrices

$$DS_n := \{D \in \mathbb{R}^{n \times n} \mid D1 = 1, D^T1 = 1, D \succeq 0\},$$

where $1$ is the all-ones vector. The problem then becomes $\min_{D \in DS_n} \|AD - DB\|_F^2$, which is a quadratic program to solve. Unfortunately, the matrix obtained is rarely a permutation matrix—in fact, it can be shown [30] that, under the correlated Erdős-Rényi model that we describe in Section 2.2, this is very unlikely to occur. A second step consequently involves the projection of the doubly stochastic matrix obtained to the set of permutation matrices, a projection that can be done in polynomial time, via, e.g., the Hungarian algorithm. Quadratic programming relaxations of this type are studied in [22, 43, 26, 16, 20, 21, 53]. These relaxations sometimes also involve a quadratic regularization term added to the objective, which corresponds to the Frobenius norm of the doubly stochastic matrix. An alternative convex relaxation for (1) which gives rise to a linear program
rather than a quadratic program can be obtained by replacing the Frobenius norm squared by the 1-norm applied to the vectorized matrix, i.e.,

$$||A\Pi - \Pi B||_1 = \sum_{i,j} |(A\Pi - \Pi B)_{ij}|.$$ 

This approach is much less prevalent in the literature and to the best of our knowledge only appears in [2]. There also exist convex relaxations of (1) based on semidefinite programming. These are relaxations that have more often than not been developed for the QAP and are then leveraged on this subcategory of problems [44, 55]. Though they can be quite powerful, their main caveat remains their prohibitively high running-time.

The boundaries of these four classes of approaches for the graph alignment problem are of course quite porous with many links between them. For example, the topological similarity method described in [15], which involves matching nodes via the number of neighbors of their neighbors, can be viewed as a second-order approximation of the doubly stochastic relaxation. Indeed, it is known that two graphs $G_A$ and $G_B$ have the same ultimate degree sequence if and only if there exists a doubly stochastic matrix $D$ such that $AD = DB$ [43]. As the ultimate degree sequence of a graph is the ultimate degree sequence of its nodes, and the ultimate degree sequence of a node is an infinite list comprising in first position the degree of the node, in second position the degree of its neighbors, in third position the degree of the neighbors of its neighbors, and so on, it is not difficult to see why the algorithm in [15] is a second-order approximation of the doubly stochastic relaxation. Likewise, the spectral method presented in [19] can be viewed as a less-constrained version of the doubly stochastic relaxation; see [19] for details. Further note that we have focused above on methods that return graph alignments under the assumption that the graphs $G_A$ and $G_B$ are unweighted graphs on the same number of nodes. Extensions to the graph alignment problem which cover cases where the number of nodes in each graph are different [25] or where the graphs are weighted [45] have also been developed.

### 2.2 The correlated Erdős-Rényi model

The goal of this paper is not to study the model in its full generality, nor from a computational perspective. Rather, we focus on a particular random generative model for the input graphs, the correlated Erdős-Rényi model [36], which is very common in the literature, and wish to understand the conditions under which one can or cannot recover an alignment in this model from an information-theoretic perspective.

We start this section with a description of the Erdős-Rényi model. Let $n$ be an integer, and $q, s$ scalars in $[0, 1]$ with $q < s$. Let $G$ be an Erdős-Rényi graph with parameters $n$ and $q/s \leq 1$. In other words, $G$ is a graph on $n$ nodes, two nodes of which are independently connected with probability $q/s$. Two copies of this graph are created and each copy is subsampled with probability $s$, which means that each edge present in the copies is maintained with probability $s$ and deleted with probability $1 - s$ independently and at random. We denote by $G_A$ and $G_B'$ the two graphs obtained and by $A$ and $B'$ their adjacency matrices. They are both Erdős-Rényi graphs with parameter $q$, but entries $(i, j)$ of $A$ and $B'$ are correlated Bernoulli random variables with correlation $\frac{s - q}{s}$. This is what gives this generation process the name of correlated Erdős-Rényi model. We then let $\pi^*$ be a permutation over $\{1, \ldots, n\}$ with associated permutation matrix $\Pi^*$. We obtain $G_B$ by permuting the labels of $G_B'$ with $\pi^*$, i.e., $B_{\pi^*(i)\pi^*(j)} = B'_{ij}$ or equivalently, $\Pi^* B \Pi^{*T} = B'$. The input to the graph alignment problem is then $G_A$ and $G_B$ and our goal is to recover $\pi^*$ (or equivalently $\Pi^*$) from these observed graphs. In this framework, there is a notion of ground truth, given by $\pi^*$, which we refer to as the graph alignment in the rest of the paper. It is related to the definition given...
in Section 2.1 (which is the one used in the absence of a generative model and a ground truth) in
the sense that, in the correlated Erdős-Rényi model, any matrix \( \Pi \) solution to (1) is a maximum a
posteriori estimator of \( \Pi^* \) provided that the correlation between edges is positive, i.e., \( s > q \).

As mentioned previously, the parameter \( s \) quantifies the amount of noise added to the model.
If \( s = 1 \), \( G_A \) and \( G_B \) are isomorphic. In this setting, one can recover exactly the permutation
both information-theoretically and computationally if \( \log(n) + \omega(1) \leq nq \leq n - \log(n) - \omega(1) \). The proofs of this result rely on showing that the automorphism group of \( G_A \) is trivial under these conditions.

In our case, we assume \( s < 1 \) and wish to recover the permutation \( \pi^* \) partially. This means
that we wish to find a permutation \( \hat{\pi} \) such that the overlap between \( \hat{\pi} \) and the permutation \( \pi^* \),

\[
\beta(\hat{\pi}, \pi^*) := \frac{1}{n} \sum_{i=1}^{n} 1_{\pi(i)=\pi^*(i)}
\]

is greater than some constant \( \alpha > 0 \) with high probability as \( n \) goes to infinity. We refer to such
a permutation \( \hat{\pi} \) as a partial alignment of the graphs \( G_A \) and \( G_B \), or alternatively we say that we
have partially recovered an alignment of \( G_A \) and \( G_B \). This concept is defined as an analog to the
concept of partial recovery in the stochastic block model for community detection [1]. As far as
we know, this paper is the first to cover this notion of recovery for graph alignment problems in
the correlated Erdős-Rényi model from an information theoretic perspective (some computational
results for sparse graphs can be found in [29]).

A vast majority of prior papers have instead focused on exact recovery, i.e., the case where
one wishes to find \( \hat{\pi} \) such that \( \mathbb{P}(\beta(\hat{\pi}, \pi^*) = 1) = 1 - o(1) \). It is known that exact recovery can
be achieved if \( nqs \geq \log(n) + \omega(1) \) together with some conditions on the sparsity of the graphs
and the strength of correlation of the edges. A converse result which states that one cannot hope
to exactly recover \( \pi^* \) if \( nqs \leq \log(n) - \omega(1) \) and the correlation between the edges is strictly less
than one is also given [10, 11]. The algorithm that shows that exact recovery can be achieved
under the aforementioned conditions is exponential time. Many papers have consequently focused
on providing polynomial-time (or quasi-polynomial-time) algorithms that exactly recover \( \pi^* \) under
certain conditions on the parameters [4, 33, 14, 15]. [1] propose a quasi-polynomial-time algorithm
that exactly recovers \( \pi^* \) under the assumption that \( nq/s \in [n^{\omega(1)}, n^{1/153}] \cup [n^{2/3}, n^{1-\delta}] \) for small
\( \delta > 0 \). Mossel and Xu provide instead a seeded algorithm: under the assumption that the seed
set is large enough (i.e., the fraction of seeded notes is larger than \( n^{-1/2+3\epsilon} \)) for fixed \( \epsilon > 0 \),
then exact recovery is possible all the way down to the information-theoretic threshold (under the
condition that \( nq/s \leq n^{1/2+\epsilon} \)). [14] extend an algorithm called canonical labeling, which proved to
be successful for graph isomorphism, to the graph alignment setting. The algorithm relies on
a first step, which generates a surrogate of a seed set, to move on to the second step where these
seeds are used to align the rest of the graph. Under the assumption that one is able to generate a
sufficiently large set in the first step, then exact recovery can be achieved under the condition that
\( nqs \geq \omega(n^{4/5} \log(n)^{7/5}) \) and \( q(1-s) \leq o((qs)^{5/4}/\log(n)^6) \). Finally, [15] analyze a polynomial-time
algorithm based on neighbors of neighbors of nodes in the graph and are able to show its success
when \( nq = \Omega(\log(n)^2) \) and \( 1-s = O(1/\log(n)^2) \). [18, 19] propose an algorithm called GRAMPA
for graph alignment: in particular, they show that if two graphs are correlated Erdős-Rényi graphs
with edge correlation coefficient \( 1 - \sigma^2 \) and average degree at least polylog(n), then GRAMPA
exactly recovers the alignment whp when \( \sigma \leq 1/polylog(n) \).

Another type of recovery that has been investigated in the literature is that of almost exact
recovery, i.e., the case where one wishes to recover \( \hat{\pi} \) in such a way that \( P(\beta(\hat{\pi}, \pi^*) = 1 - o(1)) = 1 - o(1) \).
This is a stronger notion of recovery than the one we are interested in though it also
appears in the literature under the name of partial recovery [12]. For the moment, only information-theoretic results have been shown for this case: using the notion of \( k \)-core alignments, [12] show that almost exact recovery is possible when \( nqs \geq \omega(1) \), \( \frac{q^2(1-s)^2}{qs(1-2q+qs)} + 2q(1-s) \leq n^{-\Omega(1)} \) and \( qs \leq \frac{1}{5s} \). A converse result in the same paper states that almost exact recovery is impossible when \( nqs \leq O(1) \) (and correlation between the edges in the graphs is strictly less than one.) As this paper is the closest in the literature to ours, we further contrast our results to the ones appearing in [12] in Section 2.3 where we state our main results.

2.3 A reminder regarding Landau notation

As Landau notation is prevalent in the rest of the paper, we briefly remind the reader of the conventions used in this notation. Let \( f \) and \( g \) be two functions of \( n \). We say that \( f(n) \sim g(n) \) if \( \lim_{n \to \infty} \frac{f(n)}{g(n)} = 1 \). We further say that \( f(n) = o(g(n)) \) if \( \lim_{n \to \infty} \frac{f(n)}{g(n)} = 0 \) and that \( f(n) = \omega(g(n)) \) if \( \lim_{n \to \infty} \left| \frac{f(n)}{g(n)} \right| = \infty \). We finally say that \( f(n) = O(g(n)) \) (resp. \( f(n) = \Omega(g(n)) \)) if there exists \( k > 0 \) and \( n_0 \in \mathbb{N} \) such that for all \( n \geq n_0 \), \( |f(n)| \leq k \cdot g(n) \) (resp. \( f(n) \geq k \cdot g(n) \)), and that \( f(n) = \Theta(g(n)) \) if \( f(n) = O(g(n)) \) and \( f(n) = \Omega(g(n)) \).

2.4 Main results

The focus of this paper is on the case of partial recovery, i.e., for fixed \( \alpha \in (0, 1) \), we wish to recover \( \hat{\pi} \) such that

\[
\mathbb{P}(\beta(\hat{\pi}, \pi^*) > \alpha) = 1 - o(1).
\]

A running assumption throughout the paper is that \( s > q \). This implies that the covariance of \( (A_{ij}, B'_{ij}) \), which we denote by \( \sigma^2 \), is positive, or equivalently that the correlation between \( A_{ij} \) and \( B'_{ij} \), which we denote by \( \rho \), is positive. Indeed,

\[
\sigma^2 = q(s-q) \quad \text{and} \quad \rho = \frac{q(s-q)}{q(1-q)}.
\]

2.4.1 Impossibility result.

The statement of the theorem requires us to first define two probability distributions over \( \{0, 1\} \times \{0, 1\} \), which will appear frequently in the rest of the paper. These are the probability distributions of two correlated edges \( (A_{ij}, B'_{ij}) \) in \( G_A \) and \( G_{B'} \), and of two independent edges \( (A_{ij}, B'_{kl}) \), \( (i,j) \neq (k,l) \), in \( G_A \) and \( G_{B'} \). Let \( P \) be the distribution of \( (A_{ij}, B'_{ij}) \). We use the shorthand \( p_{xy} \) to denote the probability that \( A_{ij} = x \) and \( B'_{ij} = y \). By definition of the correlated Erdős-Renyi model, we have that

\[
p_{00} = 1 - 2q + qs, \quad p_{01} = q(1-s), \quad p_{10} = q(1-s), \quad p_{11} = qs.
\]

Likewise, let \( Q \) be the distribution of \( (A_{ij}, B'_{kl}) \). Using similar notation, we have that:

\[
q_{00} = 1 - 2q + q^2, \quad q_{01} = q(1-q), \quad q_{10} = q(1-q), \quad q_{11} = q^2.
\]
known as the Kullback-Leibler divergence. Recall that the Kullback-Leibler divergence between two discrete probability distributions $P$ and $Q$ over $\mathcal{X}$ is given by

$$D(P||Q) = \sum_{x \in \mathcal{X}} P(x) \log \left( \frac{P(x)}{Q(x)} \right).$$

It is always nonnegative and equals zero when $P = Q$ almost everywhere. We are now ready to state our theorem.

**Theorem 2.1.** Let $G_A$ and $G_B$ be two graphs generated via the correlated Erdős-Rényi model $(n, q, s)$ with $\pi^*$ selected uniformly at random. Let $\alpha \in (0, 1)$, possibly dependent on $n$. If

$$\frac{D(P||Q)}{\alpha} = o \left( \frac{\log(n)}{n} \right)$$

then, for any algorithm which infers $\hat{\pi}$ from $G_A$ and $G_B$, we have $\Pr[\beta(\hat{\pi}, \pi^*) < \alpha] \to 1$ when $n \to \infty$. In other words, no learning algorithm will be able to infer, from $G_A$ and $G_B$, a permutation $\hat{\pi}$ that overlaps with $\pi^*$ on more than a fraction $\alpha$ of its vertices.

The proof of this result is given in Section 3 and relies on a generalization of Fano’s inequality.

**Corollary 2.2.** Let $G_A$ and $G_B$ be two graphs generated via the correlated Erdős-Rényi model $(n, q, s)$ with $\pi^*$ selected uniformly at random. Let $\alpha \in (0, 1)$, possibly dependent on $n$. If

$$q = \Omega(n^{-k}) \text{ for some } k > 0, \quad q = o(n^{-1/2}), \quad \text{and } nqs = o(1),$$

then, for any algorithm which infers $\hat{\pi}$ from $G_A$ and $G_B$, we have $\Pr[\beta(\hat{\pi}, \pi^*) < \alpha] \to 1$ when $n \to \infty$.

The proof of this result is also given in Section 3. In this form, it is much simpler to compare the impossibility result to the one that features in [12] for almost exact recovery. As a reminder, this is the closest result to ours in the literature, and it states that almost exact recovery is impossible when $nqs = O(1)$. Thus, when the conditions on $q$ are met, our result is more restrictive than in [12], but the conclusion we get is correspondingly stronger. In [12], one cannot hope to obtain a permutation that agrees with $\pi^*$ on all but a vanishing fraction of vertices; in our case, we also rule out the possibility of obtaining a permutation that agrees with $\pi^*$ on more than a fraction $\alpha$ of vertices.

### 2.4.2 Possibility result

The possibility result is given next.

**Theorem 2.3.** Let $0 < \alpha < 1$. If, there exist $\beta > 0$, $\gamma > 0$ such that for large enough $n$,

$$nqs \geq \max \left\{ 20, 84 \log \left( \frac{2}{1 - \alpha} \right), \frac{16}{\min(\gamma, \beta)(1 - \alpha)} \right\},$$

$$s > \frac{8}{1 - \alpha} \cdot q,$$

$$\frac{2q(1 - s^2)}{s} \leq n^{-\beta},$$

$$qs \leq n^{-2\gamma}.$$
then there exists an (exponential-time) algorithm which returns a permutation \( \pi \) such that

\[ \mathbb{P}[\beta(\hat{\pi}, \pi^*) \geq \alpha] \to 1 \text{ when } n \to \infty. \]

Crucially, our assumptions cover the case where \( nqs = \Theta(1) \) as the case where \( nqs = \omega(1) \) is already covered by [12]. It is shown there that when \( nqs = \omega(1) \), almost exact recovery is guaranteed to happen.

The complete proof of this result is given in Section 4. The algorithm we propose stems from the idea that if we were able to select \( \pi^* \) correctly among all permutations, then the intersection graph we would observe between \( G_A \) and \( G_B \) permuted by \( \pi^* \) would be an Erdős-Rényi graph of parameters \((n, qs)\). Our choice of a permutation \( \pi \) is then such that the intersection graph obtained with \( \pi \) has some commonalities with an \( ER(n, qs) \) graph. In particular, in our regime of interest \((nqs = \Theta(1))\), it is known that if \( nqs \) is above some constant threshold, a positive fraction of the nodes in \( ER(n, qs) \) (with this fraction increasing in \( nqs \)) has degree greater than or equal to \( nqs/2 \).

As we are only interested in returning a permutation \( \pi \) that overlaps with \( \pi^* \) on a fraction \( \alpha \) of the nodes, our algorithm will output a permutation which gives rise to an intersection graph where only a little more than a fraction \( \alpha \) of the nodes have degree greater than or equal to \( nqs/2 \).

In spirit, our algorithm has many commonalities with the algorithm given in [12]—it was in fact inspired by the authors’ results. The main difference is of course the regime under consideration. In their case, they consider \( nqs = \omega(1) \) and show that almost exact recovery can be achieved. In our case, we show that in the regime \( nqs = \Theta(1) \), we can achieve partial recovery. Combined with [11] which discusses exact recovery, this leads to a nearly complete picture of which type of recovery is possible in which regime. In terms of proof techniques, as our algorithm shares many commonalities with the algorithm given in [12], the key ideas behind our proof do overlap considerably with those in [12]. There are two main differences. First, the change of regime requires a much finer analysis to show that the algorithm that we propose terminates. Second, we propose an alternative approach to analyzing the moment generating function of the sum of correlated random variables \( \sum_{i \neq j} A_{ij} B_{\pi(i)\pi(j)} \), which eschews the many sets, graph constructions, and functions introduced in [12]. Rather, it relies on elementary algebra and recurrent sequences, which we would argue are easier to apprehend and use. In this spirit, we are interested to note that some of the computational techniques developed in this paper have come in useful in more recent publications. For example, Lemma B.1 and an analog to Lemma B.2 from this paper are leveraged by [51] in their proof of the positive part of their Theorem 4 establishing the sharp threshold for exact recovery.

The conditions in Theorem 2.3 merit a brief discussion. The first condition is the key condition here as it confirms that partial recovery is feasible in the \( nqs = \Theta(1) \) regime. It should be noted though that, as our goal was to establish this latter point, we did not make a particular effort to drive the constant that appears in this condition down to its smallest value. This could be the subject of future work. The second condition amounts to requiring a stronger correlation between pairs \((A_{ij}, B'_{ij})\) than being simply positive: it is automatically satisfied if \( q = o(s) \). The third and fourth conditions are sparsity conditions and it can be observed that there is a trade-off between how sparse the graph is and how large \( nqs \) should be. It may be that these last conditions are artefacts of the analysis rather than the algorithm in itself: in other words, it may be possible to remove them with a more nuanced analysis.

2.5 Discussion and future directions

Comparison of the possibility and impossibility results in the partial alignment case.

We contrast the necessary and sufficient conditions obtained in this paper. To do so, we make use
of Corollary 2.2 and Theorem 2.3 which are easier to compare. We remark that in the case where \( n^{-k} \leq q \ll n^{-1/2} \) for some \( k > 0 \), and conditions \( s > \frac{8}{1-k} q \) and \( 2q^{1-k} \leq n^{-\beta} \) for some \( \beta > 0 \) hold, the remaining conditions (\( nqs \) larger than a constant and \( nqs = o(1) \)) nearly partition the space.

Relevance of the results in practice. As noted above, partial recovery is a weaker form of recovery than exact or almost exact recovery, as it returns an alignment which only partially coincides with the true alignment. The counterpart to this is that it can be achieved under weaker conditions, namely when \( nqs > C \) where \( C \) is some constant (together with some other more technical constraints as given in Theorem 2.3). Two particular regimes, which are of possible interest in applications, are covered by these weaker conditions. The first one is the case where the graphs \( G_A \) and \( G_B \) are sparse (e.g., \( q \sim 1/n \) and \( s = \Theta(1) \)). Sparse graphs are quite prevalent in real-world applications, particularly as models of social networks and recommender databases, and thus our results can be used to tackle problems on these graphs, such as e.g. the problem of anonymizing/de-anonymizing these structures. The second case corresponds to a setting where the graphs are denser (e.g., \( q \sim \log(n) / n \)) but we wish to allow for more noise (e.g. \( 1-s \sim 1-\frac{\log(n)}{n} \)). This can be relevant, for example, when aligning Protein-Protein Interaction graphs for species whose most recent common ancestor was more distant.

Future research directions. As discussed above, there is a gap between the upper and lower bounds given in this paper. Obtaining matching upper and lower bounds would thus be of great future interest, as would be a polynomial-time algorithm which would recover a partial alignment under similar assumptions to the exponential one in this paper. Another interesting research direction would be to study how one can leverage \( m \) correlated Erdős-Renyi graphs, rather than 2, to obtain a permutation \( \pi \) which overlaps with \( \pi^* \) on a larger fraction of nodes than what is currently guaranteed under the conditions of Theorem 2.3. Finally, the techniques developed in this paper to analyze sums of correlated random variables may be more widely applicable.

3 Impossibility result

In this section, we give the proof of Theorem 2.1. We start off with some preliminaries in Section 3.1 before moving onto the core of the proof in Section 3.2.

3.1 Preliminaries: Fano’s generalized inequality and permutation results

The proof of the impossibility result relies on a generalization of Fano’s inequality which appears in e.g. [41]. The formulation we use here comes from [3]. This generalization differs from the classical Fano’s inequality in the sense that it uses a wider definition of what a successful learning algorithm constitutes. In the classical Fano’s inequality, an algorithm is unsuccessful if there is one difference or more between the ground truth and the algorithm output. In its generalization, we allow for some amount of differences before classifying the algorithm as unsuccessful.

It should be noted that the presentation of the theorem in [3] is tailored quite specifically to a privatization setting. We rewrite the theorem here in fuller generality. With the assumptions we take, the proof of the theorem that is given in [3] goes through exactly and hence we do not repeat it here.

**Theorem 3.1** (Lemma 20 in [3]). Let \( \mathcal{H} \) be a hypothesis class of cardinality \( M \) with \( Z \) being a hypothesis drawn uniformly at random from \( \mathcal{H} \). Let \( \bar{X} \) and \( \bar{Z} \in \mathcal{H} \) be random variables defined in such a way that \( Z \rightarrow \bar{X} \rightarrow \bar{Z} \) constitutes a Markov Chain. We define \( d : \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{R}_+ \) to be a
distance function, and, for a given $d > 0$, we say that a learner is successful if $d(Z, \hat{Z}) < d$. For any $h \in \mathcal{H}$, we further define $B_d(h) = \{h' \in \mathcal{H} \mid d(h, h') \leq d\}$ and we let $M_d = \max_{h \in \mathcal{H}} |B_d(h)|$. Then, we have

$$
\mathbb{P}[d(\hat{Z}, Z) > d] \geq 1 - \frac{I(Z; \hat{X}) + 1}{\log(M/M_d)},
$$

where $I(Z; \hat{X})$ is the mutual information between the pair $Z$ and $\hat{X}$. In other words, for any learning algorithm, the average error probability will be greater than $1 - \frac{I(Z; \hat{X}) + 1}{\log(M/M_d)}$.

It is quite straightforward to transpose this to our setting, noting that $\pi^* \in \mathcal{P}_n \rightarrow (A, B) \rightarrow \hat{\pi}$ is a Markov chain and that one can define a distance metric over $P_n \times P_n$ by taking $d(\pi, \pi^*) = 1 - \beta(\pi, \pi^*)$. Given $\alpha > 0$, we then say that a learner is successful if $\beta(\pi, \pi^*) > \alpha$. We thus obtain the following corollary.

**Corollary 3.2.** Let $\pi^*$ be a permutation drawn uniformly from $P_n$ and let $G_A$ and $G_B$ be two graphs generated using $\pi^*$ as described in Section 2.4, with adjacency matrices $A$ and $B$. For any learning algorithm (i.e., any algorithm which infers from $A$ and $B$ a permutation $\hat{\pi}$), we have that

$$
\mathbb{P}(\beta(\pi, \pi^*) < \alpha) \leq 1 - \frac{I(\pi^*; (A, B)) + 1}{\log(M/M_\alpha)},
$$

where $M = |P_n|$ and $M_\alpha = \max_{\pi^* \in P_n} |\{\pi \mid \beta(\pi, \pi^*) \geq \alpha\}|$.

This corollary is the cornerstone of our proof. As can be seen from its statement, it involves the ratio $M/M_\alpha$. Before computing this quantity in Proposition 3.3, we first remind the reader of a few properties of permutations, which will come in useful in the proof of Proposition 3.3.

Recall that the set of permutations over $\{1, \ldots, n\}$, denoted by $P_n$, is a group when equipped with the composition operation $\circ$. Its size is $n!$. As $P_n$ is a group, it follows that if $\pi_1$ and $\pi_2$ are in $P_n$, then $\pi_1 \circ \pi_2$ is again in $P_n$. Likewise, each permutation $\pi$ has an inverse permutation $\pi^{-1}$ which is such that the application of $\pi^{-1} \circ \pi$ (or $\pi \circ \pi^{-1}$) to $\{1, \ldots, n\}$ leaves it unchanged. A notion that will be key in Proposition 3.3 is that of rencontres numbers. These are the number of permutations over $n$ elements that have $k$ fixed points, i.e., $k$ integers which are mapped to themselves. We refer to the rencontres numbers as $D_{n,k}$ and we use the fact that

$$
D_{n,k} \sim e^{-1} \cdot \frac{n!}{k!}.
$$

We are now able to show Proposition 3.3.

**Proposition 3.3.** Let $M$ and $M_\alpha$ be defined as in Corollary 3.2. We have that: $\frac{M}{M_\alpha} = \Omega((n\alpha)!)$.

**Proof.** As $\pi^*$ and $\pi$ are in $P_n$, then $\tilde{\pi} := \pi^* \circ \pi$ is again a permutation and the overlap between $\pi^*$ and $\pi$ can be characterized via the fixed points of $\tilde{\pi}$:

$$
\beta(\pi, \pi^*) = \frac{1}{n} \sum_{i=1}^{n} 1_{\pi(i) = \pi^*(i)} = \frac{1}{n} \sum_{i=1}^{n} 1_{\tilde{\pi}(i) = i},
$$

i.e., the overlap between $\pi^*$ and $\pi$ is simply the number of fixed points of $\tilde{\pi}$ (divided by $n$). From this it follows that

$$
|\{\pi \in P_n \mid \beta(\pi, \pi^*) \geq \alpha\}| = |\{\tilde{\pi} \in P_n \mid \sum_{i=1}^{n} 1_{\tilde{\pi}(i) = i} \geq \lceil n\alpha \rceil\}| = \sum_{k=\lceil n\alpha \rceil}^{n} D_{n,k}.
$$
Note that this value does not change with $\pi^*$, and so

$$M_\alpha = \sum_{k=[n\alpha]}^{n} D_{n,k} \sim \sum_{k=[n\alpha]}^{n} e^{-1} \frac{n!}{k!}.$$  

Using Taylor’s theorem on $e^1$ with e.g. the mean-value form of the remainder, we get that

$$\sum_{k=[n\alpha]}^{n} \frac{1}{k!} = O\left(\frac{1}{(n\alpha)!}\right) = O\left(\frac{1}{(n\alpha)!}\right)$$

which implies that $M_\alpha = O(n!/(n\alpha)!)$ and that $\frac{M}{M_\alpha} = \Omega((n\alpha)!).$

### 3.2 Proof of Theorem 2.1

We now give the proof of Theorem 2.1. At a high level, it involves tightly bounding each quantity that appears in Corollary 3.2.

**Proof.** Proof of Theorem 2.1 We use Corollary 3.2 to find conditions on $n,q,$ and $s$ under which $\mathbb{P}(\beta(\pi,\pi^*) < \alpha) = 1 - o(1)$. From Proposition 3.3, we have that $\frac{M}{M_\alpha} = \Omega((n\alpha)!)$ and so, using Stirling’s formula, we deduce that $\log(M/M_\alpha) = \Omega(na\log(na))$. It now remains to compute an upper bound on $I(\pi^*,(A,B))$ to conclude. Recall that $\pi^*$ is selected uniformly at random and that $G_A$ and $G_B$ are two graphs generated via the correlated Erdős-Rényi model $(n,q,s)$. Let $\tilde{\pi} \in \mathcal{P}_n$ and $\tilde{A},\tilde{B}$ be the adjacency matrices of two independent Erdős-Rényi graphs on $n$ nodes. Following standard information inequalities (see, e.g., [\cite{1}], we have:

$$I(\pi^*; (A,B)) = D\left(\mathbb{P}(\pi^* = \tilde{\pi}, (A,B) = (\tilde{A},\tilde{B})) \right\| \mathbb{P}(\pi^* = \tilde{\pi}) \cdot \mathbb{P}\left((A,B) = (\tilde{A},\tilde{B})\right)\right).$$

As $\mathbb{P}\left(\pi^* = \tilde{\pi}, (A,B) = (\tilde{A},\tilde{B})\right) = \mathbb{P}\left((A,B) = (\tilde{A},\tilde{B}) | \pi^* = \tilde{\pi}\right) \cdot \mathbb{P}(\pi^* = \tilde{\pi})$, it follows that:

$$I(\pi^*; (A,B)) = \sum_{\tilde{\pi}} \mathbb{P}(\pi^* = \tilde{\pi}) \cdot \sum_{(\tilde{A},\tilde{B})} \mathbb{P}\left((A,B) = (\tilde{A},\tilde{B}) | \pi^* = \tilde{\pi}\right) \log \left(\frac{\mathbb{P}\left((A,B) = (\tilde{A},\tilde{B}) | \pi^* = \tilde{\pi}\right) \cdot \mathbb{P}(\pi^* = \tilde{\pi})}{\mathbb{P}\left((A,B) = (\tilde{A},\tilde{B})\right)}\right)$$

Letting $\mathcal{P}$ be the joint distribution of $(A,B)$ under the correlated Erdős-Rényi model $(n,q,s)$ and $\mathcal{Q}$ be the joint distribution of adjacency matrices $(A,B)$ of two independent Erdős-Rényi graphs, $G_A$ and $G_B$, of parameters $(n,q)$, we write:

$$I(\pi^*; (A,B)) = \mathbb{E}_{\pi^*} \left[ \sum_{(\tilde{A},\tilde{B})} \mathbb{P}\left((A,B) = (\tilde{A},\tilde{B}) | \pi^* = \tilde{\pi}\right) \cdot \log \left(\frac{\mathbb{P}\left((A,B) = (\tilde{A},\tilde{B}) | \pi^* = \tilde{\pi}\right)}{\mathbb{P}(A,B)} \cdot \frac{\mathbb{Q}(\tilde{A},\tilde{B})}{\mathbb{Q}(A,B)}\right)\right]$$

$$= \mathbb{E}_{\pi^*} \left[ \sum_{(\tilde{A},\tilde{B})} \mathbb{P}\left((A,B) = (\tilde{A},\tilde{B}) | \pi^* = \tilde{\pi}\right) \cdot \log \left(\frac{\mathbb{P}(A,B)}{\mathbb{Q}(A,B)} \cdot \frac{\mathbb{Q}(\tilde{A},\tilde{B})}{\mathbb{Q}(\tilde{A},\tilde{B})}\right)\right]$$

$$- \sum_{(\tilde{A},\tilde{B})} \mathbb{P}(\tilde{A},\tilde{B}) \cdot \log \left(\frac{\mathbb{P}(\tilde{A},\tilde{B})}{\mathbb{Q}(\tilde{A},\tilde{B})}\right)$$

$$\leq \mathbb{E}_{\pi^*} \left[ D\left(\mathbb{P}\left((A,B) = (\tilde{A},\tilde{B}) | \pi^* = \tilde{\pi}\right) || \mathbb{Q}(\tilde{A},\tilde{B})\right)\right],$$

(8)
where we have used the total law of probability in the second equality and the fact that
\[\sum (\tilde{A}, \tilde{B}) P((\tilde{A}, \tilde{B})) \cdot \log \left( \frac{P(\tilde{A}, \tilde{B})}{Q(\tilde{A}, \tilde{B})} \right) = D(P || Q) \geq 0\]
in the inequality. Now, note that
\[P((A, B) = (\tilde{A}, \tilde{B}) | \pi^* = \tilde{\pi}) = P((A_{12}, B_{\tilde{\pi}(1)}, \tilde{\pi}(2)), \ldots | \pi^* = \tilde{\pi}) = P\left(\tilde{A}_{12}, \tilde{B}_{\tilde{\pi}(1)}, \tilde{\pi}(2) \ldots P\left(\tilde{A}_{(n-1)}(n), \tilde{B}_{\tilde{\pi}(n)}(n)\right)\right)\]
and \[Q((\tilde{A}, \tilde{B}) = Q((A_{12}, \tilde{B}_{12}) \ldots Q((A_{(n-1)n}, B_{(n-1)n}).\]
Using these results in (8), we obtain:
\[I(\pi^*; (A, B)) \leq \left(\frac{n}{2}\right) D(P || Q),\]
from whence, \[P(\beta(\pi, \pi^*) < \alpha) \geq 1 - \Omega\left(\frac{n}{n \alpha \log(n \alpha)}\right)\]. Hence, if
\[\frac{D(P || Q)}{\alpha} = o\left(\frac{\log(n)}{n}\right),\]
it follows that \[P(\beta(\pi, \pi^*) < \alpha) = 1 - o(1). \]

3.3 Proof of Corollary 2.2

We provide a short proof of Corollary 2.2 in this section.

Proof. Proof of Corollary 2.2. We make use of the following reverse Pinsker inequality (see, e.g., [42, Section 6.C]): for two probability measures \(P\) and \(Q\) defined on a common finite set \(A\), and \(Q\) is strictly positive on \(A\), which has more than one element, we have
\[D(P || Q) \leq \log\left(\frac{1}{Q_{\min}}\right) \cdot |P - Q|,\]
where \(|\cdot|\) is the total variation between \(P\) and \(Q\), and \(Q_{\min} = \min_{a \in A} Q(a) \leq \frac{1}{2}\). In our setting, we have that \(Q_{\min} = q^2 \leq \frac{1}{2}\) for large enough \(n\), and \(|P - Q| = q(s - q)\). We now show that, under the conditions given in (5),
\[\frac{D(P || Q)}{\alpha} = o\left(\frac{\log(n)}{n}\right),\]
which concludes the proof. We have
\[\frac{D(P || Q)}{\alpha} \cdot \frac{n}{\log(n)} \leq \log\left(\frac{1}{Q_{\min}}\right) \cdot |P - Q| \cdot \frac{n}{\alpha \log(n)} = \log\left(\frac{1}{q^2}\right) \cdot \frac{nq - nq^2}{\alpha \log(n)}.\]
It is easy to see using (5) that \(\log\left(\frac{1}{q}\right) = O(\log(n))\), that \(nq = o(1)\), and that \(nq^2 = o(1)\). Thus,
\[\frac{D(P || Q)}{\alpha} \cdot \frac{n}{\log(n)} \leq O(\log(n)) \cdot \frac{o(1)}{\alpha \log(n)} = o(1). \]
\[\square\]
4 Possibility result

In this section, we give a proof of Theorem 2.3. To do this, we need to provide an algorithm that outputs a permutation \( \pi \) which overlaps with \( \pi^* \) over at least \( n\alpha \) vertices whp. In our case, the algorithm involves enumerating each permutation and checking whether it is good (see Definition 2). We give the proof that this algorithm terminates whp (i.e., that there exists a permutation that is good whp) and that any good permutation must overlap with \( \pi^* \) on at least \( n\alpha \) vertices whp in Section 4.2. Before getting to that however, we briefly discuss, in Section 4.1, some properties of permutations and \( k \)-cores of graphs which will come in useful in the proofs of Section 4.2.

4.1 Preliminaries: \( k \)-cores and more permutation results

4.1.1 Definition and size of a \( k \)-core

A \( k \)-core of a graph \( G \) is the largest induced subgraph of \( G \) with minimum degree at least \( k \). (Note that it may be empty.) The \( k \)-core is unique and can simply be obtained by iteratively removing all nodes of degree less than \( k \). It is easy to see from this definition that if a graph has a \( k \)-core of size \( N \) (i.e., the \( k \)-core contains \( N \) nodes) then \( G \) has at least \( N \) nodes of degree greater than or equal to \( k \). Conditions under which a \( k \)-core in an Erdős-Rényi(\( n,p \)) graph is guaranteed to be non-empty are known: in fact, if \( k \geq 3 \) and the \( k \)-core is non-empty, then it contains a positive fraction of the vertices of the graph. We give the exact statement of this result here as it will be useful to us later on.

Lemma 4.1 (Theorem 2 in [37]). Let \( \mu > 0 \) and let \( \text{Po}(\mu) \) denote a Poisson random variable of parameter \( \mu \). We define

\[
\psi_j(\mu) = \mathbb{P}(\text{Po}(\mu) \geq j) = \sum_{i=j}^{\infty} \frac{\mu^i e^{-\mu}}{i!}, \text{ for an integer } j \geq 0.
\]

We further let \( k \geq 3 \) and take

\[
c_k := \inf_{\mu > 0} \frac{\mu}{\psi_{k-1}(\mu)}.
\]

For \( \lambda \geq c_k \), define \( \mu_k(\lambda) > 0 \) to be the largest solution to \( \frac{\mu}{\psi_{k-1}(\mu)} = \lambda \). Now, consider the random graph \( G(n, \lambda/n) \) where \( \lambda \) is fixed. If \( \lambda > c_k \), then whp the \( k \)-core of \( G \) contains a fraction \( \psi_k(\mu_k(\lambda)) \) of the nodes.

4.1.2 Additional properties of permutations.

As done in Section 3, we consider in this section the permutation \( p := \pi \circ \pi^{*-1} \) and its corresponding permutation matrix \( P := \Pi \cdot \Pi^{*T} \). Using this notation, we have that \( B_{\pi(i)\pi(j)} = B'_{p(i)p(j)} \). Of interest to us will be two sets related to the fixed points of \( p \).

Definition 1. Let \( \pi^* \) be a permutation in \( P_n \) and let \( \pi \) be a permutation such that \( \beta(\pi, \pi^*) = \epsilon \). For \( p = \pi \circ \pi^{*-1} \), define the sets:

\[
S := \{(i,j) \in \{1, \ldots, n\}^2 \mid i \neq j\}, \quad S_1 := \{(i,j) \in S \mid i = p(i)\}, \quad \text{and} \quad S_2 := S \setminus S_1
\]

and let \(|S|, |S_1| \) and \(|S_2|\) denote their respective cardinalities. It is immediate to see that

\[
|S| = n(n-1), \quad |S_1| = n\epsilon(n-1), \quad |S_2| = n(1-\epsilon)(n-1).
\]
Note that from these definitions, if \((i, j) \in S_2\), then it cannot be the case that \((i, j) = (p(i), p(j))\); however, \(S_2\) does contain all pairs \((i, j)\) such that \((i, j) = (p(j), p(i))\). This leads us to further subdivide the set \(S_2\): let

\[
S_2^1 = \{(i, j) \in S_2 \mid (p(i), p(j)) = (j, i)\}
\]

and \(S_2^2 = S_1 \setminus S_2^1\).

We also introduce a set \(\bar{S}_2^2\), containing unordered pairs,

\[
\bar{S}_2^2 := \\{\{i, j\} \in \{1, \ldots, n\}^2 \mid i \neq j, \{i, j\} \neq \{p(i), p(j)\}\},
\]

and related to \(S_2^2\) in the sense that \(S_2^2 \subseteq \{(i, j) \in S \mid (i, j) \neq (p(i), p(j)), (i, j) \neq (p(j), p(i))\}\), which is the ordered counterpart of \(\bar{S}_2^2\). It is easy to see that

\[
|S_2^1| \leq n(1 - \epsilon) \quad \text{and} \quad |\bar{S}_2^2| \leq \frac{n\epsilon}{2} - \left(\frac{n\epsilon}{2}\right)^2.
\]

We now define the concept of a cycle, which will play an important role in Section 4.2. A cycle \(C\) is a set of unordered pairs \(\{(i, j)\}\) such that if \(i, j \in C\), for any other element \(\{k, l\} \in C\), there exists \(s \in \mathbb{N}\) such that \(\{k, l\} = \{p^s(i), p^s(j)\}\). It is not hard to see that the cycle relationship between \(\{i, j\}\) and \(\{k, l\} \in S_2^2\) defines an equivalence relationship over \(\bar{S}_2^2\). Thus, \(\bar{S}_2^2\) can be partitioned into cycles. It naturally follows that a pair \((i, j)\) appears in at most one cycle and only once in that cycle. Furthermore, by definition of \(\bar{S}_2^2\), all cycles in \(\bar{S}_2^2\) must be of length greater or equal to 2.

With this in mind, we use the notation \(C_k\) to denote the set of cycles in \(\bar{S}_2^2\) of size \(k\) and \(\ell_k\) to denote the number of cycles of size \(k\) belonging to \(\bar{S}_2^2\). We have \(2 \leq k \leq |\bar{S}_2^2|\),

\[
\bar{S}_2^2 = \bigcup_{k=2}^{\bar{S}_2^2} C_k \quad \text{and} \quad |\bar{S}_2^2| = \sum_{k=1}^{|\bar{S}_2^2|} k \cdot \ell_k.
\]

### 4.2 Proof of Theorem 2.3

We prove Theorem 2.3 in two steps. First, we define the notion of a good permutation and show that under the conditions of Theorem 2.3 whp \(\pi^*\) is a good permutation (Proposition 4.2). The algorithm then involves enumerating all permutations until we obtain a good permutation: this will happen with high probability as one at least, \(\pi^*\), exists. Secondly, we show that, under the conditions of Theorem 2.3, any good permutation returned is guaranteed to overlap with \(\pi^*\) on a fraction \(\alpha\) of its nodes (Proposition 4.4). These two propositions together imply the conclusions of Theorem 2.3.

**Definition 2.** Let \(0 < \alpha < 1\). A permutation \(\pi\) is said to be good if

\[
\sum_{i=1}^{n} 1\{\sum_{j \neq i} A_{ij} B_{\pi(i) \pi(j)} \geq \frac{n\alpha \epsilon}{2}\} \geq n \cdot \frac{1 + \alpha}{2},
\]

where \(1\) denotes the indicator function.

In other words, if we look at the intersection graph of \(G_A\) and \(G_B\) to which \(\pi\) has been applied, there are at least \(n \cdot \frac{1 + \alpha}{2}\) nodes that have degree greater than or equal to \(\frac{\alpha \epsilon}{2}\).

**Proposition 4.2.** For any \((A, B)\) generated as described in Section 2 and under the conditions given in Theorem 2.3, \(\pi^*\) is whp a good permutation.
The proof of this proposition is given in the Electronic Companion to this paper. The key idea is that the intersection graph of $G_A$ and $G_B'$ is Erdős-Rényi of parameters $(n,qs)$. Hence, one can use the $k$-core results given in Lemma 4.1. In particular, the proof in the Electronic Companion involves showing that for any $0 < \alpha < 1$, and under the conditions of Theorem 2.3, we have that $nqs > c_{nqs}/2$ and that $\psi_{nqs/2}(\mu_{nqs/2}(nqs)) \geq \frac{1+\alpha}{2}$. From Lemma 4.1, this implies that there exists with high probability in this intersection graph an $nqs/2$-core of size greater than or equal to $n \cdot \frac{1+\alpha}{2}$, which in turn implies that $\pi^*$ is good. Proposition 4.2 serves to show that the algorithm will terminate and output a good permutation with high probability.

We now move onto Proposition 4.4. Note that the proofs of some technical lemmas used to show Proposition 4.4 have been differed to the Electronic Companion for clarity. We also make use of the following result that appears in [12], the proof of which we also include in the Electronic Companion (Section C) for completeness.

**Lemma 4.3 (Lemma 3 [12]).** Let $\tau \geq 0$, $q_1 \geq 0$, and $q_2 \geq 0$. Then

$$\min_{z \geq 0} z^{-\tau}e^{q_2(z^2-1)+q_1(z-1)} \leq \zeta^\tau$$

where $\zeta : = \max\{\sqrt{2}e^{q_1/4}, 4e^{(q_1/2)^1/2}\}$. Furthermore, if $z^*$ is the minimizer of this expression,

$$z^2 = \frac{\tau - q_1 z^*}{2q_2} \leq \frac{\tau}{2q_2}.$$  

**Proposition 4.4.** Let $0 < \alpha < 1$, $\beta > 0$, $\gamma > 0$. If the conditions of Theorem 2.3 hold, then a good permutation $\pi$ agrees whp with the ground truth $\pi^*$ on at least a fraction $\alpha$ of the nodes in the graph. In other words,

$$\mathbb{P}(\forall \pi, [\pi \text{ good } \Rightarrow \beta(\pi, \pi^*) > \alpha]) \to 1 \text{ when } n \to \infty.$$  

**Proof.** We show that when conditions (4) hold, we have $\lim_{n \to \infty} \mathbb{P}(\exists \pi : \pi \text{ good } \cap \beta(\pi, \pi^*) \leq \alpha) \to 0$, which implies (14). Note that

$$\mathbb{P}(\exists \pi : \pi \text{ good } \cap \beta(\pi, \pi^*) \leq \alpha) = \mathbb{P}(\cup_{\pi, \beta(\pi, \pi^*) \leq \alpha}\{\pi : \pi \text{ good}\}) \leq \sum_{\{\pi : \beta(\pi, \pi^*) \leq \alpha\}} \mathbb{P}(\pi \text{ good}).$$  

Let $\pi$ be such that $\beta(\pi, \pi^*) = \epsilon$ where $\epsilon \leq \alpha$. Our goal is to upper bound $\mathbb{P}(\pi \text{ good})$. To do this, we make use of the following fact: if $\pi$ is good, then among all $n(1-\epsilon)$ nodes that $\pi$ and $\pi^*$ do not overlap on, at least $\frac{n(1+\alpha)}{2} - n\epsilon = \frac{n(1+\alpha-2\epsilon)}{2} \geq \frac{n(1-\alpha)}{2}$ nodes must have degree greater than or equal to $\frac{nqs}{2}$, i.e., $\sum_{j \neq i} A_{ij} B_{\pi(i)\pi(j)} \geq \frac{nqs}{2}$ for a set of indices $i$ in $\{i \mid \pi(i) \neq \pi^*(i)\}$ of cardinality greater than or equal to $n \cdot \frac{1-\alpha}{2}$. This further implies that

$$\sum_{\{i \mid \pi(i) \neq \pi^*(i)\}} \sum_{j \neq i} A_{ij} B_{\pi(i)\pi(j)} = \sum_{(i,j) \in S_2} A_{ij} B'_{\pi(j)\pi(j)} \geq \frac{nqs \cdot n(1-\alpha)/2}{2},$$

where $p = \pi \circ \pi^{-1}$ and $S_2$ is the set given in Section 4.1.2. This implication enables us to upper bound $\mathbb{P}(\pi \text{ good})$ in the following fashion:

$$\mathbb{P}(\pi \text{ good}) \leq \mathbb{P} \left( \sum_{(i,j) \in S_2} A_{ij} B'_{\pi(j)\pi(j)} \geq \frac{nqs \cdot n(1-\alpha)/2}{2} \right).$$
Recalling that $S_2 = S_2^1 \cup S_2^2$, we have that

$$\mathbb{P}(\pi \text{ good}) \leq \mathbb{P} \left( \sum_{(i,j) \in S_2^1} A_{ij} B'_{p(i)p(j)} + \sum_{(i,j) \in S_2^2} A_{ij} B'_{p(i)p(j)} \geq \frac{nqs \cdot n(1-\alpha)}{4} \right).$$

As it turns out, the variables $\{A_{ij} B'_{p(i)p(j)}\}_{(i,j) \in S_2^2}$ are independent from $\{A_{ij} B'_{p(i)p(j)}\}_{(i,j) \in S_2^1}$. This gives rise to the following classical Chernoff inequality:

$$\mathbb{P}(\pi \text{ good}) \leq \inf_{t>0} e^{-tu} \mathbb{E} \left[ e^{t \sum_{(i,j) \in S_2^1} A_{ij} B'_{p(i)p(j)} - t \sum_{(i,j) \in S_2^2} A_{ij} B'_{p(i)p(j)}} \right].$$

Indeed, using (10) and the assumptions $s > \frac{8}{1-\alpha} \cdot q$ and $n(1-\epsilon)qs = o(nqs \cdot n(1-\alpha)/4)$ from Theorem 2.3, we have

$$u - \mathbb{E} \left[ \sum_{(i,j) \in S_2} A_{ij} B'_{p(i)p(j)} \right] = \frac{nqs \cdot n(1-\alpha)}{4} - \sum_{(i,j) \in S_2^1} \mathbb{E} [A_{ij} B'_{p(i)p(j)}] - \sum_{(i,j) \in S_2^2} \mathbb{E} [A_{ij} B'_{p(i)p(j)}]$$

$$\geq \frac{nqs \cdot n(1-\alpha)}{4} - n(1-\epsilon)qs - n(1-\epsilon)(n-1)q^2 > 0$$

for large enough $n$. It remains to compute the two moment generating functions that appear in (16). It is quite straightforward to see that, for $t > 0$,

$$\mathbb{E} \left[ e^{t \sum_{(i,j) \in S_2^1} A_{ij} B'_{p(i)p(j)}} \right] = \mathbb{E} \left[ e^{t \sum_{(i,j) \in S_2^2} A_{ij} B'_{p(i)p(j)}} \right] \leq \mathbb{E} \left[ e^{t(A_{ij} B'_{ij} + A_{ji} B'_{ji})} \left( \frac{|S_2^1|}{4} \right) \right]$$

$$= \left( p_{11} e^{4t} + 1 - p_{11} \right) \frac{|S_2^1|}{4} = e^{\frac{|S_2^1|}{4} \log(1+p_{11}(e^{4t}-1))}.$$  

We now focus on $\mathbb{E} \left[ e^{t \sum_{(i,j) \in S_2^2} A_{ij} B'_{p(i)p(j)}} \right]$: this expression is not as straightforward to analyze as the variables involved all depend on one another in a more complicated way. A first step in simplifying this analysis is to use $S_2^2$ rather than $S_2^2$ as it enables us to use the concept of cycles introduced in Section 4.1.2. As the matrices $A$ and $B'$ are symmetric and nonnegative, and $t > 0$, and in light of the definition of $S_2^2$, we have:

$$t \sum_{(i,j) \in S_2^2} A_{ij} B'_{p(i)p(j)} \leq 2t \sum_{(i,j) \in S_2^2} A_{ij} B'_{p(i)p(j)}.$$

Together with (11), this implies

$$\mathbb{E} \left[ e^{t \sum_{(i,j) \in S_2^2} A_{ij} B'_{p(i)p(j)}} \right] \leq \mathbb{E} \left[ e^{2t \sum_{(i,j) \in S_2^2} A_{ij} B'_{p(i)p(j)}} \right] \leq \mathbb{E} \left[ e^{2t \sum_{k=2}^{\left| S_2^1 \right|} \sum_{C \in \mathcal{C}_k} \sum_{(i,j) \in C} A_{ij} B'_{p(i)p(j)}} \right].$$

Given $\{i,j\} \in S_2^2$, $A_{\{i,j\}} = A_{ij} = A_{ji}$ and $B'_{\{i,j\}} = B'_{ij} = B'_{ji}$, will appear exactly once and their appearance will be in the same cycle. As $A_{\{i,j\}}$ and $B'_{\{i,j\}}$ are independent of all other random variables, it follows that the cycles are all independent of one another. Thus, we obtain:

$$\mathbb{E} \left[ e^{t \sum_{(i,j) \in S_2^2} A_{ij} B'_{p(i)p(j)}} \right] \leq \prod_{k=2}^{\left| S_2^1 \right|} \prod_{C \in \mathcal{C}_k} \mathbb{E} \left[ e^{2t \sum_{(i,j) \in C} A_{ij} B'_{p(i)p(j)}} \right].$$
The difficulty then becomes computing the moment generating function
\[ \mathbb{E} \left[ e^{2t \sum_{(i,j) \in C} A_{ij} B'_{p(i)p(j)}} \right]. \]

As it turns out, this can be done by noting the special structure of the sum: the pair \((A_{i,j}, B'_{i,j})\) only appears once, at the extremity of the sum, similarly for \((A_{(i),(j)}), B'_{(i),(j)})\), though they are once removed from the extremity of the sum, and so on and so forth. By conditioning recursively on these pairs, one can obtain the moment generating function of interest as a function of four sequences defined via recursive relationships. Solving each of the four recursions then gives us the moment generating function, which only depends on the length of the cycle \(C\). We omit the details of this proof in the main text: it can be found in Section B of the Electronic Companion. We give here only the end result, namely that for a cycle \(C\) of length \(k\),

\[ \mathbb{E} \left[ e^{2t \sum_{(i,j) \in C} A_{ij} B'_{p(i)p(j)}} \right] = \left( \frac{T + \sqrt{T^2 - 4D}}{2} \right)^k + \left( \frac{T - \sqrt{T^2 - 4D}}{2} \right)^k \]

where \(T = p_{11}(e^{2t} - 1) + 1\) and \(D = \sigma^2(e^{2t} - 1)\). Using this result in (17), we obtain:

\[ \mathbb{E} \left[ e^{t \sum_{(i,j) \in s_2^2} A_{ij} B'_{p(i)p(j)}} \right] \leq \prod_{k=2}^{\lfloor \frac{|S_2|}{2} \rfloor} \left( \frac{T + \sqrt{T^2 - 4D}}{2} \right)^k + \left( \frac{T - \sqrt{T^2 - 4D}}{2} \right)^k \cdot \ell_k \]

We then leverage Lemma B.1 from the Electric Companion to further upper bound this quantity:

\[ \mathbb{E} \left[ e^{t \sum_{(i,j) \in s_2^2} A_{ij} B'_{p(i)p(j)}} \right] \leq \prod_{k=2}^{\lfloor \frac{|S_2|}{2} \rfloor} \left( \frac{T + \sqrt{T^2 - 4D}}{2} \right)^2 + \left( \frac{T - \sqrt{T^2 - 4D}}{2} \right)^2 \cdot \sum_{k=2}^{\lfloor \frac{|S_2|}{2} \rfloor} k \cdot \ell_k / 2 \]

Recalling (11) and as

\[ \left( \frac{T + \sqrt{T^2 - 4D}}{2} \right)^2 + \left( \frac{T - \sqrt{T^2 - 4D}}{2} \right)^2 = T^2 - 2D, \]

it follows that

\[ \mathbb{E} \left[ e^{t \sum_{(i,j) \in s_2^2} A_{ij} B'_{p(i)p(j)}} \right] \leq (T^2 - 2D)^{\lfloor \frac{|S_2|}{2} \rfloor / 2} \]

\[ = (p_{11}(e^{2t} - 1)^2 + 2q_{11}(e^{2t} - 1) + 1)^{\lfloor \frac{|S_2|}{2} \rfloor / 2} \]

\[ = (p_{11}(e^{4t} - 1) + 2(q_{11} - p_{11}^2)(e^{2t} - 1) + 1)^{\lfloor \frac{|S_2|}{2} \rfloor / 2} \]

\[ = e^{\frac{|S_2|^2}{2} \cdot \log((1+p_{11}(e^{4t} - 1)+2(q_{11} - p_{11}^2)(e^{2t} - 1))).} \]
Putting everything together in (16), we get:
\[
\mathbb{P}(\pi \text{ good}) \leq \inf_{t > 0} e^{-\frac{n_{p11}(1-\alpha)}{4}} \cdot e^{\frac{1}{4} \cdot \log(1+p_{11} e^{4t} - 1)} \cdot e^{\frac{1}{4} \cdot \log(1+p_{11} (e^{4t} - 1) + 2(q_{11} - p_{11}^2)(e^{2t} - 1))}
\]
\[
\leq \inf_{t > 0} e^{-\frac{n_{p11}(1-\alpha)}{4}} \cdot e^{\frac{1}{4} \cdot \log(1+p_{11}(e^{4t} - 1)) + \frac{1}{2} \cdot \log(1+p_{11}(e^{4t} - 1) + 2(q_{11} - p_{11}^2)(e^{2t} - 1))}
\]
\[
\leq \inf_{t > 0} e^{-\frac{n_{p11}(1-\alpha)}{4}} \cdot e^{\frac{n}{4} \cdot (p_{11}(e^{4t} - 1) + 2(q_{11} - p_{11}^2)(e^{2t} - 1))}
\]
\[
\leq \left( \inf_{t > 0} e^{-t(1-\alpha)} \cdot e^{\frac{4t - 1}{n}} \cdot e^{p_{11}(e^{4t} - 1) + 2(q_{11} - p_{11}^2)(e^{2t} - 1))} \right)^{\frac{n_{p11}}{4}}
\]
\[
= \left( \inf_{z > 0} z^{-\frac{n}{p_{11}}} \cdot e^{\frac{z^2 - 1}{n} \cdot e^{p_{11}(z^2 - 1) + 2(q_{11} - p_{11}^2)(z - 1))} \right)^{\frac{n_{p11}}{4}},
\]
where we have used (10) in the second inequality to obtain \( |S_1|^2 \leq n(1-\epsilon) \leq n \) and \( |S_2|^2 \leq \frac{n^2}{2} \), and the fact that \( \log(1 + x) \leq x \) for \( x \geq 0 \) for the third inequality. We now leverage Lemma 4.3 to conclude. In our case,
\[
\tau = \frac{1 - \alpha}{2}, \quad q_1 = 2\frac{q_{11} - p_{11}^2}{p_{11}}, \quad q_2 = p_{11}.
\]

Let \( z^* \) be as defined in Lemma 4.3 from (13), we have \( z^{* 2} \leq \frac{\tau - \frac{q_{11} - p_{11}^2}{q_2}}{2q_2} \leq \frac{\tau}{2q_2} \) and so
\[
\frac{z^* 2 - 1}{n} \leq \frac{z^2 - 1}{n} \leq \frac{1 - \alpha}{4np_{11}}.
\]

Leveraging this to upper bound \( e^{\frac{z^2 - 1}{n}} \) independently of \( z \) and then using (12) with the definitions in (18) in mind, it follows that
\[
\mathbb{P}(\pi \text{ good}) \leq e^{\frac{n(1-\alpha)}{16}} \cdot \left( \frac{1}{\zeta} \right)^{\frac{n(1-\alpha)p_{11}}{8}},
\]
where \( \zeta \) is defined as in Lemma 4.3 i.e.,
\[
\frac{1}{\zeta} = \min \left\{ \frac{\tau}{\sqrt{2eq_1}}, \frac{\tau^{1/2}}{4eq_2^{1/2}} \right\}.
\]

We show that \( \log \left( \frac{1}{\zeta} \right) \geq \min \{ \gamma, \beta \} \log n \) by lower bounding each term under the assumptions of Theorem 2.3. First,
\[
\log \left( \frac{\tau}{\sqrt{2eq_1}} \right) = \log \left( \frac{p_{11} \cdot (1 - \alpha)}{4\sqrt{2} \cdot e (q_{11} - p_{11}^2)} \right) \geq \beta \log(n) + O(1).
\]

Secondly, noting that for the assumptions in (6) to make sense, it must be the case that \( \gamma < \frac{1}{2} \) and so \( n^{1/2} \geq n^{\gamma} \):
\[
\log \left( \frac{\tau^{1/2}}{4eq_2^{1/2}} \right) = \log \left( \frac{\sqrt{1 - \alpha}}{4e\sqrt{2}\sqrt{q_2}} \right) \geq \gamma \log(n) + O(1).
\]
As $|\{\pi \mid \beta(\pi, \pi^*) \leq \alpha\}| \leq |\{\pi \in P_n\}| = n! \leq n^{\log n}$, plugging everything back into (15) gives us

$$P(\exists \pi : \pi \text{ good } \cap \beta(\pi, \pi^*) < \alpha) \leq e^{n \log n + \frac{n(1-\alpha)}{16} - \frac{n(1-\alpha) \log \log n + O(1)}{8}} \leq e^{-n \log n + O(n)},$$

where the final inequality is implied by the assumptions in Theorem 2.3. As the right hand side of this inequality converges to 0 when $n \to \infty$, we get our result.
A Proof of Proposition 4.2

The proof of Proposition 4.2 makes use of the following lemmas.

**Lemma A.1** (Berry-Esseen Theorem; see, e.g., [27]). Let $X_1, X_2, \ldots$ be independent and identically distributed random variables such that $\mathbb{E}[X_1] = 0$, $\mathbb{E}[X_1^2] = \sigma^2 > 0$ and $\mathbb{E}[|X_1|^3] < \beta^3 < \infty$. For $n \geq 1$, define

$$S_n = \frac{X_1 + \ldots + X_n}{\sigma \sqrt{n}}$$

and let $F_n(x) = \mathbb{P}[S_n \leq x]$ be its cdf. Let $\phi(x)$ be the cdf of a standard normal distribution. For any $x$ and any $n \geq 1$, it holds

$$|F_n(x) - \phi(x)| \leq \frac{0.34445 \beta^3 + 0.16844}{\sqrt{n}}.$$

**Lemma A.2.** Let $\mu > 0$ and recall the notation $\psi_j(\mu) = \mathbb{P}(\text{Po}(\mu) \geq j)$, where $\text{Po}(\mu)$ is a Poisson random variable of parameter $\mu$ and $j$ is a nonnegative integer. Denote by $\phi$ the cdf of a standard normal. We have

$$\psi_j(\mu) \geq 1 - \phi\left(\frac{j - \mu}{\sqrt{\mu}}\right) - \frac{0.55}{\sqrt{\mu}}.$$ 

In particular, for $\lambda \geq 20$,

$$\psi_{\lambda/2 - 1}(2\lambda/3) \geq 0.7.$$

**Proof.** We can write $\text{Po}(\mu) = \sum_{i=1}^{[\mu]} P_i$ where $P_i, i = 1, \ldots, \mu$ are independent Poisson random variables with parameter $\mu/\lceil\mu\rceil \leq 1$. Let $X_i = P_i - \frac{\mu}{\lceil\mu\rceil}$: we have that $\mathbb{E}[X_i] = 0$, $\mathbb{E}[X_i^2] = \mu/\lceil\mu\rceil$, and $\mathbb{E}[X_i^3] = \mu/\lceil\mu\rceil$. From this, we have that

$$\psi_j(\mu) = \mathbb{P}(\text{Po}(\mu) \geq j) = \mathbb{P}\left(\sum_{i=1}^{[\mu]} (P_i - \mathbb{E}[P_i]) \geq j - \mu\right)$$

$$= \mathbb{P}\left(\frac{\sum_{i=1}^{[\mu]} X_i}{\sqrt{\mu/\lceil\mu\rceil}} \geq \frac{j - \mu}{\sqrt{\mu/\lceil\mu\rceil}}\right)$$

$$= \mathbb{P}\left(\frac{\sum_{i=1}^{[\mu]} X_i}{\sqrt{\mu}} \geq \frac{j - \mu}{\sqrt{\mu}}\right)$$

$$= 1 - F_{[\mu]}\left(\frac{j - \mu}{\sqrt{\mu}}\right).$$

Using Lemma A.1 and the fact that $\mathbb{E}[|X_i|^3] = \frac{\mu}{\lceil\mu\rceil} \leq 1$, we have that for any $x$,

$$|1 - F_{[\mu]}(x)| - |1 - \phi(x)| \leq |F_{[\mu]}(x) - \phi(x)| \leq \frac{0.55}{\sqrt{\mu}},$$

which implies $1 - F_{[\mu]}(x) \geq 1 - \phi(x) - \frac{0.55}{\sqrt{\mu}}$ and so,

$$\psi_j(\mu) \geq 1 - \phi\left(\frac{j - \mu}{\sqrt{\mu}}\right) - \frac{0.55}{\sqrt{\mu}}.$$
Now, assume that $\lambda \geq 20$. We have that
\[
\psi_{\lambda/2-1}(2\lambda/3) \geq 1 - \phi\left(\frac{\lambda/2 - 1 - 2\lambda/3}{\sqrt{2\lambda/3}}\right) - \frac{0.55}{\sqrt{2\lambda/3}} = 1 - \phi\left(\frac{-\lambda/6 - 1}{\sqrt{2\lambda/3}}\right) - \frac{0.55}{\sqrt[3]{2\lambda}}.
\]
When $\lambda \geq 20$, we have that $\lambda \mapsto -\frac{\lambda/6 + 1}{\sqrt{2\lambda}}$ is decreasing and that $\lambda \mapsto -\frac{0.55}{\sqrt[3]{2\lambda}}$ is increasing. From this, we get
\[
\psi_{\lambda/2-1}(2\lambda/3) \geq 1 - \phi\left(-\frac{20/6 - 1}{\sqrt{2 \cdot 20/3}}\right) - \frac{0.55}{\sqrt{2 \cdot 20/3}} \geq 0.7.
\]

\[\square\]

Proof. Proof of Proposition 4.2. The permutation $\pi^*$ is good if the intersection graph of $G_A$ and $G_{B'}$ has at least $n \cdot \frac{1+\alpha}{2}$ nodes that have degree greater than or equal to $\frac{nqs}{2}$. By definition of a $k$-core, if this intersection graph has an $\text{nqs}/2$-core of size greater than or equal to $n(1+\alpha)/2$ whp, then $\pi^*$ is good whp.

The intersection graph of $G_A$ and $G_{B'}$ is a graph over $n$ nodes such that there is an edge between nodes $i$ and $j$ if and only if there is an edge in $G_A$ and $G_{B'}$ between $i$ and $j$. As $P((A_{ij}, B'_{ij}) = (1,1)) = qs$ and $(A_{ij}, B'_{ij})$ is independent of $(A_{kl}, B'_{kl})$ for any $(k,l) \neq (i,j)$, it follows that the intersection graph of $G_A$ and $G_{B'}$ is an Erdős-Rényi graph of parameters $(n, qs)$. If we are able to show that under the conditions of Theorem 2.3

(i) $nqs > c_{nqs/2}$

(ii) $\psi_{nqs/2}(\mu_{nqs/2}(nqs)) \geq n \cdot \frac{1+\alpha}{2}$

then from Lemma 4.1 the $\text{nqs}/2$-core of the intersection graph of $G_A$ and $G_{B'}$ contains a fraction greater than or equal to $\frac{1+\alpha}{2}$ of the nodes in the graph whp and Proposition 4.2 follows.

We start by proving (i). Recall that $c_{nqs/2} = \inf_{\mu > 0} \frac{\mu}{\psi_{nqs/2-1}(\mu)}$. Hence, for any $\mu > 0$, in particular for $\mu = 2nqs/3 > 0$,
\[
c_{nqs/2} \leq \frac{2nqs/3}{\psi_{nqs/2-1}(2nqs/3)} \leq \frac{2nqs/3}{0.7} < nqs,
\]
where we have used Lemma A.2 for the second inequality as the conditions of Theorem 2.3 imply that $\lambda \geq 20$.

We now prove (ii) by showing that under the conditions of Theorem 2.3 $\frac{2nqs}{3} \leq \mu_{nqs/2}(nqs) \leq nqs$ where $\psi_{nqs/2}(\mu_{nqs/2}(nqs))$ is the largest solution to $\frac{\mu}{\psi_{nqs/2-1}(\mu)} = nqs$. This implies that
\[
\psi_{nqs/2}(\mu_{nqs/2}(nqs)) = P(\text{Po}(\mu_{nqs/2}(nqs)) \geq nqs/2)
= 1 - P(\text{Po}(\mu_{nqs/2}(nqs))) \leq \mu_{nqs/2}(nqs) - (\mu_{nqs/2}(nqs) - nqs/2)
\geq 1 - e^{-(nqs/6)^2/(2\mu_{nqs/2}(nqs)+nqs/6)}
\geq 1 - e^{-(nqs)^2/(36\cdot73\cdot nqs)} = 1 - e^{-nqs/84},
\]
where we have used a standard Chernoff bound for Poisson random variables for the second inequality, see, e.g. [7]. As the conditions of Theorem 2.3 require that $nqs \geq 84 \cdot \log\left(\frac{2}{1+\alpha}\right)$, we get that $\psi_{nqs/2}(\mu_{nqs/2}(nqs)) \geq \frac{1+\alpha}{2}$.
To show that \( \frac{2nqs}{3} \leq \mu_{nqs/2}(nqs) \leq nqs \), let \( f_{nqs}(\mu) = \mu - nqs \cdot \psi_{nqs/2-1}(\mu) \), which is a continuous function of \( \mu \) for fixed \( nqs \). Here, \( \mu_{nqs/2}(nqs) \) is the largest solution to \( f_{nqs}(\mu) = 0 \). It is straightforward to see that for \( \mu > nqs \), \( f_{nqs}(\mu) > 0 \) as \( \psi_{nqs/2-1} \leq 1 \) for any value that \( nqs \) takes. Furthermore, from Lemma A.2,

\[
f_{nqs}(2nqs/3) = \frac{2nqs}{3} - nqs \cdot \psi_{nqs/2-1}(2nqs/3) \leq \frac{2nqs}{3} - nqs \cdot 0.7 < 0.
\]

Combining these results, we get that \( \mu_{nqs/2}(nqs) \) must be less than or equal to \( nqs \) and that there is a solution \( f_{nqs}(\mu) = 0 \) in the interval \([2nqs/3, nqs]\). Our result immediately follows. \( \square \)

\section{Proofs of auxiliary results for Proposition 4.4}

**Lemma B.1.** Let \( n \in \mathbb{N} \) and let \( 2 \leq k \leq n \). Furthermore, let \( \alpha, \beta \) be positive real numbers. We have

\[
(\alpha^k + \beta^k)^{n/k} \leq (\alpha^2 + \beta^2)^{n/2}.
\]

**Proof.** We have

\[
\frac{(\alpha^2 + \beta^2)^{n/2}}{(\alpha^k + \beta^k)^{n/k}} = \left(\frac{\alpha^2 + \beta^2}{\alpha^k + \beta^k}\right)^{\frac{n}{k}}.
\]

As \( n/k > 1 \), we simply need to check whether \((\alpha^2 + \beta^2)^{k/2} \geq (\alpha^k + \beta^k)\). If \( k \) is divisible by 2, this is straightforward from the Binomial theorem as \( \alpha > 0 \) and \( \beta > 0 \). If \( k \) is not divisible by 2, then \( k-1 \) is divisible by 2 and \((\alpha^2 + \beta^2)^{k} = (\alpha^2 + \beta^2)^{(k-1)/2} \cdot \sqrt{\alpha^2 + \beta^2}\). By applying the Binomial theorem to the first part of the sum and noting that \( \sqrt{\alpha^2 + \beta^2} \geq \alpha \) and \( \beta \), the result follows. \( \square \)

**Lemma B.2.** Let \( (A_0, B_0), (A_1, B_1), \ldots, (A_n, B_n) \) be \( n+1 \) pairs of random variables taking values in \( \{0,1\}^2 \). We suppose that \( (A_i, B_i) \) are distributed following the probability distribution \( P \) given in Section 2.4.1. In particular, the covariance between \( A_i \) and \( B_i \) is given by \( \sigma^2 > 0 \). We further assume that all pairs \{\(A_i, B_i\)\} are independent of one another. Define

\[
W := A_0 B_1 + A_1 B_2 + \ldots + A_{n-1} B_n + A_n B_0.
\]

For any \( t > 0 \), we have that

\[
\mathbb{E}[e^{tW}] = \left(\frac{T + \sqrt{T^2 - 4D}}{2}\right)^{n+1} + \left(\frac{T - \sqrt{T^2 - 4D}}{2}\right)^{n+1}
\]

where \( T = p_{11}(e^t - 1) + 1 \) and \( D = \sigma^2(e^t - 1) \).

**Remark B.1.** Note that if \( \sigma^2 = 0 \), i.e., \( A_i \) and \( B_i \) are uncorrelated, this moment generating function simplifies to that of a Binomial random variable of parameters \((n, qs)\), as it should.

Our proof will make use of the following result from [49].

**Lemma B.3.** Let \( M \) be a \( 2 \times 2 \) matrix with eigenvalues \( \alpha \) and \( \beta \). Then, if \( \alpha \neq \beta \), for all \( n \geq 1 \),

\[
M^n = \alpha^n \left(\frac{M - \beta I}{\alpha - \beta}\right) + \beta^n \left(\frac{M - \alpha I}{\beta - \alpha}\right).
\]
Proof. Proof of Theorem B.2 Let
\[ u_n^{00} = \mathbb{E}[e^{t(A_1 B_2 + A_2 B_3 + \ldots + A_{n-2} B_{n-1} + A_{n-1} B_n)}], \]
\[ u_n^{01} = \mathbb{E}[e^{t(A_1 B_2 + A_2 B_3 + \ldots + A_{n-2} B_{n-1} + A_{n-1} B_n + A_n)}], \]
\[ u_n^{10} = \mathbb{E}[e^{t(A_1 B_2 + A_2 B_3 + \ldots + A_{n-2} B_{n-1} + A_{n-1} B_n + A_n)}], \]
\[ u_n^{11} = \mathbb{E}[e^{t(A_1 B_2 + A_2 B_3 + \ldots + A_{n-2} B_{n-1} + A_{n-1} B_n + A_n)}]. \]

Note that by conditioning on \((A_0, B_0)\), we have that \(\mathbb{E}[e^{tW}] = p_{00}u_{n}^{00} + p_{01}u_{n}^{01} + p_{10}u_{n}^{10} + p_{11}u_{n}^{11}\). We thus study these four sequences. By conditioning on \((A_1, B_1)\), it is easy to see that the following formulas hold true:
\[ u_n^{00} = (p_{00} + p_{01})u_{n-1}^{00} + (p_{10} + p_{11})u_{n-1}^{10}, \]
\[ u_n^{01} = (p_{00} + p_{01})u_{n-1}^{01} + (p_{10} + p_{11})u_{n-1}^{11}, \]
\[ u_n^{10} = (p_{00} + p_{01}e^t)u_{n-1}^{00} + (p_{10} + p_{11}e^t)u_{n-1}^{10}, \]
\[ u_n^{11} = (p_{00} + p_{01}e^t)u_{n-1}^{01} + (p_{10} + p_{11}e^t)u_{n-1}^{11}. \]

Successive conditioning on \((A_k, B_k)\) for \(k \geq 2\) leads to these formulas holding for all \(n \geq 2\). Hence, if we let
\[ M := \begin{bmatrix} p_{00} + p_{01} & p_{10} + p_{11} \\ p_{00} + p_{01}e^t & p_{10} + p_{11}e^t \end{bmatrix}, \]
then
\[ \begin{bmatrix} u_n^{00} \\ u_n^{01} \end{bmatrix} = M \cdot \begin{bmatrix} u_{n-1}^{00} \\ u_{n-1}^{01} \end{bmatrix} \quad \text{and} \quad \begin{bmatrix} u_n^{01} \\ u_n^{11} \end{bmatrix} = M \cdot \begin{bmatrix} u_{n-1}^{01} \\ u_{n-1}^{11} \end{bmatrix}. \]

We further have the following initial conditions
\[ u_1^{00} = \mathbb{E}[e^{t(0-B_n + A_n-0)}] = 1, \]
\[ u_1^{01} = \mathbb{E}[e^{t(0-B_n + A_n)}] = 1 + (p_{01} + p_{11})(e^t - 1), \]
\[ u_1^{10} = \mathbb{E}[e^{t(B_n + A_n-0)}] = 1 + (p_{01} + p_{11})(e^t - 1), \]
\[ u_1^{11} = \mathbb{E}[e^{-t(B_n + A_n)}] = 1 + 2(p_{11} + p_{01})(e^t - 1) + p_{11}(e^t - 1)^2. \]

Using these conditions, we get that
\[ \begin{bmatrix} u_n^{00} \\ u_n^{10} \end{bmatrix} = M^{n-1} \cdot \begin{bmatrix} u_1^{00} \\ u_1^{10} \end{bmatrix} \quad \text{and} \quad \begin{bmatrix} u_n^{01} \\ u_n^{11} \end{bmatrix} = M^{n-1} \cdot \begin{bmatrix} u_1^{01} \\ u_1^{11} \end{bmatrix}. \]

The difficulty now is in computing \(M^{n-1}\), which we will do via Lemma B.3. To this effect, we denote by \(T\) the trace of \(M\) and by \(D\) its determinant. One can easily compute their values:
\[ T = \text{tr}(M) = p_{11}(e^t - 1) + 1 \quad \text{and} \quad D = \text{det}(M) = \sigma^2(e^t - 1). \]

Recall that the eigenvalues of a \(2 \times 2\) matrix satisfy the equation \(x^2 - Tx + D = 0\). The discriminant here is \(T^2 - 4D\), which is positive:
\[ \Delta = T^2 - 4D = p_{11}^2(e^t - 1)^2 + 2(p_{11} - 2\sigma^2)(e^t - 1) + 1 = \left(p_{11}(e^t - 1) + \frac{p_{11} - 2\sigma^2}{p_{11}}\right)^2 + \frac{4\sigma^2(p_{11} - \sigma)}{p_{11}^2} > 0. \]

Hence solutions to this equation exist. We write:
\[ \alpha = \frac{T + \sqrt{T^2 - 4D}}{2} \quad \text{and} \quad \beta = \frac{T - \sqrt{T^2 - 4D}}{2}. \]
In accordance with Lemma B.3, we now work on computing $M - \beta I$ and $M - \alpha I$. We have:

$$M - \beta I = R + \frac{\sqrt{\Delta}}{2} I,$$

where

$$R := \left[ \frac{p_{00} - p_{11}}{p_{00} + p_{11}e^t} \frac{p_{10} + p_{11}}{2} \left( e^t - 1 \right) \right].$$

We denote by $r_{ij}$ its entries. Note that $r_{11} = -r_{22}$. Likewise, we have

$$M - \alpha I = R - \frac{\sqrt{\Delta}}{2} I.$$

It follows that

$$M^n = \frac{\alpha^n}{\sqrt{\Delta}} (R + \frac{\sqrt{\Delta}}{2} I) - \frac{\beta^n}{\sqrt{\Delta}} (R - \frac{\sqrt{\Delta}}{2} I) = \left( \frac{\alpha^n - \beta^n}{\sqrt{\Delta}} \right) R + \frac{\alpha^n + \beta^n}{2} \cdot I$$

and from this, for any $n \geq 1$,

$$u_n^{00} = \frac{\alpha^{n-1} - \beta^{n-1}}{\sqrt{\Delta}} \left( r_{11}u_1^{00} + r_{12}u_1^{10} \right) + \frac{\alpha^{n-1} + \beta^{n-1}}{2} u_1^{00},$$

$$u_n^{10} = \frac{\alpha^{n-1} - \beta^{n-1}}{\sqrt{\Delta}} \left( r_{21}u_1^{00} + r_{22}u_1^{10} \right) + \frac{\alpha^{n-1} + \beta^{n-1}}{2} u_1^{10},$$

$$u_n^{01} = \frac{\alpha^{n-1} - \beta^{n-1}}{\sqrt{\Delta}} \left( r_{11}u_1^{01} + r_{12}u_1^{11} \right) + \frac{\alpha^{n-1} + \beta^{n-1}}{2} u_1^{01},$$

$$u_n^{11} = \frac{\alpha^{n-1} - \beta^{n-1}}{\sqrt{\Delta}} \left( r_{21}u_1^{01} + r_{22}u_1^{11} \right) + \frac{\alpha^{n-1} + \beta^{n-1}}{2} u_1^{11}.$$

This can now be used to compute $E[e^{tW}]$. We have

$$E[e^{tW}] = p_{00}u_1^{00} + p_{01}u_1^{01} + p_{10}u_1^{10} + p_{11}u_1^{11}$$

$$= \left( r_{11}(p_{00}u_1^{00} + p_{01}u_1^{01} - p_{10}u_1^{10} - p_{11}u_1^{11}) + r_{12}(p_{00}u_1^{10} + p_{01}u_1^{11} + p_{10}u_1^{00} + p_{11}u_1^{01}) \right)$$

$$\cdot \left( \frac{\alpha^{n-1} - \beta^{n-1}}{\sqrt{\Delta}} \right) + (p_{00}u_1^{00} + p_{01}u_1^{10} + p_{10}u_1^{01} + p_{11}u_1^{11}) \cdot \left( \frac{\alpha^{n-1} + \beta^{n-1}}{2} \right).$$

We compute each part separately. We have:

$$p_{00}u_1^{00} + p_{10}u_1^{10} + p_{01}u_1^{01} + p_{11}u_1^{11} = T^2 - 2D$$

$$r_{11}(p_{00}u_1^{00} + p_{01}u_1^{01} - p_{10}u_1^{10} - p_{11}u_1^{11}) = \frac{1}{2} \left( \frac{p_{00} - p_{11}}{2} - \frac{p_{11}e^t - 1}{2} \right)^2 \cdot T$$

$$r_{12}(p_{00}u_1^{10} + p_{01}u_1^{11}) + r_{21}(p_{10}u_1^{00} + p_{11}u_1^{01}) = 2T(p_{01} + p_{11})(1 - p_{11} - p_{01} + p_{01}(e^t - 1))$$

We combine the results above to obtain:

$$r_{11}(p_{00}u_1^{00} + p_{01}u_1^{01} - p_{10}u_1^{10} - p_{11}u_1^{11}) + r_{12}(p_{00}u_1^{10} + p_{01}u_1^{11}) + r_{21}(p_{10}u_1^{00} + p_{11}u_1^{01}) = \frac{T^3}{2} - 2DT$$

which leads us to finally having

$$E[e^{tW}] = \left( \frac{\alpha^{n-1} - \beta^{n-1}}{\sqrt{\Delta}} \right) \cdot \left( \frac{T^3}{2} - 2DT \right) + \left( \frac{\alpha^{n-1} + \beta^{n-1}}{2} \right) \cdot (T^2 - 2D).$$
As $\frac{T^2}{2} - 2DT = \frac{T}{2} \cdot (T^2 - 4D) = \frac{T}{2} \cdot \Delta$, we can further simplify

$$\mathbb{E}[e^{tW}] = \left(\alpha^{n-1} - \beta^{n-1}\right) \cdot \frac{T}{2} \cdot \sqrt{\Delta} + \left(\frac{\alpha^{n-1} + \beta^{n-1}}{2}\right) \cdot (T^2 - 2D) = \alpha^{n+1} + \beta^{n+1}$$

\[\Box\]

C Proof of Lemma 4.3

As mentioned previously, the proof of Lemma 4.3 is contained in [12]. We repeat it here for completeness.

**Proof.** Proof of Lemma 4.3. The optimal choice of $z$ is obtained by differentiating $z \mapsto z^{q_2(z^2-1)+q_1(z-1)}$ and setting the derivative equal to 0, i.e.,

$$(2q_2z + q_1)z^{-\tau}e^{q_2(z^2-1)+q_1(z-1)} - \tau z^{-\tau-1}e^{q_2(z^2-1)+q_1(z-1)} = 0,$$

which is equivalent to the quadratic equation

$$2q_2z^2 + q_1z - \tau = 0. \quad (19)$$

This equation has one positive root and one negative root: the positive root is $z^\ast$. From this quadratic equation, we can obtain the expression $z^{*2} = \frac{\tau - q_1z^\ast}{2q_2}$. As $q_1 > 0$ and $z^\ast > 0$, it follows that

$$z^{*2} \leq \frac{\tau}{2q_2},$$

which corresponds to (13). One can also give an explicit expression of $z^\ast$ by solving the quadratic equation:

$$z^\ast = -\frac{q_1 + \sqrt{q_1^2 + 8\tau q_2}}{4q_2} = \frac{2\tau}{q_1 + \sqrt{q_1^2 + 8\tau q_2}}.$$

Because $q_1 \leq \sqrt{q_1^2 + 8\tau q_2}$, we have the bounds

$$\frac{\tau}{\sqrt{q_1^2 + 8\tau q_2}} \leq z^\ast \leq \frac{\tau}{q_1}. \quad (20)$$

Starting with one of the factors from the left side of (12), we have

$$e^{q_2(z^{*2-1}+q_1(z^* - 1))} \leq e^{\frac{q_1}{4}z^* + q_2 - q_1 - 1} \leq e^{z^* - q_1 - q_2} \leq e^\tau,$$

where we used (19) to eliminate the $q_2z^{*2}$ term, applied the upper bound from (20), and used $q_1, q_2 \geq 0$. From the lower bound in (20),

$$z^{*2} \leq \frac{q_1^2}{4\tau^2} + \frac{8q_2}{\tau} \leq \max\left\{\frac{2q_1^2}{\tau^2}, \frac{16q_2}{\tau}\right\},$$

so $z^{*2} \leq e^{q_2(z^{*2-1}+q_1(z^* - 1))} \leq \zeta^\tau$. \[\Box\]
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