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Abstract: The Langevin equations (LE) and the Fokker–Planck (FP) equations are widely used to describe fluid behavior based on coarse-grained approximations of microstructure evolution. In this manuscript, we describe the relation between LE and FP as related to particle motion within a fluid. The manuscript introduces undergraduate students to two LEs, their corresponding FP equations, and their solutions and physical interpretation.
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1. Introduction

This review focuses on two idealized scenarios involving microscopic particles embedded in a fluid. In the first one, we consider the uncoupled motion of individual Brownian probes, while in the second one, we consider the dynamics of an ensemble of such probes. These two cases allow us to explore the relation between two well-known families of equations in fluids dynamics: the Langevin equations (LE) and Fokker–Planck (FP) equations. By no means is this meant to be a comprehensive review of either of these equations, but rather a bird’s-eye view of their relationship and how they can be used to better understand fluid dynamics at the microscale. The article is written for undergraduate students and highlights different concepts from undergraduate courses in calculus and differential equations and their applications to fluid dynamics problems. In addition, whenever pertinent, the reader will be referred to more specialized publications for a more in-depth treatment of the different subjects.

To elucidate the relation between these two types of approaches, Figure 1 shows the relation between a LE and a FP description of particles moving as a result of simple Brownian motion in two dimensions. This process describes the random migration of small particles arising from their motion due to thermal energy. The term Brownian motion was coined after the botanist Robert Brown, who was the first to describe this phenomenon in 1828 during his investigation of the movements of fine particles, like pollen, dust, and soot, on a water surface. In 1905, Albert Einstein explained Brownian motion in terms of random thermal motions of fluid molecules bombarding the microscopic particle and causing it to undergo a random walk [1]. Nonetheless, the range of applications of Brownian motion goes beyond the study of microscopic particles and includes modeling of thermal noise, stock prices, and random perturbations in many physical, biological, and economic systems [2,3]. From an observational point of view, the Langevin equation is easier to understand than the Fokker–Planck equation. The LE approach directly uses the
concept of time evolution of the random variable describing the process; in the case of Figure 1, this corresponds to the individual particle’s position. In contrast, the FP approach follows the time evolution of the underlying probability distribution. That is, instead of describing a particle position, it describes the likelihood of finding a particle at a given position.

Figure 1. Relation between the Langevin equations (LE) and Fokker–Planck (FP) solutions. (A) LE solutions give particle positions as functions of time, each point represents a particle position at some time $t$. All particles have initial position $(0, 0)$ and follow different trajectories dictated by their respective noise history. (B) The distribution of particle positions can be summarized using a histogram. (C) FP solutions show the probability of finding a particle at a given position as a function of time; darker color indicates a higher probability of finding a particle at that position.

In this paper, we briefly describe the basics of LE equations and investigate their relation with their corresponding FP equations. The special cases discussed in the following sections are aimed at understanding how information is represented under these two different descriptions and illustrating how one can gather data under one approach and be able to infer behavior under the other.

2. Langevin Approach

To understand the Langevin description, we start by considering a particle immersed in a fluid. The particle “feels” a force arising from the collisions with the fluid’s molecules. This force consists of two parts: (a) a deterministic hydrodynamic drag, which resists motion; and (b) a fluctuating stochastic force, caused by thermal fluctuations. Newton’s second law gives the evolution equation governing the dynamics of the particle as

$$ma = \sum F = \text{drag force} + \text{random force}.$$  

Assuming a linear drag force (force $=-\text{drag coefficient} \times \text{velocity}$) and a white noise, the resulting equation is known as the Langevin equation:

$$ma = m\dot{\gamma} = -\zeta \dot{\gamma} + f.$$  

(A) Particles’ position (LE solution)  
(B) Histogram of positions  
(C) Probability distribution (FP solution)
White noise describes a random term that assumes no correlation on the fluctuating forces; this is captured by drawing a random number from a Gaussian distribution with mean and variance given by

\[
\langle f(t) \rangle = 0, \\
\langle f_i(t) f_j(s) \rangle = \Gamma \delta_{ij} \delta(t-s),
\]

where \( \Gamma \) represents the variance of the distribution or strength of the noise; \( i, j \) indicate vector components; \( \delta_{ij} \) is the Kronecker delta; and \( \delta(t) \) is a Dirac delta function. Note that both the Kronecker delta and Dirac delta function capture the zero-correlation of the forces both spatial, \( \delta_{ij} = 0 \) for \( i \neq j \), and temporal, \( \delta(t-s) = 0 \) for \( t \neq s \). Moreover, for any interval \([a, b]\) contained in interval \([c, d]\), we have the following rule:

\[
\int_a^b d\tau \int_c^d f(\tau,s) \delta(\tau-s) \, ds = \int_a^b f(\tau,\tau) \, d\tau
\]

(2)

Since \( f \) represents a stochastic term, Equation (1) is part of a broad class of differential equations known as stochastic differential equations (SDEs) [3,4].

Assuming white noise, one can solve Equation (1) formally using basic solution techniques for ordinary differential equations (ODEs). In particular, Equation (1) can be treated as a first order, non-homogeneous differential equation of the form

\[
\frac{dy(t)}{dt} + p(t)y(t) = q(t),
\]

with integrating factor and solution given by

\[
v(t) = \int p(t) \, dt, \quad y(t) = e^{-v(t)} \int e^{v(t)} q(t) \, dt.
\]

For Equation (1), \( y(t) = v, \ p(t) = \xi/m \) and \( q(t) = f \), so that its formal solution is given by

\[
v(t) = v(0)e^{-\xi t/m} + \frac{1}{m} \int_0^t e^{-\xi (t-\tau)/m} f(\tau) \, d\tau = v(0)e^{-t/\tau_B} + \frac{1}{m} \int_0^t e^{-(t-\tau)/\tau_B} f(\tau) \, d\tau.
\]

(3)

The quantity \( \tau_B = m/\xi \) has units of time and is usually referred to as the Brownian relaxation time of the particle velocity.

Note that, in the absence of random noise, \( f(t) = 0 \), Equation (3) gives \( v(t) = v(0)e^{-t/\tau_B} \), which implies that \( v \to 0 \) as \( t \to \infty \). However, according to the equipartition theorem, the velocity should satisfy

\[
\lim_{t \to \infty} \left< \frac{1}{2} m v^2(t) \right> = \frac{d}{2} k_B T,
\]

where the brackets \(< \cdot >\) represent averages; \( k_B \) is the Boltzmann’s constant; \( T \) is the temperature; \( v^2(t) = v(t) \cdot v(t) \); and \( d \) represents the degrees of freedom, or dimensionality, \( d = 1, 2 \) or \( 3 \). The fact that the equipartition theorem states that the velocity cannot approach zero as time goes to infinity implies that the random force is necessary to obtain the correct equilibrium condition. Furthermore, the strength of the noise, \( \Gamma \), should be such that equipartition theorem is satisfied.

To determine the strength of the random force, \( \Gamma \), we take the average of \( v^2(t) \) using Equation (3) as
\[ \langle v(t) \cdot v(t) \rangle = v(0) \cdot v(0) e^{-2t/\tau_B} + \frac{2}{m} \int_0^t e^{-(2t-\tau)/\tau_B} [v(0) \cdot \langle f(t) \rangle] \, d\tau + \frac{1}{m^2} \int_0^t \int_0^t e^{-(2t-\tau-s)/\tau_B} \langle f(\tau) \cdot f(s) \rangle \, d\tau \, ds, \]

\[ \langle v^2(t) \rangle = v(0) \cdot v(0) e^{-2t/\tau_B} + \frac{2}{m} \int_0^t e^{-(2t-\tau)/\tau_B} [0] \, d\tau + \frac{d}{m^2} \int_0^t \int_0^t e^{-(2t-\tau-s)/\tau_B} [\Gamma \delta(\tau-s)] \, d\tau \, ds, \]

\[ = v^2(0) e^{-2t/\tau_B} + \frac{d \Gamma}{2 \zeta m} \left[ 1 - e^{-2t/\tau_B} \right]. \]  

Equation (4).

In the last step of Equation (4), we used the property of the Dirac delta function given in Equation (2). Taking the limit as \( t \to \infty \) in Equation (4), and comparing it to the condition given by the equipartition theorem, gives

\[ \lim_{t \to \infty} \left\langle \frac{1}{2} m v^2(t) \right\rangle = \frac{d}{2} k_B T \quad \text{Equipartition} \]

\[ = \frac{1}{2} m \left[ \frac{d \Gamma}{2 \zeta m} \right] = \frac{d \Gamma}{4 \zeta} \quad \text{Equation (4)}. \]

Therefore, the strength of the noise should satisfy

\[ \Gamma = 2 \zeta k_B T. \]  

Equation (5).

This relation between the strength of the fluctuations of the stochastic forces (\( \Gamma \)) and the dissipative term given by the drag force (\( \zeta \)) is a special case of a more general result known as the fluctuation–dissipation theorem [5].

The fluctuation–dissipation theorem states that equilibrium is brought about by a dissipation force, in our case drag, between the particle and the medium, and whatever the mechanism of the dissipation, it has to be the same process that produces random, fluctuating forces on the particle. In other words, both the frictional force and the random force must be related since they have the same origin: fluid molecules “bombarding” the particle and inducing mobility.

Finally, after solving Equation (1), the particle position can be obtained as

\[ x(t) - x(0) = \int_0^t v(\tau) \, d\tau. \]

Equation (6).

For a given SDE such as Equation (1), in order to make inferences based on its solution, it is necessary to find the average over many realizations. To illustrate this, consider the 2D version of Equation (1) solved three different times using the same initial position but subject to different random noises. The resulting trajectories are shown in Figure 2.

The fact that each trajectory is very different from the others implies that we cannot infer any behavior from the system by just considering a handful of solutions. That is, just as one would not be able to determine whether a coin is fair by just a couple of tosses, to be able to infer behavior based on Equation (1) one needs to look at many realizations of particle trajectories. This can be done numerically by solving the
equation many times and then finding the average of such solutions or can be done analytically by using time-correlation functions, as discussed next.

Figure 2. Evolution of 2D particle position for three different solutions of Equation (1). All three trajectories start from an initial position \((0, 0)\). In all three figures, \(\Delta t = 0.001\) and the simulation ran for 1000 time steps.

2.1. Moments of a Stochastic Process

In mathematical statistics, the \(s^{th}\) moment of a set of stochastic observations \(\{X_i\}_{i=0}^n\) is defined as

\[
M_s(X) = \frac{1}{n} \sum_{i=1}^{n} X_i^s.
\]

Note that in the present application, our variables denote displacement of the particle with respect to the zero-time position, and the different moments measure deviations of the observations from the mean of the values. Within the context of fluid dynamics and Langevin equations, we are interested in the first \((s = 1)\) and second \((s = 2)\) moments of the particle positions. That is, the mean value of the stochastic variable and its spread or variance with respect to the mean.

- **First moment**
  
  For the velocity in Equation (3), taking into account that \(\langle f \rangle = 0\), the mean is given by

  \[
  M_1(v) = \langle v(t) \rangle = v(0)e^{-t/\tau_B},
  \]

  with a long-time or equilibrium value given by

  \[
  M_1(v) \to 0, \quad \text{as} \quad t \to \infty.
  \]

  For the particle position,

  \[
  M_1(x) = \langle x - x(0) \rangle = \int_0^t \langle v(s) \rangle \, ds = \int_0^t v(0)e^{-s/\tau_B} \, ds,
  \]

  \[
  = -v(0) \tau_B e^{-s/\tau_B} \bigg|_0^t
  \]

  \[
  = v(0) \tau_B \left[ 1 - e^{-t/\tau_B} \right].
  \]

  In addition, its long-time behavior is

  \[
  M_1(x) \to v(0) \tau_B, \quad \text{as} \quad t \to \infty.
  \]
- **Second moment**

  From Equation (4), the second moment for the velocity is

  \[
  M_2(v) = \left\langle v^2(t) \right\rangle = v^2(0) e^{-2t/\tau_B} + \frac{dk_B T}{m} \left[ 1 - e^{-2t/\tau_B} \right].
  \]

  For the particle position, we have

  \[
  M_2(x) = \left\langle |x(t) - x(0)|^2 \right\rangle = \int_0^t \left[ \int_0^t v(\tau) \, d\tau \right]^2 \, ds
  \]

  \[
  = \int_0^t \int_0^t v(s) \, v(\tau) \, d\tau \, ds
  \]

  \[
  = \int_0^t \left[ \left( v^2(0) e^{-\frac{s+\tau}{\tau_B}} + \frac{dk_B T}{m} \left[ e^{-\frac{s+\tau}{\tau_B}} - e^{-\frac{\tau}{\tau_B}} \right] \right) \right] \, d\tau \, ds
  \]

  \[
  = v^2(0) I_1 + \frac{dk_B T}{m} I_2 - \frac{dk_B T}{m} I_1.
  \]

  In this derivation, we have again used Equation (2) and the properties of the Dirac-delta function. For clarity, we solve each integral separately:

  \[
  I_1 = \int_0^t \int_0^t e^{-\frac{s+\tau}{\tau_B}} \, d\tau \, ds = \tau_B^2 \left( 1 - e^{-t/\tau_B} \right)^2
  \]

  \[
  I_2 = \int_0^t \int_0^t e^{-\frac{s-\tau}{\tau_B}} \, d\tau \, ds = 2 \int_0^t \int_0^t e^{-\frac{s-\tau}{\tau_B}} \, d\tau \, ds
  \]

  \[
  = 2\tau_B t - 2\tau_B^2 \left( 1 - e^{-t/\tau_B} \right).
  \]

  Substituting \( I_1 \) and \( I_2 \) into the equation for \( M_2(x) \) gives

  \[
  \left\langle x^2(t) \right\rangle = \left[ v^2(0) - \frac{dk_B T}{m} \right] \tau_B^2 \left( 1 - e^{-t/\tau_B} \right)^2 + \frac{dk_B T}{m} \left[ 2\tau_B t - 2\tau_B^2 \left( 1 - e^{-t/\tau_B} \right) \right]
  \]

  \[
  = v^2(0) \tau_B^2 \left( 1 - e^{-t/\tau_B} \right)^2 + \frac{dk_B T}{m} \tau_B^2 \left[ 2\tau_B t - 2\tau_B^2 \left( 1 - e^{-t/\tau_B} \right) \right]
  \]

  \[
  = v^2(0) \tau_B^2 \left( 1 - e^{-t/\tau_B} \right)^2 + \frac{dk_B T}{m} \tau_B^2 \left[ \frac{2}{\tau_B} t - 3 + 4e^{-t/\tau_B} - e^{-2t/\tau_B} \right].
  \]

  The quantity \( \left\langle x^2(t) \right\rangle \) is called a mean squared displacement (MSD) and represents the square of the mean distance a particle has traveled in a given time interval. In practice, the MSD is one of the most commonly used experimental measures to determine material properties, as discussed in the next section.

  **2.2. Applications of the MSD**

  Performing a Taylor expansion of the MSD about \( t = 0 \) gives

  \[
  \left\langle x^2(t) \right\rangle \approx v^2(0) t^2 + O(t^3),
  \]
that is, at short times, the MSD grows quadratically in time. Similarly, at large times, we obtain
\[
\left\langle x^2(t) \right\rangle \rightarrow \frac{2dk_B T}{m} \tau_B t, \quad \text{as} \quad t \to \infty.
\]
Using the definition of \(\tau_B\),
\[
\left\langle x^2(t) \right\rangle \rightarrow \frac{2dk_B T}{m} \frac{m}{\zeta} t = \frac{2dk_B T}{\zeta} t = 2D t \quad \text{as} \quad t \to \infty,
\]
where we have introduced the diffusion coefficient, \(D = \frac{k_B T}{\zeta}\).

The result in Equation (8) constitute a powerful tool in the characterization of fluids. The diffusion coefficient characterizes the mobility of particles of a given size in a given medium at a given temperature. For example, for spherical particles the drag coefficient is given by \(\zeta = 6\pi\eta a\), where \(a\) is the particle radius and \(\eta\) is the viscosity of the fluid. By embedding spherical particles in a fluid of unknown properties, one can estimate the viscosity of the fluid based on the particle trajectories.

Assume we had tracked the trajectories of \(n\) spherical particles diffusing in a Newtonian fluid, \(\{x_i(t)\}_{i=1}^{n}\), where \(x(t) = [x(t), y(t), z(t)]\). We can calculate the 1D, 2D, and 3D MSD as follows:
\[
\begin{align*}
MSD_{1D} (\Delta t) &= \left\langle [x(t + \Delta t) - x(t)]^2 \right\rangle, \\
MSD_{2D} (\Delta t) &= \left\langle [x(t + \Delta t) - x(t)]^2 + [y(t + \Delta t) - y(t)]^2 \right\rangle, \\
MSD_{3D} (\Delta t) &= \left\langle [x(t + \Delta t) - x(t)]^2 + [y(t + \Delta t) - y(t)]^2 + [z(t + \Delta t) - z(t)]^2 \right\rangle.
\end{align*}
\]
Examples of these MSDs are shown in Figure 3 for different \(\Delta t\)'s and the Matlab code used to generate them can be found in Appendix A. Note that in Appendix A we have used the zero-mass limit of the LE equation, see Section 2.4 for details of this limiting case.

**Figure 3.** Mean squared displacement (MSD) in 1D, 2D, and 3D. Each line has been fitted to a function of the form \(y = mx\), the best fitting value for the slope \(m\) is shown for each line. The slope for 1D is \(2D = 0.019\), giving \(D = 0.0095\), the slope for 2D gives \(4D = 0.037 \Rightarrow D = 0.0093\), and for 3D it is \(6D = 0.059 \Rightarrow D = 0.0098\). As a reference, the diffusion coefficient used to generate the particle trajectories is \(D = 0.01\).
Once the diffusion coefficient is found from the particle trajectories and the MSD, the fluid viscosity can be determined by

\[ D = \frac{k_B T}{\zeta} = \frac{k_B T}{6\pi \eta a} \Rightarrow \eta = \frac{k_B T}{6\pi a D}. \] (9)

This type of inference can also be used with more complex fluids and/or different types of particles. For instance, the Einstein–Smoluchowski–Sutherland relation states that [6]

\[ D = \mu k_B T, \]

where \( \mu \) is the particle’s mobility. This mobility is given by Stokes’ law in terms of the particle hydrodynamic radius, \( a_H \),

\[ \mu = \frac{1}{c \pi \eta a_H}, \]

where both the constant \( c \) and \( a_H \) depend on the particle size and shape. Note that, for spherical particles, we return to the so called Stokes–Einstein relation,

\[ D = \frac{k_B T}{6\pi \eta a}, \]

however, the relation in Equation (9) stills holds for non-spherical particles.

In addition, complex fluids, such as viscoelastic materials, exhibit MSDs that do not depend linearly on time [7,8]. For example, the long-time MSD of some fluids obeys

\[ \text{MSD} \sim t^\alpha. \]

This type of behavior is known as anomalous diffusion and the power law exponent, \( \alpha \), indicates the type of diffusion: for \( \alpha < 1 \), it is called subdiffusion, for \( \alpha = 1 \), regular diffusion, and for \( \alpha > 1 \), superdiffusion [9]. Although Equation (9) no longer holds in this case, material properties can still be inferred from the MSD of these fluids as discussed in [7,8].

2.3. Generalized Langevin Equations (GLE)

The GLE, as its name implies, is a generalization of Equation (1) and it can be similarly derived from Newton’s second law assuming that the forces acting over the particle are a stochastic force, a drag force, and some external conservative force [3]:

\[ m\ddot{x}(t) = F^R + F^D + F^E. \]

In the GLE approach, the drag coefficient is considered dynamic, so that the drag force is given by [5]

\[ F^D = -\int_0^t K(t - \tau) \dot{x}(\tau) \, d\tau, \]

where \( K(t) \) is a memory kernel.

Since the external force is considered conservative, from Vector Calculus we know that this implies it arises from some potential field \( V(x) \), such that
\[ F^E = -\nabla V(x). \]

The resulting equation of motion is
\[ m\ddot{x}(t) = f(t) - \int_0^t K(t - \tau) \dot{x}(\tau) \, d\tau - \nabla V(x). \] (10)

The power of the GLE is that it is able to coarse-grain several degrees of freedom by describing: (i) explicitly the dynamics of variables of interests, which in this case corresponds to the position \( x(t) \) of a particle of mass \( m \); and (ii) implicitly the remaining degrees of freedom through a memory kernel \( K(t) \), a random noise \( f(t) \), and an external potential \( V(x) \). For free diffusion, particle mobility is in response only to stochastic thermal forces, i.e., \( \nabla V(x) \equiv 0 \), but in more complex systems external forces also play a role, \( \nabla V(x) \neq 0 \).

The memory kernel, \( K(t) \), represents a retarded effect of the frictional force, and to generate the correct equilibrium statistics, the random noise has to be related to this kernel in order to obey the fluctuation–dissipation theorem:
\[ \langle f_i(t) f_j(s) \rangle = 2k_B T \delta_{ij} K(t - s). \]

Physically, the kernel \( K(t) \) represents the fact that the medium requires a finite time to respond to any fluctuations in the motion of the particle; this in turn affects how the medium acts back on the particle. Thus, the force that the medium exerts on the particle at a given time depends on what the particle did in the past.

For simple fluids and large Brownian particles, the medium is capable of responding infinitely quickly to changes in the particle position, i.e., it has no memory. In this case the memory kernel is a delta-function and Equation (10) reduces to the Langevin equation previously discussed [3,5]:
\[ K(t - \tau) = \zeta \delta(t - \tau) \]
\[ m\ddot{x}(t) = f(t) - \zeta \dot{x}(t) d\tau - \nabla V(x). \] (11)

(12)

Another extreme is a very sluggish medium that responds slowly to changes in the particle position. In this case, one can assume \( K(t) \approx K(0) = K_0 \), so that the GLE becomes
\[ m\ddot{x}(t) = f(t) - K_0 \int_0^t \dot{x}(\tau) \, d\tau - \nabla V(x) \]
\[ = f(t) - K_0 \left( x(t) - x(0) \right) - \nabla V(x) \]
\[ = f(t) - \nabla \left( V(x) + \frac{K_0}{2} \| x - x(0) \|^2 \right), \] (13)

thus adding an extra harmonic term to the potential. Such a term has the effect of trapping the system of particles in certain regions of its configuration space, an effect known as dynamic caging [10].

2.4. Zero-Mass Limit of the Langevin Equation

We finish this section on Langevin-type equations with a simplification. If we assume \( K(t) = \zeta \delta(t) \), and that the particles are so small that their mass is negligible, we obtain the so-called zero-mass limit:
\[ 0 = f(t) - \zeta \dot{x}(t) - \nabla V(x). \]

This limit is also known as the *overdamped or inertialess limit* since it assumes that the inertial forces, \( ma \), are negligible compared to the other forces acting on the particle. Rearranging terms and recalling that \( \langle f_i(t) f_j(s) \rangle = 2 \zeta k_B T \delta_{ij} \delta(t - s) \) gives

\[
\begin{align*}
\zeta \frac{dx}{dt} &= -\nabla V(x) + f(t), \\
\frac{dx}{dt} &= -\frac{1}{\zeta} \nabla V(x) + \frac{1}{\zeta} \sqrt{2 \zeta k_B T} W(t), \\
\frac{dx}{dt} &= -\frac{1}{\zeta} \nabla V(x) + \sqrt{\frac{2 k_B T}{\zeta}} W(t), \\
\frac{dx}{dt} &= -\frac{1}{\zeta} \nabla V(x) + \sqrt{2 D} W(t),
\end{align*}
\]

where \( W \) is a normally distributed random noise with \( \langle W \rangle = 0 \) and \( \langle W_i(t) W_j(s) \rangle = \delta_{ij} \delta(t - s) \). For simplicity, in the following sections, we only consider the relation between equations of the form (14) and their respective Fokker–Planck equations.

### 3. Fokker–Planck Equation

As discussed in the previous section, when a system is described by an LE, a complete description of the macroscopic system will require the solution and averaging of *many* SDEs. An equivalent approach is to describe the system by macroscopic variables which fluctuate as a result of stochasticity, instead of describing the individual evolution of stochastic probes [11]. An excellent explanation of the different representations and their characteristics can be found in Risken’s book [11], which we summarize in Figure 4.

![Figure 4. Levels of description of a system, adapted from [11].](image-url)
A Fokker–Planck (FP) equation is a partial differential equation that describes the evolution of the probability density function (PDF) of a stochastic variable. For Langevin-type equations of the form given by Equation (14), the stochastic variable is a particle’s position as a function of time, \( x(t) \). The corresponding PDF is the function that gives the probability of a particle being in the position \( x \) at time \( t \) as \( P(x, t) \). The reader is referred to Appendix B for a brief introduction to PDFs.

The LE equation given by Equation (14) can be written as

\[
\frac{dx}{dt} = -\frac{1}{\zeta} \nabla V(x) + \sqrt{2D} W(t),
\]

\[
= g_1(x, t) + g_2(x, t) W(t),
\]

and the corresponding FP is given by [11],

\[
\frac{\partial P}{\partial t} = -\nabla \cdot [g_1(x, t) P(x, t)] + \frac{1}{2} \nabla^2 \left[ (g_2(x, t))^2 P(x, t) \right].
\] (15)

Note that taking a deterministic perspective is equivalent to ignoring the random noise term in the LE, \( g_2(x, t) = 0 \), which results in the absence of the diffusion term in the FP equation, \( \nabla^2 \left[ (\cdot)^2 P(x, t) \right] \). This simple statement helps us identify the relation between fluctuations at the microscale and diffusion at the macroscale. That is, the observed diffusion at the macroscale is the result of fluctuations arising from the fluid’s molecules bombarding the probe at the microscale.

### 3.1. One-Dimensional Examples

In the following examples, we assume that all initial positions of particles are located at zero, that is,

\[
x(0) = 0
\]

\[
P(x, 0) = \delta(0).
\]

- **Brownian motion without external field for small particles \((m \to 0)\)**

\[
\frac{dx}{dt} = \sqrt{2D} W(t).
\] (16)

In this case, the corresponding FP equation is the well-known diffusion equation, which has the same mathematical form of the heat equation in the context of heat transfer under temperature gradients:

\[
\frac{\partial P}{\partial t} = -\frac{\partial}{\partial x} [0 \cdot P] + \frac{1}{2} \frac{\partial^2}{\partial x^2} \left[ (\sqrt{2D})^2 P \right]
\]

\[
= D \frac{\partial^2 P}{\partial x^2}.
\] (17)

We can find the general solution of this equation using similarity solutions with the transformation

\[
P(x, t) = t^{-p} F(\mu),
\] (18)

where \( t^{-p} \) represents temporal decay and \( \mu = x^2/(4Dt) \) is a shape factor used to reduce the partial differential equation (PDE) to an ordinary differential equation (ODE). For details on how this particular form is obtained, the reader is referred to [12].
We can calculate the derivatives of $P(x,t)$ using Equation (18) as

$$\frac{\partial P}{\partial t} = -pt^{-p-1}F(\mu) + t^{-p} \frac{dF}{d\mu} \frac{\partial \mu}{\partial t} = -pt^{-p-1}F(\mu) - \mu t^{-p-1} \frac{dF}{d\mu}$$

$$\frac{\partial P}{\partial x} = t^{-p} \frac{dF}{d\mu} \frac{\partial \mu}{\partial x} = \frac{xt^{-p-1}dF}{2D}$$

$$\frac{\partial^2 P}{\partial x^2} = \frac{t^{-p-1}dF}{2D} \frac{\partial \mu}{\partial x} + \frac{t^{-p-1}d^2F}{2D} \frac{\partial \mu}{\partial x} = \frac{t^{-p-1}dF}{2D} \frac{\partial \mu}{\partial x} + \frac{\mu t^{-p-1}d^2F}{D} \frac{\partial \mu}{\partial x^2}$$

Substituting in Equation (17) gives

$$-pt^{-p-1}F(\mu) - \mu t^{-p-1} \frac{dF}{d\mu} = D \left[ \frac{t^{-p-1}dF}{2D} + \frac{\mu t^{-p-1}d^2F}{D} \frac{\partial \mu}{\partial x^2} \right]$$

$$\mu \frac{d}{d\mu} \left( \frac{dF}{d\mu} + F \right) + \frac{1}{2} \left( \frac{dF}{d\mu} + 2pF \right) = 0.$$  

Since we have yet to define a value for $p$, we conveniently choose it to be $p = 1/2$, so that the two quantities in the parenthesis are the same. Finally, a solution for the resulting differential equation will satisfy

$$\frac{dF}{d\mu} + F = 0,$$

with the general solution

$$F(\mu) = C_0 e^{-\mu},$$

which gives the solution for $P(x,t)$,

$$P(x,t) = C_0 t^{-1/2} \exp \left( -\frac{x^2}{4Dt} \right).$$

To find the value of the constant of integration $C_0$, we consider the fact that

$$\int_{-\infty}^{\infty} P(x,t) \, dx = 1,$$

that is, all possible realizations are included, see Appendix B.

To solve the integral, we introduce the error function $\text{erf}(y)$

$$\text{erf}(y) = \frac{2}{\sqrt{\pi}} \int_{0}^{y} e^{-s^2} \, ds$$
which has values \( \text{erf}(-\infty) = -1 \) and \( \text{erf}(\infty) = 1 \).

\[
\int_{-\infty}^{\infty} P(x,t) \, dx = \int_{-\infty}^{\infty} C_0 t^{-1/2} \exp \left( -\frac{x^2}{4Dt} \right) \, dx = \frac{C_0 t^{-1/2}}{\sqrt{\pi D}} \left[ \text{erf} \left( \frac{x}{\sqrt{2D t}} \right) \right]_{-\infty}^{\infty} = \frac{C_0 t^{-1/2}}{\sqrt{\pi D}} \sqrt{\pi D t} (2) = 2C_0 \sqrt{\frac{\pi}{4D}},
\]

which gives

\[
C_0 = \frac{1}{2\sqrt{\pi D}} = \frac{1}{\sqrt{4\pi D}}.
\]

Therefore, the solution of the FP equation is

\[
P(x,t) = \frac{1}{\sqrt{4\pi D t}} \exp \left( -\frac{x^2}{4Dt} \right), \quad (19)
\]

which is a one-dimensional Gaussian function centered at zero: \( M_1(x) = 0 \) and with variance \( M_2(x) = 4Dt \).

To compare these results with those obtained in the LE section, we consider the first and second moments of \( P(x,t) \).

The first moment is given by

\[
M_1(x) = \int_{-\infty}^{\infty} x P(x,t) \, dx = \int_{-\infty}^{\infty} x \frac{C_0 t^{-1/2}}{\sqrt{4\pi D t}} \exp \left( -\frac{x^2}{4Dt} \right) \, dx = \frac{C_0 t^{-1/2}}{\sqrt{4\pi D t}} \int_{-\infty}^{\infty} x \exp \left( -\frac{x^2}{4Dt} \right) \, dx.
\]

We use integration by substitution \( u = x^2 \) to obtain

\[
\int x \exp \left( -\frac{x^2}{4Dt} \right) \, dx = \int \frac{1}{2} \exp \left( -\frac{u}{4Dt} \right) \, du = -2Dt \exp \left( -\frac{u}{4Dt} \right) + C = -2Dt \exp \left( -\frac{x^2}{4Dt} \right) + C,
\]

and

\[
M_1(x) = \frac{1}{\sqrt{4\pi D t}} \left[ -2Dt \exp \left( -\frac{x^2}{4Dt} \right) \right]_{-\infty}^{\infty} = 0.
\]

For the second moment, we have
\[ M_2(x) = \int_{-\infty}^{\infty} x^2 P(x, t) \, dx \]
\[ = \int_{-\infty}^{\infty} x^2 \frac{1}{\sqrt{4\pi Dt}} \exp\left(-\frac{x^2}{4Dt}\right) \, dx \]
\[ = \frac{1}{\sqrt{4\pi Dt}} \int_{-\infty}^{\infty} x^2 \exp\left(-\frac{x^2}{4Dt}\right) \, dx \]
\[ = \frac{1}{\sqrt{4\pi Dt}} \left[ -2xDt \exp\left(-\frac{x^2}{4Dt}\right) \bigg|_{-\infty}^{\infty} + \frac{(4Dt)^{3/2}\sqrt{\pi}}{4} \text{erf}\left(\frac{x}{\sqrt{4Dt}}\right) \bigg|_{-\infty}^{\infty} \right] \]
\[ = \frac{1}{\sqrt{4\pi Dt}} \left[ 0 + \frac{(4Dt)^{3/2}\sqrt{\pi}}{4} \right] = \frac{1}{\sqrt{4\pi Dt}} \left[ \frac{(4Dt)^{3/2}\sqrt{\pi}}{2} \right] \]
\[ = 2Dt, \]
which is the same result we obtained in the limit \( t \to \infty \) for Equation (8), when the dimensionality is \( d = 1 \).

Solutions at different times are shown in Figure 5, together with the normalized histograms obtained from LE data. For details of the histogram normalization see Appendix B.

Figure 5. Probability density function (PDF) for position of particles diffusing via one-dimensional Brownian motion. Histograms correspond to LE data and solid lines corresponds to FP solutions. In this figure, \( D = 10^{-2} \mu m^2/s \).

- **Brownian motion with external field for small particles (\( m \to 0 \))**

A common example of an external field is a background velocity, \( u \), which imposes a drift on the particles:

\[
\frac{dx}{dt} = u + \sqrt{2D}W(t). \tag{20}
\]

The corresponding FP equation is the advection–diffusion equation

\[
\frac{\partial P}{\partial t} = -\frac{\partial}{\partial x} [u \cdot P] + \frac{1}{2} \frac{\partial^2}{\partial x^2} \left[ (\sqrt{2D})^2 P \right]
\]
\[ \frac{\partial P}{\partial t} = -u \frac{\partial P}{\partial x} + D \frac{\partial^2 P}{\partial x^2} \tag{21} \]
The solution of this PDE is [13]

\[ P(x, t) = \frac{1}{\sqrt{4\pi DT}} \exp \left( -\frac{(x - ut)^2}{4Dt} \right). \]  

(22)

A comparison between Equations (19) and (22) shows that the only difference between these two solutions is in a “shift” of \( x \) by \( ut \). That is, the effect of drift is to move the mean of the Gaussian distribution from zero.

As before we can calculate the first and second moment of the distribution function as [13]

\[
M_1(x) = ut, \\
M_2(x) = u^2 t^2 + 2Dt.
\]

That is, the mean position of the particle is displaced by the background velocity over a distance \( ut \). In addition, note that the MSD at long times becomes \( \sim t^2 \) due to the additional linear flow in the fluid.

In the case of simple diffusion, the dispersion of the particles can be attained from the MSD or equivalently the variance of the Gaussian. In the case where drift is present, dispersion is superimposed by the background flow, for this reason a more accurate measure of the dispersion is given by the metric [13]

\[ \sigma^2 = \int_{-\infty}^{\infty} (x - M_1(x))^2 P(x, t) \, dx = 2Dt, \]

which gives back the linear behavior characteristic of standard diffusive processes. Note that in this equation, \( M_1(x) \) is a central moment as opposed to the general definition given at the beginning of Section 2.1. These two moments will coincide if the mean is zero.

Plots of Equation (22) are shown in Figure 6, where the solutions with drift are compared to solutions without drift.

**Figure 6.** PDF for position of particles diffusing via one-dimensional Brownian motion plus drift. Histograms correspond to generalized Langevin equations (GLE) data and solid lines corresponds to FP solutions. For comparison, FP solutions without drift are shown in dashed lines. In this figure, \( D = 10^{-2} \mu \text{m}^2/\text{s}, u = 0.2 \mu/\text{s} \).
3.2. Two-Dimensional Examples

In this section, we present the 2D equations corresponding to four different cases and their numerical solutions.

- **No external field**
  
  - **Langevin equations**
    
    \[
    \frac{dx}{dt} = \sqrt{2D}W_x(t),
    \]
    \[
    \frac{dy}{dt} = \sqrt{2D}W_y(t).
    \]

    In this case, both \(W_x\) and \(W_y\) are statistically independent white noises; the subscripts are used to denote that the noise histories are for \(x\) and \(y\).

  - **Fokker–Planck Equation**

    \[
    \frac{\partial P}{\partial t} = D \left[ \frac{\partial^2 P}{\partial x^2} + \frac{\partial^2 P}{\partial y^2} \right].
    \]

    Solutions for LE and FP representations for this case of no external field are provided in Figure 7.

  ![Figure 7](image)

  **Figure 7.** LE and FP solutions for two-dimensional Brownian motion without external field. For both representations, \(D = 10^{-2} \, \text{µm}^2/\text{s}\) and time is in seconds. For the LE representation, the total number of particles is \(5 \times 10^3\).

  Note that, in two dimensions, we obtain two LEs, but still one FP equation. In general, as the degrees of freedom of the system increase, the choice between LE and FP representations is analogous to the choice between solving many SDEs and solving a single, high-dimensional PDE.

- **Constant drift in the \(x\)-direction, \(V(x, y) = u \, x\)**
  
  - **Langevin equations**

    \[
    \frac{dx}{dt} = u + \sqrt{2D}W_x(t),
    \]
    \[
    \frac{dy}{dt} = \sqrt{2D}W_y(t).
    \]
Fokker–Planck Equation

\[
\frac{\partial P}{\partial t} = -u \frac{\partial P}{\partial x} + D \left[ \frac{\partial^2 P}{\partial x^2} + \frac{\partial^2 P}{\partial y^2} \right].
\]

Solutions for LE and FP representations for this case of constant drift in the \(x\)-direction are provided in Figure 8.

Figure 8. LE and FP solutions for two-dimensional Brownian motion with constant drift. For both representations, \(D = 10^{-2} \mu m^2/s\), \(u = 0.2 \mu m/s\) and time is in seconds. For the LE representation, the total number of particles is \(5 \times 10^3\).

- **Background flow field, \(\mathbf{u} = \mathbf{u}_0 + [u_x(x,y), u_y(x,y)]^T\)**

For any background field of the form where \(u_0\) and \(v_0\) are constants,

\[
\mathbf{u} = \begin{bmatrix} u_0 + u_x(x,y) \\ v_0 + u_y(x,y) \end{bmatrix},
\]

the Langevin equations are given by

\[
\begin{align*}
\frac{dx}{dt} &= u_0 + \left( \frac{\partial u_x}{\partial x} \right) x + \left( \frac{\partial u_x}{\partial y} \right) y + \sqrt{2D} W_x(t), \\
\frac{dy}{dt} &= v_0 + \left( \frac{\partial u_y}{\partial x} \right) x + \left( \frac{\partial u_y}{\partial y} \right) y + \sqrt{2D} W_y(t).
\end{align*}
\]

This equation can be written in vector form as

\[
\frac{d\mathbf{x}}{dt} = \mathbf{u}_0 + \kappa \cdot \mathbf{x} + \sqrt{2D} \mathbf{W},
\]

where \(\kappa_{ij} = \partial u_i / \partial x_j\) is the strain-rate tensor. The corresponding FP equation is

\[
\frac{\partial P}{\partial t} = -\nabla \cdot [(\mathbf{u}_0 + \kappa \cdot \mathbf{x}) P] + D \left[ \frac{\partial^2 P}{\partial x^2} + \frac{\partial^2 P}{\partial y^2} \right].
\]

Note that when \(u_x = u_y = 0\), the equations reduce to those for constant drift, as discussed above.
Example: simple shear, \( \mathbf{u} = [U y, 0]^T \)

\[
\kappa = \begin{bmatrix}
\frac{\partial u_x}{\partial x} & \frac{\partial u_x}{\partial y} \\
\frac{\partial u_y}{\partial x} & \frac{\partial u_y}{\partial y}
\end{bmatrix} = \begin{bmatrix} 0 & U \\ 0 & 0 \end{bmatrix}.
\]

\[
\kappa \cdot \mathbf{x} = \begin{bmatrix} 0 & U \\ 0 & 0 \end{bmatrix} \cdot \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} U y \\ 0 \end{bmatrix}.
\]

\[
\nabla \cdot (\kappa \cdot \mathbf{x}) = \begin{bmatrix} \frac{\partial}{\partial y} \\ \frac{\partial}{\partial x} \end{bmatrix} \cdot \begin{bmatrix} U y P \\ 0 \end{bmatrix} = \begin{bmatrix} U y \frac{\partial P}{\partial x} \\ 0 \end{bmatrix}.
\]

* Langevin equations

\[
\frac{dx}{dt} = U y + \sqrt{2D} W_x(t),
\]

\[
\frac{dy}{dt} = \sqrt{2D} W_y(t).
\]

* Fokker–Planck Equation

\[
\frac{\partial P}{\partial t} = -U y \frac{\partial P}{\partial x} + D \left[ \frac{\partial^2 P}{\partial x^2} + \frac{\partial^2 P}{\partial y^2} \right].
\]

Solutions for LE and FP representations for this case of simple shear flow are provided in Figure 9.

![Figure 9. LE and FP solutions for two-dimensional Brownian motion with simple shear flow. For both representations, \( D = 10^{-2} \mu m^2/s \), \( U = 0.2 \mu m/s \) and time is in seconds. For the LE representation, the total number of particles is \( 5 \times 10^3 \).](image_url)

4. Conclusions

In this paper, we analyzed the relation between Langevin (LE) and Fokker–Planck (FP) representations of particles moving in a fluid due to Brownian motion with and without external fields. Although each description offers a different perspective of the underlying fluid dynamics, there is a direct connection between these two approaches, which were explored through simple examples in both one and two dimensions. In studying these two families of equations, we employed subjects from calculus, such as
Taylor expansions and conservative vector fields; ordinary differential equations, such as integrating factors; and partial differential equations, such as similarity solutions.

The LE representation involves stochastic differential equations (SDEs) and offers the advantage of allowing the microscopic process to be easily incorporated into the equations. One of the drawbacks of this representation is that it is necessary to have as many SDEs as degrees of freedom in the system and each SDE needs to be solved many times to reduce statistical noise.

The FP approach involves a partial differential equation (PDE) describing the evolution of the probability density function (PDF) of the stochastic variable. Unlike numerical solutions for SDEs, which are noisy, solutions for the FP are deterministic and as such can truly avoid noise. One of its drawbacks is that the dimensionality of the PDF increases with the number of degrees of freedom of the system, which leads to high algorithmic complexity, and as a result, the corresponding numerical schemes have a high computational cost.

Experimentally, LE equations can be informed by techniques that capture the movement of probes at the microscale such as passive microrheology [8]. On the other hand, FP equations can be informed by experimental techniques that capture the behavior of the ensemble of probes such as light scattering experiments [14].
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**Appendix A**

```plaintext
%% Constants
D = 1e-2; % diffusion coefficient
dt = 1e-3; % time step
Np = 5e2; % number of particles
NT = 1e3; % number of time steps

%% Generate particle positions
x = zeros(Np,NT); y = zeros(Np,NT); z = zeros(Np,NT);
for k=2:NT
    x(:,k) = x(:,k-1) + sqrt(2*D*dt)*randn(Np,1);
    y(:,k) = y(:,k-1) + sqrt(2*D*dt)*randn(Np,1);
    z(:,k) = z(:,k-1) + sqrt(2*D*dt)*randn(Np,1);
end

%% Calculate MSD
lag = round((1/3)*NT):round((2/3)*NT);
for k=1:length(lag)
    dx = x(:,1+lag(k):end)-x(:,1:end-lag(k));
    dy = y(:,1+lag(k):end)-y(:,1:end-lag(k));
    dz = z(:,1+lag(k):end)-z(:,1:end-lag(k));
end
```
msd1(k,:) = mean(dx'.^2);
msd2(k,:) = mean(dx'.^2+dy'.^2);
msd3(k,:) = mean(dx'.^2+dy'.^2+dz'.^2);
end

%% Plot MSDs
plot(lag*dt,mean(msd1'),'linewidth',3)
hold on
plot(lag*dt,mean(msd2'),'--','linewidth',3)
plot(lag*dt,mean(msd3'),'-.','linewidth',3)

%% Recover D
fmsd1 = fit(lag'*dt,mean(msd1')),'a*x','start',1);
fmsd2 = fit(lag'*dt,mean(msd2')),'a*x','start',1);
fmsd3 = fit(lag'*dt,mean(msd3')),'a*x','start',1);

fmsd1.a/2
fmsd2.a/4
fmsd3.a/6

Appendix B

Recall that in Figure 2, the trajectory of three different particles were plotted. Assume we are interested in determining the x-coordinate of the final position of a particle. From the figure, we would have three different answers: $x = 0.0140$, $x = -0.0526$, and $x = 0.0081$. It is clear that the fact that each plot gives a different answer is a result of the randomness of the process. This simple observation implies that the correct question is not what is the position of the particle? but rather what is the most likely position of the particle? To answer this, we collect the final position of 1000 particles and summarize them using histograms, like the ones shown in Figure A1.

To construct histograms, we divide the data into groups or 'bins' and count how many realizations fall within each bin. The next question is how to extract probabilities out of these histograms. A first attempt to calculate probabilities is to divide the number of realizations within each bin by the total number of realizations. An inspection of Figure A1 shows why this is not the correct approach; although both figures (B) and (D) correspond to the same data, the answer is different depending on the number of bins used.

In order to transform the histogram data into probabilities, it is necessary to eliminate the effect of the bin size. This is done by normalizing the histogram using the area of each bin, rather than the counts in each bin. This normalization is shown in Figure A2.
Figure A1. Histograms of particle positions for 1000 particles. (A) counts using 20 bins; (B) counts from (A) divided by total number of particles; (C) counts using 10 bins; (D) counts from (C) divided by total number of particles.

Figure A2. Normalized histogram of particle positions. The code used to generate these plots can be found in Appendix B.

Since the size of the bins does not affect the resulting plot, we could make the size of the bins as small as we wish, to the point of being able to trace a continuous probability density function, represented by the continuous line in Figure A2, which is unique to the data independently of the number of bins used.

Just as its name indicates, a PDF is not exactly a probability. However, just as one can find the mass of an object by multiplying its density by its volume, we can find a probability by multiplying is probability density (PDF) by a range. In this sense, the quantity

\[ P(x, t) \, dx \]

represents the probability that a particle’s position is in the range \([x, x + dx]\) at time \(t\).

In addition, working with the continuous form of the PDF, \(P(x, t)\), allows us to use integrals to find different probabilities as areas under the curve, as the example given in Figure A3, or to provide a definition of statistical moments based on PDFs:

\[ M_n(x) = \int_{-\infty}^{\infty} x^n P(x, t) \, dx \]
Figure A3. Calculating probabilities using PDFs.

Note that since the area under the PDF should represent all possible realizations, we have the condition that the area under the whole curve should be equal to one:

$$\int_{-\infty}^{\infty} P(x,t) \, dx = 1. \quad (A1)$$

As a final remark, note that not all PDFs are bell-shaped like a Gaussian. The only condition that remains true for all PDFs is that the area under the curve is equal to one as defined in Equation (A1). In addition, not all PDFs have to define a probability density for every location of the sample space. For a more in-depth review of different probability distribution functions, the reader is referred to [15].

%% Computing and Normalizing histogram
[c,n] = hist(x(:,600),20);
c1 = c./trapz(n,c);

%% Fitting to normal distribution
[mu,sigma,muci,sigmaci] = normfit(x(:,600));
Y = normpdf(linspace(-0.4,0.4,1e3),mu,sigma);

%% Plots
bar(n,c1)
hold on
plot(linspace(-0.4,0.4,1e3),Y)
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