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The $k$-spectrum is the set of all $\alpha > 0$ such that $G(n, n^{-\alpha})$ does not obey the 0-1 law for FO sentences with quantifier depth at most $k$. In this article, we prove that the minimum $k$ such that the $k$-spectrum is infinite equals 5.
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1 INTRODUCTION

In this article, we study an asymptotic behaviour of probabilities of properties of Erdős–Rényi random graphs $G(n, p = p(n))$ expressible as sentences in the first order (FO) logic. Recall that $G(n, p)$ is a random element of the set of all simple graphs $\Omega_n = \{G = ([n] = \{1, \ldots, n\}, \mathcal{E})\}, n \in \mathbb{N}$, with the distribution $P(G(n, p) = G) = p^{|\mathcal{E}|}(1 - p)^{n^2 - |\mathcal{E}|}$, i.e., every pair of distinct vertices is adjacent with probability $p \in [0, 1]$ independently of all the others.

A graph FO property $L$ is a property defined by a FO sentence $\varphi$ [9] in the vocabulary \{=, $\sim$\} consisting of two predicate symbols, “=” expressing coincidence of vertices and “$\sim$” expressing adjacency (i.e., $G$ has the property $L$ if and only if $G$ satisfies $\varphi$). Recall that the quantifier depth of a FO sentence $\varphi$ is, roughly speaking, the minimum number of nested quantifiers (see the formal definition in [9, Definition 3.8]). We define the quantifier depth of a FO property as the minimal quantifier depth of a FO sentence expressing this property.

Consider, for example, the FO sentence

$$\forall x \exists y \exists z \ (x \sim y \land y \sim z \land [\exists t \ x \sim z]).$$
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This formula is true if and only if each vertex of the graph is contained in a triangle. The quantifier depth of this formula equals 4. The quantifier depth of the property expressed by the formula, however, is no more than 3 (and, in fact, equals 3), since the quantifier over \( t \) can be safely removed.

Note that many natural graph properties either hold with asymptotical probability 1 (or, briefly, “a.a.s.” meaning “asymptotically almost surely”) on the random graph chosen uniformly at random from the set of all graphs on \([n]\) (i.e., \(G(n, 1/2)\)), or do not hold a.a.s.; and the same is true for \(G(n, p)\) for every constant probability \( p \). In particular, for every \( p = \text{const} \in (0, 1) \) a.a.s. \( G(n, p) \) is connected, contains a triangle, is not planar, has diameter at most 2, is Hamiltonian, and so on. All the mentioned properties belong to the class of so called monotone properties (for formal definitions, see Section 2). In particular, all existential positive FO properties are monotone. Much more is known about monotone properties: Every monotone property \( L \) has a threshold probability \( p_0 \), i.e., \( G(n, p) \) has the property \( L \) a.a.s. if \( p_0 = o(p) \), and \( G(n, p) \) does not have the property \( L \) a.a.s. if \( p = o(p_0) \), or vice versa.

The first attempt to formalise the set of properties that either hold a.a.s. on \( G(n, p) \) or do not hold a.a.s. was done in a seminal paper of Glebskii et al. [5]: They proved (and independently Fagin [4]) that, for every FO property, either a.a.s \( G(n, 1/2) \) has it, or a.a.s. does not have; or in other words \( G(n, 1/2) \) obeys FO 0-1 law.

**Definition 1.1.** \( G(n, p) \) obeys FO 0-1 law if, for each FO property \( L \),

\[
\lim_{n \to \infty} P(G(n, p) \in L) \in \{0, 1\}.
\]

Their result can be easily extended (as was noticed by Spencer [15]) to all \( p \) such that, for every \( \alpha > 0 \), \( pn^\alpha \to \infty \) as \( n \to \infty \). It is natural to ask, does FO 0-1 law hold when \( p = n^{-\alpha} \)? Shelah and Spencer [13] gave a complete answer.

**Theorem 1.2 (Shelah and Spencer [13]).** Let \( \alpha > 0 \), \( p = n^{-\alpha} \). If \( \alpha \) is irrational, then \( G(n, p) \) obeys FO 0-1 law. If \( \alpha \leq 1 \) is rational, then \( G(n, p) \) does not obey FO 0-1 law. If \( \alpha > 1 \), then \( G(n, p) \) does not obey the law if and only if \( \alpha = 1 + \frac{1}{m} \) for some positive integer \( m \).

From Theorem 1.2 it immediately follows that, for any FO property \( L \), the set of \( \alpha > 0 \) such that \( P(G(n, n^{-\alpha}) \in L) \) does not approach neither 0 nor 1, consists only of rational numbers.

**Definition 1.3.** For a FO property \( L \), the spectrum of \( L \) is the set of all \( \alpha > 0 \) such that \( P(G(n, n^{-\alpha}) \in L) \) does not tend to either 0 or 1 as \( n \to \infty \).

Note that, for monotone properties, spectra may consist of at most 1 element. By combining several monotone properties via logical connectives, we may reach only finite spectra. It is natural to expect that for all FO properties their spectra are finite. However, this is not true: Sentences with infinite spectra can be found in [13, 14]. In this article, we study a complexity of FO properties with infinite spectra. More precisely, we find the minimum quantifier depth of a property with an infinite spectrum.

Let \( k \in \mathbb{N} \). Define \( FO_k \) as the set of all FO properties with quantifier depth at most \( k \). It is well known that the hierarchy \( FO_k \subset FO_{k+1} \) is strict for all \( k \) (e.g., containing a \((k + 1)\)-clique belongs to \( FO_{k+1} \setminus FO_k \), and that \( FO_k \) is expressible even for small values of \( k \) (in particular, the property of containing an isolated vertex has quantifier depth 2). The notion of quantifier depth of a formula lies on a bridge between logical and computational complexities. One can show, for instance, that, for a given property \( L \in FO_k \), there exists an algorithm that determines whether a graph \( G \) with \( v(G) = n \) has \( L \) in time \( O(n^k) \) (see [9, Chapter 6]).

**Definition 1.4.** \( G(n, p) \) obeys \( FO_k \) 0-1 law if for each FO property \( L \) with quantifier depth at most \( k \), \( \lim_{n \to \infty} P(G(n, p) \in L) \in \{0, 1\} \).
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Note that the study of validity of FO$_k$ 0-1 law have direct corollaries to an estimation of expressive powers of fragments of FO logic. In particular, Theorem 1.5 implies that the minimum quantifier depth of a FO sentence describing the property of containing an induced subgraph isomorphic to a given graph $F$ is at least $\frac{|E(F)|}{|V(F)|} + 2$ (see [18] and [19, Chapter 6]).

The obvious corollary of Theorem 1.2 is that, for functions $p = n^{-\alpha}$, $\alpha \notin Q$, FO$_k$ 0-1 law also holds. For $\alpha \in Q$, the situation becomes more diverse. In particular, the following is true.

**Theorem 1.5 (Zhukovskii [21])**. Let $p = n^{-\alpha}$, $\alpha \in (0, \frac{1}{k-2})$, where $k \geq 3$ is an integer number. Then $G(n, p)$ obeys FO$_k$ 0-1 law. If $\alpha = \frac{1}{k-2}$, then $G(n, p)$ does not obey FO$_k$ 0-1 law.

It is very well known that, for every $k$, there are only finitely many properties with quantifier depth $k$ (see, e.g., [9, Chapter 3]). Therefore, a FO property with quantifier depth $k$ has an infinite spectrum if and only if the union of spectra of FO properties with quantifier depth $k$ is infinite. Note that such a union is exactly the set of all $\alpha > 0$ such that $G(n, n^{-\alpha})$ does not obey FO$_k$ 0-1 law.

**Definition 1.6.** For a fixed integer $k$, the $k$-spectrum is the set of all $\alpha > 0$ such that $G(n, n^{-\alpha})$ does not obey FO$_k$ 0-1 law.

Note that Theorem 1.5 states that, for $k \geq 3$, the minimal element of the $k$-spectrum equals $\frac{1}{k-2}$.

In 1990 [14], Spencer proved that the 14-spectrum is infinite. In particular, Spencer proved the existence of a FO$_4$ property $L$ with the spectrum having 1/3 as a limit point (i.e., each neighbourhood of 1/3 contains an infinite number of points of the set). Note that, since the $k$-spectrum is a bounded set (in particular, it is entirely inside $(0, 2]$ due to Theorem 1.2 – indeed, all points of spectra that are greater than 1 equal to 1 + $1/m$ for some positive integer $m$), the $k$-spectrum is finite if and only if it has no limit points.

By Theorem 1.2, limit points of the $k$-spectrum belong to $(0, 1]$. The behaviour of limit points of the $k$-spectrum near 0 and 1 for large enough $k$ was studied in [17].

As we note above, the existence of FO properties with an infinite spectrum is rather counterintuitive. It might come as a bit of relief that any limit point of the $k$-spectrum is a limit point ”from above”: For each $\alpha > 0$ there exists $\varepsilon > 0$ such that $(\alpha - \varepsilon, \alpha)$ does not contain any points of the $k$-spectrum [16, Section 8.4].

In 2016 [24], the second author proved that $\frac{1}{2}$ is a limit point of the 5-spectrum, thus establishing that the 5-spectrum is infinite. Moreover, the 3-spectrum is finite by Theorem 1.5 and the fact that 1 is not a limit point of a $k$-spectrum (see [11, Theorem 8]).

Whether the 4-spectrum is finite was an open question before this article. The following results were obtained recently.

**Theorem 1.7 (Matushkin and Zhukovskii [10])**. The only limit points of the 4-spectrum may be $\frac{1}{2}$ and $\frac{3}{5}$.

**Theorem 1.8 (Yarovikov [20])**. $\frac{1}{2}$ is not a limit point of the 4-spectrum.

In this article, we consider the last possible limit point of the 4-spectrum, namely, $\frac{3}{5}$. The main result of the article is as follows.

**Theorem 1.9**. $\frac{3}{5}$ is not a limit point of the 4-spectrum.

Therefore, the minimum $k$ such that the $k$-spectrum is infinite equals 5. Note that this immediately implies that the $k$-spectrum is infinite for all $k \geq 5$ and finite for all $k \leq 4$.

Among the surveys on asymptotic behaviour of logical properties, we recommend [16] and [6, Chapter 4]. For going deeper into the subject of finite model theory and, in particular, descriptive complexity, we suggest [7, 9].
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An upper level scheme of the proof of Theorem 1.9 is similar to that of Theorem 1.8 proven in [20]. However, the proof itself has been significantly modified. For convenience of a reader, the text of this article is self-contained—the only exclusion is the absence of the proof of Claim 1 (from Section 2) which appears in full generality in [20]. In Section 2, we recall some known constructions needed to prove Theorem 1.9. Note that all definitions and theorems presented in Section 2 are rather standard, for proofs we refer a reader for most relevant sources. In Section 3, we introduce auxiliary constructions inspired, in part, by [20]. However, all the claims stated in Section 3 are new, and so we present their proofs in full. In Section 4, we prove three main lemmas that are also inspired by [20] but their proofs are much more involved. Finally, we prove Theorem 1.9 in Section 5.

2 KNOWN DEFINITIONS AND STATEMENTS

2.1 Ehrenfeucht Game

In Ehrenfeucht game $EHR(X, Y, k)$ on graphs $X$, $Y$, there are two players, Spoiler and Duplicator, and a fixed number of rounds $k \in \mathbb{N}$ ([3]). Each round of the game constitutes a move by Spoiler followed by a move by Duplicator: Spoiler selects a vertex from either of the two graphs $X$ and $Y$, whereas Duplicator selects a vertex from the other graph. Let $x_\nu$ denote the vertex selected from $X$ in round $\nu$, and $y_\nu$ that from $Y$ in round $\nu$, for $1 \leq \nu \leq k$.

Duplicator wins the game if for each $s, t \in \{1, \ldots, k\}$, the following holds:
- $x_s = x_t$ if and only if $y_s = y_t$;
- $x_s \sim x_t$ if and only if $y_s \sim y_t$.

Otherwise, Spoiler wins.

The following theorem is a well known corollary of the famous Ehrenfeucht-Fraïssé theorem about the equivalence of a logical indistinguishability and the existence of a winning strategy of Duplicator (see, e.g., [26] for the complete proof of this corollary; the statement of Ehrenfeucht-Fraïssé theorem can be also found, e.g., in [8, Lemma 10.3] and [9, Theorem 3.18]).

Hereafter, for random graphs $X$, $Y$, we write $X \overset{d}{=} Y$ meaning that $X$ and $Y$ are identically distributed.

**Theorem 2.1.** $G(n, p)$ obeys FO$_k$ 0-1 law if and only if

$$\lim_{n,m \to \infty} P(\text{Duplicator has a winning strategy in } EHR(X, Y, k)) = 1,$$

(1)

where $X \overset{d}{=} G(n, p(n))$, $Y \overset{d}{=} G(m, p(m))$ are independent.

A complete proof of this corollary can be found in [16, 26].

2.2 Subgraphs and Extensions

**Definition 2.2.** Consider a graph property $\mathcal{L}$.
- $\mathcal{L}$ is called **increasing** if, for any pair of graphs $G$, $G'$ with $V(G) = V(G')$ and $E(G) \subseteq E(G')$, $G \in \mathcal{L}$ implies $G' \in \mathcal{L}$.
- $\mathcal{L}$ is called **decreasing** if, for any pair of graphs $G$, $G'$ with $V(G) = V(G')$ and $E(G) \supseteq E(G')$, $G \in \mathcal{L}$ implies $G' \in \mathcal{L}$.

Increasing and decreasing properties are called **monotone**.

In 1987, Bollobás and Thomason proved that each increasing property has a **threshold function** [2].
Consider a monotone graph property $\mathcal{L}$.

$p_0 = p_0(n)$ is called a threshold function for an increasing property $\mathcal{L}$, if the following holds:

\[ p = o(p_0) \Rightarrow \lim_{n \to \infty} P(G(n, p) \in \mathcal{L}) = 0; \quad p_0 = o(p) \Rightarrow \lim_{n \to \infty} P(G(n, p) \in \mathcal{L}) = 1. \]

$p_0 = p_0(n)$ is called a threshold function for a decreasing property $\mathcal{L}$, if the following holds:

\[ p = o(p_0) \Rightarrow \lim_{n \to \infty} P(G(n, p) \in \mathcal{L}) = 1; \quad p_0 = o(p) \Rightarrow \lim_{n \to \infty} P(G(n, p) \in \mathcal{L}) = 0. \]

Clearly, the property of containing a subgraph isomorphic to a given one is increasing and expressed in FO. For such a property, the threshold is known. Let $G$ be a graph with $v(G) := |V(G)|$ vertices and $e(G) := |E(G)|$ edges. Recall that the density of $G$ is $\rho(G) = \frac{e(G)}{v(G)}$. The maximal density of $G$ is $\rho_{\text{max}}(G) = \max_{H \subseteq G} \rho(H)$. Consider the property $\mathcal{L}_G$ of containing a subgraph (not necessarily induced) isomorphic to $G$. Theorem 2.4 (Ruciński and Vince [12]). $n^{-1/\rho_{\text{max}}(G)}$ is threshold for $\mathcal{L}_G$.

For $\alpha \in \left[\frac{2}{3}, \frac{3}{5} + \varepsilon\right)$ and $\varepsilon > 0$ small enough, Theorem 2.4 implies that $G(n, n^{-\alpha})$ contains a 4-clique (as $3/5 < 2/3$) and does not contain a 5-clique (as $3/5 > 1/2$) a.a.s. Moreover, any graph with four vertices appears in $G(n, n^{-\alpha})$ a.a.s. As noted in Section 1, we are looking for sentences from FO$_4$ that are not existential.

Consider graphs $G \supseteq H$, $\tilde{G} \supseteq \tilde{H}$ and positive integers $k \leq \ell$ such that

\[ V(H) = \{x_1, \ldots, x_k\}, \quad V(G) = \{x_1, \ldots, x_\ell\}, \]
\[ V(\tilde{H}) = \{\tilde{x}_1, \ldots, \tilde{x}_k\}, \quad V(\tilde{G}) = \{\tilde{x}_1, \ldots, \tilde{x}_\ell\}. \]

Definition 2.5. The graph $\tilde{G}$ is a $(G, H)$-extension of the graph $\tilde{H}$, if, for every $i \in [\ell] \setminus [k]$, $j \in [\ell]$,

\[ \{x_i, x_j\} \in E(G) \setminus E(H) \Rightarrow \{\tilde{x}_i, \tilde{x}_j\} \in E(\tilde{G}) \setminus E(\tilde{H}). \]

If, for every $i \in [\ell] \setminus [k]$, $j \in [\ell]$,

\[ \{x_i, x_j\} \in E(G) \setminus E(H) \Leftrightarrow \{\tilde{x}_i, \tilde{x}_j\} \in E(\tilde{G}) \setminus E(\tilde{H}), \]

then $\tilde{G}$ is a strict $(G, H)$-extension of $\tilde{H}$, and the pairs $(G, H)$ and $(\tilde{G}, \tilde{H})$ are isomorphic.

Moreover, if $\tilde{x}_1, \ldots, \tilde{x}_k$ are not necessarily distinct (but $\tilde{x}_{k+1}, \ldots, \tilde{x}_\ell$ are all distinct), then $\tilde{G}$ is called a (strict) generalised $(G, H)$-extension of $\tilde{H}$. If a generalised extension is strict, the pairs $(G, H)$ and $(\tilde{G}, \tilde{H})$ are generically isomorphic.

Let us clarify the latter definitions. For both regular and generalised extensions, we do not forbid additional adjacencies in $E(\tilde{G}) \setminus E(\tilde{H})$. In contrast, an extension is strict, if all pairs of vertices outside $(V(\tilde{H})^2$ have prescribed adjacency relations. In all these definitions, edges inside $H$ and $\tilde{H}$ do not play a role. In particular, the isomorphism of pairs $(G, H)$ and $(\tilde{G}, \tilde{H})$ does not imply that either $H$ and $\tilde{H}$ or $G$ and $\tilde{G}$ are isomorphic.

The definitions above depend on the labelling of vertices of graphs $G, H, \tilde{G}, \tilde{H}$. Throughout the article, the labelling follows from the context.

Fix a positive number $\alpha$. For graphs $H \subseteq G$, define

\[ V(G, H) = V(G) \setminus V(H), \quad E(G, H) = E(G) \setminus E(H), \]
\[ v(G, H) = |V(G, H)|, \quad e(G, H) = |E(G, H)|, \]
\[ f_\alpha(G, H) = v(G, H) - \alpha e(G, H). \]
Notice that for graphs $H,S,G$ such that $H \subseteq S \subseteq G$, we have the obvious equalities (used frequently in the article): $\nu(G,H) = \nu(G,S) + \nu(S,H)$ and $e(G,H) = e(G,S) + e(S,H)$, which imply $f_{\alpha}(G,H) = f_{\alpha}(G,S) + f_{\alpha}(S,H)$ for all $\alpha > 0$.

**Definition 2.6.** Let $H \subseteq G$ be a pair of graphs and let $\alpha$ be a positive number.

- If for each graph $S$ such that $H \subseteq S \subseteq G$, the inequality $f_{\alpha}(S,H) > 0$ holds then the pair $(G,H)$ is called $\alpha$-safe.
- If for each graph $S$ such that $H \subseteq S \subseteq G$ the inequality $f_{\alpha}(G,S) < 0$ holds then the pair $(G,H)$ is called $\alpha$-rigid.
- If for each graph $S$ such that $H \subseteq S \subseteq G$ the inequality $f_{\alpha}(S,H) > 0$ holds, but also $f_{\alpha}(G,H) = 0$ then the pair $(G,H)$ is called $\alpha$-neutral. Note that, if $(G,H)$ is $\alpha$-neutral, then for each graph $S$ such that $H \subseteq S \subseteq G$, the relation $f_{\alpha}(G,S) < 0$ holds.

If the pair $(G,H)$, $H \subseteq G$, is $\alpha$-safe, $\alpha$-rigid, or $\alpha$-neutral, we call $G$, respectively, an $\alpha$-safe, $\alpha$-rigid, or $\alpha$-neutral extension of $H$.

Observe that, in a standard way, from the union bound and the method of moments the following conclusion could be derived. It is likely that a fixed subgraph has an $\alpha$-safe extension, while it is not likely that it has an $\alpha$-rigid extension in $G(n,n^{-\alpha})$. The number of $\alpha$-neutral extensions has a non-trivial limit—it converges to a Poisson random variable. The first two notions appear to be useful for proving 0-1 laws for irrational $\alpha$ [13], while $\alpha$-neutral extensions are used in the proof of Theorem 1.5.

Note that if $H \subseteq G \subseteq G'$, $(G,H)$ is $\alpha$-safe ($\alpha$-rigid) and $(G',G)$ is $\alpha$-safe ($\alpha$-rigid) then $(G',H)$ is also $\alpha$-safe ($\alpha$-rigid).

Hereafter, for a graph $G$ and a subset of its vertices $V \subseteq V(G)$, $G|_V$ denotes the subgraph of $G$ induced on $V$. The following claim is proven in [20].

**Claim 1** ([20]). Let $\alpha > 0$ be rational. Consider graphs $W \subseteq U \subseteq G$ such that the pair $(G,U)$ is $\alpha$-neutral, and the pair $(U,W)$ is $\alpha$-safe ($W$ can be empty; in this case, the pair $(U,W)$ is $\alpha$-safe whenever $p^{\max}(U) < 1/\alpha$). Let there also be at least one edge between $V(G) \setminus V(U)$ and $V(U) \setminus V(W)$ in $G$. Then the pair $(G,W)$ is also $\alpha$-safe.

We also need to introduce the notion of a generic extension ([1], [16]). Roughly speaking, an extension is called $t$-generic if it has no rigid "non-trivial" extensions, where we call an extension trivial if it extends solely the smaller graph.

**Definition 2.7.** Let $\alpha$ positive be fixed, and let $t$ be a positive integer.

- A single graph $G$ is called $t$-generic if there are no $\alpha$-rigid extensions of $G$ with at most $t$ vertices.
- Let $H \subseteq G \subseteq \Gamma$ be a triple of nested subgraphs. The graph $G$ is called a $t$-generic extension of $H$ if for each $K : G \subseteq K \subseteq \Gamma$ such that $(K,G)$ is $\alpha$-rigid and $\nu(K,G) \leq t$, there are no edges between $V(K,H)$ and $V(G,H)$.

To clarify the latter definition, we give an example of a generic extension.

On Figure 1, $G$ is a 2-generic extension of $H$ for $\alpha = 3/5$, since the extension formed by $z_1$ and $z_2$ is 3/5-safe and the extension formed by $z_3$ does not have edges to $V(G,H)$. Moreover, $G$ is not a 2-generic extension of $H$ for $\alpha = 1/3$ since the extension formed by $z_1$ and $z_2$ is 1/3-rigid. However, $G$ is a 1-generic extension for $\alpha = 1/3$ (and, obviously, 3/5).

We will frequently use the following theorem, that was implicitly proven in [13]. For convenience, we refer to [1, Lemma 10.4.6].

**Theorem 2.8** (Shelah and Spencer [13]). Let a pair $(G,H)$, $H \subseteq G$, be $\alpha$-safe, $t \in \mathbb{N}$, $r = \nu(H)$. Then a.a.s. each subgraph of $G(n,n^{-\alpha})$ on $r$ vertices has a strict $t$-generic $(G,H)$-extension.
3 NEW STATEMENTS AND CONSTRUCTIONS

In this section, for a pair of graphs \( H \subset G \), we let \( f(G, H) := f_{3/5}(G, H) \). We also denote \( f(G) = v(G) - \frac{3}{5}e(G) \).

To prove Theorem 1.9, we will show that there exists \( \epsilon > 0 \) such that, for \( \alpha \in (\frac{3}{5}, \frac{3}{5} + \epsilon) \), a.a.s. Duplicator has a winning strategy in the game on \( G(n, n^{-\alpha}) \). In this section, we define a finite set \( G \) of graphs that play a role of “bad” neighbourhoods of initial moves of Spoiler.

3.1 Building the Set \( G \)

The definition of \( G \) is loosely based on a definition of a similar set of graphs constructed in [20].

Since we are only interested in isomorphism classes of graphs, it will be convenient to assume that all graphs in \( G \) contain a common singleton subgraph \( H \) with one vertex: \( V(H) = \{z\} \).

Hereinafter we denote by \( I(A) \) the indicator function that equals 1 if the event \( A \) holds, and 0 otherwise.

**Definition 3.1.** Let \( T \) be some graph such that \( H \subset T \), \( \gamma \in \mathbb{Z}_{>0} \). We call a pair of graphs \( (K, T) \), \( T \subset K \), \( \gamma \)-bad if

(a) \( (K, T) \) is \( \frac{3}{5} \)-rigid,

(b) \( v(K, T) \leq 15 \cdot 2^{\gamma-1}I(\gamma \in \{1, 2\}) + 60I(\gamma \geq 3) \).

(c) \( v(T) \geq 2 \), each vertex of \( V(K) \setminus V(T) \) has a path to \( V(T) \setminus \{z\} \) in the graph \( K|_{V(K) \setminus \{z\}} \).

Note that we bound \( v(K, T) \) from above, since we are only interested in relatively small extensions when playing the Ehrenfeucht game in four rounds.

We define \( G \) as the union of sets of graphs \( G_i \), \( i \in \mathbb{N} \), defined inductively as follows.

**Definition (sets \( G_i \) and \( G \)).** Let \( G_0 \) be a minimum set of graphs \( G \) with the common subgraph \( H \) such that, if \( \rho^\text{max}(G) < \frac{3}{5}, v(G, H) \leq 10 \), the pair \( (G, H) \) is \( \frac{3}{5} \)-neutral or \( \frac{3}{5} \)-rigid, and \( G|_{V(G) \setminus \{z\}} \) is
a connected graph, then there is a graph isomorphic to $G$ in $\mathcal{G}_0$ (the image of $z$ is $z$ itself). $\mathcal{G}_0$ is finite since the set of all non-isomorphic pairs $(G, H)$ with $v(G, H) \leq 10$ is finite.

For $i = 1, 2, \ldots$, let $\mathcal{G}_i$ be a minimum set of graphs with the common subgraph $H$ and the following property. If $G \in \mathcal{G}_{i-1}$ and a graph $G' \supset G$ is such that the pair $(G', G)$ is $i$-bad and $\rho^\text{max}(G') < \frac{5}{3}$, then there is a graph isomorphic to $G'$ in $\mathcal{G}_i$ (the image of $z$ is $z$ itself). Set $\mathcal{G} := \bigsqcup_{i=0}^{\infty} \mathcal{G}_i$.

Without loss of generality, let us assume that any pair of graphs from $\mathcal{G}$ have $z$ as their only common vertex.

Those definitions are partially motivated by the fact that the maximal density of each graph in $\mathcal{G}$ should be less than $5/3$ (otherwise, such graphs do not appear as subgraphs in the considered random graphs).

Notice that, according to this definition, any graph of $\mathcal{G}$ belongs to one and only one set $\mathcal{G}_i$. For convenience, we will often write $G \in \mathcal{G}$ (resp. $G \in \mathcal{G}_i$) to signify that a graph $G$ has an isomorphic copy in $\mathcal{G}$ (resp. $\mathcal{G}_i$).

Consider a sequence $H \subset G_0 \subset G_1 \subset \ldots \subset G_5$ such that $v(G_0, H) \leq 10$, $f(G_0, H) \leq 0$, $(G_i, G_{i-1})$ are $i$-bad for all $i \in \{1, 2, 3, 4, 5\}$. We have $f_{3/5}(G_i, G_{i-1}) < 0$ for all $i$, which implies $e(G_i, G_{i-1}) \geq \frac{5}{3} e(G_i, G_{i-1}) + \frac{1}{3}$ (since the functions $e(\cdot)$ and $v(\cdot)$ have integer values). We obtain

$$e(G_5) = e(G_0) + \sum_{i=1}^{5} e(G_i, G_{i-1}) \geq \frac{5}{3} v(G_0, H) + \sum_{i=1}^{5} \left( \frac{5}{3} v(G_i, G_{i-1}) + \frac{1}{3} \right) = \frac{5}{3} v(G_5, H) + \frac{5}{3} = \frac{5}{3} v(G_5) - \frac{5}{3} + \frac{5}{3} = \frac{5}{3} v(G_5).$$

Therefore, $f(G_5) = v(G_5) - \frac{5}{3} e(G_5) \leq 0$, which implies $\rho^\text{max}(G_5) \geq \frac{e(G_5)}{v(G_5)} = \frac{5}{3}$. According to the definition of the sets of graphs $\mathcal{G}_i$, this yields $\mathcal{G}_i = \emptyset$ for all $i \geq 5$.

Thus, $\mathcal{G}$ is the (finite) union of the $\mathcal{G}_i$ for $i \leq 4$. As a consequence, for each $G \in \mathcal{G}$, there is an integer $i \in \{0, 1, 2, 3, 4\}$ and a sequence of graphs $H \subset G_0 \subset \ldots \subset G_i = G$ such that $G_j \in \mathcal{G}_j$, for $0 \leq j \leq i$. We will use the subgraphs $G_j$ in the properties 1–7 of this subsection.

Let us list several properties of $\mathcal{G}$.

1. $f(G) \leq 1 - \frac{1}{2}$ for $G \in \mathcal{G}_i$, $i \in \{0, 1, 2, 3, 4\}$.

Proof. Since the pair $(G_0, H)$ is $\frac{3}{5}$-neutral or $\frac{3}{2}$-rigid we have $f(G_0, H) \leq 0$. It implies $f(G_0) \leq f(H) = 1$ as required. Moreover, for $i \in \{1, 2, 3, 4\}$ we have $f(G_i) - f(G_{i-1}) = f(G_i, G_{i-1}) < 0$, since $(G_i, G_{i-1})$ is $\frac{3}{2}$-rigid. Note that $f(G_i, G_{i-1})$ is of the form $x/5$ for an integer $x$. Thus, we get $f(G_i) - f(G_{i-1}) = f(G_i, G_{i-1}) \leq -1/5$. Therefore, we inductively obtain $f(G_i) \leq 1 - \frac{1}{2}$. \quad \Box

2. For $G \in \mathcal{G}$, we have $\rho^\text{max}(G) \leq \frac{5}{3}$, since this is a necessary condition for a graph $G$ to belong to any set $\mathcal{G}_i$.

3. For $G \in \mathcal{G}$, we have $v(G) \leq 176$ vertices.

Proof. We have $G \in \mathcal{G}_i$ with a sequence of graphs $H \subset G_0 \subset \ldots \subset G_i = G$, with each $G_j \in \mathcal{G}_j$. We also have $v(G_i) = v(G_i, G_{i-1}) + \ldots + v(G_0, H) + v(H)$ which is at most $1 + 10 + 15 + 20 + 30 + 2 \cdot 60 = 176$ by condition (b). \quad \Box

4. For any $G \in \mathcal{G} \setminus \mathcal{G}_0$, the pair $(G, H)$ is $\frac{3}{2}$-rigid.

Proof. If $G \in \mathcal{G} \setminus \mathcal{G}_0$, then there exists a chain of graphs $H \subset G_0 \subset G_1 \ldots \subset G_i = G$ such that $(G_0, H)$ is $\frac{1}{2}$-rigid and $(G_j, G_{j-1})$ is $j$-bad, for $j = 1, \ldots, i$. Consider an arbitrary graph...
S such that \( H \subseteq S \subset G \). It is sufficient to show that \( f(G, S) < 0 \). Let \( S_j = G_j \cap S \). Notice that, since \( G = G(V(G),\cup V(S)) \), we have

\[
f(G, S) = f(G|_{V(G_j) \cup V(S)}) + f(G|_{V(G_j) \cup V(S)} |_{V(G_i) \cup V(S)}) + \ldots + f(G|_{V(G_j) \cup V(S)} |_{V(G_{i-1}) \cup V(S)}).
\]

Note that the terms on the right side of the equality are non-positive. Indeed, \( f(G|_{V(G_j) \cup V(S)}, S) \leq 0 \) (the latter inequality follows from the fact that \( (G_0, H) \) is \( \frac{3}{2} \)-rigid or \( \frac{3}{2} \)-neutral). Furthermore,

\[
f(G|_{V(G_j) \cup V(S)}, G|_{V(G_{i-1}) \cup V(S)}) \leq f(G_j, G|_{V(G_{i-1}) \cup V(S)}) = 0,
\]

since \( (G_j, G_{j-1}) \) is \( \frac{3}{2} \)-rigid and for all \( 1 \leq j \leq i \).

Assume that all the terms are equal to zero. Since, for \( j \geq 1 \), \( f(G|_{V(G_j) \cup V(S)}, G|_{V(G_{j-1}) \cup V(S)}) = 0 \), due to (2), we obtain \( f(G_j, G|_{V(G_{j-1}) \cup V(S)}) = 0 \). Since \( V(G_{j-1}) \subseteq V(G_j) \cup V(S_j) \) and \( (G_j, G_{j-1}) \) is \( \frac{3}{2} \)-rigid, the latter equality implies \( G_j = S_j \). Therefore, \( G_j \setminus G_{j-1} \subseteq S \) for all \( j \geq 1 \).

Thus, \( V(G) = V(S) \cup (V(G_0) \setminus V(S_0)) \). Moreover, if \( S_0 \neq H \) then \( f(G|_{V(G_0) \cup V(S)}, S) < 0 \), since \( (G_0, H) \) is \( \frac{3}{2} \)-rigid or \( \frac{3}{2} \)-neutral. Finally, if \( S_0 = H \) then \( f(G|_{V(G_0) \cup V(S)}, S) = f(G_0, H) - \frac{3}{2} t \) where \( t \) is the number of edges between \( V(G_0) \setminus V(H) \) and \( V(S) \setminus V(H) \). Obviously, \( t > 0 \) since there is at least one edge between \( V(G_0) \setminus V(H) \) and \( V(G_1) \setminus V(G_0) \) (by Property (c) from the definition of a bad pair). We obtain that \( f(G|_{V(G_0) \cup V(S)}, S) < f(G_0, H) \leq 0 \), which contradicts the assumption. \( \square \)

5. For each \( G \in \mathcal{G} \), the graph \( G|_{V(G)}(z) \) is connected.

Proof. Let us prove the statement by induction on \( i \). For \( i = 0 \) and \( G \in \mathcal{G}_i \), the property is trivial from the definition of \( G_0 \).

Let us perform the induction step. If \( G = G_i \in \mathcal{G}_i \), there exists \( G_{i-1} \in \mathcal{G}_{i-1} \) such that \( (G_i, G_{i-1}) \) is an \( i \)-bad pair. By definition, each vertex of \( V(G_i) \setminus V(G_{i-1}) \) has a path to \( V(G_{i-1}) \setminus \{z\} \). Moreover, \( G_{i-1}|_{V(G_{i-1}) \setminus \{z\}} \) is connected. This completes the induction step. \( \square \)

Let us also prove the following property.

6. Let \( G_1, G_2 \in \mathcal{G} \). Let \( K \) be the graph obtained from \( G_1 \cup G_2 \) (recall that \( V(G_1) \cap V(G_2) = \emptyset \)) by extending it with a \( \frac{3}{2} \)-rigid pair \( (K, \bar{T}) \) with \( v(K, \bar{T}) \leq 5 \) such that each vertex of \( V(K) \setminus (V(G_1) \cup V(G_2)) \) has a path to both \( V(G_1) \setminus \{z\} \) and \( V(G_2) \setminus \{z\} \) in \( K|_{V(K) \setminus \{z\}} \). Then either \( \rho_{\text{max}}(K) \geq 5/3 \) or \( K \in \mathcal{G} \).

Proof. Without loss of generality, let \( G_1 \in \mathcal{G}_i \), \( G_2 \in \mathcal{G}_j \), \( i \leq j \). Note that \( i \leq 1 \), otherwise

\[
f(G) = f(G_1) + f(G_2) - 1 + f(K, \bar{T}) \leq 1 - \frac{i_1}{5} + 1 - \frac{i_2}{5} - 1 - \frac{1}{5} = \frac{4}{5} - \frac{i_1 + i_2}{5} \leq 0,
\]

which implies \( \rho(G) \geq \frac{5}{2} \). Denote \( T = K|_{V(G_1) \cup V(G_2)} \). Let us prove that \( (K, G_2) \) is an \( (i+1) \)-bad pair.

We first prove that \( (K, G_2) \) is \( \frac{3}{2} \)-rigid. Consider a graph \( S \) such that \( G_2 \subseteq S \subseteq K \). We should verify that \( f(K, S) < 0 \). Consider three cases: \( V(G_1) \subseteq V(S), \{z\} \subseteq V(G_1) \cap V(S) \subseteq V(G), \) or \( V(G_1) \cap V(S) = \{z\} \).

In the first case, we have \( T \subseteq S \subseteq K \), which implies that \( f(K, S) < 0 \) since \( (K, T) \) is \( \frac{3}{2} \)-rigid.

Consider the second case. We have the identity

\[
f(K, S) = f(K, G_1 \cup S) + f(G_1 \cup S, S).
\]

Since \( v(G_1 \cup S, S) = v(G_1, S \cap G_1) \) and \( e(G_1, S \cap G_1) \leq e(G_1 \cup S, S) \), we obtain \( f(G_1 \cup S, S) \leq f(G_1, S \cap G_1) \). Moreover, \( f(G_1, S \cap G_1) < 0 \) since \( (G_1, H) \) is \( \frac{3}{2} \)-neutral or \( \frac{3}{2} \)-rigid and \( V(S \cap G_1) \) strictly includes \( H \). Thus, \( f(G_1 \cup S, S) < 0 \).

Finally, \( f(K, G_1 \cup S) \leq 0 \) since \( T \subseteq G_1 \cup S \). We therefore obtain that \( f(K, S) = f(K, G_1 \cup S) + f(G_1 \cup S, S) < 0 \).
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Consider the third case. We have \( f(K, S) = f(K, G_1 \cup S) + f(G_1 \cup S, S) \). As in the previous case, both terms are non-positive. Moreover, if \( V(S) \cup V(G_1) = V(K) \) then \( f(G_1 \cup S, S) < 0 \) since there is at least one edge between \( V(G_1) \setminus \{z\} \) and \( V(S) \setminus \{z\} \). If, on the other hand, \( V(S) \cup V(G_1) \subseteq V(K) \) then \( f(K, G_1 \cup S) < 0 \) since \( (K, T) \) is \( \frac{2}{5} \)-rigid. In any case, \( f(K, S) < 0 \).

Thus, \( (K, G_2) \) is \( \frac{3}{5} \)-rigid.

Let us prove that each vertex of \( V(K, G_2) \) has a path to \( \{z\} \) in \( K[V(K) \setminus \{z\}] \). It is true for the vertices of \( V(K, T) \) by the definition of \( K \). Moreover, each vertex of \( V(K, T) \) has a path to at least one vertex of \( V(G_1) \setminus \{z\} \). By Property 5, \( G_1 \) remains connected after removing \( z \), so there is a path from each vertex of \( V(G_1) \setminus \{z\} \) to a vertex of \( V(K, T) \) and, therefore, to \( V(G_2) \setminus \{z\} \), as needed.

Finally, \( v(K, G_2) \leq v(G_1, H) + 5 \), from which it follows that \( v(K, G_2) \) is \((i + 1)\)-bad (since \( i \leq 2 \)). Since \( i \leq j \), we obtain that either \( \rho_{\text{max}}(K) \geq 5/3 \) or \( K \in \mathcal{G} \).

During the proof of Theorem 1.9, we will require Property 6 for several specific cases. We list these cases below.

**Corollary 3.2.** Let \( G_1, G_2 \in \mathcal{G} \).

1. Let \( G \) be obtained by joining \( G_1 \cup G_2 \) with a new vertex \( u \) that has neighbours \( u_1 \in V(G_1) \) and \( u_2 \in V(G_2) \), \( u_1, u_2 \neq z \). Then either \( G \in \mathcal{G} \) or \( \rho_{\text{max}}(G) \geq 5/3 \).
2. Let \( G \) be the union of graphs \( G_1 \) and \( G_2 \) merged by \( z \). We then add to \( G \) distinct vertices \( z_1, z_2, z_3 \) and \( t_1, t_2, t_3 \) and build two \( 3/5 \)-neutral extensions: (1) an extension of \( G_1 \) on \( z_1, z_2, z_3 \) such that each \( z_i \) has a path to \( V(G_1) \setminus \{z\} \), (2) an extension of \( G_2 \) on \( t_1, t_2, t_3 \) such that each \( t_i \) has a path to \( V(G_2) \setminus \{z\} \). Finally, we fix a non-empty set of indices \( J \subseteq \{1, 2, 3\} \) and identify \( z_i \) with \( t_i \) for all \( i \in J \). Then either \( G \in \mathcal{G} \) or \( \rho_{\text{max}}(G) \geq 5/3 \).

**Proof.** Item 1 is an obvious corollary of Property 6.

To prove Item 2, we need to verify that \((G, G_1 \cup G_2)\) is \(3/5\)-rigid. Consider an arbitrary subgraph \( S \) of \( G \) such that \( S \supseteq G_1 \cup G_2 \). Let \( S_1 \) be a subgraph of \( G \) induced on \( V(S) \) and \( z_1, z_2, z_3 \) (recall that some of \( t_i \) are merged with \( z_i \)). Since the extension of \( G_1 \) is \( \frac{3}{5} \)-neutral, we have

\[
f(G, S) = f(G, S_1) + f(S_1, S) \leq f(G, S_1).
\]

Moreover, since the extension of \( G_2 \) is \( \frac{3}{5} \)-neutral and \( v(G, S_1) < 3 \), we have \( f(G, S_1) < 0 \). Thus, \((G, G_1 \cup G_2)\) is \(3/5\)-rigid. The other conditions in the statement of Property 6 are trivial. Thus, either \( G \in \mathcal{G} \) or \( \rho_{\text{max}}(G) \geq 5/3 \).

**3.2 Occurrence of Graphs of \( \mathcal{G} \) in an Arbitrary Graph**

Here we exploit the set \( \mathcal{G} \) constructed in the previous section. Recall that \( H \) is the singleton graph with \( V(H) = \{z\} \).

Consider a graph \( \Gamma \) and a vertex \( u \in V(\Gamma) \).

**Definition 3.3.** We call a graph \( R \subset \Gamma \) containing \( u \) \( \mathcal{G} \)-maximal if, for each \( G' \in \mathcal{G} \), there is no \((G', H)\)-extension \( R' \subseteq \Gamma \) of \( \Gamma|_u \) such that \( R \) is a proper subgraph of \( R' \).

We call an induced subgraph \( U \subset \Gamma \) \( u \)-bad if it is a \( \mathcal{G} \)-maximal strict \((G, H)\)-extension of \( \Gamma|_u \) for some \( G \in \mathcal{G} \); \( G \) is called the origin of \( U \).

Let us recall that every \( G \in \mathcal{G} \) has at most 176 vertices.

**Claim 2.** Assume \( \Gamma \) does not contain any subgraph \( G \) with \( \rho(G) \geq \frac{5}{3} \) and \( v(G) \leq 176 \cdot 2 - 2 = 350 \). Then, for each vertex \( u \in V(\Gamma) \), any two \( u \)-bad subgraphs of \( \Gamma \) only intersect in \( u \).

**Proof.** Assume the contrary. Let \( U, W \subseteq \Gamma \) be \( u \)-bad subgraphs with \( v(U \cap W) > 1 \). Let \( G_1 \in \mathcal{G}_U \), \( G_2 \in \mathcal{G}_W \) be the origins of \( U \) and \( W \), respectively. Let \( \min\{i_1, i_2\} = i_1 \). Let \( \varphi : G_1 \cup G_2 \to U \cup W \)
be an endomorphism such that \( \varphi(z) = u, \varphi|_{V(G)} \) is an isomorphism between \( G_1 \) and \( U, \varphi|_{V(G_2)} \) is an isomorphism between \( G_2 \) and \( W \). Let \( T \) be the induced subgraph of \( G_1 \) that corresponds to \( V(U \cup W) \) in \( G_1 \), that is, \( V(T) = [\varphi|_{V(G_1)}]^{-1}(V(U \cup W)) \). Note that the pair \( (G_1, T) \) is \( \frac{3}{5} \)-rigid. Indeed, for each \( S \) such that \( T \subseteq S \subseteq G_1 \) we have \( f(G_1, S) < 0 \) since \( H \subseteq T \).

If \( i_1 = 0 \), then \( (U \cup W, W) \) is \( \frac{3}{5} \)-rigid (since \( (G_1, T) \) is \( \frac{3}{5} \)-rigid) and \( \nu(U \cup W, W) \leq 9 \). If \( i_1 = 1 \), then \( (U \cup W, W) \) is \( \frac{3}{5} \)-rigid and \( \nu(U \cup W, W) \leq 24 \). Moreover, each vertex of \( V(U \cup W) \setminus V(W) \) has a path to \( V(W) \setminus \{u\} \) by Property 5. In both cases, either \( \rho^{\max}(U \cup W) \geq \frac{3}{5} \) (which contradicts the fact that \( \Gamma \) does not contain subgraphs with \( \rho(G) \geq \frac{3}{5} \) and \( \nu(G) \leq 350 \), since \( \nu(U \cup W) \leq 176 \cdot 2 - 2 = 350 \)) or \( U \cup W \) has a copy in \( G \), and we get a contradiction with the assumption that \( W \) is \( u \)-bad. Indeed, if \( i_1 = 0 \), then the pair \( (U \cup W, W) \) is \( 1 \)-bad, and, if \( i_1 = 1 \), then the pair \( (U \cup W, W) \) is \( 2 \)-bad, which is enough since \( i_2 \geq i_1 = 1 \).

Finally, assume that \( i_1 \geq 2 \). Let \( H \subseteq G_1^0 \subseteq G_1 \subseteq \ldots \subseteq G_1^n = G_1 \) be such that

\[ \begin{align*}
&- G_1^0 \in \mathcal{G}_0, \text{ i.e., } (G_1^0, H) \text{ is } \frac{3}{5} \text{-neutral or } \frac{3}{5} \text{-rigid and } \nu(G_1^0, H) \leq 10; \\
&- G_1^i \in \mathcal{G}_i, \text{ i.e., } (G_1^i, G_1^{i-1}) \text{ are } i \text{-bad for all } i \in \{1, \ldots, i_1\}. 
\end{align*} \]

For every \( i \in \{0, 1, \ldots, i_1\} \), let \( U_i \) be the image of \( G_1^i \) under \( \varphi \). Find the minimum \( i \in \{0, 1, \ldots, i_1\} \) such that \( G_1^i \setminus T \) is non-empty. Notice that

\[ \nu(U_i \cup W, W) \leq \nu(G_1^i) - \nu(G_1^{i-1}) \leq 10i(i = 0) + 15(i(i = 1) + 30i(i = 2) + 60i(i \geq 3), \]

where \( G_1^{i-1} = H \). Also, if \( i \geq 1 \), then the pair \( (U_i \cup W, W) \) is \( \frac{3}{5} \)-rigid by the definition of \( i \)-bad pairs. Since \( i_2 \geq i_1 \geq i \) and each vertex of \( V(U_i \cup W) \setminus V(W) \) has a path to \( V(W) \setminus \{u\} \) (by Property 5 and the fact that \( G_1^i \in \mathcal{G}_i \)), we get a contradiction with the assumption that \( W \) is \( u \)-bad.

It remains to consider the case \( i = 0 \). If \( T \) shares at least 2 vertices with \( G_1^0 \), then the pair \( (U_0 \cup W, W) \) is \( \frac{3}{5} \)-rigid and each vertex of \( V(U_0 \cup W) \setminus V(W) \) has a path to \( V(W) \setminus \{u\} \) (by Property 5 and the fact that \( G_1^0 \in \mathcal{G}_0 \)). It contradicts the assumption that \( W \) is \( u \)-bad.

Assume that \( T \cap G_1^0 = \{z\} \). Also, assume that \( G_1^i \setminus (G_1^0 \cup T) \) is non-empty. Then \( (U_i, W \cap U_i) \) is \( \frac{3}{5} \)-rigid.

- If \( W \cap U_1 \) has at least two vertices, then it has a vertex other than \( u \) adjacent to at least one vertex of \( U_1 \setminus W \) (otherwise, we get a contradiction with Property 5 since \( G_1^1 \in \mathcal{G}_1 \)). Moreover, \( \nu(U_1 \cup W, W) \leq 24 \) and the pair \( (U_1, W \cap W) \) is \( \frac{3}{5} \)-rigid. Moreover, each vertex of \( V(U_1 \cup W) \setminus V(W) \) has a path to \( V(W) \setminus \{u\} \). This contradicts the assumption that \( G_2 \) is \( u \)-bad.

- If \( V(W \cap U_1) = \{u\} \), then either \( V(W \cup U) = V(U_1 \cup W) \) or both pairs \( (U_1 \cup W, W) \) and \( (W \cup U, U_1 \cup W) \) are \( \frac{3}{5} \)-rigid. In the former case, \( U_1 \setminus W \) has neighbours in \( W \) other than \( u \) (due to Property 5 and the fact that \( G_1 \in \mathcal{G}_i \)). Since \( \nu(U_1 \cup W, W) \leq 24 \), the pair \( (U_1 \cup W, W) \) is \( \frac{3}{5} \)-rigid, and each vertex of \( V(U_1 \cup W) \setminus V(W) \) has a path to \( V(W) \setminus \{u\} \), this contradicts the assumption that \( W \) is \( u \)-bad.

In the latter case, by Property 1,

\[ e(W \cup U) = e(W \cup U, W) + e(W) \]

\[ = e(W \cup U, U_1 \cup W) + e(U_1 \cup W, W) - \frac{5}{3} f(W) + \frac{5}{3} \nu(W) \]

\[ \geq \frac{5}{3} \nu(W \cup U, U_1 \cup W) + \frac{1}{3} \nu(U_1 \cup W, W) \leq \frac{5}{3} \nu(W) + \frac{1}{3} + \frac{5}{3} + \frac{i_2}{3} + \frac{5}{3} \nu(W) \]

\[ = \frac{5}{3} \nu(W \cup U) + \frac{i_2 - 3}{3}. \]
Therefore, \(i_1 = i_2 = 2\) (otherwise, \(\rho(U \cup W) \geq \frac{5}{3}\), which contradicts the fact that \(\Gamma\) does not contain subgraphs with \(\rho(G) \geq \frac{5}{3}\) and \(\nu(G) \leq 350\). But then \((U \cup W, W)\) is 3/5-rigid, \(\nu(U \cup W, W) \leq 54\), and each vertex of \(V(U \cup W) \setminus V(W)\) has a path to \(V(W) \setminus \{u\}\). We get a contradiction with the assumption that \(W\) is \(u\)-bad.

Finally, we assume that \(V(G^1_i \setminus G^0_i)\) is a subset of \(T\). Then \(G^1_i \setminus \{z\}\) has edges to \(G^1_i \setminus G^0_i\) by Property 5 and the fact that \(G^1_i \in \mathcal{G}\). Then \((U_0 \cup W, W)\) is \(3/5\)-rigid, \(\nu(U_0 \cup W, W) \leq 10\), and each vertex of \(V(U_0 \cup W) \setminus V(W)\) has a path to \(V(W) \setminus \{u\}\). We get a contradiction with the assumption that \(W\) is \(u\)-bad.

Enumerate all graphs in \(\mathcal{G}\): \(\mathcal{G} = \{G_1, \ldots, G_k\}\). Let \(V(G_i) = \{z = z_1^i, z_2^i, \ldots, z_{\nu(G_i)}^i\}, \ i \in [k]\).

**Definition 3.4.** For every \(i \in [k]\) and every strict \((G_i, H)\)-extension \(U\) of \(u\) in \(\Gamma\), we call an ordering \((u = u_1, \ldots, u_{\nu(G_i)}^i)\) of the vertices of \(U\) canonical, if \(f : V(G_i) \to V(U)\) sending \(z_j^i\) to \(u_j, f \in [\nu(G_i)]\), is an isomorphism between \(G_i\) and \(U\).

**Definition 3.5.** For \(i \in [k]\), let \(\mathcal{U}_i(u)\) be the set of all \(u\)-bad \((G_i, H)\)-extensions of the vertex \(u\) in \(\Gamma\). Let the 0-neighborhood of the vertex \(u\) be the set

\[
U_0(u) = V(\Gamma) \setminus \left( \bigcup_{i=1}^{k} \bigcup_{U \in \mathcal{U}_i(u)} V(U) \right).
\]

## 4 THREE MAIN LEMMAS

Here we formulate three lemmas that help Duplicator win the Ehrenfeucht game. Let us first introduce some auxiliary notations.

Let \(\Gamma\) be an arbitrary graph. Let \(v_1, \ldots, v_r\) be some vertices of \(\Gamma\). For a tuple \((\alpha_1, \ldots, \alpha_r) \in \{0, 1\}^r\), put

\[
N(v_1^{\alpha_1}, \ldots, v_r^{\alpha_r}) = \{u \in V(\Gamma) \mid \nexists k (v_k \leftrightarrow u \leftrightarrow \alpha_k = 1)\} \setminus \{v_1, \ldots, v_r\}.
\]

Also, for convenience (if possible), in place of \(v_i^0\) we write \(\neg v_i\), in place of \(v_i^1\) – just \(v_i\). For example,

\[
N(\neg v_1, v_2, \neg v_3) = \{u \in V(\Gamma) \mid u \sim v_1, u \sim v_2, u \sim v_3, u \notin \{v_1, v_2, v_3\}\}.
\]

Put

\[
\delta(v_1^{\alpha_1}, \ldots, v_r^{\alpha_r}) = I(\left|N(v_1^{\alpha_1}, \ldots, v_r^{\alpha_r})\right| \geq 1)\).
\]

Moreover, let \(U\) be a subgraph of \(\Gamma\) such that \(v_i \notin V(U), i \in [r]\). Put

\[
N^U(v_1^{\alpha_1}, \ldots, v_r^{\alpha_r}) = N(v_1^{\alpha_1}, \ldots, v_m^{\alpha_m}) \setminus V(U);
\]

\[
\delta^U(v_1^{\alpha_1}, \ldots, v_r^{\alpha_r}) = I(\left|N(v_1^{\alpha_1}, \ldots, v_r^{\alpha_r}) \setminus V(U)\right| \geq 1).
\]

### 4.1 Lemma 1

**Lemma 4.1** (stated below in this section) enables Duplicator to make the first move in the game \(\text{EHR}(X \overset{d}{=} G(n, n^{-a}), Y \overset{d}{=} G(m, m^{-a}), 4)\). Let \(v_1\) be the first move by Spoiler in \(V(X)\). Our goal is to find a vertex \(y_1 \in V(Y)\) such that, for each \(v_1\)-bad subgraph \(U_X \subset X\), there exists a \(y_1\)-bad subgraph in \(Y\) isomorphic to \(U_X\) that has similar small 3/5-neutral extensions in \(Y\) to those of \(U_X\) in \(X\), and vice versa.

More specifically, consider the two 3/5-neutral pairs \((K_1, T_1), (K_2, T_2)\) presented on Figure 2. Let \(v_j = v(T_j), j \in \{1, 2\}\). Note that \(2 \leq v_j \leq 3\) and \(\nu(K_j, T_j) = 3\). We will be interested in generalised \((K_j, T_j)\)-extensions. It is worth mentioning that strict generalised \((K_j, T_j)\)-extensions are 3/5-neutral for \(j = 1, 2\). Let \(K\) be a generalised \((K_j, T_j)\)-extension of certain vertices \(v_1, \ldots, v_{v_j}\) (some of them may be equal). Let \(v_{v_j+1}, \ldots, v_{v_j+3}\) be the vertices of \(K\) other than \(v_1, \ldots, v_{v_j}\). For any
other $v_i^*, \ldots, v_j^*$ (such that $v_i^* = v_i^*$ if and only if $v_i = v_i$) and its generalised $(K_j, T_j)$-extension $K^*$, we call the ordering of its vertices $(v_1^*, \ldots, v_{v_j+3}^*)$ canonical, if $f : V(K) \to V(K^*)$ sending $v_i$ to $v_i^*$, $i \in [v_j+3]$, is an isomorphism of $(V(K), E(K) \setminus E(K|v_1, \ldots, v_j))$ and $(V(K^*), E(K^*) \setminus E(K^*|v_1^*, \ldots, v_{v_j}^*))$.

For a vertex $u$ of a graph $\Gamma$, we are going to define its profile as the set of all possible ways (under some depth restrictions) to extend $u$-bad subgraphs of $\Gamma$ via $(K_j, T_j)$. The Duplicator’s strategy in the first round provided by Lemma 4.1 is to choose $y_1$ with the same profile in $Y$ as $x_1$ has in $X$.

Fix $j \in \{1, 2\}$ and a subgraph $U \subset \Gamma$. Let $v_1, \ldots, v_j$ be some (not necessarily distinct) vertices in $U$. Put $\xi^j(U)(v_1, \ldots, v_j) = 1$ if in the subgraph of $\Gamma$ induced on $V(\Gamma) \setminus (V(U) \setminus \{v_1, \ldots, v_j\})$ there is a strict generalised $(K_j, T_j)$-extension $K$ of $v_1, \ldots, v_j$. Otherwise, put $\xi^j(U)(v_1, \ldots, v_j) = 0$.

Assume that $\xi^j(U)(v_1, \ldots, v_j) = 1$ and consider a respective strict generalised $(K_j, T_j)$-extension $K$ of $v_1, \ldots, v_j$. Let $(v_1, \ldots, v_j, v_{j+1}, v_{j+2}, v_{j+3})$ be a canonical order of the vertices of $K$. Consider the function

$$\theta^U(K) : \{(s_1, s_2, s_3) : 1 \leq s_1, s_2, s_3 \leq v_j + 3, \{s_1, s_2, s_3\} \not\subseteq \{1, \ldots, v_j\}\} \to \{0, 1\}$$

defined as $\theta^U(K)(s_1, s_2, s_3) = \xi^{K\cup U}(v_{s_1}, v_{s_2}, v_{s_3})$. Roughly, $\theta^U(K)$ is a function that takes 3 indices $s_1, s_2, s_3$ (at least one of which is greater than $v_j$) and returns 1 if and only if there is a strict generalised $(K_j, T_j)$-extension of $v_{s_1}, v_{s_2}, v_{s_3}$ that does not use any vertices of $K \cup U$. In other words, $\theta^U(K)$ describes all “second-level extensions” of $K$ (since $K$ is an extension itself). We call $\theta^U(K)$ a specification of $K$.

Let $u_1$ be a vertex of $\Gamma$ and $U$ be a $u_1$-bad subgraph of $\Gamma$ (isomorphic to $G_i$). Consider a canonical order $(u_1, \ldots, u_{\ell(G_i)})$ of the vertices of $U$. Let $T_j(U)$ be the vector

$$\{(\theta^U(K) \mid K \text{ is a strict generalised } (K_j, T_j)\text{-extension of } u_{a_1}, \ldots, u_{a_{v_j}}\})_{1 \leq a_1, \ldots, a_{v_j} \leq \ell(G_i)}.$$  

The indexing here is by all tuples of indices of length $v_j$ of vertices (not necessarily distinct) in $U$. This vector describes all specifications of strict generalised $(K_j, T_j)$-extensions of all subgraphs of $U$.

Finally, for $i \in [\kappa]$, define the $i$-profile of a vertex $u$ of $\Gamma$ as $\mathcal{F}^i(u) = \{T(U) \mid U \in \mathcal{U}_i(u)\}$, where $T(U) = (T_1(U), T_2(U))$.

**Lemma 4.1.** There exists $\epsilon > 0$ such that for each $\alpha \in \left(\frac{\kappa}{2}, \frac{\kappa}{3} + \epsilon\right)$ a.a.s $(X, Y)$ satisfies the following condition. For each vertex $x_1 \in V(X)$ there exists $y_1 \in V(Y)$ such that, for all $1 \leq i \leq \kappa$,

$$\mathcal{F}^i(x_1) = \mathcal{F}^i(y_1).$$

**Proof.** The informal idea of the proof is as follows. For an arbitrary vertex $x_1 \in V(X)$ we need to construct a graph $Z$ with a vertex $z_1 \in Z$ such that for all $i: 1 \leq i \leq \kappa$ the equality $\mathcal{F}^i(x_1) = \mathcal{F}^i(z_1)$.
holds. We then find a $t$-generic copy $\hat{Z}$ of $Z$ in $Y$ for some large $t$ and some $\alpha$ close to $3/5$. Finally, we choose $y_1$ to be the image of $z_1$ under the isomorphism between $Z$ and $\hat{Z}$.

Let $C > 0$ be a large enough constant. For each positive integer $n$ let $X_n \subseteq \Omega_n$ be the set of all graphs on $[n]$ without subgraphs $G$ with $\rho_{\text{max}}(G) \geq 5/3$ and $v(G) \leq C$. By Theorem 2.4, we have $P(X \in X_n) \to 1$ for each $\alpha > 3/5$. Consider an arbitrary $A \in X_n$ and a vertex $x_1 \in A$. By Claim 2, any two $x_1$-bad subgraphs of $A$ only intersect in $x_1$. We now introduce an algorithm to build a graph $Z = Z(A, x_1)$ with $z_1 \in V(Z)$ such that $\rho_{\text{max}}(Z) < 5/3$ and the equalities $\mathcal{F}^i(x_1) = \mathcal{F}^i(z_1)$ hold for $1 \leq i \leq \kappa$.

(1) Let $z_1$ be a new vertex.

(2) For every $1 \leq i \leq \kappa$, for each $T \in \mathcal{F}^i(z_1)$ and the respective $x_1$-bad subgraph $U \subset A$ (isomorphic to $G_i$) with a canonical order of its vertices $u_1, \ldots, u_{\nu(G_i)}$:

(a) Select arbitrary new vertices $z_2 = z_2(T), \ldots, z_{\nu(G_i)} = z_{\nu(G_i)}(T)$ and draw edges between them so that the subgraph $\tilde{U}$ of $Z$ induced on $z_1, z_2, \ldots, z_{\nu(G_i)}$ is isomorphic to $G_i$ and the ordering $(z_1, z_2, \ldots, z_{\nu(G_i)})$ is canonical.

(b) For all $j = 1, 2, \ldots, 3$, for all $1 \leq a_1, \ldots, a_j \leq \nu(G_i)$ such that $\zeta^j(u_{a_1}, \ldots, u_{a_j}) = 1$, and, for every element of the $(a_1, \ldots, a_j)$-th coordinate of $T_j(u)$ and a respective strict generalised $(K_j, T_j)$-extension $K$ of $u_{a_1}, \ldots, u_{a_j}$:

(i) Construct a strict generalised $(K_j, T_j)$-extension $\tilde{K}$ of $z_{a_1}, \ldots, z_{a_j}$. Let $(w_1, \ldots, w_p)$ be a canonical order of vertices of $\tilde{K}$.

(ii) For all triplets $(s_1, s_2, s_3)$ such that $1 \leq s_1, s_2, s_3 \leq p$, $\{w_{s_1}, w_{s_2}, w_{s_3}\} \not\subseteq V(\tilde{U})$: if $\theta^j(K)(s_1, s_2, s_3) = 1$, construct a strict generalised $(K_1, T_1)$-extension of $w_{s_1}, w_{s_2}, w_{s_3}$.

Let $Z_0$ be the subgraph of $Z$ induced on $z_1$ and the vertices selected at steps 2a of the algorithm. Let us list several properties of $Z$. Notice, first, that the number of steps 2a that the algorithm performs is bounded from above by an absolute constant and, therefore, the number of vertices in $Z$ is bounded by an absolute constant.

Claim 3. The inequality $\rho_{\text{max}}(Z) < 5/3$ holds.

Proof. Consider a subgraph $\tilde{U}$ of $Z$ constructed at step 2a, isomorphic to $U \subset A$. All such subgraphs of $A$ are members of $\mathcal{U}_i(x_1)$. These subgraphs can only intersect in $x_1$, by Claim 2. The union of all $U$ (we take one at every step 2a) denoted by $A_0$ is isomorphic to $Z_0$. Notice that the number of steps 2a that the algorithm performs is bounded from above by an absolute constant. Therefore, we may choose $C$ so large that $v(Z_0) = v(A_0) \leq C$. Therefore, $\rho_{\text{max}}(Z_0) = \rho_{\text{max}}(A_0) < 5/3$. Moreover, $Z$ is obtained from $Z_0$ by applying consequent $3/5$-neutral extensions of $Z_0$. By Claim 1, $\rho_{\text{max}}(Z) < 5/3$.

Claim 4. The set $\mathcal{U}_i(z_1)$ is precisely the set of all $(G_i, H)$-extensions of $z_1$ in $Z$ constructed at steps 2a.

Proof. Let $U \subset Z$ be a subgraph constructed at step 2a of the algorithm. By Claim 2 and Claim 3, it is sufficient to show that $U$ is $G$-maximal.

Assume the contrary. If $U$ is not $G$-maximal then there is $W \supset U$ such that $W$ has a copy in $G$. Let $U'$ be the subgraph of $W$ that contains $U$ and all the first-level and second-level extensions of $U$ constructed at steps 2b(i) and 2b(ii) of the algorithm. By Property 5 of the set $G$, $W$ cannot contain vertices of other subgraphs constructed at step 2a of the algorithm, except for $U$. This implies that $W \subset U'$. Note that $U'$ is obtained from $U$ by adding $3/5$-neutral (and thus $\alpha$-safe for all $\alpha > 3/5$) extensions. This implies that $(U', U)$ is $\alpha$-safe for all $\alpha > 3/5$. Therefore, $(W, U)$ is also $\alpha$-safe for all $\alpha > 3/5$ and hence not $3/5$-rigid, with $v(U) \geq 2$. If $W \in G \setminus G_0$, we obtain a contradiction with
Property 4 of $\mathcal{G}$. If, on the other hand, $W \in \mathcal{G}_0$, we obtain a contradiction with the fact that $(W, Z_0)$ is $3/5$-neutral.

 CLAIM 5. For each $i$ the equalities $\mathcal{J}^i(x_1) = \mathcal{J}^i(z_1)$ hold.

 PROOF. The equalities directly follow from the definition of the algorithm. For each $T \in \mathcal{J}^i(x_1)$, the algorithm constructs a $z_1$-bad extension $\hat{U}$ for which $T(\hat{U}) = T$. Therefore, $\mathcal{J}^i(x_1) \subseteq \mathcal{J}^i(z_1)$. By Claim 4, there are no other $z_1$-bad extensions in $Z$, which implies the reverse inclusion. □

 Denote $\mathcal{Z}_n = \{Z(A, x_1) \mid A \in \mathcal{X}_n, x_1 \in V(A)\}$. Denote $\mathcal{Z} = \bigcup_{n \in \mathbb{N}} \mathcal{Z}_n$ and

$$\epsilon = \frac{1}{\sup_{Z \in \mathcal{Z}} \rho^\max(Z)} - \frac{3}{5}.$$  

Since all $Z$ have bounded sizes, we get that $\mathcal{Z}$ is finite. Since all graphs in $\mathcal{Z}$ have a maximal density less than $5/3$, we have $\epsilon > 0$.

 Consider $\mathcal{Y}_m \subseteq \Omega_m$ — the set of all graphs $B$ on $[m]$ such that for each $Z \in \mathcal{Z}$, in $B$ there exists a 175-generic induced subgraph isomorphic to $Z$. By Theorem 2.8, for every $\alpha \in (3/5, 3/5 + \epsilon)$, we have $P(Y \in \mathcal{Y}_m) \to 1$. Consider arbitrary graphs $Z \in \mathcal{Z}$ and $B \in \mathcal{Y}_m$. Find in $B$ an induced subgraph $\hat{Z}$ isomorphic to $Z$ with the above maximality condition. Let $\psi : V(Z) \to V(\hat{Z})$ be an isomorphism between the graphs. Set $y_1 = \psi(z_1)$. First of all, there are no $y_1$-bad subgraphs in $B$ other than the copies of $z_1$-bad subgraphs in $Z$, since a $y_1$-bad subgraph $\hat{U}$ would form an extension of $B|_{\{y_1\}}$ with $\nu(\hat{U}, U|_{\{x_1\}}) \leq 176 - 1 = 175$, which contradicts the fact that $\hat{Z}$ is 175-generic. Clearly, by Property 4 of the set $\mathcal{G}$ and Claim 2, $\mathcal{J}^i(x_1) = \mathcal{J}^i(z_1) = \mathcal{J}^i(y_1)$ for all $i$. From Claim 5, it follows that, for each pair $(A, B)$: $A \in \mathcal{X}_n$, $B \in \mathcal{Y}_n$, and for each $x_1 \in V(A)$ there exists a vertex $y_1 \in V(B)$ for which the equalities $\mathcal{J}^i(x_1) = \mathcal{J}^i(y_1)$ hold, which concludes the proof. □

### 4.2 Lemmas 2 and 3

Lemmas 4.2 and 4.3 help Duplicator make a move in round 2 of $EHR(X, Y, 4)$ in case Spoiler chooses a vertex, say, $x_2 \in V(X)$ that is not contained in any $x_1$-bad subgraph. In this case, the strategy should be to pick a vertex $y_2 \in V(Y)$ such that the subgraphs induced on $x_1, x_2$ and $y_1, y_2$ have similar dense extensions in $X, Y$.

 Below, we first define the set of “dense” extensions of interest.

 Define $(K^*, T^*)$ as a pair of graphs with $\nu(T^*) = 2, e(T^*) = 0, \nu(K^*) = 3$, the only vertex in $V(K^*, T^*)$ being adjacent to each vertex from $V(T^*)$ (a “tick” extension).

 Let $U$ be an induced subgraph of $\Gamma$. Let  

 - $W_0 = V(U)$;
 - $W_{i+1} = W_i \cup \{v \in V(\Gamma) : |\{w \in W_i : w \sim v\}| \geq 2\}, i \in \mathbb{N}$;
 - $W = \bigcup_{i=0}^{\infty} W_i$.

 Let us call $\Gamma|_{W}$ the $(K^*, T^*)$-neighbourhood of $U$ in $\Gamma$. Finally, the subgraph of $\Gamma$ induced on $\bigcup_{i=0}^{k} W_i$ is called the $k$-order $(K^*, T^*)$-neighbourhood of $U$ in $\Gamma$.

 In Lemma 4.2, we focus on the case when $x_2$ is distant from $x_1$ and all $x_1$-bad subgraphs. Later, in Lemma 4.3, we will analyze all the remaining $x_2$.

 **Lemma 4.2.** There exists $\epsilon > 0$ such that for each $\alpha \in (\frac{3}{5}, \frac{3}{5} + \epsilon)$ a.a.s. $(X, Y)$ satisfies the following condition. For each pair of vertices $x_1, x_2 \in V(X)$ and for a vertex $y_1 \in V(Y)$ such that

1. $\mathcal{J}^i(x_1) = \mathcal{J}^i(y_1)$ for all $i \in \kappa$,
2. $x_2 \in U_0(x_1)$,
3. $x_2$ does not have neighbours in $x_1$-bad subgraphs of $X$ (except for, possibly, $x_1$),
(4) for any $x_1$-bad subgraph $U \subseteq X$, for any $j \in \{1, 2\}$, for any tuple $\tilde{T}$ of $v_j$ vertices from $U$, there is no generalised $(K_j, T_j)$-extension of $\tilde{T}$ that contains $x_2$ ($(K_j, T_j)$ is defined in Section 4.1), there exists a vertex $y_2 \in V(Y)$ such that

1. $y_2 \in U_0(y_1)$,
2. $x_1 \sim x_2 \iff y_1 \sim y_2$,
3. $y_2$ does not have neighbours in $y_1$-bad subgraphs of $Y$ (except for, possibly, $y_1$),
4. for any $y_1$-bad subgraph $U \subseteq Y$, for any $j \in \{1, 2\}$, for any tuple $\tilde{T}$ of $v_j$ vertices from $U$, there is no generalised $(K_j, T_j)$-extension of $\tilde{T}$ that contains $y_2$.

5. the pairs $(W_X, X\{x_1, x_2\})$ and $(W_Y, Y\{y_1, y_2\})$ are isomorphic, where $W_X, W_Y$ are the 3-order $(K^*, T^*)$-neighbourhoods of $X\{x_1, x_2\}, Y\{y_1, y_2\}$ in $X, Y$.

6. there exists an isomorphism $\phi : V(W_X) \rightarrow V(W_Y)$ between $W_X$ and $W_Y$ such that $\phi(x_1) = y_1$, $\phi(x_2) = y_2$, and, for every $j \in \{1, 2\}$, for each tuple $(w_1, \ldots, w_{v_j})$ of vertices from $W_X$ the equality $\xi^j_{W_X}(w_1, \ldots, w_{v_j}) = \xi^j_{W_Y}(\phi(w_1), \ldots, \phi(w_{v_j}))$ holds.

Proof. Assume the contrary. Then there is a graph $\tilde{W}_A$ with $V(\tilde{W}_A) = 12$ and $A\{x_1, x_2\} \subseteq \tilde{W}_A \subseteq W_A$ such that

$$f(\tilde{W}_A) \leq 2 + f(\tilde{W}_A, A\{x_1, x_2\})$$

$$< 2 + v(\tilde{W}_A, A\{x_1, x_2\}) - \frac{6}{5} v(\tilde{W}_A, A\{x_1, x_2\}) = 2 - \frac{v(\tilde{W}_A) - 2}{2} = 0.$$ 

We obtain that $\rho(\tilde{W}_A) > 5/3$, which contradicts the fact that $A$ does not contain subgraphs with density at least 5/3 on no more than 12 vertices.

\textbf{Claim 7.} The pair $(W_A, A\{x_1\})$ is 3/5-safe.

Proof. Assume the contrary. If $(W_A, A\{x_1\})$ is not 3/5-safe then there is a subgraph $\tilde{U} \subseteq W_A$ such that $(\tilde{U}, A\{x_1\})$ is 3/5-rigid or 3/5-neutral. Since $v(\tilde{U}) \leq 11$, $\tilde{U}$ has a copy in $G$ and, therefore, is a subgraph of an $x_1$-bad subgraph in $W_A$. Let $U$ be an $x_1$-bad subgraph in $W_A$ that contains $\tilde{U}$. $U$ is obviously a subgraph of an $x_1$-bad subgraph in $A$. Thus, $x_2$ does not have neighbours in $U$ (except for, possibly, $x_1$).

Let $W_i$ be the set of vertices of the $i$-order $(K^*, T^*)$-neighbourhood of $A\{x_1, x_2\}$. Also put $W_0 = \{x_1, x_2\}, W'_0 = W_0 \setminus W_{i-1}$ and $U_i = V(U) \cap W'_i$. Note that $x_2 \notin V(U)$ due to the if-condition 2, hence $V(U) = \{x_1\} \cup U_1 \cup U_2 \cup U_3$.

First of all, since $x_2$ does not have neighbours in $V(U) \setminus \{x_1\}$, we have $U_1 = \emptyset$. Furthermore, let $w \in U_2$. Then either $w \in N(x_1, s)$ for some $s \in W_1$ or $w \in N(s, t)$ for some $s, t \in W_1$. In both cases, there exists $s \in N(w, x_1) \cap W_1$. Since $w \in V(U), x_1 \in V(U)$ and $U$ is $x_1$-bad in $W_X$, we get $s \in V(U)$, which contradicts the fact that $U_1 = \emptyset$. Therefore, $U_2$ is also empty. Finally, since $U \in G, x_1$ has a neighbour in $U$ and, consequently, $U_3$. Let $v_1 \in U_3, v_1 \sim x_1$. Since $v_1 \in U_3$, there is $v_2 \in W'_3$ s.t. $v_2 \sim v_1$. If $v_2 \sim x_1$ then $v_2 \in U$, which contradicts the fact that $U_2 = \emptyset$. If $v_2$ has at least two neighbours $s, t \in W'_3$ then the pair $(W_A\{x_1, v_1, v_2, s, t, x_2\}, W_A\{x_1, v_1\})$ is 1-bad, which contradicts the fact that $U$ is $x_1$-bad in $W_A$. Thus, $v_2 \sim x_2$ and there is $s \in W'_3$ s.t. $s \sim v_2$. Then the pair $(W_X\{x_1, v_1, v_2, s, x_2\}, W_X\{x_1, v_1\})$ is either 1-bad or isomorphic to $(K_2, T_2)$, which contradicts the
if-condition 4, since \( v_1 \) is a vertex of an \( x_1 \)-bad subgraph in \( X \) and since \( x_2 \) does not belong to this subgraph (due to the if-condition 2). Thus, \( U_3 = \emptyset \), and we obtain a contradiction. □

Let us build a graph \( Z = Z(A, x_1, x_2) \). Initially, we set \( Z = W_A \). Then, for each \( j \) and each tuple \((w_1, \ldots, w_{\nu_j})\) of vertices from \( W_A \) such that \( \varepsilon_{j}^{W_A}(w_1, \ldots, w_{\nu_j}) = 1 \), we construct a strict generalised \((K_j, T_j)\)-extension of \((w_1, \ldots, w_{\nu_j})\) and add those vertices and edges to \( Z \). By Claim 1 and Claim 7, we obtain that \((Z, Z|_{\{x_1\}})\) is \( 3/5 \)-safe.

Denote
\[
\mathcal{Z}_n = \{Z(A, x_1, x_2) \mid A \in X_n, x_1, x_2 \in V(A), \text{ the if-conditions } 2-4 \text{ hold}\}; \quad \mathcal{Z} = \bigcup_{n \in \mathbb{N}} \mathcal{Z}_n.
\]

Clearly, \( \nu(Z(A, x_1, x_2)) \) is bounded by an absolute constant. Denote
\[
\varepsilon = \inf_{Z \in \mathcal{Z}} \frac{\nu(Z, Z|_{\{x_1\}})}{\epsilon(Z, Z|_{\{x_1\}})} - \frac{3}{5}.
\]

Obviously, \( \varepsilon > 0 \).

Let \( \mathcal{Y}_m \subseteq \Omega_m \) be the set of all graphs \( B \) on \([m]\) such that for each \( Z \in \mathcal{Z} \) and \( y_1 \in V(B) \) there exists a strict a 175-generic \((Z, Z|_{\{x_1\}})\)-extension of \( B|_{\{y_1\}} \) in \( B \). By Theorem 2.8, we have \( P(Y \in \mathcal{Y}_m) \to 1 \).

Let \( y_1 \in V(B) \) be a vertex (if exists) such that \( J^i(x_1) = J^i(y_1) \) for all \( i \in [\kappa] \). By the definition of \( \mathcal{Y}_m \), in \( B \), there is a strict 175-generic \((Z, Z|_{\{x_1\}})\)-extension \( \hat{Z} \) of \( B|_{\{y_1\}} \). We now choose \( y_2 \) to be the image of \( x_2 \) under an isomorphism between \( Z \) and \( \hat{Z} \) that maps \( x_1 \) to \( y_1 \).

It is now easy to verify all the properties of \( y_2 \). The only non-trivial property is that \( y_2 \) does not have neighbours in any \( y_1 \)-bad subgraph. Assume the contrary: let there be a \( y_1 \)-bad subgraph \( U \subset B \) and \( w \in V(U) \setminus \{y_1\} \) such that \( w \sim y_2 \). Then \( U \) cannot be completely inside \( \hat{Z} \), since there are no \( x_1 \)-bad subgraphs in \( \hat{Z} \) by Claim 7. Let \( \hat{U} = B|_{V(U) \cup V(\hat{Z})} \). The pair \( (\hat{U}, \hat{Z}) \) is \( 3/5 \)-rigid: indeed, if \( U \) has a copy in \( G \setminus G_0 \) then \((\hat{U}, \hat{Z})\) is \( 3/5 \)-rigid by Property 4 of \( G \); if \( U \) has a copy in \( G_0 \) then \((\hat{U}, \hat{Z})\) is \( 3/5 \)-rigid since \((U, U|_{\{y_1\}})\) is \( 3/5 \)-neutral or \( 3/5 \)-rigid (by the definition of \( G_0 \)) and there is an extra edge between \( y_2 \) and \( w \). Note that \( \nu(\hat{U}, \hat{Z}) \leq \nu(U) - 1 \leq 175 \) and there is an edge between \( y_2 \) and \( w \), which contradicts the fact that \( \hat{Z} \) is a 175-generic extension of \( B|_{\{y_1\}} \).

□

Lemma 4.3. There exists \( \varepsilon > 0 \) such that for each \( \alpha \in (\frac{2}{3}, \frac{2}{3} + \varepsilon) \) a.a.s. \((X, Y)\) satisfies the following condition. For each pair of vertices \( x_1, x_2 \in V(X) \) and for a vertex \( y_1 \in V(Y) \) such that

1. \( J^i(x_1) = J^i(y_1) \) for all \( i \in [\kappa] \),
2. \( x_2 \in U^0(x_1) \),
3. \( x_2 \sim x_1 \),
4. there is only one \( x_1 \)-bad subgraph \( U_X \) that contains a vertex adjacent to \( x_2 \). There are no more vertices in \( U_X \) adjacent to \( x_2 \),
5. for any \( x_1 \)-bad subgraph \( U \) contained in \( X \), for any \( j \in \{1, 2\} \), for any tuple \( \tilde{\psi} \) of \( \nu_j \) vertices from \( U \), there is no generalised \((K_j, T_j)\)-extension of \( \tilde{\psi} \) that contains \( x_2 \),

there exists a vertex \( y_2 \in V(Y) \) such that

1. \( y_2 \in U^0(y_1) \),
2. \( y_2 \sim y_1 \),
3. there is only one \( y_1 \)-bad subgraph \( U_Y \) that contains a vertex adjacent to \( y_2 \). There are no more vertices in \( U_Y \) adjacent to \( y_2 \). Moreover, \( T(U_X) = T(U_Y) \), and the vertex adjacent to \( y_2 \) is an image of the vertex in \( U_X \) adjacent to \( y_2 \) under \( \psi \), where \( \psi \) is an isomorphism between \( U_X \) and \( U_Y \) such that \( \psi(x_1) = y_1 \) and \( \psi \) preserves the canonical order.
(4) for any \(y_1\)-bad subgraph \(U \subset Y\), for any \(j \in \{1, 2\}\), for any tuple \(T\) of \(v_j\) vertices from \(U\), there is no generalised \((K_j, T_j)\)-extension of \(T\) that contains \(y_2\).

(5) the pairs \((W_X, X[V(U_X) \cup \{x_j\}]\) and \((W_Y, Y[V(U_Y) \cup \{y_j\}]\) are isomorphic, where \(W_X, W_Y\) are the 1-order \((K^*, T^*)\)-neighbourhoods of \(X[V(U_X) \cup \{x_j\}]\), \(Y[V(U_Y) \cup \{y_j\}]\) in \(X, Y\),

(6) there exists an isomorphism \(\varphi : V(W_X) \to V(W_Y)\) between \(W_X\) and \(W_Y\) such that \(\varphi|_{U_X} = \psi\) (\(\psi\) is defined in Property 3) and for every \(j \in \{1, 2\}\), for each tuple \((w_1, \ldots, w_{\nu_j})\) of vertices from \(W_X\), the equality \(\zeta_{x_j}^{W_X}(w_1, \ldots, w_{\nu_j}) = \zeta_{y_j}^{W_Y}(\varphi(w_1), \ldots, \varphi(w_{\nu_j}))\) holds.

Remark. From the conditions of Lemma 4.3 it follows that \(|V(W_X) \setminus (V(U_X) \cup \{x_j\})| \leq 1\), which is shown below in the proof of Lemma 4.3.

Proof. The idea of the proof is similar to that of Lemma 4.2. We build an auxiliary graph \(Z \supset U_X\) such that \((Z, U_X)\) is 3/5-safe and the existence of a generic \((Z, U_X)\)-extension in \(Y\) entails the existence of such a vertex \(y_2\).

Consider an arbitrary \(A \in \Omega_n\) and vertices \(x_1, x_2\) such that the if-conditions 2–5 hold. Let \(W_A\) be the 1-order \((K^*, T^*)\)-neighbourhood of \(A|_{\{x_1, x_2\}}\).

Note that \(|V(W_A) \setminus (V(U_A) \cup \{x_2\})| \leq 1\): There is no more than one vertex outside \(U_A\) adjacent to \(x_2\) and one of the vertices in \(U_A\). Otherwise \(x_2\) is contained in an extension of \(U_A\) generically isomorphic to \((K_1, T_1)\), which contradicts the if-condition 5. Moreover, there is no vertex outside \(U_A\) adjacent to at least two vertices in \(U_A\), since \(U_A\) is \(x_1\)-bad.

Let us build a graph \(Z = Z(A, x_1, x_2)\). Initially \(Z = W_A\). Then, for each \(j\) and each tuple \(w_1, \ldots, w_{\nu_j}\) of vertices from \(V(W_A)\) such that \(\zeta_{x_j}^{W_A}(w_1, \ldots, w_{\nu_j}) = 1\), we construct a strict generalised \((K_j, T_j)\)-extension of \(w_1, \ldots, w_{\nu_j}\) and add those vertices and edges to \(Z\). Note that the pair \((Z, U_A)\) is 3/5-safe: indeed, \((W_A, U_A)\) is 3/5-safe; \((Z, U_A)\) is 3/5-safe by Claim 1. Denote

\[
Z_n = \{Z(A, x_1, x_2) \mid A \in \Omega_n, x_1, x_2 \in V(A), \text{ the if-conditions 2-5 hold}\}; \quad Z = \bigcup_{n \in \mathbb{N}} Z_n.
\]

Let \(Y_m \subseteq \Omega_m\) be the set of all graphs \(B\) on \([m]\) that satisfy the following condition. For each \(Z = Z(A, x_1, x_2) \in Z\) and each \(y_1 \in V(B)\) and \(U_B \subset B\) such that the if-conditions of Lemma 4.3 hold, there exists a strict 175-generic \((Z, U_A)\)-extension of \(U_B\) in \(B\). By Theorem 2.8, we have \(\text{P}(B \in Y_m) \to 1\) (in the same way as in the proof of Lemma 4.2). Now, let \(B \in Y_m\). Let also \(y_1 \in V(B)\) be a vertex such that \(\mathcal{J}^i(x_1) = \mathcal{J}^i(y_1)\) for all \(i \in [\kappa]\). Then there exists a \(y_1\)-bad subgraph \(U_B\) in \(Y\) such that \(T(U_A) = T(U_B)\). By the definition of \(Y_m\), in \(B\) there is a strict 175-generic \((Z, U_A)\)-extension of \(U_B\). It is easy to verify that \(y_2\) satisfies all the conditions of Lemma 4.3.

5 PROOF OF THE MAIN THEOREM

In this section, we prove Theorem 1.9. We need to show that 3/5 is not a limit point of the 4-spectrum. Note that, as mentioned in Section 1, for each \(k\), the \(k\)-spectrum can only have limit points “from above”.

By Theorem 2.1, it is sufficient to show that there exists \(\epsilon > 0\) such that for each \(\alpha \in (3/5, 3/5 + \epsilon)\) Duplicator a.a.s. has a winning strategy in the game \(\text{EHR}(X, Y, 4)\), where \(X \doteq G(n, n^{-\alpha})\) and \(Y \doteq G(m, m^{-\alpha})\) are independent random graphs.

Let \(\epsilon\) be so small that statements of Lemmas 4.1–4.3 hold for this value. Consider \(\alpha \in (3/5, 3/5 + \epsilon)\).

Consider the set \(\mathcal{P}\) of all graph pairs \((A, B)\) satisfying the following conditions:

(1) For each \(x_1 \in V(A)\) all \(x_1\)-bad subgraphs only intersect in \(x_1\), the same holds for \(B\). For each \(x_1 \in V(A)\) there exists \(y_1 \in V(B)\) such that \(\mathcal{J}^i(x_1) = \mathcal{J}^i(y_1)\) for all \(i \in [\kappa]\), and vice versa.
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(2) For each pair of vertices $x_1, x_2 \in V(A)$ and each vertex $y_1 \in V(B)$ such that Conditions 1–4 of Lemma 4.2 hold, there exists $y_2 \in V(B)$ that satisfies the conclusion of Lemma 4.2, and vice versa.

(3) For each pair of vertices $x_1, x_2 \in V(A)$ and each vertex $y_1 \in V(B)$ such that Conditions 1–5 of Lemma 4.3 hold, there exists $y_2 \in V(B)$ that satisfies the conclusion of Lemma 4.3, and vice versa.

(4) For each subgraph $S \subseteq A$ with $\nu(S) \leq 3$ and each $3/5$-safe pair $(G, H)$ such that $\nu(G, H) \leq 5$, in $A$ there exists a strict $1$-generic $(G, H)$-extension of $S$, and the same holds for $B$.

(5) $X$ and $Y$ do not contain any subgraphs $G$ with $\rho(G) \geq 5/3$ and $\nu(G) \leq 176 \cdot 2 = 352$.

From Claim 2, Lemmas 4.1–4.3, and Theorems 2.8 and 2.4, it follows that $P((X, Y) \in \mathcal{P}) \rightarrow 1$.

Let us prove that Duplicator has a winning strategy on a pair $(A, B) \in \mathcal{P}$.

Without loss of generality we may assume that in the first round Spoiler chooses a vertex $x_1 \in V(A)$. Duplicator chooses a vertex $y_1 \in V(B)$ such that

$$\mathcal{F}^i(x_1) = \mathcal{F}^i(y_1) \quad \text{for all } i. \quad (3)$$

From now on, during the proof we will only use the equality (3) and Properties (2–5) of the pair $(A, B)$.

Without loss of generality we may assume that in the second round Spoiler chooses a vertex $x_2 \in V(A)$, since the conditions on $A$ and $B$ in the definition of $\mathcal{P}$ are symmetrical. We examine several cases.

**Case 1.** Let $x_2$ be in a subgraph $U_A \in \mathcal{U}(x_1)$ for some $i \geq 1$. Due to the equality $\mathcal{F}^i(x_1) = \mathcal{F}^i(y_1)$, the graph $B$ contains an $y_1$-bad subgraph $U_B$ isomorphic to $G_i$ such that $T(U_A) = T(U_B)$.

Let $\varphi : V(U_A) \rightarrow V(U_B)$ be an isomorphism between $U_A$ and $U_B$ that preserves the canonical order. Duplicator answers by choosing $y_2 = \varphi(x_2) \in V(B)$.

Duplicator’s further strategy can be described as follows. If Spoiler chooses a vertex in $U_A$ or $U_B$, Duplicator responds by selecting the corresponding vertex (in respect to $\varphi$) in the other graph. If Spoiler chooses a vertex outside the graphs $U_A$ and $U_B$, Duplicator selects a vertex that not only provides isomorphism between the resulting graphs induced on the sets of selected vertices, but also is in the same adjacency relations with corresponding (in respect to $\varphi$) vertices of the graphs $U_A$ and $U_B$. This property of Duplicator’s strategy allows us to assume that all subsequent moves will be made only outside the graphs $U_A$ and $U_B$, since the vertices of these graphs will not affect the Duplicator’s victory.

In the third round, Spoiler, without loss of generality, chooses a vertex $x_3 \in V(A) \setminus V(U_A)$. Note that $x_3$ cannot be adjacent to 2 or more vertices in $V(U_A)$: Otherwise, $(A\mid_{V(U_A) \cup \{x_i\}}, U_A)$ is 1-bad and $A\mid_{V(U_A) \cup \{x_1\}}$ should have a copy in $\mathcal{G}$, which contradicts the $\mathcal{G}$-maximality of $U_A$.

We now examine several subcases of Case 1.

**Subcase 1a.** Assume that $x_3$ is adjacent to exactly one vertex in $U_A$, say, $z_{2A}$. Note that a vertex from $A \setminus U_A$ cannot be adjacent to two or more vertices of $U_A$: Otherwise, in $A$ there is a 1-bad extension of $U_A$ that should therefore have a copy in $\mathcal{G}$, which contradicts the $\mathcal{G}$-maximality of $U_A$.

Denote $S = \{v \in V(U_A) \mid \delta^{U_A}(v, x_3) = 1\}$. Note that $|S| \leq 2$: Otherwise, $x_3$ and the vertices from $\cup_{v \in S} N^{U_A}(x_3, v)$ form a 1-bad extension of $U_A$, which contradicts the $\mathcal{G}$-maximality of $U_A$ in $A$.

**Subcase 1a(i).** Assume that $|S| = 2$. Put $S = \{z_{1A}, z_{3A}\}$. Let also $t_{1A}, t_{3A}$ be the vertices adjacent with $z_{1A}$ and $z_{3A}$, respectively, and both adjacent with $x_3$. Note that $t_{1A} \neq t_{3A}$ since otherwise $x_3, t_{1A} = t_{3A}$ form a 1-bad extension of $U_A$. There also cannot be an edge between $t_{1A}$ and $t_{3A}$, for the same reason. Therefore, $(A\mid_{\{z_{1A}, z_{2A}, z_{3A}, t_{1A}, x_3, t_{1A}\}}, A\mid_{\{z_{1A}, z_{2A}, z_{3A}\}})$ is generically isomorphic.
to \((K_1, T_1)\). Therefore, \(z_1^{U_A}(z_{1A}, z_{2A}, z_{3A}) = 1 = \zeta_1^{U_B}(z_{1B}, z_{2B}, z_{3B})\), where \(z_{1B} = \varphi(z_{1A})\). Hence, in \(B \setminus U_B\) there exist three vertices \(t_1B, y_3, t_3B\) forming a strict generalised \((K_1, T_1)\)-extension of the vertices \(z_{1B}, z_{2B}, z_{3B}\). Thus, Duplicator chooses \(y_3 \in V(B)\) in round 3. Note that for each \(z_A \in U_A\) and for its image \(z_B = \varphi(z_A)\) we have \(x_3 \sim z_A \iff y_3 \sim z_B\), since \(y_3\) has no more than one neighbour in \(U_B\) due to \(G\)-maximality of \(U_B\) in \(B\). Moreover, \(y_3\) has no more than two common neighbours with vertices of \(U_B\), also due to \(G\)-maximality of \(U_B\).

Consider the fourth round of the Ehrenfeucht game. Without loss of generality, in round 4 Spoiler chooses a vertex \(x_4 \in V(A)\). If \(x_4\) is adjacent to each of the vertices chosen before then \(x_4 \in V(U_A)\) and this case has already been analyzed at the beginning of the reasoning. If \(x_4\) is adjacent to exactly 2 of the vertices chosen before and \(x_4 \notin V(U_A)\) then \(x_4\) is adjacent to \(x_3\) and some \(x_i\). Then \(x_4\) is either \(t_1A\) or \(t_3A\). Duplicator chooses \(t_1B\) or \(t_3B\) as \(y_4\), and wins. If \(x_4\) is adjacent to no more than one vertex chosen before then Duplicator wins due to 3/5-safeness of the pair \(\{A[x_i, x_5, x_6, x_4], A[x_5, x_6, x_i]\}\) and due to Property 4 of \(P\) (in this case, the fact that the extension provided by Property 4 is generic, is not necessary).

**Subcase 1a(ii).** Assume that \(|S| = 1\). Denote \(S = \{z_{1A}\}\). Let \(t_A \in V(A) \setminus V(U_A)\) be a vertex adjacent to \(x_3\) and \(z_{1A}\). Obviously, \(t_A\) has only one neighbour in \(U_A\).

Consider the pair \((A[V(U_A) \cup \{x_i, t_A\}], U_A)\). This pair is 3/5-safe, with \(\varphi(A[V(U_A) \cup \{x_i, t_A\}], U_A) = 2\). By Property 4 of \(P\), in \(B\) there is a strict 1-generic \((A[V(U_A) \cup \{x_i, t_A\}], U_A)\)-extension of \(U_B\). Denote by \(y_3\) and \(t_B\) the images of \(x_3\) and \(t_A\) under the isomorphism of the pairs. Duplicator chooses \(y_3\). Note that, since \((K^*, T^*)\) is \(\alpha\)-rigid, we avoid \((K^*, T^*)\)-extensions of \(U_B\) that have an edge to \(x_3\) (due fact that \(U_B\) is a 1-generic extension). Thus, \(\delta^U_A(x_3, z_A) = \delta^U_B(y_3, \varphi(z_A))\) for each \(z_A \in U_A\).

Consider the last round of the Ehrenfeucht game. Without loss of generality, Spoiler chooses a vertex \(x_4 \in V(A)\). If \(x_4 \in V(U_A)\) then Duplicator chooses \(\varphi(x_4) \in V(U_B)\) and wins.

If \(x_4 \notin V(U_A)\) then \(x_4\) has no more than one neighbour in \(U_A\). If, in addition, \(x_4\) is not adjacent to \(x_3\) or does not have neighbours in \(U_A\), Duplicator has the winning move due to 3/5-safeness of the pair \(\{A[x_i, x_5, x_6, x_4], A[x_5, x_6, x_i]\}\). If \(x_4\) is adjacent to \(x_3\) and has a single neighbour in \(U_A\), then this neighbour is \(z_{1A}\). Duplicator then chooses \(y_4 = t_B\) and wins.

**Subcase 1a(iii).** Assume that \(|S| = 0\). Due to Property 4 of \(P\), Duplicator is able to choose a vertex \(y_3 \in V(B)\) such that \(y_3\) has the only neighbour \(z_{2B} = \varphi(z_{2A})\) and \(y_3\) does not have common neighbours with vertices from \(U_B\). Due to Property 4 of \(P\), the Duplicator’s strategy in the last round is trivial.

**Subcase 1b.** Assume that \(x_3\) is not adjacent to any of vertices of \(U_A\). Our goal is to find a vertex \(y_3 \in V(B) \setminus V(U_B)\) such that \(\delta^U_A(x_3, x_i) = \delta^U_B(y_3, y_i), i = 1, 2\).

Define a set of vertices \(T\). First of all, \(x_3 \in T\). Secondly, for \(i = 1, 2\) we do the following: If \(\delta^U_A(x_3, x_i) = 1\), we add one of the vertices of \(V(A) \setminus V(U_A)\) adjacent to \(x_3\) and \(x_i\) into \(T\). Thus, \(|T| \leq 3\). Note that \(T\) does not contain vertices adjacent to at least two vertices of \(U_A\), since \(T \cap V(U_A) = \emptyset\).

Consider a graph \(\tilde{U}_A\) such that \(V(\tilde{U}_A) = V(U_A) \cup T\) with the edges from \(A\) except for the possible edge between the vertices from \(T \setminus \{x_3\}\). The pair \((\tilde{U}_A, U_A)\) is 3/5-safe, since \(x_3\) does not have neighbours in \(U_A\). Therefore, due to Property 4 of \(P\), in \(B\) there is a strict 1-generic \((\tilde{U}_A, U_A)\)-extension of \(U_B\). Duplicator chooses a vertex \(y_3 \in V(B)\) that is the image of \(x_3\) under the isomorphism of the pairs. For \(y_3\), obviously, the equality \(\delta^U_A(x_3, x_i) = \delta^U_B(y_3, y_i)\) holds for \(i = 1, 2\), due to the fact that there are no \((K^*, T^*)\)-extensions of \(U_B\) that have an edge to \(x_3\).

Consider the last round of the Ehrenfeucht game. Without loss of generality, Spoiler chooses a vertex \(x_4 \in V(A)\). If \(x_4 \in V(U_A)\) then Duplicator chooses \(y_4 = \varphi(x_4) \in V(U_B)\) and wins. Otherwise, \(x_4\) has no more than one neighbour among \(x_1, x_2\). If, in addition, \(x_4\) is not adjacent to \(x_3\) or to both \(x_1, x_2\), Duplicator has a winning move due to 3/5-safeness of the corresponding pair (which can be easily verified). Finally, if \(x_4\) is adjacent to \(x_3\) and has a single neighbour among \(x_1\) and \(x_2\), Duplicator wins due to the equalities \(\delta^U_A(x_3, x_i) = \delta^U_B(y_3, y_i)\) with \(i = 1, 2\).
Case 1 is finished.

Case 2. Let \( x_2 \) be a vertex in the 0-neighbourhood of \( x_1 \) such that there is an \( x_1 \)-bad subgraph \( U_A \) with the following condition: For some \( j \in \{1, 2\} \) and some tuple \( \tilde{T} \) of \( v_j \) vertices from \( U_A \) there is an extension \( Q_A \supset U_A \) such that \( x_2 \in V(Q_A, U_A) \) and \( Q_A|_{V(Q_A) \setminus V(U_A) \cup \tilde{T}} \) is a generalised \((K_j, T_j)\)-extension of \( \tilde{T} \). There can only be one such subgraph by Property 6 of \( G \).

Due to the choice of \( y_1 \), in \( B \) there are induced subgraphs \( U_B \subset Q_b \) such that \( U_B \) is \( y_1 \)-bad, \( T(U_A) = T(U_B) \), \((Q_A, U_A)\) is isomorphic to \((Q_b, U_B)\) (under some isomorphism \( \varphi \) that maps \( x_1 \) to \( y_1 \) and preserves the canonical order of \( U_A \) and \( U_B \)), and \( Q_A \) and \( Q_B \) have identical generalised \((K_j, T_j)\)-extensions in \( A \) and \( B \), respectively (i.e., \( \theta^{U_A}(Q_A) = \theta^{U_B}(Q_B) \)), recall that the definition of \( \theta^U(K) \) is given before the statement of Lemma 4.1). Duplicator chooses \( y_2 = \varphi(x_2) \).

Note that there is no vertex in \( A \setminus Q_A \) adjacent to at least two vertices from \( Q_A \): The existence of such a vertex contradicts \( G \)-maximality of \( U_A \). The same holds for \( B \). Without loss of generality, Spoiler chooses \( x_3 \in V(A) \) in the third round.

Subcase 2a. Assume that \( x_3 \notin V(Q_A) \).

Subcase 2a(i). Assume first that \( x_3 \) is adjacent to a vertex \( u \) from \( Q_A \). If \( \delta^{Q_A}(x_1, x_3) = \delta^{Q_A}(x_2, x_3) = 1 \), let \( t_{iA} \) be a vertex from \( N(Q_A(x_1, x_3)) \) for \( i = 1, 2 \). The pair \((A|_{V(Q_A) \setminus \{t_{iA}, t_{A} \}}, Q_A)\) is generically isomorphic to \((K_1, T_1)\). Therefore, \( Q_B \) has an identical generalised \((K_1, T_1)\)-extension, since \( \theta^{U_A}(Q_A) = \theta^{U_B}(Q_B) \). In other words, there exists \( y_3 \in V(B) \setminus V(Q_B) \) adjacent to \( u \) such that \( \delta^{Q_B}(y_1, y_3) = \delta^{Q_B}(y_2, y_3) = 1 \). Duplicator chooses \( y_3 \) and wins.

Consider the case \( \delta^{Q_A}(x_1, x_3) = 0 \) or \( \delta^{Q_A}(x_2, x_3) = 0 \). Define a set of vertices \( T \) in a similar way to that in Subcase 1b: \( T \) contains \( x_3 \), one vertex from \( N(Q_A(x_1, x_3)) \) if it is non-empty, and one vertex from \( N(Q_A(x_2, x_3)) \) if it is non-empty. Since both \( N(Q_A(x_1, x_3)) \) and \( N(Q_A(x_2, x_3)) \) cannot be non-empty, \(|T| \leq 2 \). Note that a vertex from \( T \) cannot be adjacent to more than one vertex of \( Q_A \) since \( T \cap V(Q_A) = \emptyset \). Consider a graph \( \tilde{Q}_A \) such that \( V(\tilde{Q}_A) = V(Q_A) \cup T \) with the edges induced by \( A \). The pair \((\tilde{Q}_A, Q_A)\) is 3/5-safe. Therefore, due to Property 4 of \( P \), in \( B \) there is a strict 1-generic \((\tilde{Q}_A, Q_A)\)-extension of \( Q_B \). Duplicator chooses \( y_3 \in V(B) \) as the image of \( x_3 \) under the isomorphism of the pairs. For \( y_3 \), the equality \( \delta^{Q_A}(x_1, y_3) = \delta^{Q_B}(y_3, y_1) \) holds for \( i = 1, 2 \), since there are no \((K^*, T^*)\)-extensions of \( Q_B \) that have an edge to \( x_3 \).

Consider the last round of the Ehrenfeucht game. The existence of the last move by Duplicator in this case can be verified similarly to Subcase 1b.

Subcase 2a(ii). If \( x_3 \) is not adjacent to any vertex from \( Q_A \), then Duplicator chooses a vertex \( y_3 \notin V(Q_B) \) that is not adjacent to any vertex of \( Q_B \) and ensures that \( x_3 \) has a common neighbour with \( x_j, j \in \{1, 2\} \), if and only if \( y_j \) has a common neighbour with \( y_j, j \in \{1, 2\} \) (It can be achieved similarly to Subcase 1b since \( x_3, x_1, x_2 \) do not have a common neighbour and due to Property 4 of \( P \)). If Spoiler in the fourth round chooses a vertex in \( V_A \) or \( V_B \), then Duplicator chooses the respective vertex in the other graph. If he chooses a vertex outside \( V_A \) (say, he plays in \( A \)), then it is either adjacent to at most one vertex of \( x_1, x_2, x_3 \) (and then Duplicator wins due to the Property 4 of \( P \)), or it is adjacent to \( x_3 \) and one vertex of \( x_1, x_2 \), which is also foreseen by Duplicator.

Subcase 2b. Consider the case \( x_3 \in V(Q_A) \). Duplicator chooses \( y_3 = \varphi(x_3) \). Since any vertex outside \( Q_A \) \((Q_B)\) is adjacent to at most one vertex of \( Q_A \) \((Q_B)\), Duplicator wins in the fourth round by Property 4 of \( P \).

Case 3. Let \( x_2 \) be a vertex in the 0-neighbourhood of \( x_1 \) such that there is no \( x_1 \)-bad subgraph \( U_A \) and extension \( Q_A \) described in Case 2 that contains \( x_2 \), and let \( x_2 \) do not have neighbours in \( x_1 \)-bad subgraphs (except for, probably, \( x_1 \)).

By Property 2 of \( P \), there is \( y_2 \in V(B) \) such that the conditions of Lemma 4.2 hold. Duplicator chooses such a vertex \( y_2 \). Let \( W_A \) and \( W_B \) be the 3-order \((K^*, T^*)\)-neighbourhoods of \( A|_{\{x_1, x_2\}} \) and \( B|_{\{y_1, y_2\}} \), respectively. Note that, by Item 6 of the conclusion of Lemma 4.2, there exists an isomorphism \( \varphi \) between \( W_A \) and \( W_B \) such that \( \varphi(x_1) = y_1 \) and \( \varphi(x_2) = y_2 \).
Without loss of generality, we may assume that in the third round Spoiler chooses a vertex $x_3 \in V(A)$. We examine several subcases of Case 3.

**Subcase 3a.** Assume that $x_3$ is in the 2-order $(K^*, T^*)$-neighbourhood of $A_1(x_1, x_2, x_3)$. Duplicator chooses $y_2 = \varphi(x_1)$. If, in the fourth round, Spoiler chooses a vertex say, $x_4 \in V(A)$ that is adjacent to at least two of the previous vertices, then $x_4 \in W_A$. Since $W_A$ and $W_B$ are isomorphic, Duplicator chooses $y_4 = \varphi(x_4)$ and wins. If Spoiler chooses a vertex adjacent to at most one of the previous vertices, the last step is obvious due to the fact that an extension with one edge is always 3/5-safe.

**Subcase 3b.** Assume that $x_3$ is not in the 2-order $(K^*, T^*)$-neighbourhood of $A_1(x_1, x_2, x_3)$ and $x_3$ is not adjacent both to $x_1$ and $x_2$.

**Subcase 3b(i).** Assume that $N(x_1, x_2, x_3)$ is not empty. If $|N(x_1, x_2, x_3)| \geq 2$ then $x_3$ is in the 2-order $(K^*, T^*)$-neighbourhood of $A_1(x_1, x_2, x_3)$, which contradicts the assumption. Thus, we denote $t_B$ as the only vertex in $N(x_1, x_2, x_3)$. Due to the isomorphism of $W_A$ and $W_B$, there is $t_B \in V(B)$ adjacent to $y_1, y_2$.

We now need to select a vertex $y_3 \in V(B)$ such that $y_3 \sim t_B$, $\delta(x_1, x_2, x_3) = \delta(y_1, y_2, y_3)$ and $\delta(\neg x_1, x_2, x_3) = \delta(\neg y_1, y_2, y_3)$. If $\delta(x_1, x_2, x_3) = \delta(\neg x_1, x_2, x_3) = 1$ then $\delta^{W_A}(x_1, x_2, t_t) = 1 = \delta^{W_B}(y_1, y_2, t_t)$.

We can select $y_3$ from the corresponding $(K_1, T_1)$-extension of $y_1, y_2, t_B$ if $\delta(x_1, x_2, x_3) \neq 1$ or $\delta(\neg x_1, x_2, x_3) \neq 1$, let $K$ be the subgraph of $X$ induced on $x_1, x_2, x_3, t_t$ and a vertex from $N(x_1, x_2, x_3)$ or $N(\neg x_1, x_2, x_3)$ if one of the latter is non-empty. The pair $(K, K_1(x_1, x_2, t_t))$ is clearly 3/5-safe. Therefore, by Property 4 of $P$, there is a strict 1-generic $(K, K_1(x_1, x_2, t_t))$-extension of $Y_{(y_1, y_2, t_B)}$ that guarantees the existence of $y_3$ such that $\delta(x_1, x_2, x_3) = \delta(y_1, y_2, y_3)$ and $\delta(\neg x_1, x_2, x_3) = \delta(\neg y_1, y_2, y_3)$. Duplicator chooses such a vertex $y_3$ and wins in the fourth round: The only non-trivial case is when Spoiler chooses a vertex from $N(x_1, x_2, \neg x_3)$, but then $N(y_1, y_2, y_3)$ is also non-empty, due to the isomorphism of the 2-order $(K^*, T^*)$-neighbourhoods of $A_1(x_1, x_2, x_3)$ and the equality $|N(x_1, x_2, x_3)| = |N(y_1, y_2, y_3)| = 1$.

**Subcase 3b(ii).** Assume that $N(x_1, x_2, x_3)$ is empty. Then Duplicator chooses a vertex $y_3 \in V(B)$ such that $N(y_1, y_2, y_3)$ is empty, $\delta(x_1, x_2, x_3) = \delta(y_1, y_2, y_3)$ and $\delta(\neg x_1, x_2, x_3) = \delta(\neg y_1, y_2, y_3)$ (such $y_3$ exists due to Property 4 of $P$). Clearly, $\delta(x_1, x_2, x_3) = \delta(y_1, y_2, y_3)$, due to the isomorphism of the 2-order $(K^*, T^*)$-neighbourhoods of $A_1(x_1, x_2, x_3)$, $B_1(y_1, y_2)$. The further winning strategy is obvious.

**Subcase 3c.** Assume that $x_3$ is not in the 2-order $(K^*, T^*)$-neighbourhood of $A_1(x_1, x_2, x_3)$ and $x_3$ is adjacent to exactly one of $x_1$ and $x_2$. Note that $N(x_1, x_2, x_3)$ is empty (otherwise, $x_3$ belongs to the 2-order $(K^*, T^*)$-neighbourhood of $A_1(x_1, x_2, x_3)$).

We now need to select a vertex $y_3 \in V(B)$ such that $y_3$ is not in the 2-order $(K^*, T^*)$-neighbourhood of $B_1(y_1, y_2)$, and also $\delta(x_1, x_3) = \delta(y_1, y_3)$ and $\delta(x_2, x_3) = \delta(y_2, y_3)$. Let us prove the existence of such $y_3$. If both $\delta(x_1, x_3)$ and $\delta(x_2, x_3)$ are equal to 1, the existence follows from the fact that $\delta^W_{W_A}(x_1, x_1, x_2) = \delta^W_{W_B}(y_1, y_1, y_2)$ and $\delta^W_{W_A}(x_1, x_2, x_2) = \delta^W_{W_B}(y_1, y_2, y_2)$.

If $\delta(x_1, x_2, x_3) \neq 1$ or $\delta(\neg x_1, x_2, x_3) \neq 1$, let $K$ be the subgraph of $X$ induced on $x_1, x_2, x_3$ and a vertex from $N(x_1, x_2, x_3)$ or $N(\neg x_1, x_2, x_3)$ if one of the latter is non-empty. The pair $(K, K_1(x_1, x_2, t_t))$ is clearly 3/5-safe. Therefore, by Property 4 of $P$, there is a strict 1-generic $(K, K_1(x_1, x_2, t_t))$-extension of $Y_{(y_1, y_2, t_B)}$ that guarantees the existence of $y_3$ such that $\delta(x_1, x_2, x_3) = \delta(y_1, y_2, y_3)$ and $\delta(\neg x_1, x_2, x_3) = \delta(\neg y_1, y_2, y_3)$. Duplicator selects $y_3$ and wins in the fourth round: The only non-trivial case is if Spoiler selects a common neighbour of $x_1, x_2$ (without loss of generality, he plays in $A$). Since $W_A$ and $W_B$ are isomorphic, there exists a common neighbour of $y_1, y_2$ in $B$. It is not adjacent to $y_3$ since otherwise $y_3$ is in the 2-order $(K^*, T^*)$-neighbourhood of $B_1(y_1, y_2)$.
Case 4. Let $x_2$ be a vertex in the 0-neighbourhood of $x_1$ such that there is no $x_1$-bad subgraph $U_A$ and extension $Q_A$ described in Case 2 that contains $x_2$, and $x_2$ has a neighbour in at least one of $x_1$-bad subgraphs (excluding $x_1$).

Let us first prove that such a neighbour is unique. Indeed, if there is an $x_1$-bad subgraph $U$ with two neighbours of $x_2$ then $U$ is not $G$-maximal. If there are two $x_1$-bad subgraphs $U_1$ and $U_2$ with vertices $u_1 \in V(U_1)$ and $u_2 \in V(U_2)$ such that $u_1$ and $u_2$ are both neighbours of $x_2$ then, by Property 1 of $P$ and Property 6 (Corollary, Item 1) of $G$, either the graph induced on $V = V(U_1) \cup V(U_2) \cup \{x_2\}$ has a copy in $G$, which contradicts the fact that $U_1$ and $U_2$ are $G$-maximal, or $\rho_{\max}(A|V) \geq 5/3$ with $|V| \leq 352$, which contradicts Property 5 of $P$. Thus, there is only one neighbour of $x_2$ in a single $x_1$-bad subgraph $U_A$.

Moreover, note that $x_1 \sim x_2$: Otherwise $x_2$ has at least two neighbours in $U_A$, which contradicts the fact that $U_A$ is $G$-maximal.

Note that the if-conditions 1–5 of Lemma 4.3 hold. By Property 3 of $P$ and due to the choice of $y_1$, in $B$ there is a vertex $y_2$ such that the conditions of Lemma 4.3 hold. Duplicator chooses $y_2$. Let $U_B$ be the $x_1$-bad subgraph in $B$ that corresponds to $U_A$. Let $W_A$ and $W_B$ be the 1-order ($K^*, T^*$)-neighbourhoods of $A|V(U_A)\cup \{x_2\}$ and $B|V(U_B)\cup \{y_2\}$ in $A$ and $B$, and let $\phi$ be an isomorphism between $W_A$ and $W_B$ that maps $x_1$ to $y_1$, $x_2$ to $y_2$ and preserves the canonical order of $U_A$ and $U_B$. Note that $\rho(W_A) \leq \rho(U_A) \cup \{x_2\} \leq 1$ (see Remark after Lemma 4.3).

Without loss of generality, in the third round Spoiler chooses a vertex $x_3 \in V(A)$. The case when $x_3$ belongs to $W_A$ is the same as Subcase 2b since, if $x_3$ is outside $W_A$, then it may have at most one neighbour in $W_A$ as well.

Consider the case when $x_3$ is not in $W_A$. Let us prove that $x_3$ cannot be adjacent to two or more vertices from $W_A$. Assume the contrary. Note that $x_3$ cannot have two neighbours in $V(U_A) \cup \{x_2\}$ since $x_3 \notin W_A$. Then $x_3$ is adjacent to the only vertex from $V(W_A) \setminus (V(U_A) \cup \{x_2\})$ (denoted by $t_A$) which is, in turn, adjacent to $x_2$ and a single vertex from $U_A$. If $x_3$ is adjacent to $x_2$ then $(A|V(U_A)\cup \{x_3, x_2, t_A\}, U_A)$ is generically isomorphic to $(K_2, T_2)$, which contradicts the if-condition 5 of Lemma 4.3. Similarly, if $x_3$ is adjacent to a vertex from $U_A$ then $(A|V(U_A)\cup \{x_3, x_2, t_A\}, U_A)$ is generically isomorphic to $(K_1, T_1)$, which again contradicts the if-condition 5 of Lemma 4.3. Thus, $x_3$ can be adjacent to at most one vertex from $W_A$. Further reasoning is the same as in Subcase 2a.

Thus, we have considered all possible cases and established that Duplicator has a winning strategy in all of them. The proof of Theorem 1.9 is complete.

6 CONCLUSION
We have established that $3/5$ is not a limit point of the 4-spectrum. The 4-spectrum is thus a finite set of rational numbers in $[\frac{1}{2}, 2]$ (due to Theorems 1.2 and 1.5), and $k = 5$ is the minimum quantifier depth such that the $k$-spectrum is infinite. Moreover, $\frac{1}{2}$ is in the 4-spectrum by Theorem 1.5. It would be of interest to describe the 4-spectrum completely. Note that some points of the 4-spectrum are known. For instance, from the proof of Theorem 1.2 for $G(n, n^{-1-1/\ell})$ it follows that $2, 3/2, 4/3, \ldots, 1 + 1/m$ are in the 4-spectrum and $1 + 1/(m + 1)$ is not in the 4-spectrum for some $m \in \mathbb{N}$ (it is not hard to see that $m \geq 20$). However, the exact value of such $m$ is unknown. Moreover, the minimal element of the 4-spectrum greater than 1 is also unknown (it is also of the form $1 + 1/\bar{m}$ by Theorem 1.2, but $\bar{m}$ could be much bigger than $m$).

For $\alpha < 1$, some results were obtained in [22–25]. In particular, the largest $\alpha < 1$ in the 4-spectrum is $13/14$ [22]. Moreover, $3/5, 1 - 1/m$ for $m \in \{3, 8, 9, 10, 11, 12, 13\}$ are in the 4-spectrum [23]. Meanwhile, some intervals, in particular, $(53/80, 2/3), (7/8, 43/49)$ (and many others) do not intersect with the 4-spectrum [24, 25].

A systematic approach to fully explain the structure of the 4-spectrum (or a $k$-spectrum for $k \geq 4$) has not yet been proposed, and it appears to be a very hard problem.
REFERENCES

[1] Noga Alon and Joel H. Spencer. 2008. *Probabilistic Method*. John Wiley & Sons, Inc.

[2] Béla Bollobás and Arthur G. Thomason. 1987. Threshold functions. *Combinatorica* 7, 1 (1987), 35–38. DOI: https://doi.org/10.1007/BF02579198

[3] Andrzej Ehrenfeucht. 1961. An application of games to the completeness problem for formalized theories. *Fundamenta Mathematicae* 49, 129–141 (1961), 13.

[4] Ronald Fagin. 1976. Probabilities on finite models. *The Journal of Symbolic Logic* 41, 1 (1976), 50–58. DOI: https://doi.org/10.2307/2272945

[5] Yury V. Glebskii, Dmitry I. Kogan, M. I. Liogon’kil, and Vladimir A. Talanov. 1969. Range and degree of realizability of formulas in the restricted predicate calculus. *Cybernetics* 5, 2 (1969), 142–154. DOI: https://doi.org/10.1007/BF01071084

[6] Erich Grädel, Phokion G. Kolaitis, Leonid Libkin, Maarten Marx, Joel Spencer, Moshe Y. Vardi, Yde Venema, and Scott Weinstein. 2007. *Finite Model Theory and its Applications*. Springer.

[7] Neil Immerman. 1998. *Descriptive Complexity*. Springer Science & Business Media.

[8] Svante Janson, Tomasz Luczak, and Andrzej Rucinski. 2011. *Random Graphs*. John Wiley & Sons.

[9] Leonid Libkin. 2004. *Elements of Finite Model Theory*. Vol. 41. Springer.

[10] Alexandr D. Matushkin and Maksim E. Zhukovskii. 2018. First order sentences about random graphs: Small number of alternations. *Discrete Applied Mathematics* 236 (2018), 329–346. DOI: https://doi.org/10.1016/j.dam.2017.10.017

[11] Lev B. Ostrovsky and Maksim E. Zhukovskii. 2017. Monadic second-order properties of very sparse random graphs. *Annals of Pure and Applied Logic* 168, 11 (2017), 2087–2101. DOI: https://doi.org/10.1016/j.apal.2017.06.004

[12] Andrzej Rucinski and Andrew Vince. 1985. Balanced graphs and the problem of subgraphs of random graphs. *Congressus Numerantium* 49 (1985), 181–190.

[13] Saharon Shelah and Joel Spencer. 1988. Zero-onelaws for sparse random graphs. *Journal of the American Mathematical Society* 1, 1 (1988), 97–115. DOI: https://doi.org/10.2307/1990968

[14] Joel Spencer. 1990. Infinite spectra in the first order theory of graphs. *Combinatorica* 10, 1 (1990), 95–102. DOI: https://doi.org/10.1007/BF02122699

[15] Joel Spencer. 1991. Threshold spectra via the Ehrenfeucht game. *Discrete Applied Mathematics* 30, 2–3 (1991), 235–252. DOI: https://doi.org/10.1016/0166-218X(91)90048-2

[16] Joel Spencer. 2001. *The Strange Logic of Random Graphs*. Vol. 22. Springer Science & Business Media.

[17] Joel H. Spencer and Maksim E. Zhukovskii. 2016. Bounded quantifier depth spectra for random graphs. *Discrete Mathematics* 339, 6 (2016), 1651–1664. DOI: https://doi.org/10.1016/j.disc.2016.01.005

[18] Oleg Verbitsky and Maksim Zhukovskii. 2019. The descriptive complexity of subgraph isomorphism without numerics. *Theory of Computing Systems* 63, 4 (2019), 902–921. DOI: https://doi.org/10.1007/s00224-018-9864-3

[19] Oleg Verbitsky and Maksim Zhukovskii. 2019. On the first-order complexity of induced subgraph isomorphism. *Logical Methods in Computer Science* 15, 1 (2019), 25:1–25:24. DOI: https://doi.org/10.23638/LMCS-15(1:25)2019

[20] Yury Yarovikov. 2020. On limit points of spectra of first-order sentences with quantifier depth 4. *Moscow Journal of Combinatorics and Number Theory* 9, 3 (2020), 303–331. DOI: https://doi.org/10.2140/moscjnt.2020.9.303

[21] Maksim E. Zhukovskii. 2012. Zero-one k-law. *Discrete Mathematics* 312, 10 (2012), 1670–1688. DOI: https://doi.org/10.1016/j.disc.2012.01.018

[22] Maksim E. Zhukovskii. 2015. The largest critical point in the zero-one-law. *Sbornik: Mathematics* 206, 4 (2015), 489. DOI: https://doi.org/10.1070/SM2015v206n04ABEH004467

[23] Maksim E. Zhukovskii. 2015. On the zero-one 4-law for the Erdős-Rényi random graphs. *Mathematical Notes* 97, 2 (2015), 190–200. DOI: https://doi.org/10.1134/S0001434615010216

[24] Maksim E. Zhukovskii. 2016. On infinite spectra of first order properties of random graphs. *Moscow Journal of Combinatorics and Number Theory* 6, 4 (2016), 73–102. DOI: https://doi.org/10.48550/arXiv.1609.01115

[25] Maksim E. Zhukovskii and Alexandr D. Matushkin. 2016. Universal zero-one k-law. *Mathematical Notes* 99, 4 (2016), 511–523. DOI: https://doi.org/10.1134/S000143461603024X

[26] Maksim E. Zhukovskii and Andrei M. Raigorodskii. 2015. Random graphs: Models and asymptotic characteristics. *Russian Mathematical Surveys* 70, 1 (2015), 33. DOI: https://doi.org/10.1070/RM2015v070n01ABEH004936

Received 26 November 2021; revised 19 December 2023; accepted 1 January 2024