Recent research shows that people usually try to avoid exerting cognitive effort yet they are willing to exert effort to gain rewards. This cost–benefit framework provides predictions for behaviour outside the laboratory. Nevertheless, the extent to which such considerations affect real-life decisions is not clear. Here we experimentally examined computer-programmers’ decisions to write code in a reusable manner, using functions, which demands an initial investment of cognitive effort or to clone and tweak code, a strategy whose cost increases with repetitions. Only a small portion of our participants demonstrated sensitivity to the benefits and costs of programming strategies. When asked to solve the tasks, participants tended to avoid using functions, demonstrating biased effort estimation. By contrast, when asked how they planned to solve the tasks, participants tended to demonstrate an opposite trend, overestimating effort, in line with an injunctive norm involving the overuse of functions. In the context of real-world problems, the effect of cost–benefit considerations may therefore be limited by task-irrelevant factors. Our interdisciplinary approach may be useful in providing novel theoretical insights and in promoting cognitive-effort investments outside the laboratory.

1. Introduction

In recent years, our understanding of how people decide whether to exert cognitive effort has greatly improved, providing a new theoretical framework for understanding and characterizing cognitive effort allocation [1–3]. This framework is based upon the observation that, as in the case of physical effort and pain,
people try to avoid exerting cognitive effort [4,5], yet are willing to engage in tasks that require cognitive effort to obtain rewards [6–8]. Inspired by economic models of bundled goods, this framework highlights the role of cost–benefit considerations in people’s decisions regarding how much cognitive effort to exert. This notion has been demonstrated in a variety of cognitive tasks in the laboratory that involve working memory, attention, executive control and planning [6–10]. This framework can be extended to other tasks beyond the laboratory to predict decisions in a variety of real-life contexts. However, it is not clear how these cost–benefit considerations fare in real-life tasks, especially when other contextual factors may also play a role. Here we consider a problem that professional and casual programmers face every day: deciding which computer-programming strategy to use. Cognitive effort estimation is poised to have a considerable effect on such decisions.

Imagine that upon completing data collection from participants you discover a lag in the measurements, such that all measures from a particular participant must be updated before the data are ready for further analyses. Luckily, this can be easily solved by means of a computer-programming script that loops through the measurements and updates them. But what if more than one participant needs to be updated and that each has a different lag? One strategy is to clone the script and tweak it to suit each participant. Another strategy is to write a piece of reusable code, that is, a function that can be deployed in many contexts with different parameters. Writing reusable code demands more cognitive effort, as the programmer needs to consider a more abstract and general version of the problem [11–16]. In the long run, however, writing reusable code is beneficial because it reduces the time and effort involved in developing and maintaining the code in the future [17–19]. Indeed, managers and employers [20] as well as many guides and textbooks recommend writing reusable code as the preferred strategy whenever an operation needs to be used more than once [17,21,22].

This problem lends itself to examining the cost–benefit framework in deciding whether to exert cognitive effort. The cognitive effort associated with the clone-and-tweak method is dependent on the number of repetitions in the task, i.e. how many cloning steps are needed. The strategy of code reuse demands a one-time allocation of cognitive effort that is not proportional with the number of repetitions. Thus, cost–benefit considerations should compare the cognitive effort associated with each strategy to determine the most efficacious one, i.e. lowest effort for best outcome (also termed control efficacy [11]) [23]. Such a decision should, in principle, be sensitive to the number of repetitions in a task: when the number of repetitions is low, the accumulated effort associated with clone-and-tweaks will probably not exceed the effort associated with writing a function (a type of reusable code), such that the likelihood of writing a function should increase with the number of repetitions. Thus it seems that the cost–benefit framework of cognitive effort can provide predictions for the decisions made in computer programming.

Other factors, however, may affect this decision. These factors may predict other patterns of decisions that are not sensitive to the number of task repetition of the tasks and hence do not represent cost–benefit considerations. For example, overestimating the initial investment of cognitive effort may bias code writers [24,25]. When an option demands a large initial investment, the programmer is liable not to plan beyond the initial cost and is likely to disregard future benefits that may offset this investment [26]. As planning is in itself an effortful, and therefore costly, task [5,27], a programmer may focus only on the initial costs of each strategy and exhibit a rigid pattern of function avoidance that is insensitive to task demands. This avoidance of code reuse has been observed in pupils and professional computer programmers [28,29]. This pattern does not contradict the cost–benefit framework per se, as the input to the cost–benefit function, i.e. the effort estimation, is biased. Yet it differs from the more general version given above as it predicts a rigid pattern of decisions that is less sensitive to context.

Code writers may also follow injunctive norms—i.e. rules that describe what people should do in a particular situation—rather than considering the task at hand [30–32]. In many cases, people are willing to exert extra effort to follow an injunctive norm, for example by waiting for the pedestrian traffic signal to turn green even when no cars or other people around. Indeed, people can differentiate between injunctive norms, e.g. whether people should drink and drive, and descriptive norms that describe what most people actually do, e.g. how likely are people to drink and drive [33,34]. As already mentioned, in computer programming the strategy of code reuse and function writing is hailed as best practice [17,21,22]. A programmer following such a strategy may therefore be less sensitive to the number of repetitions in a task and thus exert the additional cognitive effort of writing functions even when the number of repetitions is very low. The effect of cost–benefit considerations in making real-life decisions about whether to exert cognitive effort may be confounded by such injunctive behavioural prescriptions [34].
In this study, we set out to examine how cost–benefit considerations affect programmers’ decisions to write reusable code. We conducted three experiments in which we manipulated the number of repetitions within a coding task. All participants were students majoring in information systems. They were asked to do one of the following: (1) solve a task; (2) declare how they intend to solve a task (to overcome initial cognitive effort estimation); (3) plan and then solve a task. By examining the overall likelihood that an individual will solve a task by writing reusable code and the relationship between this likelihood and the number of repetitions in the task, we can provide evidence for the contribution of cost–benefit considerations in such real-world problems. Our main measure is the relationship between the number of repetitions in the task and the likelihood of function writing, and how it changes across experimental conditions, e.g. gradually increasing relationship or nonlinear one. We cautiously examine the time it took participants to complete each task, as one benefit of function use is that it allows faster solutions to highly repetitive tasks. Note that in addition to providing theoretical insights and predictions for programmers, our approach can inform real-life promotion of cognitive effort investments.

2. Material and methods

2.1. Participants

Our participants were 148 students in the Department of Information Systems at the University of Haifa. We aimed at a sample size of 40 participants per experiment, as we followed a similar within-subject design similar to Westbrook et al. 2013 [7]. We evaluated our sample size power when comparing distributions of function use between experiments (coding in Experiment 1 compared with experiment 3 resulted in effect size of 1.69, and power of 0.9 with our sample size) and within experiment (eta-square of repetition effect in Experiment 1 was 0.13, with power greater than 0.9 with our sample size and within-participants design). The participants in Experiments 1 and 3 were first-year students who had completed two basic programming courses (C and Java). The participants in Experiment 2 were third-year students who had completed additional and related advanced courses (Software Design and Software Engineering). Nine participants were excluded from the analysis as they did not meet our screening criteria (see §2.3 Data preparation). After this exclusion, we analysed data from 139 participants: Experiment 1 (N = 41, 18 female, 23 male [M(age) = 22.1, s.d. = 2.62, range = 19 to 29]; Experiment 2 (N = 50, 22 female, 28 male [M(age) = 25, s.d. = 2.6, range = 21 to 31]; Experiment 3 (N = 50, 26 female, 24 male [M(age) = 21.9, s.d. = 2.3, range = 18 to 27].

The experiments were approved by the Institutional Ethics Committee at the University of Haifa (Number 396/20), and each participant signed a letter expressing informed consent to participate in this study and confirming that all experiments were performed in accordance with relevant guidelines and regulations. Participants were compensated with course credit for their participation. Instead of participating in the experiment, students could choose an alternative non-research-related task and receive the same credit. The research team was not associated with the course.

2.2. Experimental design

We conducted a series of three experiments, with the results of each experiment guiding the design of the subsequent one. Each experiment was conducted in a computer laboratory classroom via a dedicated web application. As a first step in the experiment, participants were required to complete a screening coding task (figure 1) in which they were asked to write a computer-programming script that adds numbers to elements of three arrays using a function. This task was aimed at verifying that the participants knew how to write a function. Participants who failed to complete this task correctly were excluded from the analysis. After this screening task, participants were asked to perform the main task. Participants were not instructed about function use beyond this point.

In our experiments, participants were given a series of simple computer-programming tasks (figure 1). In each task, they were asked to perform a mathematical operation on all the elements in an array by adding, subtracting, or multiplying by a given number. The number of arrays to be changed differed in each task, while the operation to be performed for each array remained constant within the task. This increased the number of repetitions per task, namely, the number of times the same operation was performed. For example, in a no-repetition task, participants were asked to add the number 8 to all the elements in array A, while in a five-repetition task participants were asked to
add a different number to all the elements in each of the five arrays: A, B, C, D and E. Overall, participants were asked to perform 15 tasks in random order. The tasks entailed three operations (add, subtract, multiply) and five levels of repetition (1, 3, 5, 8 or 15 repetitions). According to cost–benefit considerations, an increase in the number of repetitions in a task should result in a greater likelihood that participants will write reusable code (functions) in their task solution, in our case manifested as a function.

Experiment 1 entailed coding tasks. A detailed task description (names of arrays and numbers to be added to/subtracted from/multiplied by each element) was displayed on the left-hand side of the screen, and a black window for writing the code appeared on the right-hand side of the screen. Participants could use copy and paste only within a task, as the clipboard was cleared between tasks.

Experiment 2 was designed to examine the effect of planning on the decision to use functions. It, therefore, included planning tasks. Participants were given a more abstract description of the task, which included the number of arrays to be manipulated and the operation to be performed on the arrays. Participants were asked to indicate whether or not they planned to use functions to solve this task. They were also told that after completing all the planning tasks, they would be required to code two of the tasks (to be randomly selected) according to their selected strategy during planning. We added this stipulation to induce participants’ commitment to their proposed plan.

Experiment 3 was designed to examine whether the observed planning effect translates to writing reusable code (i.e. using functions) and therefore included both planning and coding tasks. Each task was initially presented as a planning task, identical to the presentation in Experiment 2. Immediately thereafter participants were given a matching coding task, identical to the one presented in Experiment 1.

A detailed description of the instructions given to the participants is included in the electronic supplementary materials.

2.3. Data preparation

The data preparation included two steps: (i) exclusion of data from participants who failed to complete the preliminary task; and (ii) labelling each code solution written by participants as reusable or not.

Two experienced programmers external to the research served as evaluators in labelling the participants’ code solutions. To be labelled as reusable, a code solution had to consist of a fragment of code that is surrounded by a single block and that can be used at another location. We also required that both evaluators evaluate the code as meeting the above criteria for it to be conclusively labelled as reusable. The inter-rater agreement between the evaluators was high (90%). Code solutions for which the evaluators did not agree were marked as solutions that were not reusable. A sensitivity analysis on this classification showed that the overall effect is not altered when considering all disagreements as reusable solutions (electronic supplementary material, table ST3). Input from the
evaluators was also used to screen the participants based on their code in the screening task. A total of nine participants failed to complete the preliminary task in our experimental design and were excluded: one from Experiment 1, seven from Experiment 2 and one from Experiment 3.

2.4. Data analysis

We used mixed-effects logistic regression models to examine function use in coding and planning. Participants’ decisions (function/no function during coding/planning) served as the dependent variable, and the order of the task in the experiment and number repetitions served as dependent variables of interest. These multi-level models [35,36] include group-level coefficients, i.e. fixed effects and individual-level intercept coefficients of no interest, i.e. random effects. All models were fitted using the lme4 package in R [37].

Repetition levels were modelled in two different ways using two independent models. In the first model, repetition levels were modelled using an ordered scale from 1 (1 repetition) to 5 (15 repetitions). In the second model, repetitions were modelled using a two-level factor—either one repetition or more than one repetition—to capture the recommended practice heuristic used by the participants. The Bayesian information criterion (BIC) scores of the models were compared to identify the model that best fit the data.

3. Results

3.1. Experiment 1

Experiment 1 was designed to examine cost–benefit considerations in participant-programmers’ decisions to write reusable code. In this experiment, participants were presented with multiple computer-programming tasks that included a varied number of repetitions (arrays to update). For each task, the participant was provided with the array names, operations and numbers to be used to update the elements in each array and then asked to write a computer-programming script to solve the task.

In Experiment 1, we observed that most participants (22 out of 39) did not write a single function. Rather, they opted for a clone-and-tweak strategy, even when the same operation was performed for 15 different arrays (figure 2a). This pattern could arise from biased cost–benefit estimation in which the participants focused only on the immediate cognitive effort of code-reuse and clone-and-tweak strategies for one repetition and ignoring future costs and benefits. This pattern may also arise from indifference between the clone-and-tweak and reusable-code strategies, as participants may find it just as easy to copy and paste their solution, and write a function and calling it multiple times.

We then focused on the subset of participants who chose to write functions at least once (16 out of 39 participants) to better characterize the parameters underlying the decisions to use functions. We conducted a mixed-effect logistic regression on the participants’ decisions, where the decisions...
(1 = function, 0 = no function) were the dependent variable (the results from a model including all participants is available in electronic supplementary material, table ST1). The model included a group-level coefficient for the number of repetitions within each task (1, 3, 5, 8, 15) and the task order (1–15), i.e. the order of the task within the experiment. The results (table 1) show that the subset of participants in Experiment 1 who wrote functions at least once was affected by the number of repetitions (figure 2b) and by the task order (figure 2c). In other words, their tendency to write functions increased as the number of repetitions within a task increased, in line with the cost–benefit framework prediction. In addition, they were more likely to write functions in tasks given later in the experiment than in tasks given earlier. This effect may further indicate how people update their estimation after experiencing the effort associated with function avoidance, i.e. learning the marginal value of mental effort [38], supporting the biased effort-estimation account of avoiding the use of functions.

### 3.2. Experiment 2

Experiment 2 was designed to examine whether planning can overcome the tendency to avoid writing reusable code, which may stem from only taking into account the immediate cognitive effort required by the two programming strategies, or from indifference between the two coding strategies. In this experiment, participants were given a more abstract description of the task, including the number of arrays to be updated and the operation to be performed on each element in the arrays (figure 1). They were not asked to solve the task immediately but rather to indicate whether they planned to use functions. They were also told they would be required to implement two of the planning tasks (chosen randomly).

In this experiment, all the participants indicated at least once that they would use functions to solve the task. Almost half (24 out of 50) planned to use a function in all the tasks that entailed more than one array, i.e. 12 out of the 15 tasks (figure 3a). This distribution differed significantly from the distribution observed in Experiment 1 (Kolmogorov–Smirnov test, $D = 0.68$, $p < 0.001$). This significant difference between planning and coding indicated that participants approached the planning and coding
decisions differently. In both cases, the majority of the participants displayed a decision pattern that was not sensitive to the number of repetitions in the task. However, this insensitivity was manifested in different biases—away from functions in Experiment 1, and toward functions in Experiment 2.

To investigate participants’ sensitivity to the number of repetitions in a task, we compared two logistic regression models. The first model was identical to the one used in Experiment 1, with the repetition effect coded as a gradual increase (1, 3, 5, 8, 15). To examine whether participants used a non-gradual strategy (if more than one repetition then use a function) that represented the injunctive norm in their decision to write functions, we fitted a second model to all decisions in which the repetition levels were conceptualized in terms of two levels only: ‘1’ for one repetition and ‘greater than 1’ for all other levels. We compared how well each of these two models fitted the data by examining their goodness of fit scores (Bayesian information criteria—BIC). Another account is a nonlinear increase in the cost of clone-and-tweak strategy with the number of repetitions. While we formally evaluated this model (electronic supplementary material, table ST4), this model did not perform as well as the other model, and is in stark contrast with the cost considerations observed in Experiment 1.

We fitted both models to the subset of participants who chose to avoid functions at least once (40 out of 50 participants). We found that decisions that entailed planning to write functions were markedly better modelled by the heuristics model (BIC gradual model: 513.88, BIC more-than-once model: 439.96, $\chi^2 = 73.92$). This indicates that the likelihood of planning to use functions did not gradually increase with the number of repetitions, but rather followed the more than one repetition injunctive norm, increasing from a very low likelihood to an almost fixed point when tasks included more than one repetition (figure 3b). Using the more-than-one model, we observed a significant repetition effect (table 1), while the order effect was not significant (table 1 and figure 3c). The non-significant order effect may indicate that when planning to use functions participants followed an injunctive rule and were less affected by the subjective value of using functions. This result may also be a consequence of not actually being engaged in the code writing, as such engagement could potentially update their perception of the subjective value.

3.3. Experiment 3

Finally, Experiment 3 was designed to evaluate whether planning combined with immediate implementation of the plan (i.e. combining Experiment 1 and 2) would yield a larger cost–benefit effect. As in Experiment 2, in each task in Experiment 3 participants were initially asked to make a planning decision. Immediately after each planning task they were then required to code the task, as in Experiment 1. Hence in this experiment, planning and coding were interwoven. The need to plan on the one hand while experiencing the cost of cognitive effort when programming the task on the other hand may serve to increase the effect of cost–benefit considerations.

In Experiment 3, we observed that all the participants planned to use functions at least once, and many of them planned to use functions in all tasks with more than one repetition (22 out of 50), a behaviour similar to that observed in Experiment 2, which included only the planning phase.
This similarity was also confirmed using the Kolmogorov–Smirnov coefficient to examine the difference between the planning frequencies in Experiments 2 and 3, a difference that was far from significant ($D = 0.095$, $p = 0.97$).

Nevertheless, the participants’ decision regarding how to write the code in Experiment 3 differed markedly from the parallel decision in Experiment 1 (figure 4b). In Experiment 3, we observed a lower function avoidance rate than in Experiment 1, as only 10 out of 50 participants avoided writing functions in all coding tasks in this experiment. In addition, 12 out of 50 participants wrote functions in all the tasks that included more than one repetition, in line with their decision in the planning phase. The resulting overall distribution of function use in Experiment 3 was significantly different than in Experiment 1 ($D = 0.35$, $p = 0.0086$). Note that the participants did not always comply with their planning decision in their coding, such that they did not always use functions in their code, even after stating they planned to do so.

We then examined the effects of repetition and order on planning and coding in Experiment 3, in the subset of participants who used functions at least once and avoided functions at least once (46 out of 50 participants). First, we found that the more-than-once model fitted the data better than the gradual repetition effect model, both for planning decisions to use functions (BIC gradual model: 564.11, BIC more-than-once model: 454.42, $\chi^2 = 65.37$) and for decisions to code with functions (BIC gradual model: 617.31, BIC more-than-once model: 470.72, $\chi^2 = 101.2$). It is worth mentioning that ‘more-than-once’ model represents a nonlinear relation, in which the benefits of functions rise sharply when the task includes repetitions. We used a formal model of nonlinear relationship, including a quadratic parameter, and found that it did not perform as well as the more-than-once model (a nonlinear model is included in electronic supplementary material, table ST4). In both cases, a significant repetition effect was observed (table 1 and figure 4c and d), while the order effect was not significant (table 1 and figure 4e and f). These results indicate that the effect of the planning phase on coding, as observed in the distribution of function use in Experiment 3, resulted in coding behaviour that followed an injunctive norm, similar to Experiment 2. This result indicates that the changes in coding behaviour were not mediated by a revised effort estimation process due to planning, but rather through use of the injunctive norm.

Figure 4. Computer-programming decisions in Experiment 3. (a) Percentage distribution of planning to code with functions in Experiment 3. The subset of participants who avoided functions at least once followed a more-than-once rule when planning their solution (b), and did not show any order effect when planning to use functions (c). Panels (d–f) show the same information as (a–c) for writing code with functions immediately after planning. The patterns of planning and coding were not sensitive to cost–benefit considerations.
3.4. Task completion time

Finally, changes in cost–benefit considerations may be manifested in the time it took participants to complete the different coding tasks. If functions provide benefit in that they speed up the coding of repetitive tasks, we can expect a faster completion time when functions are used. We, therefore, examined completion times in Experiments 1 and 3 (figure 5). The overall pattern indicates that in Experiment 1 participants using functions completed tasks faster than participants using loops. However, in Experiment 3 the pattern is opposite, with participants using functions spending more time than participants using loops, especially in the low repetition conditions. We conducted a mixed-effect linear regression, with completion time in seconds as dependent variable, and solution type (loops/functions) and repetitions within each task as independent variables. This analysis was carried out independently for each experiment. In Experiment 1 we found a significant main effect of repetitions (estimate ± s.e.: 51.74 ± 3.36, \( t_{521.21} = 15.41, p < 0.001 \)), and a main effect of solution type (estimate ± s.e.: 46.03 ± 14.08, \( t_{170.59} = 3.27, p = 0.0013 \)), as functions were generally faster than loops (full results in electronic supplementary material, table ST6). In Experiment 3 we found a significant main effect of repetitions (estimate ± s.e.: 35.12 ± 2.3, \( t_{740.44} = 12.88, p < 0.001 \)), and a main effect of solution type (estimate ± s.e.: −38.28 ± 9.06, \( t_{382.96} = −4.22, p < 0.001 \)), as functions were generally slower than loops (full results in electronic supplementary material, table ST6). This difference between Experiments may be related to the overuse of functions by participants in Experiment 3, indicating the cost of writing functions. However, this analysis should be considered with caution. We allowed participants to choose which solution to code (our main measurement), and therefore did not have within-participants comparison of solutions, and the separation for two solutions is biased (as the histograms of function use reveal). It may therefore be that participants that used the loops solution in Experiment 1 would have spent longer time if they opted for writing functions, and vice versa in Experiment 3. Therefore, it may not straightforwardly support a conclusion that writing functions is a faster solution than using loops for all participants.

4. Discussion

In this study, we set out to examine whether and how cost–benefit considerations affect the decision to exert cognitive effort in a computer-programming task. Specifically, we were interested in how such
considerations fare against other factors that may affect such decisions. We manipulated the number of repetitions required for a computer-programming task based on the assumption that an effect of repetitions on decisions would indicate the role of cost–benefit considerations, while the lack of such an effect may stem either from indifference between the two coding strategies, or a decision process based on other factors, such as biased cognitive effort estimation and compliance with an injunctive norm. The results of our first experiment showed that less than half of the participants exhibited a cost–benefit decision pattern that was sensitive to the number of repetitions in a task. The rest of the participants (more than half) avoided writing reusable code altogether. In Experiments 2 and 3 we asked participants to plan how they would solve the task and to indicate their decision before solving the task. We found an overwhelming difference in the decisions made in these experiments compared with those made in Experiment 1 (coding only): most participants indicated they planned to use functions in all tasks that involved repetitions. Note that their decisions were not sensitive to the number of repetitions, provided there was more than one repetition. This indicates that their planning was not related to the preference observed in Experiment 1. Such pattern can arise from a nonlinear increase in cost of using loops, which will make functions more useful even with three repetitions. However, this pattern is also in line with a more-than-once injunctive norm, which may be triggered following the explicit planning question. These results indicate that the decisions made by programmers are flexible and relatively easy to manipulate when nudged by a planning activity, but are less affected by cost–benefit considerations.

Our results point to a new direction that should be considered in studying cognitive effort, and indeed other types of efforts and utility-based decision-making. The current approach in this field highlights cost–benefit considerations, which predict sensitivity to the amount of effort and the outcome of each option \[1,2,23\]. This approach builds on numerous experimental results that show a gradual increase in the likelihood of engaging in a cognitive effortful activity as the expected rewards increase, along with greater willingness to expend higher effort to gain greater rewards \[4,7,10,39–41\]. However, as demonstrated here, some other considerations and factors may affect this pattern, making behaviour more rigid and indifferent to changes in the cost and effort demands of the task at hand. We observed that many of our participants did not choose to write functions to solve the programming task, a strategy that is associated with a single high initial investment of cognitive effort but rather chose the clone-and-tweak strategy in which cognitive effort is initially low and increases with repetitions. This result may indicate an indifference toward the effort demands of the two coding strategies, with benefits of writing functions never outweighing the benefits of clone-and-tweak.

However, the finding that at least some participants were more likely to use functions when the number of repetitions in the task increased (repetition effect), and the finding that some participants were more likely to use functions after completing some tasks (order effect), suggest that at least some of this effect is driven by biased effort-estimation. This bias may be due to a Pavlovian avoidance response to high investments or high costs \[24\]. Participants may have stopped planning beyond the initial costs of each option and were therefore biased in their effort estimation, leading to a rigid pattern of decisions. The cost–benefit framework should therefore incorporate the way in which cognitive effort is estimated as well as the notion that the process of estimation demands cognitive effort, especially when there is uncertainty concerning the amount of effort required in the future \[5,25\].

In Experiments 2 and 3, we observed rigid behaviour that was not sensitive to the number of repetitions but in a different way from the pattern observed in Experiment 1. This may be explained by a sudden change in cost–benefit estimation, under which the benefit of functions outweighs the cost of cognitive effort even in three repetitions. However, another explanation that is also related to the planning procedure introduced in Experiments 2 and 3, is that participants seemed to follow a more-than-once injunctive norm when prompted to state how they plan to solve the task. Adherence and conformity to social norms are known to have positive outcomes for the individual and may provide social motivation \[42–47\]. Normative considerations may completely offset cost–benefit calculations, as demonstrating one’s willingness to pay a cost (cognitive effort) to adhere to a norm may serve as a strong social signal \[48\]. While one may argue that these external motivations do nothing more than add to the benefits associated with cognitive effort, we argue that this perspective may not be useful. Normative considerations may be associated with a variety of actions, regardless of their demand for cognitive effort, and therefore undermine the predictability of cost–benefit considerations. In addition, such normative effects are categorical and not sensitive to the amount of effort and its outcome. We therefore suggest that cost–benefit considerations may constitute only one factor among many others that determine the amount of cognitive effort to be exerted. In cases where normative rules apply, especially in social contexts, deontological and normative considerations may have a greater effect than cost–benefit considerations \[49\].
Our work demonstrates the value of applying theoretical predictions from psychology to problems in other fields of research and points to the mutual benefits of multidisciplinary research. How to understand the cognitive processes underlying programmers’ decisions and how to promote efficient and reusable programming practices are prevalent issues in the field of software engineering [20–22,29,50]. For example, tools have been developed to detect cloning and replace it with reusable functions [50]. Our findings that programmers can be nudged to follow an injunctive norm—the more-than-once norm—and completely reverse their initial decision may be useful in developing real-world interventions. On the other hand, applying theory-based decisions in a new context that extends beyond the more traditional cognitive psychology tasks allowed us to examine how theoretical predictions fare in a more complex context, to delineate their limitations and to point to new research directions in the fields of decision-making, cognitive effort and motivation.

Our work has some limitations that should be acknowledged when interpreting the results and when designing future studies and applications. First, our participants were university students studying information systems. Such students may be more prone to follow the injunctive norms learned in class. Nevertheless, they still avoided using reusable code when not prompted by a planning instruction. The impact of such recommended best practices may diminish as they spend more time in professional environments, making our findings less readily applicable to experienced programmers or those who were not formally trained. In such cases, however, we suggest it may be useful to stress the normative aspects of programming and review the code and coding process, not only the outcome of the programming task, to promote the use of these best practices. An additional limitation of our current work is its focus on relatively simple computer-programming tasks, where the benefits of writing reusable code may not be immediately apparent. In more complicated tasks and work settings, code reuse has considerably greater benefits and may even emerge from the structure of the task. Nevertheless, research has found that even in these scenarios, code reuse is frequently lacking, causing frustration to team leaders and project managers [20,29]. In line with previous studies on cognitive effort, in our current study, we were able to examine the effect of experimental manipulation by using a simple scenario and therefore draw straightforward theoretical predictions.

To conclude, we examined how cost–benefit considerations affect the decision to exert cognitive effort in a real-world computer-programming task. We found that cost–benefit considerations had a limited effect on participants’ decisions, which were overwhelmingly determined by other factors that were less sensitive to changes in the costs and benefits of the different coding strategies. Future investigations of cognitive effort should strive to understand how different factors such as bias effort estimation and external motivations such as norms can be integrated into current theories of cognitive effort and decision-making. Inspiration from problems in other research fields may provide fertile ground for such theoretical insights and yield applicable solutions for real-world problems.
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