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ABSTRACT

In this work we propose a random graph model that can produce graphs at different levels of sparsity. We analyze how sparsity affects the graph spectra, and thus the performance of graph neural networks (GNNs) in node classification on dense and sparse graphs. We compare GNNs with spectral methods known to provide consistent estimators for community detection on dense graphs, a closely related task. We show that GNNs can outperform spectral methods on sparse graphs, and illustrate these results with numerical examples on both synthetic and real graphs.
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1. INTRODUCTION

Graph neural networks (GNNs) have achieved impressive results in network data, with successful applications including genomic sequencing [1] and satellite navigation [2]. Their empirical success is supported by a growing body of work on the mathematical properties of these models, such as their universality [3], expressive power [4, 5], stability [6] and transferability [7]. GNNs are built as sequences of layers in which each layer composes a graph convolutional filterbank and a pointwise nonlinearity. A variety of constructions exist in the literature, but most of them are expressible as deep convolutional models; see [8, Sec. I.A].

In this paper, we propose a study of GNNs on node classification tasks. Such tasks are standard graph signal processing problems where the graph is the support of the data and the node features and labels are the input and output signals respectively. We introduce a novel random graph model (Def. 2) encompassing both dense and relatively sparse graphs and, leveraging the fact that GNNs are spectral operators, analyze their performance on node classification in the spectral domain. We further compare GNNs against spectral embedding (SE), a class of established statistical methods for community detection on graphs [9, 10].

Our results show that, while SEs degrade with graph sparsity (Thm. 1), under mild assumptions on the graph and on the signals there exist GNNs which perform consistently well on sparse graphs (Thm. 2). These findings are demonstrated empirically through numerical experiments on both synthetic and real-world graphs (Sec. 4). Compared with SEs, GNNs achieve similar performance on dense graphs, and better performance on sparse graphs.

Related work. Many works have highlighted the advantages and limitations of GNNs in node classification and community detection. [11, 12] prove that the graph convolution extends the regime in which the classes are separable when the data is Gaussian. Similarly to our Thm. 2, [13] derive conditions on the data and the graph Laplacian under which spectral GNNs are universal. [14] showed empirically that in certain node classification datasets GNNs perform no better than label propagation and spectral positional encodings. In a more recent line of work, [15, 16, 17] analyze how the graph homophily influence the performance of GNNs on node classification. To our knowledge, our work is the first to analyze GNN on node classification by making the distinction between dense and sparse graphs; we achieve so by proposing a general random graph model that encompasses the Stochastic Block Model (SBM) commonly used in existing works.

2. PRELIMINARY DEFINITIONS

A graph $G$ is a triplet $G = (V, E, W)$ where $V = \{1, \ldots, N\}$ is the node set, $E \subseteq V \times V$ the edge set, and $W : E \to \mathbb{R}$ a function assigning edge weights. We focus on unweighted, undirected and connected graphs $G$, so that $W : E \to \{0, 1\}$, $W(i,j) = W(j,i)$ for all $i, j$ and there is a single connected component. We represent the graph $G$ by its adjacency matrix $A \in \mathbb{R}^{N \times N}$, defined as $[A]_{ij} = W(i,j)$ if $(i,j) \in E$ and 0 otherwise. Since $A$ is symmetric, it can be diagonalized as $A = V \Lambda V^\top$. The diagonal elements of $\Lambda$ are the eigenvalues $\lambda_i \in \mathbb{R}$, $|\lambda_1| \geq \ldots \geq |\lambda_N|$, and the columns of $V$ the corresponding eigenvectors $v_i$, $1 \leq i \leq N$.

We assume that the nodes of $G$ can carry data, which is represented in the form of graph signals [18, 19]. A graph signal is a vector $x \in \mathbb{R}^N$ where $[x_i]$ is the value of the signal of the node $i$. More generally, graphs can also carry $D$-dimensional signals $X \in \mathbb{R}^{N \times D}$, where each column of $X$, denoted $x_i$, is a node feature.

Closely related to node classification, community detection consists of clustering nodes $i \in V$ into $K$ communities. The goal of community detection is thus to obtain a graph signal $Y \in [0,1]^{N \times K}$ where each row $Y_{i,:}$ represents the community assignment of node $i$ (potentially overlapping [20]). In this paper, we assume non-overlapping communities, so that $[Y_{i,:}]_{j} = \text{one-hot}(k)$ (i.e., $[Y_{i,:}]_{j} = 1$ for $j = k$ and 0 for $j \neq k$) implies that node $i$ is in community $k$.

There are many variants of community detection [10]. For example, the number of communities $K$ may or may not be predefined [21], and the problem can be solved in an unsupervised or supervised manner [22]. In this paper, we assume that $K$ is given and solve the problem with supervision. Formally, given a graph $G$ and a signal $X$, and a true community assignment matrix $Y$, we fix a training set consisting of a subset $T = \{i_1, \ldots, i_m\} \subset V$ of the graph nodes. This training set is used to define a node selection matrix $M_T \in \{0, 1\}^{N \times N}$ where $[M_T]_{ij} = 1$ only for $i = m$, $j = l_m$, and the masked input signal $X_T \in \mathbb{R}^{N \times D}$ where $[X_T]_{i,:} = [X]_i$ for $i \in T$ and 0 otherwise. We then use $T$ to solve the following optimization problem

$$
\min_{f} \ell(M_T Y, M_T f(A, X_T)) \tag{1}
$$

where $\ell : \mathbb{R}^{M \times K} \times \mathbb{R}^{M \times K} \to \mathbb{R}$ is a loss and $f : \mathbb{R}^{N \times N} \times \mathbb{R}^{N \times D} \to \mathbb{R}$ is a parametric function.

Typically, the function $f$ is parametrized as

$$
f = c \circ \phi \tag{2}
$$

where $c$ is a classifier, $\phi$ is an embedding, and $\circ$ denotes function composition. We will consider the case where the embedding is obtained via SEs in Sec. 2.1, and via GNNs in Sec. 2.2.

2.1. Stochastic Block Model and Spectral Embeddings

The canonical statistical model for graphs with communities is the stochastic block model (SBM).
Definition 1 (Stochastic Block Model). A SBM graph with $K$ communities is defined as a graph $G$ with adjacency matrix $A \in \{0, 1\}^{N \times N}$ given by

$$A \sim \text{Ber}(P), \quad P = YBY^\top$$

where $Y \in \{0, 1\}^{N \times K}$ is the community assignment matrix $Y_i = \text{one-hot}(k_i)$, and $B \in [0, 1]^{K \times K}$ is a full-rank matrix representing the block connection probability.

Spectral methods for community detection are inspired by the spectral decomposition of the SBM. Consider for example the case where $K = 2$, $B = [p \; q \; q \; p]$, $p \neq q$, and the communities are balanced, i.e., $N$ is even and both communities have size $N/2$. Relabeling $V$ so that the first $N/2$ nodes belong to the first community and the remaining $N/2$ to the second, we see that the eigenvectors of $EA \equiv P$, the expected adjacency, are given by

$$[v_1(EA)]_i = \frac{1}{\sqrt{N}}, \quad [v_2(EA)]_i = \begin{cases} -1/\sqrt{N} & i \leq N/2 \\
+1/\sqrt{N} & i > N/2. \end{cases}$$

(3)

For a graph $G$ sampled from this model, with sufficiently large $N$ and mild assumptions on $p, q$, we can thus expect the eigenvector $v_2(A)$ to provide a good estimate of its community structure, i.e., $v_k(A) \approx v_k(EA)$, $k \in \{1, 2\}$.

Real-world graphs $G$ have more intricate sparsity patterns than the SBM, but it is reasonable to assume that if the graph $G$ has two balanced communities, for some permutation of the nodes its adjacency matrix $A$ can be approximately written as $A = A_{\text{SBM}} + E$, where $A_{\text{SBM}}$ is as in Def. 1 and $E$ can be seen as a perturbation satisfying $\|E\|_2 < \|A_{\text{SBM}}\|_2$. As such, the first two eigenvectors of $A$ still “embed” community information. More generally, in graphs $G$ with $K > 2$ balanced communities, the community information is “embedded” in the first $K$ eigenvectors of $A$.

Based on this observation, the order-$K$ spectral embedding of a graph $G$ is defined as

$$\phi_{SE}(A) = [v_1\; v_2 \; \ldots \; v_{K-1} \; v_K] = V_K,$$

(4)

i.e., as the concatenation of the first $K$ eigenvectors of $A$. Variants of SE tailored for sparse graphs propose replacing $A$ with other graph operators, such as the normalized adjacency matrix $A := D^{-0.5}AD^{-0.5}$ where $D$ is the degree matrix [23], the non-backtracking operator [10], etc.

Note that $\phi_{SE}$ is nonparametric; it can be obtained directly from the graph without node label supervision. When we use spectral embeddings in (2), the only parameters that are learned are those of the classifier $f$, e.g., choosing a linear classifier yields a simple parameterization of $f$ as $f(A) = c \circ \phi_{SE}(A) = \text{softmax}(V_K C)$ where $C \in R^{K \times L}$ is learned. More generally, it is possible to use embeddings $\phi_{SE}(A) = V_K$ with $K > K_o$, i.e., with a larger number of eigenvectors than that of communities, in which case $C \in R^{K_o \times K}$.

An important observation to make is that $\phi_{SE}$ (and so $f$) do not need to depend on $X$, but if such node features are available, they can be incorporated into the spectral embedding in different ways, e.g., [24, 25, 26, 27, 28]. We consider an approach similar to [26], by first embedding the node feature covariance and concatenating it with the spectral embedding. More precisely, let $V_{\lambda}$ be the first $K$ eigenvectors of the covariance matrix $XX^\top$, then the feature-aware spectral embedding is defined as

$$\phi_{FA}(A; X) = [V_K \; V_{\lambda}].$$

(5)

2.2. Graph Neural Networks

Given a graph $G$ with adjacency matrix $A \in R^{N \times N}$ and a graph signal $x \in R^N$, a graph convolution (or filter) is given by [29]

$$u = \sum_{k=0}^{K-1} h_k A^k x$$

(6)

where $h_0, \ldots, h_{K-1}$ are the filter coefficients or taps. More generally, if $X \in R^{N \times D}$ and $U \in R^{N \times G}$ have $D$ and $G$ features respectively, we write

$$U = \sum_{k=0}^{K-1} A^k XH_k$$

(7)

where the filter parameters are now collected in the matrices $H_0, \ldots, H_{K-1} \in R^{G \times G}$.

Graph neural networks (GNNs) are deep convolutional architectures where each layer composes a graph convolution (7) and a pointwise nonlinearity $[\sigma(U)]_{ij} = \sigma([U]_{ij})$, e.g., the ReLU or the sigmoid. The 0th layer of a GNN can thus be written as

$$X_0 = \sigma \left( \sum_{k=0}^{K-1} A^k X_{F_{k-1}}H_k \right)$$

(8)

where $X_{F_{k-1}} \in R^{N \times F_{k-1}}$ and $X_{F_k} \in R^{N \times F_k}$ are the input and output to this layer with $F_{k-1}$ and $F_k$ features each. If the GNN has $L$ layers, its input and output are $X_0 = X \in R^{N \times F_0}$ and $X_L \in R^{N \times F_L}$.

The GNN in (8) may be used to parametrize $f$ in (2), in which case we define the GNN embedding

$$\phi_{GNN}(A, X) = X_L.$$

(9)

3. MAIN RESULTS

In the following, we introduce a random graph model for both dense and sparse graphs. We use this model to prove a result that helps explain the limitations of spectral embeddings on sparse graphs. We then show that under mild assumptions on both the graph and the input signal, GNNs give access to entire spectrum, and thus can learn embeddings that are more expressive than spectral embeddings.

3.1. A Graph Model for Dense and Sparse Graphs

Def. 2 introduces a random graph model allowing to model graphs with varying levels of sparsity according to a sparsity parameter $\gamma$.

Definition 2 (Dense-Sparse Graph Model (DSGM)). A DSGM graph with kernel $W$ and sparsity parameter $\gamma$ is defined as a graph $G$ with adjacency matrix $A \in \{0, 1\}^{N \times N}$ given by

$$[A]_{ij} = [A]_{ji} \sim \text{Ber}(W(u_i, u_j)), \quad u_i = \begin{cases} u_{i-1} + \gamma, & 2 \leq i \leq N \\
-\frac{N}{2} \gamma + \gamma, & i = 1 \end{cases}$$

where $W : R^2 \rightarrow [0, 1]$ is symmetric, $\|W\|_{L^2} < \infty$, and $\gamma > 0$.

This model allows sampling both dense and sparse graphs because, since $W$ has vanishing tails (or can be mapped to a kernel that does by some measure-preserving transformation), for a fixed $N$ the graph is sparser for larger $\gamma$.

The kernel $W$ defines a self-adjoint Hilbert Schmidt operator. Hence, it has a real spectrum given by

$$\int_{-\infty}^{\infty} W(u,v)\varphi_i(u)du = \lambda_i \varphi_i(v)$$

(10)
where the eigenvalues $\lambda_i$ are countable and the eigenfunctions $\varphi_i$ form an orthonormal basis of $L^2$. By convention, the eigenvalues are ordered as $|\lambda_1| \geq |\lambda_2| \geq \ldots$. Moreover, $|\lambda_i| \leq \infty$ for all $i$, and $\lambda_i \to 0$ as $i \to \infty$ with zero being the only accumulation point.

We further introduce the notion of a kernel induced by a graph, which will be useful in future derivations. For $N \geq 2$, the kernel induced by the graph $G_N$ with adjacency $A_N$ and sparsity parameter $\gamma$ is defined as

$$W_N(u, v) = \sum_{i=1}^{N-1} \sum_{j=1}^{N-1} [\mathbf{A}_N]_{ij}(u \in I_i) \delta(v \in I_j)$$

where $I_i = [u_i, u_{i+1})$ for $1 \leq i \leq N - 2$, $I_{N-1} = [u_{N-1}, u_N]$, and $u_i$ is as in Def. 2.

### 3.2. Limitations of Spectral Embeddings

To discuss community detection on graphs sampled from a DSGM (Def. 2), we assume that the kernel $W$ exhibits community structure. For simplicity, we focus on 2 communities but the discussions can be easily extended to $K$ communities. Inspired by the degree-corrected SBM [30, 31], in Def. 3 we introduce the degree-corrected stochastic block kernel (SBK) as the canonical kernel for DSGMs with 2 balanced communities. This model is suitable to model sparse graphs and well-studied in the spectral embedding literature [31, 23]. To ensure that models based on these kernels are valid DSGMs, we restrict attention to finite-energy degree functions $\theta$.

**Definition 3 (Degree-Corrected SBK).** The degree-corrected SBK with 2 communities is given by

$$W(u, v) = \begin{cases} \theta(u) \theta(v) p, & uv \geq 0 \\ \theta(u) \theta(v) q, & uv < 0 \end{cases}$$

where $\theta : \mathbb{R} \to [0, 1], \theta \in L^2$, is the degree function. The true community assignment is $Y(u) = \{0\}I(u \geq 0) + \{1\}I(u < 0)$, which is independent of $\theta$.

It is not difficult to see that the first 2 eigenfunctions of $W$ in Def. 3 reveal the community structure.

**Theorem 1 (Eigenvalue and eigenvector concentration).** Let $G_N$ be a graph sampled from the DSGM in Def. 2, where $N$ satisfies [7, Ass. AS4]. Let $c \leq [N/2]\gamma - \gamma/2$, and assume that:

1. $W$ is $A_N$-Lipschitz in $[-c, c]$, see $[7, \text{Ass. AS2}]$.
2. $\int_{|w| \geq c} \int_{|w| \geq c} W(u, v) du dv < \epsilon(c)$.

Then, with probability at least $1 - \chi$, the difference between the $k$th eigenvalue of $G_N$ and $W$, $1 \leq k \leq K$, is bounded by

$$|\lambda_k(W_N) - \lambda_k(W)| \leq 4A_N c_7 + \beta(\chi, N) N^{-1} + \epsilon(c)$$

$$\leq 2A_N N^{\gamma/2} + \beta(\chi, N) N^{-1} + \epsilon(c)$$

$$\varphi_k(u) = \frac{1}{\sqrt{C}} \varphi_k(u), \varphi_k(u) = \left(\sqrt{\theta(u)I(u < 0) + \theta(u)I(u \geq 0)}\right) / C,$$

where $C = \int \theta(u) du$.

**Proof.** Refer to the extended version in this link.

This theorem shows that the differences between the eigenvalues and eigenvectors of the graph and the underlying random graph model are upper bounded by terms that increase with $\gamma$. Consider a dense graph $G_N^d$ and a sparse graph $G_N^s$ sampled from DSGMs with same kernel $W$ but different sparsity parameters $\gamma_d < \gamma_s$. If $N$ and $c$ are large enough for the term depending on $A_N c_7$ to dominate the bound in the dense case, the bound on the difference between eigenvalues and eigenvectors in the sparse case is much larger than in the dense case. In the context of community detection, this can be interpreted to mean that, since $\varphi_k(W_N^d)$ is close to $\varphi_k(W)$ for dense graphs, some linear combination of the eigenvectors $v_k(G_N^d)$ provides a good estimate of the true community assignment $Y$. This is not true for the eigenvectors $v_k(G_N^s)$ of the sparse graph, since $\varphi_k(W_N^s)$ is further away from $\varphi_k(W)$. Another way to think about this is that on dense graphs most of the “community information” is on the first $K$ eigenvectors. On sparse graphs, it is more spread throughout the spectrum. This implies that while spectral embeddings may be effective for community detection on dense graphs, they are less likely to be effective in sparse graphs. We further demonstrate this empirically in Sec. 4. An interesting future direction is to strengthen Thm. 1 by showing a matching lower bound.

### 3.3. Graph Neural Networks for Community Detection

In sparse graphs, GNN embeddings are a better option than spectral embeddings because, provided that the input signal $X_F$ in (1) is not orthogonal to any of the graph’s eigenvectors, GNNs “have access” to the entire spectrum. Moreover, if the true community assignment signal is $Y$, a GNN can always represent $Y$ with $K \leq N$ (in $Y$). These claims are formally stated for the simple graph convolution (6) in Thm. 2. They can be readily extended to multi-feature graph convolutions (7) and GNNs (8) where the nonlinearity $\sigma$ preserves the sign (e.g., the hyperbolic tangent).

**Theorem 2 (Expressive power of graph convolution).** Let $G$ be a symmetric graph with full-rank adjacency matrix $A \in \mathbb{R}^{N \times N}$ diagonalizable as $A = V \Lambda V^T$ where all eigenvalues have multiplicity one. Let $x \in \mathbb{R}^N$ be an input signal satisfying $V^T x_i \neq 0$ for $1 \leq i \leq N$. Consider the graph convolution $\tilde{y} = \sum_{k=0}^{N-1} h_k A^k x$ (6). Then, the following hold:

See [32, Lemma 2] for the relationship between $\lambda_k(G_N^d), \varphi_k(G_N^d)$ and $\lambda_k(W_N^d), \varphi_k(W_N^d)$.
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1. For all $K \geq 1$, there exist $h_0, \ldots, h_{K-1} \in \mathbb{R}$ such that $y$ satisfies $[V^T \hat{y}_i] \neq 0$ for every $i$.

2. Let $y \in \mathbb{R}^N$ be a target signal. There exist $K \leq N$ coefficients $h_0, \ldots, h_{K-1} \in \mathbb{R}$ such that $\hat{y}$ satisfies $\hat{y} = y$.

Proof. Refer to the extended version in this link. Also note that this theorem is analogous to [13, Thm. 4.1], which proves a similar result for GNNs based on the graph Laplacian. □

Note that the assumptions of Thm. 2 are not too restrictive; most real-world graphs are full rank, and even a random signal $x \in \mathbb{R}^N$—which may be used as the input in (9) when $x$ is not given—satisfies $[V^T x_i] \neq 0$ with high probability. It is also worth pointing out that while $K \leq N$ is necessary to exactly represent $y$, in practice small $K$ is often enough to obtain good approximations of the true community assignment as illustrated in Sec. 4. This is another reason why in practical, large graph settings, GNN embeddings are advantageous w.r.t. spectral embeddings: a small number of matrix-vector multiplications requires less computations than calculating a number of eigenvectors at least as large as the number of communities.

4. EXPERIMENTS

In what follows, we conduct simulations on synthetic graphs sampled from a DSGM (Section 4.1) and real-world graphs (Section 4.2). For completeness, we consider graph operators $A$, $\hat{A}$. Our empirical results validate our theoretical analysis and show that GNNs outperform spectral embedding for community detection in sparse graphs.

4.1. Experiments on Synthetic Graphs

Setup. We consider the following kernel

$$W(u, v) = \begin{cases} \frac{p}{(|u|+1)^2(|u|+1)} & vv \geq 0 \\ \frac{q}{|u|+1^2(|u|+1)^2} & vv < 0 \end{cases}$$

(12)

The graphs $G$ are sampled from the DSGM with kernel $W$ above following Def. 2, with $N = 1000$ and different choices of density parameter $\gamma_d = 0.002$, $\gamma_s = 0.01$ as illustrated in Fig. 1. The node features $X$ are sampled from a mixture of two Gaussians in $\mathbb{R}^d$ where $\mu_0 = -\mu_1 = [1, 1]$, $\Sigma_0 = \Sigma_1 = I/4$. For each tuple $(G, X)$, we randomly split the nodes in each community by 50/50 to create the training and test sets. We compare spectral embeddings with various choices of $K$ against GNNs.

Results. Fig. 2 shows that spectral embedding with $K = 2$ outperforms GNNs in dense graphs while GNNs are more competitive in sparse graphs. Fig. 3 depicts the frequency response $\hat{y}$ from the trained GNN model using $\hat{A}$: (a) shows that, in the dense graph, GNNs indeed attend to frequency components other than the first two eigenvectors, which increase the noise/variance of the embedding and thus degrades the downstream classification performance, confirming the discussion in Thm. 2; (b) shows that, in the sparse graph, GNNs increasingly attend to higher-frequency components, which are useful since they may also encode community information; spectral embeddings exhibit higher variance, and can benefit from choosing suitably larger embedding dimension.

4.2. Experiments on Real-World Graphs

Setup. We consider the Wikipedia webpage network Chameleon, a heterophilous benchmark graph with 5 communities introduced in [33]. We treat the original Chameleon network ($|V| = 2277$, average degree 13.8) as the dense baseline, and randomly drop a fraction of its edges to obtain the sparse(r) graphs. We then evaluate GNNs and spectral embedding in the original and sparsified graphs. For each sparsity level, we randomly generate 10 sparsified graphs.

Results. Table 1 shows that GNNs and spectral embeddings both perform well in the original graph. Yet, in the sparsified graphs (“Drop(20)”, “Drop(70)”), performance degradation in GNNs is smaller than spectral embeddings. Moreover, in sparsified graphs, spectral embeddings with large $K$ are numerically unstable and computationally intensive due to the presence of many small eigenvalues. These findings show that GNNs can detect communities more accurately and efficiently than spectral methods in sparse graphs.

Table 1: Test accuracy on Chameleon graphs, reported as mean(±stddev) across 10 data splits and 10 sparsified subgraphs.

| Graph    | Operator | SE(150) | SE(200) | GNN(in) | GNN(non) |
|----------|----------|---------|---------|---------|----------|
| Original | A        | 57.29 ± 0.69 | 56.97 ± 0.59 | 56.27 ± 0.60 | 54.38 ± 0.97 |
|         | A        | 52.70 ± 0.36 | 53.84 ± 0.43 | 55.60 ± 0.70 | 55.90 ± 0.73 |
| Drop(20) | A        | 53.20 ± 0.21 | 53.30 ± 0.22 | 53.91 ± 0.25 | 52.90 ± 0.29 |
|         | A        | 49.42 ± 0.21 | 51.53 ± 0.19 | 54.45 ± 0.21 | 54.66 ± 0.22 |
| Drop(70) | A        | 45.47 ± 0.20 | 45.12 ± 0.22 | 46.21 ± 0.23 | 45.99 ± 0.24 |
|         | A        | 41.21 ± 0.19 | 42.51 ± 0.27 | 50.10 ± 0.19 | 50.25 ± 0.21 |

3 All the simulations and code are available in this link.
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