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\textbf{Abstract} This chapter gives an overview of the progress in the field of computational superconductivity. Following the MgB$_2$ discovery (2001), there has been an impressive acceleration in the development of methods based on Density Functional Theory to compute the critical temperature and other physical properties of actual superconductors from first-principles. State-of-the-art \textit{-ab-initio} methods have reached predictive accuracy for conventional (phonon-mediated) superconductors, and substantial progress is being made also for unconventional superconductors. The aim of this chapter is to give an overview of the existing computational methods for superconductivity, and present selected examples of material discoveries that exemplify the main advancements.

\section{Introduction}

The aim of this chapter is to offer an up-to-date perspective on the field of \textit{ab-initio} superconductivity and of the related development of numerical methods to compute critical temperatures and other physical properties of superconductors.

The material-specific aspect is what distinguishes \textit{ab-initio} (= from first principles) approaches, based on Density Functional Theory (DFT) and its extensions, from other theoretical approaches to superconductivity, which mainly focus on the general description of the phenomenon. The typical questions addressed by computational superconductivity are: \textit{(i)} what makes a certain compound a good (or bad) superconductor? \textit{(ii)} How are its properties modified by external parameters, such as doping, pressure, strain? \textit{(iii)} Is it possible to find new materials with improved superconducting properties compared to existing ones?
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1
The most relevant parameter that defines the performance of a superconductor for large-scale applications is its critical temperature ($T_c$): this means that addressing the questions above requires the development of methods accurate enough to predict the $T_c$ of a superconductor, and its dependence on external parameters. The progress in this direction, in the last twenty years, has been impressive.

For a large class of superconductors, i.e. conventional, phonon-mediated ones, \textit{ab-initio} methods are now so accurate that the focus of the field is gradually shifting from the description of existing superconductors to the design of new materials. The first successful example was the prediction of high-$T_c$ conventional superconductivity in SH$_3$ (2014). [1, 2]

For unconventional superconductors, which comprise two of the most studied classes of materials, the high-$T_c$ cuprates [3] and Fe-based superconductors, [4] \textit{ab-initio} approaches are still far from being predictive, but it is becoming more and more widely accepted that the single-particle electronic structure determines crucial properties of these materials, such as the symmetry of the superconducting gap and the behavior of magnetic excitations.

The topics and the structure of this chapter have been specifically thought to illustrate the parallel progress in \textit{ab-initio} methods and material research for superconductors. I have chosen three discoveries that I consider the fundamental milestones of this process: (a) The report of superconductivity in MgB$_2$ in 2001, which has disproved the Cohen-Anderson limit for conventional superconductors; (b) The discovery Fe-based superconductors, which has lead to a much deeper understanding of the interplay between electronic structure, magnetism and superconductivity in unconventional superconductors; (c) The discovery of high-temperature superconductivity at Megabar pressures in SH$_3$, which has given a spectacular demonstration the predictive power of \textit{ab-initio} calculations.

Although I will give a general introduction to the theory of superconductivity and briefly describe the most recent advancements in \textit{ab-initio} methods, methodological developments are not the main topic of this chapter: I refer the interested reader to excellent reviews in literature for a detailed discussion. [5, 6, 7] For space reasons, I am also forced to leave out some currently very active directions of superconductivity research, such as topological superconductivity, [8] superconductivity in 2D transition metal dichalcogenides, [9] artificial superlattices [10] and other more traditional topics, such as cuprates and other oxides, [11] fullerenes, [12] layered halonitrides, [13], etc.

On the other hand, have included at the end a short perspective describing possible routes to high-$T_c$ superconductivity which exploit novel developments in experimental and \textit{ab-initio} techniques, since I believe that in the next years the combination of the two may lead to the discovery of many new superconductors.

The structure of the chapter is the following: I will start by giving a concise historical review of the most important discoveries in section [2] In section [3] I will then introduce the basic concepts of superconductivity theory, and describe the most recent developments in \textit{ab-initio} methods. The main body of the paper is contained in Section [4] where, using selected material examples, I will try to give an impression of the rapid progress of the field in the understanding of both conventional and un-
conventional superconductors. Finally, in section 5 I will propose possible practical routes to high-$T_c$ superconductivity.

2 A Brief History of Research in Superconductivity

Superconductivity was discovered more than 100 years ago when H.K. Onnes observed that, when cooled below 4 K, mercury exhibits a vanishing resistivity. [14] Perfect diamagnetism, which is the second fingerprint of a superconductor, was discovered by Meissner and Ochsenfeld around 20 years later. [15] While it was immediately clear that superconductors could have an enormous potential for applications, the low critical temperatures represented an insurmountable obstacle to large-scale applications.

In addition to presenting practical problems, superconductivity proved to be a major challenge also for theorists: fully microscopic theories of superconductivity - the Bardeen-Cooper-Schrieffer (BCS) and Migdal-Eliashberg (ME) theories - were developed only after almost fifty years after the original discovery; [16, 17, 18, 19, 20, 21]. They describe superconductivity as due to the condensation of pairs of electrons of opposite spin and momentum (Cooper pairs), held together by an attractive glue. [1] In conventional superconductors, the glue is provided by phonons (lattice vibrations), but other excitations such as plasmons, spin fluctuations etc can also mediate the superconducting pairing.

The understanding of the microscopic mechanism of superconductivity did not lead to any immediate, appreciable progress in the search for new superconductors; this translated into a general skepticism towards theory, which is well exemplified by one of the Matthias’ rules for superconductivity (stay away from theorists!). Indeed, rather than a predictive theory, ME theory was long considered a sophisticated phenomenological framework to describe existing superconductors, while the search for new materials was (unsuccessfully) guided by semi-empirical rules. Even worse, two leading theorists used ME theory to demonstrate the existence of an intrinsic limit of around 25 K to the $T_c$ of conventional superconductors. Although conceptually wrong, the Cohen-Anderson limit is still cited today as an argument against high-$T_c$ superconductivity. [22]

The notion of an upper limit to $T_c$ was first challenged by the discovery of the first unconventional superconductors, the cuprates, in 1986. [3] In contrast to conventional superconductors, which above $T_c$ behave as ordinary metals, cuprates exhibit a complex phase diagram, with many coexisting phases and physical phenomena (charge and spin density waves, metal-insulator transitions, transport anomalies etc). In 1987 a cuprate, YBCO, broke the liquid N$_2$ barrier, with a $T_c$ of 92 K, [23] causing a general excitement in the media about a possible superconducting revolution; the highest $T_c$ ever attained in this class is 156 K. [24] Despite almost thirty years of research, and many different proposals, a quantitative theory of superconductivity has not been found. [1] We will treat here only the case of so-called boson-exchange superconductors, and not other mechanisms, such as resonant valence bond, hole superconductivity, etc.
ductivity in the cuprates is still lacking; furthermore, their large-scale applicability is also limited due to their high brittleness and manufacturing costs. \[25\]

![Fig. 1 Main Developments in the field of Superconductivity in the 21st century: The $T_c$'s of the most important experimental discoveries as a function of year are shown as colored symbols. The top axis reports the most important methodological developments in *ab-initio* superconductivity: Superconducting Density Functional Theory (SCDFT(1)), electron-phonon interaction with Wannier functions (EP+WAN(1) and EP+WAN(2)), ab-initio anisotropic ME theory (Anis. ME), (stochastic) self-consistent harmonic approximation (SSCHA), ab-initio spin-fluctuations (SCDFT(2)).](image)

The search for new materials took a different turn at the beginning of this century, when a $T_c$ of 39 K was reported in a simple s–p binary compound, magnesium diboride (MgB$_2$). \[34\] In contrast to the cuprates, MgB$_2$ is a conventional superconductor. In less than two years, *ab-initio* calculations provided a key quantitative understanding of very specific aspects of superconductivity in this material, such as two-gap superconductivity, anharmonicity, role of magnetic and non-magnetic impurities, doping, etc. \[35\] This stimulated a renewed enthusiasm in the search for new superconductors and, in parallel, the development of accurate *ab-initio* methods to model them.

Indeed, in the last seventeen years superconductivity has been discovered in B-doped semiconductors, intercalated graphites, unconventional Fe-based superconductors and, finally, high-pressure hydrides. \[4\] The $T_c$’s as a function of the year of their discovery are shown as colored symbols in Fig. 1. The most important methodological developments are reported on the top axis: Superconducting Density Functional Theory, electron-phonon interaction with
Wannier functions \([28, 29, 5]\), \(ab\text{-initio}\) anisotropic ME theory \([7, 30]\), (stochastic) self-consistent harmonic approximation, \([31]\), \(ab\text{-initio}\) spin-fluctuations. \([32, 33]\).

Thanks to these advancements, \(ab\text{-initio}\) calculations for conventional superconductors have now reached an accuracy which gives them fully predictive power. Methods are being developed also to treat other types of interactions, such as plasmons and spin fluctuations, \([32, 33, 45]\) and parameter ranges where the standard approximations of strong-coupling ME theory break down. \([46]\). Combined with the development of efficient methods for \(ab\text{-initio}\) crystal structure prediction and the progress in synthesis and characterization techniques, \([47, 48]\) this opens unprecedented possibilities for material discovery.

### 3 Methods

In this section I describe the methodological background of computational superconductivity. The first part introduces the main concepts behind the microscopic theories of superconductivity, i.e. the early Bardeen-Cooper-Schrieffer (BCS) theory and the strong coupling Migdal-Eliashberg (ME) theory. Although extremely accurate and elegant, ME theory was for a long time employed only as a semi-phenomenological theory, relying on electronic and vibrational spectra extracted from experiments. Early attempts of obtaining this quantities from Density Functional Theory date back to the early 80’s, but with limited success, due to inadequate computational resources and insufficient accuracy of methods to treat phonons and electron-phonon (ep) interaction. \([49, 50]\) The required accuracy was only achieved with Density Functional Perturbation Theory (DFPT), \([51, 52]\) and recently substantially increased with Wannier-function interpolation methods. \([28, 29, 53]\).

In a very influential paper, already in 1996, Savrasov and Savrasov demonstrated that linear response calculations combined with Migdal-Eliashberg theory could reproduce the critical temperatures and other properties of elemental metals. \([51]\) However, since at that time the \(T_c\)'s of known conventional superconductors were much smaller than those of the cuprates, this result was erroneously perceived as of limited importance.

The report of superconductivity in MgB\(_2\) in 2001 gave a strong impulse to the development of \(ab\text{-initio}\) methods for superconductors, which resulted in two parallel lines of research: \(ab\text{-initio}\) Migdal-Eliashberg theory and Superconducting Density Functional Theory, described in Sect. \([3.2]\). In their fully anisotropic versions, including screened Coulomb interactions, they have a comparable accuracy of 5-10% on the critical temperature, gap, etc. \([6, 7, 30]\) This gives them fully predictive power, and, combined with methods for crystal structure prediction, offers the unprecedented possibility of designing superconductors \(ab\text{-initio}\), overcoming the practical limitations of experiments.
3.1 A Short Compendium of Superconductivity Theory

The first fully microscopic theory of Superconductivity was formulated by Bardeen, Cooper and Schrieffer in 1957, and is known as BCS theory. [16]

BCS theory describes the transition of superconductors from an ordinary metallic state (normal state) to a new state, characterised by vanishing resistivity and perfect diamagnetism. In this superconducting state the electronic spectrum develops a gap $\Delta$ around the Fermi level, which is maximum at zero temperature and vanishes at the critical temperature $T_c$. The critical temperature exhibits an isotope effect, i.e. $T_c$ increases (or decreases) upon partial replacement of an element with a lighter (heavier) isotope. Isotope effects are also measured for other characteristic properties of superconductors (gap, specific heat, etc.).

BCS theory reconciles all the above experimental observations in a consistent framework, based on three key concepts:

(i) A Fermi sea of electrons in the presence of an attractive interaction is unstable towards the formation of a pair of electrons with opposite spin and momentum (Cooper pair), which effectively behaves as a boson. In a superconductor, below $T_c$, a small, but macroscopic fraction of electrons, of order $\Delta/E_F \simeq 10^{-3}$, forms Cooper pairs – this is sometimes referred to as the condensate fraction of a superconductor.

(ii) A variational many-body wavefunction for the electrons is constructed from a superposition of ordinary single-particle states and Cooper pairs (BCS wavefunction). The existence of a condensate fraction leads to the appearance of a gap in the electronic spectrum $\epsilon_k$, which satisfies the self-consistent equation:

$$\Delta_k = -\frac{1}{2} \sum_{k',k''} V_{kk',kk''} \tanh \left(\frac{\sqrt{\epsilon_k^2 + \Delta_k^2}}{2T}\right).$$  \hspace{1cm} (1)

(iii) Using a simple model for the electron-electron interaction $V_{kk'}$, the so-called BCS potential, which is attractive only if the two electrons with wavevector $k, k'$ both lie in a small energy shell $\omega_D$ around the Fermi energy $E_F$, Eq. 1 can be solved analytically, and the gap and $T_c$ are given by:

$$\Delta(T=0) \simeq 2\omega_D \exp \left(-\frac{1}{N(E_F)V}\right), \quad k_BT_c = 1.13\omega_D \exp \left(-\frac{1}{N(E_F)V}\right),$$ \hspace{1cm} (2)

The original idea of Bardeen, Cooper and Schrieffer is that the attractive interaction $V$ between electrons is mediated by lattice vibrations (phonons); In this case, $\omega_D$ is a representative phonon energy scale, such as the Debye frequency; $N(E_F)$ is the electronic Density of States at the Fermi level.

One of the first successes of BCS theory has been the explanation of the isotope effect on $T_c$:

$$\alpha_T = -\frac{\partial \ln T_c}{\partial \ln M} = 0.5,$$

where $M$ is the ionic mass, as well as the prediction of several magic ratios, satisfied in most elemental superconductors: the most famous is probably the ratio $\frac{2\Delta(0)}{k_BT_c} = 3.53$. 


However, BCS theory is valid only at weak coupling ($\lambda = N(E_F)V < 0.2 - 0.3$) and instantaneous interactions; these assumptions are not verified in many conventional superconductors, where the actual values of $T_c$, isotope effect, magic ratios etc are spectacularly different from the BCS predictions.\[54]\]

A quantitative description of the strong-coupling, retarded regime is given by the many-body ME theory, based on a set of self-consistent coupled diagrammatic equations for the electronic and bosonic propagators.\[19\][20\][21\][40]. The bosons that mediate the superconducting pairing can be phonons or other excitations of the crystal, such as plasmons or spin fluctuations.\[55\] Below the critical temperature, electrons are described by a normal and an \textit{anomalous} electronic propagator, the latter accounting for Cooper pairs. ME equations are then obtained from the Dyson’s equations for the normal and anomalous propagators; in their most commonly-used, $T$-dependent form they can be written as:

$$Z(k, i\omega_n) = 1 + \frac{\pi T}{\omega_n} \sum_{E_{k'}} \frac{\delta(\varepsilon_{k'})}{N(E_F)} \frac{\omega_{n'}}{\omega_{n'}^2 + \Delta^2(k, i\omega_{n'})} \lambda(k, k', n - n')$$  \hspace{1cm} (3)

$$Z(k, i\omega_n)\Delta(k, i\omega_n) = \pi T \sum_{k'} \frac{\delta(\varepsilon_{k'})}{N(E_F)} \frac{\Delta(k', i\omega_{n'})}{\omega_{n'}^2 + \Delta^2(k, i\omega_{n'})^2} \times$$

$$\times \left[ \lambda(k, k', n - n') - \mu(k - k') \right]$$  \hspace{1cm} (4)

where $Z(k, i\omega_n)$ and $Z(k, i\omega_n)\Delta(k, i\omega_n)$ are the self-energy of the normal and anomalous electronic propagators, respectively; $i\omega_n = i(2n\pi T + 1)$ are Matsubara frequencies, $k, k'$ are the electronic momenta; the $\delta$ function restricts the sum over $k'$ only to electronic states at the Fermi level. The electrons interact through a retarded attractive interaction $\lambda(k, k', n - n')$, and an instantaneous Coulomb repulsion $\mu(k - k')$. The interaction $\lambda(k, k', n - n')$ is usually expressed in terms of an electron-boson spectral function $\alpha^2 F(k, k', \omega)$ as:

$$\lambda(k, k', n - n') = \int_0^\infty d\omega \frac{2\omega}{(\omega_n - \omega_{n'})^2 + \omega^2} \alpha^2 F(k, k', \omega)$$  \hspace{1cm} (5)

Eqs.\[54\] can be solved numerically to obtain the gap, and other thermodynamic quantities. It is very common, and in most cases sufficiently accurate, to approximate the more general form with an isotropic version, replacing the sums on the electronic momenta $(k, k')$ with Fermi surface averages. If one is only interested in the $T_c$, there are excellent approximation formulas; a very popular choice for phonon-mediated superconductors is the Mc-Millan-Allen-Dynes expression:\[56\]

$$T_c = \frac{\omega_{\log} \exp \left[ \frac{\omega_{\log} 1.04(1 + \lambda)}{1.2k_B} \left( 1 - \frac{\lambda}{\mu^*(1 + 0.62\lambda)} \right) \right]}{1.2k_B}.$$  \hspace{1cm} (6)

where $\lambda = 2 \int d\omega \frac{\alpha^2 F(\omega)}{\omega}$ and $\omega_{\log} = \exp \left[ \frac{2}{\lambda} \int d\omega \alpha^2 F(\omega) \ln(\omega) \right]$ are the $ep$ coupling constant and logarithmic averaged phonon frequency, respectively; $\mu^*$ is the so-
called Morel-Anderson pseudopotential, obtained by screening the full Coulomb potential up to a characteristic cut-off energy. [57]

### 3.2 Ab-initio methods:

The two methods described in this section, *ab-initio* anisotropic Midgal-Eliashberg Theory (DFT-ME in the following) [30,7] and SuperConducting Density Functional Theory (SCDFT), [58,26,27] represent a fundamental step forward in the study of actual superconductors, because they permit to obtain a full characterization of the normal and superconducting state of a system from the sole knowledge of the chemical composition and crystal structure. Although there are fundamental and practical differences between the two, both methods rely crucially on the ability of DFT of providing accurate electronic and bosonic spectra for most materials at an affordable computational cost. [59,52]

The basic assumptions are the following:

1. **Electronic quasi-particles** appearing in Eqs. (3-4) are replaced by the Kohn-Sham quasi-particles.
2. **Bosonic excitation energies and electron-boson spectral functions** are obtained from Density Functional Perturbation Theory (DFPT). [52]

For phonons, the spectral function is:

\[
\alpha^2 F_{ph}(k, k', \omega) = N(E_F) \sum_{\nu} g_{kk', \nu} \delta(\omega - \omega_{k-k', \nu}),
\]

where \( g_{kk', \nu} = \langle k' | \delta V_{scf}^{\nu, k-k} | k \rangle \) is the ep matrix element for the mode \( \nu \); and \( \delta V_{scf}^{\nu, q} \) is the variation of the Kohn-Sham self-consistent potential due to an infinitesimal displacement along the eigenvector of the phonon mode \( \nu \) with wave-vector \( q = k' - k \).

For spin fluctuations, the spectral function is proportional to the imaginary part of the longitudinal interacting spin susceptibility \( \chi_{zz}(q = k - k', \omega) \) [60], which, using linear response within the time-dependent-Density-Functional-Theory (TDDFT) framework, [61] can be written as:

\[
\chi_{zz}(q, \omega) = \frac{\chi^{KS}(q, \omega)}{1 - f_{xc}(q, \omega) \chi^{KS}(q, \omega)},
\]

where \( \chi^{KS}(q, \omega) \) is the Kohn-Sham susceptibility, and \( f_{xc}(q, \omega) \) is the exchange and correlation kernel. [62]

3. The **Coulomb potential** \( \mu(k - k') \) which, in most empirical approaches, is treated as an adjustable parameter within the Morel-Anderson approximation, [57] is treated fully *ab-initio* screening the bare Coulomb potential within RPA. Substantial deviations from typical values of \( \mu^* = 0.1 - 0.15 \) are found in strongly anisotropic systems such as MgB\(_2\) and layered superconductors; in
some cases, such as alkali metals at high pressure, the effect of Coulomb inter-
actions is even stronger, giving rise to plasmonic effects. [45]

Once the spectra of the quasi-particles and the interactions between them are
known from first-principles, DFT-ME or SCFFT can be applied to describe the super-
conducting state. DFT-ME theory amounts to solving the fully anisotropic ME
equations, for electronic and bosonic spectra computed in DFT. The current im-
plementations solve the equations in Matsubara frequencies, and use Padé approxi-
mants to continue them to real space. The obvious advantage of this method is that
all quantities have an immediate physical interpretation trought many-body theory.

SCDFT is a fundamentally different approach, that generalizes the original
Hohenberg-Kohn idea of one-to-one correspondence between ground-state density
and potential, [63] introducing two additional densities (and potentials) for the ionic
system \( \Gamma (R_i) (V_{et} (R_i)) \) and the superconducting electrons \( \chi (r, r') (\Delta (r, r')) \), and
finding the values that minimize a suitable energy functional. This permits to derive
a gap equation which is analogous to the BCS one, but instead of an empirical po-
tential contains a \textit{kernel} with all the relevant physical information on the system. I
refer the reader to the original references for a full derivation, [26, 27, 58] and to
Ref. [6] for an excellent pedagogical introduction.

SCDFT equations are more easily solvable on a computer than fully anisotropic
ME equations because they do not require expensive sums over Matsubara fre-
quencies; however, the interpretation of many physical quantities, including the
frequency-dependence of the gap, is not equally transparent and straightforward.
Another intrinsic limitation is that, like in all DFT-like methods, the quality of the
results depends strongly on the quality of the functional.

The latest-developed functionals yield results with an \textit{accuracy} comparable to
that of the best DFT-ME calculations, which for most conventional superconductors
is between 5 and 10% of the critical temperature. The most severe source of inac-
curacy in DFT calculations for superconductors is usually an underconverged inte-
gration in reciprocal space in Eqs. (3-4), an issue that has considerably improved
thanks to the use of Wannier interpolation techniques.

Achieving quantitative accuracy for conventional pairing also encouraged to ad-
dress \textit{ab-initio} effects, which are often disregarded even in model approaches, such
as anharmonicity, vertex corrections, and zero-point effects. [64, 65, 66]

These turned out to be relevant for a wide variety of compounds, particularly for
the newly-discovered superconducting hydrides, where the energy scales of phonons
and electrons are comparable. [31, 67, 68] I refer the reader to the relevant references
for an in-depth discussion.

For unconventional superconductors, on the other hand, the most severe source of
inaccuracy is intrinsic and is the possible divergence in the spin-fluctuation prop-
agator, which completely destroys the predictive power of DFT approaches for cur-
rently available functionals. Moreover, most unconventional superconductors suffer
from the lack of accuracy of DFT in strongly correlated systems. [69]
3.3 Developments in related fields: ab-initio Material Design

The term *ab-initio Material design* indicates the combination of methods for *ab-initio* crystal structure prediction and thermodynamics to predict the behaviour of materials at arbitrary conditions of pressure and temperature, knowing only the initial chemical composition of the system. The development of these methods represents a substantial step forward in computational condensed matter research, as it overcomes one of its biggest limitations, exemplified by the Maddox Paradox (1988): ‘One of the continuing scandals in the physical sciences is that it remains in general impossible to predict the structure of even the simplest crystalline solids from a knowledge of their chemical composition’.

The basic working principle of *ab-initio crystal structure prediction* is quite simple. Predicting the crystal structure of a material for a given regime of chemical composition and pressure amounts to finding the global minimum of a complicated landscape, generated by the *ab-initio* total energies (or enthalpies) of all possible structures. The number of possible configurations for a typical problem is so large that a purely enumerative approach is unfeasible; in the last years, several methods have been devised to make the problem computationally manageable, such as *ab-initio* random structure search, minima hopping, metadynamics, genetic algorithms, particle swarm algorithms, etc. [47]

Once the most favorable crystal structure for a given composition and pressure is known, the *ab-initio* Calphad (CALculation of PHAse Diagrams) approach permits to predict accurate phase diagrams, [70] as illustrated in Fig. 2. The binary Li-S phase diagram in panel (a) shows the stability ranges of different Li-S compositions and has been constructed repeating several convex hull calculations at different pressures.

Fig. 2 Basic steps of *ab-initio* materials prediction, readapted from Ref. [71]: the complete phase diagram of a binary alloy as a function of pressure (a) can be constructed combining several convex hull constructions at different pressures (b) (see text).
The convex hull construction is shown in panel (b). The points represent the lowest-energy structure predicted by an evolutionary search for a given composition; for a binary phase with composition $A_xB_y$, the formation enthalpy $\Delta H$ is defined as:

$$\Delta H = H(A_xB_y) - [xH(A) + yH(B)].$$

If this quantity is negative, the phase $A_xB_y$ is stable with respect to elemental decomposition; if it is positive, the phase is highly (or weakly) metastable, i.e., if formed, it will decompose into its elemental constituents in finite time. However, the decomposition into the two elements is often not the relevant one, as a compound could decompose into other phases, preserving the correct stoichiometry. To estimate all possible decompositions for the binary system, one constructs the most convex curve connecting the formation enthalpy of all known phases for a given stoichiometry. Points on this convex hull represent stable compositions into which phases which lie above the convex hull will decompose into given a sufficient interval of time. The figure also shows that, as pressure increases, the diversity of the phase diagram increases, i.e. off-stoichiometry compositions become possible (forbidden chemistry). The convex hull construction can be easily extended to multinary systems (Gibbs diagrams) and finite temperatures including entropic effects.

### 4 Materials:

The aim of this section is to illustrate how, within a little bit more than a decade, an increased understanding of material-specific aspects of superconductivity gained from ab-initio calculations has permitted to replace empirical rules to search for new superconductors with quantitative strategies.

I will start with a general discussion that determine the $T_c$ of conventional superconductors (Sect. 4.1), introducing the concepts of dormant ep interactions and lattice instabilities, and showing how these can be used to interpret both the old empirical knowledge (Matthias’ rules and Cohen-Anderson limit) and the latest experimental discoveries.\[51, 72, 73, 74, 75\]

I will then use a toy numerical model (simple graphite), to see how these concepts are realized in an actual physical system, and a very simple approximaton to doping (rigid-band) to simulate the effect of physical doping and detect the sources of ep interaction in graphite-like materials. Both models are useful for a first exploration, but inadequate to make accurate predictions for actual superconductors, where the doping is usually obtained via chemical substitution, which causes a major rearrangement of phononic and electronic states, and hence sizable changes in the values of the ep interaction and $T_c$.

For simple graphite, nature provides two simple realizations of two of its sources of dormant ep interactions: MgB$_2$, a prototype of covalent superconductors, and graphite intercalated compounds, where superconductivity is correlated with the filling of interlayer states. In Sect. 4.3 and 4.4 I will discuss these two examples in detail, and also indicate the main theoretical predictions and experimental discoveries which were inspired by them.
In particular, the line of research on covalent superconductors culminated in the discovery of high-\( T_c \) conventional superconductivity at extreme pressures in \( \text{SH}_3 \), discussed in Sect. 4.5, which also represents a fundamental step forward in the direction of the search of new superconductors using first-principles methods.

After describing the incredible evolution of the state of research in conventional superconductors, in Sect. 4.6 I will present a representative example of unconventional superconductors, iron pnictides and chalcogenides (Fe-based superconductors), discovered in 2008, which shares many similarities with the high-\( T_c \) cuprates. This example will allow me to give an idea of the many challenges that theory faces in the description of unconventional superconductors, already in the normal state, and currently represent a fundamental obstacle to the derivation of numerical methods to compute \( T_c \)’s.

### 4.1 Conventional Superconductors: Search Strategies

**Matthias’ rules** The so-called Matthias’ rules are a set of empirical rules that summarize the understanding of superconductors in the 70’s. The rules were allegedly formulated, and revised several times, by Bernd Matthias, one of the leading material scientists in superconductivity: they are usually cited in this form:

1. High symmetry is good, cubic symmetry is the best.
2. High density of electronic states is good.
3. Stay away from oxygen.
4. Stay away from magnetism.
5. Stay away from insulators.
6. Stay away from theorists.

Matthias’ rules were inspired by A15 superconductors (cubic transition metal alloys, which can be easily doped, exhibit sharp peaks in the electronic DOS, and are prone to lattice and magnetic instabilities), and clearly disproved by subsequent experimental discoveries: cuprates and pnictides (first, third, fourth and fifth rule), \[3, 4\] but also conventional superconductors such as \( \text{MgB}_2 \) \[34\] (first and second rule). However, their impact on superconductivity research has been so important that they are still sometimes cited as arguments against conventional superconductivity or the possibility of theoretically predicting new superconductors, together with another old quasi-empirical rule, the Cohen-Anderson limit.

In order to derive more general, non-empirical strategies to search for new superconductors, I will begin with a simple analytical model. Instead the full complexity of the electronic and vibrational properties of real superconductors, for the moment I consider an ideal case, in which a single phonon branch with frequency
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\( \omega \) and a single electronic band with Density of States at the Fermi level \( N(E_F) \) are coupled through an average matrix element \( I \). In this case, the \( T_c \) is well described by the Mc-Millan-Allen-Dynes formula (Eq. (6)) with all constant factors set to one, \( \omega_n = \omega \), and the coupling constant is given by the Hopfield expression:

\[
\lambda = \frac{(N(E_F)I^2)}{(M \omega^2)}
\]

\( T_c = \frac{\omega}{k_B} \exp \left[ -\frac{(1+\lambda)}{\lambda - \mu^*(1+\lambda)} \right], \quad (9)
\]

These formulas indicate that there are three main strategies to optimise the critical temperature of a conventional superconductor: (i) maximize the value of the electronic DOS at the Fermi level \( N(E_F) \) (first two Matthias’ rules); (ii) select compounds which contain light elements (and stiff bonds), to maximise the characteristic lattice energy scales \( \omega \); and (iii) increase the \( ep \) matrix elements \( I \).

While the first two strategies were already understood in the early 70’s, it became apparent only with the MgB\(_2\) discovery that it is possible to find compounds where the intrinsic \( ep \) matrix elements \( I \) are much larger than in transition metals and their alloys, where the maximum \( T_c \) does not exceed 25 K. In a seminal paper, An and Pickett \[35\] pointed out that the (relatively) high \( T_c \) of MgB\(_2\) occurs because of “covalent bonds driven metallic”.

The reason why covalent metals have larger intrinsic \( ep \) coupling than ordinary metals can be intuitively understood looking at Fig. 3, which shows isosurfaces of the Electronic Localization Function (ELF) for three different superconductors: Nb (\( T_c=9 \) K), MgB\(_2\) (\( T_c=39 \) K) and SH\(_3\) (\( T_c=203 \) K). The ELF indicates regions where electrons are concentrated. It is clear that in MgB\(_2\) and SH\(_3\), the electrons localize along the bonds, while in Nb they are delocalized over the whole volume. When atoms undergo phonon vibrations, electrons localized along a bond will feel a much stronger perturbation than those spread out over the whole crystal. However, the arguments above are oversimplified, as the existence of strong directional bonds is a necessary prerequisite for large \( ep \) coupling, but it is not sufficient: due to the small energy scales involved in the superconducting pairing, it is also essential that the electronic states which contribute to this bond lie at the Fermi level, otherwise they remain \textit{dormant}, and do not contribute to the superconducting pairing. More precisely, this means that shifting the position of the Fermi level \( (E_F) \) selects different matrix elements \( g \) in Eq. (7) when performing averages over the Fermi surfaces in
in Eqs. (3), (4), and the $ep$ interaction $\lambda$, and hence $T_c$, is appreciable only for some positions of $E_F$.

A possible strategy to search for new conventional superconductors thus amounts to identifying, first, possible **dormant $ep$ interactions** within a given material class and, second, physical mechanisms to activate them, such as doping, pressure, and alloying. *Ab-initio* approaches permit to explore both steps of this process, at different levels of approximation. In the following I will illustrate the basic working principle, using an example (simple graphite) and two practical realizations (MgB$_2$ and intercalated graphites); I will also refer to the same principles when discussing possible perspective of future research in Sect. 5.

Before moving on with the discussion, I need to introduce a second concept which is crucial in the search for new conventional superconductors: **lattice instabilities**. This argument is important because it is at the heart of the Cohen-Anderson limit.\(^\text{[22]}\)

According to Eq. (9), $T_c$ can apparently be increased indefinitely, increasing $\lambda$, which contradicts what is observed in practice, since the critical temperatures of actual superconductors are limited. However, in my discussion I have so far disregarded the **feedback** effect between phonon frequencies and $ep$ interaction, which is one of the main limiting factors to high-$T_c$ in actual materials. Indeed, the same $ep$ interaction that pairs electrons leading to superconductivity also causes a decrease (softening) of the phonon frequencies. This means that the frequency $\omega$ appearing in Mc-Millan’s formula for $T_c$ (Eq. [9]) should be more correctly rewritten as: $\omega^2 = (\Omega_0)^2(1 - 2\lambda_0)$, where $\Omega_0$ is the bare frequency of the lattice, in the absence of $ep$ interaction, and $\lambda_0$ is the corresponding coupling constant. It is now easy to see that the $T_c$ for a fixed $\Omega_0$ has a maximum for a given value of $\lambda_0$ and then decreases approaching a lattice instability ($\omega \to 0$); this means that within a given material class, $T_c$ can only be increased up to a threshold value determined by $\lambda_0$, before incurring in a lattice instability. Using typical parameters for the A15 compounds, which were the best known superconductors when the Cohen-Anderson limit was formulated, gives a maximum value of $T_c$ of $\sim 25$ K. However, covalent superconductors such as MgB$_2$, doped diamond and SH$_3$ have much larger characteristic phonon scales ($\Omega_0$, $\lambda_0$), and can sustain much larger $T_c$.

### 4.2 Dormant $ep$ interaction in graphite

To put general arguments on more physical grounds, we now consider a toy model based on an actual physical system, simple graphite, which is realized stacking several layers of graphene on top of each other (the stacking is thus AAA, in contrast to the ABA and ABC stacking of Bernal and rhombohedral graphite); for this experiment, we keep the interlayer distance equal to that of Bernal graphite.

The unit cell contains two inequivalent carbon atoms, that form a hexagonal lattice. This means that the four orbitals of carbon will split into three $sp^3$ hybrids and a $p_z$ orbital, forming six $\sigma$ and two $\pi$ bands, of bonding and anti-bonding char-
Fig. 4 Rigid-band study of superconductivity in simple graphite; dashed lines indicate the position of the Fermi level for a semi-integer doping of holes or electrons; the blue arrow marks the position of the interlayer band, whose Wannier function is shown in the inset.

The phonon spectrum of pure graphite (not shown) is even simpler than its electronic structure: In-plane bond stretching optical phonons form a rather narrow band between 150 and 200 meV, while optical out-of-plane and acoustical modes are more dispersive and extend up to 100 meV.

For the doping of pure graphite, corresponding to four electrons/carbon, the Fermi level cuts the band structure near the crossing point between $\pi$ and $\pi^*$ bands, the $ep$ coupling is extremely low, and gives rise to a negligible $T_c$. However, different dormant $ep$ interactions can be activated if, with a gedankenexperiment, the Fermi level is shifted to higher or lower energies. This rigid band shift is the simplest approximation to physical doping within an ab-initio calculation.

The right panel of Fig. 4 shows a rigid-band calculation of the $T_c$ of simple graphite, in an energy range of $\pm 8$ eV around the Fermi level, corresponding to a doping of $\pm 1.5$ electrons/carbon; in this calculation, the phonons and $ep$ matrix elements are computed only once, for the physical doping of four electrons/carbon, but the averages and sums on the Fermi surface in Eqs. (3-4) are recomputed for different positions of the Fermi level ($E_F$).

The figure clearly shows that $T_c$ is still negligible for small variations of energy around the original Fermi level, but has a marked increase as soon as holes or electrons are doped into the $\sigma$ (bonding or antibonding) or IL bands, reaching a maximum of $\sim 100$ K, when the Fermi level reaches a large van Hove singularity at $\sim 8$ eV, corresponding to the bottom of the $\sigma^*$ band. Apart from causing substantial deviations in $T_c$’s, the coupling of phonons to $\sigma$, IL and $\pi$ electrons is also quali-
tatively different. $\sigma$ and $\pi$ electrons couple mostly to high-energy optical phonons, which modulate the interatomic distances in the hexagonal layers, and hence the hopping between neighboring carbon sites; IL electrons, instead, respond to out-of-plane phonons, which modulate their overlap with the $\pi$ wavefunctions that stick out-of-plane. This effect causes a substantial variation in the shape of the Eliashberg functions (not shown) and $\omega_{\text{log}}$. The right scale on Fig. 4 indicates the position of the Fermi level for semi-integer values of hole(-) or electron(+) doping; in both cases, a finite $T_c$ is obtained for a minimum doping of half an electron/carbon is needed, but obtaining a high-$T_c$ requires a much higher doping ($\sim 1$ $e^-$/C atom). Note that the highest doping levels that can be obtained with field effect using liquid electrolytes are much lower, i.e. of the order of a few tenths of $e^-$/carbon, so that the only viable alternative to realize superconductivity in doped graphite is via chemical doping.

The rigid-band approximation is instructive to identify dormant $ep$ interactions, but the calculated $T_c$'s are often severely overestimated compared to other experiments or more sophisticated approximations for doping. In fact, the rigid-band approach neglects important effects due to the self-consistent rearrangement of electrons produced by doping, such as band shifts, renormalization of the phonon frequencies, and screening of the $ep$ matrix elements. [77, 78]

For simple graphite, nature provided two extremely ingenious realizations of our predictions, discussed in the next two sections.

### 4.3 Magnesium Diboride and other Covalent Superconductors:

With a $T_c$ of 39 K, magnesium diboride (MgB$_2$) currently holds the record for conventional superconductivity at ambient pressure. [34] Its crystal structure is layered: boron forms graphite-like hexagonal planes; magnesium is placed in-between, at the center of the hexagons. Mg is completely ionised (Mg$^{2+}$), and thus MgB$_2$ is not only isostructural, but also isoelectronic to graphite. However, due to the attractive potential of the Mg ions, the center of mass of the $\pi$ bands is shifted.
up with respect to that of the $\sigma$ bands compared to simple graphite, so that MgB$_2$ behaves effectively as a compensated (semi)-metal. The $\sigma$ holes and $\pi$ electrons form two cylinders around the center and a 3D tubular network around the corners of the Brillouin zone, respectively, as shown in Fig. 5(a).

The two groups of electronic states experience a rather different coupling to phonons: over 70% of the total $ep$ coupling, in fact, comes from $\sigma$ holes and bond-stretching phonons; the rest is distributed over the remaining phonon modes and electronic states. The simplest approximation to account for the strong anisotropy of the $ep$ coupling over the Fermi surface is to replace the $ep$ coupling constant $\lambda$ in Eq. (3-4), with $2 \times 2$ matrices of the form:

$$\lambda = \begin{pmatrix} \lambda_{\sigma\sigma} & \lambda_{\sigma\pi} \\ \lambda_{\pi\sigma} & \lambda_{\pi\pi} \end{pmatrix}$$

When the interband coupling is finite but appreciably smaller than the intraband one, $|\lambda_{\sigma\pi} + \lambda_{\pi\sigma}| < |\lambda_{\sigma\sigma} + \lambda_{\pi\pi}|$, the theory predicts that experiments should observe two distinct gaps, closing at the same $T_c$. Two gap superconductivity was indeed observed by different experimental techniques: specific heat, tunneling, Angle-Resolved Photoemission Spectroscopy (ARPES) for the first time in MgB$_2$. Indeed, in most superconductors, multiband and anisotropic effects are extremely difficult to detect because they are suppressed by the interband scattering induced by sample impurities; in MgB$_2$ the real-space orthogonality of the $\sigma$ and $\pi$ electronic wavefunctions prevents interband scattering, and two-gap superconductivity can be detected also by techniques with a limited resolution.

Fig. 5(b) shows in- and out-of-plane tunneling spectra of MgB$_2$, which permit to unambiguously identify a $\sigma$ (large) and $\pi$ (small) gap. The experimental spectra compare extremely well with the theoretical prediction of two different gaps on the $\sigma$ and $\pi$ sheets of the Fermi surface; the image in the left panel of the figure shows an anisotropic DFT-ME calculation of the gap; in the figure, the color of the Fermi surface is proportional to the size of the gap on that sheet.

Besides providing the first clear case of two-gap superconductivity, MgB$_2$ is the first example of superconductivity from doping covalent bonds. The most spectacular realization of this possibility came in 2004, with the report of a $T_c$ of 4 K in heavily boron-doped diamond, raised to 11 K in thin films.

Diamond is a wide-band insulator ($\Delta \sim 5.5$ eV); when boron is doped at small concentrations, an acceptor band forms within the gap. At the much higher doping levels ($\sim 1–10\%$) realized in superconducting samples, the impurity band overlaps so strongly with the valence band of diamond, that the net effect of B doping is to create holes at the top of the valence band. This band is formed by the bonding combination of the four carbon $sp^3$ hybrids. Boron-doped diamond can thus be seen as a 3D analogue of MgB$_2$, where, similarly to MgB$_2$, a small fraction of $\sigma$ holes created by B doping exhibits an extremely strong coupling to bond-stretching phonons.

Since the $ep$ coupling is concentrated in a single type of phonon modes and electronic states, the simplified formulas introduced in Sect. give a reasonable
approximation to $T_c$ for both MgB$_2$ and diamond. [84] [85] [86] [87] [88] Furthermore, they permit to understand why, even though the C-C bonds in diamond are actually stiffer than the B-B bonds in MgB$_2$, the measured $T_c$’s are much lower. In fact, near the bottom (or top) of a band, i.e. at low dopings, the DOS increases as $\sqrt{E}$ in 3D, while it is virtually constant in 2D. This implies that, as holes or electrons are doped into the system, $N(E_F)$, and hence $\lambda$, increases much more slowly in 3D systems than in 2D ones. Thus, for physical ranges of dopings the maximum $T_c$ in doped semiconductors is typically very low. [84] [42]
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**Fig. 6** Electron-phonon coupling (top) and $T_c$ (bottom) as a function of doping in different carbon-based superconductors. Adapted from Ref. [89].

A very ingenious strategy attain high-$T_c$ conventional superconductivity in a doped $sp^3$ system avoiding negative dimensionality effects was proposed a few years later by Savini et al. [89], i.e. realizing superconductivity in p-doped graphane (fully hydrogenated graphene). Graphane can be considered a 2D version of diamond, in which the bonding is still $sp^3$, hence the matrix elements are as large as those of diamond, but the DOS is 2D, hence $\lambda$ is sizable already at low dopings. For this compound, the authors of Ref. [89] estimate a $T_c$ of $\sim$ 90 K already for 1% doping. Figure 6 from the original reference, compares the behaviour of $T_c$ with doping in the difference class of carbon-based superconductors discussed so far.

Although not as spectacular as graphane, in general many carbon-based compounds doped with boron are good candidates for superconductivity with relatively high temperatures. For example, recent experiments indicate that Q-carbon, an amorphous form of carbon, in-between diamond and graphite, can achieve $T_c$’s as high as 56 K upon boron doping. [80]

A complementary idea is that of doping boron-rich phases with carbon; boron, being an electron-deficient material, forms a variety of structures with two- and three-center bonds. One of the most common motifs is the icosahedron ($B_{12}$), found, for example, in the $\alpha$ and $\beta$ phases of elemental boron, as well as in superconducting dodecaborides. [90] Boron icosahedra doped with carbon are predicted to superconduct with $T_c$’s as high as 37 K. [91]
4.4 Intercalated Graphites

Fig. 7 Physical properties of superconducting graphite intercalation compounds: (a) Dependence of $T_c$ on the interlayer separation in different GICs; $[92]$. (b) Anisotropic superconducting gap predicted from SCDFT calculations in CaC$_6$; $[93]$. (c) Superconducting gap measured by ARPES in Li-decorated graphene; $[94]$.

While MgB$_2$ can be considered a natural realization of hole-doped graphite $\sigma$ bonds, superconducting graphite intercalation compounds (GICs) are the practical realization of superconductivity by doping into the interlayer states. Although the $T_c$’s are substantially lower than in covalent metals, this type of superconductivity is quite interesting, because it can be more easily manipulated by external means (doping, pressure), and also realized in “artificial” systems, such as mono- and bilayers of graphene decorated with alkali or noble metals.

Intercalated graphites had been extensively studied in the 70s, because of their high mobilities, but the only known superconducting member of the family, KC$_8$, had an extremely small $T_c$ (< 1 K). Only in 2005, superconductivity with relatively high $T_c$’s was reported in several Ac$_6$ compounds: CaC$_6$ ($T_c$=11.5 K), YbC$_6$ ($T_c$=6.5 K), and later SrC$_6$ ($T_c$=1.6 K). $[43]$ $[92]$ At the same time, it was observed that for all newly-discovered members of the family, the occurrence of superconductivity clearly correlates with the filling of the interlayer band, which is empty in non-superconductors. $[76]$

A strong correlation is also found between the $T_c$ and the distance between two subsequent graphitic layers in different Ac$_6$ compounds – Fig. 7(a). This can be
easily explained within the conventional $ep$ scenario, since, as demonstrated in Sect. [4.1], when localized due to doping and confinement effects, interlayer electrons can couple to $\pi$ electrons through out-of-plane phonons of the carbon layers (in GICs, additional coupling is also provided by intercalant modes).

Like in MgB$_2$, the distribution of the $ep$ interaction, and hence of the superconducting gap, is very anisotropic on the Fermi surface, being much larger for the interlayer electrons – central sphere in Fig. 7(b) – than for $\pi$ ones, which form the outer tubular manifold.

The idea superconductivity due to the localization of interlayer states was exploited in Ref. [75], proposing to achieve superconductivity in Li-decorated graphene. A $T_c$ of 5.9 K, close to the theoretical prediction of 8.6 K, in 2015 in Ref. [94]. Fig. 7(c) shows the superconducting gap, measured by ARPES. Note that also in this case there is a visible variation of the gap between $\pi$ and IL sheets of the Fermi surface.

4.5 High-$T_c$ Conventional Superconductivity in High Pressure Hydrides

The most spectacular realization of high-$T_c$ conventional superconductivity from doped covalent bonds can be found in SH$_3$, which, so far, holds the $T_c$ record among all (conventional and unconventional) superconductors.

Indeed, superconductivity at high pressures is a rather ubiquitous phenomenon, because high pressures tend to increase the hopping between neighbouring sites and hence metallicity. Almost all the elements of the periodic table can be made superconducting; the typical $T_c$’s are rather low, reaching a maximum of ~20 K in Li, Ca, Sc, Y, V, B, P, S, [97] well reproduced by ab-initio calculations. [98, 99, 100, 101]

Hydrogen and its compounds represent a notable exception, having provided, in 2014, the first example of high-$T_c$ conventional superconductivity. This discovery was the coronation of a 50-years long search, inspired by two insightful papers by Neil Ashcroft, predicting high-$T_c$ superconductivity in metallic hydrogen (1968) and covalent hydrides (2004). [102, 103] Both predictions rely on the general arguments for high-$T_c$ conventional superconductivity introduced in section 4.1, i.e. large phonon frequencies due to the light hydrogen mass (ii) combined with large $ep$ matrix elements due to the lack of screening from core electrons (iii) can yield remarkable superconducting transition temperatures, even if the Density of States at the Fermi level is moderate (i).

In 1968, the first of Ashcroft’s predictions, superconductivity in metallic hydrogen, seemed merely an academic speculation. The pressure required to metallize hydrogen, which is a large gap insulator at ambient pressure ($\Delta \sim 10$ eV), was clearly beyond reach for the experimental techniques of the time. However, fifty years later, high-pressure research has advanced to such a point that at least three groups have reported evidences of hydrogen metallization, at pressures ranging from 360 to 500 GPa (3.6 to 5 Mbar). [104, 105, 106]
These reports are still controversial, since the pressure ranges are close to the limit of current high-pressure techniques. The insulator-to-metal transition has two possible origins: band overlap, in the molecular $\text{CmCa}$ phase, or a structural transition to an atomic $\beta - \text{Sn}$ phase. The two phases are almost impossible to discern experimentally because hydrogen is a poor X-Ray scatterer, and theoretical studies also predict an unusual spread of values (300-500) GPa for the transition boundary between the two phases, due to the different approximations used to account for quantum lattice effects. However, according to DFT calculations, both the $\text{CmCa}$ and the $\beta - \text{Sn}$ structures should become superconducting at or above ambient temperature, suggesting that the first of Ashcroft’s predictions may soon be realized.

The second prediction, superconductivity in covalent hydrides, was experimentally verified at the end of 2014. The underlying idea is that in covalent hydrides, metallization of the hydrogen sublattice should occur at lower pressure than in pure hydrogen, because the other atoms exert an additional chemical pressure.

Indeed, in 2008, superconductivity was measured in compressed silane ($\text{SiH}_4$) at 120 GPa, but the measured $T_c$ (17 K) was disappointingly low compared to theoretical prediction of 100 K. However, the finding proved that the experimental knowledge to make covalent hydrides was available, and it was only a matter of time before high-$T_c$ conventional superconductivity would actually be observed. Ab-initio calculations revealed two essential missing pieces of the puzzle: a) Megabar pressures can stabilize superhydrides, i.e. phases with much larger hydrogen content than the hydrides stable at ambient pressure; b) some of these superhydrides are metals with unusually strong bonds, which can lead to high-$T_c$ superconductivity.

The first high-$T_c$ superconductor discovered experimentally is a sulfur superhydride ($\text{SH}_3$), which is stabilized under pressure, by compressing gaseous sulfur dihydride ($\text{SH}_2$) in a hydrogen-rich atmosphere. The compound metallizes at $\sim 100$ GPa, where it exhibits a $T_c$ of 40 K. The $T_c$ increases reaching a maximum of over 203 K at 200 GPa; isotope effect measurements confirmed that superconductivity is of conventional origin. I refer the reader to the original experimental and theoretical references for a more detailed discussion of specific aspects of the $\text{SH}_3$ discovery, such as the nature and thermodynamics of the $\text{SH}_2$ to $\text{SH}_3$ transition, anharmonic and non-adiabatic effects.

In the history of superconducting materials, $\text{SH}_3$ stands out for one main reason: it is the first example of a high-$T_c$ superconductor whose chemical composition, crystal structure and superconducting transition temperature were predicted from first-principles before the actual experimental discovery. In fact, a few months before the experimental report, Duan et al. predicted that $\text{SH}_2$ and $\text{H}_2$ would react under pressure and give rise to a highly symmetric bcc structure, later confirmed by X-Ray experiments, which could reach a $T_c$ as high as 200 K at 200 GPa.

From the point of view of electronic structure, $\text{SH}_3$ is a paradigmatic example of high-$T_c$ conventional superconductivity. Indeed, in this case all three conditions reported in Sect. are verified: $\text{SH}_3$ is a hydride, and hence its characteristic vi-
brational frequencies are high (i); the Fermi level falls in the vicinity of a van Hove singularity of the DOS of the bcc lattice (ii); and the $ep$ matrix elements are high due to the unusual H-S covalent bonds stabilized by pressure (iii).

Replicating a similar combination is not simple, even in other high-pressure hydrides, where one can hope that high pressure may help stabilize unusual bonding environments and hydrogen-rich stoichiometries. Despite an intense theoretical exploration of the high-pressure superconducting phase diagrams of binary hydrides, only a few candidates match or surpass the $T_c$ of SH$_3$: Ca, Y, La. 

In fact, the formation of covalent directional bonds between hydrogen and other atoms appears to be very sensitive to their electronegativity difference, and in binary hydrides the possibilities to optimize this parameter are obviously limited. A possible strategy to overcome this limitation is to explore ternary hydrides, where the electronegativity, atomic size, etc. can be tuned continuously combining different elements. However, since ternary Gibbs's diagrams are computationally much more expensive than binary convex hulls, fully ab-initio studies of ternaries are rare. Two recent studies explore two different strategies towards high-$T_c$ in ternary hydrides: doping low-pressure molecular phases of covalent binary hydrides, like water; and off-stoichiometry phases of alkaline-metal alanates and borates, which permit to independently tune the degree of metallicity and covalency.

Due to the intrinsic difficulty of reaching Megabar pressures, and the limited information that can be extracted from X-Ray spectra, the experimental information on high-pressure hydrides is much scarcer than theoretical predictions. Nevertheless, there has been a substantial progress in the last five years: Metallic superhydrides predicted by theory have been reported in hydrides of alkali metals (Li, Na), transition metals (Fe), group-IV elements, etc. For some of these systems, first-principles calculations predict substantial superconducting temperatures, while other cases are controversial.

Resistivity and susceptibility measurements required to detect superconductivity under pressure are even more challenging, and therefore the available information on superconductivity in high-pressure hydrides is still very scarce: besides SH$_3$, only one other hydride, PH$_3$, has been shown to superconduct at high pressures, albeit with a lower $T_c$ ($\sim 100$ K). At variance with SH$_3$, PH$_3$ is highly metastable, and samples rapidly degrade over time, consistently with ab-initio predictions of metastability. SeH$_3$, which should exhibit $T_c$’s comparable to SH$_3$, has been successfully synthesized at the end of last year, but superconductivity has not yet been measured.

The same arguments that motivated the search for high-$T_c$ conventional superconductivity in high-pressure hydrides can be applied to other compounds that contain light elements, such as Li, B, C etc. Some of these elements form covalent structures with strong directional bonds already at ambient pressure, and high pressures could be used to optimize doping, stoichiometry, etc. However, element-specific factors can unpredictably affect properties relevant in high-pressure superconductivity. For example, elemental phases of alkali metals at high pressure exhibit a characteristic interstitial charge localization, due to avoided core overlap. The same effect,
which is extremely detrimental for conventional superconductivity (charge localized in the interstitial regions has an intrinsically low coupling to phonons), also occurs in many of their compounds. This was shown, for example, for the Li-S system, whose behaviour at high pressure is remarkably different from H-S. [71].

4.6 Unconventional Superconductivity in Fe pnictides and chalcogenides

After illustrating the remarkable progress in the research on conventional superconductors, I have chosen to discuss the single largest class of unconventional superconductors, formed by Fe pnictides and chalcogenides (Fe-based superconductors, FeSC). The $T_c$'s of these compounds, discovered in 2008, go up to 56 K in the bulk, and allegedly up to 100 K in monolayers of FeSe grown on SrTiO$_3$. [4, 140, 141, 142, 143] Their rich phase diagram, the quasi-2D crystal structure and the unconventional behavior of the superconducting gaps, are strongly reminiscent of the high-$T_c$ cuprates. Thus, I will use FeSC as a representative example to illustrate the challenges faced by ab-initio methods in unconventional superconductors, both in the normal and in the superconducting state. [144]

Fig. 8 shows the main features, common to most compounds:

- (a)-(b) A common structural motif, consisting of square planes of iron atoms, and $X_4$ tetrahedra; $X$ is either a pnictogen (As,P) or a chalchogen (Se,Te).
- (c) A quasi-two-dimensional Fermi surface, comprising two hole and two electron sheets, strongly nested with one other.
- (d) A phase diagram, in which superconductivity sets in after suppressing a spin density wave (SDW) ordered state, by means of doping or pressure. The most common SDW pattern is a stripe one, in which the Fe spins are aligned ferromagnetically along one of the edges of the Fe squares, and antiferromagnetically along the other. The SDW transition is usually preceded by a structural-nematic transition. [145]

FeSC can be grouped in different families, depending on the nature of the FeX layers and of the intercalating blocks; the most common are: 11 Fe chalcogenides (FeS, FeSe, FeTe); 11 alkali-metal pnictides (LiFeAs, LiFeP, NaFeAs, NaFeP, etc); 122 pnictides (Ba/KFe$_2$As$_2$, BaFe$_2$P$_2$, CaFeAs$_2$, EuFe$_2$As$_2$, etc.); 1111 pnictides (LaOFeAs, LaOFeP, etc); 122 chalcogenides (KFe$_2$Se$_2$, etc.). In most of these cases, superconductivity appears around a Fe $d^6$ configuration, but it survives up to high hole or electron dopings in 122 K pnictides and chalcogenides.

In most FeSC, the superconducting gap exhibits a feature which is distinctive of unconventional superconductors, i.e. changes sign over the Fermi surface. According to Eq. [4] this is only possible if, unlike $ep$ interaction, the pairing interaction $V_{kk'}$ is repulsive over some regions of reciprocal space.

In contrast to the cuprates, where the Fermi surface topology favors $d$-wave superconductivity, the gap of most FeSC exhibits a characteristic $s^\pm$ symmetry, with
opposite signs on the hole and electron sheets of the Fermi surface. However, substantial variations in the symmetry and magnitude of the superconducting gap are observed among and within different FeSC families, which can be related to changes in the general shape and orbital distribution of Fermi surface sheets. [147]

The general topology of the Fermi surface is well described by DFT calculations; however, quasi-particle bands measured by ARPES exhibit renormalizations and shifts, which hint to strong local correlation effects beyond DFT, which require the use of specialized methods, such as DFT+DMFT. [148]

Figure 9 (a), from Ref. [149], shows the Fermi surfaces calculated within DFT (upper panel) and DFT+DMFT (lower panel) for representative FeSC: LaFePO, BaFe$_2$As$_2$, LiFeAs, KFe$_2$As$_2$. The first three are d$_{6}$ pnictides, with the typical hole-electron topology shown in Fig. 8, eventually deformed due to interlayer hopping. [146] In KFe$_2$As$_2$, where the electron count is d$_{5.5}$, the hole pocket is expanded and the electron pocket has lost its typical circular shape.

The figure shows that, in most cases, the inclusion of electronic correlation modifies the Fermi surface quantitatively, but not qualitatively, with respect to the DFT prediction. The renormalization of the quasi-particle band dispersion depends on their orbital character, being stronger for Fe t$_2$ ($xz$, $yz$, $xy$) than for e ($x^2−y^2$, $3z^2−1$) orbitals, and on the nature of the X atom; correlation effects are in fact weakest for X=P, and increase moving to As, S, Se and Te. [150] [149] Orbital-selective mass renormalizations and poor Fermi liquid behavior are characteristic of a special correlation regime, known as the Hund’s metal regime, which has been extensively studied by several authors: [151] [152] [153] [149] excellent reviews can be found in Refs. [154] [155].

A very important consequence of the interplay between metallicity, strong correlations, and multiband character in FeSC is their anomalous magnetic behavior. Early DFT studies pointed out that magnetism cannot be consistently described
within neither the itinerant (Slater), nor the localized (Heisenberg) scenario. A regime which is intermediate between the two cannot be treated in DFT, which is a mean-field theory, but requires methods able to capture the dynamics of the magnetic moments at different frequency scales.

Panel (c) shows a DFT+DMFT calculation of the magnetically ordered state for a variety of FeSC. Circles (and stars) indicate the theoretical (experimental) value of the ordered SDW magnetic moment, which shows large variations among different compounds. Chalcogenides exhibit large ordered moments, while 111 and 1111 pnictides and phosphides exhibit smaller values. (Grey) squares indicate the value of the local magnetic moment, which oscillates over a much smaller range of values around 2.5 $\mu_B$. In the SDW phase the two moments coexist; when the itinerant moment is suppressed with doping or pressure, only the local moment survives, meaning that in the non-magnetic regions of the phase diagram FeSC are in a paramagnetic state.

The superconducting state that emerges from this complicated normal state is clearly unconventional. According to linear response calculations, $ep$ coupling plays a marginal role in the superconducting pairing, since the values of the calculated coupling constant $\lambda$ in all FeSC is extremely small, even including magnetoelastic effects. The strongest candidate as superconducting mediator are spin fluctuations, as suggested by the unconventional symmetry of the superconducting gap and the proximity of SDW and superconductivity in the phase diagram. As discussed in Sect. 3.2, there is currently no first-principles theory of spin fluctuations with an accuracy comparable to that for $ep$ interaction. Most studies of superconductivity in FeSC have therefore adopted a hybrid approach, in which the electronic structure in the vicinity of the Fermi level is downfolded or projected to an effective analytical tight-binding model, and electron-electron interactions leading to spin and charge fluctuations are included at a second stage with many-body techniques. The most common are the Random-Phase-Approximation (RPA), Fluctuation Exchange (FLEX), Functional renormalization Group (fRG). Although not quantitatively predictive, these weak coupling approaches have provided a detailed understanding of the superconducting gap symmetry, competition of superconductivity with other ordered phases and occurrence of nematic order, and traced their common origin to multi-orbital physics. Fig. (c), from Ref. shows that the variations in $T_c$ across different 1111 pnictides can be reproduced within RPA and derive from changes in orbital composition of the Fermi surface.

A first, very elegant, fully first-principles study of superconductivity in FeSC was carried out by the Gross’ group, who applied their recently-derived $ab$-initio theory for spin fluctuations to FeSe – see Sect. 3.2 for details. Fig. (d) shows the superconducting gap calculated in SCDFT, which exhibits an $s^\pm$ symmetry, consistently

---

This result is generally accepted, although DFT+DMFT studies evidenced a strong renormalization of some phonon modes, due to strong electronic correlations; $ep$ coupling has also been suggested to play a primary role in the enhancement of the superconducting $T_c$ in FeSe monolayers grown on SrTiO$_3$, although in this case the modes involved in the pairing belong to the substrate.
with previous hybrid studies. It is important to remark, however, that the gap in Fig. 9(d) was calculated treating the contributions of all pairing channels (phonons, spin fluctuations, charge fluctuations) on equal footing, and without any intermediate mapping on an effective many-body model. However, even this calculation cannot be considered fully ab-initio as, in order to obtain a physically meaningful value for the superconducting gap and \( T_c \), the authors had to introduce an artificial scaling factor in the spin fluctuation propagator, which would otherwise diverge. [32, 175]

The divergence is associated to the specific choice of TDDFT exchange functional (Adiabatic Local Density Approximation, ALDA) made by the authors which, being the Time-dependent equivalent to the standard local Density Approximation (LDA), overestimates the tendency to magnetism in FeSC. [156] Proposals to cure this critical divergence in a non-empirical fashion are underway, [176] and could lead to a very important step forward in the understanding of unconventional superconductors. However, it is also important to stress that, even if divergence issues are solved, \( T_c \) computed within DFT may still be inaccurate, because it neglects renormalization effects of quasi-particle energies and ineraction vertices due to strong local electronic correlations, which, in some FeSC, may be sizable. [69, 177]
5 Outlook and Perspectives

The results described in this chapter show that in the last twenty years there has been a substantial advancement in the understanding of superconductors, driven by the progress of **ab-initio** electronic structure methods. The SH$_3$ discovery has demonstrated that room-temperature superconductivity can be attained, at least at extreme pressures, \[1\] and that **ab-initio** methods can be very effectively employed to predict new superconductors. The next challenge in the field is clearly to devise practical strategies to replicate the same result at ambient conditions, exploiting novel synthesis and doping techniques. Obviously, the development of **ab-initio** methods that can treat these regimes is a crucial step in this direction.

The aim of this final section is to give a short overview of promising strategies to high-T$_c$ superconductivity, exemplified in Fig. 10 (a)-(e).

**Fig. 10** Selected literature examples of possible strategies to room-temperature superconductivity at ambient pressures: (a) First-principles prediction of $\alpha$ and $\beta$-LiB \[178\] (Design by Analogy); (b) Superconductivity in doped ices \[129\] (Chemical Doping of molecular crystals); (c) Charge-density profile of superconducting Pb@Si(111) surface. \[179\] (Atomic-scale design and Dimensionality); (d) High-pressure superconducting phase diagram of phosphorus \[101\] (Quenching of High-pressure metastable phases); (e) T$_c$ vs field effect and chemical doping in monolayer MoS$_2$ \[180\] (Doping by field effect).

a) **Design by Analogy:** This is one of the most common routes to search for new superconductors, i.e. achieve high-T$_c$ designing materials with a similar geom-
etry, chemistry, electronic structure, etc. as the best existing superconductors. This route lead to several predictions of high-$T_c$ superconductivity in layered borides and carbides after the discovery of MgB$_2$, as well as hole-doped LiBC, and, more recently, doped graphene.\cite{181,182,89} The main drawback of many of these early works is that the many of these hypothetical compounds are thermodynamically unstable. Nowadays, studies of the thermodynamic stability of compounds are well established, but were very rare at the time of the MgB$_2$ discovery. One of the first studies to take this aspect into account the prediction of superconductivity in LiB.\cite{178} shown in Fig. 10(a).

b) **Chemical Doping of Molecular Crystals:** Similarly to covalent solids, molecular ones exhibit stiff bonds, and hence their electronic states can couple strongly to lattice vibrations, which is a prerequisite for high-$T_c$ conventional superconductivity. However, similarly to covalent solids, molecular ones are usually insulating at ambient pressures. Making them superconducting requires either very high pressures, or chemical doping, which is often hard to control experimentally and to model ab-initio.

One of the most complete studies of the effect of doping on superconductivity in molecular crystals is the study of superconductivity in doped ice, by Flores-Livas et al.\cite{129} Here, analyzing the effect of different dopants using supercells, the authors found that nitrogen acts as an effective dopant at the oxygen site, leading to a $T_c$ of 60 K. The study nicely evidences the crucial difference between actual doping, modelled with supercells, and more approximate approaches, as rigid-band or jellium doping.

c) **Atomic-Scale Design and Dimensionality:** Another recent trend in condensed matter research opened by the development of novel techniques, such as Molecular Beam Epitaxy (MBE), or exfoliation,\cite{183} is the design of materials at the atomic scale, through heterostructuring, controlled deposition, strain engineering, etc. This permits to tune superconductivity in existing materials, induce it in semi-conductors and semi-metals through doping, like Li-decorated graphene and phosphorene, or create completely artificial superconductors, depositing superconducting elements on semiconductor surfaces, as in Fig. 10(c), which shows a SCF calculation for Pb on the 111 surface.\cite{184,179} For this type of problems, real-space approaches may be more appropriate than reciprocal space ones.\cite{185}

d) **Quenching of High-Pressure Metastable Phases** down to ambient pressure is another very attractive route to stabilize unusual bonding environments, enabled by recent developments in high-pressure techniques. In fact, controlled heating and cooling cycles permit to selectively stabilize different metastable phases, realizing pressure-hysteresis cycles. Figure 10(d), from Ref.\cite{101}, shows the crystal structures of the different phases that form the complicated superconducting phase diagram of elemental phosphorus. In this element, a high-$T_c$ branch, clearly distinct from the low-$T_c$ ground-state one, can be accessed by laser heating, and is associated with metastable black phosphorus; similar branchings between high-$T_c$ and low-$T_c$ phases have been predicted at higher pressures.
e) Doping via Field Effect is an attractive route to tune the properties of materials continuously, without impurities and distortions associated to chemical doping. Modern techniques based on liquid electrolytes permit to achieve doping levels as high as $10^{15}$ carriers/cm$^3$, corresponding to tenths of electrons, around three orders of magnitude larger than standard solid-state techniques. The first successful applications have been to cuprates, ZrNiCl, and 2D materials –Fig. 10(e). Rigorous modelling of field-effect devices has been derived in Refs. [186, 187].

Although not an experimental technique, methods for machine learning, which can be used to pre-screen ab-initio proposals, will most likely play a bigger and bigger role in the design and discovery of new materials. [188]

Note that all of the specific examples discussed above are based on the assumption of conventional (phonon-mediated) pairing. The same techniques have been, and can be, applied also to unconventional superconductors, which remain the likeliest candidates for high-$T_c$ superconductivity. However, without a quantitative theory of the superconducting pairing, it is at the moment impossible to formulate reliable predictions of $T_c$ and other superconducting properties. A progress in this direction is therefore an essential prerequisite to any meaningful computational search.
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