HGM: A Novel Monte-Carlo Simulations based Model for Malware Detection
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Abstract. Malware detection is a challenging and non-trivial task due to ever increase in several attacks and their sophistication level. Detection of such attacks demands the exploration of new approaches to generalize the attack patterns. One such approach is the use of Monte-Carlo simulations to train a reinforcement learning model. In this paper, we propose a self-adaptive Monte-Carlo simulation-based reinforcement model called Heuristic-based Generative Model (HGM), which generalizes the attack patterns in such a way that the new unknown attacks can be detected and flagged in real-time. The results show that HGM can detect a variety of malware with high accuracy.

1. Introduction
The Internet plays a primary role in our life. Internet services like e-banking and e-commerce are used by a remarkable number of individuals and organizations. Such services encourage cyber-criminals to achieve their malicious intention by using Malware (malicious programs) [1]. Hundreds of millions of new samples of malicious software have been created. This indicates that approximately one million new threats/attacks are released daily [2].

Several anti-malware solutions have been proposed by security companies to protect organizations and individuals. These solutions are based on a repository where all the “known” types/definitions of malware are referenced; thus, they can be identified and blocked. However, due to the enormous increase in new malware samples, referencing all the malware has become a complicated task. This situation has created a need for intelligent approaches, flexible and adaptable, so that they can identify and block even “unknown” malware.

Machine learning approaches have shown real improvement and efficiency in analyzing and detecting malware. Most approaches are based on the selection of the best of features that describe best a malware, coupled to an appropriate machine learning algorithm [3-13]. In this paper, we extend our previous approach RCBM, based on reinforcement learning [14], to propose a new one called Heuristic-based Generative Model (HGM) that combines the best features of MOCART [15] and Random Forest [4-6].

The remaining of this paper is structured as follows: Section 2 discusses the different approaches used to detect and analyse malware. Section 3 explains the improvements made on our previous approach RBCM [14] to avoid converging to local-minima in the search spaces with a small range of values in an observation dataset. Sections 4 illustrates the experimentation setup and compares the performance of HGM with the state-of-work approaches. In sections 5, we present our conclusion and future work.
2. Related Work
Machines learning approaches, proposed in the literature, can be organized in three major dimensions, according to Ucci’s taxonomy [16]: malware’s objective, malware’s features, and the machine learning algorithm used. Since our study focuses on the Machine Learning relevance in the malware detection, we will focus on the third dimension mainly. Even, if the existing approaches have explored plenty of machine learning techniques, the most used ones are: Random Forest [4-6], Decision trees [7-8], Neuronal Network [9-11], Naïve Bayes [12-13], k-NN and SVM[13]; an exhaustive list is discussed in the following.

Several malware classification approaches have used the Random Forest clustering technique [4-6], due to it competitive performances compared to other algorithms. Karanja et al. [17] conducted a comparison between three clustering techniques, where he showed that the Random Forest overpasses the Naïve Bayes and the KNN algorithms; to this end he modelled the malwares as grayscale images. In another notable work presented in [6], the authors developed a malware clustering system: AMICO, evaluated thanks to a Random Forest technique, during nine months. This system was built around three main components: a download reconstruction module, which aims to reconstruct a real-time TCP traffic flow, where portable executable (PE) files were identified, and their reconstructed response copied by the download history module. Finally, a provenance classifier module analyses the behaviour of how the suspicious file was downloaded using the following set of features: the past file download, domain features, Server IP features, URL features, and the download request features. The training set of labelled malwares was monitored during two periods of time (one month and two months), and the experiments were conducted on the academic network for nine months and showed that AMICO was able to identify malware in 90% of the cases correctly.

Decision trees have also been considered in targeting malwares [7]. A Malware Targeting Recognition system (MaTR) was developed by combining decision tree algorithm and static heuristic features. In this study, the authors used over 100 heuristic features based on structural information (file attributes: name, path, attributes, size,…) and structural anomalies (section names, entry point, imports, exports,…). The system was trained with VX-Heaven dataset, and the decision tree classifier identified 99% of unknown malwares correctly, as announced by the authors.

Neuronal Network haven’t been considered widely in malware detection approaches as the other techniques stated above [9-11]. In Andrade et al. [9], the authors proposed a new public dataset, that was evaluated using a recurrent neuronal network (RNN) classifier. This RNN differs from other RNN by the formation of direct cycles between their neurons. The demand of greater memory of this classifier was resolved by the usage of Long Short-Term Memory (LTSM). The approach performed a good identification rate in 67% of the cases.

The state-of-the-art approaches demonstrated that Random Forests approach is promising. It outperforms other approaches like the Naïve Bayes and KNN. It is an ensemble model of decision tree which extracts efficiently the correlation-based rules. As for MOCART, it is a real-time Monte-Carlo simulation model that trains reinforcement learning structure using a generative model. The approach has been successfully applied in partially observable domains with high uncertainty in search space. The main goal of this paper is to extend our previous approach RBCM [14] in such a way that it will combine the best features among Random Forest and MOCART in the generative model of RBCM. The new approach will be compared with the state-of-the-art approaches to test its accuracy and performance.

3. Heuristic-based Generative Model
HGM is a Monte-Carlo simulation-based model which uses the best features of RBCM and Random Forest. The generative model uses a novel sampling approach which is guided by a heuristic to search for a quality solution under real-time constraints. HGM also self-tunes the parameters for heuristic search.

HGM addresses the random unguided sampling-based search in RBCM which can find solutions with low accuracy in domains with low branching factor as shown in [14]. The high-level description of HGM generative model is shown below (Procedure HGM) for a domain D, sample space $S$ and simulation length $t$, extension $n$. $E$ is the error function.
Procedure HGM(D, t, n, S, E):

1. Generate n samples at s
2. Evaluate Learning Structure on n samples
3. Measure $E(s)$ for n samples
4. If $E(s, d) < \theta$
5. Generate $n+t$ samples
6. Update Learning Structure
7. Evaluate Learning Structure on $n+t$ sample
8. $\theta = E(s, d)$

The generative model of HGM extends the simulation length by $d+n$ as shown above in procedure HGM. The update decision is made by using heuristics $E(s)$ boundary i.e. $\theta$, which depends on the current value of $Q$ function which is a learning structure used in [14]. The $\theta$ value also represents validation of $Q$ function on unseen data. HGM simulation model keeps the decision parameter dynamic and self-tuning to balance the trade-off between exploration and exploitation. Figure 1 explains the sampling strategy to guide the search along the path to quality solutions.

The search space at node $n1$ is simulated with three transitions at three nodes $n2$, $n3$ and $n4$. HGM simulates each sample strategy and evaluates the simulated paths so produce $E(s)$ for each solution quality. $n2$ brings in minimum $E(s)$ than of its siblings and provides a better heuristic for selection of direction to explore further. This also helps the learning structure to tune its weight values that reduce the error of the learner. The heuristic value is self-tuned on each extension of search depth, for example, $E(s)$ at $n3$ will be 0.002. If no siblings of $n1$ produces lower error values than $n1$ the look-ahead search will terminate at this state. This sample strategy is intuitive to take the learner out of local-minima as $E(s)$ will never be smaller than the best of local-minima and generative model will explore more solutions.

Due to self-tuning of the heuristic function $E(s)$ in generative model, the model can converge to biased strategies which always select exploration of the solution space instead of exploiting the best solution found yet. However, to counter this issue, the extensions to look ahead search remains limited to a fixed number. This will reduce the probability of jumping out of a promising region in the solution space. The adaptive use of $E(s)$ also adds to the benefit of avoiding visiting the same sample space for more than once. This feature optimizes the time of searching the best solution in space $S$.
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4. Experimentation and Result

4.1. Experimental Setup
HGM and its rival techniques are simulated using Windows 10 Enterprise with 16GB RAM and dual Intel Core (TM) i7-4702MQ CPUs each of 2.20GHz speed. All experiments are conducted by using the benchmark malwares. The data malware forensic is analysed using different tools for deep visibility of malware behaviours. Wireshark and Network Miner are run on Security Onion to analyse malware files. These data files are then pre-processed to generate a training dataset for the models. The benchmark malware datasets which have been applied for model training are: Microsoft-Malware dataset [18], ARP attack-dataset [19], and ICMP attack-dataset [19]. HGM performance is compared with state-of-the-art supervise learning techniques which are: J48, Convolutional Neural Networks (CNN), Random Forest and Feedforward Neural Networks (FNN). Performance of these models is measured by using three parameters which are Correlation Coefficient (CC), Accuracy and Root Mean Square Error (RMSE). The results of each model are run ten time and then average of these runs is used for comparison purpose.

4.2. Result
HGM is compared with its rivals with respect to all three performance measurement parameters. Table 1 shows the best performance of each model.

| Model     | CC   | Accuracy | RMSE |
|-----------|------|----------|------|
| HGM       | 0.31 | 0.78     | 0.038|
| CNN       | 0.44 | 0.74     | 0.024|
| J48       | 0.04 | 0.49     | 0.493|
| Random Forest | 0.54 | 0.64 | 0.395|
| FNN       | 0.088 | 0.71    | 0.175|

The results show that HGM performs comparatively better than its rivals, particularly in accuracy; however, due to variations in the number of samples in each run, the error rates fluctuate tremendously in each episode of experimental runs. The use of a convolutional neural network in generalization attack behaviors shows a promising strategy. CNN requires extensive training episodes as compared to HGM. Random Forests performs better in terms of correlation coefficient thank other models; however, it does not produce consistent results in terms of accuracy as it does build ensemble models of decision tree and chooses the best one. For this reason, it performs better than J48. HGM is better than its predecessor and other models due to its adaptive approach to sample selection mechanism. The samples are selected based on the quality of the search for solutions during Monte-Carlo simulations.

5. Conclusion
A new approach for malware detection so-called HGM was presented. It is a Monte-Carlo simulation-based model that uses the best features of RBCM and Random Forest. Extensive experimentations were conducted using different malware, known as Microsoft malware, ARP attack, and ICMP attack. HGM demonstrated a better performance than its rival in detecting the malware of various kinds. It demonstrated high performance and self-adaptability to exploration and then balancing the trade-off between exploration and exploitation. Furthermore, as android is ubiquitous and has a very largest share of the mobile OS market with billions of application downloads from the official app market; therefore, we plan to explore HGM for application Malware.
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