Robust design optimization for enhancing delamination resistance of composites
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Abstract
Recent developments in the field of computational modeling of fracture have opened up possibilities for designing structures against failure. A special case, called interfacial fracture or delamination, can occur in loaded composite structures where two or more materials are bonded together at comparatively weak interfaces. Due to the potential crack growth along these interfaces, the structural problem suffers from snap-back/snap-through instabilities and bifurcations with respect to the model parameters, leading to noisy and discontinuous responses. For such a case, the design optimization problem for a selected quantity of interest is ill-posed, since small variations in the design parameters can lead to large jumps in the structural response. To this end, this article presents a stochastic optimization approach to maximize delamination resistance that is less sensitive to small perturbations of the design and thereby leads to a robust solution. To overcome the intractability of Monte Carlo methods for estimating the expected value of the expensive-to-evaluate response function, a global, piecewise-constant surrogate is constructed based on nearest-neighbor interpolation that is iteratively refined during the optimization run. We found that by taking a large stochastic region at the beginning of the optimization and gradually reducing it to the desired one can help overcome poor local optima. Our results demonstrate the effectiveness of the proposed framework using an example of shape optimization of hard inclusions embedded in a double-cantilever beam, which significantly enhances delamination resistance.
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1 INTRODUCTION

Structural defects in the form of sharp cracks tend to grow in highly stressed regions and in those regions that provide easy pathways for crack propagation, for instance, adhesive interfaces in laminated composites. In the latter case, introducing architected heterogeneities or voids at the micro- or meso-scale along the interfaces is expected to retard or even stop the growth of the crack, thereby increasing the resistance to interfacial fracture or delamination. The size, shape and...
material properties of the heterogeneities can be chosen based on the solution of a structural optimization problem in which the objective is to maximize or minimize a quantity of interest (QoI) that characterizes the fracture resistance of the interfaces.

On the downside for the formulation of such an optimization problem, structural analysis involving quasi-static crack growth exhibits two major characteristics: snap-back/snap-through instabilities, and bifurcations with respect to the model parameters resulting in a switching of crack patterns (see, e.g., References 3 and 4). Such behavior is also evident in other structural problems, for example, related to nonlinear buckling,5 crash,6 or damage.7 As a result, design optimization problem formulations without some special treatment of the above structural phenomena, are discontinuous. Here, the discontinuities refer to the large jumps in the objective function value under small perturbations of the design parameters, rendering the optimization problem ill-posed.8

To overcome the challenge of ill-posedness, attempts have been made to simplify the structural analysis model, and use density- (e.g., SIMP9) and level-set-based10 topology optimization techniques to obtain enhanced fracture-resistant structures. Historically, this has been accomplished with great success by incorporating stress constraints,11-16 improving the resistance to crack nucleation in areas of high stress concentration. Similar techniques have been developed for stationary cracks to improve their resistance to grow further.17-21 Due to the restriction of crack evolution, such optimization problems do not face the challenges of structural instabilities and bifurcations. Moreover, the analytical sensitivities of the objective with respect to the design parameters can be reliably exploited by efficient gradient-based optimization methods.

Over the past decade, numerous studies have attempted to incorporate propagating cracks into the framework of topology optimization, primarily by regularizing the description of discrete cracks using a scalar phase field.22,23 Typically, the objective function involves a structural response function integrated over a finite number of fixed load steps, for example, integrated mechanical work,24-27 integrated fracture surface energy,28 or integrated elastic energy.29 For the computation of reliable analytical sensitivities of the objective with respect to the design, these studies (except in Desai et al.29) used a staggered algorithm30 together with a history variable field for elastic energy to robustly solve the fracture problem. In Desai et al.,29 however, the authors depended on a backtracking algorithm31 to achieve continuity of the potential energy of the system w.r.t. pseudo-time, while trusting the analytical sensitivities derived without considering structural instabilities. Similarly, in Singh et al.,4 that addresses material optimization for fracture resistance of cohesive interfaces, the authors achieved stable crack growth by locally linearizing the traction-separation law for each loading step, enabling calculation of exact gradients of the objective function with respect to the design. As shown in the same work, a major drawback of this approach is that it requires very small loading steps to resolve fast evolving cracks, and furthermore the method leads to spurious local optima in the objective function landscape close to the design points for which the structural system exhibits bifurcation.

To design a structure with optimized resistance to crack propagation, it would be better not to incorporate a regularization which alters the physics of the system and also the solution should be robust in the presence of discontinuities. Figure 1 shows three different classes of cost functions encountered in structural optimization problems: smooth, semi-smooth, and discontinuous. For the smooth and semi-smooth variants, well established gradient- and
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**Figure 1** Illustration of different classes of structural response $f$ in terms of a design parameter $x$—smooth, semi-smooth, and discontinuous, in the absence of numerical noise. The structural responses for the delamination problem exhibiting bifurcation phenomenon belong to the third category. At the locations of discontinuities, multiple solutions to the delamination problem may exist, leading to distinct responses.
surrogate-based optimization methods exist in the literature that help finding a local or the global minimum of the cost function. However, for the discontinuous case, it is challenging for both types of methods to solve the optimization problem with a reasonable computational expense. In addition, the solution found may not be robust in the sense that it may lie at or near the discontinuities, making the cost value very sensitive to small variations in the parameters of the structural problem. Given environmental uncertainties, it is imperative to find solutions which are robust against deviations in the design parameters distributed according to some probability density function. For these reasons, we shift here from deterministic to stochastic optimization approaches. In the framework of stochastic optimization, instead of finding a minimum of a scalar cost function $f(x)$, we aim to minimize its expectation over some random variable $Y$:

$$\min_x \{ F(x) := \mathbb{E}_x[f(Y)] \},$$

which may be viewed as a stochastic relaxation of the original deterministic optimization problem (see Figure 2).

A challenge of the stochastic optimization approach is that it requires many evaluations of the QoI, for instance, for the evaluation of the high-dimensional integral over the probability distribution of the stochastic variables. Monte Carlo techniques are the standard approach due to the fact that these methods are straightforward to implement and do not fall under the curse of dimensionality. Unfortunately, the number of samples required to estimate the mean of the QoI and its gradient with respect to the design variables can be prohibitive for direct use of a gradient-based optimization algorithm. Improvements such as using the adaptive multiple importance sampling technique to incorporate all the samples generated during an optimization run\textsuperscript{32} can greatly reduce the computational costs, but the number of model evaluations often remains prohibitively high. Efforts have been made to reduce this computational burden by replacing the expensive-to-evaluate response function by global approximations, called surrogate models or metamodels. A surrogate model substitutes the true functional relationship $f(x)$ with a mathematical expression $\tilde{f}(x)$ generated by a few sample points $\{(x_i, f(x_i))\}_{i=1}^N$ and is much cheaper to evaluate. During the optimization run, the surrogate model is refined with each iteration by adding more samples in the interesting regions in the design space for which the computer experiments can be run independently and in parallel. To name a few, common surrogate models used for optimization include polynomial regression model, Gaussian process (GP) regression (or kriging),\textsuperscript{33-35} radial basis function (RBF),\textsuperscript{36} and so on. However, the effectiveness of the surrogate models diminishes significantly when the true response surface is discontinuous with respect to the design parameters, and the discontinuities can lead to oscillations due to Gibbs phenomenon. Discontinuity detection strategies such as Voronoi-based\textsuperscript{37} or support vector machines (SVM)\textsuperscript{38} based domain-decomposition try to find the piecewise-continuous subdomains, enabling fitting of separate continuous surrogate models depending upon the number of discontinuities.

In this article, we simply use a piecewise-constant surrogate based on nearest-neighbor interpolation,\textsuperscript{39} constructed from normally distributed points sampled randomly around the design points encountered in an optimization run. The main advantage lies in the elimination of Gibbs oscillations in the presence of discontinuities in the original function. Using specialized data structures, for example, $k$-d tree,\textsuperscript{40} nearest-neighbor interpolation also enables fast updating and evaluation of the model. In a nutshell, we try to combine the good attributes from these two methods: the ability of

![Figure 2](image-url)
stochastic relaxation to provide robust optimized designs and the ability of nearest-neighbor interpolation to approximate discontinuous functions. To the best of our knowledge, none of the previous works has taken into account the robustness of the final design for optimized fracture resistance. The idea is to apply a gradient-based optimization algorithm on the smoothed, stochastically relaxed version of the piecewise-constant approximation of the response surface. To overcome spurious local optima due to numerical noise, an adaptive stochastic relaxation technique, similar to covariance matrix adaptation evolution strategy (CMA-ES), is used with an adaptively evolving trust region as in the successive response surface method (SRSM). Although adaptive sampling techniques can be employed to significantly improve the convergence rate of surrogates, especially in low-dimensional problems, their adoption and comparison with random sampling in the context of optimization are beyond the scope of this work.

The remainder of this article is organized as follows. We begin with Section 2 explaining the mathematical formulation of the delamination problem along with an appropriate metric for delamination resistance. Section 3 describes the formulation of the stochastic optimization problem and an algorithm to find a robust local optimum. Section 4 presents some numerical experiments, testing the optimization method on a heterogeneous double-cantilever beam problem with two, six, and twelve design degrees of freedom (DoFs). Finally, in Section 5, we conclude the article highlighting the advantages and limitations of the optimization model.

## 2 Mathematical Model for Simulating Interfacial Fracture

In this section, we briefly describe the main concepts for modeling interfacial fracture in a heterogeneous material domain. We use an energy minimization-based approach to evaluate the evolution of cracks along the material interfaces, wherein the interfacial tractions are determined by an exponential cohesive law. We also briefly discuss the spatial discretization scheme based on the extended finite element method (XFEM) to model displacement discontinuities along the interfaces, and a technique to solve the discretized system. Subsequently, we define a convenient QoI for structural optimization, which is chosen as a metric for delamination resistance.

### 2.1 The energy approach

Let \( \Omega \subset \mathbb{R}^2 \) be an open and bounded domain representing the configuration of a composite body in two dimensions, as shown in Figure 3. We assume that \( \Omega \) is divided into \( L \in \mathbb{N} \) homogeneous, linear-elastic subdomains \( \Omega_l, l = 1, \ldots, L \), interwoven by adhesive interfaces denoted by the set \( \Gamma_C := \bigcup_{l=1}^L \partial \Omega_l \setminus \partial \Omega \). The domain boundary \( \partial \Omega \) is divided into two disjoint sets, \( \Gamma_D \) and \( \Gamma_N \), representing Dirichlet and Neumann boundaries, respectively. The state of this mechanical system for a given set of boundary conditions is given by the displacement field \( u : \Omega \to \mathbb{R}^2 \), which admits discontinuities on \( \Gamma_C \). The interfacial opening at a point \( x \in \Gamma_C \) with unit vector \( n(x) \) pointing in the direction perpendicular to the interface is given by the displacement jump \( [u(x)] := u(x^+) - u(x^-) \), where \( x^\pm = \lim_{\epsilon \to 0^+} x \pm \epsilon n(x) \). On the Dirichlet boundary, a time-dependent displacement field \( \hat{u} : \Gamma_D \times [0, T] \to \mathbb{R}^2 \), \( T \in \mathbb{R}_{>0} \) is prescribed, whereas for the sake of simplicity of the model, we assume that no external body and surface forces act on the system.

![Figure 3](image-url) Schematic of a continuum domain \( \Omega \) with cohesive interfaces \( \Gamma_C \)
To define the state of the system at a given (pseudo-) time instant \( t \in [0, T] \), we search for solutions to the mechanical problem in the space

\[
S := \{ \mathbf{v} \in L^2(\Omega; \mathbb{R}^2) : \mathbf{v}\mid_{\Omega_l} \in H^1(\Omega_l; \mathbb{R}^2), \ l = 1, \ldots, L \}
\]

by minimizing the total potential energy functional \( \mathcal{E} : S \to \mathbb{R}_{\geq 0} \), given by

\[
\mathcal{E}(\mathbf{u}) := \sum_{l=1}^{L} \int_{\Omega_l} \Psi_l(\varepsilon(\mathbf{u}(\mathbf{x}))) \, d\mathbf{x} + \int_{\Gamma_c} G(\|\mathbf{u}(\mathbf{x})\|) \, ds,
\]

with \( \mathbf{u} \equiv \dot{\mathbf{u}}(\cdot, t) \) on \( \Gamma_D \). Here, \( \Psi_l \) represents the stored elastic energy density, \( G \) is the cohesive potential function, and \( ds \) denotes the surface measure over \( \Gamma_c \). The elastic energy density at a point \( \mathbf{x} \in \Omega_l, \ l = 1, \ldots, L \) is given by

\[
\Psi_l(\varepsilon) := \frac{1}{2} \varepsilon : C_l : \varepsilon,
\]

where \( \varepsilon := \nabla \text{sym} \mathbf{u} \) is the second-order, symmetric strain tensor and \( C_l \) is the fourth-order elasticity tensor. Assuming isotropic behavior of the bulk, the elasticity tensor is defined in terms of Lamé parameters \( \lambda_l \) and \( \mu_l \) as

\[
C_l := \lambda_l I \otimes I + 2\mu_l \text{1}^{\text{sym}}.
\]

Here, \( I \) is the second-order identity tensor and \( \text{1}^{\text{sym}} \) is a fourth-order unit tensor, defined as \( \text{1}^{\text{sym}} = [\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk}]/2 \), where \( \delta_{ij} \) is the Kronecker delta with the property \( \delta_{ii} = 1 \) if \( i = j \), and \( \delta_{ij} = 0 \) if \( i \neq j \).

To define the constitutive behavior of the interfaces, we follow Xu and Needleman\(^{44}\) and adopt an exponential cohesive potential as a function of interfacial separation, expressed as

\[
G(\|\mathbf{u}\|) := \phi(\delta_n) := \|\mathbf{u}\| \cdot \mathbf{n}, \delta_s := \|\mathbf{u}\| \cdot \mathbf{n}^\perp
\]

\[
:= \phi_n + \phi_s \exp(-\frac{\delta_s}{\delta_n}) \left\{ \left[ 1 - r + \frac{\delta_n}{\delta_s} \right] \frac{1 - q}{r - 1} - \left[ q + \frac{r - q \delta_n}{r - 1 \delta_s} \right] \exp\left(-\frac{\delta_s^2}{\delta_n^2} \right) \right\},
\]

where \( \delta_n \) and \( \delta_s \) are the displacement jumps in the directions normal and tangential to the interface, respectively. The unit vector \( \mathbf{n}^\perp \) is perpendicular to \( \mathbf{n} \) and points in the direction parallel to the interface. The parameters \( r \) and \( q := \phi_s/\phi_n \) are the coupling parameters, where \( \phi_n \) is the work of normal separation and \( \phi_s \) is the work of tangential separation. The parameters \( \delta_n^* \) and \( \delta_s^* \) denote the critical interfacial openings. For details about the behavior of this constitutive model and the resulting cohesive traction given by \( \nabla \phi \), please refer to Reference 44.

To simulate delamination of the structure under a given displacement controlled loading, we first discretize time over \( N_T \) time steps, given by \( t^k = k\Delta t, \ k = 1, \ldots, N_T \), where \( \Delta t := T/N_T \) is the time-step size. Denoting the state of the system by displacement field \( \mathbf{u}^k \) at time step \( k \), we write the structural problem as:

**Definition 1** (Incremental potential energy minimization). Given a prescribed boundary displacement field \( \dot{\mathbf{u}}(\cdot, t^k) \) on \( \Gamma_D \), find

\[
\mathbf{u}^k \in \arg \min_{\mathbf{v} \in S} \mathcal{E}(\mathbf{v}),
\]

such that \( \mathbf{v}(\mathbf{x}) = \dot{\mathbf{u}}(\mathbf{x}, t^k), \ \forall \mathbf{x} \in \Gamma_D. \)

### 2.2 Spatial discretization and solution method

As indicated earlier, we model the displacement discontinuities at the interfaces using XFEM, which is a flexible numerical approach for general interface problems. For completeness, we introduce here only its basic formulation.

To define the subdomains \( \Omega_l, \ l = 1, \ldots, L \), we use smooth level-set functions \( \psi_l : \Omega \to \mathbb{R} \), where \( \psi_l = 0 \) on the respective interfaces. Starting from a coarse background mesh (see Figure 4), the finite-elements intersected by the interfaces, referred to as *cut cells*, are successively refined to a predefined depth \( H \) or to a level where each of the finite elements
is cut by only one interface. Let $\omega_{h,i}^{\text{cut}} \subset \Omega$ be a subdomain covered by all the cells cut by an interface represented by the level-set function $\psi_i$, and $\omega_{h}^{\text{uncut}} := \Omega \setminus \bigcup_{i=1}^{I} \omega_{h,i}^{\text{cut}}$ be the part of the spatial domain covered by all the non-intersected cells, as shown in Figure 5. At time step $k$, we express the discretized displacement field $u_h$ at any point $x \in \Omega$ as

$$
\mathbf{u}^k(x) \approx \mathbf{u}_h(x; \mathbf{a}^k, \mathbf{b}^k) := \begin{cases} 
\sum_{i \in I_a} a^k_i \phi_i(x), & \text{for } x \in \omega_{h}^{\text{uncut}}, \\
\sum_{i \in I_a} a^k_i \phi_i(x) + \sum_{i \in I_b} b^k_i \xi_{i,l}(x) \phi_i(x), & \text{for } x \in \omega_{h,i}^{\text{cut}}, 
\end{cases}
$$

where $\phi_i$ are the conventional finite element shape functions. The field vectors $\mathbf{a}^k \in \mathbb{R}^{|I_a|}$ and $\mathbf{b}^k \in \mathbb{R}^{|I_b|}$ represent conventional and enriched nodal displacements, respectively, where $I_a$ and $I_b$ are the corresponding index sets. To model the discontinuities within the cut cells, a usual XFEM approach uses an enrichment function of the form

$$
\xi_{i,l}(x) := \text{sgn}(\psi_i(x)) - \text{sgn}(\psi_i(X_i)),
$$

where $X_i$ is the position of the finite element node corresponding to the $i$th degree of freedom. For more details on the implementation of XFEM for interface problems, please refer to Reference 45.

Denoting by $I_D$ the index set of constrained degrees of freedom corresponding to the prescribed displacements at the Dirichlet boundary, the energy minimization problem in Definition 1 is restated in spatially discretized form as below:
**Definition 2** (Incremental potential energy minimization for spatially discretized system). Given nodal displacements \( \hat{a}_i^k, \ i \in I_D \) at time-step \( k \), find \( u_h^k \equiv u_h( \cdot : a^k, b^k ) \) such that

\[
\{ a^k, b^k \} \in \arg\min_{a,b} \mathcal{E}(u_h( \cdot : a, b)),
\]

such that \( a_i = \hat{a}_i^k, \ \forall i \in I_D. \) (10)

Since the energy functional \( \mathcal{E} \) is twice-differentiable with respect to the unknowns \( a \) and \( b \), the above optimization problem can be solved using a continuous, gradient-based optimization solver. For the numerical studies presented in this article, we used IPOPT\(^{46} \) (with HSL\(^{47} \) MA86 linear solver), which is an open-source software for solving large scale nonlinear optimization problems. To get a discrete-time solution that approximates a quasi-static process, at each time step \( k = 1, \ldots, N_T \) the solution from the previous time step \( k - 1 \) is used for a warm start of the optimization procedure. The gradient \( \nabla_{(a,b)} \mathcal{E}(u_h( \cdot : a, b)) \) and the Hessian \( \nabla^2_{(a,b)} \mathcal{E}(u_h( \cdot : a, b)) \) of the energy functional, as required by the optimizer, can be derived manually, or one can employ an automatic differentiation (AD) package, for example, Sacado\(^{48} \), within a finite-element assembler code.

**Remark 1.** The energy minimization problem defined by Definition 2 admits non-unique solutions due to the non-convex nature of the potential energy functional. The solution obtained is possibly one of the many local minima, determined by the internal parameters of the state problem solver (here, IPOPT). In order to have a deterministic solution, that is, same solution for multiple problem solves, these parameters must be kept constant throughout a design optimization run. For the numerical studies presented in this article, all the IPOPT parameters were kept as default values.

### 2.3 Quantity of interest

The aim of this study is to optimize heterogeneous structures for enhanced resistance against interfacial fracture. For a structure subjected to a displacement-controlled loading, the resistance to its interfacial fracture can be characterized by the amount of external mechanical work that must be expended to displace a part of the boundary by a given amount. The mechanical work of the applied displacement is given by its scalar product with the reaction force exerted by the respective boundary. For the purposes of structural optimization presented in this article, we consider the QoI to be the negative of the external mechanical work, numerically integrating external mechanical power over time using the trapezoidal rule,

\[
\mathcal{W}(u^0_h, \ldots, u^{N_T}_h) := -\frac{1}{2} \sum_{k=1}^{N_T} \sum_{l=1}^L \int_{\Gamma_D \cap \partial\Omega_h} \left[ \tau_l(u^k_h(x)) + \tau_l(u^{k-1}_h(x)) \right] \cdot [u^k_h(x) - u^{k-1}_h(x)] \ ds,
\] (11)

where \( \tau(u) := [\tau_l : e(u)] \cdot n \) is the surface traction on \( \Gamma_D \cap \partial\Omega_h \) with unit normal vector \( n \). The negative sign implies that we want to maximize the mechanical work by minimizing \( \mathcal{W} \) and thus improving the delamination resistance. In the following sections, the terms QoI and structural response are used interchangeably.

### 3 ROBUST DESIGN OPTIMIZATION

The delamination problem introduced in Section 2 assumes that the parameters involved in the model are deterministic, that is, known for certain, or produced exactly to value. These include parameters related to the geometry and material of the structure, as well as the discretization and internal parameters of the solution algorithm. Obviously, this approach is an idealization of the real-life scenario, where uncertainties are inherent. To analyze a structural problem with non-unique solution, it is crucial to identify states that the system can assume with high probability given a particular set of model parameters. In the context of structural optimization, this aspect becomes even more important as considering only one state solution and neglecting the others can lead to a final design that shows a completely different behavior than predicted in a real-life situation. Even if the underlying structural problem has a unique solution for the optimized design, small variations in the parameters can have large effects on the structural response. On the contrary, a robust design is characterized by minimal influence of fluctuations on the system behavior (see, e.g., Reference 50).
In this section, bearing in mind the characteristics of the delamination problem, we introduce a stochastic optimization problem formulation. We explain the nearest-neighbor interpolation scheme to construct a piecewise-constant surrogate of the structural response. To solve the stochastic optimization problem, a surrogate-based algorithm is presented along with the search gradients to be used for the minimization of the objective.

### 3.1 Formulation of the stochastic optimization problem

Let us assume that \( \mathbf{x} \in B \) be a vector of \( d \in \mathbb{N} \) design variables (not to be confused with the spatial variable \( \mathbf{x} \) used in the previous sections), where

\[
B := \{ \mathbf{x} \in \mathbb{R}^d | x_i^{\min} \leq x_i \leq x_i^{\max}, i = 1, \ldots, d \} \tag{12}
\]

represents simple box constraints, with design bounds \( x_i^{\min}, x_i^{\max} \in \mathbb{R}^d \). To formulate a stochastic optimization problem, we introduce \( \mathbf{Y} \in \mathbb{R}^d \) as a vector of random (stochastic) variables representing a perturbed design around \( \mathbf{x} \), following a distribution with some additional parameters \( \mathbf{\Theta} \). The probability density function for the distribution is given by \( \rho(\cdot; \mathbf{x}, \mathbf{\Theta}) : \mathbb{R}^d \to \mathbb{R} \). If \( f(\mathbf{y}) \) denotes a deterministic model mapping parameters to a QoI, for example \( \mathcal{W} \) in Equation (11), and assuming \( \rho(\mathbf{y}; \cdot, \cdot) = 0 \) for an infeasible design \( \mathbf{y} \in \mathbb{R}^d \), we write the constrained stochastic optimization problem as

\[
\min_{\mathbf{x} \in B} \left\{ F(\mathbf{x}) := \mathbb{E}_{\mathbf{\Theta}}[f(\mathbf{Y})] = \int_{\mathbb{R}^d} f(\mathbf{y})\rho(\mathbf{y}; \mathbf{x}, \mathbf{\Theta}) \, d\mathbf{y} \right\} . \tag{13}
\]

A number of options for choosing the probability distribution (e.g., Weibull, Poisson, normal, lognormal, exponential, etc.) exist which can be suitable for particular optimization problems. One of the most important and simplest ones is the multivariate normal (or Gaussian) distribution defined by the probability density

\[
p(\mathbf{y}; \mathbf{x}, \mathbf{\Sigma}) := \frac{1}{(2\pi)^{d/2} |\mathbf{\Sigma}|^{1/2}} \exp\left(-\frac{1}{2}(\mathbf{y} - \mathbf{x})^\top \mathbf{\Sigma}^{-1}(\mathbf{y} - \mathbf{x}) \right), \tag{14}
\]

with mean \( \mathbf{x} \) and symmetric, positive-definite covariance matrix \( \mathbf{\Sigma} \in \mathbb{R}^{d \times d} \). For the current study, we adopt this distribution and for simplicity, we assume that the random variables \( Y_i, i = 1, \ldots, d \) are independent and identically distributed with a fixed standard deviation \( \sigma \in \mathbb{R}_{>0} \), or covariance \( \sigma^2 \mathbf{I} \) with identity matrix \( \mathbf{I} \). Here, the standard deviation \( \sigma \) measures the magnitude of the random perturbations of each of the design variables. A well-known property of the univariate normal distribution is that, 99.7% of the probability mass lies within the \( \pm 3\sigma \) range (see Figure 6), which allows us to safely truncate it to this limit without much loss of accuracy. Bearing in mind the possibility of having infeasible design points in \( \mathbb{R}^d \), we define a restricted integration domain for calculating the expectation in Equation (13):

\[
B_\delta := \{ \mathbf{y} \in \mathbb{R}^d | x_i^{\min} - \delta \sigma \leq y_i \leq x_i^{\max} + \delta \sigma, \ i = 1, \ldots, d \} , \tag{15}
\]

where the parameter \( \delta \in \mathbb{R}_{>0} \) is chosen large enough (e.g., \( \delta \geq 3 \)) such that

\[
\int_{B_\delta} p(\mathbf{y}; \mathbf{x}, \sigma^2 \mathbf{I}) \, d\mathbf{y} \approx 1, \quad \forall \mathbf{x} \in B, \tag{16}
\]

and small enough (\( \delta \leq \infty \)) that a perturbed design \( \mathbf{y} \in B_\delta \) around any \( \mathbf{x} \in B \) is still feasible. This results in a reformulation of the optimization problem, expressed as:

**Definition 3** (Stochastic optimization problem). Given standard deviation parameter \( \sigma \in \mathbb{R}_{>0} \) for design perturbations, find \( \mathbf{x} \in B \) such that

\[
\min_{\mathbf{x} \in B} \left\{ F(\mathbf{x}) := \mathbb{E}_{\mathbf{x}, \sigma^2 I}[f(\mathbf{Y})] \approx \int_{B_\delta} f(\mathbf{y})p(\mathbf{y}; \mathbf{x}, \sigma^2 \mathbf{I}) \, d\mathbf{y} \right\} . \tag{17}
\]
Remark 2 (Scaling of design space). In the above problem formulation, we have considered a single standard deviation parameter \( \sigma \) for all the random variables, which may not be appropriate in every practical situation. To account for this, we can define a separate \( \tilde{\sigma}_i \) for each of the random variables \( Y_i \), \( i = 1, \ldots, d \), leading to a diagonal covariance matrix \( \Sigma = \text{diag}\{\tilde{\sigma}_i^2\}_{i=1}^d \). The stochastic region \( B_\delta \) must then be adjusted accordingly. As an alternative, one can scale the design space a-priori such that the stochastic variables \( Y_i \) follow a common standard deviation in the optimization framework. For the sake of convenience, we take the latter approach in this article.

Remark 3 (Relation to Gaussian smoothing). The presented stochastic optimization problem (Definition 3) can be interpreted as optimization via Gaussian smoothing,\(^{32,51,52}\) which is one of the many existing derivative-free optimization (DFO)\(^{53,54}\) methods. Gaussian smoothing based algorithms first smooth the landscape of the objective function with a \( d \)-dimensional Gaussian convolution and then estimate the gradient of the smoothed objective function through random perturbations of the design. As shown in Figure 7, using the example of the Herbie function superimposed with a step function, the Gaussian convolution with a wide smoothing radius enables nonlocal exploration, reducing the local minima effect and improving the characterization of global patterns in the objective function landscape. In the limit of \( \sigma \to 0 \), the smoothed function approaches the true QoI. From this perspective, the chosen standard deviation \( \sigma \) can also be thought of as a smoothing parameter for the QoI. Instead of sequentially scaling \( \sigma \) down to 0, we use it here as a fixed parameter in the context of stochastic optimization.

### 3.2 Optimization algorithm

In the following, we explain a surrogate-based algorithm for solving the optimization problem defined by (17). The optimization procedure proposed in this work is tailored to efficiently search for a robust design while preventing premature convergence to a poor local optimum in the case of a multi-modal objective landscape. Figure 8 gives an overview of the optimization algorithm, whereas a pseudocode is delineated in Algorithm 1.

To find a minimum of the objective \( F \) for a given standard deviation \( \sigma \), we solve a sequence of stochastically relaxed optimization sub-problems. To this end, we define a smooth function \( \bar{F} : \mathbb{R}^d \to \mathbb{R} \),

\[
F(x; \Sigma, \bar{f}) := \mathbb{E}_{x, \Sigma}[\bar{f}(Y)] = \int_{\mathbb{R}^d} \bar{f}(y)p(y; x, \Sigma) \, dy,
\]

where \( \bar{f} : \mathbb{R}^d \to \mathbb{R} \) is a nearest-neighbor (NN) interpolant,\(^{55}\) built on some data \( D := \{Y, Q\} \) with data values \( Q := \{q_i := f(y_i)\}_{i=1}^N \), evaluated at some scattered data sites \( Y := \{y_1, \ldots, y_N\} \). For the numerical experiments presented in this article, distances are measured w.r.t. the Euclidean norm to search for nearest neighbors. Comparison with other distance metrics, for example, Manhattan distance, Mahalanobis distance, and so forth, is beyond the scope of this work.
FIGURE 7  Visualizing Herbie-step function and nearest-neighbor interpolants generated with $N = 50$ and $N = 250$ well-spaced samples, along with their smoothed counterparts with different values of the smoothing parameter $\sigma$.

FIGURE 8  Flowchart of the optimization procedure. The inputs are the starting design $x^{(1)}$ corresponding to the best Latin-hypercube sample and the covariance matrix $\Sigma^{(1)}$. 

\[ \text{Start} \]
\[ x^{(1)}, \Sigma^{(1)}, k = 1 \]
\[ \text{Sampling} \quad y \sim \mathcal{N}(x^{(1)}, \Sigma^{(1)}) \]
\[ q = f(y) \]
\[ \text{Update nearest-neighbor interpolant} \]
\[ f \]
\[ \text{Expectation function} \]
\[ \hat{F}(x; \Sigma^{(k)}, \tilde{f}) := E_{x,y} (f(y)) \]
\[ \text{Optimization sub-problem} \]
\[ \min_{x \in \mathcal{R}} \hat{F}(x; \Sigma^{(k)}, \tilde{f}) \]
\[ \text{Region of interest} \quad \mathcal{R} \]
\[ k \leftarrow k + 1 \]
\[ x^{(k+1)}, \Sigma^{(k+1)} \]
\[ \text{Update } \mathcal{R} \text{ and } \Sigma \]
\[ (\text{Eq. (20) and (27)}) \]
\[ x^{(k+1)} \]
\[ k = k_{\text{max}} \]
\[ \text{no} \]
\[ x^{(k+1)} \]
\[ \text{yes} \]
\[ \text{Stop} \]
Algorithm 1. Stochastic optimization algorithm

Input: \( x_{\text{min}}, x_{\text{max}}, \sigma_{\text{max}}, n_0, \alpha, \delta, k^{\text{max}}, y_{\text{ran}}, y_{\text{str}}, \eta, \beta \)

Result: Optimized design \( x^* \)

1. \( \mathcal{Y} := \{ y_i \sim \mathcal{U}(x_{\text{min}}, x_{\text{max}}) \}_{i=1}^{n_0} \) // Generate uniform random samples using LHS
2. \( \mathcal{Q} := \{ q_i = f(y_i) \}_{i=1}^{n_0} \) // Run delamination simulations and compute QoI
3. \( x^{(1)} = y \) s.t. \( f(y) = \min(\mathcal{Q}) \) // Initialize starting design
4. \( \sigma_i \leftarrow \sigma_{\text{max}}, i = 1, \ldots, d \) // Initialize standard deviations
5. \( r_i \leftarrow \beta \sigma_i, i = 1, \ldots, d \) // Initialize range factors
6. \( k \leftarrow 1 \) // Iteration count
7. while \( k \leq k^{\text{max}} \) do
8.   \( D \leftarrow \text{diag}(\sigma_i^2), \Sigma := D^2 \) // Covariance matrix
9.   \( N \leftarrow nd \) // Number of samples
10. \( \mathcal{Y} \leftarrow \{ y \sim \mathcal{N}(x^{(k)}, \Sigma) \mid x_i^{\text{min}} - \delta \leq y_i \leq x_i^{\text{max}} + \delta, i = 1, \ldots, d \}^N \) // Run delamination simulations and compute QoI
11. \( \mathcal{Q} \leftarrow \{ q_i = f(y_i) \}_{i=1}^{n_0} \) // Construct nearest-neighbor (NN) interpolator
12. \( \hat{f} := \text{NN-Interpolator}(\mathcal{Y}, \mathcal{Q}) \) // Construct nearest-neighbor (NN) interpolator
13. \( R := \{ x \in \mathbb{R}^d \mid \max(x_i^{(k)} - r_i, x_i^{\text{min}}) \leq x_i \leq \min(x_i^{(k)} + r_i, x_i^{\text{max}}), i = 1, \ldots, d \} \) // RoI
14. \( x^{(k+1)} = \arg \min_{x \in R} \hat{F}(x; \Sigma, \hat{f}) \) // Solve optimization sub-problem (21)
15. \( x^* \leftarrow x^{(k+1)} \) // Step size
16. \( s_i^{(k)} \leftarrow x_i^{\text{max}} - x_i^{(k)} \), \( i = 1, \ldots, d \) // Move limit heuristic [42]
17. if \( k > 1 \) then
18.   \( c_i \leftarrow s_i^{(k)} x_i^{(k-1)} \)
19.   \( \hat{c}_i \leftarrow \sqrt{|c_i|} \text{sign}(c_i) \) // Oscillation indicator
20. else
21.   \( \hat{c}_i \leftarrow 1 \)
22. end if
23. \( y_i \leftarrow \frac{1}{2}[y_{\text{str}}(1 + \hat{c}_i) + y_{\text{ran}}(1 - \hat{c}_i)] \) // Contraction parameter
24. \( \lambda_i \leftarrow \eta + |y_{\text{str}}(y_i - \eta)| \) // Contraction rate
25. \( r_i \leftarrow \lambda_i r_i \) // Update range factors
26. \( \sigma_i \leftarrow \min\left\{ \max\left\{ \frac{1}{\lambda_i} r_i, \sigma_{\text{max}} \right\}, \sigma_{\text{max}} \right\}, i = 1, \ldots, d \) // Update standard deviations
27. \( k \leftarrow k + 1 \)
28. end while
29. return \( x^* \)

Given a sufficiently large number of data points, the nearest-neighbor interpolant \( \hat{f} \) approximates the true response function \( f \).

Here, the main difference between \( F \) and \( \hat{F} \) is that we have replaced the true response \( f \) by its approximation \( \hat{f} \), and instead of fixing the covariance matrix to \( \sigma^2 \mathbf{I} \), we have allowed it to remain as a variable. Having a variable \( \Sigma \) allows us to start the optimization with a bigger stochastic region and then successively reduce it to the desired one. In the case, \( \Sigma = \sigma^2 \mathbf{I} \) and \( \hat{f} \approx f \) for a sufficiently large \( N \), we recover the true objective function:

\[
F(x) \approx \hat{F}(x; \Sigma = \sigma^2 \mathbf{I}, \hat{f} \approx f).
\] (19)

The optimization algorithm works as follows:

1. We start by choosing an initial guess for the design, which is done based on Design of Experiments (DoE). The methods range from simple random sampling to more sophisticated sampling techniques. In this work, we sample \( n_0 \) uniform random points in the search space \( B \) using Latin hypercube sampling (LHS) method, for which we evaluate the QoI. The best design among all serves as the starting point \( x^{(1)} \) for the successive surrogate-based optimization procedure. Here, the superscript \( (k) \) denotes the optimization iteration number.
2. We choose a starting standard deviation parameter \( \sigma_{\text{max}} \) which must be larger than the desired standard deviation \( \sigma \), resulting in the starting covariance matrix \( \Sigma^{(1)} = \{ \sigma_{\text{max}} \}^2 \mathbf{I} \). The covariance matrix \( \Sigma \) serves two purposes: (a) in each optimization iteration \( k \), it is used to generate random samples from the normal distribution \( \mathcal{N}(x^{(k)}, \Sigma^{(k)}) \), and (b) it is
used to calculate the expectation $\tilde{F}(\mathbf{x}; \Sigma^{(k)}, \tilde{f})$, defined in Equation (18), for a given design $\mathbf{x}$ and approximate response surface $\tilde{f}$. We also define initial range factors $r_i^{(1)} = \beta \sigma^\text{max}_i$, $i = 1, \ldots, d$ for each of the design variables, that allow us to define a region of interest (ROI) centered at $\mathbf{x}_i^{(1)}$, $k = 1$:

$$R^{(k)} := \{ \mathbf{x} \in \mathbb{R}^d | \max\{x^{(k)}_i - \mu^{(k)}_i, x^{\text{min}}_i \} < x_i < \min\{x^{(k)}_i + \mu^{(k)}_i, x^{\text{max}}_i \}, \ i = 1, \ldots, d \},$$

(20)

where $\beta > 0$ is a hyperparameter, ideally selected between 1 and 3. In practice, choosing a small value for $\beta$ results in small updates to the design parameters per optimization iteration, and thus smoother optimization behavior.

3. In each optimization iteration, we generate $n = ad$ samples randomly from the normal distribution with mean $\mathbf{x}^{(k)}$ and covariance $\Sigma^{(k)}$, and evaluate the structural response $f$ for each of the new samples. Here, $a \in \mathbb{N}$ is the “over-sampling” factor, ideally chosen between 2 and 10. A larger $a$ improves the accuracy of the estimated mean of the QoI in a given optimization iteration at the cost of a higher computational cost. All the available data combined with the data from the previous optimization iterations is then used to construct a nearest-neighbor interpolant $\tilde{f}$.

4. Given a region of interest $R^{(k)}$, the covariance matrix $\Sigma^{(k)}$ and the response function approximation $\tilde{f}$ for an optimization iteration $k$, we solve the following optimization sub-problem to obtain the next design point $\mathbf{x}^{(k+1)}$:

$$\min_{\mathbf{x} \in R^{(k)} } \tilde{F}(\mathbf{x}; \Sigma^{(k)}, \tilde{f}).$$

(21)

Since, $\tilde{F}$ is a smooth function of $\mathbf{x}$, the above optimization sub-problem can in principle be solved using a gradient-based solver, for example, based on trust-region methods. The gradient and the Hessian of $\tilde{F}$ with respect to $\mathbf{x}$ are estimated using Monte Carlo evaluations of $\tilde{f}$, as explained in the next section. Due to the limitations on the accuracy of estimators utilizing Monte Carlo methods, we perform only few iterations of the optimization solver to obtain an approximate solution.

5. For updating the ROI and the covariance matrix, we use the move limit heuristic (see Reference 42 for details), which updates the range factors based on the distance between the new design $\mathbf{x}^{(k+1)}$ and the old design $\mathbf{x}^{(k)}$. Since, we approximate the response surface by nearest-neighbor interpolation, this can result in severe oscillations between the successive designs. To prevent this undesired behavior, the heuristic uses oscillation indicators

$$\hat{c}_i = \sqrt{|c_i| \text{sign}(c_i)}, \ \text{with} \ \ c_i = \frac{s_i^{(k)}(k-1)}{\hat{r}_i^{(k)}}, \ i = 1, \ldots, d,$$

(22)

where $s_i^{(k)}$ is the design step size, normalized w.r.t. the range factor $r_i^{(k)}$, expressed as

$$\hat{r}_i^{(k)} = \frac{x_i^{(k+1)} - x_i^{(k)}}{r_i^{(k)}}.$$

(23)

As part of the move-limit heuristic, the contraction parameters are then defined by

$$\gamma_i = \frac{1}{2} [\gamma_{\text{pan}} (1 + \hat{c}_i) + \gamma_{\text{osc}} (1 - \hat{c}_i)], \ i = 1, \ldots, d,$$

(24)

where $\gamma_{\text{pan}}$ and $\gamma_{\text{osc}}$ are the hyperparameters, accounting for the directional movement and oscillations in the design, respectively. With zoom parameter $\eta$, the contraction rates are defined as

$$\lambda_i = \eta + |s_i^{(k)}| (\gamma_i - \eta), \ i = 1, \ldots, d,$$

(25)

which results to updates of the range factors:

$$r_i^{(k+1)} = \lambda_i r_i^{(k)}, \ i = 1, \ldots, d.$$

(26)

The updated range factors are then used to define the ROI for the next optimization iteration. We also update the covariance to a diagonal matrix:

$$\Sigma^{(k+1)} = \text{diag} \left( \{ \sigma_1^2, \ldots, \sigma_d^2 \} \right),$$

(27)
where $\sigma_i, i = 1, \ldots, d$ are the internal parameters of the algorithm, acting as intermediate standard deviations of the design parameters, given by

$$\sigma_i = \min \left\{ \max \left\{ \frac{1}{\beta_i}, \sigma \right\}, \sigma_{\text{max}} \right\}, \quad i = 1, \ldots, d. \tag{28}$$

6. We choose the stopping criterion based on the computational budget, which defines the maximum number of optimization iterations $k^{\max} \in \mathbb{N}$. Also, the maximum number of iterations should be large enough such that $\sigma_i, i = 1, \ldots, d$ are reduced to the desired standard deviation $\sigma$ at the end of an optimization run.

We define the computational cost of optimization as the number of executed evaluations of $f$, i.e. $v$ the number of solves of the underlying delamination problem. Given enough compute resources, these function evaluations in an optimization iteration can be performed independently and in parallel. For the numerical experiments presented in the next sections, the construction and evaluations of the nearest-neighbor interpolant $\tilde{f}$ are efficiently performed using the $k$-d tree implementation in SciPy, and have a negligible cost compared to the cost of the evaluations of $f$.

### 3.2.1 Search gradients for optimization subproblem

A good property of using the multivariate normal distribution for the stochastic optimization problem is that the probability density function is at least twice differentiable, allowing computation of its first and second derivatives with respect to the mean. The gradient and the Hessian of $p$ with respect to the mean $x$ are given by

$$\nabla_x p(y; x, \Sigma) = p(y; x, \Sigma) \Sigma^{-1} [y - x], \tag{29}$$

$$\nabla_x^2 p(y; x, \Sigma) = p(y; x, \Sigma) \left[ -\Sigma^{-1} + \Sigma^{-1} [y - x] [y - x]^\top \Sigma^{-1} \right]. \tag{30}$$

respectively. Using the above information, we can define the gradient and the Hessian of $\tilde{F}$ with respect to the design $x$, as

$$\nabla_x \tilde{F}(x; \Sigma, \tilde{f}) = \int_{\mathbb{R}^d} \tilde{f}(y) \nabla_x p(y; x, \Sigma) \, dy = \int_{\mathbb{R}^d} \tilde{f}(y) \Sigma^{-1} [y - x] p(y; x, \Sigma) \, dy$$

$$= E_{x, \Sigma} \left[ \tilde{f}(Y) \Sigma^{-1} [Y - x] \right], \tag{31}$$

$$\nabla_x^2 \tilde{F}(x; \Sigma, \tilde{f}) = \int_{\mathbb{R}^d} \tilde{f}(y) \nabla_x^2 p(y; x, \Sigma) \, dy = \int_{\mathbb{R}^d} \tilde{f}(y) \left[ -\Sigma^{-1} + \Sigma^{-1} [y - x] [y - x]^\top \Sigma^{-1} \right] \, p(y; x, \Sigma) \, dy$$

$$= E_{x, \Sigma} \left[ \tilde{f}(Y) \left[ -\Sigma^{-1} + \Sigma^{-1} [Y - x] [Y - x]^\top \Sigma^{-1} \right] \right], \tag{32}$$

respectively. The $d$-dimensional expectations in the above derivatives can be evaluated approximately or with arbitrary precision using Monte Carlo methods. Given $M$ normally distributed random samples $z_i \sim \mathcal{N}(x, \Sigma), \ i = 1, \ldots, M$, the sample average approximations of the objective and its derivatives are given by

$$\tilde{F}(x; \Sigma, \tilde{f}) \approx \frac{1}{M} \sum_{i=1}^{M} \tilde{f}(z_i), \tag{33a}$$

$$\nabla_x \tilde{F}(x; \Sigma, \tilde{f}) \approx \frac{1}{M} \sum_{i=1}^{M} \tilde{f}(z_i) \Sigma^{-1} [z_i - x], \tag{33b}$$

$$\nabla_x^2 \tilde{F}(x; \Sigma, \tilde{f}) \approx \frac{1}{M} \sum_{i=1}^{M} \tilde{f}(z_i) \left[ -\Sigma^{-1} + \Sigma^{-1} [z_i - x] [z_i - x]^\top \Sigma^{-1} \right]. \tag{33c}$$

In practice, it has been observed that using quasi-random samples, for example, generated from low-discrepancy Sobol sequences, instead of the usual pseudo-random points leads to a better convergence rate in the Monte Carlo estimation of the above expectations. For the numerical problems discussed in the next section, we used $M = 2^{16} = 65,536$ samples.
4 | NUMERICAL EXPERIMENTS

In this section, we present an example of design optimization for improving delamination resistance of a heterogeneous double-cantilever beam using the algorithm described in the previous section. The double-cantilever beam setup is the most commonly applied test to measure mode-I interlaminar fracture toughness. Here, we choose the design parameters to be the shapes of the elliptical, comparatively hard inclusions embedded in the beam (matrix) with predefined constitutive properties of the bulk as well as the material interfaces. The objective is to minimize the expected QoI defined by (11) over a chosen standard deviation parameter \( \sigma \), leading to a stochastic optimization problem specified by Definition 3.

The geometric setup and boundary conditions are shown in Figure 9. With the right boundary fixed, the left boundary is subjected to a monotonically increasing displacement \( \dot{u}_x(\cdot, t) = \pm \dot{t}, \ t \in [0, T = 0.1] \) in the vertical direction, while it is free to move horizontally. The loading is applied using \( N_T = 100 \) equal time steps, resulting in a load/time step size of \( \Delta t = 0.001 \). We assume isotropic material for the two beams, upper and lower, with Young’s modulus \( E = 200 \) and Poisson’s ratio \( \nu = 0.3 \) (or in terms of Lamé parameters: \( \lambda = 115.38 \) and \( \mu = 76.92 \)). Similarly, for the inclusions, we assume \( E = 400 \) and \( \nu = 0.3 \) (or \( \lambda = 230.77, \mu = 153.85 \)). The matrix-matrix and matrix-inclusion interfaces are modeled using the exponential cohesive law, as described by Equation (6), with parameters: \( r = 0, \delta^c_i = \delta^s_i = 0.0001, \phi_n = 2.718 \times 10^{-5} \), and \( \phi_b = 1.166 \times 10^{-5} \). The spatial domain is discretized with Lagrange finite elements of polynomial degree 1. The resulting finite element problem was implemented using an open-source finite element library, **deal.II**. The number of displacement degrees of freedom ranges from 25-30k which translates to a solution time of 2.5-4 min on a single CPU core of Intel Gold 6326 @2.90 GHz processor.

In the following optimization studies, the algorithmic parameters in Algorithm 1 are chosen as \( \alpha = 3, n_0 = 3d, \beta = 2, \delta = 3, \gamma^{\text{pan}} = 1.2, \gamma^{\text{osc}} = 0.8, \eta = 0.8, \) and \( \kappa^{\text{max}} = 100 \). The parameters \( \gamma^{\text{pan}}, \gamma^{\text{osc}}, \) and \( \eta \) were chosen based on the recommendations from the move-limit heuristic,\(^42\) and we did not attempt to tune these parameters to the current optimization problem. The parameter \( \gamma^{\text{pan}} \) is typically chosen to be 1, but for the numerical studies in the article, it is set to a slightly higher value to also allow for an enlargement of the sampling distribution and RoI in case the design point tends to take large steps during an optimization run.

4.1 | Optimization with 2 DoFs using point cloud data

To get an idea of the behavior of the global landscape of the chosen QoI and the effect of the smoothing parameter \( \sigma \) on the optimization procedure over many runs, we first consider a simple case with 2 design DoFs (\( d = 2 \)). The design parameters are the angles (in degrees) \( \theta_1 \) and \( \theta_2 \), which define the orientations of the two groups of inclusions: those that are located along the central interface of the double cantilever beam, and the rest (see Figure 10). The major and minor radii of the elliptical inclusions are set to 0.25 and 0.15, respectively. A close approximation to the response surface \( f \) is given by a piecewise-constant function \( g(\theta_1, \theta_2) := f([\theta_1], [\theta_2]) \) generated by evaluating QoI on a regular grid of 180 \( \times \) 180 points for \( \theta_1, \theta_2 \in [0^\circ, 180^\circ] \). Figure 11 shows the landscape of the QoI, while Figure 12 depicts a one-dimensional cross-section showing noisy and discontinuous characteristics of the QoI. The numerical noise stems from the finite-element remeshing for each of the configurations of the inclusions. Figure 13 depicts the evolution of cracks for two close configurations of the structural design with a large variation in the QoI.

With a cheap-to-evaluate response surface approximation at hand, the optimization was run 1000 times, each with three different values of standard deviation: \( \sigma = 5^\circ, \sigma = 10^\circ, \) and \( \sigma = 15^\circ, \) with \( \sigma^{\text{max}} = 36^\circ \). Due to the \( 180^\circ \) periodicity of

---

**Figure 9** Schematic showing the problem setup for shape optimization, where the design parameters are the radii and the orientations of the elliptical inclusions. The initial crack is shown in blue, while the interfaces in red represent the potential crack paths.
FIGURE 10  (Left) Structural setup with 12 shape parameters \( \{\theta_i, r_i\}_{i=1}^6 \). The radii along the minor axes of the elliptical inclusions are fixed at 0.15, while the radii \( r_i, i = 1, \ldots, d \) along the major axes range between 0.15 and 0.25. The orientations \( \theta_i, i = 1, \ldots, 6 \) can take any values in \( \mathbb{R} \). (Right) Parameterization for problem dimensions \( d = 2, 6, \) and 12 with the design variables \( x_i, i = 1, \ldots, d \)

FIGURE 11  (Left) Load–displacement curves for \( \theta_1 = 20^\circ, \theta_2 = 45^\circ \) (blue), and \( \theta_1 = \theta_2 = 45^\circ \) (red), with the mechanical work indicated by the shaded region. (Right) Global landscape of the QoI (− mechanical work) for \( \theta_1, \theta_2 \in [0^\circ, 180^\circ] \), computed on a regular grid of \( 180 \times 180 \) points

FIGURE 12  Objective function landscape in one dimension (\( \theta_2 = 45^\circ \)), with different values of smoothing parameter \( \sigma \). The non-smoothness of the objective for \( \sigma = 0^\circ \) is attributed to finite-element remeshing, presence of structural instabilities and bifurcations.
the orientations, the design variables are unbounded. Figure 14 shows a scatter plot of the final designs over the smooth objective function landscapes. With increasing the degree of smoothing, the behavior of the objective function landscape becomes more global, implying less number of local minima. Figure 15 shows the statistics of the objective values with respect to the optimization iteration, which indicates that the final objective value, which is the average of the QoI over a finite region in the design space, increases with standard deviation $\sigma$.

4.2 Optimization with 2, 6, and 12 DoFs

Next, we test the optimization algorithm with three cases of problem dimension: $d = 2, 6, $ and $12$, for which the design parameters are described in Figure 10. Here, the design parameters are the orientations $\theta_i$ and the major radii $r_i$ of the elliptical inclusions, where the major radii are subjected to box constraints ($r_i \in [0.156, 0.244]$) to avoid possible overlap of the inclusions. For the $d = 2$ case, the major radii are fixed to the upper bound of 0.244. The minor radii of the inclusions are set to 0.15. The standard deviations are chosen to be $\sigma_\theta = 3.6^\circ$ for the orientations and $\sigma_r = 1.76 \times 10^{-3}$ for the radii. For the optimization runs, the design space is scaled such that all the design parameters use the same standard deviation.

**FIGURE 13** Evolution of cracks for $\theta_1 = 20^\circ, \theta_2 = 45^\circ$ (top) and $\theta_1 = 45^\circ, \theta_2 = 45^\circ$ (bottom). The deformations are scaled by a factor of 10 for better visualization of the crack openings.

**FIGURE 14** Global landscapes of the objective function for $\sigma = 5^\circ, 10^\circ$, and $15^\circ$. The scattered points correspond to the final designs obtained from 1000 optimization runs, and the size (area) of the enclosing circles is proportional to the number of design points clustered together.
parameter $\sigma$, and $\sigma^{\text{max}}$ is chosen to be ten times larger. The optimization procedure was performed 20 times for each of the three cases of the problem dimension.

Figure 16 shows the statistics of the objective value with respect to the optimization iteration. There is a significant improvement ($\approx 5.2\%$) in the objective value when the number of design DoFs is increased from 2 to 6, while the shift to 12 DoFs does not lead to a major further enhancement. Moreover, there is a high variance in the objective value for $d = 12$ case, which is explained by the fact that the nearest-neighbor interpolation is affected by the curse of dimensionality. For high dimensions, a significantly larger number of samples is required to accurately predict the expected QoI and its gradients w.r.t. the design variables. Table 1 summarizes the percentage gains in the final objective values for the best and the worst cases of the optimization runs.

Figures 17–19 show the final designs for all the optimization runs with $d = 2$, 6, and 12 design DoFs, respectively. To account for the geometric symmetry of the arrangement of inclusions around the central horizontal axis of the beam, the designs are flipped to match the orientation of the leftmost central inclusion. For $d = 2$ and $d = 6$, distinct local optima are
Figure 17  Design versus optimization iteration for problem dimension $d = 2$, gathered over 20 optimization runs. The stochastic region depicts random perturbations of the final design corresponding to the median of the final objective values from all the optimization runs. To better illustrate the independent design variables, only two inclusions are shown here. Please refer to Figure 10 for details on the design parameterization.

Figure 18  Design versus optimization iteration for problem dimension $d = 6$, gathered over 20 optimization runs. The stochastic region depicts random perturbations of the final design corresponding to the median of the final objective values from all the optimization runs. To better illustrate the independent design variables, only three inclusions are shown here. Please refer to Figure 10 for details on the design parameterization.

Figure 19  Design versus optimization iteration for problem dimension $d = 12$, gathered over 20 optimization runs. The stochastic region depicts random perturbations of the final design corresponding to the median of the final objective values from all the optimization runs. To better illustrate the independent design variables, only six inclusions are shown here. Please refer to Figure 10 for details on the design parameterization.
observed, while for \( d = 12 \), the low sensitivity of the objective w.r.t. some of the design parameters and the low accuracy of the nearest-neighbor interpolant in high dimensions lead to high variability of the final designs across all the optimization runs. Figure 20 shows load–displacement diagrams for the final designs. Figures 21 and 22 depict evolution of the cracks with the final design corresponding to the median objective value for the \( d = 6 \) optimization case. As shown in Figure 22, the improvement in the delamination resistance is due to the occurrence of crack bridging mechanism that provides additional resistance to crack growth.

To quantify the uncertainty in the QoI value corresponding to the final design obtained from an optimization run, a Monte Carlo simulation approach can be employed. For completeness, we here perform stochastic analysis only for the best case of the 20 optimization runs with \( d = 6 \) design parameters. To this end, given the optimized design and the standard deviation parameters \( \sigma_\theta \) and \( \sigma_r \), multiple random sample realizations of the normal distribution are generated.

F I G U R E 20  Statistics of the load–displacement curves for the final design samples (\( 3 \times d \) samples per optimization run) gathered over 20 optimization runs

F I G U R E 21  Evolution of cracks for the final design obtained from optimization run with \( d = 6 \) design parameters. The deformations are scaled by a factor of 10 for better visualization of the crack openings.
Fracture toughening as a result of crack bridging mechanism, illustrated for the final design obtained from optimization run with $d = 6$ design parameters.

QoI statistics corresponding to the best-case of 20 optimization runs with $d = 6$ DoFs: (A) All 1800 (i.e., $\alpha d k_{\text{max}}$ with $\alpha = 3$, $d = 6$, and $k_{\text{max}} = 100$) samples evaluated during the optimization run, (B) normally distributed samples centered at optimized design with the chosen standard deviation ($\sigma_\theta = 3.6^\circ$, $\sigma_r = 1.76 \times 10^{-3}$), evaluated on the actual QoI function $f$, (C) normally distributed samples centered at optimized design evaluated on the final nearest-neighbor interpolant $\tilde{f}$ constructed during the optimization run, and (D) normally distributed samples centered at optimized design obtained by setting $\sigma = 0$ in Algorithm 1, with the dotted line indicating the corresponding objective value. With the proposed algorithm, the QoI mean is 2.21% better than that for the design optimized with $\sigma = 0$.

Dependence of the number of samples evaluated per optimization iteration on statistics of 20 optimization runs with problem dimension $d = 6$. The histograms represent the distribution of the final objective values. Each optimization was performed with 100 iterations, generating $\alpha d$ samples per iteration with $\alpha = 1$, 3, and 5. The standard deviation parameters are $\sigma_\theta = 3.6^\circ$ for orientations and $\sigma_r = 1.76 \times 10^{-3}$ for radii, while the parameter $\beta$ is set to 2. The trend shows degradation of the optimization performance with low number of evaluated samples per iteration.
A delamination simulation is run for each sample, and then the corresponding QoI value is evaluated. Figure 23 shows the histogram of the QoI values for $2^{13} (= 8192)$ quasi-random samples from Sobol’s sequence, which indicates a significant degree of variance in the QoI as a result of perturbations to the optimized design. This exemplifies the requirement for a stochastic optimization algorithm that minimizes the QoI in an average sense rather than obtaining a locally minimum QoI value that might be an artifact of numerical noise. For comparison, the figure also shows stochastic analysis for an optimized design obtained by minimizing $f$ (with $\sigma = 0$ in Algorithm 1), which leads to a slightly worse mean for the QoI.

Next, we investigate the impact of the choice of $\alpha$ and $\beta$ parameters on optimization performance. For this study, we again choose the $d = 6$ dimensional optimization case. First, we fix $\beta$ to 2 as in the previous experiments, and vary the number of samples evaluated per optimization iteration with $\alpha = 1, 3,$ and 5. As can be seen in Figure 24, optimization progresses poorly when the number of samples evaluated per optimization iteration is small, providing motivation for a larger $\alpha$ for better convergence at the expense of a higher computation cost. Second, we set $\alpha$ to 3 and vary $\beta = 1, 2,$ and 3. As expected, Figure 25 shows that smaller step sizes with smaller $\beta$ lead to a smoother behavior of the optimization runs.

5 | CONCLUSION

In this article, a robust design optimization scheme was presented for enhancing delamination resistance of heterogeneous structures, for which the structural responses are discontinuous and exhibit numerical noise. The delamination problem was formulated as an energy minimization problem and the design parameters were taken to be the sizes and orientations of the elliptical inclusions embedded in a matrix material. The method benefits from the response surface approximation via nearest-neighbor interpolation and its subsequent stochastic relaxation. The use of smooth Gaussian distribution for the perturbations of the design variables allows computation of gradients to be used for searching local optima. The proposed optimization algorithm was tested for design problems with 2, 6, and 12 DoFs. For the optimization problem with 12 design DoFs, an improvement of up to 55.76% in the mean delamination resistance in terms of the external mechanical work was observed. The formation of the crack bridging mechanism in the optimized design delays the growth of the crack, improving delamination resistance.

In nutshell, the presented optimization model offers the following advantages:

- **Robust design.** In practical situations, it is crucial for the design to be robust under small deviations. This is achieved by incorporating a stochastic optimization approach where the QoI is optimized in an average sense.
- **Efficiency.** All data points from the previous optimization iterations are utilized for the evaluation of the expected QoI using the nearest-neighbor interpolation scheme.
- **Derivative free.** The optimization algorithm does not require derivatives of the underlying QoI with respect to the design variables. This allows to incorporate fracture models of arbitrary complexity within the optimization framework.
• **Parallel computation.** The QoI evaluation for the proposed samples in each optimization iteration can be performed independently and in parallel on multiple computer resources.

• **Avoiding premature convergence.** Starting the optimization with a larger smoothing radius and gradually reducing it to the desired one helps overcome poor local optima and avoids premature convergence.

**Limitations.** Although, the optimization algorithm works well in low dimensions, the accuracy of the nearest-neighbor interpolation drops significantly in high dimensions, as observed for the 12 DoFs case. Methods based on dimensionality reduction (e.g., using active subspaces) and distance-metric learning (e.g., Reference 65) for the nearest-neighbor interpolation could improve the estimation of the QoI and thus the efficiency of the proposed stochastic optimization framework in high dimensions.

**ACKNOWLEDGMENTS**
The work was funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation)—377472739/GRK 2423/1-2019. The authors sincerely appreciate the anonymous reviewers who offered valuable comments for improvements. Furthermore, the authors are grateful for the administrative and advisory support from the Competence Unit for Scientific Computing (CSC) at FAU Erlangen-Nürnberg, Germany. Open Access funding enabled and organized by Projekt DEAL.

**DATA AVAILABILITY STATEMENT**
The data that support the findings of this study are available from the corresponding author upon reasonable request.

**ORCID**

Sukhminder Singh [https://orcid.org/0000-0002-2406-7950](https://orcid.org/0000-0002-2406-7950)

**REFERENCES**

1. Wriggers P. *Nonlinear Finite Element Methods*. Springer Science & Business Media; 2008.
2. Strogatz SH. *Nonlinear Dynamics and Chaos*. CRC Press; 2018.
3. Gerasimov T, Römer U, Vondrejč J, Matthies HG, De Lorenzis L. Stochastic phase-field modeling of brittle fracture: computing multiple crack patterns and their probabilities. *Comput Methods Appl Mech Eng*. 2020;372:113353. doi:10.1016/j.cma.2020.113353
4. Singh S, Pflug L, Stingl M. Material optimization to enhance delamination resistance of composite structures using viscous regularization. *Comput Methods Appl Mech Eng*. 2021;382:113881. doi:10.1016/j.cma.2021.113881
5. Pignataro M. *Stability Bifurcation and Postbuckling Analysis*. Springer Vienna; 1998:29-83.
6. Boursier Niutta C, Wehrle EJ, Duddeck F, Belingardi G. Surrogate modeling in design optimization of structures with discontinuous responses. *Struct Multidiscip Optim*. 2018;57:1857-1869. doi:10.1007/s00158-018-1958-7
7. Bažant ZP, Cedolin L. *Stability of Structures*. World Scientific; 2010.
8. Baier H. Ill-posed problems in structural optimization and their practical consequences. *Struct Optim*. 1994;7:184-190. doi:10.1007/bf01742465
9. Bendsoe MP, Kikuchi N. Generating optimal topologies in structural design using an homogenization method. *Comput Methods Appl Mech Eng*. 1988;71:197-224. doi:10.1016/0045-7825(88)90086-2
10. Allaire G, Jouve F, Toader AM. A level-set method for shape optimization. *Compt Rend Math*. 2002;334:1125-1130. doi:10.1016/s1631-073x(02)02412-3
11. Cheng G, Jiang Z. Study on topology optimization with stress constraints. *Eng Optim*. 1992;20:129-148. doi:10.1080/03052159208941276
12. Duysinx P, Bendsoe MP. Topology optimization of continuum structures with local stress constraints. *Int J Numer Methods Eng*. 1998;43(8):1453-1478. doi:10.1002/(SICI)1097-0207(19981230)43:8<1453::AID-NME480>3.0.CO;2-2
13. Le C, Norato J, Bruns T, Ha C, Tortorelli D. Stress-based topology optimization for continua. *Struct Multidiscip Optim*. 2010;41:605-620. doi:10.1007/s00158-009-0440-y
14. Luo Y, Wang MY, Kang Z. An enhanced aggregation method for topology optimization with local stress constraints. *Comput Methods Appl Mech Eng*. 2013;254:31-41. doi:10.1016/j.cma.2012.10.019
15. Amir O. Stress-constrained continuum topology optimization: a new approach based on elasto-plasticity. *Struct Multidiscip Optim*. 2017;55:1797-1818. doi:10.1007/s00158-016-1618-8
16. Picelli R, Townsend S, Brampton C, Norato J, Kim H. Stress-based shape and topology optimization with the level set method. *Comput Methods Appl Mech Eng*. 2018;329:1-23. doi:10.1016/j.cma.2017.09.001
17. Gu GX, Dimas L, Qin Z, Buehler MJ. Optimization of composite fracture properties: method, validation, and applications. *J Appl Mech*. 2016;83:071006. doi:10.1115/1.4033381
18. Kang Z, Liu P, Li M. Topology optimization considering fracture mechanics behaviors at specified locations. *Struct Multidiscip Optim*. 2017;55:1847-1864. doi:10.1007/s00158-016-1623-y
51. Nesterov Y, Spokoiny V. Random gradient-free minimization of convex functions. *Found Comput Math.* 2017;17:527-566. doi:10.1007/s10208-015-9296-2

52. Maheswaranathan N, Metz L, Tucker G, Choi D, Sohl-Dickstein J. Guided evolutionary strategies: augmenting random search with surrogate gradients. In: Chaudhuri K, Salakhutdinov R, eds. *Proceedings of the 36th International Conference on Machine Learning. Volume 97 of Proceedings of Machine Learning Research.* PMLR; 2019:4264-4273.

53. Conn AR, Scheinberg K, Vicente LN. *Introduction to Derivative-Free Optimization.* SIAM; 2009.

54. Larson J, Menickelly M, Wild SM. Derivative-free optimization methods. *Acta Numer.* 2019;28:287-404. doi:10.1017/s0962492919000060

55. Wendland H. *Scattered Data Approximation.* Cambridge University Press; 2004.

56. Forrester AJJ, Sóbester A, Keane AJ. *Engineering Design via Surrogate Modelling: A Practical Guide.* John Wiley & Sons; 2008.

57. Fang KT, Li R, Sudjianto A. *Design and Modeling for Computer Experiments (Computer Science and Data Analysis).* Chapman and Hall/CRC Press; 2005.

58. Conn AR, Gould NIM, Toint PL. *Trust-Region Methods.* SIAM Digital Library; 2000. doi:10.1137/1.9780898719857

59. Virtanen P, None N, Gommers R, et al. SciPy 1.0: fundamental algorithms for scientific computing in Python. *Nat Methods.* 2020;17:261-272. doi:10.1038/s41592-019-0686-2

60. Joe S, Kuo FY. Constructing sobol sequences with better two-dimensional projections. *SIAM J Sci Comput.* 2008;30:2635-2654. doi:10.1137/070709359

61. Laffan M. *Testing the Toughness of Polymer Matrix Composites.* Elsevier; 2012:110-128.

62. Arndt D, Bangerth W, Davydov D, et al. The DEAL. II finite element library: design, features, and insights. *Comput Math Appl.* 2021;81:407-422. doi:10.1016/j.camwa.2020.02.022

63. Sobol’ I. On the distribution of points in a cube and the approximate evaluation of integrals. *USSR Comput Math Math Phys.* 1967;7:86-112. doi:10.1016/0041-5553(67)90144-9

64. Constantine PG. *Active Subspaces: Emerging Ideas for Dimension Reduction in Parameter Studies.* Society for Industrial and Applied Mathematics; 2015.

65. Weinberger KQ, Tesauro G. Metric learning for kernel regression. In: Meila M, Shen X, eds. *Proceedings of the 11th International Conference on Artificial Intelligence and Statistics. Volume 2 of Proceedings of Machine Learning Research.* PMLR; 2007:612-619.

**How to cite this article:** Singh S, Pflug L, Mergheim J, Stingl M. Robust design optimization for enhancing delamination resistance of composites. *Int J Numer Methods Eng.* 2023;124(6):1381-1404. doi: 10.1002/nme.7168