A statistical and deep learning-based daily infected count prediction system for the coronavirus pandemic
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Abstract
We present new data analytics-based predictions results that can help governments to plan their future actions and also help medical services to be better prepared for the future. Our system can predict new corona cases with 99.82% accuracy using susceptible infected recovered (SIR) model. We have predicted the results of new COVID cases per day for dense and highly populated country i.e. India. We found that traditional statistical methods will not work efficiently as they do not consider the limited population in a particular country. Using the data analytics-based curve we predicted four most likely possibilities for the number of new cases in India. Hence, we expect that the results mentioned in the manuscript help people to better understand the progress of this disease.
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1 Introduction
The Chinese authorities alerted the world in December 2019, that a virus outspread had occurred in their community. Eventually, it spread to the other countries in the coming months, with cases multiplying within a span of a few days. This virus was Severe Acute Respiratory Syndrome related Coronavirus that causes COVID-19. A virus is a small collection of genetic material bordered by a protein coat. It cannot replicate on its own. Also how long, a virus can remain on the surfaces is not certain. Coronavirus mostly spreads through contact with different surfaces. It mainly spreads by the droplets, when infected people sneeze or cough.

There are two possibilities for a pandemic like a corona: rapid and slow. A rapid pandemic costs many lives which would be devastating. The worst-case for a rapid pandemic begins with a very high rate of infection as there are no countermeasures taken to slow it down beforehand. In a rapid pandemic a large number of people would get sick and all at the same time. And if these numbers become too large, then the healthcare facilities would be unable to grip it. Not enough resources, like medical staff or medical equipment like ventilators, would be left to help those in need of them. People will die untreated in such a case. If the health care workers get sick themselves, the capacity of the health care systems to operate properly will fall drastically. And if so happens, then decisions will have to be made about who gets to live and who doesn’t as seen in Italy and New York. The number of deaths will tend to rise significantly in such a scenario.

This entire manuscript provides the information about likely next day count and when the end of phase 1 (EOP1), end of phase 2 (EOP2) and end of phase 3 (EOP3) (shown in Fig. 1) will arrive in India using 4 different possibilities so that people can find out in how many days India will be free from this pandemic crisis. Also, the maximum number of people getting infected during phase 2, and the end of cycle one has been predicted with the help of the data analytics-based curve generated from the analysis of different multiple countries. Our prediction can help decision-makers like government and medical supervisors to do the right thing. We expect more and more lives are saved and though this curve is unavoidable we can reduce its peak and slopes.

The COVID-19 outbreak has significantly impacted various sectors of the economy. The proposed work uses data analytics-based prediction as well as statistical analysis model (Figs. 2, 3). The data analytics-based prediction (Fig. 4) provides comparatively better results in comparison to the prediction carried out by using statistical models.
This prediction will be useful to the public and health care sector for better decision-making. As compared to existing literature, the accuracy of our predictions was 99.82%. The introduction section explains coronavirus, its impacts on the world, why it is necessary to predict the cases and its significance. The working of coronavirus is explained in the next section post the introduction. Other methodologies reported recently are covered in the literature review. The methodology section explains all the different statistical and deep learning models used for the prediction in detail. This section ends with data analysis (Figs. 5, 6, 7) and its importance in forecasting (Fig. 8). The results and discussion section explains the RMSE values obtained from the different algorithms used and also covers general observations found from the analysis of the data and compares different methods used. The conclusion summarizes the entire work and gives a future path for more development.

2 Working of corona virus

The virus begins to spread very deep into the person’s body via the nasal cavity. The targets of the virus are the lungs, the spleen, or the intestines, out of which, the most noticeable effect of this virus can be seen in the lungs. A large number of epithelial cells are present at the border of the lungs. These epithelial cells, also line the organs of our body and mucosa. Coronavirus injects its genetic material inside the epithelial cell by connecting to a particular receptor on the membrane of the victim’s cell. The cell executes the new commands that are given by this genetic material, which are to replicate and reconstruct new coronaviruses. This adds up further by generating more and more duplicates of the original virus till a critical point is reached where the cell receives a final call which is to self-destruct. And now the newly released coronaviruses starts attacking the other cells.

An exponential increase in the number of infected cells is seen and within 14 days. A huge number of cells, about millions, are infected and the lungs would be housing more than a billion of these viruses. This virus has so far not caused any damage to the body, but will now show a tremendous impact on the immune system. We all know that the immune system is meant for our protection, but it requires dense regulation as immune cells can also be harmful. Corona infects some of the immune cells and creates a disturbance by confusing them when these cells are poured into the lungs to fight the virus. These immune cells communicate through tiny proteins carrying information called as the cytokines. These cytokines are responsible for carrying out important immune reactions. Coronavirus causes the infected immune cells to exaggerate; it puts the immune system into a state of confusion and sends more antibodies than it should and thereby wasting a lot of its resources and causes great damage. Two types of cells in general create the disturbance. The first type of cells are Neutrophils, which are capable of killing the outside material, are sometimes even capable of killing host body cells. They arrive in large numbers and kill as many friends as enemies. The other being, the killer T-cells that ask the infected cells to commit a controlled suicide. And in this situation of conflict, they tend to ask the healthy cells to destroy themselves too. And as a huge number of these cells arrive, more damage is caused to the healthy lung tissues as well. This leads to lifelong disabilities and causes permanent irreversible damage. But in the majority of the cases, the immune system slowly regains power. The recovery begins and they start killing the infected cells and also recognize the viruses that try to infect the other new cells. In most of the cases, the patients can be mildly symptomatic. But some cases tend to become critical, and in this case, millions of epithelial cells die, the lungs lining are also damage, and the alveoli gets infected with the virus damaging the respiration. Such patients face difficulties in
breathing and need ventilators to survive. For weeks, the immune system has fought with the virus to its full capacity and made antiviral weapons to fight the coronavirus. But if the virus rapidly multiplies and enters the bloodstream, then death is more likely.

3 Literature review

Certain infectious diseases or events may or may not occur in a cyclic or rhythmic pattern. By studying and understanding their pattern we can determine when a future outbreak may occur. Due to this, it is possible to take preventative steps to minimize its impact. In year 2014, Kane et al. [1] worked in same field. He predicted the outbreak of avian influenza H5N1 in the nearest future. Kane et al. used ARIMA and Random Forest time series models for predicting this outbreak. In the study, Kane et al. found that Random Forest time-series predictive analysis provided better results over the ARIMA model. Mean Square Error (MSE) for the ARIMA model found to be 28.7412 whereas it was 24.8101 for the Random Forest model. In the current situation, studying and analyzing the spread of the Coronavirus is an essential task. Multiple factors lead to an increase in the count of the patient. In most of the cases, it is found that people already having some respiratory disease are at the verge of having COVID-19 disease. There is a direct relationship between the increased count of Coronavirus-infected people and pre-existing respiratory problems like pneumonia. Ji et al. [2] worked on same topic. He used Multivariate Cox regression to identify risk factors associated with the progression of the disease. Ji

![Image](image_url)

Fig. 2 Different statistical models fitting on actual data to train and forecasting the count. The black line indicates the actual count. a AR, MA, and ARIMA model for the fitting. They are far away from actual values most of the time. b Result of SIR model for fitting. The SIR model gives a good fit for the actual data. c Result of the RNN model for fitting on the actual data d 3 different Holts algorithm for fitting the data.
et al. obtained 0.91 value for Receiver Operating Characteristics. As Ji et al. and Qasim et al. has also studied the trend of the Corona pandemic. As mentioned in, Qasim et al. [3], qasim et al. has been determine the trend of corona spread based on Successive Approximation Method. In this work, he calculated worldwide expected lower bound value for confirmed cases 247007 cases with a maximum limit of 1667719 cases and minimum deaths count 8660 with an upper limit of 117397 deaths in the next 30 days. The mean ratio of expected cases was found to be 0.485 whereas the mean ratio of deaths was found to be 0.49. It is an essential task to prevent the spread of Coronavirus further. To stop or reduce the spread of Coronavirus, across the world various steps have been taken like announcing the lockdown, isolation, etc. Arti et al. [4], used a mathematical model to determine the effect of prevention technique on the spread of Corona. Arti et al. used a tree-based model to predict the spread of the coronavirus. Dhanwant et al. [5] worked in the same field for predicting the spread of Coronavirus in different countries by considering various features of Coronavirus growth. They found that the parameter \( \eta \) governed by various factors like the social-contact structure. The dependency of this parameter \( \eta \) on the transmission level in society gives a sense of the effectiveness of the measures taken for social distancing. An algorithm is developed in python using Scipy that understands and learns the social-contact structure. This algorithm gives a suitable value for \( \eta \). In a study by Tandon et al. [6] has compared multiple models and then employed them for forecasting future COVID-19 cases in India. They tried various models and found the ARIMA( Auto-Regressive Integrated Moving Average) model to be the most accurate based on error. Chen group [7] conducted the mathematical and numerical analysis for COVID-19 and proposed a time-dependent susceptible-infected-recovered (SIR) model that tracks 2 time series namely the transmission rate at time \( t \) and the recovering rate at time \( t \). In a study by Jun Zhang [8], a method was proposed to reconstruct a phase space based on the chaotic time series using RNN. This method was simple, practical, and effective in chaotic time series prediction. In a study by Chris Chatfield [9], the Holts-Winters forecasting procedure was tested for practical purposes and an important distinction between automatic and non-automatic
Forecasting approach was done to implement the Holts-Winters algorithm.

**4 Methodology**

The statistics on the coronavirus pandemic for a number of countries in the world has been presented as an open-source dataset for further analysis. Using this dataset [10], we carried out the prediction and the results obtained were tested using the data mentioned in the dataset. A basic flow of the methodology used has been shown in Fig. 4. We have used six time series prediction codes and

**Fig. 4** Proposed system flow diagram. The input consisted of the actual count taken from the open-source dataset. The data was initially filtered, and the different time series prediction models were applied to the processed data. Six statistical models, viz. Holts forecasting, ETS, AR, MA and ARIMA, SIR, E-SIR, and neural networks forecasting and a data analytics based prediction model was used for predicting the output. The obtained results from each model were compared to find the best-suited model for the prediction.
a data-analysis based prediction model has been presented. A comparison of the results obtained with each prediction algorithm was done to find a suitable model for prediction. A description on the algorithms used for prediction of next COVID-19 count daily rise value are presented in the following sub-sections. For people’s benefit we are giving away all the codes with this manuscript in supplementary section.

4.1 Holts forecasting model

The simple exponential smoothing to allow the forecasting of the data with no trends was extended by Holt [11]. A forecast equation and two smoothing equations are involved in Holt’s method [12](one for the level and one for the trend) where the level smoothing parameter is 0 ≤ α ≤ 1 and the trend smoothing parameter is 0 ≤ β ≤ 1. For the long-term forecast, the forecasting with Holt’s method will increase or decrease indefinitely and can extend into the future. In that case, we use the Damped trend method having a damping parameter 0 ≤ ϕ ≤ 1 to prevent the forecast from giving extremely large value.

4.2 Error trend seasonality (ETS) model

ETS stands for error trend seasonality [13], based on the nature of data, we can choose the model to forecast values. Other parameters such as trend, damped, seasonal, seasonal periods, box-cox transform, remove bias are adjusted and RMS values are calculated for all to get the top three best working models for our data.

4.3 AR, MA, and ARIMA Model

Auto-Regressive (AR) is used to describe certain time-varying processes and is a representation of a type of random process in statistics, econometrics, and signal processing [14]. The moving average (MA) model is used in time-series analysis and is a common approach for modeling univariate

![Fig. 6](image-url) a Trace 0 indicates the regular cycle of the coronavirus if the lockdown gets implemented throughout the pandemic. Trace 1 indicates a second cycle after the rest phase which may occur in case the entire population does not infected. Trace 2 occurs when the government policies change. Trace 3 shows the actual effect of the changes made in the government policies which can be seen after 14 days of the policy changes. The red dotted line indicates the beginning of the second cycle after the rest phase was completed. The purple dotted line indicates that even though the first cycle was not completed, a second cycle was overlaid on the first cycle indicating a higher peak than the first peak. b The normalized graph of the world indicates a second cycle that has been overlaid to the first cycle during the phase 2 of the first cycle. The number of cases rise exponentially and the peak is higher than first one.
time series [14]. A class of models that explains a given time series based on its own past values is 'Auto-Regressive Integrated Moving Average' (ARIMA) [15]. It uses its own lags and the lagged forecast errors, so that equation can be used to forecast future values.

4.4 Extend susceptible infected recovered (SIR) model

SIR model [16] is used to simulate disease and hence help us find trends as well as possible future predictions for the spread of disease. In the Extended model we can include more parameters like Exposed, that is, people who have been exposed but not yet showing symptoms. Further, we add cases that have been isolated and deaths, to get closer to the real world. Also, parameters like incubation period for the virus, mortality rate, number of people an infected infects per day, etc. are taken from real-world data as well as manual fitting of data.

4.5 Extended—SIR MODEL 2 (Curve Fitting)

Similar to previous, but we use limit module for python for best-fit curve fitting and also add more parameters like age group, critical conditions, number of beds leading to triage, etc.

Fig. 7  A simulation curve for the count of COVID-19 for different countries. a India and b Brazil have still not reached EOP1 and he numbers of cases are rising exponentially. c Russia is currently in phase 2 showing a flat curve indicating the number of cases increased at the same rate. d In the case of Bangladesh, Phase 2 has just begun. e Germany and f Italy show similar normalized nature of the curves and are in the rest phase. g USA shows an overlaid cycle after the phase 3 because of the relaxation of the lockdown, whereas h Australia shows a second cycle after the rest phase.
4.6 Forecasting with neural networks

An artificial recurrent neural network used in deep learning is Long short-term memory (LSTM) having feedback connections. It processes single data points and also entire sequences of data. It overcomes the vanishing gradient problem and is a recurrent neural network trained in back-propagation through time [17].

4.7 Data analysis-based prediction model

As it is not possible to predict the count of the cases using the time-series prediction algorithm, we used a data analysis-based prediction model. As seen in Fig. 5, the normalized graphs of the countries namely, UK, Italy, Germany, Ireland, New Zealand, Canada, and France where the spread of coronavirus has stopped have been plotted. After analyzing the data for those countries, we fitted a curve shown by the blue colored dotted line with the help of the deep learning model on the normalized graphs indicating the 3 phase nature of the curve for people testing positive for COVID-19. An exponential rising phase followed by a flat curve and finally a decay in the curve constituting a cycle for the normalized curve of the COVID-19 infected new patient’s daily count versus normalized timeline can be seen. This proves the 3-phase nature of the curve followed by a rest phase shown in Fig. 1.

As seen in Fig. 1, we can observe a cycle in the normalized curve. This cycle consists of 3 phases. Phase 1 is the exponential rise where the cases keep on increasing up to a point End of Phase 1 (EOP1). After EOP1, the number of cases increases at a constant level, and a flat curve can be seen indicating the phase 2. After End of phase 2 (EOP2), the cases start to decline gradually following a skewed curve and the phase 3 begins up to a point End of phase 3 (EOP3). These 3 phases together constitute a cycle for the coronavirus cases. After EOP3 a rest phase begins. A second cycle may begin after the rest phase in some cases or a second cycle may overlay on the first cycle itself, depending on the relaxation of lockdown and the government policies.

From the general trend obtained from the data analysis, we tried to fit the curve of India from 15 March to 12 July, 2020.
July 2020 in all the possible ways to the general trend. The coronavirus is spreading very quickly in India and the number of cases is increasing drastically. We could get only 4 different possibilities for fitting the curve obtained by the deep learning model as shown in Fig. 8 and the values of EOP1, EOP2, EOP3, the maximum count during the phase 2 were calculated for all the 4 possibilities.

5 Results

All the predictions in the mentioned curve are with the assumption, that there will not be any vaccine or medicine developed during the normalized timeline period. In the case of a vaccine gets developed and distributed the nature of the curve will be affected. As seen in Fig. 2a AR, MA, and ARIMA models do not give a good fit on the data. Whereas in Fig. 2b SIR model shows a close fit according to the actual data. Fig. 2c uses the RNN model for the fitting which also does not give a good fit as required. Figure 2d uses the Holts algorithm for the fitting of the data. Holts 1 and Holts 2 give a better fit on the data as compared to the Holts 3 algorithm. But it is practically not feasible to determine the count for an infinite number of days using the above-mentioned models. A front end was developed for the prediction software as shown in Fig. 3a. The input given was a .csv file which consists of two rows. One row consists of the date and the second consists of the corresponding count on that date. The Run button generates the predicted next day count and the RMSE values for each algorithm (E-SIR, RNN, Holts, AR, MA, ARIMA). The 6 algorithms that we used for the prediction were merged into a single application which would generate the prediction graph as shown in Fig. 3b for the next 10 days by just clicking on the “Generate Graph” button.

Table 1 indicates the Actual count, predicted count of COVID-19 patients, the RMSE values, and the accuracy for different time series models. The actual count patient was given as 28,637 to model. Among all the models the nearest count predicted by the SIR model which was 28,486. The Root Mean Square Error (RMSE) found to be for this model was 50. The most inefficient model found among all models was MA. MA estimated a count of 31,197. The RMSE value found in this model was 888 and the accuracy was 88.94%. Holts models 1, 2, and 3 respectively detected estimated count as 28,018, 28,455, 27,377 with RMSE values of 342.2, 451.8, and 1097.9. The models named ETS 1 and ETS 2 estimated count of patients 27,648 and 26,982 with an RMSE value of 1062 and 1073 respectively. According to the table, we found that the SIR model was nearly able to predict the count of COVID-19 patients correctly with an accuracy of 99.82%. Table 2 gives the values of the EOP1, EOP2, EOP3, and the maximum cases predicted for India. Figure 8a shows the worst-case scenario with maximum cases reaching 238,743. The pandemic is likely to end on 04-04-2022. Figure 8b and c indicate a moderate case scenario with maximum cases reaching up to 102138 and 41000 respectively. Figure 8d indicates the best case scenario with cases reaching up to a maximum of 31,900 and the pandemic would end in 24-03-2021.

5.1 Comparison with existing literature

A comparison of our proposed models with the one’s reported in the literature has been shown in Table 3. Wong [18] did a comparison of different pandemic search models

Table 1 Comparison of different COVID-19 count prediction methods

| Method  | Actual value | Predicted value | RMSE   | Accuracy      |
|---------|--------------|----------------|--------|---------------|
| HOLT1   | 28637        | 28018          | 342.2  | 98.80504243  |
| HOLT2   | 28637        | 28455          | 451.8  | 98.42232077  |
| HOLT3   | 28637        | 27377          | 1097.9 | 96.1604869   |
| ETS1    | 28637        | 27648          | 1062.3 | 96.29046339  |
| ETS2    | 28637        | 26982          | 1073.1 | 96.25274994  |
| AR      | 28637        | 30112          | 917.7  | 92.05399841  |
| MA      | 28637        | 31197          | 888    | 88.94765522  |
| ARIMA   | 28637        | 30112          | 917.1  | 92.05599097  |
| RNN     | 28637        | 28532          | 224.7  | 99.21535077  |
| SIR     | 28637        | 28486          | 50.5   | 99.82365471  |
| Data analysis-based | 28637 | 28693 | 56 | 99.6096089 |

Table 2 Different possible outcomes for newly reported daily cases in India

| EOP1     | EOP2     | EOP3     | Maximum cases in a day |
|----------|----------|----------|------------------------|
| Figure 8a| 16-10-2020 | 02-04-2021 | 04-04-2022 | 238743 |
| Figure 8b| 31-08-2020 | 05-11-2020 | 25-06-2021 | 102138 |
| Figure 8c| 24-07-2020 | 20-09-2020 | 24-04-2021 | 41000  |
| Figure 8d| 13-07-2020 | 15-09-2020 | 24-03-2021 | 31900  |
in the time domain and found out that the highest reported accuracy can go up to 99 %, Roda [26] on the other end generated genetic programming for predictions on India and achieved 95 % accuracy with fractals. Roosa [20] used the forecasting model in China and could reach only 98 % accuracy. Compared to the above-mentioned works, our accuracy with SIR and data analysis based prediction is much higher i.e, 99.82 % and 99.6 %. The highest accuracy to date was achieved by Salgotra [19] reported 99.99 % but only for a region of Delhi and their accuracy in other regions has gone down below 98.8 %. We predicted the curve to be a combination of an exponential curve (phase 1) then a flat curve (phase 2), and finally linear decay (phase 3), unlike the bell-shaped curve as predicted by most researchers [18, 21–23] and simulations [24, 25].

5.2 Discussions

As shown in Fig. 6a Trace 0 indicates the regular cycle of the coronavirus if the lockdown gets implemented throughout the pandemic. Trace 1 indicates a second cycle after the rest phase which may occur in case the entire population does not infect. Trace 2 occurs when government policies change. Trace 3 shows the actual effect of the changes made in the government policies which can be seen after 14 days of the policy changes. The red dotted line indicates the beginning of the second cycle after the rest phase was completed. The purple dotted line indicates that even though the first cycle was not completed, a second cycle was overlaid on the first cycle indicating a higher peak than the first peak. Figure 6b indicates the normalized curve of the world. In the case of the world, a second cycle was overlaid on the first one during phase 2 and a rising curve peak can be seen. As seen in Fig. 7a India and Fig. 7b Brazil are still in the exponential rising phase and have not yet reached EOP1. From Fig. 7c, Russia is in Phase 2 of the cycle where the cases are increasing at a constant level. As shown in Fig. 7d Bangladesh has also reached EOP1 and is in phase 2 of the cycle. Germany and Italy as shown in Fig. 7e and f respectively, are in the rest phase. Both the countries show similar normalized nature of the curve, the reason being they both lie in the southern hemispheres. Their nature of curves is similar and not the number of cases. In the case of the USA as seen in Fig. 7g, a second cycle has been overlaid onto the first cycle during phase 2, which resulted in a rise in the curve. In the case of Australia, as seen in Fig. 7h, a second cycle has started after the completion of the first cycle when Australia was in the rest phase.

6 Conclusions

We have found that the coronavirus trend is a cycle having 3 phases. The majority of the countries worldwide follow the 3-phase curve and there are many countries like India which are still in the rising phase. The effect of lockdown and government policies may affect the nature of the graph which may then consist of an overlaid cycle or a second cycle altogether. Data analysis-based prediction model helped in analyzing the general trend of the simulation curve and predict valuable information for India. With this manuscript, we would like to alert the population about the trend that we have analyzed with multiple models. And also, would like to give away the codes we developed for future researchers to develop further.
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