Hierarchical Contaminated Web Page Classification Based on Meta Tag Denoising Disposal
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Webpage classification is critical for information retrieval. Most webpage classification methods have the following two faults: (1) need to analyze based on the overall webpage and (2) do not pay enough attention to the existence of noise information inside the webpage, which will thus decrease the efficiency and classification performance, especially when classifying the contaminated webpage. To solve these problems, this paper proposes a denoising disposal algorithm. We choose the top-down method for hierarchical classification to improve the prediction efficiency. The experimental results demonstrate that our method is about 7 times faster than the full-page method and achieves good classification results in most categories. The precision of 7 parent categories is all above 88% and is 24% higher than the other meta tag-based method on average.

1. Introduction

Web page topic classification is critical for website management and information retrieval. Organizing page categories makes it more convenient to search for web pages [1]. While dealing with web page topic classification, most existing methods need to extract information related to the topic from the entire source code.

However, as the amount of data increases, the methods depending on the web source code are facing some problems. (1) More time and computing resources are needed for processing long texts in the source code of the web page. (2) Existing meta tag-based methods often ignore the importance of denoising disposal, which may lead to a decline in data quality. Web pages are vulnerable to attacks such as web page tampering. Therefore, the web page meta tag text probably contains noise information unrelated to the web page’s theme. Noise information usually contains some advertisements or information including pornography, gambling, and drugs. (3) Web page categories organized with a hierarchy may contain a large number of categories, making it more difficult to accurately classify the categories.

As organizing Web pages with hierarchical categories can meet the classification needs of different granularity, many websites organize categories into a hierarchical structure, which makes this problem more common and practical.

Due to the special characteristics of hierarchical classification, the error that appears in the high level can cause error in low level, which generally be called the error propagation problem, so the hierarchical classification requires better classification accuracy at high level. Moreover, the number of samples of different classes in hierarchical classification is often unbalanced. The category with fewer samples may perform worse if noise information affects the classification, deepening the problem of data imbalance.

The problems above make it more challenging to classify the web pages. To solve those problems, this paper focuses on classifying the web pages using meta tag text including the Description and the Title, to save computing and storage resources. First, this paper explains the feasibility of using the Title and the Description tags to classify websites. Besides, to address the problem of polluted text, we present an algorithm based on Deterministic Finite Automata (DFA) to quickly detect and clean noise in the meta tag. Finally, this paper chooses the deep learning method for text classification and the top-down method for hierarchical
classification. Classification experiments are carried out in the data set proposed in this paper, and the results show that our method is effective and less affected by data imbalance.

The contributions are shown as follows:

1. A method for topic classification using the meta tag text tags on the web page and deep learning method is proposed, and it has proven the feasibility and effectiveness.

2. An algorithm to perform data cleaning and extract effective tag information is designed. To get rid of the “pollution” of the data set, we build a data cleaning algorithm to cope with the pollution information in the tag.

3. Manually annotated web page category data set containing two-level categories is published, including 7 primary categories and 41 secondary categories. The data set contains a total of 64747 items of data.

The rest of this paper is organized as follows. In Section 2, the mainstream web page classification methods will be summarized. Section 3 introduces the structure of the classification process. Section 4 introduces the data cleaning method of the text noise evaluation algorithm. Then in Section 5, we carry out classification experiments on real data sets to verify the feasibility and effectiveness of the proposed method. Finally, Section 6 concludes this paper with a prospect of future research.

2. Related Works

In this section, we present relevant existing studies in web page classification, particularly in web page information extracting and hierarchical multiclass classification.

2.1. Web Page Information Extracting. Due to semi-structured web data and no uniform layout style. Many existing web page classification methods will need to crawl the entire page and then perform information extraction and classification based on crawled data. There are several methods for web page information extraction.

One type of method is to extract the structural characteristics and text characteristics of the website at the same time. Zhang [2] improved the weight of feature items based on the structural features of the web page to express the web page text. Combined with the improved SVM algorithm, an automatic web page classification system is established. Deng et al. [1] integrated the text features in the key tags of the web page and the structural features of HTML web pages. Based on confidence comparison and other strategies to optimize the reliability of the classification results of combined classifiers, a web page classifier based on fusion features and combined classifiers is proposed, and the effectiveness of the method is verified in the public data set.

Do et al. [3] studied the detection and classification of phishing web pages by extracting the structural features of web pages and using four different deep learning algorithms, deep neural network (DNN), convolutional neural network (CNN), short-term memory (LSTM), and gate cycle unit (GRU), to evaluate the effectiveness of deep learning model in phishing web page detection.

Another type of method is to extract the text characteristics of the web page. Some researchers choose to extract text features based on the overall source code of the web page, and some researchers choose to use the text under the specific tag of the web page for feature extraction. Web page data is often organized in the form of a DOM (document object model) tree. A page contains many tags. Each tag is an element node in the DOM tree. The tag contains the text related to the web page. According to the length of input text, it can be divided into web page method based on long text and web page method based on short text.

Many methods use the web page method based on long text. Gupta and Bhatia [4] proposed an ensemble method for web page classification, bidirectional Bert model is used to learn contextual representation from the long text source code of web pages, and the parallel multiscale semantics is used to fine-tune the target task. In the experiment, it shows better results than other transfer learning methods. Cheng [5] established a word vector based on word2vec training based on the feature words corresponding to each type of web page topic. A central word vector is established according to the word vectors corresponding to multiple feature words, and the text similarity is calculated combined with the DBSCAN clustering algorithm to take the topic with the highest similarity as the text classification result, which verified the effectiveness of the method in the experimental environment. Zhang [6] set filtering rules to filter the label text when crawling the web page source code and combined with the improved SVM algorithm to realize a large-scale website classification system. Luo and Wang [7] set different weights for the text in labels such as <body>, <a>, <title>, and combined with in-depth learning to classify web pages. These methods have achieved good results in experiments. However, these methods need to deal with the whole web page or web page tags containing long text, such as <body>, which will lead to large consumption of computing and storage resources when the amount of data is large enough and are not suitable for scenes requiring high classification efficiency.

Much web page classification research also adopts the method based on short text. The three meta tags of web pages <title>, <description>, and <keywords> are usually highly related to the theme of web pages. At the same time, the length of text content is shorter than that of backbone tags such as <body>. Meta tags are also a common research object of short text classification. Ebubekir and Banu [8] extracted <description> and <keywords> tags, used 5-layer RNN for web page classification, and explored the impact of transfer learning on the web page classification effect. The classification method based on short text can save the relevant information about the website theme to the greatest extent on the premise of consuming less storage space, so as to reduce the amount of stored information, the cost of extracting information, and the difficulty of filtering irrelevant information. The method based on short text also has the advantage of efficiency. It is more suitable for scenes requiring high classification efficiency.
In addition, there are also research methods to extract features from the reference relationship between web pages. Due to the need for multiple web page access requests to construct the web page reference relationship, this type of method has a certain problem of network access efficiency and is not suitable for scenes requiring high classification efficiency.

2.2. Hierarchical Multiclass Classification. While performing the hierarchical classification of information, the category structure is usually organized into tree or Directed Acyclic Graph. This paper mainly studies hierarchical classification based on the tree structure. In this form of category organization, the classification problem is transformed into a multiclass classification problem with a hierarchical structure. There are many methods to solve the multiclassification problem based on a hierarchical structure, and there is no recognized data set. The related research often focuses on scenarios in different fields. Due to the different data forms and characteristics in different scenarios, the solutions are often different.

At present, the methods of tree-structured hierarchical multiclassification can be divided into three categories: bottom-up method, top-down method, and search classification method. The advantage of the bottom-up method is that the classification process is simple, and only one classification model will be generated during the classification. In contrast, the disadvantage is that the hierarchical structure is ignored, and the probability of nonleaf nodes is not considered. Search classification is a method of searching first and then classifying. First, all paths of the hierarchical tree are searched according to data to find candidate categories. Then, the candidate categories are classified according to the classifiers of candidate categories. Among them, [9, 10] adopted the method of search classification.

The top-down approach method is proposed to decompose the hierarchical structure into small-scale local classification problems according to the category hierarchy. After that, local training is carried out in the category of each node, and the categories are classified from top to bottom. Compared with the bottom-up method, many classification models are generated, but the hierarchical structure is better used, and the relationship between parent category and subcategory is considered. The research on the top-down method is very popular. Banerjee et al. [11] used transfer learning to initialize the subcategory classifier with the parameters learned from the parent class, which makes good use of hierarchical structure in essence. Naik and Rangwala [12] optimized the top-down method by modifying the hierarchy. Oh [10] proposed reducing the fault-tolerant rate of top-down classification by modifying the loss function, to minimize the cost of TOP-K classification in each prediction error category. Literature [12] and [13] tried to improve the hierarchical category structure defined by experts by designing an algorithm to adjust the hierarchical structure, so as to improve the classification effect.

3. Classification Framework

Our classification framework contains two main steps: first, we perform preprocessing, especially using an algorithm to clean noise in the sample. Then, we use the deep learning classification method to classify each sample.

3.1. Classification Input and Data Cleaning. For classification input, tags with a short text on the web page are chosen. Among various kinds of tags, tags such as the 'Title' and the 'Description' usually have a stronger correlation with the theme of the web page, and the text content length is relatively shorter than most tags. If these short text tags for classification tasks can be proven useful, the amount of information to crawl and the cost of extracting information can be reduced. Different from the text processing method, which uses the entire page as input, our method only uses the text content under the specified meta tag. Therefore, the method proposed in this paper simplifies the difficulty of preprocessing and improves the efficiency of the procedure.

In this paper, we choose the text content in the 'Description' and the 'Title' tags to perform the web page classification. However, the text in the 'Description' and the 'Title' tags may contain noise text. Noise text refers to the text that contains information unrelated to the web page's topic, such as pornography and gambling. This information will affect the accuracy of classification. Detecting and processing for the noise information will improve the classification effect. To achieve this goal, we have designed a set of noise-cleaning processes, and the details will be introduced in Section 4.

3.2. Classification Algorithm. The deep learning-based method was chosen for the experiment because it does not need artificial feature extraction and performs well in many classification tasks. In our experiments, three typical deep learning methods, TextCNN [14], LSTM, and Bi-LSTM [15], were compared to select the better model.

The top-down approach, bottom-up approach, and search classification approach are three typical approaches for hierarchical classification. We choose the top-down approach because it considers the hierarchy compared with the bottom-up approach and is also more efficient than the search classification method. When the hierarchy tree height in the current classification scenario is limited, the negative impact of the wrong propagation is reduced, ensuring the utilization of the hierarchy and prediction efficiency. We select the hard decision-making algorithm of the top-down algorithm to perform hierarchical classification. The algorithm selects the category with the highest probability as the first classification results at the top level. Then, the algorithm classifies the subcategories of the category, choosing the category in the subcategories with the highest probability as the second-level classification result. The module chooses a method to make hierarchical path selections for the hierarchical classification to improve classification speed.
4. Text Noise Process

4.1. Introduction about Deterministic Finite Automaton.

In real cases, web pages may be injected with some noise text unrelated to the page's topic. Based on data observation, we find a "local pollution" phenomenon in the web page source code. It indicates that even web pages with noise information tags are likely to have some uncontaminated tags. For example, if the Description tag is injected with noise text, the Title tag may not be injected at the same time. If the web page sample with only a few noisy text tags is directly discarded, the normal text in the sample will be ignored, thus causing a waste of data. Therefore, this paper designs an algorithm to identify noisy text tags, using the uncontaminated tags of the web page as an alternative input for the following classification tasks when noisy text tags are detected.

Our noise process method needs to identify noisy text before cleaning. To achieve the goal, we select a scheme based on the sensitive word dictionary to conduct matching processing to detect whether the text in the tag is noise information.

Deterministic Finite Automaton (DFA) algorithm is a commonly used algorithm in text-matching against dictionary. It is a sensitive word filtering algorithm with high matching efficiency. Figure 1 shows the form of saving filter words in DFA. DFA records the word prefix, which means the method does not need to record the same prefix for different words repeatedly. It adds a final state flag of the character at the end of the word. The end character with the final sign is marked with a circle in Figure 1 to decide whether the match was successful. The core of the algorithm is establishing a tree based on sensitive words to identify sensitive words. The DFA algorithm has been widely used. Najam et al. [16] modified the DFA algorithm for DPI (deep packet detection) field. Xue and Wuxur [17] and other use of variants of the DFA algorithm to filter out sensitive information. The complexity of many existing string-matching algorithms is directly proportional to the number and word's length in the dictionary. With the expansion of the scale of sensitive words, the matching process will cost a lot of time. In contrast, the complexity of the DFA algorithm is only related to the length of the sensitive word and has nothing to do with the size of the sensitive words dictionary. It will not reduce the matching efficiency greatly with the increase of sensitive words.

4.2. Introduction about the Text Abnormal Rate Evaluation Algorithm. In this paper, an algorithm to identify the abnormal text is proposed. We use the DFA algorithm to perform text matching and record the matched noise word number ratio. We call the ratio a text abnormal degree.

Algorithm 1 shows the algorithm for calculating text abnormal degree. During the matching process, the algorithm updates the abnormal word counter whenever the character matches the sensitive word prefix in the DFA. The algorithm is able to match variant sensitive words which have the same prefix as the sensitive word's prefix in the dictionary. This feature improves the ability to recognize variant sensitive words. The algorithm can calculate the text abnormal rate only through the text itself. Therefore, anyone can evaluate the anomaly distribution of samples in a data set. By finding the suitable text abnormality threshold in different scenarios, the method can adapt to different data sets.

Based on the DFA filter, we can set different abnormal thresholds according to data distribution. The sample which has an abnormal ratio greater than the threshold is defined as noise text. Because the algorithm uses the method of counting the prefix word number that matches sensitive words in the dictionary, it is certain that some normal words have the same prefix as the sensitive word prefix. Therefore, it is necessary to set the threshold reasonable. If the threshold is too large, it will lead to the leakage of the abnormal sample. On the contrary, if the threshold is too small, it may cause misjudgment.

In general, the text length of the Description is several times that of the Title. The descriptions tag will contain more information because the text is generally longer, which helps the classifier to learn features when training data is not enough. The Title is relatively shorter and contains more concise information, making it more difficult to learn enough characteristics that are good for classification from category data with less training data. In the hierarchical category tree, we define the nodes at the top level as the parent nodes, and the nodes at the bottom level are the child nodes. At the same time, because the differences between parent categories are often greater than those between subcategories, this paper defines the classification of subcategories as fine-grained classification tasks and the classification of parent categories as coarse-grained classification tasks. Different filtering algorithms are designed for the coarse-grain and fine-grain.

Based on the analysis, the filtering algorithm for coarse-grained classification tasks is shown in Algorithm 2. The algorithm takes the Description as the default input first, aiming at improving the classification effect of the category with few training samples. The algorithm first calculates the anomaly of the Description, and if the Description is recognized as noisy text, it is replaced with the Title as input. Otherwise, the Description is used as input.

Algorithm 3 shows a filtering algorithm for fine-grained classification. The algorithm uses the Title as input. Fine-grained classification task contains more categories, and the overall accuracy requirements are higher. Algorithm 3 calculates the anomaly of the Description and the Title at the same time. If the Title is noisy text and the Description is normal, the Title is replaced with the Description for input.

5. Experiment

5.1. Data Set. The experiment is based on 64747 manually annotated data. Each row includes two levels' labels, domain, Title, Description, and keywords. In the data set, 22471 records 'keywords' are empty, while only 592 records 'Description' is empty. If 'keywords' are used for classification, too many web pages without keywords cannot be classified. Therefore, the scheme of using keywords for
Require: Description, threshold, filter
Ensure: text abnormal rate

function \( F_1 \) (filter, Description, threshold)
\[
\begin{align*}
\text{len} & \leftarrow \text{Description}.\text{length} \\
\text{abLen} & \leftarrow 0 \\
\text{abRate} & \leftarrow 0 \\
\text{start} & \leftarrow 0 \\
\text{result} & \leftarrow 0 \\
\text{while} \ \text{start} < \text{len} \ \text{do} \\
\text{level} & \leftarrow \text{filter}.\text{wordchain} \\
\text{step} & \leftarrow 0 \\
\text{for} \ \text{char} \in \text{Description}[\text{start}:] \ \text{do} \\
\text{if} \ \text{char} \in \text{level} \ \text{then} \\
\text{step} & \leftarrow \text{step} + 1 \\
\text{if} \ \text{filter.endflag} \notin \text{level}[\text{char}] \ \text{then} \\
\text{level} & \leftarrow \text{level}[\text{char}] \\
\text{else} \\
\text{abLen} & \leftarrow \text{abLen} + 1 \\
\text{start} & \leftarrow \text{step} - 1 \\
\text{end if} \\
\text{else} \\
\text{end if} \\
\text{end for} \\
\text{start} & \leftarrow \text{start} + 1 \\
\text{end while} \\
\text{abRate} & \leftarrow \text{abLen}/\text{len} \\
\text{return} \ \text{abRate} \\
\end{align*}
\]

end function

Algorithm 1: Text abnormal rate evaluation algorithm.

Require: Title, Description, threshold, filter
Ensure: training input

function \( F_2 \) (filter, threshold, Description, Title)
\[
\begin{align*}
\text{input} & \leftarrow \text{Description} \\
\text{abnormalRate} & \leftarrow \text{\( F_1 \)}(\text{filter}, \text{Description}, \text{threshold}) \\
\text{if} \ \text{abnormalRate} > \text{threshold} \ \text{then} \\
\text{input} & \leftarrow \text{Title} \\
\text{end if} \\
\text{return} \ \text{input} \\
\end{align*}
\]

end function

Algorithm 2: Coarse-grained classification algorithm.

Figure 1: Sensitive word forms preserved by DFA.
classification is excluded. The data set has been open-source on our website. The link is http://csri.scu.edu.cn/info/1012/2827.htm.

Table 1 shows the category structure and data distribution in data sets. Parent categories tend to have thousands of samples, while the sample size of subcategories is usually less than 1000. Besides, the text feature difference between different parent categories is greater, which is easier to distinguish. In contrast, the samples of subcategories of the same parent category are less different. The number of subcategories in the hierarchical tree is large, with many subcategories lacking sufficient training samples. The business services category has 6429 records, while the other cultural category has only 355 records. So, it is easy to encounter data skew.

5.2. Experiment on the Abnormal Rate Threshold. First, we conduct experiments to find a reasonable threshold range in our data set. As shown in Figure 2, if the threshold is set above 0.2, a few samples are detected as abnormal samples, and if the threshold is set below 0.05, almost all samples are determined to be abnormal samples. It indicates the experimental reasonable algorithm threshold should be set between 0.05 and 0.20 for our data set.

In Figure 3, UA represents the sample number that the Title or the Description is abnormal, while UL represents the number of samples that both the Title and the Description are abnormal. The difference between UA and UL indicates the number of samples with only one tag as noisy text. The method proposed in this paper tries to input the other tag’s text while one tag’s text is abnormal, so the larger the gap between UA and UL, the more effective the proposed method is.

Therefore, the algorithm proposed in this paper can adapt to different data sets by adjusting the threshold. In general, the method proposed in this paper has a certain generality and scalability.

5.3. Experiment on Classification Performance. We randomly choose 10,000 sampled data in the data set and crawl the web source code using data to make a comparison between tag text length and the entire page length. The experiment shows the average length of the entire web page is about 77960 words, the Title’s average length is only 7 Chinese characters, and the Description’s average length is 78 Chinese characters. Compared to the method of crawling the entire web page, crawling information under the Title and the Description separately only takes up little storage space, reducing the complexity of text storage and processing.

5.3.1. Evaluation Criteria. The effectiveness of classification tasks is often measured by recall rate and F1-score. In this paper, the coarse-grained classification effect is evaluated using a precision/recall rate and F1-score. The calculation formula is shown as follows:

\[
\text{accuracy} = \frac{TP + TF}{TP + TF + FP + FN},
\]

\[
\text{precision} = \frac{TP}{TP + FP},
\]

\[
\text{recall} = \frac{TP}{TP + FN},
\]

\[
F1 - \text{score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}.
\]

The fine-grained classification needs to classify many categories. This paper selects the average/max/min of each parent category’s subcategories to make a comparison. For example, if there are 7 subcategories under the parent category 'Entertain', the max precision value in the 7 categories is 0.89, and the min precision value is 0.82; the average is 0.87. The values will be presented in the form of “0.87/0.89/0.82.”

5.3.2. Comparison and Analysis of Deep Learning Algorithm. To select the better deep learning classification algorithm, the effects of TextCNN, LSTM, and Bi-LSTM (bidirectional LSTM) on coarse-grained classification are initially compared in Table 2. We use the Description as input for this experiment. Considering the imbalance of the number of category samples, the parameter “class_weight” is set to “balanced” during training.

Experiments show that LSTM has achieved better results on coarse-grained classification in the data in this paper.
5.3.3. Comparison and Analysis on Text Preprocess Performance in Time and Classification Effect. In the process of classification, first, preprocessing, such as word segmentation and removing stop words, is carried out. After preprocessing, we train the deep learning classifier for classification. In the output layer, we set 'Sigmoid' as the activation function to convert multiclassification problems into multiple two-classification problems. We choose the category of neurons with the highest probability of two classifications, to get the category output with a hierarchical relationship.

As shown in Table 2, we try to find a better deep learning model for the web page classification task. The results show that LSTM achieved better performance in most categories. TextCNN ignores the word order, so it works well in scenarios where the word order is not sensitive. In contrast, LSTM and Bi-LSTM can capture sequence information and work better in application scenarios where word order is important.

In [8], the method uses both the Title, Description, and keywords as input. Five layers of RNN are used for training. The batch size is set to 1000 according to the paper, and

| First-level category (abbreviation) | Second-level category |
|------------------------------------|-----------------------|
| Entertainment (enter)              | Photo fiction: 741, video music: 1285, entertainment: 791, games and animation: 732, chat and make friends: 552, leisure and fitness: 430 |
| Networks (net)                     | Business portal: 1656, network marketing: 706, network others: 627, website resources: 3849, software and hardware communication: 1988 |
| Economy (eco)                      | Business services: 6429, construction environment: 1618, legal finance: 1020, agriculture, forestry, animal husbandry, and fishery: 981, transportation and logistics: 464, industrial products: 4974, machinery and electronics: 6284 |
| Life service (life)                | Fashion and beauty: 1185, health care: 2843, department store: 1744, tourism and transportation: 2379, catering and food: 930, real estate and home: 2409, common sense of life: 807, daily necessities: 2409, other life: 1996 |
| Education (edu)                    | Higher education: 733, cultural other: 355, higher education: 642, human resources: 2046, sports and arts: 1246 |
| Blog (blog)                        | Computer network: 640, life service: 847, leisure and entertainment: 537, blog others: 366 |
| Others (others)                    | Group organization: 410, personal website: 995, others: 925, comprehensive website: 2157, news synthesis: 317 |
Categorical Cross Entropy is set as the loss function. Data is trained for 5 epochs.

We conduct experiments to compare the methods in [8] with our algorithm using the data set proposed in this paper. We also use LSTM to classify the full web page source code to make a comparison. In Table 3’s experiment, we try to find the advantages of our method through experiments. We set the filter threshold to 0.10 and batch size to 16. We conduct the experiment 5 times, and the average result is shown in Table 3. Experiments show that, in coarse-grained classification tasks, the filtration method improved in precision, recall rate, and F1-score for coarse-grained classification tasks compared to using one meta tag as input. The precision of 7 parent categories is above 88%, and the accuracy of the parent categories is 24% higher than the meta tag-based method in [8] on average, which means our method can successfully improve data quality to improve the classification effect.

Figures 4 and 5 show the confusion matrix in one experiment to compare our method and the method in [8]. Results show that our method is superior to the method in paper [8] in the classification effect of all coarse-grained categories, especially in the category of “entertainment” and “blog”; the accuracy of our method in these two categories is significantly higher than that in [8]. The two categories are the categories with relatively few samples. This phenomenon proves that our method can effectively improve the data skew problem.

In Table 4’s experiment, we evaluate our method’s accuracy through comparison. Our method performs better than the method in [8] and the full-page method as input. Table 5’s experiment shows that our method needs less training and preprocessing time than the full-page-based method because we use short text for classification. The method in [8] costs less time because the method sets the batch size to 1000. We set lower batch size because we find

| Category/input | TextCNN   | LSTM       | Bi-LSTM    |
|----------------|-----------|------------|------------|
| Metrics       | Precision/recall/F1-score | Precision/recall/F1-score | Precision/recall/F1-score |
| Enter         | 0.70/0.27/0.39 | 0.88/0.93/0.90 | 0.86/0.84/0.85 |
| Net           | 0.49/0.51/0.50 | 0.90/0.94/0.92 | 0.84/0.87/0.85 |
| Eco           | 0.59/0.77/0.67 | 0.91/0.95/0.93 | 0.86/0.93/0.89 |
| Life          | 0.58/0.69/0.63 | 0.94/0.85/0.89 | 0.92/0.82/0.87 |
| Edu           | 0.37/0.37/0.37 | 0.88/0.92/0.90 | 0.85/0.87/0.86 |
| Blog          | 0.00/0.00/0.00 | 0.84/0.87/0.85 | 0.84/0.73/0.78 |
| Others        | 0.67/0.01/0.01 | 0.74/0.73/0.74 | **0.81/0.80/0.80** |

The bold values are used to highlight the best results achieved in each indicator.
that the classification effect will be affected when setting higher batch size. The experimental results show that our method is about 7 times faster than the full-page input method, and the training efficiency is greatly improved by using the short text.

The hard decision-making algorithm of the top-down algorithm classifies only the subcategories of the category with the largest probability and chooses the category with the largest probability as the second-level classification result. It can guarantee classification efficiency.

In Table 5, the classification effects of the subcategories are compared. We also use title-based input as a control group. Based on comparative experiments, Bi-LSTM is selected for our method because it performs better in fine-grained classification tasks due to our experiments. When we conduct the experiment, some categories with few samples may not be sampled. We choose to rerun the experiment program under such circumstances. As can be seen from Table 5, the classification method using short text achieved the best effects in most categories in the fine-grained classification tasks and successfully improved the classification effect in the categories which have fewer samples. Our method performs better than the other two types of input in the classification task in the category with fewer samples. While comparing with the title-based input method, compared to 0.12 for the worst categories in the subcategories of education and culture and blog forums, our method increases the recall rate to 0.47 and 0.73, respectively. In contrast, the method in [8] has poor performance in many subcategories because of many ‘0.00’ metrics. Compared with the methods in [8], our method has obvious advantages from different angles. In a word, the performance of this algorithm is more effective and stable. Tables 4 and 5 jointly prove that our method can achieve a better classification effect in less time.

All the results show that our method successfully improves the utilization of effective data and reduces the interference of polluted data, to significantly improve the classification effect in most categories. For the categories with poor classification effect due to a small amount of data, the negative impact caused by insufficient samples is successfully reduced after the improvement of data utilization.

| Category/input | Method in [8] Precision/recall/F1-score | Coarse-grained algorithm Precision/recall/F1-score | Full page-based using LSTM Precision/recall/F1-score |
|----------------|----------------------------------------|-----------------------------------------------|-----------------------------------------------|
| Enter          | 0.64/0.85/0.73                         | 0.89/0.93/0.91                                 | 0.79/0.42/0.55                                 |
| Net            | 0.68/0.89/0.77                         | 0.88/0.94/0.90                                 | 0.90/0.49/0.64                                 |
| Eco            | 0.88/0.90/0.89                         | 0.93/0.94/0.93                                 | 0.68/0.69/0.69                                 |
| Life           | 0.85/0.85/0.85                         | 0.91/0.88/0.89                                 | 0.45/0.77/0.57                                 |
| Edu            | 0.80/0.81/0.80                         | 0.89/0.91/0.90                                 | 0.88/0.50/0.64                                 |
| Blog           | 0.29/0.05/0.09                         | 0.89/0.83/0.86                                 | 0.83/0.29/0.43                                 |
| Others         | 0.45/0.17/0.25                         | 0.89/0.83/0.86                                 | 0.79/0.44/0.57                                 |

The bold values are used to highlight the best results achieved in each indicator.

**Figure 4:** Confusion matrix of coarse-grained classification using filter algorithm in one experiment.

**Figure 5:** Confusion matrix of coarse-grained classification using the method in [8] in one experiment.
6. Conclusion

Hierarchical web page classification can provide fine-grained data support for web page data organization and management. To solve the problem of classification efficiency, this paper proposed a web page classification method based on meta tag text such as the Title and the Description. Besides, web page data may be attacked and injected with some irrelevant information affecting classification. In order to reduce the negative impact of these injected data on data quality, a data cleaning method based on the ratio of sensitive words is designed to recognize and clean noisy text in the meta tags. We also published a manually annotated hierarchical web page classification data set including two-level categories. The experiments’ results show that our method significantly improves the classification effect in most categories and shows good efficiency. The classification effect has also proven to be effective in hierarchical classification scenarios.

Moreover, the improvement of the classification effect in the category with sufficient data also proves that this method can effectively remove the polluted data and reduce the classification interference. According to our test in a real scene. The model generated by the method proposed in this paper can be used for prediction, and the hierarchical classification prediction of 100-web-page data can be completed in about 67 seconds in a single-machine environment.

There are other short text tags in web pages that can be used for web page classification, and there are a small number of web pages that do not have the Description tags, which can only rely on the Title while classifying. In the future work, we plan to expand further our data set and consider more short text tags that are useful to serve the classification. More advanced deep learning models such as the Transformers and the Bert can also be taken into account. These methods may improve the generality and performance of web page classification [18–23].
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