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Abstract

Child Forensic Interviewing (FI) presents a challenge for effective information retrieval and decision making. The high stakes associated with the process demand that expert legal interviewers are able to effectively establish a channel of communication and elicit substantive knowledge from the child-client while minimizing potential for experiencing trauma. As a first step toward computationally modeling and producing quality spoken interviewing strategies and a generalized understanding of interview dynamics, we propose a novel methodology to computationally model effectiveness criteria, by applying summarization and topic modeling techniques to objectively measure and rank the responsiveness and conversational productivity of a child during FI. We score information retrieval by constructing a measure of topic expression we hope to facilitate the evaluation alleviates some of the need for human involvement in data creation and labeling, making the process more scalable, faster, and less subjective.

A measure of topic expression we hope to facilitate the evaluation of our knowledge, this is the first approach to scoring verbal recall productivity using computational metrics, and believe that it has the potential to strongly impact the field of FI, giving researchers an objective measure which they can optimize, score, and inform their decision making.

1. Introduction

A Forensic Interview (FI) with a child involves a legal expert navigating a semi-structured interaction with an objective to elicit substantive and detailed information regarding abuse or neglect that the child might have witnessed or been a victim of. Given the potential criminal underpinning, risks, and consequences associated with these spoken interviews, it is critical they are conducted to evoke genuine information from a possible sufferer. We explore the role of speech and language processing to provide supporting analytical tools in this domain.

Since FI is conducted with a potential victim of criminal maltreatment, it runs the risk of emotionally impacting the child (e.g. potentially having a victim re-experience trauma). Establishing a sense of trust and comfort with the children strongly impacts the outcome of the interviews. FI with children is further challenged as the child’s age and cognitive development and state may impact their ability to provide a complete and accurate response. For instance, demonstrated that sexually-abused children were more likely to deny the abuse during their first line of questioning. This imposes a tremendous importance on developing strategies for rapport building with the child which can adequately capture the multi-faceted complexity of the objective and constraints.

In order to effectively research and develop best practices for FI, we find it necessary to have an objective method to assess quality of interactions. A number of contemporary studies have evaluated interaction using a measure of “productivity” scoring of child responses. The dominant metrics used are utterance word count along with a variety of human-coded measures such as “richness” indicating the number of informative details provided. In this paper, we address the limitations of these methods and present a novel approach to identify momentary instances of verbal productivity and evaluate for each utterance.

This work both builds upon existing NLP methods and presents new metrics to computationally model topics presented in goal-oriented dialogue, which extend to a mathematical formulation and framework for extracting the conversational “agenda” to represent information that the interviewer wishes to address. We present a number of scoring methods which leverage both a child’s responsiveness to an immediate prompt as well as the alignment of utterances with the agenda. To the best of our knowledge, this is the first approach to scoring verbal recall productivity using computational metrics, and believe that it has the potential to strongly impact the field of FI, giving researchers an objective measure which they can optimize, score, and inform their decision making.

2. Background

FI of children is an important and active area of research in psychology and law. The situational context is high stakes as children are frequently the victims of crimes perpetrated by their caretakers or legal guardians, creating a conflict for both interviewers and the child. Furthermore, children are often the only witnesses to the abuse of others making their recall and accounts provided during interviews crucial to the legal process. Speech and language analysis performed in and provides details on the effectiveness across linguistic features for questions and show that contemporary interviewing research is conducted using word count and human coding of new relevant information.

Word count is generally recorded as a metric of responsiveness during rapport building. Aside from establishing a comfortable setting, rapport building phases are important to practicing narrative techniques in children. However, Figure shows that the expressiveness in terms of per-turn average word count and its variability per group grows with a steady relation to their age. Generally though, we see that most children will have relatively low variance in the number of words they express during a session. Thus, word count is more likely to be reflective of an individual’s language usage and ability, rather than a indicator of expressiveness or narrative structuring. By introducing a computational metric to capture responsiveness as a measure of topic expression we hope to facilitate the evaluation with higher fidelity. Furthermore, the ability to automate the interview evaluation alleviates some of the need for human involvement in data creation and labeling, making the process more scalable, faster, and less subjective.

The importance of social cues and rapport during an in-
Machine Dialogue Systems (MDSs) provide frameworks for evaluating machine-generated responses. Many different flavors exist for QASs, both Natural-Language-Understanding based and structured-query, but both are assessed in whether the response was correct in reference to a ground truth based and structured-query, but both are assessed in whether the response was correct in reference to a ground truth.

Previous work on dialogue summarization shows success in tracking and modeling topics discussed in dyadic conversations. One source of inspiration for our work is the topic modeling performed in DiaSumMon [14], which uses tf-idf and TextFilling [15] to find topics and their boundaries in the CALLHOME dataset. However, since we tasked with scoring the relevance of dialogue interactions without a known ground truth that may be applied to the context of Child FI. A dialogue may be scored, but neither present a specific criteria of these domains present relevant methodologies towards how ability to outperform a human in a negotiation. Ultimately, both response is scored by the final objective measure of the system's performance, which is a collection of unique n-grams for an interviewer in PSI. We chose arbitrary n = 3 and exclude stop words as they by definition do not carry meaning.

3. Methodology

Let us introduce some notation to begin. An interview $\Psi = \{\langle q_0, r_0 \rangle, \ldots, \langle q_m, r_m \rangle\}$ is denoted as a sequence of questions ($q_i$) and response phrases ($r_i$). An interviewer has a vocabulary $V_{\psi}$, which is a collection of unique n-grams for the interviewer in PSI. We chose arbitrary n = 3 and exclude stop words as they by definition do not carry meaning.

3.1. Agenda

We define an agenda, for an interview session $\Psi$ in the following way

$$A_{\psi} = \phi(V_{\psi}, Q_{\psi}) = \langle tf(j, Q_{\psi})\rangle_{v \in V_{\psi}}$$

Where $\phi$ is a function to construct a vector of term-frequency, $tf(v, Q_{\psi})$, of word $v$ in $Q_{\psi} = \cup q_{i}$. We construct a vector to represent a response phrase $r_i$ within the interviewers vocabulary $V_{\phi}$:

$$r_i = \phi(V_{\phi}, r_i)$$

From this we present our first productivity score ($g$) of a given response as:

$$g(r_i) = r_i \cdot A_{\psi}$$

3.2. Responsiveness

Observe that the agenda is constructed over the entire session. However, during a dialogue the agenda becomes revealed over time, implying that early interactions may be given low scores inherently because not enough of the agenda has been revealed to the subject in order for them to respond meaningfully. Simultaneously, there is a desire to assign productivity to the response elicited if the child responded directly to a prompt from the interviewer. We will use this as inspiration to construct a term that will give benefit to responsiveness (immediate address of prompted agenda topic). Let us then construct $a_t$, which is the rolling agenda, a measure of the agenda that has been revealed:

$$a_t = \phi(V_{\phi}, q_t) + \gamma a_{t-1} = \sum_{i=0}^{t} \gamma^i \phi(V_{\phi}, q_{t-i})$$

This allows us to treat $a_t$ as a representation of recently evoked words using $\gamma \in [0, 1]$ to represent a discount on words or topics that are brought up in the past. Alignment or use of these words can be observed as a lexical entrainment or responsiveness to the question, which are indicators of trust between the interviewer and the client. Entrainment refers to instances when...
conversational partners begin to use the same vocabulary and match each other’s speaking patterns [21]. We define an instance of entrainment or responsiveness as the reuse of vocabulary from a previous point in time as:

$$\rho(r_t) = r_t \cdot a_t$$

Then to capture both of the desired scores we construct the following productivity measure:

$$\pi^* (r_t) = \beta \rho(r_t) ||A|| + (1 - \beta) g(r_t) ||A||$$

where $\beta \in [0, 1]$ allows us to flexibly leverage the complementary importance of the skills being captured by each sub-metric.

4. Results and Discussion

Below, we apply the considered productivity scoring functions across a set of 527 child forensic interviews. Each data-point represents a single interview between an expert-legal interviewer and a unique child (i.e. each interview is with a different child). The children interviewed are aged between 2 and 17 years old with the exact distribution shown in Figure 2. The data are collected as part of a study for the development of interviewing practices and contain examples of various interviewing strategies. To validate our methods we present samples randomly selected from the dataset, highlighting ability of our method to extract important concepts and the differences observed across the use of 4 different scoring metrics: word count, agenda ($g$) scoring, responsiveness ($\rho$) scoring, and a combined responsiveness/agenda ($\pi^*$) scoring.

4.1. Agenda and Responsiveness

Table 1 shows examples of agendas that have been constructed using our methods with simple stop-word filtering. The extraction clearly identifies important concepts that are relevant to potential episodes of abuse that the subject experiences or witnesses. Particularly we take note that these words were extracted purely from the lexicon of the interviewer, and are not directly modeling the response of the child. This is justified by the assumption that in an interview setting, a concept that is repeated frequently in the questions is indicative of a broader interest in that topic.

A closer exploration of utterance level interactions and their scoring can be found in Table 2 which exhibits the differences and similarities between scoring metrics. Comparing the rating of each method against the others’ top-rated utterances informs us as to what features each criterion is sensitive to.

When using the word count, a response to the interviewer asking the child to talk about their experience in school is rated highly, despite not being substantive to overall interview. While the response does generally contain a lot of words (and thus information) and can be seen as an demonstration of trust, it does not directly indicate any clues relevant to the suspected abuse the child might have experienced. In contrast with word count, our scoring metrics assign higher score to utterances that contain information relevant to more targeted questions.

This is not to say that asking about the child’s schooling is unproductive to the interview. Rather, the information explored in that specific utterance is not indicative of the overall interview session’s effectiveness. The use of the agenda allows us to assign higher productivity to utterances in which the child reveals a strong cooperation with the goals of the interviewer. When taken in conjunction with the possibility of value-iteration methods, we allow for a decision theoretic model to assign value to rapport building dialogue actions which will optimize for the desired objective of building responsive communication and eliciting information.

4.2. Signal Sparsity

By comparing the differences in signal sparsity shown in Figure 3 it can be seen that the word count metric, while being highly abundant, also demonstrates a highly volatile nature
Table 2: Comparison of productivity produced by different methods and their relative rank (1 being highest rated rank). Demonstrates the ability to score substantive information from utterances. For Responsiveness+Agenda hyper-parameters $\gamma$ and $\beta$ are chosen to be 0.5

| Utterance Excerpt | Word Count | Agenda ($g$) | Responsive ($\rho$) | Responsiveness/Agenda ($\pi^*$) |
|-------------------|------------|--------------|---------------------|--------------------------------|
| I like to play with my friends. I have a new student ... | 35 (1) | 0.00 (128) | 0.00 (129) | 0.00 (128) |
| Outside in the bathroom... (child reveals details) | 9 (26) | 27.00 (1) | 0.16 (3) | 0.23 (2) |
| Over my skirt clothes, but outside he got me under my clothes. | 12 (17) | 12.00 (3) | 0.37 (1) | 0.40 (1) |

Table 3: Pearson correlation ($r$) indicating strength of relationship between different productivity metrics and the age of the child. All scores were significant at $p < 0.001$.

| Metric          | $r$  |
|-----------------|------|
| Word Count      | 0.46 |
| Agenda $g$      | 0.26 |
| Responsive $\rho$ | 0.24 |
| Responsive/Agenda $\pi^*$ | 0.25 |

suggesting many hidden underlying influences. The signal produced by the productivity metric, while sparser, can be interpreted as an information-relevance filter convolved against the lexical information provided by the child. This implies that sparsity will not hinder the study of productivity, instead allows us to isolate the effects of differing strategies specifically to the information retrieval criteria.

4.3. Age-Related Analysis

For comparison with Figure 1, Figures 4 and 5 show us the resulting dependency between productivity scores and child age. Moreover, Table 3 reveals the difference in Pearson scores to be statistically significant, implying a weaker correlation between age and productivity, further suggesting that the metrics are also more robust to a specific child’s language ability and development. From this we can extrapolate that these metrics can be used to evaluate the productivity adaptively to each individual and capture a more general set of interaction characteristics.

Figure 4: Distribution of scores and variances by age using only the Agenda criterion

Figure 5: Distribution of scores and variances by age using Responsiveness scoring methods.

5. Conclusions

Our experiments and evaluations demonstrate the usefulness of using topic modeling for productivity assessment. We further suggest the value captured by measuring responsiveness is equivalent to a time-dilated matching of vocabulary usage corresponding to lexical entrainment of local interactions, a known indicator of trust in a dyadic interaction [23]. A number of promising examples for these methods have been shown to significantly improve productivity measurements of Child FI while also automating the process. Furthermore, the results demonstrate that this can be achieved using a rather simple trigram model.

By introducing hyper-parameters $\beta$ and $\gamma$ to the proposed productivity measure we allow the system to maintain flexibility for different criteria, without sacrificing consistency of scoring across specific examples. For the first time, FI researchers will be able to rigorously assign a value to a response within the context of a conversation. Aside from simply reevaluating prior work, these techniques allow for interviewers to construct “gold standard” agendas prior to the interview. Using these prepared agendas will allow interviewers to use situational hypotheses and prior knowledge to improve and inform the specific policy or strategy they employ.

More broadly, these techniques can be used to model similar goal-oriented dialogues such as negotiation and question answering in an effort to make information discovery a larger part of the interaction process.

In conclusion, our results suggest that the computational models of these interviews are better informed by the proposed measure of productivity. This creates a clear criterion that can be evaluated and optimized, providing real-time updates and adaptive scoring metrics.
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