Abstract—The ability of a human being to extrapolate previously gained knowledge to other domains inspired a new family of methods in machine learning called transfer learning. Transfer learning is often based on the assumption that objects in both target and source domains share some common feature and/or data space. In this paper, we propose a simple and intuitive approach that minimizes iteratively the distance between source and target task distributions by optimizing the kernel target alignment (KTA). We show that this procedure is suitable for transfer learning by relating it to Hilbert-Schmidt Independence Criterion (HSIC) and Quadratic Mutual Information (QMI) maximization. We run our method on benchmark computer vision data sets and show that it can outperform some state-of-art methods.

I. INTRODUCTION

Most research in machine learning is usually concentrated around the setting where a classifier is trained and tested on data drawn from the same distribution. This scenario has already been well investigated and in some tasks supervised approaches have almost no room for improvement. However, building human-like intelligent systems requires them to be able to generalize the discovered patterns to previously unseen domains. This gives rise to a new learning paradigm called transfer learning. Transfer learning is a new learning framework which uses a set of source tasks to influence learning and improve performance of target task where the same distribution over the source and target samples is not assumed. This important difference between standard setting of machine learning and transfer learning attracts more and more attention nowadays as exploring it helps to understand better under which assumptions and in what way the knowledge can be generalized in human’s brain. Intuitively, it is usually assumed that source and target domains should be aligned by learning a new representation of data that maximizes the mutual dependency between them. On the other hand, maximizing the dependence explicitly may lead to a complete loss of auxiliary knowledge that can be a complement to target task. In this case, it becomes crucial to understand at what point one should stop reducing the discrepancy between distributions to preserve the auxiliary knowledge contained in source task that yet remains aligned with target task.

A. Background and related works

There are three types of transfer learning: (1) supervised or inductive transfer learning (when labeled samples are available in target domain but there can be no labeled instances in the source one); (2) semi-supervised or transductive transfer learning (labeled samples are available only for the source learning task); (3) unsupervised transfer learning (no labeled data both in source and target learning tasks).

According to the survey given in [1], the number of methods dealing with the first two settings of transfer learning drastically exceeds the number of articles dedicated to the last one. Indeed, to the best of our knowledge there are only a couple of algorithms that were proposed to solve this problem: self-taught clustering (STC) presented in [2], transfer spectral clustering (TSC) ([3]) and [4].

The main assumption of STC is that two tasks share a latent feature space that can be used as a “bridge” for transfer learning. The authors perform co-clustering on source and target data simultaneously, while the two co-clusters share the same feature set. TSC is quite similar to STC, it works in the setting of spectral clustering where the low-dimensional shared embedding for two tasks is measured using the objective of bipartite graph co-clustering.

Another approach that can be related to unsupervised transfer learning is [4]. The proposed method, however, is an instance of multi-task clustering rather then self-taught clustering. The optimization procedure presented in this work simultaneously minimizes two terms: first represents the sum of Bregman divergence between clusters and data of each task; second is a regularization term defined as the Bregman divergence between all pairs of partitions. The motivation for this cost function is two-fold - while the first term seeks a qualitative clustering for each task separately, second term takes into account the relationships between clusters of different tasks.

Little research that has been done in this field of machine learning can be explained by the fact that unsupervised transfer learning is an extreme case of the transfer learning paradigm which, nevertheless, occurs in numerous real-world applications. Thus, unsupervised transfer learning becomes a topic of an ongoing interest for further researches.
B. Our contributions

In this paper, we propose a new unsupervised transfer learning algorithm based on kernel target alignment maximization with application to computer vision problem. To the best of our knowledge, kernel target alignment has never been applied in this context and thus the proposed method presents a novel contribution.

The rest of this paper is organized as follows: in section 2 we briefly introduce basic notations and describe the approaches used later, in section 3 we are introducing our unsupervised transfer learning algorithm. We present the theoretical analysis of our approach in section 4. In section 5 the proposed approach will be evaluated. Finally, we will point out some ideas about the future extensions of our method in section 6.

II. PRELIMINARY KNOWLEDGE

In this section we describe some basic notations and techniques that are used later. We start by introducing the simplest form of Non-negative matrix factorization proposed by [5] and its variations Convex NMF(C-NMF) [6] and Kernel NMF [7]. Each of these methods can be used in order to obtain a partition of data in an unsupervised manner.

A. Standard NMF

Given matrix $X \in \mathbb{R}^{m \times n}$, standard NMF seeks the following decomposition:

$$X \simeq UH^T, X \in \mathbb{R}^{m \times n}, U \in \mathbb{R}^{m \times k}, H \in \mathbb{R}^{n \times k}, X, U, H \succeq 0,$$

where

- columns of $U$ can be considered as basis vectors;
- columns of $H$ are considered as cluster assignments for each data object;
- $k$ is the desired number of clusters.

B. Convex NMF and Kernel NMF

To develop C-NMF, we consider the factorization of the following form:

$$X \simeq UH^T = XWH^T, W \in \mathbb{R}^{n \times k}, H \in \mathbb{R}^{n \times k}, X, U, H \succeq 0,$$

where the column vectors of $U$ lie within the column space of $X$, i.e., $U = XW$.

The natural generalization of C-NMF is Kernel NMF (K-NMF). To “kernelize” C-NMF we consider a mapping $\phi$ which maps each vector $x_i$ to a higher dimensional feature space, such that:

$$\phi : X \rightarrow \phi(X) = (\phi(x_1), \phi(x_2), \ldots, \phi(x_n)).$$

We obtain the factorization of the following form:

$$\phi(X) \simeq \phi(X)WH^T, X \in \mathbb{R}^{n \times m}, W \in \mathbb{R}^{n \times k}, H \in \mathbb{R}^{m \times k}.$$

Each kernel can be described by its Gram matrix. We call a Gram matrix of a given kernel $k$ some symmetric positive-semi-definite matrix $K$. Subsequently the kernel is an inner-product function defined as $K = \phi(X)^T \phi(X)$. We obtain

$$\phi(X)^T \phi(X) \simeq \phi(X)^T \phi(X)WH^T.$$

Finally, K-NMF is of the form:

$$K \simeq KWH^T, K \in \mathbb{R}^{n \times n}, W \in \mathbb{R}^{n \times k}, H \in \mathbb{R}^{n \times k}.$$}

The great advantage of K-NMF is that it can deal with not only attribute-value data but also relational data.

C. Kernel Alignment

Kernel target alignment (KTA) is a measure of similarity between two Gram matrices, proposed in [8] and defined as follows:

$$\hat{A}(K_1, K_2) = \frac{\langle K_1, K_2 \rangle_F}{\sqrt{\langle K_1, K_1 \rangle_F \langle K_2, K_2 \rangle_F}}.$$

Frobenius inner product is defined as:

$$\langle K_1, K_2 \rangle_F = \sum_{i,j=1}^{m} k_1(x_i, x_j)k_2(x_i, x_j)$$

where $k_1$ and $k_2$ are two kernels, $K_1$ and $K_2$ are two corresponding Gram matrices.

As we can see, it essentially measures a cosine between two kernel matrices.

D. Clustering evaluation criteria

There are two classes of clustering evaluation metrics: internal and external clustering evaluation indexes. Speaking about unsupervised clustering, we can only use internal metrics because they are based only on the information intrinsic to the data alone. Among them, the most referenced in literature are the following ones: the Bayesian information criteria, Calinski-Harabasz index, Davies-Bouldin index(DBI), Silhouette index, Dunn index and NIVA index. To estimate the effectiveness of clustering we will use one of the most effective (according to [9]) clustering indexes, the Davies-Bouldin index. This internal evaluation scheme is calculated as follows:

$$DBI = \frac{1}{k} \sum_{i=1}^{k} \max_{j \neq i} \left( \frac{d(x_i) + d(x_j)}{d(x_i, x_j)} \right),$$

where $k$ denotes the number of clusters, $i$ and $j$ are cluster labels, $d(x_i)$ and $d(x_j)$ are distances to cluster centroids within clusters $i$ and $j$, $d(x_i, x_j)$ is a measure of separation between clusters $i$ and $j$. This index aims to identify sets of clusters that are compact and well separated. Smaller value of DBI indicates a “better” clustering solution.

III. OUR APPROACH

A. Motivation

In this section we describe our method for unsupervised transfer learning. The central idea that we will use to overcome the difference between weakly-related tasks is mainly inspired by a very popular approach used in neuroscience called Representation Similarity Analysis (RSA) [10]. This method suggests that a proper comparison between different activity patterns in human’s brain can be encoded and further compared using dissimilarity matrices. For a given brain region, the authors interpret the activity pattern associated with
each experimental condition as a representation. Then, they obtain a representational dissimilarity matrix by comparing activity patterns with respect to all pairs of observations. This approach allows to relate activity patterns between different modalities of brain-activity measurement (e.g., fMRI and invasive or scalp electrophysiology), and between subjects and species. We follow this approach by replacing the dissimilarity matrices of brain activity patterns of different modalities by kernels defined on source and target task samples. Then, we reduce the distance between two distributions by learning a new representation of data for target task in a Reproducing Kernel Hilbert Space (RKHS). This new representation is further factorized using K-NMF in order to find weights of similarities in the transformed instance space. Finally, we use these weights as a "bridge" for transfer learning on the target task.

B. Kernel target alignment optimization

Let us consider two tasks $T_S$ and $T_T$ where the corresponding data samples are given by matrices $X_S = \{x_{s1}, x_{s2}, ..., x_{sn}\} \in \mathcal{R}^m$ and $X_T = \{x_{t1}, x_{t2}, ..., x_{tn}\} \in \mathcal{R}^m$. For the sake of convenience, we will consider data sets $X_S$ and $X_T$ with the same number of instances. This inconvenience can be overcome in two ways: by sub-sampling the bigger data set or by using any kind of a bootstrap to increase the size of the smaller data set.

We start by calculating the Gram matrices $K_S$ and $K_T$ for both source and target tasks, for example, by using a Gaussian kernel function. Calculating $\hat{A}(K_S, K_T)$ gives us an idea of how correlated the initial kernels are. Small value of $\hat{A}(K_S, K_T)$ means that transfer learning will most likely fail as source and target task distributions are too different. In order to find an intermediate kernel $K_{ST}$ that plays the role of an embedding for both tasks, we will now apply the kernel alignment optimization to the calculated kernels $K_S, K_T$ that consists in maximizing the unnormalized kernel alignment over $\alpha_n$:

$$\max_{\alpha_n} \langle K_S, K_{ST}\rangle_F$$

$$K_{ST} = \sum_{n=1}^{N} \alpha_n K_n(x_{tn}, x_{tn}), \forall n, \alpha_n \geq 0.$$  

Normalization in the cost function is omitted compared to the original definition of kernel alignment in section 2 due to the computational convenience as suggested in [11]. Matrix $K_{ST}$ represents a linear combination of kernel matrices $K_n$ (any arbitrary set of kernel functions can be used) calculated based on $X_T$. There are several methods which can be used to solve this optimization problem. In our work we use the one that was described in [10]. The others can be found in [12] and in [13]. The proposed optimization problem can be rewritten in the following form:

$$\max_{\alpha} -\alpha^T \left(K + \lambda I\right)\alpha + f^T \alpha$$

$$s.t. \alpha_n \geq 0, \forall n = 1..k,$$

where $K(i,j) = \langle K_i, K_j\rangle_F$ and $f(i) = \langle K_i, K_S\rangle_F$. In its current form, the maximization procedure presents a quadratic programming (QP) problem and can be solved using any off-shelf QP solver. For each kernel $K_{ST}$ obtained in the process of alignment optimization, we look for a set of vectors $W_{ST}$ which arises from the K-NMF of $K_{ST}$:

$$K_{ST} \approx K_{ST}W_{ST}H_{ST}^T.$$  

This matrix is of a particular interest as it represents the weights of similarities that lead to a good reconstruction of $K_{ST}$ in a nonlinear RKHS. Due to the alignment optimization procedure, it naturally consists of adapted weights of an embedding between two tasks. The information contained in $W_{ST}$ can be used further with C-NMF for the target task in order to find more efficient basis vectors that are weighted based on a "good" nonlinear reconstruction of transformed instances. The criteria that we use to evaluate if the obtained reconstruction is "good" or not is Davies-Bouldin index. We recall that this index shows if the clusters are dense and well-separated.

More formally, we look for a matrix $W_{ST}^*$ that minimizes the Davies-Bouldin index defined in section 2 with respect to target kernel $K_T$:

$$W_{ST}^* = \arg \min_{W_{ST}} DBI(K_T).$$  

We call this matrix: the "bridge matrix". Given that $K_{ST}$ was calculated as a linear combination of kernels of $X_T$ and was brought closer in sense of alignment to $K_S$, $W_{ST}$ naturally incorporate information about geometrical structure of $X_S$ that can help to find better basis vectors in $X_T$.  

C. Transfer process using the "bridge matrix"

Next step is to perform C-NMF of $X_T$ with the matrix of weights fixed to $W_{ST}^*$. We use C-NMF as it allows us to reinforce the impact of $X_T$ on the partition matrix $H_T$.

$$X_T \approx X_TW_{ST}^*H_T^T.$$  

We call this factorization : the Bridge Convex NMF (BC-NMF). Finally, our approach is summarized in Algorithm 1.

D. Complexity

At each iteration of our algorithm we perform a K-NMF and that makes our algorithm quite time consuming when the number of instances is large. On the other hand, it does not depend on the number of features that makes its usage attractive for tasks from high-dimensional spaces. The complexity of K-NMF is of order $n^3 + 2m(2n^2k + nk^2) + mnk^2$ for a Gram matrix $K \in \mathcal{R}^{n \times n}$, where $m$ is a number of iterations used for K-NMF to converge (usually, $m \approx 100$), $k$ - is a desired number of clusters. Then, this expressions should be multiplied by $t$ - the number of iterations needed to optimize the alignment between two kernels. Finally, we obtain the following order of complexity: $t(n^3 + 2m(2n^2k + nk^2) + mnk^2)$.

It should be noted that in real-life tasks the quantity of data in source domain is often greater than in the target one. In
order to decrease the computational effort of BC-NMF we propose to proceed a data treatment in the parallel fashion. We split data into several parts and obtain an optimal result for each of them. After that, we use any arbitrary consensus approach (for example, Consensus NMF described in [19]) to calculate the final result which is close to all the partitions obtained.

**Algorithm 1:** Bridge Convex NMF (BC-NMF)

| input | $X_S$ - source domain data set, $X_T$ - target domain data set, $r$ - number of clusters, $n_{iter}$ - number of iterations |
|-------|----------------------------------------------------------|
| output| $H_{ST}^*$ - partition matrix, $W_{ST}^*$ - "bridge matrix" |
|       | $K_S$, $K_T$ - kernel($X_S$, $X_S$, $\sigma$); |
|       | $K_T$ - kernel($X_T$, $X_T$, $\sigma$); |
|       | $A_{init}$ ← $A(K_S, K_T)$; |
| loop  | $i \leftarrow 1$ to $n_{iter}$ do |
|       | $K_{ST}$ ← alignment optimization($K_S$, $K_T$); |
|       | $W_{ST}$ ← K-NMF($K_{ST}$, $r$); |
|       | $H_{ST}^*$ ← CNMF($X_T$, $W_{ST}$, $r$); |

**IV. THEORETICAL ANALYSIS**

In this section, we present the relationships between KTA and two quantities commonly used in transfer learning and domain adaptation problems, namely: Hilbert Schmidt Independence Criterion (HSIC) [14] and Quadratic Mutual Information.

**A. Hilbert-Schmidt independence criterion**

We start with a definition of a mean map and its empirical estimate.

**Definition 1.** Let $k : \mathcal{X} \times \mathcal{X} \to \mathcal{R}$ be a kernel in the RKHS $\mathcal{H}_k$ and $\phi(x) = k(x, \cdot)$. Then, the mapping $\mu[p] = \mathbb{E}_{x \sim p}[\phi(x)]$ is called a mean map. Its empirical value is given by the following estimate $\hat{\mu}[X] = \frac{1}{m} \sum_{i=1}^{m} \phi(x_i)$, where $X = \{x_1, \ldots, x_m\}$ is drawn iid. from $p$.

If $\mathbb{E}_x[k(x, x)] < \infty$ then $\mu[p]$ is an element of RKHS $\mathcal{H}_k$. According to Moore-Aronszajn theorem, the reproducing property of $\mathcal{H}_k$ allows us to rewrite every function $f \in \mathcal{H}_k$ in the following form: $(\mu[p], f)_{\mathcal{H}_k} = \mathbb{E}_x[f(x)]$. We now give the definition of HSIC.

**Definition 2.** Let $k(x, x')$ and $l(y, y')$ be bounded kernels with associated feature maps $\phi : \mathcal{X} \to \mathcal{F}$, $\psi : \mathcal{Y} \to \mathcal{G}$ and let $(x, y)$ and $(x', y')$ be independent pairs drawn from the joint distribution $p_{xy}$. Then HSIC is defined as follows:

$$HSIC(p_{xy}, \mathcal{F}, \mathcal{G}) = \|C_{xy}\|^2 = \mathbb{E}_{x, x' \sim p_{xy}} \left[ \|k(x, x')l(y, y')\| + \mathbb{E}_{x, x' \sim p_{xy}} \left[ \mathbb{E}_{y \sim \mathcal{G}}[k(x, x')] \mathbb{E}_{y' \sim \mathcal{G}}[l(y, y')] \right] \mathbb{E}_{y \sim \mathcal{G}}[k(x, x')] \mathbb{E}_{y' \sim \mathcal{G}}[l(y, y')] \right],$$

where $C_{xy} = \mathbb{E}_{x, y} \left[(k(\cdot, \cdot) - \mu[p]) \otimes (l(\cdot, \cdot) - \mu[q])\right]$ is cross-covariance operator.

Its biased estimate can be calculated from a finite sample using following equation:

$$HSIC = \frac{1}{m^2} \text{tr}(KHLHL),$$

where $K_{ij} = k(x_i, x_j)$, $L_{ij} = l(y_i, y_j)$ and $H = I - \frac{1}{m}11^T$ is a centering matrix projecting data to a space orthogonal to the vector 1.

From this we can see that KTA coincide with the biased estimate of HSIC when centered kernels are used. It shows that KTA is a suitable choice for transfer learning algorithms as its maximization increases iteratively the dependence between source and target distributions. Furthermore, cross-covariance operator has already proved to be efficient when applied in domain adaptation problem for target and conditional shift correction [15].

**B. Quadratic mutual information**

Another important point is the equivalence between KTA and Information-Theoretic Learning (ITL) estimators [16]. We define the inner-product between two pdfs as a bivariate function on the set of square integrable probability density functions:

$$\mathcal{V}(p, q) = \int p(x)q(x)dx.$$  

It is easy to show that $\mathcal{V}(p, q)$ is symmetric and non-negative definite and thus according to Moore-Aronszajn theorem, there exists a unique RKHS $\mathcal{H}_p$ associated with $\mathcal{V}(p, q)$. We further define Quadratic Mutual Information (QMI):

$$QMI(x, y) = \iint (p(x) - p(x)p(y))^2dx dy.$$  

In order to establish a connection between KTA and QMI, we can use the equivalence between $\mathcal{H}_p$ and $\mathcal{H}_k$ established in [16] through Parzen window estimation [17]. Parzen window estimator of given probability density functions $p(x), p(y)$ and $p(x, y)$ is defined as follows:

$$\hat{p}(x) = \frac{1}{m} \sum_{i=1}^{m} k(x - x_i), \quad \hat{p}(y) = \frac{1}{m} \sum_{i=1}^{m} k(y - y_i),$$

$$\hat{p}(x, y) = \frac{1}{m} \sum_{i=1}^{m} k(x - x_i)k(y - y_i).$$

This leads to the following result:

$$\hat{QMI}(x, y) = \|p(x, y) - \hat{p}(x)\hat{p}(y)\|^2 = \frac{1}{m^2} \text{tr}(KHLHL),$$

where kernel matrices $K$ and $L$ are calculated with respect to Parzen window kernels used for estimation. Once again, we see that KTA with centered kernels is equal to QMI estimation when the Gram matrices $K$ and $L$ are defined as inner-products of Parzen window kernels.

We also note that STC [2] is based on mutual information maximization. The latter was used to perform co-clustering of target and auxiliary data with respect to a shared set of features. Another example where mutual information was used for domain adaptation is [18]. Thus, we may conclude that the established relationships allow us to assume that KTA can be effective when used for transfer learning.

**V. EXPERIMENTAL RESULTS**

In this section we evaluate our approach and analyze its behavior on some popular computer vision data sets.
A. Baselines and setting

We choose the following baselines to evaluate the performance of our approach:

- C-NMF on target data only;
- K-NMF using each kernel from the set of base kernels used for KTA maximization (“Kernel alone”);
- Transfer Spectral Clustering (TSC);
- Bridge Convex-NMF (BC-NMF).

Using C-NMF we can directly factorize matrix $X_T$ as:

$$X_T \approx X_T W_T H_T^T$$

and consider matrix $H_T$ as an initial partition which could be obtained without taking into account the knowledge from the source task. Accuracy obtained on this partition gives us the “No transfer” value. This particular choice of the baseline can be explained by the fact that our approach is, basically, C-NMF but with a weight matrix $W_T$ learned using kernel alignment optimization. Thus, if we are able to increase the accuracy of classification compared to this baseline it will be only due to the efficiency of our approach.

On the other hand, we also give the maximum value of accuracy achieved for a set of kernels that we use in the optimization of KTA. We chose the following kernel functions: (1) Gaussian kernels with bandwidth varying between $2^{-20}$ to $2^{20}$ with multiplicative step-size of 2; homogeneous polynomial kernels with the degree varying from 1 to 3. We call this “kernel alone” value as it presents the result of applying K-NMF to a given kernel without taking into account the auxiliary knowledge. Source task kernel was calculated using linear kernel.

Finally, we compare our method to TSC that according to the experimental results presented in [3] outperforms both STC and Bregman multitask clustering (BMC). To define the number of nearest neighbors needed to construct the source and target graphs, we perform cross-validation for $k \in \{5; 100\}$ and report the best achieved accuracy value. As suggested in the original paper, we set $\lambda = 3$ and the step length $t = 1$.

We will use accuracy to evaluate the performance of chosen algorithms. It is defined as:

$$\text{Accuracy} = \frac{|x : x \in D \land \hat{y}(x) = y(v)|}{|x : x \in D|},$$

where $D$ is a data set, and $y(x)$ is the truth label of $x$ and $\hat{y}(x)$ is the predicted label of $x$.

B. Data sets

We evaluate the performance of our approach on the Office [20]/Caltech [21] data set which consists of four classification tasks:

- Amazon (A) - images from online merchants (958 images with 800 features from 10 classes);
- Webcam (W) - set of low-quality images by a web camera (295 images with 800 features from 10 classes);
- DSLR (D) - high-quality images by a digital SLR camera (157 images with 800 features from 10 classes);
- Caltech (C) - famous data set for object recognition (1123 images with 800 features from 10 classes).

Sample images from keyboard and backpack categories of each domain are presented in Figure 1. This set of domains leads to 12 transfer learning scenarios, e.g., $C \rightarrow A$, $C \rightarrow D$, $C \rightarrow W$, ..., $D \rightarrow W$.

C. Results

In Table 1 we can see the results of the experimental tests of our approach for transfer between two different domains where bold and underlined numbers stand for the best and second best results respectively.

**TABLE I: Classification accuracy on Office/Caltech data set**

| Domain pair | C-NMF | Kernel alone | TSC | BC-NMF |
|-------------|-------|--------------|-----|--------|
| C → A       | 33.24 | 40.34        | 43.32 | 64.88  |
| C → W       | 46.78 | 56.00        | 52.54 | 60.69  |
| C → D       | 65   | 47.33        | 54.14 | 81.33  |
| A → C       | 24.89 | 35.33        | 46.03 | 59.29  |
| A → W       | 46.78 | 56.00        | 53.22 | 60.69  |
| A → D       | 46.5 | 47.33        | 51.59 | 76.00  |
| W → C       | 24.89 | 35.33        | 62.71 | 58.97  |
| W → A       | 33.24 | 40.34        | 61.36 | 77.93  |
| W → D       | 46.5 | 47.33        | 59.66 | 76.00  |
| D → C       | 24.89 | 35.33        | 54.14 | 52.0   |
| D → A       | 33.24 | 40.34        | 54.78 | 78.00  |
| D → W       | 46.78 | 56.00        | 55.59 | 70.00  |

From the results, we can see that our algorithm BC-NMF significantly outperforms TSC in 10 transfer learning scenarios. Furthermore, in some cases TSC achieves lower accuracy values than the “kernel alone” setting. This can be explained by the fact that the clusters of the corresponding tasks are not well separable in the initial feature space and thus a nonlinear projection of features to a new RKHS can be beneficial. We also note that using a single kernel from the set of base kernels does not lead to good performance when compared to BC-NMF, while the learned combination of base kernels improves the overall classification accuracy considerably. Finally, comparing the obtained results with C-NMF applied to target data only clearly shows that the improved performance is due to the transfer as the only difference between BC-NMF and C-NMF lies in the learned weight matrix $W$.

In conclusion, we analyze two cases where TSC achieves better clustering results than BC-NMF. We remark that in these two cases Caltech10 plays the role of the target domain. We further notice that the overall performance of both C-NMF and “kernel alone” approaches on Caltech10 is rather weak compared to their performance on Amazon, DSLR and Webcam tasks. We recall that both C-NMF and K-NMF
assume that the basis vectors lie in the column space of their instance space while it is not necessarily true. However, if the source task data set is large enough, our approach is still able to improve the performance using the auxiliary knowledge (i.e., A → C) while when it is not the case (i.e., W → C, D → C) BC-NMF may need a larger variety of base kernels to learn a good weight matrix W or more instances from the source data set.

Figure 2 presents the learning curves of BC-NMF on transfer from DSLR and Caltech domains (results for other domains are presented in the Supplementary material). We plotted the red bar to indicate where the optimal weight matrix W was obtained. It can be noticed that the proposed strategy to choose W_{ST} does not always lead to the best possible results but still performs reasonably well.
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VI. CONCLUSIONS AND FUTURE WORK

In this paper we presented a new method for unsupervised transfer learning. We use kernel alignment optimization in order to minimize the distance between the distributions of source and target tasks. We apply K-NMF to the intermediate kernels obtained during this procedure and look for a weight matrix that reconstructs well the similarity based representation of data. Once this matrix is found, we use it in C-NMF on the target task to obtain the final partition. Our approach was evaluated on benchmark computer vision data sets and demonstrated a significant improvement when compared to some state-of-art methods. We also showed how KTA maximization can be related to HSIC and QMI optimization. The established relationships allow us to conclude that the use of KTA for transfer learning is justified from both theoretical and practical points of view. One of the inconvenient of our approach is that it is quite time consuming. Nevertheless, this issue can be overcome as discussed in section 3.

In future, we will extend our work in the multiple directions. First of all, we will start by creating a multi-task version of our method. This can be done in the same fashion but with the only difference: firstly, we will search an optimal Gram matrix for each pair of tasks, then we will use the simultaneous non-negative matrix factorization to find the common "bridge matrix" that captures the knowledge from all tasks. Multi-task version of our algorithm can be very important because it could show us the participation of each task in overall improvement. Secondly, it would be useful to derive bounds for classification error. This problem, however, is complicated as there is no statistical theory that can be used in unsupervised setting in the same way how it can be done for supervised and semi-supervised learning.
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