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Abstract
In this paper, we describe QUANTITATIVE GRAPH THEORY and argue it is a new graph-theoretical branch in network science, however, with significant different features compared to classical graph theory. The main goal of quantitative graph theory is the structural quantification of information contained in complex networks by employing a measurement approach based on numerical invariants and comparisons. Furthermore, the methods as well as the networks do not need to be deterministic but can be statistic. As such this complements the field of classical graph theory, which is descriptive and deterministic in nature. We provide examples of how quantitative graph theory can be used for novel applications in the context of the overarching concept network science.

1 Introduction
Graph theory [39] is a relatively new branch of mathematics. Examples of major activities include investigating topological aspects of graphs by, e.g., Kuratowski [46] and Gross [36], leading to the emergence of topological graph theory [36], studying embeddings of graphs in surfaces and graphs as topological spaces. A highlight in this theory is surely the theorem of Kuratowski for characterizing planar graphs. Further activities contributed numerous methods for exploring structural properties of networks, e.g., see [9,20,38,39]. Note that there are also other branches of Graph Theory, such as Extremal or Random Graph Theory, which have also been very fruitful [9].

Based on those multifaceted methods, numerous problems by means of graphs have been solved in disciplines such as artificial intelligence and pattern recognition [17], biology [33,43], chemoinformatics [58,59,71], cognitive modeling [65], computational linguistics [51], image recognition [41,66], machine learning [12,40] and web mining [25].

In a wider sense, graph-based approaches have been used extensively in various disciplines. The hype dealing with complex networks also contributed a lot to modern Graph or Network Theory and has been triggered from the breakthrough of the world wide web and other physically-oriented studies exploring networks (graphs) as complex systems [4,73]. Besides investigating only random graph models for analyzing complex systems, it turned out that there is a strong need to further develop quantitative approaches. A main reason for this was the insight that many real-world networks are composed of non-random topologies where quantitative methods such as graph measures [19,20] have been proven essential to quantify structural information of graphs.

When studying the existing literature dealing with classical aspects of graph theory [38,39], it turns out that most of the existing contributions are descriptive approaches for describing graphs structurally. Examples thereof are Kuratowski’s theorem mentioned above, the description of Eulerian paths, graph colorings and so forth [7,38,39]. This leads us straightforwardly to a definition of Quantitative Graph Theory.

Definition 1.1 Quantitative graph theory (QGT) deals with the quantification of structural aspects of graphs, instead of characterizing graphs only descriptively,
We see that the aspect of measurement is crucial here. To quantify structural information of a graph means to employ any kind of measurement, i.e., a local or global one.

Concrete examples for quantitative approaches in the context of Graph Theory are, for instance:

- Graph similarity or distance measures [25, 64, 76].
- Graph measures to characterize the topology of a graph [19, 20, 68]. This group of measurements includes numerical graph invariants which are also referred to as topological indices [11, 31].
- The exploration of metrical properties of graphs and the derivation of measures [63].
- Consideration of structural graph measures as network complexity measures and exploring properties thereof [10, 29].
- Information Theory and Statistics of graphs [5, 45].
- Applications of the above graph measures in social network analysis, chemistry, biology and other disciplines [31, 72].
- Using machine learning for deriving quantitative approaches for graphs [18].

As known, various graph measures have been defined and investigated [19, 20] even in the early fifties [6]. Seminal contributions from this development have been graph centrality measures for investigating problems in sociology, e.g., group performance [6]. Numerous other graph-theoretical measurements have been developed afterwards, but to date, there have been no attempts to consider Quantitative Graph Theory as a graph-theoretical branch. In view of the vast number of existing descriptive methods [7, 38, 39], quantitative techniques to analyze graphs are clearly underrepresented so far. However, quantitative approaches for exploring graphs have been examined from different perspectives in a variety of disciplines including Discrete Mathematics, Computer Science, Biology, Chemistry and related areas [21, 43]. Interestingly, in Biology, Computer Science and Discrete Mathematics, the focus has tended to be on the comparative analysis of graphs such as graph similarity and graph distances. In contrast, in Chemistry and related fields, the principal aim has been to quantify structural features of graphs leading to numerical graph invariants [32].

2 Quantitative Graph Theory

In [24], Quantitative Graph Theory has been defined as a measurement approach to quantify structural information of networks. In general, local, global or comparative graph measures can be employed for measuring structural information. See also Section 3. We emphasize that this definition complements (classical) graph theory which mainly deals with the description of structural properties of graphs, see [39]. Examples for pure descriptive graph theory methods are graph colorings, graph embeddings and decompositions, and characterizations of graphs like the Theorem of Kuratowski [46]. In contrast, pure quantitative methods are quantitative graph measures that are based on estimating structural features of networks [20]. The latter class of methods can be interpreted as graph complexity measures. Seminal work in this area was done by Mowshowitz [52] and Bonchev [10]. Note that the ambiguity of some methods belonging to both Descriptive and Quantitative Graph Theory has been explained in [24].

In Figure 1, we present a conceptual overview that shows the connection of Quantitative Graph Theory within some other related fields. First, we note that Network Science comprises both, Graph Theory and Statistical Network Analysis because it is the most generic field. The major difference between Graph Theory and Statistical Network Analysis is that the graphs as well as the methods of Graph Theory are purely deterministic, whereas in statistical network analysis the networks and the methods may be non-deterministic. A cause for the structural non-deterministicness may be given by, e.g., measurement
errors or signal variability used to infer such networks [33]. Hence, the methods applied are based on probabilistic and statistical principles. Furthermore, Quantitative Graph Theory is also a branch of Graph Theory which relates to quantify structural information of networks. This is in contrast to classical Graph Theory which mainly deals with descriptive graph analysis, as discussed above. Interestingly, one can see that random graph theory is on one hand deterministic, when describing properties of random graphs. On the other hand, the methods and the random graphs themselves are often probabilistic and, hence, this subfield is also non-deterministic in nature.

3 Methods Used in Quantitative Graph Theory

According to Dehmer et al. [24], Quantitative graph theory can be divided into two major categories, namely, comparative graph analysis [24] and graph characterization by using numerical graph invariants is another category which relates to determine the structural complexity of networks. In the following, we give some prominent examples of methods for these two categories. For more details see [24].

3.1 Comparative Graph Analysis

Comparative graph analysis means determining the structural similarity or distance between two or more networks. A problem has been choosing the right concept for this task meaningfully as a graph similarity measure depends on an underlying concept. When doing so, two main classes thereof namely (exact graph matching) [76] and inexact matching [14] to compare networks structurally have been developed. In particular, methods from exact graph matching have been demanding to use for large networks as the measures rely on graph isomorphism. As known, the complexity of the graph isomorphism has not yet determined for arbitrary networks.

Comparative techniques for networks have been widely applied in many scientific disciplines. Examples are artificial intelligence and pattern recognition [17], computational biology [33, 43], chemoinformatics [58, 71], image recognition [41, 66], and applied mathematics [22, 25]. A subset thereof is:
- Isomorphism-based Measures \[44, 64, 76\].
- Graph Edit Distance \[13\].
- Iterative Graph Similarity Methods \[8, 75\].
- String-based Measures \[25, 34, 60\].
- Graph Kernels \[12, 40\].

### 3.1.1 Applications

As many tasks in machine learning rely on similarity concepts, it has been straightforward to use graph similarity (comparative network analysis) for applications. For instance, graph similarity measures can be used to compare and to classify structures representing real objects which can be visualized as relational structures. When doing so, it has been also important to use graph similarity concepts in machine learning as the underlying algorithms are often rely on similarity between objects to be processed. For instance, the following application areas turned out to be useful and important:

- Similarity of Document Structures \[15, 26\].
- Tree Similarity \[42, 61\].
- Molecular Similarity \[49, 59\].
- Statistical Graph Matching \[62, 67\].

It is obvious that for some specific problems, one needs special measures which are not require to operate on the entire network. An example for this are tree similarity measures \[42, 61\] that operate on trees only representing connected and acyclic networks. Using such special comparative measures may be beneficial to cluster document or RNA structures that are represented by trees only. This gives us an idea about the complexity of the network similarity problem as various graph classes exist when it comes to realize a particular application.

### 3.2 Graph Characterization

In quantitative graph theory \[24\], graph characterization relates to determine the complexity of a given network by using numerical graph invariants. Graph invariants are graph measures to characterize graphs structurally which are invariant under isomorphism \[68\]. Examples for local graph invariants are vertex degrees or vertex eccentricities \[39, 63\]; global graph invariants are, for instance, graph entropy measures or measures which are based on distances in networks like the well-known Wiener index \[68\]. All those measures have in common that they are functions which map networks to the reals \[68\]. A special kind of graph measures are so-called topological indices \[68\]. Note that they have been used in mathematical and structural chemistry extensively to characterize molecular structures based on their size, shape, branching and cyclicity \[68\]. Importantly, an undesired aspect of all structural graph measures is their degeneracy \[23, 68\]; that means, many of these graphs measures fail to discriminate the structure of non-isomorphic graphs by their values uniquely. This property often has a negative effect when determining the complexity of networks numerically. Therefore it has been important to investigate the problem on a large scale to finally obtain a classification of graph measures according to their properties such as degeneracy, structural interpretation and so forth, see \[23, 68\]. Based on graph invariants to be used, graph measures can be roughly divided into the following classes:

- Distance-based graph measures. Examples: Wiener index, eccentricity \[63, 74\].
• Degree-based measures. Examples: Randić index and Zagreb index \[55,57\].
• Eigenvalue-based measures. Examples: Graph energy and largest positive eigenvalue of trees \[47,48\].
• Information-theoretic measures. Examples: Vertex-orbit entropy due to Mowshowitz and partition-independent graph entropies \[28\].

As to applications, these graph measures have been used in chemoinformatics (e.g., QSAR and QSPR) \[68\] for predicting biological or physico-chemical properties of molecular structures \[31,68\]. Also, structural graph measures have been employed to analyze phylogenetic properties of metabolic networks \[50\]. Moreover, graph measures got attention from areas outside chemistry and biology as structural systems representing networks occur in many other disciplines too. Examples are computational linguistics \[3\] and web structure mining \[16\] where web-based units have been explored by using structural indices.

For applications, it turned out to be important understanding the properties of graph measures properly. Otherwise, the sage of those measures might misleading. We here summarize some important properties as follows:
• Uniqueness of graph measures (i.e., degeneracy) \[23,68\].
• Information inequalities describing interrelations of information-theoretic network measures \[27\].
• Structural interpretation \[24\].
• Usefulness and quality of graph measures \[24,35\].
• Correlation of graph measures \[24\].

3.3 Software for Quantitative Graph Analysis
In this section, we briefly discuss free and commercial software to analyze complex networks.

3.3.1 Programs developed for the Statistical programming Language \texttt{R}
The multiparadigm language \texttt{R} \[2\] turned out to be useful for analyzing networks from various disciplines. An example is the \texttt{R}-package \texttt{NetBioV} \[70\] for visualizing large biological networks. Other standard \texttt{R}-libraries for structural network analysis are \texttt{igraph} and \texttt{graph}. They contain many methods like the calculation of shortest paths in networks. However they only offer a very few quantitative methods for characterizing networks. For this purpose, the \texttt{R}-package \texttt{QuACN} \[53\] has been developed which contains over 150 structural network measures. Further \texttt{R}-package for performing network analysis can be found in \[24,54\].

3.3.2 Commercial Software
A well-known example of commercial software for calculating structural and molecular indices (measures) is \texttt{Dragon} \[69\]. Actually it contains more than 4000 molecular descriptors \[68\] for characterizing molecular networks. This software has been proven useful for QSAR and QSPR \[31\]. Other commercial pieces of software are, e.g., the Sentinel Visualizer \[37\] and Sonamine \[1\]. Sentinel Visualizer \[37\] is a software for analyzing and visualizing social networks. Sonamine \[1\] has been developed for performing data mining and simulation techniques for massive social networks.
3.3.3 Conjecture engines

Conjecture engines [30,56] are tools that have been used to generate conjectures when proving statements on topological graph measures. They can be used to test the validity of inequalities involving topological graph measures. The tool **Graffiti** [30] is a prominent example and has been famous for generating conjectures involving the general and simple Randić index. A successor thereof is **GrInvIn** [56] which is a freely available as Java-Application A shortcoming of **GrInvIn** is the quite weak conjecture engines which does not allow to use this tool to explore complex conjectures.

4 Summary and Conclusion

In this chapter, we put the emphasis on quantitative graph theory. We pointed out that this intriguing field can be seen as a new branch of graph theory and should be treated as such. So far, most of the contributions in graph theory dealt with descriptive approaches for describing structural features of networks, see Section 1. By demonstrating the potential of quantitative approaches which have been widely spread over several disciplines, we believe that the discussed approaches will break new ground. An important finding of this chapter is that quantitative graph theory is per se strongly interdisciplinary. The mathematical apparatus belongs to applied mathematics but, as demonstrated, quantitative graph theory have been applied in various scientific areas.
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