Abstract

We present a method to infer the 3D pose of mice, including the limbs and feet, from monocular videos. Many human clinical conditions and their corresponding animal models result in abnormal motion, and accurately measuring 3D motion at scale offers insights into health. The 3D poses improve classification of health-related attributes over 2D representations. The inferred poses are accurate enough to estimate stride length even when the feet are mostly occluded. This method could be applied as part of a continuous monitoring system to non-invasively measure animal health.

1. Introduction

Many human clinical conditions and the corresponding animal models result in abnormal motion [5]. Measuring motion is a requisite step in studying the health of these subjects. For animal subjects, researchers typically conduct measurements manually at high cost, limited resolution, and high stress for the animals. In this work, we present a low-cost, non-invasive, computer-vision based approach for continuously measuring the motion as 3D pose of laboratory mice.

To study animal models of movement disorders, such as Parkinson’s disease or tremor, or even generally measure behavior, researchers rely on manual tools such as the rotarod, static horizontal bar, open field tests, or human scoring [7, 9]. Increasingly complex automated tools to study gait and locomotion are being developed [8, 32]. Computer vision and machine learning are creating new measurement opportunities in home-cage environments for 2D tracking or behavior [2, 11, 13, 20, 22, 24, 25]. So far, only a few studies measure 3D motion at all and only at coarse resolution or number of joints or requiring multiple cameras [2, 10, 26, 27, 31]. Nevertheless, these new measurement tools are offering compelling opportunities for new analyses [2, 12, 18, 31].

In parallel, computer vision and machine learning are leading to great improvements in determining human 3D pose from images. Models for optimizing a kinematic model to fit image data [4] are being paired with improvements in estimating 2D poses [6, 21, 30]. By combining these methods with libraries of human shapes [19] and human poses, 3D human pose estimates can be grounded to real kinematic models and realistic motions [3, 23, 28]. Ongoing research is improving the spatial and temporally coherence [1, 14, 33].

This work adapts these techniques originally developed to infer 3D human pose to mice. We predict 2D keypoints for mice then optimize for the 3D pose subject to priors learned from data. Databases of human shapes, poses, 2D keypoints, and 3D keypoints are readily available, but none of these are available for mice. The lack of data presented unique challenges to accurately infer 3D poses. We overcome these challenges by collecting new data and adapting where needed. We validate our method by demonstrating the metric accuracy of the inferred 3D poses, the predictive accuracy of health related attributes, and the correlation with direct measurements of gait. In each case, the inferred 3D poses are useful, detailed measurements.

2. Methods

2.1. Data Collection

We collect three sets of video data: Continuous, Multi-view, and Gait. The Continuous video data is 14 days from 32 cages each outfitted with a single camera (Vium). During the dark cycle, infrared illumination is used. 8 animals are one-year old, knockout mice on a c57b6 background; 8 are one-year old, heterozygous controls; 8 are one-year old, c57b6 mice; and 8 are two-month old, c57b6 mice. The knockout mice have a deletion that causes motor deficits, the biology of which will be revealed in future work. The knockout mice and heterozygous controls are littermates on a c57b6 background, but have been inbred for several generations. Each mouse has three attributes, age (either twelve or three months old), knockout (either a full knockout or not), and background (either a littermate with a knockout or...
a c57b6). The Multiview video data is 35 consecutive multiview frames of a single c57b6 mouse in a custom capture rig (described below). The Gait video data is of a single c57b6 mouse walking on a treadmill with cameras installed below with corresponding commercial analysis tools (Digi-Gait) with an additional camera mounted above (GoPro) that we use for analysis. Each video is recorded at 24 to 30 frames per second. All experiments are approved by an Institutional Animal Care and Use Committee.

2.2. Mouse Pose Prediction

Our feature extraction pipeline (shown in Figure. 1) includes three stages: bounding box detection, 2D pose prediction, and 3D pose optimization. These stages have been shown to be effective for human 3D pose estimation [3, 15, 29].
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Figure 1. Our pipeline operates over frames of a video (upper left). For each frame we run a 2D object detector trained to detect mice (upper right, box indicating a detection). We apply a 2D pose model to detect mouse key points at the detected location (lower right, colored heatmap indicating joint locations with arbitrary colors). Finally, we optimize for the 3D pose of the mouse (lower left, blue points are peaks of the keypoint heatmaps in previous stage, red points are projected 3D keypoints from the optimized pose, grey 3D mesh overlaid on the image).

2.2.1 2D detection and pose prediction

We adapt a Single-Shot Detector [17] to detect the mouse and a Stacked Hourglass Network [21] to infer the mouse’s 2D pose similar to other work adapting human pose models to laboratory animals [20, 24].

The detection and pose models both require training data, which we generated by labeling 20 joint positions along the body, and take the minimal box encompassing all points to be the bounding box. Models are pretrained on COCO [16] and the prediction heads for human keypoints are replaced with those for mouse keypoints. For the Continuous video data, we label 3670 images for the training set and 628 for the test set. For the Gait video data, we fine-tune the Continuous video model on an additional 329 labeled image training set and test on 106 images. Frames are selectively annotated to cover the diversity of input images across cages and times.

We evaluate our pose model with the Object Keypoint Similarity (OKS) score used on COCO [16]:

\[ \text{OKS} = \frac{\sum_{i} \exp\left(-\frac{d_i^2}{2k_i^2s^2}\right)}{20}, \]

where \(d_i\) is the Euclidean distance between the prediction and ground truth, \(s\) is the object scale as the square root of the bounding box area, and the per-keypoint falloff, \(k_i\), is set to the human median of 0.08 for all keypoints. Accuracies are computed as the percentage of predicted keypoints greater than a threshold OKS score in Table 1.
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Figure 2. left: The labeled 2D keypoints. center: A labeled image of a mouse with the joint legends to the left. right: The high resolution CT scan segmented for bone in light colors, and segmented for the skin in darker colors with the corresponding keypoint locations at a neutral pose.

---

1See [http://cocodataset.org/#keypoints-eval](http://cocodataset.org/#keypoints-eval) for further OKS details
2.2.2 3D pose prediction

We adapt the human 3D pose optimization strategy from [4] to mice because similar optimization strategies are successful with inferred 2D poses and relatively little 3D ground truth data [3]. We iteratively update the 3D joint angles on a kinematic chain consisting 18 joints corresponding to the 2D keypoints (the ears are excluded) to minimize the distance between the input 2D keypoint locations and the projected 3D joint locations.

We improve the stability and convergence of the 3D pose optimization by using shape and/or pose priors [3]. Specifically, we use a combination of joint angle constraints (joint angles must be within ±50 degrees) and a Gaussian Mixture Model pose prior constructed from a multiview reconstruction of the 3D pose (see below) and hand-posed models. The hand-posed models have joint angles set in a 3D modeling software to match the apparent mouse pose in a set of images that cover typical poses. From these 3D poses, we align and scale the poses so that the vector from the base of the neck to the middle of the spine is defined as the x-axis and unit length, and then we fit a Gaussian mixture model with 5 components to the data. We optimize the joint angles to jointly minimized the reproduction error and maximize the likelihood under the mixture model.

The optimization is over-parameterized where the overall size and the distance to the camera are confounded, which can result in arbitrary scale and physically implausible rotations. We solve the complication by constraining the animal to a fixed distance from the camera. Similar scene constraints are a common approach to reconstructing physically meaningful 3D poses [1, 33].

2.3. Multiview 3D Pose Reconstruction

To generate ground truth 3D pose data for validation and constructing a pose prior, we build a custom, multiview 3D capture rig. A top-down RGB+D camera (Kinect) and two side RGB cameras with synchronized timing are calibrated with overlapping fields of view of a mouse cage. We label the 2D joint positions in synchronized frames from each field of view and triangulate the 3D location of each joint position that minimizes the reprojection errors. The multiview reconstructions are used to evaluate the single-view reconstruction quality and then added to the pose prior.

2.4. Biological Attribute Prediction

To assess which representations preserve information about motion dynamics, we train a black-box model to predict biological attributes in the Continuous video data. Because we want to study gait and not other factors, we limit the analysis to sequences when the animal is on or near the wheel during the night cycle when the mice are more active. We train on and predict labels for 10 second intervals, but evaluate performance across the aggregated prediction scores for each animal to normalize for the amount of time on the wheel. Data are split into the training and test sets with disjoint sets of mice in each. For each data representation we test, we train a convolutional neural network with kernel size 24 to predict each label independently. We perform a hyperparameter sweep over the number of layers in the network [2, 3, or 4], the number of hidden units in each layer [32, 64, 128, 256], and the learning rate [0.0001, 0.00001, 0.000001] using half the training set for validation. We report the best accuracy for each representation on the test set.

2.5. Gait Measurements

Direct measurements of gait parameters are obtained via a commercial system (DigiGait). We use the aggregated stride length from the Posture Plot report as well as the individual stride length measurements from the commercial system. We calculate similar measurements from our method by computing the duration of strides from the reconstructed pose and multiplying by the known treadmill speed to calculate the stride length. The aggregate duration of the stride is calculated as the wavelength of the Fourier spectrum peak magnitude and the individual stride durations are calculated as peak-to-peak times.

3. Results

3.1. Inferred 3D Poses

We quantitatively evaluate the quality of our 3D poses on the Multiview video data set. After determining the ground truth 3D pose from multiple views (see Methods 2), we calculate how well we reconstruct the pose from the top down view alone. The inferred 3D pose is registered to the ground truth pose and we quantify the error in the inferred 3D pose in millimeters in Table 3. The average error for each joint
is less than 10 mm. For common mouse body lengths of 10 cm, this represents less than 10% relative error. We cannot find another monocular 3D pose reference that lists numbers to compare against. Although these numbers allow room for improvement, we demonstrate further results that this accuracy is sufficient to enable health predictions and extraction of gait parameters.

3.2. Biological Attribute Prediction with 3D Pose

After inferring the 3D poses, we address whether they add value to understanding biology. We use continuous video data attributes—age, background, and knockout status—to assess how easily models can predict biological attributes from different features: the 2D bounding box, the 2D keypoints, the 3D keypoints, and the 3D joint angles. We train a range of artificial neural networks on each representation and present the best results for each feature on a held-out set of 16 animals in Table 2. Of these, the 3D joint angles outperform the others by being able to perfectly classify each animal in the test set, while the others make one to three mistakes on the 16 test set animals.

![Figure 4. top left: An example time series of the foot position in arbitrary units. The periodic structure of gait is clearly visible. Red dots indicate peaks used in computing the stride length. top right: The peak frequency in the foot position reconstruction × belt speed (blue, solid) and DigiGait posture plot stride length (orange, dashed). bottom left: The distribution of stride lengths from the pose reconstruction (dark blue) and DigiGait (light orange). Dashed, black, vertical lines indicate outlier thresholds for statistical modeling. bottom right: Stride lengths by treadmill speed for reconstructed pose (blue, solid) and DigiGait (orange, dashed). Error bars indicate ±1 SEM.](image)

| Feature    | acc(Age) | acc(Bkgrd) | acc(KO) |
|------------|----------|------------|---------|
| 2D box     | 0.86 ± 0.04 | 0.82 ± 0.01 | 0.89 ± 0.03 |
| 2D points  | 0.85 ± 0.02 | 0.81 ± 0.02 | 0.91 ± 0.02 |
| 3D points  | 0.88 ± 0.00 | 0.82 ± 0.02 | 0.90 ± 0.03 |
| 3D angles  | **1.00 ± 0.00** | **1.00 ± 0.00** | **1.00 ± 0.00** |

Table 2. Table of the classification accuracy (mean ± standard error of 5 training runs) for each input representation on a held-out set of animals for three attributes: Whether the animal is 12 or 3 months old (Age), whether the animals is a litter mate of a knockout (Bkgrd), and whether the animal is a knockout (KO). Best result in each column is in bold.

3.3. Accurate Gait Measurements from 3D Pose

To further validate our method, we compare the strides measured by our system with the strides determined by the DigiGait system that directly images the feet. We infer the 3D poses as viewed from above using our method, estimate the strides and compare the output to the direct stride measurements by the DigiGait system in Figure 4. We find that we can recapitulate multiple direct measurements. Excluding 13 asymmetric outliers beyond 2.3 σ from the mean, the measurements from our system were not significantly different from the direct measurements (2-way ANOVA, main effect of measurement system: df=289, t=-0.8, p=0.424). While statistics cannot prove distributions are identical, we can claim that our measurements are similar to the commercial system.

4. Conclusions

Our method infers the 3D pose of mice from single view videos. This offers compelling opportunities for continuous, non-invasive monitoring. We demonstrate that the 3D joint angles enable predicting health related attributes of mice more easily than other features. Our system can even replace a custom hardware solution in determining gait parameters such as stride length. Future work includes improving the accuracy of the 3D pose and extending this method to animal social interactions.
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