Stochastic modeling of chemical reaction systems based on master equations has been an indispensable tool in physical sciences. In the long-time limit, the properties of these systems are characterized by stationary distributions of chemical master equations. In this paper, we describe a novel method for computing stationary distributions analytically, based on a parallel formalism between stochastic chemical reaction systems and second quantization. Anderson, Craciun, and Kurtz showed that, when the rate equation for a reaction network admits a complex-balanced steady-state solution, the corresponding stochastic reaction system has a stationary distribution of a product form of Poisson distributions. In a formulation of stochastic reaction systems using the language of second quantization initiated by Doi, product-form Poisson distributions correspond to coherent states. Pursuing this analogy further, we study the counterpart of squeezed states in stochastic reaction systems. Under the action of a squeeze operator, the time-evolution operator of the chemical master equation is transformed, and the resulting system describes a different reaction network, which does not admit a complex-balanced steady state. A squeezed coherent state gives the stationary distribution of the transformed network, for which analytic expression is obtained.
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I. INTRODUCTION

Modeling of chemical reaction systems is important for describing various systems in chemistry, physics, and biology [1–3]. When the number of molecules is large enough, fluctuations can be ignored, and deterministic rate equations for species concentrations can be used to track the time evolution of reaction systems. In contrast, in a situation where the number of molecules is not so large, the effect of fluctuations becomes important, and stochastic modeling is necessary. Stochastic reaction systems are commonly described by continuous-time Markov chains, whose time evolution is governed by chemical master equations.

The properties of stochastic reaction systems in the long-time limit are characterized by their stationary distributions. Calculating stationary distributions analytically is in general a difficult task because a chemical master equation is a collection of infinitely many coupled ordinary differential equations. However, for a certain class of chemical reaction systems, stationary distributions can be obtained analytically [5]: When the deterministic counterpart of a stochastic reaction system has a complex-balanced steady-state solution, the stationary distribution of the stochastic system is of a product-Poisson form, whose parameter is given by the deterministic steady-state solution. This can be combined with the classic result by Feinberg [6, 7] and Horn–Jackson [8] that, if a chemical reaction network is of a zero deficiency and weakly reversible, it has a unique steady-state solution in each stoichiometry compatibility class, and the solution is complex-balanced. Hence, when a reaction network satisfies the two topological conditions, vanishing deficiency and weak reversibility, its stationary distribution is given analytically. To extend the applicability of these results, one possible strategy is to transform one network, which does not satisfy the two conditions, into another that satisfies them, while keeping the same chemical properties. The method of network translation [9, 10], in which reactions with a common stoichiometry are combined to obtain another network with desirable topological properties, has been utilized [11] to compute stationary distributions analytically for networks with nonzero deficiency and without weak reversibility.

In this paper, we introduce a different kind of network transformation based on the parallel between stochastic reaction systems and quantum mechanics [12–14] (see Fig. 1 for a general idea). There is a reformulation of stochastic reaction systems in which a probability distribution is represented by a vector spanned by the occupation-number basis. In this formalism, a chemical master equation is written in the form analogous to the Schrödinger equation. Poissonian stationary distributions for complex-balanced systems correspond to coherent states in the context of quantum optics [15], that most-closely approximate classical states, saturating the uncertainty relation. We further pursue this analogy. Starting from coherent states, there are other states that can be reached by acting unitary operators. In particular, a common operation is squeezing, with which the uncertainty of a certain physical observable can be reduced at the cost of increasing the uncertainty of another observable. We find that we can perform squeeze operations on the Poissonian stationary distributions of complex-balanced systems. Under a squeeze transformation, the time-evolution operator is modified and it represents a different reaction network, which in general has a nonzero deficiency and is not weakly reversible. The stationary distribution of the transformed network is the counterpart of a squeezed coherent state in quantum mechanics, and its expression can be obtained analytically. Thus, the squeeze operation provides us with another way to analytically compute the stationary distributions of reaction networks which do not have complex-balanced steady-state solutions.

The remainder of the article is organized as follows. In Sec. II, we introduce the stochastic description of chemical reaction systems and its quantum-mechanical formulation using creation/annihilation operators. We also review the theorem by Anderson, Craciun, and Kurtz. In Sec. III, we introduce the squeeze transformation for a simple example. In Sec. IV, we derive the stationary distribution with finite correlations of different species. In Sec. V, we discuss an example which involves nonlinear propensity functions. In Sec. VI, we discuss the structural changes of generic reaction networks under squeezing transformations. Finally, we give a summary and further discussion in Sec. VII.

II. QUANTUM-MECHANICAL FORMULATION OF STOCHASTIC CHEMICAL REACTION SYSTEMS

In this section, we briefly review the description of stochastic chemical reaction systems using continuous-time Markov chains. We also review a reformulation of the chemical master equation using the language of quantum mechanics [12, 13].

---

1 For monomolecular reaction networks, time-dependent solutions of master equations can be obtained [4], which are parametrized by the solution of rate equations.
A chemical reaction network consists of the triple $(V,K,E)$ where $V$ is a set of chemical species, $K$ is a set of complexes, and $E$ is a set of chemical reactions. A complex is an element of $\mathbb{N}^V$, where $\mathbb{N}$ denotes nonnegative integers, and a reaction $e_A \in E$ is given by specifying two complexes as its source and target,

$$e_A : \sum_i s_i Av_i \rightarrow \sum_i t_i Av_i,$$

where $v_i \in V$. Here, $s_A, t_A \in \mathbb{N}^V$ are the source and target complexes of reaction $e_A$. A chemical reaction network can be represented as a directed graph of complexes, which is called a reaction graph. The reaction vector for $e_A$ is defined by $S_A := t_A - s_A \in \mathbb{Z}^V$. Seen as a matrix, $S_A$ is called a stoichiometric matrix.

For a given chemical reaction network, one can consider stochastic/deterministic dynamics on it. In the stochastic description, the variables that we use are the numbers of particles of chemical species, $n \in \mathbb{N}^V$. The status of a reaction system at time $t$ is characterized by the probability distribution of $n$, $P(t, n)$, and its time evolution is governed by the chemical master equation of a continuous-time Markov chain,

$$\frac{d}{dt} P(t, n) = \sum_A \{ R_A(n - S_A) P(t, n - S_A) - R_A(n) P(t, n) \},$$

where $R_A(n)$ is the intensity function for reaction $e_A$. Throughout the paper, we employ the mass-action kinetics,

$$R_A(n) = k_A \frac{n!}{(n - s_A)!},$$

where $k_A$ is a constant. Here, the factorial of a vector $n \in \mathbb{N}^V$ is the abbreviation of the following expression,

$$n! = \prod_i n_i !.$$

The mass-action rate (3) is proportional to the number of combinations to form the source complexes for the reaction. This form is justified when the molecules in the system are well-stirred.

When the number of molecules is large and random fluctuations can be ignored, the system can be described by deterministic equations. In this case, the dynamical variables are the concentrations of chemical species, $x_i = n_i / V$, where $V$ is a parameter controlling the system size. The time evolution of $x_i$ is dictated by rate equations,

$$\frac{d}{dt} x_i(t) = \sum_A S_{iA} r_A(x),$$

where $r_A(x)$ is the rate function for reaction $e_A$. The stationary distribution of network $\Gamma$ can be obtained by operating a squeeze operator $S(\xi)$ on $|\Psi\rangle$, and the probability distribution $P'(n)$ can be obtained analytically (see Eq. (65) for this example).
where \( r_A(x) \) is the reaction rate of \( e_A \). In the deterministic version of mass-action kinetics, reaction rates are written as

\[
r_A(x) = \bar{k}_Ax^{s_A},
\]

where we have used the abbreviation \( x^{s_A} = \prod_i x_i^{s_iA} \).

In many situations, the stochastic description reduces to the deterministic one in the limit of a large system size. It is customary to take \( R_A = O(V) \) and \( n_i = O(V) \), where \( V \) is a dimensionless parameter quantifying the system size. In this case, the parameters in the continuous-time Markov chain are related to those of the rate equation as

\[
\bar{k}_A = \lim_{V \to \infty} k_AV^{||s_A||_1-1},
\]

where \( ||s_A||_1 \) denotes the L1 norm of \( s_A \).

### B. Quantum-mechanical formulation

Quantum mechanics and stochastic chemical reaction systems have in common that the outcome of the measurement is probabilistic. With the quantum-mechanical formalism chemical reaction systems introduced in Refs. [12, 13], the chemical master equation (2) is formally written as in the form of the the Schrödinger equation. This gives us the opportunity to import the techniques established in the latter to the former problem, which is the strategy we take in this paper. As we will see, this allowed us to find analytical form of stationary distribution functions for chemical reaction networks that has not been known before to our knowledge.

Below, we briefly review the quantum-mechanical formalism that we base on throughout this paper. (For a recent review of the quantum-mechanical formulation and the associated path-integral method [16], see Ref. [17].) Let us start by introducing annihilation/creation operators for each species \( v_i \in V \), \( a_i \) and \( a_i^\dagger \), which obey the following commutation relations

\[
[a_i, a_j^\dagger] = \delta_{ij}, \quad [a_i, a_j] = 0, \quad [a_i^\dagger, a_j^\dagger] = 0,
\]

for any \( i, j \). Roughly speaking, the creation (annihilation) operator \( a_i^\dagger \) (\( a_i \)) “creates (annihilates)” one species-\( i \) molecule, as it would be clear in a moment. We introduce the vacuum state, \( |0\rangle \), as a state satisfying \( a_i|0\rangle = 0 \) and \( \langle 0|a_i^\dagger = 0 \) for any \( i \). Occupation number states are defined as

\[
|n\rangle := (a_i^\dagger)^n|0\rangle,
\]

where \( n \in \mathbb{N}^V \) and we use the short-hand notation,

\[
(a_i^\dagger)^n = \prod_i (a_i^\dagger)^{n_i}.
\]

As the name suggests, the vacuum state \(|0\rangle \) and the occupation number state \(|n\rangle \) describes a state where no molecules are present and a state that has occupation \( n = (n_1, ..., n_{|V|}) \), respectively. Note that the states are normalized as\(^2\)

\[
\langle n|m \rangle = n!\delta_{nm},
\]

which is different from the one employed in quantum mechanics.

The actions of \( a \) and \( a_i^\dagger \) on occupation number states are given by

\[
a^s|n\rangle = \frac{n!}{(n-s)!}(n-s)^s|n-s\rangle, \quad (a_i^\dagger)^s|n\rangle = |n+s\rangle,
\]

for \( s \in \mathbb{N}^V \). This relation makes it clear why \( a \) and \( a_i^\dagger \) are called the annihilation and creation operators, respectively; when an annihilation (creation) operator \( a_i \) (\( a_i^\dagger \)) is applied to an occupation number state \(|n\rangle \) for \( s_i \) times, the number of species \( i \) is decreased (increased) by \( s_i \).

\(^2\) The Kronecker delta for \( n, m \in \mathbb{N}^V \) is defined by \( \delta_{nm} = \prod_i \delta_{n_i, m_i} \).
Using the occupation number states $|n\rangle$ defined above, we represent the probability distribution of the chemical reaction network at time $t$ as a vector $|\psi(t)\rangle$ as

$$
|\psi(t)\rangle = \sum_n P(t, n)|n\rangle.
$$

(13)

Introducing the Hamiltonian $H$ by

$$
H = \sum_A k_A \left[ (a^\dagger)^{t_A} - (a^\dagger)^{s_A} \right] a^{s_A},
$$

(14)

the chemical master equation (2) can be expressed in the form of the Schrödinger equation,

$$
\frac{d}{dt}|\psi(t)\rangle = H|\psi(t)\rangle.
$$

(15)

Indeed, one can check the equivalence of Eq. (15) and Eq. (2) by direct computation. In evaluating observables, the following state plays a special role,

$$
|\mathcal{P}\rangle := e^{a^\dagger}|0\rangle.
$$

(16)

This state satisfies $\langle n|\mathcal{P}\rangle = 1$ for any $\langle n\rangle$. For a given state $|\psi\rangle$, the expectation value of an observable $\mathcal{O}(n)$, which is a function of the numbers of molecules, is given by

$$
\langle \mathcal{O}\rangle = \langle \mathcal{P}|\mathcal{O}(a^\dagger a)|\psi(t)\rangle,
$$

(18)

so that the state $|\psi(t)\rangle$ represents a probability distribution, it should satisfy

$$
\langle \mathcal{P}|\psi(t)\rangle = 1,
$$

(19)

at any time $t$. If Eq. (19) is satisfied in the initial condition, it is also satisfied at later times, since

$$
\langle \mathcal{P}|H = \sum_A k_A \langle 0|e^a \left[ (a^\dagger)^{t_A} - (a^\dagger)^{s_A} \right] a^{s_A}
$$

$$
= \sum_A k_A \langle 0| \left[ (a^\dagger + 1)^{t_A} - (a^\dagger + 1)^{s_A} \right] e^a a^{s_A}
$$

$$
= 0,
$$

(20)

where we used the “Doi shift,”

$$
e^a f(a^\dagger) = f(a^\dagger + 1)e^a,
$$

(21)

and $\langle 0|a^\dagger = 0$. We can see that the time evolution is consistent with probability conservation if the Hamiltonian $H = H(a, a^\dagger)$ satisfies $H(a, a^\dagger = 1) = 0$.

### C. Probability generating functions

The formulation using creation/annihilation operators is equivalent to considering the time evolution of probability generating functions. The probability generating function is defined by

$$
\Psi(t, z) := \sum_n P(t, n) z^n,
$$

(22)

where $n \in \mathbb{N}^V$ and $z^n = \prod_i (z_i)^{n_i}$. To see the relation of the two formulations, note that $\frac{\partial}{\partial z_i}$ and $z_i$ satisfy the same commutation relations as Eq. (8). The correspondence of the quantum-mechanical notation and the formulation based on generating functions can be made by the following replacements:

$$
\frac{\partial}{\partial z_i} \leftrightarrow a_i, \quad z_i \leftrightarrow a_i^\dagger, \quad z^n \leftrightarrow |n\rangle.
$$

(23)

\begin{align}
\langle n|\mathcal{P}\rangle &= \langle 0|a^n e^a|0\rangle = \langle 0|e^a(a + 1)^n|0\rangle = \langle 0|0\rangle = 1.
\end{align}

(17)
Using probability generating functions, the chemical master equation can be written as \[2\]
\[
\frac{d}{dt}\Psi(t, z) = \sum_A k_A \left[ z^{t_A} - z^{s_A} \right] (\partial_z)^{s_A} \Psi(t, z).
\]
(24)

Note that we are using the following notations,
\[
z^{t_A} = \prod_i (z_i)^{t_{i,A}}, \quad (\partial_z)^{s_A} = \prod_i \left( \frac{\partial}{\partial z_i} \right)^{s_{i,A}}.
\]
(25)

When all source complexes involve up to one species, the resulting equation for the probability generating function is a linear partial differential equation, that can be solved via the method of characteristics [18]. An efficient method to obtain the analytic solution for these cases has recently been proposed [19].

D. Anderson–Craciun–Kurtz theorem

Finding the analytic form of stationary distributions is not easy in general. Anderson, Craciun, and Kurtz [5] showed that chemical master equations admit stationary distributions of a product-Poisson form when the deterministic counterpart (i.e. the rate equation) with the mass-action kinetics has a complex-balanced steady-state solution. In the quantum mechanical formulation of chemical master equations, these stationary distributions correspond to coherent states [14, 20].

A steady-state solution of the rate equation is said to be complex balanced when the following condition is satisfied

\[
\sum_{A: s_A = C_m} k_A \bar{x}^{s_A} = \sum_{A: t_A = C_m} k_A \bar{x}^{s_A},
\]
for any complex \(C_m \in K\) in the reaction network. Intuitively, this means that the inflow and outflow of the rates are balanced in each complex. Equation (26) can be written equivalently as

\[
\sum_A B_{mA} k_A \bar{x}^{s_A} = 0,
\]
(27)

where \(B_{mA}\) is the incidence matrix of the reaction graph. Note that the incidence matrix can be written using the Kronecker delta as \(B_{mA} = \delta_{t_A, C_m} - \delta_{s_A, C_m}\), and we have

\[
\sum_A B_{mA} k_A \bar{x}^{s_A} = \sum_A (\delta_{t_A, C_m} - \delta_{s_A, C_m}) k_A \bar{x}^{s_A} = \sum_{A: t_A = C_m} k_A \bar{x}^{s_A} - \sum_{A: s_A = C_m} k_A \bar{x}^{s_A}.
\]
(28)

Not every solution of rate equations has this property. An important class of reaction networks with complex-balanced steady states are those with a zero deficiency and weak reversibility. The deficiency \(\delta\) is a nonnegative integer determined from the topological structure\(^5\) of reaction networks,

\[
\delta := |K| - \ell - \text{rank } S,
\]
(29)

where \(|K|\) indicates the number of complexes, \(\ell\) is the number of linkage classes (connected components of reaction graph), and the last term is the rank of the stoichiometric matrix. A reaction network is said to be weakly reversible, if there is a path of reactions from one complex \(C_m\) to another complex \(C_n\), there is always a path from \(C_n\) to \(C_m\). Feinberg [6] and Horn–Jackson [8] showed that, if a reaction network has zero deficiency and is weakly reversible, the rate equation with mass-action kinetics admits a unique steady-state solution in each positive stoichiometric compatibility class for any choice of rate constants.

With a complex-balanced solution \(\bar{x} \in \mathbb{R}^V\) of the rate equation with mass-action kinetics\(^6\), the Anderson–Craciun–Kurtz theorem claims that the following state is a stationary distribution\(^7\),

\[
|\bar{x}\rangle := e^{-\bar{x}} e^{\bar{x}a} |0\rangle,
\]
(31)

\(^4\) The Kronecker delta of two complexes \(s, s' \in \mathbb{N}^V\) should be understood as \(\delta_{s, s'} := \prod_i \delta_{s_i, s'_i}\).

\(^5\) For an alternative approach to constrain the steady-state properties of deterministic chemical reaction systems with generic kinetics based on a different topological index, see Refs. [21–23].

\(^6\) A tricky point here is that the rate equation is parametrized by \(k_A\), which are the parameters of the stochastic reaction systems, and not those of the rate equation obtained by the deterministic limit (6) of the stochastic reaction system under consideration. In fact, the theorem holds even for non-mass-action stochastic kinetics [5, 11], whose deterministic limit does not have reaction rates with mass-action kinetics.

\(^7\) Note that this is the abbreviation of the following expression,

\[
\prod_i e^{-\bar{x}_i} e^{\bar{x}_i a_i} |0\rangle.
\]
(30)
where we have normalized the state so that \( \langle P | \bar{x} \rangle = 1 \). This type of state is called a coherent state [15], and it is an eigenstate of annihilation operators,

\[
    a_i | \bar{x} \rangle = \bar{x}_i | \bar{x} \rangle.
\]  

(32)

Let us explicitly show that the state (31) is indeed a zero eigenstate of the chemical Hamiltonian (14)\(^8\). To show this, a crucial step is writing the summation over reactions as

\[
    \sum_A = \sum_m \sum_{A: t_A = C_m},
\]

(33)

where \( \sum_m \) is the summation over complexes, and \( \sum_{A: t_A = C_m} \) is a summation over reactions whose reactants are given by complex \( C_m \). Acting \( H \) on the state (31),

\[
    H e^{-\bar{x} \bar{x}^\dagger} | 0 \rangle = e^{-\bar{x} \bar{x}^\dagger} \sum_A k_A \bar{x}^{s_A} \left[ (a^\dagger)^{t_A} - (a^\dagger)^{s_A} \right] e^{\bar{x} a^\dagger} | 0 \rangle 
\]

\[
    = e^{-\bar{x} \bar{x}^\dagger} \sum_m \left[ \sum_{A: t_A = C_m} k_A \bar{x}^{s_A} (a^\dagger)^{t_A} - \sum_{A: s_A = C_m} k_A \bar{x}^{s_A} (a^\dagger)^{s_A} \right] e^{\bar{x} a^\dagger} | 0 \rangle 
\]

\[
    = e^{-\bar{x} \bar{x}^\dagger} \sum_m \sum_{A: t_A = C_m} k_A \bar{x}^{s_A} - \sum_{A: s_A = C_m} k_A \bar{x}^{s_A} e^{\bar{x} a^\dagger} | 0 \rangle 
\]

\[
    = e^{-\bar{x} \bar{x}^\dagger} \sum_m (a^\dagger)^{C_m} \left( \sum_A B_m k_A \bar{x}^{s_A} \right) e^{\bar{x} a^\dagger} | 0 \rangle 
\]

\[
    = 0,
\]

(34)

where we used the complex-balancing condition, Eq. (26) or (27).

III. SQUEEZING AND STOCHASTIC CHEMICAL REACTION SYSTEMS

We have seen that the stationary distributions of a product-Poisson form in the Anderson–Craciun–Kurtz theorem can be interpreted as coherent states in the quantum-mechanical formulation of stochastic chemical reaction systems. We consider the transformation of the Hamiltonian and the coherent state by a squeeze operator [15]. The transformed Hamiltonian represents a reaction network that is different from the original one. In particular, the transformed network has nonzero deficiency and is not weakly reversible. The obtained squeezed coherent state is the zero eigenstate (i.e. the stationary distribution) of the transformed Hamiltonian, and its analytic form can be identified. Therefore, although the transformed system is not of a zero deficiency and not weakly reversible in general, we can obtain the analytical expression for the stationary distribution through this procedure. In this section, we illustrate the procedure with a simple example.

A. Network transformation via squeezing

We start with the following simple chemical reaction network, which we call \( \Gamma \),

\[
    \emptyset \xrightarrow{\ell_1} A, \xrightarrow{\ell_2} A,
\]

(35)

where \( \ell_1 \) and \( \ell_2 \) are parameters in the mass-action kinetics of the corresponding reactions. The stochastic Hamiltonian for \( \Gamma \) is given by

\[
    H = \ell_1 (a^\dagger - 1) + \ell_2 (1 - a^\dagger) a = (a^\dagger - 1)(\ell_1 - \ell_2 a) =: (a^\dagger - 1) h(a),
\]

(36)

\(^8\) The following derivation is a slightly simplified version of the one given in Ref. [20]. See also Ref. [24].
where $a$ and $a^\dagger$ are the creation and annihilation operators of species $A$, respectively, and we defined $h(a) := \ell_1 - \ell_2 a$. The rate equation for this system is given by
\[
\frac{dx}{dt} = \ell_1 - \ell_2 x, \tag{37}
\]
where $x(t)$ is the concentration of species $A$.

This network (35) has zero deficiency and is weakly reversible. Hence, the Anderson–Craciun–Kurtz theorem applies, and a coherent state gives its stationary distribution. The steady-state solution of the rate equation is
\[
\bar{x} = \frac{\ell_1}{\ell_2}, \tag{38}
\]
and, indeed, the state $|\bar{x}\rangle := e^{-\bar{x}} e^{\bar{x}a^\dagger}|0\rangle$ is a zero eigenstate of $H$, because
\[
h(a)|\bar{x}\rangle = (\ell_1 - \ell_2 a)|\bar{x}\rangle = (\ell_1 - \ell_2 \bar{x})|\bar{x}\rangle = 0. \tag{39}
\]

We shall perform a squeezing and obtain another reaction network whose stationary distribution is given by a squeezed coherent state. A squeeze operator for $a$ is defined by $^9$
\[
S(\xi) = \exp \left[ \frac{1}{2} (\xi^* a^2 - \xi (a^\dagger)^2) \right], \tag{40}
\]
where $\xi$ is a complex parameter. Under the action of $S(\xi)$, the operators $a$ and $a^\dagger$ are transformed as
\[
S(\xi)a S^{-1}(\xi) = \cosh ra + e^{i\theta} \sinh ra^\dagger, \tag{41}
\]
\[
S(\xi)a^\dagger S^{-1}(\xi) = \cosh ra^\dagger + e^{-i\theta} \sinh ra, \tag{42}
\]
where $\xi := re^{i\theta}$. Using the squeeze operator, we define a new Hamiltonian by
\[
H' = (a^\dagger - 1) S(\xi) h(a) S^{-1}(\xi). \tag{43}
\]
Namely, we have transformed the part that involves the annihilation operator, $h(a)$, by $S(\xi)$. The transformed Hamiltonian $H'$ is probability-conserving, since $H'(a, a^\dagger = 1) = 0$. We can obtain a zero eigenstate of $H'$ by
\[
|\bar{x}, \xi\rangle := S(\xi)|\bar{x}\rangle. \tag{44}
\]
Namely, the zero eigenstate of the new Hamiltonian $H'$ is a squeezed coherent state. Indeed, we have
\[
S(\xi) h(a) S^{-1}(\xi)|\bar{x}, \xi\rangle = S(\xi) h(a)|\bar{x}\rangle = 0. \tag{45}
\]
So that the state (44) represents a probability distribution, we take the parameter $\xi$ to be real. We will use the convention to take $\theta = 0$ and $r$ be of either sign. We will discuss more detailed properties of the stationary distribution given by Eq. (44) in the next subsection.

Let us examine the chemical content of the transformed reaction system, which we call $\Gamma'$. Using Eq. (41), $H'$ is written as
\[
H' = (a^\dagger - 1)[\ell_1 - \ell_2 (\cosh ra + \sinh ra^\dagger)]. \tag{46}
\]
The Hamiltonian can be organized in the following form,
\[
H' = (\ell_1 + \ell_2 \sinh r)(a^\dagger - 1) + \ell_2 \cosh r(1 - a^\dagger)a - \ell_2 \sinh r((a^\dagger)^2 - 1) = k_1(a^\dagger - 1) + k_2(1 - a^\dagger)a + k_3((a^\dagger)^2 - 1), \tag{47}
\]
where we have defined
\[
k_1 = \ell_1 + \ell_2 \sinh r, \quad k_2 = \ell_2 \cosh r, \quad k_3 = -\ell_2 \sinh r. \tag{48}
\]

\[9\] The operator $S(\xi)$ is a unitary operator and $S^{-1}(\xi) = S(\xi) = S(-\xi)$. 

Comparing Eq. (47) with a generic chemical Hamiltonian (14), we can see that the transformed Hamiltonian $H'$ corresponds to the following reaction network:

$$
\begin{array}{c}
\emptyset \xleftarrow{k_1} A \\
\xrightarrow{k_2} \\
\xleftarrow{k_3} 2A
\end{array}
$$

(49)

Compared to the original system $\Gamma$, a reaction $\emptyset \rightarrow 2A$ is added. The deficiency of the transformed network $\Gamma'$ is nonzero, $\delta = 3 - 1 - 1 = 1$, and it is not weakly reversible.

The parameters of $H$ can be expressed by those of $H'$ as

$$
\ell_1 = k_1 + k_3, \quad \ell_2 = \sqrt{(k_2)^2 - (k_3)^2}.
$$

(50)

One might wonder if there are restrictions in the choice of the parameters $\{k_1, k_2, k_3\}$ from the positivity of $\{\ell_1, \ell_2\}$. In fact, there is no restriction and $\{k_1, k_2, k_3\}$ can be taken to be arbitrary positive values (some of them can be even zero). This is because the obtained probability generating function, once written in terms of the parameters $\{k_1, k_2, k_3\}$, is the solution of the stationary condition (24) of $\Gamma$ for any positive values of $\{k_1, k_2, k_3\}$, even if some of $\ell_1, \ell_2$ are imaginary. In this sense, the reaction network $\Gamma$ is fictitious and is used as a stepping stone to compute the stationary distribution of $\Gamma'$. The fact that the stationary distribution of $\Gamma'$ from squeezing is indeed a stationary distribution can be checked independently of the properties of the original system $\Gamma$.

To simplify the notations, let us define

$$
u := \frac{k_1}{k_2}, \quad \gamma := \frac{k_3}{k_2}.\]

(51)

The squeezing parameter is given by $\tanh r = -\nu$, and $\bar{x}$ is written as $\bar{x} = \gamma(u + v)$.

### B. Stationary distribution

We can utilize the mapping of $\Gamma$ and $\Gamma'$ to compute the exact stationary distribution of $\Gamma'$, which has a nonzero deficiency and is not weakly reversible: the stationary distribution of $\Gamma'$ is given by the squeezed coherent state (44). To find the probability distribution, let us here use the representation using probability generating functions. The reaction system $\Gamma$ has a Poisson distribution as its stationary distribution, and the corresponding probability generating function is written as

$$
\Psi_c(z) = e^{-\bar{x}} \sum_n \frac{\bar{x}^n}{n!} z^n = e^{\bar{x}(z-1)}.
$$

(52)

It is an eigenfunction of $\partial_z$ with eigenvalue $\bar{x}$,

$$
\partial_z \Psi_c(z) = \bar{x} \Psi_c(z).
$$

(53)

The probability generating function of the stationary distribution of $\Gamma'$ is obtained by operating a squeeze operator on Eq. (53),

$$
\Psi_{sq}(z) = S(\xi) \Psi_c(z) = e^{\frac{1}{2}(\xi^+(\partial_z)^2 - \xi z^2)} e^{\bar{x}(z-1)}.
$$

(54)

Although it is possible to compute Eq. (54) directly, let us take an easier path. Here, we use the eigenvalue equation satisfied by $\Psi_{sq}(z)$. Acting $S(\xi)$ on both sides of Eq. (53),

$$
S(\xi) \partial_z S^{-1}(\xi) \Psi_{sq}(z) = \bar{x} \Psi_{sq}(z).
$$

(55)

Namely, $\Psi_{sq}(z)$ is the eigenfunction of the operator $S(\xi) \partial_z S^{-1}(\xi)$ with eigenvalue $\bar{x}$. The operator $S(\xi) \partial_z S^{-1}(\xi)$ is written as

$$
S(\xi) \partial_z S^{-1}(\xi) = \cosh r \partial_z + \sinh r z,
$$

(56)

which is equivalent to Eq. (41). Thus, we have a differential equation,

$$
(\partial_z + \tanh r z) \Psi_{sq}(z) = \frac{\bar{x}}{\cosh r} \Psi_{sq}(z).
$$

(57)
The solution can be readily obtained as
\[ \Psi_{sq}(z) = \exp \left[ -\frac{\tanh r}{2}(z^2 - 1) + \frac{\bar{x}}{\cosh r}(z - 1) \right] = \exp \left[ \frac{v}{2}(z^2 - 1) + (u + v)(z - 1) \right]. \] (58)
where we used the parameters of \( \Gamma' \) in the last expression. We have fixed the normalization constant by the condition \( \Psi_{sq}(z = 1) = 1. \)

The probability generating function (58) fully characterizes the stationary distribution, and we can use this to evaluate the statistical properties of \( \Gamma' \) in the long-time limit. For example, we can compute cumulants using the cumulant generating function,
\[ C(w) := \ln \Psi_{sq}(e^w) = \frac{v}{2}(e^{2w} - 1) + (u + v)(e^w - 1). \] (59)
The \( n \)-th cumulant, \( c_n \), is computed as
\[ c_n = u + (2^{n-1} + 1)v = \frac{k_1}{k_2} + (2^{n-1} + 1)\frac{k_3}{k_2}. \] (60)
For example, the mean and variance are
\[ \langle n \rangle = u + 2v = \frac{k_1 + 2k_3}{k_2}, \]
\[ \langle n^2 \rangle - \langle n \rangle^2 = \langle n \rangle + v = \frac{k_1 + 3k_3}{k_2}. \] (61)
(62)
Recalling that a Poisson distribution has identical cumulant for arbitrary \( n \), one sees that the stationary distribution in the transformed system is broader than a Poisson distribution.

To get the expression of the stationary number distribution, note that the generating function of the Hermite polynomials is given by
\[ e^{-z^2 + 2yz} = \sum_n \frac{1}{n!} H_n(y) z^n. \] (63)
Using this, the probability generating function can be expanded as
\[ \Psi_{sq}(z) = \exp \left( \frac{\tanh r}{2} - \frac{\bar{x}}{\cosh r} \right) \sum_n \frac{1}{n!} \left( \frac{\tanh r}{2} \right)^{\frac{n}{2}} H_n \left( \frac{\bar{x}}{\sqrt{\sinh 2r}} \right) z^n \]
\[ = e^{-\frac{\bar{x}v}{2} - u} \sum_n \frac{1}{n!} \left( -\frac{v}{2} \right)^{\frac{n}{2}} H_n \left( \frac{u + v}{\sqrt{2v}} \right) z^n. \] (64)
This expression coincides with the photon number distribution of squeezed coherent states [25] up to normalization. From the coefficients, we can read off the stationary distribution \( P_s(n) \), which can be expressed using \( \{k_1, k_2, k_3\} \) as
\[ P_s(n) = e^{-\frac{1}{2} \left( \frac{2k_3 + k_1}{2} \right)} \frac{1}{n!} \left( \frac{k_3}{2k_2} \right)^{\frac{n}{2}} H_n \left( \frac{k_1 + k_3}{\sqrt{-2k_2k_3}} \right). \] (65)
In Fig. 2, we show a comparison of the analytic form of the stationary distribution (65) with stochastic simulations using the Gillespie algorithm [26]. The numerically computed distribution agrees well with the analytic expression.

IV. EXAMPLE WITH CORRELATIONS FROM TWO-MODE SQUEEZING

A noticeable feature of stationary distributions for complex-balanced systems is that they are of a product form and each species is statistically independent when there are no conserved quantities. Here, we discuss an example where the transformed reaction system has a correlated stationary distribution among different species, which is obtained by the so-called two-mode squeezing used in the context of continuous variable-quantum information processing [27].
FIG. 2. Probability distributions from the analytic solution and numerical simulations. The solid line shows the analytic solution, which is consistent with numerically simulations (boxes). The distribution is wider than the Poisson distribution (dashed line) with the same mean. Parameters are chosen as \( k_1 = 10, k_2 = 1, k_3 = 10 \). The numerical data are based on 200,000 simulated events.

A. Network transformation

As an original network \( \Gamma \), we consider the following:

\[
A \xrightarrow{\ell_1} B \xrightarrow{\ell_2} A \xrightarrow{\ell_3} B \xrightarrow{\ell_4} B
\]  

(66)

The corresponding Hamiltonian reads

\[
H = \ell_1 (1 - a^\dagger) a + \ell_2 (a^\dagger - 1) + \ell_3 (1 - b^\dagger) b + \ell_4 (b^\dagger - 1) = (a^\dagger - 1)(\ell_1 - \ell_2 a) + (b^\dagger - 1)(\ell_3 - \ell_4 b),
\]  

(67)

where \( a(a^\dagger) \) and \( b(b^\dagger) \) are the annihilation (creation) operators for species \( A \) and \( B \), respectively. This network is weakly reversible and its deficiency is zero, so the rate equations admit a complex-balanced steady-state solution. The rate equations are

\[
\frac{d}{dt} x_a = \ell_1 - \ell_2 x_a, \quad \frac{d}{dt} x_b = \ell_3 - \ell_4 x_b,
\]  

(68)

where \( x_a(t) \) and \( x_b(t) \) are concentrations of species \( A \) and \( B \), respectively. The steady-state concentrations are given by

\[
\bar{x}_a = \frac{\ell_1}{\ell_2}, \quad \bar{x}_b = \frac{\ell_3}{\ell_4}.
\]  

(69)

The stationary state of this system is the product of Poisson distributions with parameters (69). On the stationary state and Hamiltonian of this system, we act a two-mode squeeze operator,

\[
S_2(\zeta) = \exp \left( \zeta^* a b - \zeta a^\dagger b^\dagger \right),
\]  

(70)

which mixes the operators of different species. The operators \( a \) and \( b \) are transformed as

\[
a \mapsto S_2(\zeta) a S_2^{-1}(\zeta) = \cosh q a + e^{i\phi} \sinh q b^\dagger,
\]  

(71)

\[
b \mapsto S_2(\zeta) b S_2^{-1}(\zeta) = \cosh q b + e^{i\phi} \sinh q a^\dagger,
\]  

(72)

where \( \zeta = q e^{i\phi} \).

We define the transformed Hamiltonian by

\[
H' = (a^\dagger - 1) S_2(\zeta)(\ell_1 - \ell_2 a) S_2^{-1}(\zeta) + (b^\dagger - 1) S_2(\zeta)(\ell_3 - \ell_4 b) S_2^{-1}(\zeta),
\]  

(73)
where we take $\phi = 0$, and $q$ can be either positive or negative. To read off its chemical content, let us rewrite the Hamiltonian as

$$H' = (a^\dagger - 1)(\ell_1 - \ell_2 \cosh q a - \ell_2 \sinh q b^\dagger) + (b^\dagger - 1)(\ell_3 - \ell_4 \cosh q b - \ell_4 \sinh q a^\dagger)$$

$$= (a^\dagger - 1)(\ell_1 - \ell_2 \cosh q a) + (b^\dagger - 1)(\ell_3 - \ell_4 \cosh q b) - \ell_2 \sinh q(a^\dagger b^\dagger - b^\dagger + 1) - \ell_4 \sinh q(a^\dagger b^\dagger - a^\dagger + 1)$$

$$= (a^\dagger - 1)((\ell_1 + \ell_4 \sinh q) - \ell_2 \cosh q a) + (b^\dagger - 1)((\ell_3 + \ell_2 \sinh q) - \ell_4 \cosh q b) - (\ell_2 + \ell_4) \sinh q(a^\dagger b^\dagger - 1)$$

$$=: (a^\dagger - 1)(k_1 - k_2 a) + (b^\dagger - 1)(k_3 - k_4 b) + k_5(a^\dagger b^\dagger - 1),$$

(74)

where we have inserted $+1 - 1$ (colored in blue) in the second line. Comparing this with the form of a generic Hamiltonian (14), the transformed reaction system corresponds to a network $\Gamma'$ with the following reactions,

$$A \xrightleftharpoons[k_2]{k_1} \theta \xrightarrow[k_4]{k_3} B$$

$$A + B$$

(75)

The deficiency of this network is one, $\delta = 1$, and is not weakly reversible. The parameters of $\Gamma'$ are written by those of $\Gamma$ as

$$k_1 = \ell_1 + \ell_4 \sinh q \quad k_2 = \ell_2 \cosh q \quad k_3 = \ell_3 + \ell_2 \sinh q \quad k_4 = \ell_4 \cosh q \quad k_5 = -(\ell_2 + \ell_4) \sinh q.$$  

(76)

Note that $k_3$ and $k_4$ can be taken to be zero, in which case the corresponding reaction is absent in the network. The parameters of $\Gamma$ can be expressed by the parameters of $\Gamma'$ as

$$\ell_1 = k_1 + v k_4, \quad \ell_2 = k_2 \sqrt{1 - v^2}, \quad \ell_3 = k_3 + v k_2, \quad \ell_4 = k_4 \sqrt{1 - v^2},$$

(77)

where we have defined

$$v := \frac{k_5}{k_2 + k_4}.$$  

(78)

The parameter $q$ is also determined from the parameters $k_i$ as $\tan h q = -v$.

A similar comment to the previous example also applies here. For some choice of the parameters $\{k_i\}_{i=1, \ldots, 5}$, some of $\{\ell_i\}_{i=1, \ldots, 4}$ can become imaginary. However, the stationary distribution obtained through squeezing in fact is correct for any positive values $\{k_i\}_{i=1, \ldots, 5}$, because the squeezed coherent state is going to be the zero mode of $H'$ regardless of whether $\ell_i$ are real or imaginary.

B. Stationary distribution

Here, we look at the properties of the stationary distribution. For this purpose, we will use the probability generating function. The original state is a coherent state and the corresponding probability generating function is written as

$$\Psi_c(z_a, z_b) = e^{z_a(a-1)} e^{z_b(b-1)}.$$  

(79)

We will denote the derivatives with respect to $z_a$ and $z_b$ as

$$\partial_a := \frac{\partial}{\partial z_a}, \quad \partial_b := \frac{\partial}{\partial z_b}.$$  

(80)

Equation (79) is an eigenfunction of derivative operators,

$$\partial_a \Psi_c(z_a, z_b) = \bar{a} \Psi_c(z_a, z_b), \quad \partial_b \Psi_c(z_a, z_b) = \bar{b} \Psi_c(z_a, z_b).$$

(81)

The zero eigenstate of the transformed reaction system is obtained by acting $S_2(\zeta)$ on $\Psi_c(z_a, z_b)$,

$$\Psi_{sq}(z_a, z_b) := S_2(\zeta) \Psi_c(z_a, z_b).$$

(82)
Similarly to the case of single-mode squeezing, to find the expression of $\Psi_{sq}(z_a, z_b)$, we use the following eigenvalue equations obtained by acting $S_2(\zeta)$ on Eq. (81),
\begin{align}
S_2(q) \partial_a S_2^{-1}(q) \Psi_{sq}(z_a, z_b) &= \bar{x}_a \Psi_{sq}(z_a, z_b), \quad (83) \\
S_2(q) \partial_b S_2^{-1}(q) \Psi_{sq}(z_a, z_b) &= \bar{x}_b \Psi_{sq}(z_a, z_b), \quad (84)
\end{align}
where we have taken the parameter to be real, $\zeta = q \in \mathbb{R}$. Namely, $\Psi_{sq}(z_a, z_b)$ is an eigenfunction of operators, $S_2(q) \partial_a S_2^{-1}(q)$ and $S_2(q) \partial_b S_2^{-1}(q)$. Noting that
\begin{equation}
S_2(q) \partial_a S_2^{-1}(q) = \cosh q \partial_a + \sinh q z_b, \quad S_2(q) \partial_b S_2^{-1}(q) = \cosh q \partial_b + \sinh q z_a,
\end{equation}
eqs. (83) and (84) are written as
\begin{align}
(\partial_a + \tanh q z_b) \Psi_{sq}(z_a, z_b) &= \frac{\bar{x}_a}{\cosh q} \Psi_{sq}(z_a, z_b), \\
(\partial_b + \tanh q z_a) \Psi_{sq}(z_a, z_b) &= \frac{\bar{x}_b}{\cosh q} \Psi_{sq}(z_a, z_b).
\end{align}
These differential equations can be immediately solved to give
\begin{equation}
\Psi_{sq}(z_a, z_b) = \exp \left( - \tanh q (z_a z_b - 1) + \frac{\bar{x}_a}{\cosh q} (z_a - 1) + \frac{\bar{x}_b}{\cosh q} (z_b - 1) \right) \\
= \exp \left( v(z_a z_b - 1) + \frac{k_1 + vk_1}{k_2} (z_a - 1) + \frac{k_3 + vk_2}{k_4} (z_b - 1) \right),
\end{equation}
where we used the parameters of $\Gamma'$ in the second line. We have fixed the normalization constant using the condition $\Psi_{sq}(z_a = 1, z_b = 1) = 1$.

The probability generating functions of marginalized distributions for $n_a$ and $n_b$ are given by
\begin{align}
\psi_a(z_a) := \Psi_{sq}(z_a, z_b = 1) &= \exp \left[ \frac{k_1 + k_5}{k_2} (z_a - 1) \right], \quad (89) \\
\psi_b(z_b) := \Psi_{sq}(z_a = 1, z_b) &= \exp \left[ \frac{k_3 + k_5}{k_4} (z_b - 1) \right]. \quad (90)
\end{align}

Thus, marginal distributions are Poissonian, and they are characterized by the following parameters:
\begin{equation}
\langle n_a \rangle = \frac{k_1 + k_5}{k_2}, \quad \langle n_b \rangle = \frac{k_3 + k_5}{k_4}. \quad (91)
\end{equation}
As a result of a two-mode squeezing, the joint distribution is not a product of Poisson distributions, and $n_a$ and $n_b$ are correlated. The covariance is given by
\begin{equation}
\langle n_a n_b \rangle - \langle n_a \rangle \langle n_b \rangle = v = \frac{k_5}{k_2 + k_4}, \quad (92)
\end{equation}

C. Derivation of the number distribution

Here, we derive the analytic expression of the stationary distribution of this reaction system. Let us write the probability generating function in the following form
\begin{equation}
\Psi_{sq}(z_a, z_b) = \exp \left[ v(z_a z_b - 1) + c_a (z_a - 1) + c_b (z_b - 1) \right], \quad (93)
\end{equation}
where we defined
\begin{equation}
c_a := \frac{k_1 + vk_4}{k_2}, \quad c_b := \frac{k_3 + vk_2}{k_4}. \quad (94)
\end{equation}
Expanding the generating function in powers of $z_a$ and $z_b$

$$
\Psi_{nl}(z_a, z_b) = e^{-v - c_a - c_b} \sum_{k,l,m} \frac{1}{k! l! m!} v^k(c_a)^l(c_b)^m (z_a)^{k+l}(z_b)^{k+m} 
$$

$$
= e^{-v - c_a - c_b} \sum_{n_a,n_b} \sum_{k,l,m} \delta_{k+l,n_a} \delta_{k+m,n_b} \frac{v^k(c_a)^l(c_b)^m}{k! l! m!} (z_a)^{k+l}(z_b)^{k+m} 
$$

$$
= e^{-v - c_a - c_b} \sum_{n_a,n_b} \sum_{k=0}^{\min(n_a,n_b)} \frac{v^k(c_a)^{n_a-k}(c_b)^{n_b-k}}{k!(n_a-k)!(n_b-k)!} (z_a)^{n_a}(z_b)^{n_b}. 
$$

We can read off the number distribution from the coefficient of $(z_a)^{n_a}(z_b)^{n_b}$. To further simplify the expression, let us first consider the case $n_a \leq n_b$:

$$
P_{nl}(n_a, n_b) = e^{-v - c_a - c_b} \sum_{k=0}^{n_a} \frac{n_a!}{n_b!} v^{n_a-c_a} (c_b)^{n_b-n_a} \sum_{k=0}^{n_a} \frac{n_b!}{k!(n_a-k)!(n_b-k)!} \left( \frac{c_a c_b}{v} \right)^k 
$$

$$
= e^{-v - c_a - c_b} \frac{n_a!}{n_b!} v^{n_a-c_a} (c_b)^{n_b-n_a} L_n^{(p)}_{n-a} \left( -\frac{c_a c_b}{v} \right), 
$$

where $L_n^{(p)}(x)$ are generalized Laguerre polynomials, and we changed the summation label $k \leftrightarrow (n_a-k)$ in the second line. We also used the following expression of generalized Laguerre polynomials

$$
L_n^{(p)}(x) = \sum_{k=0}^{n} \frac{(n + p)!}{(p + k)!(n - k)!} (-y)^k. 
$$

A similar expression can be obtained for the case $n_a \geq n_b$. Introducing $p := \min(n_a,n_b)$ and $q := \max(n_a,n_b)$, the stationary distribution is finally written as

$$
P_{nl}(n_a, n_b) = e^{-v - c_a - c_b} \frac{v^p(c_a)^{n_a-p}(c_b)^{n_b-p} L_p^{(q-p)} \left( -\frac{c_a c_b}{v} \right)}. 
$$

The expression matches with the coefficients of two-mode squeezed states [28] (up to a normalization constant).

We have validated the analytically computed probability distributions with numerically computed ones using the Gillespie algorithm. In Fig. 3, we plot the analytically calculated marginal distributions of species $A$ and $B$, which are consistent with numerical simulations. Figure 4 shows the analytic form of the joint distribution and a histogram based on Monte Carlo simulations. The two are consistent.
V. EXAMPLE WITH NON-LINEAR REACTIONS

The present method can be applied to reaction systems that contain reactions whose source complexes involve two or more species. In such cases, the differential equations satisfied by the generating functions (in the stationary state) contain two or more partial derivatives, and obtaining analytic solutions is a nontrivial task. Squeezing can be applied in such situations as well. Here, we discuss such an example.

As a starting point, let consider the following network $\Gamma$,

\[
\emptyset \xrightarrow{k_3} B \xrightarrow{k_1} A + B
\]

The reaction $A + B \rightarrow B$ involves two species. The network $\Gamma$ is of a zero deficiency and weakly reversible. Hence, the stationary distribution is a product of Poisson distributions, whose means are given by the steady-state solution,

\[
\bar{x}_a = \frac{\ell_1}{\ell_2}, \quad \bar{x}_b = \frac{\ell_3}{\ell_4}.
\]

The stochastic Hamiltonian is written as

\[
H = \ell_1 (a^\dagger b^\dagger - b^\dagger) b + \ell_2 (b^\dagger - a^\dagger b^\dagger) ab + \ell_3 (b^\dagger - 1) + \ell_4 (1 - b^\dagger) b
\]

\[
= (a^\dagger b^\dagger - b^\dagger) (\ell_1 b - \ell_2 ab) + (b^\dagger - 1)(\ell_3 - \ell_4 b).
\]

On this system, we perform the single-mode squeezing of species $A$. The annihilation and creation operators of species $A$ are transformed as Eqs. (41) and (42), respectively. The transformed Hamiltonian reads

\[
H' = (a^\dagger b^\dagger - b^\dagger) S_a(r)(\ell_1 b - \ell_2 ab) S_a^{-1}(r) + (b^\dagger - 1)(\ell_3 - \ell_4 b)
\]

\[
= (a^\dagger b^\dagger - b^\dagger) (\ell_3 b - \ell_4 b) + (b^\dagger - 1)(\ell_3 - \ell_4 b) - \ell_2 \sinh r ((a^\dagger)^2 b^\dagger - a^\dagger b^\dagger) b.
\]

We write the last term as

\[
-\ell_2 \sinh r ((a^\dagger)^2 b^\dagger - a^\dagger b^\dagger + b^\dagger - 1) b = -\ell_2 \sinh r ((a^\dagger)^2 b^\dagger - b^\dagger) b + \ell_2 \sinh r (a^\dagger b^\dagger - b^\dagger) b.
\]

Hence, the total Hamiltonian is written as

\[
H' = (a^\dagger b^\dagger - b^\dagger) ((\ell_1 + \ell_2 \sinh r) b - \ell_2 \sinh r ab) + (b^\dagger - 1)(\ell_3 - \ell_4 b) - \ell_2 \sinh r ((a^\dagger)^2 b^\dagger - b^\dagger) b
\]

\[
= (a^\dagger b^\dagger - b^\dagger) (k_1 b - k_2 ab) + (b^\dagger - 1)(k_3 - k_4 b) + k_5 ((a^\dagger)^2 b^\dagger - b^\dagger) b.
\]

This Hamiltonian represents the following reaction network,

\[
\emptyset \xrightarrow{k_3/k_4} B \xrightarrow{k_1/k_2} A + B
\]

\[
\xrightarrow{k_5} 2A + B
\]
The probability generating function $\Psi$ which we call $\Gamma$ is written using those of $\Gamma$ as

$$k_1 = \ell_1 + \ell_2 \sinh r, \quad k_2 = \ell_2 \cosh r, \quad k_3 = \ell_3, \quad k_4 = \ell_4, \quad k_5 = -\ell_2 \sinh r.$$  \hfill (106)

We can solve this for $\ell_i = 1, \ldots, 4$ and $r$ as

$$\ell_1 = k_1 + k_5, \quad \ell_2 = \sqrt{(k_2)^2 - (k_3)^2}, \quad \tanh r = -\frac{k_5}{k_2}. \hfill (107)$$

The probability generating function $\Psi'(z_a, z_b)$ for the system $\Gamma'$ satisfies the following differential equations,

$$\left(\partial_a - \frac{k_3}{k_2} z_a\right) \Psi'(z_a, z_b) = \frac{k_1 + k_5}{k_2} \Psi'(z_a, z_b),$$

$$\partial_b \Psi'(z_a, z_b) = \frac{k_3}{k_4} \Psi'(z_a, z_b). \hfill (108)$$

The normalized solution is given by

$$\Psi'(z_a, z_b) = \exp \left[ \frac{k_5}{2k_2} ((z_a)^2 - 1) + \frac{k_1 + k_5}{k_2} (z_a - 1) + \frac{k_3}{k_4} (z_b - 1) \right]. \hfill (110)$$

The stationary distribution of $\Gamma'$ is analytically obtained as

$$P_s(n_a, n_b) = e^{-\frac{1}{2} \left( \frac{3}{2} k_3 + k_1 \right) - \frac{k_3}{2} \frac{1}{n_a!} \left( -\frac{k_5}{2k_2} \right)^{n_a} H_n \left( \frac{k_1 + k_5}{\sqrt{-2k_2k_3}} \right) \left( \frac{1}{n_b!} \left( \frac{k_3}{k_4} \right)^{n_b} \right) \cdots \cdots (111)$$

We have checked that this expression is consistent with numerical simulations based on the Gillespie algorithm (Fig. 5).

VI. SQUEEZING GENERIC CHEMICAL REACTION SYSTEMS

So far, we have discussed squeezing transformations in three simple examples. One can perform squeezing on more complicated reaction networks. For example, the single-mode squeezing of species $A$ on the following network results in:

$$A \xrightarrow{\ell_1} B \quad \emptyset \xrightarrow{\ell_3} A + B \quad \text{Squeezing} \quad A \xleftarrow{k_1} \xrightarrow{k_2} B \quad \emptyset \xrightarrow{k_3} \xleftarrow{k_4} A + B$$

$$2A + B \quad 2A \hfill (112)$$
It is natural to ask what kind of structural transformation is induced in squeezing for a generic reaction network, which we discuss here. Recall that the stochastic Hamiltonian for a generic reaction network is written as

$$H = \sum_A k_A [(a^\dagger)^{s_A} - (a^{s_A})^\dagger] a^{s_A}. \quad (113)$$

We shall pick one species $v_i$ and act the two-mode squeezing operator mixing $v_i$ and $v_j$ (the case of single-mode squeezing can be obtained by setting $j = i$). The annihilation operator $a_i$ is transformed as

$$a_i \mapsto S_j(r)a_iS_j^{-1}(r) = \cosh r a_i + \sinh r a_j^\dagger, \quad (114)$$

For simplicity, we here assume that species $v_i$ appears only once as a source in a reaction (namely, $s_{iA} \leq 1$ for any $A$). As a transformed Hamiltonian, we consider the following:

$$H' = \sum_A k_A \left[ (a^\dagger)^{s_A} - (a^{s_A})^\dagger \right] S_j(r)a^{s_A}S_j^{-1}(r). \quad (115)$$

If the reaction $e_A$ contains one $v_i$ as a reactant,

$$S_j(r)a^{s_A}S_j^{-1}(r) = (\cosh r a_i + \sinh r a_j^\dagger)a^{s_A-e_i}, \quad (116)$$

where $e_i \in \mathbb{N}^V$ is a vector whose $i$-th component is one and other components are zero if $i$ is a source of reaction $A$ and otherwise a zero vector. This Hamiltonian $H'$ has a steady state that satisfies $H'|\Psi'\rangle = 0$ given by a displaced squeezed state,

$$|\Psi'\rangle = S_i(r)|\Psi\rangle. \quad (117)$$

In the transformed Hamiltonian, the part containing one $v_i$ as a source is written as

$$k_A \left[ (a^\dagger)^{t_A} - (a^{t_A})^\dagger \right] (\cosh r a_i + \sinh r a_j^\dagger)a^{s_A-e_i}$$

$$= k_A \cosh r [(a^\dagger)^{t_A} - (a^{t_A})^\dagger] a^{s_A} + k_A \sinh r [(a^\dagger)^{t_A} - (a^{t_A})^\dagger] a^{s_A-e_i}. \quad (118)$$

We write the second term as

$$(2\text{nd term}) = k_A \sinh r [(a^\dagger)^{t_A} - (a^{t_A})^\dagger] a^{s_A-e_i} + k_A \sinh r [(a^\dagger)^{t_A} - (a^{t_A})^\dagger] a^{s_A-e_i}$$

$$= k_A \sinh r [(a^\dagger)^{t_A} - (a^{t_A})^\dagger] a^{s_A-e_i} - k_A \sinh r [(a^\dagger)^{t_A} - (a^{t_A})^\dagger] a^{s_A-e_i}, \quad (119)$$

where the colored part sums up to zero. From Eq. (119), we can see that two additional reactions appear, whose chemical content can be read off. Namely, if the reaction $e_A$ contains one $v_i$ as a reactant, the transformed reaction system contains the following two additional reactions$^{10}$,

$$s_A - e_i \rightarrow s_A + e_j, \quad (120)$$

$$s_A - e_i \rightarrow t_A + e_j. \quad (121)$$

The reaction constants of these reactions are given by $k_A \sinh r$ and $-k_A \sinh r$. If the original reaction contains either of the two additional reactions, it is possible to take all the reaction coefficients positive in the resulting system. If we set $j = i$, we obtain the additional reactions in the case of single-mode squeezing of species $v_i$.

One can check that all the examples discussed earlier can be understood from the rules (120) and (121). For example, for the example (112), there are two reactions that involve $A$ as its source. From the reaction $A \rightarrow B$, there appear the following two reactions,

$$\emptyset \rightarrow 2A, \quad (122)$$

$$\emptyset \rightarrow A + B. \quad (123)$$

The second one already exists in the original set of reactions, and the transformation renormalizes the rate constant of the reaction. From the reaction $A + B \rightarrow \emptyset$, we have

$$B \rightarrow 2A + B, \quad (124)$$

$$B \rightarrow A, \quad (125)$$

where the second one is in the original reactions. As a result, we obtain the network shown on the right of (112).

---

$^{10}$ Similarly, if there is a reaction containing one $v_j$ as a source, two additional reactions appear from the reaction via the two-mode squeezing.
VII. SUMMARY AND DISCUSSION

In this paper, we studied the stationary distributions of stochastic chemical reaction systems using an analogy to the quantum mechanics. Stationary distributions of the product Poisson form in the Anderson–Craciun–Kurtz theorem correspond to coherent states in the quantum-mechanical formulation, and we considered squeezing of the coherent states. Using the same squeeze operator, the stochastic Hamiltonian is also transformed, and the squeezed coherent states are the zero eigenstate of the new Hamiltonian. The transformed Hamiltonian represents a different chemical reaction network from the original one, and in general its deficiency is nonzero and weak reversibility is lost. From the squeezed coherent states, we can obtain analytical expressions of the stationary distribution of the new reaction network. We validated the obtained expressions of stationary distributions via comparison with stochastic simulations. We also discussed the form of additional reactions that appear in a squeezing for a generic chemical reaction network.

The present method can be applied even when the reaction network is higher than first order and certain reactions involve two or more species as reactants. However, we admit that the reaction networks that can be reached by squeezing those with complex-balanced equilibria are rather limited. Still, we believe that it would be possible to find analytic stationary distributions by considering other kinds of transformation, which may or may not come from the analogy to quantum mechanics. In this paper, we considered single-mode and two-mode squeezed states. There are other types of multiphoton coherent states and it would be interesting to examine their counterparts in stochastic chemical systems.
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