Q-error Bounds of Random Uniform Sampling for Cardinality Estimation

Beibin Li\(^1\), Yao Lu\(^2\), Chi Wang\(^2\), Srikanth Kandula\(^2\)

\(^1\)University of Washington, \(^2\)Microsoft Research

Abstract

Random uniform sampling has been studied in various statistical tasks but few of them have covered the Q-error metric for cardinality estimation (CE). In this paper, we analyze the confidence intervals of random uniform sampling with and without replacement for single-table CE. Results indicate that the upper Q-error bound depends on the sample size and true cardinality. Our bound gives a rule-of-thumb for how large a sample should be kept for single-table CE.

1 Introduction

Cardinality estimation (CE) is the key to various tasks such as query optimization and approximate query processing. Production systems apply histograms \(^{15}\) and sketches such as Count-Min and HyperLogLog \(^5\) for fast and accurate estimates \(^2\) \(^{12}\) \(^5\) \(^{10}\) \(^6\) \(^{18}\). Random uniform sampling has been studied in this context for a long period of time; despite various prior analyses for random sampling \(^{12}\) \(^{11}\), few have covered the Q-error metric for CE.

In this paper, we analyze the Q-error bounds for sampling-based single-table CE with and without replacement. Based on existing statistical tools such as the Chernoff Bound and the Bernstein-Serfling’s Inequality, our analyses show the confidence intervals for the Q-error are less than a threshold given the sample size and true cardinality. The upper Q-error bound for random sampling with replacement is agnostic to the size of the original table. Our analyses can be used as a rule-of-thumb for how large a sample should be kept to reach a specific Q-error at a given confidence interval, as well as a simple accuracy baseline for other CE solutions \(^{17}\).

In the following paper, Section 2 defines the problem setup. Section 3 and Section 4 analyze the upper error bounds of random sampling with and without replacement for single-table CE. We discuss link to related work in Section 5.

*The author performed the work while interning at Microsoft Research
2 Problem Setup

Let \( t \) be a table with \( n \) rows and \( m \) columns, and \( \hat{t} \) be a sample of \( k \) rows drawn uniformly at random from \( t \). Suppose \( pn \) rows from \( t \) satisfy the predicate, where \( p \in [0, 1] \) represents the probability (aka selectivity) that a row in the table satisfies the given predicate. Cardinality estimation (CE), i.e., estimating \( np \) given a predicate, can be formulated as an application of Binomial distribution (Sum of Independent Bernoulli Trials), in which each random variable (corresponding to each row) takes the value of 1/0 for satisfying the predicate or not.

Let \( X = pn = \sum_{i=0}^{n} x_i \) be the cardinality of the predicate in the original table, where \( x_i = 1 \) if row \( i \) satisfies the predicate. Let \( \hat{X} = \sum_{i=0}^{k} \hat{x}_i \) be the cardinality of the predicate on the sampled table. We use \( \mu = E[\hat{X}] = kp \) as the expected number of rows that satisfy the predicate in the sampled table. The population variance is defined as \( \sigma^2 = \frac{1}{n} \sum_{i=0}^{n} (x_i - p)^2 = E[x_i^2] - E[x_i]^2 = (1^2 \times p + 0^2 \times (1 - p)) - p^2 = p(1 - p) \).

Following recent CE work [8, 21, 13, 16], we use the Q-error metric in our analysis for evaluating the estimation accuracy:

\[
Q\text{-error} = \max\left(\frac{\text{true}}{\text{est}}, \frac{\text{est}}{\text{true}}\right),
\]

where \( \text{est} \) is the estimated cardinality and \( \text{true} \) is the true cardinality. In practice, we replace \( \text{est} = \max(\text{est}, 1) \) and \( \text{true} = \max(\text{true}, 1) \) to avoid divide-by-zero. \( Q\text{-error} = 1 \) indicates a perfect prediction.

3 Bounds of Sampling with Replacement

Random uniform sampling with replacement under the independent and identically distributed (i.i.d.) assumption is widely applied in modern machine learning (e.g., bootstrap [9]). Applying Chernoff Bound to sampling with replacement gives us a concise bound with the Q-error metric. We also incorporate error bounds from Bernstein’s Inequality to tighten the bound.

\begin{theorem}
For cardinality estimation over single tables, the Q-error of random uniform sampling with replacement is bounded by
\[
\Pr(\text{Q-error} \leq q) \geq 1 - \Omega - \Psi,
\]
where
\[
\Omega = \min\left(\frac{e^{q-1}}{q^q} \cdot p^k, \exp\left( -\frac{k(pq - p)^2}{2\sigma^2 + 2(pq - p)/3} \right) \right),
\]
\[
\Psi = \min\left(\frac{e^{(\frac{1}{q} - 1)} \cdot q^\frac{1}{q}}{} \cdot p^k, \exp\left( -\frac{k(p - p/q)^2}{2\sigma^2 + 2(p - p/q)/3} \right) \right).
\]
\end{theorem}
In the case when the probability $P(Q\text{-}error \leq q)$ is negative (i.e. $\Omega + \Psi > 1$), we replace it with zero. $\Omega$ is the probability for over-estimation and $\Psi$ is the probability for under-estimation. We further show the result with Hoeffding’s inequality in Appendix, since adding it can only tighten the bounds slightly in some corner cases.

From Theorem 1, we can see that the final error $q$ is agnostic to the number of rows $n$ of the original table. The bound is only relevant to the number of samples $k$ and the true cardinality $p$. We give the detailed analyses below.

**CE bounded by Chernoff.** The Chernoff bound [Reference [20] Corollary 4.2] for the sum of Bernoulli trials can be stated as the following inequalities, where $\delta \in [0, 1]$:

$$P(\hat{X} \geq (1 + \delta)\mu) \leq \left(\frac{e^{\delta}}{(1 + \delta)^{(1+\delta)}}\right)^{\mu}, \quad (1)$$

$$P(\hat{X} \leq (1 - \delta)\mu) \leq \left(\frac{e^{-\delta}}{(1 - \delta)^{(1-\delta)}}\right)^{\mu}, \quad (2)$$

Let $q \geq 1$ be the $q$-error, and we have the over-estimation probability

$$P(Pred \geq qX) = P(\hat{X} \geq q\mu)$$

(Let $(1 + \delta) = q$ and apply (1))

$$\leq \left(\frac{e^{\delta}}{(1 + \delta)^{(1+\delta)}}\right)^{\mu}$$

$$= \left(\frac{e^{q-1}}{q^q}\right)^{pk} = \Omega.$$  

Similarly, we have the under-estimation probability

$$P(Pred \leq \frac{1}{q}X) = P(\hat{X} \leq \frac{1}{q}\mu)$$

(Let $(1 - \delta) = \frac{1}{q}$ and apply (2))

$$\leq \left(\frac{e^{-\delta}}{(1 - \delta)^{(1-\delta)}}\right)^{\mu}$$

$$= \left(\frac{e^{\frac{1}{q}-1}}{\frac{1}{q}^\frac{1}{q}}\right)^{pk} = \Psi.$$  

**Bound 1** By applying the Chernoff Bound, $Q$-error from random uniform sampling with replacement is bounded by:

$$P(Q\text{-}error \leq q) \geq P(Q\text{-}error < q)$$

$$= 1 - P(Q\text{-}error \geq q)$$
\[ P(\text{Pred} \geq qX) - P(\text{Pred} \leq \frac{1}{q}X) = 1 - \Omega - \Psi \]
\[ \geq 1 - \left( \frac{e^{q-1}}{q^q} \right)^p \] 

**CE bounded by the Bernstein Inequality.** The Bernstein inequality [Reference 1, Proposition 1.4] can be written as,

\[ P \left( \frac{1}{k} \sum_{i=1}^{k} (X_i - \mu_x) > \epsilon \right) \leq \exp \left( -\frac{k\epsilon^2}{2\sigma^2 + 2M\epsilon/3} \right), \tag{3} \]

where \( M = \max_{i=0}^{n} |x_i| \) and \( \epsilon > 0 \). In our Bernoulli case, \( M = 1 \), and \( \mu_x = p \) is the population mean. Therefore, we have

\[ P(\text{Pred} > qX) = P(\hat{X} > kpq) = P(\hat{X} - kp > kpq - kp) \]
\[ = P \left( \frac{1}{k} \sum_{i=1}^{k} (X_i - p) > pq - p \right) \]

(Let \( \epsilon = pq - p \))
\[ = P \left( \frac{1}{k} \sum_{i=1}^{k} (X_i - p) > \epsilon \right) \]
\[ \leq \exp \left( -\frac{k\epsilon^2}{2\sigma^2 + 2M\epsilon/3} \right) = \exp \left( -\frac{k(pq - p)^2}{2\sigma^2 + 2(pq - p)/3} \right) = \Omega, \]

\[ P(\text{Pred} < X/q) = P(\hat{X} < \frac{kp}{q}) = P(k - \hat{Y} < \frac{kp}{q}) \]
\[ = P(\hat{Y} > k - \frac{kp}{q}) \]
\[ = P(\hat{Y} - k\bar{p} > k - \frac{kp}{q} - k\bar{p}) \]
\[ = P \left( \frac{1}{k} \sum_{i=1}^{k} (Y_i - \bar{p}) > 1 - p/q - (1 - p) \right) \]
$P \left( \frac{\sum_{t=1}^{k} (Y_t - \bar{p})}{k} > p - p/q \right) \quad (\text{Let} \ \epsilon = p - p/q)$

$= P \left( \frac{\sum_{t=1}^{k} (Y_t - \bar{p})}{k} > \epsilon \right)$

$\leq \exp \left( -\frac{k\epsilon^2}{2\sigma^2 + 2M\epsilon/3} \right) = \exp \left( -\frac{k(p - p/q)^2}{2\sigma^2 + 2(p - p/q)/3} \right) = \Psi.$

**Bound 2**  
By applying the Bernstein’s Inequality, the Q-error from random uniform sampling with replacement is bounded by:

$$P(Q\text{-error} \leq q) \geq 1 - \Omega - \Psi = 1 - \exp \left( -\frac{k(p - p/q)^2}{2\sigma^2 + 2(p - p/q)/3} \right) - \exp \left( -\frac{k(p - p/q)^2}{2\sigma^2 + 2(p - p/q)/3} \right).$$

Putting together the $\Omega$ and $\Psi$ in the above bounds, we can derive Theorem 1. 

**Visualization.** Figure 1 plots and compares the bounds shown in this section. With only 100 samples (rows), Bound 1 and 2 already demonstrate some tightness: the Q-error is likely to be small (more than 80% chance with $q \leq 2$) when a query predicate has a cardinality of $p = 0.2$; with 1K samples, the Q-error is almost always small ($q \leq 2$). Figures 2 and 3 further demonstrate the probability with different $p$ values and the Q-error with 95% confidence.

We also show in Figure 4 the 3-D plotting of the probability that random sampling has a Q-error that is better than a given threshold. At a small sample size such as 100 or 1K rows irrelevant to the table size, random uniform sampling with replacement already provides a promising q-error and has a tight bound.

Figure 1: Plotting and comparing the Chernoff, Bernstein’s Inequality and Hoeffding’s Inequality bounds (see Appendix).

### 4 Bounds of Sampling without Replacement

When samples are drawn uniformly at random without replacement, we assume there are at least 2 rows. The Hoeffding-Serfling inequality and the Bernstein-
Figure 2: Plotting the bounds in terms of $p$. (Left) Results for $p \in (0, 100\%)$. (Right) Results for $p \in (0, 1\%)$.

Figure 3: Plotting the Q-error with 95\% confidence in terms of $p$. (Left) Results for $p \in (0, 100\%)$. (Right) Results for $p \in (0, 1\%)$.

Figure 4: 3D plotting of the probability that random uniform sampling’s error (z-axis) is better than $q$ with a predicate cardinality $p$.

Serfling inequality developed in a recent study [1] founded Theorem 2 for random uniform sampling without replacement. Adding Serfling’s results further gives a tighter bound.
Theorem 2

For cardinality estimation over single tables, the Q-error of random uniform sampling without replacement is bounded by

\[
P(Q\text{-error} \leq q) \geq 1 - \Omega - \Psi,
\]
where

\[
\Omega = \min\left(2 \exp\left(-\frac{k}{\zeta^2}(-\sqrt{2\zeta\rho\sigma^2(pq - p) + \rho^2\sigma^4 + (pq - p)\zeta + \sigma^2\rho})\right), \exp\left(-\frac{2k(pq - p)^2}{\rho}\right)\right),
\]

\[
\Psi = \min\left(2 \exp\left(-\frac{k}{\zeta^2}(-\sqrt{2\zeta\rho\sigma^2(p - p/q) + \rho^2\sigma^4 + (p - p/q)\zeta + \sigma^2\rho})\right), \exp\left(-\frac{2k(p - p/q)^2}{\rho}\right)\right).
\]

CE bounded by Hoeffding-Serfling. For convenience, we define

\[
\rho = \begin{cases} 
1 - (k - 1)/n & \text{if } k \leq n/2 \\
(1 - k/n)(1 + 1/k) & \text{if } k > n/2
\end{cases}
\]

and

\[
\zeta = \begin{cases} 
4/3 + \frac{k(k - 1)}{n(n - k + 1)} & \text{if } k \leq n/2 \\
4/3 + \sqrt{\frac{(n - k - 1)(n - k)}{k(k + 1)n}} & \text{if } k > n/2.
\end{cases}
\]

Let \( \chi = (r_1, ..., r_n) \) be a finite population of \( n \) rows. We sample \( k \) rows (i.e. \( x_1, ..., x_k \)) without replacement from the population such that \( k < n \). Denote \( E[r_i] = \mu_x, \ a = \min_{1 \leq i \leq n} r_i, \) and \( b = \max_{1 \leq i \leq n} r_i. \) The Hoeffding-Serfling inequality [Reference [H] Corollary 2.5] can be written as:

\[
P\left(\sum_{i=1}^{k} (x_i - \mu_x) \over k > (b - a)\sqrt{\frac{\rho \log(1/\delta)}{2k}}\right) \leq \delta,
\]

where \( \delta \in [0, 1]. \) For Bernoulli distribution, we can simplify these two inequalities by \( a = 0, \ b = 1, \) and \( \sigma^2 = p(1 - p). \)

Let \( \delta = \exp\left(-\frac{2k(p - p/q)^2}{\rho}\right). \) Denote \( Y_i = \neg X_i \) such that \( Y_i = 0 \) if the sampled row satisfy the predicate and \( y_i = 1 \) if the row does not satisfy the predicate.

We have \( \hat{Y} = \sum_{i=0}^{k} \hat{y}_i \) on the sample. It is easy to see \( \hat{X} = k - \hat{Y}. \) We denote \( \bar{p} = E[Y_i] = 1 - p. \) The variances for \( Y \) is \( \bar{p}(1 - \bar{p}) = (1 - p)p. \) By applying the Hoeffding-Serfling inequality, we have the over-estimation probability as

\[
P(Pred > qX) = P(\hat{X} > kpq).
\]
\begin{align*}
&= \mathbb{P}(\hat{X} - kp > kp - kp) \\
&= \mathbb{P}\left(\frac{\sum_{t=1}^{k} (X_t - p)}{k} > pq - p\right) \\
&= \mathbb{P}\left(\frac{\sum_{t=1}^{k} (X_t - p)}{k} > \sqrt{\frac{\rho \log(1/\delta)}{2k}}\right) \\
&\leq \delta = \exp\left(-\frac{2k(pq - p)^2}{\rho}\right) = \Omega.
\end{align*}

Let \( \delta = \exp\left(-\frac{2k(p-q/q)^2}{\rho}\right) \). We have the under-estimation probability as

\( \mathbb{P}(\text{Pred} < X/q) = \mathbb{P}(\hat{X} < \frac{kp}{q}) \)

\( = \mathbb{P}(k - \hat{Y} < \frac{kp}{q}) \)

\( = \mathbb{P}(\hat{Y} > k - \frac{kp}{q}) \)

\( = \mathbb{P}(\hat{Y} - k\bar{p} > k - \frac{kp}{q} - k\bar{p}) \)

\( = \mathbb{P}\left(\frac{\sum_{t=1}^{k} (Y_t - \bar{p})}{k} > 1 - p/q - (1 - p)\right) \)

\( = \mathbb{P}\left(\frac{\sum_{t=1}^{k} (Y_t - \bar{p})}{k} > p - p/q\right) \)

\( \leq \delta = \exp\left(-\frac{2k(p - p/q)^2}{\rho}\right) = \Psi. \)

**Bound 3** By applying the Hoeffding-Serfling Inequality, the Q-error of random uniform sampling without replacement is bounded by

\( \mathbb{P}(Q\text{-error} \leq q) \geq 1 - \Omega - \Psi = 1 - \exp\left(-\frac{2k(pq - p)^2}{\rho}\right) - \exp\left(-\frac{2k(p - p/q)^2}{\rho}\right). \)

**CE bounded by the Bernstein-Serfling Inequality.** Bernstein-Serfling inequality is usually tighter than Hoeffding-Serfling inequality unless \( p \) is large.

The Bernstein-Serfling inequality [Reference 1, Corollary 3.6] can be written as:

\( \mathbb{P}\left(\frac{\sum_{t=1}^{k} (x_t - \mu_x)}{k} > \sigma \sqrt{\frac{2 \rho \log(1/\delta)}{k}} + \frac{\zeta(b - a) \log(1/\delta)}{k}\right) \leq 2\delta, \)
The analysis procedure using Bernstein-Serfling inequality is almost identical to the previous steps. Note there are two roots for \( \delta \), but one root violates the constraint that \( \frac{2\rho \log(1/\delta)}{k} \geq 0 \).

\[
P(\text{Pred} > qX) = P\left( \frac{\sum_{i=1}^{k} (X_i - p)}{k} > pq - p \right)
\]

(Let \( \delta = \exp\left(-\frac{k}{\zeta^2\sqrt{2\rho\sigma^2(pq - p) + \rho^2\sigma^4}}\right) + (pq - p)\zeta + \sigma^2\rho)\)
Figure 7: Plotting the Q-error with 95% confidence in terms of $p$. (Left) Results for $p \in (0, 100\%]$. (Right) Results for $p \in (0, 1\%]$.

Figure 8: 3D plotting of the probability that random uniform sampling is better than $q$ at true cardinality $p$.

$$
\begin{align*}
&= P\left(\frac{\sum_{t=1}^{k} (x_t - p)}{k} > \sigma \sqrt{\frac{2\rho \log(1/\delta)}{k} + \frac{\zeta \log(1/\delta)}{k}}\right) \\
&\leq 2\delta = 2 \exp\left(-\frac{k}{\zeta^2} (-\sqrt{2\zeta \rho \sigma^2 (p - p) + \rho^2 \sigma^4 + (p - p) \zeta + \sigma^2 \rho})\right),
\end{align*}
$$

$$
\begin{align*}
P(\text{Pred} < X/q) &= P\left(\frac{\sum_{t=1}^{k} (Y_t - \bar{p})}{k} > p - p/q\right) \\
&= P\left(\frac{\sum_{t=1}^{k} (Y_t - \bar{p})}{k} > \sigma \sqrt{\frac{2\rho \log(1/\delta)}{k} + \frac{\zeta \log(1/\delta)}{k}}\right) \\
&\leq 2\delta = 2 \exp\left(-\frac{k}{\zeta^2} (-\sqrt{2\zeta \rho \sigma^2 (p - p/q) + \rho^2 \sigma^4 + (p - p/q) \zeta + \sigma^2 \rho})\right).
\end{align*}
$$
Table 1: Confidence that Q-error is at most 2 from Theorem 1 and Theorem 2.

Assuming there are 1 million rows, we provide ratio $p$ and the cardinality $C$.

| $p$    | $C$  | 100 Samples |          | 1000 Samples |          | 10000 Samples |          |
|--------|------|-------------|----------|--------------|----------|---------------|----------|
|        |      | R | NR | R | NR | R | NR |
| 0.0002 | 166  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 0.0003 | 333  | 0.00 | 0.00 | 0.00 | 0.00 | 0.12 | 0.00 |
| 0.0005 | 500  | 0.00 | 0.00 | 0.00 | 0.00 | 0.39 | 0.00 |
| 0.0007 | 666  | 0.00 | 0.00 | 0.00 | 0.00 | 0.56 | 0.00 |
| 0.0008 | 833  | 0.00 | 0.00 | 0.00 | 0.00 | 0.68 | 0.00 |
| 0.0010 | 1000 | 0.00 | 0.00 | 0.00 | 0.00 | 0.76 | 0.00 |
| 0.0017 | 1666 | 0.00 | 0.00 | 0.00 | 0.00 | 0.92 | 0.42 |
| 0.0033 | 3333 | 0.00 | 0.00 | 0.12 | 0.00 | 0.99 | 0.85 |
| 0.0050 | 5000 | 0.00 | 0.00 | 0.39 | 0.00 | 1.00 | 0.96 |
| 0.0067 | 6666 | 0.00 | 0.00 | 0.56 | 0.00 | 1.00 | 0.99 |
| 0.0083 | 8333 | 0.00 | 0.00 | 0.68 | 0.00 | 1.00 | 1.00 |
| 0.0100 | 10000| 0.00 | 0.00 | 0.76 | 0.00 | 1.00 | 1.00 |
| 0.1667 | 166666| 0.92 | 0.75 | 1.00 | 1.00 | 1.00 | 1.00 |
| 0.3333 | 333333| 0.99 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 0.5000 | 500000| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 0.6667 | 666666| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 0.8333 | 833333| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 1.0000 | 1000000| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |

Putting together the $\Omega$ and $\Psi$ in the above bounds, we derive Theorem 2.

**Bound 4** By applying the Bernstein-Serfling Inequality, the Q-error of random uniform sampling without replacement is bounded by

$$P(\text{Q-error} \leq q) = 1 - P(\text{Q-error} > q) \geq 1 - 2 \exp \left( - \frac{k}{\zeta^2} (-\sqrt{2\zeta \rho \sigma^2 (pq - p) + \rho^2 \sigma^4 + (pq - p)\zeta + \sigma^2 \rho}) \right)$$

Putting together the $\Omega$ and $\Psi$ in the above bounds, we derive Theorem 2.

**Visualization.** Figure 5 plots and compares the bounds in this section. With 10K samples, the Q-error is almost always small ($q \leq 2$) for both bounds. Figure 6 compares random uniform sampling with and without replacement at different $p$ values; we observe a tighter bound for random uniform sampling without replacement. Figure 7 shows the Q-error with at least 95% confidence at different $p$ values. Figure 8 shows the 3-D plotting of the probability that random uniform sampling is better than a given Q-error threshold. We also simulate and plot the results in Figure 9.
Figure 9: For each point in the figure, we conducted a simulation for 1,000 times and plotted the simulation results with Theorem 1 and Theorem 2 assuming 1 million rows in the table. When \( k \) is small, our bounds are conservative. At a slightly larger \( k \), our bounds are tight compared to the simulations.

5 Related Work

Recently, [7] applied random uniform sampling to dynamically modify the sample size \( k \) used in machine learning model training. Their approach can achieve \( \epsilon \)-optimally by a novel approximation algorithm with Chernoff bound and Hoeffding’s inequality. The authors change the sample size \( k \) based on the number of satisfied rows in the samples. In this paper, we fix the sample size \( k \) and analyze the bound of the Q-error, assuming the ground truth \( p \) is known but the number of satisfied rows is unknown. These two analyses may result in different applications. In another study, [19] calculated the expected Q-error for TPC-H and several other datasets when the cardinality is extremely small. They also created a novel algorithm that can reduce the expected Q-error. Our analysis in this paper provides confidence intervals other than expected accuracy.

6 Conclusion

In this paper, we apply different statistical tools to analyze the upper Q-error bounds of random uniform sampling for single-table cardinality estimation. Our analysis indicates that a simple sampling already provides robust estimates when the true cardinality is relatively high (e.g., at 1000 rows, > 1% selectivity).

It is easy to see that our analysis in this paper can be extended to sample-based CE after join. Using small samples for each join relation may yield a good error bound; however, deciding which join relations to materialize is an open question. For join on samples, we refer the readers to recent analyses in [14].
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Appendix

**Theorem 3** For cardinality estimation over single tables, the Q-error of random uniform sampling with replacement is bounded by

$$P(Q\text{-error} \leq q) \geq 1 - \Omega - \Psi,$$

where

$$\Omega = \min\left(\left(\frac{q^q}{q^q}\right)^{pk}, \exp\left(-\frac{k(pq - p)^2}{2\sigma^2 + 2(pq - p)/3}\right), \exp\left(-2\exp^2(q - 1/k)\right)\right),$$

when $$pq > 1,$$ 

$$\Psi = \min\left(\left(\frac{q^q}{q^q}\right)^{pk}, \exp\left(-\frac{k(p - p/q)^2}{2\sigma^2 + 2(p - p/q)/3}\right), \exp\left(-2\frac{(pq - 1)^2}{q^2}\right)\right),$$

when $$pq \leq 1.$$

The Hoeffding’s inequality can be written as the following inequalities, where $$\epsilon > 0$$:

$$P(\hat{X} \geq (p + \epsilon)k) \leq \exp(-2c^2k), \quad (4)$$

$$P(\hat{X} \leq (p - \epsilon)k) \leq \exp(-2c^2k). \quad (5)$$

We can improve Theorem 1 by adding Hoeffding’s inequality. The bound provided below requires $$pq > 1$$ for under-estimation and we excluded it from Theorem 1 for simplicity.
\[ P(\text{Pred} \geq qX) = P(\hat{X} \geq q\mu) \]

(Let \( \epsilon = qp - p \))

\[ \leq \exp(-2p^2(q - 1)^2k). \]

\[ P(\text{Pred} \leq \frac{1}{q}X) = P(\hat{X} \leq \frac{1}{q}\mu) \]

(Let \( \epsilon = p - \frac{1}{q} \) and \( pq > 1 \))

\[ \leq \exp\left(-\frac{2k(pq - 1)^2}{q^2}\right) \] (if \( pq > 1 \)).

**Bound 5** By Hoeffding’s inequality, when \( pq > 1 \), random sampling with replacement has the Q-error bound

\[ P(Q\text{-error} < q) \geq 1 - \exp(-2p^2(q - 1)^2k) - \exp\left(-\frac{2k(pq - 1)^2}{q^2}\right). \]