Abstract—This paper addresses vehicle positioning, a topic whose importance has risen dramatically in the context of future autonomous driving systems. While classical methods that use GPS and/or beacon signals from network infrastructure for triangulation tend to be sensitive to multi-paths and signal obstruction, our method exhibits robustness with respect to such phenomena. Our approach builds on the recently proposed Channel-SLAM method which first enabled leveraging of multi-path so as to improve (single) vehicle positioning. Here, we propose a cooperative mapping approach which builds upon the Channel-SLAM concept, referred to here as Team Channel-SLAM. Team Channel-SLAM not only exploits the stationary nature of many reflecting objects around the vehicle, but also capitalizes on the multi-vehicle nature of road traffic. The key intuition behind our method is the exploitation for the first time of the correlation between reflectors around multiple neighboring vehicles. An algorithm is derived for reflector selection and estimation, combined with a team particle filter (TPF) so as to achieve high precision simultaneous multiple vehicle positioning. We obtain large improvement over the single-vehicle positioning scenario, with gains being already noticeable for moderate vehicle densities, such as over 40% improvement for a vehicle density as low as 4 vehicles in 132 meters’ length road.

Index Terms—Cooperative Vehicle Localization, Radio-based Localization and Tracking, SLAM (Simultaneous Localization and Mapping)

I. INTRODUCTION

AUTONOMOUS driving is widely considered as a potential way to improve traffic safety and mitigate traffic congestion issues [2]. Vehicle localization is known to play a crucial role in autonomous driving because stable and accurate positioning is needed to assist perception, trajectory planning, and controlling [3]. What’s more, rapid growth in intelligent traffic system applications also fuels the demand for precision localization and tracking [4]. A variety of mechanisms are typically resort to in the context of vehicle positioning [5]–[7], the most common tools include Global Positioning System (GPS), Inertial Measurement Unit (IMU), Radio Detection And Ranging (RADAR) and Light Detection And Ranging (LiDAR). GPS provides absolute positioning, but its positioning error tends to accumulate over time, so that the estimated position may drift away [3]. RADAR is usually used for relative positioning, yet it cannot estimate the distance if there are obstacles. LiDAR can improve the precision of localization, but it is an expensive choice and high-power devices are required. The performance of LiDAR is also sensitive to severe weather conditions like rain and snow [3].

In terms of radio-based localization, the development of 5G new radio has brought new opportunities for vehicular positioning and tracking [10], [11]. Radio-based positioning is typically based on the estimation of distance and angle parameters, including angle of arrival (AoA), angle of departure (AoD) and time of arrival (ToA) [12], [13]. Large bandwidth and multiple antennas in 5G result in higher angle and time resolution, which is essential for high precision localization [9]. The basic time unit in Long Term Evolution (LTE) is $T_s = 1/(\Delta f_{\text{ref}} \cdot N_{f,\text{ref}}) \approx 32.55\text{\,ns}$, where $\Delta f_{\text{ref}} = 15 \cdot 10^3\text{\,Hz}$ and $N_{f,\text{ref}} = 2048$. However the basic time unit in 5G NR is $T_c = 1/(\Delta f_{\text{max}} \cdot N_{f}) \approx 0.509\text{\,ns}$, where $\Delta f_{\text{max}} = 480 \cdot 10^3\text{\,Hz}$ and $N_{f} = 4096$ [14], [15]. Hence, time resolution has improved greatly in 5G NR. Additionally, the introduction of massive Multiple Input Multiple Output (MIMO) arrays can significantly improve angle estimation. The overall high temporal and spatial resolution of millimeter wave (mmWave) MIMO makes it possible to estimate those above parameters jointly with satisfactory accuracy [16], [17].

When it comes to the positioning problem itself, the wireless research literature already offers a rich body of very interesting contributions [18]–[26]. Unfortunately, classical radio-based localization method is hindered by multi-path propagation that introduces parameter ambiguities and noise. [21] presents an Least-Squares Support-Vector Machines (LS-SVM) based NLOS identification and mitigation approach to estimate the position of objects by NLOS path identification and mitigation. Though the approach is promising, it does not make full use of the multi-path structure.

Other interesting works have considered explicitly the presence of the multi-paths [27]–[30]. SLAM-related methods such as [29]–[31] are particularly promising for how they are able to leverage AoA and ToA measurements in a clever combined way. As a special case, the so-called Channel-SLAM method was recently proposed for vehicular positioning [4], [29]. The key concept behind Channel-SLAM is that multi-paths are recast as virtual direct line of sight radio links that originate from virtual additional transmitters, whose
position is piece-wise stationary and depends on the shape and position of surrounding urban reflectors (see Fig. 1 for a simplified example). ToA and AoA estimated from vehicles can then be used to localize the virtual transmitters (VTs) and the vehicle simultaneously. A recursive Bayesian filter [32] or Rao-Blackwellized particle filter (RBPF) [33] can be used to solve this joint estimation. However, while the approach is promising, it also exhibits limitations that motivate the research elaborated in this paper. In particular, the above approach fails to exploit the inherent multi-user nature of vehicular traffic and treats the localization of each vehicle completely independently. This is a gross over-simplification, even in moderately dense traffic, which actually leads to overlooking an opportunity to much improve the localization accuracy.

In this paper, a multi-vehicle collaborative mapping and positioning approach is proposed. It is referred to as Team Channel-SLAM (TCS). The main idea behind TCS is to exploit the multi-vehicle nature of typical road traffic and the ability for different vehicles to cooperate with each other so as to improve the localization performance. The key intuition behind this contribution is the recognition that multiple vehicles closely following each other will exhibit a strongly correlated multi-path structure because they are likely to share one or two common key reflectors in the form of nearby buildings. Our key point is that the existence of several common virtual transmitters provides a strong additional structure to the vehicle localization problem, hence leading to improved estimation performance in the context of SLAM-based algorithms, with gains expected to grow with traffic density. Note that preliminary work capturing some of the ideas was presented to a conference version in [1]. This present work, however, extends this earlier work in several ways. Importantly, in the present paper we provide a method to associate common virtual transmitters (CVTs) to different neighboring vehicles based on a clustering approach. This method allows to track and update the state of common virtual transmitters (CVTs) across multiple vehicles, which is presented in this paper.

We propose a joint common virtual transmitter (CVT) and vehicle positioning framework which operates on multiple vehicles simultaneously. A key intermediate tool lies in the formation and maintenance of suitable dynamic clusters of CVTs across multiple vehicles, which is presented in this paper.

We propose a new algorithm coined Team Particle Filter (TPF) to achieve multiple vehicle localization and CVT mapping simultaneously. The algorithm iteratively estimates the location of multiple vehicles and CVTs through vehicle particle filters and CVT particle filters cooperatively.

We verify the proposed localization and mapping system through simulations based on ToA and AoA measurements from the literature. Our numerical results indicate that the algorithm leads to over 40% improvement over the single-vehicle channel-SLAM situation for a traffic density as low as 4 vehicles in a 132 meter long road. For higher densities, higher gains ensue.

The rest of the paper is organized as follows. Section II reviews the related works of the proposed localization system. The system model is described in section III. In section IV, we present a CVT formation and cluster maintenance mechanism, and in section V, TPF is proposed for multiple vehicle localization and CVT Mapping. Simulation results are shown in section VI.

II. RELATED WORKS AND BACKGROUND

Since the proposed localization system achieves simultaneous multiple vehicle localization and CVT mapping, this section highlights the existing works on multi-path assisted localization.

Multi-path propagation has long been regarded as a drawback for radio-based localization technologies. A large number of contributions draw their focus on multi-path elimination and LOS path extraction [22], [34], [35]. However, from a mere information theory standpoint, multi-path components can bring spatial information for vehicular positioning, which makes it possible to turn them from foe to friend in the context of high-accuracy localization [36].

[37] presents an omnidirectional NLOS identification and localization scheme. The authors make use of multi-paths to localize the target nodes by NLOS identification and shared reflecting point detection. [37] utilizes multi-paths for localization and finds the common features among multi-paths, but shared reflecting points do not usually exist among multi-paths, which will limit the performance of localization. However, in Team Channel-SLAM, as will be introduced in section IV-A, the multi-paths are recast into LOS links from virtual transmitters to the receiver and it is in fact likely that some of the multi-paths will share the same reflectors. [38] utilizes multi-paths to detect the position, driving direction and size of a vehicle whose LOS link is obstructed. The approach in [38] is promising that the shape of an unknown vehicle can also be estimated, but the limitation is that the estimation is restricted to single time-slot worth of data. However, many features (like reflecting planes and virtual transmitters) remain static over multiple time slots, which will further enhance positioning in the presence of noise.

To make efficient use of the location information carried by multi-paths, Channel-SLAM was initially proposed in [29]. Channel-SLAM estimates the position of the virtual transmitters and the user’s position jointly with a simultaneous localization and mapping method. There are also some very interesting single-vehicle Channel-SLAM contributions. [9] exploits the virtual anchors corresponding to vehicles to achieve downlink vehicular positioning, however, a prior map is needed in this contribution. Without foreknowledge of environment, [39] presents a message passing-based estimator which jointly estimates the position and orientation of a mobile terminal, and also the location of reflectors or scatters when
there does not exist line-of-sight (LOS) path. However, it needs a joint estimation of AoA, AoD and ToA. [40] and [41] also develop the Channel-SLAM method for single-user situation without any preknowledge of the environment, but they both need the existence and identification of the LOS path. The mmWave imaging technology is used for reflected path in [42] to achieve Channel-SLAM, but [42] does not consider the dynamic nature of reflectors for moving objects. [43] utilize a non-Bayesian estimator and an extended Kalman filter for single-user Channel-SLAM that can be adopted to an unknown environment, but [43] does not consider the association of observations between different time slots. [44] proposes a cooperative positioning and mapping approach based on multi-model probability hypothesis density (PHD) filter and map fusion, which is an interesting method for multiple vehicle localization. However, [44] needs the estimation of AoD and the knowledge of a measurement probability additionally, where the later indicates how likely it is for a VT with a certain location to give rise to measurements (referred to as ToA, AoA and AoD) to a vehicle in a certain position. Unfortunately, the constraint on the measurement probability knowledge limits the environmental adaptability of the algorithm because that distribution will change over time due to the moving of vehicles and changing of the reflectors. Note that the Team Channel-SLAM goes further than all the above works by exploiting the common virtual transmitters among multiple moving vehicles with changing reflectors. This is thanks to the fact that multiple neighboring vehicles will share one or more reflectors so that the VTs can be observed through several parallel implicit models, and the multiple observations of the same VT will lead to a more accurate position estimation.

III. SYSTEM MODEL

A. Vehicle and Virtual Transmitter Modeling

We consider a scenario with one base station (BS) and $M$ vehicles. Each vehicle is equipped with one radio user equipment (UE). The base station acts as the only transmitter that transmits radio signals to vehicles, and the vehicles act as $M$ receivers that receive signals from the base station. The state of vehicle at time $t_k$ is denoted as

$$\mathcal{X}(t_k) = \{x_1(t_k), \ldots, x_m(t_k), \ldots, x_M(t_k)\} \quad (1)$$

where $x_m(t_k)$ is the state for $m$-th vehicle, $m = 1, \ldots, M$,

$$x_m(t_k) = \{r_{V_m}(t_k), v_m(t_k)\} \quad (2)$$

where $r_{V_m}(t_k) \in \mathbb{R}^2$ and $v_m(t_k) \in \mathbb{R}^2$ are its position and velocity, respectively.

As shown in Fig. 1, when there is a reflecting path between the base station and the $m$-th vehicle at time slot $t_k$, the multi-path can be recast into a LOS link between the $m$-th vehicle and a VT, who locates in the mirror position of the base station over the reflecting plane and is static over some time [29]. The state of VTs observed by each vehicle at time slot $t_k$ is denoted as:

$$\mathcal{Y}(t_k) = \{r_{VT_1}(t_k), \ldots, r_{VT_m}(t_k), \ldots, r_{VT_M}(t_k)\} \quad (3)$$

Fig. 1: The signal from the base station is reflected and then received by a vehicle-borne UE. Then a virtual transmitter can be seen locating at the mirror position of the transmitter (BS) over the reflecting plane sending signals to the moving UE through a LOS link.

where $r_{VT_m}(t_k), m = 1, 2, \ldots, M$ denote the position of the VTs for $m$-th vehicle,

$$r_{VT_m}(t_k) = \{r_{VT(m,p_m)}(t_k)\}_{p_m=1}^{N_m(t_k)} \quad (4)$$

$N_m(t_k)$ denote the number of multi-paths observed by the $m$-th vehicle at time slot $t_k$, and $r_{VT(m,p_m)}(t_k) \in \mathbb{R}^3$ is the position of the VT recast by the $p_m$-th multi-path from the $m$-th vehicle at time slot $t_k$, which can be calculated by (7) in subsection B.

Note that for vehicle localization, since the height of vehicles is constant over time, only a 2D scenario is considered. However, for VT (or CVT later in the paper) localization, 3-D positioning is considered.

B. Multi-Path Observation

The measurements from multi-paths include ToA and AoA. They are assumed to be given, and the particular choice of method used to obtain such measurements is left unspecified [45]. The observation at time slot $t_k$ is denoted as

$$\mathcal{Z}(t_k) = \{z_1(t_k), \ldots, z_m(t_k), \ldots, z_M(t_k)\} \quad (5)$$

where $z_m(t_k)$ denotes all the multi-path measurements from $m$-th vehicle, and $z_{(m,p)}(t_k)$ is the $p$-th path in $z_m(t_k)$ denoting as

$$z_{(m,p)}(t_k) = \{\hat{\alpha}_{(m,p)}(t_k), \hat{d}_{(m,p)}(t_k)\} \quad (6)$$

$$\hat{\alpha}_{(m,p)}(t_k) = \left(\hat{\theta}_{(m,p)}(t_k), \hat{\varphi}_{(m,p)}(t_k)\right)$$

is the estimation of AoA, where $\hat{\theta}_{(m,p)}(t_k)$ and $\hat{\varphi}_{(m,p)}(t_k)$ denote the polar angle and azimuth angle of AoA, respectively, $\hat{d}_{(m,p)}(t_k)$ is the ToA estimation multiplied by the light speed.

So the position of the VT recast from the multi-path measured as $z_{(m,p)}(t_k)$ is calculated as

$$r_{VT(m,p)} = r_{V_m}(t_k) + \overrightarrow{R}(z_{(m,p)}(t_k)) \quad (7)$$

where $\overrightarrow{R}(\alpha, d)$ is the vector operator, which is defined as $\overrightarrow{R}(\alpha, d) = d \cdot (\sin(\varphi) \cos(\theta), \sin(\varphi) \sin(\theta), \cos(\varphi))$. 

$$\alpha = (\theta, \varphi)$$
C. Problem Formulation

A SLAM based method is introduced to solve the vehicle localization problem. SLAM is a map-based localization and tracking method without prebuilt map [46], [47]. Specifically, in feature-based SLAM [48], [49], the map is made up of an unknown number of features, whose state is estimated simultaneously with the objects based on sequential measurements from sensors. Consequently, SLAM estimates the state of targets and the map features around those targets by sensors like camera, LiDAR or radio signal, where the localization process and the mapping process are ongoing simultaneously. Mathematically, SLAM computes the following probability distribution

\[
p(x(t_k), m, z, u(t_{1:k}), x(t_0))
\]  

where \(x\) refers to the state (e.g. position) of the target, \(m\) contains the features of the map, \(z\) stands for observations from sensors, and \(u\) stands for the motion information between different time slots.

The Channel-SLAM and Team Channel-SLAM borrow from the SLAM principles to solve a new problem which is that of vehicle positioning, where the localization refers to vehicle localization, and the mapping refers to the positioning of VTs (subliming to CVT in Team Channel-SLAM). The localization and mapping process are executed simultaneously in this paper for high accuracy vehicle localization. In detail, the CVT positioning process is achieved based on the observation of multi-path as well as the vehicle localization process, and the CVT positioning process can also assist with vehicle localization process in return to improve the positioning accuracy.

In the Channel SLAM context, the probability distribution turns into

\[
p(x(t_k), \mathcal{V}, z, u(t_{1:k}), x(t_0))
\]

where \(\mathcal{V}\) stands for the state of virtual transmitters.

Since in Team Channel-SLAM, localization simultaneously targets multiple vehicles, the probability distribution evolves into

\[
p(\mathcal{X}(t_k), \mathcal{C}, z(t_{1:k}), u(t_{1:k}), \mathcal{X}(t_0))
\]

where \(M\) is the number of vehicles, and \(\mathcal{C}\) stands for state of common virtual transmitters, which will be introduced in next section.

IV. CVT Formation and Cluster Maintenance

A. Common Virtual Transmitter model

When there are \(M\) vehicles in the network, there would be totally \(\sum_{m=1}^{M} N_m(t_k)\) paths at time slot \(t_k\). On the one hand, the base station is the common origin to all the paths. On the other hand, some multi-paths may be reflected by the same reflector, thereby some groups of VTs may have the same position in theory. Such a group of VTs will be lumped into what we call a Common Virtual Transmitter (CVT). As shown in Fig.2, there are two kinds of CVT.

a) Common Physical Transmitter: This refers to the case where the paths originate directly from the same physical transmitter (here the BS) in LOS fashion as shown in Fig.2 (a).

b) Common-Reflector Virtual Transmitter: As shown in Fig.2 (b), when multi-paths share the same reflector, the VTs observed by these multi-paths can be seen as a CVT with a unique position.

B. Affinity Propagation Based Clustering

The VTs treated as one CVT are usually not completely identical because the noise corrupts the observations. However, they are expected to be close to each other. This notion of correlated VT can be articulated via a concept of VT cluster, which is now described. The key advantage of clustering together the common (or near common) virtual transmitters
that associate with multiple vehicles is that a better robustness to noise is obtained in the estimation process.

Affinity propagation [50], [51] is a popular clustering method that can collect a group of nodes by choosing an exemplar (cluster head) for each node without preknowledge of the number of clusters and their size. For clustering purposes, we need to introduce the negative logarithm of distance between VTs defined below, which is referred to later on as *similarity* value.

$$s(p, q) = - \ln (|r_{VT_p} - r_{VT_q}| + 1)$$

(11)

where \(s(p, q)\) is the similarity value of VT \(p\) with respect to VT \(q\), which indicates how well VT \(q\) is suited to be the exemplar for VT \(p\) [50]. Note that \(p\) and \(q\) are the corresponding multi-path index in equation (11).

The affinity propagation algorithm continuously updates and iterates a so-called *responsibility value* \(r(p, q)\) and *availability value* \(a(p, q)\), where the former means the accumulated evidence for how well-suited VT \(q\) can serve as the exemplar for VT \(p\) and the latter means the accumulated evidence for how appropriate it would be for VT \(p\) to choose VT \(q\) as its exemplar. How we obtain such values iteratively is shown below in equations (12~15). Finally, for any VT \(p\), the VT \(q\) that maximizes the sum of *responsibility value* and *availability value* is selected as an exemplar of VT \(p\) [50]. One iteration of affinity propagation for CVT cluster formation is done as follows:

a) Calculate the *responsibility value*:

$$r(p, q) \leftarrow s(p, q) - \max_{q', s.t. q' \neq q} \{a(p, q') + s(p, q')\}$$

(12)

b) Damp the *responsibility value*:

$$r(p, q) \leftarrow (1 - \lambda) r(p, q) + r(p, q)^{old}$$

(13)

In equation (13), \(\lambda\) is a damping factor between 0 and 1, which is set to 0.9 to gives a good compromised between the effect of eliminating oscillations and convergence rate according to [52]. \(r(p, q)^{old}\) is the *responsibility value* at previous iteration.

c) Calculate the *availability value*:

$$a(p, q) \leftarrow \min \left\{0, r(q, q) + \sum_{p' \notin \{p, q\}} \max \{0, r(p', q)\} \right\}$$

(14)

d) Damp the *availability value*:

$$a(p, q) \leftarrow (1 - \lambda) a(p, q) + a(p', q)^{old}$$

(15)

\(\lambda\) is the damping factor the same as equation (13), and \(a(p', q)^{old}\) is the *availability value* at previous iteration.

e) Calculate the *self-availability value*:

$$a(q, q) \leftarrow \sum_{p' \neq q} \max \{0, r(p', q)\}$$

(16)

f) Choose exemplar:

$$\left\{ \begin{array}{ll}
\text{if } \text{iter} > N_{iter} & E_p = \arg \max_q \{a(p, q) + r(p, q)\} \\
\text{if } \text{iter} \leq N_{iter} & \text{return step a)
\end{array} \right.$$
C. Dynamic Cluster Maintenance and Association Mechanism

Due to the dynamic nature of the moving vehicles, the observed VTs will also be dynamically changed. Thus, on the one hand, there may possibly arise some VT observations to a CVT that does not exist in the previous time slot. On the other hand, it is also possible that there will no longer exist any VT observation to a certain CVT existing in the previous time slot. So there exists a birth-death process for CVTs. To this end, when the CVT clusters are established by the algorithm mentioned in section IV-B for one particular time slot, they have to be updated from time slot to time slot based on the newly observed VTs. In the below, we introduce a mechanism to firstly associate every new VT observation to a certain CVT clusters and then update the CVT cluster dynamically. The main idea behind this section is cluster association and cluster maintenance:

- **Cluster Association**: To associate the newly observed VTs to the current CVT clusters.
- **Cluster Maintenance**: To update the CVT clusters dynamically based on the previously observed VTs and newly observed VTs.

The mechanism is denoted as dynamic cluster maintenance and association mechanism, which is described as follows:

**a) New VT joining**: when a multi-path is newly observed, the position of its corresponding VT is then calculated by (7).

\[ \mathbf{V} (t_{k+1}) = \left\{ \{ \mathbf{r}_{VT(m,p_m)}(t_{k+1}) \}^{N_m}_{p_m=1} \right\}^{M}_{m=1} \]  

(23)

The data association quality is defined as:

\[ Q_A (\pi_{u,m}(t_{k+1}) = p_m) = -\ln \left( \Delta_u^{(m,p_m)}(t_k) + 1 \right) \]  

(24)

Where \( Q_A (\pi_{u,m}(t_{k+1}) = p_m) \) indicates how close the VT observed by multi-path \((m, p_m)\) is to the \(u\)-th VT, which further indicates how likely that the VT originated from multi-path \((m, p_m)\) belongs to CVT cluster \(u\).

For multi-path \((m, p_m)\), the CVT cluster that maximizes \( Q_A (\pi_{u,m}(t_{k+1}) = p_m) \) is denoted as \( u_A \):

\[ u_A = \arg \max_u \{ Q_A (\pi_{u,m}(t_{k+1}) = p_m) \} \]  

(25)

Then the common virtual transmitter index vector related to the \(m\)-th vehicle \(\pi_{u,m}(t_k)\), \(u = 1, 2, ..., N_C(t_k)\) is updated as:

\[ \pi_{u,m}(t_{k+1}) = \begin{cases} p_m, & \text{if } Q_A (\pi_{u,m}(t_{k+1}) = p_m) \geq L_A \\ 0, & \text{otherwise} \end{cases} \]  

(26)

where \( L_A \) is a suitable data association threshold.

If the multi-path \((m, p_m)\) is associated with CVT cluster \(u\), the position of CVT cluster \(u\) is updated as:

\[ S_u(t_{k+1}) = (m, p_m) \cup S_u(t_k) \]  

\[ r_{C_u}(t_{k+1}) = E(\mathbf{r}_{VT_p}(t_{k+1})) , p \in S_u(t_{k+1}) \]  

(27)

However, there may exist some multi-paths that cannot associate to any CVT cluster because those multi-paths are reflected new reflectors. In this situation, those multi-paths are placed into standalone CVT clusters. Those CVT clusters are established as follows:

\[ r_{C_{u'}}(t_{k+1}) = r_{VT(m,p_m)}(t_{k+1}) \]  

\[ \pi_{u',m'}(t_{k+1}) = \begin{cases} p_m, & \text{if } m' = m \\ 0, & \text{otherwise} \end{cases} \]  

(28)

where we use \( u' \) to denote the index for the standalone VT, and \( \pi_{u',m'}(t_{k+1}) \), \( m' = 1, 2, ..., M \) is the common virtual transmitter index vector for the \(u'\)-th VT.

**b) Neighbor CVT cluster merging**: when two CVTs are close to each other, they can be merged into one CVT cluster. Then we define the cluster merging quality as:

\[ Q_M (C_i(t_k), C_j(t_k)) = -\ln \left( \Delta_i(t_k) + 1 \right) \]  

(29)

\[ \Delta_i(t_k) = \| r_{C_i}(t_k) - r_{C_j}(t_k) \| \]

Where \( Q_M (C_i(t_k), C_j(t_k)) \) indicates how likely CVT cluster \(i\) is equivalent to CVT cluster \(j\).

For CVT cluster \(i\) and CVT cluster \(j\), cluster \(i\) is equivalent to cluster \(j\) if they satisfy the following equation:

\[ Q_M (C_i(t_k), C_j(t_k)) \geq L_M \]  

(30)

\[ I_{C_i}(t_k) \circ I_{C_j}(t_k) = O \]

For CVT cluster \(i\) is equivalent to CVT cluster \(j\), the merged CVT cluster \(u'\) is updated as:

\[ r_{C_{u'}}(t_k) = E(\mathbf{r}_{VT_p}(t_k)), p \in S_i(t_k) \cup S_j(t_k) \]  

\[ I_{C_{u'}}(t_k) = I_{C_i}(t_k) + I_{C_j}(t_k) \]

(31)

**c) Out-dated VT deleting**: After a) and b), if there is a certain CVT with no VT observation for it, the CVT will be deleted after \( t_d \) time slots.

\[ C_u(t_k) = \begin{cases} \Phi, & \text{if } \sum_{t=t_d-t_k}^{t_k} I_{C_u}(t) = O \\ C_u(t_k), & \text{otherwise} \end{cases} \]  

(32)

As a summary, the CVT formation and cluster maintenance mechanism are shown in Algorithm 1. Notice that \( \mathcal{U}(t_k) \) in algorithm 1 is the motion information for each vehicle at time slot \(t_k\), which will be introduced in (44–45) in next section.

V. MULTI-VEHICLE LOCALIZATION AND CVT MAPPING

In the above, we presented the mechanisms for CVT formation and maintenance. We now turn to the problem of vehicle localization, which is going to be performed jointly with that of CVT mapping. As this problem boils down to a large dimensional non-convex estimation problem, we propose a team particle filter based on particle filter [53]–[55], which is well suited for this type of situation. As shown in Fig. 3, the team particle filters consist of CVT particle filters that correspond to possible 3D location candidates for the CVT, and vehicle particle filters that also correspond to possible 2D
A. CVT Particle Filter

In this subsection, \( N_C(t_k) \) CVT particle filters are introduced to estimate the position of the \( N_C(t_k) \) CVTs at the time slot \( t_k \). In a CVT particle filter, the position of that CVT is approximated by \( N_C \) particles according to the Monte Carlo Sampling [56], where each particle contains a 3-D position \( r_{C_u}^{(a)}(t_k) \) and a weight \( w_{C_u}^{(a)}(t_k) \), \( a = 1, ..., N_C \) for that 3-D position. For example, \( \{r_{C_u}^{(a)}(t_k), w_{C_u}^{(a)}(t_k)\} \) indicates the belief that CVT \( u \) locates in \( r_{C_u}^{(a)}(t_k) \) is \( w_{C_u}^{(a)}(t_k) \). Hence the probability distribution function for the position of the \( u \)-th CVT can be approximated as:

\[
p\left(r_{C_u}^{(a)}(t_k) \mid z_{p_k}^{(a)}(t_k)\right) \\
\approx \sum_{a=1}^{N_C} w_{C_u}^{(a)}(t_k) \times \delta \left(r_{C_u}(t_k) - r_{C_u}^{(a)}(t_k)\right)
\]  

(33)

where we define the set of vehicles that observe a VT belonging to the CVT cluster \( u \) at time \( t_k \) as \( V_u^k \), and the set of its corresponding multi-paths as \( p_u^k \) in the \( u \)-th CVT.

\[
V_u^k = \{ m \mid \pi_{u,m}(t_k) \neq 0 \}
\]

(34)

Then the \( z_{p_k}^{(a)}(t_k) \) can be used to denote the multi-path observations from all the vehicles to the \( u \)-th CVT.

For the particle filter of the \( u \)-th CVT, according to [53]–[55], [57], the weight of its \( a \)-th particle is:

\[
w_{C_u}^{(a)}(t_k) \propto \frac{p\left(z_{p_k}^{(a)}(t_k) \mid r_{C_u}^{(a)}(t_k)\right) p\left(r_{C_u}^{(a)}(t_k) \mid r_{C_u}^{(a)}(t_k-1)\right)}{q\left(r_{C_u}^{(a)}(t_k) \mid r_{C_u}^{(a)}(0:t_k-1), z_{p_k}^{(a)}(0:t_k)\right)} \\
\times w_{C_u}^{(a)}(t_k-1)
\]

(35)

where \( q\left(r_{C_u}^{(a)}(t_k) \mid r_{C_u}^{(a)}(0:t_k-1), z_{p_k}^{(a)}(0:t_k)\right) \) is known as important distribution [54], which is set as CVT transition probability in this paper:

\[
q\left(r_{C_u}^{(a)}(t_k) \mid r_{C_u}^{(a)}(0:t_k-1), z_{p_k}^{(a)}(0:t_k)\right) = p\left(r_{C_u}^{(a)}(t_k) \mid r_{C_u}^{(a)}(t_k-1)\right)
\]

(36)

since the position of CVT is constant over time, so

\[
p\left(r_{C_u}^{(a)}(t_k) \mid r_{C_u}^{(a)}(t_k-1)\right) = \delta \left(r_{C_u}^{(a)}(t_k) - r_{C_u}^{(a)}(t_k-1)\right)
\]

(37)

Hence the CVT particle state can be drawn as

\[
r_{C_u}^{(a)}(t_k) \sim p\left(r_{C_u}^{(a)}(t_k) \mid r_{C_u}^{(a)}(t_k-1)\right)
\]

(38)
and the weight updating equation is given by:
\[
w^{(a)}_{C_u}(t_k) = w^{(a)}_{C_u}(t_{k-1}) p \left( z^a_{p_k}(t_k) \left| r^{(a)}_{C_u}(t_k) \right. \right) \tag{39}
\]

The prior in (39) in team particle filter will be described in Section V-C in detail.

B. Vehicle Particle Filter and Motion Update

In this subsection, \( M \) vehicle particle filters are introduced to estimate the position of the \( M \) vehicles. Similarly, in a vehicle particle filter, the position of that vehicle is approximated by \( N_V \) particles according to the Monte Carlo Sampling [56], where each particle contains a 2-D position \( r^{(j)}_{V_m}(t_k) \) and a weight \( w^{(j)}_{V_m}(t_k) \), \( j = 1, \ldots, N_V \) for that 2-D position. For example, \( \left[ r^{(j)}_{V_m}(t_k), w^{(j)}_{V_m}(t_k) \right] \) indicates the belief that vehicle \( m \) locates in \( r^{(j)}_{V_m}(t_k) \). Hence the probability distribution function for the position of the \( m \)-th vehicle can be approximated as:
\[
p \left( r_{V_m}(t_k) \left| z_m(t_k), u_m(t_k) \right. \right) \approx \sum_{j=1}^{N_V} w^{(j)}_{V_m}(t_k) \delta \left( r_{V_m}(t_k) - r^{(j)}_{V_m}(t_k) \right) \tag{40}
\]

For the particle filter of the \( m \)-th vehicle, according to [53]–[55], [57], the weight of its \( j \)-th particle is:
\[
w^{(j)}_{V_m}(t_k) \propto p \left( r^{(j)}_{V_m}(t_k), r^{(j)}_{V_m}(t_{k-1}), u_m(t_k) \right) \times \pi \left( z_m(t_k), r^{(j)}_{V_m}(t_{k-1}), z_m(t_k), u_m(t_k) \right)
\times w^{(j)}_{V_m}(t_{k-1}) \tag{41}
\]

set the vehicle transition probability as important distribution [54], [57]:
\[
q \left( r^{(j)}_{V_m}(t_k) \left| r^{(j)}_{V_m}(t_{k-1}), z_m(t_k), u_m(t_k) \right. \right) = p \left( r^{(j)}_{V_m}(t_k) \left| r^{(j)}_{V_m}(t_{k-1}), u_m(t_k) \right. \right) \tag{42}
\]

so the state of vehicle particles can be drawn as:
\[
r^{(j)}_{V_m}(t_k) \sim p \left( r^{(j)}_{V_m}(t_k) \left| r^{(j)}_{V_m}(t_{k-1}), u_m(t_k) \right. \right) \tag{43}
\]

In this work, we consider the case of noisy motion information to test the robustness of our method. Assume the motion information can be observed with Gaussian error:
\[
U(t_k) = \{ u_1(t_k), \ldots, u_M(t_k) \} \tag{44}
\]

where \( u_m(t_k) \) is the motion for \( m \)-th vehicle,
\[
u_m(t_k) = \{ v_m(t_k) \}
\]
\[
v_m(t_k) = v^{real}_m(t_k) + n_v \cdot e^{j \omega n_k} \tag{45}
\]

where \( n_v \sim N(0, \sigma^2_v) \) and \( n_\omega \sim N(0, \sigma^2_\omega) \) is the noise of speed and orientation of speed that follow Gaussian distribution [58]. The transmission model can be described as
\[
r_{V_m}(t_k) = r_{V_m}(t_{k-1}) + (v_{V_m}(t_{k-1}) + v_{V_m}(t_k)) \frac{T}{2} \tag{46}
\]

Then the weight update equation is given by:
\[
w^{(j)}_{V_m}(t_k) = w^{(j)}_{V_m}(t_{k-1}) p \left( z_m(t_k) \left| r^{(j)}_{V_m}(t_k) \right. \right) \tag{47}
\]

The prior in (47) in team particle filter will be described in Section V-C in detail.

C. Team Particle Filter Implementation

Different from the classical particle filter reported in the literature [53]–[55], [57], the team particle filter combines the CVT particle filters and the vehicle particle filters to estimate the state of CVTs and vehicles jointly. As shown in Algorithm 2, the team particle filter introduces a stochastic batch iteration method that divides the update process into \( N_b \) iterations. In each iteration, a stochastic batch of particles are chosen from the vehicle particles and CVT particles for the joint estimation of CVTs and vehicles. Each iteration contains three sub-processes: CVT mapping, vehicle localization and state estimation.

a) CVT Mapping: In each iteration, a batch of particles are chosen from each CVT particle filter stochastically and the weight of the particles in the chosen batch are then updated by (39).

The particles for the \( u \)-th CVT particle filter at time slot \( t_k \) are drawn by (38) denoting as \( p^{(0)}(r_{C_u}(t_k)) \), and then a particle batch is stochastically chosen from \( p^{b}(r_{C_u}(t_k)) \) in \( b \)-th iteration denoting as \( p^{(b)}(r_{C_u}(t_k)) \), \( b = 1, 2, \ldots, N_b \). We then denote the particles contained in \( p^{(b)}(r_{C_u}(t_k)) \) as \( \{r^{(a)}_{C_u}(t_k), w^{(a)}_{C_u}(t_k)\} \), thus the observation PDF in (39) for the particle batch chosen in \( b \)-th iteration is given by:
\[
p \left( z^a_{p_k}(t_k) \left| r^{(a)}_{C_u}(t_k) \right. \right) = \prod_{p=(m,p_m)} p \left( z^a_{p_k}(t_k) \left| r^{(a)}_{C_u}(t_k), r_{V_m}(t_k) \right. \right) \times p \left(r_{V_m}(t_k) \right) \tag{48}
\]
where the update process in (48) is based on the sum effect of the multi-paths in \( p_u^k \).

We suppose the distance between the particle \( r_{(a)}^{(j)}(t_k) \) and the particle level estimated CVT \( \hat{r}_{C_u}^{(j)}(t_k) \) follows Gaussian distribution, the conditional PDF in the right part of equation (48) can then be calculated.

\[
\tilde{p}_{C_u}^{(p,j)}(t_k) = r_{(a)}^{(j)}(t_k) + \bar{R}(z_p(t_k)), p = (m, p_m) \in p_u^k
\]

(49)

where \( \tilde{p}_{C_u}^{(p,j)}(t_k) \) denote the particle level estimation for the \( u \)-th CVT based on the observation from the multi-path in \( p_u^k \) and the \( j \)-th particle from the corresponding vehicle particle filter.

b) Vehicle Localization : In each iteration, a batch of particles are chosen from each vehicle particle filter stochastically and the weight of the particles in the chosen batch are then updated by (47).

The particles for the \( m \)-th vehicle particle filter at time slot \( t_k \) are drawn by (43) denoting as \( p^{(0)}(r_{V_m}(t_k)) \), and then a particle batch is stochastically estimated as \( p^{(0)}(r_{V_m}(t_k)) \) in \( b \)-th iteration denoting as \( p^{(b)}(r_{V_m}(t_k)) \), \( b = 1, 2, \ldots, N_b \). We then denote the particles contained in \( p^{(b)}(r_{V_m}(t_k)) \) as \( p^{(b)}(r_{V_m}(t_k)) = \{ r_{V_m}^{(j)}(t_k), r_{V_m}^{(j)}(t_k) \} \), thus the observation PDF in (47) for the particle batch chosen in \( b \)-th iteration is given by:

\[
p \left( z_m(t_k) \middle| r_{V_m}^{(j)}(t_k) \right) = \prod_{p_m=1}^{N_m(t_k)} \int p \left( z_m(t_k) \middle| r_{V_m}^{(j)}(t_k), r_{C_u}^{(j)}(t_k) \right) \times p \left( r_{C_u}^{(j)}(t_k) \right) \, dr_{C_u}^{(j)}(t_k)
\]

(50)

where the update process in (50) is based on the sum effect of the multi-paths observed by the \( m \)-th vehicle, and \( u_m \) is the index of CVT that observed by vehicle \( m \) through its \( p_{m} \)-th multi-path at time slot \( t_k \) satisfying \( u_m = u_m(t_k) = p_m \).

We suppose the distance between the particle \( r_{V_m}^{(j)}(t_k) \) and the particle level estimated vehicle position \( \tilde{r}_{V_m}^{(p_m,a)}(t_k) \) follows Gaussian distribution, the conditional PDF in the right part of equation (50) can then be calculated.

\[
\tilde{p}_{V_m}^{(p_m,a)}(t_k) = r_{(a)}^{(j)}(t_k) - \bar{R}(z_m(t_k))
\]

(51)

\[
p_m = 1, 2, \ldots, N_m(t_k), \pi_{u_m,m}(t_k) = p_m
\]

where \( \tilde{p}_{V_m}^{(p_m,a)}(t_k) \) denote the particle level estimation for the \( m \)-th vehicle based on its \( p_{m} \)-th multi-path observations and the \( a \)-th particle from the corresponding CVT particle filter.

c) State Estimation : According to (33), the position of the \( u \)-th CVT is estimated as (time dimension is omitted for short):

\[
\tilde{r}_{C_u} = \int r_{C_u} \times p \left( r_{C_u} \middle| z_p \right) \, dr_{C_u}
\]

\[
= \int r_{C_u} \times \left( \sum_{a=1}^{N_C} w_{C_u}^{(a)} \times \delta \left( r_{C_u} - r_{C_u}^{(a)} \right) \right) \, dr_{C_u}
\]

\[
= N_C \sum_{a=1}^{N_C} w_{C_u}^{(a)}(t_k) \times \tilde{r}_{C_u}(t_k)
\]

(52)

\[
\tilde{r}_{C_u}(t_k) = \int r_{C_u} \times p \left( r_{C_u} \middle| z_p \right) \, dr_{C_u}
\]

\[
= \int r_{C_u} \times \left( \sum_{a=1}^{N_C} w_{C_u}^{(a)} \times \delta \left( r_{C_u} - r_{C_u}^{(a)} \right) \right) \, dr_{C_u}
\]

\[
= N_C \sum_{a=1}^{N_C} w_{C_u}^{(a)}(t_k) \times \tilde{r}_{C_u}(t_k)
\]

\[
\tilde{r}_{C_u}(t_k) = \int r_{C_u} \times p \left( r_{C_u} \middle| z_p \right) \, dr_{C_u}
\]

\[
= \int r_{C_u} \times \left( \sum_{a=1}^{N_C} w_{C_u}^{(a)} \times \delta \left( r_{C_u} - r_{C_u}^{(a)} \right) \right) \, dr_{C_u}
\]

\[
= N_C \sum_{a=1}^{N_C} w_{C_u}^{(a)}(t_k) \times \tilde{r}_{C_u}(t_k)
\]

\[
\tilde{r}_{C_u}(t_k) = \int r_{C_u} \times p \left( r_{C_u} \middle| z_p \right) \, dr_{C_u}
\]

\[
= \int r_{C_u} \times \left( \sum_{a=1}^{N_C} w_{C_u}^{(a)} \times \delta \left( r_{C_u} - r_{C_u}^{(a)} \right) \right) \, dr_{C_u}
\]

\[
= N_C \sum_{a=1}^{N_C} w_{C_u}^{(a)}(t_k) \times \tilde{r}_{C_u}(t_k)
\]

\[
\tilde{r}_{C_u}(t_k) = \int r_{C_u} \times p \left( r_{C_u} \middle| z_p \right) \, dr_{C_u}
\]

\[
= \int r_{C_u} \times \left( \sum_{a=1}^{N_C} w_{C_u}^{(a)} \times \delta \left( r_{C_u} - r_{C_u}^{(a)} \right) \right) \, dr_{C_u}
\]

\[
= N_C \sum_{a=1}^{N_C} w_{C_u}^{(a)}(t_k) \times \tilde{r}_{C_u}(t_k)
\]

\[
\tilde{r}_{C_u}(t_k) = \int r_{C_u} \times p \left( r_{C_u} \middle| z_p \right) \, dr_{C_u}
\]

\[
= \int r_{C_u} \times \left( \sum_{a=1}^{N_C} w_{C_u}^{(a)} \times \delta \left( r_{C_u} - r_{C_u}^{(a)} \right) \right) \, dr_{C_u}
\]

\[
= N_C \sum_{a=1}^{N_C} w_{C_u}^{(a)}(t_k) \times \tilde{r}_{C_u}(t_k)
\]

\[
\tilde{r}_{C_u}(t_k) = \int r_{C_u} \times p \left( r_{C_u} \middle| z_p \right) \, dr_{C_u}
\]

\[
= \int r_{C_u} \times \left( \sum_{a=1}^{N_C} w_{C_u}^{(a)} \times \delta \left( r_{C_u} - r_{C_u}^{(a)} \right) \right) \, dr_{C_u}
\]

\[
= N_C \sum_{a=1}^{N_C} w_{C_u}^{(a)}(t_k) \times \tilde{r}_{C_u}(t_k)
\]

\[
\tilde{r}_{C_u}(t_k) = \int r_{C_u} \times p \left( r_{C_u} \middle| z_p \right) \, dr_{C_u}
\]
Threshold $L_M$ are set as $L_A = L_M = -2.36$, which indicate the near worst VT estimation error from equation (7).

$$L_A = L_M = -\ln (\varepsilon_m + 1)$$

$$\varepsilon_m^2 = (d_m + n\sigma_d)^2 + d_m^2 - 2d_m(d_m + n\sigma_d) \cos (n\sigma_d)$$

where $\varepsilon_m$ is the near worst VT estimation error, $d_m = 100m$ is the maximum communication range for a base station and $n = 2$, which means that the cumulative probability in Gaussian distribution is over 0.95 ($\Phi (2\varepsilon) = 0.9544$). So the setting of $L_A$ and $L_M$ indicates that the 95.44 percentile of the ToA and AoA error is considered within the data association threshold and CVT cluster merging threshold to cover a near worst situation.

Totally 300 time slots’ movement of the vehicles are tracked under different vehicle densities ($t_K = 300 \times t_0$). The particle number for both CVT PF and vehicle PF is set to 120 ($N_C = N_V = 120$), which shows a acceptable compromise between the accuracy and complexity. The number of iterations in Team Channel-SLAM $N_b$ is set as $N_b = 10$ to ensure that there are as much iterations as possible and also that there are enough particles in each particle batch according to the number of particles in vehicle particle filter and CVT particle filter. The results are based on 100 simulation runs.

**A. Vehicle Trajectory and Scenario Setting**

As shown in Fig. 4, the base station locates at $[50m, 0, 8m]$, and the buildings distribute besides the road. The position of the buildings are unknown in TCS, and the position of base station is also not required in this paper because authentication may be needed to get its position for security reasons. There are totally 8 lanes in the road, the width of each lane is 4 meters. The vehicles run clockwise along the four trajectories, and the speed of each vehicle is indicated by the color bar. Three kinds of motion models (uniform motion, uniformly accelerated motion and uniform circular motion) are considered in the trajectory in order to make the simulation more realistic. All the vehicles drive within the area within $[-16m, 16m]$ of $y$-axis and $[0m, 132m]$ of $x$-axis. Since the number of vehicles will influence the performance of the algorithm, we explore the performance of TCS under different vehicle densities. We define the number of vehicles per unit area as vehicle density denoted as $\rho_v$. For example, the vehicle density in Fig. 4 is $\rho_v = 4$ vehicles/$(32 \times 132m^2) \approx 9.47 \times 10^{-4}$ vehicle/m$^2$. For convenience, we use vehicle/$(32 \times 132m^2)$ as the dimension of vehicle density. We explore the performance of TCS when $\rho_v = 1, 2, 4, 8, 12, 16, 24$ vehicle/$(32 \times 132m^2)$.

Fig. 4 also shows the estimated trajectory of vehicles when vehicle density $\rho_v = 4$ vehicles/$(32 \times 132m^2)$. The initial position of the four vehicles are circled by black lines and also enlarged in ”P1”, ”P2”, ”P3”, and ”P4”. We can see that the initial positioning error of the vehicles are large and the estimated vehicle trajectories get gradually close to the real trajectory. So we can see preliminary from Fig. 4 that the vehicles are well tracked and CVTs are well estimated by our algorithm. However a more precise quantitative analysis is done in the following subsections.
B. Particle Convergence

Fig. 5 (a) shows the particles for a certain CVT at a) $t = 5 \ast t_{\delta}$, b) $t = 20 \ast t_{\delta}$, c) $t = 35 \ast t_{\delta}$ and d) $t = 50 \ast t_{\delta}$. The position of the CVT is indicated by a red circle and what needs to be explained is that in order to show the distribution of particles more clearly, the particles are indicated by semitransparent blue balls. Thereby the area with higher depth of color indicates the higher possibility that the CVT locates here. From Fig. 5 (a), we can see that the particles get closer to the true position of the CVT from $t = 5 \ast t_{\delta}$ to $t = 50 \ast t_{\delta}$. This indicates that CVT formation and cluster maintenance mechanism can associate and maintain the CVT clusters well so that the TPF can converge the CVT particles well over time.

C. Error Analysis

In order to show the performance of TCS, Channel-SLAM [29], [33] is introduced as a benchmark in this paper. Based on RBPF (Rao-Blackwellized particle filter) [33], Channel-SLAM utilizes the super-particle filters (super-PF) and the sub-particle filters (sub-PF) to estimate the state of a single-vehicle and its corresponding VTs. In Channel-SLAM, the super-PF is used for vehicle positioning and the sub-PF is used for VT positioning. We set the particle number of super-PF the same as vehicle PF in TCS ($N_{\text{super}} = N_{\text{V}} = 120$) and the particle number of sub-PF the same as CVT PF in TCS ($N_{\text{sub}} = N_{\text{CVT}} = 120$). However, in Channel-SLAM, each particle in super-PF possess $N_{m}(t_k)$ sub-PFs, so the total particle number of sub-PF (the particles used for VT estimation) is $N_{\text{sub}} \times N_{\text{super}} \times N_{m}(t_k)$ in Channel-SLAM, compared with $N_{C} \times N_{m}(t_k)$ in TCS.

1) Positioning Error over Vehicle Density: Fig. 5 (c) shows the mean absolute positioning error of vehicles $e_V$ and CVTs $e_C$ over different vehicle densities, which are defined as:

$$[e_V, e_C | e_V = \mathbb{E}(|e_V|), e_C = \mathbb{E}(|e_C|)]$$ (56)

where $e_V$ and $e_C$ denote the vehicle positioning errors and CVT positioning errors in the 100 simulation runs, respectively.

We can see that the positioning error and its variance have an obvious decreasing tendency when vehicle density increases. Specifically, when there are 4 vehicles among the $32 \times 132$ square meters’ road, the positioning error of the vehicle has decreased 44.35% than single-vehicle scenario.

This is because the increasing number of vehicles brings more multi-path observations for CVTs, which improves
Cumulative probability density of vehicle positioning error

However, the vehicle positioning error of Channel-SLAM is most the same as TCS when \( \rho < 0.5 \) (referring to the right axis), which can be indicated that with the decreasing of the building density, the average number of VTs observed by those buildings, and then influence the number of observed ent possibilities for a vehicle to observe a multi-path reflected buildings. In detail, the larger the value, the less dense of the buildings. As a result, the VTs observed by one vehicle decreases. As the value of building density decreases, the VTs observed by each vehicle increases. Therefore, the average number of VTs observed by one vehicle increases. The reason behind this is that TCS can extract more and more information from added observations to make the CVT estimations get closer to their real positions gradually, which in return helps to improve the precision of multi-vehicle localization and CVT mapping.

2) Positioning Error over Time: Fig. 5 (b) show the 80% confidence level of vehicle positioning error over time under different vehicle densities,

\[
p(\varepsilon_V \leq \varepsilon) = 0.8
\]  

which indicates that for each value \( \varepsilon \) in the figure, there is 80% confidence that the vehicle positioning error \( \varepsilon_V \) is no bigger than \( \varepsilon \).

We can see from Fig. 5 (b) that the positioning error of vehicle decreases over time and finally converge to a low value, which means that TCS can help the vehicle particles converge to their real position. The reason behind this is that TCS will extract more and more information from added observations to make the CVT estimations get closer to their real positions gradually, which in return helps to improve the accuracy of vehicle positioning as described in Section VI-C-1).

3) CDF of Positioning Error: Fig. 6 (a) and Fig. 6 (b) show the cumulative probability density (CDF) of the positioning error of vehicles and CVTs. Both 50% and 80% confidence level errors are labeled in the figure.

4) Team Channel-SLAM and Channel-SLAM: Seen from Fig. 5 (c), the VT positioning error of Channel-SLAM is almost the same as TCS when \( \rho_V = 1 \) vehicle/\((32 \times 132m^2)\), however, the vehicle positioning error of Channel-SLAM is higher than TCS when \( \rho_V = 1 \) vehicle/\((32 \times 132m^2)\), which means that TCS have a better performance in particle convergence due to the CVT formation and cluster maintenance mechanism.

Additionally, we can found that the positioning error doesn’t decrease over time when \( \rho_V = 1 \) vehicle/\((32 \times 132m^2)\) in Fig. 5 (b). This is because in this situation the CVT estimation is based on the relative observation (ToA and AoA) and the initial position of just one vehicle. So the initial error of that vehicle will contaminate the CVT estimations for there is only one observation to each CVT. However, TCS is also useful in this situation, because it will eliminate the accumulative error from motion information and also provide a continuous and stable positioning for vehicles in case that the GPS or other positioning sensors get limited by the weather or other hard conditions. However, with the increasing of the vehicle density, the CVTs get gradually better estimated, which results in higher precision of vehicle positioning.

D. Performance over Building Density

Fig. 7 shows the performance of vehicle positioning over different building densities. In this simulation, we set the length of each building constant as \( D = 12m \), and then change the distance between the buildings as \( d = 6m, d = 24m, d = 60m \) as well as \( d = \infty \) (indicates that there is no building). So the building density changes while the value \( d/D \) can then be used to indicate the density of the buildings. In detail, the larger the value, the less dense of the buildings.

The different densities of buildings will then lead to different possibilities for a vehicle to observe a multi-path reflected by those buildings, and then influence the number of observed VTs. Thus we plot the average number of VTs observed by a vehicle at a time slot in the figure by green lines (referring to the right axis), which can be indicated that with the decreasing of the building density, the average number of the VTs observed by each vehicle decreases.

At the same time, we also test the performance of vehicle positioning under those different densities of buildings over...
Fig. 7: Vehicle positioning error and the average number of VTs observed by a vehicle at a time slot over different densities of buildings. The histogram shows the vehicle positioning error over different densities of buildings referring to the left axis, and the green line shows the average number of VTs over different densities of buildings referring to the right axis. Note that $d$ refers to the distance between buildings and $D$ refers to the length of buildings, so the larger the value $d/D$, the less dense the buildings.

different vehicle densities, where the result can be seen in the figure by the histogram (referring to the left axis). We can see that the denser the buildings, the more accurate of the vehicle positioning. Specifically, the positioning error when the building density $d/D = 0.5$ is averagely 25.67% better than the situation when the building density $d/D = \infty$ (indicates that there is no building). So it can be then indicated that having more virtual transmitters will lead to more information regarding the vehicle position and therefore improve localization accuracy, which is rather reasonable as the explanation in Section VI-C-1).

VII. CONCLUSION

Team Channel-SLAM firstly establishes and maintains CVT clusters dynamically through CVT Formation and Cluster Maintenance mechanism and then estimates the position of multiple vehicles and CVTs simultaneously through Team Particle Filters. Simulation results show that TCS can improve the precision of vehicle localization for its better estimation for CVTs in multiple vehicle scenario. As from expectation, the vehicle positioning error keeps decreasing with the increasing density of vehicles and buildings in road traffic.
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