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Abstract

We present a residual-based a posteriori error estimator for the hybrid high-order (HHO) method for the Stokes model problem. Both the proposed HHO method and error estimator are valid in two and three dimensions and support arbitrary approximation orders on fairly general meshes. The upper bound and lower bound of the error estimator are proved, in which proof, the key ingredient is a novel stabilizer employed in the discrete scheme. By using the given estimator, adaptive algorithm of HHO method is designed to solve model problem. Finally, the expected theoretical results are numerically demonstrated on a variety of meshes for model problem.
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1. Introduction

In recent years, the adaptive mesh refinement methods for solving both linear and nonlinear problems have been the object of intense study, since it can derive more uniform error distribution on each element of the mesh partition, while providing the desired accuracy and minimum cost. In particular, these methods are very effective for problems with exhibits singularities or strong geometrical localized variations. The main feature of the adaptive procedure is justified by using a posteriori error estimate to provide computable lower and upper error bounds, which serves then as error indicators on elements for the adaptive mesh coarsening or refinement \[1\]. A posteriori error analysis of the finite element method (FEM) for second-order elliptic equation can be traced back to \[2, 3\], and then a large number of related studies emerged, such as \[11, 12, 13, 14\]. However, the classical FEM cannot work well on general polygonal elements and hanging nodes are not allowed, which means that local mesh adaption requires special strategies to either treat or prevent hanging nodes. This drawback also limits the application of FEM adaptive algorithms, especially for complex geometries or problems with certain physical constraints, some such examples can be found in \[7, 8, 9\].

To get more flexible mesh generation and adaptation, the numerical methods on general meshes have received significant attention over the last decade. Novel approaches have been rediscovered or developed on general polytopal meshes, here, we mention, for example, discontinuous Galerkin (DG) method \[10\], hybrid discontinuous Galerkin (HDG) method \[11, 12\], weak Galerkin (WG) method \[13\], virtual element method (VEM) \[14\], hybrid high-order (HHO) method \[15\], etc., for which, the corresponding adaptive algorithms have also been well constructed, such as \[16, 17, 18, 19, 20\]. Our focus is here on the HHO method, which was originally introduced in \[15, 21\] to solve the quasi-incompressible linear elasticity models. On each element, the HHO discretization space hinges on local reconstruction operators from hybrid polynomial unknowns at the interior and faces of the element. Benefiting from the local discretization space, the HHO method supports general meshes in both two and three dimension and arbitrary polynomial order \(k \geq 0\). The HHO framework has been used to solve various PDEs, a non-exhaustive list includes \[22, 23, 24, 25\].

The steady Stokes model problem is considered in this paper, which describes the viscous incompressible flow with high viscosity. A posteriori error analysis of the model problem, for different numerical methods, has been the subject of various investigations and we refer to the pioneer works, e.g., \[26, 27, 28, 29, 30\] for more detailed reviews on the subject. Remarkably, in \[28\], based on \([H^1_0(\Omega)]^d\)-conforming velocity reconstruction and locally conservative flux reconstruction, the authors gave a unified framework for a posteriori error estimation for the Stokes problem and applied this framework to the conforming, nonconforming, mixed FEMs, the DG
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method and a general class of finite volume methods. As for the HHO method, several results of a posterior error analysis have been available. The authors in [31] Chapter 4 derived a posteriori error estimates for the Poisson equation, a reliable upper bound and efficient lower bound of the error in terms of residual-based estimators were proved. In [20], a posteriori error estimate for the mixed HHO method was proposed and an adaptive resolution algorithm for problems in electrostatics was presented by using the corresponding estimators in the context.

As far as we know, there are few studies of a posteriori error analysis of the HHO method for the Stokes model problem. The main result of this work is that, for the model problem, we devise the new a posteriori error estimator and give the posteriori-based adaptive HHO algorithm for model problem. Here, we mention that the key point to use the abstract error estimate in this paper is a new reformulation of the stabilization term in the HHO discretization scheme. We prove that the stabilization term is polynomial consistency and leads to the corecivity of the velocity discretization, which ensures the well-posedness of the discrete problem and local lower bound of the error estimator. As a consequence, we establish a simple a posteriori error analysis in our context, which bases on the Helmholtz decomposition of the error and the discrete inf-sup condition. Similar techniques have been employed in [32] for nonconforming FEM method and in [29, 33] for weak Galerkin method. The a posteriori error estimator contains of the stabilizer, the divergence and the jump of discrete terms can be computed locally on general mesh elements in two or three dimensions.

The rest of this paper is organized as follows. In Section 2 we introduce the Stokes model problem, give the notations for continuous and discrete settings, and recall some basic results on the local broken polynomial spaces. In Section 3 we define the discrete spaces for velocity and pressure, and establish the local reconstructions and the notations for continuous and discrete settings, and recall some basic results on broken polynomial spaces. The rest of this paper is organized as follows. In Section 2 we introduce the model problem and give some basic results on the local broken polynomial spaces.

2. Preliminaries

In this section, we introduce the model problem and the settings of continuous Sobolev spaces. Then, we recall the notions of discrete mesh and give some basic results on the local broken polynomial spaces.

2.1. Model problem

In this paper, we consider the following Stokes problem on a bounded and simply connected domain \( \Omega \subset \mathbb{R}^d (d = 2, 3) \): given the body force \( \mathbf{f} = (f_i(x_1, ..., x_d))_{1 \leq i \leq d} : \Omega \rightarrow \mathbb{R}^d \), find the fluid velocity \( \mathbf{u} = (u_i(x_1, ..., x_d))_{1 \leq i \leq d} : \Omega \rightarrow \mathbb{R}^d \) and pressure \( p(x_1, ..., x_d) : \Omega \rightarrow \mathbb{R} \), such that

\[
-\nu \Delta \mathbf{u} + \nabla p = \mathbf{f} \quad \text{in} \ \Omega, \tag{1a}
\]

\[
\nabla \cdot \mathbf{u} = 0 \quad \text{in} \ \Omega, \tag{1b}
\]

\[
\mathbf{u} = 0 \quad \text{on} \ \partial \Omega, \tag{1c}
\]

where \( \nu > 0 \) denotes the kinematic viscosity and, the Laplace operators \( \Delta =: \sum_{i=1}^{d} \partial_{x_i} \partial_{x_i} \), gradient operator \( \nabla := (\partial_{x_i})_{1 \leq i \leq d} \), divergence operator \( \nabla \cdot \), are such that \( (\Delta \mathbf{u})_j (1 \leq j \leq d) = \sum_{i=1}^{d} \partial_{x_i} u_j \), \( (\nabla \mathbf{u})_{ij} (1 \leq i,j \leq d) = \partial_{x_i} u_j \), \( \nabla \cdot \mathbf{u} = \sum_{i=1}^{d} \partial_{x_i} u_i \), respectively.

Throughout this paper, for a bounded subset \( D \in \mathbb{R}^n \) \((n = d, d - 1)\), we adopt the notations \( W^{s,r}(D) (s, r \geq 0) \) to indicate the standard Sobolev space equipped with the norm \( \| \cdot \|_{s,r,D} \) and seminorm \( | \cdot |_{s,r,D} \). For \( s > 0, r = 2 \), we use the notation \( H^r(D) := W^{s+2}(D) \) with norm \( \| \cdot \|_{s,D} \) and seminorm \( | \cdot |_{s,D} \). The space \( W^{0,r}(D) \) coincides with \( L^r(D) \), in particular, \( W^{0,2}(D) = L^2(D) \), for which the norm and inner product are represented by \( \| \cdot \|_D \) and \((\cdot, \cdot)_D\), respectively. When \( D = \Omega \), we will omit the subscript \( D \) in the norms and inner product. By a slight abuse of notation, the above (semi)norm notations are also applicable to vector spaces \( [W^{s,r}(D)]^n \) and matrix spaces \( [W^{s,r}(D)]^{n \times n} \). Moreover, another matrix space is defined by

\[
\mathbf{H}(\text{div}; D) := \left\{ \mathbf{\tau} \in [L^2(D)]^{n \times n} : \nabla \cdot \mathbf{\tau} \in [L^2(D)]^n \right\} \tag{2}
\]

with the norm \( \| \mathbf{\tau} \|_{\text{div}, D}^2 := \| \mathbf{\tau} \|^2_D + \| \nabla \cdot \mathbf{\tau} \|^2_D \).
Next, we assume the body force \( \mathbf{f} \in [L^2(\Omega)]^d \), and define the spaces for the velocity and pressure as follows:

\[
V := [H^1_0(\Omega)]^d = \left\{ \mathbf{v} \in [H^1(\Omega)]^d : \mathbf{v}|_{\partial \Omega} = 0 \right\}, \quad Q := L_0^2(\Omega) = \left\{ q \in L^2(\Omega) : \int_{\Omega} q = 0 \right\}.
\]

A standard weak form in the primary velocity-pressure formulation for the model problem (1a)–(1e) reads: find \( \mathbf{u} \in V \) and \( p \in Q \) such that

\[
\begin{align*}
\nu a(\mathbf{u}, \mathbf{v}) + b(\mathbf{v}, p) &= (\mathbf{f}, \mathbf{v}) \quad \forall \mathbf{v} \in V, \\
-b(u, q) &= 0 \quad \forall q \in Q,
\end{align*}
\]

with bilinear forms \( a : V \times V \to \mathbb{R} \) and \( b : V \times Q \to \mathbb{R} \) defined by

\[
a(\mathbf{w}, \mathbf{v}) := (\nabla \mathbf{w}, \nabla \mathbf{v}), \quad b(\mathbf{v}, q) := -(\nabla \cdot \mathbf{v}, q).
\]

It is well-known that the well-posedness of weak formulation (3a)–(3b) (\cite[Theorem 4.6]{34}) hinges on the coercivity of the bilinear form \( a \) together with the inf-sup condition

\[
\beta \leq \inf_{q \in Q \setminus \{0\}} \sup_{\mathbf{v} \in V \setminus \{0\}} \frac{b(\mathbf{v}, q)}{\|\nabla \mathbf{v}\|_Q},
\]

where \( \beta \) is a positive constant.

### 2.2. Meshes and basic results

We recall the mesh-related notations and some basic results on broken polynomial spaces from \cite{31,24}.

Let \( \mathcal{H} \subset (0, +\infty) \) denote a countable set of meshsizes having 0 as its unique accumulation point. We consider \( h \)-refined mesh sequences \( (\mathcal{T}_h)_{h \in \mathcal{H}} \), and for all \( h \in \mathcal{H} \), \( \mathcal{T}_h \) is a finite collection of nonempty disjoint open polygonal (or polyhedral) elements \( T \) with diameter \( h_T \) such that \( \bar{\Omega} = \bigcup_{T \in \mathcal{T}_h} \bar{T} \) and \( h = \max_{T \in \mathcal{T}_h} h_T \). The set of mesh faces \( \mathcal{F}_h \) is a finite collection of disjoint subsets \( F \) with diameter \( h_F \), where \( F \) is an open subset of a hyperplane of \( \mathbb{R}^d \) such that \( |F|_{d-1} > 0 \) and \( |\mathcal{F} \setminus F|_{d-1} = 0 \) with \( |\cdot|_{d-1} \) denoting the \((d-1)\)-dimensional Hausdorff measure. What’s more, there holds that \( \bigcup_{T \in \mathcal{T}_h} \partial T = \bigcup_{F \in \mathcal{F}_h} F \) and for all \( F \in \mathcal{F}_h \), (i) \( F \) is a boundary face, i.e., there exists \( T \in \mathcal{T}_h \) such that \( F = \partial T \cap \partial \Omega \), or (ii) \( F \) is a boundary face, i.e., there exists \( T \in \mathcal{T}_h \) such that \( F = \partial T \cap \partial \Omega \). We use \( \mathcal{F}_h^i, \mathcal{F}_h^b \) to denote the collections of interfaces and boundary faces, respectively, such that \( \mathcal{F}_h = \mathcal{F}_h^i \cup \mathcal{F}_h^b \).

For all \( T \in \mathcal{T}_h \), the set \( \mathcal{F}_T := \{ F \in \mathcal{F}_h : F \subset \partial T \} \) collects the faces lying on the boundary of \( T \) and, the sets \( \mathcal{F}_N,T := \{ T' \in \mathcal{T}_h : T' \cap T \neq \emptyset \}, \mathcal{F}_N : = \{ F \in \mathcal{F}_T : F \cap \partial \Omega \neq \emptyset \} \) collect the elements and faces sharing at least one node with \( T \). For all \( F \in \mathcal{F}_T \), we denote by \( \mathbf{n}_{TF} \) the normal to \( F \) pointing out of \( T \). For all \( F \in \mathcal{F}_h^b \), the set \( \mathcal{F}_F := \{ T_1, T_2 \in \mathcal{T}_h : \partial T_1 \cap \partial T_2 = F \} \) collects the elements whose boundary containing \( F \), and note that, for \( F \in \mathcal{F}_h^b \), we set \( T_1 = T_2 \) to be compatible with this case. A normal vector \( \mathbf{n}_F \) is associated to interior faces by fixing once and for all an orientation, whereas for boundary faces \( \mathbf{n}_F \) points out of \( \Omega \).

Additionally, we assume that the \( h \)-refined mesh \( (\mathcal{T}_h)_{h \in \mathcal{H}} \) is regular in the sense of \cite[Definition 1.9]{31}, i.e., \( \mathcal{T}_h \) admits a matching simplicial submesh \( \mathcal{S}_h \) and there exists a real number \( \varrho \in (0, 1) \) independent of \( h \) such that for all \( h \in \mathcal{H} \), the following properties hold: (i) shape regularity: for all simplex \( S \in \mathcal{S}_h \) with diameter \( h_S \) and inradius \( r_S \), \( \varrho h_S \leq r_S \); (ii) contact regularity: for all \( T \in \mathcal{T}_h \) and \( S \in \mathcal{S}_h \) such that \( S \subset T \), \( \varrho h_T \leq h_S \).

Under the mesh regular settings above, for all \( h \in \mathcal{H} \), all \( T \in \mathcal{T}_h \), and all \( F \in \mathcal{F}_T \), the following comparison of element and face diameters holds:

\[
2\varrho^2 h_T \leq h_F \leq h_T.
\]

Let \( D \) be as in the previous section and denote by \( P^l(D) \) \((l \geq 0)\) the space spanned by the restrictions to \( D \) of polynomials in the space variables of total degree \( l \). We next introduce the \( L^2 \)-orthogonal projector \( \pi_D^{0,l} : L^1(\Omega) \to P^l(D) \) such that, for all \( v \in L^1(\Omega) \),

\[
(\pi_D^{0,l} v - v, w)_D = 0 \quad \forall w \in P^l(D),
\]

and the elliptic projector \( \pi_D^{1,l} : W^{1,1}(D) \to P^l(D) \) such that, for all \( v \in W^{1,1}(D) \),

\[
(\nabla(\pi_D^{1,l} v) - \nabla v, \nabla w)_D = 0 \quad \forall w \in P^l(D),
\]
with $(\pi_D^{1,l} v - v, 1)_D = 0$. The vector (and matrix) valued $L^2$-orthogonal and elliptic projectors, denoted by $\pi_D^{0,l}$ and $\pi_D^{1,l}$, respectively, are obtained applying $\pi_D^{0,l}$ and $\pi_D^{1,l}$ component-wise. To alleviate the notation, only scalar variables and operators are considered in the following representation, the vector (and matrix) cases can be obtained accordingly.

The $L^2$-orthogonal and elliptic projectors have the following optimal $W^{s,r}$-approximation properties ([31 Chapter 1]): let $s \in \{0, ..., l + 1\}$, $r \in [1, +\infty]$, then there is a real number $C > 0$ only depending on $d$, $q$, $l$, $s$ and $r$ such that, for all $h \in \mathcal{H}$, $D \in \mathcal{T}_h$ (or $D \in \mathcal{F}_h$), and all $v \in W^{s,r}(D)$, $m \in \{0, ..., s - 1\}$,

$$|v - \pi_D^{0,l} v|_{m,r,D} \leq C h^{s-m} |v|_{s,r,D}, \quad |v - \pi_D^{1,l} v|_{m,r,D} \leq C h^{s-m} |v|_{s,r,D},$$

and for all $T \in \mathcal{T}_h$, $F \in \mathcal{F}_T$, it holds that

$$h_T^s |v - \pi_D^{0,l} v|_{m,r,F} \leq C h_T^{s-m} |v|_{s,r,T},$$

(10)

moreover, if $s \geq 1$,

$$h_T^s |v - \pi_D^{0,l} v|_{m,r,F} \leq C h_T^{s-m} |v|_{s,r,T}.$$  

(11)

We also need the following discrete inverse inequality: for all $T \in \mathcal{T}_h$ and $v \in \mathcal{P}^l(T)$, there exists real number $C > 0$ independent of $h$ and of $T$ such that,

$$\|\nabla v\|_{0,r,T} \leq C h^{-1}_T \|v\|_{0,r,T}.$$  

(12)

And we recall the continuous trace inequality: there is a real number $C > 0$ independent of $h$ such that, for all $T \in \mathcal{T}_h$ it holds for all $v \in W^{1,r}(T)$,

$$\sum_{F \in \mathcal{F}_T} h_T^\frac{s}{2} \|v\|_{0,r,F} \leq C (\|v\|_{0,r,T} + h_T \|\nabla v\|_{0,r,T}).$$

(13)

By combining (12) and (13), we get the discrete the trace inequality: for all $T \in \mathcal{T}_h$ and $v \in \mathcal{P}^l(T)$, it holds that

$$\sum_{F \in \mathcal{F}_T} h_T^\frac{s}{2} \|v\|_{0,r,F} \leq C \|v\|_{0,r,T}.$$  

(14)

where $C > 0$ is a real number independent of $h$.

For completeness, at the global level, we define the broken polynomial space

$$\mathcal{P}(\mathcal{T}_h) := \left\{ v \in L^2(\Omega) : v|_T \in \mathcal{P}^l(T) \quad \forall T \in \mathcal{T}_h \right\},$$

the broken Sobolev space

$$W^{s,r}(\mathcal{T}_h) := \left\{ v \in L^r(\Omega) : v|_T \in W^{s,r}(T) \quad \forall T \in \mathcal{T}_h \right\},$$

on which, for all $v_h \in \mathcal{P}(\mathcal{T}_h)$ (or $v_h \in W^{s,r}(\mathcal{T}_h)$), the norm and seminorm are defined by

$$\|v_h\|_{s,T_h} := \sum_{T \in \mathcal{T}_h} \|v_h\|_{s,T}, \quad \|v_h\|_{s,T_h} := \sum_{T \in \mathcal{T}_h} |v_h|_{s,T},$$

where $s$ may take different values in different places. The broken gradient operator defined on $W^{1,1}(\mathcal{T}_h)$ is denoted by $\nabla_h$, similarly, the $L^2$-orthogonal and elliptic projectors defined on $\mathcal{P}(\mathcal{T}_h)$ are respectively denoted by $\pi_h^{0,l}$ and $\pi_h^{1,l}$.

3. Discretization

In this section, we define the spaces of discrete unknowns and the local reconstructions, state the discrete problem.
3.1. Discrete spaces

Let a polynomial degree \( k \geq 0 \) be fixed. We define the discrete space for the velocity as

\[
\mathbf{V}_h^k := \left\{ \mathbf{v}_h = ((\mathbf{v}_T)_{T \in \mathcal{T}_h}, (\mathbf{v}_F)_{F \in \mathcal{F}_h}) : \mathbf{v}_T \in [P^k(T)]^d \ \forall T \in \mathcal{T}_h \ \text{and} \ \mathbf{v}_F \in [P^k(F)]^d \ \forall F \in \mathcal{F}_h \right\}.
\]

To account for the homogeneous Dirichlet boundary condition in a stronger manner for the velocity, we introduce the subspace

\[
\mathbf{V}_{h,0}^k := \left\{ \mathbf{v}_h \in \mathbf{V}_h^k : \mathbf{v}_F = 0 \ \forall F \in \mathcal{F}_h \right\},
\]

and we define the zero-average constraint space for the pressure as follows

\[
Q_h^k := \left\{ q_h \in \mathbb{P}^k(\mathcal{T}_h) : \int_{\Omega} q_h = 0 \right\}.
\]

The restriction of \( \mathbf{v}_h \in \mathbf{V}_h^k \) and \( q_h \in Q_h^k \) to an element \( T \in \mathcal{T}_h \) is denoted by \( \mathbf{v}_T^k \), \( \mathbf{v}_T = (\mathbf{v}_T, (\mathbf{v}_F)_{F \in \mathcal{F}_T}) \) and \( q_T \), respectively. Also, we denote by \( \mathbf{v}_h \) (no underline) the function in \([\mathbb{P}^k(\mathcal{T}_h)]^d\) such that

\[
\mathbf{v}_h|_T := \mathbf{v}_T \ \forall T \in \mathcal{T}_h,
\]

and for any \( F \in \mathcal{F}_h \), denote by \( T_1, T_2 \) the distinct elements of \( \mathcal{T}_h \) such that \( F \subset \partial T_1 \cap \partial T_2 \), moreover, we fix an arbitrary numbering of \( T_1 \) and \( T_2 \) to introduce the jump of \( \mathbf{v}_h \) across \( F \in \mathcal{F}_h \), as

\[
[\mathbf{v}_h]:_F := \begin{cases} 
(\mathbf{v}_h|_{T_1})|_F - (\mathbf{v}_h|_{T_2})|_F & \text{if } F \in \mathcal{F}_h^a, \\
(\mathbf{v}_h)|_F & \text{if } F \in \mathcal{F}_h^b.
\end{cases}
\]

We define on \( \mathbf{V}_{h,0}^k \) the seminorm \( \| \cdot \|_{1,h} \) such that, here, we again abuse the notation \( \| \cdot \|_{1,T} \), for all \( \mathbf{v}_h \in \mathbf{V}_{h,0}^k \),

\[
\| \mathbf{v}_h \|^2_{1,h} := \sum_{T \in \mathcal{T}_h} \| \mathbf{v}_T \|^2_{1,T},
\]

where, for all \( T \in \mathcal{T}_h \),

\[
\| \mathbf{v}_T \|^2_{1,T} := \| \nabla \mathbf{v}_T \|^2_T + | \mathbf{v}_T |^2_{\partial T}, \quad | \mathbf{v}_T |^2_{\partial T} := \sum_{F \in \partial \mathcal{T}_h} h_{F,T}^{-1} \| \mathbf{v}_F - \mathbf{v}_T \|^2_F.
\]

Indeed, it is easy to verify that the map \( \| \cdot \|_{1,h} \) defines a norm on \( \mathbf{V}_{h,0}^k \).

The vector of discrete variables corresponding to a smooth function on \( \Omega \) is obtained by the global interpolation operator \( \mathbf{I}_h^k : [H^1(\Omega)]^d \rightarrow \mathbf{V}_h^k \) such that, for all \( \mathbf{v} \in [H^1(\Omega)]^d \),

\[
\mathbf{I}_h^k \mathbf{v} := ((\pi_0^k \mathbf{v}|_T)_{T \in \mathcal{T}_h}, (\pi_F^0 \mathbf{v}_F)_{F \in \mathcal{F}_h}),
\]

its restriction to an element \( T \in \mathcal{T}_h \) is denoted by \( \mathbf{I}_T^k \). The following boundedness property holds for the local interpolation operator \( \mathbf{I}_T^k \) (see [31 Proposition 2.2]): there exists a real number \( C_I > 0 \) independent of \( h \) and \( \nu \), but possibly depending on \( d, \rho \) and \( k \), such that, for all \( \mathbf{v} \in [H^1(T)]^d \),

\[
\| \mathbf{I}_T^k \mathbf{v} \|_{1,T} \leq C_I \| \nabla \mathbf{v} \|_T.
\]

With the above boundedness of \( \mathbf{I}_T^k \), we have

\[
h_F^{-\frac{1}{2}} \| \mathbf{v} - \pi_F^0 \mathbf{v} \|_F \leq C \| \nabla \mathbf{v} \|_T,
\]

in which, \( C > 0 \) is a real number independent of \( h \) and, the detailed proof can be found in [31 Proposition 4.6].
3.2. Local reconstructions

Let an element \( T \in T_h \) and polynomial degree \( k \geq 0 \) be fixed. The local velocity reconstruction operator \( r_T^{k+1} : V_h^k \rightarrow [P^{k+1}(T)]^d \) is defined such that, for all \( \nu_T \in V_T^k \) and \( \zeta \in \nabla [P^{k+1}(T)]^d \),

\[
(\nabla r_T^{k+1} \nu_T, \zeta)_T = (\nabla \nu_T, \zeta)_T + \sum_{F \in F_T} (\nu_F - \nu_T, \nabla n_T F)_F, \tag{21}
\]

and the mean-value of \( r_T^{k+1} \nu_T \) in \( T \) is set equal to that of \( \nu_T \). The divergence reconstruction operator \( D_T^k : V_T^k \rightarrow \mathbb{P}^k(T) \) is defined such that, for all \( \nu_T \in V_T^k \) and \( q \in \mathbb{P}^k(T) \),

\[
(D_T^k \nu_T, q)_T = (\nabla \cdot \nu_T, q)_T + \sum_{F \in F_T} (\nu_F - \nu_T, q n_T F)_F. \tag{22}
\]

By recalling the definition of \( \pi^0_T, \pi^1_T \) and \( I_T^k \), we infer that, for all \( v \in [H^1(T)]^d \),

\[
r_T^{k+1} I_T^k v = \pi_T^{1,k+1} v, \quad D_T^k I_T^k v = \pi_T^{0,k}(\nabla \cdot v). \tag{23}
\]

We also define the operators \( \delta_T^k : V_T^k \rightarrow [\mathbb{P}^k(T)]^d \) and, for all \( F \in F_T \), \( \delta_T^k F : V_T^k \rightarrow [\mathbb{P}^k(F)]^d \) such that, for all \( \nu_T \in V_T^k \),

\[
\delta_T^k \nu_T := \pi_T^0 (r_T^{k+1} \nu_T - \nu_T), \quad \delta_T^k F \nu_T := \pi_T^0 (r_T^{k+1} \nu_T - \nu_F) \quad \forall F \in F_T, \tag{24}
\]

which satisfies

\[
(\delta_T^k \nu_T, (\delta_T^k F \nu_T)_{F \in F_T}) = I_T^{k+1} \nu_T - \nu_T. \tag{25}
\]

3.3. Viscous term

The viscous term is discretised by means of the bilinear form \( a_h : V_h^k \times V_h^k \rightarrow \mathbb{R} \) such that, for all \( \varphi_h, \phi_h \in V_h^k \),

\[
a_h(\varphi_h, \phi_h) := \sum_{T \in T_h} a_T(\varphi_T, \phi_T), \tag{26}
\]

where, the local contribution is such that

\[
a_T(\varphi_T, \phi_T) := (\nabla r_T^{k+1} \varphi_T, \nabla r_T^{k+1} \phi_T)_T + s_T(\varphi_T, \phi_T), \tag{27}
\]

with the stabilization bilinear form \( s_T \) defined as

\[
s_T(\varphi_T, \phi_T) := h_T^{-2} (\delta_T^k \varphi_T, \delta_T^k \phi_T)_T + \sum_{F \in F_T} h_T^{-1} (\delta_T^k F \varphi_T, \delta_T^k F \phi_T)_F. \tag{28}
\]

The subtle choice of \( s_T \) ensures the following designed conditions have been originally presented in \([35]\).

**Lemma 3.1 (Local stabilisation bilinear form \( s_T \)).** The proposed local stabilisation bilinear form \( s_T \) satisfies the following properties:

(S1) Symmetry and positivity. \( s_T \) is symmetric and positive semidefinite;

(S2) Stability and boundedness. There is a real number \( \lambda \) independent of \( h \) and \( T \) such that, for all \( \nu_T \in V_T^k \),

\[
\lambda \| \phi_T \|^2_T \leq a_T(\phi_T, \phi_T) \leq \lambda^{-1} \| \phi_T \|^2_T; \tag{29}
\]

(S3) Polynomial consistency. For all \( \varphi \in [P^{k+1}(T)]^d \) and \( \nu_T \in V_T^k \), it holds

\[
s_T(I_T^k \varphi, \nu_T) = 0. \tag{30}
\]
**Proof.** Clearly, from the definition of \( s_T \), the property (S1) holds, and the property (S3) is a consequence of \([31]\) Lemma 2.11. It only remains to prove property (S2). In what follows of the rest proof, we let \( \mathbf{v}_T \) be a generic element of \( \mathbf{V}_h^T \), and denote by

$$\tilde{\mathbf{v}}_T := r_T^{k+1} \mathbf{v}_T.$$

We first directly give two bounds about \( \| \nabla \mathbf{v}_T \|_T \) and \( \| \nabla \tilde{\mathbf{v}}_T \|_T \), which have been proved in \([31]\) Proposition 2.13, as follows

\[
\begin{align*}
\| \nabla \mathbf{v}_T \|_T & \lesssim \| \nabla \tilde{\mathbf{v}}_T \|_T + |a_T|_{1,\partial T}, \\
\| \nabla \tilde{\mathbf{v}}_T \|_T & \lesssim \| \mathbf{v}_T \|_{1, T}, 
\end{align*}
\]

(31a) (31b)

where, as well as for the rest of this paper, we use the abbreviation \( a \lesssim b \) for the inequality \( a \leq Cb \) with generic positive constant \( C \) independent of mesh size \( h \) and viscosity \( \nu \).

And, invoking the boundedness (19) of \( L_T^k \) with \( \mathbf{v} = \tilde{\mathbf{v}}_T \) to get

$$|L_T^k \tilde{\mathbf{v}}_T|_{1, \partial T} \leq \| L_T^k \tilde{\mathbf{v}}_T \|_{1, T} \leq \| \nabla \mathbf{v}_T \|_T.$$  (32)

Then, in the ensuing proof, we prove the property (S2). Using the definition (28) of \( a_T \), we have

$$a_T(\mathbf{v}_T, \mathbf{v}_T) = \| \nabla \tilde{\mathbf{v}}_T \|^2_T + h_T^{-2} \| \delta_T^k \mathbf{v}_T \|^2_T + \sum_{F \in \mathcal{F}_T} h_T^{-1} \| \delta_F^k \mathbf{v}_T \|^2_T.$$  (33)

By using the relation (6) and discrete trace inequality (14), it holds

$$\sum_{F \in \mathcal{F}_T} h_F^{-1} \| \delta_F^k \mathbf{v}_T \|^2_F \leq \sum_{F \in \mathcal{F}_T} \frac{1}{2} h_T^{-1} \| \delta_T^k \mathbf{v}_T \|^2_F \leq \sum_{F \in \mathcal{F}_T} \frac{1}{2} h_T^{-2} \| \delta_T^k \mathbf{v}_T \|^2_T \leq N_{\partial T} \frac{1}{2} h_T^{-2} \| \delta_T^k \mathbf{v}_T \|^2_T,$$  (34)

where \( N_{\partial T} \) denotes the number of faces in \( T \).

Let

$$\mathbf{y}_T := L_T^k \tilde{\mathbf{v}}_T - \mathbf{v}_T = (\delta_T^k \mathbf{v}_T, (\delta_T^k \mathbf{v}_T)_{F \in \mathcal{F}_T}).$$  (35)

On the one hand, from (34) and note that \( q \in (0, 1) \), we get

$$\| \mathbf{y}_T \|^2_{1, \partial T} = \sum_{F \in \mathcal{F}_T} h_F^{-1} \| \delta_T^k \mathbf{v}_T \|^2_F + \sum_{F \in \mathcal{F}_T} h_F^{-1} \| \delta_T^k \mathbf{v}_T \|^2_F \leq 2 \sum_{F \in \mathcal{F}_T} h_F^{-1} \| \delta_T^k \mathbf{v}_T \|^2_F + 2 \sum_{F \in \mathcal{F}_T} h_F^{-1} \| \delta_T^k \mathbf{v}_T \|^2_F \leq N_{\partial T} \frac{2}{q^2} \left( \sum_{F \in \mathcal{F}_T} h_F^{-1} \| \delta_T^k \mathbf{v}_T \|^2_F + h_T^{-2} \| \delta_T^k \mathbf{v}_T \|^2_T \right).$$  (36)

On the other hand, collecting the above inequalities (32) and (35)–(36) leads to

$$\| \mathbf{v}_T \|^2_{1, \partial T} = \| L_T^k \tilde{\mathbf{v}}_T - \mathbf{y}_T \|^2_{1, \partial T} \leq 2 \| L_T^k \tilde{\mathbf{v}}_T \|^2_{1, \partial T} + 2 \| \mathbf{y}_T \|^2_{1, \partial T} \lesssim \| \nabla \tilde{\mathbf{v}}_T \|^2_T + h_T^{-2} \| \delta_T^k \mathbf{v}_T \|^2_T + \sum_{F \in \mathcal{F}_T} h_F^{-1} \| \delta_F^k \mathbf{v}_T \|^2_F = a_T(\mathbf{v}_T, \mathbf{v}_T).$$

Combining this estimate and (31a) yields

$$\| \mathbf{v}_T \|^2_T = \| \nabla \mathbf{v}_T \|^2_T + \| \mathbf{v}_T \|^2_{1, \partial T} \lesssim \| \mathbf{v}_T \|^2_T + \| \mathbf{v}_T \|^2_{1, \partial T} \lesssim a_T(\mathbf{v}_T, \mathbf{v}_T),$$

which gives the first estimate in (29), and the second will be proved in the following.
We start from the estimation of $|y_T|^2_{1,\partial T}$:

$$
|y_T|^2_{1,\partial T} \leq 2|\mathbf{I}_T^k \mathbf{\tilde{v}}_T|^2_{1,\partial T} + 2|y_T|^2_{1,\partial T} \lesssim \|\nabla \mathbf{\tilde{v}}_T\|^2_T + |y_T|^2_{1,\partial T}. 
$$

(37)

From the definition (31) of $r_h^{k+1}$, we know that $\int_T \pi_T^{0,k}(\mathbf{\tilde{v}}_T - \mathbf{v}_T) = \int_T \mathbf{\tilde{v}}_T - \mathbf{v}_T = 0$, then by using the local Poincaré-Wirtinger inequality and (33a) leads to

$$
h^{-2}_T \|\delta^k y_T\|^2_T \leq h^{-2}_T (h^2_\|\nabla (\mathbf{\tilde{v}}_T - \mathbf{v}_T)\|_F^2) \leq 2\|\nabla \mathbf{\tilde{v}}_T\|^2_T + 2\|\nabla v_T\|^2_T \lesssim \|\nabla \mathbf{\tilde{v}}_T\|_{T} + |y_T|_{1,\partial T}. 
$$

(38)

Consequently, using the triangle inequality in (33) and then plugging (31b), (34) and (37) into it gives

$$
as_T (\mathbf{v}_T, \mathbf{y}_T) \leq \|\nabla \mathbf{\tilde{v}}_T\|^2_T + h^{-2}_T \|\delta^k y_T\|^2_T + 2 \sum_{F \in T} h^{-1}_T \|\delta^k y_T\|^2_F + 2 \sum_{F \in T} h^{-1}_T \|\delta^k y_T\|^2_F 
\lesssim \|\nabla \mathbf{\tilde{v}}_T\|^2_T + h^{-2}_T \|\delta^k y_T\|^2_T + |y_T|^2_{1,\partial T} 
\lesssim \|\mathbf{y}_T\|^2_{1,\partial T}, 
$$

which completes the proof of (S2).

\[ \Box \]

Besides, for the bilinear form $s_T$ satisfies (S1)–(S3) has the following property.

**Lemma 3.2** ([31 Proposition 2.14]). Let $T \in T_h$, $r \in \{-1, 0, ..., k\}$. For all $\mathbf{v} \in [H^{r+2}(T)]^d$,

$$
s_T (I^k_T \mathbf{v}, I^k_T \mathbf{v})^{\frac{1}{2}} \lesssim h^{-1}_T |\mathbf{v}|_{r+2,T}. 
$$

(39)

3.4. Pressure-velocity coupling

The pressure-velocity coupling hinges on the bilinear form $b_h$ on $V^0_h \times P^k(T_h)$ such that,

$$
b_h(\mathbf{v}_h, q_h) := - \sum_{T \in T_h} (D_T^k \mathbf{v}_T, q_T).
$$

(40)

This bilinear form $b_h$ enjoys the discrete inf-sup stability: there is a real number $\bar{\beta}$ independent of $h$, such that

$$
\bar{\beta} \leq \inf_{q_h \in Q_h \setminus \{0\}} \sup_{\mathbf{v}_h \in V^0_h \setminus \{0\}} \frac{b_h(\mathbf{v}_h, q_h)}{\|\mathbf{v}_h\|_{1,h} \|q_h\|}. 
$$

(41)

3.5. Discrete problem

The HHO scheme for the approximation of [3] can be obtained by finding $(\mathbf{u}_h, p_h) \in V^0_h \times Q_h$ satisfying the following equations:

$$
\nu a_h(\mathbf{u}_h, \mathbf{v}_h) + b_h(\mathbf{v}_h, p_h) = (f, \mathbf{v}_h) \quad \forall \mathbf{v}_h \in V^0_{h,0},
$$

(42a)

$$
b_h(\mathbf{u}_h, q_h) = 0 \quad \forall q_h \in Q_h.
$$

(42b)

Combining (29) and (41) with the saddle point theorem, we know that the discrete problem (42) is well-posed. In addition, define the global reconstruction operator $r_h^{k+1} : [P^k(T_h)]^d \rightarrow [P^{k+1}(T_h)]^d$ such that, for all $\mathbf{v}_h \in V^0_h$,

$$
(r_h^{k+1} \mathbf{v}_h)|_T := r_h^{k+1} \mathbf{v}_T \quad \forall T \in T_h,
$$

also, for the sake of brevity, denote by

$$
s_h(\mathbf{v}_h, \mathbf{u}_h) := \sum_{T \in T_h} s_T (\mathbf{v}_T, \mathbf{u}_T).
$$

Along with the reference [31 Theorem 8.18, Theorem 8.20], the following lemma, for the a priori error estimate, holds true,
Lemma 3.3. Let polynomial degree $k \geq 0$ be fixed and $(u, p) \in V \times Q$ denote the unique solution to the continuous problem \cite{[3]}, for which we assume the additional regularity $u \in [H^{r+2}(T_h)]^d$ and $p \in H^1(\Omega) \cap H^{r+1}(T_h)$ for some $r \in \{0, \ldots, k\}$. For all $h \in H$, let $(u_h, p_h) \in V_{h, 0} \times Q_h^k$ denote the unique solution to the discrete problem \cite{[42]}. Define the discretization errors $e_u$ and $e_p$ as follows

\begin{align}
    e_u^2 &:= \sum_{T \in T_h} e_{u,T}^2, \quad e_{u,T}^2 := \nu \|\nabla u - \nabla r_{T}^{k+1} u_T\|_T^2 + \nu s_T(u_T, u_T), \\
    e_p^2 &:= \sum_{T \in T_h} e_{p,T}^2, \quad e_{p,T}^2 := \nu^{-1} \|p - p_T\|_T^2.
\end{align}

Then,

\[ \left( e_u^2 + e_p^2 \right)^{\frac{1}{2}} \leq h^{r+1} \left( \nu^\frac{1}{2} |u|_{r+2, T_h} + \nu^{-\frac{1}{2}} |p|_{r+1, T_h} \right). \]

Proof. We recall the conclusion of \cite{[31]} Theorem 8.18:

\[ \nu \|u_h - L_h u\|_{1,h}^2 + \nu^{-1} \|p_h - \pi_{h, 0}^{k+1} p\|^2 \lesssim h^{r+1} \left( \nu^\frac{1}{2} |u|_{r+2, T_h} + \nu^{-\frac{1}{2}} |p|_{r+1, T_h} \right), \]

and note that the proof of the estimation \cite{[45]} holds for all $s_T$ satisfying the properties in Lemma 3.1.

To estimate the error $e_u$, we insert $\pm \nabla h r_{h}^{k+1} L_h u$ into the first term, $\pm L_h^k u$ into the second, and using the consistency (S3) of $s_T$ and the triangle inequality, we get

\begin{align*}
    &\|\nabla u - \nabla h r_{h}^{k+1} u_h\| + s_h(u_h, u_h) \lesssim \nu^\frac{1}{2} \|u_h - L_h u\|_{1,h}, \\
    \leq & \left( \|\nabla h r_{h}^{k+1} (u_h - L_h u)\| + s_h(u_h - L_h^k u, u_h - L_h^k u) \right) + \left( \|\nabla h (r_{h}^{k+1} L_h^k u - u)\| + s_h(L_h^k u, L_h^k u) \right) \\
    = &: \mathcal{I}_1 + \mathcal{I}_2.
\end{align*}

Along with the stability and boundedness (S2) of $a_T$, by adding all the elements together, we have

\[ \nu^\frac{1}{2} \mathcal{I}_1 \lesssim \nu^\frac{1}{2} \|u_h - L_h u\|_{1,h}, \]

on the other hand, using \cite{[23]} and \cite{[39]} yields

\[ \nu^\frac{1}{2} \mathcal{I}_2 \lesssim \nu^\frac{1}{2} h^{r+2} |u|_{r+2, T_h}. \]

Then, from the triangle inequality and the property of projection \cite{[4]}, we obtain

\[ \nu^{-\frac{1}{2}} \|p - p_h\| \leq \nu^{-\frac{1}{2}} \|p - \pi_{h, 0}^{k+1} p\| + \nu^{-\frac{1}{2}} \|p_h - \pi_{h, 0}^{k+1} p\| \]

\[ \leq h^{r+1} \nu^{-\frac{1}{2}} |p|_{r+1, T_h} + \nu^{-\frac{1}{2}} \|p_h - \pi_{h, 0}^{k+1} p\|. \]

The result then follows by combining the individual bounds above with \cite{[45]}.

\[ \square \]

4. A Posteriori Error Analysis for HHO

In this section, an a residual-type posteriori error estimator will be presented and analyzed for the discrete scheme \cite{[42]}

We first introduce the curl operator for the vector functions $v = (v_1, \ldots, v_d)\top$ (where $\top$ denotes the transpose), such that, for $d = 2$,

\[ \text{curl } v = \begin{pmatrix} -\partial_{x_2} v_1 & \partial_{x_1} v_1 \\ -\partial_{x_2} v_2 & \partial_{x_1} v_2 \end{pmatrix}, \]

and for $d = 3$,

\[ \text{curl } v = \begin{pmatrix} \partial_{x_2} v_1 - \partial_{x_1} v_1 & \partial_{x_1} v_1 - \partial_{x_2} v_1 & \partial_{x_1} v_1 - \partial_{x_2} v_1 \\ \partial_{x_2} v_2 - \partial_{x_1} v_2 & \partial_{x_1} v_2 - \partial_{x_2} v_2 & \partial_{x_1} v_2 - \partial_{x_2} v_2 \\ \partial_{x_3} v_3 - \partial_{x_1} v_3 & \partial_{x_1} v_3 - \partial_{x_3} v_3 & \partial_{x_1} v_3 - \partial_{x_3} v_3 \end{pmatrix}. \]
Given an approximation \((u_h, p_h) \in \mathcal{V}_h^k \times Q_h^k\), we introduce the a posteriori error estimator \(\eta_h\) as follows,

\[
\eta_h^2 := \eta_{d,h}^2 + \eta_{e,h}^2 + \eta_{f,h}^2,
\]

where

\[
\begin{align*}
\eta_{d,h}^2 &:= \sum_{T \in \mathcal{T}_h} \eta_{d,T}^2, \\
\eta_{e,h}^2 &:= \nu \| \nabla \cdot r_h^{k+1} u_h \|^2_T, \\
\eta_{f,h}^2 &:= \sum_{T \in \mathcal{T}_h} \eta_{f,T}^2, \\
\eta_{f,T}^2 &:= \nu s_T(u_T, u_T), \\
\eta_{f,T}^2 &:= \nu \sum_{F \in \mathcal{F}_T} h_F^{-1} \| r_h^{k+1} u_h \|_{F}^2.
\end{align*}
\]

We also identify the data oscillation for the body force function \(f\) on \(\mathcal{T}_h\) as

\[
\text{osc}^2(f, \mathcal{T}_h) := \sum_{T \in \mathcal{T}_h} \text{osc}^2(f, T), \\
\text{osc}^2(f, T) := \nu^{-1} h_T^2 \| f - \pi_{T}^0 f \|_{T}^2.
\]

The main goal of the following content is to give the a posteriori error estimations with the estimator \(\eta_h\) defined in (46). Let \((u, p)\) and \((u_h, p_h)\) be the solutions of weak form (3) and discrete scheme (42), respectively, the below Helmholtz decomposition has a crucial role in our upper bound analysis.

**Lemma 4.1** (Helmholtz decomposition. [32, Lemma 3.2]). For \(\nabla u - \nabla_h r_h^{k+1} u_h \in [L^2(\Omega)]^d\), there exists \(z \in [H^1_0(\Omega)]^d\) satisfying \(\nabla \cdot z = 0\), \(q \in L_0^2(\Omega)\), and \(s \in [H^1(\Omega) \cap L_0^2(\Omega)]^d\), such that

\[
\nabla u - \nabla_h r_h^{k+1} u_h = \nabla z - \nu^{-1} q I + \nu^{-1} \text{curl} s
\]

(\(I \in \mathbb{R}^{d \times d}\) is the identity matrix) and that

\[
\nu \| \nabla z \| + \| q \| + \| \nabla s \| \leq \nu \| \nabla u - \nabla_h r_h^{k+1} u_h \|.
\]

As a result, the lemmas and theorem below, give the upper bound of the discretization errors.

**Lemma 4.2.** Let \(u\) and \(u_h\) denote the unique velocity solutions to problems (3) and (42) and, \(e_u\) be the error defined in (43). The following upper bound estimate holds true,

\[
e_u^2 \leq \eta_h^2 + \text{osc}^2(f, \mathcal{T}_h),
\]

with hidden constant independent of both the meshsize and the problem data.

**Proof.** By using Lemma 4.1, it follows that

\[
\begin{align*}
\nu \| \nabla u - \nabla_h r_h^{k+1} u_h \|^2 \\
= \nu (\nabla u - \nabla_h r_h^{k+1} u_h, \nabla z) - (\nabla u - \nabla_h r_h^{k+1} u_h, q I) + (\nabla u - \nabla_h r_h^{k+1} u_h, \text{curl} s) \\
=: \mathcal{I}_1 + \mathcal{I}_2 + \mathcal{I}_3.
\end{align*}
\]

We first bound \(\mathcal{I}_1\). Recalling the weak formulation (3), the definition of elliptic projector (8), the property of \(I_{h}^{T} + 1\) (23), the property \(\nabla \cdot z = 0\) and the discrete problem (42), we have

\[
\begin{align*}
\mathcal{I}_1 &= \nu (\nabla u, \nabla z) - \nu (\nabla_h r_h^{k+1} u_h, \nabla z) \\
&= (f, z) - (\nabla \cdot z, p) - \nu (\nabla_h r_h^{k+1} u_h, \nabla \pi_{h}^{1,k+1} z) \\
&= (f, z) - \nu (\nabla_h r_h^{k+1} u_h, \nabla \pi_{h}^{1,k} z) \\
&= (f, z) - \left[ (f, \pi_{h}^{0,k} z) - \nu \sum_{T \in \mathcal{T}_h} s_T(u_T, I_{h}^{T} z) + \sum_{T \in \mathcal{T}_h} (D_{h}^{T} I_{h}^{T} z, p T) T \right] \\
&= (f, z - \pi_{h}^{0,k} z) - \nu \sum_{T \in \mathcal{T}_h} s_T(u_T, I_{h}^{T} z) - \nu \sum_{T \in \mathcal{T}_h} (\pi_{T}^{0,k} (\nabla \cdot z), p T) T \\
&= (f, z - \pi_{h}^{0,k} f, z - \pi_{h}^{0,k} z) + \nu \sum_{T \in \mathcal{T}_h} s_T(u_T, I_{h}^{T} z)
\end{align*}
\]
Proof. We deduce from the scheme (42a), the property (23) and (39) that for all \( \| \nabla\| \) defined in (43)

\[
\leq \sum_{T \in T_h} h_T \| f - \pi^{0,k}_T f \| \nabla z \| T + \nu \sum_{T \in T_h} s_T (u_T, u_T)^{\frac{1}{2}} s_T (I^k z, I^k z)^{\frac{1}{2}}
\]

\[
\lesssim \left( \sum_{T \in T_h} \nu^{-\frac{1}{2}} (\text{osc}(f, T) + \eta_{h,T}) \right) \nu \| \nabla u - \nabla_h r^{k+1}_h u_h \|
\]

where we have used (49) and the property (39) of \( s_T \), by adding all elements together, such that \( s_h (I^k z, I^k z)^{\frac{1}{2}} \lesssim \| \nabla z \| \leq \| \nabla u - \nabla_h r^{k+1}_h u_h \| \) to pass to the penultimate line.

Using (1b) and (49), we directly have

\[
\| \nabla z \| = \langle \sum_{T \in T_h} \nu^{-\frac{1}{2}} \eta_{h,T} \rangle (\nu \| \nabla u - \nabla_h r^{k+1}_h u_h \|).
\]

We are now in a position to get the boundedness of \( \Xi_3 \), by using the integration by parts, the derivation follows,

\[
\Xi_3 = \sum_{T \in T_h} (\nabla (u - r^{k+1}_h u_T), \text{curls})_T
\]

\[
= \sum_{T \in T_h} \left( \left( u - r^{k+1}_h u_T, \nabla \cdot \text{curls} \right) + \sum_{F \in F_T} (u - r^{k+1}_h u_T, \text{curls} n_{TF})_F \right)
\]

\[
= \sum_{T \in T_h} \sum_{F \in F_T} (u, \text{curls} n_{TF})_F + \sum_{T \in T_h} \sum_{F \in F_T} (r^{k+1}_h u_T, \text{curls} n_{TF})_F
\]

\[
\leq \sum_{F \in F_h} \left( \sum_{T \in T_h} \sum_{F \in F_T} \| \text{curls} n_{TF} \|_{-\frac{1}{2},F} \right)
\]

\[
\lesssim \left( \sum_{T \in T_h} h^{-\frac{1}{2}} \| \text{curls} n_{TF} \|_{-\frac{1}{2},F} \right) \left( \sum_{T \in T_h} \sum_{F \in F_T} \| \text{curls} \|_{\text{div},T} \right)
\]

\[
\lesssim \left( \sum_{T \in T_h} \nu^{-\frac{1}{2}} (\nu \sum_{F \in F_T} h^{-\frac{1}{2}} \| \text{curls} n_{TF} \|_{-\frac{1}{2},F}^2) \right) \left( \sum_{T \in T_h} \| \text{curls} \|_{T} \right)
\]

\[
\lesssim \left( \sum_{T \in T_h} \nu^{-\frac{1}{2}} \eta_{h,T} \right) (\nu \| \nabla u - \nabla_h r^{k+1}_h u_h \|),
\]

where we have used the inverse Sobolev embedding inequality (c.f., [31] Corollary 1.29)) and the fact \( \text{curls} \in H(\text{div}, \Omega) \) (defined by [2]) to pass to the sixth line.

Collecting the above estimates and the stability (29), the conclusion is now straightforward.

Lemma 4.3. Let \( p \) and \( p_h \) denote the unique pressure solutions to problems (3) and (12) and, \( e_p \), be the error defined in (43). The following upper bound estimate holds true,

\[
e^2_p \lesssim \eta_h^2 + \text{osc}^2(f, T_h),
\]

with hidden constant independent of both the meshsize and the problem data.

Proof. We deduce from the scheme (42a), the property (23) and (39) that for all \( v \in [H^1_0(\Omega)]^d \), we write

\[
(\nabla \cdot v, p - p_h) = (\nabla u, \nabla v) - (f, v) - (\nabla \cdot v, p_h)
\]

\[
= (\nabla u, \nabla v) - (f, v) - (\pi^{0,k}_h (\nabla \cdot v), p_h)
\]

\[
= (\nabla u, \nabla v) - (f, v) - (D_h^k I^k_z, v, p_h)
\]

\[
= (\nabla u, \nabla v) - (f, v) + (f, \pi^{0,k}_h v) - \nu (\nabla_h r^{k+1}_h u_h, \nabla_h r^{k+1}_h u_h) - \nu s_h (u_h, I^k_z v)
\]

\[
\leq \sum_{T \in T_h} h_T \| f - \pi^{0,k}_T f \| \nabla z \| T + \nu \sum_{T \in T_h} s_T (u_T, u_T)^{\frac{1}{2}} s_T (I^k z, I^k z)^{\frac{1}{2}}
\]

\[
\lesssim \left( \sum_{T \in T_h} \nu^{-\frac{1}{2}} (\text{osc}(f, T) + \eta_{h,T}) \right) \nu \| \nabla u - \nabla_h r^{k+1}_h u_h \|
\]
\[ (f - \pi_h^{0,k}f, \pi_h^{0,k}v - v) + \nu(\nabla u - \nabla_h r_h^{k+1}u_h, \nabla v) - \nu s_h(u_h, I_h^k v) \]
\[ \lesssim \left( \sum_{T \in \mathcal{T}_h} h_T \| f - \pi_T^{0,k} f \|_{T} \right) \| \nabla v \| + \nu \| \nabla u - \nabla_h r_h^{k+1}u_h \| \| \nabla v \| + \nu s_h(u_h, u_h)^2 \| \nabla v \|. \]

Noting that \( \| p - p_h \| \in Q \) and by using the inf-sup condition \([5]\), it holds
\[ \nu^{-1} \| p - p_h \|^2 \lesssim \text{osc}^2(f, T_h) + \eta_{s,h}^2 + \nu \| \nabla u - \nabla_h r_h^{k+1}u_h \|^2, \]
which, involving Lemma \([42]\) gives the conclusion.

As an immediate consequence of the two lemmas above, we obtain the following theorem.

**Theorem 4.4 (Upper bound).** Let \((u, p)\) and \((u_h, p_h)\) denote the unique solutions to problems \([3]\) and \([42]\). Let \(e_u\) and \(e_p\) be the errors defined in \([43]\). The following upper bound estimate holds:
\[ e_u^2 + e_p^2 \lesssim \eta_h^2 + \text{osc}^2(f, T_h), \]  
(52)

where the hidden constant may depend on the stability constants \(\beta\) (cf., \([5]\)), \(\lambda\) (cf., \([29]\)) and \(\beta\) (cf., \([41]\)), but independent of \(u, p, h, \text{ and } \nu\).

In addition to the above-mentioned upper bound, we have the lower bound as follows.

**Theorem 4.5 (Local lower bound).** Under the assumption of Theorem \([4.4]\) and for the fixed \(T \in \mathcal{T}_h\), we have the local lower bound
\[ \eta_{s,T}^2 \leq e_{u,T}^2, \quad \eta_{s,T}^2 \leq e_{u,T}^2, \quad \eta_{s,T}^2 \lesssim \sum_{T' \in \mathcal{T}_{h,T}} e_{u,T'}^2. \]

**Proof.** Clearly, from the definitions \([43]\) and \([46]\) of \(e_{u,T}\) and \(\eta_{s,T}\), respectively, one has \(\eta_{s,T}^2 \leq e_{u,T}^2\). With the fact that \(\nabla \cdot u = 0\), we get
\[ \eta_{s,T}^2 = \nu \| \nabla \cdot r_h^{k+1}u_F \|^2_T = \nu \| \nabla \cdot (u - r_h^{k+1}u_F) \|^2_T \leq \nu \| \nabla(u - r_h^{k+1}u_F) \|^2_T = e_{u,T}^2. \]

It remains to bound \(\eta_{s,T}^2 = \nu \sum_{F \in \mathcal{F}_T} h_F^{-1} \| r_h^{k+1}u_F \|_F^2 \). Noting that, for all \(F \in \mathcal{F}_T\) with bordering elements \(T_1\) and \(T_2\), \([r_h^{k+1}u_F] = (r_T^{k+1}u_{T_1} - u_F) - (r_T^{k+1}u_{T_2} - u_F)\) and, for all \(F \in \mathcal{F}_h\) with bordering element \(T\), \([r_h^{k+1}u_F] = r_T^{k+1}u_T - u_F\) owing to \(u_F = 0\). Similarly, for all \(u \in H_h^2(\Omega)^d\) and all \(F \in \mathcal{F}_h\), \([r_h^{k+1}u_F] = [r_h^{k+1}u_F - u_F]\). Inserting \(\pi_F^{-1}(r_h^{k+1}u_F - r_h^{k+1}u_F - u_F) = 0\) and using the triangle inequality, we obtain
\[ 2 \nu \sum_{F \in \mathcal{F}_T} h_F^{-1} \| (r_h^{k+1}u_F - u_F) - \pi_F^{-1}(r_h^{k+1}u_F - u_F) \|^2_F \]
\[ \leq 2 \nu \sum_{F \in \mathcal{F}_T} h_F^{-1} \| (r_h^{k+1}u_F - u_F) - \pi_F^{-1}(r_h^{k+1}u_F - u_F) \|^2_F + \| \pi_F^{-1}(r_h^{k+1}u_F - u_F) \|^2_F \]
\[ \leq 2 \nu \sum_{F \in \mathcal{F}_T} \sum_{T' \in \mathcal{T}_F} h_F^{-1} \| ((r_T^{k+1}u_{T'}) - u) - \pi_F^{-1}(r_T^{k+1}u_{T'} - u) \|^2_F + \| \pi_F^{-1}(r_T^{k+1}u_{T'} - u) \|^2_F \]
\[ \leq 2 \nu \sum_{T' \in \mathcal{T}_{h,T}} \sum_{F \in \mathcal{F}_{T'}} h_F^{-1} \| ((r_T^{k+1}u_{T'}) - u) - \pi_F^{-1}(r_T^{k+1}u_{T'} - u) \|^2_F + \| \pi_F^{-1}(r_T^{k+1}u_{T'} - u) \|^2_F \]
\[ \lesssim \sum_{T' \in \mathcal{T}_{h,T}} e_{u,T'}^2, \]
where we have used the orthogonal approximation property \([20]\) and the definition of \(sT\) to pass to the penultimate line.

The conclusion is now straightforward.

**Summing over \(T \in \mathcal{T}_h\), we have the following lower bound for the error estimator.**

**Theorem 4.6 (Lower bound).** Under the assumption of Theorem \([4.4]\) we have the lower bound
\[ \eta_h^2 \lesssim e_u^2 + e_p^2 + \text{osc}^2(f, T_h). \]  
(53)
5. Nonhomogeneous Dirichlet boundary condition

In this section, we give a short comment for the nonhomogeneous Dirichlet boundary condition. Except for the boundary conditions, we keep the same settings as before, now, we consider the following problem

\[-\nu \Delta u + \nabla p = f \quad \text{in } \Omega,\]
\[\nabla \cdot u = 0 \quad \text{in } \Omega,\]
\[u = g \quad \text{on } \partial \Omega,\]

where \(g\) satisfies the compatibility condition \(\int_{\partial \Omega} g \cdot n = 0\) (\(n\) is the unit vector normal to \(\partial \Omega\)).

Consider \(u_D \in [H^1(\Omega)]^d\), satisfying

\[\nabla \cdot u_D = 0 \quad \text{in } \Omega,\]
\[u_D = g \quad \text{on } \partial \Omega.\]

According to the Helmholtz decomposition of a vector field in \([L^2(\Omega)]^d\), the solution of (55) exists. Then, a weak solution \((u, p) \in [H^1(\Omega)]^d \times Q\) to problem (54) can be obtained as \(u = u_0 + u_D\), where \(u_0 \in V\) is such that

\[\nu(\nabla u_0, \nabla v) - (\nabla \cdot v, p) = (f, v) - \nu(\nabla u_D, \nabla v) \quad \forall v \in V,\]
\[(\nabla \cdot u_0, q) = 0 \quad \forall q \in Q.\]

Next, we consider the HHO solution for discrete problem (42). Let \(u_{h,D} := ((u_{T,D})_{T \in T_h}, (u_{F,D})_{F \in F_h}) \in V_h^k\) be such that

\[u_{T,D} = 0 \quad \forall T \in T_h, \quad u_{F,D} = \pi_{F}^0 g \quad \forall F \in F_h, \quad u_{F,D} = 0 \quad \forall F \in F_h^i.\]

Then, the HHO solution \((u_h, p_h) \in V_h^k \times Q_h\) is obtained as \(u_h = u_{h,0} + u_{h,D}\) with \(u_{h,0} \in V_{h,0}^k\) such that

\[\nu a_h(u_{h,0}, v_h) + b_h(v_h, p_h) = (f, v_h) - \nu a_h(u_{h,D}, v_h) \quad \forall v_h \in V_{h,0}^k,\]
\[b_h(u_{h,0}, q_h) = 0 \quad \forall q_h \in Q_{h}^k.\]

6. Numerical examples

In this section, we shall present numerical results to demonstrate the accuracy of the theoretical estimates in the previous sections and the effectiveness of the proposed estimator. The effectivity index is defined as

\[\text{eff} := \left(\frac{e_u^2 + e_p^2}{\eta_h^2}\right)^{\frac{1}{2}}.\]

The constant behavior of the effectivity index will be checked in the following numerical examples, which shows that the constants of equivalence between exact and estimated errors are independent of the meshsize.

The mesh elements marked strategy follows from the Dörfler criterion

\[\sum_{T \in M_h} \eta_T^2 \geq \theta \sum_{T \in T_h} \eta_T^2, \quad 0 < \theta < 1,\]

in which, the elements with larger error indicators are put into the marked set \(M_h\) until the condition (58) is satisfied. Then the marked elements are refined to obtain a new mesh by connecting the barycenter of each element to the mid-point of each edge corresponding to this element. This method was also used in [26, 29]. We should also note that, in the above mentioned refinement, all the marked elements will be refined into several quadrilaterals.

The following numerical examples are implemented through FEALPy [37], and the marking parameter \(\theta\) is set to be 0.3. The convergence rates of errors with respect to degrees of freedom denoted by \(\sharp\text{Dof}\), and it is easy to find that \(h = O(\sharp\text{Dof}^{-\frac{1}{2}})\) for two-dimensional quasiuniform mesh.
6.1. Example 1

Let domain $\Omega = (0, 1) \times (0, 1)$ and the exact solution be set as in [38]:

$$
\begin{aligned}
    u &= \left( -e^x(y \cos(y) + \sin(y)) \right) e^x y \sin(y), \\
p &= 2e^x \sin(y) - (2(1 - e)(\cos(1) - 1)).
\end{aligned}
$$

In this example, by fixing the polynomial order $k = 1$ and $\nu = 1$, we test the different initial meshes as exhibited in Figure 1 and the generation of these meshes has been described in detail in [25]. Since the analytical solution is smooth, we expect an optimal convergence in terms $\eta_h$, $e_u$ and $e_p$. The effectivity index, errors and the corresponding convergence orders on different meshes are listed in Table 1. From the table, we can observe that the orders of $\eta_h$, $e_u$ and $e_p$ converge to the half of 2 (i.e. $k + 1$) with respect to the degrees of freedom and, the efficiency index is close to constant 1. These results agree with our analytical predictions.

![Figure 1: Example 1: Illustrations of meshes.](image)

| $\mathcal{T}_h$ | $\# \text{Dof}$ | $\eta_h$ order | $e_u$ order | $\# \text{Dof}$ | $e_p$ order | eff |
|-----------------|-----------------|---------------|-------------|-----------------|-------------|-----|
| $\mathcal{T}_h^1$ | 208             | 2.0576e-02    | -           | 48              | 4.2086e-03  | 1.0532 |
|                 | 704             | 6.3603e-03    | 0.98        | 144             | 1.1752e-03  | 1.0788 |
|                 | 2752            | 1.7418e-03    | 0.95        | 576             | 3.4250e-04  | 1.0780 |
|                 | 10880           | 4.6650e-04    | 0.96        | 2304            | 7.1956e-05  | 1.0825 |
|                 | 43264           | 1.1819e-04    | 0.99        | 9216            | 1.2948e-05  | 1.0627 |
| $\mathcal{T}_h^2$ | 256             | 1.6132e-02    | -           | 48              | 7.7473e-04  | 1.0513 |
|                 | 760             | 6.1341e-03    | 0.98        | 192             | 2.2254e-04  | 1.0589 |
|                 | 3712            | 1.0488e-03    | 1.01        | 768             | 4.6632e-05  | 1.0613 |
|                 | 14592           | 2.6381e-04    | 1.00        | 3072            | 8.6231e-06  | 1.0616 |
|                 | 57856           | 6.6154e-05    | 1.00        | 12288           | 1.5407e-06  | 1.0616 |
| $\mathcal{T}_h^3$ | 502             | 1.3367e-02    | -           | 75              | 1.6235e-03  | 1.0805 |
|                 | 1004            | 6.1341e-03    | 1.00        | 192             | 2.2254e-04  | 1.0589 |
|                 | 2016            | 3.0767e-03    | 1.01        | 768             | 4.6632e-05  | 1.0613 |
|                 | 7744            | 4.9017e-04    | 0.99        | 3072            | 8.6231e-06  | 1.0616 |
|                 | 116224          | 9.8336e-05    | 1.00        | 12288           | 1.5407e-06  | 1.0616 |
| $\mathcal{T}_h^4$ | 502             | 9.9420e-03    | -           | 75              | 2.1951e-03  | 1.0901 |
|                 | 2024            | 2.5498e-03    | 0.95        | 396             | 5.4604e-04  | 1.0407 |
|                 | 7744            | 6.7444e-04    | 0.98        | 1584            | 1.4445e-04  | 1.0702 |
|                 | 30272           | 1.7793e-04    | 0.98        | 6336            | 3.0179e-05  | 1.0665 |
|                 | 119680          | 4.5649e-05    | 0.99        | 25344           | 5.3445e-06  | 1.0664 |
### 6.2. Example 2

In this example, we investigate on the efficiency index and the errors $\eta_h$, $e_u$, $e_p$ on mesh $T_h^2$ by taking polynomial orders $k = 0, 1, 2, 3$ and $\nu = 1, 10^{-1}, 10^{-3}, 10^{-6}, 10^{-10}$. Considering the following exact solution in $\Omega = (0,1) \times (0,1)$:

$$u = \begin{pmatrix} -\frac{1}{2} \cos^2(x) \cos(y) \sin(y) \\ \frac{1}{2} \cos^2(y) \cos(x) \sin(x) \end{pmatrix},$$

$$p = x^6 - y^6.$$

Firstly, we fix $\nu = 1$ to test the different polynomial orders $k = 0, 1, 2, 3$. The corresponding effectivity index and errors are reported in Table 2. Then, we fix $k = 3$ to test the viscosity constant $\nu = 10^{-1}, 10^{-3}, 10^{-6}, 10^{-10}$ with Table 3 showing the effectivity index and errors. In particular, in Table 3, we can clearly observe that the effectivity index is independent of $\nu$, which is also consistent with the theoretical results.

#### Table 2: Example 2: The errors for different polynomial orders.

| $k$ | $\sharp$Dof | $\eta_h$ order | $e_u$ order | $\sharp$Dof | $e_p$ order | eff |
|-----|-------------|----------------|-------------|-------------|-------------|-----|
| 0   | 112         | 3.9460e-01     | 2.1886e-02  | 16          | 4.9979e-02  | 0.7516 |
|     | 416         | 2.7629e-01     | 2.2661e-01  | 64          | 3.1702e-02  | 0.8282 |
|     | 1600        | 1.3835e-01     | 1.1926e-01  | 256         | 1.5324e-02  | 0.8983 |
|     | 6272        | 6.4573e-02     | 6.0779e-02  | 1024        | 6.4664e-03  | 0.9466 |
|     | 24832       | 3.1510e-02     | 3.0665e-02  | 4096        | 2.3716e-03  | 0.9742 |

| 1   | 256         | 1.0040e-01     | 9.9698e-02  | 48          | 6.5437e-03  | 0.9952 |
|     | 960         | 2.6633e-02     | 2.6573e-02  | 192         | 8.1796e-04  | 1.57  |
|     | 3712        | 6.7878e-03     | 6.7828e-03  | 768         | 1.0243e-04  | 1.54  |
|     | 14592       | 1.7080e-03     | 1.7085e-03  | 3072        | 1.3629e-05  | 1.47  |
|     | 57856       | 4.2805e-04     | 4.2841e-04  | 12288       | 1.9831e-06  | 1.40  |

| 2   | 432         | 1.1121e-02     | 1.4352e-02  | 96          | 4.2838e-04  | 1.0004 |
|     | 1632        | 1.4534e-03     | 1.4547e-03  | 384         | 3.8484e-05  | 1.81  |
|     | 6336        | 1.8428e-04     | 1.8444e-04  | 1536        | 3.4632e-06  | 1.78  |
|     | 24960       | 2.3151e-05     | 2.3170e-05  | 6144        | 3.0966e-07  | 1.76  |
|     | 99072       | 2.8866e-06     | 2.8890e-06  | 24576       | 2.7553e-08  | 1.75  |

| 3   | 640         | 7.1488e-04     | 7.1483e-04  | 160         | 1.6366e-05  | 1.0002 |
|     | 2432        | 4.5901e-05     | 4.5933e-05  | 640         | 6.9111e-07  | 2.37  |
|     | 9472        | 2.8953e-06     | 2.8974e-06  | 2560        | 2.9867e-08  | 2.31  |
|     | 37376       | 1.8756e-07     | 1.8669e-07  | 10240       | 1.3005e-09  | 2.28  |
|     | 148480      | 1.1801e-08     | 1.1798e-08  | 40960       | 5.7773e-11  | 2.26  |

### 6.3. Example 3

In this example, we consider the model problem (1) with singular solution on an L-shape domain $\Omega = ((-1,1) \times (-1,1)) \setminus ([0,1] \times (-1,0))$ (see, [39]). The domain and the corresponding initial mesh are displayed in Figure 2(a) and Figure 2(b) respectively. Here, we select the $k = 1, 2, 3, 4$, $\nu = 1$ and $f = 0$. Let $(r, \theta)$ denote the system of polar coordinates, then, the velocity and pressure are set to be

$$u = r^\lambda \left( (1 + \lambda) \sin(\theta) \Psi(\theta) + \cos(\theta) \Psi'(\theta) \right),$$

$$p = -r^{\lambda-1} \frac{(1 + \lambda) \sin((1 + \lambda)\theta) \cos(\lambda \omega)}{1 + \lambda} - \cos((1 + \lambda)\theta),$$

where

$$\Psi(\theta) = \frac{\sin((1 + \lambda)\theta) \cos(\lambda \omega)}{1 + \lambda} - \cos((1 + \lambda)\theta)$$
We know that \((\mathbf{u}, p)\) is analytic in \(\Omega \setminus \{(0, 0)\}\) and, \((\nabla \mathbf{u}, p)\) are singular at the origin. This example reflects the typical singular behavior of the solution of two-dimensional Stokes problem near the reentrant corners of the computational domain. We use a standard adaptive algorithm to resolve the singularity:

\[
\text{Solve} \rightarrow \text{Estimate} \rightarrow \text{Mark} \rightarrow \text{Refine}.
\]

Given the initial mesh, we execute the above procedure to obtain a new mesh, which is called one iteration. This process is stopped until the estimator \(\eta_h\) is less than the stopping criterion \(\text{tol}\).

In this example, we take \(\text{tol} = 0.01\). For the different polynomial orders, the \(\eta_h\), the number of iterations and degrees of freedom required to reach the tolerance are respectively displayed in Table 4, the refined meshes are plotted in Figure 3. We see that the refinements are focused on the origin, i.e., the singularity at the origin is successfully captured by the refinement. The convergence results are reported in Figure 4, where we observe that the error and estimator achieve the \((k + 1)/2\) order convergence with respect to the degrees of freedom.

\[
- \frac{\sin((1 - \lambda)\theta) \cos(\lambda \omega)}{1 - \lambda} + \cos((1 - \lambda)\theta),
\]

\[
\omega = \frac{3\pi}{2}, \quad \lambda = \frac{856399}{1572564}.
\]

6.4. Example 4

In this example, we consider the problem of flow around a circular cylinder offset slightly in a channel, the geometry and the \(T_h^4\) like initial mesh are displayed in Figure 5. The left vertical side and the right vertical
side of the whole domain are the inflow boundary and the outflow boundary, respectively. Both the inflow and outflow profile are set as

$$u = \left( \frac{6}{0.41^2} \sin \left( \frac{\pi}{4} \right) y(0.41 - y), 0 \right).$$

No-slip boundary conditions are prescribed along the top and bottom boundaries. In this fluid flow, where the cylinder is an obstacle, the velocity of the fluid around the cylinder varies considerably, so we expect our
estimator can provide a guidance for mesh refining.

Here, we take the polynomial order $k = 1$ and the viscosity $\nu = 1$. We start from the initial mesh, see Figure 5(b), and the required 8 iterations to reach the stopping criterion $tol = 0.15$. The successive refinements are plotted in Figure 6. It can be seen from these refined meshes that the local mesh refinement is carried out near the cylinder, which means that our estimator can be effective in capturing the region where the velocity changes drastically. Finally, we show the streamline of the velocity in Figure 7.

6.5. Example 5

In this test, we take the polynomial order $k = 2$, the viscosity $\nu = 1$ and, let the domain be $\Omega = (-2, 2) \times (-1, 0)$, where the geometry and the $T^2_h$-like mesh are shown in Figure 8. We consider the Stokes problem from [40, Step 22], which relates to a problem in geophysics that we want to compute the flow field of magma in the earth’s interior under a mid-ocean rift. Rifts are places where two continental plates are very slowly drifting apart (a few centimeters per year at most), leaving a crack in the earth crust that is filled with magma from below. Without trying to be entirely realistic, we model this situation by taking the source term $f = 0$ and setting the following boundary conditions:

$u = \begin{pmatrix} -1 \\ 0 \end{pmatrix}$ at $y = 0$, $x < 0$; $\quad u = \begin{pmatrix} 1 \\ 0 \end{pmatrix}$ at $y = 0$, $x > 0$; $\quad u = \begin{pmatrix} 0 \\ 0 \end{pmatrix}$ at $y = 0$, $x = 0$,

and using natural boundary conditions $[p I - \nabla u] n = 0$ everywhere else. By the settings of boundary conditons, we expect that the flow field will pull material from below and move it to the left and right ends of the domain. The discontinuity of velocity boundary conditions will produce a singularity in the pressure at the center of
the upper boundary that sucks material all the way to the upper boundary to fill the gap left by the outward motion of material at this location.

After 15 iterations, the refined meshes are shown in Figure 9. What’s more, Figure 10 gives the velocity and the corresponding streamline, which shows that the fluid transported along with the moving upper boundary and being replaced by material coming from below. Observe how the grid is refined in regions where the solution rapidly changes: On the upper boundary, we have Dirichlet boundary conditions that are −1 in the left half of the line and 1 in the right one, so there is an abrupt change at $x = 0$. Likewise, there are changes from Dirichlet to Neumann data in the two upper corners, so there is need for refinement there as well, but here the change in velocity is not as dramatic as at $x = 0$, as can also be seen in Figure 10.

7. Conclusion

In this paper, we have presented a residual type a posteriori error estimator for the hybrid high-order (HHO) method for the Stokes problem. It is proved that the proposed estimator has the upper bound and lower bound,
and this leads to the final adaptive algorithm of HHO method for the Stokes problem. The HHO method and the estimator allow the use of general meshes and support arbitrary approximation orders, which simplifies the procedure of adaptive mesh refinement and makes it easy to obtain high order computational accuracy. Some numerical examples are reported to illustrate the good performance of our estimator in the adaptive algorithm.
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Figure 10: Example 5: The velocity and the streamline.
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