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Abstract

Machine learning assisted modeling of the inter-atomic potential energy surface (PES) is revolutionizing the field of molecular simulation. With the accumulation of high-quality electronic structure data, a model that can be pretrained on all available data and finetuned on downstream tasks with a small additional effort would bring the field to a new stage. Here we propose DPA-1, a Deep Potential model with a novel attention mechanism, which is highly effective for representing the conformation and chemical spaces of atomic systems and learning the PES. We tested DPA-1 on a number of systems and observed superior performance compared with existing benchmarks. When pretrained on large-scale datasets containing 56 elements, DPA-1 can be successfully applied to various downstream tasks with a great improvement of sample efficiency. Surprisingly, for different elements, the learned type embedding parameters form a spiral in the latent space and have a natural correspondence with their positions on the periodic table, showing interesting interpretability of the pretrained DPA-1 model.

1 Introduction

Reliably representing the inter-atomic potential energy surface (PES) is core to the study of properties of molecules and materials in computational physics, chemistry, materials science, biology, etc. While electronic structure methods typically give accurate and transferable PES, they are prohibitively expensive for scaling to systems of more than thousands of atoms. On the other hand, empirical force fields are much more efficient, but are inherently limited by their accuracy in many applications. By properly integrating machine learning (ML) methodologies and physical requirements like extensiveness and symmetries, various methods have emerged to address the accuracy v.s. efficiency dilemma in the realm of PES modeling \cite{1--11}. Arguably, a new paradigm is forming: electronic structure methods are no longer used to generate the driving forces during molecular dynamics simulations but are used to generate data for training their alternatives, ML-based PES models.

Despite remarkable achievements of ML-based PES models \cite{12--14}, challenges still remain. For a domain expert who would like to apply such methodologies in their applications, a natural first question is on the efforts needed for obtaining a reliable PES model: Are there ready-to-use PES
models? If not, what would be the amount of training data and time cost required? Can we take advantage of the ever-increasing publicly-available training data?

To address these issues, there have been several efforts. On one hand, general-purpose models for various systems, such as silicon [15], phosphorus [16], water [17], metals and alloys [18–22], etc., have been developed and are directly applicable to relevant studies. However, the range of applicability of such models is typically limited to small conformation or chemical space. For example, for alloys, the majority of general-purpose ML models are developed for systems with at most two element types. On the other hand, several efficient data generation protocols have been developed [23–26], of which a representative is DP-GEN [25, 26], a concurrent learning procedure that iteratively explores the configuration space using models trained with existing data, and then labels only those configurations with high uncertainty level. Even with these protocols, the computational effort needed for complicated systems is still prohibitive. For example, to train a fairly general-purpose model for the AlMgCu alloy system, 100k density functional theory (DFT) [27, 28] calculations were ultimately performed, resulting in the cost of ten million CPU core hours [18].

With the accumulation of high-quality electronic structure data covering almost all the elements on the periodic table, it is becoming possible to systematically develop pretraining schemes, which have been widely adopted in areas like computer vision (CV) [29, 30] and natural language processing (NLP) [31, 32]. In these schemes, one first trains a unified model on large-scale datasets and then finetunes it for downstream tasks, expecting that a good representation can be learned in the first stage, and the amount of supervised data needed for the second stage will be significantly reduced. Unfortunately, most ML-based PES models are premature for such schemes at scale. Taking the widely used two versions of Deep Potential models [6, 7] as examples, the ML parameters are element-type-dependent, making it highly inefficient when the training data containing many elements. Despite some recent attempts on developing “universal” PES models [33, 34], their performance of fine-tuning on downstream tasks and large-scale applications is yet to be seen.

In this article, we propose DPA-1, a Deep Potential model with a novel attention mechanism [35, 36], which is highly effective for learning the inter-atomic interactions and, upon pretraining, can significantly reduce the additional efforts for downstream tasks. We tested DPA-1 on various systems and observed superior performance compared with existing benchmarks. Then we took AlMgCu alloy systems [18] as an example, showing that after pretraining with single-element and binary samples, DPA-1 can save around 90% ternary samples compared with the DeepPot-SE model [7]. Finally, we pretrained DPA-1 using the Open Catalyst 2020 Dataset (OC20) [36], which consists of 56 elements, and successfully applied it to various downstream tasks. We checked the interpretability of the pretrained model by looking into the learned embedding parameters for different element types, finding that the 56 elements are arranged on a spiral types, with 56 elements being contained in the latent space, which has a natural correspondence with their physical properties on the periodic table. Above all, we believe that DPA-1 and the pretraining scheme will bring the field of molecular simulation to a new stage.

We notice that there have been efforts on applying the pretraining scheme to organic molecules [37, 38] and considering tasks beyond representing the PES [39–41]. Here we focus more on extended systems and target at a much larger element space.

2 Method

Consider a system of \(N\) atoms, the elemental types are \(\mathcal{A} = \{\alpha_1, \alpha_2, \ldots, \alpha_i, \ldots, \alpha_N\}\), and the atomic coordinates are \(\mathcal{R} = \{r_1, r_2, \ldots, r_i, \ldots, r_N\}\), with \(r_i\) being the three Cartesian coordinates of atom \(i\). The PES of the system is denoted by \(E\), a function of elemental types and coordinates, i.e., \(E = E(\mathcal{A}, \mathcal{R})\). For each atom \(i\), consider its neighbors \(\{j | j \in \mathcal{N}_r(i)\}\), where \(\mathcal{N}_r(i)\) denotes the set of atom indices \(j\) such that \(r_{ji} < r_c\), with \(r_{ji}\) being the Euclidean distance between atoms \(i\) and \(j\). \(E\) is represented as the summation of atomic energies \(\{e_{1}, e_{2}, \ldots, e_{i}, \ldots, e_{N}\}\), where the atomic energy \(e_{i}\) only depends on the information of \(\mathcal{N}_r(i)\). We define \(N_i = |\mathcal{N}_r(i)|\), the cardinality of the set \(\mathcal{N}_r(i)\). We use \(\mathcal{A}^i\) to denote element types in \(\mathcal{N}_r(i)\), and \(\mathcal{R}^i \in \mathbb{R}^{N_i \times 3}\) their corresponding coordinates relative to \(i\). The atomic energy \(e_{i}\) is thus a function of \(\mathcal{A}^i\) and \(\mathcal{R}^i\). The atomic force on atom \(i\), \(\mathcal{F}_i\), is defined as the negative gradient of the total energy with respect to \(i\)’s coordinate:

\[\mathcal{F}_i = -\nabla_{r_i} E.\] (1)
We refer to Ref. [7] for a detailed discussion on several requirements on PES modeling. In particular, the PES has to be invariant under translation, rotation, and permutation of the indices of atoms with the same element types.

The details of the model architecture are introduced below. We refer to Fig. 1 for the overall pipeline to predict the atomic energy \( e_i \): from the embedded neighboring environment, through the self-attention scheme, to the symmetry-preserving descriptors, and finally to the fitting network.

2.1 Local embedding matrix with type information

We obtain the local embedding matrix with the following three steps. First, \( \mathcal{R}_i \) is mapped to the generalized coordinates \( \tilde{\mathcal{R}}_i \in \mathbb{R}^{N_i \times 4} \). In this mapping, each row of \( \mathcal{R}_i \), \( \{ x_{ji}, y_{ji}, z_{ji} \} \), is transformed into a row of \( \tilde{\mathcal{R}}_i \):

\[
\{ x_{ji}, y_{ji}, z_{ji} \} \mapsto \{ s(r_{ji}), \hat{x}_{ji}, \hat{y}_{ji}, \hat{z}_{ji} \},
\]  

(2)
where \( \{x_{ji}, y_{ji}, z_{ji}\} \) denotes the Cartesian coordinates of \( r_{ji} = r_j - r_i \), \( \hat{x}_{ji} = \frac{s(r_{ji})x_{ji}}{r_{ji}}, \hat{y}_{ji} = \frac{s(r_{ji})y_{ji}}{r_{ji}}, \hat{z}_{ji} = \frac{s(r_{ji})z_{ji}}{r_{ji}} \), and \( s(r_{ji}) : \mathbb{R} \rightarrow \mathbb{R} \) is a continuous and differentiable scalar weighting function applied to each component, defined as:

\[
s (r_{ji}) = \begin{cases} \frac{1}{r_{ji}} & r_{ji} < r_{cs} \\ \frac{1}{r_{cs}} & r_{cs} \leq r_{ji} < r_c, \quad u = \frac{r_{ji} - r_{cs}}{r_c - r_{cs}}. \\ 0 & r_c \leq r_{ji} \end{cases}
\]

(3)

Here \( r_{cs} \) is a smooth cutoff parameter that allows the components in \( \hat{R}_i \) to smoothly go to zero at the boundary of the local region defined by \( r_c \).

Second, we add the atomic type embedding as supplemental information. For atom \( i \), the type embedding map \( T_i \) is defined as:

\[
T_i = \phi_T (\alpha_i),
\]

(4)

where \( \alpha_i \) is the atomic type of atom \( i \) and \( \phi_T \) is a one-hot-like embedding network mapping from \( \alpha_i \) to a length-fixed vector.

Then, given both \( \hat{R}_i \) and type embeddings \( \{T_i \} \cup \{T_j | j \in \mathcal{N}_c (i)\} \), we define the local embedding matrix \( G_i \in \mathbb{R}^{N_i \times M_1} \):

\[
(G_i)_{ij} = G (s (r_{ji}), T_i, T_j),
\]

(5)

where \( G \) is a neural network mapping from scalar weight \( s (r_{ji}) \) and type embeddings of both center and neighbor atoms, through multiple hidden layers, to \( M_1 \) outputs. Here we simply feed the concatenated inputs into \( G \) at once, as shown in Fig. 1(b).

2.2 Attention method for building up trainable descriptors

The attention mechanism has achieved great success and played an increasingly important role in CV [42] and NLP [43]. It has become an excellent tool for modeling the importance or relevance of visual regions or text tokens, thus is potentially appropriate to reweight the interactions among neighbor atoms according to both distance and angular information.

In DPA-1, we follow the standard self-attention mechanism and obtain the queries \( Q^{i,l} \in \mathbb{R}^{N_i \times d_k} \), keys \( K^{i,l} \in \mathbb{R}^{N_i \times d_k} \), and values \( V^{i,l} \in \mathbb{R}^{N_i \times d_v} \):

\[
(Q^{i,l})_j = Q_i (G^{i,l-1})_j, (K^{i,l})_j = K_i (G^{i,l-1})_j, (V^{i,l})_j = V_i (G^{i,l-1})_j,
\]

(6)

where \( Q_i, K_i, V_i \) represent three linear transformations which output the queries and keys of dimension \( d_k \) and values of dimension \( d_v \), and \( l \) is the index of attention layer. Here we take \( G^{i,0} = G^i \).

Then we adopt the scaled dot-product attention method [35] to mix the neighbor features after calculating the attention weights:

\[
A (Q^{i,l}, K^{i,l}, V^{i,l}, R^{i,l}) = \varphi (Q^{i,l}, K^{i,l}, R^{i,l}) V^{i,l},
\]

(7)

where \( \varphi (Q^{i,l}, K^{i,l}, R^{i,l}) \in \mathbb{R}^{N_i \times N_i} \) is attention weights. In the original attention method, one typically has \( \varphi (Q^{i,l}, K^{i,l}) = \text{softmax} \left( \frac{Q^{i,l} K^{i,l T}}{\sqrt{d_k}} \right) \), with \( \sqrt{d_k} \) being the normalization temperature. This is slightly modified to better incorporate the angular information:

\[
\varphi (Q^{i,l}, K^{i,l}, R^{i,l}) = \text{softmax} \left( \frac{Q^{i,l} K^{i,l T}}{\sqrt{d_k}} \right) \odot \hat{R}^{i} (\hat{R}^{i})^T,
\]

(8)

where \( \hat{R}^{i} = \frac{R^{i}}{\|R^{i}\|_2} \in \mathbb{R}^{N_i \times 3} \) denotes normalized relative coordinates and \( \odot \) means element-wise multiplication. Intuitively, in the neighborhood of center atom \( i \), neighbor atom \( k \) may be highly correlated with \( j \) when both the relative distance attention \( (Q^{i,l})_j (K^{i,l})_j^T \) and normalized product of relative coordinates \( \frac{r_{ji}(r_{ki})^2}{r_{ji}r_{ki}} \) have high scores.
Then we add layer normalization in a residual way to finally obtain the self-attentioned local embedding matrix $\hat{G}^i$ in one such attention layer:

$$G_{i,l} = G_{i,l} - 1 + \text{LayerNorm}(A(Q_{i,l}, K_{i,l}, V_{i,l}, R_{i,l})).$$

(9)

We also tried other attention related tricks such as pre-layer normalization, multi-head attention, etc., which brought little improvement. In practice, as shown in Fig. 1(c), we repeated this procedure by $l (l \geq 2)$ times for a more complete representation.

Next, we define the encoded feature matrix $D_i \in \mathbb{R}^{M_1 \times M_2}$ of atom $i$:

$$D_i = (\hat{G}^i) (\hat{R}^i)^T \hat{G}^i.$$  

(10)

where $\hat{G}^i$ stands for a sub-matrix of $\hat{G}^i$, which takes the first $M_2 (< M_1)$ columns of $\hat{G}^i$. Here the feature matrix $D_i$, i.e., the descriptor, preserves all the invariance mentioned above, of which the proof can be found in Ref. [7]. We then pass the reshaped $D_i$, concatenated with the type embedding parameters of the center atom, through the multi-layer fitting network:

$$e_i = e(D_i, T_i).$$

(11)

The total energy of the system is then given as the summation of $e_i$, and the atomic force $F_i$ can be further computed via Eq. 1.

### 2.3 Model (pre-)training and finetuning

For model training or pretraining, we adopted the Adam stochastic gradient descent method [44] on all the trainable parameters $w$ inside the model to minimize the loss:

$$L_w(E^w, F^w) = \frac{1}{|B|} \sum_{t \in B} \left( p_e |E_t - E^w_t|^2 + p_f |F_t - F^w_t|^2 \right).$$

(12)

Here $B$ represents a minibatch, $|B|$ is the batch size, $t$ denotes the index of the training sample. $E^w, F^w$ denote the model outputs and $E, F$ are the corresponding DFT results. We also adopted a scheduler to tune the prefactors $p_e$ and $p_f$ during the training process to make a better balance between energy and force labels. Virial errors, which are omitted here, can be added to the loss for training if available.

To finetune the pretrained model with a new dataset, we first change the energy bias in the last layer of the pretrained model with the new statistical results of the new dataset, and then we fix part of the parameters in the pretrained model and train the remaining. For the following experiments, we obtained the best performance when only the type embedding parameters are fixed.

### 3 Experiments

We conducted a number of experiments to evaluate the performance of DPA-1. First, we trained it from scratch against various systems and compared it with several schemes. Then, we used an AlMgCu dataset to test its ability to transfer to ternary systems upon pretraining with single-element and binary data. Finally, we pretrained DPA-1 using the OC2M subset in OC20 dataset [36] and applied it to various downstream tasks. To illustrate the effectiveness of the type-embedding and attention schemes, we compared against DeepPot-SE model [7] in all the experiments. In the following, we shall introduce first the datasets we used, and then the experiments we conducted.

### 3.1 Datasets

**Simple bulk systems** [6]. This small dataset contains two types of systems. The first type includes general systems, such as relatively easy Cu, Ge, Si, Al$_2$O$_3$ with one single solid phase, and more challenging systems like C$_5$H$_5$N (pyridine) and TiO$_2$ with two and three phases, respectively. The second type of systems contains a grand-canonical-like system of supported Pt clusters on a MoS$_2$ slab and a CoCrFeMnNi high entropy alloy (HEA) system.
Table 1: Prediction RMSE of energies (meV/atom) and atomic forces (meV/Å) given by DPA-1 (OC2M-pretrained), DPA-1 (from scratch), EANN, and DeepPot-SE. DPA-1 (OC2M-pretrained) means that the results were obtained by finetuning a DPA-1 model pretrained using the OC2M dataset. For training DPA-1, EANN, and DeepPot-SE, 10%, 15∼20%, and 90% randomly sampled data points are used, respectively. Bold numbers correspond to lowest values.

| Systems | Sub-systems | Energy (meV/atom) and Force (meV/Å) RMSE |
|---------|-------------|------------------------------------------|
|         |             | DPA-1 (OC2M-pretrained)                  | DPA-1 | EANN | DeePot-SE |
| Cu      | FCC solid   | 0.12 | 86 | 0.14 | 88 | 0.16 | 89 | 0.18 | 90 |
| Ge      | diamond solid | 0.09 | 21 | 0.10 | 24 | **0.07** | 31 | 0.35 | 38 |
| Si      | diamond solid | 0.09 | 23 | 0.11 | 25 | **0.08** | 28 | 0.24 | 36 |
| Al₂O₃   | Trigonal solid | 0.08 | 40 | 0.08 | 41 | 0.11 | 51 | 0.23 | 49 |
| C₅H₅N  | Pyridine-I | 0.17 | 21 | 0.21 | 23 | **0.17** | 41 | 0.38 | 25 |
|         | Pyridine-II | 0.24 | 29 | 0.26 | 32 | 0.35 | 49 | 0.65 | 39 |
| TiO₂    | Rutile | 0.56 | 109 | 0.62 | 112 | **0.51** | 133 | 0.96 | 137 |
|         | Anatase | 0.87 | 144 | 0.91 | 151 | 1.03 | 183 | 1.78 | 181 |
|         | Brookitie | 0.50 | 88 | 0.52 | 91 | 0.55 | 96 | 0.59 | 94 |
| MoS₂ +Pt | MoS₂ slab | 0.14 | 11 | 0.17 | 12 | 0.26 | 19 | 5.26 | 23 |
|         | bulk Pt | 0.25 | 41 | 0.26 | 43 | 0.38 | 64 | 2.00 | 84 |
|         | Pt surface | 0.59 | 45 | 0.68 | 45 | 3.8 | 86 | 6.77 | 105 |
|         | Pt cluster | 1.21 | 41 | 1.33 | 41 | 9.7 | 152 | 30.6 | 201 |
|         | Pt on MoS₂ | 4.43 | 86 | 5.02 | 88 | **1.33** | 91 | 2.62 | 94 |
| CoCrFe  | rand.occ.I | **1.31** | 367 | 1.43 | 387 | 2.3 | 410 | 1.68 | 394 |
| MnNi    | rand.occ.II | **1.74** | 381 | 1.93 | 389 | 3.3 | 415 | 5.29 | 410 |

**AlMgCu alloy systems** [18]. This dataset is generated using DP-GEN [26], a concurrent learning scheme. After exploring 2.73 billion alloy configurations (derived from ~2000 bulk and surface systems), only a small portion (~100k configurations) of them are labeled then compose the compact dataset. The exploration runs in the whole concentration space, i.e., AlₓCuᵧMgₜ with 0 ≤ x, y, z ≤ 1, x + y + z = 1, and x, y, z take discrete values permitted by the finite-size simulation boxes. We can divide the systems into single, binary and ternary subsets, in name of the number of non-zero x, y, z. The configuration space covers a temperature range around 50.0 K to 2579.8 K and a pressure range around 1 bar to 50000 bar.

**Solid-state electrolyte (SSE) systems** [45]. These systems contain Li₁₀XP₂S₁₂-type SSE materials, where X represents single or combination of Ge/Si/Sn, and can be divided into three main parts: init, mix and single. The init part comes from standard DP-GEN scheme starting from 590 structures that are generated via slightly perturbing DFT-relaxed crystal structures Li₁₀Ge(PS₆)₂, Li₁₀SiP₂S₁₂ and Li₁₀SnP₂S₁₂ from Materials Project [46]. The exploration covers both ordered structures relaxed by DFT (i.e. structures downloaded from the Materials Project database, in which the position of Ge/Si/Sn/P atoms are fixed) and disordered structures whose 4d sites are randomly occupied by Ge/Si/Sn/P. Based on the init part, the mix part contains further exploration in binary and ternary mixture of Ge/Si/Sn, while the single part covers only single X in Ge/Si/Sn with other changes in lattice and ratio of Li.

**HEA systems.** The High Entropy Alloy HEA dataset includes bulk TaNbWMoVAl alloy systems of various configurations and compositions. We employ DP-GEN to explore the composition space, starting from Ta₃Nb₃W₃Mo₃V₃Al₁, a 16-atom unit cell containing the former 5 elements as main components and Al as an additive. The dataset is divided into two subsets: interior and exterior. The interior (higher entropy) subset includes composition variations near the starting point. It covers six-component, quinary, quaternary and ternary alloys. The exterior (lower entropy) subset includes systems that are close to the corners and edges of the composition space. It includes systems where
Table 2: Validation RMSE of DPA-1 and DeepPot-SE on energy (meV/atom) and atomic forces (meV/Å) with different settings of the training/validation sets (See Sec. 3.1 for details). Bold numbers correspond to lower values.

| Systems | Training | Validation | DPA-1 | DeepPot-SE |
|---------|----------|------------|-------|------------|
|         |          |            | Energy | Force | Energy | Force |
| AlMgCu  | single + binary | ternary | 6.99 | 38 | 65.1 | 92 |
|         | all (single + binary + ternary) | ternary | 2.26 | 35 | 3.16 | 42 |
|         | all | all | 2.74 | 38 | 3.67 | 45 |
| SSE     | init + single | mix | 0.56 | 60 | 0.72 | 76 |
|         | init + mix | single | 3.72 | 69 | 3.76 | 82 |
|         | all (init + single + mix) | all | 1.41 | 68 | 2.92 | 85 |
| HEA     | interior | exterior | 4.54 | 86 | 292 | 369 |
|         | exterior | interior | 2.88 | 62 | 61.2 | 276 |
|         | all (interior + exterior) | all | 4.34 | 60 | 27.2 | 108 |

one or two elements dominate, binary alloys and simple substance systems. For both subsets, the temperature range is around 50.0 K to 388.1 K and the pressure range is around 1 bar to 50000 bar.

OC20 [36]. OC20 consists of single adsorbates (small molecules) physically binding to the surfaces of catalysts covering periodic bulk materials with 56 elements. Both the chemical diversity and system size are much more complex than other benchmark datasets, such as MD17 [47], ANI-1x [24] or QM9 [48]. OC2M is a subset including 2 million data points (energies and forces) randomly sampled from OC20, which is still challenging for model training and decent for pretraining. Johannes et al. recently provided several baselines on OC2M, taking months to converge [34].

3.2 Accuracy on various datasets, trained from scratch

As shown in Table 1, we trained DPA-1 from scratch on simple bulk systems and compared with the embedded atom neural network potential (EANN) [10] and DeepPot-SE. For training DPA-1 and EANN, only 10% and 15∼20% randomly selected data points are used respectively, while DeepPot-SE used 90%. The results show that, even with less training samples and trained from scratch, DPA-1 still mostly outperforms the other methodologies, especially in terms of force prediction accuracy.

To further test the model’s ability to transfer among different compositions, we designed several challenging tasks. For AlMgCu, SSE, and HEA systems, we divided them into subsets with different compositions for training and validation (See Sec. 3.1 for details). The results of DPA-1 and DeepPot-SE are shown in Table 2. With the training loss nearly the same (omitted in the table), DPA-1 drastically outperforms DeepPot-SE in validation accuracy. For example, for AlMgCu systems, when trained only on single-element and binary samples, the validation RMSE of DPA-1 on ternary samples can outperform DeepPot-SE by one order of magnitude (6.99 versus 65.1 meV/atom). This suggests that the DPA-1 model might have learned the latent interactions of ternary pairs Al-Mg-Cu from binary pairs Al-Mg, Al-Cu, Mg-Cu, and single-element interactions, possibly thanks to the type-embedding scheme and attention mechanism.

To test the performance of DPA-1 in terms of predicting more physical quantities, we used it to calculate the elastic moduli of AlMgCu systems, which requires accurately capturing the second-order information. As shown in Fig. A.1, satisfactory results are obtained.

3.3 Sample efficiency of pretrained models

As shown in Fig. 2, we use the learning curves to illustrate in terms of the amount of additional training data saved for downstream tasks thanks to model pretraining. In all the experiments, the learning curves were generated by an active learning procedure, in which a pool of data labeled by energy and force is prepared and three steps are repeated iteratively: using samples in the training pool to train the model; testing the model using the remaining samples; selecting 50 samples with the largest prediction errors on per-atom energies and adding them to the training pool. We use the term sample efficiency to denote the amount of training samples required by a model to achieve a given accuracy level for a certain task.
We started with a relatively simple task to compare DeepPot-SE and DPA-1. In this task, both the two models were pretrained using single-element and binary subsets of the AlMgCu systems, and the learning curves were obtained using the AlMgCu ternary subset. As shown in Fig. 2(a), DPA-1 exhibits a much better sample efficiency than DeepPot-SE, which should be expected.

Next, we used the OC2M dataset, which contains 56 elements, to pretrain DPA-1 and evaluated its performance on the HEA systems and the AlCu systems (Figs. 2(b) and (c), respectively). As shown in Fig. 3(c), the training cost of DeepPot-SE scales quadratically with the number of elements, making its pretraining computationally infeasible, while the number of elements has no effects on the training cost of DPA-1. It is observed that the sample efficiency of DPA-1 pretrained on OC2M is generally better than DPA-1 from scratch, while DeepPot-SE from scratch is the worst. Moreover, compared with AlCu systems, the improvement of pretraining is much more significant for HEA systems, possibly due to the fact that the number of elements of HEA is much larger than AlCu, and the local chemical environment is much more complicated.

We notice that several methods, such as Gemnet [11] etc, have produced similar models on OC2M dataset, while the corresponding models have billions of parameters and the training procedure usually needs thousands of GPU hours to converge. DPA-1 only takes less than 200 GPU hours for training with less than one million parameters and achieves decent results (energy MAE 0.681 vs 0.286 eV for DPA-1 and Gemnet-OC [34]). DPA-1 is also quite efficient for molecular dynamics studies, which will be left to future works.

3.4 Interpretability of type embedding learned from pretraining

To see whether DPA-1 can learn physically meaningful information from pretraining, we investigated the 3-dimensional principal component analysis (PCA) visualization of the learned type embeddings in the OC2M-pretrained model. Interestingly, as shown in Fig. 5(a), the arrangement of the elements generally follows the shape of a downward spiral. Elements belonging to the same period are lined up in the direction of the spiral; while elements belonging to the same family are listed in the direction orthogonal to the spiral. Even though some transition metal elements are almost bounded together, this rule still roughly holds. It is observed that C, N and O are outliers, possibly because in OC2M, C, N and O are mostly in organic molecules, which serve as adsorbates and have chemical environments that are very different from other elements.

In addition, we performed interpolation experiments for the type embedding of Li, an element unseen in OC2M. As shown in Fig. 5(b), we let \( T_{Li} = \lambda (Na) \ast T_{Na} + (1 - \lambda (Na)) \ast T_H \), since Li lies between H and Na in the same family. When tested on the SSE system, only the bias in the atomic
energy is changed, since the setup of the electronic method used to label the SSE system is different from that for OC2M, which typically causes an energy shift. It is found that the RMSE of energy and force shows a sudden drop when $\lambda (Na) = 0.7$, which meets the chemical intuition and further confirms the interpretability of the pretrained DPA-1 model.

4 Summary

In this paper, we developed DPA-1, an attention-based Deep Potential model that allows for large-scale pretraining on atomistic datasets. We tested DPA-1 from different aspects, showing its excellent performance in terms of its accuracy on various datasets when trained from scratch, as well as its sample efficiency when pretrained with existing data. Further investigations on the type embedding parameters suggest the interpretability of DPA-1 pretrained on OC2M.

In the future, it will be of interest to extend the training dataset to cover the full periodic table, and, in particular, see a more converged “spiral” in the latent space; the embedding information of local chemical environments may be useful to characterize different conformations. Multi-task and unsupervised training schemes would worth exploring; and, for downstream tasks, just like what has happened in the fields of CV and NLP, schemes like model compression, distillation, and transfer, etc., are desperately needed. We leave these possibilities and more applications to future works.
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Figure A.1: Test of trained DeepPot-SE and DPA-1 models on shear (a) and bulk (b) moduli of AlMgCu systems. Both DeepPot-SE and DPA-1 models are trained on all subsets of AlMgCu systems, while 10%-DPA-1 model used less ternary samples (10%).

A  Test on elastic moduli

Test results of elastic moduli of AlMgCu systems are shown in Fig. [A.1] with the overall RMSE of both moduli are respectively 7.41, 5.41 and 7.56 GPa for DeepPot-SE, DPA-1 and 10%-DPA-1. Finite difference method is used to calculate the elastic moduli, where the maximum norm and shear deformation with respect to the equilibrium conformation are both 2%.

B  Hyperparameters in sample efficiency tests

To generate the learning curves of sample efficiency in Sec. 3.3, we started from 50 randomly selected samples and set the training steps to be 10w during each iteration. The probabilities to visit the historical and newly added samples are set to 0.9 and 0.1, respectively.

C  Code availability

The codes of DPA-1 are in the repository of DeePMD-kit: https://github.com/deepmodeling/deepmd-kit. All the experiments are performed on single Nvidia® Tesla V100.