A Covariance matrix adaptation evolution strategy

Identifying suitable parameters of a neural field model is a non-linear optimization problem. In this study, we used a semi-automatic approach to solve it. We split the optimization problem into a linear and non-linear part:

1. After we have simulated our neural field model with some model parameters $\mathbf{x} \in \mathbb{R}^{13}$ and obtained the spatio-temporal patterns of the excitatory and inhibitory layer in response to the stimuli used for system identification, we can compute the values $\lambda_u, \lambda_v,$ and $c$ using the ordinary least-squares (OLS) method under the constraints $\lambda_u, \lambda_v \geq 0,$ see Eq 6 in the main paper. This yields the optimal values for $\lambda_u, \lambda_v,$ and $c$ in terms of the mean squared error between aggregated model signal and observed dye patterns for the given activities of the excitatory and inhibitory layer $u$ and $v,$ respectively.

2. For additional fine-tuning of the model parameters $g_{uu}, g_{uv}, g_{vu}, \beta_u, \beta_v, h_u,$ and $h_v$, we use a randomized direct optimization algorithm described below.

The objective function in the non-linear part of our model identification procedure is non-convex, non-differentiable, and multi-modal (i.e., there are undesired local optima). Our method of choice for such problems is the covariance matrix adaptation ES (CMA-ES) explained in the following.

The covariance matrix adaptation evolution strategy. Evolution strategies are randomized direct optimization algorithms [1–4]. They are one of the major branches of evolutionary algorithms, a class of algorithms drawing inspiration from principles of neo-Darwinian evolution theory.

Evolution strategies are iterative optimization methods. In every iteration (also referred to as generation), they sample a set of candidate solutions (the offspring) from a probability distribution over the search space, evaluate these points using the objective function $f,$ and construct a new probability distribution over the search space. In typical ESs, this search distribution is parameterized by a set of candidate solutions, the parent population, and by parameters of the variation operators that are used to create the offspring from the parent population.

Evolution strategies are most frequently applied to real-valued optimization. Arguably the most elaborate ES for real-valued optimization is the covariance matrix adaptation ES (CMA-ES, [5–9]). It relies on Gaussian mutations, that is, solutions are modified by adding random vectors drawn according to multi-variate zero-mean normal distributions. The CMA-ES is a variable metric algorithm adapting the shape and strength of its Gaussian search distribution. “[The] CMA-ESs represent the state-of-the-art in evolutionary optimization in real-valued $\mathbb{R}^n$ search spaces” [4]. This claim is backed up by many performance comparisons across different suites of benchmark problems [5,7,10–13].

The CMA-ES has been successfully applied for adapting neural dynamics in previous studies. In particular, the algorithm has been compared with the BFGS (Broyden -
Algorithm 1: rank-$\mu$ CMA-ES

1 initialize $m^{(0)} = x^{\text{init}}$, $\sigma^{(0)}$, evolution paths $p_\sigma^{(0)} = p_c^{(0)} = 0$ and covariance matrix $C^{(0)} = I$ (unity matrix)

// $k$ counts number of generations
2 for $k = 0, \ldots$ do

   // create new offspring
   3 for $l = 1, \ldots, \lambda$ do $x_l^{(k+1)} \sim N(m^{(k)}, \sigma^{(k)} C^{(k)})$

   // evaluate new offspring
   4 for $l = 1, \ldots, \lambda$ do $y_l^{(k+1)} = f(x_l^{(k+1)})$

   // recombination and selection
   5 $m^{(k+1)} \leftarrow \sum_{i=1}^\mu w_i x_i^{(k+1)}$

   // step size control
   6 $p_\sigma^{(k+1)} \leftarrow (1 - c_\sigma) p_\sigma^{(k)} + \sqrt{c_\sigma(2 - c_\sigma)c_\text{eff}} C^{(k)} \frac{1}{\sigma^{(k)}} m^{(k+1)} - m^{(k)}$

   7 $\sigma^{(k+1)} \leftarrow \sigma^{(k)} \exp \left( \frac{c_\sigma}{2} \left( \frac{||p^{(k+1)}||}{||N(0, I)||} - 1 \right) \right)$

   // covariance matrix update
   8 $p_c^{(k+1)} \leftarrow (1 - c_c) p_c^{(k)} + \sqrt{c_c(2 - c_c)c_\text{eff}} m^{(k+1)} - m^{(k)}$

   9 $C^{(k+1)} \leftarrow (1 - c_{\text{cov}}) C^{(k)} + \frac{c_{\text{cov}}}{\mu_{\text{cov}}} p_c^{(k+1)} p_c^{(k+1)T} + c_{\text{cov}} \left( 1 - \frac{1}{\mu_{\text{cov}}} \right) \sum_{i=1}^\lambda w_i z_i^{(k)} z_i^{(k)T}$

Fletcher - Goldfarb - Shanno) method based on analytically derived gradients for learning the parameters of neural fields, and the CMA-ES clearly outperformed the quasi-Newton method [14, 15]. An application of the CMA-ES to modelling of human car driving behavior using neural attractor dynamics is presented in [16].

We can only expect very weak convergence results for optimization of non-differentiable and multi-modal objective functions in real-valued search spaces. Loosely speaking, if we store the best solution found so far in the optimization process, impose a lower bound on the step size\(^1\), and assume that we just need to determine the optimal solution with an accuracy of $\epsilon > 0$, then the CMA-ES converges if the number of iterations goes to infinity, see [17] for details.

The CMA-ES in detail. For completeness, we briefly describe the CMA-ES as used in this article closely following [9]. For more detailed information, we refer to the literature [5–9].

In each generation $k$ of the CMA-ES, which is shown in Algorithm 1, the $l$th offspring $x_l^{(k+1)} \in \mathbb{R}^n$, $l \in \{1, \ldots, \lambda\}$, is generated by additive multi-variate Gaussian mutation and weighted global intermediate recombination:

$$x_l^{(k+1)} \leftarrow m^{(k)} + \sigma^{(k)} z_l^{(k)}$$

with mutation $\sigma^{(k)} z_l^{(k)} \sim \sigma^{(k)} N(0, C^{(k)})$ and recombination $m^{(k)} \leftarrow \sum_{i=1}^\mu w_i x_i^{(k)}$. Here $x_l^{(k+1)}$ denotes the $l$th best individual of the $\lambda$ offspring ranked according to the values $y_l^{(k+1)} = f(x_l^{(k+1)})$ of the objective functions $f : \mathbb{R}^n \rightarrow \mathbb{R}$. Considering the best $\mu$ of the

\(^1\)To be more precise, in the CMA-ES we impose a lower bound on the global step size times the smallest eigenvalue of the covariance matrix of the mutation distribution.
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The matrix $C^{-\frac{1}{2}}$ is defined as $BD^{-1}B^T$, where $BD^2B^T$ is an eigendecomposition of $C$ ($B$ is an orthogonal matrix with the eigenvectors of $C$ and $D$ a diagonal matrix with the corresponding eigenvalues) and sampling $\mathcal{N}(\mathbf{0}, C)$ is done by sampling $BD\mathcal{N}(\mathbf{0}, I)$.

The CMA-ES is robust in the sense that it does not rely on tweaking of hyperparameters. The values of the learning rates and the damping factor are well considered and have been validated by experiments on many basic test functions [6]. *They need not be adjusted dependent on the problem and are therefore no hyperparameters of the algorithm.* Also the population sizes can be set to default values, which are $\lambda = \max(4 + \lfloor 3\ln n \rfloor, 5)$ and $\mu = \lfloor \frac{\lambda^2}{2} \rfloor$ for offspring and parent population, respectively. If we fix $C^{(0)} = I$, the only hyperparameter to be chosen problem dependent is the initial global step size $\sigma^{(0)}$. 
B Linear stability analysis of the homogeneous solution

We perform a standard linear stability analysis of the homogeneous solution of the DNF equations 1 and 2 of the main paper in the absence of afferent input. We follow the classic approach of von der Malsburg [19] (see also [20,21]). The field equations without input are written as

\[
\begin{align*}
\tau_u \frac{\partial u(x,t)}{\partial t} &= -u(x,t) + h_u + \int w_{uu}(x-x') f_u[u(x',t)] dx' - g_{uv} f_v[v(x,t)] \\
\tau_v \frac{\partial v(x,t)}{\partial t} &= -v(x,t) + h_v + \int w_{vu}(x-x') f_u[u(x',t)] dx'.
\end{align*}
\]

are written as

\[
\begin{align*}
\tau_u \dot{u}(x,t) &= -u(x,t) + h_u + (f_u(u) * w_{uu})(x) - g_{uv} f_v(v) \\
\tau_v \dot{v}(x,t) &= -v(x,t) + h_v + (f_u(u) * w_{vu})(x).
\end{align*}
\]

Here \(\ast\) denotes convolution and \(\dot{u}(x,t) := \frac{\partial u(x,t)}{\partial t}, \dot{v}(x,t) := \frac{\partial v(x,t)}{\partial t}, (f_u(u))(x) := f_u(u(x,t)),\) and \((f_u(v))(x) := f_u(v(x,t)).\) We assume the weight functions to be translation invariant and isotropic.

We restrict our considerations to the homogeneous solution of the system with \(u(x,t) = \bar{u}_0\) and \(v(x,t) = \bar{v}_0\) for all \(x\) and \(t:\)

\[
\begin{align*}
0 &= -\bar{u}_0 + h_u + f_u(\bar{u}_0) W_{uu} - g_{uv} f_v(\bar{v}_0) \\
0 &= -\bar{v}_0 + h_v + f_u(\bar{u}_0) W_{vu} ,
\end{align*}
\]

with \(W_{uu} = \int w_{uu}(x') dx'\) and \(W_{vu} = \int w_{vu}(x') dx'.\) We consider small perturbations \(\epsilon(x,t) = u(x,t) - \bar{u}_0\) and \(\eta(x,t) = v(x,t) - \bar{v}_0\) at time step \(t:\)

\[
\begin{align*}
\tau_u \dot{\epsilon}(x,t) &= -\bar{\epsilon}_0 + \epsilon(x,t) + h_u + (f_u(\bar{u}_0) + \epsilon) * w_{uu}(x,t) - g_{uv} f_v(\bar{v}_0 + \eta(x,t)) \\
\tau_v \dot{\eta}(x,t) &= -\bar{\eta}_0 + \eta(x,t) + h_v + (f_u(\bar{u}_0) + \epsilon) * w_{vu}(x,t).
\end{align*}
\]

By replacing the transfer function \(f\) by its first-order Taylor approximation the system is linearized:

\[
\begin{align*}
\tau_u \dot{\epsilon} &\approx -\bar{\epsilon}_0 - \epsilon + h_u + (f_u(\bar{u}_0) + \epsilon f'_u(\bar{u}_0)) * w_{uu} - g_{uv} f_v(\bar{v}_0 + \eta(x,t)) \\
\tau_v \dot{\eta} &\approx -\bar{\eta}_0 - \eta + h_v + (f_u(\bar{u}_0) + \epsilon f'_u(\bar{u}_0)) * w_{vu} ,
\end{align*}
\]

where the dependencies of \(x\) and \(t\) are removed for simplicity. We have

\[
\begin{align*}
\tau_u \dot{\epsilon} &\approx -\bar{\epsilon}_0 - \epsilon + h_u + f_u(\bar{u}_0) W_{uu} + f_u'(\bar{u}_0)(\epsilon * w_{uu}) - g_{uv} f_v(\bar{v}_0 + \eta(x,t)) \\
\tau_v \dot{\eta} &\approx -\bar{\eta}_0 - \eta + h_v + f_u(\bar{u}_0) W_{vu} + f_u'(\bar{u}_0)(\epsilon * w_{vu}) .
\end{align*}
\]

By subtracting the homogeneous solution 4 and 5 from 10 and 11 we get

\[
\begin{align*}
\tau_u \dot{\epsilon} &\approx -\epsilon + f_u'(\bar{u}_0)(\epsilon * w_{uu})(x,t) - g_{uv} \eta f'_v(\bar{v}_0) \\
\tau_v \dot{\eta} &\approx -\eta + f_u'(\bar{u}_0)(\epsilon * w_{vu})(x,t) .
\end{align*}
\]
Now we apply the Fourier transform in the spatial dimension. Let \( \hat{g} \) denote the Fourier transform of some function \( g \). Eqns 12 and 13 become

\[
\begin{align*}
\tau_u \hat{\dot{\epsilon}}(k, t) &\approx -\hat{\epsilon}(k, t) + f_u'(\tilde{u}_0) \hat{\epsilon}(k, t) \hat{\omega}_{uu}(k) - g_{uv}(\hat{\eta}(k, t) f_v'(\tilde{v}_0) \\
\tau_v \hat{\dot{\eta}}(k, t) &\approx -\hat{\eta}(k, t) + f_v'(\tilde{v}_0) \hat{\epsilon}(k, t) \hat{\omega}_{vu}(k),
\end{align*}
\]

where

\[
\hat{\omega}_{uu}(k) = \frac{a_{uu}}{\sqrt{2\pi}} e^{-\frac{k^2}{\sigma_{uu}^2}}, \quad \text{for} \quad w_{uu}(x) = \frac{a_{uu}}{\sqrt{2\pi\sigma_{uu}}} e^{-\frac{x^2}{2\sigma_{uu}^2}}
\]

and \( \hat{\omega}_{vu} \) is computed analogously. Writing Eqns 14 and 15 in vector form gives

\[
\begin{pmatrix}
\hat{\dot{\epsilon}}(k, t) \\
\hat{\dot{\eta}}(k, t)
\end{pmatrix}
\approx
A(k)
\begin{pmatrix}
\hat{\epsilon}(k, t) \\
\hat{\eta}(k, t)
\end{pmatrix},
\]

with

\[
A(k) = \begin{pmatrix}
-\tau_u^{-1} + \tau_u^{-1} f_u'(\tilde{u}_0) \hat{\omega}_{uu}(k) & -\tau_u^{-1} g_{uv} f_v'(\tilde{v}_0) \\
\tau_v^{-1} f_v'(\tilde{v}_0) & -\tau_v^{-1}
\end{pmatrix}.
\]

If the matrix \( A(k) \) has two distinct eigenvalues, the homogeneous linear differential equation 18 can be solved as

\[
\begin{pmatrix}
\hat{\dot{\epsilon}}(k, t) \\
\hat{\dot{\eta}}(k, t)
\end{pmatrix}
\approx
T(k)
\begin{pmatrix}
e^{t\lambda(k)_+} & 0 \\
0 & e^{t\lambda(k)_-}
\end{pmatrix}
T^{-1}(k)
\begin{pmatrix}
\hat{\epsilon}_0(k) \\
\hat{\eta}_0(k)
\end{pmatrix},
\]

with the initial values \( (\hat{\epsilon}_0(k), \hat{\eta}_0(k))^T \).

The columns of the matrix \( T(k) \) are the eigenvectors, where \( \lambda(k)_+ \) and \( \lambda(k)_- \) are the corresponding eigenvalues. These can be compute by setting the characteristic polynomial \( \lambda(k)^2 - \text{tr}(A(k))\lambda(k) + \det(A(k)) \) to zero:

\[
0 = \lambda(k)^2 - \lambda(k) \left( \tau_u^{-1} f_u'(\tilde{u}_0) \hat{\omega}_{uu}(k) - \tau_v^{-1} - \tau_u^{-1} \right) + \tau_u^{-1} \tau_v^{-1} (1 - f_v'(\tilde{v}_0) \hat{\omega}_{uu}(k)) + \tau_u^{-1} \tau_v^{-1} g_{uv} f_v'(\tilde{v}_0) f_u'(\tilde{u}_0) \hat{\omega}_{vu}(k).
\]

Solving this quadratic equation gives

\[
\lambda_{\pm}(k) = \frac{1}{2} \left( \tau_u^{-1} f_u'(\tilde{u}_0) \hat{\omega}_{uu}(k) - \tau_v^{-1} - \tau_u^{-1} \right) \pm \frac{1}{4} \left( \tau_u^{-1} f_u'(\tilde{u}_0) \hat{\omega}_{uu}(k) - \tau_v^{-1} - \tau_u^{-1} \right)^2
\]

\[
- \tau_u^{-1} \tau_v^{-1} (1 - f_v'(\tilde{v}_0) \hat{\omega}_{uu}(k)) - \tau_u^{-1} \tau_v^{-1} g_{uv} f_v'(\tilde{v}_0) f_u'(\tilde{u}_0) \hat{\omega}_{vu}(k).
\]

For convenience, we write

\[
\lambda_{\pm} = B \pm \sqrt{B^2 + C}.
\]

If the real part of the largest eigenvalue is negative, then the system is asymptotically stable. In our system, we have to consider a Hopf bifurcation, in which a pair of complex conjugate eigenvalues \( (\lambda_{\pm}) \) of the linearization crosses the imaginary axis of the complex plane, and a saddle point bifurcation, where two fixed points, one stable and one unstable, collide and annihilate each other.
For the first case, we assume that the imaginary part of the eigenvalues is non zero. This means $B^2 + C < 0$, which implies $C < 0$. The bifurcation occurs when the real part of $\lambda$ is zero (i.e., $\lambda_{\pm} = 0 \pm i\omega$, with $\omega \in \mathbb{R}, \omega \neq 0$). In this case, we have

$$\tau_u^{-1} f'_u(\tilde{u}_0) \hat{w}_{uu}(k) - \tau_v^{-1} - \tau_u^{-1} = 0 \quad (23)$$

and therefore

$$f'_u(\tilde{u}_0) \hat{w}_{uu}(k) = \frac{\tau_u}{\tau_v} + 1 \quad (24)$$

and applying this to the Gaussian kernel gives

$$f'_u(\tilde{u}_0) \frac{a_{uu}}{\sqrt{2\pi}} e^{-\sigma^2 k^2} = \frac{\tau_u}{\tau_v} + 1. \quad (25)$$

Thus, under the assumption that the discriminant $B^2 + C$ is negative, the system is asymptotically stable if $B < 0$ (the real part of the largest eigenvalue has to be negative, see above). That is, the following inequality has to be true

$$f'_u(\tilde{u}_0) \frac{a_{uu}}{\sqrt{2\pi}} e^{-\sigma^2 k^2} < \frac{\tau_u}{\tau_v} + 1. \quad (26)$$

Now we look at the second case where $B^2 + C \geq 0$. Then the system is obviously not asymptotically stable for $B \geq 0$, therefore we consider $B < 0$. The bifurcation point is $\lambda_{\pm} = \lambda = 0 + 0i$. From Eqn 20 we see that this equality holds if $C = 0$:

$$-\tau_u^{-1} \tau_v^{-1} \left(1 - f'_u(\tilde{u}_0) \hat{w}_{uu}(k) \right) - \tau_u^{-1} \tau_v^{-1} g_{uv} f'_v(\tilde{v}_0) f'_u(\tilde{u}_0) \hat{w}_{vu}(k) = 0 \quad (27)$$

For non negative discriminant and $B < 0$ this leads to the stability condition

$$f'_u(\tilde{u}_0) \hat{w}_{uu}(k) - 1 < g_{uv} f'_v(\tilde{v}_0) f'_u(\tilde{u}_0) \hat{w}_{vu}(k). \quad (28)$$

To summarize, the analysis reveals that the system is asymptotically stable if both, inequality 26 and inequality 28, are fulfilled.
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Figure Legends

Figure S1. Activity centers of mass in response to the bar in the LM condition. Activity centers of mass computed for each horizontal row along y-axis are shown by black dots. The distribution of the centers of mass x-coordinates indicates no tilt in the representation of the stimulus along cortical posterior-anterior, 0 – 6 mm, y-axis. Thin vertical lines outline the spatial region of the standard deviation (mean across y-axis, 0.51 – 2.55 mm) used for averaging data across x-axis.
**Figure S2. Trajectories of high-amplitude activity.** VSD responses to flashed bar, moving square, and LM stimulus (square followed by bar). Rectangles in the space-time plots emphasize the regions of interest. The small circles denote the pixel positions where activity exceeded two standard deviations computed for all conditions shown here within the region of interest. Solid black lines visualize a linear regression computed using these positions. The regression lines show the differences in the trajectories. The hypothesis that the regression coefficients are zero, which indicates no propagation, is rejected for the moving square and the LM stimulus ($p < 0.01$), but cannot be rejected for the flashed bar.
Figure S3. Visual inputs, responses of the optimized model and real VSD responses. Visual stimuli mapped on the cortical scale are shown in the first column: moving square (A), flashed square (B), flashed bar (C), and (D) LM stimulus. In the second column, the neural field responses of the optimized model (see parameter configuration in Table 1) to the respective stimuli are shown for a mixing ratio $\lambda = 0.50$. Comparison with Figure 1 of main paper reveals significant improvement of model fit to the flashed square stimulus (row B). The correlation coefficient between simulated and measured data for the four conditions with moving squares was 0.86. Individual correlation coefficients computed between the simulated and measured responses to particular stimulus conditions were 0.77 for the square moving at 32 (A) deg/s, 0.85 for the flashed square (B), 0.94 for the flashed bar (C) and 0.85 for the LM stimulus condition (D).
Figure S4. VSD and optimized model responses to moving square stimuli. Visual stimuli mapped on the cortical scale are shown in the first column, namely a moving square with 4 deg/s (A), 8 deg/s (B), 16 deg/s (C), and 32 deg/s (D), respectively. In the second column, the neural field responses to the respective stimuli are shown. The third column represents the corresponding dye signals obtained in the physiological experiments. The correlation coefficient between simulated and measured data for the four conditions with moving squares was 0.81, the individual correlation coefficients computed between the simulated and measured responses to particular stimulus conditions were 0.86 for the square moving at 4 deg/s, 0.89 for the 8 deg/s, 0.83 for the 16 deg/s, and 0.77 for the 32 deg/s.
Tables

| Parameter | Description                                      | Optimized | Value      |
|-----------|--------------------------------------------------|-----------|------------|
| $\tau_u$  | time constant for excitatory layer              | no        | 19.2 ms    |
| $\tau_v$  | time constant for inhibitory layer              | no        | 28.8 ms    |
| $h_u$     | resting potential for excitatory layer          | yes       | -60.8 mV   |
| $h_v$     | resting potential for inhibitory layer          | yes       | -59.8 mV   |
| $g_{uu}$  | self-excitation gain                            | yes       | 126.0      |
| $g_{uv}$  | inhibition of excitatory layer                  | yes       | 51.5       |
| $g_{vu}$  | excitation of inhibitory layer                  | yes       | 130.7      |
| $\sigma_{uu}$ | width of excitatory-excitarory kernel          | no        | 1.27 mm    |
| $\sigma_{vu}$ | width of excitatory-inhibitory kernel        | no        | 1.27 mm    |
| $\beta_u$ | transfer function steepness for excitatory layer | yes       | 0.16       |
| $\beta_v$ | transfer function steepness for inhibitory layer | yes       | 0.05       |
| $u_0$     | transfer function threshold for excitatory neurons | no    | -40 mV    |
| $v_0$     | transfer function threshold for inhibitory neurons | no    | -40 mV    |
| $g_{us}$  | feed-forward gain                               | no        | 70         |
| $\sigma_{us}$ | width of feed-forward smoothing kernel         | no        | 0.51 mm    |