Abstract

In the era of deep learning, understanding over-fitting phenomenon becomes increasingly important. It is observed that carefully designed deep neural networks achieve small testing error even when the training error is close to zero. One possible explanation is that for many modern machine learning algorithms, over-fitting can greatly reduce the estimation bias, while not increasing the estimation variance too much. To illustrate the above idea, we prove that the proposed interpolated nearest neighbor algorithm achieves the minimax optimal rate in both regression and classification regimes, and observe that they are empirically better than the traditional $k$ nearest neighbor method in some cases.

1 Introduction

In deep learning, with the structure of neural networks getting more and more complicated, computer scientists proposed various approaches, such as Dropout, to handle the possible over-fitting issues (Srivastava et al. (2014); Gal and Ghahramani (2016); Chen and Lin (2014); Guo et al. (2016); LeCun et al. (2015)). However, recent studies, for example (Zhang et al. (2016), demonstrate that deep neural networks have a small generalization error even when the training data is perfectly fitted. Similar phenomenon of strong generalization performance for over-fitted models occurs in other modern machine learning algorithms as well, including kernel machines, boosting and random forests.

Inspired by these observations, this work will investigate the statistical optimality of perfectly fitted (interpolated) models by nearest neighbor algorithms (NN). Specifically, given training data $\{x_i, y_i\}_{i=1}^n$, we study the regression estimator

$$\hat{\eta}(x) = \sum_{x_i \in N_k(x)} w_i y_i,$$

and its corresponding classifier

$$\hat{g}(x) = 1\{\hat{\eta}(x) > 1/2\},$$

where $N_k(x)$ denotes the set of the nearest $k$ neighbors of $x$, and the weight $w_i$’s are designed in the way such that $\hat{\eta}(x_i) = y_i$. 
Traditional $k$-NN assigns $w_i = 1/k$ and does not perfectly fit the data. Its asymptotic behavior and convergence rate have been well studied by many works (Cover (1968); Wagner (1971); Fritz (1975); Schoenmakers et al. (2013); Sun et al. (2016); Chaudhuri and Dasgupta (2014)).

Belkin et al. (2018a,b) designed an interpolated NN algorithm by a normalized polynomial weight function, and further extended this idea to Nadaraya-Watson kernel regression. Belkin et al. (2018b) derived the regression optimal rate using Nadaraya-Watson kernel, and the results in Belkin et al. (2018a) are claimed to be optimal without proof. And our goal here is to design a new type of weighting scheme with proven optimal rates for both regression and classification objectives. Specifically, the mean squared error (MSE) of $\hat{y}(x)$ and the risk bound of the classifier $\hat{g}(x)$ (under the margin condition of Tsypakov (2004)) are proven to be minimax optimal.

Additionally, we provide an intuitive explanation on why the interpolated-NN can perform potentially better than the traditional $k$-NN. In fact, there is a bias-variance trade-off for the nearest neighbor methods: the traditional $k$-NN minimizes the variance to some extent, while interpolated-NN tries to reduce the bias. Although theoretically both of them attain the same optimal rate of MSE, our empirical studies demonstrate that interpolated-NN always yields better estimation and prediction. We conjecture that the superior performance of interpolated-NN over $k$-NN is due to a smaller multiplicative constant of convergence speed.

## 2 Interpolated-NN Algorithm and Model Assumptions

Let $X \subset \mathbb{R}^d$ be the support of $X$ and $\mu$ be the probability measure of $X$ on $X$. Define $\eta(x) = E(Y|X=x)$, where the response variable $Y$ can be either binary (classification problem) or continuous (regression problem). Given $n$ iid observations $\{x_i, y_i = y(x_i)\}_{i=1}^n$ and a test sample $x$, let $x(i)$ denote the $i$th nearest neighbor of $x$ under $L_2$ distance, and a weighted-NN algorithm predicts the mean response value as

$$\hat{\eta}(x) = \sum_{i=1}^k w_i y(x(i)),$$

where $w_i = w_i(x_1, \ldots, x_n)$ are some data-dependent nonnegative weights satisfying $\sum_{i=1}^k w_i = 1$.

To induce an exact data interpolation, it is sufficient to require $w_i \to 1$ as $\|x(i) - x\| \to 0$. Following Belkin et al. (2018a), we construct the weight as:

$$w_i = \frac{\phi(\|x(i) - x\|)}{\sum_{j=1}^k \phi(\|x(j) - x\|)^{\frac{1}{k}}},$$

for some positive function $\phi$ on $[0,1]$ which satisfies $\lim_{t \to 0} \phi(t) = \infty$, and if $\|x(i) - x\| = 0$, we define $w_i = 1$. The denominator term $\|x(k+1) - x\|$ is for normalization purpose. Note that conditional on $X_{(k+1)}$, $\|X_i - x\|/\|X_{(k+1)} - x\|$ are independent variables in $[0,1]$ for all $X_i$ belonging to the $k$-neighborhood of $x$. The function $\phi$ plays a crucial role for the analysis of $\hat{\eta}$ and $\hat{g}$. For example, if $\phi(t)$ increases too fast as $t \to 0$, the weighted average $\hat{\eta}$ is always dominated by $y(x(1))$. In this case, the variance of $\hat{\eta}$ and $\hat{g}$ will be too large. Thus the following condition on the choice of $\phi$ is needed:

A.0 For any random variable $T \in [0,1]$ whose density is bounded, the moment generating function of $\phi(T)$ exists, i.e., there exist some $s > 0$ and $M$, such that $\mathbb{E}(e^{s\phi(T)}) < M$.

Technically, this condition allows us to bound the un-normalized weight average $\sum_{i=1}^k \phi(\|x(i) - x\|/\|X_{(k+1)} - x\|) y(x(i))$ by exponential concentration inequalities. In general, any positive function $\phi$ satisfying $\phi(1/u) = O(\log(u))$ as $u \to \infty$ meets the above condition, and one typical example could be $\phi(t) = 1 - c \log(t)$ for any constant $c > 0$. Belkin et al. (2018a) chose $\phi$ to be $\phi(t) = t^{-\kappa}$ for some $0 < \kappa < d/2$, which unfortunately does not satisfy the above condition. Visual comparison among different choices of $\phi$ can be found in Figure 1. Some toy regression examples are demonstrated in the appendix to compare different weighting schemes of interpolated-NN with $k$-NN.
Recall that the classifier is defined as \( \hat{\eta}(x) := 1 \{ \tilde{\eta}(x) \geq 1/2 \} \), with the Bayes classifier \( g(x) := 1\{\eta(x) \geq 1/2 \} \). Define the point-wise excess risk \( R_{n,k}(x) - R^*(x) \), where

\[
R_{n,k}(x) = P(Y \neq \hat{g}(x) | X = x),
\]

\[
R^*(x) = \min(\eta(x), 1 - \eta(x)).
\]

We next study the asymptotic rate of mean squared error of \( \hat{\eta} \) by Audibert and Tsybakov (2007), and it essentially ensures that for any \( d \)-dimensional real-valued \( x \) in \( \mathcal{X} \), let \( B(x, r) \) represent the closed ball with radius \( r \) and center \( x \).

**A.1** Finite variance: \( \tilde{\sigma}^2 := \sup_{x \in \mathcal{X}} Var(Y | X = x) < \infty \).

**A.2** Smoothness condition: \( |\eta(x) - \eta(y)| \leq A \|y - x\|^\alpha \) for some \( \alpha > 0 \).

**A.3** Regularity condition: let \( \lambda \) be the Lebesgue measure on \( \mathbb{R}^d \), then there exists positive \( (c_0, r_0) \) such that for any \( x \) in the support \( \mathcal{X} \),

\[
\lambda(\mathcal{X} \cap B(x, r)) \geq c_0 \lambda(B(x, r)),
\]

for any \( 0 < r \leq r_0 \).

**A.4** The density of \( X \) is finite, and twice-continuously differentiable.

**A.5** Margin condition: \( P(|\eta(x) - 1/2| < t) \leq Bt^\beta \).

Assumption (A.2) is commonly assumed in the literature. A larger value of \( \alpha \) implies more accurate estimation of \( \eta \) due to the minimax rate \( O(n^{-2\alpha/(2\alpha + d)}) \). Assumption (A.3) was first introduced by Audibert and Tsybakov (2007), and it essentially ensures that for any \( x \in \mathcal{X} \), all its \( k \) nearest neighbors are sufficiently close to \( x \) with high probability. If \( \mathcal{X} = \mathbb{R}^d \) or \( \mathcal{X} \) is convex, this regularity condition is automatically satisfied. Assumption (A.5) is the so-called Tsybakov low noise condition (Audibert and Tsybakov (2007), Tsybakov (2004)), and this assumption is of interest mostly in the classification context. Under smoothness condition (A.2) and marginal condition (A.5), it is well known that the optimal rate for nonparametric regression and classification are \( \mathbb{E}[(\tilde{\eta}(X) - \eta(X))^2] = O(n^{-2\alpha/(2\alpha + d)}) \) and \( \mathbb{E}[R_{n,p}(X) - R^*(X)] = O(n^{-\alpha (\beta + 1)/(2\alpha + d)}) \), respectively. Here, \( \mathbb{E} \) means the expectation over all observed data \( \{x_i, y_i\}_{i=1}^n \) and new observation \( X \sim \mu \).

The analysis of classification is very subtle especially when \( \eta(x) \) is near \( 1/2 \). Hence, we need to have the following partition over the space \( \mathcal{X} \). Define \( v_p(x) \) as the \( p \)-th quantile of \( \|X - x\| \), and for the ball \( B(x, r) \),

\[
\eta(B(x, r)) := \frac{\mathbb{E} \left( \phi \left( \frac{\|X_{(k+1)} - x\|}{\|X_{(k+1)} - x\|} \right) \eta(X_{1}) \|X_{(k+1)} - x\| = r \right)}{\mathbb{E} \left( \phi \left( \frac{\|X_{1} - x\|}{\|X_{(k+1)} - x\|} \right) \|X_{(k+1)} - x\| = r \right)}.
\]
Also define
\[ X_{p,\Delta}^+ = \{ x \in \mathcal{X} | \eta(x) > \frac{1}{2}, \eta(B(x, r)) \geq \frac{1}{2} + \Delta, \forall r < v_p(x) \}, \]
\[ X_{p,\Delta}^- = \{ x \in \mathcal{X} | \eta(x) < \frac{1}{2}, \eta(B(x, r)) \leq \frac{1}{2} - \Delta, \forall r < v_p(x) \}, \]
with the decision boundary area:
\[ \partial_{p,\Delta} = \mathcal{X} \setminus (X_{p,\Delta}^+ \cup X_{p,\Delta}^-). \]

3 Main Results

In this section, we will present our asymptotic results for the interpolated-NN algorithm described in Section 2. Our main Theorems 2 and 4 state that the interpolated estimator \( \hat{\eta} \) and classifier \( \hat{g} \) are asymptotically rate-optimal in terms of MSE and excess risk, respectively. In other words, data interpolation or data over-fitting doesn’t necessarily jeopardize the statistical performance of a learning algorithm, at least in the minimax sense. These theoretical findings are supported by our numerical experiments in Section 4.

3.1 Over-Fitting Is Sometimes Even Better

Let us start from an intuitive comparison between the interpolated-NN and traditional k-NN. For any weighted-NN algorithm, the following bias-variance decomposition (Belkin et al. (2018a)) holds (with \( \alpha \) and \( A \) in Assumption (A.2)):
\[ \mathbb{E}((\hat{\eta}(x) - \eta(x))^2) \leq A^2 \mathbb{E}\left[ \sum_{i=1}^{k} W_i \| X_{(i)} - x \|^\alpha \right] + \sum_{i=1}^{k} \mathbb{E}\left[ W_i^2 (Y(X_{(i)}) - \eta(X_{(i)}))^2 \right]. \tag{1} \]
This upper bound in (1) can be viewed as two parts: squared bias and variance, respectively, and \( W_i \) denotes the random weight \( w_i(X_1, \ldots, X_n) \). The k-NN \( (W_i = 1/k) \) can be interpreted as optimal weight choice which minimizes the variance term in the case that \( \text{Var}(Y_i) \) are constant, e.g., under regression setting that \( Y_i = \eta(X_i) + \epsilon_i \) with iid error term \( \epsilon_i \), or under classification setting that \( Y_i \sim \text{Bern}(\eta(X_i)) \) with constant function \( \eta \). On the other hand, interpolated-NN assigns larger weight for closer neighbor, which will result in a smaller value for the weighted average \( \sum_{i=1}^{k} W_i \| X_{(i)} - x \|^\alpha \), i.e., the bias term gets smaller. Therefore, we argue that k-NN and interpolated-NN employ different strategies in reducing the upper bound of MSE. The former one emphasizes reducing the variance, while the latter one emphasizes reducing the bias. The above intuitive arguments are also well validated by our toy examples described in appendix.

Later, we will prove that the proposed interpolated-NN method, although potentially enlarge the variance term, is still minimax rate-optimal for both regression and classification cases.

Remark 1. In some literature on the asymptotic properties of kNN such as 7, the number of neighbors, i.e., \( k \), is assumed to be fixed, while \( n \) diverges. Under this scenario, the upper bound in (1) becomes exactly the MSE, and all neighbors become samples at \( x \). As a result, the best weighting scheme to minimize the MSE of \( k \) i.i.d. Bernoulli random variables is just k-NN.

3.2 Regression

As seen in the decomposition (1), the bias term involves \( \| X_{(i)} - x \| \), which is the empirical quantile for \( \| X - x \| \). Hence our first lemma, whose proof can be found in appendix, will study the asymptotic behavior of this empirical quantile.

Let \( F_x(\cdot) \), \( \bar{F}_x(\cdot) \) and \( f_x(\cdot) \) be the c.d.f., empirical c.d.f and p.d.f. of \( \| X - x \| \), \( v_p(x) \) and \( \hat{v}_p(x) \) be the \( p \)th quantile and \( p \)th empirical quantile of \( \| X - x \| \), respectively.

Lemma 1. Given any \( x \in \mathcal{X} \), let \( p = k/n \) (thus \( \hat{v}_p(x) = \| X_{(k)} - x \| \)), \( A_2(x) = F_x(\hat{v}_p(x)) + \bar{F}_x(v_p(x)) - \bar{F}_x(\hat{v}_p(x)) - F_x(v_p(x)). \)

Under Assumption (A.4), if \( n^{-1}|\hat{v}_p(x) - v_p(x)| \rightarrow 0 \), \( 1/(np) \rightarrow 0 \), and \( v_p(x) = O(p^{1/d}) \) with \( n^{-1/2}/p^{1/d - 1/2} \rightarrow 0 \), \( f_x(v_p(x)) = O(p^{1/2}) \), then
\[ \mathbb{E}A_2^2(x) \rightarrow O(p^{1/2}/n^{3/2}). \]
As a result, when $\alpha$ is terms of $(1)$, where $A$ Under Assumption (A.0)-(A.4), if (Rate-Optimality of Interpolated-NN Regression) a similar approach used by Belkin et al. (2018a). Together, it leads to the following theorem.

Theorem 2 (Rate-Optimality of Interpolated-NN Regression). Denote $\text{int}(X)$ as the interior of $X$. Under Assumption (A.0)-(A.4), if $\alpha \in (0, 1)$, then for any fixed $x \in \text{int}(X)$, there exists constants $c_1 \rightarrow 1^+$, $(\mu, x)$-dependent $c_2$, and a constant $c_3 > 0$, when $n \rightarrow \infty$,

$$E\{ \tilde{g}(x) - \eta(x) \}^2 \leq A^2 c_2 \left( \frac{k}{n} \right)^{2\alpha/d} + c_2 \sigma^2 \left( ke^{-c_3 k} + \frac{1}{k} \right).$$

Therefore, taking $k \propto (n^{2\alpha/(2\alpha+d)})$, $E\{ \tilde{g}(x) - \eta(x) \}^2$ reaches the optimal rate of $O(n^{-2\alpha/(2\alpha+d)}).

Proof. First, it is trivial to see that the bias-variance representation $(1)$ can be further bounded by

$$E[\tilde{g}(x) - \eta(x)]^2 \leq A^2 E\|X(k) - x\|^{2\alpha} + \sigma^2 k E(W_k^2).$$

Therefore the remaining task is to figure out the convergence rate of $E\|X(k) - x\|^{2\alpha}$ and calculate $E(W_k^2)$.

For bias term $E\|X(k) - x\|^{2\alpha}$, note that $\|X(k) - x\|$ is the $p(=k/n)$th empirical quantile of $F_x$, i.e., $\tilde{v}_p(x) = \|X(k) - x\|$ (for simplicity, we write $F_x$ as $F$, $f_x$ as $f$, $v_p(x)$ as $v_p$ and $\tilde{v}_p(x)$ as $\tilde{v}_p$ in what follows), and this quantile is called Value-at-Risk in the area of finance. From Sun and Hong (2009), we have

$$\tilde{v}_p = v_p + \frac{1}{f(v_p)} \left( p - \frac{1}{n} \sum_{i=1}^{n} 1\{ r_i \leq v_p \} \right) + \frac{1}{f(v_p)} (A_1 + A_2 + A_3),$$

where $A_1 = O(f'(v_p)(\tilde{v}_p - v_p)^2)$, $A_2 = F(\tilde{v}_p) + \hat{F}(v_p) - F(\tilde{v}_p) - F(v_p)$, and $A_3 = \hat{F}(\tilde{v}_p) - F(v_p).$

Compared with $\tilde{v}_p - v_p$, $A_1 / f(v_p)$ is a smaller order term. Since $p = k/n$, we always have $\hat{F}(\tilde{v}_p) = F(v_p) = p$, hence $A_3 \equiv 0$.

Within some neighborhood of $x$, $B(x, r)$ with $r \leq r_0$, both maximum and minimum density of $X$ are bounded. Denote them as $p_{\max}$ and $p_{\min}$. As $n \rightarrow \infty$, $v_p \leq r$, thus by Assumption (A.4), $v_p^d p_{\max} \geq k/n$ and $v_p^d p_{\min} \leq k/n = F(v_p)$ for some constant $c$. This implies that $v_p \geq (k/np_{\max})^{1/d}$, and

$$f(v_p) = O\left( \frac{k}{n} \right)^{1-1/d}. $$

As a result, when $\alpha \in (0, 1)$, define $r_i = \|X_i - x\|$, we have

$$E\left( p - \frac{1}{n} \sum_{i=1}^{n} 1\{ r_i \leq v_p \} \right)^{2\alpha} \leq \left[ E\left( p - \frac{1}{n} \sum_{i=1}^{n} 1\{ r_i \leq v_p \} \right) \right]^\alpha = \left[ \frac{k}{n} \left( 1 - \frac{k}{n} \right) \right]^\alpha \leq \left( \frac{k}{n} \right)^\alpha.$$

Since $k \leq n$,

$$\frac{1}{f(v_p)^{2\alpha}} E\left( p - \frac{1}{n} \sum_{i=1}^{n} 1\{ r_i \leq v_p \} \right)^{2\alpha} = O\left( \frac{k}{n} \right)^{2\alpha(1/d-1)} E\left( p - \frac{1}{n} \sum_{i=1}^{n} 1\{ r_i \leq v_p \} \right)^{2\alpha} = o\left( \frac{k}{n} \right)^{2\alpha/d}. $$

In terms of $A_2$, based on Assumption (A.4) and Lemma 5 for $\alpha \in (0, 1]$,

$$\frac{1}{f(v_p)^{2\alpha}} E A_2^{2\alpha} = O\left( \frac{k}{n} \right)^{2\alpha(1/d-1)} E A_2^{2\alpha} = O\left( \frac{p^{-2\alpha+\alpha/2}}{n^{3\alpha/2}} \right) O\left( \frac{k}{n} \right)^{2\alpha/d} = O\left( \frac{p^{-3\alpha/2}}{n^{3\alpha/2}} \right) O\left( \frac{k}{n} \right)^{2\alpha/d}.$$
As a result, when $pn \to \infty$, which is satisfied when taking $k \asymp \left(\frac{n^{2\alpha/(2\alpha+d)}}{\alpha/d + 1}\right)$, we have
\[
O\left(\frac{p^{-3\alpha/2}}{n^{3\alpha/2}}\right) = o(1),
\]
hence,
\[
A^2\mathbb{E}\|X(k) - x\|^{2\alpha} \leq A^2c_1\left(\frac{k}{n}\right)^{2\alpha/d},
\]
with $c_1 \to 1^+$ in $n$.

For $\mathbb{E}W^2_1$, similar with Belkin et al. (2018a), we can bound it as
\[
\mathbb{E}W^2_1 \leq P(\|X(k+1) - x\| > v_{2p}) + \mathbb{E}[W^2_1\|X(k+1) - x\| < v_{2p}],
\]
where $v_{2p}$ is the $2k/n$th quantile of $\|X - x\|$.

By the same argument in Claim A.6 of Belkin et al. (2018a), the probability $P(\|X(k+1) - x\| > v_{2p})$ under Assumption (A.3) and (A.4) can be bounded by $O(\exp(-c_3k))$ for some $c_3 > 0$.

On the other hand, by the arguments in Lemma 10 of Chaudhuri and Dasgupta (2014), conditional on $\|X(k+1) - x\|$, for those $X_i$’s that belong to $x$’s $k$-neighborhood, $\|X_1 - x\|/\|X(k+1) - x\|$ are iid random variables in $[0, 1]$. It follows that
\[
\mathbb{E}[W^2_1\|X(k+1) - x\| < v_{2p}] = \mathbb{E}\left[\phi\left(\frac{\|X_1 - x\|}{\|X(k+1) - x\|}\right)^2\sum_{i=1}^k\phi\left(\frac{\|X_1 - x\|}{\|X(k+1) - x\|}\right)^2\|X(k+1) - x\| < v_{2p}\right] 
\]
\[
\leq \frac{1}{k^2}\mathbb{E}\left[\phi\left(\frac{\|X_1 - x\|}{\|X(k+1) - x\|}\right)^2\|X(k+1) - x\| < v_{2p}\right].
\]

An $O(1/k)$ result can be directly obtained for $k\mathbb{E}[W^2_1\|X(k+1) - x\| < v_{2p}]$ through the existence of $\mathbb{E}e^{\phi}$ (Assumption (A.0)).

Theorem 2 proves the point-wise MSE convergence result for $\tilde{\eta}$. By assuming that $\mathcal{X}$ is compact (which is also assumed in Belkin et al. (2018a) and Chaudhuri and Dasgupta (2014)), it is not difficult to see that there exist constant $c_1$ and $c_2$ in (2) such that uniformly holds for all $x \in \mathcal{X}$.

**Corollary 3.** Under Assumption (A.0)-(A.4), if $\mathcal{X}$ is compact, then there exists constants $c_1 \to 1^+$, $\mu$-dependent $c_2$, such that when $n \to \infty$,
\[
\mathbb{E}\{(\tilde{\eta}(X) - \eta(X))^2\} \leq A^2c_1\left(\frac{k}{n}\right)^{2\alpha/d} + c_2\sigma^2\left(ke^{-c_3k + \frac{1}{k}}\right).
\]
Therefore, taking $k \asymp \left(n^{2\alpha/(2\alpha+d)}\right)$, $\mathbb{E}\{(\tilde{\eta}(X) - \eta(X))^2\}$ reaches the optimal rate of $O(n^{-2\alpha/(2\alpha+d)})$.

**Remark 2.** It is worth to mention that Assumption (A.0) is not necessary for Theorem 2 and Corollary 3. Our proof can be easily adapted to show that interpolated-NN regression estimator with polynomial $\phi(t) = t^{-\alpha}$ is also rate-optimal.

**Remark 3.** Instead of the nearest neighbor method, one can alternatively consider kernel regression estimator $\sum_{\|x_i - x\| \leq h} w_i y(x_i)$ with interpolated weights (Belkin et al. 2018b). In such a case, the theoretical investigation of $\eta$’s that belong to $\mathcal{X}$ can be avoided, and if the bandwidth $h$ is of the same order of $v_p$, one can still obtain the optimal rate.

Belkin et al. (2018a) claims the optimal rate of convergence of $\tilde{\eta}(x)$ with $\phi(t) = t^{-\alpha}$ based on heuristic argument on the order of $\mathbb{E}\|X(k) - x\|$.
3.3 Classification

In this section, we investigate the theoretical properties of the interpolated-NN classifier \( \hat{g} \), and the next theorem establishes the statistical optimality of \( \hat{g} \) in terms of excess risk.

**Theorem 4** (Rate-Optimality of Interpolated-NN Classification). Under Assumption (A.0), (A.2)-(A.5), assume \( X \) is compact, then for any \( \delta \in (0, 1) \), taking \( k \simeq (n^{2\alpha/(2\alpha+d)})(\log \delta)^{d/(2\alpha+d)} \), we have

\[
P(\hat{g}(X) \neq \hat{g}(X)) \leq \delta + C_0 \left( \frac{\log(1/\delta)}{n} \right)^{\frac{\alpha}{2\alpha+d}}
\]

for some constant \( C_0 > 0 \).

Moreover, taking \( k \simeq (n^{2\alpha/(2\alpha+d)}) \),

\[
\mathbb{E}(R_{n,p}(X) - R^*(X)) \leq O(n^{-\frac{\alpha(d+1)}{2\alpha+d}}).
\]

We remark that the above bounds in (3) and (4) are the same as those in Chaudhuri and Dasgupta (2014).

**Proof.** Let \( p = 2k/n \), following Belkin et al. (2018a); Chaudhuri and Dasgupta (2014), we obtain that for any fixed \( \Delta \in (0, 1) \),

\[
P(\hat{g}(X) \neq \hat{g}(X)) \leq \mu(\partial_{2p,\Delta}) + P(E)
\]

\[
+ P\left( \sum_{i=1}^{k} W_i(Y(X(i)) - 1/2) > 0 \left| X \in \mathcal{X}_{2p,\Delta}^-(\text{and } E^c) \right. \right)
\]

\[
+ P\left( \sum_{i=1}^{k} W_i(Y(X(i)) - 1/2) < 0 \left| X \in \mathcal{X}_{2p,\Delta}^+\right. \right)
\]

\[
\leq B\left( \Delta + A C_1 \left( \frac{k}{n} \right)^{\alpha/d} \right) + B \exp(-k/4)
\]

\[
+ P\left( \sum_{i=1}^{k} W_i(Y(X(i)) - 1/2) > 0 \left| X \in \mathcal{X}_{2p,\Delta}^+\right. \right)
\]

\[
+ P\left( \sum_{i=1}^{k} W_i(Y(X(i)) - 1/2) < 0 \left| X \in \mathcal{X}_{2p,\Delta}^-\right. \right).
\]

holds for some constants \( A, B \) and \( C_1 \), where \( r_i = \|X(i) - X\| \), \( E = \{r_{k+1} > v_{2p}(X)\} \). Denote \( Z_i(x) = \phi(||X_i - x||/r_{k+1})(Y(X_i) - 1/2) \) for those \( k \) nearest \( X_i \)'s. By Assumption (A.0) of \( \phi \) and the arguments in Theorem 5 of Chaudhuri and Dasgupta (2014), given any fixed \( x \), conditional on \( r_{k+1}, Z_i(x) \) are iid sub-exponential variables. Hence by Bernstein inequality and compact \( X \) assumption, for some \( C_2, C_3, C_4 > 0 \), conditional on \( X \in \mathcal{X}_{2p,\Delta}^- \) and \( E^c \),

\[
P\left( \sum_{i=1}^{k} W_i(Y(X(i)) - 1/2) > 0 \right) = P\left( \sum_{i=1}^{k} Z_i - \mathbb{E}Z_i > -k\mathbb{E}Z_1 \right) \leq C_2 \exp(-C_4 k \Delta^2).
\]

The way to employ Bernstein inequality is postponed to appendix.

Let \( \delta := 2C_2 \exp(-C_4 k \Delta^2) \), then replacing \( \Delta \) with \( \delta \), we have

\[
P(\hat{g}(X) \neq \hat{g}(X)) \leq O\left( \sqrt{\frac{\log 1/\delta}{k}} + \frac{k}{n} \right)^{\frac{\alpha}{2\alpha+d}} + B \exp(-c_3 k) + \delta,
\]

then the proof of (3) is completed by taking \( k \simeq (n^{2\alpha/(2\alpha+d)})(\log \delta)^{d/(2\alpha+d)} \).

To prove (4), we follow the proof of Chaudhuri and Dasgupta (2014). Without loss of generality assume \( \eta(x) < 1/2 \). Define

\[
\Delta_0 = v_{2p}^\alpha = O(k/n)^{\alpha/d},
\]

\[
\Delta(x) = |\eta(x) - 1/2|,
\]
so that \( \eta(B(x, r)) \leq \Delta_0 + \eta(x) = 1/2 - (\Delta(x) - \Delta_0) \) for \( r < v_2p \), and \( x \) is not in \( \partial_p, \Delta(x) - \Delta_0 \).

To calculate \( \mathbb{E}R_{n,k}(x) - R^*(x) \), from definition, we obtain
\[
\mathbb{E}R_{n,k}(x) - R^*(x) = [1 - 2\eta(x)]P(\tilde{g}(x) \neq g(x)).
\tag{6}
\]

In addition, from definition of \( \partial_p, \Delta^+_p, \) and \( \Delta^-_p \), if \( x \) is not in \( \partial_p, \Delta \), we also have
\[
P(\tilde{g}(x) \neq g(x)) \leq P(r(\eta(k) \geq v_2p)) + P(|\tilde{g}(x) - \eta(B(x, r(\eta(k))))| \geq \Delta).
\tag{7}
\]

The derivations of (6) and (7) are postponed in appendix.

As a result, when \( \Delta(x) > \Delta_0 \),
\[
\mathbb{E}R_{n,k}(x) - R^*(x) \leq 2\Delta(x) \left[ P(r(\eta(k+1) > v_2p) + P \left( \sum_{i=1}^{k} W_i(Y(X_{(i)}) - \eta(B(x, r(\eta(k+1)))) > \Delta(x) - \Delta_0) \right) \right].
\]

Applying Bernstein inequality (similarly to (5)), we obtain
\[
\mathbb{E}R_{n,k}(x) - R^*(x) \leq \exp(-C_k\Delta) + 2\Delta \exp(-c_k(\Delta(x) - \Delta_0)^2).
\tag{8}
\]

The details to derive (8) are postponed to appendix.

Define \( \Delta_i = 2^i \Delta_0 \), for any \( i_0 = 1, \ldots, \) the excess risk can be bounded by
\[
\mathbb{E}R_{n,k}(X) - R^*(X) = \mathbb{E}(R_{n,k}(X) - R^*(X))1_{\{\Delta(X) \leq \Delta_0\}} + \mathbb{E}(R_{n,k}(X) - R^*(X))1_{\{\Delta(X) > \Delta_0\}}
\]
\[
\leq \mathbb{E}(2\Delta(X)1_{\{\Delta(X) \leq \Delta_0\}} + \exp(-C_k\Delta) + 4\mathbb{E}[\Delta(X) \exp(-k(\Delta(X) - \Delta_0)^2)1_{\{\Delta(X) > \Delta_0\}}])
\]
\[
\leq 2\Delta_{i_0} P(\Delta(X) \leq \Delta_{i_0}) + \exp(-C_k\Delta) + 4\mathbb{E}[\Delta(X) \exp(-k(\Delta(X) - \Delta_0)^2)1_{\{\Delta(X) > \Delta_0\}}],
\]

while
\[
\mathbb{E}[\Delta(X) \exp(-k(\Delta(X) - \Delta_0)^2)1_{\{\Delta_i < \Delta(X) \leq \Delta_{i+1}\}}]
\]
\[
\leq \Delta_{i+1} \exp(-C_k(\Delta_i - \Delta_0)^2)P(\Delta(X) \leq \Delta_{i+1})
\leq C_7 \Delta_{i+1} \exp(-C_k(\Delta_i - \Delta_0)^2).
\]

Taking
\[
i_0 = \max \left( 1, \left[ \log_2 \sqrt[2\beta+4]{\frac{2\beta+4}{k\Delta_0^2}} \right] \right),
\]
then for \( i > i_0 \), we have
\[
\frac{\Delta_{i+1}^{\beta+1} \exp(-C_k(\Delta_i - \Delta_0)^2)}{\Delta_{i}^{\beta+1} \exp(-C_k(\Delta_{i-1} - \Delta_0)^2)} \leq 1/2.
\tag{9}
\]

Therefore, the sum of the excess risk for \( i > i_0 \) can be bounded, where
\[
\mathbb{E}[\Delta(X) \exp(-k(\Delta(X) - \Delta_0)^2)1_{\{\Delta(X) > \Delta_0\}}]\leq \sum_{i \geq i_0} C_7 \Delta_{i+1} \exp(-C_k(\Delta_i - \Delta_0)^2)
\leq O(\Delta_{i_0}^{\beta+1}).
\]

Finally, recall the definition of \( i_0 \), we have
\[
\mathbb{E}R_{n,k}(X) - R^*(X) \leq \max \left( O \left( \frac{k}{n} \right)^{\frac{\alpha(\beta+1)}{2}}, O \left( \frac{1}{k} \right)^{\frac{\beta+1}{2}} \right).
\]

The proof is completed after taking \( k \asymp (n^{2\alpha/(2\alpha+d)}) \).

**Remark 4.** It is worth to mention that, unlike Theorem 2 and Corollary 3 which are asymptotic results, Theorem 4 presents an non-asymptotic bound for misclassification rate and excessive risk.

**Remark 5.** Comparing with the choice \( \phi(t) = t^{-\kappa} \) proposed by Belkin et al. (2018a), our choice (e.g., \( \phi(t) = 1 - \log(t) \)) leads to a sharp bound for classification error rate. Technically, this is due to the fact that slowly increasing \( \phi(\cdot) \) allows us to use exponential concentration inequality.
4 Numerical Experiments

In the section, we demonstrate several numerical studies to compare the performance of interpolated-NN and $k$-NN, for both regression and classification problems.

4.1 Regression

We have two simulation setups. In the first setup, $X$ follows $\text{Unif}[-3, 3]$. For $y$, we have

\begin{align}
  y &= \psi(x) + \epsilon, \\
  \psi(x) &= \frac{N(x, 1, I_{10})}{N(x, 1, I_{10}) + N(x, 0, I_{10})},
\end{align}

where $\epsilon \sim t(df = 5)$ and $N(x, \mu, \sigma)$ represents the density function of $N(\mu, \sigma)$ at $x$.

For each pair of $(k, n)$, we sampled 1000 testing data points to estimate MSE, and repeated 30 times. For each $n$, we tried $k = 1, \ldots, n/2$. Based on the average of the 30 repetitions, we selected the minimum average MSE over the choices of $k$ and recorded its corresponding square bias. From Figure 2 for both MSE and bias, the interpolated-NN and $k$-NN share the same rate (the decreasing slopes for both are similar), but the former is constantly better.

In the second experiment, $X$ follows $N(0, I_5)$. The response $y$ is defined as

\[ y = \left( \sum_{i=1}^{5} x_i \right)^2 + \epsilon, \]

with $\epsilon \sim N(0, 1)$. The phenomenon demonstrated in Figure 3 is similar as that in Figure 2, although the support of $X$ is not compact in this setup.

It is worth to mention, in both simulation, the optimal $k$ values selected by interpolated-NN and $k$-NN doesn’t have much difference.
4.2 Classification

For the simulation setup of classification problem, we consider that the two classes follow $N(0, I_5)$ and $N(\gamma 1, I_5)$ with $\gamma = 0.1, 0.2, 0.5, 0.7, 1.0, 1.5$. Training and testing samples are both generated from the mixture of these two classes with equal probability. Such an equal probability mixture represents the worst (most difficult) scenario. For each pair of $n$ and $\gamma$, we tried $k = 1, \ldots, n/2$ for 30 times with 1000 test samples, and use the excess risk to determine the optimal $k$. From Figure 4, we observe that the interpolated-NN always has a smaller classification error (with a similar trend, though) than $k$-NN in most pairs of $n$ and $\gamma$. Moreover, we record the optimal $k$ for each $n$. As shown in Figure 5, interpolated-NN and $k$-NN have a similar pattern on the choice of optimal $k$ across different settings of $n$ and $\gamma$.

Remark 6. The simulation results presented in above two sections clearly show that interpolated-NN and $k$-NN share the same order of convergence rate, as their decreasing trends are parallel. However, the interpolated-NN is always better than the $k$-NN. This observation strongly suggests that the convergence rate of interpolated-NN has a smaller multiplicative constant than the $k$-NN.
4.3 Real Data

In this section, we examine the empirical performance of the interpolated-NN in real data. The data HTRU2 is from Lyon et al. (2016) with sample size around 18,000 and 8 continuous attributes. The dataset is first normalized, and 2,000 randomly selected samples are reserved for testing.

Instead of comparing regression performance through MSE, we compare the classification error on testing data in this real data example since the true Bayes risk is unknown. It can be seen from Figure 6 that the interpolated-NN is always better than k-NN regardless of the choice of k.

5 Conclusion and Discussion

In this paper, we firstly provide some insights on why sometimes an over-fitting weighting scheme can even beat traditional k-NN: the interpolated weights greatly reduce the estimation bias comparing with tradition k-NN. We then show the optimal convergence rates of interpolated-NN for both regression and classification. Even though the weighting scheme causes over-fitting, interpolated-NN can still obtain the optimal rate, as long as the weights are carefully designed.

In the end, we would like to point out a few promising future directions: firstly, as we mentioned, in most cases of our simulations, the interpolated-NN performs better than k-NN. This motivates us to conjecture that the interpolated-NN may have a smaller multiplicative constant in convergence rate, which deserves further investigation.

Our simulations indicate that the interpolated-NN performs very well even when the compactness assumption of $X$ is violated. Therefore, it will be of interests to extend our current work to unbounded $X$ case. Especially, we notice that in Döring et al. (2017), the compact assumption on $X$ can be relaxed for traditional k-NN algorithm. Similar results may hold for interpolated-NN as well.

Finally, our results are based on $L_2$ metric. It is not hard to generalize it to $L_p$, but it remains to study whether the statistical optimality is still valid for some more general metric spaces, such as Riemannian manifolds.
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A Toy Examples

Several toy examples are conducted to demonstrate nearest neighbor algorithm with interpolated weights.

In these examples, we take 30 one dimensional training samples $x_i = -5, -4, ..., 25$, and generate three choices of response (1) $y = 0 \ast x + \epsilon$, (2) $y = x^2 + 0 \ast \epsilon$, and (3) $y = (x - 10)^2 / 8 + 5 \ast \epsilon$ where $\epsilon \sim N(0,1)$. In other words, the mean function $\eta(x)$ are (1) $\eta(x) \equiv 0$, (2) $\eta(x) = x^2$, and (3) $\eta(x) = (x - 10)^2 / 8$. The number of neighbors $k$ equals 10.

Three different weighting schemes are considered (1) $\phi(t) = 1 - \log(t)$, (2) $\phi(t) = 1/k$, and (3) $\phi(t) = t^{-1}$. Note that the first and third choices are interpolated weight, and the second choice is simply the traditional $k$-NN. In particular, the first $\phi(\cdot)$ satisfies Assumption (A.0). The four line "true" refers to $\eta(x)$.

Based on this setting, we plot the regression estimator $\hat{\eta}(x)$ in Figure 7. In order to remove the boundary effect, we only plot the $\hat{\eta}(x)$ within range $(0, 20)$. Note that for the second case, in order to make the difference more clear and recognizable, we only plot $\hat{\eta}(\cdot)$ for $x$ between 10 and 15.

There are several insights we can obtain from the results of this toy example.

First of all, interpolated weight does ensure data interpolation. As $x$ gets closer to the some observed $x_i$, the estimator $\hat{\eta}(x)$ is forced towards $y_i$. As a consequence, $\hat{\eta}(x)$ is spiky for interpolated-NN. On contrast, the $k$-NN estimator is much more smooth.

Secondly, different weighting schemes lead to different balance between bias and variance of $\hat{\eta}$. In the first setting that $\eta \equiv 0$, any weight-NN algorithm is unbiased, hence it corresponds to the extreme situation that bias is 0; the second model is noiseless, hence corresponds to the opposite extreme situation that variance is 0. In the no-bias setting, $k$-NN performs the best, and interpolated-NN estimators fluctuate a lot. In the noiseless case, $k$-NN has the largest bias, and $\phi(t) = t^{-1}$ leads to smallest bias. These observations are consistent to our arguments in Section 3.1 in the main text, i.e., $k$-NN tries to minimize the variance of nearest neighbor estimator as much as possible, while interpolated-NN tries to minimize the estimation bias. For the comparison between different interpolated weighting scheme, we comment that the faster $\phi(t)$ increases to infinite as $t \rightarrow 0$, the smaller bias it will yield. Thus $\phi(t) = t^{-1}$ leads to smaller bias then $\phi(t) = 1 - \log(t)$, at the expense of larger estimation variance.

For the third model $\eta(x) = (x - 10)^2 / 8$, it involves both noise and bias. From Figure 7, the estimation of $\phi(t) = 1/k$ is always above the true line, i.e., high bias, due to the convexity of the $\eta$. For interpolated-NN, their estimators are more rugged, but fluctuate along the true $\eta(x)$. For this case, it is difficult to claim which one is the best, but the trade-off phenomenon between bias and variance is still clear to see.

In conclusion, a fast increasing $\phi$ leads to smaller bias and larger variance, and non-interpolated weights such as $k$-NN leads to larger bias but smaller variance.

B Proof of Lemma 1

Lemma 5. Given any $x \in \mathcal{X}$, let $p = k/n$ (thus $\hat{v}_p(x) = \| X_{(k)} - x \|$), and

$$A_2(x) = F_x(\hat{v}_p(x)) + \hat{F}_x(v_p(x)) - \hat{F}_x(\hat{v}_p(x)) - F_x(v_p(x)).$$

Under Assumption (A.4), if $n|\hat{v}_p(x) - v_p(x)|$ and $pn \rightarrow \infty$, and $v_p(x) = O(p^{1/d})$ with $n^{1/2}p^{1/4 - 1/2} \rightarrow \infty$, then $f(v_p(x)) = O(p^{1-1/d})$, then

$$\mathbb{E}A_2^2(x) = O(p^{1/2} / n^{3/2}).$$

Proof. For simplicity, we write $F_x$ as $F$, $f_x$ as $f$, $v_p(x)$ as $v_p$, and $\hat{v}_p(x)$ as $\hat{v}_p$ in this proof. Denote

$$A_2(a, b) = F(a) - \hat{F}(a) - (F(b) - \hat{F}(b)),
$$

then for any $a, b \in \mathbb{R}^d$ with $|a - b|$ is larger than order $O(1/n)$, under Assumption (A.4), it follows that

$$\mathbb{E}A_2^m(a, b) = O \left( \frac{(a - b)^m (f(a) + f(b))^m}{n^m} \right).$$

(12)
Figure 7: Three Trials on the Toy Simulation: Upper: $\eta \equiv 0$; Middle: $\eta(x) = x^2$; Lower: $\eta(x) = (x - 10)^2/8$. 
Therefore, the optimal rate becomes
\[ O(\log n) \]
and
\[ O\left(\frac{\log^2 n}{n}\right) \]
For (13), there are \( O(n^2) \) terms with this form, while for (14), there are only \( O(n) \) terms. Since \( a - b \) is larger than \( O(1/n) \), the dominant part becomes (13). Therefore we can obtain (12) through further approximating \( F(a) - F(b) \) as \( [(a - b)(f(a) + f(b))]/2 \).

Since \( \hat{F}(\hat{v}_p) = F(v_p) = p \), we have
\[ \hat{F}(v_p) - \hat{F}(\hat{v}_p) = \hat{F}(v_p) - F(v_p), \]
hence if \( |\hat{v}_p - v_p| \) is larger than \( O(1/n) \),
\[ \mathbb{E}\left[ \hat{F}(v_p) - \hat{F}(\hat{v}_p) \right]^{2m} = \mathbb{E}\left[ \hat{F}(v_p) - F(v_p) \right]^{2m} = O\left( \frac{p^m}{n^m} \right). \]
As a result, for \( a, b > 0 \), without loss of generality, assume \( \hat{v}_p > v_p \),
\[ \mathbb{E}\left[ F(v_p) - F(\hat{v}_p) \right]^{2m} \]
\[ \leq P(\hat{F}(\hat{v}_p) - \hat{F}(v_p) > b) + P(\hat{F}(v_p + a) - \hat{F}(v_p) < b) \]
\[ + \mathbb{E}\left[ (F(v_p + a) - F(v_p))^2 \right] I_{\{\hat{v}_p \leq F(v_p + a)\}} \]
\[ \leq P(\hat{F}(v_p) - \hat{F}(\hat{v}_p) > b) + P(\hat{F}(v_p + a) - \hat{F}(v_p) < b) + \mathbb{E}[F(v_p + a) - F(v_p)]^2 \]
\[ \leq O\left( \frac{p^{m_2}}{b^{2m_2} n^{m_2}} \right) + O\left( a^{2m} (f(a + v_p) + f(v_p))^2 \right) + P(\hat{F}(v_p + a) - \hat{F}(v_p) < b) \]
\[ = O\left( \frac{p^{m_2}}{b^{2m_2} n^{m_2}} \right) + O\left( a^{2m} (f(a + v_p) + f(v_p))^2 \right) \]
\[ + \mathbb{E}[F(v_p + a) - F(v_p)]^2 O\left( \frac{b^{2m_1}}{a^{m_1} (f(v_p) + f(a + v_p))^{m_1}} \right) \]
\[ + O\left( \frac{1}{a^{m_1} (f(v_p) + f(a + v_p))^{m_1}} \right) \]
When \( n \to \infty \), taking \( m_2 \gg m_1 \gg m \), we obtain
\[ \mathbb{E}\left[ F(v_p) - F(\hat{v}_p) \right]^{2m} \leq O\left( \frac{p^m}{n^m} \right). \]
One can check that \( a = o(v_p) \), hence \( f(v_p) \approx f(v_p + a) \).
As a result, \( \hat{v}_p \) falls in the interval of \( v_p \pm c \) with probability tending to 1 for some \( c > 0 \). We first assume that \( c = o(v_p) \) hence \( f(v_p + c) = O(\hat{f}(v_p)) \). Rewriting \( f = f(v_p + c) f(v_p) \) for simplicity, then
\[ P(|\hat{v}_p - v_p| > c) \leq O\left( \frac{p^m}{n^m f^{2m}} \right). \]
Therefore,
\[ \mathbb{E} A_2(\hat{v}_p, v_p)^2 \leq \mathbb{E} A_2^2(c + v_p, v_p) + O\left( \frac{p^m}{n^m c^{2m} f^{2m}} \right) = O\left( \frac{cf}{n} \right) + O\left( \frac{p^m}{n^m c^{2m} f^{2m}} \right). \]
The optimal rate becomes \( O(p^{1/2} n^{3/2}) \) when \( n \gg m \to \infty \). Note that \( c f / n = O(p^{1/2} n^{3/2}) \) implies \( c = O(p^{1/4} d^{-1/2} n^{-1/2}) = o(p^{1/d}) = o(v_p) \). Since \( p^{1/d} \) is of larger than \( O(n^{-1/2}) \), \( c \) is also larger than \( O(1/n) \).
C Some Detailed Proofs of Theorem 4

C.1 Bernstein Concentration Inequality

Under assumption (A.0), for \( \phi((\|X_{(1)} - x\|)) \), denote
\[
\mathbb{E} \exp \left( \lambda \phi(\|X_{(1)} - x\|) - \lambda \mathbb{E} \phi(\|X_{(1)} - x\|) \right) := e^{\psi(\lambda)},
\]
then we can use Taylor’s expansion on \( \psi(\cdot) \) and obtain
\[
\mathbb{E} \exp \left( \lambda \phi(\|X_{(1)} - x\|) - \lambda \mathbb{E} \phi(\|X_{(1)} - x\|) \right) = e^{\sigma^2 \lambda^2/2 + O(\lambda^3)}.
\]

As a result, there exists \((\theta, \nu)\) such that for any \(|\lambda| < 1/\theta\),
\[
\mathbb{E} \exp \left( \lambda \phi(\|X_{(1)} - x\|) \right) \leq e^{\sigma^2 \lambda^2/2} \exp \left( \lambda \mathbb{E} \phi(\|X_{(1)} - x\|) \right).
\]

Therefore, one can adopt Bernstein inequality for sub-exponential random variable to obtain
\[
\mathbb{E} \left[ \sum_{i=1}^{k} \phi(\|X_{(i)} - x\|) - k\mathbb{E} \phi(\|X_{(1)} - x\|) \geq t \right] \leq \begin{cases} e^{-t^2/2\nu^2k} & 0 \leq t \leq k\nu^2/b, \\ e^{-t/2}\nu k & t > k\nu^2/b. \end{cases}
\]

In Theorem 4, we use Bernstein inequality for some \( Z_i \) instead of \( \phi \). Since \( Z_i \) preserves the finite MGF property of \( \phi \), the concentration bound is valid with some other \((\theta, \nu)\).

C.2 Expression of Regret

To show
\[
\mathbb{E} R_{n,k}(x) - R^*(x) = |1 - 2\eta(x)|P(\tilde{g}(x) \neq g(x)),
\]
assume \( \eta(x) < 1/2 \),
\[
P(\tilde{g}(x) \neq Y|X = x) - \eta(x)
\]
\[
= \eta(x)P(\tilde{g}(x) = 0|X = x) + (1 - \eta(x))P(\tilde{g}(x) = 1|X = x) - \eta(x)
\]
\[
= \eta(x)P(\tilde{g}(x) = g(x)|X = x) + (1 - \eta(x))P(\tilde{g}(x) \neq g(x)|X = x) - \eta(x)
\]
\[
= (1 - 2\eta(x))P(\tilde{g}(x) \neq g(x)|X = x),
\]
similarly, when \( \eta(x) > 1/2 \), we have
\[
P(\tilde{g}(x) \neq Y|X = x) - 1 + \eta(x) = 2\eta(x) - 1)P(\tilde{g}(x) \neq g(x)|X = x).
\]

As a result,
\[
\mathbb{E} R_{n,k}(x) - R^*(x) = |1 - 2\eta(x)|P(\tilde{g}(x) \neq g(x)).
\]

C.3 Decomposition of Miss-classification Event

To obtain
\[
P(\tilde{g}(x) \neq g(x)) \leq P(r_{(k+1)} \geq v_{2p}) + P(|\tilde{h}(x) - \eta(B(x, r_{(k+1)}))| \geq \Delta),
\]
from definition of \( \partial_{p,\Delta}, X^+_{p,\Delta}, \) and \( X^-_{p,\Delta} \), the event of \( g(x) \neq \tilde{g}(x) \) can be covered as:
\[
1\{g(x) \neq \tilde{g}(x, r(x))\} \leq 1\{x \in \partial_{p,\Delta}\}
\]
\[
+ 1\{r_{(k+1)} \geq v_{2p}\}
\]
\[
+ 1\{\bar{h}(x) - \tilde{h}(x) = 0\} + 1\{|\tilde{h}(x) - \eta(B(x, r_{(k+1)}))| \geq \Delta\}.
\]

Assume \( \eta(B(x, r_{(k+1)})) > 1/2 \) and \( x \in X^+_{p,\Delta} \), when \( \tilde{h}(x) < 1/2 \),
\[
\eta(B(x, r_{(k+1)})) - \tilde{h}(x) > \eta(B(x, r_{(k+1)})) - 1/2 \geq \Delta.
\]
A similar result can be obtained when \( x \in X^-_{p,\Delta} \).

Therefore the decomposition leads to the upper bound in (7).
### C.4 Adopting Bernstein Inequality

Our aim is to obtain the bound

\[
\mathbb{E} R_{n,k}(x) - R^*(x) \leq 2\Delta(x) \left[ P(r_{(k+1)} > v_{2p}) + P \left( \sum_{i=1}^{k} W_i(Y(X_{(i)}) - \eta(B(x, r_{(k+1)})) > \Delta(x) - \Delta_0 \right) \right] 
\]

\[
\leq \exp(-k/8) + 2\Delta(x) \exp(-C_6k(\Delta(x) - \Delta_0)^2).
\]

Denote \( \phi_i = \phi \left( \frac{\|X_{(i)} - x\|}{\|X_{(k+1)} - x\|} \right) \) for simplicity, then fixing \( r_{(k+1)} \), since \( \mathbb{E} \phi_1 Y(X_{(i)}) = \eta(B(x, r_{(k+1)})) \), we have

\[
\Delta(x) P \left( \sum_{i=1}^{k} W_i Y(X_{(i)}) - \eta(B(x, r_{(k+1)})) > \Delta(x) - \Delta_0 \right)
\]

\[
= \Delta(x) P \left( \sum_{i=1}^{k} \phi_i Y(X_{(i)}) > (\eta(B(x, r_{(k+1)})) + \Delta(x) - \Delta_0) \sum_{i=1}^{k} \phi_i \right)
\]

\[
= \Delta(x) P \left( \sum_{i=1}^{k} \phi_i Y(X_{(i)}) - k\mathbb{E} \phi_1 \eta(X_{(1)}) - [\eta(B(x, r_{(k+1)})) + \Delta(x) - \Delta_0] \sum_{i=1}^{k} (\phi_i - \mathbb{E} \phi_1)
\]

\[
> k[\eta(B(x, r_{(k+1)})) + \Delta(x) - \Delta_0] \mathbb{E} \phi_1 - k\mathbb{E} \phi_1 \eta(X_{(1)}) \right)
\]

\[
= \Delta(x) P \left\{ \sum_{i=1}^{k} \phi_i (Y(X_{(i)}) - \eta(B(x, r_{(k+1)}))) - (\Delta(x) - \Delta_0) \left( \sum_{i=1}^{k} \phi_i - k\mathbb{E} \phi_1 \right)
\]

\[
> k(\Delta(x) - \Delta_0) \mathbb{E} \phi_1 \eta(X_{(1)}) \right\}.
\]

Note that

\[
\mathbb{E} \sum_{i=1}^{k} \phi_i (Y(X_{(i)}) - \eta(B(x, r_{(k+1)}))) = 0,
\]

\[
\mathbb{E}(\Delta(x) - \Delta_0) \left( \sum_{i=1}^{k} \phi_i - k\mathbb{E} \phi_1 \right) = 0,
\]

hence we denote

\[
Z_i(x) = \phi_i (Y(X_{(i)}) - \eta(B(x, r_{(k+1)}))) - (\Delta(x) - \Delta_0) \phi_i + (\Delta(x) - \Delta_0) \mathbb{E} \phi_1
\]

for simplicity. The choice of \( \phi \) satisfies A.0, which indicates that through adopting Bernstein inequality, fixing \( r_{(k+1)} \), there exists some constant \( c_4 > 0 \), such that

\[
\Delta(x) P \left( \sum_{i=1}^{k} W_i(Y(X_{(i)}) - \eta(B(x, r_{(k+1)})) > \Delta(x) - \Delta_0 \right)
\]

\[
= \Delta(x) P \left( \sum_{i=1}^{k} Z_i > k(\Delta(x) - \Delta_0) \mathbb{E} \phi_1 \eta(X_{(1)}) \right)
\]

\[
\leq \Delta(x) \exp(-C_6k(\Delta(x) - \Delta_0)^2).
\]