Analyzing signal attenuation in PFG anomalous diffusion via a non-Gaussian phase distribution approximation approach by fractional derivatives
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Abstract

Anomalous diffusion exists widely in polymer and biological systems. Pulsed field gradient (PFG) techniques have been increasingly used to study anomalous diffusion in NMR and MRI. However, the interpretation of PFG anomalous diffusion is complicated. Moreover, there is not an exact signal attenuation expression based on fractional derivatives for PFG anomalous diffusion, which includes the finite gradient pulse width effect. In this paper, a new method, a Mainardi-Luchko-Pagnini (MLP) phase distribution approximation, is proposed to describe PFG fractional diffusion. MLP phase distribution is a non-Gaussian phase distribution. From the fractional diffusion equation based on fractional derivatives in both real space and phase space, the obtained probability distribution function is a MLP distribution. The MLP distribution leads to a Mittag-Leffler function based PFG signal attenuation rather than the exponential or stretched exponential attenuation that is obtained from a Gaussian phase distribution (GPD) under a short gradient pulse approximation. The MLP phase distribution approximation is employed to get a complete signal attenuation expression $E_{d}(-D_{b}^{*}t_{a,b})$ that includes the finite gradient pulse width effect for all three types of PFG fractional diffusion. The results obtained in this study are in agreement with the results from the literature. These results provide a new, convenient approximation formalism to interpret complex PFG fractional diffusion experiments.
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I. INTRODUCTION

The pulsed field gradient (PFG) diffusion technique has been used to measure anomalous diffusion in NMR and MRI. Anomalous diffusion exists in many systems such as in polymer or biological systems, porous materials and single-file structure. Based on continuous-time random walk (CTRW), anomalous diffusion arises from its diffusion waiting time distribution behaving asymptotically to a power law related to time derivative order $\alpha$, or from its jump length distribution following a power law pertinent to space derivative order $\beta$. The interpretation of PFG anomalous diffusion is relatively complicated compared to normal diffusion. Unlike normal diffusion, the anomalous diffusion usually has a mean square displacement not proportional to diffusion time, and may have a non-Gaussian distribution function. Some types of anomalous diffusion can be modeled by the fractional diffusion (FD) equation based on the fractional derivatives (see Appendix A). Though there is much effort to develop theoretical treatments for anomalous diffusion, many challenges remain in interpreting PFG anomalous diffusion, most notably the finite gradient pulse width (the signal attenuation during the gradient pulse applying period) effect.

The Gaussian phase distribution (GPD) approximation has been employed by Kärger et al. to analyze PFG anomalous diffusion, which successfully obtained a stretched exponential signal attenuation. However, the results only include the time fractional diffusion, which is one of the three types of fractional diffusions. Based on the values
of time derivative order $\alpha$ and space derivative order $\beta$, the fractional diffusions can be divided into general fractional diffusion $\{0 < \alpha, \beta \leq 2\}$, time fractional diffusion $\{0 < \alpha \leq 2, \beta = 2\}$, and space fractional diffusion $\{\alpha = 1.0 < \beta \leq 2\}$. Additionally, the accumulating phase shift (APS) distribution in the PFG experiment has been found not to be a GPD for fractional diffusion based on fractional derivatives. Based on the results of the recently developed effective phase shift diffusion equation (EPSDE) method, the function of APS distribution is indeed a probability distribution function (PDF) described as $\left(D_{\phi}^{\alpha} t^\alpha\right)^{1/\beta} \kappa_{\beta,\alpha} \left(\frac{\phi}{\left(D_{\phi}^{\alpha} t^\alpha\right)^{1/\beta}}\right)^{14,15,28,30}$ where $D_{\phi}^{\alpha}$ is the effective phase fractional diffusion coefficient with units of rad$^{\beta}/$s$^{\alpha}$, $\theta$ is the skewness, $t$ is time, and the $\kappa_{\beta,\alpha}(x)$ function is defined in Appendix B. This phase distribution will be referred to as “Mainardi-Luchko-Pagnini phase distribution (MLPPD)”. Moreover, under the short gradient pulse (SGP) approximation, such an MLPPD leads to a Mittag-Leffler function (MLF) (see Appendix B) signal attenuation, which differs from the stretched exponential function attenuation obtained in references. Thus for fractional diffusion, it may be necessary to use the MLPPD rather than GPD to analyze the PFG fractional diffusion.

In this paper, from the MLPPD approximation, the general PFG signal attenuation expression is derived, which includes the finite gradient pulse width effect and works for all three types of fractional diffusions. Though this is a non-Gaussian phase approximation method, many results from the conventional GPD approximation method, such as Kärger et al.’s time-correlation function calculation results, were employed. Therefore, the MLPPD method could be viewed as a modified GPD method. The results obtained agree with alternate derivations in the literature and provide a set of convenient formalisms to interpret somewhat complicated PFG fractional diffusion behavior.

II. THEORY

A. Mainardi-Luchko-Pagnini phase distribution approximation

The fractional diffusion equation based on fractional derivatives has been used to model anomalous diffusion in real space, which is

$$_{C}D^{\alpha}_{t} P(z,t) = D_{f}^{\beta} P(z,t) ,$$  

where $_{C}D^{\alpha}_{t}$ is the Caputo fractional derivative (see Appendix A), $_{f}D^{\beta}_{z}$ is the Riesz-Feller space fractional derivative (see Appendix A), $z$ is the position, $D_{f}$ is the general fractional diffusion coefficient with units of m$^{\beta}$/s$^{\alpha}$ and $0 < \alpha, \beta \leq 2$. By solving Eq. (1), the PDF is given by

$$P(z,t) = \frac{1}{(D_{f} t^{\alpha})^{1/\beta}} \kappa_{\beta,\alpha} \left(\frac{z}{(D_{f} t^{\alpha})^{1/\beta}}\right) .$$  
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The mean $\eta$-th power of the displacement can be calculated as\cite{15,32}

$$\langle z^\eta(t) \rangle = M_{\mu,\alpha}(\eta)[D t^\beta]^{\eta} \beta,$$

with

$$M_{\mu,\alpha}(\eta) = \frac{1}{2} \int_0^\infty e^{\eta} \kappa_{\mu,\alpha}(\varepsilon) d\varepsilon,$$

where $\varepsilon = z(D_f t^\alpha)^{1/\beta}$.

In PFG experiments, the accumulated phase shift (the net non-refocused phase) $\phi(t)$ of the spin moments resulting from gradient pulses in a rotating frame can be described as\cite{33,34,35}

$$\phi(t) = \int_0^t g(t') z(t') dt',$$

where $\gamma$ is the gyromagnetic ratio, $g(t')$ is the gradient strength at time $t'$, and position $z(t')$ is a time-dependent position related to the spin self-diffusion process. Typical PFG experiments consist of dephasing gradient pulses applied at the beginning of diffusion delay and rephasing gradient pulses applied after diffusion delay. Based on Eq. (5), if the spin carriers are immobile, $z(t')$ is a constant, and the accumulating phase will be refocused; while if the spin carriers are diffusing, the phase will not be refocused which leads to the signal attenuation. In the effective phase shift diffusion equation method, the APS can be described by a random walk model,\cite{27,36} $\phi = \sum M \Delta \phi = -\sum K(t) \Delta z(t),$ where $\Delta \phi$ is the phase jump length in the virtual phase space at time $t$, $K(t)$ is the wavenumber defined by $K(t) = \int_0^t g(t') dt'$ and $\Delta z(t)$ is the jump in real space at time $t$. Such a random jump process in a virtual phase space is similar to the diffusion process $\sum M \Delta z(t)$. The difference between the two diffusion processes is the scale factor $K(t)$. Therefore, both diffusions belong to the same type of diffusion and they can be described by the same type of diffusion equation. The diffusion coefficient for the virtual phase diffusion process $-\sum K(t) \Delta z(t)$ can be expressed as\cite{28}

$$D_{\phi,\beta} (t) = K^\beta (t) D_f,$$

where $D_{\phi,\beta} (t)$ is the effective phase shift diffusion coefficient with units of rad$^\beta$/s$^\alpha$. Based on eq. (1), by replacing the diffusion coefficient $D_f$ with $D_{\phi,\beta} (t)$, and replacing $z$ with $\phi$, the phase shift diffusion process can be described
by the following equation

$$\frac{D^2}{D\tau^2} P(\phi, t) = D_{\phi\phi} (t) \frac{D^\beta}{D\phi^\beta} P(\phi, t),$$  \hspace{1cm} (7)

Using SGP approximation, the obtained phase shift is\(^{28}\)

$$P(\phi, \Delta) = \frac{1}{\left[\left|\phi(\Delta)/M_{\beta, \alpha}(\beta)\right]\right]^{\beta} \kappa_{\beta, \alpha}^{\phi, \beta} \left[\left|\phi(\Delta)/M_{\beta, \alpha}(\beta)\right]\right]^{\beta},$$  \hspace{1cm} (8)

where \(\Delta\) is the diffusion delay, and \(\left\langle \phi(\Delta) \right\rangle\) is defined by \(^{13,29}\)

$$\left\langle \phi(\Delta) \right\rangle = M_{\beta, \alpha}(\eta) \left[\left|D_{\phi\phi} (\delta)\Delta^\beta\right| \right]^{\beta},$$  \hspace{1cm} (9)

where \(\delta\) is the gradient pulse length and \(M_{\beta, \alpha}(\eta)\) is defined by Eq. (4). From Eqs. (2) and (8), it is obvious that both the PDFs of a particle in real space and in virtual phase space are Mainardi function distributions. The APS distribution including the finite gradient pulse width effect may be approximately treated using the MLPPD, which is

$$P(\phi, t) = \frac{1}{\left[\left|\phi(\Delta)/M_{\beta, \alpha}(\beta)\right]\right]^{\beta} \kappa_{\beta, \alpha}^{\phi, \beta} \left[\left|\phi(\Delta)/M_{\beta, \alpha}(\beta)\right]\right]^{\beta}. \hspace{1cm} (10)$$

If the value of \(\left|\phi(\Delta)/M_{\beta, \alpha}(\beta)\right|\) is known, the PFG signal attenuation which resulted from non-refocused phase shift due to diffusion can be calculated by spatially averaging over all possible accumulating phase distribution as\(^{28}\)

$$A(t) = \frac{S(t)}{S(0)} = \left[\int_{-\infty}^{\infty} P(\phi, t) \cos(\phi) d\phi \right], \hspace{1cm} (11)$$

where \(s(0)\) and \(s(t)\) are signal intensities at the beginning and time \(t\), respectively. The direct calculation of \(\left|\phi(\Delta)/M_{\beta, \alpha}(\beta)\right|\) is difficult, however, based on Eq. (9), it is easy to obtain

$$\left[\left|\phi(\Delta)/M_{\beta, \alpha}(\beta)\right|\right]^{\beta} = \left[\left|\phi(\Delta)/M_{\beta, \alpha}(2)\right|\right]^{\beta}. \hspace{1cm} (12)$$
Using Eq. (5), \( \langle \phi^2(t) \rangle / M_{\beta,\alpha}(2) \) can be defined as

\[
\frac{\langle \phi^2(t) \rangle}{M_{\beta,\alpha}(2)} = \frac{1}{M_{\beta,\alpha}(2)} \left[ \int_{t_0}^{t} \gamma g(t')z(t')dt' \right]^2. \tag{13}
\]

For the pulsed gradient spin echo (PGSE) and the pulsed gradient stimulated-echo (PGSTE) experiments, as shown in Figure 1, with constant gradient \( g \), Eq. (13) can be calculated as\(^{16,34} \)

\[
\frac{\langle \phi^2(t) \rangle}{M_{\beta,\alpha}(2)} = \frac{\gamma^2 g^2}{M_{\beta,\alpha}(2)} \left[ \int_{t_0}^{t} z(t')z(t'')dt'dt'' + \int_{t_0}^{t} \int_{t_0}^{t} z(t')z(t'')dt'dt'' - 2 \int_{t_0}^{t} \int_{t_0}^{t} z(t')z(t'')dt'dt'' \right]. \tag{14}
\]

From Eq. (3), \( \langle z^2(t) \rangle \) can be derived as

\[
\langle z^2(t) \rangle = M_{\beta,\alpha}(2) [D fint^2]^{\beta} = M_{\beta,\alpha}(2) D \frac{2^2}{\beta}. \tag{15}
\]

Eq. (15) can be further rewritten as

\[
\langle z^2(t) \rangle = M_{\beta,\alpha}(2) [D fint^2]^{\beta} = M_{\beta,\alpha}(2) D \frac{2^2}{\beta}. \tag{16}
\]

where \( \nu = 2\alpha / \beta \). The similar calculation of Eq. (14) including the time correlation function \( z(t')z(t'') \) has been derived by Kärger et al. in reference.\(^{16} \) Based on Kärger et al.’s result, \( \langle \phi^2(t) \rangle / M_{\beta,\alpha}(2) \) can be written as

\[
\frac{\langle \phi^2(t) \rangle}{M_{\beta,\alpha}(2)} = \frac{2^2 g^2 D}{(\nu + 1)(\nu + 2)} \left[ \frac{1}{2} (\Delta + \delta)^{\nu + 2} + \frac{1}{2} (\Delta - \delta)^{\nu + 2} - \delta^{\nu + 2} \right]. \tag{17}
\]

By substituting Eq. (17) into Eq. (12), we have

\[
\frac{\langle \phi^2(t) \rangle}{M_{\beta,\alpha}(2)} = \gamma^2 g^2 D \left\{ \frac{1}{2} (\Delta + \delta)^{2^2} + \frac{1}{2} (\Delta - \delta)^{2^2} - \delta^{2^2} \right\}^{\frac{\beta}{2}}. \tag{18}
\]

By substituting Eq. (18) into Eq. (11), we obtain

\[
A(t) = E_{\alpha} \left[ -D \frac{b^2}{\alpha,\beta} \right]. \tag{19}
\]

where \( E_{\alpha} \) is the Mittag-Leffler function (see Appendix B) and
\[ b_{a,\beta}^* = \gamma^\beta g^\beta \left[ \frac{2}{(2\alpha/\beta + 1)(2\alpha/\beta + 2)} \left[ \frac{1}{2} \left( \Delta + \delta \right)^{\alpha+2} + \frac{1}{2} \left( \Delta - \delta \right)^{\alpha+2} - \Delta^\alpha - \delta^\alpha \right] \right]^{\beta/2} \]

or

\[ b_{a,\beta}^* = \gamma^\beta g^\beta \delta^{\alpha+\beta} \left[ \frac{4(2\frac{\alpha}{\beta} - 1)}{(2\alpha/\beta + 1)(2\alpha/\beta + 2)} \right]^{\beta/2}, \Delta = \delta \]

From Eqs. (19) and (20), the results agree with effective phase shift diffusion equation method at SGP approximation. When \( \alpha = 1, \beta = 2 \), the result reduces to a normal diffusion result. At small attenuation,

\[ A(t) = E_a(-D_j b_{a,\beta}^*) \approx \exp \left[ \frac{D_j b_{a,\beta}^*}{\Gamma(1+\alpha)} \right]. \]  \( \text{(21)} \)

When \( \beta = 2 \), Eq. (21) reduces to

\[ A(t) = \exp \left[ -\frac{2 D_j g^2}{(\alpha + 1)(\alpha + 2)\Gamma(1+\alpha)} \left[ \frac{1}{2} \left( \Delta + \delta \right)^{\alpha+2} + \frac{1}{2} \left( \Delta - \delta \right)^{\alpha+2} - \Delta^\alpha - \delta^\alpha \right] \right], \]  \( \text{(22)} \)

which agrees with Kärger et al.’s results.

**B. How to determine \( \alpha \) and \( \beta \)?**

It is important to determine the derivative parameters \( \alpha \) and \( \beta \) as they have been used as potential biomarkers for MRI. From Eq. (21), at small attenuation, when the gradient pulse length \( \delta \) and the diffusion delay \( \Delta \) are fixed, we have

\[ \ln[A(0) - \ln A(t)] = \ln[S(0) - \ln S(t)] = \ln \left[ \frac{\gamma^\beta D_j}{\Gamma(1+\alpha)} C_{a,\beta}(\delta, \Delta) \right] + \beta \ln(g), \]  \( \text{(23)} \)

where \( A(0) \) equals to 1 because there is no signal attenuation at the beginning of the first gradient pulse, \( S(0) \) and \( S(t) \)
are the signal intensities at time 0 and time t, respectively, and \( C_{\alpha,\beta}(\delta, \Delta) \) is

\[
C_{\alpha,\beta}(\delta, \Delta) = \left[ \frac{2}{(\frac{2\alpha}{\beta} + 1)(\frac{2\alpha}{\beta} + 2)} \left[ \frac{1}{2} (\frac{2\alpha}{\beta})^{2 - 2} + \frac{1}{2} (\frac{2\alpha}{\beta})^{1 - 2} - \frac{2\alpha}{\beta}^{2 - 2} - \frac{2\alpha}{\beta}^{1 - 2} \right] \right]^{\frac{\beta}{2}}.
\]

(24)

From Eq. (21), at small attenuation, we can also have

\[
\ln[\ln A(0) - \ln A(t)] = \ln[\ln S(0) - \ln S(t)] = \begin{cases} 
\frac{\gamma^\beta g^\beta D_j C_2}{\Gamma(1 + \alpha)} + (\alpha + \beta) \ln(\delta), & \text{when } \Delta = \delta \\
\frac{\gamma^\beta g^\beta D_j}{\Gamma(1 + \alpha)} + \alpha \ln(\Delta), & \text{when } \delta \ll \Delta 
\end{cases}
\]

(25)

where \( C_2 \) is

\[
C_2 = \left[ \frac{4\delta^{\frac{2\alpha}{\beta} - 1}}{(\frac{2\alpha}{\beta} + 1)(\frac{2\alpha}{\beta} + 2)} \left[ \frac{2\alpha}{\beta}^{1 - 2} - 1 \right] \right]^{\frac{\beta}{2}}.
\]

(26)

Similar equations as Eqs. (23) and (25) have been obtained by instantaneous signal attenuation (ISA) method.\textsuperscript{31} Eqs. (23) and (25) may be used to determine the fractional time and space derivative parameters \( \alpha \) and \( \beta \) in PFG fractional diffusion experiments.

**III. DISCUSSION**

The general accumulating phase shift distribution and signal attenuation expressions for fractional diffusion were obtained based on the MLPPD approximation. The obtained signal attenuation expression \( E_{\alpha}[-D_j b^{\alpha,\beta}] \) is consistent with other theoretical results in the literature.\textsuperscript{23,28,31} For space-fractional diffusion, \( \{\alpha - 1.0 < \beta < 2\} \), as \( E_{\alpha}(-x) = \exp(-x) \) when \( \alpha = 1 \), the signal attenuation expression Eq. (19) can be rewritten as

\[
A(t) = \exp[-\gamma^\beta g^\beta D_j C_{1,\beta}(\delta, \Delta)],
\]

(27)

where \( C_{1,\beta}(\delta, \Delta) \) is

\[
C_{1,\beta}(\delta, \Delta) = \left[ \frac{2}{(\frac{2\alpha}{\beta} + 1)(\frac{2\alpha}{\beta} + 2)} \left[ \frac{1}{2} (\frac{2\alpha}{\beta})^{2 - 2} + \frac{1}{2} (\frac{2\alpha}{\beta})^{1 - 2} - \frac{2\alpha}{\beta}^{2 - 2} - \frac{2\alpha}{\beta}^{1 - 2} \right] \right]^{\frac{\beta}{2}}.
\]

(28)

Eq. (27) is close to the theoretical result.
\[ A(t) = \exp \left[ -\gamma^\beta g^\beta \delta^\beta \left( \Delta - \frac{\beta-1}{\beta+1} \delta \right) \right], \]  
\hfill (29)

obtained by the modified Bloch equation,\textsuperscript{21} the effective phase shift diffusion equation method,\textsuperscript{28} and the instantaneous signal attenuation method.\textsuperscript{31} Figure 2 shows the comparison of \( C_{\alpha,\beta}(\delta, \Delta) \) in Eqs. (27) and \( \Delta - \frac{\beta-1}{\beta+1} \delta \) in Eq. (29).

The differences between the MLPPD approximation and other methods are small. The greater the value of \( \beta \) is, the smaller the difference is, since at \( \beta = 2 \), both Eqs. (27) and (29) reduce to normal diffusion based attenuation. Additionally, the greater the ratio \( \delta / \Delta \) is, the smaller the difference between methods is, since under SGP approximation, both Eqs. (27) and (29) are reduced to \( \exp \left( -\gamma^\beta g^\beta \delta^\beta \Delta \right) \).

Furthermore, the signal attenuation from MLPPD approximation for time-fractional diffusion agrees with that obtained by the instantaneous signal attenuation method.\textsuperscript{31} When \( 0 < \alpha \leq 2, \beta = 2 \), the signal attenuation expression Eq. (19) can be written as

\[ A(t) = E_a \left[ -D_f \gamma^2 g^2 C_{\alpha,2}(\delta, \Delta) \right], \]  
\hfill (30)

where \( C_{\alpha,2}(\delta, \Delta) \) is

\[ C_{\alpha,2}(\delta, \Delta) = \frac{2}{(\alpha+1)(\alpha+2)} \left[ \frac{1}{2} (\Delta + \delta)^{\alpha+2} + \frac{1}{2} (\Delta - \delta)^{\alpha+2} - \Delta^{\alpha+2} - \delta^{\alpha+2} \right]. \]  
\hfill (31)

Eq. (30) is close to the signal attenuation obtained by the instantaneous signal attenuation method,\textsuperscript{27} which is

\[ A(t) = E_a \left[ -D_f \gamma^2 g^2 C'_{\alpha,2}(\delta, \Delta) \right], \]  
\hfill (32)

where \( C'_{\alpha,2}(\delta, \Delta) \) is\textsuperscript{26,28}

\[ C'_{\alpha,2}(\delta, \Delta) = \gamma^2 g^2 \left\{ \frac{\alpha \delta^{\alpha+2}}{\alpha+2} + \delta^2 \left( \Delta^\alpha - \delta^\alpha \right) + \frac{2}{(\alpha+1)(\alpha+2)} \left[ (\Delta + \delta)^{2\alpha} - (\Delta^\alpha - \delta^\alpha)^2 \right] - \frac{2}{(\alpha+1)} \Delta^{\alpha+2} \delta - \Delta^\alpha \delta^2 \right\}. \]  
\hfill (33)

The comparison of \( C_{\alpha,2}(\delta, \Delta) \) and \( C'_{\alpha,2}(\delta, \Delta) \) is shown in Figure 3. The difference between the MLPPD approximation and the instantaneous signal attenuation method is small for \( 0.5 < \alpha < 1.5 \). At \( \alpha = 1 \), there is no difference because both Eqs. (30) and (32) reduce to normal diffusion. Similarly, the smaller the ratio \( \delta / \Delta \) is, the smaller the difference is, since again under SGP approximation, both Eqs. (30) and (32) can reduce to \( E_a \left( -\gamma^2 g^2 \delta^2 \Delta^\alpha \right) \).

Contrasting the time-fractional diffusion result with the space-fractional diffusion result shows that the deviations
from other methods were greater with variation in the time derivative parameter \( \alpha \) than with the variation in the space derivative parameter \( \beta \). For the general attenuation, the instantaneous signal attenuation method gives \( E_\alpha \left[-D_f b^{*\alpha,\beta}\right] \), where \( b^{*\alpha,\beta} = \int_0^\infty K^\beta(t)dt^\alpha \) (\( K(t) \) is the wavenumber). Similarly, it should be expected that the MLPPD result is close to the instantaneous signal attenuation result at smaller \( \delta/\Delta \) ratios, because, under the SGP approximation, both methods lead to the same attenuation expression \( E_\alpha \left(-\gamma^\delta g^\delta \delta^\delta \Delta^\delta \right) \). Additionally, at \( \alpha=1, \beta=2 \), both signal attenuation expressions reduce to the signal attenuation result of restricted normal diffusion.

The derivative parameters \( \alpha \) and \( \beta \) can be determined by Eqs. (23) and (25). Particularly, in PFG fractional diffusion experiments, the \( \beta \) may be determined at first by Eq. (23), with the parameters \( \alpha \) and \( D_f \) being the two only unknown parameters in the experiments, which leads to a less arbitrary interpretation of experimental data with fewer floating parameters.

The MLPPD approximation provides a set of convenient formalisms for PFG fractional diffusion. The MLPPD method used is a modified GPD method. Considering the broad application of the GPD method in normal diffusion, the MLPPD method may also have a broad application for various PFG fractional diffusion problems, such as restricted fractional diffusion including the finite gradient pulse width effect.

**APPENDIX A. DEFINITION OF FRACTIONAL DERIVATIVE\(^{14} \)**

Caputo fractional derivative in time\(^{14} \)

\[
_{\tau}D^\alpha_t f(t) := \begin{cases} 
\frac{1}{\Gamma(m-\alpha)} \int_0^t \frac{f^{(m)}(\tau)}{(t-\tau)^{\alpha+1-m}}d\tau, & m-1<\alpha<m, \\
\frac{d^m}{dt^m} f(t), & \alpha = m.
\end{cases}
\] (A1)

Riesz-Feller derivative in space for \( 0<\beta<2 \) and \( |\beta| \leq \min\{\beta,2-\beta\} \)

\[
_{x}D^\beta_x f(x) = \frac{\Gamma(1+\beta)}{\pi} \left\{ \sin[(\beta+\theta)\pi/2] \int_0^\infty \frac{f(x+\xi)-f(x)}{\xi^{1+\beta}} d\xi \\
+ \sin[(\beta-\theta)\pi/2] \int_0^\infty \frac{f(x-\xi)-f(x)}{\xi^{1+\beta}} d\xi \right\}.
\] (A2)
APPENDIX B. DEFINITION OF $\kappa_{p, a}^\theta(x)$ FUNCTION,\textsuperscript{14} MITTAG-LEFFLER FUNCTION $E_{\alpha, 1}(x)$ \textsuperscript{14}

$$
\kappa_{p, a}^\theta(x) = \frac{1}{\beta x} \frac{1}{2\pi i} \int_{-i\infty}^{i\infty} \frac{\Gamma\left(\frac{s}{\beta}\right)\Gamma(1 - \frac{s}{\beta})\Gamma(1 - s)}{\Gamma(1 - \frac{\alpha}{\beta})\Gamma(1 - \rho s)\Gamma(1 - \rho x)} x^s ds, \text{with} \quad \rho = \frac{\beta' - \theta}{2\beta'}.
$$

(B1)

$$
E_{\alpha, 1}(-x) = \sum_{n=0}^{\infty} \frac{(-x)^n}{\Gamma(n\alpha + 1)} = \begin{cases} 
\exp(-x), \alpha = 1 \\
\approx \exp\left(-\frac{x}{\Gamma(1 + \alpha)}\right) \quad \text{if} \quad |x| << 1
\end{cases}.
$$

(B2)

\textbf{Figure Legends}

\textbf{FIG. 1} (a) PGSE pulse sequence with gradient pulses of finite length $\delta$ and diffusion delay $\Delta$, (b) PGSTE pulse sequence with gradient pulses of finite length $\delta$ and diffusion delay $\Delta$.

\textbf{FIG. 2} Comparison $C_{1, p}(\delta, \Delta)$ in the space-fractional diffusion signal attenuation expression of Eqs. (27) from MLPPD approximation with $\Delta - \frac{\beta - 1}{\beta + 1} \delta$ in Eq. (29) from modified Bloch equation,\textsuperscript{23} effective phase shift diffusion equation\textsuperscript{26} and instantaneous signal attenuation methods.\textsuperscript{31}

\textbf{FIG. 3} Comparison of $C_{1, 2}(\delta, \Delta)$ in time-fractional diffusion signal attenuation expression Eq. (30) from MLPPD approximation with $C_{1, 2}'(\delta, \Delta)$ in Eq. (32) from instantaneous signal attenuation methods.\textsuperscript{31}
FIG. 1

(a) PGSE

(b) PGSTE
FIG. 2

Space-fractional diffusion

$C_{1,\beta}(\delta,\Delta)$

$\delta:\Delta$

- MLPPD 1:10
- Magin Space-FD 1:10
- MLPPD 1:3
- Magin Space-FD 1:3
- MLPPD 1:1
- Magin Space-FD 1:1
FIG. 3

Time-fractional diffusion

$C_{\alpha,2}(\delta,\Delta)$

$\delta:\Delta$

- MLPPD 1:10
- ISA time-FD 1:10
- MLPPD 1:3
- ISA time-FD 1:3
- MLPPD 1:1
- ISA time-FD 1:1
References:

1. E. L. Hahn, Spin Echoes, Phys. Rev. 80, 580 (1950).

2. D. W. McCall, D. C. Douglass, E. W. Anderson, and B. Bunsenges, Physik. Chem. 67, 336 (1963).

3. E. O. Stejskal and J. E. Tanner, J. Chem. Phys. 42, 288 (1965); doi: 10.1063/1.1695690.

4. F. A. Long, E. Bagley and J. Wilkens, J. Chem. Phys. 21, 1412 (1953); http://dx.doi.org/10.1063/1.1699249.

5. W. Wyss, J. Math. Phys. 27, 2782 (1986).

6. R. Metzler, and J. Klafter, Phys. Rep. 339, 1 (2000).

7. L. Wang, X. Gao, Z. Sun and J. Feng, J. Chem. Phys. 130, 184709 (2009); http://dx.doi.org/10.1063/1.3126102.

8. S. Stachura and G. R. Kneller, J. Chem. Phys. 143, 191103 (2015); http://dx.doi.org/10.1063/1.4936129.

9. Y. Li, G. Farrher, and R. Kimmich, Phys. Rev. E 74, 066309 (2006).

10. V. Gupta, S.S. Nivarthi, A.V. McCormick, and H.T. Davis, Chem. Phys. Lett. 247, 596 (1995).

11. K. Hahn, J. Kärger, and V. Kukla, Phys. Rev. Lett. 76, 2762 (1996).

12. J. Klafter, I. M. Sokolov, First Steps in Random Walks: From Tools to Applications, Oxford University Press, 2011, Chapter 6.

13. D. Le Bihan, and M. Iima, PLoS Biol. 13 (7), e1002203 (2015). doi:10.1371/journal.pbio.1002203.

14. F. Mainardi, Y. Luchko and G. Pagnini, Fract. Calc. Appl. Anal. 4, 153 (2001).

15. R. Balescu, Chaos, Solitons and Fract. 34, 62 (2007).

16. J. Kärger, H. Pfefifer, and G. Vojta, Phys. Rev. A 37 (11), 4514 (1988).

17. N. Fatkullin, and R. Kimmich, PHYS. REV. E 52, 3273 (1995).

18. R. A. Damion and K.J. Packer, Proceedings: Mathematical, Physical and Engineering Sciences, 453, 205 (1997).

19. T. Zavada, N. Südland, R. Kimmich, T.F. Nonnenmacher, Phys. Rev. E 60, 1292 (1999).
20K.M. Bennett, K.M. Schmainda, R.T. Bennett, D.B. Rowe, H. Lu, and J.S. Hyde, Magn. Reson. Med. 50, 727 (2003).

21K.M. Bennett, J.S. Hyde, and K.M. Schmainda, Magn. Reson. Med. 56, 235 (2006).

22E. Özarslan, P.J. Basser, T.M. Shepherd, P.E. Thelwall, B.C. Vemuri, and S.J. Blackband, J. Magn. Reson. 183, 315 (2006).

23R.L. Magin, O. Abdullah, D. Baleanu, and X.J. Zhou, J. Magn. Reson. 190, 255 (2008).

24A. Hanyga, and M. Seredyńska, J. Magn. Reson. 220, 85 (2012).

25C. Ingo, R.L. Magin, L. Colon-Perez, W. Triplett, and T.H. Mareci, Magn. Reson. Med. 71, 617 (2014).

26M. Palombo, A. Gabrielli, S. De Santis, C. Cametti, G. Ruocco, and S. Capuani, J. Chem. Phys. 135, 034504 (2014).

27F. Grinberg, L. Ciobanu, E. Farrher, and N. J. Shah, NMR Biomed. 25, 1295 (2012).

28G. Lin, J. Magn. Reson. 259, 232 (2015).

29M. Palombo, A. Gabrielli, S. D. Santis, C. Cametti, G. Ruocco, S. Capuani, J. Chem. Phys. 135, 034504 (2011).

30R. Gorenflo, and F. Mainardi, Springer Lecture Notes in Physics, No 621, Berlin 2003, pp. 148-166.

31G. Lin, J. Magn. Reson. 269, 36 (2016).

32W. Chen, H. Sun, X. Zhang, and D. Korošak, Comput. Math. Appl. 59 (5), 1754 (2010).

33P. Callaghan, Translational Dynamics and Magnetic Resonance: Principles of Pulsed Gradient Spin Echo NMR, Oxford University Press, 2011.

34W. S. Price, Concepts Magn. Reson. 9, 299 (1997).

35R. Kimmich, NMR: Tomography, Diffusometry, Relaxometry, Springer-Verlag, Heidelberg, 1997.

36G. Lin, J. Chem. Phys. 143, 164202 (2015).
37 R. L. Magin, C. Ingo, L. Colon-Perez, W. Triplett, and T. H. Mareci, Microporous Mesoporous Mater. 178, 39 (2013).

38 G. Lin, S. Zheng, X. Liao, Signal Attenuation of PFG Restricted Anomalous Diffusions in Plate, Sphere, and Cylinder, J. Magn. Reson. 272, 25 (2016).