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Abstract

In this paper, we propose an approach to improve few-shot classification performance using a composite rotation based auxiliary task. Few-shot classification methods aim to produce neural networks that perform well for classes with a large number of training samples and classes with less number of training samples. They employ techniques to enable the network to produce highly discriminative features that are also very generic. Generally, the better the quality and generic-nature of the features produced by the network, the better is the performance of the network on few-shot learning. Our approach aims to train networks to produce such features by using a self-supervised auxiliary task. Our proposed composite rotation based auxiliary task performs rotation at two levels, i.e., rotation of patches inside the image (inner rotation) and rotation of the whole image (outer rotation) and assigns one out of 16 rotation classes to the modified image. We then simultaneously train for the composite rotation prediction task along with the original classification task, which forces the network to learn high-quality generic features that help improve the few-shot classification performance. We experimentally show that our approach performs better than existing few-shot learning methods on multiple benchmark datasets.

1. Introduction

Deep learning techniques have been used extensively to tackle several computer vision tasks, and they have been very successful [32, 18, 47]. The ability of neural networks to learn informative features from images is the main factor behind the successes of deep learning frameworks. However, neural networks need to be trained on large volumes of labeled data, which is a cause of concern since obtaining labeled data can be very difficult and sometimes very expensive. Obtaining labeled data may also require manual annotation, which is time-consuming and costly. In many real-world cases, it is not feasible to collect a large amount of labeled data for all categories of data. In such a case, the network will not perform well for classes with few labeled training examples. On the other hand, humans can learn new categories of images from very few samples and recognize them in the wild with high probability. Deep learning models generally do not possess such a capability and are hence not human-like. Researchers have been looking into ways to achieve this. Few-shot learning is a step in this direction.

In the few-shot learning setting, the networks are trained in such a way that they can perform well for classes with few training examples and classes with many training examples. This can be achieved when the network has the ability to extract highly discriminative features from input images. The network should be trained in such a way that it can extract discriminative features even for a new set of categories. Few-shot learning methods generally operate on episodes. Episodes are tiny-datasets with a small train set and a small test set. Each episode consists of examples from a fixed small number of classes.

There have been many works in few-shot learning. Prototypical network [37] computes class prototypes and then uses the nearest neighbor-based classification to predict classes for query images. MAML [10] trains the network to quickly adapt to a new set of classes to perform classification on them. LEO [33] learns to generate weights for classifier using the support examples of the classes in the episode. RFS [41] proposes to improve the quality of representation produced by the network by using knowledge distillation.

Since the performance of few-shot learning methods heavily depends on the discriminative and generic nature of the features extracted by its network, researchers have been looking to improve networks and enable them to extract such features. One standard method of improving the representation/features produced by a network is to use self-supervised learning. Self-supervised learning techniques do not require labeled data to train. Self-supervised learning is a type of unsupervised learning which involves creating artificial labels using unlabeled examples. Artificial labels are created in a way that is simple, fast, and automated, us-
Figure 1. **Composite rotation classes created from a single image.** The four images, which are inside a separate box, represent the 4 outer rotations used by [14]. Our composite rotation first rotates the entire image by 0, 90, 180, or 270 degrees (A,B,C,D) (outer rotation), then splits the image vertically from the middle and rotates each half by 0 or 180 degrees (inner rotation). This creates 16 combinations, which become the 16 classes of our self-supervision method.

This can be done by rotating patches inside the image (inner rotation) in addition to the outer rotation. Our proposed composite rotation performs both inner and outer rotations. For a fair comparison with [12], we replace their rotation based auxiliary task with our composite rotation based auxiliary task (CRAT) and perform few-shot learning experiments. We experimentally show that our proposed auxiliary task performs significantly better than the simple rotation based auxiliary task used in [12]. Our approach is described in detail in Sec 3.

The contributions of this paper are as follows:

- We propose an approach to improve few-shot classification that trains the network on a composite rotation based auxiliary self-supervised task along with the general classification task.
- We incorporate our proposed auxiliary task into multiple few-shot learning methods [41, 12] and experimentally show that we are able to improve significantly over them.
- We perform experiments on multiple benchmark few-shot learning datasets to show the efficacy of our approach. We also perform ablation experiments to validate our approach.

2. Related Works

2.1. Few-Shot Learning

Many few-shot learning methods have been proposed by researchers [10, 37, 11, 13, 39, 3, 41, 36, 15, 21]. Prototypical Network [37] first averages the embeddings of the support data-points of each class produced by a base network to obtain a “prototype” for each class and then finds the class embedding closest to the embedding of the query image. Model Agnostic Meta Learning [10] optimizes the network in such a way that it can quickly adapt to a new episode. A graph neural network architecture is used in [34]. Meta Network [25] performs fast parameterization of the underlying network for rapid generalization.
The method in [31] applies the prototypical network to a semi-supervised setup by making use of labeled and unlabeled examples in each episode. TADAM [27] uses a task-based embedding as an attention to the convolutional layers of the base network. This attention helps shift the image embeddings closer to the embeddings of similar images based on the classes that are being trained on. RelationNet [39] uses relation scores to match query and support images of the classes. Learning without forgetting [13] uses support examples of the novel classes and classifier weights of the base classes to learn classifier weights for the novel classes. R2D2 [1] makes use of fast convergent methods like ridge regression for few-shot learning. LEO [33] solves an optimization problem in the parameter space to learn good parameters for the few-shot classifier.

MetaOptNet [20] learns more discriminative features by making use of linear predictors. TPN [23] uses a graph-based method to exploit the test data itself to improve few-shot classification in a transductive setting. In [36], the authors propose to use dynamic classifiers constructed from limited samples. The method proposed in [15] improves the generation of classifier weights for few-shot classification by maximizing the mutual information between the weights and the data. In [21], the authors use conditional Wasserstein GAN to hallucinate highly discriminative features.

RFS [41] makes use of self-distillation, which is a knowledge transfer process from a trained network to a student network with the same architecture. The authors show that this results in the student network learning better and more generic features. Such features enable the student network to be more generalizable and perform better on few-shot learning. Recently, self-supervision has been applied to few-shot learning. In [12], the authors use self-supervised techniques as auxiliary tasks to improve few-shot learning. The proposed method trains the model simultaneously on an auxiliary self-supervised task in addition to its original task. The images are modified to create self-supervised tasks such as rotation or relative position prediction. The authors show that using such auxiliary tasks helps the network perform better in the few-shot learning setting, indicating that such a network extracts a more generic set of features from the images.

Our paper focuses on training the network using a composite rotation based auxiliary task (CRAT) along with the classification task. Our composite rotation is more sophisticated than the simple rotation used in [12] and performs better than it for all the benchmark datasets we experimented on. We also use our technique to improve RFS [41] and achieve state-of-the-art results.

2.2. Self-Supervised Learning Techniques

Many self-supervision techniques have been proposed to improve semantic feature learning. In [28], the authors train the network to perform image inpainting or image completion. Several works have proposed to use the variance of image colorization as self-supervision [19, 46]. The method proposed in [7] trains the network to predict the relative position of a patch of an image with respect to a given patch of the same image. A convolutional neural network is trained to solve Jigsaw puzzles in [26].

In [14], the authors rotate images by a fixed set of angles and then train the network to predict the angle of rotation. The method proposed in [8] forms surrogate classes by transforming images in specific ways and trains convolutional neural networks to predict the class of the image. In [9], the authors propose to train the network to learn additional discriminative features along with the rotation angle prediction. This is achieved by additionally training the network to reduce the distance between different versions of the same image, which have been rotated at a different angle. This ensures that the network learns to produce features that have a better instance-level discriminative ability.

Contrastive Multiview Coding (CMC) [40] takes different views of an image and trains the network to learn a representation that maximizes the mutual information between the different views. But CMC requires specialized architecture, including separate encoders for different views of the data. Momentum Contrast (MoCo) [16] performs matching of encoded queries q to a dictionary of encoded keys using a contrastive loss in order to train the network. But MoCo requires a memory bank to store the dictionary. SimCLR [4] applies separate sets of data augmentation to the input resulting in two different but correlated views and uses contrastive loss to bring them closer in the feature space. It does not require specialized architectures or a memory bank and still achieves state-of-the-art unsupervised learning results, outperforming CMC and MoCo. We compare an auxiliary task based on SimCLR with our proposed composite rotation based auxiliary task in Sec. 4.7.2.

3. Method

3.1. Problem Setting

In the few-shot learning setting, the train and test classes are referred to as base and novel classes, respectively. Here, the networks operate on episodes of data. An episode can be thought of as a small dataset that is further divided into a mini-train set and a mini-test set. Each episode consists of a fixed small number of classes $N$, and each class has $K$ support training examples. Such episodes are known as $N$-way $K$-shot episodes. The test set consists of query data points belonging to one of the $N$ classes.
3.2. Proposed Composite Rotation based Auxiliary Task (CRAT)

We propose a composite rotation based auxiliary task (CRAT) that helps in improving few-shot learning performance. In our proposed composite rotation, we first rotate the entire image by either 0, 90, 180, or 270 degrees. Next, we split the image vertically from the middle. Then, we rotate each half by either 0 or 180 degrees (see Fig. 1). The outer rotation angle remains the same for a total of 4 combinations, while the inner rotation on each half is either 0 or 180 degrees. Therefore, there are a total of 16 classes of composite rotation. We validate the operations used in this composite rotation through ablation experiments in Sec 4.7.1. We use this composite rotation as an auxiliary task to improve few-shot classification methods. A few-shot learning network generally consists of a feature extraction network $E$, that extracts features from images. We add a composite rotation classification network $C^{\text{comp}}$ for our proposed auxiliary task. For any given input image, we take the output of the feature extraction network $E$ and feed it to $C^{\text{comp}}$ to predict the composite rotation class. The training on this auxiliary task is carried out in parallel to the main classification task. After the training process is completed, the composite rotation classification network $C^{\text{comp}}$ is discarded as it has served its purpose of improving the feature extraction network $E$. The composite rotation based auxiliary task loss $L_{CR}$ can be defined as

$$L_{CR}(E, C^{\text{comp}}) = \Sigma_i f_{CE}(\tilde{y}_i^T, y_i^T)$$

where $i$ refers to the $i^{th}$ data point in the mini-batch, $f_{CE}$ refers to the cross-entropy loss function, $\tilde{y}_i^T$ refers to the composite rotation class of the $i^{th}$ data point predicted by $C^{\text{comp}}$, and $y_i^T$ refers to the actual composite rotation class of the $i^{th}$ data point.

Our composite rotation technique will cause some objects within the image to behave differently after rotation since the rotation is not being applied only to the entire image as a whole. There will be cases where semantic parts of the same object in the image will get rotated differently. Objects may also end up rotating to different centers of rotation. Therefore, the relative position of objects in the image and even the relative position of the semantic parts of the same object may get changed after our composite rotation. This will force the network to extract more detailed features about the objects, their parts, and their orientations. As a result, networks trained on these types of pseudo-classes should be better at extracting meaningful features from images.

Ideally, we should create even more subdivisions within the image and rotate them in order to complicate the task even more. However, this will exponentially increase the total number of classes and, hence, the model’s complexity, which might make it difficult to train. We tried to split the image into four quarters and rotate each of them through the four angles apart from the full image rotation, which led to a total of 1024 classes. The resulting auxiliary task is very difficult, and the network performance is not adequate on few-shot classification, as shown in Sec. 4.7.1.

3.3. Integrating CRAT with RFS [41]

In [41], the authors propose a few-shot learning method (RFS) focused on improving the feature representation quality of the network. The model consists of a feature extraction network $E$, a fully-supervised classification network $C^{\text{sup}}$, and a linear few-shot classification module $C^{\text{few}}$. The method proposed in [41] first trains the feature extraction network $E$ and the fully-supervised classification network $C^{\text{sup}}$ on the entire training set (phase 1). The trained network from phase 1 is used as a teacher $(E_T, C_T^{\text{sup}})$ to train a student network $(E_S, C_S^{\text{sup}})$ with the same architecture using self-distillation multiple times (phase 2). For self-distillation, the student is trained to minimize the Kullback-Leibler divergence (KL) between the soft predictions of the teacher and the student networks. During phase 2, the student is trained on the fully supervised classification loss on the entire training set and on the
self-distillation loss. \( C_{S}^{\text{sup}} \) is discarded after the training process. During testing, for every testing episode, \( E_{S} \) is used to extract features for the support examples of each class. These features are used to train a logistic regression classification model \( C_{S}^{\text{few}} \). Finally, \( E_{S} \) is used to extract the query sample features, and \( C_{S}^{\text{few}} \) is used to classify them.

We introduce our composite rotation based auxiliary task (CRAT) into this method to improve it. A composite rotation classification network \( C_{\text{comp}}^{\text{sup}} \) is added to the model. During training, \( E \) is used to extract features for the rotated image. This feature is fed to both \( C_{S}^{\text{sup}} \) and \( C_{\text{comp}}^{\text{sup}} \) to perform fully supervised classification and composite rotation classification, respectively (see Fig. 2). This will help the feature extractor learn to extract better features in order to perform better for both the tasks.

In this modified training procedure, the phase 1 involves training the feature extraction network \( E \), the fully-supervised classification network \( C_{S}^{\text{sup}} \) and the composite rotation classification network \( C_{\text{comp}}^{\text{sup}} \) on the entire training set. In phase 2, the trained network from phase 1 is used as a teacher \( (E_{T}, C_{S}^{\text{sup}}, C_{\text{comp}}^{\text{sup}}) \) to train a student network \( (E_{S}, C_{S}^{\text{sup}}, C_{\text{comp}}^{\text{sup}}) \) with the same architecture using the fully-supervised classification loss, the composite rotation prediction loss, and the self-distillation loss. During testing, both \( C_{S}^{\text{sup}} \) and \( C_{\text{comp}}^{\text{sup}} \) are discarded. \( E_{S} \) extracts features for the support examples of each class, which are used to train a logistic regression classification model \( C_{S}^{\text{few}} \). Finally, \( C_{S}^{\text{few}} \) is used to classify the query samples. We experimentally show that our proposed composite rotation based auxiliary task can significantly improve the performance of RFS. The new phase 1 and 2 losses can be defined as:

\[
L_{\text{phase1}} = \Sigma_i (f_{CE}(\tilde{y}_i, y_i) + \lambda f_{CE}(\tilde{y}_i^{r}, y_i^{r})) \tag{2}
\]

where, \( y_i \) is the real label for the \( i \)th data point, \( \tilde{y}_i \) refers to the label predicted by \( C_{S}^{\text{sup}} \) for the \( i \)th data point, \( y_i^{r} \) refers to the composite rotation class predicted by \( C_{\text{comp}}^{\text{sup}} \) for the \( i \)th data point, \( \tilde{y}_i^{r} \) refers to the actual composite rotation class of the \( i \)th data point, \( \lambda \) hyper-parameter determines the influence of the auxiliary task loss in the total loss.

\[
L_{\text{phase2}} = \Sigma_i [\alpha (f_{CE}(\tilde{y}_i, y_i) + \lambda f_{CE}(\tilde{y}_i^{r}, y_i^{r}))
+ \beta KL(\phi_{S}(x_i), \phi_{T}(x_i))] \tag{3}
\]

where, KL refers to the KL-Divergence function, \( \alpha, \beta \) are hyper-parameters, \( \phi_{S}(x_i), \phi_{T}(x_i) \) refer to the soft label predictions of the student and teacher models for the \( i \)th data point. \( \phi_{S}(x_i) = F_{\text{softmax}}(C_{S}^{\text{sup}}(E_{S}(x_i))) \), \( \phi_{T}(x_i) = F_{\text{softmax}}(C_{T}^{\text{sup}}(E_{T}(x_i))) \) where \( F_{\text{softmax}} \) is the softmax function.

### 3.4. Integrating CRAT with BF3S [12]

The method (BF3S) proposed in [12] also uses an auxiliary task. It uses a simple rotation [14] based self-supervised auxiliary task to train the feature extraction network simultaneously along with the few-shot classification task. After the training step, the auxiliary task network is discarded, and the remaining network is used to perform few-shot classification. The simple rotation based self-supervised task rotates the image by a fixed angle (out of \( 0^\circ, 90^\circ, 180^\circ, 270^\circ \)), and then trains the network to predict the angle of rotation. This does not change the relative position of points inside the image, and all points rotate with the same center of rotation, i.e., the center of the image. This leads to a bias in the data. We replace this simple rotation based auxiliary task with our composite rotation based auxiliary task and perform the same training process as proposed in BF3S. We experimentally show that our composite rotation based auxiliary task performs significantly better than the auxiliary tasks originally used in this method.

### 4. Experiments

#### 4.1. Datasets

We perform few-shot classification experiments on 4 benchmark datasets: mini-ImageNet [42], tiered-ImageNet [31], CIFAR-FS [1] and FC-100 [27].

mini-ImageNet [42] consists of 100 classes, each of which has around 600 images of size \( 84 \times 84 \) pixels. The classes are divided into 64 train classes, 16 validation classes, and 20 test classes. It has been derived from the ImageNet [32] dataset. tiered-ImageNet [31] is also derived from ImageNet and consists of 351 train, 97 validation, and 60 test classes. CIFAR-FS and Few-shot-CIFAR100 (FC-100) are both derived from CIFAR-100 [17] dataset. CIFAR-FS consists of 64 train, 16 validation, and 20 test classes with images of size \( 32 \times 32 \) pixels. FC-100 consists of 60 train, 20 validation, and 20 test classes with images of size \( 32 \times 32 \) pixels. FC-100 splits classes based on the super-classes in CIFAR-100 in order to minimize similarity between classes from different splits.

#### 4.2. Implementation Details

In order to show the efficacy of our proposed auxiliary task, we experiment with RFS [41] and BF3S [12]. We modify RFS [41] to include our proposed composite rotation based auxiliary task (CRAT), and we replace the auxiliary task in BF3S [12] with CRAT. For the experiments involving RFS [41], we use the ResNet-12 architecture for the feature extraction network \( E \). It consists of 4 residual blocks, each having 3 convolutional layers with kernel size \( 3 \times 3 \). A max-pooling layer of kernel size \( 2 \times 2 \) is added after each of the initial 3 residual blocks, and a global average pooling layer is added after the last residual block. The
composite rotation classifier is implemented as a convolutional neural network with 4 convolutional blocks. Each block consists of a convolutional layer of 640 convolutional filters of kernel size of 3 × 3, a batch normalization layer, and a ReLU activation function. Each convolutional block has 640 output filters. An adaptive average pooling block is added after the last convolutional block, and it is followed by a fully-connected layer with input size 640 and output size 16. The \( \lambda \) hyper-parameter, that decides the contribution of our auxiliary task loss to the total loss is taken as 1 for all experiments. We take \( \alpha = 0.5 \) and \( \beta = 1 \) for the RFS experiments. The other settings used for these experiments are the same as given in [41].

For the experiments involving BF3S [12], we conduct experiments on the best performing model of [12] that uses the WideResNet-28-10 [44] architecture as the feature extractor and the Cosine Classifier (CC). It is a 28-layer Wide Residual Network [44] with width factor 10, which produces a feature map of size 10 × 10 × 640 and a global average pooling converts this to a 640-dimensional feature vector. For the composite-rotation based auxiliary task classification network, we use a 4-residual-layer residual block followed by a global average pooling block (similar to [12]) and a fully connected classification layer with an output size of 16. For the BF3S experiments, the settings are the same as given in [12]. The classification performance is estimated using an average of the classification accuracy over the test images achieved by the network in each task/episode. We present the results for the 5-way 1-shot and 5-shot settings.

### 4.3. mini-ImageNet Results

The results for few-shot classification on the mini-ImageNet dataset are given in Table 1. The results indicate that using CRAT significantly improves both BF3S [12] and RFS [41]. In the case of BF3S, CC + CRAT outperforms CC + Rot [12] by absolute margins of 0.94% and 1.05% for the 1-shot 5-way and 5-shot 5-way settings, respectively. RFS + CRAT performs better than RFS by absolute margins of 3.62% and 1.61% for the 1-shot 5-way and 5-shot 5-way settings, respectively. RFS + CRAT∗, which is trained on the combined training and validation set, performs better than RFS∗ (train+val) by absolute margins of 2.31% and 1.64% for the 1-shot 5-way and 5-shot 5-way settings respectively. RFS + CRAT performs better than existing state-of-the-art methods for both train and train+val settings.

### 4.4. tiered-ImageNet Results

Table 2 reports the results for few-shot classification on the tiered-ImageNet dataset. BF3S with our proposed auxiliary task (CC + CRAT) performs better than CC + Rot [12]. RFS + CRAT performs significantly better than RFS [41]. Our RFS + CRAT outperforms state-of-the-art methods for both train and train+val settings as shown in Table 2.

### 4.5. CIFAR-FS Results

Few-shot classification performance on the CIFAR-FS dataset are shown in Table 3. The results indicate that CC +
Table 3. Average 1/5-shot 5-way few-shot classification accuracy over test images from the novel classes of the CIFAR-FS dataset. 
* indicate methods that train on a union of train and validation (train+val) set. 1: results from [1], 2: results from [12].

| Models       | Backbone | 1-shot | 5-shot |
|--------------|----------|--------|--------|
| ProtoNet [37] | Conv-4-6 | 55.50 ± 0.70% | 22.00 ± 0.60% |
| ProtoNet [37] | Conv-4-512 | 57.90 ± 0.80% | 76.70 ± 0.60% |
| ProtoNet [37] | Conv-4-64 | 62.82 ± 0.32% | 79.59 ± 0.24% |
| ProtoNet [37] | Conv-4-32 | 66.48 ± 0.32% | 80.28 ± 0.23% |
| MAML [10]    | ICML'17   | 58.90 ± 1.90% | 71.50 ± 1.00% |
| MAML [10]    | ICML'17   | 53.80 ± 1.80% | 67.60 ± 0.30% |
| RelationNet [39] | CVPR'18 | 55.00 ± 1.00% | 69.30 ± 0.80% |
| GNN [34]     | ICLR'18   | 61.90%     | 75.30% |
| R2-D2 [1]    | ICLR'19   | 62.30 ± 0.20% | 77.40 ± 0.20% |
| Shot-Free [30] | ICCV'19  | 65.40 ± 0.20% | 79.40 ± 0.20% |
| MetaOptNet [20] | CVPR'19 | 72.60 ± 0.70% | 84.30 ± 0.50% |
| MetaOptNet [20] | CVPR'19 | 72.80 ± 0.70% | 85.00 ± 0.50% |
| BFSS CC+Rot1024 | WRN-28-10 | 73.62 ± 0.31% | 86.05 ± 0.22% |
| RFS[41]      | ResNet-12 | 73.89 ± 0.80% | 86.93 ± 0.50% |
| RFS[41]†     | ResNet-12 | 75.40 ± 0.80% | 88.20 ± 0.50% |
| DSN-MR[36]   | CVPR'20   | 75.60 ± 0.90% | 86.20 ± 0.60% |
| DSN-MR[36]†  | CVPR'20   | 78.00 ± 0.90% | 87.30 ± 0.60% |
| BFSS CC[12]  | CRAT(Our) | WRN-28-10 | 77.79 ± 0.32% | 88.86 ± 0.23% |
| RFS[41]† + CRAT (Ours) | ResNet-12 | 77.18 ± 0.30% | 89.36 ± 0.25% |
| RFS[41]† + CRAT (Ours) | ResNet-12 | 78.71 ± 0.35% | 89.79 ± 0.26% |

Table 4. Average 1/5-shot 5-way few-shot classification accuracy over test images from the novel classes of the FC-100 dataset. 
* indicate methods that train on a union of train and validation (train+val) set.

| Models       | Backbone | 1-shot | 5-shot |
|--------------|----------|--------|--------|
| ProtoNet [37] | Conv-4-6 | 35.30 ± 0.60% | 48.60 ± 0.60% |
| TADAM [27]   | NIPS'18  | 40.10 ± 0.40% | 56.10 ± 0.40% |
| MetaOptNet [20] | CVPR'19 | 41.10 ± 0.60% | 55.50 ± 0.60% |
| MetaOptNet [20] | CVPR'19 | 47.20 ± 0.60% | 62.50 ± 0.60% |
| MTL [38]     | CVPR'19  | 45.10 ± 1.80% | 57.60 ± 0.90% |
| DC [22]      | CVPR'19  | 42.04 ± 0.17% | 57.63 ± 0.23% |
| RFS[41]      | ResNet-12 | 44.57 ± 0.70% | 60.91 ± 0.60% |
| RFS[41]†     | ResNet-12 | 51.60 ± 0.70% | 68.40 ± 0.60% |
| Transductive[†] | ICLR'20 | 43.16 ± 0.59% | 57.57 ± 0.55% |
| Transductive[†] | ICLR'20 | 50.44 ± 0.68% | 65.74 ± 0.60% |
| RFS[41]† + CRAT (Ours) | ResNet-12 | 46.85 ± 0.35% | 63.56 ± 0.33% |
| RFS[41]† + CRAT* (Ours) | ResNet-12 | 54.70 ± 0.38% | 70.76 ± 0.35% |

Table 5. Average 1/5-shot 5-way few-shot classification accuracy over test images from the novel classes of the CIFAR-FS for auxiliary tasks based on different transformations. Experiments are conducted using RFS and ResNet-12 architecture.

| Models       | Classes | 1-shot | 5-shot |
|--------------|---------|--------|--------|
| RFS + Rot    | 4       | 74.11 ± 0.69% | 87.92 ± 0.26% |
| RFS + HS4    | 4       | 74.12 ± 0.66% | 87.20 ± 0.27% |
| RFS + VS4    | 4       | 74.45 ± 0.65% | 87.50 ± 0.25% |
| RFS + HS16   | 16      | 77.02 ± 0.35% | 89.15 ± 0.26% |
| RFS + VS16(CRAT) | 16 | 77.18 ± 0.38% | 89.36 ± 0.25% |
| RFS + Rot32  | HS16 + VS16 | 32 | 77.31 ± 0.41% | 89.51 ± 0.29% |
| RFS + Rot256 |         | 256    | 73.56 ± 0.40% | 86.05 ± 0.28% |
| RFS + Rot1024|         | 1024   | 73.77 ± 0.72% | 86.36 ± 0.45% |

CRAT performs better than CC + Rot by absolute margins of 4.17% and 2.81% for the 1-shot 5-way and 5-shot 5-way settings, respectively. RFS + CRAT outperforms RFS by absolute margins of 3.29% and 2.43% for the 1-shot 5-way and 5-shot 5-way settings. RFS + CRAT*, with the model trained on train+val, performs better than RFS* (train+val) by absolute margins of 3.31% and 1.58% for the 1-shot 5-way and 5-shot 5-way settings respectively. The results also indicate that RFS + CRAT achieves state-of-the-art results.

4.6. FC-100 Results

Table 4 depicts the results for few-shot classification on the FC-100 dataset. From the results, it can be seen that RFS + CRAT performs better than RFS by absolute margins of 2.28% and 2.65% for the 1-shot 5-way and 5-shot 5-way settings, respectively. RFS + CRAT*, with the model trained on train+val, performs better than RFS* (train+val) by absolute margins of 3.31% and 1.58% for the 1-shot 5-way and 5-shot 5-way settings respectively. The results also indicate that RFS + CRAT achieves state-of-the-art results.

4.7. Ablations

We perform ablation experiments: 1) to validate the transformations involved in our composite rotation operation 2) to compare our composite rotation to other self-supervised auxiliary tasks.

4.7.1 Transformations in Composite Rotation

Our proposed composite rotation involves rotating the entire image by either 0, 90, 180, or 270 degrees, splitting the image vertically from the middle, and finally, rotating each half by either 0 or 180 degrees (see Fig. 1). We perform ablations to validate our transformation choices by using various combinations of transformations as the auxiliary task used along with RFS on the CIFAR-FS dataset with ResNet-12 architecture. RFS + Rot uses the simple rotation based self-supervision as used in [12] and has 4 classes. RFS + HS4 splits the image horizontally from the middle and rotates each half by either 0 or 180 degrees, resulting in 4 classes. Similarly, RFS + VS4 splits the image vertically from the middle and rotates each half by either 0 or 180 degrees. RFS + HS16 and RFS + VS16 rotate the entire image by either 0, 90, 180, or 270 degrees apart from splitting the image horizontally and vertically, respectively, and rotating each half by 0 or 180 degrees. This results in 16 classes. RFS + Rot32 combines RFS + HS16 and RFS + VS16 classes to obtain 32 classes of transformation. RFS + Rot256 splits the image into 4 quarters and rotates each quarter by either 0, 90, 180, or 270 degrees resulting in 256 classes. Similarly, RFS + Rot1024 splits the image into 4 quarters and rotates each quarter by either 0, 90, 180, or 270 degrees and also rotates the entire image by either 0, 90, 180, or 270 degrees resulting in 1024 classes.

Table 5 indicates that RFS + HS4 and RFS + VS4 perform close to RFS + Rot. Therefore, splitting an image into
half and rotating each half performs similar to the simple rotation operation, when used as an auxiliary task. RFS + HS16 and RFS + VS16 perform significantly better than RFS + Rot. RFS + VS16 performs slightly better than RFS + HS16, and we choose VS16 for our composite rotation operation. In RFS + Rot32, each image is converted to 32 different transformed samples. Since the performance of RFS + Rot32 is similar to RFS + VS16 and the memory overhead is high for RFS + Rot32, we use RFS + VS16 in our proposed approach. RFS + Rot256 and RFS + Rot1024 convert each image into 256 and 1024 different transformed samples respectively. This requires huge computing resources, which is not always feasible. In order to implement them in a scalable way, we randomly apply only 1 transformation class out of 256 in the case of Rot256 and 1 out of 1024 in the case of Rot1024 to each image. The results indicate that Rot1024 and Rot256 are unable to provide improvements to the base model. This possibly results from the large number of classes in the rotation classifier, which makes the auxiliary task very complicated and difficult and consequently hurts the classifier’s performance since they share the same feature extraction network.

4.7.2 Comparison with Other Self-Supervised Auxiliary Tasks

We compare our proposed composite rotation based auxiliary task (CRAT) with other auxiliary tasks based on self-supervised techniques. We perform experiments on RFS [41] with the auxiliary task as relative patch location prediction [7] (RFS + Patch), simple rotation (RFS + Rot) [12, 14] and SimCLR [4]. SimCLR is the current state-of-the-art self-supervised training technique that uses contrastive learning. SimCLR can be easily used as an auxiliary task, which is a necessary pre-condition for our approach.

Table 6, shows that RFS + CRAT performs significantly better than RFS + Patch, RFS + Rot and RFS + SimCLR. Even though SimCLR is a state-of-the-art self-supervision method, it is unable to outperform CRAT when used as an auxiliary task for few-shot learning.

4.8. Qualitative Results

Fig. 3, shows the comparison of the class activation map visualizations for RFS [41], RFS with simple rotation based auxiliary task (RFS + Rot) and RFS with our proposed composite rotation based auxiliary task (RFS + CRAT). The class activation mappings are visualized for the novel class images of the mini-ImageNet dataset, and the networks have not been trained on these classes. The visualizations show that RFS + CRAT attends more to the discriminative regions of the object, and this helps the network in extracting more discriminative and generic features, which in turn helps to improve the few-shot classification performance.
5. Conclusion

We propose a technique of improving few-shot classification by using a composite rotation based auxiliary task (CRAT). Our approach involves training the feature extraction network on this auxiliary task along with the general classification task. We demonstrate the efficiency of CRAT by plugging it into two recent few-shot learning methods [41, 12]. We experimentally show that our proposed auxiliary task significantly improves both of these few-shot learning methods. We show that RFS + CRAT outperforms existing state-of-the-art few-shot learning methods through several experiments on multiple benchmark datasets. We also validate our proposed composite rotation by performing ablation experiments.
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