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ABSTRACT. In this work we study the regularity properties of minima of convex variational problems on BD, a space which is larger than BV by Ornstein’s Non-Inequality. In essence, we prove that from a Sobolev regularity and partial regularity perspective, such problems lead to the same regularity of minima as the corresponding full gradient functionals on BV. As to the former, we establish the existence of $W^{1,1}_0$-minima under similar conditions known for the BV-theory, covering the limiting case of the area-integrand. As to the latter, we establish a novel Poincaré-type inequality that yields the claimed partial regularity by adapting an approach due to Anzellotti & Giaquinta.

1. INTRODUCTION

A variety of physically relevant convex problems that describe the displacements of bodies subject to external forces are posed in the space BD of functions of bounded deformation, cf. [8, 34] for instance. For a given open set $\Omega \subset \mathbb{R}^n$, this space consists of all $u \in L^1(\Omega; \mathbb{R}^n)$ such that the distributional symmetric gradient $\text{Eu} := \frac{1}{2}(\text{Du} + \text{Du}^T)$ is a finite, matrix-valued Radon measure on $\Omega$. By Ornstein’s Non-Inequality [59, 23, 47, 46] this space is in fact larger than BV, and the full distributional gradients of BD-maps in general do not need to exist as (local) $\mathbb{R}^{n \times n}$-valued Radon measures. As a consequence, the regularity theory for variational problems on BD – cf. (1.1) below – requires a more subtle analysis than those posed on BV. The overarching question here in particular is as to which extent the regularity available for generic full gradient problems on BV can be proven to hold for the respective problems on BD, too. In this sense, the aim of the present paper is to establish that for convex variational problems on BD to be described in more detail below, the regularity of generalised minima is in fact the same provided measured in the right space scale. As we hope, the methods employed to arrive at this aim might also prove useful for other related convex variational problems on BD.

1.1. Aims and scope. Let $\Omega$ be an open and bounded Lipschitz subset of $\mathbb{R}^n$. The aim of this paper is to establish a regularity theory for convex variational problems of the form

\begin{equation}
(1.1) \quad \text{to minimise } F[v] := \int_\Omega f(\varepsilon(v)) \, dx \text{ over a Dirichlet class } \mathcal{D}_{u_0},
\end{equation}

where $\mathcal{D}_{u_0}$ is a suitable Dirichlet class and $\varepsilon(v) := \frac{1}{2}(Dv + Dv^T)$ denotes the symmetric gradient of a map $v: \mathbb{R}^n \to \mathbb{R}^n$. Here, $f: \mathbb{R}^{n \times n} \to \mathbb{R}$ is assumed to be a continuous integrand of linear growth. By the latter, we understand that there exists a constant $L > 0$ such that

\begin{equation}
(\text{LG}) \quad |f(z)| \leq L(1 + |z|) \quad \text{for all } z \in \mathbb{R}^{n \times n}.\n\end{equation}

In view of coerciveness of $F$ this is too bad a bound and one needs to assume, e.g., that there exist constants $c_1, c_2, \gamma > 0$ such that there holds

\begin{equation}
(\text{LG'}) \quad c_1|z| - \gamma \leq f(z) \leq c_2(1 + |z|) \quad \text{for all } z \in \mathbb{R}^{n \times n}.\n\end{equation}

By the linear growth assumption – and as shall be recalled in detail below – such functionals are usually considered on the space BD($\Omega$) of functions of bounded deformation. As a routine consequence, for $F$ to be defined for BD-maps, it must be suitably relaxed. In this respect, we let $u_0 \in \text{LD}(\Omega) := \{v \in L^1(\Omega; \mathbb{R}^n) : \varepsilon(v) \in L^1(\Omega; \mathbb{R}^{n \times n})\}$ and work with the weak*-relaxation (cf. Section 2 for more detail) subject to the Dirichlet constraint $u|_{\partial \Omega} = u_0$ and record the representation (cf. [44, 42], [40, Sec. 5])

\begin{equation}
(1.2) \quad F[u] = \int_{\Omega} f(\varepsilon(u)) \, d\mathcal{L}^n + \int_{\Omega} f^\infty\left(\frac{\text{d}E^u}{\text{d}E^u}\right) \, dE^u u + \int_{\partial \Omega} f^\infty(\text{Tr}(u - u_0) \circ \nu_{\partial \Omega}) \, d\mathcal{H}^{n-1},\n\end{equation}
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where, for \( u \in \text{BD}(\Omega) \) we denote the Lebesgue-Radon-Nikodym decomposition \( E_u = E^a u + E^s u = \mathcal{E} u \mathcal{L}^n + E^a u \) of \( E_u \) into its absolutely continuous and singular parts for \( \mathcal{L}^n \). Moreover, \( f^\infty(z) := \lim_{t \to 0} f(z/t) \) denotes the recession function of \( f \), capturing the integrand’s behaviour at infinity. Consequently, we call a map \( u \in \text{BD}(\Omega) \) a generalised minimiser if \( F[u] \leq F[v] \) for all \( v \in \text{BD}(\Omega) \), and we denote the set of all generalised minima by \( \text{GM}(F; u_0) \). As a consequence of [40, Sec. 5], generalised minimisers always exist in this framework.

When dealing problems with linear growth, the integrand of primary interest is that of the area integrand and is roughly depicted in Figure 1. By the combination of a lack of Korn inequalities, the typical degeneracies of the integrands and the very weak compactness properties of BD, this task requires a more delicate analysis than corresponding problems on \( W^{1,p} \) or BV and shall be carefully explained now.

1.2. Existence and \( W^{1,1} \)-Regularity of Minima. One of the overall challenges is to prove to which extent the regularity results from the BV-theory are also shared by generalised minima of the relaxed functional. A first step in this direction has been taken by Kristensen and the author in [40] (also cf. the author’s thesis [36]), but was restricted to a fairly small range of strong ellipticity. The first aim of this paper is to show that from a Sobolev and partial regularity perspective, the passage from BV to BD comes with the same regularity as is presently known for full gradient functionals. Here, as pointed out in [40], the essential obstruction is the derivation of estimates for the full second derivatives by ellipticity of \( f \). By Ornstein’s Non-Inequality, we are not allowed to a priori utilise \( L^1 \)-estimates on the full difference quotients. This obstruction led to fractional estimates in [40]. Briefly worded, the first aim of this paper is to give suitable estimates on the full second derivatives of suitable viscosity approximations. This requires a somewhat finer analysis of the Euler-Lagrange equations satisfied by suitable viscosity approximations and is inspired by the foundational work of Seregin [65, 66, 67]. Motivated by Bernstein’s genre [14, 42, 69] and the conditions considered by Ladyzhenskaya & Ural’ceva [53], a natural scale of \( C^2 \)-integrands is given by those \( f : \mathbb{R}^{n \times n} \to \mathbb{R} \) that satisfy for some \( 0 < \lambda \leq \Lambda < \infty \)

\[
(1.4) \quad \lambda \frac{[\xi]^2}{(1 + |z|^2)^\frac{n}{2}} \leq \langle f''(z)\xi, \xi \rangle \leq \Lambda \frac{[\xi]^2}{(1 + |z|^2)^\frac{n}{2}} \quad \text{for all } \xi \in \mathbb{R}^{n \times n}.
\]

If the symmetric gradient of a locally integrable map is a measure, we write \( E_{ua} \) instead of \( e(u) \).
For such integrands, (1.4) precisely describes the degeneration of the ellipticity ratio of $f''$ and has been rediscovered by Bildhauer & Fuchs [16, 17, 18] in the BV-context under the name of $\mu$-ellipticity, where $\mu = a$ in our terminology. Let us remark that the area integrand (1.3) satisfies (1.4) with $a = 3$, cf. [42, Eq. (3.6)]. In turn, we only allow for $a > 1$ as $a = 1$ corresponds to integrands of $L \log L$-growth for which the regularity theory traces back to SerEgin and collaborateurs [33, 34].

Now, in the BV-case, it is known from [17] that if $a \leq 3$ and a suitable viscosity approximation sequence remains locally bounded, then there exists one generalised minimiser which has full gradient in $L \log L_{\text{loc}}$. By possible non-uniqueness of generalised minima, this only applies to one particular candidate. Note that the positively 1-homogeneous recession function $f \infty$ in (1.2) acting on the singular part of the relevant measure might lead to non-uniqueness of generalised minima. However, due to the approach of Beck & Schmidt [19] based on Ekeland’s variational principle, it is known that $a \leq 3$ implies that $D^1 u \equiv 0$ in the interior for all generalised minimisers. As mentioned above, this strategy was extended to convex functionals on BD in [40] and led to $\text{GM}(F ; u_0) \subset W^{1,1}_{\text{loc}}(\Omega; \mathbb{R}^n)$ for if $1 < a < 1 + \frac{2}{n}$ by virtue of weighted Nikolskii-estimates. As a main drawback, these estimates rely on perturbed Euler-Lagrange equations – essentially differential inequalities – which make it difficult to utilise the little but nevertheless available crucial identities satisfied by generalised minimisers. Here we do not focus so much on uniqueness but on the existence of suitably regular generalised minima. In this respect, our first main result reads as follows:

**Theorem 1.1** (Existence of $W^{1,1}_{\text{loc}}$-regular minimisers). If $f \in C^2(\mathbb{R}^{n \times n})$ satisfies ($LG'$) and (1.4) with

(i) $1 < a < 1 + \frac{2}{n}$, then there exists a generalised minimiser of class $\text{LD}(\Omega) \cap W^{1,p}_{\text{loc}}(\Omega; \mathbb{R}^n)$ for some $1 < p < \infty$.

(ii) $1 + \frac{2}{n} \leq a \leq 3$ and a suitable sequence of viscosity approximations remains locally bounded, then there exists a generalised minimiser of class $\text{LD}(\Omega) \cap W^{1,L \log L}_{\text{loc}}(\Omega; \mathbb{R}^n)$.

Let us note that the condition appearing in (ii) of the previous theorem – which will be made precise in Section 3 below, cf. (3.13) – is also required for the corresponding result to hold for the respective problem on BV, cf. [17, 18, 19]. Moreover, let us note that even for the Dirichlet problem on BV presently no Sobolev regularity result is available if $a > 3$; the only unconditional $W^{1,1}_{\text{loc}}$-result concerns the Neumann problem on BV and has been established by Beck, Buliček and the author [12]. For further reference we remark, however, that in the context of $x$-dependent $C^2$-integrands, $a > 3$ is not sufficient in the BV-Dirichlet case to yield generalised minima with vanishing singular part; cf. [18, Chpt. 4.4].

We wish to stress that the preceding theorem is in fact independent from the prequel [40] and thereby complements the results obtained therein; indeed, Theorem 1.1 only addresses the existence of suitably regular generalised minima, whereas [40, Thm. 1.2] covers all generalised minimisers for if $1 < a < 1 + \frac{2}{n}$. Moreover, the second main result in [40] which appeals to the existence of one generalised minimiser subject to a so-called uniform local $\text{BMO}$ condition – a substitute for (3.13) below – turns out to work unconditionally by Theorem 1.1, but the resulting higher integrability in [40] is slightly better than the one that shall follow from Theorem 1.1.

### 1.3. Partial Regularity

The second part of this paper is devoted to the partial (Hölder) regularity of generalised minima of $F$. We note that, essentially because of the fact that the minimisation of $F$ constitutes a vectorial problem, full Hölder continuity in general is not to be expected; see [35, 43, 11, 56, 57] and the references therein. To streamline terminology, in this paper we say that a map $v \in L^1_{\text{loc}}(\Omega; \mathbb{R}^n)$ is partially regular if there exists a relatively open subset $\Omega_\varepsilon \subset \Omega$ such that $v$ is of class $C^{1,\alpha}_{\text{loc}}$ in a neighbourhood of any of the elements of $\Omega_\varepsilon$ for any $0 < \alpha < 1$. There is an abundant literature on the topic of partial regularity and proof strategies, most notably the (indirect) blow-up method with roots in De Giorgi’s work [25] and the $A$-harmonic approximation method with roots in Almgren’s and Allard’s work in geometric measure theory [4, 3]. These proof strategies have been adapted to the setting of functionals of the type (1.1) with $\varepsilon$ replaced by the full gradient, see [1, 2, 31, 28, 29, 30, 55, 27] for an incomplete list. For instance, even in the convex full-gradient linear case, indirect methods such as blow-up are difficult to implement by the relatively weak compactness properties of BV as long as no additional Sobolev regularity is available. On the other hand, from an application perspective, a plenty of variational integrands of linear growth degenerates...
and coincides with an affine-linear function for large arguments. Then ellipticity of \( f \) is lost for large arguments – and hence higher Sobolev regularity – but partial regularity still survives provided the gradients of minima are assumed small. In this sense, a (local) boost from \( W^{1,\infty} \) to \( C^{1, \alpha} \)-regularity might take place.

Overall, up to date the only partial regularity result available for convex linear growth functionals is due to Anzellotti & Giaquinta \cite{AG} (also see the related result of Schmidt \cite{S} for the model integrands \( f(\cdot) = (1 + |\cdot|^p)^{1/p} \)). In the terminology of \cite{GS}, this is a *local-in-phase-space* partial regularity result for a BV-generalised minimiser \( u \in BV \): If \( x_0 \in \Omega \) is a Lebesgue point for \( Du \) (with Lebesgue value \( z \)) and \( f''(z) \) exists and is positive definite, then \( u \) is of class \( C^{1, \alpha} \) in a neighbourhood of \( x_0 \). Relating to the discussion from above, it is thus natural to ask for a generalisation of the above result to BD and convex variational problems \((1.1)\). Here, the chief obstruction stems from the strategy of \cite{AG} which is based on comparing generalised minima with of suitable mollifications, cf. Section 4 for more detail. As a main tool, we utilise a new convolution inequality for BD-maps (cf. Proposition 4.3) to establish the following result which, in turn, seems to be the first of its kind:

**Theorem 1.2 (Local-in-phase-space regularity).** Let \( f \in C^2(\mathbb{R}^n) \) be convex and of linear growth in the sense of \((LG)\). Let \( u \in GM(F; u_0) \). If \((x, z) \in \Omega \times \mathbb{R}^n\) is such that

\[
\lim_{R \to 0} \int_{B(x, R)} |\delta^2 u - z| \, dx + \frac{E^u_\Omega(B(x, R))}{Z^n(B(x, R))} = 0
\]

and \( f''(z) \) is positive definite, then there holds \( u \in C^{1, \alpha}(U; \mathbb{R}^n) \) for a suitable neighbourhood \( U \) of \( x \) for all \( 0 < \alpha < 1 \).

In consequence, we exemplarily obtain the conclusion that if \( f''(z) > 0 \) in the sense of positivity of bilinear forms for all \( |z| \leq M \) and \( u \in GM(F; u_0) \) satisfies \( |\varepsilon(u)| \leq M \), then automatically \( Du \in C^{0, \alpha}(\Omega_u; \mathbb{R}^{n \times n}) \) on an open set \( \Omega_u \subset \Omega \) of full Lebesgue measure. On the other hand, referring to Figure 1, if \( f''(z) > 0 \) globally, then any generalised minimiser is partially is partially regular. Previously, such results were only known *under quantified versions of global strong convexity*, cf. \cite{H}. Again, let us emphasize that the key here is that *no* sort of uniform convexity is required. If, for instance, minima were known to have higher order derivatives, then the blow-up method would certainly do, but our overarching aim is to cope with the degenerate cases also.

To keep our exposition at a reasonable length and to focus on the chief difficulties, let us note that the preceding theorem is established to \cite{AG} once the key estimate of Proposition 4.1 below is established (also see the discussion afterwards). In Section 4, where Theorem 1.2 is proved, we hence confine to the proof of Proposition 4.1 and refer the interested reader to \cite{AG, H} for the easy modification of the remaining steps. Also, the approach is robust enough to apply to non-autonomous functionals as well, and this is discussed in Section 5 together with other generalisations.

### 1.4. Organisation of the Paper

Let us finally explain the structure of the paper. In Section 2 we fix notation, record basic definitions – with emphasis on functions of measures and function spaces – and auxiliary estimates. In Section 3 we provide the proof of Theorem 1.1 and discuss selected implications, in particular, the merger of Theorem 1.1 with the uniqueness results obtained in the prequel \cite{G} of this paper. In Section 4, we provide the proof of Theorem 1.2 and then conclude the paper with extensions of the results gathered so far in Section 5.
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## 2. Preliminaries

### 2.1. General Notation and Background

We briefly comment on the notation used throughout. All finite dimensional vector spaces are equipped with the euclidean (or, in the matrix case, Frobenius) norm, and the inner product on such spaces is denoted \( \langle \cdot, \cdot \rangle \). Given \( a, b \in \mathbb{R}^n \), the symmetric tensor
product is given by $a \otimes b := \frac{1}{2}(ab^T + ba^T)$. Given $x_0 \in \mathbb{R}^n$ and $r > 0$, the open ball of radius $r > 0$ centered at $x_0$ in $\mathbb{R}^n$ is denoted $B(x_0, r) := \{ x \in \mathbb{R}^n : |x - x_0| < r \}$. To distinguish from balls in matrix space, we write $B(z, r) := \{ y \in \mathbb{R}_{\text{sym}}^n : |y - z| < r \}$ for $z \in \mathbb{R}_{\text{sym}}^n$ and $r > 0$. The $n$-dimensional Lebesgue and $(n - 1)$-dimensional Hausdorff measure are denoted $\mathcal{L}^n$ and $\mathcal{H}^{n-1}$, respectively. Accordingly, the Hausdorff dimension of a Borel set $A \in \mathcal{B}(\mathbb{R}^n)$ is denoted $\dim_h(A)$.

For $u \in L_{\text{loc}}^1$ and an open set $U \subset \mathbb{R}^n$, we use the shorthand $(u)_U := \int_U u \, dx := \mathcal{L}^n(U)^{-1} \int_U u \, dx$ whereas, if $U = B(x, r)$ is ball, we abbreviate $(u)_{x,r} := (u)_{B(x,r)}$. Cubes in $\mathbb{R}^n$ are tacitly assumed to be non-degenerate, and we denote by $\ell(Q)$ their sidelengths. Moreover, for a given finite dimensional real vector space $V$, we denote $\mathcal{M}(\Omega; V)$ the $V$-valued finite Radon measures on $\Omega$. For $\mu \in \mathcal{M}(\Omega; V)$, its Lebesgue-Radon-Nikodým decomposition is given by $\mu = \mu^\alpha + \frac{du}{\mu^\alpha} |\mu^*|$, where $\mu^* \ll \mathcal{L}^n$ and $\mu^* \perp \mathcal{L}^n$. Given a function $f : V \to \mathbb{R}$ of linear growth (i.e., $f$ satisfies $(\text{LG})$), its recession function $f^\infty$ is defined as after $(1.2)$ with the obvious modifications. The corresponding measure $f[\mu](A)$ for Borel sets $A \in \mathcal{B}(\Omega)$ then is given by

\begin{equation}
(2.1) \quad f[\mu](A) := \int_A f(\mu) := \int_A f\left(\frac{\mu}{\mathcal{L}^n}\right) \, d\mathcal{L}^n + \int_A f^\infty\left(\frac{\mu}{\mu^*}\right) \, d\mu^*,
\end{equation}

and we refer the reader to [60, 26, 7, 6] for more background information on applying convex functions to measures. By $c, C > 0$ we denote generic constants whose value might change from line to line, and shall only be specified if their precise value is required. Finally, the symbols $A \lesssim B$ means that $A \leq cB$ with $c > 0$ not depending on $A$ or $B$, and we write $A \approx B$ if $A \lesssim B \lesssim A$.

2.2. Function Spaces and Integral Operators. Let $\Omega \subset \mathbb{R}^n$ be open and bounded. We then define $\text{BD}(\Omega)$ as the space of all $u \in L^1(\Omega; \mathbb{R}^n)$ for which their total deformation

\begin{equation}
(2.2) \quad |Eu|(\Omega) := \sup \left\{ \int_{\Omega} \langle \nu, \text{div}(\varphi) \rangle \, dx : \varphi \in C_c^1(\Omega; \mathbb{R}_{\text{sym}}^n), \|\varphi\|_{L^\infty(\Omega; \mathbb{R}_{\text{sym}}^n)} \leq 1 \right\}
\end{equation}

is finite; note that by writing $Eu$ we indicate that the symmetric gradient of $u$ is a measure whereas by $\varepsilon(u)$ we tacitly understand that it is representable by an $L^1$-map. This space has been introduced in [24, 73] and studied from various perspectives in [8, 5, 71, 10]; until otherwise stated, all of the following can be traced back to these references. Let $u, u_1, u_2, \ldots \in \text{BD}(\Omega)$. We say that $u_k \overset{\ast}{\rightharpoonup} u$ if and only if $u_k \to u$ in $L^1(\Omega; \mathbb{R}^n)$ and $\text{En}_u \overset{\ast}{\rightharpoonup} Eu$ in $\mathcal{M}(\Omega; \mathbb{R}_{\text{sym}}^n)$. If $u_k \overset{\ast}{\rightharpoonup} u$ as just defined and $|\text{En}_{u_k}|(\Omega) \to |\text{En}_u|(\Omega)$, then we say that $(u_k)$ converges area-strictly to $u$. If, moreover, $\sqrt{1 + |\text{En}_u|^2}(\Omega) \to \sqrt{1 + |\text{En}_u|^2}(\Omega)$ in the sense explained above (cf. $(2.1)$), then we say that $(u_k)$ converges area-strictly to $u$. By smooth approximation, $C^\infty(\Omega; \mathbb{R}^n) \cap \text{LD}(\Omega)$ is dense in $\text{BD}(\Omega)$ with respect to strict convergence.

Given $u \in \text{BD}(\Omega)$, the Lebesgue-Radon-Nikodým decomposition of $Eu$ reads as $Eu = E^\alpha u + E^\varepsilon u = \varepsilon u \mathcal{L}^n|\Omega + |(\nabla u)|^2 + |E^\alpha u|. Here, $\varepsilon u$ takes the rôle of the symmetric part of the approximate gradient (cf. [6]) for this terminology.

Now let $\Omega$ have Lipschitz boundary. Both $\text{LD}(\Omega)$ and $\text{BD}(\Omega)$ then have trace space $L^1(\partial\Omega; \mathbb{R}^n)$. Note that the trace operator onto $L^1(\partial\Omega; \mathbb{R}^n)$ is continuous with respect to weak convergence on $\text{LD}(\Omega)$ whereas it is not with respect to weak*-convergence in $\text{BD}(\Omega)$. In the latter case, continuity can only be achieved when $\text{BD}(\Omega)$ is equipped with strict convergence. Moreover, as $\Omega$ has Lipschitz boundary, any $u \in \text{BD}(\Omega)$ can be extended by zero to the entire $\mathbb{R}^n$; this extension $\overline{u}$ again belongs to $\text{BD}(\mathbb{R}^n)$ and we have

\begin{equation}
\overline{Eu} = Eu \mathcal{L}^n|\Omega + \text{Tr}(u) \otimes \nu_{\partial\Omega} \mathcal{H}^{n-1}|\partial\Omega,
\end{equation}

where $\nu_{\partial\Omega}$ is the outward unit norm to $\partial\Omega$. Also, we have the Gauß-Green formula

\begin{equation}
(2.3) \quad \int_{\Omega} \langle \varphi, Eu \rangle + \int_{\Omega} \langle \text{div}(\varphi), u \rangle \, dx = \int_{\partial\Omega} \langle \varphi, \text{Tr}(u) \otimes \nu_{\partial\Omega} \rangle \, d\mathcal{H}^{n-1}
\end{equation}

for all $u \in \text{BD}(\Omega)$ and all $\varphi \in C(\overline{\Omega}; \mathbb{R}_{\text{sym}}^n) \cap C^1(\Omega; \mathbb{R}_{\text{sym}}^n)$; here, $\text{div}$ denotes the row-wise divergence.
Next, let us recall the SMITH representation formula, cf. [70, 45]. If $u \in C_0^\infty(\mathbb{R}^n; \mathbb{R}^n)$, then $u = (u^1, \ldots, u^n)$ can be retrieved from $\varepsilon(u) = (\varepsilon_{ij}(u))_{i,j=1}^n$ via

\begin{equation}
\varepsilon(u)^k = \frac{2}{n \omega_n} \sum_{i,j \in \{1, \ldots, n\}} \varepsilon_{ik}(u) \varepsilon_{jk}(u) \partial_i K_{ij} - \varepsilon_{ij}(u) \partial_k K_{ij} + \varepsilon_{ki} \partial_j K_{ij}, \quad k \in \{1, \ldots, n\},
\end{equation}

where $K_{ij}(x) := x_i x_j / |x|^n$ for $x \in \mathbb{R}^n \setminus \{0\}$. This representation readily implies that the map $\Phi: \varepsilon(u) \mapsto Du$ is given by a singular integral operator of convolution type (satisfying the usual Hörmander condition). This, in turn, indicates the failure of Korn’s inequality in the $L^1$-setup. Also, the following lemma is based on (2.4):

**Lemma 2.1.** Let $\Omega \subset \mathbb{R}^n$ be open and let $v, u_1, u_2, \ldots \in L^1_{\text{loc}}(\Omega; \mathbb{R}^n)$ be given.

(a) If $(u_k) \subset \text{LD}(\Omega)$ and there exists $\beta > 0$ such that for every relatively compact $K \Subset \Omega$ there holds $\sup_{k\in \mathbb{N}} \|\varepsilon(u_k)\|_{L^{1+\alpha}(\Omega; \mathbb{R}^{n \times n})} < \infty$, then there exists $u \in W^{1,1}_{\text{loc}}(\Omega; \mathbb{R}^n)$ such that for every relatively compact Lipschitz subset $K' \Subset \Omega$ there holds $u_k |_{K'} \to u |_{K'}$ weakly in $W^{1,1}(K'; \mathbb{R}^n)$ as $k \to \infty$.

(b) If $u$ satisfies $\varepsilon(u) \in L^p_{\text{loc}}(\Omega; \mathbb{R}^{n \times n})$ for some $1 < p < \infty$, then there exists a constant $c > 0$ which only depends on $p$ such that for all balls $B(x_0, r) \Subset \Omega$ there holds

\[
\int_{B(x_0, r)} |Du - (Du)_{B(x_0, r)}|^p \, dx \leq c \int_{B(x_0, r)} |\varepsilon(u) - (\varepsilon(u))_{B(x_0, r)}|^p \, dx.
\]

**Proof.** Ad (a). In the following, we will utilise some terminology that is presented in the appendix, Section 6.3. Given a Young function $A: \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$, $\|\cdot\|_{L^A}$ denotes the corresponding Luxembourg norm, and this notation particularly applies to $A(t) := t^{1+\alpha}(1 + t)$ for $\alpha \geq 0$. We then denote $E_0^\prime L^{1+\alpha}_A(\Omega; \mathbb{R}^n)$ the closure of $C_0^\infty(\mathbb{R}^n; \mathbb{R}^n)$ with respect to $\|\varepsilon(u)\|_{L^{1+\alpha}_A(\Omega; \mathbb{R}^{n \times n})}$. Relying on (2.4), CIANCHE proved in the recent work [22, Ex. 3.8] that if $\alpha \geq 0$, then there exists a constant $c = c(\alpha, n) > 0$ such that for all $u \in E_0^\prime L^{1+\alpha}(\Omega; \mathbb{R}^n)$ there holds $\|Du\|_{L^{1+\alpha}_A(\Omega; \mathbb{R}^{n \times n})} \leq c\|\varepsilon(u)\|_{L^{1+\alpha}_A(\Omega; \mathbb{R}^{n \times n})}$. Now let $B \subset \Omega$ be a ball with $\text{dist}(B; \partial\Omega) > 0$ and choose a cut-off function $\rho \in C_c^\infty(\Omega; [0, 1])$ with $\rho_B \leq \rho$. Put $u_k := \rho_{uk}$; then CIANCHE’s inequality implies that $(Du_k)$ is uniformly bounded in $L^{1+\alpha}_A$, and since $\alpha > 0$, it must possess a weakly converging subsequence as a consequence of the DeVallée-Poussin criterion. Upon localisation, (a) now follows. Ad (b). This can be conveniently traced back to [20].

In the sequel, we augment (2.4) by a decomposition result due to RESHETNYAK [61]. To this end, let us remind the reader of the space of rigid deformations

\begin{equation}
\mathcal{R}(\Omega) := \{u: \Omega \to \mathbb{R}^n: u(x) = Ax + b, \ A \in \mathbb{R}^{n \times n}, b \in \mathbb{R}^n\}
\end{equation}

which, for connected $\Omega$, is precisely the nullspace of $\varepsilon$. Also note that, since elements of $\mathcal{R}(\Omega)$ are polynomials, we shall often identify $\mathcal{R}(\Omega)$ with $\mathcal{R}(\mathbb{R}^n)$. In the original version, this next lemma is stated in slightly higher generality, but we confine to the case of cubes.

**Lemma 2.2 (RESHETNYAK, [61]).** For each $n \in \mathbb{N}$ there exists a constant $c = c(n) > 0$ with the following property: If $Q$ is an open, non-empty cube in $\mathbb{R}^n$, there exists an projection $\Pi_Q: C^\infty(\mathbb{Q}; \mathbb{R}^n) \cap \text{LD}(Q) \to \mathcal{R}(Q)$ and an integral operator $T_Q: (C^\infty \cap L^1)(Q; \mathbb{R}^{n \times n}) \to L^1(Q; \mathbb{R}^n)$ such that for any $v \in \text{LD}(Q)$ there holds

\begin{equation}
v(x) = (\Pi_Q(v))(x) + T_Q[\varepsilon(v)](x) \quad \text{for all } x \in Q.
\end{equation}

Moreover, the operator $T_Q$ is of the form

\begin{equation}
T_Q[\varepsilon(v)](x) = \int_Q R_Q(x, y) \varepsilon(v)(y) \, dy,
\end{equation}

where $R_Q: Q \times Q \to \mathcal{R}(\mathbb{R}^{n \times n}; \mathbb{R}^n)$ satisfies $|R_Q(x, y)| \leq C_R/|x - y|^{n-1}$ for all $x, y \in Q$ with $C_R > 0$ independent of $Q$. Moreover, the integral kernel $R$ can be obtained by shifting and rescaling that for the unit cube.
Proof. In [61] the argument is carried out for sets \( U \subset \mathbb{R}^n \) being starshaped with respect to a ball. Here we consider all cubes \( Q \) to be starshaped with respect to a ball \( B_Q \) having the same center as the cube and with radius \( \frac{\text{dist}(Q, \partial D)}{100} \); in this way, the corresponding estimates will scale correctly. By [61, Eqs. (2.38), (2.39) ff.], we can write \( v = (v^1, \ldots, v^n) \in (C^\infty \cap W^{1,p})(Q; \mathbb{R}^n) \) as (2.6) and we have the explicit representation
\[
(T_Q[e(v)])^i(x) = \int_Q \sum_{k,l=1}^n \varepsilon_{kl}(v) R^{(i)}_{kl,Q}(x,y) \, dy \quad x \in Q,
\]
and \( R^{(i)}_{kl,Q} = \sum_{k,l=1}^n \varepsilon_{kl}(v) R^{(i)}_{kl,Q} \) satisfies for a constant \( C = C(Q, B_Q) \geq 0, |R_Q(x,y)| \leq C/|x-y|^{n-1} \) for all \( x,y \in Q \). By our choice of the ball \( B_Q \) with respect to which \( Q \) is starshaped, it is seen that \( C > 0 \) actually can be chosen independently of \( Q \), and even though (2.6) is stated for \( C^\infty \cap W^{1,1} \)-maps, the above bound on \( R_Q \) shows that it equally remains valid for \( v \in C^\infty(Q; \mathbb{R}^n) \cap LD(Q) \).

2.3. Auxiliary Estimates. We now collect some auxiliary estimates on the reference integrands to be dealt with later. To this end, we define for \( t \in \mathbb{R} \) the function \( e(t) := (1 + t^2)^{-\frac{1}{2}} - 1 \). If \( z \in \mathbb{R}^m \) for some \( m \in \mathbb{N} \), then we tacitly understand \( e(z) := (1 + |z|^2)^{-\frac{1}{2}} - 1 \), but no ambiguities will arise from this. The functions \( e \) will help to define our excess quantity later on, and we record from [9] the following

Lemma 2.3 ([9, Prop. 2.5]). The auxiliary integrand \( e: \mathbb{R}^m \to \mathbb{R} \) satisfies the following properties:

(i) There exists a positive constant \( c = c(p) \) such that for all \( z_1, z_2 \in \mathbb{R}^m \) and all \( t > 0 \) there holds \( e(z_1) \leq c \max\{t, t^2\} e(z_1) \) and \( e(z_1 + z_2) \leq (c e(z_1) + e(z_2)) \).

(ii) Given \( L > 0 \), there exist positive constants \( C_1 = C_1(L) \) and \( C_2 = C_2(L) \) such that for all \( z \in \mathbb{R}^m \) with \( |z| \leq L \) there holds \( C_1 |z|^2 \leq e(z) \leq C_2 |z|^2 \).

(iii) There exists a constant \( \ell = \ell(m) > 0 \) such that for all \( z \in \mathbb{R}^m \) there holds \( \ell \min\{|z|, |z|^2\} \leq e(z) \leq \ell^{-1} \min\{|z|, |z|^2\} \).

On the other hand, raising the inequality \( |t| \leq (1 + |t|^2)^{\frac{1}{2}} \) to the \( 2\frac{m}{m-2}p \)-th power yields for \( 1 < a < 2 \):

Lemma 2.4. For \( 1 < a < 2 \), define \( V_a(t) := (1 + t^2)^{\frac{a}{2}} \) for \( t \in \mathbb{R} \). Let \( U \subset \mathbb{R}^n \) be open and bounded. If \( u \in L^1(U; \mathbb{R}^m) \) satisfies \( V_a(u) \in L^p(U; \mathbb{R}^m) \) for some \( 1 \leq p < \infty \), then there holds \( u \in L^\infty(U; \mathbb{R}^m) \) with \( \|u\|_{L^\infty(U; \mathbb{R}^m)} \leq \max\{1, 2\frac{m}{m-2}p\} \).

Next, some implications of \( a \)-ellipticity; albeit stated in [17] for the gradient case, these inherit in a straightforward manner to the case of symmetric matrices.

Lemma 2.5 ([42, 17]). Suppose that \( f \in C^2(\mathbb{R}^{n \times n}_\text{sym}) \) satisfies (LG) and (1.4). Then the following hold:

(a) There exist \( \vartheta, \theta > 0 \) such that \( \langle f'(\xi), \xi \rangle \geq \vartheta E(\xi) - \theta \) holds for all \( \xi \in \mathbb{R}^{n \times n}_\text{sym} \).

(b) There exists \( L > 0 \) such that \( |f'| \leq L \).

The reader will notice that by convexity and linear growth, (b) of the preceding lemma remains valid for the respective \( C^1 \)-integrands.

3. Local \( W^{1,1} \)-Regularity

The purpose of this section is to prove the \( W^{1,1} \)-regularity results asserted by Theorem 1.1. Here we adapt the vanishing viscosity approach as employed first by Seregin [66, 68]. This will lead us to weighted second order estimates, and in the final subsection 3.3 we shall draw some further conclusions of Theorem 1.1 that will be of independent interest in the subsequent Section 4.

3.1. Viscosity Approximations. In what follows, let \( u_0 \in LD(\Omega) \). We employ a two-layer approximation scheme to establish the regularity assertions of Theorem 1.1. In a first step, we utilise the Lipschitz regularity of \( \partial D \) to find a sequence \( (u_l^{(0)}) \subset W^{1,2}(\Omega; \mathbb{R}^n) \) such that \( \|u_0 - u_l^{(0)}\|_{LD(\Omega)} \to 0 \), \( l \to \infty \). This can be arranged in a way such that \( \|u_l^{(0)}\|_{W^{1,2}(\Omega; \mathbb{R}^n)} \leq \alpha(l) \) as \( l \to \infty \) but is independent of \( u_0 \). In a second step, we then fix \( l \in \mathbb{N} \) and consider for \( j \in \mathbb{N} \) the
auxiliary variational problem of finding $v_{l,j} \in \mathcal{D}_l := u_l^{\beta_0} + W^{1,2}_0(\Omega; \mathbb{R}^n)$ that minimises the stabilised functional

$$
F_{l,j}[v] := F_{l,j}[v; \Omega] := \int_{\Omega} f(\varepsilon(v)) \, dx + \frac{1}{2\alpha(l,j)} \int_{\Omega} |\varepsilon(v)|^2 \, dx \quad \text{over } v \in \mathcal{D}_l.
$$

It is clear that by convexity, each $F_{l,j}$ possesses a unique minimiser $v_{l,j} \in \mathcal{D}_l$. We next record some easy properties and a priori-estimates for the double sequence $(v_{l,j})$. To this end, it is customary to introduce the notation

$$
f_{l,j} := f + \frac{1}{2\alpha(l,j)} |\cdot|^2 \quad \text{and} \quad \sigma_{l,j} := f'_{l,j}(\varepsilon(v_{l,j})).
$$

**Lemma 3.1.** Let $f \in C^2(\mathbb{R}^{n \times n})$ satisfy (LG') and have positive definite and bounded Hessian everywhere. Then the double sequence $(v_{l,j})$ satisfies the following:

(a) $\sup_{l \in \mathbb{N}} \sup_{j \in \mathbb{N}} \|v_{l,j}\|_{L^1(\Omega)} < \infty$ and $\sup_{l \in \mathbb{N}} \sup_{j \in \mathbb{N}} \|\alpha(l,j)^{-1}\|\|\varepsilon(v_{l,j})\|^{L^2(\Omega; \mathbb{R}^{n \times n})} < \infty$.

(b) For every $(l, j) \in \mathbb{N}$ we have $\text{div}(\sigma_{l,j}) \equiv 0$ in the sense of distributions on $\Omega$.

(c) For every $(l, j) \in \mathbb{N}$ we have $v_{l,j} \in W^{2,2}_0(\Omega; \mathbb{R}^n)$.

(d) For every $l \in \mathbb{N}$, a suitable subsequence of $(v_{l,j})_j$ converges weakly to some $v_l \in \text{BD}(\Omega)$.

Also, a suitable subsequence $(v_l)$ converges to some $u \in \text{BD}(\Omega)$ in the weak*-sense which is a generalised minimiser: $u \in \text{GM}(F; u_0)$.

**Proof.** Ad (a). For each $l \in \mathbb{N}$, $u_l^{\beta_0}$ is an admissible for the minimisation of $F_l$ over $\mathcal{D}_l$. Hence, we obtain by use of (LG') and $\|u_l^{\beta_0} - u_0\|_{L^1(\Omega)} \to 0$ as $l \to \infty$

$$
F_{l,j}[v_{l,j}] \leq F_{l,j}[u_l^{\beta_0}] = \int_{\Omega} f(\varepsilon(u_l^{\beta_0})) \, dx + \frac{1}{2j} \|u_0\|_{L^2(\Omega)}^2 
\leq c_2 \int_{\Omega} |\varepsilon(u_l^{\beta_0})| \, dx + (c_2 \mathcal{L}^n(\Omega) + 1) + C \|u_0\|_{L^2(\Omega)}^2 
\leq c_2 \|u_l\|_{L^1(\Omega)} + \|u_0\|_{L^2(\Omega)}^2 + c_3 \leq C,
$$

and now the lower bound provided by (LG') yields that $(\varepsilon(v_{l,j}))$ is uniformly bounded in $L^1(\Omega; \mathbb{R}^{n \times n})$. On the other hand, as $v_{l,j} - u_l^{\beta_0} \in L^1(\Omega)$, we obtain by Poincaré’s inequality on $L^1(\Omega)$

$$
\|v_{l,j}\|_{L^1(\Omega; \mathbb{R}^n)} \leq \|u_l^{\beta_0}\|_{L^1(\Omega; \mathbb{R}^n)} + C \|\varepsilon(v_{l,j} - u_l^{\beta_0})\|_{L^1(\Omega; \mathbb{R}^{n \times n})} \leq C \|u_l^{\beta_0}\|_{L^2(\Omega)} + C
$$

by the first part, and since $\sup_{l \in \mathbb{N}} \|u_l^{\beta_0}\|_{L^2(\Omega)} < \infty$, the proof of (a) is complete. Ad (b). We only sketch the argument: Let $B \subset \Omega$ be an arbitrary but fixed ball and let $\rho \in C^2_B(\Omega; [0,1])$ satisfy $\rho|_{\partial B} \equiv 1$. Note that for each $(l, j) \in \mathbb{N}^2$, $v_{l,j}$ satisfies the Euler-Lagrange equation

$$
\int_{\Omega} \langle \sigma_{l,j}, \varepsilon(\varphi) \rangle \, dx = 0 \quad \text{for all } \varphi \in W^{1,2}_0(\Omega; \mathbb{R}^n).
$$

Then choosing $\varphi := \Delta_{s,h}^{-} (\rho^2 \Delta_{s,h} v_j)$, where $\Delta_{s,h}$ and $\Delta_{s,h}^{+}$ are the forward and backward difference quotients in direction $s \in \{1, \ldots, n\}$ of stepsize $h$, respectively, $\varphi$ is admissible in (3.3). Discrete integration by parts for $\Delta_{s,h}$, positive definiteness of $f''$ then yields by Young’s inequality and absorbing suitably in a standard manner

$$
\frac{1}{\alpha(l,j)} \int_{\Omega} |\rho \varepsilon(v_{l,j})| \, dx \leq C \int_{\Omega} \langle f_{l,j}'(\varepsilon(v_{l,j}))(D \varphi \ast v_{l,j}), (D \varphi \ast v_{l,j}) \rangle \, dx 
\leq C \int_{\Omega} \|f_{l,j}'(\varepsilon(v_{l,j}))(D \varphi \ast v_{l,j})\|_{L^1(\Omega)} \, dx \leq C(\varphi, l, j)
$$

as $f_{l,j}'$ is bounded independently of $l, j$. In consequence, $(\varepsilon(\varphi(v_{l,j})))$ is locally uniformly bounded in $L^2$ and so the claim of (c) is a consequence of Korn’s inequality. Ad (d). The claimed convergence to some $u \in \text{BD}(\Omega)$ is an immediate consequence of (a), and hence it suffices to prove minimality. Relabelling if necessary, we can assume without loss of generality that for each $l \in \mathbb{N}$, $v_{l,j} \rightharpoonup v_l$ as $j \to \infty$ in $\text{BD}(\Omega)$. Then $v_l \in \text{BD}(\Omega)$ is a generalised minimiser of $F$ over $\mathcal{D}_l$, that is, we have $\mathcal{F}_l[u_l] \leq \mathcal{F}_l[w]$ for all $w \in \text{BD}(\Omega)$, where $\mathcal{F}_l := \mathcal{F}_l^{\beta_0}$ as adapted from (1.2). This follows, e.g., by adapting the approach of SEREGIN [65] as is done in the author’s thesis [38, Thm. 5.10] to which the interested
reader is referred to. To conclude, let again \( w \in BD(\Omega) \) be arbitrary. Then, by weak*-convergence of \((v_l)\) to \( u \in BD(\Omega)\), we have by Reshetnyak’s lower semicontinuity theorem in the first, minimality of \( v_l \) for \( \mathcal{F} \) over \( \mathcal{G}_l \) in the second and Lipschitz continuity of \( f^\infty \) in the third step

\[
\mathcal{F}[u] - \mathcal{F}[w] \leq \liminf_{l \to \infty} \int_{\Omega} f(Ev_l) - f(Ew) + \int_{\partial \Omega} f^\infty(\text{Tr}(u_l - v_l) \otimes \nu_{\partial \Omega}) \, d\mathcal{H}^{n-1} \\
\leq \liminf_{l \to \infty} \left( \int_{\Omega} f(Ev_l) + \int_{\partial \Omega} f^\infty(\text{Tr}(u_l^{\partial \Omega} - v_l) \otimes \nu_{\partial \Omega}) \, d\mathcal{H}^{n-1} \right) \\
- \int_{\Omega} f(Ew) - \int_{\partial \Omega} f^\infty(\text{Tr}(u_l^{\partial \Omega} - w) \otimes \nu_{\partial \Omega}) \, d\mathcal{H}^{n-1} \\
+ \int_{\Omega} \|f^\infty(\text{Tr}(u_l^{\partial \Omega} - v_l) \otimes \nu_{\partial \Omega}) - f^\infty(\text{Tr}(u_l^{\partial \Omega} - v_l) \otimes \nu_{\partial \Omega})\| \, d\mathcal{H}^{n-1} \\
+ \int_{\partial \Omega} \|f^\infty(\text{Tr}(u_l^{\partial \Omega} - w) \otimes \nu_{\partial \Omega}) - f^\infty(\text{Tr}(u_l^{\partial \Omega} - w) \otimes \nu_{\partial \Omega})\| \, d\mathcal{H}^{n-1} \right) \\
\leq \liminf_{l \to \infty} L \int_{\partial \Omega} |\text{Tr}(u_l - u_l^{\partial \Omega})| \, d\mathcal{H}^{n-1} \leq \liminf_{l \to \infty} CL\|u_l - u_l^{\partial \Omega}\|_{L^1D(\Omega)} = 0.
\]

In conclusion, \( u \in GM(F; u_0) \) and the proof is complete. \( \square \)

**Theorem 3.2.** Let \( f \in C^2(\mathbb{R}^{n \times n}_{\text{sym}}) \) be such that \( f''(z) \) is positive definite on \( \mathbb{R}^{n \times n}_{\text{sym}} \) for every \( z \in \mathbb{R}^{n \times n}_{\text{sym}} \) and, for some \( \lambda > 0 \) there holds

\[
0 < \langle f''(z)\xi, \xi \rangle \leq \lambda \frac{|\xi|^2}{(1 + |z|^2)^2} \quad \text{for all } z, \xi \in \mathbb{R}^{n \times n}_{\text{sym}}.
\]

Then for every ball \( B \subset \Omega \) with \( \text{dist}(B; \partial \Omega) > 0 \) there exists a finite constant \( C > 0 \) such that

\[
\sup_{B} \sup_{j \in \mathbb{N}} \sum_{k=1}^{n} \int_{B} (f''(\varepsilon(v_{l,j}))) \partial_k \varepsilon(v_{l,j}) \partial_k \varepsilon(v_{l,j}) \, dx \leq C.
\]

**Proof.** Step 1. In a first step, for \( j \in \mathbb{N} \) and \( \nu \in \mathbb{R}^{n \times n}_{\text{sym}} \), we define bilinear forms \( A[\nu; \cdot, \cdot] \) and \( A_{ij}[\nu; \cdot, \cdot] \) by

\[
A[\nu; \eta, \xi] := \langle f''(\nu)\eta, \xi \rangle, \\
A_{ij}[\nu; \eta, \xi] := A[\nu; \eta, \xi] + \frac{1}{j} \langle \xi, \eta \rangle, \quad \nu, \eta, \xi \in \mathbb{R}^{n \times n}_{\text{sym}}.
\]

Note that, by positive definiteness of \( f''(\nu) \) for every \( \nu \in \mathbb{R}^{n \times n}_{\text{sym}} \), both \( A[\nu; \cdot, \cdot] \) and \( A_{ij}[\nu; \cdot, \cdot] \) for all \( j \in \mathbb{N} \) define symmetric positive definite bilinear forms and thus we have a suitable Cauchy–Schwarz inequality for \( A_{ij} \) at our disposal. For notational brevity, let us further assume \( l \in \mathbb{N} \) fixed and write \( v_{l,j}, A_{ij} \) or \( \sigma_{l,j} \) instead of \( v_{l,j}, A_{ij} \) and \( \sigma_{l,j} \), respectively.

By Lemma 3.1 (c), we have \( (v_{l,j}) \in W^{2,2}_{\text{loc}}(\Omega; \mathbb{R}^n) \). Hence, integrating by parts, we obtain for all \( \varphi \in C^\infty_c(\Omega; \mathbb{R}^n) \) and all \( l \in \{1, \ldots, n\} \) that

\[
\int_{\Omega} \langle \partial_l \sigma_{l,j}, \varepsilon(\varphi) \rangle \, dx = 0.
\]

By smooth approximation, (3.7) then is equally seen to hold for competitor maps \( \varphi \in W^{1,2}_{0}(\Omega; \mathbb{R}^n) \).

Step 2. To establish (3.5), we shall use the weak Euler–Lagrange equation (3.7) satisfied by \( \sigma_{l,j}, \) \( j \in \mathbb{N} \). Let \( k \in \{1, \ldots, n\} \) and let \( B \subset \Omega \) be an arbitrary open ball with \( \text{dist}(B; \partial \Omega) > 0 \). We choose a cut-off function \( \rho \in C^1_c(\Omega; [0, 1]) \) such that \( \rho \equiv 1 \) on \( B \). Then, since \( v_{l,j} \in W^{2,2}_{\text{loc}}(\Omega; \mathbb{R}^n) \) by Lemma 3.1 (c), we obtain that \( \varphi := \rho^2 \partial_k (v_{l,j} - a_j) =: \rho^2 \partial_k w_j \) belongs to \( W^{1,2}_{0}(\Omega; \mathbb{R}^n) \) and hence qualifies as a competitor map in (3.7). Here, \( a_j \in \mathcal{A}(\Omega) \) is an arbitrary rigid deformation to be specified later on, and \( w_j \) is defined in the obvious manner. Writing \( A = (A_{im})_{i,m=1}^{n} \) for an \( (n \times n) \)-matrix \( A \) and denoting the \( l \)-th component of a vector \( u \in \mathbb{R}^n \) by \( u^{(l)} \), applying (3.7) to \( l = k \) and summing over \( k \in \{1, \ldots, n\} \) yields

\[
\sum_{k,i,m} \int_{\Omega} (\partial_k \sigma_{l,j}^{(m)}) \varepsilon^{im}(\rho^2 \partial_k w_j) \, dx = 0,
\]
where the sum is taken over all indices $k, i, m \in \{1, \ldots, n\}$. Moreover, note that because of

$$
\sum_{k=1}^{n} \int_{\Omega} \langle f''(v_j) \rangle \partial_k h_e(v_j), \partial_k e(v_j) \rangle \, dx \leq \sum_{k=1}^{n} \int_{\Omega} A_j \langle e(v_j); \rho \partial_k e(v_j), \rho \partial_k e(v_j) \rangle \, dx \\
\leq \sum_{k,i,m} \int_{\Omega} (\partial_h \sigma^m_{j}) \rho^2 \partial_k e \langle v_j \rangle \, dx,
$$

(3.9)

it suffices to estimate the right hand side in view of (3.8). We first rewrite (3.8) as

$$
\sum_{k,i,m} \int_{\Omega} \langle \partial_k \sigma^m_{j} \rangle (\partial_k (\rho^2 \partial_k w_j^{(m)}) + \partial_m (\rho^2 \partial_k w_j^{(k)})) \, dx = 0.
$$

(3.10)

Thus we find by expanding and regrouping terms

$$
2 \sum_{k,i,m} \int_{\Omega} \langle \partial_k \sigma^m_{j} \rangle (\rho^2 \partial_k e \langle v_j \rangle) \, dx = - \sum_{k,i,m} \int_{\Omega} \langle \partial_k \sigma^m_{j} \rangle ((\partial_k \rho^2) \partial_k w_j^{(m)} + (\partial_m \rho^2) \partial_k w_j^{(i)}) \, dx \\
= - \sum_{k,i,m} \int_{\Omega} \langle \partial_k \sigma^m_{j} \rangle ((\partial_k \rho^2) \partial_k w_j^{(m)} + (\partial_m \rho^2) \partial_m w_j^{(k)}) \, dx \\
+ \sum_{k,i,m} \int_{\Omega} \langle \partial_k \sigma^m_{j} \rangle ((\partial_k \rho^2) \partial_m w_j^{(k)} + (\partial_m \rho^2) \partial_k w_j^{(k)}) \, dx \\
- \sum_{k,i,m} \int_{\Omega} \langle \partial_k \sigma^m_{j} \rangle ((\partial_m \rho^2) \partial_k w_j^{(i)} + (\partial_m \rho^2) \partial_k w_j^{(k)}) \, dx \\
=: \text{I + II + III}.
$$

Ad I and III. Let us note that since the indices $i, m$ run over all numbers $1, \ldots, n$ and $\sigma(x) \in \mathbb{R}^{n \times n}$, we have $I = III$. Moreover, we note that the artificial terms leading to the appearance of $II$ are just introduced to have the symmetric gradient appearing, that is, terms which are conveniently controllable. In consequence, defining $j \Theta_k := (j \Theta^m_{k})_{i,m=1}^{n}$ and $j \hat{\Theta}_k := (j \hat{\Theta}^m_{k})_{i,m=1}^{n}$ with

$$
\text{I} + \text{III} \leq 2|\text{III}| \leq 4 \sum_{k,i,m} \int_{\Omega} \langle \partial_k \sigma^m_{j} \rangle (\partial_k \rho^2) \partial_k e \langle w_j \rangle \, dx = 4 \sum_{k=1}^{n} \int_{\Omega} \langle \partial_h \sigma_{j}, j \Theta_k \rangle \, dx =: \text{IV}.
$$

We now employ the definition of $\sigma_j$ in conjunction with the bilinear forms $A[e(v_j); \cdot, \cdot]$ and $A_j[e(v_j); \cdot, \cdot]$. Then we obtain, applying the Cauchy-Schwarz inequality to the bilinear forms $A_j$, for some $\theta > 0$ to be fixed later,

$$
\text{IV} \leq \theta \sum_{k,i,m} \int_{\Omega} \langle A_j \rangle \langle e(v_j); \rho \partial_k e(v_j), \rho \partial_k e(v_j) \rangle \, dx + 4C(\theta) \sum_{k=1}^{n} \int_{\Omega} A_j \langle e(v_j); j \hat{\Theta}_k, j \hat{\Theta}_k \rangle \, dx =: \text{IV}'.
$$

Appealing to (3.4), we then further estimate

$$
\text{IV}' \leq \theta \sum_{k=1}^{n} \int_{\Omega} A_j \langle e(v_j); \rho \partial_k e(v_j), \rho \partial_k e(v_j) \rangle \, dx \\
+ 16 A \theta \| \nabla \rho \|_{L^2} \sum_{k=1}^{n} \int_{spt(\rho)} (1 + |e(v_j)|^2)^{\frac{1}{2}} \, dx + \frac{16 \theta \| \nabla \rho \|_{L^2}}{\alpha(l_j)} \int_{spt(\rho)} |e(v_{t,j})|^2 \, dx \\
=: \text{V}_1 + \text{V}_2 + \text{V}_3.
$$
By virtue of Lemma 3.1 (d), $V_2$ and $V_3$ are uniformly bounded in $j \in \mathbb{N}$ (and, as is implicit here, in $l \in \mathbb{N}$). Consequently, we find for some constant $c(\rho, \vartheta) > 0$ independent of $j, l \in \mathbb{N}$,

$$\text{(3.11)} \quad |I + III| \leq 4\theta \sum_{k=1}^{n} \int_{\Omega} A_j[\varepsilon(v_j); \rho \partial_k \varepsilon(v_j), \rho \partial_k \varepsilon(v_j)] \, dx + c(\rho, \vartheta).$$

Ad II. By symmetry of $\sigma_j$, i.e., $\sigma_j^{im} = \sigma_j^{mi}$ for all $i, m \in \{1, \ldots, n\}$ and all $j \in \mathbb{N}$, and a permutation of indices, it suffices to estimate the term

$$2|IV| := 2 \sum_{k, i, m} \int_{\Omega} (\partial_k \sigma_j^{im})(\partial_i \rho^2)(\partial_m w_j^{(k)}) \, dx$$

with an obvious definition of IV. Integrating by parts twice yields

$$\begin{align*}
V_1 &= \sum_{k, i, m} \int_{\Omega} \partial_k \sigma_j^{im} \partial_i \rho^2 \partial_m w_j^{(k)} \, dx = -\sum_{k, i, m} \int_{\Omega} \sigma_j^{im} \partial_k (\partial_i \rho^2 \partial_m w_j^{(k)}) \, dx \\
&= -\sum_{k, i, m} \int_{\Omega} \sigma_j^{im} (\partial_{ik} \rho^2 \partial_m w_j^{(k)}) + \partial_i \rho^2 \partial_{mk} w_j^{(k)} \, dx \\
&= \sum_{k, i, m} \int_{\Omega} (\partial_m \sigma_j^{im}) (\partial_{ik} \rho^2) w_j^{(k)} + \sigma_j^{im} (\partial_{ikm} \rho^2) w_j^{(k)} \, dx \\
&= \sum_{k, i, m} \int_{\Omega} (\partial_m \sigma_j^{im}) (\partial_{ik} \rho^2) w_j^{(k)} + \sigma_j^{im} (\partial_{ikm} \rho^2) w_j^{(k)} \, dx \\
&=: V_1 + \ldots + V_4,
\end{align*}$$

where $V_1, \ldots, V_4$ are defined in the obvious manner. Note that by the $W^{2,2}_{\text{loc}}$–regularity of $v_j$, this is a valid computation. The crucial point in this calculation is that the only derivatives that apply to $w_j$ appear in the form $\partial_k w_j^{(k)}$ (and are decoupled from the $(i, m)$–components), and summation over $k \in \{1, \ldots, n\}$ corresponds to taking the divergence of $w_j$. Now, denoting $A^{(i)}$ the $i$-th row of a matrix $A \in \mathbb{R}^{n \times n}$, we employ the row-wise solenoidality of $\sigma$ (cf. Lemma 3.1 (b)) to find by

$$\psi_{j,k} := (\psi_{j,k})_{n}^{i} := ((\partial_{ik} \rho^2) w_j^{(k)})_{n}^{i} \in W^{1,2}_{0}(\Omega; \mathbb{R}^n)$$

$$V_1 = \sum_{k, i} \int_{\Omega} \text{div}(\sigma_j^{(i)})(\partial_{ik} \rho^2) w_j^{(k)} \, dx = -\sum_{k=1}^{n} \int_{\Omega} \langle \sigma_j, D\psi_{j,k} \rangle \, dx = 0.$$

Similarly, we obtain $V_3 = 0$. Next recall that we still have the freedom to choose the rigid deformations $a_j$ as they appear in the definition of $w_j$. As we can assume without loss of generality that $\text{spt}(\rho)$ is connected, we find a constant $C > 0$ such that for all $v \in LD(\text{spt}(\rho)) \cap W^{1,2}(\text{spt}(\rho); \mathbb{R}^n)$ there exists $a \in \mathcal{S}(\mathbb{R}^n)$ such that

$$\int_{\text{spt}(\rho)} |v - a| \, dx \leq C(\rho) \int_{\text{spt}(\rho)} |\varepsilon(v)| \, dx \quad \text{and} \quad \int_{\text{spt}(\rho)} |v - a|^2 \, dx \leq C(\rho) \int_{\text{spt}(\rho)} |\varepsilon(v)|^2 \, dx.\)$$

It is important that for each such $v$ we can choose one rigid deformation $a$ to make both inequalities work, and by [40, Lem. 4.6], this is in fact possible. Accordingly, we choose for each $j \in \mathbb{N}$ some $a_j \in \mathcal{S}(\mathbb{R}^n)$ such that the ultimate inequality holds with $v$ being replaced by $v_j$ and with $a$ being replaced by $a_j$. Turning to $V_2$, we go back to the definition of $\sigma_j$ and thereby obtain by virtue of Young’s inequality and the above Poincaré inequalities that

$$\begin{align*}
|V_2| &\leq \sum_{k, i, m} \int_{\Omega} (|f'(|\varepsilon(v_j)|)| + \frac{1}{\alpha(l)} |\varepsilon(v_j)|) |(\partial_{ikm} \rho^2)| w_j^{(k)} \, dx \\
&\leq LC(\rho) \int_{\Omega} |w_j| \, dx + \frac{C(\rho)}{2\alpha(l)} \left( \int_{\Omega} |w_j|^2 \, dx + \int_{\Omega} |\varepsilon(v_j)|^2 \, dx \right).
\end{align*}$$
\[ \leq LC(\rho) \int_{\Omega} |\varepsilon(v_{ij})| \, dx + \frac{C(\rho)}{2\alpha(l)j} \int_{\Omega} |\varepsilon(w_{ij})|^2 \, dx \]
\[ \leq C(\rho), \]

where again \( C(\rho) > 0 \) is independent of \( j, l \in \mathbb{N} \). As to VI₄, we note that since \( (\varepsilon(v_{ij})) \) is uniformly bounded in \( L^1(\Omega; \mathbb{R}^{n \times n}) \) by Lemma 3.1, so is \( (\text{div}(v_{ij})) \) in \( L^1(\Omega) \). We then estimate as follows:

\[ \text{VI}_4 \leq C(\rho) \int_{\Omega} |\sigma| |\text{div}(w_{ij})| \, dx \leq C(\rho) \int_{\Omega} L|\varepsilon(v_{ij})| + \frac{1}{\alpha(l)j} |\varepsilon(v_{ij})|^2 \, dx \leq C(\rho), \]

and again, \( C(\rho) > 0 \) is independent of \( j, l \in \mathbb{N} \). In particular, we infer that there holds

\[ (3.12) \quad \text{II} \leq 2|\text{VI}_1 + \ldots + \text{VI}_4| \leq C(\rho). \]

**Step 3.** We now gather the estimates obtained so far; precisely, we go back to (3.9) and estimate

\[ \sum_{k=1}^{n} \int_{\Omega} A_j[\varepsilon(v_{ij}) ; \rho \partial_{k} \varepsilon(v_{ij}), \rho \partial_{k} \varepsilon(v_{ij})] \, dx \leq (3.9) \sum_{k,i,m} (\partial_{k} \sigma_{j}^{im}) \rho^2 |\varepsilon(v_{ij})|^2 \, dx \leq |\text{I} + \text{II} + \text{III}| \]

\[ \leq 4\vartheta \sum_{k=1}^{n} \int_{\Omega} A_j[\varepsilon(v_{ij}) ; \rho \partial_{k} \varepsilon(v_{ij}), \rho \partial_{k} \varepsilon(v_{ij})] \, dx \]
\[ + c(\rho, \vartheta), \]

where we have tacitly synthesised constants in the ultimate step. At this stage, we choose \( \vartheta > 0 \) so small such that the first side on the very right hand side of the previous inequality can be absorbed into its left hand side. In view of arbitrariness of \( B \) and (3.9), this implies (3.5) and the proof is hereby complete. \( \square \)

### 3.2. Proof of Theorem 1.1.

Based on Theorem 3.2, we can proceed to the proof of Theorem 1.1. It needs to be noted that the second order estimate given in (3.5) is the decisive ingredient which we lacked in [40], and in the following we demonstrate how (3.5) leads to a Sobolev regularity improvement. Here, we are lead by the ideas exposed in [17, 19] for the gradient case.

**Proof of Theorem 1.1(i).** In the ellipticity regime \( 1 < a < 2 \), we introduce the auxiliary function

\[ V_a(\xi) := (1 + |\xi|^2)^{\frac{2-a}{2}}, \quad \xi \in \mathbb{R}^{n \times n}, \]

cf. Lemma 2.4. Now let \((v_{ij}) \subset W^{2,2}_{loc}(\Omega; \mathbb{R}^n)\) be the double sequence of viscosity approximations from the previous paragraph. Now, differentiating \( V_a(\varepsilon(v_{ij})) \) (with the corresponding viscosity approximations \( v_{ij} \) of the last section), we obtain for all \( k \in \{1, ..., n\} \)

\[ |\partial_{k} V_a(\varepsilon(v_{ij}))|^2 \leq \left( \frac{2-a}{2} \right)^2 |\partial_{k} \varepsilon(v_{ij})|^2 |\varepsilon(v_{ij})|^2(1 + |\varepsilon(v_{ij})|^2)^{-\frac{2-a}{2}} \leq a(1 + |\varepsilon(v_{ij})|^2) \]

By virtue of the lower bound in (1.4), we deduce from (3.5) that for any open ball \( B' \subset \Omega \) the double sequence \( (DV_a(\varepsilon(v_{ij})))_{B'} \) is uniformly bounded in \( L^2(B'; \mathbb{R}^{n \times n}) \). Standard localisation then yields that for every open ball \( B \subset B' \) the double sequence \( (V_a(\varepsilon(v_{ij})))_{B} \) is uniformly bounded in \( W^{1,2}(B) \). Since \( W^{1,2}(B) \hookrightarrow \text{BMO}(B) \) for \( n = 2 \), we deduce from the classical John-Nirenberg lemma (BMO \( \hookrightarrow \text{L}^p \) for any \( 1 \leq p < \infty \) and Lemma 2.4 that if \( n = 2 \) and \( 1 < a < 2 \), then for any \( 1 \leq p < \infty \) the double sequence \( (\varepsilon(v_{ij})) \) is locally uniformly bounded in any \( L^p \), \( 1 \leq r < \infty \). For \( \Phi : \varepsilon(u) \mapsto Du \) is a singular integral operator of convolution type, another localisation yields that \((v_{ij})\) is locally uniformly bounded in \( W^{1,r}(\Omega; \mathbb{R}^n) \) for any \( 1 \leq r < \infty \). From here, it is then routine to show that the generalised minimiser \( u \) from Lemma 3.1 equally belongs to \( W^{1,r}_{loc}(\Omega; \mathbb{R}^n) \); in particular, we obtain for the singular part \( E^u u \equiv 0 \).

If \( n \geq 3 \), then we can only use the embedding \( W^{1,2}(B) \hookrightarrow L^{2n/(n-2)}(B) \). Similarly as above, this yields local uniform boundedness of \( (\varepsilon(v_{ij})) \) in \( L^q \) for \( q = \frac{2n}{n-2} \), and the latter number satisfies \( q > 1 \) if and only if \( 1 < a < 1 + \frac{2}{n} \). The proof of Theorem 1.1(i) is hereby complete. \( \square \)
We come to the second part of Theorem 1.1. As we briefly argued in the introduction, in this context it is customary\(^2\) to require the local boundedness condition (cf. [17, Ass. 4.11]) which here translates to: For every relatively compact subset \(U \subseteq \Omega\) we have
\[
\sup_{l \in \mathbb{N}} \sup_{j \in \mathbb{N}} \|v_{l,j}\|_{L^\infty(U; \mathbb{R}^n)} < \infty.
\]
In the full gradient case, such a condition can be justified by use of a maximum principle (e.g., cf. [19, Appendix D]) but by dependence of the integrands on the symmetric gradient, such arguments are not at our disposal here. However, as the above proof and alongside discussion shows, there are ellipticity regimes for which such \(L^\infty\)-bounds can be expected but, as shall be addressed in a future publication, can also be achieved provided certain smallness and smoothness assumption are imposed on the Dirichlet data.

**Proof of Theorem 1.1(ii).** Again, let \(B \subseteq \Omega\) be an open ball with \(\text{dist}(B; \partial \Omega) > 0\) and choose a cut-off function \(\rho \in C^1_c(\Omega; [0, 1])\) with \(\rho \equiv 1\) on \(B\). Then we put, for \(l, j \in \mathbb{N}\) arbitrary but fixed, as a preliminary test function (with the shorthand \(v_{l,j}\) instead of \(v_{i,j}\))
\[
\varphi := \rho^2 \log^2(1 + |\epsilon(v_{l,j})|^2)v_{j},
\]
which, because of \((v_{j}) \subset W^{1,2}_{\text{loc}}(\Omega; \mathbb{R}^n)\), has weak symmetric gradient
\[
\epsilon(\varphi) = 2\rho \log^2(1 + |\epsilon(v_{j})|^2) D\rho \circ v_{j} + \rho^2 D(\log^2(1 + |\epsilon(v_{j})|^2)) \circ v_{j}
\]
\[
+ \rho^2 \log^2(1 + |\epsilon(v_{j})|^2)\epsilon(v_{j})
\]
\(\mathcal{L}^n\text{-a.e.}\). By virtue of assumption (3.13) and Korn’s inequality, we conclude that \(\varphi \in W^{1,2}(\Omega; \mathbb{R}^n)\): It is clear that the first term on the right hand side belongs to \(L^2(\Omega; \mathbb{R}^{n \times n})\). On the other hand, we have
\[
|\rho^2 D(\log^2(1 + |\epsilon(v_{j})|^2)) \circ v_{j}| \leq 4\rho \frac{\log(1 + |\epsilon(v_{j})|^2)|D^2 v_j||\epsilon(v_{j})|}{1 + |\epsilon(v_{j})|^2} \leq C\rho^2 |D^2 v_j|,
\]
where we have crucially utilised (3.13), and then it is seen that the corresponding term in the decomposition of \(\epsilon(\varphi)\) also is square-integrable. Since \(\epsilon(v_{j}) \in L^{2n/(n-2)}_{\text{loc}}(\Omega; \mathbb{R}^{n \times n})\) for if \(n \geq 3\) and \(\epsilon(v_{j}) \in \text{BMO}_{\text{loc}}(\Omega; \mathbb{R}^{n \times n})\) for if \(n = 2\) (recall \(v_{j} \in W^{1,2}_{\text{loc}}(\Omega; \mathbb{R}^n)\)), we conclude the admissibility of \(\varphi\). We now insert \(\varphi\) into the Euler-Lagrange equation (3.3). This consequently gives
\[
\int_{\Omega} (f'_{l,j}(\epsilon(v_{j})), \rho^2 \log^2(1 + |\epsilon(v_{j})|^2)\epsilon(v_{j})) \, dx = -\int_{\Omega} (f'_{l,j}(\epsilon(v_{j})), 2\rho \log^2(1 + |\epsilon(v_{j})|^2) D\rho \circ v_{j}) \, dx
\]
\[
- \int_{\Omega} (f'_{l,j}(\epsilon(v_{j})), \rho^2 D(\log^2(1 + |\epsilon(v_{j})|^2)) \circ v_{j}) \, dx
\]
\[
\Leftrightarrow: \mathbf{I} = \mathbf{II} + \mathbf{III}.
\]

**Ad I.** In the following, we use the auxiliary function \(E := \sqrt{1 + |\eta|^2}\). Here we estimate, using Lemma 2.5, the trivial bound \(\log^2(1 + |\eta|^2) \leq c(1 + |\eta|)\) for \(\eta \in \mathbb{R}^{n \times n}\) together with the uniform bound \(\sup_{l \in \mathbb{N}} \sup_{j \in \mathbb{N}} \|u_{l,j}\|_{L^2(\Omega)} < \infty\) of Lemma 3.1 (a),
\[
\mathbf{I} = \int_{\Omega} (f'_{l,j}(\epsilon(v_{j})), \rho^2 \log^2(E^2(\epsilon(v_{j})))\epsilon(v_{j})) \, dx \geq \theta \int_{\Omega} \rho^2 E(\epsilon(v_{j})) \log^2(E^2(\epsilon(v_{j}))) \, dx
\]
\[
- \theta \int_{\Omega} \rho^2 \log^2(E^2(\epsilon(v_{j}))) \, dx
\]
\[
+ \frac{1}{\theta} \int_{\Omega} |\rho \log(1 + |\epsilon(v_{j})|^2)|\epsilon(v_{j})| \, dx
\]
\[
\geq \left( \theta \int_{\Omega} \rho^2 E(\epsilon(v_{j})) \log^2(E^2(\epsilon(v_{j}))) \, dx - C \right)
\]
\(^2\)In their entirety, all Sobolev regularity results in the BV-Dirichlet case without radial symmetry of the integrands for the ellipticity regime considered here make use of this assumption; cf. [17, 18, 19]. In particular, toward our aim of showing essentially that the same regularity is available for BV and BD, this hypothesis is hereby justified in our setup, too.
where \( C > 0 \) does not depend on \( l, j \in \mathbb{N} \). Turning to \( \Pi \), we then invoke hypothesis (3.13) to find, again by the simple estimate for \( \log^2 \) as in the estimation of \( I \) and Lipschitz continuity of \( f \) (cf. Lemma 2.5),

\[
\Pi \leq LC(\rho) \int_{B(x_0, R)} \log^2(E^2(\varepsilon(v_j))) \, dx + \frac{1}{\alpha(l)} \int_\Omega E(\varepsilon(v_j)) \log^2(E^2(\varepsilon(v_j))) \, dx
\]

\[
\leq LC(\rho) \int_\Omega E(\varepsilon(v_j)) \, dx + \frac{C}{\alpha(l)} \int_\Omega E^2(\varepsilon(v_j)) \, dx \leq C,
\]

where \( C > 0 \) is now also independent of \( l, j \in \mathbb{N} \). Ad \( \Pi \). Here we recall (3.15) and therefore, again by Lipschitz continuity of \( f \), for \( \ell > 0 \) to be fixed later

\[
\Pi \leq 4L \int_\Omega \rho^2 \log(E^2(\varepsilon(v_j))) \frac{D_\varepsilon(\varepsilon(v_j))}{1 + |\varepsilon(v_j)|^2} |v_j| \, dx + \frac{C}{\alpha(l)} \int_\Omega \rho^2 |D_\varepsilon(\varepsilon(v_j))|^2 \, dx + \frac{1}{\alpha(l)} \int_\Omega \rho^2 |D_\varepsilon(\varepsilon(v_j))|^2 1 + |\varepsilon(v_j)|^2 \, dx
\]

\[
\leq 4L \int_\Omega \rho^2 \log(E^2(\varepsilon(v_j))) \frac{D_\varepsilon(\varepsilon(v_j))}{1 + |\varepsilon(v_j)|^2} |v_j| \, dx + \frac{C}{\alpha(l)} \int_\Omega \rho^2 |D_\varepsilon(\varepsilon(v_j))|^2 \, dx + 4L\ell \int_\Omega \rho^2 \log^2(E^2(\varepsilon(v_j))) E(\varepsilon(v_j)) \, dx
\]

\[
= : \Pi_1 + \Pi_2 + \Pi_3 + \Pi_4.
\]

Choosing \( \ell > 0 \) small enough, we may absorb \( \Pi_2 \) into the term \( \Pi_1 \) in the overall inequality. The terms \( \Pi_1 \) and \( \Pi_2 \) are bounded by Theorem 3.2, and the term \( \Pi_4 \) is bounded by the simple estimate for \( \log^2 \) from above and \( \sup_{l \in \mathbb{N}} \|v_{l, j}\|_{L^2(\Omega)} < \infty \). Now we gather estimates and absorb as indicated to find (recall that \( v_j \) tacitly abbreviates \( v_{l, j} \))

\[
(3.16) \quad \sup_{l \in \mathbb{N}} \sup_{j \in \mathbb{N}} \int_B \log^2(E^2(\varepsilon(v_{l, j})) E(\varepsilon(v_{l, j}))) \, dx < \infty.
\]

By passing to a suitable subsequence, this estimate implies in a straightforward manner that the weak*-limit \( u \in BD(\Omega) \) as found in Lemma 3.1 satisfies \( E^* u = 0 \) (so \( Eu = \varepsilon(u) \) in our notation) in \( \Omega \) and, moreover, \( \varepsilon(u) \in L \log^2 L_{loc}(\Omega; \mathbb{R}^n) \). Now we use Lemma 2.1 to find by standard localisation that actually \( \partial u \in L \log L_{loc}(\Omega; \mathbb{R}^n) \) and hence \( u \in W^{1,1}_{loc}(\Omega; \mathbb{R}^n) \). The proof is complete. \( \square \)

We conclude this subsection with two easy remarks on the case of intermediate ellipticities \( 1 + \frac{2}{n} < a < 3 \) subject to the local boundedness hypothesis (3.13) and on crucial differences to the BV-case.

\textbf{Remark 3.3.} If \( 1 + \frac{2}{n} < a < 3 \) and (3.13) is in action, then we can – following [17] – utilise the test maps \( \varphi = \rho^2 E^p(\varepsilon(v_j)) v_j \) for some \( b > 0 \) instead of the (3.14) to obtain the existence of a generalised minimiser that actually belongs to \( W^{1,1}_{loc}(\Omega; \mathbb{R}^n) \) for every \( p < 4 - \max\{2, a\} \); this is similar to the derivation of the corresponding BV-bound, cf. [37].

\textbf{Remark 3.4.} To obtain a result for all generalised minimisers, the only fruitful method known to the author is an application of the Ekeland variational principle (see [19] for the BV- and [40] for the BD-case). Here one also works with viscosity approximations; however, these do not satisfy Euler-Lagrange equations but – by the very method of proof – differential inequalities (in the terminology of [19], \textit{perturbed Euler-Lagrange equations}). Unfortunately, it is not clear to us how to fruitfully employ this approach in the setting of Theorem 3.2 as here the approximate solenoidality of the relevant terms \( \sigma_{l, j} \) does not seem tantamount to control the arising critical terms. Hence we only obtain statements for
one generalised minimiser, but we will merge the available improvements with [40] in the next section to obtain selected improved statements for all generalised minimisers.

3.3. Selected Implications. We now collect some consequences of the results established above and particularly improve the results from [40].

**Corollary 3.5** (Existence of second derivatives). Suppose that $f \in C^2(\mathbb{R}^{n \times n})$ satisfies (LG') and (1.4) for some $a > 1$. Then the following hold:

(a) If $n = 2$ and $1 < a < 2$, then there exists $u \in \text{GM}(F; u_0)$ with $u \in W^{2,\#}_{\text{loc}}(\Omega; \mathbb{R}^n)$ for any $1 \leq q < 2$.

(b) Let $n \geq 3$. If $1 \leq q < \frac{n-2}{n-1}$ and $1 < a \leq \frac{2n}{n-2}q$, there exists $u \in \text{GM}(F; u_0)$ such that $u \in W^{2,\#}_{\text{loc}}(\Omega; \mathbb{R}^n)$.

**Proof.** Let $B \subset \Omega$ be a ball. Then estimate, using Young’s inequality with $p = \frac{n}{q} > 1$ by $q < 2$,

$$
\int_B |D\varepsilon(v_{l,j})|^q \, dx \leq \frac{\tilde{q}}{2} \int_B |D\varepsilon(v_{l,j})|^2 \frac{q}{(1 + |\varepsilon(v_{l,j})|^2)^{\frac{q}{2}}} \, dx + \frac{2 - q}{2} \int_B (1 + |\varepsilon(v_{l,j})|^2)^{\frac{q}{2}} x^{a-\frac{n}{2}} \, dx.
$$

The first term is uniformly controlled by Theorem 3.2. If $n = 2$, then the second term is uniformly bounded in $l, j \in \mathbb{N}$ regardless of $1 < q < 2$. Appealing to the proof of Theorem 1.1(a), the second term is uniformly bounded in $l, j \in \mathbb{N}$ provided

$$
(3.17) \quad 2 - q \leq \frac{2 - a}{n - 2} \quad \text{that is,} \quad a \leq \frac{2 - q}{n - q} =: \tilde{q}(n).
$$

Now note that $\tilde{q}(n) > 1$ if and only if $1 \leq q < \frac{n-2}{n-1}$, and hence the statement follows. 

Obviously, a similar corollary can be established for $1 + \frac{1}{2n} < a < 3$, now invoking Remark 3.3. Also, merging the above results with the universal vanishing of $E^s_u$ for all $u \in \text{GM}(F; u_0)$ for if $1 < a < \frac{n+1}{n}$ (cf. [40, Thm. 1.2]), we obtain the following result:

**Corollary 3.6.** Let $\Omega$ be an open and bounded Lipschitz subset of $\mathbb{R}^n$. Suppose further that $f \in C^2(\mathbb{R}^{n \times n})$ satisfies (LG') and (1.4) with $1 < a < 1 + \frac{1}{n}$. Then

(a) if $n = 2$ and $1 < a \leq \frac{3}{2}$, any $u \in \text{GM}(F; u_0)$ satisfies $u \in W^{2,\#}_{\text{loc}}(\Omega; \mathbb{R}^n)$ for all $1 \leq q < 2$.

(b) if $n \geq 3$ and $1 < a \leq \frac{n+1}{n}$, any $u \in \text{GM}(F; u_0)$ satisfies $u \in W^{2,\#}_{\text{loc}}(\Omega; \mathbb{R}^n)$ for all $1 \leq q < \frac{n^2-n}{n^2-2n-1}$.

**Proof.** By [40, Thm. 1.2] whose proof is based on the Ekeland variational principle, $E^s_u \equiv 0$ in $\Omega$ for every $u \in \text{GM}(F; u_0)$ provided $1 < a < 1 + \frac{1}{n}$. We then deduce in a standard way that on any open connected component of $\Omega$, any two generalised minima only differ by a constant and so, in particular, necessarily share the same interior regularity. Now (a) immediately follows from Corollary 3.5. For part (b), note that (3.17) with $a = 1 + \frac{1}{n} - \varepsilon$ and consequently sending $\varepsilon \searrow 0$ yields $q < \frac{n^2-n}{n^2-2n-1}$ and we conclude.

Compared to [40], we have now established that for the ellipticity regime $1 < a < \frac{n+1}{n}$, all generalised minima possess second derivatives in some $L^q_{\text{loc}}, q > 1$. Finally, an easy application of the measure density lemma [43, Prop. 2.7] yields the following

**Corollary 3.7.** Let $\Omega$ be an open and bounded Lipschitz subset of $\mathbb{R}^n$ and that $f \in C^2(\mathbb{R}^{n \times n})$ satisfies (LG') with $1 < a \leq 3$. For a given map $v \in \text{BD}(\Omega)$, put

$$
\Sigma_v := \left\{ x \in \Omega : \limsup_{R \searrow 0} \left[ \frac{\int_{B(x,R)} |\mathcal{E}v - z| \, dx + |E^sv|_{B(x,R)} \, dx}{R^n} \right] > 0 \text{ for all } z \in \mathbb{R}^{n \times n} \right\}.
$$

Then the following holds:

(a) If $n = 2$ and $1 < a < \frac{3}{2}$, then any $u \in \text{GM}(F; u_0)$ satisfies $\text{dim}_{\mathcal{H}}(\Sigma_u) = 0$.

(b) If $n \geq 3$ and $1 < a < \frac{n+1}{n}$, then any $u \in \text{GM}(F; u_0)$ satisfies $\text{dim}_{\mathcal{H}}(\Sigma_u) \leq \frac{n^2-n^2+n}{n^2-2n-1}$.
4. Partial Regularity and the Proof of Theorem 1.2

4.1. Outline of the proof and setup. Compared to the standard apparatus of partial regularity proofs, the method as employed in [9] is fairly uncommon and we briefly pause to sketch the main ideas. In order to establish the partial regularity for $u \in GM(F; u_0)$, $u$ is compared with suitable mollifications. Based on the minimality of $u$, these are – in some specified sense – close to solving a linear elliptic system. Hence the mollifications satisfy good decay estimates, and these need to be shown to be inherited by $u$. This will eventually yield the desired partial regularity and alongside reveals two major issues: As mollifications and so convolutions with smooth bumps work well in conjunction with convex functions by Jensen’s inequality, the method is somewhat designed for the convex case. On the other hand, to fruitfully accomplish the comparison, we shall be lead to measure the distance of $u$ to its mollifications in terms of a suitable auxiliary function, and here we need a novel Poincaré-type inequality, see Section 4.2. Let us note in advance that, by Ornstein’s Non-Inequality, the latter cannot be obtained by reducing to the full gradient and entails proper modification of the partial regularity proof. More precisely, we proceed as follows:

(i) Section 4.3.1: Estimates for comparison maps. Here we establish, by linearisation, that if a $C^{1,\alpha}$-Hölder continuous function satisfies a certain smallness condition and has symmetric gradient close to some carefully chosen reference point, then it almost enjoys the typical decay for linear systems. Crucially, this typical decay is only perturbed by its $L^2$-deviation from the aforementioned reference point and by a quantity that measures how far the considered function is away from minimising the variational integral at our disposal.

(ii) Section 4.3.2: Smoothing and selection of good radii. To construct the $C^{1,\alpha}$-comparison maps required for step (i), we carefully mollify the given generalised minimiser and demonstrate that – under the conditions of Proposition 4.1 – the mollification parameters can be chosen so that the comparison estimates from (i) become available, cf. Lemma 4.6. Once these preparations are accomplished, we prove that there exist good radii in the following sense: On the balls corresponding to good radii, the difference of the functionals applied to the generalised minima and the functionals applied to their mollified variants can be sharply controlled, cf. Lemma 4.8. This step – as in [9] – is key to the approach and seems to require convexity.

(iii) Section 4.3.3: Comparison estimates and decay. Here we carry out the aforementioned comparison argument and employ minimality to deduce validity of Proposition 4.1 below. As it stands to reason, such an argument shall require – besides the sharp estimates on balls with good radii from step (ii) – a Poincaré-type inequality for locally measuring the distance of the generalised minimiser to its mollified version in terms of the auxiliary function $e$, cf. Section 2.3, and its symmetric gradient. This inequality, which is one of the main tools in the proof, is carefully derived in Section 4.2.

We now introduce the requisite terminology for the proof below: Given $z \in \Omega$ and $R > 0$ such that $B(z, R) \Subset \Omega$, we define two excess quantities by

$$E(u; z, R) := \int_{B(z,R)} e(Eu - (Eu)_z) \quad \text{and} \quad \hat{E}(u; z, R) := \frac{E(u; z, R)}{R^n},$$

where the mean value in the definition of $E$ is taken with respect to $\mathcal{L}^n$. Theorem 1.2 will follow from the next proposition.

Proposition 4.1. Let $f : \mathbb{R}_+^{n \times n} \to \mathbb{R}$ be a convex $C^2$-function that satisfies the assumptions of Theorem 1.2. Suppose that $m \in \mathbb{R}_+^{n \times n}$ and $\sigma > 0$ are such that

$$|f''(m') - f''(m)| \leq \omega(|m - m'|) \quad \text{for all} \ m' \in B(m, \sigma)$$

with a non-decreasing function $\omega : \mathbb{R}_+^n \to \mathbb{R}_+$ which, in addition, satisfies $|\omega(t)| \leq M = M(|m|)$ for all $t \in \mathbb{R}_+$ and $\lim_{t \to 0} \omega(t) = 0$, such that we have

$$\lambda |z|^2 \leq (f''(m)z, z) \leq \Lambda |z|^2$$
for two constants $0 < \lambda \leq \Lambda < \infty$ and all $z \in \mathbb{R}^{n \times n}_{\text{sym}}$. There exists $\tau > 0$ with the following property: If for $z \in \Omega$ and $R > 0$ with $B(z, R) \subset \Omega$ a map $u \in \text{BD}(\Omega)$ minimises

$$F_R[u] := \int_{B(z, R)} f(Eu)$$

with its own boundary values, satisfies $(Eu)_z = m$ and the excess satisfies $\hat{E}(u; z, R) < \tau$, then for any $0 < r < R/4$ we have the estimate

$$(4.4) \quad E(u; z, r) \lesssim \left((r/R)^{n+2} + \left(\rho\left(\frac{1}{r}\vert\nabla u\vert\right) + (R/r)^{n+1}\right)E(u; z, R)\right)$$

with a bounded non-decreasing function $\rho: \mathbb{R}^+ \to \mathbb{R}^+$ such that $\lim_{t \to 0} \rho(t) = 0$. Here, both $\tau$ and the constants implicit in '$\lesssim$' only depend on $n$, $m$, $\lambda$, $\Lambda$ and the linear growth parameters from (LG), but not on $u$, $r$ or $R$.

The way in which Theorem 1.2 then is analogous to the reasoning in [9] and is omitted here. Instead, let us note that from Proposition 4.1 it is evident that Theorem 1.2 also generalised to local generalised minimisers. These are somewhat defined canonically, namely, we say that $u \in \text{BD}_{\text{loc}}(\Omega)$ is a local generalised minimiser if and only if for every Lipschitz subset $\omega \Subset \Omega$ there holds $F_u[u; \omega] \leq F_u[v; \omega]$ for all $v \in \text{BD}(\omega)$, where

$$F_u[u; \omega] := \int_{\omega} f(Eu) + \int_{\partial \omega} f^\infty(\text{Tr}(u - v) \circ \nu_{\partial \omega}) \, dH^{n-1}, \quad v \in \text{BD}(\omega).$$

That is to say, on every Lipschitz subset $\omega$ of $\Omega$ the map $u$ minimises $F\left[-; \omega\right]$ with respect to its own boundary values. As in the usual $W^{1, p}$-case, generalised minima are local generalised minima but not necessarily vice versa. We conclude with a remark on notation.

**Notation 4.2.** In the following, we will use the single symbol $\varepsilon$ for both a mollification parameter and $\varepsilon(u)$ for the symmetric gradient of an LD-map $u$, but no ambiguities will arise from this.

### 4.2. Generalised Poincaré-type inequalities

In this section we discuss a family of convolution inequlities, and we start off with the precise version as required in the partial regularity proof later on. Here we provide the construction in detail and then comment on related inequalities that can be obtained similarly. To fix terminology, any radially symmetric $\rho: \mathbb{R}^n \to [0, 1]$ with $\int_{\mathbb{R}^n} \rho \, dx = 1$ which is $C^\infty$ in the interior of its support shall be referred to as a *standard mollifier*, and we denote for $\varepsilon > 0$ by $\rho_\varepsilon(x) := \varepsilon^{-n} \rho(x/\varepsilon)$ its $\varepsilon$-rescaled variant. The main result of this section now reads as follows.

**Proposition 4.3.** Let $\lambda > 1$ and $n \in \mathbb{N}$. Then there exists a constant $C = C(n, \lambda) > 0$ such that the following holds: For every open and bounded Lipschitz domain $U \Subset \mathbb{R}^n$, $u \in \text{BD}(\mathbb{R}^n)$ and numbers $\varepsilon > 0$ and $L > 0$ there holds

$$(4.5) \quad \int_U e\left(|L(u - \rho_\varepsilon * u)|\right) \, dx \leq C \max\{\langle L\varepsilon \rangle, \langle L\varepsilon \rangle^2\} \int_{U + B(0, \lambda \sqrt{\varepsilon})} e\left(|Eu|\right).$$

Here, $\rho: \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ is an arbitrary standard mollifier in the above sense and $\rho_\varepsilon$ its $\varepsilon$-rescaled variant.

Before we pass to the proof of the preceding proposition, a remark is in order.

**Remark 4.4 (Obstructions).** If in Proposition 4.3 the symmetric gradient is replaced by the full gradient, then the statement follows by the fundamental theorem of calculus in a straightforward way. In fact, the difference $u - \rho_\varepsilon * u$ can be controlled for $L^\infty$-a.e. $x$ by virtue of the inequality

$$|u(x) - \rho_\varepsilon * u(x)| \leq \int_{\mathbb{R}^n} \rho(y)\left|u(x - \varepsilon y) - u(x)\right| \, dy \leq \varepsilon \int_{\mathbb{R}^n} \rho(y) \left|\langle \nabla u\rangle(x - t\varepsilon y)\right| \, dy \, dt$$

in conjunction with Jensen’s inequality as is done in [9]. In the symmetric gradient case, we thus must directly avoid passing to $\nabla u$ as this term cannot be controlled unless we assume some strong $\alpha$-ellipticity (cf. (1.4)) and appeal to the results of Section 3. However, it is exactly at this point that the partial regularity result is not subject to a strong convexity assumption. Also note that the prefactor $\max\{\varepsilon, \varepsilon^2\}$ is crucial in the proof below; if it were replaced by $\max\{\varepsilon^b, \varepsilon^{2b}\}$ for some $0 < b < 1$, then the proposition would follow potential theoretic considerations by virtue of (2.4) and the implied embedding $\text{BD} \hookrightarrow \text{W}^{2, 1}_{\text{loc}}$ for $0 < \alpha < 1$, but this shall not be sufficient to conclude the decay below.
**Proof of Proposition 4.3.** We divide the proof into four main steps; first we record some background facts and fix terminology, then provide a prove a Poincaré-type inequality for the function \( e \) and then conclude the claim for LD-maps. Finally, we briefly argue how to obtain the statement for BD-maps in the fourth step.

**Step 1. Preliminaries.** Let \( \lambda > 1 \) be given. Let \( U \) be as in the lemma and denote, for \( t > 0 \), \( N_t(U) := \{ x \in \mathbb{R}^n : \text{dist}(x, U) < t \} \) the \( t \)-neighbourhood of \( U \). We then first determine and consequently fix a number \( \ell \in \mathbb{N} \) such that \( \frac{1}{\ell} < t \). In a next step, we put \( \varepsilon_{\lambda, n} := \frac{1}{\ell} \).

Now we consider the lattice \( \Gamma_{\varepsilon_{\lambda, n}} := \{ \lambda, n \mathbb{Z}^n \} \) and denote \( Q_{\varepsilon_{\lambda, n}} \) the collection of all open cubes of sidelength \( \varepsilon_{\lambda, n} \) and edge points contained in \( \Gamma_{\varepsilon_{\lambda, n}} \). Given \( Q \in Q_{\varepsilon_{\lambda, n}} \), we denote \( \tilde{Q} \) the cube which has the same center as \( Q \) and sides parallel to those of \( Q \) but sidelength \( (2\ell + 1)\varepsilon_{\lambda, n} \), see Figure 2.

Then \( \tilde{Q} \) has all its edge points equally contained in \( \Gamma_{\varepsilon_{\lambda, n}} \) and \( N_\varepsilon(Q) = Q + B(0, \varepsilon) \subset \tilde{Q} \), and can be written as the union of \( \mathcal{N}(\lambda, n) \) cubes from \( Q_{\varepsilon_{\lambda, n}} \); for notational convenience, we denote these cubes \( Q^{(i)} \), \( i = 1, \ldots, \mathcal{N}(\lambda, n) \), and arrange that for all \( Q \in Q_{\varepsilon_{\lambda, n}} \), the relative positioning of \( Q^{(i)} \) to \( Q \) is the same. Moreover, note that if \( Q \in Q_{\varepsilon_{\lambda, n}} \) satisfies \( Q \cap U \neq \emptyset \), then we have \( \tilde{Q} \subset N_{\lambda \sqrt{\varepsilon}}(U) \). In fact, in this case there exists \( x_0 \in Q \cap U \) and thus for any \( z \in Q \) we have \( \text{dist}(z, \partial U) \leq |x_0 - z| \). By the geometry of \( \tilde{Q} \) (see Figure 2), it is clear that \( |x_0 - z| \) is at most

\[
\sqrt{n \varepsilon_{\lambda, n}} + \sqrt{n \varepsilon} = \sqrt{n \varepsilon_{\lambda, n}} (1 + \frac{1}{\ell}) < \lambda \sqrt{n \varepsilon}
\]

and hence \( \text{dist}(z, \partial U) < \lambda \sqrt{n \varepsilon} \) so that \( z \in N_{\lambda \sqrt{n \varepsilon}}(U) \). Summarising, for every \( Q \in Q_{\varepsilon_{\lambda, n}} \) with \( Q \cap U \neq \emptyset \), we have \( \tilde{Q} = \bigcup_{i=1}^{\mathcal{N}(\lambda, n)} Q^{(i)} \subset N_{\lambda \sqrt{n \varepsilon}}(U) \).

As a main feature of the symmetric gradient operator, let us note that as first order polynomials, all elements \( \alpha \in \mathcal{A}(\mathbb{R}^n) \) of its nullspace are harmonic. Thus they satisfy the mean value property and, as a consequence, convolution with standard mollifiers locally turns out to be the identity on the rigid deformations, cf. [32, Chpt. 2.2.3, Thm. 6].

**Step 2. A Poincaré-type inequality for the function e.** In a second step, we claim that for every open cube \( Q \subset \mathbb{R}^n \), every \( L > 0 \) and every \( u \in \text{LD}(\mathbb{R}^n) \), there exists \( r_Q \in \mathcal{A}(\mathbb{R}^n) \) such that

\[
\int_Q e(|L(u - r_Q)|) \, dx \leq C \max \{ L \ell(Q), (L \ell(Q))^2 \} \int_{\mathbb{R}^n} e(|\varepsilon(u)|) \, dx,
\]

and here \( C > 0 \) does neither depend on \( Q \) nor on \( u \). It is crucial for this inequality to be available in this form, and so we provide the details. We thus assume \( u \in C^\infty(\mathbb{R}^n; \mathbb{R}^n) \cap \text{LD}(\mathbb{R}^n) \) first and employ the representation from Lemma 2.2: \( u(x) - r_Q(x) = T_Q[e(v)](x) \) for \( x \in Q \), where \( r_Q = \Pi_Q v \). As \( T_Q \) is linear, \( L(u(x) - r_Q(x)) = T_Q[L(e(u))](x) \) for all \( x \in Q \). Now recall the representation (2.7) together with the bounds on its integral kernel \( R_Q \) afterwards: \( |R_Q(x, y)| \leq C_R/|x - y|^{n-1} \) for \( \mathcal{L}^n \)-a.e. \( x, y \in Q \), where \( C_R > 0 \) is independent of \( Q \). Let \( x \in Q \). We define a measure \( \mu_x : \mathcal{B}(Q) \rightarrow \mathbb{R} \)

**Figure 2.** Neighbouring cube notation.
so \( \ell Q \) for all cubes \( (4.7) \)
\[ x, y \]
sequence, as \(|x - y| < \ell(Q)\) and so \( \ell(Q)^{n-1} \leq |x - y|^n - 1 \). We also need a remark on the upper bound. Namely, if \( x \in Q \), then \( Q \subset B(x, \sqrt{\ell(Q)}) \) independently of \( x \). Thus
\[ \mu_x(Q) \leq C R \int_{B(x, \sqrt{\ell(Q)})} \frac{dy}{|x - y|^{n-1}} = C R \int_{B(0, \sqrt{\ell(Q)})} \frac{dy}{|y|^{n-1}} \leq C \ell(Q), \]
and \( C > 0 \) here neither depends on \( x \) nor \( Q \). In conclusion, we have
\[ (4.7) \]
for all cubes \( Q \) and \( x \) in \( Q \) with two constants \( 0 < C_1 \leq C_2 < \infty \) independent of \( Q \) and \( x \). Now, \( \mu_x/\mu_x(Q) \) is a probability measure for every (non-degenerate) cube \( Q \) and every \( x \in Q \). In consequence, as \( |u - r_Q| \leq |T_Q[e(u)]| \) pointwisely and \( e \) is monotone, we estimate by Jensen’s inequality
\[
\int_Q e(|L(u - r_Q)|) \, dx \leq \int_Q e \left( L \int_Q R_Q(x, y) e(u(y)) \, dy \right) \, dx \\
\leq \int_Q e \left( L e \left( L \int_Q e(u(y)) \, dy \right) \frac{dy}{\mu_x(Q)} \right) \, dx \\
\leq C \max \{ (Le(Q)), (Le(Q))^2 \} \times \int_Q e \left( \int_Q \frac{|e(u(y)|}{\mu_x(Q)} \, dy \right) \, dx \\
\overset{\text{Lemma 2.3(1) \& (4.7)}}{\leq} C \max \{ (Le(Q)), (Le(Q))^2 \} \times \int_Q e \left( \int_Q \frac{|e(u(y)|}{\mu_x(Q)} \, dy \right) \, dx \\
\overset{\text{Jensen}}{\leq} C \max \{ (Le(Q)), (Le(Q))^2 \} \times \int_Q e \left( \int_Q \frac{|e(u(y)|}{\mu_x(Q)} \, dy \right) \, dx 
\]
where the ultimate inequality follows from Lemma \(\hat{\epsilon}\). Consequently, going back to \(\tilde{\epsilon}\), we have used at 

\[(4.8)\]

C \max\{(\ell(Q)), (\ell(Q))^2\} \frac{1}{\ell(Q)} \int_Q e(|\epsilon(u)(y)|) |dy| dx.

Fubini

\[\leq C \max\{(\ell(Q)), (\ell(Q))^2\} \frac{1}{\ell(Q)} \int_Q e(|\epsilon(u)(y)|) |dy| dx\]

\[(4.7)\]

C \max\{(\ell(Q)), (\ell(Q))^2\} \int_Q e(|\epsilon(u)(y)|) |dy| dx.

This establishes \((4.6)\) for \(u \in C^\infty(\mathbb{R}^n;\mathbb{R}^n) \cap LD(\mathbb{R}^n);\) note that \(C > 0\) here does not depend on \(Q\) and \(u\). Now it suffices to approximate \(u \in LD(\mathbb{R}^n)\) in the \(L^\infty\)-norm topology by maps \(u_k \in C^\infty(\mathbb{R}^n;\mathbb{R}^n) \cap LD(\mathbb{R}^n)\) to conclude \((4.6)\) by virtue of Lebesgue’s theorem on dominated convergence.

**Step 3. Conclusion for \(L^\infty\)-maps.** For any \(Q \in \mathcal{Q}_{\varepsilon, \lambda, n}\), we recall the definition of the cube \(Q\) from step 1 and denote \(r_Q \in \mathcal{B}(\mathbb{R}^n)\) the rigid deformation appearing in \((4.6)\) with \(Q\) being systematically replaced by \(\tilde{Q}\). We then obtain, using Lemma 2.3(i) in the third step

\[
\int_{U} e(|L(u - \rho \ast u)|) \, dx \leq \sum_{Q \in \mathcal{Q}_{\varepsilon, \lambda, n}} \int_{Q} e(|L(u - \rho \ast u)|) \, dx
\]

\[
\leq C \sum_{Q \in \mathcal{Q}_{\varepsilon, \lambda, n}} \int_{Q} e(|L(u - r_{\tilde{Q}}) - \rho \ast L(u - r_{\tilde{Q}})|) \, dx \quad \text{(as} \ (\rho \ast r_{\tilde{Q}})|Q = r_Q|Q)
\]

\[
\leq C \sum_{Q \in \mathcal{Q}_{\varepsilon, \lambda, n}} \int_{Q} e(|L(u - r_{\tilde{Q}})|) + e(|\rho \ast L(u - r_{\tilde{Q}})|) \, dx
\]

=: (*),

where the ultimate inequality follows from Lemma 2.3(i). At this stage, we use Jensen’s and Young’s convolution inequality to conclude that for any \(Q \in \mathcal{Q}_{\varepsilon, \lambda, n}\)

\[
\int_{Q} e(|\rho \ast L(u - r_{\tilde{Q}})|) \, dx \leq \int_{Q} \rho \ast e(|u - r_{\tilde{Q}}|) \, dx
\]

\[
\leq \int_{N_{\varepsilon}(Q)} e(|L(u - r_{\tilde{Q}})|) \, dx
\]

\[
\leq \int_{Q} e(|L(u - r_{\tilde{Q}})|) \, dx \quad \text{(as} \ N_{\varepsilon}(Q) \subset \tilde{Q})
\]

\[(4.6)\]

\[
\leq C \max\{\ell(\tilde{Q}), (\ell(\tilde{Q}))^2\} \int_{\tilde{Q}} e(|\epsilon(u)|) \, dx
\]

\[\leq C \max\{\ell(\tilde{Q}), (\ell(\tilde{Q}))^2\} \sum_{j=1}^{N(\lambda, n)} \int_{Q^{(j)}} e(|\epsilon(u)|) \, dx.
\]

Here we have used at (**) that \(\ell(\tilde{Q}) = \frac{\ell}{2}\) and so \(C\) consequently depends on \(\lambda\) and \(n\) only. Consequently, going back to (*), we obtain with \(Q \subset \tilde{Q}\) in the first step

\[
\int_{U} e(|L(u - \rho \ast u)|) \, dx \leq C \left( \sum_{Q \in \mathcal{Q}_{\varepsilon, \lambda, n}} \int_{Q} e(|L(u - r_{\tilde{Q}})|) \right) + \left( \sum_{Q \in \mathcal{Q}_{\varepsilon, \lambda, n}} \int_{Q} e(|\rho \ast L(u - r_{\tilde{Q}})|) \right)
\]

\[
\leq C \max\{\ell(\tilde{Q}), (\ell(\tilde{Q}))^2\} \sum_{Q \in \mathcal{Q}_{\varepsilon, \lambda, n}} \sum_{j=1}^{N(\lambda, n)} \int_{Q^{(j)}} e(|\epsilon(u)|) \, dx
\]
\[ C \max\{ (L\varepsilon), (L\varepsilon)^2 \} \sum_{j=1}^{\mathcal{N}(\lambda, n)} \sum_{Q \in \mathcal{S}(\lambda, n)_{\mathbb{Q}}} \int_{Q} \varepsilon(\varepsilon(u)) \, dx \leq C \max\{ (L\varepsilon), (L\varepsilon)^2 \} \int_{\mathcal{N}(\lambda, n + u)} \varepsilon(\varepsilon(u)) \, dx. \]

from where (4.5) follows in the LD-case. Here we have used that, by step 1, every \( Q^{(j)} \) appears at most \( \mathcal{N}(\lambda, n) \)-times in the sum of the penultimate line and each \( Q^{(j)} \) is contained in \( N_{\lambda, \sqrt{\varepsilon}}(U) \); hence, \( C = C(\lambda, n) \) again. It therefore remains to give the corresponding bound in the slightly more general BD-case.

**Step 4. Passage to the general case.** For the general case, we smoothly approximate \( u \in \text{BD}(\mathbb{R}^n) \) in the strict topology by \( (u_k) \subset C^\infty(\mathbb{R}^n; \mathbb{R}^n) \cap \text{LD}(\mathbb{R}^n) \) obtained by setting \( u_k := \eta_{1/k} \ast u \), where \( \eta \) is a possibly different smooth standard mollifier. This yields by Fatou’s lemma for all \( \varepsilon > 0 \)

\[
\int_{U} e((L(u - \rho_{\varepsilon} \ast u))) \, dx \leq \liminf_{k \to \infty} \int_{Q} e((L(u_k - \rho_{\varepsilon} \ast u_k))) \, dx \leq C \max\{ (L\varepsilon), (L\varepsilon)^2 \} \liminf_{k \to \infty} \int_{\mathcal{N}(\lambda, n + u_k)} e((\varepsilon u_k)(y)) \, dy \leq C \max\{ (L\varepsilon), (L\varepsilon)^2 \} \int_{\mathcal{N}(\lambda, n + u)} e((\varepsilon u))
\]

This is the inequality claimed in the proposition and the proof is hereby complete. \( \square \)

For consistency, let us moreover note that if the right hand side of (4.5) is zero, then \( u \) must coincide with a rigid deformation on each of the connected components of \( U + \text{B}(0, \sqrt{n}) \) and so on those of \( U \); in consequence, it must coincide with its mollification on each of these connected components and hence the left hand side is zero indeed.

Other inequalities of this sort are also possible, some of which we enumerate now: First, if one uses STRAUSS’ embedding [72] \( \text{BD}(\mathbb{R}^n) \hookrightarrow L^{\frac{n}{n-1}}(\mathbb{R}^n; \mathbb{R}^n) \), then an analogous approach yields the inequality

\[
\left( \int_{\mathbb{R}^n} |u - \rho_{\varepsilon} \ast u|^{\frac{n}{n-1}} \, dx \right)^{\frac{n-1}{n}} \leq C \varepsilon |\text{Eu}|(\mathbb{R}^n), \quad \text{for } u \in \text{BD}(\mathbb{R}^n)
\]

with \( C = C(n) > 0 \) being a constant.

For the upcoming subsection, we shall work with two mollification parameters. We therefore put

\[
\rho^{(1)}(x) := \mathcal{L}^{-1}(B(0, 1))^{-1} \mathbb{B}_{B(0, 1)}(x) \text{ and } \rho^{(2)}(x) := \gamma_n \mathbb{B}_{B(0, 1)}(x) \exp \left( \frac{1}{1 - |x|^2} \right), \quad x \in \mathbb{R}^n,
\]

\( \gamma_n \) being adjusted in a way such that \( \| \rho^{(2)} \|_{L^1} = 1 \). For \( u \in L^1_{\text{loc}}(\mathbb{R}^n; \mathbb{R}^n) \), we arrange that

\[
u_\delta := \rho^{(1)} \ast u \text{ and } u_{\delta, \varepsilon} := \rho^{(2)} \ast u_{\delta}. \]

Finally, if any of the estimates presented so far is invoked to estimate the differences \( u - (u_\delta)_\varepsilon \), then we simply write \( u - (u_\delta)_\varepsilon = u - u_\delta + u_\delta - (u_\delta)_\varepsilon \) and apply the gathered estimates to \( u - u_\delta \) and \( u_\delta - (u_\delta)_\varepsilon \) separately. The resulting integrals involving \( u_\delta \) are then treated by Jensen’s inequality by

\[
\int_{U} e((L(u - \rho_{\varepsilon} \ast u))) \, dx \leq C \max\{ (L\varepsilon), (L\varepsilon)^2 \} \int_{U + \text{B}(0, \sqrt{n} + \delta)} e((\varepsilon u))
\]

4.3. **Proof of Theorem 1.2.** After the preparations of the previous section, we now carry out the steps (i), (ii) and (iii) as outlined in Section 4.1 above.
4.3.1. Estimates for comparison maps. Throughout this paragraph, we fix \( m \in \mathbb{R}^{n\times n}_\text{sym} \), \( \sigma > 0 \) and assume that \( f \in C^2(\mathbb{R}^{n\times n}_\text{sym}) \) satisfies \( |\lambda|^2 \leq \langle f''(m), z \rangle \leq |\lambda|^2 \) for some \( 0 < \lambda \leq \Lambda < \infty \) and all \( z \in \mathbb{R}^{n\times n}_\text{sym} \). Moreover, we assume that there exists a bounded and non-decreasing function \( \omega: \mathbb{R}_0^+ \to \mathbb{R}_0^+ \) with \( \lim_{t \to 0} \omega(t) = 0 \) such that for all \( m' \in \mathcal{B}(m, \sigma) \) we have

\[
[f''(m) - f''(m')] \leq \omega(|m - m'|).
\]

Finally, for \( 0 < r < R \) and \( v \in C^{1,\alpha}(\mathcal{B}(z, r); \mathbb{R}^n) \) we put

\[
\text{dev}(v; z, r) := \int_{\mathcal{B}(z, r)} f(\varepsilon(v)) \, dx - \inf \left\{ \int_{\mathcal{B}(z, r)} f(\varepsilon(w)) \, dx : w \in C^{1,\alpha}(\mathcal{B}(z, r); \mathbb{R}^n) \cup \{0\}, w = v \text{ on } \partial \mathcal{B}(z, r) \right\},
\]

\[
\mathfrak{t}(v; z, r) := \sup_{\mathcal{B}(z, r)} |\varepsilon(v) - m| + 2^\alpha r^\alpha |\varepsilon(v)|_{C^{\alpha, \alpha}(\mathcal{B}(z, r); \mathbb{R}^{n\times n})}.
\]

Notice that \( \text{dev} \) is an indicator of how far \( v \) is away from minimising the variational integral \( F \) restricted to \( \mathcal{B}(z, r) \). Besides, the function \( \mathfrak{t} \) will prove useful to find the mentioned smallness condition which is necessary to infer the decay estimate of the Hölder continuous comparison maps. Now we have the following result.

**Proposition 4.5.** Let \( 0 < \alpha < 1 \). Then there exists \( c_1 > 0 \) such that the following holds: If \( v \in C^{1,\alpha}(\mathcal{B}(z, R/2); \mathbb{R}^n) \) satisfies \( \mathfrak{t}(v; z, R/2) < \min\{\sigma/c_1, 1\} \), then there exists a bounded, non-decreasing function \( \vartheta: \mathbb{R}_0^+ \to \mathbb{R}_0^+ \) with \( \lim_{t \to 0} \vartheta(t) = 0 \) such that for all \( 0 < r < R/2 \) we have

\[
\int_{\mathcal{B}(z, r)} |\varepsilon(v) - (\varepsilon(v))_{z, r}|^2 \, dx \lesssim \left( \frac{r}{R} \right)^{n+2} \int_{\mathcal{B}(z, R/2)} |\varepsilon(v) - (\varepsilon(v))_{z, R/2}|^2 \, dx
\]

\[
+ \vartheta(\mathfrak{t}(v; z, R/2)) \int_{\mathcal{B}(z, R/2)} |\varepsilon(v) - m|^2 \, dx + \text{dev}(v; z, R/2).
\]

Here, the constants implicit in \( \lesssim \) only depend on \( \lambda, \Lambda \) and \( n \), and \( \vartheta \) only depends on \( \lambda, \Lambda, n \) and \( \omega \).

**Proof.** The strategy of the proof is as follows: Aiming to linearise, we pass to the second order Taylor polynomial of the integrand \( f \) to obtain an integrand \( g \) of quadratic growth. Then we apply the classical decay estimates for linear elliptic systems to its minimisers and prove that the conditions of the present proposition are tantamount for these decay estimates inherit to \( v \) in a way such that (4.10) follows.

We therefore begin by defining the auxiliary integrand \( g: \mathcal{B}(m, \sigma) \to \mathbb{R} \) through

\[
g(z) := f(m) + \langle f'(m), (z - m) \rangle + \frac{1}{2} \langle f''(m)(z - m), (z - m) \rangle, \quad z \in \mathcal{B}(m, \sigma).
\]

Using a Taylor expansion of \( f \) up to order two around \( m \), we deduce by (4.9) that

\[
|f(z) - g(z)| \lesssim \omega(|z - m|)|z - m|^2, \quad z \in \mathcal{B}(m, \sigma).
\]

By Lemma 6.2, the solution \( h \) of the auxiliary minimisation problem

\[
\int_{\mathcal{B}(z, R/2)} \varepsilon(h) \, dx \quad \text{among all } w \in W^{1,2}_v(B(z, R/2); \mathbb{R}^n),
\]

where \( W^{1,2}_v(B(z, R/2); \mathbb{R}^n) = v + W^{1,2}_v(B(z, R/2); \mathbb{R}^n) \), belongs to \( C^{1,\alpha}(B(z, R/2); \mathbb{R}^n) \). In consequence, we have

\[
\int_{\mathcal{B}(z, r)} |\varepsilon(h) - (\varepsilon(h))_{z, r}|^2 \, dx \lesssim \left( \frac{r}{R} \right)^{n+2} \int_{\mathcal{B}(z, R/2)} |\varepsilon(h) - (\varepsilon(h))_{z, R/2}|^2 \, dx
\]

for all \( 0 < r < R/2 \). Moreover, Lemma 6.2 (b) gives

\[
|\varepsilon(h)|_{C^{\alpha, \alpha}(B(z, R/2); \mathbb{R}^{n\times n})} \lesssim |\varepsilon(v)|_{C^{\alpha, \alpha}(B(z, R/2); \mathbb{R}^{n\times n})},
\]

and in both (4.13) and (4.14) the constants implicit in \( \lesssim \) only depend on \( n, \lambda, \Lambda \). We will now compare \( v \) with \( h \). To this end, we first notice that

\[
\int_{\mathcal{B}(z, r)} |\varepsilon(v) - (\varepsilon(v))_{z, r}|^2 \, dx \lesssim \int_{\mathcal{B}(z, r)} |\varepsilon(v) - \varepsilon(h)|^2 \, dx
\]
\[
\begin{align*}
&+ \int_{B(z,r)} |\varepsilon(h) - (\varepsilon(h))_{z,r}|^2 \, dz \\
&+ \int_{B(z,r)} |(\varepsilon(h))_{z,r} - (\varepsilon(v))_{z,r}|^2 \, dx =: \text{I} + \text{II} + \text{III}.
\end{align*}
\]
We shall estimate \( \text{II} \) by means of (4.13). Keeping this in mind, we turn to the remaining two terms \( \text{I} \) and \( \text{III} \). By Jensen’s inequality, we firstly find
\[
\begin{align*}
\text{I} + \text{III} & \lesssim \int_{B(z,r)} |\varepsilon(v) - \varepsilon(h)|^2 \, dx + \int_{B(z,r)} \int_{B(z,r)} |\varepsilon(v)(y) - \varepsilon(h)(y)|^2 \, dy \, dx \\
& \lesssim \int_{B(z,r)} |\varepsilon(v) - \varepsilon(h)|^2 \, dx,
\end{align*}
\]
and by the minimality property of \( h \) we deduce through (4.13) that
\[
\text{II} \lesssim \left( \frac{n}{R} \right)^{n+2} \int_{B(z,R/2)} |\varepsilon(h) - (\varepsilon(h))_{z,R/2}|^2 \, dx \lesssim \left( \frac{n}{R} \right)^{n+2} \int_{B(z,R/2)} |\varepsilon(v) - (\varepsilon(v))_{z,R/2}|^2 \, dx.
\]
We then combine the estimates for \( \text{I}, \text{II} \) and \( \text{III} \), we need to estimate
\[
\int_{B(z,R/2)} |\varepsilon(v) - \varepsilon(h)|^2 \, dx \lesssim \int_{B(z,R/2)} \langle f''(m)(\varepsilon(v) - \varepsilon(h)), (\varepsilon(v) - \varepsilon(h)) \rangle \, dx
\]
\[
\lesssim \int_{B(z,R/2)} g(\varepsilon(v)) - g(\varepsilon(h)) \, dx
\]
\[
\lesssim \int_{B(z,R/2)} g(\varepsilon(v)) - f(\varepsilon(v)) \, dx
\]
\[
+ \int_{B(z,R/2)} f(\varepsilon(v)) - f(\varepsilon(h)) \, dx
\]
\[
+ \int_{B(z,R/2)} f(\varepsilon(h)) - g(\varepsilon(h)) \, dx =: \text{I}_1 + \text{I}_2 + \text{I}_3.
\]
To justify (\( \star \)), we obtain (recall that \( f''(m) \in \mathbb{R}^{n \times n}_{\text{sym}} \))
\[
\langle f''(m)(\varepsilon(v) - m), (\varepsilon(v) - m) \rangle - \langle f''(m)(\varepsilon(h) - m), (\varepsilon(h) - m) \rangle
\]
\[
= \langle f''(m)\varepsilon(v), \varepsilon(v) \rangle - \langle f''(m)\varepsilon(h), \varepsilon(h) \rangle - 2\langle f''(m)m, \varepsilon(v - h) \rangle.
\]
Hence we obtain
\[
\int_{B(z,R/2)} g(\varepsilon(v)) - g(\varepsilon(h)) \, dx = \int_{B(z,R/2)} \langle f'(m), \varepsilon(v - h) \rangle \, dx
\]
\[
+ \frac{1}{2} \int_{B(z,R/2)} \langle f''(m)\varepsilon(v), \varepsilon(v) \rangle - \langle f''(m)\varepsilon(h), \varepsilon(h) \rangle \, dx
\]
\[
- \int_{B(z,R/2)} \langle f''(m)m, \varepsilon(v - h) \rangle \, dx =: \text{J}_1 + \text{J}_2 + \text{J}_3.
\]
On the other hand, expanding terms yields
\[
\int_{B(z,R/2)} \langle f''(m)(\varepsilon(v) - \varepsilon(h)), (\varepsilon(v) - \varepsilon(h)) \rangle \, dx
\]
\[
= \int_{B(z,R/2)} \langle f''(m)\varepsilon(v), \varepsilon(v) \rangle \, dx - 2 \int_{B(z,R/2)} \langle f''(m)\varepsilon(h), \varepsilon(v) \rangle + \int_{B(z,R/2)} \langle f''(m)\varepsilon(h), \varepsilon(h) \rangle \, dx
\]
\[
= \int_{B(z,R/2)} \langle f''(m)\varepsilon(v), \varepsilon(v) \rangle \, dx - 2 \int_{B(z,R/2)} \langle f''(m)\varepsilon(h), \varepsilon(v - h) \rangle \, dx
\]
\[
- \int_{B(z,R/2)} \langle f''(m)\varepsilon(h), \varepsilon(h) \rangle \, dx = 2\text{J}_2 - 2 \int_{B(z,R/2)} \langle f''(m)\varepsilon(h), \varepsilon(v - h) \rangle \, dx =: 2\text{J}_2 - \text{J}_4.
\]
Then, working from the Euler-Lagrange equation associated with (4.12), we conclude by \( v - h \in W^{1,2}_0(B(z, \frac{R}{2}); \mathbb{R}^n) \) that \( \text{J}_1 = \text{J}_3 = \text{J}_4 = 0 \). This yields (\( \star \)), and we can turn to the estimation of
I₁, I₂, I₃. Among them, we readily obtain through the definition of dev and h that I₂ ≤ dev(v; z, R/2).
Now notice that h solves the auxiliary problem (4.12) and hence a routine estimation yields ∥e(h) − m∥₂(B(z, R/2); ℝⁿ × n) ≤ ∥e(v) − m∥₂(B(z, R/2); ℝⁿ × n) with the constants implicit in ‘≤’ only depending on λ, Λ. Therefore we deduce by virtue of (4.14)
\[
\sup_{B(z, R/2)} |e(h) − m| ≤ \sup_{B(z, R/2)} |e(h) − (e(h))_{z, R/2}| + \sup_{B(z, R/2)} |(e(h))_{z, R/2} − m|
\leq R^\alpha|e(h)|_{C^{\alpha, \sigma}(B(z, R/2); \mathbb{R}^n \times n)} + \left(\int_{B(z, R/2)} |e(h) − m|^2 \, dx\right)^{\frac{1}{2}}
\leq R^\alpha|e(v)|_{C^{\alpha, \sigma}(B(z, R/2); \mathbb{R}^n \times n)} + \left(\int_{B(z, R/2)} |e(v) − m|^2 \, dx\right)^{\frac{1}{2}}
\leq R^\alpha|e(v)|_{C^{\alpha, \sigma}(B(z, R/2); \mathbb{R}^n \times n)} + \sup_{B(z, R/2)} |e(v) − m|
\]
where c₀ = c₀(λ, Λ, n) > 0 is a constant. At this point we make our definition of c₁ > 0 as it appears in the assumptions of the present proposition by putting c₁ := c₀. Then, by assumption, we have that e(h)(x) ∈ B(m, σ) provided x ∈ B(z, R/2) and so \(|f(e(h)(x)) − g(e(h)(x))| \leq \omega(|e(h)(x) − m|)|e(h)(x) − m|^2\) for all x ∈ B(z, R/2) by (4.11). On the other hand, \(|e(h) − m|\|_{L^2(B(z, R/2); \mathbb{R}^n \times n)} \leq \|e(v) − m\|_{L^2(B(z, R/2); \mathbb{R}^n \times n)}\) and thus, in consequence, we obtain for I₃
\[
\int_{B(z, R/2)} f(e(h)) − g(e(h)) \, dx \leq \omega(c₀t(v; z, R/2)) \int_{B(z, R/2)} |e(h) − m|^2 \, dx
\leq \omega(c₀t(v; z, R/2)) \int_{B(z, R/2)} |e(v) − m|^2 \, dx.
\]
The remaining integral I₁ is estimated as follows: By assumption, we have the estimate t(v; z, R/2) < min{σ/c₁, 1} so that it holds e(h)(x) ∈ B(m, σ) for all x ∈ B(z, R/2). Referring to (4.11) we then conclude
\[
\int_{B(z, R/2)} g(e(v)) − f(e(v)) \, dx \leq \omega(t(v; z, R/2)) \int_{B(z, R/2)} |e(v) − m|^2 \, dx
\]
so that the claim follows for \(δ\) being a suitable multiple of \(ω(\cdot) + ω(c₀t)\). The proof is complete. □

4.3.2. Smoothing and selection of good radii. In this section we concentrate on step (ii) and establish the required adjusting of the smoothing parameters. We begin with the following lemma and its corollary whose proofs closely follow [9, Lem. 4.2] but with a slight change in the relevant constants. Here and in all what follows, we choose and fix a constant λ > 1; for instance, λ := 1 + \(\frac{1}{100}\) will do.

**Lemma 4.6.** Let u ∈ BD(ℝⁿ), x₀ ∈ ℝⁿ, r > 0 and put m := (Eu)ₓ₀,r. Fix 0 < α < 1 and suppose that \(\hat{E}(u; x₀, r) < 1\). Then there exist 0 < γ < \(\frac{1}{n + 2α}\) and β > 0 such that if
(4.15)
\[
δ = ε = \frac{1}{48\sqrt{nΛ}}\hat{E}(u; x₀, r)^γ,
\]
then t(uδ,ε; x₀, r/2) ≤ \(\hat{E}(u; x₀, r)^β\); note that the appearance of m is implicit in the definition of t. Here, the constants implicit in ‘≤’ only depend on n, γ and α.

**Proof.** First observe that, as a consequence of the elementary estimates for convolutions, we obtain
(4.16)
\[
t(uδ,ε; x₀, r/2) \leq ε \left(1 + \left(\frac{r}{δ}\right)^{α}\right) \sup_{x ∈ B(x₀, r/2 + δ)} |e(uε) − m|.
\]
In fact, we have
(4.17)
\[
|e(uδ,ε)(x) − m| = |(e(uε) − m)_δ(x) |
\]
and hence $\sup_{B(x, r/2)} |\varepsilon(u_{\delta, \varepsilon})(x) - m| \leq \sup_{B(x_0, r/2 + \delta)} |\varepsilon(u_{\varepsilon})(x) - m|$. On the other hand, for any radially symmetric mollifier $\eta$ there exists a constant $c_\eta > 0$ such that for all $g \in L^1(\mathbb{R}^n; \mathbb{R}^{n \times n})$ and $\delta > 0$ there holds

$$[\hat{g} * \eta]_{C^{0, \alpha}}(B(x_0, r/2 + \delta)) \leq \frac{c_\eta}{\delta^\alpha} \sup_{B(x_0, r + \delta)} |g - \xi| \quad \text{for all } \xi \in \mathbb{R}^{n \times n}$$

which can be established by straightforward computation. Therefore,

$$r^\alpha [\varepsilon(u_{\delta, \varepsilon})]_{C^{0, \alpha}}(B(x_0, r/2)) \leq C \left( \frac{r}{\delta} \right)^\alpha \sup_{B(x_0, r/2 + \delta)} |\varepsilon(u_{\varepsilon}) - m|.$$  

In consequence, adding (4.17) and (4.19) yields (4.16), and in order to arrive at the claimed estimate, we must give an estimate for $\sup_{B(x_0, r/2 + \delta)} |\varepsilon(u_{\varepsilon}) - m|.$

Now recall that $\varepsilon$ and $\delta$ are adjusted according to (4.15). Then, by Jensen’s inequality and since $\varepsilon < r$,

$$e(\varepsilon(u_{\varepsilon})(x) - m) \leq \int_{B(x, r)} e(\varepsilon(u) - m) \, dy \leq \left( \frac{r}{\delta} \right)^n \hat{E}(u; x_0, r) \leq K \hat{E}(u; x_0, r)^{1 - n\gamma} \leq K,$$

where $K = (48\sqrt{m\lambda})^n$. Here, the last estimate is valid due to our assumption $\hat{E}(u; x_0, r) < 1$ and $1 - n\gamma > 1 - \frac{n}{n + d} > 0$ as $\alpha \in (0, 1)$. For any $K > 0$ there exists a constant $c = c(K)$ such that if $|z| \leq K$, then $|z|^2 \leq c \varepsilon(z)$, cf. Lemma 2.3. Applying this to our choice of $K$ and using (4.20), we obtain for all $x \in B(x_0, \frac{2}{3} + r)$

$$|\varepsilon(u_{\varepsilon})(x) - m|^2 \leq c e(\varepsilon(u_{\varepsilon})(x) - m) \leq \hat{E}(u; x_0, r)^{1 - n\gamma}.$$  

Now observe that by (4.16) we have by the specific choice of $\delta$ by (4.15) and $\hat{E}(u; x_0, r) < 1$ that

$$t(u_{\delta, \varepsilon}; x_0, r/2) \leq c \left( 1 + (\hat{E}(u; x_0, r))^{\gamma \alpha} \right)^\alpha \hat{E}(u; x_0, r)^{\frac{\gamma}{\alpha}} \leq \hat{E}(u; x_0, r)^\beta$$

with $\beta := \frac{1}{\gamma}(1 - n\gamma) - \gamma \alpha > 0$ (recall that $0 < \gamma < 1/(n + 2\alpha)$). This proves the claim. 

**Corollary 4.7.** *In the situation of Lemma 4.6, we have*

$$\int_{B(x_0, r/2)} |\varepsilon(u_{\delta, \varepsilon}) - m|^2 \, dx \lesssim \hat{E}(u; x_0, r), \quad \text{and}$$

$$\int_{B(x_0, r/2)} |\varepsilon(u_{\delta, \varepsilon}) - (\varepsilon(u_{\delta, \varepsilon}))_{B(x_0, r/2)}|^2 \, dx \lesssim \hat{E}(u; x_0, r).$$

*Again, the constants implicit in “$\lesssim$” only depend on $n$, $\alpha$ and $\gamma$ as specified and fixed in Lemma 4.6.*

**Proof.** We recall from Lemma 4.6 that $t(u_{\delta, \varepsilon}; x_0, r/2) \leq C \hat{E}(u; x_0, r)^\beta \leq C, C > 0$ only depending on $n$, $\alpha$ and $\gamma$. In particular, there holds $\sup_{x \in B(x_0, r/2)} |\varepsilon(u_{\delta, \varepsilon}) - m| \leq C$. Therefore we have $|\varepsilon(u_{\delta, \varepsilon})(x) - m|^2 \leq c e(\varepsilon(u_{\delta, \varepsilon}) - m)$ for all $x \in B(x_0, r/2)$ with a constant $c > 0$ that only depends on $C$ and $e$. We conclude by Jensen’s inequality that

$$\int_{B(x_0, r/2)} |\varepsilon(u_{\delta, \varepsilon}) - m|^2 \, dx \lesssim \int_{B(x_0, r/2)} e(\varepsilon(u_{\delta, \varepsilon}) - m) \, dx \lesssim \int_{B(x_0, r/2)} (e(\varepsilon(u) - m))_{\delta, \varepsilon} \, dx = \hat{E}(u; x_0, r),$$

the last estimate being valid due to $\frac{2}{3} + \delta + \varepsilon < r$ by assumption. The second inequality directly follows from this and hence the complete statement of the corollary.

The previous lemma and corollary establish that, once the smoothing parameters are chosen suitably, then the $\varepsilon$-deviation will be small provided the excess $\hat{E}$ is. This assertion works without the assumption of minimality, and so does the next lemma, the proof of which is exactly along the lines of [9] and thus is omitted. Still, it is convexity that crucially enters by means of Jensen’s inequality here:

**Lemma 4.8.** *Let $u \in BD(\Omega)$ and let $\varepsilon, \delta, R > 0$ and $z \in \Omega$ be such that $B(z, R) \subseteq \Omega$. Then the following holds for any $f \in C^2(\mathbb{R}^{n \times n})$ with (LG’):*
Let \( f \in \mathcal{F} \). Moreover, since \( f \approx e \), we also have \( \tilde{f} \approx e \). Given \( w : B(z, R) \to \mathbb{R}^n \) and \( m' \in \mathbb{R}^{n \times n}_{\text{sym}} \), we define \( \tilde{w} : B(z, R) \to \mathbb{R}^n \) by
\[
\tilde{w}(x) := w(x) - m'(x - z).
\]
and record the connection of the variational integrals corresponding to \( f \) and \( \tilde{f} \) first:

**Lemma 4.9.** Let \( u, v \in \text{BD}(B(z, R)) \) such that \( u = v \mathcal{H}^{n-1} \text{-a.e. on } \partial B(z, R) \) in the sense of traces and define \( \tilde{f} \) and \( \tilde{u}, \tilde{v} \) by (4.23) and (4.24), respectively. Then there holds
\[
\int_{B(z, R)} (f(Eu) - f(Eu)) = \int_{B(z, R)} (\tilde{f}(E\tilde{u}) - \tilde{f}(E\tilde{v})).
\]

**Proof.** Writing out the definitions, we obtain for \( u, v \in \text{LD}(B(z, R)) \)
\[
\int_{B(z, R)} \tilde{f}(\varepsilon(\tilde{u})) - \tilde{f}(\varepsilon(\tilde{v})) \, dx = \int_{B(z, R)} f(m' + \varepsilon(\tilde{u})) - f(m' + \varepsilon(\tilde{v})) \, dx
\]
\[- \int_{B(z, R)} f'(m') \varepsilon(\tilde{u}) - f'(m') \varepsilon(\tilde{v}) \, dx \]
\[
= \int_{B(z, R)} f(\varepsilon(u)) - f(\varepsilon(v)) \, dx - \int_{B(z, R)} f'(m') \varepsilon(\tilde{u}) - f'(m') \varepsilon(\tilde{v}) \, dx.
\]

Now notice that \( \varepsilon(\tilde{u}) - \varepsilon(\tilde{v}) = \varepsilon(u) - \varepsilon(v) \) and so, by the Gauß-Green theorem on \( \text{BD} \) (cf. (2.3)),
\[
\int_{B(z, R)} f'(m') (\varepsilon(\tilde{u}) - \varepsilon(\tilde{v})) \, dx = \int_{\partial B(z, R)} (f'(m'), \text{Tr}(u - v) \otimes v) \, d\mathcal{H}^{n-1}
\]
\[- \int_{B(z, R)} \text{div}(f'(m')) (u - v) \, dx = 0.
\]

because \( \text{div}(f'(m')) = 0 \) and, by our assumptions on \( u \) and \( v \), \( \text{Tr}(u) = \text{Tr}(v) \mathcal{H}^{n-1} \text{-a.e. on } \partial B(z, R) \). The claim follows. \( \square \)

**Proposition 4.10.** Let \( f : \mathbb{R}^{n \times n}_{\text{sym}} \to \mathbb{R} \) be a convex function with (LG'). Then there exists \( \alpha > 0 \) such that for any generalised minimiser \( u \in \text{BD}(\Omega) \) of \( F \) the following holds: Suppose that for a ball \( B(z, R) \subseteq \Omega \) there holds
\[(a) \ (Eu)_{z, R} = m, \]
\[(b) \ (E(u; z, R) < a, \]
\[(c) \ there exists \( \sigma > 0 \) such that \( f \) is of class \( C^2 \) in \( \mathbb{B}(m, \sigma) \) verifying
\[
|f''(m) - f''(m')| \leq \omega(|m - m'|) \quad \text{for all } m' \in \mathbb{B}(m, \sigma)
\]
with a non-decreasing function \( \omega : \mathbb{R}_+^0 \to \mathbb{R}_+^+ \) which, in addition, satisfies \( |\omega(t)| \leq M = M(|m|) \) for all \( t \in \mathbb{R} \geq 0 \) and \( \lim_{t \to 0} \omega(t) = 0 \), such that we have
\[
\lambda |Z|^2 \leq (f''(m)Z, Z) \leq \Lambda |Z|^2
\]
Then there exists a constant \( c > 0 \) and a bounded and non-decreasing function \( h: \mathbb{R}^+ \to \mathbb{R}^+ \) with \( \lim_{\lambda \searrow 0} h(t) = 0 \) such that

\[
E(u; z, r) \leq cE(v; z, 2r) + ch(\tilde{E}(u; z, R)) \left( 1 + \left( \frac{R}{r} \right)^{n+1} \right) E(u; z, R)
\]

holds for all \( 0 < r < R/4 \). Here we have set \( v := u_{\delta, \varepsilon} \) with \( \delta, \varepsilon \) adjusted according to Lemma 4.6 applied to the radius \( R > 0 \).

**Proof.** We split the proof into three steps.

**Step 1. Preliminaries.** Let \( 0 < r < R/4 \) and put \( m' := (\varepsilon(v))_{z, r} \). Due to our choice of \( \delta \) and \( \varepsilon \), Lemma 4.6 applied to the radius \( R > 0 \) yields

\[
\sup_{B(z, r/4)} |\varepsilon(v) - m| + R^\alpha |\varepsilon(v)|_{C^{0, \alpha}(B(z, r))} \lesssim c\tilde{E}(u; z, R)^{\beta}
\]

for \( \beta > 0 \) as in Lemma 4.6 (note that both \( c > 0 \) and \( \beta > 0 \) in the previous inequality depend on \( n, \alpha \) and \( \gamma \) as in Lemma 4.6, however, the latter are thought as fixed throughout). In consequence, we have because of \( B(z, r) \subset B(z, \frac{r}{4}) \)

\[
|m' - m| \leq \int_{B(z, r)} |\varepsilon(v) - m| \, dx \lesssim \sup_{B(z, \frac{r}{4})} |\varepsilon(v) - m| \leq c\tilde{E}(u; z, R)^{\beta}.
\]

Thus we may choose

\[
0 < a < \min \left\{ \frac{1}{2}, \left( \frac{3}{25} \right)^{\frac{1}{\gamma}} \right\}
\]

sufficiently small such that \( \tilde{E}(u; z, R) < a \) yields \( |m - m'| < \sigma/2 \); here, \( \gamma \) is as in Lemma 4.6. Since \( B(m', \frac{r}{2}) \subset B(m, \sigma) \), (4.25) and (4.26) continue to hold in \( B(m', \frac{r}{2}) \). Let us go back to the definition of \( \tilde{f} \) as given in (4.23), where we have the appearance of \( m' \). Here we have the estimate \( \tilde{f} \approx e \), that is, there exist two constants \( c^{(1)}, c^{(2)} > 0 \) such that \( c^{(1)}e(\xi) \leq \tilde{f}(\xi) \leq c^{(2)}e(\xi) \), and it is easily seen that these constants do not depend on the specific point \( m' \).

**Step 2. Comparison Estimates.** We observe that, as a consequence of Lemma 2.3, Jensen’s inequality and \( \tilde{f} \approx e \), for all \( 0 < r < \frac{R}{4} \) there holds

\[
E(u; z, r) \lesssim \int_{B(z, r)} e(\tilde{E}u - m') + \int_{B(z, r)} e((\tilde{E}u)_{z, r} - m') \, dx
\]

\[
\lesssim \int_{B(z, r)} e(\tilde{E}u - m') \, dx \lesssim \int_{B(z, r)} \tilde{f}(\tilde{E}u).
\]

Now fix \( R/2 < t < s < \frac{3R}{4} \) and define \( \rho \in C_c(B(z, R); [0, 1]) \) by

\[
\rho(x) := \frac{2}{s-t}(\delta = \frac{R}{2}) \mathbb{1}_{(\delta \leq |x| \leq (s+t)/2)}(x) + \mathbb{1}_{(|x| > (s+t)/2)}(x), \quad x \in B(z, R).
\]

Then we have \( \tilde{v} + \rho(\tilde{u} - \tilde{v}) \in BD(\Omega) \) and, in particular, \( \tilde{v}|_{\partial B(z, R)} = \tilde{u}|_{\partial B(z, R)} \). By Lemma 4.9, \( \tilde{u} \) minimises the functional

\[
w \mapsto \int_{B(z, R)} \tilde{f}(\varepsilon(w)) \, dx
\]

with respect to its own boundary values. Using this in the second step, we deduce

\[
\int_{B(z, s)} \tilde{f}(\varepsilon(\tilde{u})) \, dx \leq \left( \int_{B(z, r)} + \int_{B(z, t) \setminus B(z, r)} + \int_{B(z, s) \setminus B(z, t)} \right) \tilde{f}(\varepsilon(\tilde{u})) \, dx
\]

\[
\leq \int_{B(z, r)} \tilde{f}(\varepsilon(\tilde{v})) \, dx + \int_{B(z, t) \setminus B(z, r)} \tilde{f}(\varepsilon(\tilde{v})) \, dx
\]

\[
+ \int_{B(z, s) \setminus B(z, t)} \tilde{f}(\varepsilon(\tilde{v} + \rho(\tilde{u} - \tilde{v}))) \, dx.
\]
We recall estimate (4.29) and regroup terms to obtain
\[
\mathbf{E}(u; z, r) \lesssim \int_{B(z, r)} \tilde{f}(\varepsilon(v)) \, dx + \int_{B(z, t) \setminus B(z, r)} \tilde{f}(\varepsilon(v)) - \tilde{f}(\varepsilon(\tilde{u})) \, dx
\]
\[
+ \int_{B(z, s) \setminus B(z, r)} \tilde{f}(\varepsilon(v + \rho(\tilde{u} - \tilde{v}))) - \tilde{f}(\varepsilon(\tilde{u})) \, dx =: \mathbf{I} + \mathbf{II} + \mathbf{III}.
\]
We now estimate the single terms. In view of \(\mathbf{I}\), we directly work from the definition of \(\tilde{f}\) and \(\tilde{v}\). Then it follows by \(\tilde{f} \approx e\) and the definition of \(m'\) that
\[
(4.32) \quad \mathbf{I} = \int_{B(z, r)} \tilde{f}(\varepsilon(v) - m') \, dx \lesssim \mathbf{E}(v; z, r).
\]
The term \(\mathbf{II}\) is already in a convenient form and shall be dealt with later. Let us put \(A(z; t, s) := B(z, s) \setminus B(z, t)\). We turn to \(\mathbf{III}\); recalling the product rule (i.e., \(e(\varphi u) = \varphi e(u) + \nabla \varphi \otimes u\) for \(\varphi: \mathbb{R}^n \to \mathbb{R}\) and \(u: \mathbb{R}^n \to \mathbb{R}^n\), monotonicity of \(e\) together with Lemma 2.3(i), we then have
\[
\int_{A(z; t, s)} \tilde{f}(\varepsilon(v + \rho(\tilde{u} - \tilde{v}))) \, dx \lesssim \int_{A(z; t, s)} e(\varepsilon(v)) + e(\varepsilon(\tilde{u})) + e\left(\frac{\tilde{u} - \tilde{v}}{s - t}\right) \, dx.
\]
Keeping in mind \(s < \frac{1}{2} R\) and therefore \(s + \varepsilon + \delta < s + \frac{1}{8} R \leq R\), we see that \(A(z; t - 2\varepsilon, s + 2\varepsilon) \subset \Omega\) and so it is admissible to estimate
\[
\int_{A(z; t, s)} e(\varepsilon(v)) \, dx \leq \int_{A(z; t - 2\varepsilon, s + 2\varepsilon)} e(\varepsilon(\tilde{u})) \, dx \leq \int_{A(z; t - 2\varepsilon, s + 2\varepsilon)} \tilde{f}(\varepsilon(\tilde{u})) \, dx.
\]
Here we have used Jensen’s inequality and implicitly the fact that \(\delta = \varepsilon\). Combining the last inequality with Proposition 4.3 and \(\delta = \varepsilon\), it follows that
\[
\int_{A(z; t, s)} \tilde{f}(\varepsilon(v + \rho(\tilde{u} - \tilde{v}))) \, dx \lesssim \int_{A(z; t - 2\varepsilon, s + 2\varepsilon)} \tilde{f}(\varepsilon(\tilde{u})) \, dx
\]
\[
+ \max\left\{\frac{\varepsilon^2}{(s - t)^2}, \frac{\varepsilon^p}{(s - t)^p}\right\} \int_{A(z; t - 2\varepsilon, s + 2\varepsilon + 2\varepsilon)} \tilde{f}(\varepsilon(\tilde{u})) \, dx.
\]
Overall, we get the intermediate estimate
\[
\mathbf{III} \leq \int_{B(z, r) \setminus B(z, t)} \tilde{f}(\varepsilon(v + \rho(\tilde{u} - \tilde{v}))) + \tilde{f}(\varepsilon(\tilde{u})) \, dx
\]
\[
\lesssim \int_{A(z; t - 2\varepsilon, s + 2\varepsilon)} \tilde{f}(\varepsilon(\tilde{u})) \, dx + \max\left\{\left(\frac{\varepsilon}{s - t}\right), \left(\frac{\varepsilon}{s - t}\right)^2\right\} \int_{A(z; t - 2\varepsilon, s + 2\varepsilon + 2\varepsilon)} \tilde{f}(\varepsilon(\tilde{u})) \, dx
\]
and hence, putting together our preliminary estimates for \(\mathbf{I}\), \(\mathbf{II}\) and \(\mathbf{III}\), we end up with
\[
\mathbf{E}(u; z, r) \lesssim \mathbf{E}(v; z, r) + \int_{B(z, t) \setminus B(z, r)} \tilde{f}(\varepsilon(v)) - \tilde{f}(\varepsilon(\tilde{u})) \, dx
\]
\[
+ \int_{A(z; t - 2\varepsilon, s + 2\varepsilon)} \tilde{f}(\varepsilon(\tilde{u})) \, dx
\]
\[
+ \max\left\{\left(\frac{\varepsilon}{s - t}\right), \left(\frac{\varepsilon}{s - t}\right)^2\right\} \int_{A(z; t - 2\varepsilon, s + 2\varepsilon + 2\varepsilon)} \tilde{f}(\varepsilon(\tilde{u})) \, dx
\]
being valid for any \(0 < r < R/2\), and the constants implicit in ’\(\lesssim\)’ are independent of \(u, \varepsilon, \delta, s\) and \(t\).

**Step 3. Conclusion.** The aim of the remaining proof is to utilise the last inequality for certain choices of \(s, t\). For \(l \in \mathbb{N}_0^+\) denote the integer part of \(l\) by \([l]\) and define \(N := [25(2\hat{E}^{\gamma/2}(u; z, R))^{-1}]\) with \(0 < \gamma < 1/(n + 2\alpha)\) given by Lemma 4.6. For \(k \in \{1, \ldots, N\}\), put
\[
a_k := \frac{5}{8} R + k \frac{R}{400} \hat{E}^{\gamma/2}(u; z, R)
\]
so that \( a_k \in [\frac{3}{4}R, \frac{1}{4}R] \). Due to Lemma 4.8 (ii), the choice \( r < R/4 \) implies that for each \( k = 1, \ldots, N \) there exists \( t_k \in (a_{sk-1}, a_{sk}) \) and \( r_k \in (r, 2r) \) with
\[
\int_{A(z, r_k, t_k)} \tilde{f}(\varepsilon(\tilde{u})) \, dx \leq 2 \left( \frac{\varepsilon + \delta}{a_{sk} - a_{sk-1}} + \frac{\varepsilon + \delta}{r} \right) \int_{B(z, r)} \tilde{f}(E\tilde{u})
\leq 8\varepsilon \max \left\{ \frac{400}{R^\gamma/2(u; z, R)}, \frac{1}{r} \right\} \int_{B(z, r)} \tilde{f}(E\tilde{u})
\leq \frac{R\tilde{E}^\gamma(u; z, R)}{6\lambda n^2} \max \left\{ \frac{400}{R^\gamma/2(u; z, R)}, \frac{1}{r} \right\} \int_{B(z, r)} \tilde{f}(E\tilde{u})
\leq \max \left\{ \frac{70R\tilde{E}^\gamma(u; z, R)}{6\lambda n^2}, \frac{1}{6\lambda n} \right\} \tilde{E}^\gamma(u; z, R) \times \int_{B(z, R)} \tilde{f}(E\tilde{u}).
\]
We can choose \( L > 0 \) so small such that for \( k = 1, \ldots, N \) the annuli
\[
A_k := B(z, s_k + 2\lambda\sqrt{\varepsilon}) \setminus B(z, t_k + 2\lambda\sqrt{\varepsilon}), \quad s_k := t_k + LR\tilde{E}^\gamma/2(u; z, R)
\]
are pairwise disjoint and subsets of \( B(z, R) \); for instance, the choice \( L = \frac{1}{400} \) will do. Let us address this point in detail: Disjointness of \( A_k \) and \( A_{k+1} \) is equivalent to
\[
A_{k+1} \cap A_k = \emptyset \iff t_{k+1} - 2\lambda\sqrt{n} > s_k + 2\lambda\sqrt{n}
\iff t_{k+1} - t_k > \frac{R}{400} \tilde{E}^\gamma/2(u; z, R) + 2\lambda\sqrt{n}
\iff t_{k+1} - t_k > \frac{R}{400} \tilde{E}^\gamma/2(u; z, R) + \frac{R}{12} \tilde{E}^\gamma(u; z, R).
\]
Now note that by construction, \( t_{k+1} - t_k > a_{sk+7} - a_{sk} = \frac{7}{400}R\tilde{E}^\gamma/2(u; z, R) \), and so the last inequality of (4.35) is certainly satisfied provided
\[
\frac{6}{400} > \frac{1}{12} \tilde{E}^\gamma/2(u; z, R), \quad \text{i.e.,} \quad \tilde{E}(u; z, R) < \left( \frac{3}{25} \right)^{\frac{1}{\gamma}},
\]
and the last inequality is valid by virtue of (4.28). Now, \( A_k \subseteq B(z, R) \) as a consequence of
\[
s_N + 2\lambda\sqrt{n} = a_{sN} + \frac{R}{400} \tilde{E}^\gamma/2(u; z, R) + 2\lambda\sqrt{n}
\leq \frac{5}{8}R + \frac{8NR}{400} \tilde{E}^\gamma/2(u; z, R) + \frac{R}{400} \tilde{E}^\gamma/2(u; z, R) + \frac{1}{24}R\tilde{E}^\gamma(u; z, R)
\leq \frac{5}{8}R + \frac{104}{400}R + \frac{R}{400} + \frac{1}{24}R \leq R.
\]
Here we have used the definition of \( s_N \) in terms of \( t_N, t_N \leq a_{sN} \) in the first step, the definition of \( a_{sN} \) in the second and \( \tilde{E}(u; z, R) < 1 \) together with the definition of \( N \) in the third step.

We can therefore conclude that
\[
\int_{A_1} \tilde{f}(\varepsilon(\tilde{u})) \, dx + \ldots + \int_{A_N} \tilde{f}(\varepsilon(\tilde{u})) \, dx \leq \int_{B(z, R)} \tilde{f}(\varepsilon(\tilde{u})) \, dx
\]
and so we find \( k' \in \{1, \ldots, N\} \) such that
\[
\int_{A_{k'}} \tilde{f}(\varepsilon(\tilde{u})) \, dx \leq N^{-1} \int_{B(z, R)} \tilde{f}(\varepsilon(\tilde{u})) \, dx \leq \frac{1}{10} \tilde{E}^\gamma/2(u; z, R) \int_{B(z, R)} \tilde{f}(\varepsilon(\tilde{u})) \, dx,
\]
where (*) holds because of our choice of \( N \).
We go back to \((4.33)\) and insert the choices \(r = r\varepsilon, t = t\varepsilon\) and \(s = s\varepsilon\). For these choices, we obtain by
\[
\frac{\varepsilon}{s - t} = \frac{400}{R\tilde{E}^{\gamma/2}(u; z, R)} \frac{R\tilde{E}^{\gamma}(u; z, R)}{48\lambda \sqrt{n}} \leq \frac{10}{\lambda \sqrt{n}} \frac{3}{25} < 1
\]
that
\[
\max \left\{ \left( \frac{\varepsilon}{s - t} \right), \left( \frac{\varepsilon}{s - t} \right)^2 \right\} = \frac{10}{\lambda \sqrt{n}} \tilde{E}^{\gamma/2}(u; z, R).
\]
Going back to \((4.33)\) and employing \((4.34), (4.36)\), we consequently obtain
\[
\mathbf{E}(u; z, r) \lesssim \mathbf{E}(u; z, 2r) + \max \left\{ \tilde{\mathbf{E}}^{\gamma/2}(u; z, R), \left( \frac{R}{r} \right) \tilde{\mathbf{E}}^{\gamma}(u; z, R) \right\} \int_{B(z,R)} \tilde{f}(\varepsilon(\tilde{u})) \, dx
\]
\[(4.37)\]
\[
\lesssim \mathbf{E}(u; z, 2r) + \left( 1 + \frac{R}{r} \right) \tilde{\mathbf{E}}^{\gamma/2}(u; z, R) \int_{B(z,R)} \tilde{f}(\varepsilon(\tilde{u})) \, dx
\]
for all \(r < R/2\). This is not yet the decay estimate \((4.27)\), so we shall provide a suitable estimate on the last factor on the right side of \((4.37)\). By Lemma 2.3 we conclude
\[
\int_{B(z,R)} \tilde{f}(\varepsilon(\tilde{u})) \lesssim \int_{B(z,R)} e(\varepsilon(u) - m')
\]
\[
\lesssim \left( \int_{B(z,R)} e(\varepsilon(u) - m) \right) + R^n e(m - m')
\]
\[
\lesssim \left( \int_{B(z,R)} e(\varepsilon(u) - m) \right) + R^n e \left( \int_{B(z,r)} \varepsilon(u) - m \, dx \right)
\]
\[
\lesssim \left( \int_{B(z,R)} e(\varepsilon(u) - m) \right) + \left( \frac{R}{r} \right)^n \int_{B(z,r)} e((u - m)_{\lambda,\varepsilon}) \, dx
\]
\[
\lesssim \mathbf{E}(u; z, R) + (R/r)^n \int_{B(z,R)} e(\varepsilon(u) - m) \lesssim (1 + (R/r)^n)\mathbf{E}(u; z, R),
\]
the penultimate estimate being valid due to \(r + \varepsilon + \delta < R\). Combining this estimate with \((4.37)\), we obtain
\[
\mathbf{E}(u; z, r) \lesssim \mathbf{E}(u; z, 2r) + h(\tilde{\mathbf{E}}(u; z, R)) \left( 1 + (R/r)^n \right) \left( 1 + R/r \right) \mathbf{E}(u; z, R)
\]
\[(4.38)\]
we have set \(h(t) := t^{\gamma/2}\); note that the constants implicit in \(\lesssim\) do not depend on \(u, z, r, R, \varepsilon\) or \(\delta\). Since \(h\) obviously is non-decreasing and moreover satisfies \(\lim_{t \to 0} h(t) = 0\), \((4.38)\) implies the claim.

**Proposition 4.11.** In the situation of Proposition 4.10 we have
\[
\text{dev}(v; z, R/2) \lesssim h(\tilde{\mathbf{E}}(u; z, R))\mathbf{E}(u; z, R).
\]
Again, the constants implicit in \(\lesssim\) do not depend on \(\varepsilon, \delta, u, z\) or \(R\).

**Proof.** We fix \(R/2 < t < s < R\) and let \(\theta > 0\) be arbitrary. We then put
\[
\mathcal{A} := \{ w \in W^{1,\infty}(B(z, t); \mathbb{R}^n) : w = \tilde{v} \text{ on } \partial B(z, t) \}
\]
\[
\mathcal{B} := \{ w \in W^{1,\infty}(B(z, s) \setminus B(z, t); \mathbb{R}^n) : w = \tilde{v} \text{ on } \partial B(z, t) \cup \partial B(z, s) \}
\]
and find \(w_1 \in \mathcal{A}\) and \(w_2 \in \mathcal{B}\) such that
\[
\int_{B(z,t)} \tilde{f}(\varepsilon(w_1)) \, dx \leq \inf_{w \in \mathcal{A}} \int_{B(z,t)} \tilde{f}(\varepsilon(w)) \, dx + \frac{\theta}{2}
\]
\[
\int_{B(z,s) \setminus B(z,t)} \tilde{f}(\varepsilon(w_2)) \, dx \leq \inf_{w \in B} \int_{B(z,s) \setminus B(z,t)} \tilde{f}(\varepsilon(w)) \, dx + \frac{\theta}{2}.
\]

By Lemma 4.9, we have
\[
\text{dev} \left( v; z, \frac{R}{2} \right) := \int_{B(z, \frac{R}{2})} \tilde{f}(\varepsilon(\tilde{v})) \, dx - \inf \left\{ \int_{B(z, R/2)} \tilde{f}(\varepsilon(w)) \, dx : w \in C^{1,\alpha}(B(z, \frac{R}{2}); \mathbb{R}^n) \right\}.
\]

Since \( w_1, w_2 \) are Lipschitz and coincide on \( \partial B(z, t) \), we deduce that \( w_3 := \| w_1 \|_{B(z,s)} \setminus B(z,t) + w_2 \) belongs to \( W^{1,\infty}(B(z, s); \mathbb{R}^n) \). We then obtain
\[
\text{dev}(\tilde{v}; z, t) \leq \int_{B(z,t)} \tilde{f}(\varepsilon(\tilde{v})) \, dx - \int_{B(z,s)} \tilde{f}(\varepsilon(\tilde{v})) \, dx = \int_{A(z,s)} \tilde{f}(\varepsilon(\tilde{v})) \, dx - \int_{A(z,t)} \tilde{f}(\varepsilon(\tilde{v})) \, dx \leq \text{dev}(\tilde{v}, \lambda).
\]

Next, if we let \( \rho \) be the function given by (4.30), we similarly obtain by exploiting minimality of \( \tilde{u} \) that
\[
\int_{B(z,s)} \tilde{f}(\varepsilon(\tilde{u})) - \tilde{f}(\varepsilon(\tilde{w}_3)) \, dx \leq \int_{B(z,s)} \tilde{f}(\varepsilon(\tilde{w}_3) + \eta(\tilde{u} - \tilde{v})) \, dx \leq \int_{A(z,t,s)} \epsilon(\varepsilon(\tilde{w}_3) + \epsilon(\tilde{u}) + \epsilon(\tilde{v})) + \epsilon \left( \frac{\tilde{u} - \tilde{v}}{s - t} \right) \, dx.
\]

Now note that \( w_3 = w_2 \) on \( B(z, s) \setminus B(z, t) \) and therefore
\[
\int_{A(z,t,s)} \epsilon(\varepsilon(\tilde{w}_3)) \, dx \leq \int_{A(z,t,s)} \tilde{f}(\varepsilon(\tilde{w}_3)) \, dx \leq \int_{A(z,t,s)} \tilde{f}(\varepsilon(\tilde{v})) \, dx + \frac{\theta}{2}.
\]

Going back to the estimate of III in the proof of the preceding Proposition 4.10, we see that the same estimates used there also apply to the present problem, yielding
\[
\int_{B(z,s)} \tilde{f}(\varepsilon(\tilde{u})) - \tilde{f}(\varepsilon(\tilde{w}_3)) \, dx \leq \int_{A(z,t-2\lambda \sqrt{\epsilon}; s+2\lambda \sqrt{\epsilon})} \tilde{f}(\varepsilon(\tilde{u})) + \epsilon \left( \frac{\tilde{u} - \tilde{v}}{s - t} \right) \, dx.
\]

Because \( \theta > 0 \) was assumed arbitrary and the constants which implicitly appear in the above estimates do not depend on \( \theta \), we may pass \( \theta \to 0 \) in these estimates. In combination with our above preliminary estimate on \( \text{dev}(v; z, R/2) \), we then obtain
\[
\text{dev}(v; z, R/2) \leq \int_{B(z,s)} \tilde{f}(\varepsilon(\tilde{v})) - \tilde{f}(\varepsilon(\tilde{u})) + \int_{A(z,t-2\lambda \sqrt{\epsilon}; s+2\lambda \sqrt{\epsilon})} \tilde{f}(\varepsilon(\tilde{v})) + \frac{\theta}{2}.
\]

In the same way as it is done in [9], we now view this last estimate as the substitute of (4.33) in the proof of Proposition 4.10. Working from this observation and employing the same strategy to find suitable choices of \( s \) and \( t \) as outlined in the proof of Proposition 4.10, the statement of the present proposition follows.

We eventually come to the

**Proof of Proposition 4.1.** Let \( z \in \Omega, \, R > 0 \) be as in Proposition 4.1 and put \( m := (E u)_{z, R} \). Moreover, let \( 0 < r < R/4 \). Then \( 2r < R/2 \) and hence, due to

\[
\int_{B(z,r)} \tilde{f}(\varepsilon(\tilde{v})) \, dx \leq \int_{B(z,s) \setminus B(z,t)} \tilde{f}(\varepsilon(w_2)) \, dx \leq \int_{B(z,s) \setminus B(z,t)} \tilde{f}(\varepsilon(w)) \, dx + \frac{\theta}{2}.
\]
Lemma 4.6, \(\tau_1 > 0\) so small such that (with \(\varepsilon, \delta\) adjusted as indicated therein) \(\tilde{E}(u; z, R) < \tau_1\) implies \(t(u_{\delta, z}; z, R/2) < \min\{\sigma/c_1, 1\}\), where \(c_1 > 0\) is as in Proposition 4.5. Then the latter yields, using Lemma 2.3 (ii), \(0 < 2r < R/2\) and Corollary 4.7,
\[
E(v; z, 2r) \lesssim \left( \left( \frac{r}{R} \right)^{n+2} + \vartheta(\tilde{E}^\beta(v; z, R)) \right) E(u; z, R) + \text{dev}(v; z, R/2).
\]

- Proposition 4.5, we choose \(\tau_2 := a\). Adopting the terminology in this statement, we see that \(\tilde{E}(u; z, R) < \tau_2\) implies
\[
E(u; z, r) \lesssim E(v; z, 2r) + h(\tilde{E}(u; z, R))(1 + \left( \frac{R}{r} \right)^{n+1}) E(u; z, R).
\]

On the other hand, Proposition 4.10 yields that \(h(u_{\delta, z}; z, R/2) \lesssim h(\tilde{E}(u; z, R))E(u; z, R)\). In conclusion, we find with \(\tau := \min\{\tau_1, \tau_2\}\)
\[
E(u; z, r) \lesssim \left( \left( \frac{r}{R} \right)^{n+2} + \vartheta(\tilde{E}(u; z, R))(1 + \left( \frac{R}{r} \right)^{n+1}) \right) E(u; z, R),
\]
where \(\vartheta(t) := \vartheta(|t|^\beta) + 2h(t)\) obviously matches the conditions required in Proposition 4.1.

The proof is complete. \(\square\)

## 5. Remarks and Extensions

We conclude the paper with some remarks on possible generalisations of Theorems 1.1 and 1.2; we begin with the latter. Let us first emphasize, in analogy with [9, Sec. 6], that under suitable smoothness assumptions on \(f: \Omega \times R^{n \times n} \to R\) and \(g: \Omega \times R^n \to R\), variational integrals of the form
\[
F[u; \Omega] := \int_\Omega f(x, \varepsilon(u)) \, dx + \int_\Omega g(x, u) \, dx
\]
can be handled analogously by the method presented in Section 4 under the following conditions (cf. [9, (6.2)–6.5]):

\[
\begin{align*}
&\{c_1|z| - c_2 \leq f(x, z) \leq c_3(1 + |z|)\} \quad \text{for all } x \in \Omega, \ z \in R^{n \times n}, \\
&\{|f(x_1, z) - f(x_2, z)| \leq c_4|x_1 - x_2|^{\gamma}(1 + |z|)\} \quad \text{for all } x_1, x_2 \in \Omega, \ z \in R^{n \times n}, \\
&\{|g(x_1, y_1) - g(x_2, y_2)| \leq c_5||x_1 - x_2| + |y_1 - y_2||^{\gamma}\} \quad \text{for all } x_1, x_2 \in \Omega, \ y_1, y_2 \in R^n,
\end{align*}
\]

where \(c_1, \ldots, c_5 > 0\) and \(0 < \gamma < 1\) are constants. In this case, if \(f\) moreover is of class \(C^2\) and for each \(x_0 \in \Omega\) and \(z \in R^{n \times n}\) there holds for some \(\lambda > 0\)
\[
|\lambda|\xi|^2 \leq \langle f''(x, z)\xi, \xi \rangle \quad \text{for all } \xi \in R^{n \times n}
\]
uniformly for \(x\) in a neighbourhood of \(x_0\), then generalised minima of (5.1) are equally \(C^1,\alpha\)-partially regular. Here, the dashes appearing in \(f''\) are taken with respect to the symmetric gradient variable exclusively.

However, let us note that it is not clear to us how an analogous result should be proved if the overall variational integrand \(f(x, \xi) + g(x, z)\) does not possess the splitting structure but is of the form \(f(x, z, \xi)\). In this situation, a common device is to employ a Caccioppoli inequality in conjunction with Gehring’s lemma to arrive at a higher integrability result, but this proof scheme is somewhat ruled out in the linear growth case:

**Remark 5.1** (Caccioppoli and Gehring). To cope with fully non-autonomous integrands \(f: (x, y, z) \mapsto f(x, y, z)\), one usually invokes Caccioppoli’s inequality in conjunction with Gehring’s lemma on higher integrability to conclude that minima of elliptic problems belong to some \(W^{1,p}_{\text{loc}}\), \(p > r\), where \(p\) is the Lebesgue exponent of the natural energy space \(W^{1,p}\). In the linear growth situation, this is in general not possible: As will be shown in [21], there exist linear growth integrands and generalised minimisers \(u \in BV \setminus W^{1,1}\) which do satisfy a Caccioppoli type inequality in one space dimension. This easily carries over to the BD-situation, and hereby rules out any integrability boost by virtue of Gehring. On the other hand, even for semiautonomous integrands \((x, z) \mapsto f(x, z)\), a well-known counterexample due to BILDHAUER [17, Thm. 4.39] asserts that if \(f \in C^2(\bar{\Omega}; R^{N \times n})\) satisfies a uniform variant of (1.4).
for $a > 3$, then generalised minima might in fact belong to $BV \setminus W^{1,1}$. In particular, the Caccioppoli inequality itself cannot yield higher integrability results in the linear growth setting.

On the other hand, the approach of Section 4 is robust enough can cope with integrands $(x, y, z) \mapsto f(x, y, z)$ if suitable superlinear growth in the last variable is imposed and thus the Gehring-type improvement is available. The reader will notice that this furthermore generalises to the case of convex integrands that have Orlicz growth in their gradient variable – provided the corresponding Orlicz function has $\Delta_2 \cap \nabla_2$-growth. Indeed, based on the results of [27] which can be adapted to the fully non-autonomous setting too, we can in fact derive higher integrability of minima. Furthermore, based on the results of [20], the required Korn-type inequalities are at our disposal. It is not so clear how the method of Section 4 can be adapted if the underlying Orlicz function does not have $\Delta_2 \cap \nabla_2$-growth. This case will be tackled in a future work. For the situation of primary interest, however, we make

**Remark 5.2** ($p$-growth functionals: Partial regularity). The reader will notice that our above reasoning to establish partial regularity for linear growth functionals generalises without further efforts to the superlinear growth regime. First, if $1 < p < \infty$, and $f : \Omega \times \mathbb{R}^n \times \mathbb{R}^{n \times n} \to \mathbb{R}$ and $g : \Omega \times \mathbb{R}^n \to \mathbb{R}$ are integrands that satisfies for constants $c_1, \ldots, c_6 > 0$ and $0 < \gamma < 1$,

$$
\begin{align*}
&c_1 |z|^p - c_2 \leq f(x, y, z) \leq c_3 (1 + |z|^p) \\
&|f(x_1, y_1, z) - f(x_2, y_2, z)| \leq c_4 (|x_1 - x_2| + |y_1 - y_2|)^\gamma (1 + |z|^p) \\
&|g(x_1, y_1) - g(x_2, y_2)| \leq c_5 |x_1 - x_2| + |y_1 - y_2| \gamma \\
&|f'(x, y, z)| \leq c_6 |z|^{p-1}
\end{align*}
$$

for all $x, x_1, x_2 \in \Omega$, $y, y_1, y_2 \in \mathbb{R}^n$ and $z \in \mathbb{R}^{n \times n}$ then a straightforward adaptation of Proposition 4.3 together with the modifications outlined in [9, Sec. 6] yield that minima of the functional (5.1) are $C^{1,\alpha}$-partially regular.

As to partial regularity, we have omitted quasiconvex or – in the setting of the main part – symmetric quasiconvex functionals throughout. In fact, at present it is not known how to modify the method exposed in Section 4 even in the full gradient case (also see the discussion in [9, 63]). The only result available in the BV-full gradient, quasiconvex case is due to KRISTENSEN and the author [41], and a generalisation to the BD-case will appear in [39]; also cf. the author’s thesis [38]. However, compared to the very degenerate setting of Theorem 1.2, the corresponding partial regularity result will require a strong quasiconvexity condition. If this condition pro forma is introduced for convex $C^{2,\alpha}$-integrands, then it translates to $3$-elliptic integrands in the sense of (1.4). In this sense, the results of the forthcoming work [39] and Theorem 1.2 are independent.

Let us now briefly comment on the Sobolev regularity. As we mentioned, the case of autonomous $a$-elliptic functionals of linear growth subject to (3.13) requires a bound as given in [18, Lem. 4.19(i)], but we believe that this can be accomplished similarly as is done for Theorem 3.2. This will possibly be done in a future work. The case of non-autonomous integrands $(x, z) \mapsto f(x, z)$, which satisfy the obvious modification of (1.4) uniformly in $x$, however, is more intricate. Even if $f$ is of class $C^2$ in the joint variable and satisfies the estimates corresponding to [18, Ass. 4.22], it is not fully clear to arrive at the decoupling estimates that eliminate the divergence as done in the proof of Theorem 3.2.

Whereas for partial regularity $C^{0,\alpha}$-Hölder continuous $x$-dependence still suffices, the corresponding Sobolev regularity theory is far from clear when aiming at an ellipticity regime beyond $1 < a < 1 + \frac{1}{p}$. Namely, in this case the Euler-Lagrange equations satisfied by (generalised) minima cannot be differentiated. In the full gradient, superlinear growth regime, this setting has been extensively studied by MINGIONE [54, 56, 57] and KRISTENSEN & MINGIONE [50, 51, 52]; the BV-case will be dealt with in [21]. Here, Nikol’skii estimates are employed but – as a matter of fact – do not use any information apart from the Euler-Lagrange equation itself and the continuity properties of $f$ with respect to its first variable. Such a strategy has been pursued in [40] for autonomous functionals (in the regime $1 < a < 1 + \frac{1}{p}$), and in light of [21] is expected to work in the symmetric gradient case as well.

However, if we wish to amplify the ellipticity regime as is done in Theorem 1.1, then we ought to use the instrumental identities for the minimisers that come out as a byproduct of second order estimates, cf. Theorem 3.2. As the latter are obtained by differentiating the first variation-style Euler-Lagrange...
equation, it seems difficult to make the approach presented in Section 3 work in the non-differentiable case.

6. APPENDIX

6.1. Reshetnyak (Semi-)Continuity Theory. At various stages in the main body of the paper, we have used (semi-)continuity properties of convex multiple integrals. These can be conveniently traced back to the following theorem — originally due to RESHETNYAK [60] — which subsumes these properties in the quite elaborate form as given by BECK & SCHMIDT [19, Thm. 2.4]:

**Theorem 6.1** (Reshetnyak (Lower Semi-)Continuity Theorem). Let \( m \in \mathbb{N} \) and suppose that \( \Omega \) is an open and bounded subset of \( \mathbb{R}^n \). Let \( (\mu_k) \) be a sequence in \( \mathcal{M}(\Omega; \mathbb{R}^m) \) that converges in the weak*-sense to some \( \mu \in \mathcal{M}(\Omega; \mathbb{R}^m) \). Moreover, assume that all of \( \mu, \mu_1, \mu_2, \ldots \) take values in some closed convex cone \( K \subset \mathbb{R}^m \). Then the following holds:

(a) If \( f : K \to [0, \infty) \) is a lower semicontinuous function which is convex and 1-homogeneous, then there holds

\[
\int_{\Omega} f\left(\frac{d\mu}{|d\mu|}\right) d|\mu| \leq \liminf_{k \to \infty} \int_{\Omega} f\left(\frac{d\mu_k}{|d\mu_k|}\right) d|\mu_k|.
\]

(b) If \( f : K \to [0, \infty) \) is a continuous function which is 1-homogeneous and if \( (\mu_k) \) converges strictly to \( \mu \), then there holds

\[
\int_{\Omega} f\left(\frac{d\mu}{|d\mu|}\right) d|\mu| = \lim_{k \to \infty} \int_{\Omega} f\left(\frac{d\mu_k}{|d\mu_k|}\right) d|\mu_k|.
\]

As an important special case, let us remark that this theorem entails continuity of convex variational integrals

\[
F[u; \Omega] := \int_{\Omega} f(\mathcal{E}u) \, dx + \int_{\Omega} F^\infty(\frac{d\mathcal{E}^s u}{|d\mathcal{E}^s u|}) \, d|\mathcal{E}^s u|, \quad u \in \text{BD}(\Omega)
\]

with respect to area-strict convergence; again, we implicitly assume that \( \Omega \subset \mathbb{R}^n \) is open, bounded and Lipschitz and that \( f : \mathbb{R}^{n\times n}_{\text{sym}} \to \mathbb{R} \) is continuous, convex and satisfies (LG'). In fact, here we apply the continuity part (b) of the preceding theorem to \( K := [0, \infty) \times \mathbb{R}^{n\times n}_{\text{sym}} \) and \( f : K \to [0, \infty) \) given by

\[
f(t, \xi) := \begin{cases} tf\left(\frac{\xi}{t}\right), & t > 0, \ \xi \in \mathbb{R}^{n\times n}_{\text{sym}}, \\ F^\infty(\xi), & t = 0, \ \xi \in \mathbb{R}^{n\times n}_{\text{sym}}. \end{cases}
\]

By continuity and linear growth of \( f \), \( f \) is in fact finite, continuous and 1-homogeneous on \( K \). Then, if \( u \in \text{BD}(\Omega) \), we put \( \mu := (\mathcal{L}^n, \mathcal{E}u) \); this is a measure on \( \Omega \) with values in \( K \). Directly inserting the definitions, we obtain

\[
F[u; \Omega] = \int_{\Omega} f\left(\frac{d\mu}{|d\mu|}\right) d|\mu|.
\]

Consequently, we find that if \( (u_k) \subset \text{BD}(\Omega) \) is a sequence with \( u_k \to u \) area-strictly in \( \text{BD}(\Omega) \), then \( (\mathcal{L}^n, \mathcal{E}u_k))(\Omega) \to (\mathcal{L}^n, \mathcal{E}u)(\Omega) \). Thus part (b) of Theorem 6.1 immediately yields \( F[u_k; \Omega] \to F[u; \Omega] \) as \( k \to \infty \).

6.2. Linear Comparison Estimates. Let \( \Omega \) be an open and bounded Lipschitz subset of \( \mathbb{R}^n \) and consider for \( w \in W^{1,2}(\Omega; \mathbb{R}^n) \) the variational principle

\[
(6.1) \quad \text{to minimise } \mathcal{F}[v] := \int_{B} g(\varepsilon(v)) \, dx \quad \text{over } v \in w + W^{1,2}_0(\Omega; \mathbb{R}^n),
\]

where \( g(\xi) := \langle A\xi, \xi \rangle + \langle b, \xi \rangle + c \) is a polynomial of degree two on \( \mathbb{R}^{n\times n}_{\text{sym}} \) with arbitrary but fixed \( b \in \mathbb{R}^{n\times n} \) and \( c \in \mathbb{R} \), whereas we assume that \( A : \mathbb{R}^{n\times n}_{\text{sym}} \times \mathbb{R}^{n\times n}_{\text{sym}} \to \mathbb{R} \) is bounded and, moreover, elliptic in the sense that there exists \( \ell > 0 \) such that \( \langle A\xi, \xi \rangle \geq \ell |\xi|^2 \) holds for all \( \xi \in \mathbb{R}^{n\times n}_{\text{sym}} \). As a small variation of [34, Lem. 3.0.5], we obtain:

**Lemma 6.2.** There exists a unique solution \( u \in w + W^{1,2}_0(\Omega; \mathbb{R}^n) \) of (6.1). Moreover, this solution satisfies the following:
(a) There exists a constant \( c = c(n, \ell) > 0 \) such that if \( B(z, R) \subseteq \Omega \), then for all \( 0 < r < R/2 \) there holds
\[
\int_{B(z,r)} |u(x) - (\varepsilon(u))_{z,r}|^2 \, dx \leq c \left( \frac{r}{R} \right)^{n+2} \int_{B(z,R/2)} |u(x) - (\varepsilon(u))_{z,R/2}|^2 \, dx.
\]

(b) There exists a constant \( c = c(n, \ell) > 0 \) such that if \( B(z, R) \subseteq \Omega \) and \( w \in C^{1,\alpha}(\overline{\Omega};\mathbb{R}^n) \), then
\[
\|\varepsilon(u)\|_{C^{0,\alpha}(\overline{B(z,R/2)};\mathbb{R}^{n \times n})} \leq c\|\varepsilon(w)\|_{C^{0,\alpha}(\overline{B(z,R/2)};\mathbb{R}^{n \times n})}.
\]

The proof follows as a direct merger of the arguments exposed in [34, Lem. 3.0.5] and classical Schauder theory (cf. [35, 11]) and is left to the interested reader.

6.3. Some Remarks on Young functions and Orlicz spaces. For the reader’s convenience, we record here some elementary facts and notational conventions regarding Young functions and Orlicz spaces and refer to [20, 22] for more detailed information. We say that \( A: [0, \infty) \to [0, \infty) \) is a Young function provided \( A(t) = \int_0^t a(s) \, ds \) for all \( t \geq 0 \), where \( a: [0, \infty) \to [0, \infty) \) is non-decreasing, left-continuous and \( a \not\equiv 0 \), \( a \not\equiv \infty \). For an open set \( \Omega \subset \mathbb{R}^n \), the Orlicz space \( L^A(\Omega; \mathbb{R}^m) \) consists of all measurable maps \( u: \Omega \to \mathbb{R}^m \) such that the Luxembourg norm
\[
\|u\|_{L^A(\Omega; \mathbb{R}^m)} := \inf \left\{ \lambda > 0 : \int_{\Omega} A\left( \frac{|u(x)|}{\lambda} \right) \, dx \leq 1 \right\}
\]
is finite. As tacitly utilised in Section 2, we put
\[
E^1 L^A(\Omega; \mathbb{R}^m) := \{ u \in L^A(\Omega; \mathbb{R}^m) : \varepsilon(u) \in L^A(\Omega; \mathbb{R}^{n \times n}) \},
\]
where as usual \( \varepsilon \) denotes the distributional symmetric gradient and
\[
E_0 L^A(\Omega; \mathbb{R}^m) := \{ u : \Omega \to \mathbb{R}^m : \text{ the trivial extension of } u \text{ to } \mathbb{R}^n \text{ belongs to } E^1 L^A(\mathbb{R}^m; \mathbb{R}^n) \}.
\]
Both spaces are endowed with the corresponding canonical norm \( \|u\|_{E^1 L^A(\Omega; \mathbb{R}^m)} := \|u\|_{L^A(\Omega; \mathbb{R}^m)} + \|\varepsilon(u)\|_{L^A(\Omega; \mathbb{R}^{n \times n})} \). Note that, when \( A(t) = |t| \log^{1+\alpha}(1 + |t|) \), we also write \( L \log^{1+\alpha} L := L^A \).
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