Detection and description generation of diabetic retinopathy using convolutional neural network and long short-term memory
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Abstract. Diabetic Retinopathy (DR) is one of the eye diseases suffered by diabetes patients that will cause blindness if it does not get effectively treated for a certain period of time. Early detection is needed to help patients get effective treatment based on their severity. Researchers have done copious amounts of research regarding the methods for DR detection using shallow learning and deep learning approaches. The proposed method in this paper is a combination of two deep learning architectures, namely Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM). CNN is used to detect lesions on retinal fundus images, and LSTM is used for generating description sentences based on those lesions. In the training and testing process, the CNN output will be used for the input of LSTM. The training process’s target is to produce a model that can map retinal fundus images into a sentence. The results of this experiment using the MESSIDOR data set has an accuracy of around 90%.

1. Introduction
Diabetes mellitus (DM) is a disease characterized by metabolic disorders caused by deficiency or resistance insulin [1]. DM can cause complicated diseases, such as heart diseases, renal problems, and Diabetic Retinopathy (DR) [2]. DR is one of the eye diseases suffered by DM patients that will cause blindness if it does not get effectively treated for a certain time [3]. Early detection is needed to help patients get effective treatment based on their severity.

Research regarding methods for DR detection has been done numerous times with good results. There are a couple of approach methods for DR detection, such as shallow learning and deep learning. The approaches mentioned previously are machine learning methods that are differentiated by with and without extraction feature [4,5]. Sarwinda et al. [6] used shallow learning for DR detection with Complete Local Binary Pattern as feature extraction and K-Nearest Neighbor as a classifier. Qureshi et al. [7] compared the performance accuracy of shallow learning and deep learning in DR detection using the same data set. The results show that the deep learning approach obtained a higher accuracy performance. Deep learning has various architectures, including Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN). Athira et al. [8] used CNN for detection and classification of DR into two classes, non-DR and DR.

The output of the previous work is the DR class. We propose a method that will produce the output in a simple sentence describing what is contained in the retinal fundus image. If the output is only DR class, the radiologist does not know the condition of the lesion in the patient’s eye. The output with a description sentence explaining the condition in the retinal fundus image is needed, thus helping the radiologist as a consideration in diagnosis the class of DR. Recently, researchers combined two deep learning architectures to generate a description sentence based on the condition in the images. Vinyals et al. [9] used CNN for object detection in images and used Long Short-Term Memory (LSTM) as a
model of RNN for generated a description sentence based on the condition of those objects. In this paper, we will use CNN to detect lesions in retinal fundus images and use LSTM to generate a description sentence based on the condition of those lesions. The output is not a DR class but also a description sentence of the condition of the lesions in the retinal fundus images.

2. Method

2.1 Preprocessing Data

2.1.1 Preprocessing Retinal Fundus Images

The first step in preprocessing retinal fundus image is cropping each retinal fundus image so that the black background in the fundus image is not too dominant. After cropping the retinal fundus images, the next step is image enhancement using Histogram Equalization (HE). HE is used to producing necessary contrast to the fundus image, thus making the lesions easier to detect [10]. The last step is to rotate each fundus image at a 90°, 180°, and 270° counterclockwise.

2.1.2 Creating Captions for The Training Process

Each retinal fundus image used for the training process is manually captioned based on the existing label on the data set. One retinal fundus image will be captioned with three description sentences that have a similar meaning, as in Table 1.

| Fundus image | Manual caption |
|--------------|---------------|
| ![Fundus Image](image1.png) | 1. This is a normal fundus image.  
2. A healthy fundus image.  
3. This is healthy fundus image. |
| ![Fundus Image](image2.png) | 1. A fundus image with microaneurysms, hemorrhages, and neovascularization.  
2. There are microaneurysms, hemorrhages, and neovascularization.  
3. A fundus image has microaneurysms, hemorrhages, and neovascularization. |

Source: http://www.adcis.net/en/third-party/messidor/

2.2 CNN

CNN is a deep learning architecture that is commonly used for spatial data, such as an image [11]. CNN consists of three main layers, namely the convolutional layer, the pooling layer, and the fully connected layer, as shown in Figure 1. The input image will be extracted in the convolutional layer by convoluting a small area in the input image with a matrix filter [12]. After that, the convolution layer’s result will be transformed by a non-linear operation, namely the Rectified Linear Unit (ReLU). With ReLU, all negative values in the output of the convolutional layer is mapped by zero.

In the pooling layer, the input image size will be reduced by an operation without removing any important information [12]. There are two types of operations at the pooling layer: average pooling and max pooling, respectively based on the average and the largest value of the small area in the input image [13]. The last layer of the convolutional or pooling layer will be changed to become one dimension, and then it will be classified in the fully connected layer [12]. In the classification task, the output size of CNN is equal to the number of classes.
The CNN architecture has various models such as LeNet, AlexNet, ZFNet, VGGNet, GoogleNet. These models are differentiated by the number of convolutional, pooling, and fully connected layers [14]. Furthermore, the parameter sizes, included kernel size, stride, and zero padding, that have been used at each model are different [14]. For example, LeNet consists of three convolutional layers, two pooling layers, and two fully connected layers. Meanwhile, GoogleNet consists of three convolutional layers, nine inception modules, five pooling layers, and one fully connected layer. The inception module is several convolutional layers that have been concat.

2.3 LSTM

Deep learning has an architecture that is used for sequential data, namely RNN [15]. One of the various models of RNN is LSTM, which has a cell memory and three gates in the hidden layer [16]. Let suppose $x_1, x_2, ..., x_T$ is the input of LSTM, where $x_t$ is an input at time step $t$. The important information at each time step $t$ will be stored in cell memory $C_t$. The three gates in the hidden layer of the LSTM are the forget gate $\alpha(t)$, input gate $\beta(t)$, and output gate $\gamma(t)$, as shown in Figure 2.

The first step in the hidden layer of LSTM is will determine how much information in the previously hidden layer will be store in cell memory $C_t$. This decision was decided at the forget gate with a formula as follows [17]:

$$\alpha(t) = \sigma(W_x x_t + W_h h_{t-1})$$  \hspace{1cm} (1)

where $W_x$ and $W_h$ are the weight for the forget gate. How much the new input $x_t$ will be stored in the cell memory $C_t$ will be calculated at the input gate with the following formula [17]:

$$\beta(t) = \sigma(R_x x_t + R_h h_{t-1})$$  \hspace{1cm} (2)

where $R_x$ and $R_h$ are the weight for the input gate. After we get new information, we update cell memory $C_t$ with a formula as follows [17]:

$$C_t = C_{t-1} \cdot \alpha(t) + \beta(t) \cdot \tanh (p_x x_t + p_h h_{t-1})$$  \hspace{1cm} (3)
where \( P_x \) and \( P_h \) are the weight for the cell memory. The last step is to determine how much information in cell memory \( C_t \) will be used to compute the output of hidden layer \( t \) with the following formula [17]:

\[
h_t = \sigma (Q_x x_t + Q_h h_{t-1}) \cdot \tanh (C_t)
\]

(4)

where \( Q_x \) and \( Q_h \) are the weight for the output gate.

2.4 Model

As shown in Figure 3, the first step in the training process is inputting the retinal fundus image that has been through preprocessing into CNN. The CNN model that is used in this paper is GoogLeNet. The output of CNN is image features, which is a summary of what is contained in the retinal fundus image. The image features in the form of the vector, such as in a fully connected layer, as shown in Figure 1. These image features will be inputted into LSTM along with a word in the description sentence.

LSTM maps the image features to a word, and the word will be mapped again to the next word until the words form a sentence. As shown in the green area in Figure 3, the image features are mapped to the word “this”, and the word “this” maps to the word “is” and so on until getting the sentence “this is healthy fundus image”. During the training process, LSTM is trained to produce a model that can map image features into a sentence. The model obtained from the training process is evaluated in the testing process by inputting each fundus image into the model.

![Figure 3](image.png)

Figure 3. A diagram plot of the model. The blue area is the image feature extraction process, and the green area is the description generation process based on image features.

3. Result and Discussion

3.1 Data

This paper uses 72 retinal fundus images from the MESSIDOR data set, which includes 36 normal fundus images and 36 DR fundus images. Each retinal fundus image is in a .tif format and is at the size of 1440x960, width and height respectively. The data set is divided into 80% training data and 20% testing data. The training data is used in the training model, and then the model is evaluated using testing data. Model evaluation is done by measuring accuracy, i.e., the percentage of data that is predicted to be correct by the model.

3.2 Experiment and Result

The training process is done 50 epochs, which means the model will learn using the training data 50 times. This paper is used Adam as an optimizer with a learning rate of 0.001 and a batch size of 30.
The training and testing process was done three times with different data, so that each model accuracy is obtained as in Table 2.

| Model | Accuracy (%) |
|-------|--------------|
| 1     | 89.65        |
| 2     | 89.65        |
| 3     | 91.37        |
| Mean  | 90.22        |

As shown in Table 2, the first and second models achieved the same accuracy, i.e., 89.65%. The highest accuracy was achieved from the third model, with an accuracy of 91.37%. The example output using testing data can be seen in Table 3. The output in number 1 and number 2 is an example of the correct output because it does match the ground-truth. Meanwhile, the output in number 3 and number 4 is an example of incorrect output because it does not match the ground-truth.

### Table 3. Example of the output.

| No. | Input | Output | The ground-truth |
|-----|-------|--------|------------------|
| 1   | ![Input Image](image1.png) | A fundus image with microaneurysms, hemorrhages, and neovascularization. | DR fundus image |
| 2   | ![Input Image](image2.png) | Normal fundus image. | Normal fundus image |
| 3   | ![Input Image](image3.png) | A fundus image contains microaneurysms, hemorrhages, and neovascularization. | Normal fundus image |
| 4   | ![Input Image](image4.png) | There are microaneurysms, hemorrhages, and neovascularization. | Normal fundus image |

### 4. Conclusion
Detection and description generation of DR using two deep learning architectures, i.e., CNN and LSTM, have been done in this paper with an accuracy of around 90%. The description sentence obtained from the model can help radiologists as a consideration in the diagnosis of the class of DR. In further research, training data with more classes of DR can be used, such as mild non-proliferative, moderate non-proliferative, severe non-proliferative, and proliferative. So, the results are not only normal and DR, but also their severity of the disease.
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