Efficient characterization of qudit logical gates with gate set tomography using an error-free Virtual-Z-gate model
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Gate-set tomography (GST) characterizes the process matrix of quantum logic gates, along with measurement and state preparation errors in quantum processors. GST typically requires extensive data collection and significant computational resources for model estimation. We propose a more efficient GST approach for qudits, utilizing the qudit Hadamard and virtual Z gates to construct fiducials while assuming virtual Z gates are error-free. Our method reduces the computational costs of estimating characterization results, making GST more practical at scale. We experimentally demonstrate the applicability of this approach on a superconducting transmon qutrit.

Characterizing and modeling errors is essential for the development of quantum processors. Understanding these details enables the improvements of hardware components to eliminate errors, mitigation through quantum error mitigation strategies [1, 2] and evaluating the applicability of quantum error correction codes on a quantum processor [3, 4]. While these characterization methods were initially developed for processors based on two-level quantum systems (qubits), the recent advancement of d-level systems (qudits) (d > 2) requires compatible tools for characterizing the performance of qudit logic gates. Qudit-based processors can potentially overcome technical challenges: they can reduce the number of elementary units in a physical device [5–8], improve computational efficiency [7, 9–11], and simplify the implementation of quantum gates [12, 13].

Randomized benchmarking (RB) is widely used to extract average gate infidelity [14, 15] and has recently been demonstrated on a superconducting qutrit [16, 17]. While RB can determine the average gate fidelity of a specific gate, it does not provide detailed error information. Process tomography [18] is a protocol for reconstructing the quantum process of a specific gate, assuming negligible state preparation and measurement (SPAM) errors, as well as Markovianity of the noise [19]. As an improvement on this method, gate-set tomography (GST) [20, 21] takes the SPAM errors into account; GST performs process tomography for all gates in the gate set, including all elementary gates for state preparation and measurement. The quantum process can then be estimated by optimizing a numerical model that includes the process matrix and SPAM operators, using information from the entire gate set. GST has been applied to characterize quantum processes in superconducting qubits [22–24], ion traps [4], and nuclear spin qubits [25]. It has also been used for time-domain tracking to analyze parameter drift in quantum control [26, 27]. Although the techniques for qubit tomography are well-established, the development of optimal methods for designing GST experiments for qudits still requires further exploration.

In this letter, we propose and demonstrate an efficient GST method for the characterization of qudits. Our method utilizes only qudit Hadamard gate and virtual Z gates for state preparation and measurement in different bases. By assuming that the virtual Z gates are ideal, we simplify the model to reduce the computational cost of the GST estimation process. We implement this method on a superconducting transmon qutrit, extracting the full process matrices and SPAM errors to validate its practicality. We compare the characterization results with those from a model that fully parameterizes the virtual Z gates and those assuming ideal virtual Z gates, as well as with results from RB demonstrating its validity.

The goal of GST is to reconstruct the quantum process of all the gates in the gate set G, taking into account that the initial state preparation and measurements are imperfect. The following discussion utilizes the superoperator formalism [28], representing the density operator ρ and measurement operator E as a vector in Schmidt-Hilbert space, denoted by superket | ρ ⟩⟩ and superbra ⟨ ⟨ E |, respectively [21] (see the supplementary materials for more details). In this letter, we perform maximum likelihood GST [20, 29], which collects the following data from the measured probability distributions:

$$m_{ijkl} = \langle \langle E_l | F_{i}^{(m)} G_k F_{j}^{(p)} | \rho_0 \rangle \rangle,$$

where | ρ0 ⟩⟩ is the initial state and ⟨ ⟨ E_l | is the measurement basis that can be directly implemented on the hardware. The fiducials $ F_{j}^{(p)} $ represent the quantum processes for preparing the initial states, and $ F_{i}^{(m)} $ for implementing the measurement basis. Sandwiched between the fiducials, $ G_k \in G $ is the quantum process in the gate set, which contains all the gates we are interested in, and the gates used to implement $ F_{i}^{(m)} $ and $ F_{j}^{(p)} $. To make the GST more accurate, $ G_k $ is usually replaced with a gate sequence that amplifies the error, known as a sequence of germs [30]. The estimated quantum processes $ \tilde{G}_k $ for all
$G_k$ can be found with the maximum likelihood method by minimizing the objective function

$$\mathcal{L}_m(\hat{E}_l, \hat{F}_i^{(m)}, \hat{G}_k, \hat{F}_j^{(p)}, \rho) = \sum_{ijkl} ((\langle \hat{E}_l | \hat{F}_i^{(m)} \hat{G}_k \hat{F}_j^{(p)} | \rho \rangle) - m_{ijkl})^2,$$

(2)

where $\hat{E}_l$, $\hat{F}_i^{(m)}$, $\hat{G}_k$, $\hat{F}_j^{(p)}$, and $\rho_0$ are the estimated values for the physical operators $E_l$, $F_i^{(m)}$, $G_k$, $F_j^{(p)}$, and $\rho_0$. Minimizing this objective function is an optimization problem that is subject to specific physical constraints, which ensure that all the estimated operators are physical [30]. Additionally, the optimization problem exhibits a gauge freedom, represented by:

$$\langle \langle \hat{E}_l | \hat{F}_i^{(m)} \hat{G}_k \hat{F}_j^{(p)} | \rho \rangle \rangle = \langle \langle \hat{E}_l | B^{-1} \hat{F}_i^{(m)} B \rangle \langle B^{-1} \hat{G}_k B \rangle \langle B^{-1} \hat{F}_j^{(p)} B \rangle B^{-1} | \rho \rangle \rangle,$$

(3)

where $B$ denotes the gauge matrix. Gauge optimization is essential for accurately determining the process operator, as well as the initial state and measurement operators [30].

The above-mentioned optimizations are computationally expensive. Firstly, the number of free parameters that need to be optimized is proportional to the number of gates in the gate set used to synthesize the fiducials and germs. The optimizer for fitting the experimental data, for example, the Levenberg-Marquardt Algorithm [31] used by the PyGSTi software package, requires the evaluation of the Jacobian matrix at each optimization step. The size of the Jacobian matrix is proportional to the number of free parameters and to the number of elements of $m_{ijkl}$. The computational cost of evaluating the Jacobian matrix is proportional to the length of the gate sequence [21].

To further reduce the model parameters, we propose constructing the fiducials using qudit Clifford gates, which can be generated by the qudit Hadamard gate $H$. Our proposed parametrization models for GST. In these diagrams, dark-colored gates are parametrized, while light-colored gates (virtual $Z$ gates) are fixed, reducing the number of parameters. $U_i$ represents the gates of interest to be characterized, but not involved in constructing fiducials. Unlike the traditional approach, which parametrizes multiple gates in each neighboring two-level subspace to construct fiducials, our method requires parametrization only of the qudit Hadamard gate $H$.

In our model and enhance its efficiency. In addition, it also simplifies the process for gauge optimization. The gauge matrix $B$ is no longer an arbitrary process matrix; it now has to commute with all virtual $Z$ gates, which significantly reduces the gauge freedom.

To further reduce the model parameters, we propose constructing the fiducials using qudit Clifford gates, which can be generated by the qudit Hadamard gate $H$ and phase gate $S$ [33], defined as follows:

$$S = \sum_{j=0}^{d-1} \omega^{j(j+1)/2} |j\rangle \langle j|,$$

$$H = \frac{1}{\sqrt{d}} \sum_{j=0}^{d-1} \sum_{k=0}^{d-1} \omega^{jk} |j\rangle \langle k|,$$

(4)

where $d$ is the dimension of the qudit, and $\omega$ denotes a $d$-th root of unity, i.e., $\omega^d = 1$. Note that the $S$ gate purely modifies the phase of the state and can be implemented using virtual $Z$ gates. Therefore, the GST model for the full Clifford group can be constructed by parameterizing only the $H$ gate, reducing the complexity of the model (see Figure 1). Our proposed model has better scaling than the traditional approach by parameterizing gates in
FIG. 2: The number of parameters required to parameterize the fiducial states, the initial state density operator, and the measurement operators of a single qudit, in relation to the dimension of the qudit.

each neighboring two-level subspace of the qudits, and the comparison of the number of parameters required to parameterize single qudit GST fiducials is shown in Figure 2. To determine the exact gates needed to construct the fiducials, we select a set of Clifford gates that produce a complete basis for preparation and measurement. These gates are selected by iteratively adding a new Clifford gate to the fiducial list, which provides access to new basis that are all orthogonal to those accessible through the already selected fiducials. With this configuration, we avoid constructing an overcomplete basis for tomography, enabling us to use the minimum number of fiducials and achieve the smallest possible size for $m_{ijkl}$. The detailed algorithms for this process can be found in the supplementary materials.

We demonstrate the experimental implementation of the proposed GST method on a superconducting transmon qutrit. This study examines the feasibility of assuming that virtual Z gates are ideal (the Static VZ model) by comparing the results of processing the same dataset with and without parameterizing the virtual Z gates (the Full model). The gates of interest are the $X_{01}(\pi/2)$ and $X_{12}(\pi/2)$. Additionally, we implement qutrit RB and compare its results with the outcomes of the two GST models. The qutrit characterized in this paper is a single superconducting transmon implemented in a 3D-integrated coaxial circuit design [34, 35]. For the hardware details, please refer to the supplementary materials and the previous study [36].

In this study, we choose a maximum sequence length of 512 germs, and we sample each sequence 500 times. The fiducials chosen for this experiment can be found in the supplementary materials. We show that while previous physical proposals for tomography use an over-complete basis with 9 measurement values [37, 38], our proposal requires only 4 measurement values [39]. The collected data is processed by the PyGSTi software with our model. Overall, the Static VZ model finishes in 56.2% of the time it takes the fully parameterized model to complete [40]. We expect a further increased speedup with our method as system sizes increase, because the number of parameters increases at a much slower rate with respect to the size of the system compared to the traditional GST approach.

The SPAM error is characterized by the reconstructed initial state density matrix and the measurement operators. We found the initial state infidelity $1 - F_{\tilde{M}} = 0.1137(26)$ and $0.0962(36)$ for the Full model and the Static VZ model, respectively. The average measurement infidelity is $1 - F_{\tilde{M}} = 0.0348(9)$ and $0.0307(12)$ for the Full model and the Static VZ model. For the reconstructed operators, please see the supplementary materials for more details.

We compare the infidelity metric between the fully parameterized GST model, the static VZ GST model, and the RB results (see Figure 3 and Table I). We show that the GST results for both models obtain a comparable result to the RB results for the gates of interest. However, due to the hardware limitation of the number of gates we could implement in the RB experiment, the error bar we could obtain for the $H$ gate with RB is quite large, and we could not draw a conclusion (see the supplementary materials for more details).

The advantage of GST over RB is that it provides a detailed characterization of the nature of errors. We use error generators [41] to examine the error details. For an ideal target map $G_i$ and a physically reconstructed...
map $G_i$, the post-gate error generator $L_i$ is defined as $G_i = e^{\theta_i}G_i$. The error generator $L$ can be decomposed into $L = LH + LS + LA + LC$, which includes coherent ($L_H$), stochastic ($L_S$, $L_C$), and active ($L_A$) projected error generators. This decomposition allows us to quantify the amount of error using the Jamiolkowski probability $\theta = \sum_P s_P$ and the Jamiolkowski amplitude $\epsilon = \sum_P \sqrt{s_P}$ [42], where $s_P$ and $h_P$ are the coefficients when projecting $L_H$ and $L_S$ into basis $P$ (see the supplementary materials). These metrics contribute to the generator infidelity $\hat{\epsilon} = \epsilon + \theta^2$ and are used to quantify the contribution of the coherent and incoherent errors [3, 41]. We observe that assuming a perfect virtual $Z$ gate leads to increased incoherent errors on the $X_{12}(\pi/2)$ gate. The coherent error amounts are comparable for both models (see Figure 4). We further studied the details of coherent errors by analyzing the terms of the coherent error generators, as illustrated in Figure 5. Both models reported a similar distribution of coherent error generators, particularly in identifying the major contributors to coherent errors. While a detailed analysis of the origins of these errors is outside the scope of this study, our findings confirm that both models lead to the same conclusions regarding coherent errors. This supports the notion that our simplified model does not affect the characterization of coherent errors.

In conclusion, we propose a simplified parameterization model for qudit GST that utilizes virtual $Z$ gates, which are assumed to be perfect. Our model selects fiducials from the qudit Clifford group, allowing them to be parameterized only with the qudit Hadamard gate. This configuration simplifies the GST model and reduces the cost of applying GST on qudit processors. We conducted experimental demonstrations of our proposed GST model and a fully parameterized GST model using a superconducting transmon qutrit dataset. Our proposed method completes processing this dataset in about half of the time required by the fully parameterized model. Our findings demonstrate that the GST results from both models provide estimates of the average infidelity of the gates of interest that are close to those obtained from RB, as indicated by the 95% confidence level. Additionally, we analyzed the Jamiolkowski amplitude and Jamiolkowski probability and found that by assuming ideal virtual $Z$ gates, the contribution of incoherent errors may increase. Both GST models report similar results for coherent errors, effectively capturing the major contributing terms of the coherent error generator. We conclude that our model is a reliable approach for capturing the essential errors and serves as an efficient method for qudit GST.
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Hardware details

A transmon is a multilevel quantum Duffing oscillator consisting of a Josephson junction and a shunting capacitance [44]. The basic device parameters are given in the Table II. We utilize the first three transmon energy levels as our qutrit, labelling them as $|n\rangle$, where $n = 0, 1, 2$. We employ as physical gates the same ones that would be used for single qubit gates on the $|0\rangle$ and $|1\rangle$ subspaces, which correspond to driving transitions between adjacent energy levels. The qutrit virtual Z gate is included to complete a universal gate set; it is an extension of the qubit virtual Z gate [45] implemented by shifting the phase of the subsequent pulses.

The tomography method requires implementing qutrit Clifford gates, which can be synthesized by qutrit Hadamard gate $H$ and virtual Z gates. $H$ is implemented with the following sequence of gates [16]:

$$H = H_{12}Z_1(\pi)Z_2(\pi)Y_{01}(\theta_m)H_{12},$$

where $\theta_m = 2\arccos(1/\sqrt{3})$ is the magic angle [46], and $Y_{01}(\theta_m)$ is implemented with a single pulse modulating the amplitude. The virtual gates $Z_1(\theta)$ and $Z_2(\theta)$ add phases on the $|1\rangle$ and $|2\rangle$ states, respectively. $H_{12}$ is the Hadamard gate in the $|1\rangle, |2\rangle$ subspace, which is synthesised by $H_{12} = Y_{12}(\pi/2)Z_2(\pi)$, where $Y_{12}(\theta)$ is the Pauli $Y$ rotation with rotation angle $\theta$ applied to the $|i\rangle, |j\rangle$ subspace.
The superoperator formalism represents a density matrix $\rho$ as a vector (superket) $|\rho\rangle = \sum_m |m\rangle \langle m|\rho\rangle$ in a Hilbert-Schmidt space with dimension $d^2$, where $|m\rangle$ is the unit vector along each basis and $d$ is the dimension of the quantum system. The inner product in the Hilbert-Schmidt space is defined as $\langle\langle H | \rho \rangle \rangle = \sum_{m,n} |m\rangle \langle n| \rho_m^n$, where $\rho_m^n$ is the dimension of the $\subspace$ and $d$ is the dimension of the quantum system. The inner product in the Hilbert-Schmidt space is defined as $\langle\langle H | \rho \rangle \rangle = \sum_{m,n} |m\rangle \langle n| \rho_m^n$.

In this representation, quantum operations can be represented as Pauli transfer matrix (PTM) $R_{\Lambda} = \sum_{m,n} |m\rangle \langle n| \rho_m^n$ with dimension $d^2 \times d^2$. The $ij$ element of the PTM can be calculated from,

$$ (R_{\Lambda})_{ij} = \frac{1}{d} Tr \{ P_i \Lambda (P_j) \}. $$

The $(R_{\Lambda})_{ij}$ denote the expectation value when the state is prepared in the $P_j$ basis, and measured in the $P_i$ basis after applying the quantum process. The PTM conveniently acts on the state like

$$ R_{\Lambda} |\rho\rangle = |\Lambda(\rho)\rangle, $$

where $\Lambda$ denotes the quantum channel $\Lambda(\rho) = \sum_{i=1}^{N} K_i |\rho\rangle K_i^{\dagger}$ and $K_i$ are Kraus operators. Furthermore, two quantum operations on a quantum map can just be seen as applying one PTM to the state after the other

$$ R_{\Lambda_1, \Lambda_2} |\rho\rangle = R_{\Lambda_1} R_{\Lambda_2} |\rho\rangle = |\Lambda_2(\Lambda_1(\rho))\rangle. $$

The above discussion is valid for a system with arbitrary dimensions, and any basis $|m\rangle$ can be used in the Hilbert-Schmidt space. However it is useful to define a basis that is orthonormal, hermitian, and traceless for all members in the basis apart from the identity. For the 3-level system demonstrated in this letter, we chose the Gell-Mann matrices and the qutrit identity as the basis operators, which naturally generalise the qubit Pauli basis and are orthonormal, hermitian, and traceless:

| Subspace | Parameter          | Value  |
|----------|--------------------|--------|
| $|0\rangle, |1\rangle$ | Resonator frequency | $f_{Res}$ (MHz) | 8783 |
| $|0\rangle, |1\rangle$ | Transition frequency | $f_{01}$ (MHz) | 4134.33 |
| $|0\rangle, |1\rangle$ | Relaxation time | $T_{1}^{(01)}$ (us) | 221 ± 30 |
| $|0\rangle, |1\rangle$ | Hahn decoherence time | $T_{2}^{(01)}$ Echo (us) | 126 ± 15 |
| $|0\rangle, |1\rangle$ | Ramsey decoherence time | $T_{2}^{(01)}$ Ramsey (us) | 96 ± 10 |
| $|1\rangle, |2\rangle$ | Transition frequency | $f_{12}$ (MHz) | 3937.66 |
| $|1\rangle, |2\rangle$ | Relaxation time | $T_{1}^{(12)}$ (us) | 119 ± 20 |
| $|1\rangle, |2\rangle$ | Hahn decoherence time | $T_{2}^{(12)}$ Echo (us) | 76 ± 27 |
| $|1\rangle, |2\rangle$ | Ramsey decoherence time | $T_{2}^{(12)}$ Ramsey (us) | 52 ± 4 |

**TABLE II: Summary of device parameters**

The above characterization result of the device is shown in Table II. The physical single qutrit gate is implemented with 30 nanoseconds microwave pulses with DRAG correction [47] and Blackman window. The control pulses RF signal is created by mixing with a IF signal generated by a 2 Gsps DAC and a fixed LO signal. To cover the transition frequency of $|0\rangle, |1\rangle$ and $|1\rangle, |2\rangle$, the LO frequency is chosen to be 3.904 GHz, which causes the IF frequency of $|0\rangle, |1\rangle$ transition to be 230 MHz. 230 MHz is at the very edge of our DAC’s operatable frequency range. We suggest that this can be the cause of the finding that the gates in the $|0\rangle, |1\rangle$ subspace have lower fidelities than those in the $|1\rangle, |2\rangle$ subspace.
For elementary generators, into our probability proposed in \([3, 41]\). Jamiolkowski probability is a metric to quantify the incoherent error. It is defined by the amount of coherent error and non-coherent error, we use the metric of Jamiolkowski amplitude and Jamiolkowski to be Pauli matrices for qubits, and in this work we use Gellman matrices as discussed above. To further quantify error generator and \(A\) by \(\epsilon\).

Looking at the Choi-Jamiolkowski state \([48–50]\) of the error generator \(\rho\) is the Hamiltonian projected error generator, \(S_P\) and \(C_{P,Q}\) is the Pauli and Pauli-correlated projected stochastic error generator and \(A_{P,Q}\) is the active projected error generator. \(P\) and \(Q\) are distinct bases, which are usually chosen to be Pauli matrices for qubits, and in this work we use Gellman matrices as discussed above. To further quantify the amount of coherent error and non-coherent error, we use the metric of Jamiolkowski amplitude and Jamiolkowski probability proposed in \([3, 41]\). Jamiolkowski probability is a metric to quantify the incoherent error. It is defined by \([41]\)

\[
\epsilon_J(L) = -\text{Tr}(\rho_J(L) |\psi\rangle \langle \psi|)
\]

where \(|\psi\rangle\) represents a fully entangled state.

Looking at the Choi-Jamiolkowski state \([48–50]\) of the error generator \(\rho_{C,J}(L)\) is beneficial. Since the error generator is usually small, we can approximate \(\rho_{C,J}(L) \approx \rho_{C,J}(G) - \rho_{C,J}(\hat{G}_i)\). Now \(\rho_{C,J}(L)\) can be represented in a basis \(\{|\psi\rangle, |\psi_1\rangle, |\psi_2\rangle, \ldots, |\psi_p\rangle\}\) where \(|\psi\rangle\) is the maximum entanglement state, and \(|\psi_i\rangle\) are basis orthogonal to \(|\psi\rangle\). \(\epsilon_J\) represents the probability of the state "jumping" from the fully entangled state to other states. Here the "jump" means the spectrum (distribution of the eigenvalues) of the density matrix changes and introduces mixed states. Therefore, \(\epsilon_J\) is related to the incoherent part of the error generator. The Jamiolkowski amplitude is a metric for quantifying coherent error. It is defined by

\[
\theta_J(L) = |(1 - |\psi\rangle \langle \psi|)\rho_J(L) |\psi\rangle |
\]

\[
= \sqrt{\langle \Psi | \rho_{C,J}(L)^2 |\Psi\rangle - \langle \Psi | \rho_{C,J}(L) |\Psi\rangle^2}
\]
| Gate name | $I$ | $Z_1\left(\frac{\pi}{2}\right)$ | $Z_2\left(\frac{\pi}{2}\right)$ |
|-----------|-----|-------------------------------|-------------------------------|
| Average infidelity | 0.000365(97) | 0.000294(76) | 0.000274(70) |

**PTM**

| Gate name | $X_{01}\left(\frac{\pi}{2}\right)$ | $X_{12}\left(\frac{\pi}{2}\right)$ | $H$ |
|-----------|------------------------------------|------------------------------------|-----|
| Average infidelity | 0.002112(96) | 0.000099(7) | 0.00322(11) |

**Error Generator**

FIG. 6: Averaged gate infidelities, reconstructed process matrix and error generators of the gate set for full parametrization. The result is generated by pyGSTi maximum likelihood estimation.
FIG. 7: Averaged gate infidelities, reconstructed process matrix and error generators of the gate set for static VZ parametrization. The result is generated by pyGSTi maximum likelihood estimation.
FIG. 8: Characterization of the SPAM errors: (a) estimated initial state density matrix with the full parametrization model; (b) to (d) Estimated measurement operator $\tilde{E}_i$ with the full parametrization model for state set to $|0\rangle$, $|1\rangle$, and $|2\rangle$, respectively. (e) estimated initial state density matrix with the model fixes virtual Z gates; (f) to (h) Estimated measurement operator $\tilde{E}_i$ with the model fixes virtual Z gates for state set to $|0\rangle$, $|1\rangle$, and $|2\rangle$, respectively. The number in brackets indicates 95% confidence level.

From $\rho_{CJ}(L)$ representation, $\mathcal{E}_J$ represents the probability of the state ”rotating” from the fully entangled state to other states. Here ”rotates” means the spectrum of the density matrix remains the same. Therefore, it is related to the coherent part of the error generator.

Selected Germs and Fiducials for GST implementation

Qutrit randomized benchmarking

We implement qutrit Clifford RB [14–16] to characterize the average gate fidelity and compare it with the GST result. RB fits the success probability $P(|0\rangle)$ with the form $Ap^m + B$, where $A$, $B$, and $p$ are fitting parameters, and $m$ is the number of Clifford gates. The average error per Clifford is given by $r = (1-p)(d-1)/d$, where $d = 2$ for qubits and $d = 3$ for qutrits. The average error per physical gate for qubit-like RB is $(1-r^{1/N_g})(d-1)/d$, where $N_g = 1.825$ is the average number of physical gates required to implement a Clifford gate in this experiment.

The qutrit Clifford gates are synthesized with only the qutrit Hadamard gate $H$ and the virtual $Z$ gates. We implement single-qubit Clifford group RB on two-level subspaces $\{|0\rangle, |1\rangle\}$ and $\{|1\rangle, |2\rangle\}$. Then, we implement both standard qutrit Clifford RB and interleaved qutrit RB on the qutrit Hadamard gate [16, 51]. The qutrit Hadamard gate fidelity can be estimated by $r_H = (1-p_i/p)(d-1)/d$, where $p_i$ is the exponential fitting parameter from the interleaved qutrit RB, and $p$ is the parameter from standard qutrit RB.

We report the results from randomized benchmarking in Table V. We find the average gate infidelity obtained from RB to be in reasonable agreement with our GST results; see Figure 3. GST reports a lower fidelity for the $\{|0\rangle, |1\rangle\}$ subspace than for the $\{|1\rangle, |2\rangle\}$ subspace. This is likely due to the choice of local oscillator frequency being closer to...
Algorithm 1: Find Complete Measurement Basis for a Qudit

Input: \(d\) (Dimension of the qudit)  
Output: cliffordList (List of Clifford gates)

1. Initialize;
2. basisList ← [];
3. cliffordList ← [];
4. defaultBases ← defaultMeasurementBases();
5. foreach basis ∈ defaultBases do
   6. Append(basis, basisList);
7. end
8. Append(identityGate(), cliffordList);
9. while len(basisList) < \(d^2\) do
   10. foreach clifford ∈ generateCliffordGates(d) do
      11. newBases ← applyCliffordGate(defaultBases, clifford);
      12. potentialAdditions ← list of bases from newBases that are orthogonal to all in basisList;
      13. if len(potentialAdditions) == \(d\) or len(potentialAdditions) + len(basisList) >= \(d^2\) then
         14. Extend(basisList, potentialAdditions);
         15. Append(clifford, cliffordList);
         16. break;
      end
   17. end
18. end
19. return cliffordList;

Algorithm 2: Find Complete Initial State Basis for a Qudit

Input: \(d\) (Dimension of the qudit)  
Output: cliffordList (List of Clifford gates)

1. Initialize;
2. cliffordList ← [];
3. targetBasisList ← initializeStandardBasis();
4. initialState ← \(|0⟩\);
5. while len(targetBasisList) < \(d^2\) do
   6. foreach clifford ∈ generateCliffordGates(d) do
      7. resultState ← applyCliffordGate(initialState, clifford);
      8. if isOrthogonal(newBasis, basisList) then
         9. Append(resultState, targetBasisList);
         10. Append(clifford, cliffordList);
         11. break;
      end
   12. end
13. end
14. return cliffordList;

the transition frequency between \{\(|1⟩, |2⟩\}\).
TABLE III: Fiducials for qutrit gate set tomography.

| Index | Operation | Fidelity of the qutrit Hadamard gate in this study. | 95% confidence interval. |
|-------|-----------|----------------------------------------------------|--------------------------|
| 1     | $I$       | $H.H.H.Z_2(\frac{2\pi}{3}).H$                      | $66(22)$                 |
| 2     | $I$       | $H.H.H.Z_1(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).H$ | $63(19)$                 |
| 3     | $I$       | $H.H.H.Z_1(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).H$  | $3(23)$                  |
| 4     | $I$       | $H.H.H.Z_1(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).H$ | $93(8)$                  |
| 5     | $I$       | $H.H.H.Z_1(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).H$ | $32(14)$                 |
| 6     | $I$       | $H.H.H.Z_1(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).H$ | $41(26)$                 |
| 7     | $I$       | $H.H.H.Z_1(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).H$ | $70(22)$                 |
| 8     | $I$       | $H.H.H.Z_1(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).H$ | $10(40)$                 |
| 9     | $I$       | $H.H.H.Z_1(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).Z_2(\frac{2\pi}{3}).H$ | $13(23)$                 |

TABLE IV: The gate set and the set of germs chosen for gate set tomography of this experiment.

| Gate set, $G$ | Preparation Fiducials | Measurement Fiducials |
|---------------|------------------------|------------------------|
| $X_{12}(\frac{\pi}{3})$ | $H$ | $Z_{1}(\frac{2\pi}{3})$ | $X_{01}(\frac{\pi}{3})$ | $Z_{2}(\frac{2\pi}{3})$ |
| $H$ | $Z_{1}(\frac{2\pi}{3})$ | $X_{01}(\frac{\pi}{3})$ | $Z_{2}(\frac{2\pi}{3})$ |
| $Z_{1}(\frac{2\pi}{3})$ | $H$ | $Z_{1}(\frac{2\pi}{3})$ | $Z_{2}(\frac{2\pi}{3})$ |
| $Z_{2}(\frac{2\pi}{3})$ | $H$ | $Z_{1}(\frac{2\pi}{3})$ | $Z_{2}(\frac{2\pi}{3})$ |

FIG. 9: Experimental schemes for qutrit randomized benchmarking include standard RB and interleaved RB. In standard RB, qutrit Clifford gates are selected randomly to form a sequence. An inverse of this sequence is applied at the end to render the overall sequence as the identity. The interleaved RB experiment is utilized to extract the fidelity of the qutrit Hadamard gate in this study. It inserts the Hadamard gate after each Clifford gate in the sequence.

| Parameter                                           | Value $\times 10^3$ |
|-----------------------------------------------------|---------------------|
| $\{0\}$, $\{1\}$ Clifford gate infidelity           | 3.10(40)            |
| $\{0\}$, $\{1\}$ physical gate infidelity           | 1.70(22)            |
| $\{1\}$, $\{2\}$ Clifford gate infidelity           | 2.41(26)            |
| $\{1\}$, $\{2\}$ physical gate infidelity           | 1.32(14)            |
| Average Qutrit Clifford infidelity                   | 5.93(8)             |
| Hadamard gate infidelity                             | 6.3(23)             |
| $\{0\}$, $\{1\}$ leakage per qubit-like Clifford gate| 0.63(19)            |
| $\{1\}$, $\{2\}$ leakage per qubit-like Clifford gate| 0.16(11)            |
| Leakage per qutrit Clifford gate                     | 0.669(22)           |

TABLE V: Infidelity obtained from RB experiments. The number in brackets in this table indicates 95% confidence interval.
FIG. 10: Randomized benchmarking (RB) results. Here, a 4-level single-shot measurement is used to distinguish four states. The measured population in the $|3\rangle$ state is used to characterize the leakage. The error bar for the $p$ parameter indicates one standard deviation of uncertainty. (a) Standard RB on the qutrit Clifford gate set. (b) Interleaved RB on the qutrit Hadamard gate. (c) Qubit-like RB for the $\{|0\rangle, |1\rangle\}$ subspace. (d) Qubit-like RB for the $\{|1\rangle, |2\rangle\}$ subspace. The qutrit population in $|1\rangle$ is swapped with $|0\rangle$ at the end of each sequence. $|0\rangle_N$ is the renormalized population of $|0\rangle$, where the population of the $|1\rangle$ and $|3\rangle$ states is excluded.