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Abstract

The use of unsupervised data in addition to supervised data has lead to a significant improvement when training discriminative neural networks. However, the best results were achieved with a training process that is divided in two parts: first an unsupervised pre-training step is done for initializing the weights of the network and after these weights are refined with the use of supervised data. Recently, a new neural network topology called Ladder Network, where the key idea is based in some properties of hierarchichal latent variable models, has been proposed as a technique to train a neural network using supervised and unsupervised data at the same time with what is called semi-supervised learning. This technique has reached state of the art classification. On the other hand adversarial noise has improved the results of classical supervised learning. In this work we add adversarial noise to the ladder network and get state of the art classification, with several important conclusions on how adversarial noise can help in addition with new possible lines of investigation. We also propose an alternative to add adversarial noise to unsupervised data.

1 Introduction

Learning unconditional distributions $p(x)$ using unsupervised data can be useful for learning a neural network that models a conditional distribution $p(t|x)$ where $t$ represents the target of the task. Learning such distributions can be
used to initialize the weights of the networks, using the supervised data to refine
the parameters and adjust them to the task at hand. This pre-trained neural
network has already learnt important features to represent the underlying dis-
tribution of the data $x$.

Classical approaches for learning $p(x)$ and use them for then learning $p(t|x)$ are
under two subsets. Deep belief networks [Hinton and Salakhutdinov, 2006] are
based on training pairs of Restricted Boltzmann Machines (RBM), which are
a kind of probabilistic energy-based model (EBM) [Lecun et al., 2006] [Lecun
et al., 2005], and then perform a finne-tunning of the parameters. Deep boltz-
mann machines [Salakhutdinov and Hinton, 2009] are EBM with more than one
hidden layer to create a deep topology to after perform a fine tuning. On the
other hand autoencoders [Hinton, 1990] are neural networks where the output
target is the input. The autoencoder is divided in two parts: encoder and de-
coder. The encoder takes the input $x$ and start reducing the dimensionality
where each hidden layer $h$ of the neural network represents a dimension. The
decoder has the same topology of the encoder but starts from the last layer of
the encoder (is shared between both parts) and perform operations to have an
output $\bar{x}$ which should be as closed as possible to the input. The autoencoder
is trained to achieve this property by minimizing the sum of squared error be-
tween the input and the reconstruction. We then take the pretrained encoder
and perform a finne-tunning of the parameters using supervised data.

\section{Semi Supervised Learning and Ladder Networks}

Semi supervised learning implies learning $p(x)$ and $p(t|x)$ at the same time. This
means using supervised and unsupervised data in the same learning procedure.
The key idea of semi supervised learning is that unsupervised learning should
find new features that correlates well with the already found features suitable
for the task. This suitability is driven by the supervised learning procedure.

Mixing this learning schemes can end up stalling the learning procedure for the
fact that the targets of the learning schemes are different. On one side unsup-
ervised learning tries to encode all the necessary information for reconstructing
the input. On the other supervised learning is more focused on finding abstract
and invariant features (at different levels of invariability) for discriminate the
different inputs. Unsupervised features such as relative position or size in a face
description maybe not necessary for a discriminative task and discriminative
features tipicaly do not have information about data structure so are unseful to
represent $x$.

To perform semi supervised learning the key idea is that unsupervised learning
should be able of discard information necessary for the reconstruction, and encode this information in other layer. For example suppose supervised learning finds useful to have a characteristic in a layer $h_l$ where $l$ represent a particular layer. At this level unsupervised learning needs some kind of representation to keep the reconstruction error low and this information is useless for supervised learning performance. If unsupervised learning could be able of representing this information in another level $l'$ we could still keep the reconstruction error low and supervised learning could have the information needed at this level.

### 2.1 Latent Variable Models

Latent variable models are models for learning unconditional probability distributions with the particularity that given a latent variable we can reconstruct the observed variable by means of a likelihood probability distribution. This means the procedure not only depends on $h$ but also on a random procedure so in someway the model adds their own bits of information for the reconstruction. More formally for a discrete distribution:

$$p(x) = \sum_{\forall h} p(x|h) \cdot p(h)$$

where $p(x|h)$ can be modelled like:

$$x = f_\theta(h) + n_{\theta_n}$$

that is the mean of the likelihood distribution is given by the projection of $h$ to the observed space and the deviation is given by some noise process. We can learn the parameters using EM [Dempster et al.][1977]. The main bottleneck of EM in some latent variable models (like RBM) is that implies computing the posterior probability $p(h|x)$ of the latent variable, which is sometimes mathematically intractable.

The structure of this models fits well with the semi supervised learning paradigm because it allows discarding information for the fact that this information can be somehow added to the reconstruction. However a one hidden layer latent variable model is unable of discard information because it needs to represent all the necessary information to represent $p(x)$ in the hidden layer. The solution is to use hierarchical latent variable models where the information can be somehow distributed between the different variables and each variable is able of adding their own bits of information.

The two key ideas of this models are that modelling the observed variable as a probability distribution implies that a hidden variable can somehow add information (so we can discard information that is then added) and that making a hierarchy allows information discarding.
2.2 Ladder Networks

Ladder Network [Valpola, 2015] is a neural network topology that implements the key idea of latent variable models that make suitable mixing supervised and unsupervised learning at the same time. The topology of the network is given by figure 1:

![Ladder Network Topology](image)

where we can see is a kind of autoencoder with lateral connections between the encoder and the decoder, at each level of the network. The decoder reconstructs a variable in level $h_l$ using the above reconstructed variable $h_{l+1}$ and the corrupted variable at the same level $\tilde{h}_l$ using a denoising function $g(\cdot, \cdot)$. This topology allows information discarding at any level, as long as it is needed. The reconstruction not only depends on the level above (and so depends on all the preceding levels) but also on the encoder part. This means their can be extra added information to the reconstruction (as the latent variable models did) and we can loose information at any level that is encoded in other levels. Note that with this topology any lower level can be influence by any signal in any higher level no matter if it is from the encoder or decoder path. This means that the features the neural network learns are somehow distributed through the network as long as the supervised learning refines which kind of feature need at any level.

The minimized cost is given by the expression:

$$ C = C_s + C_u $$

where subindex represent supervised and unsupervised. The supervised cost is the cross entropy, that is (for only one sample $X$):

$$ C_s = - \frac{1}{K} \sum_{k=1}^{K} \log P(\hat{Y}_k = \hat{Y}_k | \tilde{X}) $$

where $K$ is the number of samples.
where $K$ is the layer dimension and $\hat{Y}$ is the target. We use the corrupted output as the target to regularize. The unsupervised cost is the weighted sum of a reconstruction measure at each level:

$$C_u = \omega_0 \cdot (||x - \bar{x}||_2)^2 + \sum_{l=1}^{L} \omega_d \cdot (||\hat{z}_l - \bar{z}_l||_2)^2$$

(5)

This unsupervised cost allows deep architectures because each parameter of the topology can be well trained and is difficult to find the gradient vanishing problem.

### 2.2.1 Denoising Principle

We should pay special attention to the added noise in the encoder. This noise serves for two purposes. The first one is implementing the denoising principle of the denoising autoencoder [Vincent et al., 2008][Vincent et al., 2010] which serves as a good regularizer.

Noise is also added to force the $g(\cdot, \cdot)$ function to use the information in the above layer to reconstruct the signal because the signal which minimizes the cost at a level $l$ is just $h_l$. This avoid the reconstruction function just copy the encoded signal to the decoder. One more special thing to remark is that the ladder network uses batch normalization for two purposes. First is avoid internal covariate shift [Ioffe and Szegedy, 2015] and the other is because we have to avoid the encoder just output constant values, as these are the easiest ones to denoise [Rasmus et al., 2015].

### 3 Adversarial Noise

Suppose we take a training data $X$ from our distribution. $X$ is an 8-bit normalized image which means there is a precision error of $\frac{1}{255}$. Now we convert this image to floating point and add a perturbation $\tau < \frac{1}{255}$. If we then convert this new corrupted sample $\tilde{X} = X + \tau$ to an 8-bit image it is clear that $X = \tilde{X}$ because the perturbation lies in the same quantification interval. Our model should correctly classify this sample. [Szegedy et al., 2014] discover that neural networks are not robust to adversarial examples, that is, examples nearly similar but that highly increase the misclassification error.

The first thing we did is see if the ladder network was robust to adversarial examples. For that reason we trained one model which had a 0.51% error on the test set. We then corrupt the test set with adversarial noise and with random noise ensuring the power from both noises was the same.

Adversarial examples where computed, following [Goodfellow et al., 2014], like:
\[
\tilde{X}_a = X + \tau \cdot \text{sign}\left\{ \frac{\partial C_s}{\partial x} \bigg|_x \right\}
\]

(6)

where \( \tau \) ensures the perturbation is under the quantification error. Note that the energy of the adversarial noise is \( \tau \cdot K \) where \( K \) is the input dimension and we can corrupt a sample using random gaussian noise like:

\[
\tilde{X}_r = X + \tau \cdot \text{sign}\{q\}
\]

(7)

where \( q \) is a samples of dimensionality \( K \) drawn from a zero mean gaussian distribution \( \mathcal{N}(0, I) \). The power of these noises is the same and is \( K \). The next figure shows a sample of the MNIST test set corrupted with both types of noise. As we see we cannot say which sample will suppose a higher missclassification error. But we can see the differences in the test error. We conclude the ladder network is not robust to adversarial examples.

(a) \( \tilde{X}_a \). Error percentage 6.87%

(b) \( \tilde{X}_r \). Error percentage 0.61%

3.1 Unsupervised Data

It is clear that the adversarial noise is focus on measuring how robust a discriminative network is. This is the reason for computing adversarial examples using the derivative of the supervised cost. Adversarial noise is then applied to purely supervised learning.

However we can easily add adversarial noise to unsupervised data taking the argmax\{\cdot\} of the softmax output and use it as the true tag for that sample. It is clear that in the first steps of the optimization process that tag would be far from the true tag and that means the adversarial noise will not push towards a the direction in which the cost is increase. This means adversarial noise will in someway resemble gaussian noise so there is no problem in adding it, because we are also adding gaussian noise. But as long as the network is well trained the adversarial noise will push the samples towards the decision bound. We can see this in figure 2.
Figure 2: This figure represents two supervised data sets (dark red and dark blue) drawn from two 2D gaussian distributions and the decision bound. We have applied adversarial noise to both data set computing the light red and light blue datasets. As we can see both data sets are pushed towards the decision error and thus towards each other.

In this case we present a supervised data set to motivate our idea for unsupervised data. As we see samples correctly classified are pushed towards the decision threshold. We train adding unsupervised noise to force the network learn to denoise samples in sensible directions. This means extracting features to represent $p(x)$ bounding in someway how we want our network to represent that distribution, because we want to find features useful for supervised data.

On the other hand, bad classified samples are also pushed towards the decision threshold, and that means they are pushed towards the data set they belong to. This is an effect possibly present when adding gaussian noise.

4 Experiments

We perform preliminar experiments over MNIST. For this dataset we evaluated a fully connected network with 100, 1000 and all the labels and a convolutional network with 100 labelled data. Details on these networks topologies can be found in [Rasmus et al., 2015].

We add noise to the supervised data following the next expression:
\[
\tilde{X} = X + \tau_a \cdot \text{sign}\left( \frac{\partial C_s}{\partial x} \bigg|_X \right)
\]  
(8)

We add noise to the unsupervised data following:

\[
\tilde{X} = X + \tau_b \cdot \frac{\partial C_s}{\partial x} \bigg|_X : \left\| \frac{\partial C_s}{\partial x} \bigg|_X \right\| = 1
\]  
(9)

where \( \tau_a \) and \( \tau_b \) are hyperparameters searched for each task. For the unsupervised data we did not check to evaluate the sign function over the derivative because we think that the phase information of the derivative vector is important in learning \( p(x) \). In the unsupervised case we restrict the norm vector to one to control the power of the noise. We could make the norm of the noise equal to the one computed with the sign function by setting \( \tau_b = \sqrt{K} \) where \( K \) is the dimensionality of the input image. For the supervised data we tried both ways of computing the adversarial noise. Remark that these decisions were made over the Fully Connected Full Labelled MNIST task and evaluated in the other tasks.

In the next tables we show the results. We have also perform a experiment on the MNIST 100 label convolutional to show that adding adversarial noise to the unsupervised data is useful. The results are an average over 10 different runs.

| # of labels | FC MNIST | Convolutional MNIST |
|-------------|----------|---------------------|
| 100         | DBM, Dropout [Srivastava et al., 2014] | EmbedCNN [Weston et al., 2012] |
|             | Adversarial [Goodfellow et al., 2014] | SWWAE [Zhao et al., 2015] |
| 1000        | T-model (Ladder with only top-level cost) [Rasmus et al., 2015] | Baseline: Conv-Small, supervised only [Rasmus et al., 2015] |
|             | Ladder, only bottom-level cost [Rasmus et al., 2015] | Conv-FC [Rasmus et al., 2015] |
|             | Ladder full [Rasmus et al., 2015] | Conv-Small, T-model [Rasmus et al., 2015] |
|             | Adversarial Ladder full | Adversarial (only supervised) Ladder T-model |
| All labels  | Ladder, only bottom-level cost [Rasmus et al., 2015] | Adversarial Ladder T-model |

Table 1: Results for fully connected MNIST task. In boldface are state of the art results.

| # of labels | Convolutional MNIST |
|-------------|---------------------|
| 100         | EmbedCNN [Weston et al., 2012] |
|             | SWWAE [Zhao et al., 2015] |
|             | Baseline: Conv-Small, supervised only [Rasmus et al., 2015] |
|             | Conv-FC [Rasmus et al., 2015] |
|             | Conv-Small, T-model [Rasmus et al., 2015] |
|             | Adversarial (only supervised) Ladder T-model |
|             | Adversarial Ladder T-model |

Table 2: Results for Convolutional MNIST task. In boldface is state of the art result.
5 Conclusions and Future Work

We see how we can improve the results of the ladder network by adding adversarial noise. Future work will be focus on four different lines. First one, removing the gaussian noise but adding adversarial noise computed for the unsupervised samples as we exposed. Second, adding supervised adversarial noise to each layer in the topology. Third, extending the validation with a wider experimentation with other tasks. Finally, depending on the results, mix the different explored approaches.
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