VC-density and abstract cell decomposition for edge relation in graphs of bounded twin-width

Wojciech Przybyszewski
University of Warsaw, Warsaw, Poland

Abstract
We study set systems formed by neighborhoods in graphs of bounded twin-width. In particular, we prove that such classes of graphs admit linear neighborhood complexity, in analogy to previous results concerning classes with bounded expansion and classes of bounded clique-width. Additionally, we show how, for a given graph from a class of graphs of bounded twin-width, to efficiently encode the neighborhood of a vertex in a given set of vertices $A$ of the graph. For the encoding we use only a constant number of vertices from $A$. The obtained encoding can be decoded using FO formulas. This proves that the edge relation in graphs of bounded twin-width, seen as first-order structures, admits a definable distal cell decomposition. From this fact we derive that we can apply to such classes combinatorial tools based on the Distal cutting lemma and the Distal regularity lemma.
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1 Introduction

Twin-width is a graph width parameter recently introduced by Bonnet et al. in [6] with remarkable properties. In particular, it generalizes some of the previously examined graph classes (e.g. planar graphs, graphs excluding a fixed minor, graphs of bounded clique-width), while admitting good structural (e.g. being closed under FO-transductions), algorithmical (e.g. FO model checking can be done in linear time on graphs of bounded twin-width given a contraction sequence) and combinatorial (e.g. $\chi$-boundedness [4]) properties.

Our focus is on the combinatorial and logical complexity of set systems defined by neighborhoods in graphs of bounded twin-width. This continues a line of research studying other graph classes in this context. Namely, graphs of bounded clique-width admit linear neighborhood complexity, as it was proven in [20]. That means that for every graph $G$ of clique-width at most $c$ and any non-empty subset $A$ of its vertices there are at most $n_c|A|$ different neighborhoods of vertices of $G$ in $A$ (where the constant $n_c$ depends only on $c$). The same is also true for planar graphs and graphs excluding a fixed minor. More generally, the same holds for classes with bounded expansion [21], although they are not generalized by graphs of bounded twin-width. Our first main result states that graphs of bounded twin-width also admit linear neighborhood complexity.

Theorem 3.1. For every integer $t$, there is some $n_t$ such that for every graph $G$ of twin-width at most $t$ and every non-empty $A \subseteq V(G)$ we have $|N_G(A)| \leq n_t|A|$.
Our proof relies on properties of matrices of graphs of bounded twin-width shown in [6], as well as the celebrated Stanley-Wilf conjecture/Marcus-Tardos theorem [16]. We remark that Theorem 3.1 was proven independently by Bonnet et al. in [5].

The most well-known measure of complexity of set systems is VC-dimension, introduced in [27]. It is applied in a wide range of fields, including statistical learning theory and computational geometry. VC-density is a refinement of VC-dimension. Whereas a set system has bounded VC-dimension if and only if it has bounded VC-density, in general, VC-density is at most as large as the VC-dimension, and it turns out that the VC-density, not the VC-dimension, is the decisive measure for the combinatorial complexity of a family of sets [1]. For example, the VC-density of $\mathcal{S}$ governs the size of packings in $\mathcal{S}$ with respect to the Hamming metric [12] and is intimately related to the notions of entropic dimension [2] and discrepancy [18]. VC-density has also a number of applications in algorithmics, for example CONNECTED $k$-VERTEX COVER admits a kernel with $O(k^{1.5})$ vertices on classes of graphs with VC-density at most 1 [5]. Theorem 3.1 in particular implies that the VC-density of graphs of bounded twin-width is equal to 1.

In our second main result, we refine our analysis of set systems defined by neighborhoods in graphs of bounded twin-width, and turn our attention to their logical complexity. Namely, we investigate how to efficiently encode neighborhoods of vertices in graphs of bounded twin-width. The main result of our paper, in an informal formulation, states the following.

|$\blacktriangleleft$**Theorem (Informal version of Theorem 4.1).** For every integer $t$ there is a finite set $\Delta_t$ of first-order formulas such that for every ordered graph $(G, \preceq)$ of twin-width at most $t$ and for every $A \subseteq V(G)$ we can partition $V(G)$ into $O(|A|)$ parts such that vertices in every part have the same neighborhood in $A$ and every part is first-order definable using one of the formulas in $\Delta_t$ and parameters from $A$.

|$\blacktriangleleft$**Theorem (Cutting lemma).** For every set $L$ of $n$ lines in the real plane and every $1 < r < n$ there exists a $\frac{1}{r}$-cutting for $L$ of size $O(r^2)$. That is, there is a subdivision of the plane into generalized triangles (i.e. intersections of three half-planes) $\Delta_1, \ldots, \Delta_t$ so that the interior of each $\Delta_i$ is intersected by at most $\frac{n}{r}$ lines in $L$, and we have $t \leq Cr^2$ for a certain constant $C$ independent of $n$ and $r$.

This result provides a method to analyze intersection patterns in families of lines, and it has many generalizations to higher dimensional sets and/or to families of sets of more complicated shape than lines, for example families of algebraic or semialgebraic curves of bounded complexity [8]. Our version of cutting lemma for classes of graphs of bounded twin-width is as follows.
Theorem (Informal version of Theorem 5.4). For any \( t \) there is a constant \( C \) depending only on \( t \) such that following holds. For any graph \( G \) of twin-width at most \( t \), any \( A \subseteq V(G) \) of size \( n \) and any real \( 1 \leq r \leq n \) we can partition the vertices of \( V(G) \) into at most \( C t^{O(t)} \) sets \( X_1, \ldots, X_l \) such that the vertices in every \( X_i \) have almost the same neighborhood in \( A \). More precisely, there are at most \( \frac{n}{r} \) vertices \( a \in A \) for which there are \( u, v \in X_i \) with \((u, a) \in E(G) \) and \((v, a) \not\in E(G) \).

Let us remark that this theorem is obvious for \( r = 1 \) (we just take \( X_1 = V(G) \)) and the version for \( r = n \) follows from Theorem 3.1.

Another consequence of Theorem 4.1 is a strong version of the regularity lemma for graphs of bounded twin-width. The original Szemerédi’s regularity lemma is a fundamental result in graph combinatorics with many versions and applications in extremal combinatorics, number theory and computer science (see e.g. [25, 15]).

We prove a much stronger version of the regularity lemma for classes of graphs of bounded twin-width.

Theorem (Informal version of Theorem 5.4). For every \( t \) there exists \( C = C(t) \) such that: for every \( \varepsilon > 0 \) and for every graph \( G = (V, E) \) of twin-width at most \( t \), there is a partition \( V = V_1 \cup \ldots \cup V_k \) into non-empty sets, and a set \( \Sigma \subseteq [k] \times [k] \) with the following properties.

1. Polynomially bounded size of the partition: \( k = O(\varepsilon^{-\varepsilon}) \).
2. Few exceptions: \( |\bigcup_{(i,j) \in \Sigma} V_i \times V_j| \geq (1-\varepsilon)|V|^2 \).
3. \( \varepsilon \)-regularity: for all \( (i, j) \in \Sigma \) and all \( A \subseteq V_i, B \subseteq V_j \) with \( |A| \geq \varepsilon|V_i|, |B| \geq \varepsilon|V_j| \), one has
   \[
   |d(A, B) - d(V_i, V_j)| \leq \varepsilon,
   \]
   where \( d(X, Y) = \frac{|E(X,Y)|}{|X||Y|} \) and \( E(X, Y) \) is the set of edges with one endpoint in \( X \) and the other in \( Y \).

In general the bound on the size of the partition \( K \) is known to grow as an exponential tower of height \( \frac{t}{2} \). Recently several improved regularity lemmas were obtained in the context of definable sets in certain structures or in restricted families of structures (see e.g. [25, 15]).

We prove a much stronger version of the regularity lemma for classes of graphs of bounded twin-width.

2 Preliminaries

We denote by \([i]\) the set of integers \( \{1, \ldots, i\} \). If \( \mathcal{X} \) is a set of sets, we denote by \( \bigcup \mathcal{X} \) the union of them.
2.1 Graph definitions and notations

In this paper we investigate only undirected simple graphs, i.e. graphs with no multiple-edges nor self-loops. We denote by $V(G)$ the set of vertices of a given graph $G$ and by $E(G)$ the set of its edges.

For a graph $G = (V, E)$ and $A \subseteq V$ we denote by $G - A$ the graph $\{V \setminus A, \{(u, v) \in E : u, v \notin A\}\}$, i.e. the graph obtained from $G$ by removing all the vertices in $A$ and edges incident to them.

For $A \subseteq V(G)$ and $v \in V(G)$ we denote the neighborhood of $v$ in $A$ by $N^G_A(v)$, i.e. $N^G_A(v) = \{u \in A : (u, v) \in E(G)\}$. We omit a superscript $G$ whenever the graph is implicit from the context. We write $N(v)$ for $N_{V(G)}(v)$. Similarly, we denote the set of all neighborhoods in $A \subseteq V(G)$ by $N_G(A)$, i.e. $N_G(A) = \{N_A(u) : u \in V(G)\}$. We also write $\hat{N}_G(A)$ for the set of all non-empty neighborhoods in $A$, i.e. $\hat{N}_G(A) = N_G(A) \setminus \{\emptyset\}$.

For a graph $G = (V, E)$ and two subsets of its vertices $A, B \subseteq V$ we say that $A$ and $B$ are homogeneous, if either for every $v \in A$ and $u \in B$ we have $(v, u) \in E$ or for every $v \in A$ and $u \in B$ we have $(v, u) \notin E$. In particular, if $A \cap B = \emptyset$ then $A$ and $B$ can be homogeneous only if for every $v \in A$ and $u \in B$ we have $(v, u) \notin E$.

2.2 Matrix definitions and notations

For a matrix $M$ consisting of $m$ rows and $n$ columns (an $m \times n$ matrix) we denote by $M[i][j]$ its entry in the $i$'th row and $j$'th column (assuming that $1 \leq i \leq m$ and $1 \leq j \leq n$). A $p \times q$ submatrix $N$ of an $m \times n$ matrix $M$ (with $p \leq m$ and $q \leq n$) is any matrix formed by taking $p$ consecutive rows and $q$ consecutive columns of $M$. For an $m \times n$ matrix $M$ we denote by $M[i : j][k : l]$ (with $1 \leq i \leq j \leq m$ and $1 \leq k \leq l \leq n$) the submatrix of $M$ formed by rows from $i$ to $j$ (inclusive) and columns from $k$ to $l$ (inclusive).

An $m \times n$ matrix $M$ is vertical if every two rows of $M$ are equal, i.e. for any $1 \leq i, j \leq m$ we have $M[i][1 : n] = M[j][1 : n]$. Similarly, $M$ is horizontal if every two columns of $M$ are equal, i.e. for any $1 \leq i, j \leq n$ we have $M[1 : m][i] = M[1 : m][j]$. Observe that if a matrix is both vertical and horizontal, then it is constant. We say that a matrix is mixed if it is neither vertical nor horizontal. A corner is a $2 \times 2$ mixed matrix. In [6] it was proven that a matrix is mixed if and only if it contains a corner as a submatrix.

Given an $m \times n$ matrix $M$, a row-partition (resp. column-partition) is a partition of the rows (resp. columns) of $M$. Similarly, a row-division (resp. column-division) is a row-partition (resp. column-partition), where every part consists of consecutive rows (resp. columns). A $(k, l)$-division (or simply division) of a matrix $M$ is a pair $(R, C)$ of a row-division and a column-division with respectively $k$ and $l$ parts. A zone of a division $(R, C) = (\{R_1, \ldots, R_k\}, \{C_1, \ldots, C_l\})$ is any submatrix $R_i \cap C_j$ for $1 \leq i \leq k$ and $1 \leq j \leq l$.

A 0,1-matrix is a matrix with all its entries equal to 0 or 1. Given a 0,1-matrix $M$, a $t$-grid minor in $M$ is a $(t, t)$-division of $M$ in which every zone contains a 1. Given a 0,1-matrix $M$, a $t$-mixed minor in $M$ is a $(t, t)$-division of $M$ in which every zone is a mixed submatrix of $M$. A matrix is $t$-grid free (resp. $t$-mixed free) if it doesn’t contain a $t$-grid minor (resp. $t$-mixed minor).

If $G$ is an $n$-vertex graph and $\sigma$ is a total ordering of $V(G)$, say, $v_1, \ldots, v_n$, then $M_\sigma(G)$ denotes the adjacency matrix of $G$ in the order $\sigma$. Thus $M_\sigma(G)[i][j] = 1$ if $(v_i, v_j) \in E(G)$ and 0 otherwise. An ordered graph is a pair $(G, \preceq)$ such that $G$ is a graph and $\preceq$ is a total order on $V(G)$. We say that an ordered graph $(G, \preceq)$ is $t$-mixed free if $M_\preceq(G)$ is $t$-mixed free. A first-order formula of ordered graphs is a standard first-order formula of graphs that
can use additional ≤ symbol, which is interpreted as an order of an ordered graph.

2.3 Definition of twin-width of graphs

The twin-width of a given graph was first defined in [6]. That definition uses the notion of a trigraph, i.e. a triple \( G = (V, E, R) \) where \( E \) and \( R \) are two disjoint sets of edges on \( V \): the (usual) edges and the red edges. A trigraph \( (V, E, R) \) such that \( (V, R) \) has maximum degree at most \( d \) is a \( d \)-trigraph. Any graph \( (V, E) \) may be interpreted as the trigraph \( (V, E, \emptyset) \).

Given a trigraph \( G = (V, E, R) \) and two vertices \( u, v \) in \( V \), we define the trigraph \( G/u, v = (V', E', R') \) obtained by identifying \( u, v \) into a new vertex \( w \) as the trigraph on a new vertex-set \( V' = (V \setminus \{u, v\}) \cup \{w\} \) such that \( G - \{u, v\} = (G/u, v) - \{w\} \) and the following edges incident to \( w \):

- \((w, x) \in E'\) if and only if \((u, x) \in E\) and \((v, x) \in E\),
- \((w, x) \notin E' \cup R'\) if and only if \((u, x) \notin E\) and \((v, x) \notin E\),
- \((w, x) \in R'\) otherwise.

We say that \( G/u, v \) is a contraction of \( G \). If both \( G \) and \( G/u, v \) are \( d \)-trigraphs, \( G/u, v \) is a \( d \)-contraction.

A (tri)graph \( G \) is \( d \)-collapsible if there exists a sequence of \( d \)-contractions which contracts \( G \) to a single vertex. The minimum \( d \) for which \( G \) is \( d \)-collapsible is the twin-width of \( G \), denoted \( \text{tww}(G) \).

2.4 Theorems related to twin-width of graphs

The grid minor theorem for twin-width proven in [6] states, that there is a connection between twin-width of a graph and mixed minors of its matrix. One of its possible formulations is as follows:

> **Theorem 2.1.** If \( G \) is a graph of twin-width less than \( t \), then there is a total ordering on its vertices \( \sigma \) such that \( M_\sigma(G) \) is \( 2t + 2 \)-mixed free. On the other hand, if \( G \) is a graph and \( \sigma \) is a total ordering on its vertices such that \( M_\sigma(G) \) is \( k \)-mixed free, then \( \text{tww}(G) = 2^{2\Theta(k)} \).

A crucial tool for this proof is the Marcus-Tardos theorem about grid minors.

> **Theorem 2.2** ([16]). For every integer \( t \), there is some \( c_t \) such that every \( m \times n \) 0,1-matrix \( M \) with at least \( c_t \max(m, n) \) entries 1 has a \( t \)-grid minor.

Marcus and Tardos established Theorem 2.2 with \( c_2 = 2t^4 \binom{t}{2} \). Then Cibulka and Kynčl [11] decreased \( c_2 \) to \( 8/3(t + 1)^22^{4t} \). In the rest of this paper we will keep the notation \( c_t \) for these constants.

2.5 Vapnik-Chervonenkis density of graphs

In this section we introduce notions of Vapnik-Chervonenkis dimension (VC-dimension) and Vapnik-Chervonenkis density (VC-density) in the context of graphs. It is worth noting that it was first introduced in [27] and originated in statistics.

We say that \( A \subseteq V(G) \) is shattered if \( N_G(A) = 2^A \), i.e. for every subset of \( A \) there is a vertex \( v \in V(G) \) such that \( N_A(v) \) is precisely that subset of \( A \). For a graph \( G \) we define its VC-dimension as the size of the largest subset of \( V(G) \), which is shattered, and denote it by \( \dim(G) \). We denote the shatter function of a graph \( G \) by \( \pi_G : \mathbb{N} \to \mathbb{N} \) and define it as follows:

\[
\pi_G(k) = \max_{A \subseteq V(G), |A| \leq k} |N_G(A)|.
\]
For a non-empty class of graphs $\mathcal{C}$ we define its VC-dimension as the supremum over VC-dimensions of graphs in $\mathcal{C}$ and denote it by $\dim(\mathcal{C})$. Similarly, we denote its shatter function by $\pi_{\mathcal{C}}: \mathbb{N} \to \mathbb{N}$ and define it by:

$$\pi_{\mathcal{C}}(k) = \max\{\pi_G(k) : G \in \mathcal{C}\}.$$ 

Observe that this definition is correct, as $\pi_G(k) \leq 2^k$ for any graph $G$ and $k \in \mathbb{N}$.

We can bound the shatter function of a graph class $\mathcal{C}$ in terms of $\dim(\mathcal{C})$. This is stated in the shatter function lemma proven independently in [22] and [23].

▶ Lemma 2.3 (Shatter function lemma). If $\mathcal{C}$ is a graph class such that $\dim(\mathcal{C}) \leq d$, then $\pi_{\mathcal{C}}(k) = O(k^d)$.

For a class of graphs $\mathcal{C}$ we also define its VC-density (denoted by $vc(\mathcal{C})$) as follows:

$$vc(\mathcal{C}) = \begin{cases} \inf \{r \in \mathbb{R} : r > 0, \pi_{\mathcal{C}}(k) = O(k^r)\} & \text{if } \dim(\mathcal{C}) < +\infty, \\ +\infty & \text{otherwise.} \end{cases}$$

### 3 Neighborhood complexity of classes of graphs of bounded twin-width

In the following section we will prove that classes of graphs of bounded twin-width admit linear neighborhood complexity. This is formalized in Theorem 3.1.

▶ Theorem 3.1. For every integer $t$, there is some $n_t$ such that for every graph $G$ of twin-width at most $t$ and every non-empty $A \subseteq V(G)$ we have $|N_G(A)| \leq n_t|A|$.

The following definition and two lemmas will be useful for the proof.

▶ Definition 3.2. Let $A$ be an $m \times n$ 0,1-matrix, where $m, n \geq 2$. We define the corner matrix $B$ of matrix $A$ as the $(m-1) \times (n-1)$ matrix given by:

$$B[i][j] = \begin{cases} 1 & \text{if } M[i : (i+1)][j : (j+1)] \text{ is a corner,} \\ 0 & \text{otherwise.} \end{cases}$$

▶ Lemma 3.3. Let $A$ be a 0,1-matrix, which is $t$-mixed free. Then its corner matrix $B$ is $2t$-grid free.

Proof. Let us assume by contradiction, that $B$ admits a $(2t, 2t)$-division $(\mathcal{R}, \mathcal{C}) = (\{R_1, \ldots, R_{2t}\}, \{C_1, \ldots, C_{2t}\})$, which is a $2t$-grid minor. Every part $R_k$, which consists of $l$ rows of $B$, corresponds to $l + 1$ consecutive rows of $A$. Precisely, if $R_k$ consists of rows $i$ to $i + l - 1$ of $B$, then

![Figure 1 Example of a corner matrix](image-url)
entries in these rows depend only on rows \(i\) to \(i + l\) of \(A\). Moreover, whenever \(|k - m| > 1\), \(R_k\) and \(R_m\) correspond to disjoint sets of rows of \(A\) – in particular \(R_1, R_3, \ldots, R_{2t-1}\) correspond to \(t\) disjoint sets of rows of \(A\). The same happens for \(C_1, C_3, \ldots, C_{2t-1}\). These sets of rows and columns induce a \(t\)-mixed minor of \(A\). This is a contradiction to \(A\) being \(t\)-mixed free.

\[\therefore\]

\textbf{Lemma 3.4.} Let \(P\) be an \(m \times n\) 0,1-matrix such that all corners in \(P\) appear only in \(p\) different pairs of consecutive rows, i.e. there are \(p\) distinct integers \(1 \leq i_1, \ldots, i_p < m\) such that every corner in \(P\) is of a form \(P[i_j : (i_j + 1)][k : (k + 1)]\) for some \(1 \leq j \leq p\) and \(1 \leq k < n\). Then \(P\) has at most \(2^{p+1}\) different columns.

\[\therefore\]

\textbf{Proof.} We proceed by induction on \(p\). In the base case, i.e. when \(p = 0\), \(P\) does not contain any corner, so it is either horizontal or vertical. If \(P\) is horizontal, then all its columns are equal by definition. On the other hand, when \(P\) is vertical, then every column of \(P\) contains only 0s or only 1s. Therefore, \(P\) contains at most 2 different columns.

Now let us assume \(p \geq 1\) and the statement is true for \(p - 1\). Without loss of generality \(1 \leq i_1 < \ldots < i_p < m\). We can split \(P\) into two submatrices \(P_1 = P[1 : i_p][1 : n]\) and \(P_2 = P[(i_p + 1) : m][1 : n]\). All the corners of \(P_1\) are contained in \(p - 1\) different pairs of consecutive rows, so it contains at most \(2^p\) different columns. Moreover, \(P_2\) does not contain any corner at all, so it contains at most 2 different columns. Every column of \(P\) is made up using one column of \(P_1\) and one column of \(P_2\), so there are at most \(2^p \cdot 2 = 2^{p+1}\) different columns in \(P\).

Now we prove that graphs of bounded twin-width have linear neighborhood complexity.

\textbf{Proof of Theorem 3.1.} Let us take any graph \(G\) such that \(\text{tww}(G) \leq t\) and a non-empty subset \(A \subseteq V(G)\) of vertices of \(G\). By Theorem 2.1 there is a total ordering \(\sigma\) on \(V(G)\) such that \(M_\sigma(G)\) is \(2t + 2\)-mixed free. For the rest of this proof we will write \(M\) for \(M_\sigma(G)\).
Let $B \subseteq V(G)$ be a minimal subset of vertices of $G$ such that they represent all possible neighborhoods in $A$ apart from $\emptyset$. Formally, $B$ is a minimal subset of $V(G)$ such that $\overrightarrow{N}_G(A) = \{N_A(b) : b \in B\}$. Obviously $|N_G(A)| \leq |B| + 1$ so we need to bound the size of $|B|$. Let us also remark, that for any distinct $b, b' \in B$ we have $N_A(b) \neq N_A(b')$, as in the opposite case we could remove $b'$ from $B$ obtaining a smaller set with the property we want. Similarly, for any $b \in B$ we have $N_A(b) \neq \emptyset$.

Let us denote by $N$ the matrix that is obtained from $M$ by removing rows that correspond to vertices in $V(G) \setminus A$ and columns that correspond to vertices in $V(G) \setminus B$. Obviously, $N$ is an $|A| \times |B|$ $2t + 2$-mixed free matrix, as we obtain it by deleting some rows and columns of $M$, which is $2t + 2$-mixed free itself. We can see that any two consecutive columns of $N$ form a mixed matrix. Indeed, they cannot be equal, so the matrix formed by them is not vertical. It is not horizontal either, as there is no column in $N$ containing only zeros. Therefore, for any two consecutive columns of $N$ there is a corner contained in them. Let us denote by $C$ the corner matrix of $N$ (we assume $|A|, |B| \geq 2$ as the opposite case is trivial).

From what we observed so far, we know that in every column of $C$ there is at least one entry with 1.

By Lemma 3.4 we obtain that every set of $2^{4t+4}$ consecutive columns of $C$ has at least $c_{4t+4}$ non zero rows. This is because every such set corresponds to a set of $2^{4t+4} + 1$ consecutive columns in $N$ (and columns of $N$ are pairwise different).

Suppose $C$ has at least $2^{4t+4}(|A| - 1)$ columns. Pick any partition of its columns into $|A| - 1$ disjoint sets $(B_1, \ldots, B_{|A|-1})$, of at least $2^{4t+4}$ consecutive columns each. Consider the $((|A| - 1) \times (|A| - 1))$ matrix $C'$ given by:

$$C'[i][j] = \begin{cases} 1 & \text{if there is a column in } B_j \text{ that has entry 1 in } i\text{'th row,} \\ 0 & \text{otherwise.} \end{cases}$$

The matrix $C'$ has at least $c_{4t+4}$ entries with 1 in every column. Therefore, by Theorem 2.2, it admits a $4t + 4$-grid minor, which trivially induces a $4t + 4$-grid minor of $C$. This is a contradiction with Lemma 3.3, which states that $C$ is a $4t + 4$-grid free. Therefore $C$ has at most $2^{4t+4}(|A| - 1) - 1$ columns, so $G$ has at most $2^{4t+4}(|A| - 1) + 1$ neighborhoods in $|A|$. Bearing in mind the separate case for $|A| = 1$, we can set $n_e = 2^{4t+4} = 2^{2O(t)}$.

\textbf{Corollary 3.5.} Let $\mathcal{C}_t$ be a class of all graphs of twin-width at most $t$. Then $\text{vc}(\mathcal{C}_t) = 1$.

**Proof.** Theorem 3.1 trivially implies $\text{vc}(\mathcal{C}_t) \leq 1$, so it suffices to show $\text{vc}(\mathcal{C}_t) \geq 1$. By $G_k$ we denote the graph on vertices $[2k]$ with edges $\{(2i - 1, 2i) : i \in [k]\}$, i.e. $G_k$ is a sum of $k$ non-incident edges. Let us also take $A_k = \{2i : i \in [k]\}$. Obviously $G_k$ has twin-width 0, so $G_k \in \mathcal{C}_t$ for any $t \geq 0$. On the other hand, $|N_{G_k}(A_k)| = |A_k| + 1$, which implies $\text{vc}(\mathcal{C}_t) \geq 1$.

\section{Efficient encoding of neighborhoods in classes of graphs of bounded twin-width}

In Section 3 we have proven that for any class $\mathcal{C}$ of graphs of bounded twin-width, any $G \in \mathcal{C}$, and any subset $A \subseteq V(G)$, vertices of $G$ induce at most $O(|A|)$ different neighborhoods in $A$. In the proof we used Theorem 2.1 – namely we assumed that there is an order $\preceq$ on $V(G)$ such that $M_z(G)$ is $2t + 2$-mixed free. In this section we discuss how to efficiently encode the neighborhood in $A$ of a given vertex $v \in V(G)$. Intuitively, we want to partition $V(G)$ into at most $m|A|$ parts, such that any two vertices $v, v'$ in the same part $P$ satisfy $N_A(v) = N_A(v')$. Moreover, we want to assign to every part $P$ a sequence $\overline{v} \in A^k$ and a
Vertices in every blue cell have the same neighborhood in $A$ and every such cell is definable by some formula $\varphi \in \Delta$ with parameters from $A$, for some fixed finite set of formulas $\Delta$.

formula $\varphi$ from a finite set $\Delta$ of first-order formulas in the language of ordered graphs with $k+1$ parameters, such that $P = \{v \in V(G) : \varphi(v, \pi)\}$. Then, the neighborhood of every $v \in V(G)$ can be encoded as the sequence $\pi$ and a formula $\varphi$ assigned to its part. Obviously, the constants $k$, $m$ and the set $\Delta$ should depend only on the class $C$. This intuition is stated formally in Theorem 4.1 and depicted in Figure 3.

▶ Theorem 4.1. For every integer $t$ there are constants $k_t, m_t$ and a finite set of first-order formulas in the language of ordered graphs with $k_t + 1$ parameters $\Delta_t$, such that for any $t$-mixed free ordered graph $(G, \preceq)$ and any non-empty $A \subseteq V(G)$ there are functions $f : V(G) \to A^{k_t}, g : V(G) \to \Delta_t$ such that:

- $|f(V(G))| \leq m_t|A|$;
- for all $v \in V(G)$ it holds $(G, \preceq) \models g(v)(v, f(v))$;
- for all $v, v' \in V(G)$ if $(G, \preceq) \models g(v)(v', f(v))$ then $N_A(v) = N_A(v')$.

We start by introducing a crucial definition for this part.

▶ Definition 4.2. Let $M$ be an $m \times n 0 \rightarrow 1$ matrix. We define the corner-profile of column $j$ (with $1 \leq j < n$) as the subset $\text{Prof}(j) \subseteq [m-1]$ such that for any $t$-mixed free ordered graph $(G, \preceq)$ and any non-empty $A \subseteq V(G)$ there are functions $f : V(G) \to A^{k_t}, g : V(G) \to \Delta_t$ such that:

- $|f(V(G))| \leq m_t|A|$;
- for all $v \in V(G)$ it holds $(G, \preceq) \models g(v)(v, f(v))$;
- for all $v, v' \in V(G)$ if $(G, \preceq) \models g(v)(v', f(v))$ then $N_A(v) = N_A(v')$.

We will use additional notation for an ordered graph $(G, \preceq)$. A vertex $v'$ is the successor of vertex $v$ in $\preceq$ (denoted by $s(v)$) if $v \neq v'$, $v' \preceq v$, and for all $u \in V(G)$ we have either $u \preceq v$ or $v' \preceq u$. Two vertices $v, v' \in V(G)$ are adjacent in $\preceq$ if $v' = s(v)$ or $v = s(v')$. For a vertex $v$ we also denote by $S^k(v)$ the set of $k$ consecutive vertices after $v$ together with $v$, i.e. $S^k(v) = \{s^l(v) : 0 \leq l \leq k\}$.
Proposition 4.3. Let \((G, \preceq)\) be a \(t\)-mixed free ordered graph and let \(v \in V(G)\) satisfy \(|\Prof(v)| \geq 2t\). There are a constant \(f_t\) depending only on \(t\), a sequence of vertices \((a_1, \ldots, a_t) \in \Prof(v)^t\), and a first-order formula in the language of ordered graphs \(\varphi(x, y_1, \ldots, y_t)\) such that the length of \(\varphi\) is bounded by \(f_t\) and \((G, \preceq) \models \varphi(x, a_1, \ldots, a_t) \iff x = v\).

Proof. As \(|\Prof(v)| \geq 2t\) we can pick a subset \(P \subseteq \Prof(v)\) of size \(t\) such that every two vertices \(w, w' \in P\) are not adjacent in \(\preceq\). Let us denote \(S = \{u \in V(G) : P \subseteq \Prof(u)\}\). Obviously \(v \in S\) and we can easily see that \(|S| < 2t\). Indeed, if \(|S| \geq 2t\), then we could pick \(S' \subseteq S\) of size \(t\) such that every two vertices in \(S'\) are not adjacent in \(\preceq\). Then pairs of rows \(\{(w, s(w)) : w \in P\}\) and pairs of columns \(\{(u, s(u)) : u \in S'\}\) would induce a \(t\)-mixed minor of \(M_\preceq(G)\). That is a contradiction with the assumption that \((G, \preceq)\) is \(t\)-mixed free. Therefore, we take \(\varphi\) which just says that \(v\) is the \(k\)th vertex in order \(\preceq\) such that \(P \subseteq \Prof(v)\). This can be done within the constraints in the statement, as we can use vertices in \(P\) as \(a_1, \ldots, a_t\) and we can define the successor of a given vertex using \(\preceq\). Moreover, the size of \(\varphi\) depends only on \(t\) (as we discussed that \(k\) is smaller than \(2t\)), so it can be bounded by some constant \(f_t\).

The assumption that one vertex has a large corner-profile is quite strong, in the sense that we can easily imagine a matrix which admits a large mixed minor, but its every column has a small corner-profile (e.g. of a constant size). However, Proposition 4.3 can be leveraged to the case when a set of consecutive vertices has a large corner-profile, which is formalized in Proposition 4.4.

Proposition 4.4. Let \((G, \preceq)\) be a \(t\)-mixed free ordered graph and let \(v \in V(G)\) satisfy \(|\Prof(S^l(v))| \geq 2t\) for some integer \(l\). There are a constant \(f_t\) depending only on \(t\), a sequence of vertices \((a_1, \ldots, a_t) \in \Prof(S^l(v))^t\), a first-order formula in the language of ordered graphs \(\varphi(x, y_1, \ldots, y_t)\), and a vertex \(v' \in S^l(v)\) such that the length of \(\varphi\) is bounded by \(f_t\) and \((G, \preceq) \models \varphi(x, a_1, \ldots, a_t) \iff x = v'\).

Proof. Similarly as in the proof of Proposition 4.3 we can pick a subset \(P \subseteq \Prof(S^l(v))\) of size \(t\) such that every two vertices \(w, w' \in P\) are not adjacent in \(\preceq\). Let \(v_0\) be the smallest vertex of \(G\) in \(\preceq\) and \(r_0 = \min\{n \in \mathbb{N} : P \subseteq \Prof(S^n(v_0))\}\), i.e. \(r_0\) is the smallest integer such that first \(r_0 + 1\) vertices of \(G\) in \(\preceq\) have \(P\) as a subset of their corner-profile. This is obviously well defined as \(P \subseteq S^l(v)\). Now we set \(v_1 = s^{r_0 + 1}(v_0)\) and \(r_1 = \min\{n \in \mathbb{N} : P \subseteq \Prof(S^n(v_1))\}\). We define \(v_2, v_3, \ldots\) analogically, as long as some \(v_j\) or \(r_j\) is not defined (i.e. \(s^{r_j - 1}(v_{j-1})\) is the maximal vertex of \(G\) in \(\preceq\) or...
Figure 5 Example of how \( v_i \) are set in the proof of Proposition 4.4.

\( \{ n \in \mathbb{N} : P \subseteq \text{Prof}(S^n(v_j)) \} \) is empty. We clearly have \( j < 2t \). Indeed, if \( j \geq 2t \) then the sets of columns \( S^{r_0+1}(v_0), S^{r_2+1}(v_2), \ldots, S^{r_{2t-2}+1}(v_{2t-2}) \) are pairwise disjoint. Moreover, together with pairs of rows \( \{(u, s(u)) : u \in P\} \) they induce a \( t \)-mixed minor of \( M_{\lessdot}(G) \), which is a contradiction.

If \( v_{j-1}, r_{j-1} \) is the last pair, which was well defined above, and we also managed to define \( v_j \) but not \( r_j \), then we can’t have \( v_j \lessdot v \). That is because we have \( P \subseteq \text{Prof}(S^i(v)) \), so in this case \( r_j \) would be well defined. Therefore, there is some \( p \) such that \( v \in S^{r_p}(v_p) \). We also have \( S^{r_p}(v_p) \in S^j(v) \). Indeed, we can’t have \( S^{r_p}(v_p) \lessdot v \) by the definition of \( p \) and if we had \( s^j(v) \lessdot S^{r_p}(v_p) \), then we would have \( P \subseteq S^j(v) \subseteq S^{r_p-1}(v_p) \), which contradicts the definition of \( r_p \). We pick the vertex \( S^{r_p}(v_p) \) as our \( v' \) from the statement. That is because it is either the maximal vertex of \( G \) (in which case it obvious that we can encode it even without parameters \( a_1, \ldots, a_t \)) or the predecessor of \( v_{p+1} \). However, \( v_{p+1} \) is definable by a first-order formula of ordered graphs with \( a_1, \ldots, a_t \) being the vertices of \( P \) in some order. This is because the definition of each \( v_i \) can be easily transformed into a first-order formula of ordered graphs, and the size of formula for \( v_p \) can be bounded by some constant \( f_t \) because \( p \leq 2t \). Finally, as we mentioned in the proof of Proposition 4.3, the successor relation is definable, so indeed we can define \( S^{r_p}(v_p) \) as the predecessor of \( v_{p+1} \).

Let us remark that Proposition 4.4 assures that if we have a set of consecutive vertices with a large corner-profile, then we can encode some vertex in it using a first-order formula. However, we cannot control which vertex from the given set is to be encoded. It turns out not to be that problematic, so we can start the proof of Theorem 4.1.

Proof of Theorem 4.1. Let us take a \( t \)-mixed free ordered graph \((G, \lessdot)\) and some non-empty \( A \subseteq V(G) \). Similarly as in the proof of Theorem 3.1 we can remove from \( M_{\lessdot}(G) \) rows
that correspond to vertices in \( V(G) \setminus A \), thus obtaining a \( t \)-mixed free \(|A| \times |V(G)|\) matrix \( M \).

We define \( v_0 \) to be the minimal vertex of \( G \) in \( \preceq \) and \( r_0 = \min \{ n \in \mathbb{N} : |\text{Prof}(S^n(v_0))| \geq c_{2t} \} \).

Next, we set \( v_1 = s_{r_0+1}(v_0) \) and \( r_1 = \min \{ n \in \mathbb{N} : |\text{Prof}(S^n(v_1))| \geq c_{2t} \} \). We proceed this way with \( v_2, r_2, v_3, \ldots \). If at some point we manage to define \( v_l \) but the set \( \{ n \in \mathbb{N} : |\text{Prof}(S^n(v_l))| \geq c_{2t} \} \) is empty, then we define \( r_l = \max \{ n \in \mathbb{N} : S^n(v_l) \in V(G) \} \), i.e. \( S^{r_l}(v_l) = \{ u \in V(G) : v_l \preceq u \} \). In this way we define \( l+1 \) pairs \( v_0, r_0, \ldots, v_l, r_l \). Using exactly the same argument as in the proof of Theorem 3.1 we obtain \( l + 1 \leq 2 \cdot 2^{2t} |A| = O(|A|) \).

As \( c_{2t} \geq 2t \), then in every \( S^{r_j}(v_j) \) there is some \( v_j' \), which is first-order definable. This is a bit more tricky than in the proof of Proposition 4.4, as now any two consecutive rows of \( M \) don’t necessarily correspond to vertices of \( V(G) \) which are adjacent in \( \preceq \). However, we are still able to define a corner by explicitly naming both its rows. Therefore, the formula \( \varphi_j \) which defines \( v_j' \) needs to use \( 2t \) parameters which correspond to \( t \) vertices from \( \text{Prof}(S^{r_j}(v_j)) \) and their successors in \( \preceq \). There is also a special case for \( S_{r_j}(v_j) \), as we can’t assume \( |\text{Prof}(S_{r_j}(v_j))| \geq 2t \). Nevertheless, the vertex \( s^{r_j}(v_j) \) is definable as the maximal vertex of \( G \), so we can set \( v_j' = s^{r_j}(v_j) \). As \( M \) is \( t \)-mixed free, then the size of each \( \varphi_j \) is bounded by some function of \( t \) only.

If for any \( S^{r_j}(v_j) \), \( \text{Prof}(S^{r_j}(v_j)) \geq 2t \), then we can encode \( S^{r_j}(v_j) \) and \( v_{j+1} \) (if it exists) as well. Again, we need to use it for formulas with \( 2t \) parameters of size bounded by some function of \( t \).

Now we will show how to define neighborhoods of remaining vertices. Every given vertex \( u \) satisfies \( w \prec u \prec w' \) for some \( w, w' \) already defined in previous steps. Moreover, there are at most \( 2c_{2t} \) corners between columns of \( w \) and \( w' \). By analyzing the proof of Lemma 3.4 we know that if some vertex \( w \prec u \prec w' \) has exactly the same neighborhood on corners between \( w \) and \( w' \), then their columns in \( M \) are equal, so they have the same neighborhood in whole \( A \). Therefore, we can define sets of vertices between \( w \) and \( w' \) in \( \preceq \), that have specific values on \( 2c_{2t} \) corners between \( w \) and \( w' \) using formulas with \( 2t + 2t + 4c_{2t} \) parameters of size bounded by some function of \( t \). Finally, we obtain the statement of Theorem 4.1 with constants \( k_t = 4c_{2t} + 4t, m_t = 2^{2t+1}, \) and \( \Delta_t \) consists of first-order formulas of ordered graphs with \( 4c_{2t} + 4t + 1 \) parameters, whose length can be bounded by some function of \( t \), which can be derived from this proof.

Constants \( k_t \) obtained in the proof of Theorem 4.1 are of order \( 2^{O(t)} \). If we allow partitioning \( V(G) \) into more than \( O(|A|) \) parts, we can obtain formulas with \( k_t = O(t) \). Moreover, by adding additionally a constant number of vertices from \( A \) we can obtain just one formula \( \psi \) instead of a finite set \( \Delta \).

**Proposition 4.5.** For every integer \( t \) there are a constant \( l_t = O(t) \) and a first-order formula in the language of ordered graphs with \( l_t + 1 \) parameters \( \psi_t \), such that for any \( t \)-mixed free ordered graph \( (G, \preceq) \) and any non-empty \( A \subseteq V(G) \) there is a function \( f : V(G) \rightarrow A^{l_t} \) such that:

= for all \( v \in V(G) \) it holds \( (G, \preceq) \models \psi_t(v, f(v)) \);

= for all \( v, v' \in V(G) \) if \( (G, \preceq) \models \psi_t(v', f(v)) \) then \( N_A(v) = N_A(v') \).

**Proof.** If \( |A| = 1 \) then the statement is obvious. Therefore, assume \( |A| \geq 2 \). We start by repeating the proof of Theorem 4.1, but for each \( v_j \) we define \( r_j = \min \{ n \in \mathbb{N} : |\text{Prof}(S^n(v_j))| \geq 2t \} \). In this way we may obtain more than \( O(|A|) \) pairs \( v_j, r_j \), but we get a finite set of formulas \( \Gamma_t \) with at most \( 12t \) parameters each, such that for every \( u \in S^{r_j}(v_j) \) we can encode neighborhood of \( u \) in \( A \) using one of the formulas in \( \Gamma_t \) (with suitable parameters from \( A \)). Moreover, the size of \( \Gamma_t \) does not depend on \( t \) (only formulas in \( \Gamma_t \) do), so by
using additionally \( \log |\Gamma_t| \) parameters from \( A \) we can write one formula \( \psi_t \), which uses these additional parameters to pick a correct formula from \( \Gamma_t \) (and here we need the assumption \( |A| \geq 2 \)).

5 Combinatorial tools for graphs of bounded twin-width

In this Section we derive powerful combinatorial consequences of Theorem 4.1 proved in the previous section. Namely, we observe that our theorem implies that ordered graphs of bounded twin-width allow *abstract cell decompositions* studied in model theory [9]. Combining with results from [9] and [10], this yields immediate powerful structural properties of graphs of bounded twin-width, such as the Distal cutting lemma and the Distal regularity lemma. We start this section with a few more definitions related to logic and model theory.

5.1 Structures and binary structures

In this paper we investigate only first-order structures over relational signatures.

Our notations are standard. We denote first-order structures by blackboard bold letters \( \mathbb{M}, \mathbb{N}, \) etc., and use letters \( M, N, \) etc. to denote their domains. We denote elements of domains and variables in formulas by small letters \( a, x, \) etc., and use small letters with a bar \( \bar{\pi}, \bar{x}, \) etc. to denote tuples of elements or variables. Then we use \( |\bar{x}| \) to denote the length of the tuple \( \bar{x} = (x_1, \ldots, x_n) \).

If \( \mathbb{M} \) is a structure and \( \varphi(\bar{x}; \bar{y}) \) is a formula in the language of \( \mathbb{M} \), then for \( \bar{v} \in M^{\bar{y}} \), by \( \varphi(M; \bar{v}) \) we denote the subset of \( M^{\bar{y}} \) defined by \( \varphi(\bar{v}; \bar{y}) \), namely \( \varphi(M; \bar{v}) = \{ b \in M^{\bar{y}} : \mathbb{M} \models \varphi(\bar{b}; \bar{y}) \} \).

For a signature \( \Sigma \) we say that \( \Sigma^+ \) is its *expansion* by unary predicates, if \( \Sigma^+ \) is the union of \( \Sigma \) and a set of unary relation symbols. For a \( \Sigma^+ \)-structure \( A^+ \) we say that a \( \Sigma \)-structure \( A \) is the *reduct* of \( A^+ \), if it is obtained from \( A^+ \) by forgetting relations in \( \Sigma^+ \setminus \Sigma \). We say that a \( \Sigma^+ \)-structure \( A^+ \) is a *monadic lift* of a \( \Sigma \)-structure \( A \), if \( A \) is the reduct of \( A^+ \).

We say that a \( \Sigma \)-structure \( A \) is a *binary structure*, if \( \Sigma \) is a signature consisting only of binary relational symbols.

5.2 Definition of twin-width of matrices and binary structures

The twin-width is also defined in [6] for matrices that have entries over a finite alphabet with a special additional value \( r \) (for red) representing errors made along the computation. The red number of a matrix is the maximum number of red entries taken over all rows and all columns. Given an \( m \times n \) matrix \( M \) and two columns \( C_i \) and \( C_j \), the contraction of \( C_i \) and \( C_j \) is obtained by deleting \( C_j \) and replacing every entry \( M[k][i] \) of \( C_i \) by \( r \) whenever \( M[k][i] \neq M[k][j] \). The same contraction operation is defined for rows.

A matrix \( M \) has twin-width at most \( k \) if one can perform a sequence of contractions starting with \( M \) and ending in some \( 1 \times 1 \) matrix in such a way that all matrices occurring in the process have red number at most \( k \). Note that when \( M \) has twin-width at most \( k \), one can reorder its rows and columns in such a way that every contraction will identify consecutive rows and columns. The reordered matrix is then called \( k \)-**twin-ordered**.

The symmetric twin-width of an \( n \times n \) matrix \( M \) is defined similarly, except that the contraction of rows \( i \) and \( j \) (resp. columns \( i \) and \( j \)) is immediately followed by the contraction of columns \( i \) and \( j \) (resp. rows \( i \) and \( j \)). Again, if \( M \) has symmetric twin-width at most \( k \), we can reorder its rows and columns in such a way that every contraction will identify consecutive rows and columns. The reordered matrix is then called \( k \)-**symmetric-twin-ordered**.
For a binary structure $S$ with a domain $S = \{v_1, \ldots, v_n\}$ over $h$ binary relations $E^1, \ldots, E^h$ we build its adjacency matrix $M$ in such a way that $M[i][j] = (e_1, \ldots, e_h) \in \{-1, 0, 1, 2\}^h$ where every $e_p$ is chosen accordingly. Namely:

- if $E^p(v_i, v_j)$ and $E^p(v_j, v_i)$ we set $e_p = 2$;
- if $E^p(v_i, v_j)$ and $\neg E^p(v_j, v_i)$ we set $e_p = 1$;
- if $\neg E^p(v_i, v_j)$ and $E^p(v_j, v_i)$ we set $e_p = -1$;
- if $\neg E^p(v_i, v_j)$ and $\neg E^p(v_j, v_i)$ we set $e_p = 0$.

The twin-width of a binary structure is the symmetric twin-width of the so-built adjacency matrix.

Let us assume that for some binary structure $S$ there is a total order $\sigma$ on $S$ such that the adjacency matrix of $S$ in this order is $k$-symmetric-twin-ordered. It is straightforward to see, that if we add $\sigma$ to $S$ as a new binary relation $E^{h+1}$ (thus obtaining a new structure $S^+$), then the adjacency matrix of $S^+$ in order $\sigma$ is still $k$-symmetric-twin-ordered.

Observe, that whenever a graph $G$ has twin-width at most $t$ in the sense of definition in Section 2.3 then its twin-width as a binary structure in the sense of this definition is at most $t + 2$. Let $\preceq$ be a total order on $V(G)$ such that the adjacency matrix of $G$ with rows and columns ordered by $\preceq$ is $(t + 2)$-symmetric-twin-ordered. We clearly see that the binary structure $(G, \preceq)$ with two binary relations $E$ and $\preceq$ also has twin-width at most $t + 2$. Moreover, by [6, Theorem 10] we obtain that $M_{\preceq}(G)$ is $2t + 6$-mixed free. For a graph $G$ of twin-width at most $t$ we call a total order $\preceq$ on its vertices, that satisfies properties above, a $t$-proper order for $G$.

### 5.3 NIP and monadically NIP structures

The definitions in this section are based on [10] and [19].

An important notion of NIP (standing for "not the independence property") models was introduced by Shelah in his work on the classification program [24]. As was observed early on in [14], the original definition of NIP is equivalent to the following one.

**Definition 5.1.** A structure $M$ is an NIP structure (or a dependent structure) if for every formula $\varphi(\overline{x}; \overline{y})$ with two tuples of parameters $\overline{x}$ and $\overline{y}$, there is some constant $k$, such that for all tuples $a_i \in M[\overline{x}](i \in [l])$, $b_I \in M[\overline{y}](I \subseteq [l])$ if

$$M \models \varphi(a_i, b_I) \iff i \in I,$$

then $l \leq k$.

A stronger notion of dependence arises when one allows to apply arbitrary monadic lifts to the structure before using the formula $\varphi$. This variant is called monadic NIP. The expressive power gained by the monadic lift is so strong that tuples of free variables can be replaced by single free variables in the above definition [3].

**Definition 5.2.** A $\Sigma$-structure $M$ is monadically NIP (or monadically dependent) if for every expansion $\Sigma^+$ of $\Sigma$ by unary predicate symbols and every first-order $\Sigma^+$-formula $\varphi(x, y)$ there exists an integer $k$ such that for every monadic lift $M_+^+$ of $M$ and for all elements $a_i \in M(i \in [l])$, $b_I \in M(I \subseteq [l])$ if

$$M \models \varphi(a_i, b_I) \iff i \in I,$$

then $l \leq k$. 

5.4 Definable sets and abstract cell decompositions

Let $\mathcal{M}$ be a fixed model. For sets $A, X \subseteq M^d$ we say that $A$ crosses $X$ if both $X \cap A$ and $X \cap (M \setminus A)$ are nonempty.

For a formula $\varphi(\bar{x}; \bar{y})$ and a set $S \subseteq M^{[\bar{x}]}$ we say that a subset $A \subseteq M^{[\bar{y}]}$ is $\varphi(\bar{x}; S)$ definable if $A = \varphi(M; \pi)$ for some $\pi \in S$. For a set $A \in M^{[\bar{y}]}$ we say that $\varphi(\pi, S)$ crosses $A$ if some $\varphi(\pi, S)$ definable set crosses $A$.

Given a finite set $S \subseteq M^{[\bar{x}]}$, a finite family $\mathcal{F}$ of subsets of $M^{[\bar{x}]}$ is called an abstract cell decomposition for $\varphi(\bar{x}, S)$ if $M^{[\bar{x}]} = \bigcup \mathcal{F}$ and every $\Delta \in \mathcal{F}$ is not crossed by $\varphi(\bar{x}; S)$. An abstract cell decomposition for $\varphi(\bar{x}; S)$ is an assignment $\mathcal{T}$ that to each finite set $S \subseteq M^{[\bar{x}]}$ assigns an abstract cell decomposition $\mathcal{T}(S)$ for $\varphi(\bar{x}; S)$.

Observe that every $\varphi(\bar{x}; S)$ admits an obvious abstract cell decomposition, with $\mathcal{T}(S)$ consisting of the atoms in the Boolean algebra generated by the $\varphi(\pi, S)$-definable sets. In general, defining these cells would require longer and longer formulas when $S$ grows, and we want to avoid this possibility. Therefore, we say that an abstract cell decomposition $\mathcal{T}$ for $\varphi(\bar{x}; S)$ is weakly definable if there is a finite set of formulas $\Psi(\bar{x}; \bar{y_1}, \ldots, \bar{y_k})$ with $|\bar{y}| = |\bar{y_1}| = \ldots = |\bar{y_k}|$ such that for any finite $S \subseteq M^{[\bar{x}]}$, every $\Delta \in \mathcal{T}(S)$ is $\psi(\pi; S^k)$-definable (i.e. $\Delta = \psi(M; \pi_1, \ldots, \pi_k)$ for some $\pi_1, \ldots, \pi_k \in S$ and $\psi \in \Psi$). In this case we say that $\Psi(\bar{x}; \bar{y_1}, \ldots, \bar{y_k})$ weakly defines $\mathcal{T}$.

For combinatorial applications it is useful to have control over sets appearing in $\mathcal{T}(S)$ in a definable way. Therefore, we say that an abstract cell decomposition $\mathcal{T}$ for $\varphi(\bar{x}; S)$ is definable if it is weakly definable by some $\Psi(\bar{x}; \bar{y_1}, \ldots, \bar{y_k})$ and if for every $S \subseteq M^{[\bar{x}]}$ and each $\Psi(\bar{x}; S^k)$-definable $\Delta \subseteq M^{[\bar{x}]}$ there is a set $\mathcal{I}(\Delta) \subseteq M^{[\bar{x}]}$, uniformly definable in $\Delta$, such that

$$\mathcal{T}(S) = \{ \Delta \in \Psi(\bar{x}; S) : \mathcal{I}(\Delta) \cap S = \emptyset \}. $$

By the uniform definability of $\mathcal{I}(\Delta)$ we mean that for every $\psi(\bar{x}; \bar{y_1}, \ldots, \bar{y_k}) \in \Psi(\bar{x}; \bar{y_1}, \ldots, \bar{y_k})$, there is a formula $\theta_\psi(\bar{y}; \bar{y_1}, \ldots, \bar{y_k})$ such that for any $\pi_1, \ldots, \pi_k \in M^{[\bar{y}]}$ if $\Delta = \psi(M; \pi_1, \ldots, \pi_k)$ then $\mathcal{I}(\Delta) = \theta_\psi(M; \pi_1, \ldots, \pi_k)$.

Observe, that every abstract cell decomposition $\mathcal{T}$ weakly definable with $\Psi(\bar{x}; \bar{y_1}, \ldots, \bar{y_k})$ induces the definable abstract cell decomposition $\mathcal{T}^\text{max}$ with

$$\mathcal{I}(\Delta) = \{ \pi \in M^{[\bar{x}]} : \varphi(\bar{x}; \pi) \text{ crosses } \Delta \}. $$

For any finite $S \in M^{[\bar{x}]}$ it holds, that $|\mathcal{T}^\text{max}(S)| = O(|S|^k)$.

5.5 Infinite model of all graphs of twin-width bounded by a fixed integer

For the rest of this section fix $\Sigma$ and $\Pi$ to be binary relational signatures $\{E, \preceq\}$ and $\{E, \preceq, \succeq\}$ respectively. We already observed in Section 5.2 that for any graph $G$ of twin-width at most $t$ we can find a $t$-proper total order on its vertices $\preceq$ (i.e. $M_\preceq(G)$ is $2t+6$-mixed free and $(G, \preceq, \succeq)$ seen as a binary $\Sigma$-structure has twin-width bounded by $t + 2$). Sometimes, by abuse of notation, we will denote $\preceq$ for a binary structure $(G, \preceq)$ by $\preceq_G$ to avoid confusion with $\preceq$ on other structures. We will do the same for the edge relation $E_G$.

For a fixed integer $t$, let $\mathcal{C}_t$ be the class of all (up to isomorphism) finite $\Sigma$-structures $(G, \preceq_G)$ such that $\preceq$ is a $t$-proper order for $G$. We may assume that for any $(G, \preceq_G) \in \mathcal{C}_t$ we have $V(G) \subseteq \mathbb{N}$ and for any distinct $(G, \preceq_G), (G', \preceq_{G'}) \in \mathcal{C}_t$ their vertex sets are disjoint. We also assume that $\mathcal{C}_t = \{(G_1, \preceq_{G_1}), (G_2, \preceq_{G_2}), \ldots\}$, i.e. graphs in $\mathcal{C}_t$ are ordered by natural numbers.
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Let \( \mathbb{M}_t \) be the infinite \( \Pi \)-structure that is the disjoint sum of all structures in \( \mathcal{C}_t \) together with the total order \( \preceq \) on its universe, which is consistent with the order of graphs in \( \mathcal{C}_t \). Formally, the domain of \( \mathbb{M}_t \) is the sum of all vertex sets of structures in \( \mathcal{C}_t \) (i.e. \( \mathbb{M}_t = \bigcup_{(G, \preceq_G) \in \mathcal{C}_t} V(G) \)), and:

- for any \( x, y \in M_t \) we have \( E(x, y) \) if and only if there is a \((G, \preceq_G) \in \mathcal{C}_t \) such that \( x, y \in V(G) \) and \( E_G(x, y) \);
- for any \( x, y \in M_t \) we have \( x \preceq y \) if and only if there is a \((G, \preceq_G) \in \mathcal{C}_t \) such that \( x, y \in V(G) \) and \( x \preceq_G y \);
- for any \( x, y \in M_t \) we have \( x \succeq y \) if and only if there are \((G_i, \preceq_{G_i}) \in \mathcal{C}_t \) such that \( x \in V(G_i) \), \( y \in V(G_j) \) and either \( i < j \) or it holds that \( i = j \) and \( x \preceq_{G_i} y \).

By Theorem 3.1 for every integer \( t \) there is some constant \( k \) such that for every graph \( G \) of twin-width at most \( t \) and for all vertices \( a_i \in V(G)(i \in [l]) \) and \( b_i \in V(G)(i \in [l]) \) if

\[ E(a_i, b_j) \iff i \in I, \]

then \( l \leq k \). Indeed, the negation of this statement would contradict the fact, that classes of graphs of bounded twin-width admit linear neighborhood complexity.

Using this fact and [6, Theorem 39] we can prove the following lemma.

**Lemma 5.3.** For every integer \( t \) the structure \( \mathbb{M}_t \) is monadically NIP.

The proof of Lemma 5.3 is rather simple but technical, so we defer it to Appendix A.

Now we show another property of \( \mathbb{M}_t \) – the edge relation in this structure admits a definable abstract cell decomposition.

**Theorem 5.4.** For any integer \( t \) formula \( \varphi(x, y) \equiv E(x, y) \) admits a definable abstract cell decomposition \( T \) in the structure \( \mathbb{M}_t \), such that for any finite \( S \subset M_t \) we have \( |T(S)| = |S|^{O(t)} \).

**Proof.** We know that the formula \( \psi_t \) from Proposition 4.5 gives a weakly definable abstract cell decomposition \( T' \) of \( \varphi \) for any ordered graph \((G, \preceq) \in \mathcal{C}_t \). Therefore, for any \( G_i \) such that \( A = S \cap V(G_i) \neq \emptyset \) we can directly use \( \psi_t \) to partition \( V(G_i) \) into subsets with the same neighborhood in \( S \) using parameters from \( A \). It remains to split into definable sets the vertices of \( G_j \)’s such that \( S \cap V(G_j) = \emptyset \). This can be easily done by using pairs of elements \( s_k, s_l \in S \) such that \( s_k \succeq s_l \) and no other element from \( S \) is between them. Indeed, we just define sets of vertices that are between such pairs \( s_k, s_l \) in \( \succeq \) and are not in \( \preceq \) relation neither with \( s_k \) nor with \( s_l \).

By remark in Section 5.4, there is also a definable abstract cell decomposition \( T = T^{\max} \) weakly definable by the formulas, we described. As they have \( O(t) \) parameters, we have that for any finite \( S \subset M_t \) the condition \( |T(S)| = |S|^{O(t)} \) holds.

Lemmas 5.3 and 5.4 allow us to derive a number of combinatorial tools known for distal structures for graphs of bounded twin-width. A structure is distal if every formula \( \varphi(\vec{X}, \vec{Y}) \) admits a definable abstract cell decomposition. Although we did not show that \( \mathbb{M}_t \) is distal, we know that edge relation in \( \mathbb{M}_t \) admits definable abstract cell decomposition. That is enough to formulate these tools.

### 5.6 Cutting lemma for graphs of bounded twin-width

By simple application of [9, Theorem 3.2] to \( \mathbb{M}_t \) we obtain the following theorem.
Theorem 5.5. For any fixed integer $t$ there exists a constant $C = C(t)$, such that for any $(G, \leq) \in \mathcal{C}_t$, any $A \subseteq V(G)$ of size $n$ and any real $r$ satisfying $1 \leq r \leq n$ we can partition $V(G)$ into sets $X_1, \ldots, X_l$ with

$$l \leq C r^{O(t)},$$

such that for every $X_i$ there are at most $\frac{n}{2}$ vertices in $a \in A$ for which $N_{X_i}(a)$ crosses $X_i$ (i.e. there are vertices $x, x' \in X_i$ satisfying $E(x, a)$ and $\neg E(x', a)$). Moreover, each of the $X_i$‘s is an intersection of at most two $\psi_t(x; A)$ definable sets.

5.7 Regularity lemma for graphs of bounded twin-width

By repeating the proof of [10, Theorem 5.8] and applying it to $M_t$ we obtain a strong regularity lemma for graphs of bounded twin-width.

Theorem 5.6. For any fixed integer $t$ and any $\varepsilon > 0$ there are a constant $c = c(t)$ and $K = O(t((1/\varepsilon)^c))$ such that for any graph $G$ of twin-width at most $t$ there is a partition $P_1, \ldots, P_K$ of vertices of $G$, such that

$$\sum |P_i||P_j| \leq \varepsilon |V(G)|^2$$

where the sum is over all $i, j \in |V(G)|$ such that $P_i$ and $P_j$ are not homogeneous.
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A Structure $\mathcal{M}_t$ is monadically NIP

In this appendix we prove that the binary structure $\mathcal{M}_t$, which is the ordered sum of all the ordered graphs of twin-width at most $t$, is monadically NIP and hence NIP. For the proof we state basic facts about first-order types and Ehrenfeucht-Fraïssé games. We do it based on [26].

A.1 Types and Ehrenfeucht-Fraïssé games

For a first-order formula $\varphi$ we define its quantifier rank as the depth of nesting of its quantifiers.

Let $\pi$ be a tuple of elements of a structure $\mathcal{A}$. We define its type of quantifier rank $q$ as the set of all formulas $\varphi(x)$ of quantifier rank $q$ with $|a| = |x|$ such that $\mathcal{A} \models \varphi(a)$. We denote the type of quantifier rank $q$ of $a$ by $\text{tp}^{q}(a)$. We can check that $a$ has a specific type of rank $q$ by an FO formula, which is formalised by the following lemma.

Lemma A.1. For any integer $l$ and any type $\tau$ of quantifier rank $q$ of tuples of length $l$ there is an FO formula $\theta_{q}(\pi)$ such that for any structure $\mathcal{A}$ and any tuple $\pi$ of its elements with $|\pi| = l$ we have

$$\mathcal{A} \models \theta_{q}(\pi) \iff \text{tp}^{q}(\pi) = \tau.$$  

For any integer $r$ and two tuples $\pi, \bar{b} \in A^l$ we consider $r$-round Ehrenfeucht-Fraïssé game played between two players, Spoiler and Duplicator. Each of the players has a set of $l + r$ pebbles, which will be placed on the elements of $A$. Initially, the first $l$ pebbles of Spoiler are placed on the elements $a_1, \ldots, a_l$, and the first $l$ pebbles of Duplicator are placed on the elements $b_1, \ldots, b_l$. The game then proceeds in $r$ rounds, where in each round, first Spoiler places a pebble on some element in $A$, and then Duplicator responds by doing the same thing. After $r$ rounds, if the substructures of $A$ induced by the $l + r$ pebbles of Spoiler and Duplicator are identical, then Duplicator wins, and loses otherwise.

The following theorem describes a connection between types and Ehrenfeucht-Fraïssé games.

Theorem A.2 (Ehrenfeucht-Fraïssé Theorem). Let $\pi = (a_1, \ldots, a_l)$ and $\bar{b} = (b_1, \ldots, b_l)$ be two tuples of elements of a structure $\mathcal{A}$. Duplicator has a winning strategy in $r$-round Ehrenfeucht-Fraïssé game between $\pi$ and $\bar{b}$ if and only if $\text{tp}^{r}(\pi) = \text{tp}^{r}(\bar{b})$.  


A.2 Proof of Lemma 5.3

Lemma 5.3. For every integer $t$ the structure $M_t$ is monadically NIP.

Proof. Take any expansion $\Pi^+$ of $\Pi$ by unary predicate symbols and any FO $\Pi^+$-formula $\varphi(x, y)$ of quantifier rank $q$. Let $M^+_t$ be a monadic lift of $M_t$. Assume that there are some elements $a_i (i \in \{1, \ldots, l\})$ and $b_I (I \subseteq \{1, \ldots, l\})$ of $M_t$ such that

$$M^+_t \models \varphi(a_i, b_I) \iff i \in I.$$  

These elements appear only in finite number of structures $(G, \preceq_G)$, in particular we can assume that they all appear in first $n$ graphs of $\mathcal{C}_t$. Let us denote $V_n = V(G_1) \cup \ldots \cup V(G_n)$ and $M^+_{t,n}$ be the substructure of $M^+_t$ induced by $V_n$.

Let us take any $x, y, x', y' \in V_n$ such that $tp^q(x, y) = tp^q(x', y')$ in $M^+_t$. We will show, using Ehrenfeucht-Fraïssé games, that $tp^q(x, y) = tp^q(x', y')$ also in whole $M^+_t$. Consider the following strategy for Duplicator in the $q$-round game. Whenever Spoiler places a pebble on an element in $V_n$, then Duplicator answers according to her winning strategy for the structure $M^+_{t,n}$ (she has one because of our assumption). On the other hand, if Spoiler places a pebble on an element of $M_t$ that is not in $V_n$, then Duplicator answers with the same element. After $q$ rounds elements of $V_n$ with pebbles of Spoiler and Duplicator induce the same substructure of $M^+_t$ (because of our assumption about winning strategy for Duplicator on $M^+_{t,n}$) and the same is true for the elements in $M_t \setminus V_n$ (Duplicator and Spoiler placed pebbles on the same elements). Moreover, all the elements with pebbles in $V_n$ and in $M_t \setminus V_n$ are related to each other only with $\preceq$ (and in the same way). That proves winning strategy for Duplicator. Similarly, we can prove that if $tp^q(x, y) \neq tp^q(x', y')$ in $M^+_{t,n}$, then we also have $tp^q(x, y) \neq tp^q(x', y')$ in $M^+_t$.

The argument above proves that equalities and inequalities of types of pairs of elements are preserved if we go from $M^+_t$ to its induced substructure $M^+_{t,n}$. As we can specify types of rank $q$ with formulas, there is some $\Pi^+$-formula $\psi(x, y)$ such that

$$M^+_t \models \varphi(a_i, b_I) \iff M^+_{t,n} \models \psi(a_i, b_I)$$

for all $i \in [l]$ and $I \subseteq [l]$. Finally, it is straightforward to see, that the substructure of $M_t$ induced by $V_n$ has twin-width at most $t + 2$, so by applying [6, Theorem 39] we get that $l$ is bounded by some constant depending only on $t$ and cannot be arbitrarily large. ◀