ON SELBERG’S SMALL EIGENVALUE CONJECTURE
AND RESIDUAL EIGENVALUES
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ABSTRACT. We show that Selberg’s eigenvalue conjecture concerning small eigenvalues of the automorphic Laplacian for congruence groups is equivalent to a conjecture about the non-existence of residual eigenvalues for a perturbed system. We prove this using a combination of methods from asymptotic perturbation theory and number theory.

1. INTRODUCTION

Let $\Gamma \subseteq \text{SL}_2(\mathbb{Z})$ be a congruence group and let $0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \lambda_3 \ldots \lambda_i \to \infty$ be the eigenvalues of the automorphic Laplacian on $L^2(\Gamma \backslash \mathbb{H})$ induced from the Laplace operator

$$\Delta = -y^2 \left(\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}\right).$$

An eigenvalue $0 < \lambda < 1/4$ is called a small eigenvalue. In a celebrated paper [46] Selberg conjectured the following:

**Conjecture 1.1.** The Laplacian for a congruence group has no small eigenvalues, i.e. $\lambda_1 \geq 1/4$.

In this paper we prove that Selberg’s conjecture is true if and only if a ‘twisted’ Laplacian behaves sufficiently well: Consider the Hecke congruence groups $\Gamma = \Gamma_0(q)$, and the automorphic Laplacian with characters induced from a Dirichlet character $\chi_0$ modulo $q$.

$$\chi_0 \left(\begin{pmatrix} a & b \\ c & d \end{pmatrix}\right) = \chi_0(d), \quad \text{for } \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(q).$$

Consider now the set $M_2^\infty(\Gamma)$ of holomorphic forms of weight 2 which are cuspidal at infinity i.e.

$$M_2^\infty(\Gamma) = \{ f \in M_2(\Gamma) | \int_0^1 f(z)dx = 0 \}$$
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where $M_2(\Gamma)$ is the standard set of weight 2 holomorphic forms. We emphasize that these are not necessarily cusp forms since we only assume cuspidality at infinity. Fix $f \in M_2^\infty(\Gamma)$. We then construct a family of characters (parametrized by $\epsilon \in \mathbb{R}$) in the following way:

$$
\chi_\epsilon : \Gamma \to S^1 \\
\gamma \mapsto \chi_0(\gamma) \exp \left( 2\pi i \epsilon \text{Re} \int_{z_0}^{z_0} \gamma f(z) \, dz \right).
$$

This definition does not depend on the choice of $z_0 \in \mathbb{H}$. We may then consider the family of Laplacians $A(\Gamma, \epsilon)$ defined as the closure of the essentially selfadjoint operator defined by $\Delta g$ on smooth functions $g : \mathbb{H} \to \mathbb{C}$ such that $g(\gamma z) = \chi_\epsilon(\gamma) g(z)$ for all $\gamma \in \Gamma$ and such that $g, \Delta g$ are square integrable.

We propose the following conjecture:

**Conjecture 1.2.** For every $\Gamma = \Gamma_0(q)$, $\chi_0$, and $f$ as above the following holds: For every $0 < a \leq b < 1/4$ there exist $\epsilon_0 > 0$ such that when $|\epsilon| \leq \epsilon_0$ the operator $A(\Gamma, \epsilon)$ has no residual eigenvalues in $[a, b]$.

We refer to section 2 for the notion of residual spectrum. It is well known (dating back to Selberg) that there are no residual eigenvalues in $]0, 1/4[$ when $\epsilon = 0$. It is not too surprising that Conjecture 1.2 follows from Selberg’s Conjecture 1.1. In fact a similar phenomenon happens whenever we have a group without small eigenvalues. What is much more surprising is that the opposite implication is true as well. I.e. we have the following:

**Theorem 1.1.** Conjecture 1.1 is true if and only if Conjecture 1.2 is true.

Hence Selberg’s conjecture about cuspidal eigenvalues may be reformulated entirely in terms of residual eigenvalues (of a perturbed system). We believe that the fact that Conjecture 1.2 implies Conjecture 1.1 is an ‘arithmetic statement’ in the sense that it is tied up with the arithmeticity of the unperturbed system. Certainly the proof is arithmetic in nature: It uses Hecke-operators, non-vanishing of character twists of $L$-functions etc.

**Remark 1.2.** We make a few comments concerning Selberg’s Conjecture 1.1. It is essential that we are considering congruence groups: For general Riemann surfaces of finite volume it is know that small eigenvalues may occur – both residual and cuspidal eigenvalues. See e.g. [46, 41, 54]. For general congruence groups Conjecture 1.1 is best possible since the eigenvalue $1/4$ may be constructed from certain even 2-dimensional Galois representations.

We provide a short list of results from the history of the small eigenvalue conjecture: Selberg [46] proved $\lambda_1 \geq 3/16 \approx 0.188$ using Weil’s bound on exponential sums, which is a consequence of the Riemann hypothesis for the zeta-function of a curve over a finite field. Jacquet
& Gelbart [12] proved $\lambda_1 > 3/16$ and Iwaniec [20] proved a density estimate on the number of small eigenvalues. For groups of small level Huxley [19] confirmed the conjecture for level $q \leq 18$. More recently Booker & Strömbergsson [5] showed that there are no small eigenvalues if $q \leq 857$ and squarefree.

A major breakthrough was made by Luo, Rudnick & Sarnak [31, 32] who proved that $\lambda_1 > 171/748 \approx 0.218$ (and more generally found bounds towards the Ramanujan conjecture for $GL_n$). Iwaniec [21] then used some of the same ideas to show $\lambda_1 > 10/49 \approx 0.204$ using a proof which – in contrast to the proof due to Luo, Rudnick and Sarnak – is entirely in a $GL_2$ framework. Later Kim & Shahidi proved $\lambda_1 \geq 66/289 \approx 0.228$ [27], and Kim & Sarnak proved $\lambda_1 \geq 975/4096 \approx 0.238$ [26] using new cases of functoriality. Selberg’s conjecture would follow from the general Langland’s functoriality conjectures [29] concerning symmetric tensor powers of automorphic $L$-functions. See [48] for a survey of the methods leading to such results.

Remark 1.3. The current work grew out of studying a paper by Bal-slev and Venkov [2]. They found that there are no small eigenvalues very close to $1/4$ with the corresponding eigenfunction being odd. Their method was limited by the possible existence of a real zero of the $L$-function attached to a Hecke-Maaß cusp form. Such a ‘bad’ zero would surely violate the generalized Riemann hypothesis thereby adding credit to the Selberg conjecture (at least for those of us believing GRH). They then used that for $GL_2$ $L$-functions there are no Siegel zeroes [16] to conclude that there are no small eigenvalues close to $1/4$.

In this paper we reprove the relevant results from [2], and extend the method to cover the whole interval $]0, 1/4[$, i.e. surpassing the problem of real zeros of $L$-functions. Unfortunately Lemma 3 of [2] does not seem to be provable as indicated by the authors, nor does it seem to suffice for what they are using it for. Our Conjecture 1.2 serves as a valid substitute in the case of Hecke congruence groups, thereby leading only to a conditional proof of the Selberg conjecture.

Another new ingredient is adding twists by Dirichlet character allowing us to bypass the problem of the ‘bad’ real zero of the relevant $L$-function as well as other obstacles.

We now describe in outline the method of the proof: At the core is the vanishing or non-vanishing at a special point of the following integral

$$4\pi i \int_{\Gamma_0(q) \backslash \mathcal{H}} y^2 \left( f(z) \frac{\partial \varphi(z)}{\partial \tau} + \overline{f(z)} \frac{\partial \varphi(z)}{\partial z} \right) E_\infty(z, s, \chi) d\mu(z)$$

which we denote

$$I(s, \varphi, \Gamma_0(q), \chi, f)$$
Here \( f \in M_2^\infty(\Gamma_0(q)) \), \( \chi \) is an even Dirichlet character, \( \varphi \) is an eigenfunction of the automorphic Laplacian for \((\Gamma_0(q), \chi)\) with eigenvalue \( \lambda = s_0(1 - s_0) \), \( E_\infty(z, s, \chi) \) is the Eisenstein series for the cusp at infinity, and \( s \) is a complex number. We want to consider what happens at \( s = s_0 \). This is done in two different ways. One using asymptotic perturbation theory and one using number theory.

We start by proving the following:

**Theorem 1.4.** If \( \lambda = s_0(1 - s_0) \) is a small eigenvalue then on Conjecture 1.2

\[
I(s_0, \varphi; \Gamma_0(q), \chi, f) = 0.
\]

Our proof of this uses asymptotic perturbation theory. Since we are not assuming that \( f \) is a cusp form the perturbation of the automorphic Laplacian induced from (1.1) is not necessarily regular, and standard Kato-Rellich theory does not apply. But for eigenvalues which are stable Kato’s theory of asymptotic perturbation \([25, \text{Ch VIII}]\) still applies. We show that small eigenvalues are stable, and we get an asymptotic first order expansion of the eigenprojections and a second order expansion of the eigenvalues. The main challenge in proving stability is the following result:

**Theorem 1.5.** Small eigenvalues move continuously under character deformations (1.1).

In Section 3.3 we prove Theorem 1.5 using the Selberg trace formula with characters. We note that Theorem 1.5 (See Corollary 3.7 for a more precise statement) and Selberg’s Conjecture 1.1 almost immediately implies Conjecture 1.2.

It turns out that we may write \( I(s, \varphi; \Gamma_0(q), \chi, f) \) as

\[
(1.4)
\int_{\Gamma_0(q) \backslash \mathbb{H}} L_\varepsilon \varphi(z) E_\infty(z, s, \chi) d\mu(z)
\]

where \( L_\varepsilon \) is the first variation of the Laplacian with respect to the character perturbation (1.1). This integral is usually denoted the Phillips-Sarnak integral. It appeared in \([39, \text{40}]\), and subsequently in many other papers. On Conjecture 1.2 Kato’s formula for the first variation of the eigenprojections then allows us to conclude that the Phillips-Sarnak integral is zero for \( s = s_0 \) where \( \varphi \) has eigenvalue \( \lambda = s_0(1 - s_0) \) when \( 0 < \lambda < 1/4 \). We refer to Section 3 for further details.

In Section 4 we use number theoretic methods to prove the following result:

**Theorem 1.6.** Given a primitive Hecke normalized Maass cusp form \( \varphi \) related to a small eigenvalue \( s_0(1 - s_0) \), there exist a primitive Dirichlet character \( \psi \) and a weight 2 modular form \( f \in M_2(\Gamma_0(q')) \) such that

\[
I(s_0, \varphi \otimes \psi; \Gamma_0(q'), \chi', f) \neq 0.
\]
Here $q'$, $\chi'$ is the level and the nebentypus for the twisted Maaß form $\varphi \otimes \psi$.

Comparing this with Theorem 1.4 the existence of a small eigenvalue easily leads to a contradiction proving Theorem 1.1.

To prove Theorem 1.6 we may arrange that $\varphi$ is odd (If $\varphi$ is even the integral is zero identically). We then unfold the integral (1.4) and find that it essentially equals the Rankin-Selberg convolution of $f$ and $\varphi$ evaluated at a special point. To be able to handle this convolution we let $f$ be a (linear combination of) weight 2 Eisenstein series. The Fourier coefficients of such a series is a divisor sum and it turns out that the Rankin-Selberg convolution can be expressed in terms of the $L$-functions of $\varphi$ and $\chi$. Going through the details we find that

\[ I(s_0, \varphi, \Gamma_0(q), \chi, f) = c \frac{\Lambda(s_0 + 1/2, \varphi) \Lambda(s_0 - 1/2, \varphi)}{\Lambda(2s_0, \chi)}. \]

Here $c$ is a simple factor which is clearly non-zero. The functions $\Lambda(s, \varphi)$ and $\Lambda(s, \chi)$ are the completed $L$-functions of $\varphi$ and $\chi$. Since $1/2 < s_0 < 1$ only $\Lambda(s_0 - 1/2, \varphi)$ can be non-zero since the two other functions are evaluated in the domain of absolute convergence. But by twisting by primitive characters we may arrange that this is not the case, using a theorem of Rohrlich. Going through the argument above with the twisted eigenform $\varphi \otimes \psi$ we arrive at Theorem 1.6 We refer to Section 4 for further details.

We conclude with Section 6 where we give 2 more conjectures which we can prove to be equivalent to Selberg’s Conjecture 1.1, one of them involving an Eisenstein series twisted by modular symbols introduced by Goldfeld [13].
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2. The automorphic Laplacian and the Selberg trace formula

We start by reviewing some more or less standard facts and results about the spectrum of the Laplacian. Basic references for this section are [47, 45, 50, 51, 23].

2.1. The automorphic Laplacian. Let $\mathbb{H}$ be the upper halfplane equipped with the hyperbolic measure

\[ ds^2 = \frac{dx^2 + dy^2}{y^2} \]
and corresponding volume form
\[ d\mu(z) = \frac{dx\,dy}{y^2}. \]

Consider a discrete cofinite subgroup \( \Gamma \) of \( \text{PSL}_2(\mathbb{R}) \). The group \( \Gamma \) acts on the upper half plane \( \mathbb{H} \) by linear fractional transformations, and we fix a fundamental domain \( F_\Gamma \) for this action. The action extends to the extended real line \( \mathbb{R} \) and since \( \Gamma \) is cofinite there is a finite number \( k \) of \( \Gamma \)-inequivalent fixpoints (cusps) on \( \mathbb{R} \), which we denote by \( a_i \, i = 1 \ldots k \). (If \( \Gamma \) is cocompact the set of cusps is empty. We shall mainly be interested in the non-cocompact case, but since many of our statements are true in the cocompact case also we do not assume anything about cocompactness). The stabilizer of a cusp \( \Gamma a_i \, i = 1 \ldots k \), is a maximal parabolic subgroup. This is cyclic with generator \( \gamma_a \). There exist scaling matrices \( \sigma_i \in \text{PSL}_2(\mathbb{R}) \) such that
\[ \sigma_{i,\infty} = a_i, \quad \sigma_i^{-1}\gamma_a\sigma_i = 1 \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}. \]

We may assume that the fundamental domain \( F_\Gamma \) is a disjoint union
\[ (2.1) \quad F_\Gamma = F_0 \cup \bigcup_{j=1}^{k} \sigma_j F_\infty \]
where the closure of \( F_0 \) is compact, \( Y \) is some fixed number, and
\[ F_\infty = \{ z \in \mathbb{H} | 1/2 < \text{Re}(z) \leq 1/2, \text{Im} z > Y \}. \]

We define the \textit{invariant height} by
\[ (2.2) \quad y_\Gamma(z) = \max_i \max_{\gamma \in \Gamma} \text{Im}(\sigma_i^{-1}\gamma z). \]

This measures how high up in the cusps the point \( z \) is located. Let \( \chi : \Gamma \to S^1 \) a multiplicative character i.e. a one-dimensional unitary representation. Consider the usual Hilbert space of automorphic square integrable functions:
\[ (2.3) \quad L^2(\Gamma, \chi) := \left\{ f : \mathbb{H} \to \mathbb{C} \left| f \text{ measurable} \right. f(\gamma z) = \chi(\gamma) f(z) , \int_{F_\Gamma} |f(z)|^2 d\mu(z) < \infty \right\} \]
with the usual inner product
\[ \langle f, g \rangle = \int_{F_\Gamma} f(z)\overline{g(z)}d\mu(z) \]

The \textit{automorphic Laplacian} \( A(\Gamma, \chi) \) is a non-negative selfadjoint operator on \( L^2(\Gamma, \chi) \) defined as the closure of \( (\Delta, D_{\Gamma, \chi}) \) where
\[ (2.4) \quad \Delta = -y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \]
and \( D_{\Gamma, \chi} \) consists of smooth function in \( L^2(\Gamma, \chi) \) with all derivatives in \( x, y \) exponentially decaying when \( y_\Gamma(z) \to \infty \). If \( \chi(\gamma_{a_i}) = 1 \) for some cusp the operator \( A(\Gamma, \chi) \) has a continuous spectrum. We call such a
cusp open, and the remaining we call closed. The continuous spectrum may be described in terms of Eisenstein series. For \( i \) with \( \chi(\gamma_a) = 1 \) we define the Eisenstein series 

\[
E_i(z, s, \chi) = \sum_{\gamma \in \Gamma \setminus \Gamma} \chi(\gamma) \text{Im}(\sigma_i^{-1} \gamma z)^s, \quad \text{for } \text{Re}(s) > 1.
\]

These Eisenstein series has meromorphic continuation to \( s \in \mathbb{C} \) and satisfies a functional equation 

\[
E(z, 1 - s, \chi) = \Phi(s, \chi) E(z, s, \chi).
\]

Here \( E(z, s, \chi) \) is the vector of Eisenstein series related to open cusps, and \( \Phi(s, \chi) \) is called the scattering matrix. Its determinant \( \phi(s, \chi) = \det \Phi(s, \chi) \) is called the scattering determinant. The Eisenstein series satisfies 

\[
\Delta E_i(z, s, \chi) = s(1 - s) E_i(z, s, \chi)
\]

(2.5)

\[
E_i(\gamma z, s, \chi) = \chi(\gamma) E_i(z, s, \chi), \quad \gamma \in \Gamma.
\]

All poles of Eisenstein series in \( \text{Re}(s) > 1/2 \) are real, simple, and the corresponding residues are eigenfunctions of the automorphic Laplacian \( A(\Gamma, \chi) \). We call such eigenfunctions residual eigenfunctions and the corresponding eigenvalues residual eigenvalues. Residual eigenvalues lie in the interval \([0, 1/4]\). At a point \( 1/2 < s_0 < 1 \) we have 

\[
\left\langle \text{res}_{s_0} E_i(z, s, \chi), \text{res}_{s_0} E_j(z, s, \chi) \right\rangle = \text{res}_{s_0} \Phi_{i,j}(s, \chi)
\]

which follows from the Maaß-Selberg relation (See [47, p. 652]). In particular we have that 

\[
\left\| \text{res}_{s_0} E_i(z, s, \chi) \right\|^2 = \text{res}_{s_0} \Phi_{i,i}(s, \chi)
\]

(2.7)

which shows that \( \text{res}_{s_0} \Phi_{i,i}(s, \chi) \) is non-negative. The zero Fourier coefficient (with respect to the cusp \( a_j \)) of a residual eigenfunction \( \text{res}_{s_0} E_i(z, s, \chi) \) equals 

\[
\int_0^1 \text{res}_{s_0} E_i(\sigma_j z, s, \chi) dx = \text{res}_{s_0} \Phi_{ij}(s, \chi) y^{1-s_0}
\]

(2.8)

The discrete spectrum 

\[
0 \leq \lambda_0(\chi) \leq \lambda_1(\chi) \leq \lambda_2(\chi) \leq \ldots, \lambda_i(\chi) \rightarrow \infty
\]

listed according to multiplicity consists of a finite number of residual eigenvalues \( s_j(\chi)(1 - s_j(\chi)) \), where \( 1/2 < s_j(\chi) \leq 1 \) is a pole of an Eisenstein series, and a finite or infinite number of cuspidal eigenvalues, i.e. eigenvalues such that the corresponding eigenfunction \( \varphi \) is cuspidal i.e. 

\[
\int_0^1 \varphi(\sigma_i z) dx = 0
\]
for all open cusps $a_i$. Such eigenfunctions are called *Maaß cusp forms*. The continuous spectrum of $A(\Gamma, \chi)\) consists of the set $[1/4, \infty]$ with multiplicity equal to the number of open cusps. The Eisenstein series $E_i(z, 1/2 + it, \chi)$ are ‘generalized eigenfunctions’ (or sometimes called ‘eigenpackets’). We emphasize that they are not square integrable. The Eisenstein series are orthogonal to Maaß cusp forms in the following sense: For all $s$ which are not poles of the Eisenstein series

\[ \int_{\mathcal{F}_a} \phi(z) E_i(z, s, \chi) d\mu(z) = 0. \]

Since $\phi$ is a cusp form the integral is absolutely convergent. Of course since $E_i(z, s, \chi)$ is not square integrable this cannot be interpreted as the usual inner product.

### 2.2. Cuspidal eigenfunctions

Consider a cuspidal eigenvalue $\lambda = s(1-s) (\text{Re} s \geq 1/2)$ of $A(\Gamma, \chi)$, and let $S_\lambda(\Gamma, \chi)$ be the set of such cuspidal eigenfunctions. Any $\phi \in S_\lambda(\Gamma, \chi)$ is real analytic and admits a Fourier expansion

\[ \phi(\sigma_i z) = \sum_{n \neq 0} \rho_\phi(n, a_i) \sqrt{y} K_{s-1/2} (2\pi |n| y) e^{2\pi i n x} \]

at open cusps $a_i$. Here $K_\nu(y)$ is the $K$-Bessel function of order $\nu$. At closed cusps $a_i$, where $\chi(\gamma a_i) = \exp(2\pi i \alpha_i) \neq 1$, $0 < \alpha_i < 1$, $\phi$ admits a Fourier expansion

\[ \phi(\sigma_i z) = \sum_{n \in \mathbb{Z}} \rho_\phi(n, a_i) \sqrt{y} K_{s-1/2} (2\pi |n + \alpha_i| y) e^{2\pi i (n+\alpha_i)x} \]

The Fourier coefficients satisfy the ‘trivial’ bound

\[ \rho_\phi(n, a_i) = O(\sqrt{n}). \]

**Proposition 2.1.** Let $\phi \in S_\lambda(\Gamma, \chi)$. Then $\phi$ and all its derivatives decay exponentially at all cusps.

**Proof.** This follows easily from (2.10), (2.11), (2.12), the asymptotic behavior of the $K$-Bessel function

\[ K_\nu(y) \sim \left( \frac{\pi}{2y} \right)^{1/2} e^{-y} \]

as $y \to \infty$, and

\[ (y^\nu K_\nu(y))' = -y^\nu K_{\nu-1}(y). \]

**Remark 2.2.** We note that in particular the above proposition shows that $S_\lambda(\Gamma, \chi)$ is contained in the dense subspace $D_{\Gamma, \chi}$ defining $A(\Gamma, \chi)$. 

\[ \square \]
2.3. **The Selberg trace formula.** The Selberg trace formula relates the spectrum of the automorphic Laplacian with the geometry of the Riemann surface $\Gamma \backslash \mathbb{H}$ through the conjugacy classes of $\Gamma$. To every hyperbolic conjugacy class $\{\gamma\}_\Gamma$ corresponds a closed geodesic on $\Gamma \backslash \mathbb{H}$ of geodesic length $l(\gamma)$. We define the norm of $\{\gamma\}_\Gamma$ as $N(\gamma) = e^{l(\gamma)}$, which may be expressed in terms of the trace of $\gamma$: 

$$N(\gamma) = \exp(2 \cosh^{-1}(\text{tr}(\gamma)/2)).$$

Every elliptic conjugacy class $\{\gamma\}_\Gamma$ is of finite order $m_\gamma$. Let $P$ (resp. $R$) be the set of primitive hyperbolic (resp. elliptic) conjugacy classes.

Let $h : \mathbb{C} \to \mathbb{C}$ be a test function such that

(i) $h$ is even

(ii) $h(r)$ is holomorphic for $|\text{Im}(r)| \leq 1/2 + \epsilon$

(iii) $h(r) = O((1 + |r|)^{-(2+\epsilon)})$ in the above strip

for some $\epsilon > 0$. We shall call such a test function admissible. Let $g$ be the Fourier transform of $h$. For discrete eigenvalues we choose $r_i$ such that $\lambda_i = 1/4 + r_i^2$.

Then Selberg found [47, p. 667] the celebrated trace formula

$$2 \sum_i h(r_i) + \frac{1}{2\pi} \int_\mathbb{R} h(r) \frac{-\phi'}{\phi} \left(\frac{1}{2} + ir, \chi\right) dr$$

$$= \frac{\mu(F_\Gamma)}{2\pi} \int_\mathbb{R} r \tanh(\pi r) h(r) dr$$

$$+ \sum_{\{\gamma\}_\Gamma \in P} \sum_{k=1}^\infty \frac{\chi(\gamma^k)2 \log N(\gamma)}{N(\gamma)^{k/2} - N(\gamma)^{-k/2}} g(k \log N(\gamma))$$

$$+ \sum_{\{\gamma\}_\Gamma \in R} \sum_{1 \leq \nu < m_\gamma} \frac{2\chi(\gamma^\nu)}{m_\gamma \sin(\pi \nu/m_\gamma)} \int_\mathbb{R} h(r) \frac{e^{-\pi \nu r/m_\gamma}}{1 + e^{-2\pi r}} dr$$

$$- 2 \left( \sum_{\chi(\gamma_a) = 1} \log 2 + \sum_{\chi(\gamma_a) \neq 1} \log |1 - \chi(\gamma_a)| \right) g(0)$$

$$+ \frac{1}{2} \text{tr} (I - \Phi(1/2, \chi)) h(0) - \frac{k_1}{\pi} \int_\mathbb{R} h(r) \frac{\Gamma'}{\Gamma(1 + ir)} dr$$

(2.13)

where in the last line $\Gamma$ denotes Euler’s Gamma function (not to be confused with the discrete group $\Gamma$), and $k_1$ equals the number of open cusps.

2.4. **The resolvent.** We denote by $R(s) = (A(\Gamma, \chi) - s(1-s))^{-1}$ the resolvent of $A(\Gamma, \chi)$ defined on the resolvent set $\rho(A(\Gamma, \chi))$ which is the complement of the spectrum $\sigma(A(\Gamma, \chi))$. We remind that the resolvent is a bounded $L^2$-operator which satisfies

$$\|R(s)\| \leq \frac{1}{\text{dist}(s(1-s), \sigma(A(\Gamma, \chi)))}$$

(2.14)
If $s_0(1 - s_0)$ is an isolated eigenvalue the reduced resolvent for $s_0(1 - s_0)$ is defined as

$$R_0(s) = R(s)(1 - P)$$

where $P$ denotes the projection to the $s_0(1 - s_0)$-eigenspace. This extends holomorphically across $s = s_0$ (See [25, Ch III §6.5]).

We need some control of how the image of the (reduced) resolvent grows at the cusps. In order to keep control of such behavior Faddeev [11] introduced certain Banach spaces: Every $f : \mathcal{F}_\Gamma \to \mathbb{C}$ may be written in terms of its $k + 1$ components:

$$f_0(z) = f(z) \quad z \in \mathcal{F}_0,$$

$$f_j(z) = f(\sigma_j z) \quad z \in \mathcal{F}_\infty^\vee, \quad j = 1 \ldots k.$$  

For $\mu \in \mathbb{R}$ define $B_\mu$ as those $f$ for which all its components are continuous on $\mathcal{F}_0$, $\mathcal{F}_\infty^\vee$ respectively and such that $f_j(z)/y^\mu$ is bounded on $\mathcal{F}_\infty^\vee$, $j = 1 \ldots k$. The $\mu$-norm is defined as

$$\| f \|_\mu = \max_{z \in \mathcal{F}_0} |f_0(z)| + \sum_{j=1}^k \max_{z \in \mathcal{F}_\infty^\vee} \left| \frac{f_j(z)}{y^\mu} \right|.$$  

This norm turns $B_\mu$ into a Banach space, and every function in $B_\mu$ grows at most like $y^\mu$ at all cusps.

**Proposition 2.3.** Let $\lambda_0 = s_0(1 - s_0) < 1/4$ be a small eigenvalue of $A(\Gamma, \chi)$, and let $R_0(s_0)$ be the reduced resolvent at $\lambda_0$. Then $R_0(s_0)$ maps $B_0$ to $B_{1/2} - s_0 + \epsilon$ for all $\epsilon > 0$.

**Proof.** This follows from Faddeev’s theory [11]. We refer to Lang [28, XIV §11]. More precisely - in p. 334 l. 7 choose $\mu = 1/2 + \delta$. This choice of $\mu$ will not allow us to be deal with embedded eigenvalues as in [28, 11] but we get better bounds for small eigenvalues. Following the argument in [28] to p. 338 l. 4 we find that when $1/2 + \delta < \text{Re}(s) < 2$ and $s(1 - s)$ not an eigenvalue (except possibly $s(1 - s) = \lambda_0$ which is the point we care about).

$$R_0(s) = R(s) - \frac{P}{\lambda_0 - s(1 - s)} : B_0 \to B_{1/2 - \delta}$$

where $P$ is the projection to the $\lambda_0$-eigenspace. By choosing $\delta$ such that $1/2 + \delta + \epsilon = s_0$ where we assume that $\epsilon$ is small enough that $\delta > 0$ which is possible since $1/2 < s_0 < 1$. Therefore $\text{Re}(s_0) > 1/2 + \delta$ and the desired result follows. Lang [28] only considers $\chi = 1$ but Venkov [50] explains the relatively small modifications needed to deal with the case $\chi \neq 1$. 

$\square$
3. SMALL EIGENVALUES AND CHARACTER PERTURBATION

In this section we describe how holomorphic forms of weight two for \( \Gamma \) induces a perturbed Laplacian. We will then explain how Kato’s asymptotic perturbation theory \([25, \text{Chapter VIII}]\) may be applied to study small eigenvalues. We insist on not assuming that the weight 2 form is cuspidal, which is why we are using Kato’s asymptotic perturbation theory instead of the more standard regular perturbation theory which does not seem to apply. We are still working in the general situation of section 2 i.e. a general discrete cofinite subgroup of \( \text{PSL}_2(\mathbb{R}) \).

3.1. The perturbed automorphic Laplacian. Let \( f \in M_2(\Gamma) \) be a holomorphic form of weight 2, not necessarily a cusp form. Then

\[
\alpha(z) = \text{Re}(f(z)dz) = \frac{f(z)}{2}dz + \frac{\overline{f(z)}}{2}d\overline{z}
\]

is a harmonic \( \Gamma \)-invariant 1-form, and for \( \epsilon \in \mathbb{R} \) the map

\[
(3.1) \quad \chi(\epsilon, \alpha) : \Gamma \rightarrow S^1 \gamma \mapsto e^{2\pi i \epsilon \int_{z_0}^z \alpha}.
\]

is a multiplicative character of \( \Gamma \). Here \( z_0 \in \mathbb{H} \) may be chosen arbitrarily as the integral does not depend on the specific choice.

For a given character \( \chi \) of \( \Gamma \) and \( f \in M_2(\Gamma) \) we form the character

\[
\chi_\epsilon := \chi \cdot \chi(\epsilon, \alpha),
\]

and we want to investigate how isolated eigenvalues \( \lambda_i(\epsilon) \) of the Laplacians \( L(\Gamma, \chi_\epsilon) \) behave in the limit as \( \epsilon \) approaches zero. To make the problem more susceptible to the standard techniques of perturbation theory we consider a unitarily equivalent operator as in \([39, 40]\). Consider the unitary operator

\[
(3.2) \quad U(\epsilon) : L^2(\Gamma, \chi_0) \rightarrow L^2(\Gamma, \chi_\epsilon)
\]

\[
f(z) \mapsto \exp\left(2\pi i \epsilon \int_{z_0}^z \alpha\right) f(z).
\]

The perturbed Laplacian

\[
(3.3) \quad \begin{array}{cc}
L^2(\Gamma, \chi_\epsilon) & \xrightarrow{A(\Gamma, \chi_\epsilon)} L^2(\Gamma, \chi_\epsilon) \\
U(\epsilon)^{-1} & \downarrow \quad U(\epsilon)^{-1} \\
L^2(\Gamma, \chi_0) & \xrightarrow{L(\epsilon)} L^2(\Gamma, \chi_0)
\end{array}
\]

now becomes

\[
(3.4) \quad L(\epsilon) := U(\epsilon)^{-1}A(\Gamma, \chi_\epsilon)U(\epsilon) = A(\Gamma, 0) + \epsilon L_\epsilon + \epsilon^2 L_{\epsilon\epsilon}
\]

where \( L_\epsilon \) resp. \( L_{\epsilon\epsilon} \) are the selfadjoint operators obtained as the closure

\[
(3.5) \quad h \mapsto 4\pi i \langle dh, \alpha \rangle, \quad h \mapsto -4\pi^2 \langle \alpha, \alpha \rangle h
\]
defined on $D_{\Gamma, \chi_0}$ (See (2.4)). Here
\[ \langle f_1 dz + f_2 d\overline{z}, g_1 dz + g_2 d\overline{z} \rangle = 2y^2(f_1\overline{g_1} + f_2\overline{g_2}) \]

We will call this kind of perturbations character perturbations of the automorphic Laplacian $A(\Gamma, \chi)$.

In the calculation leading to (3.4) we have used that $\alpha$ is harmonic. For more general 1-forms there is an extra term (See [40, (2.5)]). We emphasize that the identity in (3.1) should be understood in the following way: The operator $L(\epsilon)$ is defined as the closure of the operator defined by $A(\Gamma, 0) + \epsilon L + \epsilon^2 L^2$ on the dense subspace $U(\epsilon) D_{\Gamma, \chi_\epsilon} = D_{\Gamma, \chi_0}$

**Remark 3.1.** The upshot of conjugating to the fixed space $D_{\Gamma, \chi_0} L^2(\Gamma, \chi_0)$ is that standard methods from perturbation theory may be applied. If $\chi_\epsilon$ for small $\epsilon$ has the same cusps open and closed as $\chi_0$ – as happens if $f \in M_2(\Gamma)$ is cuspidal i.e. $f \in S_2(\Gamma)$, or if $\Gamma$ is cocompact – then the perturbation is analytic (See [10, Prop 2.8]), and there is a nice perturbation theory for isolated eigenvalues (See [25, Chapter VII]). But we want to be able to handle non-cuspidal $f \in M_2(\Gamma)$ and in this situation the number of open cusps may go down when $\epsilon \neq 0$. A first indication that such a perturbation requires extra care comes from observing that the two last lines in (2.13) are not continuous in the limit $\epsilon \to 0$. In spite of this perturbation theory has strong results to offer: See sections 3.2 and 3.3.

**3.2. Kato’s asymptotic perturbation theory.** Perturbation of the smallest eigenvalue has been studied by Phillips and Sarnak [38], Epstein [10], Petridis and Risager [37] and others to count the number of closed geodesics on Riemann surfaces. Perturbations of embedded eigenvalues has been investigated by Phillips and Sarnak [39, 40], Wolpert [53], Balslev and Venkov [3, 4] and others to explore whether a Weyl law holds for the generic finite volume Riemann surface (i.e. is the Roecke-Selberg conjecture true?).

We now cite the relevant parts of [25, Chapter VIII] in a slightly generalized form. We refer to [25] for further explanations and motivation.

Let $\{T_\epsilon\}_{\epsilon > 0}$ be a set of closed operators in a Banach space $X$. Let $R_\epsilon(\zeta) = (T_\epsilon - \zeta)^{-1}$ be the resolvent defined for $\zeta \in \rho(T_\epsilon)$ the resolvent set. The region of boundedness for $\{R_\epsilon(\zeta)\}$ is the set $\Delta_b$ consisting of $\zeta \in \mathbb{C}$ such that for $\epsilon_0 > 0$ sufficiently small $\{\|R_\epsilon(\zeta)\|\}_{0 < \epsilon \leq \epsilon_0}$ is bounded. Define the region of strong convergence for $\{R_\epsilon(\zeta)\}$ as the set $\Delta_s$ of $\zeta \in \mathbb{C}$ such that the strong limit $\text{s-lim}_{\epsilon \to 0} R_\epsilon(\zeta) = R'(\zeta)$ exists. Assume that $\Delta_s$ is nonempty. Then either $R'(\zeta)$ is invertible for no $\zeta \in \Delta_s$ or $R'(\zeta)$ equals the resolvent $R(\zeta)$ of a unique closed operator $T$ on $X$. In the latter case $\Delta_s = \rho(T) \cap \Delta_b$, and we say that $T_\epsilon$ converges strongly to $T$ in the generalized sense. Hence convergence in the generalized sense means that $R_\epsilon(\zeta)$ converges strongly to $R(\zeta)$.
when $\zeta \in \Delta_s$. We remind that a core for a closed operator $T$ is the domain of any closable operator $S$ such that the closure of $S$ equals $T$. We have the following criterion for generalized strong convergence:

**Theorem 3.2.** [25, p. 429] Let $T_\epsilon$, $T$ be closed operators on $X$. Assume that there is a core $D$ of $T$ such that each $u \in D$ belongs to $D_{T_\epsilon}$ for $\epsilon$ sufficiently small and $T_\epsilon u \to Tu$ as $\epsilon \to 0$. If $\rho(T) \cap \Delta_b \neq \emptyset$ the $T_\epsilon$ converges strongly to $T$ in the generalized sense and $\Delta_s = \rho(T) \cap \Delta_b$.

Assume that $T_\epsilon$ converges strongly to $T$ in the generalized sense. Unfortunately, in general not much can be said about the spectrum of $T_\epsilon (\epsilon$ small) close to $\lambda$ even under the assumption that $\lambda$ is an isolated eigenvalue of $T$ (See [25, Ch. VIII, § 1. 4]). We therefore introduce the notion of a stable eigenvalue for which we will be able to say more.

Still assuming that $T_\epsilon$ converges strongly to $T$ in the generalized sense we say that an isolated finite multiplicity eigenvalue $\lambda$ of $T$ is stable (in the sense of Kato) if

(i) $\Delta_s$ contains a deleted neighborhood of $\lambda$.

In particular, for some $\delta > 0$, $\{0 < |\zeta - \lambda| = \delta\} \subset \Delta_s$. From [25, Theorem 1.2] the convergence $R_\epsilon(\zeta) \to R(\zeta)$ is uniform on $\Gamma = \{\zeta \in \mathbb{C} | |\zeta - \lambda| = \delta\}$. We can therefore define the projection

$$P_\epsilon = -\frac{1}{2\pi i} \int_{\Gamma} R_\epsilon(\zeta)d\zeta$$

which projects to the eigenspaces with $|\zeta - \lambda| < \delta$. The projections $P_\epsilon$ converges strongly to

$$P = -\frac{1}{2\pi i} \int_{\Gamma} R(\zeta)d\zeta$$

as $\epsilon \to 0$.

(ii) $\text{dim } P_\epsilon \leq \text{dim } P$ for sufficiently small $\epsilon$

We will now consider a particular type of family of operators. Let $\mathcal{C}(X)$ be the set of closed operators on $X$. Assume that we have operators $T$, $T^{(1)}$, $T^{(2)}$, and a parameter $\epsilon$ are given such that

(i) $T \in \mathcal{C}(X)$

(ii) $D = D_T \cap D_{T^{(1)}} \cap D_{T^{(2)}}$ is a core of $T$

(iii) $T(\epsilon) \in \mathcal{C}(X)$ and for $0 < \epsilon \leq 1$ it is an extension of the operator $T + \epsilon T^{(1)} + \epsilon^2 T^{(2)}$ defined with domain $D$.

(iv) $\rho(T) \cap \Delta_b \neq \emptyset$ where $\Delta_b$ is the region of boundedness for the family $(T(\epsilon) - \zeta)^{-1}$.

**Remark 3.3.** We note that by Theorem 3.2 we can conclude that $T(\epsilon)$ converges strongly to $T$ in the generalized sense, and $\Delta_s = \rho(T) \cap \Delta_b$.

Kato proves the following:

**Theorem 3.4.** Let $X$ be a Hilbert space, and assume that we have a family as above with $T$, $T(\epsilon)$ selfadjoint, and $T^{(1)}$ symmetric. Let $\lambda$ be
a stable eigenvalue of $T$ of dimension $m < \infty$ with projection $P$ and assume $PX \subset D$. Then the $m$ eigenvalues for $T(\epsilon)$ close to $\lambda$ may be numbered in the form $\mu_{jk}(\epsilon)$, $j = 1, \ldots, s$, $k = 1, \ldots, m_j$ such that they have an asymptotic expansion

$$
(3.6) \quad \mu_{jk}(\epsilon) = \lambda + \epsilon \mu_j^{(1)} + \epsilon^2 \mu_j^{(2)} + o(\epsilon^2) \text{ as } \epsilon \to 0_+
$$

Here $\mu_j^{(1)}$ are the eigenvalues of $PT^{(1)}P$, with corresponding eigenprojections $P_j$. The total projection $P_j(\epsilon)$ for the $m_j$ eigenvalues $\mu_{jk}(\epsilon)$ has an asymptotic expansion

$$
(3.7) \quad P_j(\epsilon) = P_j^1 + \epsilon P_j^{11} + o(\epsilon)_s
$$

where $o(\epsilon)_s$ denotes an operator such that $\epsilon^{-1}o(\epsilon)$ converges strongly to 0 as $\epsilon \to 0_+$, and

$$
(3.8) \quad P_j^{11} = -S_\lambda T^{(1)}P_j + \sum_i P_i^1 A_{ij}.
$$

Here $A_{ij}$ are bounded operators, and $S_\lambda$ is the reduced resolvent of $T$ at $\lambda$.

Remark 3.5. This is a simplified version of Kato’s Theorem 2.9, Remark 2.10, and footnote 2 on p. 449. Kato assumes $T^{(2)} = 0$. Wolpert [53, 263-266] describes which minor changes are needed to allow $T^{(2)} \neq 0$. Note that (0) p.264 in [53] is trivially satisfied in the version of the problem that we stated. The explicit form of the bounded operators $A_{ij}$ is given in Kato’s Theorem 2.9 but we do not need it.

3.3. Stability of small eigenvalues under character perturbation. In this section we will show that small eigenvalues move continuously under character perturbations with $f \in M_2(\Gamma)$, i.e. in the setup described in Section 3.1. This will be a crucial ingredient when we will show later that small eigenvalues are stable in the sense of Kato. The proof of Lemma 3.6 below is strongly inspired by [17, 18] where the authors prove similar result in the case of pinching geodesics, using the heat kernel. Similar results where obtained by Hejhal (pinching geodesics) [15, Thm 7.2] and Venkov (regular deformations) [50, Thm 7.1.1] using the resolvent kernels.

We recall a few standard facts about the Laplace transform. For a (sufficiently nice) function $f$ on $\mathbb{R}_+$ we define its Laplace transform as

$$
(3.9) \quad \mathcal{L}(f)(z) = \int_0^\infty e^{-zt} f(t) dt.
$$

If for instance $f$ is piecewise continuous and real-valued satisfying $|f(t)| \leq Me^{zt}$ then $\mathcal{L}(f)(z)$ exist for all complex $z$ in a half-plane $\text{Re}(z) > a_0$. The inverse transform is given by

$$
 f(u) = \frac{1}{2\pi i} \int_{a-i\infty}^{a+i\infty} e^{zu} \mathcal{L}(f)(z) dz.
$$
which hold for any $a > a_0$. Define for $\rho > 0$

$$f_\rho(t) = \int_0^t \frac{(t-u)^{\rho-1}}{\Gamma(\rho)} f(u)\,du.$$  

We recall ([52, Thm 8.1]) that when $a > 0$, $a > a_0$

$$\int_a^{a+i\infty} e^{zu} L(f)(z)\,dz = \begin{cases} f_\rho(u) & u \geq 0 \\ 0 & u < 0 \end{cases}$$

We now define the spectral counting function

$$N(T, \epsilon) = \#\{\lambda_i(\chi_\epsilon) \leq T\},$$

i.e. $N(T, \epsilon)$ counts the number of eigenvalues for the Laplacian $L(\Gamma, \chi_\epsilon)$ which are less than $T$.

**Lemma 3.6.** Fix $T < 1/4$ which is not an eigenvalue for $L(0)$. Then the spectral counting function $N(T, \epsilon)$ is continuous at $\epsilon = 0$.

From this we readily deduce the following corollary:

**Corollary 3.7.** Let $\lambda$ be any number such that $0 < \lambda < 1/4$. For sufficiently small $\epsilon$ the number of eigenvalues of $L(\epsilon)$ which are close to $\lambda$ (counted with multiplicity) is equal to the multiplicity with which $\lambda$ is an eigenvalue for $L(0)$. More precisely

$$\lim_{\epsilon \to 0} (N(\lambda + \delta, \epsilon) - N(\lambda - \delta, \epsilon)) = \lim_{t \to 0_+} N_0(\lambda + t, 0) - N_0(\lambda - t, 0)$$

for sufficiently small $\delta > 0$.

We now prove Lemma 3.6

**Proof.** Consider the Selberg trace formula (2.13) with the test function $h(r) = \exp(-zr^2)$ where $z$ is complex with Re($z$) > 0. This is certainly admissible. Then $g(x) = (4\pi z)^{-1/2} \exp(-x^2/4z)$. We multiply the resulting trace formula by $\exp(-z/4)$ giving an identity of the form

$$\sum e^{-z\lambda_i(\chi_\epsilon)} + \ldots$$

Let $f$ be sufficiently nice, e.g. $f(u) = u^{w-1}$, $w - 1 \geq 0$. Let $T < 1/4$ and multiply (3.12) by $\mathcal{L}(f(z)e^{zT}/z$. By using (3.10) with Re($z$) = $a > 0$ it is straightforward to derive that

$$\sum_{\lambda_i(\chi_\epsilon) \leq T} f_1(T - \lambda_i(\chi_\epsilon)) = \sum_{\{\gamma\} \in \mathcal{P}} \sum_{k=1}^{\infty} \frac{\chi_\epsilon(\gamma^k) 2 \log N(\gamma)}{N(\gamma)^{k/2} - N(\gamma)^{-k/2}} v_T(k \log N(\gamma))$$

where

$$v_T(x) = \frac{1}{2\pi i} \int_{a-i\infty}^{a+i\infty} \frac{\exp(-z/4 - x^2/4z) \mathcal{L}(f)(z)e^{zT}/z}{\sqrt{4\pi z}} \,dz$$

We note that $T < 1/4$ is crucial. If $T > 1/4$ there will be more terms. The above operation removes discontinuous terms in the trace formulæ.
By using dominated convergence we easily see that the left hand side of (3.13) is continuous in $\epsilon$. Hence, as long as $T < 1/4$ and $w \geq 1$

\begin{equation}
N_w(T, \epsilon) := \sum_{\lambda_n(\chi_\epsilon) \leq T} (T - \lambda_i(\chi_\epsilon))^w
\end{equation}

is continuous in $\epsilon$ at $\epsilon = 0$. The theorem is complete if we can verify that when $T < 1/4$ not an eigenvalue for $\epsilon = 0$ $N_0(T, \epsilon)$ is continuous in $\epsilon$ at $\epsilon = 0$. This follows from the above by an approximation argument:

By an elementary consideration, using the mean value theorem and that $N_w(T, \epsilon)$ is monotonically increasing in $T$

\begin{equation}
N_0(T, \epsilon) \leq \frac{N_1(T + \delta, \epsilon) - N_1(T, \epsilon)}{\delta} \leq N_0(T + \delta, \epsilon)
\end{equation}

when $0 < \delta$ and $\delta + T < 1/4$. Letting $\epsilon \to 0$ and using that $N_1(T, \epsilon)$ is continuous when $\epsilon \to 0$ the first inequality in (3.15) gives

\begin{equation}
\limsup_{\epsilon \to 0} N_0(T, \epsilon) \leq \frac{N_1(T + \delta, 0) - N_1(T, 0)}{\delta}
\end{equation}

Equation (3.15) gives also

\[ \frac{N_1(T, \epsilon) - N_1(T - \delta, \epsilon)}{\delta} \leq N_0(T, \epsilon) \]

which by considering $\epsilon \to 0$ gives

\begin{equation}
\frac{N_1(T, 0) - N_1(T - \delta, 0)}{\delta} \leq \liminf_{\epsilon \to 0} N_0(T, \epsilon)
\end{equation}

We then use that since $T$ is not an eigenvalue when $\epsilon = 0$

\[ N_0(T, 0) = \lim_{\delta \to 0} \frac{N_1(T + \delta, 0) - N_1(T, 0)}{\delta} \]

to conclude from (3.16) and (3.17) that

\[ \limsup_{\epsilon \to 0} N_0(T, \epsilon) \leq N_0(T, 0) \leq \liminf_{\epsilon \to 0} N_0(T, \epsilon). \]

It follows that $N_0(T, \epsilon)$ is continuous at $\epsilon = 0$ if $T$ is not an eigenvalue when $\epsilon = 0$.

**Lemma 3.8.** Assume that $\chi_0$ leaves some cusps open. The region of strong convergence for $L_\epsilon$ equals $\rho(L(0)) - \{0\}$ – the resolvent set of the automorphic Laplacian $A(\Gamma, \chi_0)$ on $L^2(\Gamma, \chi_0)$ – with $0$ as the only possible exception.

**Proof.** We show that $\Delta_0$ contains $\rho(L(0)) \setminus \{0\}$. The result will then follow from Remark 3.3. Consider $\zeta \in \rho(L(0)) \setminus \{0\}$. If $\text{Im}(\zeta) \neq 0$ then it follows from (2.14) and the fact that $L(\epsilon)$ is selfadjoint that $\|R(\zeta, \epsilon)\| \leq 1/\text{Im}(\zeta)$ which shows that $\zeta \in \Delta_0$

If $\zeta \in \mathbb{R}$ then $\zeta < 1/4$ since we assume that $\chi_0$ leaves a cusp open i.e. there is continuous spectrum in $[1/4, \infty[$. If $\zeta < 0$ then the result follows from (2.14) and non-negativity of $L(\epsilon)$. If $0 < \zeta < 1/4$ it follows
from Corollary 3.7 that for \( \epsilon \) small enough there are no eigenvalues of \( L(\epsilon) \) in a small neighborhood of \( \zeta \) and it then follows from (2.14) that \( \zeta \in \Delta_b \).

\[ \square \]

Remark 3.9. We note that without the assumption of \( \chi_0 \) in Lemma 3.8 we can still conclude (with the same proof) that the region of strong convergence contains \( \rho(L(0)) \setminus \{0\} \cup [1/4, \infty] \). But in this case the perturbation is analytic and much stronger results than what we are obtaining are available.

**Theorem 3.10.** The operator \( L(\epsilon) \) converges strongly to \( L(0) \) in the generalized sense. Let \( \lambda < 1/4 \) be a small eigenvalue for the automorphic Laplacian \( A(\Gamma, \chi_0) \) on \( L^2(\Gamma, \chi_0) \). Then \( \lambda \) is stable in the sense of Kato under character perturbation.

**Proof.** The operator \( L(\epsilon) \) fits in the framework of (i)-(iv) before Remark 3.3 so by Remark 3.3 the family of operators \( L(\epsilon) \), \( 0 < \epsilon \leq 1 \), converges strongly to \( L(0) \) in the generalized sense. It follows from Lemma 3.8 that \( \Delta_b \) contains a deleted neighborhood of \( \lambda \) and it follows from Corollary 3.7 that \( \dim P = \dim P_\epsilon \). We conclude that \( \lambda \) is stable in the sense of Kato. \( \square \)

### 3.4. Families of eigenfunctions, and vanishing of the Phillips-Sarnak condition

We concluded the preceding section with Theorem 3.10 which allows us to apply Kato’s Theorem 3.4 to character perturbations of small eigenvalues. In this section we study the ramifications of this for the Phillips-Sarnak integral. From this point of most of our considerations makes sense only if we assume that the group \( \Gamma \) has parabolic elements (i.e. \( \Gamma \backslash \mathbb{H} \) has cusps). So from now on we assume that \( i\infty \) is a cusp and that \( f \) is cuspidal at infinity, i.e.

\[ \int_0^1 f(z)dx = 0. \]

i.e. in the notation from the introduction we are assuming that \( f \in M^\infty_2(\Gamma) \). We will construct such functions in section 4.3.

Theorem 3.10 and Theorem 3.10 implies that for an eigenvalue \( 0 < \lambda = s_0(1 - s_0) < 1/4 \) with eigenfunction \( \varphi(z) \) there exist a family of eigenfunctions

\[ \epsilon \mapsto \varphi(z, \epsilon) \]

\[ 0 \leq \epsilon < \epsilon_0, \varphi(z, \epsilon) \in L^2(\Gamma) \] of with

\[ (L(\epsilon) - \lambda(\epsilon))\varphi(z, \epsilon) = 0, \quad \varphi(z, 0) = \varphi(z) \]

such that \( \varphi(z, \epsilon) \) is right-differentiable in \( L^2(\Gamma, \chi_0) \) at \( \epsilon = 0 \), and \( \lambda(\epsilon) \) is right-differentiable at \( \epsilon = 0 \). By the discussion in section 2 the pull-back \( \hat{\varphi}(z, \epsilon) := U(\epsilon)\varphi(z, \epsilon) \) is (for each fixed \( \epsilon \)) a linear combination of a cuspidal eigenfunction of \( A(\Gamma, \chi_\epsilon) \) and residual eigenfunctions.

We need some control over how the first variation \( \varphi'(z, s) \) of \( \varphi(z, \epsilon) \) behaves at \( y \to \infty \). Faddeev’s theory (Proposition 2.3) gives \( O(y^{1-s_0+\epsilon}) \)
but we need something slightly better. In fact if we knew that the first variation satisfies $O(y^{1-s_0-\varepsilon})$ we could prove Selberg’s conjecture unconditionally. To circumvent this we make one more assumption. We write $E_i(z, s, \epsilon) := E_i(z, s, \chi_{\epsilon})$.

**Assumption 3.1.** We assume that for $\delta > 0$ sufficiently small there exist $\epsilon_0 > 0$ such that $E_\infty(z, s, \epsilon)$ is regular when $|s - s_0| < \delta$ and $|\epsilon| \leq \epsilon_0$.

This assumption clearly implies that $\hat{\varphi}(z, \epsilon)$ does not have a residual component in the direction of the cusp at infinity. We notice that this is really an assumption on the group $\Gamma$, and that we are still not making any assumption about the group being arithmetic; only that the corresponding Eisenstein series doesn’t develop a pole close to $s_0$ when the character perturbation is ‘turned on’.

**Theorem 3.11.** Let $\varphi$ be an eigenfunction related to a small eigenvalue $\lambda = s_0(1 - s_0) < 1/4$ for the Laplacian on $L^2(\Gamma, \chi)$. On Assumption 3.1 we have

$$ (3.18) \quad \int_{\mathcal{F}_T} L_\epsilon \varphi(z) \overline{E_\infty(z, s_0, 0)} d\mu(z) = 0. $$

**Proof.** We may apply Theorem 3.4 with $T = A(\Gamma, \chi_0) = L(0)$, $T^{(1)} = L_\epsilon$, $T^{(2)} = L_{\epsilon, s}$, and $T(\epsilon) = L(\epsilon)$. We notice that $D = D_T \cap D_{T^{(1)}} \cap D_{T^{(2)}}$ contains $D_{\Gamma, \chi_\epsilon}$ so $PL^2(\Gamma, \chi_0) \subseteq D$ by Proposition 2.1. The eigenvalue $\lambda$ is stable by Theorem 3.10. By linearity of the integral (3.18) it is enough to prove the claim for eigenfunctions such that $P^1_j \varphi = \varphi$.

We set $\varphi(z, \epsilon) = P_j(\epsilon) \varphi$, with corresponding eigenfunction $\lambda(\epsilon) = s_0(\epsilon)(1 - s_0(\epsilon))$. By applying $(L(0) - \lambda)$ to (3.8) we find

$$ (3.19) \quad (L(0) - \lambda) P_{j}^{11} = - (L(0) - \lambda) S_\lambda L_\epsilon P_{j}^{11} $$

Using $(L(0) - \lambda) S_\lambda = (1 - P)$, $S_\lambda P = 0$ (25 Ch III, (6.34)), and $P(L_\epsilon - \mu_j^1)P_j = 0$ (by the definition of $\mu_j^1$) we find

$$ (L(0) - \lambda) P_{j}^{11} = - (L(0) - \lambda) S_\lambda (L_\epsilon - \mu_j^1) P_{j}^{11} = - (1 - P)(L_\epsilon - \mu_j^1) P_{j}^{11} = - (L_\epsilon - \mu_j^1) P_{j}^{11}. $$

Therefore, by using that $\langle h, E_\infty(z, s, 0) \rangle = 0$ for any cusp form $h$ and any $s$ not a pole of $E_\infty(z, s, 0)$, we find that (3.18) equals

$$ \int_{\mathcal{F}_T} (L_\epsilon - \mu_j^1) P_{j}^{11} \varphi \overline{E_\infty(z, s_0, 0)} d\mu(z) = - \int_{\mathcal{F}_T} (L(0) - \lambda) P_{j}^{11} \varphi \overline{E_\infty(z, s_0, 0)} d\mu(z). $$

Using (3.19) again this equals

$$ (3.20) \quad \int_{\mathcal{F}_T} (L(0) - \lambda) S_\lambda L_\epsilon P_{j}^{11} \varphi \overline{E_\infty(z, s_0, 0)} d\mu(z). $$

This looks like an inner product between $(L(0) - \lambda) S_\lambda L_\epsilon P_{j}^{11} \varphi$ and $E_\infty(z, s_0)$. We would like to use the selfadjointness of $L(0)$ to move
$L(0) - \lambda$ to the other side and then use $(\Delta + s(1 - s))E_\infty(z, s) = 0$ to conclude that \((3.20)\) equals zero. This is of course not rigorous since $E_\infty(z, s_0)$ is not square integrable, but we can make the same idea work using an approximation argument if we can control the growth of $S_\lambda L_\epsilon P_j^1 \varphi$ as $y \to \infty$. We can do that on Assumption 3.1.

We claim that $S_\lambda L_\epsilon P_j^1 \varphi$ decays exponentially as $y \to \infty$. Using \((3.8)\) and \((3.7)\) we see that this follows if we can prove that $\hat{\varphi}(z, \epsilon) = U(\epsilon) \varphi(z, \epsilon)$ has zero Fourier coefficient at infinity equal to zero for $\epsilon$ sufficiently small, i.e. in the expansion

$$\hat{\varphi}(\sigma_i z, \epsilon) = a_j(\epsilon) y^{s_0(\epsilon)} + \sum_{m \neq 0} a_i(m, \epsilon) K_{s_0(\epsilon)-1/2}(2\pi |m| y) e(my)$$

we have $a_\infty(\epsilon) = 0$ for $\epsilon$ sufficiently small. To see this we use the (generalized) Maaß-Selberg relation (See [23] Theorem 6.14) which in our case gives that for $1/2 < s < 1$, $s \neq s_0(\epsilon)$ we have

$$\left\langle \hat{\varphi}(z, \epsilon), \tilde{E}_j^Y(z, s, \epsilon) \right\rangle = \frac{1}{s_0(\epsilon) - s} \sum_i -a_i(\epsilon) \delta_{ij} Y^{s_0(\epsilon)-s} + \frac{1}{s_0(\epsilon) + s - 1} \sum_i -a_i(\epsilon) \Phi_{ij}(s, \epsilon) y^{1 - s_0(\epsilon)-s}$$

when $Y$ is sufficiently large. The sum is over all open cusps and

$$E_i^Y(z, s, \epsilon) = \begin{cases} E_i(z, s, \epsilon) - \delta_{ij}(\text{Im} \sigma_j^{-1} z)^s - \Phi_{ij}(s, \epsilon)(\text{Im} \sigma_j^{-1} z)^{1-s} \\ E_i(z, s, \epsilon) \end{cases}$$

$$\hat{\varphi}^Y(z, \epsilon) = \begin{cases} \hat{\varphi}(z, \epsilon) - a_j(\epsilon)(\text{Im} \sigma_j^{-1} z)^{1-s} \\ \hat{\varphi}(z, \epsilon) \end{cases}$$

where for both functions the first case is $z \in \sigma_j \mathcal{F}_\infty^Y$ and the second is $z \in \mathcal{F}_0$. Taking the residue at $s = s_0(\epsilon)$ and letting $Y \to \infty$ we find, using $\text{Re}(s_0(\epsilon)) > 1/2$ that

$$\left\langle \hat{\varphi}(z, \epsilon), \text{ res}_{s=s_0(\epsilon)} E_j(z, s, \epsilon) \right\rangle = a_j(\epsilon)$$

But by Assumption 3.1 \text{ res}_{s=s_0(\epsilon)} E_\infty(z, s, \epsilon) is zero for $\epsilon$ sufficiently small, and hence $a_\infty(\epsilon) = 0$ when $\epsilon$ is sufficiently small. This proves that $S_\lambda L_\epsilon P_j^1 \varphi$ decays exponentially as $y \to \infty$.

We can now rigorize the inner product argument alluded to above:

We are using smoothly truncated Eisenstein series. Let $h : \mathbb{R} \to [0, 1]$ be a smooth function which satisfies

$$h_j(t) = \begin{cases} 1 & \text{ if } t \leq 0 \\ 0 & \text{ if } t \geq 1. \end{cases}$$
Let \( h_T(t) := h((t - T)/T) \) We then define the smoothly truncated Eisenstein series as the standard Eisenstein series minus a smooth cut-off of the zero Fourier coefficient, i.e.

\[
E^T_{sm}(z, s, \chi_0) = E_\infty(z, s, \chi_0) - h_T(y)(y^s + \Phi_\infty(s, \chi)y^{1-s})
\]

if \( \Gamma \) intersects \( \mathcal{F}_Y \) (See \ref{2.1}). This is well-defined for \( T \) sufficiently large. The smoothly truncated Eisenstein series is in \( D_{\Gamma, \chi_0} \) as can be readily checked. Therefore, using the selfadjointness of \( L(0) \) we see that

\[
\langle (L(0) - \lambda)S_{\lambda}L_\epsilon \varphi, E^T_{sm}(z, s_0, \chi_0) \rangle
\]

equals

\[
\langle S_{\lambda}L_\epsilon \varphi, (L(0) - \lambda)E^T_{sm}(z, s_0, \chi_0) \rangle.
\]

Since \( E^T_{sm}(z, s_0, \chi_0) \in D_{\Gamma, \chi_0} \) we have \( L(0)E^T_{sm}(z, s_0, \chi_0) = \Delta E^T_{sm}(z, s_0, \chi_0) \). Therefore we may use \ref{2.5} to conclude that \( (L(0) - \lambda)E^T_{sm}(z, s_0, \chi_0) \) is non-zero only if \( T \leq y \leq 2T \), and in that case it equals

\[
-y^2h''((y - T)/T)/2(y^s + \Phi_\infty(s)y^{1-s})
\]

\[
-2y^2h'((y - T)/T)(sy^{s-1} + \Phi_\infty(s)(1 - s)y^{-s})
\]

which is \( O(T^{s_0}) \) when \( T \to \infty \). (The implied constant depends on \( \Gamma \) and \( s \)).

Combining this estimate with the exponential decay of \( S_{\lambda}L_\epsilon P_j \varphi \) as \( y \to \infty \) we easily find that

\[
\langle S_{\lambda}L_\epsilon \varphi, (L(0) - \lambda)E^T_{sm}(z, s_0, \chi_0) \rangle \to 0
\]

as \( T \to \infty \).

To see that \ref{3.22} implies that \ref{3.20} is zero we note that the difference of \ref{3.20} and \ref{3.21} equals

\[
\int_{\mathcal{F}_Y} (L(0) - \lambda)S_{\lambda}L_\epsilon \varphi(z)(E_\infty(z, s_0, \chi_0) - E^T_{sm}(z, s_0, \chi_0))d\mu(z)
\]

which clearly goes to zero as \( T \to \infty \) since \( (L(0) - \lambda)S_{\lambda}L_\epsilon \varphi(z) = (1 - P)L_\epsilon \varphi \) decays exponentially at all cusps, and \( E_\infty(z, s_0, \chi_0) - E^T_{sm}(z, s_0, \chi_0) \) is zero if \( y < T \) and \( O(y^{s_0}) \) for \( y \geq T \). It follows that

\[
\int_{\mathcal{F}_Y} L_\epsilon \varphi(z)(E_\infty(z, s_0, \chi_0))d\mu(z)
\]

\[
= \int_{\mathcal{F}_Y} (L(0) - \lambda)S_{\lambda}L_\epsilon \varphi(z)(E_\epsilon(z, s_0, \chi_0))d\mu(z)
\]

\[
= \lim_{T \to \infty} \langle S_{\lambda}L_\epsilon \varphi, (L(0) - \lambda)E^T_{sm}(z, s_0, \chi_0) \rangle = 0
\]

from which the result follows.

\[
\square
\]

Remark 3.12. The main reason for Assumption \ref{3.11} is to allow to conclude \ref{3.22}. We may draw the same conclusion if \( S_{\lambda}L_\epsilon \varphi \sim O(y^{1-s_0-\delta}) \) for some positive \( \delta \). Hence any polynomial improvement of what may
be concluded from Proposition 2.3 would make our proof of the Selberg conjecture unconditional. Such an improvement is not true in Proposition 2.3 for general groups nor on all of $B_0$. It is true on the set of cusp forms, but since $L_c \varphi$ is not cuspidal that doesn’t help much.

4. Number theory

We now specialize to a specific type of arithmetic subgroups of $\text{SL}_2(\mathbb{R})$ namely the Hecke congruence groups with Dirichlet character. For these we review the theory of Hecke operators and automorphic twists by characters. Using twists by Dirichlet characters we will show that we can arrange for the Phillips-Sarnak integral (1.2) to be non-zero. This is the main arithmetic tool which will eventually lead to a proof of Theorem 1.1.

We emphasize that in this section we do not assume that $\lambda$ is a small eigenvalue, so we are not just describing the subtleties of the empty set. References for this section is [1, 33, 8, 9, 24, 49].

In [9] – which gives the most comprehensive account for Maas forms – the character related to the group is assumed to be primitive. We cannot afford this luxury and we make a review of the general situation. Our statements are close analogues of statements from [33, Ch 4.].

4.1. Primitive forms and $L$-functions. Let $\Gamma = \Gamma_0(q)$ and let $\chi : \mathbb{Z} \to S^1$ be an even Dirichlet character mod $q$. As usual this give rise to a group character on $\Gamma_0(q)$ by setting

$$\chi'(\gamma) = \chi(d), \quad \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(q)$$

We say that a Maaß cusp form of the automorphic Laplacian $A(\Gamma_0(q), \chi')$ with eigenvalue $\lambda$ is of of level $q$ and nebentypus $\chi$. We denote the space of such forms by $S_\lambda(q, \chi)$.

Every Dirichlet character $\chi$ may be written uniquely as

$$\chi = \chi^* \cdot \chi_0^q$$

where $\chi_0^q$ is the trivial character mod $q$, and $\chi^*$ is the primitive character mod $q^*$ inducing $\chi$, where $q^* \mid q$. We let $S_\lambda^{old}(q, \chi)$ be the set of old-forms i.e. the linear space generated functions

$$\varphi(dz) \text{ where } dq' \mid q, \quad q^* \mid q', \quad \varphi \in S_\lambda(q', \chi^* \cdot \chi_0^{q'})$$

and we let $S_\lambda^{new}(q, \chi)$ be the orthogonal complement of $S_\lambda^{old}(q, \chi)$ in $S(q, \chi)$, i.e.

$$S_\lambda^{new}(q, \chi) = S_\lambda(q, \chi) \ominus S_\lambda^{old}(q, \chi)$$

The Hecke operators $T_n : S_\lambda(q, \chi) \to S_\lambda(q, \chi)$ $n \in \mathbb{N}$ are defined by

$$T_n f(z) = \frac{1}{\sqrt{n}} \sum_{ad=n} \chi(a) \sum_{b \mod d} f \left( \frac{az + b}{d} \right).$$
(See [1], [30], [33]) and satisfy the relation
\[ T_m T_n = \sum_{d|(m,n)} \chi(d) T_{mn/d^2} \]

In particular the Hecke operators commute. When \((q,n) = 1\), \(T_n\) satisfy
\[ \langle T_n f, g \rangle = \langle f, \chi(n) T_n g \rangle, \quad f, g \in S_{\lambda}(q, \chi) \]

The Hecke operators map \(S_{\lambda}^{\text{new}}(q, \chi)\) to itself, and if we restrict to newforms the Hecke operators have the \textit{multiplicity-one} property: Any two eigenfunctions of all \(T_n\), \((n, q) = 1\), with the same eigenvalues are equal up to multiplication by a scalar. Consequently if \(T : S_{\lambda}^{\text{new}}(q, \chi) \rightarrow S_{\lambda}^{\text{new}}(q, \chi)\) is a linear operator which commutes with all \(T_n\), \((n, q) = 1\) then every common eigenfunction for \(T_n\), \((n, q) = 1\) is also an eigenfunction for \(T\).

We say that a non-zero newform \(f \in S_{\lambda}^{\text{new}}(q, \chi)\) is \textit{primitive} (of level \(q\), nebentypus \(\chi\), and eigenvalue \(\lambda\)) if it is an eigenfunction of all \(T_n\) for all \(n \in \mathbb{N}\). The first Fourier coefficient \(\rho_\varphi(1)\) is non-zero and we will therefore always assume that \(\varphi\) is normalized such that \(\rho_\varphi(1) = 1\). This normalization is called the \textit{Hecke normalization}.

**Remark 4.1.** For \(\varphi \in S_{\lambda}(q, \chi)\) not necessarily a newform, the following holds. If \(\varphi\) is an eigenform for all \(T_n\), \((n, q) = 1\) then there exists a unique primitive form \(\varphi^* \in S_{\lambda}^{\text{new}}(q', \chi')\) with \(q' \mid q\), such that \(\chi(n) = \chi'(n)\) and \(\lambda_{\varphi}(n) = \lambda_{\varphi'}(n)\) when \((n, q) = 1\). Here
\[ T_n \varphi = \lambda_{\varphi}(n) \varphi. \]

We define the linear involution \(V : S_{\lambda}^{\text{new}}(q, \chi) \rightarrow S_{\lambda}^{\text{new}}(q, \chi)\)
\[ V f(z) = f(-\overline{z}) \]
and the antilinear involution \(W : S_{\lambda}^{\text{new}}(q, \chi) \rightarrow S_{\lambda}^{\text{new}}(q, \chi)\)
\[ W f(z) = \overline{f((qz)^{-1})}. \]
That \(W\) maps \(S_{\lambda}(q, \chi)\) to itself is not obvious (See [22] p. 112). These operators satisfy
\[ T_n V = V T_n, \quad \text{for } n \in \mathbb{N} \]
\[ T_n W = \chi(n) W T_n, \quad \text{if } (n, q) = 1 \]

A primitive form \(\varphi\) is automatically an eigenform of \(V\) and \(W\) with eigenvalue \(\varepsilon_\varphi\) and \(\eta_\varphi\) satisfying \(\varepsilon_\varphi = \pm 1\), \(|\eta_\varphi| = 1\). A primitive form is called \textit{odd} if \(\varepsilon_\varphi = -1\) and \textit{even} if \(\varepsilon_\varphi = 1\).

The Hecke operators act on the Fourier expansion at \(i\infty\) (See (2.10))
\[ T_n \varphi(z) = T_n \sum_{m \neq 0} \rho_\varphi(n) \sqrt{y} K_{s-1/2}(2\pi |m| y) e^{2\pi imx} = \sum_{m \neq 0} \left( \sum_{d \mid (n,m)} \chi(d) \rho_\varphi(mn/d^2) \right) \sqrt{y} K_{s-1/2}(2\pi |m| y) e^{2\pi imx} \]

Therefore the above mentioned properties forces the following relations among the Fourier coefficients which we state as a theorem for easy reference.

**Theorem 4.2.** Let \( \varphi \) be a Hecke-normalized primitive cuspidal Maaß form of level \( q \) and nebentypus \( \chi \) of conductor \( m_\chi \). Then

1. \( \lambda_\varphi(n) = \rho_\varphi(n) \) for \( n \in \mathbb{N} \)
2. \( \rho_\varphi(-n) = \varepsilon_\varphi \rho_\varphi(n) \) for \( n \neq 0 \)
3. \( \lambda_\varphi(n) \lambda_\varphi(m) = \sum_{d \mid (m,n)} \chi(d) \lambda_\varphi(mn/d^2) \)
4. If \( p \mid q \) then \( \lambda_\varphi(p^l) = \lambda_\varphi(p)^l \), and

\[
|\lambda_\varphi(p)| = \begin{cases} 1 & \text{if } p^k \parallel q, p^k \parallel m_\chi \text{ for some } k \\ p^{-1/2} & \text{if } p \parallel q, p \nmid m_\chi \\ 0 & \text{otherwise}. \end{cases}
\]

Here \( p^k \parallel q \), means that \( p^k \) divides \( q \) but \( p^{k+1} \) does not.

We remark that [14] is the analogue of [33, Theorem 4.6.17]. For a primitive form as above we put

\[
L(s, \varphi) = \sum_{n=1}^{\infty} \frac{\lambda_\varphi(n)}{n^s}, \quad \text{Re}(s) > 1.
\]

By the multiplicativity relations for the Hecke operators \( L(s, \varphi) \) admits an Euler product expansion

\[
L(s, \varphi) = \prod_p (1 - \lambda_\varphi(p)p^{-s} + \chi(p)p^{-2s})^{-1}, \quad \text{Re}(s) > 1.
\]

and is non-vanishing in this halfplane. We define the completed \( L \)-function

\[
\Lambda(s, \varphi) = \left( \frac{\sqrt{q}}{\pi} \right)^s \Gamma \left( \frac{s+(s_\varphi - 1/2)}{2} + \frac{1-\varepsilon_\varphi}{4} \right) \cdot \Gamma \left( \frac{s-(s_\varphi - 1/2)}{2} + \frac{1-\varepsilon_\varphi}{4} \right) L(s, \varphi)
\]

where \( \lambda = s_\varphi(1-s_\varphi) \) is the Laplace eigenvalue of \( \varphi \).

**Theorem 4.3.** The completed \( L \)-function admits analytic continuation to an entire function , and it satisfies

\[
\Lambda(s, \varphi) = \omega_\varphi \Lambda(1-s, \varphi)
\]

where \( \omega_\varphi = \varepsilon_\varphi \eta_\varphi \).
4.2. **Character twists of primitive forms.** In this section we recall the notion of character twists of Maaß forms, and state a theorem due to Rohrlich concerning such twists. We only need character twists of primitive forms, so we shall only consider such although the twists of general forms are only slightly more complicated.

Consider a primitive $\varphi \in S_{\lambda}^{\text{new}}(q, \chi)$, and let $\psi$ be a primitive Dirichlet character modulo $r$. Then we define

$$
(4.5) \quad \varphi \times \psi = \sum_{m \neq 0} \psi(m)\rho_{\varphi}(m)\sqrt{yK_{s-1/2}}(2\pi|m|y)e^{2\pi imx}
$$

By considering Gauss sums we find that

$$
(4.6) \quad \varphi \times \psi = \tau(\psi)^{-1} \sum_{a \mod r} \varphi(z + a/r) \in S_{\lambda}(N, \chi\psi^2)
$$

where $\tau(\psi)$ denotes the Gauss sum of $\varphi$ and $N$ is the least common multiple of $q$, $q^*r$, and $r^2$ (remember that $q^*$ is the modulus of $\chi$). It is easy to see that $\varphi \times \psi$ is a non-zero eigenfunction of $T_n$ when $(n, N) = 1$. We denote by $\varphi \otimes \psi$ the unique newform giving rise to $\varphi \times \psi$ (See Remark 4.1). In particular

$$
(4.7) \quad \rho_{\varphi \otimes \psi}(m) = \psi(m)\rho_{\varphi}(m), \quad \text{when } (N, m) = 1.
$$

We note that the parities of $\varphi$ and $\psi$ multiply i.e.

$$
(4.8) \quad \varepsilon_{\varphi \otimes \psi} = \varepsilon_{\varphi} \cdot \varepsilon_{\psi}(-1)
$$

so a twist by an odd character changes the parity of $\varphi$ while a twist by an even character keeps the parity.

We state a simplified version of a theorem due to Rohrlich [42]:

**Theorem 4.4.** Let $\varphi$ be a primitive Maaß cusp form, $s$ any complex number, and $M$ any integer. Then there exist infinitely many even primitive Dirichlet characters $\psi$ of conductor $m_\psi$ such that $(M, m_\psi) = 1$ and

$$
L(s, \varphi \otimes \psi) \neq 0.
$$

4.3. **Modular forms of weight 2.** In this section we construct an element in $M_2^\infty(\Gamma_0(q))$ which will be used to do character perturbation as in Section 3.1.

Consider the holomorphic Eisenstein series of weight 2 for the modular group $\text{SL}_2(\mathbb{Z})$, which may be defined as

$$
E_2(z) = 1 - 24 \sum_{n=1}^{\infty} \sigma_1(n)e^{2\pi inz},
$$

where

$$
\sigma_s(n) = \sum_{d \mid n} d^s.
$$
The holomorphic Eisenstein series of weight 2 is only ‘quasi’-modular. More precisely it satisfies
\[ E_2(\gamma z) = (cz + d)^2 E_2(z) - \frac{6i}{\pi} c(z + d), \quad \text{for all } \gamma \in \text{SL}_2(\mathbb{Z}). \]

But for any \( q \in \mathbb{N} \) the following difference is modular and non-zero:
\[ G_q(z) := E_2(z) - qE_2(qz) \in M_2(\Gamma_0(q)). \]

The zero Fourier coefficient of \( G_2, q \) equals \( 1 - q \). To construct a non-zero element in \( M_\infty(\Gamma_0(q)) \) we assume that \( q > 1 \) is not a prime and let \( q = q_1q_2 \) be a nontrivial factorization. We then define
\[ G_{q_1, q_2}(z) := G_{q_1}(z) - G_{q_1}(q_2z) \in M_2^\infty(\Gamma_0(q)) \]

We note that this is nothing but a particular element in \( E(\Gamma_0(q)) \) the space of Eisenstein series of weight 2 for \( \Gamma_0(q) \) (See [43, p. 21], [44]). The first Fourier coefficient of \( G_{q_1, q_2}(z) \) equals -24.

### 4.4. The Phillips-Sarnak integral

We already considered the integral
\[ I(s) = \int_{\mathcal{F}_V} L(\varphi(z) \overline{E_\infty(z, \bar{s}, \chi)}) d\mu(z). \]

from one point of view (Theorem 3.11). We now consider it from a number theory point of view. We start by taking a general eigenfunction \( \varphi \) (i.e. not necessarily primitive), which is an eigenfunction of \( V \), i.e. it is either even or odd. We assume that \( f \in M_2(\Gamma_0(q)) \) inducing \( \chi_\epsilon \) has Fourier coefficients at infinity
\[ f(z) = \sum_{n=0}^\infty b_n e^{2\pi i nz} \]

We note that \( I(s) \) is well-defined even if \( f \) is not cuspidal at infinity. Note however that without cuspidality at infinity we do not know if the conclusion of Theorem 3.11 is valid.

**Theorem 4.5.** Assume that \( \varphi \) is either even or odd. If \( \varphi \) is even then \( I(s) = 0 \). If \( \varphi \) is odd then
\[ I(s) = \frac{2}{2^{2s} \pi s - 1} \frac{\Gamma(s + s_j) \Gamma(s - s_j + 1)}{\Gamma(s)} L(s + 1/2, f \times \varphi) \]

where
\[ L(s, f \times \varphi) = \sum_{n=1}^\infty \frac{b_n \rho_\varphi(n)}{n^s} \]

is the Rankin-Selberg \( L \)-function of \( f \) and \( \varphi \).
\begin{proof}

For \( \Re(s) > 1 \) we may unfold the integral
\[
I(s) = \int_{F_{\infty}} L_{s} \varphi(z) y^{s} d\mu(z)
\]
\[
= 4\pi i \int_{F_{\infty}} y^{2} \left( f(z) \frac{\partial \varphi(z)}{\partial z} + \frac{\partial f(z)}{\partial z} \varphi(z) \right) y^{s} d\mu(z), \quad \text{by (3.5)}
\]
\[
= 2\pi i \int_{F_{\infty}} y^{2} \left( f(z) \varphi(z) - \overline{f(z)} \varphi(z) \right) (-siz^{s-1}) d\mu(z)
\]

We now use the Fourier expansions of \( f \) and \( \varphi \) and find
\[
I(s) = \frac{s}{(2\pi)^{s-1/2}} \int_{0}^{\infty} e^{-y} K_{s-1/2}(y) y^{s-1/2} dy \sum_{n=1}^{\infty} \frac{b_{n}(\rho_{\varphi}(n) - \rho_{\varphi}(-n))}{n^{s+1/2}}
\]

The integral can be evaluated (See [14, 6.621 3]) giving
\[
= \frac{s}{(2\pi)^{s-1/2}} \frac{\sqrt{\pi}}{2^{s+1/2}} \frac{\Gamma(s + s_{j}) \Gamma(s - s_{j} + 1)}{\Gamma(s + 1)} \sum_{n=1}^{\infty} \frac{b_{n}(\rho_{\varphi}(n) - \rho_{\varphi}(-n))}{n^{s+1/2}}.
\]

We may now use Theorem 4.2 ii) (which holds even though \( \varphi \) is not primitive) to conclude that this is identically zero if \( \epsilon_{\varphi} = 1 \), i.e. if \( \varphi \) is even. This can also be seen directly from (4.9). In the odd case the claimed expression follows easily.

We will now show that if we further assume that \( \varphi \) is a primitive Hecke-normalized form of weight 0, eigenvalue \( \lambda \), level \( q \) and nebentypus \( \chi \) and that the \( f \in M_{2}(\Gamma_{0}(q)) \) giving rise to \( L_{\epsilon} \) (See 3.4) equals \( f(z) = G_{q_{1},q_{2}} \) as defined in Section 4.3 then we can deduce the following theorem:

\begin{theorem}

On the above assumptions: If \( \varphi \) is odd then
\[
I(s) = -24 \left( 1 - \frac{\lambda_{\varphi}(q_{1})}{q_{1}^{s-1/2}} \right) \left( 1 - \frac{\lambda_{\varphi}(q_{2})}{q_{2}^{s+1/2}} \right) \frac{\Lambda(s - 1/2, \varphi) \Lambda(s + 1/2, \varphi)}{\Lambda(2s, \chi)}.
\]

Otherwise \( I(s) = 0 \).

Here
\[
\Lambda(s, \chi) = \left( \frac{q}{n} \right)^{s/2} \Gamma(s/2) \sum_{n=1}^{\infty} \frac{\chi(n)}{n^{s}}, \quad \Re(s) > 1
\]

is the completed \( L \)-function of the even Dirichlet character \( \chi \). We note that \( \Lambda(s, \chi) \) only satisfies a standard functional equation if \( \chi \) is primitive which we do not assume.

\end{theorem}

\begin{proof}

We note that \( f \in M_{2}(\Gamma_{0}(q)) \) giving \( L_{\epsilon} \) is of the form
\[
f(z) = \sum_{d | q} t_{d} E_{2}(dz), \quad t_{d} \in \mathbb{R},
\]

\end{proof}
We may assume that \( \varphi \) is odd. By Theorem 4.5 we need to consider the Rankin-Selberg \( L \)-function

\[
\sum_{n=1}^{\infty} b_n \lambda_{\varphi}(n) \frac{1}{n^s}
\]

which by the assumption (4.12) equals

\[
- \sum_{d|q} t_d \sum_{n=1}^{\infty} \frac{24\sigma_1(n)\lambda_{\varphi}(dn)}{(dn)^s}
\]

From Theorem 4.2 we conclude that \( \lambda_{\varphi}(dn) = \lambda_{\varphi}(d)\lambda_{\varphi}(n) \) whenever \( d | q \). Therefore (4.13) equals

\[
-24 \sum_{d|q} t_d \lambda_{\varphi}(d) \frac{\sigma_1(n)\lambda_{\varphi}(n)}{d^s} \sum_{n=1}^{\infty} \frac{n^s}{n^s}
\]

The first sum equals

\[
(1 - \lambda_{\varphi}(q_1)q_1^{-s+1})(1 - \lambda_{\varphi}(q_2)q_2^{-s})
\]

where we have used \( \lambda_{\varphi}(q_1q_2) = \lambda_{\varphi}(q_1)\lambda_{\varphi}(q_2) \). The last sum

\[
\sum_{n=1}^{\infty} \frac{\sigma_1(n)\lambda_{\varphi}(n)}{n^s}
\]

may be calculated as follows: The sum factors into an Euler product

\[
\prod_p \sum_{n=0}^{\infty} \frac{\sigma_1(p^n)\lambda_{\varphi}(p^n)}{p^{ns}}
\]

It is straightforward to check - using Theorem 4.2 (iii) - that each local factor equals

\[
\frac{(1 - \chi(p)p^{-(2s-1)})}{(1 - \lambda_{\varphi}(p)p^{-(s-1)} + \chi(p)p^{-2(s-1)})(1 - \lambda_{\varphi}(p)p^{-s} + \chi(p)p^{-2s})}
\]

Therefore (compare 4.3) we find that

\[
\sum_{n=1}^{\infty} \frac{\sigma_1(n)\lambda_{\varphi}(n)}{n^s} = \frac{L(s - 1, \varphi)L(s, \varphi)}{L(2s - 1, \chi)}
\]

The result follows by comparing \( \Gamma \) factors using the Legendre duplication formula.

\[\square\]

5. Proof of Theorem 1.1

In this section we prove Theorem 1.1. We start by noticing that Selberg’s Conjecture 1.1 implies Conjecture 1.2. This follows from the continuity of eigenvalues under character perturbation, or more precisely Corollary 3.7. For every \( \lambda, a \leq \lambda \leq b \) Corollary 3.7 gives that for small enough \( \epsilon \) there are no eigenvalues for the perturbed system in a neighborhood of \( \lambda \). In particular there are no residual eigenvalues.
Using compactness of $[a,b]$ we find that there is an $\epsilon_0 > 0$ such that when $|\epsilon| \leq \epsilon_0$ there are no residual eigenvalue for $A(\Gamma, \epsilon)$ in the whole interval $[a,b]$.

Proving that Conjecture 1.2 implies Conjecture 1.1 is more involved. We notice that it is enough to prove non-existence of primitive Hecke-Maaß forms $\psi \in S_{\lambda}^{\operatorname{new}}(q, \chi)$ where $\lambda < 1/4$, and $\chi$ is a Dirichlet character mod $N$. To see this we let $\Gamma$ be any congruence group i.e. $\Gamma(N) \subseteq \Gamma \subseteq \Gamma(1)$ for some $N$. If $\varphi \in S_{\lambda}(\Gamma)$ then $\varphi(Nz) \in S_{\lambda}(\Gamma_1(N^2))$ (See [33, p. 114]). Then we use that for every positive integer $M$

$$S_{\lambda}(\Gamma_1(M)) = \bigoplus_{\chi} S_{\lambda}(\Gamma_0(M), \chi)$$

where the sum is over all Dirichlet characters modulo $M$ (See [33, Lemma 4.3.1]). Hence an eigenfunction for a congruence group induces at least one non-trivial primitive Hecke-Maaß form of some level and nebentypus with the same eigenvalue. We now prove that no primitive Maaß cusp forms exist with $0 < \lambda < 1/4$.

Assume that $\varphi$ is a non-trivial primitive Hecke-Maaß form of level $q$ and nebentypus $\chi$ with eigenvalue $s_0(1 - s_0) < 1/4$. By possibly twisting with an odd primitive character we may assume that $\varphi$ is odd (See 4.8) and of level $q > 1$ not a prime (See e.g. [24, Proposition 14.20]). By Theorem 4.4 there exist an even primitive Dirichlet character $\psi$ mod $r$ such that

$$\Lambda(s_0 - 1/2, \varphi \otimes \psi) \neq 0.$$  

We note that by (4.8) $\varphi \otimes \psi$ is still odd, and we denote its nebentypus by $\chi'$ and its level by $q'$.

Since $q' > 1$ is not a prime either we may choose a nontrivial factorization $q' = q_1q_2$, and we may form $f = G_{q_1q_2} \in M_\infty(\Gamma_0(q'))$ It follows from Theorem 4.2 iv) that

$$\left(1 - \frac{\lambda_{\varphi \otimes \psi}(q_1)}{q_1^{s-1/2}}\right) \left(1 - \frac{\lambda_{\varphi \otimes \psi}(q_2)}{q_2^{s+1/2}}\right) \neq 0.$$  

We have also

$$\frac{\Lambda(s_0 + 1/2, \varphi \otimes \psi)}{\Lambda(2s_0, \chi')} \neq 0$$

since both $L$-functions are evaluated in the domain of absolute convergence. By Theorem 4.6 we conclude that

$$I(s_0) \neq 0.$$  

On the other hand on Conjecture 1.2 Theorem 3.11 tells us that

$$I(s_0) = 0,$$

which contradicts (5.2). Therefore the form $\varphi$ cannot exist proving Conjecture 1.1. This concludes the proof of Theorem 1.1.
6. Further remarks

In this concluding section we make a few relatively straightforward remarks concerning the proof of Theorem 1.1 which gives two more equivalent forms of Selberg’s Conjecture 1.1.

6.1. Residual eigenvalues from infinity. In our proof Theorem 1.1 To prove that Selberg’s conjecture 1.1 is implied by Conjecture 1.2 we are only using non-existence of poles of Eisenstein series at infinity and only character perturbations coming from \( G_{q_1,q_2} \). Hence Selberg’s Conjecture 1.1 is also equivalent to the following:

**Conjecture 6.1.** For every \( q > 1 \) non-prime and every Dirichlet character \( \chi \bmod q \) there exist a non-trivial factorization \( q = q_1q_2 \) such that the following holds: For every \( 1/2 < c \leq d < 1 \) there exist \( \epsilon_0 > 0 \) such that when \( |\epsilon| < \epsilon_0 \) the Eisenstein series \( E_\infty(z,s,\epsilon) \) is regular for \( s \in [c,d] \). Here the character perturbation is given by (1.1) with \( f = G_{q_1,q_2} \).

Since poles of Eisenstein series occur only at poles of the diagonal of the scattering matrix we may formulate this in terms of the scattering term

\[ \Phi_{\infty\infty}(s,\chi_\epsilon). \]

Hence Conjecture 6.1 states that for every \( 1/2 < c \leq c < 1 \) there exist \( \epsilon_0 > 0 \) such that when \( |\epsilon| < \epsilon_0 \) \( \phi_{\infty\infty}(s,\chi_\epsilon) \) is regular for \( s \in [c,d] \).

6.2. Goldfeld Eisenstein series. Consider \( f \in M_\infty^2(\Gamma_0(q)) \) and \( \chi \) a Dirichlet character \( \bmod q \) as in Section 4.1. Goldfeld [13] introduced Eisenstein series series twisted with modular symbols. We define the twisted Eisenstein series (for the cusp at infinity) as

(6.1) \[ D^1(z,s,f,\chi) = \sum_{\gamma \in \Gamma \backslash \Gamma_1} \overline{\chi'(\gamma)} \Re \left( \int_{i\infty}^{\gamma z} f(\tau) d\tau \right) \Im(\gamma z)^s \]

for \( \Re(s) > 1 \) (This definition is slightly different from Goldfeld’s original one, but it is more convenient for our purpose). This series has meromorphic continuation to \( s \in \mathbb{C} \). We refer to [13, 34, 36] for the basic properties of this series: All singularities are located at the spectral values of \( A(\Gamma,\chi') \). Lemma 2.14 of [36] gives that \( s = 1 \) is a removable singularity (Lemma 2.14 is correct although it is based on [36, Lemma 2.12] which needs straightforward modifications). At cuspidal values it has at most a simple pole and the residue equals a linear combination of Phillips-Sarnak integrals (See [13, 35, Theorem 1.1]):

(6.2) \[ \sum_{j=1}^m \int_{F_1} L_\epsilon \phi_j(\tau) E_\infty(\tau,s_0,\chi) d\mu(\tau) \phi_j(z) \]
where the sum is over a basis of the $s_0(1 - s_0)$ eigenspace. On the basis of our proof of Theorem 1.1 this naturally leads to the following conjecture:

**Conjecture 6.2.** For every $q > 1$ non-prime and every Dirichlet character $\chi \mod q$ there exist a non-trivial factorization $q = q_1 q_2$ such that the following holds: The Eisenstein series twisted with modular symbol $D^1(z, s, G_{q_1 q_2}, \chi)$ is analytic in $\text{Re}(s) > 1/2$.

This is certainly implied by Selberg’s Conjecture 1.1 and using (6.2) we see that it implies that the Phillips-Sarnak integrals related to $s_0(1 - s_0)$ are zero if $\text{Re}(s_0) > 1/2$. We may therefore use the same arguments as in Section 5 to prove that Conjecture 6.2 is in fact equivalent to Selberg’s Conjecture 1.1.
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