Abstract

A memory efficient approach to ensembling neural networks is to share most weights among the ensembled models by means of a single reference network. We refer to this strategy as Embedded Ensembling (EE); its particular examples are BatchEnsembles and Monte-Carlo dropout ensembles. In this paper we perform a systematic theoretical and empirical analysis of embedded ensembles with different number of models. Theoretically, we use a Neural-Tangent-Kernel-based approach to derive the wide network limit of the gradient descent dynamics. In this limit, we identify two ensemble regimes – independent and collective – depending on the architecture and initialization strategy of ensemble models. We prove that in the independent regime the embedded ensemble behaves as an ensemble of independent models. We confirm our theoretical prediction with a wide range of experiments with finite networks, and further study empirically various effects such as transition between the two regimes, scaling of ensemble performance with the network width and number of models, and dependence of performance on a number of architecture and hyperparameter choices.

1 Introduction

A common strategy of improving accuracy of predictive models is model ensembling [Dietterich, 2000]. In its simplest form, several models are constructed independently, and their outputs are averaged. Despite its simplicity, this strategy is very reliable and efficient, almost invariably improving the accuracy and robustness of predictions [Dusenberry et al., 2020].

However, a major downside of this strategy is a substantial increase of resources required for model training and execution: training time, inference time, and required storage scale linearly with the number of models in the ensemble. This downside is especially acute for deep neural networks (DNNs) since they are already complex – as a result, DNN ensembles become challenging or even infeasible in many applications [Schwenk and Bengio, 2000; Huang et al., 2017].

Recently significant attention was paid to the construction of “lightweight” ensembles that mitigate this issue [Wen et al., 2019; Havasi et al., 2020; Rame et al., 2021; Wenzel et al., 2020; Zhang et al., 2021]. A lightweight ensemble attempts to retain the accuracy gain from ensembling while relaxing requirements for a particular resource. For example, snapshot ensembles [Huang et al., 2017; Garipov et al., 2018] reduce the ensemble training time (without significantly affecting the storage and inference time). Lightweight ensembles typically have a lower accuracy than the standard independent ensembles of the same size, because of a lower diversity of their members.

In this work we address what we call Embedded Ensembles (EE). Their common idea is to construct different models by some kind of perturbation of a single reference neural network. Examples of EE include Monte-Carlo (MC) dropout ensembles [Gal and Ghahramani, 2016] and BatchEnsembles [Wen et al., 2019]. Most weights in an embedded ensemble are just the shared reference network weights, so this ensemble requires much less storage than a respective ensemble of independent reference networks. Furthermore, if the perturbation is restricted to the last layers, then network computations can be efficiently reused among ensem-
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bled models making computation time comparable to that of a single model.

The price one pays for this efficiency is the lower accuracy of embedded ensembles. In fact, while the accuracy of the usual independent ensembles only increases with additional models, it was observed empirically [Havasi et al., 2020] that the accuracy of embedded ensembles can degrade when the number of ensemble members is large.

The primary purpose of this work is to systematically explore how performance of embedded ensembles scales with the number of models. An additional important factor that we consider is the size of the reference network. Intuitively, larger reference networks can accommodate more uncorrelated models and so provide higher ensemble accuracy. We confirm this intuition, both theoretically and empirically.

Our contribution. We perform an extensive theoretical and empirical study of Embedded Ensembles.

- We describe the behaviour of Embedded Ensembles in the limit of infinite reference network width. Particularly, we derive dynamic equation of EE model outputs describing their evolution under gradient descent. Also, we characterize at initialization the distribution of ensemble outputs and Neural Tangent Kernel of the ensemble.

- In the infinite width limit we identify independent and collective operating regimes of Embedded Ensembles. In the independent regime we show that EE is fully identical to the ensemble of independent reference networks. Also, we propose to use different gradient scalings for independent and collective regimes to ensure proper behavior of EEs with large number of ensemble models. We show that the operating regime of Embedded Ensemble is determined by the structure of individual parameters and their initialization strategy.

- We perform extensive experiments with embedded ensembles on the CIFAR100 data set. We empirically observe the collective and independent regimes and demonstrate the transition between them. We observe that finite-width EEs in the independent regime have an optimal number of models at which the highest accuracy is achieved; in agreement with our theory this optimal number increases with the network width. We further explore, both empirically and theoretically, a number of architecture modifications and the scaling of the learning rates.

2 Related Work

Early attempts to reach a compromise between increased performance of ensembles and low computational and memory costs of single models were focused on so-called Monte-Carlo Dropout in the context of uncertainty estimation [Gal, 2016, Gal and Ghahramani, 2016]. Recently, there was an increased interest in improving predictive characteristics of embedded ensembles. Several different approaches were suggested, such as BatchEnsembles [Wen et al., 2019], MIMO [Havasi et al., 2020], Masksembles [Durasov et al., 2021] and Orthogonal Dropout [Zhang et al., 2021].

There is very limited literature analysing embedded ensembles’ characteristics as a function of parent network size and number of ensemble models. [Seoh, 2020] focuses on MC Dropout, but mostly looks at uncertainty estimation. [Sicking et al., 2020] explores connection of MC Dropout with Gaussian processes. [Verdoja and Kyrki, 2021] focuses on MC Dropout, taking a look on how well it captures variance in the data.

One example of the study more relevant to ours is [Zhang et al., 2021], which introduces a special variation of MC Dropout, and provides insights in how well it performs for different ensemble sizes.

Fully-connected neural networks in the limit of infinite width are equivalent to Gaussian Processes (GP) at initialization [Lee et al., 2018] and behave as linear models under gradient descent [Lee et al., 2019] with Neural Tangent Kernel (NTK) [Jacot et al., 2018] as a matrix governing linear training dynamics. Although actual NNs are not fully described by their infinite width limit [Lee et al., 2020], Hanin and Nica, 2020, Liu et al., 2020, Huang and Yan, 2020, Lewkowycz et al., 2020], this limit becomes a convenient way to study NNs and was generalized to a number of modern architectures: RNN [Alemohammad et al., 2021].
CNN [Arora et al., 2019], Attention [Hron et al., 2020], Deep Bayesian Ensembles [He et al., 2020]. The latter work uses GPs and NTK to analytically study ensembles of independent DNNs, while in current work we use these tools to study Embedded Ensembles.

3 Embedded Ensembles

Consider a reference network\(^{(1)}\) \(f(w, u, x)\) with two sets of parameters \(w, u\), and inputs \(x\). To build an Embedded Ensemble of size \(M\) based on this reference model we choose a single set of parameters \(w\) to be shared across all \(M\) ensemble models, and \(M\) sets \(\{u_\alpha\}_{\alpha=1}^M\) of parameters \(u\) to serve as individual parameters of ensemble models. Then the ensemble prediction at input \(x\) can be written as

\[
f^{\text{ens}}(x) = \frac{1}{M} \sum_{\alpha=1}^{M} f_\alpha(x), \quad f_\alpha(x) \equiv f(w, u_\alpha, x).
\]

The sharing of the weights \(w\) across ensemble models makes EE memory efficient. Particularly, in the case of the reference model having much fewer parameters \(u\) than \(w\), the total number of parameters in EE is approximately the same as in the reference model. On the other hand, the sharing of the common parameters makes ensemble models \(f_\alpha(x)\) correlated and interacting during training. The study of these interaction effects, and situations where they are suppressed, is the goal of the current work.

We focus on two particular examples of embedded ensembles: BatchEnsembles and MC dropout ensembles.

**BatchEnsembles.** In a BatchEnsemble [Wen et al., 2019; Wen et al., 2020; Dusenberry et al., 2020], each model has the same architecture as the reference model up to an additional rescaling of the inputs and outputs of neurons; we will call these rescalings modulations.

A standard fully-connected layer in a neural network can be written as

\[
z^l_j = \frac{1}{\sqrt{N_{l-1}}} \sum_{i=1}^{N_{l-1}} x^i_{l-1} W^l_{ij} + b^l_j, \quad x^l_j = \phi(z^l_j),
\]

where index \(l\) corresponds to a layer, \(N_l\) denotes the number of neurons in \(l\)-th layer, \(z^l_j\) are usually called pre-activations and \(x^l_j\) denotes the output of the \(j\)-th neuron in the \(l\)-th layer. The factor \(N_{l-1}^{-1/2}\) is written for future convenience of passing to the wide network limit. In the BatchEnsemble, in each neuron of each submodel \(\alpha = 1, \ldots, M\), the activation \(x = \phi(z)\) is replaced by the "modulated" activation:

\[
\begin{cases}
  z^l_{\alpha j} = \frac{1}{\sqrt{N_{l-1}}} \sum_{i=1}^{N_{l-1}} x^{l-1}_{\alpha i} W^l_{ij} + b^l_j, \\
  x^l_{\alpha j} = u^l_{\alpha j} \phi(z^l_j),
\end{cases}
\]

where \(u_\alpha = \{u^l_{\alpha j}, v^l_{\alpha j}\}\) are the modulating weights depending in particular on the model \(\alpha\) in the ensemble, the layer \(l\) in the reference network and an index \(j\) of a neuron in a fully-connected layer. At the same time, all models of the ensemble share the same set of weights \(w = \{W^l_{ij}, b^l_j\}\) inherited from the reference network. The full scheme of BatchEnsemble architecture is presented on Figure 4.

There is a natural generalization of this structure to convolutional layers with multiple channels: the modulating weights depend on the channel \(j\) and are shared by all neurons of the channel.

**MC dropout ensembles.** Dropout was originally proposed as a regularization technique for deep learning used at training time [Srivastava et al., 2014]. However, when applied at inference time, it can also be viewed as an ensembling approach.

It can be defined as a modification of BatchEnsemble in which only the post-activation modulating weights \(u^l_{\alpha j}\) are present in equation \((1)\) (no \(v^l_{\alpha j}\)), and these modulating weights are not optimized after random initialization (i.e., only the shared weights \(w\) are learned).

When the modulating weights \(u^l_{\alpha j}\) have a Bernoulli 0–1 distribution, their realizations can be referred to as "dropout masks" because they effectively eliminate some neurons from the network. We will, however, allow \(u^l_{\alpha j}\) to have general distributions.

A particular special case of MC dropout ensembles occurs if the modulating weights \(u^l_{\alpha j}\) are present only in the last hidden layer. In this case all the network computations up to the last layer are shared among the ensemble models, allowing to substantially accelerate the overall computation of the ensemble. We will refer to this case as the Last Layer Dropout (LLD) ensemble.

3.1 Training of Embedded Ensembles

We assume that models in EE are trained simultaneously with a version of (Stochastic) Gradient Descent. At each GD step the batch of training pairs \(B = \{(x_b, y_b)\}_{b=1}^{B}\) is given to each ensemble model.
\( f_\alpha(x) \) and corresponding empirical loss is calculated
\[
\mathcal{L}_\alpha(w, u_\alpha) = \frac{1}{B} \sum_{b=1}^{B} L(f(w, u_\alpha, x_b), y_b). \tag{2}
\]

Here \( L(\hat{y}, y) \) is a single point loss function. The parameters of the ensemble are then updated based on loss gradients of all ensemble models
\[
\Delta u_\alpha = -\eta_\alpha \frac{\partial \mathcal{L}_\alpha(w, u_\alpha)}{\partial u_\alpha},
\]
\[
\Delta w = -\eta_w \frac{\gamma(M) M}{B} \sum_{\alpha=1}^{M} \frac{\partial \mathcal{L}_\alpha(w, u_\alpha)}{\partial w}. \tag{4}
\]

Here different learning rates \( \eta_w, \eta_\alpha \) are used emphasize that common and individual parameters have different roles in the EE and thus it might be beneficial to learn them with different rates. Note that according to (4) each ensemble model contributes to update of common parameters \( \Delta w \). A natural question then is how to correctly accumulate gradients from different models \( \alpha \), which becomes especially important when the number of models \( M \) becomes big. We propose to control accumulation of gradients by means of scaling factor \( \gamma(M) \). In the sequel we will argue that the natural choice for scaling factor is either \( \gamma(M) = 1 \) or \( \gamma(M) = M \) depending on whether the ensemble is in independent or collective regime.

### 4 Theoretical Analysis

One particular goal of EE’s analysis is to quantify and minimize the dependencies between different ensemble models in order to make performance of EE close to performance of independent ensemble. We find that this analysis simplifies significantly in the limit of infinite network width, where ensemble models can be made completely independent.

Let us first informally discuss in which sense different models in EE could be independent despite sharing most of their parameters. We argue that independence of two different models can be achieved if they are independent at initialization and have dynamic independence. At initialization, the outputs \( f_\alpha(x) \) and \( f_\beta(x') \) of two different EE models at any pair of inputs are random variables w.r.t. random initialization of parameters \( w, u_\alpha, u_\beta \) and thus their independence can be defined in the standard sense.

To define dynamic independence consider a single gradient descent step where the update of common parameters \( \Delta w \) is composed of contributions of each ensemble model:
\[
\Delta w = \sum_{\beta} \Delta_\beta w.
\]
Then, the change of model \( \alpha \) output \( \Delta f_\alpha(x) \) induced by update \( \Delta w \) is also decomposed into contributions \( \Delta_\beta w \) from different EE models:
\[
\Delta f_\alpha(x) = \sum_{\beta=1}^{M} \frac{\partial f_\alpha(x)}{\partial w} \Delta_\beta w - \sum_{\beta=1}^{M} \frac{\partial f_\alpha(x)}{\partial w} \frac{\partial \mathcal{L}_\beta}{\partial w} \tag{5}
\]
We see now that dynamic independence of model \( \alpha \) from model \( \beta \) can be defined as zero contribution of updates \( \Delta_\beta w \) on output \( f_\alpha(x) \). This is achieved when model \( \alpha \) output gradient is orthogonal to model \( \beta \) loss gradient: \( \frac{\partial f_\alpha(x)}{\partial w} \frac{\partial \mathcal{L}_\beta}{\partial w} = 0 \).

We now turn to description of EE output dynamics and its connection to ensemble models independence.

#### 4.1 Output dynamics

**Single network.** In the case of a single neural network \( f(w, x) \), the output training dynamic can be conveniently described in terms of Neural Tangent Kernel (NTK; [Jacot et al., 2018]). For the continuous time gradient descent (gradient flow) one has
\[
\frac{df(x)}{dt} = -\frac{1}{B} \sum_{b=1}^{B} \Theta(x, x_b, w) \frac{\partial L(f(x_b), y_b)}{\partial f(x_b)}, \tag{6}
\]
\[
\Theta(x, x', w) = \frac{\partial f(x, w)}{\partial w} \frac{\partial f(x', w)}{\partial w}. \tag{7}
\]
Here \( \Theta(x, x', w) \) is the Neural Tangent Kernel of network \( f(x, w) \). Note that the dependence of the NTK on parameters \( w \) in (6) does not allow to completely ignore parameters \( w \) and obtain a closed dynamic equation in terms of only outputs \( f(x) \). However, the situation greatly simplifies in the limit of the infinite network width \( N \to \infty \), where the following three statements hold [Jacot et al., 2018, Lee et al., 2019]:

(A1) The network output \( f(x) \) is a draw from a Gaussian Process (GP) at initialization.

(A2) The NTK \( \Theta(x, x') \) converges to a non-random deterministic value at initialization.

(A3) The NTK \( \Theta(x, x') \) stays constant during training.

In particular, the combination of statements (A2, A3) means that (6) is a closed-form dynamic equation in network outputs.

**Embedded Ensemble.** Now we extend the approach outlined above and obtain dynamic equation of EE outputs \( f_\alpha(x) \) as well as analogues of statements (A1-A3). Dynamic equation can be obtained from parameter update rules \( \frac{\partial f_\alpha(x)}{\partial w} \Delta_\beta w \) and \( \frac{\partial f_\alpha(x)}{\partial w} \frac{\partial \mathcal{L}_\beta}{\partial w} \).

Detailed derivation as well as background on NTK can be found in Sections A and B. The result is
\[
\frac{df_\alpha(x)}{dt} = -\frac{1}{B} \sum_{b, \beta} \Theta_{\alpha\beta}(x, x_b) \frac{\partial L(f_\beta(x_b), y_b)}{\partial f_\beta(x_b)}. \tag{8}
\]
Here NTK $\Theta_{\alpha,\beta}(x, x')$ acquires ensemble model indices $\alpha, \beta$ and can be represented as the sum of contributions from common and individual parameters $w$ and $u_\alpha$:

$$\Theta_{\alpha,\beta}(x, x') = \frac{2M}{M} \Theta_{\alpha,\beta}^{\text{comp}}(x, x') + \delta_{\alpha,\beta} \Theta_{\alpha,\beta}^{\text{ind}}(x, x'),$$

$$\Theta_{\alpha,\beta}^{\text{comp}}(x, x') = \frac{\partial f(w, u_\alpha, x)}{\partial w} \frac{\partial f(w, u_\beta, x)}{\partial w},$$

$$\Theta_{\alpha,\beta}^{\text{ind}}(x, x') = \frac{\partial f(w, u_\alpha, x)}{\partial u_\alpha} \frac{\partial f(w, u_\beta, x)}{\partial u_\beta}.$$

In the definition of $\Theta_{\alpha,\beta}^{\text{ind}}$ above, $\tilde{u}_\alpha$ denotes the subset of trainable individual parameters. In particular, it means that for MC dropout ensembles $\Theta_{\alpha,\beta}^{\text{ind}}(x, x') = 0$ since all individual weights $u_\alpha$ are nontrainable.

We see from (8) that if the NTK vanishes between different ensemble models $\alpha \neq \beta$ (i.e. $\Theta_{\alpha,\beta}(x, x') = 0$), then the model $\beta$ does not contribute to the update of the model $\alpha$, i.e. we have dynamic independence.

We formulate now general results on the wide network limit and model independence for BatchEnsembles and MC dropout ensembles. We consider architecture given by $[l]$ with $L$ hidden layers and common parameters at layer $W_{lj}$ initialise as i.i.d. Gaussians $\mathcal{N}(0, 1)$. In these architectures we allow parameters $u_{\alpha}$, $v_{\alpha}$ to be absent at some layers of the network, and only require them to be i.i.d. random variables which do not vanish identically and with finite variances. Then we take the limit of infinite reference network layer widths $N_l \to \infty$ sequentially starting from the layer $l = 1$. In this setting we describe the network outputs $f_\alpha(x)$ and ensemble NTK $[\Theta]$ at initialization with ensemble analogues of statements (A1, A2). After that we assert that the vanishing mean of the last layer modulations $U_{\alpha}^L = \mathbb{E}[u_{\alpha}^L]$ or $U_0^L = \mathbb{E}[v_{\alpha}^L]$ is a sufficient condition of ensemble model independence. Moreover, to a certain extent, this condition is also necessary if the activation belongs to the family $S$ of non-negative non-decreasing locally Lipschitz functions (which include ReLU and the standard sigmoid). Our main results are collected in the following two theorems.

**Theorem 1 (Outputs $f_\alpha$).**

1. **(Gaussianity)** Consider a BatchEnsemble or MC dropout ensemble at initialization. Then in the sequential infinite-width limit $N_l \to \infty$ the collection of ensemble model outputs $f_\alpha(x)$ converge (in law) to a zero mean Gaussian Process (GP).

2. **(Independence)** If $U_{\alpha}^L \equiv \mathbb{E}[u_{\alpha}^L] = 0$, then the GP covariance $\mathbb{E}[f_\alpha(x)f_\beta(x')] = 0$ for all $x, x'$ and different ensemble models $\alpha \neq \beta$.

3. **(Breakdown of independence)** Let the activation function $\phi \in S$ and $U_{\alpha}^L \neq 0$. Then $\mathbb{E}[f_\alpha(x)f_\beta(x')] > 0$ for all $\alpha \neq \beta$ and all (resp., all linearly independent) pairs of non-zero inputs $x, x'$ for network depths $L > 1$ (resp., $L = 1$).

**Theorem 2 (NTK $\Theta_{\alpha,\beta}$).**

1. **(Determinacy)** Consider a BatchEnsemble or MC dropout ensemble at initialization. Then in the sequential limit $N_l \to \infty$ the ensemble NTK $\Theta_{\alpha,\beta}(x, x')$ converges to a deterministic value.

2. **(Dynamic independence)** If $U_{\alpha}^L = 0$, then the ensemble NTK $\Theta_{\alpha,\beta}(x, x') = 0$ for all $x, x'$ and different ensemble models $\alpha \neq \beta$.

3. **(Breakdown of dynamic independence)** If $U_{\alpha}^L \neq 0$ and the activation function $\phi \in S$, then $\Theta_{\alpha,\beta}(x, x') > 0$ for all $\alpha \neq \beta$ and all pairs of inputs $x, x'$ with scalar product $x^T x' > 0$.

Note that we establish the breakdown of dynamic independence only in the sense that $\Theta_{\alpha,\beta}(x, x') \neq 0$ for $\alpha \neq \beta$ (not excluding in principle that the terms of the sum in equation (9) cancel out so that the orthogonality $\frac{\partial f_\alpha(x)}{\partial w} \frac{\partial f_\beta(x)}{\partial w} = 0$ still holds).

The proofs of the theorems are given in Section B.3. The key element of the proofs are recursive formulas for GP covariances and NTK’s in different layers of the network (see Propositions 3 and 4 in Section B.3). These recursive formulas reveal a special role of post-activation modulations $u_{\alpha}$, and in particular the last layer modulations $u_{\alpha}^L$, for model independence. Heuristically, the role of the last layer $L$ is crucial because even if the model independence is present at earlier layers, it may get broken as the signal propagates to the network output. The characterization of model independence provided by Theorems 1 and 2 only concerns the initial $(t = 0)$ states of the network. We additionally need the constancy of the NTK during training for the full result: in this case the dynamic equations (9) on $f_\alpha(x, t)$ become closed and model independent, which ensures the independence of the trained model outputs $f_\alpha(x, t > 0)$ given their independence at $t = 0$. In Section B.3 we show the constancy of the NTK during training using the approach from Dyer and Gur-Ari, 2020.

### 4.2 Two operating regimes of embedded ensembles

Theorems 1 and 2 show that for certain choices of reference network architecture and parameter initialization the covariance and NTK of infinitely wide EEs are model diagonal, which ensures independence of ensemble models. We refer to such EEs as operating in the independent regime. If at least some elements of the NTK $\Theta_{\alpha,\beta}(x, x')$ have a non-vanishing value at $\alpha \neq \beta$, we refer to the corresponding EE as operating in the collective regime. Examples of EEs in the independent regime are BatchEnsemble with all modulations $u_{\alpha}^L$ initialised as standard Gaussians and...
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MC dropout ensemble with either standard Gaussian or symmetric \{−1, 0, 1\} masks to be in the collective regime.

In the independent regime the dynamics of any ensemble model \( f_\alpha(x,t) \) is completely identical to that of isolated reference model \( f(x, t) \) (i.e., the trivial ensemble with \( M = 1 \)) if the gradient scaling factor \( \gamma(M) = M \).

This can be seen from \( \mathbb{E}[f_\alpha(x)f_\alpha(x')] \) and NTK \( \Theta_{\alpha\alpha}(x,x') \) of model \( \alpha \) are trivially equal to their counterparts for isolated reference network. Thus EE in the independent regime is equivalent to the usual independent ensemble of reference networks. From a practical point of view, it also means that a hyperparameters choice effective for training a single reference network will remain effective for training embedded ensemble of any size \( M \).

In the collective regime we observe that non-zero off-diagonal elements \( \Theta_{\alpha\beta}(x,x') \) of the NTK are the same for all pairs \( (\alpha, \beta) \) of different models due to their equivalence in terms of parameter distributions at initialization. Thus, we can expect the sum over \( \beta \) in \( \mathbb{E}[f_\alpha(x)f_\alpha(x')] \) to scale as \( M \) times the typical size of a single term in the sum. This suggests that the natural choice for gradients scaling is \( \gamma(M) = 1 \), which keeps the model evolution \( \frac{df_\alpha(x)}{dt} \) bounded for large ensemble sizes \( M \).

Note that while distinction between independent and collective regimes is formulated for infinitely wide reference networks, we expect the behavior of finite size EEs to be significantly influenced by the operating regime of their infinite width counterparts. In this section independent regime was defined in a narrow sense when interaction between ensemble models strictly zero. However, for finite networks this definition is meaningless, but we still observe two different behavior patterns (see Figure 2) which can be naturally identified with collective regime and independent regime.

---

Figure 2: BatchEnsemble with all modulations having the shifted initialization \( \mathcal{N}(p, 1 - p^2) \). From left to right: Accuracy of ensemble predictions on test set, mean accuracy of individual EE models on test set, mean accuracy of individual EE models on train set, mean binary correlation of class predictions of individual EE models on test set. We observe a transition point at \( p \approx 0.6 \), with ensembles below/above this point being in the independent/collective regime.

Figure 3: Performance of BatchEnsembles in independent regime and usual independent ensembles for different model widths and numbers of models. Each curve corresponds to a particular model width. The respective value \((0.25 \times - 4 \times)\) is the number of neurons in each layer relative to the baseline network. (a), (b), (c): Same metrics as in the first, second and forth plots of Figure 2. (d): Scatter plot comparing various ensembles with respect to accuracy and the absolute number of parameters.
5 Experiments

We present a series of experiments confirming our theory and further illuminating various properties of embedded ensembles. We perform all experiments on CIFAR100 using a simple 4-hidden-layer convolutional architecture similar to VGG16 [Simonyan and Zisserman, 2015]. All experiments except for those in Figures 2 and 5 involve BatchEnsemble with modulations present at all layers and initialized as standard Gaussians $\mathcal{N}(0, 1)$. For simplicity, the gradient scaling factor was set to its theoretical value for independent ensemble $\gamma(M) = M$. We measure correlation between ensemble models as standard Pearson correlation coefficient between binarized outputs “wrong class”/“correct class”, averaged over all model pairs ($\alpha \neq \beta$). We find this version of correlations to be less dependent on model accuracy. See Section C for further experimental details and Section D for additional experiments.

Transition between the independent and collective regimes. Consider modulations in EE all initialized with the shifted and scaled Gaussian distribution $\mathcal{N}(p, 1 - p^2)$. At $p = 1$ the modulations are trivial and deterministic, $u_\alpha = v_\alpha = 1$, and thus all EE submodels are identical, which is an extreme case of collective regime. At $p = 0$, infinitely wide EEs are in the independent regime. In Figure 2 we gradually change the shift parameter $p$ and plot dependence of various metrics on ensemble size $M$. In this way we check whether the independent and collective regimes can be observed in finite width networks and study the transition between these regimes.

We see two distinct groups of models corresponding to shift parameters $p \geq 0.65$ and $p \leq 0.55$ and clearly separated by all four metrics. We identify these two groups as being in the collective and independent regime, respectively. The differences between regimes for each observed metric are as follows. 1) Ensemble accuracy in the collective regime has a relatively big
The transition between regimes is sharp: EEs with $p = 0.55$ and 0.65 already have a distinctive behaviour of the respective regimes. The EE at the transition point $p \approx 0.6$ exhibits “critical” behavior – the transition is driven not by the initialization parameter $p$ but by ensemble size $M$ and happens at $M \approx 10$.

Scaling of EE with the width of reference network. In Figure 3 we show the performance of usual independent ensembles and BatchEnsembles in the individual regime with different numbers of models and rescaled network widths. We observe that the optimal ensemble size maximizing ensemble accuracy increases with network width. Such behavior agrees with our theoretical results (Theorems 1 and 2) for the infinite network width limit, where ensemble models become truly independent and ensemble accuracy grows monotonically with $M$.

In Figure 3-(d) we plot ensemble accuracy against the total number of its parameters and observe that BatchEnsembles with the optimal number of models slightly outperform independent ensembles at any fixed number of parameters.

Gradient scaling factor $\gamma(M)$. In Figure 4 we show learning trajectories of individual submodels of BatchEnsemble in the independent regime. By comparing the left and center subfigures, we see that it is indeed natural and beneficial to use the gradient scaling factor $\gamma(M) = M$ in the averaged gradient (4). With this choice, learning trajectories are almost identical in the early epochs for all $M$, implying that models train independently. According to the theory, the length of the initial time period of independent training should increase with model width, and we indeed observe this effect by comparing the right and central subfigures.

The full matching of trajectories of individual models $f_\alpha(x, t)$ and isolated reference model $f(x, t)$ can be
achieved only in the fully independent regime (e.g. at infinite network width), as discussed in Section 4.2. On the other hand, for finite networks we can match ensembles of different sizes only based on specific criterion, e.g. maximal accuracy at the end of training, either on test or train test. Thus the resulting scaling $\gamma(M)$ generally depends on the criterion used for matching. In Figure 5 we perform such matching by first training the EE at different learning rates $\eta$, then obtaining optimal learning rates $\eta^{(M)}$ according to a certain criterion, and finally calculating the gradient scaling as $\gamma(M) = M \frac{\eta^{(M)}}{\eta^{(1)}}$. The results are depicted in the last plot of Figure 5 where we see that corrections to simple scaling $\gamma(M) = M$ are moderate: $|\log(\frac{\gamma(M)}{M})| < \log 3$ for $M < 50$.

Last layer dropout (LLD) ensemble. LLD ensembles described in Section 3 have computation complexity of inference and backpropagation almost as small as a single model ($\sim 10\%$ increase in computation time for ensemble of size $M = 50$). Accordingly, we were able to train ensembles of larger sizes $M$ and on a wide range of learning rates $\eta$ from $10^{-3}$ to $10^1$. This grid search allows to find optimal values of learning rate for each $M$, and effectively determine experimental values of gradient scaling factor $\gamma(M)$. The modulations in this experiment were standard Gaussian and thus we expect it to be in independent regime. The results are shown in Figure 5.

First, observe that optimizing learning rate for accuracy on test set (red line) leads to significant increase of ensemble accuracy compared to basic learning rate (blue line). However, simpler learning rate optimization for only single model (green line) gives almost optimal performance. For all learning rate selections we observe that ensemble accuracy of LLD has independent regime behaviour with optimal number of models $M \approx 10$. However, the increase in accuracy $\sim 2\%$ at optimal size is less than the respective increase $\sim 5\%$ for BatchEnsemble with modulations at all layers. Thus the presence of these modulations does improve model independence for finite width networks while being unnecessary for infinite width networks.

Orthogonality of gradients for different submodels. In Figure 6 (center and right) we confirm our theoretical analysis of the presence of dynamical model independence (Theorem 2) by checking the orthogonality of loss gradients for different submodels. We find the orthogonality to hold if the network is wide enough and the post-activation modulations are centered ($\mathbb{E}[u_d] = 0$); otherwise, the gradients are not orthogonal in general. In the centered case, both the average and standard deviation of the normalized scalar product $\frac{|\langle \nabla L_u, \nabla L_v \rangle|}{\| \nabla L_u \| \| \nabla L_v \|}$ scales with the relative network width $d$ as $\sim d^{-1}$.

Also, we studied the effect of adding input modulations $u_0$ and output modulations $v_{L+1}$ present in the original BatchEnsemble architecture [Wen et al., 2019]. In our experiments we find that it is considerably harder to train BatchEnsemble with these modulations and observe frequent occurrences of training divergence. In Figure 6 (left) we plot the histogram of gradient norms w.r.t. random initialization of network parameters. Several orders of magnitude increase of the gradients spread in the architecture with input and output modulations explains its unstable behaviour.

6 Conclusion

We have performed an extensive theoretical and empirical study of embedded ensembles. Our main finding is the identification of two quite distinct independent and collective training regimes in which the ensemble models are approximately independent of each other or rather look like perturbations of a single model, respectively. The existence of these regimes was proved theoretically in the infinite-width network limit and verified experimentally for finite networks. The two regimes have quite different properties: in particular, in the independent regime performance is maximized at a particular finite number of models in the ensemble while in the collective regime it increases indefinitely with the size of the ensemble. The optimal performance seems to be achieved by ensembles of optimal size in the independent regime. The optimal size increases with wider networks. Our theory also suggests a particular optimal scaling for the ensemble learning rate, which we have confirmed experimentally.

Post-activation modulations in the last hidden layer play a special role in the ensemble; even if only these modulations are present, the ensemble shows all its characteristic properties. This special case is especially attractive for practical applications since in this case not only storage but also computation time is substantially reduced compared to the standard ensemble of independent models.

We remark that in this paper we have covered BatchEnsembles and (a version of) MC dropout ensembles, but not other embedded ensembles. Some of them require significant modifications of our theoretical approach. For example, our NTK-based theory assumes that the weights do not significantly change under training, which is not the case for MIMO ensembles [Havasi et al., 2020], since some of their weights are expected to vanish as a result of training. We leave analysis of other embedded ensembles to a future work.
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A Background on NTK

Neural Tangent Kernel. Consider a general parametric model \( f(x, W) \) with inputs \( x \) and parameters \( W \). Also assume that parameters \( W \) are trained with continuous time gradient decent on a train set \( D = \{(x_n, y_n)\}_{n=1}^{B} \) of size \( B \) and with a loss

\[
\mathcal{L}(W) = \frac{1}{B} \sum_{(x, y) \in D} L(f(x, W), y).
\]

(10)

The evolution of model parameters \( W \) is then given by \( \frac{d}{dt} W(t) = -\frac{\partial \mathcal{L}(W)}{\partial W} \). This evolution induces the following evolution of network outputs

\[
\frac{d}{dt} f(x, W) = -\frac{\partial f(x, W)}{\partial W} \frac{\partial \mathcal{L}(W)}{\partial W} = -\frac{1}{B} \sum_{b=1}^{B} \frac{\partial f(x, W)}{\partial W} \frac{\partial f(x_b, W)}{\partial W} \frac{\partial L(f(x_b), y_b)}{\partial f(x)}
\]

(11)

\[
= -\frac{1}{B} \sum_{b=1}^{B} \Theta(x, x_b, W_n) \frac{\partial L(f(x_b), y_b)}{\partial f(x)}.
\]

(12)

Here the product of two partial derivatives w.r.t. model parameters is understood as the inner product of respective gradients. In the last equality we have replaced inner product of model output gradients with \( \Theta(x, x_n, W) \) – the Neural Tangent Kernel (NTK) of model \( f(x, W) \) [Jacot et al., 2018]. The definition of NTK on an arbitrary pair of inputs is

\[
\Theta(x, x', W) \equiv \frac{\partial f(x, W)}{\partial W} \frac{\partial f(x', W)}{\partial W}.
\]

(13)

Note that we can write a similar equation for the evolution of model outputs in case of discrete gradient descent with learning rate \( \eta \). However, it will be an approximate equation since it will rely on first order Taylor expansion of \( f(x, W - \eta \nabla W \mathcal{L}(W)) \):

\[
f(x, W_{n+1}) - f(x, W_n) = -\eta \frac{1}{B} \sum_{b=1}^{B} \Theta(x, x_b, W_n) \frac{\partial L(f(x_b), y_b)}{\partial f(x)} + O(\eta^2).
\]

(14)

For this reason, in the theoretical part of the paper we consider only the continuous time gradient descent. In the remaining parts of Supplementary Material we will exclude \( W \) from the notation for model output \( f(x) \) and NTK \( \Theta(x, x') \) assuming they depend on model parameters implicitly.

“Standard” and “NTK” parametrizations. Now consider a depth-\( L \) fully-connected neural network parametrized as

\[
\left\{
\begin{align*}
z_l^j &= \frac{1}{\sqrt{N_{l-1}}} \sum_{i=1}^{N_{l-1}} x_{i}^{l-1} w_{ij}^l + b_j^l, \\
x_j^l &= \phi(z_j^l).
\end{align*}
\right.
\]

(15)

Here \( w_{ij}^l, b_j^l \) are model parameters; \( N_l, l = 1, \ldots, L \), are the widths of hidden layers; \( x_i^0 \) is the \( j \)th component of input \( x \) and \( z_j^{L+1} \) is the \( j \)th component of network output \( f(x) \). An important feature of parametrization (15) is the explicit dependence on the layer widths \( N_l \) in the network forward pass, while the weights are initialized as standard Gaussian \( w_{ij}^l \sim \mathcal{N}(0, 1) \). Such initialization is equivalent to the “standard” one (no explicit dependence on \( N_l \) in the network forward pass but weights are initialized as \( w_{ij}^l \sim \mathcal{N}(0, 1/N_{l-1}) \)) in terms of distribution of outputs at initialization, but leads to different gradient descent dynamic. In particular, for the parametrization (15) in the infinite width limit \( N_l \to \infty \) the NTK is finite and the gradient descent dynamic is non-divergent,
while “standard” parametrization requires learning rates of layer \( l \) parameters to be scaled as \( \eta_l \sim \frac{1}{N_{l-1}} \) for the gradient descent dynamic to be non-divergent. For this reason the parametrization \([15]\) is often called “NTK” parametrization, and it is chosen for the current work.

**Network evolution in the infinite-width limit.** Now we further consider infinite width limit \( N_l \to \infty \), where the network is characterized by the following key properties (see Section 4.1):

(A1) The network output \( f(x) \) is a draw from a Gaussian Process (GP) at initialization.

(A2) The NTK \( \Theta(x, x') \) converges to a non-random deterministic value at initialization.

(A3) The NTK \( \Theta(x, x') \) stays constant during training.

The properties (A2, A3) actually allow to forget about model parameters \( W \) in \([12]\) since the NTK has some deterministic predefined values, and derivatives of the loss depend only on network outputs. This means that \([12]\) becomes a closed equation on model outputs \( f(x) \) and can be integrated to obtain the model outputs \( f_t(x) \) at time \( t \) given their initial values \( f_0(x) \). In the case of regression problem with MSE loss \( L(f, y) = \frac{1}{2}(f - y)^2 \) the output dynamics can be integrated analytically

\[
\delta f_t = \delta f_0 e^{-\Theta t}. \tag{16}
\]

Here the \( \delta f_t \) is a size \( B \) vector of network approximation errors \( \delta f_{a,t} \equiv f_t(x_a) - y_a \) on the train set \( D \) and \( \Theta \) is a \( B \times B \) NTK matrix \( \Theta_{ab} \equiv \Theta(x_a, x_b) \).

**Classification with cross-entropy loss.** Now let us consider in more detail the case of classification problem with \( C \) classes and cross entropy loss

\[
L(f, c) = -\log p_c(f), \quad p_i(f) = \frac{\exp(f_i)}{\sum_{j=1}^C \exp(f_j)}. \tag{17}
\]

where \( c \) is the target class and \( f \) is the vector of model outputs. We will rely on this discussion when describing experiments with NTK at initialisation and during training in Section \([D.2]\). In the described setting the network output will have \( C \) components and corresponding NTK will have additional matrix structure in the class space

\[
\Theta_{ic}(x, x') \equiv \frac{\partial f_i(x, W)}{\partial W} \frac{\partial f_c(x', W)}{\partial W}. \tag{18}
\]

Let us now derive the expression for the time derivative of train set loss \( \ell \)

\[
\frac{d\ell}{dt} = -\frac{1}{B} \sum_a \frac{\partial L(f(x_a), c_a)}{\partial f(x_a)} \frac{df(x_a)}{dt} = -\frac{1}{B^2} \sum_{a,b} \sum_{i,j} \Theta_{ij}(x_a, x_b) \frac{\partial L(f(x_b), c_b)}{\partial f_j(x_b)} \frac{\partial f_i(x_a)}{\partial f_j(x_a)} = -\left( \frac{1}{B} \nabla_f \ell \right)^T \Theta \left( \frac{1}{B} \nabla_f \ell \right). \tag{19}
\]

Here in the last equality we denoted by \( \nabla_f \ell \) the \( BC \)-sized vector of with components \( \frac{\partial L(f(x_a), c_a)}{\partial f_i(x_a)} \) and by \( \Theta \) the respective \( BC \times BC \) NTK matrix in order to emphasize inner product structure of right-hand side. For the cross entropy loss \( \nabla_f \ell \) has components

\[
\frac{\partial L(f(x), c)}{\partial f_i(x)} = p_i(f(x)) - \delta_{ic}. \tag{20}
\]

For the sufficiently trained network with \( p_i(f(x)) \approx 1 \) the components of \( \nabla_f \ell \) with \( i = c \) will dominate over components with \( i \neq c \). This can be understood from \([20]\) by noting that for wrong classes \( i \neq c \) the respective probability has the order \( p_i \sim \frac{1}{N_{c-1}} \), which is significantly smaller than \( 1 - p_c \) if the number of classes \( C \) is big. Thus the NTK components \( \Theta_{ic,c_a}(x_a, x_b) \) become more important than the other components in the late stages of training.
B  NTK for Embedded Ensembles

B.1 Setup

In this section we focus on fully connected network architecture given by

\[
\begin{align*}
  z_{aj}^l &= \frac{1}{\sqrt{N_{l-1}}} \sum_{i=1}^{N_{l-1}} x_{ai}^{l-1} u_{ij}^l, \\
  x_{aj}^l &= u_{aj}^l \phi(v_{aj}^l z_{aj}^l).
\end{align*}
\]

(21)

Note that this architecture is identical to the BatchEnsemble architecture given in the main text, except for absence of bias terms. We have decided to exclude the bias terms in order to keep the formulas compact; all the results below can be easily generalized to include bias terms. Although this architecture includes all pre- and post-activation modulations in all layers, we would like to consider cases where modulations of certain types are absent at some layers. To this end we only fix initialisation parameters of common weights $w_{ij}^l \sim \mathcal{N}(0, 1)$, and allow all the other parameters $v_{aj}^l$, $u_{aj}^l$ to have an arbitrary distributions, identical within layer and across models, and having finite first two moments denoted (with a slight abuse of notation) by

\[
\begin{align*}
  \mathbb{E}[v_{aj}^l] &= V_1^l, \quad \mathbb{E}[(v_{aj}^l)^2] = V_2^l, \\
  \mathbb{E}[u_{aj}^l] &= U_1^l, \quad \mathbb{E}[(u_{aj}^l)^2] = U_2^l.
\end{align*}
\]

(22)

(23)

In this way we are able to remove any modulation from the architecture by simply considering it a deterministic random variable with the moments $V_1^l = V_2^l = 1$ (implying that this random variable equals 1 a.s.). The MC Dropout ensembles can also be covered by (21) by allowing the modulations to be nontrainable. We denote whether the corresponding modulation is trainable by the binary function $T(u)$ which equals 1 when the modulation $u$ is trainable and 0 otherwise.

B.2 Output dynamics

Here we follow the steps outlined in Section A. As described in Section 3.1 the EE parameters are updated according to

\[
\begin{align*}
  \frac{d}{dt} w &= -\frac{\gamma(M)}{M} \sum_{\beta=1}^M \frac{\partial L_{\beta}(w, u_{\beta})}{\partial w}, \\
  \frac{d}{dt} u_{\alpha} &= -\frac{\partial L_{\alpha}(w, u_{\alpha})}{\partial u_{\alpha}}.
\end{align*}
\]

(24)

(25)

Here we for simplicity ignored different learning rates for common and individual parameters. The induced dynamic for EE model outputs $f_{\alpha}(x) \equiv f(w, u_{\alpha}, x)$ is

\[
\begin{align*}
  \frac{d}{dt} f(w, u_{\alpha}, x) &= -\frac{\gamma(M)}{M} \sum_{\beta=1}^M \frac{\partial f(w, u_{\alpha}, x)}{\partial w} \frac{\partial L_{\beta}(w, u_{\beta})}{\partial w} - \frac{\partial f(w, u_{\alpha}, x)}{\partial u_{\alpha}} \frac{\partial L_{\alpha}(w, u_{\alpha})}{\partial u_{\alpha}} \\
  &= -\frac{\gamma(M)}{MB} \sum_{\beta=1}^M \sum_{b=1}^B \frac{\partial f(w, u_{\alpha}, x)}{\partial w} \frac{\partial f(w, u_{\beta}, x_b)}{\partial w} \frac{\partial f(w, u_{\beta}, x_b)}{\partial w} \frac{\partial L(f_{\beta}(x_b), y_b)}{\partial f_{\beta}(x_b)} \\
  &\quad - \frac{1}{B} \sum_{b=1}^B \frac{\partial f(w, u_{\alpha}, x)}{\partial u_{\alpha}} \frac{\partial f(w, u_{\alpha}, x_b)}{\partial u_{\alpha}} \frac{\partial L(f_{\alpha}(x_b), y_b)}{\partial f_{\alpha}(x_b)} \\
  &= -\frac{1}{B} \sum_{b=1}^B \Theta_{\alpha,\beta}(x, x_b) \frac{\partial L(f_{\beta}(x_b), y_b)}{\partial f_{\beta}(x_b)}.
\end{align*}
\]

(26)

Thus we again managed to collect inner products of gradients of EE models outputs in a single quantity, which we naturally call Neural Tangent Kernel of the respective Embedded Ensemble. Its full definition is given as in
equation (31):

$$\Theta_{\alpha \beta}(x, x') = \frac{\gamma(M)}{M} \Theta_{\alpha \beta}^{\text{com}}(x, x') + \delta_{\alpha \beta} \Theta_{\alpha \beta}^{\text{ind}}(x, x'),$$

$$\Theta_{\alpha \beta}^{\text{com}}(x, x') = \frac{\partial f(w, u_\alpha, x)}{\partial w} \frac{\partial f(w, u_\beta, x')}{\partial w},$$

$$\Theta_{\alpha \beta}^{\text{ind}}(x, x') = \frac{\partial f(w, u_\alpha, x)}{\partial u_\alpha} \frac{\partial f(w, u_\beta, x')}{\partial u_\alpha}.$$  \hfill (27)

B.3 The layer-wise hierarchy of covariances and NTK’s

The main theoretical results of the paper are stated as Theorems [1] and [2]. The key technical ingredients of these two theorems are recursive descriptions of, respectively, the layer output covariances and NTK’s. In this section we state them in the form of respective Propositions [3] and [4].

We first describe the setting and notation required for the propositions. Following original works [Lee et al., 2018; Jacot et al., 2018] on infinite width networks, we take widths of hidden layers $N_l$ to infinity sequentially, starting from the first layer. Then we consider the outputs of intermediate layer $z_{\alpha j}^l(x)$ at the moment when $N_l = \infty, l' < l$ but $N_l$ is finite, and the respective NTK

$$\Theta_{\alpha \beta, jj'}^l(x, x') = \frac{\partial z_{\alpha j}^l(x)}{\partial W_{\leq l}} \frac{\partial z_{\beta j'}^l(x')}{\partial W_{\leq l}}.$$  \hfill (28)

Here $W_{\leq l} = \{w_{\ell'}^{l'}\}_{l' = 1}^l \cup \{u_{\ell'}^{l'}\}_{l' = 1}^{l-1}$ is the set of all network parameters used to calculate $z'(x)$, and the tilde $\sim$ over the set of parameters denotes that only the trainable parameters are taken from that set. Also note that if we take the last layer $l = L + 1$ we will simply get full ensemble NTK: $\Theta_{\alpha \beta, jj'}^{L+1}(x, x') \equiv \Theta_{\alpha \beta, jj'}(x, x')$.

Following [Lee et al., 2019] we also introduce shorthand notations for averages of activation function $\phi(z)$ and its derivative $\phi'(z)$:

$$\Phi(\Sigma, v_1, v_2) \equiv \langle \phi(v_1 z_1) \phi(v_2 z_2) \rangle,$$

$$\Phi_2(\Sigma, v_1, v_2) \equiv \langle z_1 \phi(v_1 z_1) z_2 \phi(v_2 z_2) \rangle.$$  \hfill (29)

$$\Phi_z(\Sigma, v_1, v_2) \equiv \langle z_1 \phi(v_1 z_1) z_2 \phi(v_2 z_2) \rangle.$$  \hfill (30)

$$\Phi_{z,}^1(\Sigma, v_1, v_2) \equiv \langle z_1 \phi(v_1 z_1) z_2 \phi(v_2 z_2) \rangle.$$  \hfill (31)

Here the average is taken w.r.t. random variables $v_1, v_2$ (they may coincide!) and independent of them 2-dimensional Gaussian variable $(z_1, z_2) \sim N(0, \Sigma)$. The main results of this section are stated in the following two propositions.

**Proposition 3.** Consider a hidden layer $l + 1 \geq 2$ at initialisation. In the sequential limit $N_l \rightarrow \infty, l' \leq l$, the outputs $z_{\alpha j}^{l+1}(x)$ of this layer converge towards a Gaussian Process with zero mean and the covariance $\langle z_{\alpha j}^{l+1}(x) z_{\beta j'}^{l+1}(x') \rangle = \delta_{jj'} \Sigma_{\alpha \beta}^{l+1}(x, x')$, which can be expressed in terms of covariance of the previous layer outputs $\Sigma_{\alpha \beta}^{l}(x, x')$ as

1. for same models $\alpha = \beta$:

$$\Sigma_{\alpha \alpha}^{l+1}(x, x') = U_2^l \Phi(\Sigma_{\alpha \alpha}^{l}(x, x'), v_{\alpha}^l, v_{\alpha}^l);$$  \hfill (32)

2. for different models $\alpha \neq \beta$:

$$\Sigma_{\alpha \beta}^{l+1}(x, x') = (U_2^l)^2 \Phi(\Sigma_{\alpha \beta}^{l}(x, x'), v_{\alpha}^l, v_{\beta}^l).$$  \hfill (33)

*It the first hidden layer the covariance is given by $\langle z_{\alpha j}^{1}(x) z_{\beta j'}^{1}(x') \rangle = \delta_{jj'} \Sigma_{\alpha \beta}^{1}(x, x')$ with $\Sigma_{\alpha \beta}^{1}(x, x') = \frac{x x'}{N_0}$.

Here the pair $(v_{\alpha}^l, v_{\beta}^l)$ has the same distribution as the initialization distribution of $(v_{\alpha j}^l, v_{\beta j}^l)$ for any $j$. $\Sigma_{\alpha \beta}^{l}(x, x')$ is a $2 \times 2$ covariance matrix given by

$$\Sigma_{\alpha \beta}^{l}(x, x') = \begin{pmatrix} \Sigma_{\alpha \alpha}^{l}(x, x') & \Sigma_{\alpha \beta}^{l}(x, x') \\ \Sigma_{\beta \alpha}^{l}(x, x') & \Sigma_{\beta \beta}^{l}(x, x') \end{pmatrix}.$$  \hfill (34)

**Proposition 4.** Consider a hidden layer $l + 1 \geq 2$ at initialisation. In the sequential limit $N_l \rightarrow \infty, l' \leq l$, the NTK of layer $l + 1$ converges towards a deterministic value $\Theta_{\alpha \beta, jj'}^{l+1}(x, x') = \delta_{jj'} \Theta_{\alpha \beta}^{l+1}(x, x')$ and can be expressed in terms of NTK of the previous layer $\Theta_{\alpha \beta}^{l}(x, x')$ and the covariance $\Sigma_{\alpha \beta}^{l}(x, x')$ as
1. for same models $\alpha = \beta$:

$$
\Theta_{\alpha\alpha}^{l+1}(x, x') = U_1^2 V_1^l \Theta_{\alpha\alpha}^l(x, x') \Phi(\Sigma_{\alpha\alpha}(x, x'), v^l, v^l) + U_2^l \Phi(\Sigma_{\alpha\alpha}(x, x'), v^l, v^l) + T(u^l) \Phi(\Sigma_{\alpha\alpha}(x, x'), v^l, v^l).
$$

(35)

2. for different models $\alpha \neq \beta$:

$$
\Theta_{\alpha\beta}^{l+1}(x, x') = (U_1^l)^2 (V_1^l)^2 \Theta_{\alpha\beta}^l(x, x') \Phi(\Sigma_{\alpha\beta}(x, x'), v^l, v^l) + (U_1^l)^2 \Phi(\Sigma_{\alpha\beta}(x, x'), v^l, v^l).
$$

(36)

In the first hidden layer the NTK is given by $\Theta_{\alpha\beta}^{1}(x, x') = \delta_{jj'} \Theta_{\alpha\beta}^1(x, x')$ with $\Theta_{\alpha\beta}^1(x, x') = \Sigma_{\alpha\beta}(x, x')$.

Let us discuss both propositions in the case of different models $\alpha \neq \beta$. Observe that according to (33) and (36) the model off-diagonal elements $\alpha \neq \beta$ of NTK and covariance are zeroed if the mean of post-activation modulations is zero: $U_1^l = 0$. Moreover, it is sufficient to have only $l$-th layer modulations $u^l_{\alpha j}$ in the first hidden layer in order to have model diagonal NTK $\Theta_{\alpha\beta}^{L+1}$ and covariance $\Sigma_{\alpha\beta}^{L+1}$ of the ensemble. However, for finite networks we expect that having only last layer modulations $u^L_{\alpha j}$ may be not sufficient for model independence and having modulation $u^L_{\alpha}$ and $v^l_{\beta}$ at intermediate layers may be beneficial for model independence.

B.4 Proofs of propositions 3 and 4

Both Proposition 3 and Proposition 4 are proved by induction with the base of induction corresponding to the first layer $z^1_{\alpha j}$.

Proof of Proposition 3 For $l = 1$ we note that $z^1_{\alpha j}(x)$ is a linear combination of independent Gaussian random variables $w^1_{ij}$, therefore the result is a Gaussian random variables with the co-variance

$$
\langle z^1_{\alpha j}(x) z^1_{\beta j'}(x') \rangle = \frac{1}{N_1} \sum_{i} w^1_{ij} x_i \sum_{j'} w^1_{ij'} x_i' = \frac{1}{N_1} \sum_{i, i'} (w^1_{ij} w^1_{ij'}) x_i x_i' = \delta_{jj'} \frac{x^T x'}{N_0}.
$$

(37)

In the induction step we assume that $z^l_{\alpha j}(x)$ is a GP with zero mean and covariance $\delta_{jj'} \Sigma_{\alpha\beta}(x, x')$. Since the network signals $z^l_{\alpha j}$ are Gaussian and co-variance is diagonal w.r.t neuron index $j$, the signals become independent for different $j$ and so is post-activations $x^l_{\alpha j}$. The sum in calculation (21) of $z^{l+1}_{\alpha j}(x)$ then consists of i.i.d random variables. According to CLT, in the infinite width limit $N_1 \rightarrow \infty$ any finite collection of $z^{l+1}_{\alpha j}(x)$ (indexed by different $\alpha, j$ or $x$) converge in law to multivariate Gaussian distribution with zero mean and covariance

$$
\langle z^{l+1}_{\alpha j}(x) z^{l+1}_{\beta j'}(x') \rangle = \frac{1}{N_1} \sum_{i} w^{l+1}_{ij} u^l_{\alpha i} \phi(v^l_{\alpha i} z^{l+1}_{\alpha i}(x)) \sum_{i'} w^{l+1}_{ij'} u^l_{\beta i'} \phi(v^l_{\beta i'} z^{l+1}_{\beta i'}(x'))
$$

$$
= \frac{1}{N_1} \sum_{i, i'} (w^{l+1}_{ij} w^{l+1}_{ij'}) \phi(v^l_{\alpha i} z^{l+1}_{\alpha i}(x)) \phi(v^l_{\beta i'} z^{l+1}_{\beta i'}(x'))
$$

$$
= \delta_{jj'} (w^l_{\alpha} u^l_{\beta}) \Phi(\Sigma_{\alpha\beta}(x, x'), v^l_{\alpha}, v^l_{\beta}).
$$

(38)

To get expressions (32) and (33) we only need to note that $\langle w^l_{\alpha} u^l_{\beta} \rangle = U_2^l$, $\alpha = \beta$ and $\langle w^l_{\alpha} v^l_{\beta} \rangle = (U_1^l)^2$, $\alpha \neq \beta$ and the same for $v^l$.

Proof of Proposition 4 The NTK of the first layer has contribution only from common parameters $w^1_{ij}$

$$
\Theta_{\alpha\beta}^1(x, x') = \frac{\partial z^1_{\alpha j}(x)}{\partial w^1_{ij}} \frac{\partial z^1_{\beta j'}(x')}{\partial w^1_{ij}} = \delta_{jj'} \frac{x^T x'}{N_0}.
$$

(39)

The calculation above is the base of induction. Now we proceed with the induction step

$$
\Theta_{\alpha\beta}^{l+1}(x, x') = \frac{\partial z^{l+1}_{\alpha j}(x)}{\partial W^l} \frac{\partial z^{l+1}_{\beta j'}(x')}{\partial W^l} + \frac{\partial z^{l+1}_{\alpha j}(x)}{\partial W^{l+1}} \frac{\partial z^{l+1}_{\beta j'}(x')}{\partial W^{l+1}} + T(u^l) \frac{\partial z^{l+1}_{\alpha j}(x)}{\partial v^l} \frac{\partial z^{l+1}_{\beta j'}(x')}{\partial v^l} + T(u^l) \frac{\partial z^{l+1}_{\alpha j}(x)}{\partial u^l} \frac{\partial z^{l+1}_{\beta j'}(x')}{\partial u^l}.
$$

(40)
Now we examine each term of this decomposition separately. The first term describes propagation of NTK from previous layer to the current one and can be calculated as

$$\frac{\partial z_{\alpha i}^{l+1}(x) \partial z_{\beta j}^{l+1}(x')}{\partial W^l} \mid_{x=x'} = (1) \sum_{i'v} \frac{\partial z_{\alpha i}^{l+1}(x) \partial z_{\beta j}^{l+1}(x')}{\partial z_{\alpha i}^{l}(x)} \frac{\partial z_{\beta j}^{l}(x')}{\partial W^{l}} \mid_{x=x'}$$

$$\equiv (2) \frac{1}{N_l} \sum_{i'i'} \Theta_{\alpha \beta, i'i'}(x, x') u_{ij}^{l+1} u_{ai}^{l} \phi(z_{ai}^{l}(x)) v_{ai}^{l} w_{ij}^{l+1} u_{\beta j}^{l} v_{\beta j}^{l} \phi(z_{\beta j}^{l}(x')) v_{\beta j}^{l} (41)$$

$$\equiv (3) \Theta_{\alpha \beta, ri}(x, x') (u_{ij}^{l+1} u_{ai}^{l}) (\phi(z_{ai}^{l}(x)) v_{ai}^{l}) \phi(z_{\beta j}^{l}(x')) v_{\beta j}^{l} (42)$$

$$\equiv (4) \Theta_{\alpha \beta, r}(x, x') \delta_{jj'} (w_{ai}^{l} u_{\beta j}^{l}) (v_{ai}^{l} v_{\beta j}^{l}) \Phi(\Sigma_{\alpha \beta}(x, x'), v_{ai}^{l}, v_{\beta j}^{l}) (43)$$

In (1) and (2) we used expression (21) of current post-activations $z^{l+1}$ in terms of previous layer post-activations $z^l$, and then applied chain rule for differentiation. In (3) we used result of Proposition 3 that $z^l_i$ are i.i.d random variables, which allows to apply the Law of Large Numbers in the limit $N_l \to \infty$. Finally in (4) we substitute averages and simplified notations.

Now we calculate the next three terms in (40), representing the contribution of current layer parameters to NTK. The second term

$$\frac{\partial z_{\alpha i}^{l+1}(x) \partial z_{\beta j}^{l+1}(x')}{\partial W^{l+1}} \mid_{x=x'} = \delta_{jj} \frac{1}{N_l} \sum_{i} u_{ai}^{l} \phi(z_{ai}^{l}(x)) v_{ai}^{l} \phi(z_{\beta j}^{l}(x')) v_{\beta j}^{l}$$

$$\equiv (2) \frac{1}{N_l} \sum_{i} \Theta_{\alpha \beta, i}(x, x') u_{ij}^{l+1} u_{ai}^{l} \phi(z_{ai}^{l}(x)) v_{ai}^{l} u_{ij}^{l+1} u_{\beta j}^{l} \phi(z_{\beta j}^{l}(x')) v_{\beta j}^{l} (44)$$

$$\equiv (3) \Theta_{\alpha \beta, i}(x, x') (u_{ij}^{l+1} u_{ai}^{l}) (\phi(z_{ai}^{l}(x)) v_{ai}^{l}) \phi(z_{\beta j}^{l}(x')) v_{\beta j}^{l} (45)$$

$$\equiv (4) \Theta_{\alpha \beta, i}(x, x') \delta_{jj'} (w_{ai}^{l} u_{\beta j}^{l}) (v_{ai}^{l} v_{\beta j}^{l}) \Phi(\Sigma_{\alpha \beta}(x, x'), v_{ai}^{l}, v_{\beta j}^{l}) (46)$$

The third term

$$\frac{\partial z_{\alpha i}^{l+1}(x) \partial z_{\beta j}^{l+1}(x')}{\partial v^l} = \delta_{\alpha \beta} \frac{1}{N_l} \sum_{i} u_{ai}^{l} \phi(z_{ai}^{l}(x)) v_{ai}^{l} \phi(z_{\beta j}^{l}(x')) v_{\beta j}^{l}$$

$$\equiv (2) \frac{1}{N_l} \sum_{i} \Theta_{\alpha \beta, i}(x, x') u_{ij}^{l+1} u_{ai}^{l} \phi(z_{ai}^{l}(x)) v_{ai}^{l} u_{ij}^{l+1} u_{\beta j}^{l} \phi(z_{\beta j}^{l}(x')) v_{\beta j}^{l} (47)$$

$$\equiv (3) \Theta_{\alpha \beta, i}(x, x') (u_{ij}^{l+1} u_{ai}^{l}) (\phi(z_{ai}^{l}(x)) v_{ai}^{l}) \phi(z_{\beta j}^{l}(x')) v_{\beta j}^{l} (48)$$

$$\equiv (4) \Theta_{\alpha \beta, i}(x, x') \delta_{jj'} (w_{ai}^{l} u_{\beta j}^{l}) (v_{ai}^{l} v_{\beta j}^{l}) \Phi(\Sigma_{\alpha \beta}(x, x'), v_{ai}^{l}, v_{\beta j}^{l}) (49)$$

The fourth term

$$\frac{\partial z_{\alpha i}^{l+1}(x) \partial z_{\beta j}^{l+1}(x')}{\partial u^l} = \delta_{\alpha \beta} \frac{1}{N_l} \sum_{i} u_{ai}^{l} \phi(z_{ai}^{l}(x)) v_{ai}^{l}$$

$$\equiv (2) \frac{1}{N_l} \sum_{i} \Theta_{\alpha \beta, i}(x, x') u_{ij}^{l+1} u_{ai}^{l} \phi(z_{ai}^{l}(x)) v_{ai}^{l} u_{ij}^{l+1} u_{\beta j}^{l} \phi(z_{\beta j}^{l}(x')) v_{\beta j}^{l} (50)$$

$$\equiv (3) \Theta_{\alpha \beta, i}(x, x') (u_{ij}^{l+1} u_{ai}^{l}) (\phi(z_{ai}^{l}(x)) v_{ai}^{l}) \phi(z_{\beta j}^{l}(x')) v_{\beta j}^{l} (51)$$

$$\equiv (4) \Theta_{\alpha \beta, i}(x, x') \delta_{jj'} (w_{ai}^{l} u_{\beta j}^{l}) (v_{ai}^{l} v_{\beta j}^{l}) \Phi(\Sigma_{\alpha \beta}(x, x'), v_{ai}^{l}, v_{\beta j}^{l}) (52)$$

For each of last three terms the steps are analogous to steps (2-4) in the calculation of the first term (11). Finally, to get the expressions (43) and (44) of Proposition 4 we again note that $\langle u_{\alpha}^{l} u_{\beta}^{l} \rangle = U_{\alpha}^{l}, \alpha \not= \beta$ and $\langle u_{\alpha}^{l} u_{\beta}^{l} \rangle = (U_{\alpha}^{l})^2$, $\alpha \not= \beta$ and the same for $v^l$. 

B.5 Proofs of Theorems 1 and 2

In the proofs of Theorems 1 and 2 we rely on, respectively, Propositions 3 and 4.

Proof of Theorem 7

1. (Gaussianity) Convergence to a zero mean Gaussian process is already proved in Proposition 3.

2. (Independence) To show that covariance of different $\alpha \not= \beta$ model outputs $E[f_{\alpha}(x)f_{\beta}(x')]$ vanish when $U_{\alpha}^{l} = 0$ we recall that $E[f_{\alpha}(x)f_{\beta}(x')] = \Sigma_{\alpha \beta}^{L+1}(x, x')$, which can be recursively calculated from (43) starting with $\Sigma_{\alpha \beta}^{1}(x, x')$. From (33) we see that regardless of $\Sigma_{\alpha \beta}^{L}(x, x')$, the final layer covariance $\Sigma_{\alpha \beta}^{L+1}(x, x')$ will be zero due to its proportionality to $(U_{\alpha}^{l})^2$. 


3. (Breakdown of independence) Let $U_1^L \neq 0$ and suppose that for different ensemble models $\alpha \neq \beta$ and at some non-zero inputs $x, x' \neq 0$ the output covariance $\Sigma_{\alpha,\beta}^{L+1}(x, x') = 0$. We need to show that this is only possible if $L = 1$ and $x, x'$ are linearly dependent.

First note that since, by [33], $\Sigma_{\alpha,\beta}^{L+1}(x, x') = (U_1^L)^2 \Phi(\Sigma_{\alpha,\beta}^L(x, x'), v_{\alpha}^L, v_{\beta}^L)$, the factor $\Phi(\Sigma_{\alpha,\beta}^L(x, x'), v_{\alpha}^L, v_{\beta}^L) = \mathbb{E}(\phi(v_1^L z_1) \phi(v_2^L z_2))$ has to vanish. This is clearly impossible if $\phi(z) > 0$ for all $z \in \mathbb{R}$. Since by assumption $\phi$ is a non-decreasing nonnegative function, we are left to consider the case $\{ z \mid \phi(z) = 0 \} = (-\infty, a] \neq \emptyset$.

Express $\Phi(\Sigma_{\alpha,\beta}^L(x, x'), v_{\alpha}^L, v_{\beta}^L)$ in terms of the expectation of $\phi(v_1^L z_1) \phi(v_2^L z_2)$ conditioned on fixed $v_{\alpha}^L, v_{\beta}^L$:

$$\Phi(\Sigma_{\alpha,\beta}^L(x, x'), v_{\alpha}^L, v_{\beta}^L) = \mathbb{E}(\phi(v_1^L z_1) \phi(v_2^L z_2) | v_{\alpha}^L, v_{\beta}^L) = \mathbb{E}_{v_{\alpha}, v_{\beta}}[\mathbb{E}_{z_1, z_2}(\phi(v_1^L z_1) \phi(v_2^L z_2) | v_{\alpha}^L, v_{\beta}^L)].$$  \hspace{1cm} (45)

For each $v_{\alpha}^L, v_{\beta}^L$, the conditioned 2D random vector $y_{v_{\alpha}^L, v_{\beta}^L} = (v_1^L z_1, v_2^L z_2) | v_{\alpha}^L, v_{\beta}^L$ is normal, and the conditional expectation in (45) can be written as

$$\mathbb{E}_{z_1, z_2}(\phi(v_1^L z_1) \phi(v_2^L z_2) | v_{\alpha}^L, v_{\beta}^L) = \mathbb{E}(F(y_{v_{\alpha}^L, v_{\beta}^L})).$$  \hspace{1cm} (46)

where $F(y_1, y_2) = \phi(y_1) \phi(y_2)$ is a nonnegative function which is strictly positive on the quadrant $R_\alpha = (a, +\infty) \times (a, +\infty)$.

Since $\Phi(\Sigma_{\alpha,\beta}^L(x, x'), v_{\alpha}^L, v_{\beta}^L) = 0$ and $F \geq 0$, we must have $\mathbb{E}(F(y_{v_{\alpha}^L, v_{\beta}^L})) = 0$ almost surely in $v_{\alpha}^L, v_{\beta}^L$. Moreover, since $F$ is strictly positive on the quadrant $R_\alpha$, the distributions of $y_{v_{\alpha}^L, v_{\beta}^L}$ must be degenerate and supported outside the quadrant $R_\alpha$ almost surely in $v_{\alpha}^L, v_{\beta}^L$. Therefore, since $y_{v_{\alpha}^L, v_{\beta}^L}$ is normal, for (a.s.) any $v_{\alpha}^L, v_{\beta}^L$:

1. either at least one component of $y_{v_{\alpha}^L, v_{\beta}^L}$ is 0 a.s.,
2. or the components of $y_{v_{\alpha}^L, v_{\beta}^L}$ are linearly dependent and negatively correlated.

The variables $v_{\alpha}^L, v_{\beta}^L$ have the same distribution and, by assumption, do not vanish identically. Then, in both cases $\alpha = \beta$ (when they coincide) and $\alpha \neq \beta$, the event $Q = \{ v_{\alpha}^L v_{\beta}^L > 0 \}$ has a positive probability. We will show now that conditioned on this event, only case 2 above is possible, and only if $L = 1$ and $x, x'$ are linearly dependent.

**Case 1.** To exclude case 1, take, for example, the first component $y_{v_{\alpha}^L, v_{\beta}^L}^{(1)}$ of $y_{v_{\alpha}^L, v_{\beta}^L}$ and observe that, by (34),

$$\mathbb{E}(y_{v_{\alpha}^L, v_{\beta}^L}^{(1)})^2 = \mathbb{E}(v_1^L z_1)^2 | v_{\alpha}^L = (v_{\alpha}^L)^2 (\Sigma_{\alpha,\beta}^L(x, x'))_{11} = (v_{\alpha}^L)^2 \Sigma_{\alpha,\alpha}^L(x, x).$$  \hspace{1cm} (47)

If $L > 1$, then, by Proposition [3]

$$\Sigma_{\alpha,\alpha}^L(x, x) = U_2^{L-1} \Phi(\Sigma_{\alpha,\alpha}^{L-1}(x, x), v_{\alpha}^{L-1}, v_{\alpha}^{L-1}) = U_2^{L-1} \mathbb{E}_{z \sim \mathcal{N}(0, \Sigma_{\alpha,\alpha}^{L-1}(x, x)), v_{\alpha}^{L-1}}[\phi(v_{\alpha}^{L-1} z)^2] > 0$$  \hspace{1cm} (48)

since $U_2^{L-1} > 0$ and $v_{\alpha}^{L-1}$ is not 0 a.s. But then, since $v_{\alpha}^L$ is not 0 a.s. as well, $\mathbb{E}(y_{v_{\alpha}^L, v_{\beta}^L}^{(1)})^2 > 0$, i.e. $y_{v_{\alpha}^L, v_{\beta}^L}^{(1)}$ does not vanish.

On the other hand, if $L = 1$, then, by Proposition [3] $\Sigma_{\alpha,\alpha}^L(x, x) = \frac{\|x\|^2}{N_0} > 0$ for nonzero $x$, again meaning that $y_{v_{\alpha}^L, v_{\beta}^L}^{(1)}$ does not vanish.

**Case 2.** The negative correlation of the components of $y_{v_{\alpha}^L, v_{\beta}^L}$ means that

$$0 > \mathbb{E}[y_{v_{\alpha}^L, v_{\beta}^L}^{(1)}, y_{v_{\alpha}^L, v_{\beta}^L}^{(2)}] = \mathbb{E}[v_1^L z_1 v_2^L z_2 | v_{\alpha}^L, v_{\beta}^L] = v_{\alpha}^L v_{\beta}^L (\Sigma_{\alpha,\beta}^L(x, x'))_{12} = v_{\alpha}^L v_{\beta}^L \Sigma_{\alpha,\beta}^L(x, x').$$  \hspace{1cm} (49)

If $L > 1$, then, by Proposition [3]

$$\Sigma_{\alpha,\beta}^L(x, x') = U_2^{L-1} \Phi(\Sigma_{\alpha,\alpha}^{L-1}(x, x'), v_{\alpha}^{L-1}, v_{\alpha}^{L-1}) = U_2^{L-1} \mathbb{E}_{z \sim \mathcal{N}(0, \Sigma_{\alpha,\alpha}^{L-1}(x, x'), v_{\alpha}^{L-1}, v_{\alpha}^{L-1}}[\phi(v_{\alpha}^{L-1} z_1) \phi(v_{\alpha}^{L-1} z_2)] \geq 0$$  \hspace{1cm} (50)

since $\phi \geq 0$. Since we are considering the event $Q = \{ v_{\alpha}^L v_{\beta}^L > 0 \}$, inequality (50) contradicts inequality (49).
On the other hand, if \( L = 1 \), then, again by Proposition 3 \( \Sigma_{\alpha\beta}(x, x') = \Xi_{\alpha\beta}. \) This expression can indeed be negative for certain combinations of \( x, x' \). Recall that we also require the components of \( y_{v_{\alpha}^I, v_{\beta}^I} \) to be linearly dependent. The full covariance matrix of \( y_{v_{\alpha}^I, v_{\beta}^I} \) is

\[
\Sigma_{y_{v_{\alpha}^I, v_{\beta}^I}} = \text{diag}(v_{\alpha}^I, v_{\beta}^I) \left( \begin{array}{cc} \Sigma_{\alpha\alpha}(x, x) & \Sigma_{\alpha\beta}(x, x') \\ \Sigma_{\beta\alpha}(x', x) & \Sigma_{\beta\beta}(x', x') \end{array} \right) \text{diag}(v_{\alpha}^I, v_{\beta}^I)
\]

(51)

Under condition \( Q \) and nonzero \( x, x' \), this matrix has rank 1 if and only if \( x \) and \( x' \) are linearly dependent. This completes the proof.

\[
\square
\]

**Proof of Theorem 3**

1. (Determinacy) Convergence of the NTK to a deterministic limit is already proved in Proposition 3.

2. (Dynamic independence) With \( U_1^L = 0 \), the vanishing of off-diagonal \( \alpha \neq \beta \) components of ensemble NTK \( \Theta_{\alpha\beta}(x, x') \equiv \Theta_{\alpha\beta}^{L+1}(x, x') \) follows directly from (36) at \( l = L \).

3. (Breakdown of dynamic independence) By iteratively applying (36), off-diagonal components of the ensemble NTK are given by

\[
\Theta_{\alpha\beta}(x, x') = \sum_{l=1}^{L} \left( \prod_{m=l}^{L} (U_m^L)^2 (V_1^m)^2 \Phi(\Sigma_\alpha^m(x, x'), v_{\alpha}^m, v_{\beta}^m) \right) \Sigma_{\alpha\beta}(x, x') + \Sigma_{\alpha\beta}^{L+1}(x, x').
\]

(53)

Note that for \( \phi \in \mathcal{S} \) we automatically have \( \Sigma_{\alpha\beta}^l(x, x') \geq 0 \) for all \( l > 1 \) and \( \Phi(\Sigma_\alpha^l(x, x'), v_{\alpha}^l, v_{\beta}^l) \geq 0 \) for \( l \geq 1 \). If we additionally assume \( x^T x' \geq 0 \) we get \( \Sigma_{\alpha\beta}^l(x, x') \geq 0 \) and thus all the terms of the sum in (53) are non-negative. Then for \( \Theta_{\alpha\beta}(x, x') > 0 \) it is sufficient to have \( \Sigma_{\alpha\beta}^{L+1}(x, x') > 0 \), which we have already proved in Theorem 1 under a weaker condition on inputs: \( x, x' \neq 0 \) and \( x \neq -c x', \ c > 0 \).

\[
\square
\]

**B.6 Stationarity of NTK**

The full proof of the property (A3) for infinitely wide neural networks is more involved than the proofs of properties (A1, A2). At the same time, this property is qualitative in contrast to properties (A1, A2), which have the quantitative component – recursive formulas for calculation of NTK and covariance. For these reasons in the present work we only present a non-rigorous argument showing that the extension of (A3) to Embedded Ensembles, namely the constancy of EE NTK \( \Theta_{\alpha\beta}(x, x') \) during GD training, also holds.

We base our argument on the approach of [Dyer and Gur-Ari, 2020], which we shortly describe here. For the details the reader should refer to original work [Dyer and Gur-Ari, 2020]. The average of NTK at some time \( t \) w.r.t. initialization is considered on the level of formal Taylor expansion at \( t = 0 \)

\[
\langle \Theta(x, x', t) \rangle = \sum_{n=0}^{\infty} \frac{t^n}{n!} \left. \left( \frac{d^n}{dt^n} \right) \Theta(x, x', t) \right|_{t=0}
\]

(54)

Each term in this sum is given by a (collection of) certain correlation function - the average at initialisation of products of network outputs and/or their derivatives. For example, in case of MSE loss the term \( n = 1 \) in (54) is given by

\[
\left. \left( \frac{d}{dt} \Theta(x, x', t) \right) \right|_{t=0} = \frac{1}{B} \sum_{b=1}^{B} \left( \frac{\partial f(x_b)}{\partial \mathbf{W}} \frac{\partial^2 f(x'_b)}{\partial \mathbf{W} \partial \mathbf{W'}} \frac{\partial f(x_b)}{\partial \mathbf{W'}} f(x_b) \right) + x \leftrightarrow x'.
\]

(55)

Then it is shown that this correlation function scales with the network width \( N \) as \( \langle \frac{d}{dt} \Theta(x, x', t) \rangle_{t=0} = O(\frac{1}{N}) \), and also for any correlation function \( \langle F(\mathbf{X}) \rangle = O(N^a) \) its time derivative at initialisation have the same scaling \( \langle \frac{d}{dt} F(\mathbf{X}) \rangle_{t=0} = O(N^a) \). Thus for NTK we have \( \langle \Theta(x, x', t) \rangle = \langle \Theta(x, x', t = 0) \rangle + O(\frac{1}{N}) \).
This results are based on the conjecture which relates upper bound on width scaling of correlation function with the number of connected components in the cluster graph associated with the given correlation function. The intuition behind this conjecture comes from considering the case of trivial network activation function \( \phi(z) = z \), which makes the network linear

\[
f(x) = N^{-\frac{1}{2}} \sum_{i_0, i_1, \ldots, i_L} V_{i_L} W_{i_L i_{L-1}}^{L} \cdots W_{i_2 i_1}^{2} U_{i_1 i_0} x_{i_0}.
\]  

(56)

In this section we show that if a certain correlation function composed of network outputs (56) has width scaling \( O(N^s) \), its Embedded Ensemble version with each \( f(x) \) replaced with \( f_{\alpha}(x) \) given by

\[
f_{\alpha}(x) = N^{-\frac{1}{2}} \sum_{i_0, i_1, \ldots, i_L} V_{i_L} u_{\alpha i_1} W_{i_1 i_{L-1}}^{L} \cdots u_{\alpha 2}^{2} W_{i_2 i_1}^{2} u_{\alpha 1}^{1} U_{i_1 i_0} x_{i_0},
\]

(57)

has the same width scaling \( O(N^s) \) for any choice model indices \( \alpha \).

For the linear network functions (56), all the correlation functions are some moments of multivariate Gaussian distribution of model parameters at initialization, which according to Isserlis theorem reduce to the sum over all possible pairings of identical model parameters in the correlation function. These pairing produce delta functions \( \delta_{i_{ij}} \) between some pairs of indices thus effectively reducing the number of sums in the corresponding contribution to correlation function. The number of sums over hidden layer indices \( i_j \) left unconstrained together with normalization factors \( N^{-\frac{2}{2}} \) define the width scaling of corresponding contribution to the correlation function. Finally, the contribution with the highest width scaling define the width scaling of the whole correlation function.

Now consider correlation function composed of EE outputs (57) with arbitrary model indices \( \alpha \). We can calculate corresponding average in two stages: first average over all parameters \( W_i^j, U, V \), and then over all modulations \( u_{\alpha i}^j \). The first averaging will produce the same set of pairings between identical parameters \( W_{ij}^j \) as for the correlation function with outputs (56) with the same width scaling for each pairing. The average over modulations will result in the multiplicative factor which will depend on the chosen set of model indices \( \alpha \) and on the chosen \( W_i^j \) pairing, but will not depend on the network width \( N \) and thus being \( O(N^0) \) (however, this average may introduce additional delta functions which will lower the width scaling exponent \( s \)). Thus we can map contributions to single network correlation function to contributions to EE correlation function conserving the upper bound on the width scaling and thus the upper scaling of the whole correlation functions will also be conserved.

Finally, the time derivative of Embedded Ensemble NTK \( \Theta_{\alpha \beta}(x, x', t) \) is also represented as combination of correlation functions considered above. For example, in case of MSE we have

\[
\left\langle \frac{d}{dt} \Theta_{\alpha \beta}(x, x', t) \right\rangle_{t=0} = \frac{1}{B} \sum_{b=1}^{B} \sum_{i=1}^{M} \left\langle \frac{\partial f_{\alpha}(x)}{\partial W} \frac{\partial^2 f_{\alpha}(x')}{\partial W \partial W'} \frac{\partial f_{\alpha}(x_b)}{\partial W'} f_{\gamma}(x_b) \right\rangle + (\alpha, x) \leftrightarrow (\beta, x').
\]

(58)

Thus we have shown that NTK of Embedded Ensemble stays constant during training and its deviation from initial value is bounded as \( O(N^{-1}) \). However, note that this upper bound is not uniform w.r.t. time \( t \) and large times may require large network widths.

C Experiment details

We performed experiments on CIFAR100 using a simple 4-hidden-layer convolutional architecture similar to VGG16 [Simonyan and Zisserman, 2015], except for a fewer number of layers: the filters have receptive fields 3x3; the number of filters in the hidden layers is 64 – 128 – 256 – 512. We initialized convolutional layers with Xavier normal and initialized modulations with standard normal distribution. Our architectures do not include batch normalization and bias term, both in fully-connected and in convolutional layers. We trained our models with cross-entropy loss and SGD with momentum equal to 0.9, and regularized the weights with l2-norm. We trained all models with batch size 128 for 500 or 1000 epochs. We used a baseline learning rate equal to 0.01 for the first 500 epochs and then started to decrease it linearly to 1e-4 at the end of the training. We used standard CIFAR100 train/test split, and extracted randomly 10k examples from train part for validation.

We used the standard parameterization [Sohl-Dickstein et al., 2020]. We tried standard and NTK-parametrization and found their accuracy to be similar, but convergence faster in the standard case. We remark that both parameterizations yield a kernel model in the infinite width limit.
Figure 7: An ablation study for the baseline Batch Ensemble. The green and red curves use only a part of baseline (blue) modulations. The cyan curve uses only post-activation modulations at the last layer. The purple curve uses shifted modulations with both variance and expectation equal to $1/\sqrt{2}$. The yellow curve adds modulations to model inputs and outputs. The black curve uses $1/M$ times smaller learning rate for common parameters, thus effectively using unscaled gradients. The orange curve uses $\times 5$ larger learning rate for all modulations.

In our experiments, we do not modulate the inputs of the first parameter layer and outputs of the last parameter layer (in contrast to the original Batch Ensemble architecture [Wen et al., 2019]). We have observed this to noticeably improve the overall accuracy of resulting models (compare blue and yellow curves on Figure 7) and remove unstable training behaviours. This can be explained as follows. The input layer has only 3 RGB channels. Due to randomness in the modulations, input modulations in some models can be much smaller than in others; accordingly, the gradients of some models can be dominated by gradients of other models, creating a significant imbalance in the ensemble. Such a disparity between different models does not occur if we modulate wide hidden layers, thanks to the averaging occurring by the law of large numbers. We indeed observe a much smaller spread of gradient magnitudes among the models if only hidden layers are modulated, see Figure 6c (left). We also exclude modulations in the output layer since each of the 100 output channels represents a particular target class and their randomization by modulations is pointless.

D Additional experiments

D.1 Ablation study

In Figure 7 we study the effects of different changes in architecture or training procedure of our baseline Batch Ensemble. According to the theory, the presence of only pre-activation modulations $v^u_j$ (red curve) or initialing modulation with non-zero mean (purple curve) lead to non-diagonal NTK and therefore more de-
Figure 9: Shifted Gaussian MC Dropout with masks sampled independently for each forward pass during training. Number of models corresponds to the number of masks used during inference. The models are in collective regime, with no clear optimum for number of models, and no decrease in individual model accuracy with increase of ensemble size.

Figure 10: Centered Gaussian MC Dropout with independent mask sampling during training. Due to the random mask being applied on each forward pass during training, and the fact that mask weights are centered around zero, there is no gradient direction beneficial to most batches, and model doesn’t learn.

D.2 Model dependence at initialization

In this section we provide experiments for various NTK-based metrics of inter-model interaction at initialization. We focus on BatchEnsemble with all modulations based on convolutional network with 4 hidden layers described
The full NTK for this problem, calculated on batch of size $B$ and for ensemble of size $M$ is a six dimensional tensor with dimensions $(C, C, M, M, B, B)$, which is quite large for CIFAR100 with $C = 100$. For these reason we calculate not the full NTK but its two class reduced variants with shape $(M, M, B, B)$ inspired by discussion of NTK for cross entropy losses at the end of Section A. We refer to this variants as "nll" NTK and "target" NTK which are defined as

$$\Theta_{\text{nll}}^{\alpha\beta}(x_a, x_b) = \sum_{i, j=1}^{C} \partial L(f_{\alpha}(x_a), c_a) \Theta_{i j, \alpha\beta}(x_a, x_b) \frac{\partial L(f_{\beta}(x_b), c_b)}{\partial f_{j \beta}(x_b)},$$

$$\Theta_{\text{target}}^{\alpha\beta}(x_a, x_b) = \Theta_{c_a c_b, \alpha\beta}(x_a, x_b).$$

Here $c_a, c_b$ denotes the class index of $x_a, x_b$, and $L(f, c)$ is the cross entropy loss (17). The first metric measuring cross model interaction is the average $\Theta_{\text{2\alpha\beta}}(x_a, x_b)$ over all pairs of ($\alpha \neq \beta$) and input points $x_a, x_b$ normalized by the similar average for coinciding models $\alpha = \beta$. The second metric is based on the time derivative of the model $\alpha$ loss at $x_a$

$$\frac{d}{dt} L(f_{\alpha}(x_a), c_a) = -\frac{1}{B} \sum_{\beta=1}^{M} \sum_{b=1}^{B} \Theta_{\text{nll}}^{\alpha\beta}(x_a, x_b).$$

We see that in the $\frac{d}{dt} L_{\alpha}$ there are contributions from same change of model $\alpha$ outputs based on its own loss $L_{\alpha}$, and contributions from changes of model $\alpha$ outputs based on the losses of other models $L_{\beta}, \beta \neq \alpha$. Thus the second contribution represents the effect of model interactions on the training dynamic. Specifically, the metric describes the relative weight of the second contribution as

$$\langle (\partial_t \log p_{c|\text{diff}})^2/(\partial_t \log p_{c|\text{same}})^2 \rangle (m) \equiv \sum_{\alpha, \beta} \left( \frac{1}{B} \sum_{b=1}^{B} \sum_{\beta \in B_{m, \alpha}} \Theta_{\text{nll}}^{\alpha\beta}(x_a, x_b) \right)^2 \sum_{\alpha, \alpha} \left( \frac{1}{B} \sum_{b=1}^{B} \Theta_{\text{target}}^{\alpha\alpha}(x_a, x_b) \right)^2.$$  

Here $B_{m, \alpha}$ is any set of models $\beta \neq \alpha$ with size $m$. Finally, the third metric is obtained using the formula (62) with $\Theta_{\text{target}}$ instead of $\Theta_{\text{nll}}$. Although it does not have such an explicit interpretation as the second metric, its calculated based only on NTK itself whereas the second metric also uses information about target class probabilities. All the three metrics at initialization for various network widths and for ensemble of size $M = 15$ in individual regime (normally distributed modulations $u_{\alpha}^l$) and collective regime (all modulations distributed as $u_{\alpha}^l \sim N(\frac{1}{\sqrt{2}}, \frac{1}{2})$) can be found in Figure 8.
D.3 MC Dropout

To augment our results with BatchEnsembles, we also performed similar experiments with MC Dropout. More specifically, we consider well-known Gaussian MC Dropout in which masks come from shifted normal distribution $N(1, \sigma)$. In addition, we study centered Gaussian MC Dropout variation in which masks come from centered Gaussian distribution $N(0, \sigma)$. Centered Gaussian MC Dropout is close to BatchEnsemble with the only difference in non-learnable modulations. Additionally, we consider two approaches to training for these models. One, where we sample masks independently for each forward pass, as in classical Dropout, and another, where we create a set of masks beforehand, one for each model in the ensemble, and reuse them both at train and test time.

In Figure 9 we evaluate shifted Gaussian MC Dropout trained with infinite set of masks. For this experiment we set $\sigma = 0.1$. One can see that in accordance with our theory it is in collective regime, i.e. each model performs well but they are highly correlated. As expected, there is no optimal performance for some specific number of models. Instead, ensemble accuracy asymptotically approaches some limit, as diversity of available models is depleted with increase in their number. While increase in ensemble size causes almost monotonic increase in ensemble accuracy, high correlation of individual models limits this improvement, allowing for only modest gains in ensemble accuracy even with large number of models in ensemble. We can also observe, that individual model accuracy does not suffer from increase in ensemble size.

We also consider Centered Gaussian MC Dropout with independent mask sampling during training, see Figure 10. As expected the model has hardly learned anything, since applying random zero-centered mask at each forward pass makes parameter gradients face random directions at each SGD step and thus there is no direction in the parameter space which will simultaneously reduce the loss of the majority of ensemble models.

Figure 11 depicts results for Centered Gaussian MC Dropout, but this time with fixed number of masks used both during training and test. In this configuration, zero-centered MC Dropout can learn quite well. It can be seen that it is in individual regime, where models are not correlated, but there exists optimal number of models for each width to achieve optimal performance of the ensemble.

D.4 LLD ensemble

Consider a special case of Embedded ensemble when dropout masks $t_{ai} \sim N(p, 1 - p^2)$ are applied only at the last layer. Specifically, a network of (almost) any architecture can be written as

$$f(x) = \sum_{i=1}^{N} \varphi_i(W, x)c_i.$$  \hspace{1cm} (63)

where $c_i$ are weights of the last linear layer and $\varphi_i(W, x)$ are (non-linear) feature maps obtained by previous layers of the network with weights $W$. Then, embedded ensemble with last layer modulations is constructed as

$$f_\alpha(x) = \sum_{i=1}^{N} \varphi_i(W, x)u_{ai}c_i.$$  \hspace{1cm} (64)

At inference the prediction of such ensemble can be constructed at single forward pass small additional computational time compared to reference model (63). Specifically, at inference we apply a single averaged modulation $u_i$

$$f_{ens}(x) = \frac{1}{M} \sum_{\alpha=1}^{M} f_\alpha(x) = \sum_{i=1}^{N} \varphi_i(W, x)u_{ai}c_i, \quad u_i = \frac{1}{M} \sum_{\alpha=1}^{M} u_{ai}.$$  \hspace{1cm} (65)

During training we again calculate all required gradients in a single backward calculation with a small additional computational time compared to reference model (63). Specifically, at train time we calculate the predictions of all ensemble models $f_\alpha(x)$ in a single forward pass, and then use it to calculate the train regime ensemble loss $L_{ens, train}$ to which backward pass will be applied.

$$L_{ens, train} = \frac{\gamma(M)}{M} \sum_{\alpha=1}^{M} \frac{1}{B} \sum_{b=1}^{B} L(f_\alpha(x_b), y_b).$$  \hspace{1cm} (66)
Computational graph of this backward pass is different from the computational graph of the reference model only at the last layer of the network and additional number of operations can be estimated as $O(MNC)$ for a single input $x$.

We trained ensembles in this configuration with varied number of applied masks, and plot the results on the Figure 12. We observe, that models in the ensemble operate in individual regime, Ensemble has a clear maximum performance at a certain ensemble size $M > 1$. We also observe, that increasing network’s width moves the point of optimal performance further to the right. This is further confirmed by the fact that average correlation between individual models is also lower for the wider network. At the same time, relative gain of ensembling over using just one model is lower for the wider networks.

We also take a look at the dependence of LLD ensemble’s behavior on the value of the $p$ parameter, which dictates variance and mean of the sampling distribution, from which masks are obtained. We can see, that increasing $p$ leads to flattening of all curves, which is perfectly explainable by thinking about the limit of the distribution as $p$ becomes closer to 1, eventually producing just a vector of ones. This makes all models exactly the same, and ensembling no longer produces any benefits. At the same time, increasing number of masks does not lead to detrimental effect of individual model accuracy, since no matter how many modulations we apply on the last layer, they are all the same and do not depend on the increasing number of masks in any way. We also see that mean model correlation increases with the $p$, which is also consistent with the asymptotic behavior of the models as $p$ approaches 1.
Figure 12: Behavior of LLD ensemble with masks of form $\mathcal{N}(p, 1 - p^2)$. Different colors represent different values of parameter $p$, while rows belong to different widths of base model.