An Empirical Mode-Spatial Model for Environmental Data Imputation
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Abstract: Complete and accurate data are necessary for analyzing and understanding trends in time-series datasets; however, many of the available time-series datasets have gaps that affect the analysis, especially in the earth sciences. As most available data have missing values, researchers use various interpolation methods or ad hoc approaches to data imputation. Since the analysis based on inaccurate data can lead to inaccurate conclusions, more accurate data imputation methods can provide accurate analysis. We present a spatial-temporal data imputation method using Empirical Mode Decomposition (EMD) based on spatial correlations. We call this method EMD-spatial data imputation or EMD-SDI. Though this method is applicable to other time-series data sets, here we demonstrate the method using temperature data. The EMD algorithm decomposes data into periodic components called intrinsic mode functions (IMF) and exactly reconstructs the original signal by summing these IMFs. EMD-SDI initially decomposes the data from the target station and other stations in the region into IMFs. EMD-SDI evaluates each IMF from the target station in turn and selects the IMF from other stations in the region with periodic behavior most correlated to target IMF. EMD-SDI then replaces a section of missing data in the target station IMF with the section from the most closely correlated IMF from the regional stations. We found that EMD-SDI selects the IMFs used for reconstruction from different stations throughout the region, not necessarily the station closest in the geographic sense. EMD-SDI accurately filled data gaps from 3 months to 5 years in length in our tests and favorably compares to a simple temporal method. EMD-SDI leverages regional correlation and the fact that different stations can be subject to different periodic behaviors. In addition to data imputation, the EMD-SDI method provides IMFs that can be used to better understand regional correlations and processes.
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1. Introduction

1.1. Research Goals

This paper proposes an Empirical data imputation technique, called Empirical Mode Decomposition, spatial data imputation (EMD-SDI) for time-series data based on an approach that decomposes signals into their component periodic parts, identifies correlated signals at other regional stations, extracts the missing part of the signal from these regional stations, and reconstructs the original signal from the component parts. Empirical Mode Decomposition (EMD) [1] is a signal deconvolution method that works with non-stationary, non-linear, quasi-periodic data; typical of environmental data series. Quasi-periodic data are data that exhibit cyclical changes without a precise period. EMD is
data-driven and does not assume or require a stationary or linear signal. EMD decomposes a signal into a series of intrinsic mode functions (IMFs) each representing independent components of the signal and a residual representing the offset from zero and the overall trend in the dataset. Summing the IMFs and the residual exactly reproduces the original signal. EMD is sensitive to end effects. For this study, we did not select data gaps that were close to the end of the time series. The distance from the gap to the series end was at least the size of the gap. Methods to directly address this include either extending the data using the last value or mirroring the data. For earth sciences data, we contend that the best method would be to use data from the closest annual cycle to extend the data record.

We use EMD to decompose the signal from a target station into a finite number of IMFs, each an independent quasi-periodic signal \cite{1,2}. Quasi-periodic data have a recurring cycle or oscillations that can occur at inter-annual, multi-annual, decadal, or longer times. We also decompose the signals from other stations in the geographic region (called source stations). As most environmental processes exhibit spatial correlation, we expect some of the IMFs from the source stations to have correlated quasi-periodic components \cite{3}. After decomposing the data, we identify correlated IMFs from the target and source stations and use sections from the source IMFs most correlated with the target IMFs to reconstruct the missing section. We recreate the full signal at the target station using these reconstructed IMFs.

EMD-SDI data imputation can be used for any missing time-series data where regional datasets are expected to be spatially correlated or that exhibit correlated behaviors in time. Candidate data types that would appropriate for this technique include water quality, temperature, stream flow, precipitation, and other continuous processes of a periodic or quasi-periodic nature that exhibit spatial correlation \cite{3}. Most earth observation data would be good candidates for this method. We demonstrate EMD-SDI on temperature data from the Utah Climate Data Center \cite{4} with stations located throughout the state (Figure 1).

![Figure 1. Location of the study area and position of temperature stations.](image-url)
1.2. Background

Earth sciences, in disciplines such as hydrology or meteorology, use time series data to describe temporal processes such as water quality, streamflow, temperature, wind speed, solar radiation or similar processes. These data describe the environment and are analyzed to better understand, plan, manage, or control a wide variety of important hydrologic and environmental processes [5]. These data are generally semi-periodic and often non-linear and non-stationary (e.g., have a trend). While data are available from a number of sources that archive and provide environmental time-series data, nearly all these data sets have gaps or periods of missing data [6–10]. Studies have shown that missing data has adverse impacts to both modeling and analysis and that data estimation or imputation is required; see for example [6,9,11,12].

The literature reports a large number of data imputation methods. Much of the published work on environmental data imputation addresses methods for streamflow data, an area of research since the early 1960s [13]. While researchers have reported many advanced approaches in the literature, including combining EMD decomposition with Bayesian compressive sensing approaches [3]. Earth sciences often have data gaps and there are many different reported methods ranging from simple replacement [14,15], an offset method with only target site data which replaced a single missing value with averaged observed values before and after and for longer gaps used an average of the values from the previous and following year [16] (we used a simple version of this called the temporal method in this manuscript) to complex statistical models [17,18]; to spatial models [19,20]. Other methods include spatiotemporal models [21], pattern matching [10], and data modeling [22]. A large part of the published imputation work addresses streamflow or precipitation data and includes approaches such as spatial correlation with nearby sites [11,23–27], multivariate statistics [13,28,29]; Bayesian modeling [30], and models such as neural networks [5,31,32], chaos theory [33], and a Markov-chain Monte Carlo algorithm within a Bayesian modeling framework [20]. Our previous work used EMD decomposition as a preprocessing step, for a Bayesian compressive sensing approach to data imputation [3]. This method, while useful, is computationally intensive and difficult to implement. EMD-SDI, in contrast, is computationally fast and has a straightforward implementation. EMD and its extension, ensemble EMD (EEMD) have been in other earth sciences fields, such as runoff prediction [34–37].

Researchers have compared different methods [8,38–40] and reported that nearest neighbor methods were better than ARMA models for stream flow [41], that ANN approaches were better than ARMA models [42], and that ANNs performed better than linear regression [43] and nonlinear regression [44]. This is not a comprehensive literature survey as the field is large, but the references cited show the variety of work in this field and demonstrates that the “best” methods are dependent on the data.

Based on our personal experience and anecdotal discussions, most modeling studies use simple ad-hoc approaches such as using data from the closest station with simple offsets to fill data gaps—this approach seems to be especially true for temperature data, though we have no data or studies to support this statement.

We put forth EMD-SDI approach to address two issues: (1) advanced methods are difficult to implement and require parameters or information not readily available; and (2) often these methods do not provide estimates appreciably better than simple methods such as using data from the closest station to fill in gaps, thus earth science researchers continue to use ad hoc methods. Our approach is data-driven and only requires that a practitioner provide measurements from the region that have data over the same time period as the gap. Our work shows that this method generally out-performs methods such as using data from the closest station. In some respects, it is an automated version, where EMD-SDI defines the “closest” station as the one with the most correlated quasi-periodic processes rather than the one most geographically close.

1.3. Challenges

One significant challenge in data imputation is obtaining the data and information required. For example, in simple offset methods, you need to determine which station would be the best source
for the data and determine the offset. The best choices are not always clear. In other methods, such as time-series modeling [16], model parameters have significant uncertainty and affect results. Even machine learning approaches and stochastic methods [31,33,43], model development is involved. Our approach, EMD-SDI, addresses this issue, as it is completely empirical. The user inputs available data for the target and source stations, the algorithm requires no additional parameters or tuning.

2. Data

2.1. Data Description

The Utah Climate Center at Utah State University archives data describing Utah climate. This archive contains daily environmental data collected at 815 locations throughout Utah for time periods ranging from December 1887 to the present. Each station records data with daily values of precipitation, minimum temperature, and maximum temperature. Some stations have additional data; however, nearly all these datasets are incomplete with gaps or missing data, the amount missing and the missing time periods depend on the station.

To test EMD-SDI, we used the daily minimum temperature set from Salt Lake International Airport (SLIA) station. We selected the SLIA station because it is the longest continuous dataset available, i.e., no missing data. This allowed us to remove data to generate gaps, and compare the imputed data with the original data to determine accuracy and performance. We used a variety of gap lengths and gap locations. Figure 2 shows the original SLIA data. Figure 2 shows that annual high temperatures are in a relatively narrow range, but annual low temperatures have more variance. We created gaps at random locations and different lengths, imputed data for those gaps, and compared the imputed data to the original, observed data.

![Figure 2](image-url) Seventy years of continuous data, (i.e., no missing values or gaps) from the Salt Lake City International Airport (SLIA) station. The figure shows that annual high temperatures are in a relatively narrow range, but annual low temperatures have more variance. We created gaps at random locations and different lengths, imputed data for those gaps, and compared the imputed data to the original, observed data.
2.2. Data Parsing and Cleaning

The amount of data and dataset lengths available at the other 814 stations varies. Many stations contain only precipitation data or only contain a few days of temperature data. We performed some initial data processing to select reasonable stations for this study and to prepare the data for processing.

Data parsing and cleaning consisted of two activities; the first was selecting which sites to include in the study. We evaluated the 814 stations and selected about 450 stations to include in this study based on if they had sufficient data. We set the minimum data length to 1 year. We also removed stations if they did not contain the temperature information (i.e., maximum and minimum values). After site selection, we processed the data by removing clearly inaccurate data. These inaccuracies likely came about due to poor management or recording of the data. The first stage of preprocessing involved removing data points indicating a daily high temperature greater than 50 °C (Utah record high is 47 °C), or a daily low temperature lower than −60 °C (Utah record low is −56 °C). Afterwards, we removed data points if the daily high value was lower than the daily low value. This removed most of the extreme values but did not address errors such as seasonal temperatures that were clearly inaccurate, for example, a 30 °C day in the middle of winter. To solve this problem we computed temperature distributions for each day of the year for each station. We then used the interquartile range (IQR) and the 1st and 3rd quartiles to identify outliers on any given day. Since we did not want to remove all outliers, only those that were clearly inaccurate, we determined an offset, o, and multiplier, m, for the IQR and excluded values outside that range as erroneous outliers. Based on a visual analysis, we determined that a reasonable value for the multiplier, m, and offset, o, were 1.75 and 8 respectively, so for our data we considered anything greater or less than 14 times the yearly-day average as an outlier and it was removed. The resulting data sets all had data gaps, both from the original record and from data removed during pre-processing. After the station selection and data cleaning, 408 temperature stations were available and used in this study. Each station had maximum and minimum temperature time-series records and all had varying numbers of gaps with varying lengths.

We used MATLAB to import and analyze the data, select the stations to use, parse the data, perform preprocessing procedures, and format the structure for further analysis. We created a MATLAB data structure to store the data sets, which included both the temperature time-series data and various meta-data necessary for processing. We extended each data set to be the same length so that each data set started and ended on the same day. To accomplish this we extended each time series and created a Boolean mask to identify these locations as missing data values so they would not be included in the processing or considered by the EMD-SDI algorithm.

Figure 3 shows a set of example IMFs from the SLIA station data. The first five IMFs range from about −5 to 5 and seem to present noise in the data—though this assertion is only based on a visual examination. The next three IMFs (IMF 6–8) range from about −15 to 15 and have about a 1-year or annual period. IMFs 9 could be from the El Nino patterns, while IMFs 10–12 represent longer periods and may or may not represent actual physical processes. The final IMFs, IMF 13 is called the residual. The residual represents the long-term trend for the data. This example shows a small increase over the data set.

![Figure 3](image-url)
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**Figure 3. Cont.**
EMD is a novel data analysis technique first published in 1998 [1]. The EMD algorithm decomposes nonstationary and nonlinear signals. Common decomposition techniques such as Fourier decomposition or wavelet analysis cannot be applied to nonstationary and nonlinear processes; nonstationary and nonlinear data are common in environmental data sets. The EMD approach, in contrast, assumes that data are composed of independent signals with simple intrinsic modes of oscillation. The EMD algorithm is adaptive and defines the basis functions used for decomposition on an a posteriori rather than an a priori basis, both Fourier transforms or wavelet analysis use a priori basis functions [1]. EMD decomposes a signal into basis functions called IMFs. An important trait of EMD, as with any signal decomposition approach, is that the summation of individual components recreates or approximates the original time-series dataset. Unlike Fourier transforms, recreating a signal by summing the resulting IMFs results in the exact original data—not an approximation. We used existing EMD code [45] that implemented cubic spline interpolation for the splining procedure and default stopping criteria. We modified the code to use a pchip interpolation function to eliminate over- and under-shot in the interpolation.

EMD identifies independent quasi-periodic phenomena using an empirical approach based on the data, rather than a pre-selected form such as a wavelet function. The resulting components or IMFs, in many cases, have been shown to represent naturally occurring processes such as the El Nino/La Nina cycle or sunspot influences [46]. Our experience has shown that while some of the IMFs are consistent with natural quasi-periodic processes, others seem to represent more random, but time correlated processes. While the resulting IMFs may not be related to any natural processes—we assume that these components will appear in other regional stations and be time-correlated with each other, whether they represent natural processes that influence the system—such as the El Nino/La Nina cycle—or other random processes. We assume that the temperature data are spatially correlated and that similar processes, represented by the IMFs, will appear in data from other regional stations.

EMD-SDI decomposes the target signal and potential source signals into IMFs, then using periods before or after the data gap finds the best match (e.g., highest correlation) to the individual target IMFs in the source IMFs. We use the selected source IMFs to fill the data gap. Other EMD-based imputation methods have attempted to model the complicated behavior that takes place within a natural process which is more complex and difficult to implement [47]. We assume that the data in the source stations are correlated with the target station because the earth sciences processes we are interested in, e.g., temperature, water quality, stream flow, etc. are spatially correlated.

In our example, we evaluate all the IMFs from the candidate stations (the 408 stations with sufficient data to include in the study) to find the IMF most similar to the IMF in the subject station (SLIA). We repeat this process for each IMF from the decomposed SLIA station signal. We assume that if these IMFs represent natural processes, then other stations should also exhibit the same behavior and have a matching IMF. For IMFs that represent random time-correlated processes, we assume that other stations, subject to a similar environment, may also exhibit a similar random signal. Since temperatures in similar geographic regions follow similar trends over time, we should be able to
fill gaps by identifying stations that have an IMF with a similar natural frequency as the station in question for the time period for which data are missing. This approach is similar to a commonly used method in hydrology where a station close to the station with missing data is identified (candidate station), the data offset between the two stations is determined, and gaps are replaced by data from the candidate station plus or minus the offset. The difference, in this case, is that we may use several stations to reconstruct the missing data and reconstruct each IMF separately. One benefit from using the EMD processing is that the residual trend, which represents the offset from zero in the data, is the final step in recreating the signal and is a smooth function. All the IMFs are centered on zero, which allows for matching quasi-periodic signatures without matching magnitudes or offsets. It also means that, for example, a close station may be at a significantly different elevation and have very different actual temperatures than the target station; however, since both stations may be subjected to similar microclimates such as lake effects, they may have similar quasi-periodic processes imbedded in the temperature signal that can be leveraged by EMD-SDI.

3.2. Imputation Process

3.2.1. Process Overview

For discussion, we will call the signal to be filled, the SLIA station, the target station. We will designate the other stations as candidate stations. For an actual application, you would begin by identifying gaps in the target station. For our example, we created data gaps in the SLIA data to evaluate how well the algorithm worked. This approach allows us to use the removed data as truth in evaluating the imputed data.

The EMD-SDI algorithm decomposes both the target and candidate stations into IMFs, finds the best match to the target IMFs within the full candidate IMF library, replaces the missing data in the target IMF with the selected candidate IMF, then reconstructs the original signal using these “filled” IMFs. This process is outlined in Figure 4.

Figure 4. Empirical Mode Decomposition—Spatial Data Imputation (EMD-SDI) process flow chart.
This chart presents the algorithm steps for imputation data at a target station given data at a number of candidate stations.

3.2.2. Preliminary Gap Filling—Temporal Data Imputation

EMD works best with continuous data, so prior to running the EMD algorithm; we filled any gaps with temporary data. While the EMD algorithm can run on data with gaps, temporarily filling the gaps makes the algorithm more efficient and reduces the possibilities of over- and under-shooting, as EMD is sensitive to abrupt discontinuities. For these temporary data, we used data from the same time periods in the years before and after the gap to fill the initial gaps. This simple data imputation method is often used with earth science data [16] and later in the paper, we will compare the EMD-SDI results to using this temporal method to fill the gaps in the SLIA data set.
3.2.3. EMD Application

We first applied the EMD algorithm to both the target and candidate stations to provide a set of target IMFs and a library of candidate IMFs for matching and data imputation. After we decomposed the signals into IMFs and generated the candidate stations IMF signal library, we examined each IMF from the target station using the Hilbert Huang Transform (HHT) [1]. The HHT computes the instantaneous frequency of the IMF. This is similar to determining the frequency of each component in a Fast Fourier transform (FFT) decomposition. However, the frequency of an IMF can change with time unless the process is strictly periodic. The HHT estimates the frequency of the IMF at each point in time and as a practical note, the HHT results exhibit significant noise. Using the HHT data, we computed the average instantaneous frequency and instantaneous period for each IMF; similarly, we determined the average instantaneous period for each library signal. We then compared the statistics for the target IMF with the IMFs in the library. If the difference in the average instantaneous frequency or period of a candidate IMF was smaller than two times the instantaneous period of the target signal, we retained that IMF for further analysis. We performed this step to reduce the number of candidate IMFs evaluated.

3.2.4. Matching Signals

From this resulting set of candidate IMF signals, we determined the one most correlated with the target IMF. To determine the most correlated IMF, we used various goodness of fit metrics to evaluate the fit between the target IMF and the candidate IMFs. There are many different ways of measuring the match or correlation between quasi-periodic signals. We evaluated several methods including Normal Euclidean Distance (NED), Spectral Angle Coefficient (SA), Spectral Correlation Coefficient (SC), and Spectral Gradient Angle (SGA). We define these methods in the following equations where:

\[ x = \text{target IMF} \]
\[ y = \text{candidate IMF} \]

The Normal Euclidean Distance (NED) is defined as:

\[
NED = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \frac{x_i}{||x||} - \frac{y_i}{||y||} \right)^2}
\]

For NED = 0 indicated perfect correlation [48].

The Spectral Angle (SA) is defined as [48]:

\[
SA(x, y) = \cos^{-1} \left( \frac{\langle x, y \rangle}{||x|| ||y||} \right)
\]

where \( \langle x, y \rangle \) represents the dot product of the two vectors.

We modified the SA equation so that the best match was the largest rather than the smallest number, the modified equation is:

\[
MSA(x, y) = \frac{\langle x, y \rangle}{||x|| ||y||}
\]

We calculated the Spectral Gradient Angle (SGA) [48] using the MSA:

\[
SGA(x, y) = MSA(SG_x, SG_y)
\]

where

\[
SG_x = (x_2 - x_1, x_3 - x_2, \ldots, x_m - x_{m-1})
\]
The Spectral Correlation (SC) coefficient is defined as [48]:

\[
SC(x, y) = \frac{\langle x - \bar{x}, y - \bar{y} \rangle}{||x - \bar{x}|| ||y - \bar{y}||}
\]

(6)

Values of the SA, SGA and SC have a range of \((-1, 1)\), with 1 representing perfect correlation, and \(-1\) representing data exactly out of phase.

We evaluated these error metrics to determine which was most sensitive to the features of interest, which was the shape of the IMF. We found the SA was consistently the best for quantifying the fit in amplitude and frequency between the two IMFs. While the SA does not encompass all the important aspects of a signal, it seems to identify the correct candidate IMFs for this task.

We used the SA error metric to determine the most correlated IMF from the candidate IMFs. In practice, the SA value for the highest correlated IMF had a large range, from relatively low values (i.e., 0.2–0.3) to high values that indicated very good matches (i.e., greater than 0.9). We found that it was difficult to match the trend (the final or residual IMF), as the SA indicates a good match even if the data are shifted in magnitude.

3.2.5. Reconstruction

After we have identified the best match for each target IMF using the Spectral Angle metric, we used the portion of the candidate IMFs associated with the gap to impute the missing portion of the target IMF. We continued this process for each target IMF and then reconstructed the target signal by summing these constructed IMFs.

4. Data Imputation Example

4.1. Case Study Description

We tested our method on the data from the SLIA station by generating a number of synthetic gaps of varying lengths at different times in the record. This allowed us to compare our imputed data to the observed record. We used 6 different gap lengths: 30 days (1 month), 180 days (6 months), 365 days (1 year), 730 days (2 years), 1095 days (3 years), and 1825 days (5 years). While it is unlikely that we could accurately impute data over a 5-year gap, it is helpful for demonstration.

We generated 10 realizations for each gap length, randomly selecting the location of the missing data. For the longer time periods, not all the random realizations were successful as the location of the data gaps did not allow our algorithm to perform the initial data filling because the gaps were too near the beginning of the data set. For gaps longer than one year, we used data from several previous years. If the data period before the gap was shorter than the gap, we generated another realization. We could have used data from subsequent years, but we did not implement this option, as it was more efficient to generate another realization.

The algorithm selected IMFs for imputation from across Utah. SLIA has an elevation of about 4200 feet above sea level. Stations used for imputation included data from stations at Hill Air Force Base (about 30 miles north of SLIA and in a similar setting), Dugway Proving Grounds (about 100 miles west of SLIA in a flat desert setting with a similar elevation), Flaming Gorge Reservoir (about 200 miles east of SLIA in very mountainous terrain at about 6000 feet), Heber (about 50 miles southeast of SLIA in a mountain valley at about 5600 feet), Garrison (over 200 miles south-west of SLIA at an elevation of about 5300 feet), Parowan (about 230 miles south of SLIA at an elevation of about 6000 feet), Kanab (about 300 miles south of SLIA at an elevation of about 5000 feet in red-rock canyon settings), and Myton (about 150 miles west of SLIA across the Wasatch range in a valley of the Uintah range at about 5000 feet elevation). Different runs selected data from different stations, but these stations were often located at large distances in environments very different from SLIA.
4.2. Case Study Results

Figures 5–10 show the results from the first realization for each gap length. We randomly selected the gap locations as can be seen by the dates on the x-axis. In each figure, we selected the x-axis range to match the data gap size to better show details. The blue line represents the original data and the orange line is the data generated by the EMD imputation method.

![Figure 5](image1.png)

**Figure 5.** Results from the first realization of data imputation over a 30-day gap. In this figure, the orange line are the observed data and the blue line are the imputed data. Visually the imputed data match the general trends and values of the observed data.

![Figure 6](image2.png)

**Figure 6.** Results from the first realization of data imputation over a 180-day (6 month) gap. This longer gap shows an annual temperature rise from the spring through the fall, April through September. The imputed data match the observed signal well, not only recreating this annual change but doing a good job of matching short-term fluctuations, on the order of a few days.

![Figure 7](image3.png)

**Figure 7.** Results from the first realization of data imputation over a 365-day (1-year) gap. As in Figure 5, the imputed data match the seasonal variation and do a good job of matching shorter term fluctuations. There are two periods, one in May and one in June, where the imputed data over-predict the temperatures, but overall the fit is remarkably good for such a long gap.
While there is a varying degree to which the generated signal represents the original signal, we observed that for the most part the algorithm is doing what is expected. All the generated signals approximately match the time location of relative minima and maxima across the signal. This is especially true for the signals in Figures 5–7 that show more detail. While there are locations where the
generated data may shoot above or below the actual data, with no a priori knowledge and using only visual inspection, we find that the generated signal closely models the original data.

Figures 5–10 visually show that the imputed data match the general trends and values of the observed data. In the longer gaps, Figures 5–9 the imputed data recreating the annual cycle and also do a good job of matching short-term fluctuations, on the order of a few days. In Figure 7, with a 365-day (1-year) gap, there is are two periods, one in May and one in June, where the imputed data over-predict the temperatures, but overall the fit is remarkably good. Figure 8 shows that over the 1095-day (3-year) gap, the imputed data match the seasonal variations and does a good job on the shorter fluctuations. But it does not accurately match the extreme low temperature in the winter of 1988, while it does a good job on the other years. Figure 10 shows results from the first realization of data imputation over a 1825-day (5-year) gap. Again, the seasonal variations are recreated well, however the imputed data are significantly colder in the winter of 1955, with a few outlier cold days in the winter of 1957. The general fit is remarkable for such a long gap.

4.3. Data Imputation Comparison

In this section, we present quantitative fit metrics for all 10 of the realizations for each gap length. We used Root Mean Squared Error (RMSE) and SA as the error metrics to determine the goodness of fit between the imputed and observed data. As the results were comparable, we only present the RMSE values in the following tables.

We also compared our method, EMD-SDI, with the simple imputation method used for the initial gap filling prior to running the EMD algorithm; we call this method the “temporal” method. The temporal method imputes missing data using data from the same station but from the previous annual period [16].

RMSE is defined as:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}
\]

where \( \hat{y} \) is the data value from the original signal and \( y \) is the data from the generated signal. We computed the RSME and Spectral Angle metrics for each of the two different methods for all the completed realizations. The Spectral Angle metric and RMSE metric, while generating different values, created the same results. That is, if the RMSE indicated one method was best, the Spectral Angle metric indicated the same. In Table 1, we only present the RMSE values. Table 1 summarizes the different realizations for each gap length. Table 1 includes the median, maximum, and minimum RMSE values for each ensemble of realizations along with the number of successful trials. A trial was successful if the EMD-SDI method resulted in a better RMSE value than the temporal method.

In these tables, we report the median value rather than the mean, because large outliers significantly influence the mean value and we felt that the median better reflected the performance of the imputation methods [49].

| Gap Length (Duration) | Median RMSE Value | Min-Max RMSE Values | Successful Trials |
|-----------------------|-------------------|----------------------|-------------------|
|                       | EMD-SDI           | Temporal             | EMD-SDI           | Temporal          |
| 1 month               | 3.41              | 5.03                 | 2.26–5.32         | 3.95–7.23         | 10                  |
| 6 months              | 4.96              | 5.35                 | 3.61–8.66         | 4.49–6.22         | 5                   |
| 1 year                | 4.50              | 5.56                 | 3.66–12.0         | 5.03–5.95         | 7                   |
| 2 years               | 4.90              | 5.56                 | 3.47–14.6         | 5.18–6.10         | 7                   |
| 3 years               | 6.09              | 5.52                 | 4.33–8.64         | 5.22–6.40         | 4                   |
| 5 years               | 4.93              | 5.69                 | 3.87–8.96         | 5.18–6.69         | 6                   |

Table 1. Summary statistics for the EMD-SDI and temporal data imputation methods, using gap lengths of 1 month, 6 months, 1 year, 2 years, 3 years, and 5 years with 10 realizations of each gap length.
The shortest gap, 3-months, had 10 out of 10 successful realizations, with the 3-year gap only having four successful realizations out of 10. The 6-month gap had 5 out of 5 successful realizations, all the other gap-lengths had more successful than unsuccessful realizations.

The EMD-SDI method has a lower median RMSE value for all gap lengths, except for the 3-year gap. However, even though this indicates that the EMD-SDI method out-performs the temporal method, in every case but the shortest gap, the maximum RMSE value is higher for the EMD-SDI method than for the temporal method. Therefore, while on average, the EMD-SDI method out-performs the temporal method, there is a larger variation in the results. This is because in some realizations, while the individual candidate IMFs correlate well with the target IMFs, they can “constructively” interfere, resulting in either very low or high values, often exceeding the data limits of the target station. There may be methods to address this issue. One potential solution would be to use determine the distribution of flows on each day, if the imputed data exceeded some level, for example, three standard deviations, the imputed value could be scaled back toward the mean by some multiplier. We did not attempt to implement such an algorithm. In some cases, larger variations in the imputed results may be beneficial as these realizations are generally conservative, resulting in more extreme values.

Figure 11 shows the 3-year gap realization with the worst Root Mean Squared Error (RMSE) value, 8.64. The plot clearly shows the imputed data exceeding the data envelop of the target station, though the shape and general visual fit of the imputed data are good. On approach to address this issue would be to clip or restrict the imputed data to the existing data envelope to eliminate the unrealistic values. However, this would change the shape of the annual cycle. More sophisticated could be developed that scaled the data based on how far out of envelope the values were. This would retain more variability in the imputed data without significantly exceeding observed limits.

![Figure 11](image)

Figure 11. The 3-year gap realization with the worst Root Mean Squared Error (RMSE) value, 8.64. This plot shows the full observed record to show that the imputed data from this realization significantly exceed the observed data limits. This issue could easily be identified using algorithms.
This issue of over- or under-shoot is not present in the temporal method, as the temporal method only uses existing data from the data record. While overall, EMD-SDI results were acceptable, as indicated in Figures 5–10, and had lower median RMSE values, for some of the realizations the imputed data had significant over- or under-shoots, as indicated by the maximum RMSE values that exceed those of the temporal method. More importantly, these realizations often produced unusable data that is the imputed data are outside the observed range often resulting in physically improbable temperatures.

While the shortcomings of the EMD-SDI method could be addressed to eliminate these issues, the generally good performance of the temporal method raises the question of whether complex data imputation methods, such as EMD-SDI, are necessary even though EMD-SDI only requires regional data sets.

As noted in the introduction of this paper, there is a significant amount of published literature on advanced data imputation methods for the earth sciences and, as noted, these methods are not commonly used by most practitioners. We argue that advance data imputation methods have a place and that research should continue into this area. As demonstrated, EMD-SDI on average performs significantly better than the temporal method, if the algorithm is adjusted to address out-of-envelop imputed data, then EMD-SDI provides several benefits, it is easily implemented, only requires data from surrounding stations, and could provide researchers and practitioners with a more accurate imputation method.

5. Conclusions

In many regions, there are large amounts of earth observation data. However, data at any given site are often incomplete, with gaps and missing data. Earth processes are usually spatially correlated, however, the station closest in distance, may not be the station most correlated with the target station. The EMD-SDI method decomposes earth observation time series data into a set of independent quasi-periodic signals; then searches the entire set of signals for those that are most correlated to the target station to impute the missing data. This leverages spatial correlation in quasi-periodic processes that might not be obvious using other techniques.

The EMD-SDI technique for data imputation performed very well, credibly imputing data across gaps as long as 5-years. On average it out-performs the temporal method, though in some cases the imputed data exceed the observed data envelop and the temporal method performs better. Even in these cases, visual examination shows that the imputed data closely follows the temporal patterns. We believe the further research could address these shortcomings.

EMD-SDI shows promise and on average out-performed the temporal method. However, it is questionable if the additional complexity of EMD-SDI provides enough benefit for practitioners to use this method. While we would like to answer in the affirmative, in reality at this point the algorithm will not likely be chosen in practice.

It is important to present this work, even if EMD-SDI might not be a clear alternative, for two reasons, EMD methods highlight different aspects of the data. We showed that the algorithm selected source stations geographically distant from target stations. This highlights underlying processes in a region. Knowing these exist, additional insights might result. Below we suggest potential improvements to the EMD-SDI algorithm. It is likely that these improvements will increase the accuracy of the method and provide justifications for its use.

Future Work

We have several approaches we would like to explore to address the issue of over- and under-shoot in the imputed data. The simplest would be to simply scale any imputed data that exceeded the bounds of the target station as discussed above. Another potential method is to iterate the imputation procedure; we think that this process would converge on a more accurate signal. There are other potential solutions, but we believe this has the greatest potential.
While there are a significant number of data imputation methods for earth observation data, they are not widely used. We believe one of the hurdles to wider use, is the issue of parameterization, often requiring assumptions or data not readily available. EMD-SDI does not require the user to make any assumptions, the process is data-driven. Another obstacle to wider adoption of data imputation methods is implementation. For example, the EMD-SDI method, while relatively simple in principle, requires a significant amount of code to perform the data manipulation and search functions. Many practitioners and researchers do not have the resources to re-implement these algorithms. We feel that data imputation researchers, once they have developed an algorithm that performs better than simple methods, should provide example implementations and make them available to the community. For us, this is an area of future work.
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