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Abstract. As to multi-signals, the figure of time-frequency distribution becomes difficult to understand due to cross-terms in the Wigner-Ville distribution (WVD). At present time, cross-terms suppression of time-frequency analysis is one of the top interests in signal processing, and more and more research had been put on this topic, but the present research on cross-terms suppression exist conflicting problem that these methods couldn’t suppress the cross-terms while holding high time-frequency resolution. A novel method of cross-terms suppression in the WVD based on Complementary Ensemble Empirical Mode Decomposition (CEEMD) was proposed to solve the above problem. Firstly, multi-component signals were decomposed into intrinsic mode functions (IMFs) which were single component signal by CEEMD; Secondly, the Mutual Information values of IMFs and original signal were calculated to judge and delete the CEEMD false components; Thirdly, these Wigner-Ville distributions of true component of IMFs were computed; Finally, WVDs of each single component signal were added linearly to reconstruct the WVD of original signal. Test on synthetic data shows the effectiveness of the proposed method, which can suppress the cross-terms while holding high time-frequency resolution. Apply MICEEMD - PWVD in internal combustion engine valve clearance fault diagnosis, useTD-2DPCA method to extract MICEEMD-PWVD time-frequency image feature, then classify the characteristic parameters with the nearest neighbor classifier. The results show that the IC Engine Fault Diagnosis Method Based MICEEMD-PWVD and TD-2DPCA can accurately diagnose IC engine valve fault.

1. Introduction
In the internal combustion engine fault diagnosis, the vibration signal often contains the rich breakdown information, therefore the internal combustion engine vibration diagnosis is its breakdown diagnosis important research domain. However, there are many shortcomings in the traditional vibration diagnosis method. The Fourier transform based spectrum analysis is based on the assumption of signal stationary, and the result of the analysis is frequency domain information and time domain feature. Most of the mechanical failure vibration signals are non-stationary and non-linear. For these non-stationary signals, the essential defect of the Fourier transform makes the extracted fault feature information defective, thus reducing the accuracy of fault diagnosis. Therefore, the time-frequency analysis method has become the main method of engine fault diagnosis, such as short time Fourier transform [1, 2], Wigner-Ville Distribution [3, 4], wavelet transform [5, 6] and Hilbert-Huang
transform. These time-frequency analysis methods for processing internal combustion engine vibration signal mutations, discontinuities, non-stationary signal provides the necessary means. In these methods, Wigner-Ville Distribution method has been widely used in the field of mechanical equipment fault diagnosis, with this method of signal analysis, the edge of the signal characteristics, instantaneous frequency and localization are good, but the cross-terms become the bottleneck of the application. It is difficult to express the signals with multiple frequency components in the presence of cross terms. In this paper, the vibration signal of internal combustion engine is analyzed by MICEEMD-PWVD, which not only avoids the cross-term interference, but also retains all the excellent features of the WVD distribution, and can effectively extract the vibration characteristics of the cylinder head of the internal combustion engine.

The essence of feature extraction is a dimension reduction process. Images are stored and represented in the form of matrices, which can be compressed by matrix theory. Commonly used methods are principal component analysis (PCA), non-negative matrix factorization (NMF) and so on. The common drawback of PCA and NMF methods is that the two-dimensional image matrix needs to be vectorized before dimensionality reduction, and the image matrix can not be directly processed [7]. Yang et al [8] proposed two-dimensional PCA (2DPCA) and applied it to face image compression and reconstruction, and achieved good results. Although the 2DPCA can effectively reduce the image dimension, but its data compression is one-way, the dimensionality of the image is still larger. In order to solve the above problems, this paper uses the two-directional 2DPCA(TD-2DPCA) method to extract the features of the generated time-frequency images, and obtains good results.

2. MICEEMD-PWVD Time-frequency Analysis

2.1. Ensemble Empirical Mode Decomposition

Although EMD has many merits, its decomposition is unstable and modal aliasing exists, which leads to the inclusion of different scale signals in some intrinsic modal function components, or similar scale signals exist in different IMF components. In view of the above problems, the paper [9] proposes the Ensemble Empirical Mode Decomposition (EEMD), which first adds white noise to the original signal, and then collects the IMF components obtained by EMD decomposition. The EEMD method suppresses the modal aliasing problem of EMD to a certain extent and improves the stability of the EMD algorithm. However, it can not guarantee that each IMF component satisfies the IMF component condition. The white noise added to the signal will be in each IMF to be residual, and the number of EEMD lumping the average number of times in general hundreds of times, very time-consuming.

In order to solve the above problems, Complementary Ensemble Empirical Mode Decomposition (CEEMD) is proposed in paper [10]. The CEEMD method is to decompose EMD by adding two pairs of opposite white noise signals to the original signal, and then combine the results to get the final IMF.

The steps for CEEMD are as follows:

Step 1: Add the positive and negative auxiliary white noise to the original signal to generate two sets of IMF;

\[
\begin{bmatrix}
M_1 \\
M_2 
\end{bmatrix} = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \begin{bmatrix}
S \\
N 
\end{bmatrix}
\]

In the formula, \(S\) is the original signal; \(N\) is the auxiliary noise; \(M_1, M_2\) are the signals after adding the positive and negative pairing noise respectively. Thus, the number of ensemble signals is \(2n\).

Step 2: Each signal in the set is subjected to EMD decomposition, and each signal yields a set of IMF components, where the \(j\) IMF component of the \(i\) signal is denoted as \(c_{ij}\).

Step 3: The decomposition results are obtained by the way of multi-component combination:
\[ c_j = \frac{1}{2n} \sum_{i=1}^{2n} c_{ij} \]  

(2)

In the formula, \( c_j \) is the \( j \) IMF component finally obtained by CEEMD decomposition. Generally \( j = \log_2 N - 1 \), where \( N \) is the length of original signal after discretization[11].

2.2. Mutual Information

The number of IMF, in order to determine which component is a pseudo component, we use the mutual information method proposed in paper [12] to remove the pseudo-component of IMF.

Mutual Information (MI) is the concept proposed by Shannon, the founder of information theory, which is derived from the concept of entropy. The mutual information of \( I(X|Y) \) is defined as follows [13-14]:

\[ I(X|Y) = -\sum_{i,j} P(x_i, y_j) \log \frac{P(x_i, y_j)}{P(x_i)P(y_j)} \]  

(3)

In the formula, \( P(x_i, y_j) \) is the joint probability of \( x_i \) and \( y_j \), the joint information entropy of \( X \) and \( Y \) is introduced \( H(X,Y) = -\sum_{i,j} p(x_i, y_j) \log p(x_i, y_j) \), mutual information is \( I(X|Y) = H(X) + H(Y) - H(X,Y) \), \( I(X|Y) \) represents the value of \( Y \) after the relevant information provided by \( X \).

Assume that the original signal \( S \) is composed of \( n \) basic mode components, namely: \( S = \sum_{i=1}^{n} C_i \), after CEEMD decomposition, the theoretical decomposition of \( n \) basic mode components \( C_i \), respectively, corresponding to the original signal \( n \) basic mode components. Due to the errors in the decomposition process and the characteristics of the CEEMD algorithm itself, \( n \) basic mode components \( \hat{C}_i \) and \( m \) dummy components \( x_k \) are decomposed, and \( \hat{C}_i \) and \( C_i \) are not exactly the same, \( m \) pseudo-component \( x_k \) is formed by the difference between the two, namely:

\[ S = \sum_{i=1}^{n} \hat{C}_i + \sum_{k=1}^{m} x_k \]  

(4)

First, the mutual information \( MI_i \) of the fundamental mode component \( C_i \) and the original signal \( S \) after EMD decomposition is calculated, the normalization of \( MI_i \), so that:

\[ \lambda_i = \frac{MI_i}{\max(MI_i)} \]  

(5)

\( \lambda_i \) is the normalized mutual information value, \( 0 \leq \lambda_i \leq 1 \).

It can be seen from the definition of mutual information that the mutual information of the false component \( x_k \) and the original signal \( S \) is much smaller than the mutual information of the real component \( \hat{C}_i \) and the original signal \( S \), using this feature, the mutual information value \( \lambda_i \) of each component and the original signal is taken as an index to evaluate the reliability of each basic mode component. When \( \lambda_i \) is small, it can be judged that the component is a false component. Here, the false component determination threshold value \( \delta \) is set, if the mutual information value \( \lambda_i \) of the IMF
component and the original signal is greater than $\delta$, then the component is regarded as the true component, otherwise the false component is eliminated. Define the false component to determine the threshold $\delta$ is

$$\delta = 0.5 \ast \text{mean}(MI_1, MI_2, \cdots, MI_n)$$  \hspace{1cm} (6)

2.3. MICEEMD-PWVD algorithm

The basic principle of CEEMD-PWVD time-frequency analysis (MICEEMD-WVD) algorithm based on mutual information is shown in Fig.1, the calculation steps are as follows:

![Diagram of MICEEMD-PWVD time-frequency analysis flow chart](image)

**Figure 1.** MICEEMD-WVD time-frequency analysis flow chart

Step 1: The CEEMD decomposition method is used to decompose the signal $s(t)$ to obtain a finite number of basic mode components.

$$s(t) = \sum_{i=1}^{n} c_i + r_n$$  \hspace{1cm} (7)

Step 2: Calculating the normalized mutual information $\lambda_i$ and the false component judgment threshold $\delta$ of each intrinsic mode component $\hat{C}_i$ and the original signal $s(t)$ and discriminating and eliminating the pseudo component of $\lambda_i \leq \delta$ according to the magnitude relation of $\lambda_i$ and $\delta$;

Step 3: The PWVD of each component is calculated after the Hilbert transform of the true intrinsic mode component $\hat{C}_i$, and the result is linearly superposed, which is the MICEEMD_PWVD distribution of the signal $s(t)$. The MICEEMD_PWVD time-frequency distribution of the signal $s(t)$ is defined as:
MICEEMD_PWVD\_a(t, f) = \sum_{j=1}^{N} \int_{-\infty}^{\infty} fPWVD_C(t, f) df \over \int_{-\infty}^{\infty} PWVD_C(t, f) df \tag{8}

3. TD-2DPCA

2DPCA is the essence of horizontal compression of the image, the basic idea is to image the overall degree of dispersion as the goal, by looking for a set of optimal unit orthogonal projection vector as the optimal projection vector group, in order to achieve the image feature extraction [8].

Suppose there is a C class pattern: w\_1, w\_2, \cdots, w\_c, a total of M training sample images: A\_1, A\_2, \cdots, A\_M, Each size is m\times n. The general distribution matrix \( G\_i \) of the model is

\[
G\_i = \frac{1}{M} \sum_{i=1}^{M} (A\_i - \bar{A})^T (A\_i - \bar{A})
\]

\[
\bar{A} = \frac{1}{M} \sum_{i=1}^{M} A\_i
\]

is the mean matrix of the training pattern, easy to prove that \( G\_i \) is the non-negative n\times n set.

The image matrix \( A\_i \) is projected onto \( X \) by a linear transformation \( Y = A\_i X (i = 1, 2, \cdots, k) \) to obtain the eigenvector \( Y \). In the formula: \( X \) is the n dimensional unitized column vector; \( Y \) is the feature vector after projection. The projection direction \( X \) is selected such that the projected feature vector has better separability. Define a criterion function

\[
J(X) = tr(G\_i) = X^T G\_i X
\]

In the formula: \( tr(G\_i) \) is the trace of \( G\_i \).

In order to achieve the maximization of the criterion function \( J(X) \), we need to find the optimal projection vector \( X \). In fact, the optimal projection vector is the unit eigenvector corresponding to the largest eigenvalue of \( G\_i \). Since \( G\_i \) is a non-negative definite matrix, there are \( n \) standard orthogonal eigenvectors, assumed

\[
G\_i X\_i = \lambda X\_i, \quad (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \geq 0)
\]

The orthogonal eigenvectors corresponding to the first \( d \) largest eigenvalues can be used as the optimal projection matrix \( P = [X\_1, X\_2, \cdots, X\_d] \). The feature coding matrix \( B \) of the image sample \( A \) is obtained by using the optimal projection matrix to extract the known image sample \( A, B = AP \).

The feature \( B\_i (i = 1, 2, \cdots, M) \) of the first extraction is used as the training matrix to extract the second feature, that is, \( B\_i^T \) as \( A\_i \) into formula (9), a new distribution matrix is

\[
\hat{G}\_i = \frac{1}{M} \sum_{i=1}^{M} (B\_i - \bar{B})(B\_i - \bar{B})^T
\]

In the formula: \( \bar{B} = \frac{1}{M} \sum_{i=1}^{M} B\_i \) is the population mean matrix of the training sample set after the first compression.
Using the criterion function similar to formula (10), we can get the standard orthogonal eigenvector $Z_1, Z_2, \cdots, Z_h$ of the first $h$ largest eigenvalue of $\hat{G}_t$, as the second best projection matrix $Q$, then the feature matrix $U$ extracted by the TD-2DPCA algorithm for any image $A$ is

$$U = B^T [Z_1, Z_2, \cdots, Z_h] = P^T A^T Q$$  \hspace{1cm} (13)$$

The dimension of the characteristic matrix $U$ vector is $h \times d$, and the feature dimension extracted for the first time is $m \times d$, so that $h$ is much smaller than $m$, thereby reducing the extracted feature dimension, and further improving the classification efficiency.

4. Simulation analysis

In order to analyze the performance of this method and combine the characteristics of internal combustion engine vibration signal, a multi component intermittent implus simulation signal is established, the simulation signal $x(t)$ is composed of two different amplitude, frequency and phase of the sinusoidal signal and an intermittent implus signal $v(t)$, sampling frequency is 200Hz. The intermittent implus signal simulates the impact vibration of each valve of the internal combustion engine which is opened or seated, the analytical expression is

$$x(t) = \sin(20\pi t + \frac{\pi}{2}) + 0.8\sin(2\pi t - \frac{\pi}{4}) + v(t)$$  \hspace{1cm} (14)$$

The signal and the three components shown in Figure 2.

EMD decomposition of the signal $x(t)$, mutual information method to remove the pseudo component of the results shown in Figure 3, as can be seen from the figure, due to the presence of intermittent implus signal $v(t)$, the first sinusoidal component of the IMF1 had a distortion, that is, many of its parts by $v(t)$ in the implus part of the replacement, while the replaced sinusoidal component is shifted into the IMF2 component, in the corresponding position, this should be the IMF2 component was moved to the IMF3. Thus in the three IMF components have appeared in the model aliasing, the above results illustrate the shortcomings of EMD on the intermittent implus signal processing.
Figure 3. Simulation results of EMD decomposition

Figure 4. The MICEEMD Decomposition Results of Simulated

The MICEEMD result of signal $x(t)$ is shown in Figure 4, the results clearly show that MICEEMD does solve the problem of modal aliasing in EMD, the better decomposition of the three components of $x(t)$.

Figure 5 ~ Figure 8 are the WVD, PWVD and MICEEMD-WVD three kinds of methods to analyze the simulation signal generated time-frequency images, it can be seen from the figure that the WVD method has the best time-frequency aggregation, but a frequency domain cross-interference term is generated at 5 Hz, 12.5 Hz, and 17.5 Hz, and a time domain cross-interference term is generated for an intermittent vibration signal of 25 Hz, difficult to distinguish the true frequency of the signal components; PWVD method suppresses the time domain cross-interference term of the intermittent vibration signal at 25Hz, but can not suppress the 5Hz, 12.5Hz and 17.5Hz frequency domain cross-interference terms; The time-frequency image generated by MICEEMD-WVD method effectively suppresses the cross-interference term in the frequency domain, and has higher time-frequency aggregation, but it is not possible to suppress the time-domain cross-interference term of the intermittent signal; The MICEEMD-PWVD method effectively suppresses the cross-interference term in the frequency domain and time domain, and has high time-frequency aggregation.
5. Fault diagnosis of internal combustion engine

The experiment in this paper is carried out on the 6135 internal combustion engine. Respectively, with the acceleration sensor and pulse sensor to measure the internal combustion engine vibration signal and the TDC signal, the location and installation of the sensor are shown in Figures 9-11.

The internal combustion engine cylinder head vibration signal acquisition on the internal combustion engine fault diagnosis, sampling frequency 25kHz, speed 1500r/min, during the test, the engine was run without load. In the experiment, several typical failures of the valve mechanism are simulated: gap is too large, too small, serious valve wear, air leakage and so on. Table 1, 0.30mm, 0.50mm and 0.06mm, respectively represent internal combustion engine valve clearance is normal, too large, too small three states; "Hatch" means that the valve clearance is 0.30mm, but in the valve opened a 4mm×1mm hole, the simulation valve serious air leakage fault; "New valve" means the valve clearance is 0.30mm, the valve without grinding, simulated valve slightly leak fault. Eight kinds of working conditions of the specific valve clearance shown in Table 1. Each set of measurement data records the vibration signals within 360° of the crank angle before and after the TDC of the 2nd cylinder compression. A total of 480 samples of 60 vibration signals were collected from 8 kinds of fault conditions of internal combustion engine valves.
Figure 9. Experimental setup and sensor position

Figure 10. Electromagnetic pulse sensor position

Figure 11. Acceleration sensor position

Table 1. Eight states of internal combustion engine’s valve train (mm).

| State code | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   |
|------------|-----|-----|-----|-----|-----|-----|-----|-----|
| Clearance of intake valve | 0.30 | 0.30 | 0.30 | 0.30 | 0.30 | 0.06 | 0.06 | 0.50 |
| Clearance of exhaust valve | 0.30 | 0.36 | 0.50 | Hatch 4×1 (0.3) | New valve (0.30) | 0.06 | 0.50 | 0.50 |

Fig. 12-14 and Fig. 15 (a) show the WVD time-frequency, PWVD time-frequency, HHT time-frequency and MICEEMD-PWVD time-frequency diagrams of cylinder head vibration signals for state 1 (normal valve clearance). The left side of each graph is the power spectrum of the signal, the right is the time domain map, time domain map below is contour line time-frequency image, the lower
right corner is the contour color scale, and different colors represent different amplitude. Compared with the time-frequency images, it can be known that the WVD method is used to analyze the vibration signals of the cylinder head. The PWVD method can suppress the cross-interference term of WVD to some extent. The MICEEMD-PWVD method suppresses the WVD. The time-frequency resolution is the highest, and the HHT method can not analyze the vibration signal of internal combustion engine correctly.

**Figure 12. State 1 WVD Image**

**Figure 13. State 1 PWVD image**

**Figure 14. State 1 HHT image**
Figure 15. Time-frequency Image of MICEEMD - PWVD in Internal Combustion Engine
Figure 15 shows the MICEEMD-PWVD time-frequency images of the internal combustion engine valve mechanism under different conditions. When the valve train is in different states, the time-frequency images obtained from the cylinder head vibration signals are different. Value, etc., different state vibration vibration signal information is clearly reflected in the time-frequency image.

Therefore, we can use the TD-2DPCA method to extract and classify the generated MICEEMD-PWVD time-frequency image to realize the fault diagnosis of the valve mechanism of the internal combustion engine. Firstly, 60 images in each state are transformed into grayscale images, and then bilinear interpolation is used to compress the images into pixels $56 \times 42$. Then 30 images in each state are randomly selected as the training set, and the remaining 30 images as the test set, the TD-2DPCA algorithm for time-frequency image feature extraction, the dimension of feature is $d$ and $h$ respectively, and the value of $d = h$ is set to $[2, 3, \ldots, 10]$; To test the versatility of the method, a relatively simple Nearest Neighbor classifier was used to classify it. To ensure the accuracy of the results, the above process was repeated 30 times and the mean value was calculated as the final result Figure 16 shows.

It can be seen from Fig.16 that the recognition rate of MICEEMD-PWVD method is 96.92% when the feature dimension is $6 \times 6$, $7 \times 7$ and $8 \times 8$, The recognition rate of WVD method is 94.92% when feature dimension is $8 \times 8$, The recognition rate of the PWVD method is 90.58% at the feature dimension $10 \times 10$. The recognition rate of the MICEEMD-PWVD method is higher than that of the WVD method, and the PWVD method has the lowest recognition rate. PWVD suppresses the cross-interference term in the time domain of WVD, but the recognition rate is lower than that of the WVD method. The reason is that the WVD cross-interference term is serious and is not sensitive to some noise interference of the internal combustion engine, while PWVD suppresses it to a certain extent Cross-interference terms, but the noise of the internal combustion engine becomes sensitive. The MICEEMD-PWVD time-frequency image not only suppresses the cross-interference term of WVD, but also has high time-frequency resolution and lowers the influence of engine noise on recognition rate, so the MICEEMD-PWVD method has the highest recognition rate.

![Figure 16. Recognition Results of Different Feature Dimension](image)

6. Conclusion

(1) MICEEMD-PWVD time-frequency analysis method can effectively suppress the cross-interference term of WVD method, obviously distinguish the time-frequency distribution characteristics of different valve clearance conditions, and can be used for fault diagnosis of valve clearance of internal combustion engine.

(2) The feature parameters of the MICEEMD-PWVD time-frequency image are extracted by TD-2DPCA method, and the fault classification is performed by the nearest neighbor classifier. The results show that the TD-2DPCA method can effectively reduce the dimension of the data and can not lose
the effective information of the image. The TD-2DPCA method can extract the characteristic parameters of the time-frequency image with good self-adaptability and high fault recognition accuracy, and can be used in the engine valve clearance diagnosis.
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