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Abstract

In the first half of the paper, we study in details NS-branes, including the NS5-brane, the Kaluza-Klein monopole and the exotic $5_2^2$- or $Q$-brane, together with Bianchi identities for NSNS (non)-geometric fluxes. Four-dimensional Bianchi identities are generalized to ten dimensions with non-constant fluxes, and get corrected by a source term in presence of an NS-brane. The latter allows them to reduce to the expected Poisson equation. Without sources, our Bianchi identities are also recovered by squaring a nilpotent $Spin(D,D) \times \mathbb{R}^+$ Dirac operator. Generalized Geometry allows us in addition to express the equations of motion explicitly in terms of fluxes. In the second half, we perform a general analysis of ten-dimensional geometric backgrounds with non-geometric fluxes, in the context of $\beta$-supergravity. We determine a well-defined class of such vacua, that are non-geometric in standard supergravity: they involve $\beta$-transforms, a manifest symmetry of $\beta$-supergravity with isometries. We show as well that these vacua belong to a geometric T-duality orbit.
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1 Introduction and main results

In the last few years, there has been a renewed interest in the topic of non-geometry and non-geometric fluxes (for reviews see [2, 3, 4]). The non-geometric backgrounds of string theory exhibit unusual behaviors, leading to new possibilities and opening still fairly unexplored directions. Their study has been conducted from various angles, including world-sheet and CFT approaches, target space constructions such as Double Field Theory (DFT) and its U-duality extensions (for reviews see [5, 6, 7]), ten-dimensional supergravities and Generalized Geometry, and four-dimensional supergravities. We take in this paper the last two points of view, and study the Bianchi identities for NSNS fluxes, the related NS-branes, and properties of further ten-dimensional backgrounds with non-geometric fluxes.

Some four-dimensional gauged supergravities have as gaugings or components of the embedding tensor the so-called non-geometric fluxes [8, 9, 10]. In the NSNS sector, those are given by $Q_{c}^{ab}$ and $R^{abc}$. These $Q$- and $R$-fluxes give rise to specific terms in the four-dimensional potential that are of phenomenological interest. They were shown in various examples to help in stabilising moduli [11, 12, 13] or in obtaining de Sitter vacua [14, 15, 16, 17, 18, 19]. Then, it is natural to ask whether such configurations with non-zero $Q$- and $R$-fluxes can be obtained as backgrounds of string theory. To answer this question, we follow here the approach of flux compactifications, that considers dimensional reductions from ten- to four-dimensional supergravity on an internal compact manifold $\mathcal{M}$. Traditionally, four-dimensional vacua with $Q$- and $R$-fluxes are then rather believed to uplift to non-geometric backgrounds, where $\mathcal{M}$ can be a non-geometry. In these backgrounds, stringy symmetries such as T-duality are used instead of diffeomorphisms or gauge transformations [20, 9, 21] (a more precise definition is given in section 4.2.1). This results mostly in non-standard spaces for $\mathcal{M}$, on which the compactification procedure cannot be applied. The relation between these four- and ten-dimensional perspectives looks thus not well established.

Progress on these aspects have been made recently thanks to local reformulations of standard supergravity into new ten-dimensional theories, in [3, 22, 23, 1] and [24, 25, 26]. This is achieved in the NSNS sector, with the standard Lagrangian $\mathcal{L}_{\text{NSNS}}$ [2.4], by redefining the metric $g_{mn}$, $b$-field $b_{mn}$ and dilaton $\phi$ into a new set of fields $\tilde{g}_{mn}$, $\beta^{mn}$, $\tilde{\phi}$, where $\beta$ is an antisymmetric bivector. As a consequence, the standard $H$-flux is traded for two new fluxes, identified as the ten-dimensional $Q$- and $R$-fluxes. Their definition depends on the theory, and we follow here $\beta$-supergravity [1], where

$$Q_{c}^{ab} = \tilde{\epsilon}_{c}^{\alpha} \beta^{ab} - 2\beta^{d[a} f^{b]}_{cd}, \quad R^{abc} = 3\beta^{d[a} \nabla_{d} \beta^{bc]}, \quad (1.1)$$

as in [27, 28, 23, 4]. The Lagrangian of the NSNS sector of $\beta$-supergravity is given by

$$\mathcal{L}_{\beta} = e^{-2d} \left( R(\tilde{g}) + 4(\tilde{\phi})^{2} + 4(\beta^{ab} \tilde{\epsilon}_{b} \tilde{\phi} - T^{a})^{2} - \frac{1}{2} \eta_{ab} R^{cd} f^{b}_{cd} - \frac{1}{12} \eta_{a} \eta_{b} \eta_{c} \eta_{f} R^{ab} R^{cd} f^{bf}_{cd} \right) + 2\eta_{ab} \beta^{ad} \tilde{q}^{bc} \eta_{a}^{d} \eta_{b}^{c} \eta_{f}^{e} Q_{d}^{ae} + \frac{1}{2} \eta_{a} \eta_{b} \eta_{c} \eta_{f} Q_{a}^{bc} Q_{b}^{ad} - \frac{1}{4} \eta_{a}^{d} \eta_{b}^{c} \eta_{f}^{e} Q_{a}^{bc} Q_{d}^{ef}, \quad (1.2)$$

as detailed in section 2.1. It looks very similar to the four-dimensional scalar potential of gauged supergravities with $Q$- and $R$-fluxes. So $\beta$-supergravity appears to be a good candidate to uplift four-dimensional gauged supergravities, as argued in [1]. A dimensional

---

1Throughout the paper, $a \ldots l$ denote tangent space flat indices and $m \ldots z$ curved space indices. The structure constant or geometric flux $f^{a} bc$ is defined in (A.2) and we refer to appendix [A] for more conventions.
reduction on a concrete background can only be performed though, if at least, the metric $\tilde{g}$ describes a standard manifold. Fortunately, this reformulation of standard supergravity not only provides ten-dimensional non-geometric fluxes, but it also transforms in some examples a non-geometry given by $g$ into a standard geometry described by $\tilde{g}$. The information on the former non-geometry gets encoded in the new non-geometric fluxes. This reformulation allows eventually to relate these backgrounds properly to the four-dimensional description.

Using $\beta$-supergravity, one can now study backgrounds with non-geometric fluxes directly in ten dimensions; this is the main purpose of this paper. In a first half, we focus on Bianchi identities (BI) for the NSNS fluxes, and how they are corrected on specific backgrounds corresponding to NS-branes. The corrections show that these branes actually source those fluxes. In a second half, we make a generic study of (the NSNS sector of) geometric backgrounds of $\beta$-supergravity, and try to determine whether those lead to new physics.

While the BI bring constraints to be satisfied by the vacua, the equations of motion should be verified in the first place. Those were derived in [1] in curved indices. We rewrite them here in flat indices, so that $f^{ab}$ and $Q_{ab}$ appear: this simplifies the study of solutions. We use two methods for this rewriting: a direct reformulation, and a Generalized Geometry approach, following [29]. The non-trivial result is the $\beta$ equation of motion given in (2.24).

**Bianchi identities and NS-branes**

We study in section 3 a particular type of backgrounds: the NS-branes. The NS5-brane is a codimension 4 brane and a known vacuum of standard supergravity. Smearing it along one direction and T-dualising leads to the Kaluza-Klein (KK) monopole, that can be viewed as a codimension 3 brane. The latter is a solution of general relativity, and as such, it is a vacuum of both standard supergravity and $\beta$-supergravity. Smearing it once and T-dualising again leads finally to the $5^2$-brane [30, 31] (the former two were denoted there $5^0$ and $5^1$), that we prefer to call here the Q-brane [32]. This brane is codimension 2. It appears in terms of standard supergravity as a non-geometric background [30, 31], but a geometric description is restored in $\beta$-supergravity [32, 33]. We verify in appendix D.1 that it satisfies the $\beta$- supergravity equations of motion. More details on these branes, their smearing and T-duality relations, are given in section 3.2.

The BI of supergravity fluxes can get corrected in presence of a brane: the latter provides a source term. The resulting equation usually boils down to the Poisson equation on a warp factor. Let us recall the standard case of the $H$-flux with an NS5-brane, before presenting our extensions to the other NSNS fluxes and branes. The BI for the $H$-flux is given by the four-form $dH$. In terms of its coefficient in flat indices, the BI, in presence of an NS5-brane, is written

\[
\text{NS5--brane : } \partial_{[a} H_{bcd]} - \frac{3}{2} f^{e}_{[ab} H_{cd]} e = \frac{C_H}{4} \epsilon_{\perp abcd} \delta^{(4)}(r_4) .
\]  

The right-hand side (RHS) localises the brane in its four transverse directions (as indicated by the $\perp$) at the radius $r_4 = 0$. The factor $C_H$ will be specified in the paper, and conventions on the $\epsilon_{\perp}$ are given in appendix A. With the fluxes of the NS5-brane background, (1.3) becomes the Poisson equation on the warp factor $f_H$ (with a normalisation constant $c_H$)

\[
\Delta_4 f_H = c_H \delta^{(4)}(r_4) ,
\]  

as we will verify explicitly. Another BI that the background should satisfy is given below by equation (1.7). This condition is obtained either by considering $d^2 = 0$ in flat indices
indeed the following BI for the geometric flux

\[ H \]}

where \( \eta \) follows. Finally, the two BI without a source verify another important property: they are responsible for a singular point, hence the RHS in (1.3) and (1.4). These two equations still vanish locally at any point away from the source. We will recover the same behaviour in what follows. Finally, the two BI without a source verify another important property: they are recovered by setting to zero the square of the 'derivative' \( d - H \wedge \) acting on a form \( A \). We can as well introduce a dilaton factor, and write

\[
\mathcal{D}A = 2e^\phi(d - H \wedge)(e^{-\phi}A) , \quad \mathcal{D}^2 = 0 \iff d^2 = 0 \text{ and } dH = 0 .
\] (1.5)

For constant \( H_{abc} \) and \( f^a_{bc} \), their BI without source can also be obtained from the Jacobi identities of some algebra. This algebra can be extended to the gauging algebra of four-dimensional gauged supergravity: it then includes all NSNS fluxes

\[
[Z_a, Z_b] = H_{abc}X^c + f^c_{ab}Z_c ,
\]

\[
[Z_a, X^b] = - f^b_{ac}X^c + Q_a^{bc}Z_c ,
\]

\[
[X^a, X^b] = Q_c^{ab}X^c - R^{abc}Z_c .
\] (1.6)

The Jacobi identities of (1.6), given in (3.5) - (3.9), were thus proposed as the BI for constant NSNS fluxes (without source) \( \otimes \). For a vanishing \( H \)-flux, we propose here a ten-dimensional generalization of those, for non-constant fluxes

\[
\tilde{\mathcal{C}}_{[e}f^{c]de} - f^a_{[e[ b^c}f^{de}c]d] = 0 ,
\]

\[
\tilde{\mathcal{C}}_{[a}Q_f^d e - \beta^g[d][e g^d f]_{af} - \frac{1}{2} Q_g^d e f^g a f + 2 Q^g_{[a}^d f^c]g]_g = 0 ,
\]

\[
\tilde{\mathcal{C}}_{a}R^g_{h i} = - 3 \delta^d_{[a} \tilde{g}^e d_{Q^e Q^d h i]} + 3 R^d_{[a g} f^i] _d - 3Q^d_{a} d^g Q^d_Q^{h i]} = 0 ,
\]

\[
\beta^g[d\tilde{\mathcal{C}}_{i}R^{abc}] + \frac{3}{2} R^g_{[a} d^e Q^e Q^{h c]} = 0 .
\] (1.7) - (1.10)

It is worth stressing that for \( H = 0 \) and constant fluxes, our BI boil down to those of \( \otimes \). Such a generalization was already obtained in \( \otimes \) from Jacobi identities of Lie brackets, and at the level of DFT in \( \otimes \). We show in appendix C.1 that those match the simpler expressions given by our BI (1.7) - (1.10). These equations are meaningful in \( \beta \)-supergravity, where fluxes can be expressed in terms of vielbeins and \( \beta \). Interestingly, using these explicit expressions, the four BI are then automatically satisfied, exactly as above for \( dH \). This is actually how these four conditions were discovered in \( \otimes \) (see appendix C.3). These BI are therefore natural candidates to have non-zero RHS in the presence of NS-branes. We propose indeed the following BI for the geometric flux \( f \) in presence of a \( KK \)-monopole

\[
KK-\text{monopole} : \quad \tilde{\mathcal{C}}_{[e}f^{c]de} - f^a_{[e[ b^c}f^{de}c]d] = \frac{C_K}{3} \epsilon_{3abced} \epsilon_{1(1)} \eta^{\alpha} \delta^{(3)}(r_3) ,
\] (1.11)

where \( \epsilon_{1(1)} \) is non-zero and equal to one for \( e \) being the direction along the brane, and the factor \( C_K \) will be specified in the paper. All other BI should as well be satisfied with a vanishing RHS. In presence of a \( Q \)-brane, we propose the following BI for the \( Q \)-flux

\[
Q-\text{brane} : \quad \tilde{\mathcal{C}}_{[e}Q_{f}^d c d - \beta^g[e \tilde{g}^d f]_{ab} - \frac{1}{2} Q^g_{[a}^d f^g a b} + 2 Q^g_{[a}^d f^c]g]_g = \frac{C_Q}{2} \epsilon_{2ab} \epsilon_{2(2)} \eta^{\alpha} \eta^{\beta} \delta^{(2)}(r_2) ,
\] (1.12)
and all other BI should again be satisfied with a vanishing RHS. We will verify that these sourced BI boil down to Poisson equations on warp factors once evaluated on the brane solutions

\[ KK\text{-monopole:} \quad \Delta_3 f_K = c_K \delta^{(3)}(r_3), \quad Q\text{-brane:} \quad \Delta_2 f_Q = c_Q \delta^{(2)}(r_2). \quad (1.13) \]

Similarly to (1.5), a "derivative" \( D_2 \) was built for constant fluxes \([11, 35]\), such that \( D_2^2 = 0 \) would be equivalent to the (sourceless) BI of the NSNS fluxes \((3.5) - (3.9)\), i.e. the Jacobi identities of the algebra \((1.6)\), together with a further scalar condition \([35]\) given in \((3.12)\). Here we generalize this idea for non-constant fluxes and \( H = 0 \): we introduce a \( D \) such that

\[ D^2 = 0 \Leftrightarrow \text{BI (1.7) - (1.10) + scalar condition}. \quad (1.14) \]

As explained in section 3.1, \( D \) is the Dirac operator associated to the \( \text{Spin}(D, D) \times \mathbb{R}^+ \) covariant derivative \( D_A \) that can be built from the Generalized Geometry approach

\[ D\Psi = \Gamma^A D_A \Psi = \left( \Gamma^A \partial_A + \frac{1}{4} \hat{\Omega}_{ABC} \Gamma^{ABC} + \frac{1}{2} \hat{\Omega}_D \Gamma^C \right) \Psi, \quad (1.15) \]

where the \( \Gamma^A \) satisfy the \( \text{Spin}(D, D) \) Clifford algebra, and we represent them with forms and contractions using a Clifford map. Similarly, \( \Psi \) is a spinor and can be viewed as a polyform.

Using the connection coefficients computed in [1], we recover (1.5) for standard supergravity with \( b \)-field, and get for \( \beta \)-supergravity

\[ D_A = 2 \epsilon^\phi (\nabla_a \epsilon^a \wedge - \tilde{\nabla}^a \cdot \iota_a + \mathcal{T} \nu + R \nu) (e^{-\phi} A). \quad (1.16) \]

We recall that \( \nabla_a \cdot \epsilon^a \wedge = d \), and understand the dot as acting only on the coefficient of the form \( A \); we denote by \( \iota_a \) or \( \nu \) the contractions (see appendix A), and \( \tilde{\nabla}^a \) is a covariant derivative containing the \( Q \)-flux \((2.15)\). This \( D \) of \((1.16)\) verifies \((1.14)\). We also show that \( D_2 \) corresponds to the second term in the RHS of \((1.15)\), clarifying how our \( D \) generalizes the constant flux situation. An explicit expression for \( D \) in terms of fluxes is given in \((3.25)\), while tensorial formulations of the BI are discussed around \((3.38)\).

**Geometric vacua of \( \beta \)-supergravity**

In section 4, we study vacua of \( \beta \)-supergravity more generally. \( \beta \)-supergravity is of particular interest with respect to standard supergravity when its solutions are geometric. As explained above, such backgrounds can provide a ten-dimensional uplift to some four-dimensional solutions of gauged supergravities with non-geometric fluxes. In addition, a geometric vacuum of \( \beta \)-supergravity is non-geometric when expressed in standard supergravity, at least in the examples considered so far. A geometric, target space, description of a non-geometric string background is therefore restored. Those are the two main achievements of \( \beta \)-supergravity.

So the first question we study is to determine the conditions for a geometric vacuum of \( \beta \)-supergravity. Two examples (or at least their NSNS sector) are helpful: the \( Q \)-brane mentioned previously, and the toroidal example studied in details in [3, 36, 1]. For both, their standard supergravity description is non-geometric, but also T-dual to a geometric one. From a four-dimensional point of view, such backgrounds are then said to be on a geometric (T-duality) orbit. All theories on an orbit are the same, up to a redefinition of the four-dimensional fields. So the theory obtained from the toroidal example does not describe new physics, with respect to the one from the T-dual configuration that is geometric in standard supergravity. The second question is then whether geometric vacua of \( \beta \)-supergravity ever lead to new physics. To address these questions, we pursue the following reasoning:
1. Consider a field configuration defined on a set of patches of a space. To form a valid vacuum of a theory, these fields should at least glue from one patch to the other with symmetries of that theory. This allows to describe the configuration on all patches with only one theory (here one Lagrangian) [26].

2. A symmetry leaves a Lagrangian invariant up to a total derivative, and the two Lagrangians $\mathcal{L}_{\text{NSNS}}$ and $\tilde{\mathcal{L}}_\beta$ only differ by a total derivative (see section 2.1), so they share the same symmetries. These are diffeomorphisms and $b$-field gauge transformations, where the latter can be translated in terms of the fields of $\beta$-supergravity [1]. Field configurations gluing with such symmetries are geometric for standard supergravity. They may as well, under some restrictions, be geometric in terms of $\beta$-supergravity, but there is no need for such a description, since standard supergravity already gives a proper one [26 [1].

3. Getting an interesting geometric background of $\beta$-supergravity therefore requires other symmetries. This can be achieved by considering a modification, e.g. a restriction, of the theory, that would lead to a symmetry enhancement [1]. Here, the restriction to be made is to consider the presence of $N$ isometries. This provides a further symmetry to $\mathcal{L}_{\text{NSNS}}$ and $\tilde{\mathcal{L}}_\beta$, that is T-duality. We prove this in appendix E.

4. One of the T-duality transformations that brings some novelty is the $\beta$-transform. Expressing it in $\beta$-supergravity is simple: it results in a constant shift of $\beta$ along isometries. The Lagrangian $\tilde{\mathcal{L}}_\beta$ is manifestly invariant under such a transformation, as we show in details. In particular, the $Q$- and the $R$-flux are invariant under this symmetry. Field configurations gluing with $\beta$-transforms and diffeomorphisms are thus geometric for $\beta$-supergravity, and in most cases non-geometric for standard supergravity: this defines a class of interesting geometric vacua of $\beta$-supergravity. The two examples mentioned above are of this type.

5. We however show that such vacua (or at least their NSNS sector) are always T-dual to geometric ones for standard supergravity, i.e. they are on a geometric orbit. So they do not give new physics. The converse point of view remains interesting: we know precisely when geometric backgrounds of standard supergravity have non-geometric T-duals that can be described geometrically by $\beta$-supergravity. The latter then provides an uplift to some non-geometric points on the four-dimensional orbit. We still list various possibilities beyond the setting just mentioned, that could circumvent the result, and maybe lead to new physics.

The paper is structured as follows. $\beta$-supergravity is reviewed in section 2.1 with conventions in appendix A. Equations of motion are rewritten in flat indices in section 2.2 and appendix B. We then turn to the sourceless BI in section 3.1 and appendix C, where we review the literature and construct the $\text{Spin}(D,D) \times \mathbb{R}^+$ covariant derivative and Dirac operator $\mathcal{D}$. We study NS-branes in section 3.2 and appendix D by showing their smearing and T-duality relations, the source corrections to BI and the derivation of Poisson equations. Finally, we detail in section 4.1 and appendix E the symmetries of $\mathcal{L}_{\text{NSNS}}$ and $\tilde{\mathcal{L}}_\beta$, including the T-duality for $N$ isometries. We study how using them leads to geometric or non-geometric vacua in section 4.2. T-duals of some geometric vacua of $\beta$-supergravity are analyzed in section 4.3. An outlook is eventually provided in section 5.

---

2 Definitions of geometric and non-geometric field configurations are given in section 4.2.1.
2 \(\beta\)-supergravity and its equations of motion

We gave in the Introduction several motivations to consider \(\beta\)-supergravity, a ten-dimensional theory that contains non-geometric \(Q\)- and \(R\)-fluxes. In this section, we briefly review this theory by providing the technical material needed in the rest of the paper. We mostly follow \[1\]. Then, we turn to the rewriting of its equations of motion in flat indices.

2.1 Technical review of \(\beta\)-supergravity

A local reformulation of the NSNS sector of standard supergravity was proposed in \[31\, 22\, 23\]. It is based on a field redefinition transforming the standard NSNS fields into a new metric \(\tilde{g}_{mn}\), an antisymmetric bivector \(\beta^{mn}\) and a new dilaton \(\tilde{\phi}\)

\[
\tilde{g}^{-1} = (g + b)^{-1}g(g - b)^{-1} \quad \text{and} \quad \beta = -(g + b)^{-1}b(g - b)^{-1}
\]

where we introduce the quantity \(d\). This field redefinition was read-off from a reparametrisation of the generalized metric \(\mathcal{H}\), that usually depends on \(g\) and \(b\). This is equivalent to choosing another generalized vielbein \(\tilde{E}\) instead of the usual \(E\), where \(\tilde{E}\) depends on the new fields

\[
\mathcal{E} = \begin{pmatrix} e & 0 \\ e^{-T}b & e^{-T} \end{pmatrix}, \quad \tilde{\mathcal{E}} = \begin{pmatrix} \tilde{e} & \tilde{e}\beta \\ 0 & e^{-T} \end{pmatrix}, \quad \mathbb{I} = \begin{pmatrix} \eta_D & 0 \\ 0 & \eta_D^{-1} \end{pmatrix},
\]

(2.2)

\[
\mathcal{H} = \begin{pmatrix} g - bg^{-1}b & -bg^{-1} \\ g^{-1}b & g^{-1} \end{pmatrix} = \mathcal{E}^T \mathbb{I} \mathcal{E} = \tilde{\mathcal{E}}^T \mathbb{I} \tilde{\mathcal{E}} = \begin{pmatrix} \tilde{g} & \tilde{g}\beta \\ -\beta \tilde{g} & \tilde{g}^{-1} - \beta \tilde{g}\beta \end{pmatrix},
\]

(2.3)

where \(\mathcal{H}\) is a \(2D \times 2D\) matrix for a \(D\)-dimensional space-time, \(\eta_D\) denotes the flat metric, and the vielbeins \(e\) and \(\tilde{e}\) are associated to the metrics \(g = e^T \eta_D e\) and \(\tilde{g} = \tilde{e}^T \eta_D \tilde{e}\). This reparametrisation was inspired from earlier Generalized Complex Geometry papers \[37\, 38\, 27\]. The field redefinition is then an \(O(D - 1, 1) \times O(1, D - 1)\) transformation \[1\].

The standard NSNS Lagrangian, where \(H_{mnp} = 3\tilde{e}^{[m}b_{np]}\), is given by

\[
\mathcal{L}_{\text{NSNS}} = e^{-2\tilde{\phi}} \sqrt{|\tilde{g}|} \left( \mathcal{R}(\tilde{g}) + 4(\tilde{\phi})^2 - \frac{1}{2} \mathcal{T}^2 \right),
\]

(2.4)

with conventions in appendix \[A\]. Building on the above, the field redefinition \[21\] performed on \(\mathcal{L}_{\text{NSNS}}\) lead in \[1\] to the Lagrangian \(\mathcal{L}_\beta\) of the NSNS sector of \(\beta\)-supergravity

\[
\mathcal{L}_{\text{NSNS}}(g, b, \phi) = \mathcal{L}_\beta(\tilde{g}, \beta, \tilde{\phi}) + \partial(\ldots),
\]

(2.5)

up to a total derivative \(\partial(\ldots)\) detailed in section \[4.1.1\]. In curved indices, \(\mathcal{L}_\beta\) is given by

\[
\mathcal{L}_\beta = e^{-2\tilde{\phi}} \sqrt{|g|} \left( \mathcal{R}(g) + 4(\tilde{\phi})^2 + 4(\beta^{mp} \partial_p \tilde{\phi} - \mathcal{T}_m)^2 + \tilde{\mathcal{R}}(\tilde{g}) - \frac{1}{2} \mathcal{R}^2 \right),
\]

(2.6)

with \(\tilde{\mathcal{R}} = \tilde{g}_{mn} \tilde{R}^{mn}\), \(\tilde{R}^{mn} = -\beta^{pq} \partial_q \tilde{g}_{mp} + \beta^{mq} \partial_q \tilde{g}_{mp} + \tilde{R}_{mp} \tilde{g}^{qp} - \tilde{g}_{mp} \tilde{g}^{qp}\),

\[
\tilde{g}_{pq} \left( -\beta^{nr} \partial_r g^{mn} - \beta^{mn} \partial_r g^{pq} + \beta^{nr} \partial_r g^{mn} \right) + \tilde{g}_{pq} g^{r(m} \partial_r g^{n)p} - \frac{1}{2} \partial_p \beta^{mn},
\]

(2.7)

\[
\mathcal{T}_m = \tilde{\mathcal{T}}_{mn} = \partial_m \phi - \frac{1}{2} \beta^{pq} \tilde{g}_{pq} \partial_m \tilde{g}_{pq} = \frac{1}{\sqrt{|g|}} \partial_p \left( \beta^{pq} \sqrt{|g|} \right) = \nabla_p \beta^{np},
\]

(2.8)

\[
R^{mnp} = 3 \beta^{[m} \partial_q \beta^{np]} = 3 \beta^{[m} \nabla_q \beta^{np]},
\]

(2.9)
and conventions in appendix A. Note that $R^{mpq}$, $T^m$ and $\tilde{R}^{mn}$ are tensors. This last "Ricci tensor" is related to a new covariant derivative $\tilde{\nabla}$ built from $\beta^{mn}\partial_n$ and the connection $\tilde{\Gamma}^{mn}_{\rho}$

$$\tilde{\nabla} m V^p = - \beta^{mn} \partial_n V^p - \tilde{R}^{mp} V^n \ , \quad \tilde{\nabla} m V^p = - \beta^{mn} \partial_n V^p + \tilde{\Gamma}^{mn}_{\rho} V^n .$$

(2.11)

That derivative plays a crucial role, as we will see. Another useful tensor is $\tilde{\Gamma}^{mn}_{(t)p}$

$$\tilde{\Gamma}^{mn}_{(t)p} = \tilde{\Gamma}^{mn}_{(t)p} + \beta^{mn}\tilde{\Gamma}^{ps}_{(t)p} \ , \quad \tilde{\Gamma}^{mn}_{(t)p} = \frac{1}{2} \delta_{pq} (\tilde{g}^{mn} \nabla_r \beta^{aq} + \tilde{g}^{mn} \nabla_r \beta^{mq} - \tilde{g}^{pq} \nabla_r \beta^{mn} ) .$$

(2.12)

It allows to relate the covariant derivatives $\nabla$ and $\tilde{\nabla}$, and then to rewrite the R-flux

$$\tilde{\nabla} m V^p = - \beta^{mn} \nabla_n V^p - \tilde{\Gamma}^{mn}_{(t)p} V^n \ , \quad \tilde{\nabla} m V^p = - \beta^{mn} \nabla_n V^p + \tilde{\Gamma}^{mn}_{(t)p} V^n ,$$

(2.13)

$$R^{mpq} = 3 \beta^{[m} \nabla_{q]} \beta^{np]} = \frac{3}{2} \tilde{\nabla} ^{[m} \beta^{np]} .$$

(2.14)

Imposing the condition $\beta^{mn}\partial_n = 0$ (as well as $\partial_p \beta^{np} = 0$), where the dot stands for any field, reduces $\tilde{\mathcal{L}}_\beta$ to the Lagrangian obtained in [3]. One also gets $R^{mpq} = 0$, $T^m = 0$, and $\tilde{\mathcal{L}}$ results only in a $(\partial\beta)^2$. This subcase is useful in some examples, like the Q-brane.

We now turn to flat indices: this reveals the Q-flux given in (1.11), since it is not a tensor. It rather plays an analogous role in $\tilde{\nabla}$ as $\delta$ does in $\nabla$ with Levi-Civita connection $\tilde{\nabla}$.

$$\tilde{\nabla} m V^p = \nabla_b V^a \equiv \partial_b V^a + \omega^{ac}_{bc} \Rightarrow \omega^{ac}_{bc} = \frac{1}{2} \left( f^{ac}_{bc} + \eta^{ac} \eta^{de} f_{db} + \eta^{ad} \eta_{bc} f_{de} \right)$$

(2.15)

$$\tilde{\nabla} V^a = \equiv - \beta^{bc} \tilde{\partial}_c V^a - \omega^{bc}_{a} V^c \Rightarrow \omega^{bc}_{a} = \frac{1}{2} \left( Q^{a bc} + \eta^{ad} \eta^{de} Q_{ab} f^{cd} + \eta^{ad} \eta^{de} Q_{ac} f^{bd} \right) ,$$

where we introduced $\omega_Q$, (the opposite of) the spin connection associated to $\tilde{\Gamma}$. This $\omega_Q$ enjoys similar properties as those of $A.3$

$$\eta^{bc} \omega^{bc}_{a} = - \eta^{ac} \omega^{bc}_{d} , \quad Q^{a bc} = 2 \omega^{bc}_{a} , \quad \omega^{ad}_{a} = \eta^{ad} \omega^{bc}_{a} = \eta^{ad} Q^{bc}_{a} .$$

(2.16)

From it, we can define a quantity $\mathcal{R}_Q$ analogous to the standard Ricci scalar $\mathcal{R}(\tilde{g})$

$$\mathcal{R}(\tilde{g}) = 2 \eta^{bc} \partial_{a} \omega^{a}_{bc} + \eta^{bc} \omega^{ad}_{a} \omega^{ad}_{bc} - \eta^{bc} \omega^{ad}_{a} \omega^{ad}_{ac}$$

$$= 2 \eta^{ab} \partial_{c} f^{bc}_{ad} - \eta^{cd} f^{ac}_{bd} f^{bd}_{ad} - \frac{1}{4} \left( 2 \eta^{cd} f^{ac}_{bd} f^{bd}_{ad} + \eta^{ad} \eta^{bc} \eta^{de} f^{ac}_{bd} f^{bd}_{eg} \right) ;$$

$$\mathcal{R}_Q = 2 \eta^{bc} \tilde{\partial}_{a} \omega^{a}_{bc} + \eta^{bc} \omega^{ad}_{a} \omega^{ad}_{bc} - \eta^{bc} \omega^{ad}_{a} \omega^{ad}_{ac}$$

$$= 2 \eta^{bc} \tilde{\partial}_{a} \omega^{a}_{bc} - \eta^{ad} \omega^{ad}_{a} \omega^{bc}_{c} - \eta^{ad} \omega^{bc}_{a} \omega^{ad}_{c}$$

(2.17)

and $\mathcal{R}_Q$ is related to $\tilde{\mathcal{R}}$ as follows

$$\tilde{\mathcal{R}} = \mathcal{R}_Q - \frac{1}{2} R^{abcd} f^{a}_{cd} \eta^{ab} .$$

(2.19)

The Lagrangian $\tilde{\mathcal{L}}_\beta$ (2.6) can then be rewritten as in (1.2), where the second row matches $\mathcal{R}_Q$. Finally, let us give a few useful expressions, such as $\tilde{\mathcal{R}}^{ab}$ in (D.12), and

$$2 \mathcal{R}^{cd} = \tilde{\partial}_{a} f^{a}_{cd} + 2 \eta^{ab} \tilde{\partial}_{a} f^{q} (\tilde{g}^{c q d})_{d} - 2 \tilde{\partial}_{c} f^{a}_{bd}$$

$$\quad + f^{a}_{ab} \left( f^{b}_{cd} + 2 \eta^{bg} f^{h} (\tilde{g}^{c h d})_{h} \right) - f^{b}_{ac} f^{a}_{bd} - \eta^{bg} \eta^{h a} f^{h c} f^{a}_{bd} - \frac{1}{2} \eta^{ad} \eta^{bc} \eta^{ef} f^{a}_{bd} f^{b}_{ef} ,$$

$$\mathcal{R}^{abc} = 3 \beta^{d[a} \tilde{\partial}_{d]bc} - 3 \beta^{d[a} f^{b}_{de} \beta^{c]e} = 3 \beta^{d[a} Q^{bc]} + 3 \beta^{d[a} f^{b}_{de} \beta^{c]e} , \quad \mathcal{R}^{a} = - Q^{a} b_{a} + \frac{1}{2} \beta^{cd} f^{a}_{cd} .$$
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We rederived in [1] the Lagrangian $\tilde{L}_\beta$ [12] and most of the structures just presented (in particular $\tilde{\nabla}$ and $\omega_\beta$) from the Generalized Geometry formalism, building on [29]. Choosing the generalized vielbein $\hat{E}$ in [22] plays a crucial role for this purpose. We recall some results of this derivation in section 2.2, and use them in section 3.1 to compute the $Spin(D,D) \times \mathbb{R}^+$ covariant derivative. In addition, $\beta$-supergravity can be derived from DFT [22, 23, 28, 33].

Finally, the equations of motion for the NSNS sector of $\beta$-supergravity were derived in [1]

\[
\frac{1}{4} \left( \mathcal{R}(\tilde{g}) + \tilde{\nabla}^2 (\tilde{g}) \right) = (\tilde{\nabla}^2 \tilde{\phi})^2 - \nabla^2 \tilde{\phi} + (\beta^m \nabla^r \tilde{\phi} - \mathcal{T}^m)^2 + \tilde{g}_{mn} \tilde{\nabla}^m (\beta^m \nabla^r \tilde{\phi} - \mathcal{T}^m) \tag{2.21}
\]

\[
\mathcal{R}_{pq} - \tilde{g}_{mp} \tilde{g}_{qn} \tilde{\nabla}^m \tilde{\nabla}^n + \frac{1}{4} \tilde{g}_{mn} \tilde{g}_{rs} \tilde{g}_{uv} \mathcal{R}_{mnpq} \mathcal{R}^{mnpq} = -2 \nabla_p \tilde{\phi} - 2 \tilde{g}_{mp} \tilde{g}_{qn} \tilde{\nabla}^m (\beta^r \nabla^p \tilde{\phi} - \mathcal{T}^m) \tag{2.22}
\]

\[
\frac{1}{2} \tilde{g}_{ms} \tilde{g}_{rn} \tilde{g}_{np} \left( e^{2\tilde{\phi}} \tilde{\nabla}^m (e^{-2\tilde{\phi}} \mathcal{R}_{rs}) - 2 \mathcal{T}^m \mathcal{R}_{rs} \right) \tag{2.23}
\]

\[
= \frac{1}{2} \tilde{g}_{np} \tilde{g}_{qr} \tilde{g}^{mn} e^{2\tilde{\phi}} \tilde{\nabla}^n (e^{-2\tilde{\phi}} \nabla_m \beta^{pq}) + 2 \tilde{g}_{n[p} \mathcal{R}_{r]s} \beta^{ns} - e^{2\tilde{\phi}} \tilde{\nabla}^m (e^{2\tilde{\phi}} \tilde{g}_{n[p} \tilde{\nabla}_{r]} \beta^{pq}) + 4 \tilde{g}_{n[p} \tilde{\nabla}_{r]} (\beta^{pq} \tilde{\nabla}^n \tilde{\phi}) .
\]

Those are given in curved indices. We now turn to their rewriting in flat indices.

2.2 Equations of motion in flat indices and Generalized Geometry formalism

The equations of motion for the NSNS sector of $\beta$-supergravity, derived from $\tilde{L}_\beta$ [20] in [1], have just been given: the one for the dilaton (2.21), the Einstein equation (2.22), and the $\beta$ equation of motion (2.23). They are in curved indices; in this section, we rewrite them with flat indices: this allows to make the fluxes $f_{[bc]}$ and $Q_{c[a \beta]}$ appear, since those are not tensors. Having an explicit dependence on the fluxes is more convenient when looking for solutions. It will indeed be the case in appendix D.1 when verifying that the $Q$-brane is a vacuum of $\beta$-supergravity. To perform this rewriting, we follow two methods: first, a direct approach is detailed in appendix D.1 and secondly we use the Generalized Geometry formalism, building on [29] and the results of [1]. This second method is presented below.

Since all terms in the above equations are tensors, going to flat indices is only a multiplication by vielbeins. The difficulty is rather to make the fluxes appear explicitly. For the dilaton and Einstein equations, this essentially amounts to give the expressions of the Ricci scalars and tensors in terms of the fluxes: those can be found in (2.17), (2.18), (2.19) for the scalars, and (2.20), (D.12) for the tensors. The equation of motion for $\beta$ requires more work. Both methods lead to the following result for this equation

\[
- \frac{1}{2} \eta_{ab} \eta_{cd} \eta_{ef} \tilde{F}_{a b c} R_{b d f} + Q_a^{g f} f^a_{g[e} \eta_{c]f} + \frac{1}{2} f^{f e a} Q_{e[a} \eta_{c]f} - \frac{1}{2} Q_a^{a g} f^{e c a} \eta_{g l} \tag{2.24}
\]

\[
+ \frac{1}{2} \eta_{ef} \eta_{cd} \eta_{g k} Q_{g f d} \eta_{a k f} + \eta_{ab} \eta_{cd} \eta_{e f} \tilde{F}_{a b c} R_{d e f} \frac{1}{2} \eta_{ef} \eta_{c[a} Q_{g]} \eta_{b]d} - \frac{1}{2} \eta_{ef} \eta_{c[a} Q_{g]} \eta_{b]d} \tilde{F}_{a b c} R_{d e f} \frac{1}{2} \eta_{ef} \eta_{c[a} \eta_{b]d} \eta_{e f} \eta_{a c d} f^{a c e} \eta_{f g} \eta_{g l} \eta_{b]d} \tilde{F}_{a b c} R_{d e f} \frac{1}{2} \eta_{ef} \eta_{c[a} Q_{g]} \eta_{b]d} - \frac{1}{2} \eta_{ef} \eta_{c[a} \eta_{b]d} \eta_{e f} \eta_{a c d} f^{a c e} \eta_{f g} \eta_{g l}
\]

\[
= - \frac{1}{2} \eta_{g l} \eta_{a b} \eta_{c d} \eta_{e f} \tilde{F}_{a b c} R_{d e f} \frac{1}{2} \eta_{ef} \eta_{c[a} \eta_{b]d} \eta_{e f} \eta_{a c d} f^{a c e} \eta_{f g} \eta_{g l}
\]

Although it looks at first complicated, many terms would drop out upon reasonable assumptions: we argued in [1] in favor of an ansatz with $\eta_{yb} = f_{a b} = 0 \ , Q_a^{ab} = 0 \ , \mathcal{T}^b = 0 \ , \tilde{\nabla} \tilde{\phi} = 0$ that would make several terms vanish, e.g. the last row. Finally, let us mention that a complete use of (2.24) would require to expand $\tilde{\nabla}^a R_{b d f}$, but the procedure should be straightforward. The resulting terms would not mix with the others, given the number of $\beta$.  
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Derivation using the Generalized Geometry formalism

We presented in [1] a useful formulation of $\beta$-supergravity based on the formalism of Generalized Geometry, established in [29] for standard type II supergravities. This formulation clarified the origin of the various structures appearing in $\beta$-supergravity, including the fluxes, the covariant derivative $\tilde{\nabla}^a$, and $T^a$. It also lead us to reobtain the Lagrangian $\tilde{\mathcal{L}}_\beta$ (1.2).

Using these tools, we derive here the three equations of motion in flat indices. This amounts to compute generalized quantities analogous to a Ricci scalar and a Ricci tensor.

The starting point of Generalized Geometry is to consider a generalized bundle with structure group $O(D, D) \times \mathbb{R}^+$. Various objects, covariant with respect to this structure group, can then be constructed. The crucial one is the generalized (flat) covariant derivative

$$D_AV^B = \partial_AV^B + \hat{\Omega}_AV^B,$$

that acts on a generalized vector component $V^B$. To reproduce $\beta$-supergravity, we chose a generalized frame related to the generalized vielbein $\hat{\mathcal{E}}$ given in (2.2); standard supergravity is rather obtained from $\mathcal{E}$. Then, using metric compatibility, a constraint on the generalized torsion and some further fixing, we showed in great details in [1] how to determine the generalized connection coefficients $\hat{\Omega}_A^{B\,C}$ (as well as $\partial_A$).

Those are essentially given in terms of fluxes. This is analogous to the standard case of the spin connection for Levi-Civita connection. We then restricted the structure group to $O(D - 1, 1) \times O(1, D - 1)$, leading to covariant derivatives with respect to that subgroup. Going to the spinorial version $Spin(D - 1, 1) \times Spin(1, D - 1)$, we obtained as well derivatives on spinors, in particular

$$\gamma^aD_a\epsilon^+ = \left(\gamma^a\nabla_a - \gamma^a\eta_{ad}\tilde{\nabla}^d + \frac{1}{24}\eta_{ad}\eta_{be}\eta_{cf}\hat{R}^{def}\gamma^{abc} - \frac{1}{2}\gamma^a\Lambda_c\right)\epsilon^+, \quad \gamma^a\mathcal{D}_a\epsilon^+ = \left(\nabla_\pi + \eta_{ad}\tilde{\nabla}^d - \frac{1}{8}\eta_{ad}\eta_{be}\eta_{cf}\hat{R}^{def}\gamma^{bc}\right)\epsilon^+, \quad \nabla_\pi\epsilon^+ = \nabla_\pi\epsilon^+, \quad \eta_{ad}\tilde{\nabla}^d\epsilon^+ = \Lambda_a\epsilon^+, \quad \eta_{ad}\tilde{\nabla}^d\tilde{w}^\pi = \Lambda_a\tilde{w}^\pi,$$

where in (2.26) and (2.27), $\nabla$ and $\tilde{\nabla}$ are the spinorial derivatives naturally defined from (2.15).

Conventions for $\gamma$-matrices are given in appendix A and the unbarred-barred notation refers to the two orthogonal groups. This notation disappears when choosing aligned vielbeins [1]. These derivatives can be rewritten as in [1] using only the following quantities

$$X_{abc} = \frac{1}{4}\eta_{be}\left(\omega^e_{ac} - \eta_{ad}\omega^d_q + \frac{1}{6}\eta_{ad}\hat{R}^{def}\gamma^f\right), \quad X_a = \frac{1}{2}\left(\omega^d_{da} + \eta_{ad}\omega^d_q - \Lambda_a\right), \quad Y_{\pi bc} = \frac{1}{4}\eta_{be}\left(\omega^e_{\pi c} + \eta_{ad}\omega^d_q - \frac{1}{2}\eta_{ad}\hat{R}^{def}\right), \quad Z_\pi = \omega^d_{\pi a} - \eta_{ad}\omega^d_q - \Lambda_\pi,$$

$$\Lambda_a = \lambda_a + \eta_{ad}\xi^d, \quad \lambda_a = 2\hat{\partial}_a\phi, \quad \xi^a = 2(\beta^ad\hat{\partial}_d\phi - T^a).$$
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From those derivatives, we calculated in [11] the scalar $S$, defined in [29] as

$$-\frac{1}{4}S\epsilon^+ = \left(\gamma^a D_a \gamma^b D_b - \eta^{\alpha\beta} D_\alpha D_\beta\right)\epsilon^+ . \quad (2.35)$$

This quantity is related to the Lagrangian, and we reproduced from it $\bar{\mathcal{L}}_\beta$ [1.2]. We obtained

$$S = \mathcal{R}(\bar{g}) + \mathcal{R}Q - \frac{1}{2}R^{abcd} f^b_{\ cd} \eta_{ab} - \frac{1}{2}R^2 \quad (2.36)$$

$$- 4(\partial^2 \phi) + 4\nabla^2 \phi - 4(\beta^{ab} \partial_b \phi - T^a) - 4\eta_{ab}(\beta^{bc} \partial_c \phi - T^b) .$$

In addition, it was shown in [29] to encode the dilaton equation of motion for standard supergravity, by considering $S = 0$. Here, we get the analogous result: $S = 0$ reproduces the dilaton equation of motion (2.21) in flat indices.

To derive the two other equations of motion, we calculate the generalized Ricci tensor

$$\frac{1}{2} R_{ab} \gamma^a \epsilon^+ = [\gamma^a D_a, D_\beta] \epsilon^+ , \quad (2.37)$$

that depends on the above derivatives. For standard supergravity, it was shown in [29] and [39] that setting the symmetric part to zero, $R_{(ab)} = 0$, corresponds to the Einstein equation, while the antisymmetric part $R_{[ab]} = 0$ yields the equation of motion for the $b$-field. In analogy here we should obtain the equations of motion for $\bar{g}$ and $\beta$ taking respectively the symmetric or antisymmetric part of $R_{ab}$. Using the quantities defined above, (2.37) becomes

$$\frac{1}{2} R_{ab} \gamma^a \epsilon^+ = \left(\gamma^a \partial_a + \gamma^a \eta_{ad} \beta^{de} \partial_e + X_{acd} \gamma^{acd} + X_a \gamma^a\right) \left(\tilde{\omega}_b^+ + \eta_{bg} \gamma^g \tilde{\omega}_c^+ \right) \epsilon^+$$

$$- \gamma^a \eta_{ad} \beta^{de} \partial_e + X_{acd} \gamma^{acd} + X_a \gamma^a\right) \left(\tilde{\omega}_b^+ + \eta_{bg} \gamma^g \tilde{\omega}_c^+ \right) \epsilon^+$$

$$- \gamma^a \eta_{ad} \beta^{de} \partial_e + X_{acd} \gamma^{acd} + X_a \gamma^a\right) \left(\tilde{\omega}_b^+ + \eta_{bg} \gamma^g \tilde{\omega}_c^+ \right) \epsilon^+$$

$$- \gamma^a \eta_{ad} \beta^{de} \partial_e + X_{acd} \gamma^{acd} + X_a \gamma^a\right) \left(\tilde{\omega}_b^+ + \eta_{bg} \gamma^g \tilde{\omega}_c^+ \right) \epsilon^+$$

We leave the computational details of the above expression to appendix B.2, and give here the result. After aligning the vielbeins, and considering only the first order in $\gamma$-matrices, $\frac{1}{2} R_{ab} \gamma^a$ gives

$$\begin{align*}
\frac{1}{2} R_{ab} - \frac{1}{2} \eta_{[c(a} \eta_{b)g} \tilde{R}^{ge} + \frac{1}{8} \eta_{ae} \eta_{bg} \eta_{fc} \eta_{cd} \tilde{R}^{ef} & \\
+ \nabla_b \nabla_a \phi - \eta_{[c(a} \eta_{b)g} \tilde{\tilde{\omega}}^g \tilde{\omega}^e - \eta_{[c(a} \eta_{b)g} \tilde{\omega}^g \tilde{T}^e & \\
+ \frac{1}{4} \eta_{ae} \eta_{bg} f^d Q_f^e - \frac{1}{2} \eta_{[c(a} \eta_{b)g} Q^d & \\
+ \frac{1}{4} \eta_{ag} \eta_{ae} f^d Q^e & \\
+ \frac{1}{4} f^g_{cd} Q_{[a} dc & \\
- \eta_{[c(a} \eta_{b)g} \tilde{\tilde{\tilde{\omega}}}^g - \eta_{[c(a} \eta_{b)g} \tilde{\tilde{\omega}}^g & \\
- \frac{1}{2} \eta_{ae} \eta_{bg} R_{af} \tilde{R}^e & \\
+ \frac{1}{4} \eta_{ae} \eta_{bg} \eta_{fc} \tilde{R}^{ef} & \end{align*}$$

$$\gamma^a .$$

$$- \frac{1}{2} \eta_{ae} \eta_{bg} \eta_{fc} \tilde{R}^{ef} \tilde{T}^c + \frac{1}{4} \eta_{ae} \eta_{bg} \eta_{fd} e^2 \delta \tilde{\omega}^d \left(-e^{2\tilde{\omega}} R^{afe}\right) \gamma^a + \frac{1}{2} \eta_{ae} \eta_{bg} \eta_{fc} \tilde{R}^{ef} \tilde{T}^c + \frac{1}{4} \eta_{ae} \eta_{bg} \eta_{fd} e^2 \delta \tilde{\omega}^d \left(-e^{2\tilde{\omega}} R^{afe}\right) \gamma^a .$$

$$\frac{1}{2} \eta_{ae} \eta_{bg} \eta_{fc} \tilde{R}^{ef} \tilde{T}^c + \frac{1}{4} \eta_{ae} \eta_{bg} \eta_{fd} e^2 \delta \tilde{\omega}^d \left(-e^{2\tilde{\omega}} R^{afe}\right) \gamma^a .$$
The first order in $\gamma^a$ will be enough to recover the equations of motion derived above, i.e. the higher orders in $\gamma^a$ should vanish, as they did for $S^1$. 

As explained above, setting $R_{ab} = 0$ and therefore the expression (2.39) to vanish, we should obtain the equations of motion for $\tilde{g}$ and $\beta$. More precisely, setting the symmetric part of (2.39) to vanish gives

$$
\frac{1}{2} \mathcal{R}_{ba} - \frac{1}{2} \eta_{ae} \eta_{bg} \Delta e + \frac{1}{8} \eta_{ae} \eta_{bg} \eta_{hf} \eta_{ed} \mathcal{R}^{ge} \mathcal{R}^{df} + 
\n+ \nabla_b \nabla_a \phi - \eta_{ae} \eta_{bg} \nabla_e \left( \mathcal{X}^{\phi} \right) - \eta_{ae} \eta_{bg} \mathcal{Y}^a \mathcal{Y}^b = 0,
$$

that matches the Einstein equation (2.22). Similarly, the antisymmetric part of (2.39) gives

$$
\frac{1}{4} \eta_{ae} \eta_{bg} \eta^{df} \mathcal{C}_d \mathcal{Q}^{fg} - \frac{1}{2} \eta_{ae} \mathcal{C}_b \mathcal{Q}^{df} \mathcal{Q}^{ge} - \frac{1}{4} \beta^{ge} \mathcal{C}_c \mathcal{Q}^{de} \mathcal{Q}_{ab} + \frac{1}{2} \beta^{ge} \mathcal{C}_c \mathcal{Q}^{de} \mathcal{Q}^{[a} \eta_{bg]} + (3.1)
$$

This last result matches (2.22), the equation of motion for $\beta$ in flat indices.3

3 Bianchi identities and NS-branes

3.1 NSNS Bianchi identities without sources

In this section, we first review the appearance of NSNS Bianchi identities (BI) through the literature. As mentioned in the Introduction, the BI in the NSNS sector have been treated in different ways. We recall approaches based on algebras with various brackets, that eventually lead to the BI using their Jacobi identities. The BI have also been derived from a nilpotency condition on generalizations of the standard exterior derivative, where including the geometric and non-geometric fluxes plays an important role. We will then make use of these ideas, and rederive the BI (1.7) - (1.10) by considering the square of a $Spin(D, D) \times \mathbb{R}^+$ derivative.

3.1.1 Sourceless NSNS Bianchi identities through the literature

In the Introduction, we gave our BI for the NSNS fluxes in the absence of source (1.7) - (1.10). Let us repeat them here for convenience

$$
\nabla_{[abc} \mathcal{Q}^{def]} - f_{[abc} \mathcal{Q}^{def]} = 0, \quad (3.1)
$$

$$
\mathcal{C}_a \mathcal{Q}^{def} = \beta^{ef} \mathcal{C}_a \mathcal{Q}^{def} - \frac{1}{2} Q_a \mathcal{Q}^{def} \mathcal{Q}^{gf} + 2 Q_{[a} \mathcal{Q}^{[def} \mathcal{Q}^{gf]} = 0, \quad (3.2)
$$

$$
\mathcal{C}_a \mathcal{X}^{ghi} - 3 \beta^{gh} \mathcal{C}_d \mathcal{Q}^{a} \mathcal{Q}^{ghi} + 3 \mathcal{R}^{[gha} f^{a]} - 3 Q_a Q_{[a} \mathcal{Q}^{ghi} = 0, \quad (3.3)
$$

$$
\beta^{[gh} \mathcal{C}_d \mathcal{X}^{abc]} = \frac{3}{2} R^{[gha} Q_{a} Q_{bc]} = 0. \quad (3.4)
$$

3To verify this, one should multiply the equation (2.41) by 2 and match its indices $(a, b)$ with those $(e, c)$ of (2.22). In addition, one can use (2.41) and (2.22) on the term in $\nabla \nabla \phi$. 
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We will review the appearance of NSNS BI in the literature and draw a connection to the above relations. But let us first make a few remarks on them. As mentioned in the Introduction, the conditions (3.1) - (3.4) are actually identities: they hold automatically if one uses the definitions of the fluxes, and this is how we obtained them in the first place in [11] (see appendix C.3). Moreover we note that (3.4) can be derived from $\tilde{\nabla}^{[m} R^{npq]} = 0$ obtained in [22, 23]. In addition, (3.3) should correspond to the BI for the Riemann tensor associated to $\tilde{\nabla}$, given in (3.44) or (3.47) of [23], in the same way that (3.1) corresponds to the BI for the standard Riemann tensor. Let us now turn to the different approaches to the NSNS BI in the literature.

**Algebraic interpretation**

This approach is based on having an algebra where the geometric and non-geometric fluxes appear as structure constants; the NSNS BI are then obtained by considering the Jacobi identities of the algebra. This idea first appeared for standard geometric backgrounds: the algebra was that of the gaugings of four-dimensional gauged supergravity, and the generators $Z$ and $X$ were understood as descending from ten-dimensional ones, for diffeomorphisms and $b$-field gauge transformation respectively [40, 41, 42, 43]. For T-duality covariance in four dimensions, this algebra was extended towards the famous one (1.6) to include non-geometric fluxes [8, 10]. A further extension was considered in [44] to include other sectors of supergravities. As mentioned already, the Jacobi identities of the algebra (1.6) generate the following set of NSNS BI [8]:

\begin{align*}
    f^e \{ab, H_{cd}\}_e &= 0 \quad (3.5) \\
    H_{d[a} Q_{f]} \bar{e}_d + f^e \{d[a, f^d, b]_f\} &= 0 \quad (3.6) \\
    \frac{1}{2} H_{gaf} R^{deg} - \frac{1}{2} Q_g d_{e f} a f + 2 Q_{[a} g[d f^e]} b_9 &= 0 \quad (3.7) \\
    R^{[d g h]} f_{a d} - Q_a d_{g} Q_{b h]} &= 0 \quad (3.8) \\
    R^{[d e] g} b_{c]} &= 0 \quad (3.9)
\end{align*}

Setting the $H$-flux to vanish, one can see that these BI exactly match our relations (3.1) - (3.4) for constant fluxes. Our BI can thus be thought of as a generalization when fluxes are not constant.

Such a generalization has already been obtained in [34]. There, a quasi-Poisson structure given by $\beta$ is considered. Applying in ten dimensions the Lie bracket on the generators $Z_a = \tilde{\partial}_a$, $X^a = \beta^{ab} \tilde{\partial}_b$, the algebra (1.6) for $H = 0$ is precisely reproduced, where the definition of the fluxes there match ours (up to a sign on $R$). A further deformation allows to include an $H$-flux. The Jacobi identities of that algebra then provide NSNS BI for non-constant fluxes. These identities are given for $H = 0$ in (C.1) - (C.4), and we verify in appendix C.1 that they match with our (3.1) - (3.4). This explains in another way why our BI hold automatically: they correspond to ten-dimensional identities derived from Lie brackets.

Finally, other approaches made use of different brackets to obtain similar results. The algebra (1.6), at least for $H = 0$, was derived from a Generalized Complex Geometry perspective [27] by considering the Courant bracket acting on generalized $O(D, D)$ frames. The

---

4Our conventions differ by a minus sign on the $R$-flux with those of [8].

5Relations similar to our (3.1) - (3.4) were also obtained in [19], although they do not match exactly, as the $Q$-flux defined there is different, and there is no geometric flux turned on.
$R$-flux there however does not match our definition. The algebra (1.6) is obtained again with the Courant bracket, acting this time on standard frames and co-frames (flat vectors and one-forms) in [34]; similar results appear in [46] with an emphasis on the related Dirac structures. The corresponding Jacobiators derived in [34] contain some terms encoding the aforementioned BI (C.1)-(C.4). A Double Field Theory (DFT) extension of these ideas can be found in [33], where the C-bracket [47, 48] is used: this DFT generalization of the Courant bracket reduces to the latter upon the strong constraint $\tilde{\epsilon} = 0$. Acting this way on generalized vielbeins, the algebra (1.6) is reproduced in an $O(D, D)$ covariant manner. The related Jacobi identity would be given by two terms, one of which is proportional to a quantity $Z_{ABC D}$ that can be decomposed and reduced into the various BI (3.1) - (3.4), as detailed in appendix C.1.

Another generalization of the Courant bracket, called the Roytenberg bracket, was also used in [49] to write the algebra (1.6). Finally, in the CFT approach of [50], the algebra (1.6) is directly reproduced from actions of (asymmetric) orbifolds.

**Nilpotent derivative**

Besides the algebraic approach to derive the BI by evaluating Jacobi identities, there is a second proposal using a generalization of the standard exterior derivative. Imposing a nilpotency condition on this derivative is equivalent to a set of constraints that turn out to be the BI. The first simple illustration of that idea is given in the Introduction, particularly in (1.5), with the square of the derivative $D^2$ on a $p$-form $A$. In [11], a generalization of $d - H \wedge$ that includes all NSNS geometric and non-geometric fluxes was proposed. It is given here in our conventions by

$$D_{stw} A = (-H \wedge -f \cdot -Q \cdot + R \vee) A,$$

where $\tau_a$ and $\vee$ denote contractions on forms, and we refer to appendix A for more conventions. More precisely, this derivative was given without the numerical coefficients that we add here, and was rather specified on the component of the form $A$, i.e. without the contractions. This corresponds to a four-dimensional perspective, where fluxes and $A$ only appear through constant components after being integrated over an internal space. This explains the absence of a derivative on the component of $A$. It was then claimed that the nilpotency condition $D_{stw}^2 = 0$ would reproduce the NSNS BI for constant fluxes [35]. This claim was made more precise in [35] where the previous derivative was completed by two more terms as

$$D_{stw} A = \left(-\frac{1}{3!} H_{abc} e^a \wedge e^b \wedge e^c + \frac{1}{2!} f^{ab} e^b \wedge e^c \wedge \tau_a - \frac{1}{2!} Q^{abc} e^c \wedge \tau_a \tau_b + \frac{1}{3!} R^{abc} \tau_a \tau_b \tau_c \right) A.$$

More precisely, we again rewrite a formula that was given on form components, namely (B.3) of [35], using here forms and contractions; also, our conventions differ by a minus sign on the $H$-flux. The two new terms given by the traces of $f$ and $Q$ will play an important role, together with dilaton terms, when we define later on the $\text{Spin}(D, D) \times \mathbb{R}^+$ derivative. They were already important in [35], where an explicit computation of the nilpotency condition for the derivative (3.11) lead to

$$D_{stw}^2 = 0 \iff \text{BI (3.5) - (3.9)} \quad \text{and} \quad \frac{1}{3} H_{abc} R^{abc} + \frac{1}{2} f^{ab} Q_a^{ab} = 0.$$
The nilpotency condition reproduces the NSNS BI (with constant fluxes) together with an extra scalar constraint that includes the traces of $f$ and $Q$. Note that particular indices contractions of the BI also appear in this computation; the same will happen for our derivative in section 3.1.2.

As mentioned already in [11], the derivative $d-H\wedge$ enters the BI of the RR fluxes for type II supergravities, given by $(d-H\wedge)F=0$ in the sourceless case. Here, $F$ is the polyform given by the sum of the RR fluxes (we set $F_0=0$ for simplicity); one has $F=(d-H\wedge)C$ for a polyform gauge potential $C$. The polyforms $F$ and $C$ can actually be interpreted as an $O(D,D)$ spinor: this was pointed out in [51, 52, 53, 54, 55], and it could be guessed from the SUSY conditions of [56]. This idea lead in [57, 33] to define at the level of DFT $\mathcal{D}C$, where $\mathcal{D}=\Gamma^A D_A$ denotes the Dirac operator associated to a $Spin(D,D)\times \mathbb{R}^+$ covariant derivative $D_A$, and $\Gamma^A$ are $Spin(D,D)$ Clifford matrices. A related derivative appeared already in [27, 58, 59].

So this spinorial derivative is somehow natural to consider, and we will do so in section 3.1.2 at the level of standard supergravity and $\beta$-supergravity, using its generic Generalized Geometry definition; the one of [33] is then the DFT extension. The non-trivial point we make in this paper is that the vanishing square of this spinorial derivative should give the NSNS BI, in analogy to $d-H\wedge$. In other words, as we will show using the Clifford map on the $\Gamma$-matrices, this $Spin(D,D)\times \mathbb{R}^+$ derivative reproduces and generalizes the above $\mathcal{D}_h^2$.

Although this idea is not explicitly mentioned in [33], $\mathcal{D}^2$ is already computed there in (4.13) at a generic level, and it gives a hint on the results to be derived. Indeed, this square depends on various quantities among which $Z_{ABCD}$ and $Z$. We show in appendix C.1 that the former reduces to our BI (3.1) - (3.4) while the latter contains the scalar quantity appearing (3.12). So a nilpotency condition of this spinorial derivative does look relevant; we now turn to it.

### 3.1.2 The $Spin(D,D)\times \mathbb{R}^+$ covariant derivative

We have just motivated the Introduction of the $Spin(D,D)\times \mathbb{R}^+$ covariant derivative, that we consider here at the level of the Generalized Geometry formalism. We first construct it generically, as well as the corresponding Dirac operator, and further express it for different generalized frames: the one with a $b$-field for standard supergravity, and the one with a $\beta$ for $\beta$-supergravity. To do so, we use conventions and results of [1], especially the value of connection coefficients. We verify in a second part that the nilpotency condition on this spinorial derivative for $\beta$-supergravity exactly reproduces our BI (3.1) - (3.4), together with the scalar condition mentioned in (3.12). We also clarify the relation to the above $\mathcal{D}_h^2$ of [35].

We start with the $O(D,D)\times \mathbb{R}^+$ generalized covariant derivative of (2.25). From it, the corresponding spinorial derivative $D_A$ (with generalized flat index) can be written down as well as the Dirac operator $\mathcal{D}$ on a spinor $\Psi\in \Gamma(S^\perp_{(1/2)})$ [29]

$$
\mathcal{D}\Psi = \Gamma^A D_A \Psi = \Gamma^A \left( \partial_A + \frac{1}{4} \Omega_{ABC} \Gamma^{BC} - \frac{1}{2} \Lambda_A \right) \Psi.
$$

(3.13)

The $\Gamma$-matrices satisfy the Clifford algebra

$$
\{\Gamma^A, \Gamma^B\} = 2\eta^{AB}, \quad \eta = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \eta^{-1} = 2 \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
$$

(3.14)

---

In [33], the index $\beta$ of the generalized connection coefficient has been lowered with the $O(D,D)$ metric.
Here $\eta$ of coefficients $\eta_{AB}$ denotes the $O(D, D)$ metric. A particular representation of this algebra is given by the Clifford map

$$\Gamma^A = \begin{cases} \Gamma^a = 2\tilde{e}^a, & \text{with } \{\tilde{e}^a, \tilde{e}^b\} = 0, \{\tilde{e}^a, \tau_b\} = \delta^a_b, \{\tau_a, \tau_b\} = 0. \\ \Gamma_a = 2\iota_a, & \end{cases} \tag{3.15}$$

We will use it to express the Dirac operator with fluxes, forms and contractions, in a generalization of the standard exterior derivative acting on a $p$-form $A$. The spinor $\Psi$ should then be understood as polyform $[56]$. For now, we can simplify (3.13) using the identity $\Gamma^A \Gamma^{BC} = \Gamma^{ABC} + \eta^{AB} \Gamma^C - \eta^{AC} \Gamma^B$ that relates antisymmetrized products of $\Gamma$-matrices. Using the compatibility condition, we get

$$D\Psi = \Gamma^A D_A \Psi = \left(\Gamma^A \partial_A + \frac{1}{4} \Omega_{ABC} \Gamma^{ABC} + \frac{1}{2} (\Omega_{DC} \Gamma^C - \Lambda_C) \Gamma^C\right) \Psi \tag{3.16}$$

$$= \left(\Gamma^A \partial_A + \frac{1}{4} \hat{\Omega}_{ABC} \Gamma^{ABC} + \frac{1}{2} \hat{\Omega}_{DC} \Gamma^C\right) \Psi$$

$$= \left(D_1 + D_2 + D_3\right) \Psi.$$ 

Let us point out that $D_3$ denotes the trace part due to the extension of the $O(D, D)$ by the conformal factor $\mathbb{R}^+$, that usually combines the determinant of the metric and the dilaton.

We now determine these three terms for different choices of generalized frames. Following $[1]$, such a choice can fix $\partial_a$, $\Omega_{AB} C$ and $\Lambda_A$. For the $\Gamma$-matrices, we use the Clifford map $[3.15]$: forms and contractions act on the one-forms in $A$ while a derivative $\partial_a$ only acts on the (flat indices) component of $A$. Details on the computation of $D_2$ are given in appendix $C.2$

**Standard supergravity**

Using the generalized frames with $b$-field, we obtain

$$D_1 = 2\partial_a \cdot e^a \wedge \tag{3.17}$$

$$D_2 = -f^c_{ab} e^a \wedge e^b \wedge \iota_c - f^d_{cd} e^c \wedge -\frac{1}{3} H_{abc} e^a \wedge e^b \wedge e^c \wedge \tag{3.18}$$

$$D_3 = f^a_{ab} e^b \wedge -2\partial_a \phi e^a \wedge, \tag{3.19}$$

that sums up to $D$ given by

$$\frac{1}{2} D A = \left(\partial_a \cdot e^a \wedge -\frac{1}{2} f^c_{ab} e^a \wedge e^b \wedge \iota_c - \frac{1}{6} H_{abc} e^a \wedge e^b \wedge e^c \wedge -\partial_a \phi e^a \wedge\right) A \tag{3.20}$$

$$= e^a \left(d - H \wedge \right) (e^{-\phi} A). \tag{3.21}$$

**$\beta$-supergravity**

Using the generalized frames with $\beta$, we obtain

$$D_1 = 2\partial_a \cdot \tilde{e}^a \wedge + 2\beta^{ab} \partial_b \cdot \tau_a \tag{3.22}$$

$$D_2 = -f^c_{ab} \tilde{e}^a \wedge \tilde{e}^b \wedge \tau_c - f^d_{cd} \tilde{e}^c \wedge -Q_a^{bc} \tilde{e}^a \wedge \tau_b \tau_c + Q_d^{dc} \tau_c + \frac{1}{3} R^{abc} \tau_a \tau_b \tau_c \tag{3.23}$$

$$D_3 = f^a_{ab} \tilde{e}^b \wedge -2\partial_a \tilde{\phi} \tilde{e}^a \wedge + Q_a^{ab} \tau_b - 2 (\beta^{ab} \partial_b \tilde{\phi} - T^a) \tau_a. \tag{3.24}$$
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Adding up these various pieces, we find

\[
\mathcal{D} = 2\partial_a \cdot \epsilon^a \wedge + 2\beta^{ab} \partial_b \cdot \iota_a - f^{\epsilon}_{ab} \tilde{\epsilon}^b \wedge \epsilon^b \wedge \iota_c - 2\partial_a \tilde{\phi} \tilde{\epsilon}^a \wedge
\]

\[- Q_a \beta^{bc} \epsilon^a \wedge \iota_b \iota_c + 2Q_d \frac{d}{\iota_c} - 2(\beta^{ab} \partial_b \tilde{\phi} - \mathcal{T}^a) \iota_a + \frac{1}{3} R^{abc} \iota_a \iota_b \iota_c ,
\]

where the second row could be further simplified using the definition of \( \mathcal{T}^a \). We can rewrite this result differently, using the following relations for a 2-form (easily extendable to higher forms)

\[
\frac{1}{2} \iota_a \tilde{\nabla}^a (A_{bd}) \tilde{\epsilon}^b \wedge \tilde{\epsilon}^d = (-\beta^{ac} \partial_c A_{ad} + Q_a \alpha^c A_{ad} - \frac{1}{2} Q_d \alpha^c A_{ac}) \tilde{\epsilon}^d ,
\]

\[
Q_a \beta^{bc} \epsilon^a \wedge \iota_b \iota_c (\frac{1}{2} A_{ef} \tilde{\epsilon}^e \wedge \tilde{\epsilon}^f) = -Q_a \epsilon^a \tilde{\epsilon}^a ,
\]

\[
Q_c \alpha^a \iota_a (\frac{1}{2} A_{bd} \tilde{\epsilon}^b \wedge \tilde{\epsilon}^d) = Q_c \alpha^a A_{ad} \tilde{\epsilon}^d .
\]

These relations are derived using the definitions and properties of \( \tilde{\nabla} \), \( Q \), and conventions of appendix A. From them, we deduce, as given in (1.16)

\[
\frac{1}{2} \mathcal{D} A = \tilde{\epsilon}^a \nabla_a \cdot \epsilon^a \wedge - \tilde{\nabla}^a \cdot \iota_a + \mathcal{T} \nabla + R \nabla (e^{-\tilde{\phi}} A) ,
\]

where \( \nabla_a \cdot \epsilon^a \wedge = \text{d} \), as we act on forms. The second term gives an interesting counterpart to the exterior derivative.

The resulting \( \mathcal{D} \) for standard supergravity is a known spinorial derivative [56], and its square gives the standard NSNS BI as mentioned in (1.5). We are now going to show the analogous result for the \( \beta \)-supergravity derivative and our BI (3.1) - (3.4). A first hint is given by the comparison to the above derivative \( \mathcal{D}_7 \) of [35] given in (3.11). For constant forms and fluxes, we recognise that in both cases (\( \beta \) or \( b \) vanishes), one has

\[
\mathcal{D}_7 = \frac{1}{2} \mathcal{D}_2 .
\]

The natural completion of \( \mathcal{D}_2 \) in the case of non-constant fluxes would have been by derivatives, as given by \( \mathcal{D}_1 \). Interestingly, we will see that this is not enough to recover the BI: the additional traces and dilaton terms of \( \mathcal{D}_3 \) are also needed. So we now turn to the study of the nilpotency condition for the above derivative \( \mathcal{D} \) of (3.25)

\[
\mathcal{D}^2 A = 0 .
\]

We compute in appendix C.2 this condition in details. It produces the following set of seven
equations

\[-\frac{1}{2} \partial_{[a} f^d_{bc]} + \frac{1}{2} f^d_{[a} f^g_{bc]} = 0 \quad (3.31)\]
\[-\frac{1}{2} Q_d^g h_{[a} f^g_{bc]} = 0 \quad (3.32)\]
\[-\frac{3}{2} \beta_{de} \partial_{e} f^b_{da} + \frac{3}{2} \beta_{de} f^b_{h[a} f^g_{e]} = 0 \quad (3.33)\]
\[-\frac{1}{2} \partial_{[a} Q_c^d e_{ac} + \frac{1}{4} \left( -4 f^d_{[a} Q_c^e g_{]cg} + f^g_{ac} Q_c^d e_{ac} \right) = 0 \quad (3.34)\]
\[-\frac{1}{2} \beta_{de} \partial_{e} Q_d^c g_{[e} f^d_{bc]} - \frac{1}{2} \beta_{de} Q_c^g g_{[e} f^d_{bc]} + \frac{1}{4} \beta_{de} Q^g_{ab} f^g_{ed} = 0 \quad (3.35)\]
\[\frac{1}{6} \left( \partial_{a} R_{bced} - 3 \partial_{b} \partial_{c} Q_{a}^{cd} \right) - \frac{1}{2} \left( -R_{b[ac} f^d_{e]g} + Q_{a}^{g[b} f^d_{e]} Q_{c}^{d} \right) = 0 \quad (3.36)\]
\[-\frac{1}{6} \beta_{de} \partial_{e} R_{bcde} - \frac{1}{4} Q_{g}^{ab} R_{cd}[g] = 0 \quad (3.37)\]

It is remarkable that the dilaton terms completely cancel out. All of the above equations are not independent. (3.33) is a contraction of (3.31) by \( \beta \), and similarly (3.35) is a contraction of (3.34). We are then left with a set of five independent identities. These are exactly the four Bianchi identities listed before: (3.31) matches (3.1), (3.34) matches (3.2), (3.36) matches (3.3), (3.37) matches (3.4). So the square of this spinorial derivative \((3.25)\) precisely produces the BI. In addition we find the scalar condition derived in \[35\], and given in (3.12), from the fully contracted terms (3.32).

Given this result, and the expression of \( D \) given in (3.28), we deduce on a two-form \( A \)

\[
\left\{ \nabla_a \cdot \tilde{e}^a \wedge \tilde{\omega}^b \cdot \tau_b - \mathcal{T} \cdot \bigvee \right\} A = -\frac{1}{2} \left( \beta_{bg} S_{a bg} A_{cd} + S_{abg} A_{b g} \right) \tilde{e}^a \wedge \tilde{e}^d , \quad (3.38)
\]

where the quantities \( S \) are defined in section 3.2.3 and correspond to the LHS of the BI (3.1) and (3.2). This gives a tensorial form to (3.2), since such a form for (3.1) was already mentioned in the Introduction. The cases of (3.3) and (3.4) were discussed below the latter.

### 3.2 T-dual NS-branes sourcing the Bianchi identities

As presented in the Introduction, the Bianchi identity (BI) for the \( H \)-flux gets modified with a source term on its right-hand side (RHS) in the presence of an NS5-brane. We show in this section that the BI (3.1)-(3.4) just studied get corrected similarly if other NS-branes are present, namely for a Kaluza-Klein (KK) monopole or a \( Q \)-brane. These are vacua of standard supergravity and \( \beta \)-supergravity. Up to smearing, they are T-dual to the NS5-brane. We first present these solutions following the literature. We then focus on the smearing procedure that allows T-dualities along isometry directions. This clarifies how the different warp factors can be the appropriate Green functions in the Poisson equations of each brane. We finally verify how the branes are related by T-duality. We further show that the above BI on the brane vacua boil down to the Poisson equations, allowing the emergence of the source term. This study establishes \( \beta \)-supergravity as a nice framework to describe \( Q \)-branes.

#### 3.2.1 NS-branes solutions

We present here the various NS-branes, starting with the NS5-brane that sources the \( H \)-flux. The NS5-brane solution was first given in the limit of zero size instanton in \[60\], and presented
in a broader context in [61] as corresponding to the case where the gauge field vanishes. More generalizations and references can be found in [62, 63]. Smearing and T-dualising it along one direction leads to the $KK$-monopole, which was first discovered as a solution to pure five-dimensional general relativity (see [64, 65] and references therein); it sources the geometric flux. A further smearing and T-duality along another direction leads to a new brane known as the $52$-brane [30, 31] or $Q$-brane [32]. It is one of the exotic branes [30, 66, 31, 32, 67, 68]; those recently received much attention, as being related to standard branes by different $U$-dualities. $Q$-branes are non-geometric vacua of standard supergravity, but become geometric in $\beta$-supergravity [32, 33] and then source the $Q$-flux.

NS5-brane

The NS5-brane is physically a codimension 4 object, i.e. it is located in four dimensions that are singled out as we will see below; it is the magnetic counterpart of the fundamental string. The original solution takes the following form

$$ds^2 = ds_6^2 + f_H \, d\hat{s}_3^2, \quad H_{mnp} = -\sqrt{|g_4|} \epsilon_{4mpnq} g^{qr} \partial_r \ln f_H \ , \quad e^{2\phi} = f_H$$

where

$$d\hat{s}_3^2 = \sum_{m=1...4} (dx^m)^2, \quad r_4 = \sum_{m=1...4} (x^m)^2, \quad f_H = e^{2\phi_H} + \frac{q}{r_4} ,$$

and $ds_6^2$ is the Minkowski metric. $d\hat{s}_3^2$ is the flat Euclidian metric, and gives the transverse directions. The warp factor $f_H$ depends on the radius $r_4$ and on two constants, the value at $\infty$ of the dilaton $\phi_H$, and $q$ that is related to the tension of the brane. The $H$-flux is proportional to the volume form coefficient of the transverse four-dimensional space $\sqrt{|g_4|} \epsilon_{4mpnq}$ (see appendix A for conventions). Given the transverse metric, we can simplify the expression for the $H$-flux towards

$$H_{mnp} = -\epsilon_{4mpnq} \delta^q r \partial_r f_H \ , \quad \tag{3.40}$$

Kaluza-Klein monopole

The $KK$-monopole is considered here as a codimension 3 brane. This solution is given by

$$ds^2 = ds_6^2 + f_K \, ds_3^2 + f_K^{-1} (dx + ay)^2, \quad H_{mnp} = 0 \ , \quad e^{2\phi} = 1$$

where

$$ds_3^2 = d\rho^2 + \rho^2 d\varphi^2 + \rho^2 \sin^2 \varphi \, dy^2, \quad f_K = e^{2\phi_K} - \frac{q_K}{\rho} .$$

The metric $ds_6^2$ is still that of Minkowski, and the metric $ds_3^2$ is the flat space one. But we prefer here to use spherical coordinates $(\rho, \varphi, y)$ for the three transverse directions. The radius $\rho$ will sometimes be denoted $r_3$ below. The warp factor $f_K$ depends on two constants, $\phi_K$ denoted this way for convenience, and $q_K$ that we will relate to the above $q$ in section 3.2.2. Finally, the important quantity in the solution is $a$. It is like a connection one-form

7We have a factor of 2 difference for the $H$-flux with respect to the conventions of [61]. Note that the warp factor given here is not considered in [60, 33], as only the $KK$-monopole and T-duals are used there. In particular, only the smeared warp factor of the NS5-brane is present there.

8A warp factor for the $KK$-monopole depending on $x$ was considered in [70, 71], and related to world-sheet instantons corrections [72]. One can verify that it matches ours far away from the brane

$$f_K(\rho, x) = \frac{1}{g^2} + \frac{1}{2\rho \cosh \rho} \frac{\sinh \rho}{\rho - \cos x} , \quad \tag{3.42}$$
coefficient and is a priori not gauge invariant. Away from the singularity, one has

$$a(\varphi) = q_K \cos \varphi \text{ for } \rho > 0 .$$

(3.43)

We will complete it towards

$$a(\rho, \varphi) = \cos \varphi \rho^2 \partial_\rho f_K ,$$

(3.44)

for reasons to be detailed in section 3.2.3. From this we will deduce the corresponding (geometric) flux; the latter will be a better defined quantity to consider. It will be given by

$$f^x_\varphi y = f_K^{-\frac{3}{2}} \partial_\rho f_K .$$

(3.45)

**Q-brane**

The Q-brane is a codimension 2 brane. This solution is better described in terms of $\beta$-supergravity as

$$d\tilde{s}^2 = d\rho^2 + f_Q d\varphi^2 + f_Q^{-1}(dx^2 + dy^2) , \text{ only } \beta^{xy} = -\beta^{yx} \neq 0 , \text{ } e^{2\tilde{\delta}} = f_Q^{-1}$$

(3.46)

where $d\tilde{s}^2 = d\rho^2 + \rho^2 d\varphi^2 , \text{ } f_Q = e^{-2\tilde{\delta}Q} - q_Q \ln \rho .$

Its expression in terms of standard supergravity is given below in (3.85). The metric $d\tilde{s}^2$ is again Minkowski, and $d\tilde{s}^2$ is the flat metric, given this time using polar coordinates $\{\rho, \varphi\}$ for the transverse directions. The radius $\rho$ will sometimes be denoted $r_2$ below. The warp factor $f_Q$ depends on two constant, $\tilde{\phi}_Q$ denoted this way for convenience, and $q_Q$ that we will relate to $q$ in section 3.2.2 $\tilde{\phi}_Q$ may contain a cutoff when $\rho \rightarrow \infty$, as mentioned in [30, 31]; we will rediscuss this point in section 3.2.2. Finally, as for the KK-monopole and $a$, the field $\beta$ is here not a well-defined quantity. Still, we will consider (in curved indices)

$$\beta^{xy} = -\varphi \rho \partial_\rho f_Q \Rightarrow \beta^{xy} = q_Q \varphi \text{ for } \rho > 0 .$$

(3.47)

The $Q$-flux is a better defined quantity. It will be given by (in flat indices)$^9$

$$Q_\varphi^{xy} = -f_Q^{-\frac{3}{2}} \partial_\rho f_Q .$$

(3.49)

We verify explicitly in appendix D.1 that the Q-brane is a solution to the equations of motion of $\beta$-supergravity. In [32], using a different method, this result is obtained away from the singularity (the warp factor is considered there as a harmonic function; here we don’t).

$^9$As usual, the three fluxes are the same in flat indices, up to a sign on the structure constant. For the $H$-flux, one can choose coordinates that isolate the coordinate $r_4$. The corresponding metric element would still only be given by a warp factor, so one would get

$$H_{mnp} = -\sqrt{|g_4|} \epsilon_{4mnp(r_4)} \partial_4 \partial_{r_4} f_H .$$

(3.48)

The remaining volume factor is then removed when going to flat indices (see the conventions on $\epsilon$ in the appendix A). So the three fluxes are the same in flat indices, although one needs to take the same warp factor. This only happens when there is smearing, i.e. in the case of T-duality, as we will show below. It is definitely in that case that we expect the equality of the fluxes, as given in the T-duality chain of [3].
3.2.2 Smearing warp factors and Poisson equations

The brane solutions that we have just presented are related by smearing and T-dualising along transverse directions. We focus here on the different warp factors, and show how smearing relates one warp factor to the other. This explains how each of those can satisfy the appropriate Poisson equation. To get familiar with these ideas, we start with the well-known case of $p$-branes solutions, before turning to NS-branes.

Warm-up: $D_p$-branes

A $p$-brane is a type II supergravity background that provides an effective description of a $D_p$-brane in some regime. This solution contains in particular a dilaton that depends on the warp factor $Z_p(r)$, and the metric is given by

$$\text{d}s^2 = Z_p^{-\frac{1}{2}} \text{d}s_\parallel^2 + Z_p^{\frac{1}{2}} \text{d}s_\perp^2,$$

where $\text{d}s_\parallel^2$ is the Minkowski space-time along the brane, $\text{d}s_\perp^2$ the flat Euclidian space transverse to the brane, $r$ the Euclidian radius for the latter, and

$$Z_p(r) = 1 + \frac{q_p}{r^{7-p}}, \quad \text{for } p \leq 6,$$

with $q_p$ a constant related to the tension of the brane. The Ramond-Ramond (RR) flux $F$ of this background verifies typically a BI of the form

$$\text{d}F = Q \delta(x_\perp).$$

The flux is sourced by the brane, localised by the $\delta$ in its $9-p$ transverse directions, and carrying a charge $Q$. Using for instance the transverse Hodge star $\ast_\perp$, one can extract the forms to leave only coefficients, in particular the density $\delta^{(9-p)}(x_\perp)$. The Bianchi identity then typically boils down to the scalar equation (up to a proper normalisation)

$$\Delta_{9-p} Z_p = \delta^{(9-p)}(r),$$

where $\Delta_{9-p}$ is the Laplacian of the unwarped metric $\text{d}s_\perp^2$. The appearance of the latter can be understood for $F = \ast \text{d}C$ with $C$ the dual potential. This scalar equation is a Poisson equation; solving it means finding the Green function for the Laplacian given some boundary conditions. The solutions to this problem are known: for two dimensions, one has $\ln r$, and for $d_\perp \geq 3$, one has $\frac{1}{r^{d_\perp-2}}$. For $d_\perp = 3$, this is the well-known electrostatic potential. The radial dependence in the transverse space directions $d_\perp = 9 - p$ coincides precisely with that of $Z_p$ as expected.

We now consider T-dualities on these branes. T-dualising along a transverse direction is known to extend a $D_p$-brane to a $D_{p+1}$-brane. Can this be seen on the above solutions? The

---

10 The $(9-p)$-form $\delta(x_\perp)$ of (3.52) can also be viewed as a current, and defined through

$$\int_{||} A_{p+1} = \int_0^1 A_{p+1} \wedge \delta(x_\perp)$$

for any $(p+1)$-form $A_{p+1}$ (see for instance [73, 74]).

11 The BI and resulting scalar equation are sometimes more complicated, depending on what exactly is $F$. For example, an additional constant next to the $\delta$ can be obtained, see for instance [75].
standard "radius inversion" of T-duality inverts a warp factor in the metric, so the correct powers of warp factor are obtained by applying the Buscher rules. However, the warp factor itself should also be changed from $Z_p$ to $Z_{p+1}$, as well as the radius of the transverse directions, from $r_{9-p}$ to $r_{9-(p+1)}$. This is rather obtained from the smearing required by T-duality, as explained in [75]: a transverse direction of coordinate $x$, along which we want to T-dualise, is a priori not an isometry, since $Z_p$ depends on $x$. To allow the T-duality, we first make it an isometry by smearing, that amounts to averaging in this direction

$$Z_{p+1}(r_{9-(p+1)}) \sim \int dx \ Z_p(r_{9-p}) , \quad r_{9-p}^2 = x^2 + r_{9-(p+1)}^2 . \quad (3.55)$$

The smeared $p$-brane is then T-dual to the $(p+1)$-brane. Interestingly, the Poisson equations are also consistent under this procedure

$$\Delta_{9-p} Z_p = ((\partial_x)^2 + \Delta_{9-(p+1)}) Z_p = \delta^{(9-p)}(r_{9-p}) \quad (3.56)$$

$$\Rightarrow \int dx \ ((\partial_x)^2 + \Delta_{9-(p+1)}) Z_p = \int dx \ \delta^{(9-p)}(r_{9-p}) \quad (3.57)$$

$$\Rightarrow \left(0 + \Delta_{9-(p+1)} \int dx \right) Z_p = \delta^{(9-(p+1))}(r_{9-(p+1)}) \quad (3.58)$$

$$\Rightarrow \Delta_{9-(p+1)} Z_{p+1} = \delta^{(9-(p+1))}(r_{9-(p+1)}) . \quad (3.59)$$

In the last but one line, we use conditions on the warp factor and its derivatives that will be verified in the examples below. In this derivation, we actually only need the warp factor without its pure constant part, since only its derivatives are involved. So that is what we meant in (3.55), and what will be used in the following.

The $NS$-branes share many features with the $p$-brane solutions. They both have warp factors that determine the transverse directions. The constants in the warp factors are related to the tension of the brane, although they scale differently in $e^{\phi_0} = g_s$. Finally, these warp factors take analogous forms, corresponding to the various Green functions in different (co)dimensions. As we will see, the $NS$-branes satisfy as well Poisson equations. They actually follow the same logic as the $D_p$-branes: up to smearing, they are T-dual. Their (co)dimension, metric and warp factors given above match all the criteria just discussed for that to hold. We will verify explicitly the T-duality relations and derive the Poisson equations from the Bianchi identities in section 3.2.3. Before doing so, let us first relate their different warp factors by smearing as just explained for the $p$-branes.

**NS5-brane**

The Bianchi identity for the $H$-flux of the NS5-brane is given by $dH$, proportional to $(\pi)$

$$\hat{c}_{[m} H_{npq]} = - \hat{c}_{[m} \epsilon_{npq]} \, \delta^{r,s} \hat{c}_s f_H \propto \epsilon_{4mnqp} \delta^{r,s} \hat{c}_r \hat{c}_s f_H , \quad (3.60)$$

where we used the expression of the $H$-flux (3.30). One therefore gets that

$$dH \propto \hat{\text{vol}}_4 \, \Delta_4 f_H , \quad \Delta_4 = \sum_{m=1...4} (\hat{c}_m)^2 , \quad (3.61)$$

with the four-dimensional volume form $\hat{\text{vol}}_4$. The Bianchi identity in presence of a source is given by $dH \propto \hat{\text{vol}}_4 \, \delta^{(4)}(r_4)$, so the warp factor has to solve the Poisson equation

$$\Delta_4 f_H = c_H \, \delta^{(4)}(r_4) , \quad (3.62)$$
with a constant $c_H$. In other words, $f_H/c_H$ should be a Green function for the four-dimensional Laplacian $\Delta_4$. A known Green function for this problem is $\frac{1}{r_4^4}$, so $f_H$ given in (3.39) certainly solves the Poisson equation. A crosscheck of this result is that away from the singularity $r_4 = 0$, the Poisson equation boils down to the Laplace equation, meaning

$$\Delta_4 f_H = 0 \quad \text{for} \quad r_4 > 0 .$$  

(3.63)

One can verify that this holds for $f_H$ of (3.39).

**Kaluza-Klein monopole**

We turn to the $KK$-monopole. We follow the procedure explained above, by smearing the NS5-brane along one direction $x$. First, we introduce the new three-dimensional radius $r_3^2 = r_4^2 - x^2$. Then, we smear the warp factor without its constant $f_H - e^{2\phi_H}$ to get the new one $f_K$ up to its constant $e^{2\phi_K}$, as follows

$$f_K(r_3) - e^{2\phi_K} = \int_{-\infty}^{+\infty} dx \left( f_H(r_4) - e^{2\phi_H} \right) = \left[ \frac{q}{r_3} \arctan \left( \frac{x}{r_3} \right) \right]_{-\infty}^{+\infty} = \frac{q\pi}{r_3} .$$  

(3.64)

This new warp factor matches the one given in (3.41) with $q_K = -\pi q$. In addition, it is a known solution to the three-dimensional Poisson equation

$$\Delta_3 f_K = c_K \delta^{(3)}(r_3) ,$$  

(3.65)

the well-known electrostatic potential. One can straightforwardly verify that

$$\Delta_3 f_K = 0 \quad \text{for} \quad r_3 > 0 .$$  

(3.66)

This result was expected from the discussion around (3.56) - (3.59). One condition for this procedure to work is that the derivative of the warp factor vanishes on the boundary. Here this holds, as $\partial_m f_H = -\frac{2q x^m}{r_4^2} \sim -\frac{2q}{(x^2)}$. The same will be true for the further warp factors (the power of $x^m$ in the denominator decreases by one at each step).

**Q-brane**

We should now obtain the warp factor $f_Q$ of the $Q$-brane by smearing the previous one along a further direction $y$. We introduce the two-dimensional radius $r_2^2 = r_3^2 - y^2$, and the boundary constant $e^{-2\phi_Q}$. We introduce further $\epsilon$ that will be sent to $\infty$, and the function $\text{arsinh} x = \ln(x + \sqrt{x^2 + 1})$. Then

$$f_Q(r_2) - e^{-2\phi_Q} = \int_{-\epsilon}^{+\epsilon} dy \left( f_K(r_3) - e^{2\phi_K} \right) = q\pi \left[ \ln \left( \frac{y + \sqrt{(y^2 + r_2^2)}}{r_2} \right) \right]_{-\epsilon}^{+\epsilon} = q\pi \left[ \ln \left( y + \sqrt{(y^2 + r_2^2)} \right) \right]_{-\epsilon}^{+\epsilon} .$$  

(3.67)

The function $\text{arsinh} x$ is odd, from which we get the property

$$\ln \left( -y + \sqrt{(y^2 + r_2^2)} \right) = -\ln \left( y + \sqrt{(y^2 + r_2^2)} \right) + 2\ln r_2 .$$
We deduce
\[ f_Q(r_2) - e^{-2\tilde{\phi}_Q} = 2q\pi \ln \left( \epsilon + \sqrt{(\epsilon^2 + r_2^2)} \right) - 2q\pi \ln r_2 . \]

This diverges when taking the limit \( \epsilon \to \infty \). We therefore need a cutoff, as argued in [31], to remove this divergence.\(^\text{12}\) Up to a redefinition of the constant \( \tilde{\phi}_Q \) to absorb it, one obtains
\[ f_Q(r_2) = e^{-2\tilde{\phi}_Q} - 2q\pi \ln r_2 . \] (3.68)

This warp factor matches the solution (3.46) with \( qQ = 2\pi q \). In addition, it is a known solution to the two-dimensional Poisson equation
\[ \Delta_2 f_Q = c_Q \delta^{(2)}(r_2) . \] (3.69)

One can straightforwardly verify that
\[ \Delta_2 f_Q = 0 \text{ for } r_2 > 0 . \] (3.70)

**R-brane ?**

It is tempting to go one step further: we smear along the direction \( z \) to get the warp factor \( f_R \) of a hypothetical \( R \)-brane, with constant \( e^{2\tilde{\phi}_R} \). We introduce the one-dimensional radius that depends on the left-over coordinate \( w \): \( r_1^2 = r_2^2 - z^2 = w^2 \). We introduce again an \( \epsilon \) that will be sent to \( \infty \). Then
\[
\begin{align*}
f_R(r_1) - e^{2\tilde{\phi}_R} &= \int_{-\epsilon}^{+\epsilon} dz \left( f_Q(r_2) - e^{-2\tilde{\phi}_Q} \right) = -q\pi \int_{-\epsilon}^{+\epsilon} dz \ln(z^2 + r_1^2) \\
&= -q\pi \left[ z \ln(z^2 + r_1^2) \right]_{-\epsilon}^{+\epsilon} + q\pi \int_{-\epsilon}^{+\epsilon} dz \frac{2z}{z^2 + r_1^2} \\
&= -2q\pi \epsilon \ln(\epsilon^2 + r_1^2) + 2q\pi \int_{-\epsilon}^{+\epsilon} dz \left( 1 - \frac{r_1^2}{z^2 + r_1^2} \right) \\
&= -2q\pi (\epsilon \ln(\epsilon^2 + r_1^2) - 2\epsilon) - 2q\pi r_1 \left[ \arctan \left( \frac{z}{r_1} \right) \right]_{-\epsilon}^{+\epsilon} .
\end{align*}
\] (3.71)

As for the \( Q \)-brane, the first term diverges. We consider again a cutoff and absorb it in a redefinition of the constant. We are then left with the second term, that gives for \( \epsilon \to \infty \)
\[ f_R(r_1) = e^{2\tilde{\phi}_R} - 2q\pi^2 r_1 = e^{2\tilde{\phi}_R} - 2q\pi^2 |w| . \] (3.75)

The absolute value is known to be a solution of the one-dimensional Poisson equation
\[ \Delta_1 f_R = c_R \delta^{(1)}(r_1) , \] (3.76)

and one can again verify that away from the singularity,
\[ \Delta_1 f_R = 0 \text{ for } r_1 > 0 . \] (3.77)

Although smearing the warp factor seems to work and to yield a consistent result, performing a T-duality along \( z \) is more challenging. It would require to smear as well the \( b \)-field.

\(^{12}\)It would be interesting to study whether the divergence is related to the non-geometry, and thus whether the field redefinition could avoid it, by for instance including volume factors in the integral relation (3.55).
or the $\beta$, for which there is no clear procedure. Maybe one could rather consider a direct T-duality transformation of the flux, as proposed in [76], since the flux is a better defined quantity that does not depend on $z$. We hope to come back to this possible $R$-brane solution in a future work. Note that it should be different than the one proposed in [32], that rather involves a dual coordinate.

3.2.3 Smeared branes, T-duality and sourced Bianchi identities

We have just shown how the warp factors of the different branes are related by smearing, and how this allowed them to solve the various Poisson equations. We have now all the tools necessary to T-dualise the (smeared) NS-branes into one another, and then verify that the Bianchi identities (3.1) - (3.4) for their fluxes lead to the Poisson equations. We start with the $Q$-brane, as it involves most of the ingredients needed for the others.

$Q$-brane

We are going to obtain the $Q$-brane by T-dualising the NS5-brane along two directions. To do so, we should first smear the latter. This amounts to consider the smeared warp factor $f_Q$ of (3.46) instead of the standard $f_H$ of (3.39), and to use cylindrical coordinates: $\rho = r_2$ and $\varphi$ for polar coordinates, and $x, y$ cartesian for the two smeared directions. Those coordinates are the most appropriate, not only because of the two-dimensional radius in $f_Q$, but also for T-duality. Unless one uses a procedure as the one of [76], T-duality requires to have a $b$-field. Given the expression of the $H$-flux in (3.40) and the relation $H_{mnp} = 3\epsilon_{[m} b_{np]}$, it is much simpler to obtain a $b$-field that respects the isometries using those coordinates. So starting with (3.39), the (twice) smeared NS5-brane is given by

$$ds^2 = ds_5^2 + f\, ds_4^2, \quad H_{mnp} = -\rho \, \epsilon_{4mnpq} \partial_{q} f, \quad e^2\phi = f$$

(3.78)

where $ds_4^2 = d\rho^2 + \rho^2 d\varphi^2 + dx^2 + dy^2$, $f = f_Q$, (3.79)

in curved cylindrical indices. Fixing $\epsilon_{4\rho\varphi xy} = +1$ (see conventions in appendix A), one computes away from the singularity the only non-trivial component of the $H$-flux

$$H_{\varphi xy} = q_Q \, \text{for} \, \rho > 0,$$

(3.80)

in curved indices. We then choose the following gauge for the $b$-field

$$b_{xy} = -b_{yx} = q_Q \, \varphi \, \text{for} \, \rho > 0,$$

(3.81)

so that it respects the isometries. To include the singularity, it is tempting to define

$$b_{mn} = \epsilon_{4\rho\varphi mn} a(\rho, \varphi), \quad \text{with} \, a = -\varphi \, \rho \partial_{\rho} f,$$

(3.82)

that gives the correct expression when acting with $\partial_{\varphi}$. But it leads to undesired $H$-flux components at the singularity when acting with $\partial_{\rho}$. This same ambiguity will appear below for the KK-monopole and the $Q$-brane. So it is important to keep it in mind: we consider this completed but ambiguous $b$-field, and the trick to get the good fluxes is to set $\partial_{\rho} a = 0$.

We now T-dualise along $x$. Applying the Buscher rules, we get no $b$-field and

$$ds^2 = ds_6^2 + f\, ds_3^2 + f^{-1}(dx + ady)^2, \quad H_{mnp} = 0, \quad e^2\phi = 1$$

(3.83)

where $ds_3^2 = d\rho^2 + \rho^2 d\varphi^2 + dy^2$.

(3.84)

---

13In [36] are given Buscher rules in terms of $g$ and $b$ that are equivalent to the transformation (4.11). We use those, with a minus sign difference on the $b$-field, due to conventions.
This corresponds to the KK-monopole (3.41) smeared along $y$, as can be seen from the warp factor and the coordinates. The smeared $a$ present here can only be understood through this T-duality procedure though. Finally, we T-dualise along $y$ and get

$$\begin{align*}
\text{ds}^2 &= \text{ds}^2_0 + f \text{ds}^2_2 + f^{-1}(1 + \frac{a^2}{f^2})^{-1}(dx^2 + dy^2) , \\
\beta_{xy} &= -b_{yx} = -af^{-2}(1 + \frac{a^2}{f^2})^{-1} , \\
e^{2\phi} &= f^{-1}(1 + \frac{a^2}{f^2})^{-1} ,
\end{align*}$$

(3.85)

which has been argued in [30] to be non-geometric. The $b$-field of the NS5-brane being linear away from the singularity, we have here a typical example of non-geometry, as described in sections 4.2 and 4.3. Using the field redefinition (2.1), we get

$$\begin{align*}
\text{ds}^2 &= \text{ds}^2_0 + f \text{ds}^2_2 + f^{-1}(dx^2 + dy^2) , \\
\beta_{xy} &= -\beta_{yx} = a , \\
e^{2\phi} &= f^{-1} ,
\end{align*}$$

(3.86)

where $d\hat{s}^2 = d\rho^2 + \rho^2 d\varphi^2$.

This is precisely the $Q$-brane solution (3.40).

Let us now determine the fluxes of this solution. The vielbein is given by

$$\tilde{e} = \begin{pmatrix}
f^\frac{1}{2} & f^{\frac{1}{2} \rho} & f^{-\frac{1}{2}} \\
f^{\frac{1}{2} \rho} & f^{-\frac{1}{2}} & f^{-\frac{1}{2}} \\
f^{-\frac{1}{2}} & f^{-\frac{1}{2}} & f^{-\frac{1}{2}}
\end{pmatrix},$$

(3.88)

from which we deduce the non-zero structure constants or geometric flux (A.2)

$$f^{\rho \varphi} = -\frac{1}{2} f^{-\frac{3}{2}} \tilde{\partial}_\rho f - f^{-\frac{1}{2}} \rho^{-1} , \\
f^{x \rho x} = f^y \rho_y = \frac{1}{2} f^{-\frac{3}{2}} \tilde{\partial}_\rho f , \\
f^a_{\ bc} = -f^a_{\ cb} ,$$

(3.89)

where with some abuse of notation we denote on the LHS the flat indices with the corresponding curved space coordinate, and on the RHS the derivative has a curved index. We now compute the $Q$-flux. It is worth noticing that the $Q$-brane solution verifies the condition $\beta^{mn} \tilde{\partial}_n \rho = 0$, as pointed out in [32]; this holds even at the singularity. Then, one has

$$Q_{c}^{\ ab} = \tilde{\partial}_c \beta^{ab} - 2 \beta^{[d[a} f^{b] \rho}_{\ cd},$$

(3.90)

as can be seen from (1.22), while $R^{abc} = 0$. Recalling the ambiguity of the $b$-field and $a$ in the NS5-brane discussed around (3.82), one gets the only non-trivial component of the $Q$-flux

$$Q_{\varphi}^{\ xy} = -f^{-\frac{3}{2}} \tilde{\partial}_\rho f ,$$

(3.91)

where we mean again flat indices, and the derivative has a curved index. This result matches precisely the smeared NS5 $H$-flux in flat indices, which confirms the validity of our procedure.

Finally, we turn to the BI. Given the fluxes just determined and using some antisymmetry arguments, one can see that (3.1), (3.3) and (3.4) are satisfied. Let us rather focus on (3.2), and the quantity

$$S_{af}^{\ cd} = \tilde{\partial}_a Q_{f}^{\ cd} - \beta g[d \tilde{\partial}_g f^e e]_a f - \frac{1}{2} Q_{g}^{\ de} f^g q_{af} + 2Q_{[a}^{\ g} f^e e]_g .$$

(3.92)
Similarly to the discussion for the $\rho$-spherical coordinates, we can then perform the T-duality along $x$ to choose the smeared warp factor $f$ where now $\Delta_2$ is the two-dimensional Laplacian obtained here in polar coordinates, since $f$ does not depend on $\varphi$. As argued in (3.69), $f$ is here the Green function for $\Delta_2$ up to a constant $c_Q$. So we propose the following correction of the BI (3.2) due to the source

$$S_{ab}^{cd} = -\frac{c_Q}{2} f^{-2} \varepsilon_{2\perp ab} \varepsilon_{2||ef} \eta^{ec} \eta^{fd} \delta^{(2)}(\rho) ,$$

where we took into account the constraints on the indices. This results in the BI (1.12), and we have just shown that the $Q$-brane solves it.

Let us mention that a BI with a $Q$-brane source term was proposed in [77]. We comment on it in appendix D.2 and conclude on a mismatch with our proposal (1.12).

**KK-monopole**

We follow a similar procedure to show that the KK-monopole is obtained by T-dualising the NS5-brane along one direction. We first smear the NS5-brane along $x$. Doing so amounts to choose the smeared warp factor $f_K$ of (3.11) instead of $f_H$, and to use the better suited spherical coordinates $\rho = r_3$, $\varphi$, $y$. Then the (once) smeared NS5-brane is given by

$$ds^2 = ds_6^2 + f \, ds_3^2 + f^{-1}(dx + ady)^2 , \quad H_{mnp} = -\rho^2 \sin \varphi \, \epsilon_{mnpq} \partial_\rho f , \quad \epsilon^{2\varphi} = f$$

where $ds_3^2 = d\rho^2 + \rho^2 d\varphi^2 + \rho^2 \sin^2 \varphi \, dy^2 + dx^2 , \quad f = f_K$.

Similarly to the discussion for the $Q$-brane, we introduce (in curved indices)

$$b_{mn} = \epsilon_{4\varphi mnn} \, a(\rho, \varphi) , \quad \text{with } a = \cos \varphi \, \rho^2 \partial_\rho f ,$$

$$b_{xy} = q_K \cos \varphi , \quad H_{\varphi xy} = -q_K \sin \varphi , \quad \text{for } \rho > 0 .$$

We can then perform the T-duality along $x$. It is formally the same as above, giving

$$ds^2 = ds_6^2 + f \, ds_3^2 + f^{-1}(dx + ady)^2 , \quad H_{mnp} = 0 , \quad \epsilon^{2\varphi} = 1$$

where $ds_3^2 = d\rho^2 + \rho^2 d\varphi^2 + \rho^2 \sin^2 \varphi \, dy^2$.

where now $f$ and $a$ are precisely those of the KK-monopole (3.11), that is thus recovered.

To proceed further, we consider the following vielbein and its inverse (in the basis $(\rho, \varphi, y, x)$)

$$\tilde{e} = \begin{pmatrix} \rho^{-\frac{1}{2}} & \rho^{-\frac{1}{2}} & -\rho^{-\frac{1}{2}} \rho^{-1} \sin^{-1} \varphi \\ \rho \sin \varphi & \rho^{-\frac{1}{2}} \sin^{-1} \varphi & \rho^{-\frac{1}{2}} (\rho^{-1} \sin^{-1} \varphi) \\ a & \rho \sin \varphi & \rho^{-\frac{1}{2}} a \sin^{-1} \varphi \\ \rho f^{-\frac{1}{2}} & \rho^{-\frac{1}{2}} f & \rho^{-\frac{1}{2}} \rho^{-1} \sin^{-1} \varphi & \rho^{-\frac{1}{2}} \rho^{-1} \sin^{-1} \varphi \end{pmatrix} , \quad \tilde{e}^{-1} = \begin{pmatrix} \rho^{-\frac{1}{2}} & \rho^{-\frac{1}{2}} & -\rho^{-\frac{1}{2}} \rho^{-1} \sin^{-1} \varphi \\ \rho \sin \varphi & \rho^{-\frac{1}{2}} \sin^{-1} \varphi & \rho^{-\frac{1}{2}} (\rho^{-1} \sin^{-1} \varphi) \\ a & \rho \sin \varphi & \rho^{-\frac{1}{2}} a \sin^{-1} \varphi \\ \rho f^{-\frac{1}{2}} & \rho^{-\frac{1}{2}} f & \rho^{-\frac{1}{2}} \rho^{-1} \sin^{-1} \varphi & \rho^{-\frac{1}{2}} \rho^{-1} \sin^{-1} \varphi \end{pmatrix} ,$$

from which we compute the following non-trivial structure constants (A.2)

$$f^\varphi_{\varphi \rho} = f^\varphi_{\rho \varphi} = \rho \, \partial_\rho (\rho^{-\frac{1}{2}} \rho^{-1}) , \quad f^\varphi_{\rho \varphi} = f^{-1} \rho^{-\frac{1}{2}} \rho^{-1} , \quad f^{xy}_{\varphi} = f^{y}_{\varphi} = -\rho^{-\frac{1}{2}} \rho^{-1} \sin \varphi \, \partial_\rho (\rho^{-1} \varphi) ,$$

$$f^{xy}_{\varphi} = -\rho^{-\frac{1}{2}} \rho^{-2} \sin^{-1} \varphi \, \partial_\rho a = f^{-\frac{1}{2}} \rho^{-1} \sin \varphi \, \partial_\rho (\sin^{-1} \varphi) , \quad f^a_{\alpha} = -f^a_{\alpha} .$$

(3.101)
As above, we mean flat indices on the LHS, and the derivatives carry curved indices on the RHS. Due to the ambiguity of the $b$-field of the $NS$-brane and of $a$ discussed around (3.82), we do not consider an $f^x_{\rho y}$, that would have been non-zero at the singularity. This way, for all T-dual branes, the important component of the flux has the (flat) indices $(\varphi, x, y)$ and is due to the potential, being here $a$. The value of these components even matches, up to a sign. The other $f$ present here are mostly artefacts of the metric and do not play the same role. Finally, the absence of $b$-field for the $KK$-monopole makes the other type of fluxes vanish.

We finally turn to BI: (3.2) - (3.4) are trivially satisfied, while (3.1) involves the quantity
\[ S^a_{bcd} = \partial_{[b}f^a_{cd]} - f^a_{[b}f^e_{cd]} . \] (3.102)
By antisymmetry, $S^\varphi_{bcd} = 0$. In addition, one can verify
\[ S^y_{\rho \varphi y} = \frac{1}{3} \left( f^\frac{1}{2} \partial_\rho f^y_{\varphi y} + f^y_{y \varphi} f^\varphi_{\rho \varphi} \right) = 0 . \] (3.103)
Therefore, the only non-zero $S^e_{bcd}$ is given by
\[
S^x_{\rho \varphi y} = \frac{1}{3} \left( f^\frac{1}{2} \partial_\rho f^x_{\varphi y} - f^x_{x \varphi} (f^x_{\rho y} + f^y_{\rho \varphi} + f^\varphi_{\rho \varphi}) \right) \\
= -\frac{1}{3} \sin^{-1} \varphi f^\frac{1}{2} \rho^2 \partial_\rho \partial_\varphi a \\
= \frac{1}{3} f^\frac{1}{2} \left( \partial^2_\rho f + \frac{2}{\rho} \partial_\rho f \right) = \frac{1}{3} f^\frac{1}{2} \Delta_3 f ,
\] (3.104)
where $\Delta_3$ is the three-dimensional Laplacian, here in spherical coordinates, since $f$ only depends on $\rho$. We mentioned that $f$ is the Green function for $\Delta_3$ up to a constant $c_K$ (3.65). So we propose the following correction of the BI (3.1) due to the source
\[ S^a_{bcd} = \frac{c_K}{3} f^\frac{1}{2} \epsilon_{3.\rho \varphi y} \epsilon_{1.1|\rho} \eta^{ca} \delta^{(3)}(\rho) , \] (3.107)
where only the numerical factor should be verified, and the convention for $\epsilon_{1.1|\rho}$ is only non-zero and equal to one if $e$ is the direction along the brane. This results in the BI (1.11), and we have just shown that the $KK$-monopole solves it.

$NS5$-brane

For completeness, let us come back to the BI of the $H$-flux for the $NS5$-brane. We showed below (3.60) how this BI in curved indices would lead to the Poisson equation. Going to flat indices amounts to multiplying by vielbeins since $dH$ is a tensor. One gets the quantity
\[ S_{abcd} = e^m \partial_{[b}e^p_{\varphi e} \partial^{[m}H_{npq]} - \partial_{[a}H_{bcd]} - \frac{3}{2} f^e \epsilon_{[ab}H_{cd]}e . \] (3.108)
In cartesian coordinates, the vielbeins are just given by $f^\frac{1}{2}$. So from (3.60), (3.62), and the above, we propose the following contribution of the source
\[ S_{abcd} = \frac{c_H}{4} f^\frac{1}{2} \epsilon_{4.\rho \varphi y} \delta^{(4)}(r_4) , \] (3.109)
where only the numerical factor should be verified, and the convention for $\epsilon_4$ is in appendix A. This results in the BI (1.3), and we have shown that the $NS5$-brane solves it.

\footnote{For the three branes, we obtained a factor $f^\frac{1}{2}$ next to the $\delta$ in the source contributions to the BI. It would be better to have a generic formula that reproduces this factor, for instance with volumes or vielbeins, but we did not find any.}
4 Geometric vacua of $\beta$-supergravity

In this section, we study the conditions for a vacuum of $\beta$-supergravity to be geometric, while its formulation in standard supergravity would be non-geometric. As explained in the Introduction, such backgrounds are those for which $\beta$-supergravity description is truly useful. In the context of compactification, those backgrounds allow a dimensional reduction to four-dimensional gauged supergravities with non-geometric fluxes; the latter would not have a ten-dimensional uplift otherwise. Whether a background is of this type is related to the symmetries used to glue its fields from one patch to another, as mentioned in the Introduction. We mostly follow the reasoning presented there, and clarify on the way several concepts such as geometry and non-geometry, that is a theory dependent notion. We end this section by studying the properties of some of these backgrounds, namely those that use $\beta$-transforms, determining in particular whether they eventually lead to new four-dimensional physics.

4.1 Symmetries of the NSNS sector

We consider a field configuration in a theory (possibly a vacuum), in a target space picture, as given by a set of fields defined locally on several patches of the space, and gluing from one to the other by some transformations. In order for this field configuration to be described by a single theory, as it should be to have a good description of the physics, or in other words, in order to use only one Lagrangian over the whole space, the gluing transformations should be symmetries of that theory [26]. It is therefore important to first identify these symmetries, as we now turn to. In section 4.2, we will then look at what type of background the symmetries lead to when used as gluing transformation.

4.1.1 General case

We will be mostly interested in the NSNS sector of standard supergravity given by the Lagrangian $L_{\text{NSNS}}$ (2.4) and the NSNS sector of $\beta$-supergravity given by the Lagrangian $\tilde{L}_\beta$ (2.6). Up to the field redefinition, they differ as explained in section 2.1 by a total derivative. In [1], we had

$$L_{\text{NSNS}} - \partial_m \left( e^{-2d} (\tilde{g}^{mn} \tilde{g}^{pq} \partial_n \tilde{g}_{pq} - g^{mn} g^{pq} \partial_n g_{pq} + \partial_n (g^{mn} - g^{mn})) \right) = \tilde{L}_\beta + \partial_m \left( e^{-2d} \frac{1}{|\tilde{g}|} \partial_n (\tilde{g}_{pq} \beta^p \beta^q |\tilde{g}|) - 4e^{-2d} \beta^{pn} \tilde{g}_{pq} T^q \right).$$

The total derivative can be simplified by noticing as in [3, 23] that $\tilde{g}^{mn} - g^{mn} = -\tilde{g}_{pq} \beta^p \beta^q$. Using in addition that $\partial_n \ln |\tilde{g}| = \tilde{g}^{pq} \partial_n \tilde{g}_{pq}$, one obtains

$$L_{\text{NSNS}} + \partial_m \left( e^{-2d} (g^{mn} \partial_n \ln |\tilde{g}| + 4\beta^{pn} \tilde{g}_{pq} T^q) \right) = \tilde{L}_\beta .$$

The field redefinition also gives that $|\tilde{g}| = |\tilde{g}|^{-1} |g|^{-1} + \beta^{-2}$, from which we get

$$L_{\text{NSNS}} + \partial_m \left( e^{-2d} (-2g^{mn} \partial_n \ln |1 + \tilde{g}\beta| + 4\beta^{pn} \tilde{g}_{pq} T^q) \right) = \tilde{L}_\beta .$$

The fact they differ only by a total derivative has two crucial consequences: first the equations of motion are then the same, up to the field redefinition, so a vacuum of one theory is then, at
least locally, a vacuum of the other theory. Secondly, a symmetry of a theory usually leaves its Lagrangian invariant up to a total derivative (the case of supersymmetry for instance), so here, a symmetry of one theory will be a symmetry of the other one.

The symmetries of both theories are well known and were studied in details in [1]. The Lagrangians are invariant under diffeomorphisms: this is manifest in their expressions (2.3) and (2.6). In addition, $\mathcal{L}_{\text{NSNS}}$ is invariant under the $b$-field gauge transformation. This can be translated as a transformation on the $\beta$-supergravity fields, and was called a $\beta$ gauge transformation [1]. $\tilde{\mathcal{L}}$ is then invariant under it up to a total derivative.

A field configuration that uses diffeomorphisms or $b$-field gauge transformations to glue is certainly geometric in standard supergravity (see the definition in section 4.2.1). As we will see, it may or may not be geometric in terms of $\beta$-supergravity, but in any case, such a description is not really necessary, as standard supergravity is then appropriate [26, 1]. Therefore, it would be interesting for $\beta$-supergravity to have more symmetries at hand. To reach such a situation, we necessarily have to modify the theories in some manner: we will consider a further constraint, or restriction, or subcase, that will generate an enhancement of symmetries, as suggested in [1]. Let us motivate the restriction to be considered by a new symmetry that appears manifestly in $\tilde{\mathcal{L}}$.

### 4.1.2 A new symmetry of $\beta$-supergravity

We present here a new symmetry of $\beta$-supergravity (under some conditions), that we will later relate to the $\beta$-transforms of T-duality. The Lagrangian $\tilde{\mathcal{L}}$, given in curved indices in (2.6), only contains $\beta$ through either $\partial_m \beta^{pq}$ or $\beta^{pr} \partial_r$, where the dot stands for any of the three fields or their derivatives. Therefore, the following holds

$$\beta^{pq} \rightarrow \beta^{pq} + \varpi^{pq}$$

with $\forall \ m, p, q, \ \varpi^{pr} \partial_r = 0$ , $\partial_m \varpi^{pq} = 0$ is a symmetry of $\tilde{\mathcal{L}}$.

(4.4)

In others words, a constant shift of $\beta$ by (an antisymmetric) $\varpi^{pq}$ satisfying $\varpi^{pr} \partial_r = 0$ leaves $\tilde{\mathcal{L}}$ invariant. Can the two requirements on $\varpi$ in (4.4) be relaxed to a more general one, which would, for instance, not require $\varpi$ to be constant? It does not seem possible, and the relation we will establish to T-duality suggests that there is no such generalization. So we stick to this form (4.4) of the symmetry. It is now important to understand the two conditions on $\varpi$ in (4.4), i.e. how can this symmetry be concretely realised. To that end, let us consider the following equivalence, given a field configuration and an integer $N > 1$

$$\forall \ m, p, q, \ \varpi^{pr} \partial_r \partial^m = 0$$

and

$$\varpi^{pr} \partial_r \partial^m \beta^{pq} = 0$$

(4.5)

(4.6)

(4.5) implies the invariance of $\tilde{\mathcal{L}}$ under the shift, and so of $\mathcal{T}$ under $\mathcal{T} = \tilde{\mathcal{T}}$. In addition, (4.6) makes the linear terms in $\varpi$ in the variation of the $R$-flux vanish. One could then hope for a more general symmetry. However, using the (anti)symmetry of $m, q$ in (4.5), one obtains that this condition and (4.6) are actually equivalent to the two of (4.4), at least for $\tilde{g}$ and $\beta$ instead of the dot.
\begin{align}
\exists N \text{ isometries generated by } N \text{ independent constant Killing vectors } V_i, \ i \in \{1 \ldots N\}. & \quad \Leftrightarrow \quad \text{Any constant } \varpi^{pq}, \text{ that is only non-zero along a specific } N \times N \text{ (diagonal) block, satisfies } \varpi^{pr} \partial_r = 0.
\end{align}
\tag{4.7}

We provide a rigorous proof of this equivalence in appendix E. As shown in that proof, the left-hand side of (4.7) can be translated as (E.2), i.e. as the independence of the fields (and their derivatives, by commutation) on \(N\) coordinates. In addition, the right-hand side of (4.7) gives conditions on the \(\varpi\) that are precisely those needed to realise the symmetry (4.4), up to the restriction of having a non-zero block. So this equivalence can be translated in particular into the implication:\(^{16}\)

\begin{align}
\text{The fields are independent of } N \text{ coordinates.} & \quad \Rightarrow \quad \text{The shift } \beta^{pq} \to \beta^{pq} + \varpi^{pq}, \text{ for any constant } \varpi^{pq} \text{ that is non-zero only along the } N \times N \text{ block, is a symmetry of } \hat{\mathcal{L}}_\beta.
\end{align}
\tag{4.8}

The symmetry can thus be realised provided the fields are independent of \(N\) (>1) coordinates; the allowed shifts are then those along these isometry directions, and constant. The new symmetry (4.4) is therefore tied to having isometries: it is not a symmetry of general \(\beta\)-supergravity, but requires to focus on the subcase (in particular, on the set of backgrounds) that have isometries. In this sense, it is reminiscent of T-duality for string theory; we will see that the two are actually related.

As this symmetry of \(\hat{\mathcal{L}}_\beta\) is only present in a subcase, one may wonder under what conditions it can also be a symmetry of \(\mathcal{L}_{\text{NSNS}}\). The field redefinition relating only the fields among themselves, the independence on the coordinates of one set of fields translates in that of the other set. So the conditions for the symmetry to be realised is the same on both sides: given the discussion made below (4.3), we deduce that in this subcase, this symmetry of \(\hat{\mathcal{L}}_\beta\) is also a symmetry of \(\mathcal{L}_{\text{NSNS}}\), up to a total derivative. We can actually be more precise on this last point: in the total derivative (4.3), \(\beta\) appears again through \(\partial_m \beta^{pq}\) and \(\beta^{pr} \partial_r\), but also through a determinant. The variation of this determinant does not seem to vanish, so \(\mathcal{L}_{\text{NSNS}}\) would be invariant under (4.4) only up to a non-vanishing total derivative. The same may happen reverse wise with constant \(b\)-shifts, although one should rewrite the total derivative in terms of \(g\) and \(b\) to verify this.

4.1.3 Elements of the T-duality symmetry

We now turn to T-duality. When the target-space fields are independent of \(N\) coordinates in a \(D\)-dimensional space-time, the bosonic string sigma-model gets an additional symmetry, that is T-duality (see the reviews [78, 79, 80] and references therein). This symmetry translates in the NSNS sector into the action of a constant \(O(N, N)\) group on the fields. Therefore, if

\(^{16}\)The reverse can only be formulated with the \(\varpi^{pr} \partial_r = 0\) condition, because it is not clearly the same as the constant shift being a symmetry.
the latter are independent of \( N \) coordinates, the target-space theory, namely \( \mathcal{L}_{\text{NSNS}} \), should inherit this symmetry: \( \mathcal{L}_{\text{NSNS}} \) is then invariant under the \( O(N, N) \) transformation (up to a total derivative)\(^{17}\). This invariance is not often mentioned, as one usually considers a full supergravity, for instance type IIA/B, that also contains a RR sector. The latter is on the contrary not always preserved by T-duality, so T-duality is generically not a symmetry of type II supergravities, but only a transformation. Here, we only focus on the NSNS sector, and we recall in appendix \[\text{E}^2\] two approaches to show the invariance of \( \mathcal{L}_{\text{NSNS}} \) under this transformation, up to a total derivative. The first one is the work by Maharana and Schwarz \[\text{[81]}\] that considers a compactification along the isometries, and the second one is the relation between \( \mathcal{L}_{\text{NSNS}} \) and the Double Field Theory Lagrangian, which is invariant under the bigger group \( O(D, D) \). We conclude that this \( O(N, N) \) transformation is a symmetry of \( \mathcal{L}_{\text{NSNS}} \) (up to a total derivative) when the fields are independent of \( N \) coordinates. As discussed above, the same then holds for \( \tilde{\mathcal{L}}_{\beta} \) and its fields.

Let us now present in more details the action of the T-duality group \( O(N, N) \). Its action on the fields is better characterised by considering the \( 2D \times 2D \) matrix \( \mathcal{H} \), the generalized metric that depends on the metric \( g \) and \( b \)-field, and the quantity \( d \) related to the dilaton, that we introduced in section \[\text{2.1}^2\]. In addition, one should consider \( O(D, D) \) elements \( O \) in their fundamental representation: they preserve the \( 2D \times 2D \) matrix:

\[
\eta = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad O^T \eta O = \eta .
\]  

(4.9)

The T-duality transformations then consist in taking a trivial embedding of \( O(N, N) \) into \( O(D, D) \), and acting with the corresponding elements on \( \mathcal{H} \); the transformed dilaton is defined so that \( d \) remains invariant:

\[
\left( \begin{array}{c} a \\ c \\ \hline f \\ h \end{array} \right) \in O(N, N) , \quad O = \left( \begin{array}{c|c} a & c \\ \hline f & \begin{pmatrix} 1 & 0_{D-N} \\ 0_{D-N} & 1 \end{pmatrix} \end{array} \right) \in O(D, D) ,
\]  

(4.10)

\[
\mathcal{H}' = O^T \mathcal{H} O , \quad e^{-2d} = e^{-2\phi} \sqrt{|g|} = e^{-2\phi'} \sqrt{|g'|} .
\]  

(4.11)

Only the components along the \( N \) directions are then transformed. A particular example is the Buscher transformation \[\text{[82, 83]}\] along all \( N \) directions given by \( a = h = 0_N, \ c = f = 1_N \).

Let us now present the content of this \( O(N, N) \) group. For string theory, any element of \( O(N, N, Z) \) can be generated by the following three types of elements \[\text{[78, 79]}\]:

- the \( GL(N, Z) \) subgroup: for \( a \in GL(N, Z) \), one considers\(^{18}\)

\[
O_a = \begin{pmatrix} a & 0_N \\ 0_N & a^{-T} \end{pmatrix} \in O(N, N, Z) .
\]  

(4.12)

- the \( b \)-transforms: for \( \varpi \) an \( N \times N \) antisymmetric integer matrix, one considers

\[
O_{\varpi} = \begin{pmatrix} 1_N \\ \varpi \\ \hline \varpi^T & 1_N \end{pmatrix} \in O(N, N, Z) .
\]  

(4.13)

\(^{17}\)Its regime of validity as an effective theory might however be changed accordingly to the transformation.

\(^{18}\)This subgroup can be further decomposed into generators, see e.g. \[\text{[78]}\] and references therein.
the Buscher transformations [82, 83]: for $c_i$ the $N \times N$ matrix with only one non-zero entry, equal to 1 and placed in the $(i, i)$ position, one considers
\[
O_{t_i} = \begin{pmatrix} 1_N - c_i & c_i \\ c_i & 1_N - c_i \end{pmatrix} \in O(N, N, \mathbb{Z}).
\]
(4.14)

Let us introduce yet another set of elements

- the $\beta$-transforms: for an integer $N \times N$ antisymmetric matrix $\varpi$, one considers
\[
\begin{pmatrix} 1_N & \varpi \\ 0_N & 1_N \end{pmatrix} = \begin{pmatrix} 0_N & 1_N \\ 1_N & 0_N \end{pmatrix} \begin{pmatrix} 1_N & 0 \\ \varpi & 1_N \end{pmatrix} \begin{pmatrix} 0_N & 1_N \\ 1_N & 0_N \end{pmatrix} = O_t^T O_{\varpi} O_t,
\]
(4.15)

where we denote by $O_t$ the Buscher transformation along all $N$ directions
\[
O_t = O_{t_1} \ldots O_{t_N} = \begin{pmatrix} 0_N & 1_N \\ 1_N & 0_N \end{pmatrix}.
\]
(4.16)

At the level of supergravity, the stringy T-duality group just discussed is extended to $O(N, N, \mathbb{R})$. We then consider the natural extensions of the above elements towards the $GL(N, \mathbb{R})$ subgroup, the real $b$- and $\beta$-transforms, where $a$ and $\varpi$ are now real. Those three sets form three independent subgroups of $SO(N, N, \mathbb{R})$ (they only contain elements that have a determinant equal to 1). So they do not generate the whole $O(N, N, \mathbb{R})$, in particular no combination can reproduce an $O_{t_i}$ as $\text{det} O_{t_i} = -1$. There might even be some elements of $O(N, N, \mathbb{R})$ that are not generated by a simple extension from $O(N, N, \mathbb{Z})$. Nevertheless, we will mainly focus in the following on these three subgroups of $SO(N, N, \mathbb{R})$, but we can keep in mind the possibility of further T-duality transformations.

We now look at the action of these three subgroups on the NSNS fields. We explained above that when fields are independent of $N$ coordinates, the $O(N, N)$ T-duality group is a symmetry of the Lagrangians (up to a total derivative). So each of these three transformations should then correspond to a symmetry. The action of the three subgroups of interest can be read from (4.10) and (4.11), but also from the corresponding action on a generalized vielbein $\hat{E}$ (up to Lorentz transformations)
\[
\hat{E}' = \hat{E} O.
\]
(4.17)

By considering respectively $E$ and $\tilde{E}$ of (2.2), one gets simple expressions for the $b$-transforms, resp. $\beta$-transforms: they just consist in shifting the $b$-field, resp.
\[
b\text{-transform: } e' = e, \quad b' = b + \begin{pmatrix} \varpi \\ 0_{D-N} \end{pmatrix},
\]
(4.18)
\[
\beta\text{-transform: } \tilde{e}' = \tilde{e}, \quad \beta' = \beta + \begin{pmatrix} \varpi \\ 0_{D-N} \end{pmatrix},
\]
(4.19)

along the $N$ directions. In addition, we read the $GL(N, \mathbb{R})$ action on either set of fields as
\[
O_a : e' = e \begin{pmatrix} a \\ 1_{D-N} \end{pmatrix}, \quad b' = \begin{pmatrix} a \\ 1_{D-N} \end{pmatrix}^T b \begin{pmatrix} a \\ 1_{D-N} \end{pmatrix},
\]
(4.20)
\[
\tilde{e}' = \tilde{e} \begin{pmatrix} a \\ 1_{D-N} \end{pmatrix}, \quad \beta' = \left(\beta \begin{pmatrix} a \\ 1_{D-N} \end{pmatrix}\right)^{-1} \beta \begin{pmatrix} a \\ 1_{D-N} \end{pmatrix}^{-T}.
\]
Let us now identify the corresponding symmetries. The $b$-transforms (4.18) are an obvious symmetry of $L_{NSNS}$: first, constant shifts of $b$ certainly leave the Lagrangian invariant, as the latter only depends on $\partial b$; second, this shift symmetry is a subcase of the known $b$-field gauge symmetry, since a constant shift can be brought to the form of a $dA$. The $GL(N)$ subgroup is also clearly a symmetry: its action (4.20) on the fields is a particular example (in matrix notations) of diffeomorphisms, that are known to be a gauge symmetry of both $L_{NSNS}$ and $\tilde{L}_\beta$. Let us verify this point. A diffeomorphism generically transforms the $b$-field as $b_{mn}(x') = b_{pq}(x) \frac{\partial x^p}{\partial x'^m} \frac{\partial x^q}{\partial x'^n}$. Having the $O_a$ transformation as a diffeomorphism amounts at first to satisfy the following set of differential equations

$$
\left( a \begin{array}{c}
1 \\
D_{D-N}
\end{array} \right)^p_m = \frac{\partial x^p}{\partial x'^m}.
$$

(4.21)

This can easily be achieved since $a$ is constant. Additionally, of the coordinates obtained from this resolution, the field only depends on those not along the $N$ directions: thanks to the $\delta^p_m$, those can easily be chosen as $x' = x$. For that reason, $b_{mn}(x') = b_{pq}(x) \frac{\partial x^p}{\partial x'^m} \frac{\partial x^q}{\partial x'^n}$ can be realised by the action of $O_a$.

Finally, the $\beta$-transforms (4.19) should also be a symmetry when fields are independent of $N$ coordinates. This may look surprising from the $L_{NSNS}$ point of view, as it does not seem to match a known symmetry (in particular, translated on the standard supergravity fields, this transformation acts both on $b$ and $g$). However, in view of (4.18), $\beta$-transforms clearly correspond to the new symmetry of $\tilde{L}_\beta$ discussed in section 4.1.2: constant shifts of $\beta$ along coordinate directions on which no field depends. It is then a symmetry of $L_{NSNS}$ up to a total derivative. We now understand that the new symmetry of section 4.1.2 can be viewed as the $\beta$-transforms, a subgroup of the T-duality group.

4.2 To be or not to be geometric

We discussed above the different symmetries of $L_{NSNS}$ and $\tilde{L}_\beta$, in general but also when restricting to the presence of some isometries. We now study the effect of using these various symmetries to glue fields of these theories from one patch to the other: after proposing a precise definition of geometry and non-geometry, we discuss whether using a given symmetry leads to a geometric or non-geometric field configuration. To illustrate this discussion, we then provide an example for which we prove the non-geometry.

---

19The two other subgroups of the T-duality group have been shown to correspond to subcases of gauge transformations, so one may wonder whether the same could happen for the $\beta$-transforms. This is related to the footnote 15, and it looks unlikely. It may still be doable in the broader set-up of DFT, when considering $\tilde{\delta} \neq 0$. 
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4.2.1 Symmetries and (non)-geometry

The original idea of non-geometry [20, 9, 21] went as follows: a field configuration (string coordinates, supergravity fields...) is non-geometric for string theory if its fields can be defined on a set of patches (in target space), but the transformations needed to glue them from one to the other are not among the standard symmetries of a (differential) geometric configuration, meaning diffeomorphisms and gauge transformations. Still, these transformations are symmetries of string theory. As mentioned in the Introduction, it is important that these transformations correspond indeed to symmetries of a given theory [26]; this allows the field configuration to be described by a single theory on all patches, which is crucial for physics. Keeping this idea in mind, we extend here the notion of geometric or non-geometric field configuration to our target space theories: the transformations used to glue the fields should then be symmetries of the latter, and not only of string theory. Then, to distinguish between a geometry and a non-geometry requires to specify the symmetries used. We thus reformulate and generalize the original idea stated above into the following proposed definitions

Definitions of geometric and non-geometric field configurations

• A field configuration is geometric if the fields are globally defined on the manifold considered so do not need to be glued, or if the transformations used to glue them from one patch to the other are symmetries of the theory, and the metric, dilaton and fluxes glue at most with diffeomorphisms.

• A field configuration is non-geometric if the transformations used to glue the fields from one patch to the other are symmetries of the theory, and if the metric, dilaton or fluxes glue with something else than diffeomorphisms.

It is important to notice that the notion is theory dependent. In particular, since the metric describing the manifold may change from one theory to the other (as it is the case for us with $\mathcal{L}_{\text{NSNS}}$ and $\tilde{\mathcal{L}}_\beta$), the notion of (non-)geometry changes accordingly. This is precisely the interest in changing theory to describe a background: it can be non-geometric for one theory, but the geometry can be restored in another theory; this is what happens for the toroidal example as we will see in details in section 4.2.2, and for the $Q$-brane. These definitions also involve the notion of fluxes. In $\mathcal{L}_{\text{NSNS}}$, respectively $\tilde{\mathcal{L}}_\beta$, the $H$-flux, resp. the $R$-flux, are tensors, so their transformation under diffeomorphisms is clear. But one also faces the structure constant or geometric flux, and the $Q$-flux, which are not tensors. Their transformation under diffeomorphisms can still be considered, as they correspond to building blocks of the spin connections $\omega$ and $\omega_Q$, and those evolve on a manifold. For a geometric configuration, it is important that the flux remains invariant under the other symmetries: the $H$-flux is invariant under the $b$-field gauge transformations, and the $Q$- and $R$-flux are invariant under the $\beta$-transform discussed above. The latter is obvious for the $R$-flux given its definition, and for the $Q$-flux when rewritten as

$$Q_c^{\ ab} = e^a_{\ c} e^m_{\ a} \rho^n_{\ b} \left( \tilde{e}_q^{\ gmn} + 2 \tilde{e}^{a}_q \rho^m_{\ [e} \rho^n_{\ d]} \right).$$  \hspace{1cm} (4.22)

These definitions therefore emphasise the role of the symmetries of theory. We identified above the symmetries of $\tilde{\mathcal{L}}_\beta$ and $\mathcal{L}_{\text{NSNS}}$; we explained they share the same ones up to a total derivative. Those are diffeomorphisms and $b$-field/$\beta$ gauge transformations. In the
### Table 1: Geometric (G) or non-geometric (NG) field configuration, according to the symmetry used to glue its fields, and to the theory

| Symmetry used as gluing transformation | $\mathcal{L}_{\text{NSNS}}$ | $\mathcal{L}_\beta$ | Example |
|----------------------------------------|-----------------------------|----------------------|---------|
| nothing or diffeo.                     | G                           | G                    | twisted torus |
| $b$-field gauge transfo. (and diffeo.) | G                           | NG (or $\times$)     | $T^3 + \text{constant } H$ |
| $\beta$-transform (and diffeo.)        | NG (or $\times$)            | G                    | toroidal example |
| $b$-field gauge transfo. and $\beta$-transform (and diffeo.) | NG (or $\times$) | NG (or $\times$) | radial inversion |
| Buscher transformation                 | ?                           | ?                    |         |
| more combinations                      | ?                           | ?                    |         |

case where the fields are independent of $N$ coordinates (this will be implicit from now), one gets an enhancement of the symmetries to include the T-duality group $O(N,N)$. One of its subgroups, the $\beta$-transforms, is of particular interest; $\hat{\mathcal{L}}_\beta$ is manifestly invariant under it. Considering these various symmetries to glue the fields, let us now study whether, according to the above definitions, a field configuration is geometric (G) or non-geometric (NG) in the different theories. We give the results in table 1.

We denote by a $\times$ in table 1 a (tiny) possibility for a field configuration to be geometric, discussed in [1]. The $b$-field gauge transformation, translated after field redefinition into a $\beta$ gauge transformation, also acts on the new metric $\hat{g}$; this is due to the non-linearity of the field redefinition. Depending on the transformation and the background, the transformation of $\hat{g}$ could happen to correspond to a diffeomorphism [1]. In that case, the field configuration would be geometric, provided the fluxes also transform properly. Such a situation is rather unlikely, but cannot be fully excluded. A similar reasoning can hold for the $\beta$-transform, that would act not only on the $b$-field but also on the metric $g$, as can be seen with the field redefinition; one should determine whether this transformation could be viewed as a diffeomorphism. To study such situations properly, an analysis as the one to be performed in section 4.2.2 would be necessary.

We mentioned in section 4.1.3 the possibility of other elements of the T-duality group $O(N,N)$ that we have not considered. These could be built for instance by further combinations of the elements already studied here. The effect of such a generic element is not easy to guess, so we cannot conclude in full generality: this is the meaning of the last line of table 1.

To conclude this study, we refer to the reasoning detailed in the Introduction, and one can see that the results of table 1 are in good agreement with it. In particular, it is worth considering a subcase that gives rise to more symmetries, and allows to go beyond the situations of the first two lines of table 1. Considering the independence on $N$ coordinates gives the new symmetry of $\beta$-transforms. The latter allows, as indicated in the third line, to get field configurations that are geometric for $\hat{\mathcal{L}}_\beta$ while being non-geometric for $\mathcal{L}_{\text{NSNS}}$. In that case, it is worth changing theory: this is the important outcome of this study. We have given a well-defined class of backgrounds for which $\beta$-supergravity provides a better description than standard supergravity.
4.2.2 A proof of non-geometry

We now illustrate the above discussion with an example of a field configuration that is geometric for $\tilde{L}_B$ and non-geometric for $L_{NSNS}$. Being sure of the latter requires to show explicitly that some gluing transformations cannot be realised by diffeomorphisms, which is not so simple to prove. Such a proof should nevertheless be established to conclude on a non-geometry, but it is rarely worked-out in the literature. We hope here to fill this gap, at least for one example. We consider the toroidal example that was discussed in details in [3, 36] [1]. In this field configuration, one has three directions, labelled by $m = 1, 2, 3$. The third one is a circle, parameterized by the angle coordinate $z$. It serves as a base to a fiber where the non-geometry occurs. The fields are given as follows

$$
g = f_0(z) \begin{pmatrix}
\frac{1}{R_1^2} & 0 & 0 \\
0 & \frac{1}{R_2^2} & 0 \\
0 & 0 & R_3^2 f_0(z)
\end{pmatrix}, \quad b = f_0(z) \begin{pmatrix}
0 & -\frac{H_z}{R_1^2 R_3^2} & 0 \\
H_z & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad (4.23)
$$

$$
e^{-2\phi} = e^{-2\phi'} R_1^2 R_2^2 f_0^{-1}(z), \quad \text{with } f_0(z) = \left(1 + \left(\frac{H_z}{R_1 R_2}\right)^2\right)^{-1}, \quad (4.24)
$$

where $H$ and the $R_m$ are constants, and $\phi'$ is a given well-defined scalar field. Let us consider the base circle along $z$. An atlas of a circle needs at least two charts $(U_i, \varphi_i)$, $i = 1, 2$, where $U_i$ is an open set of points of the circle (or patch), and $\varphi_i$ maps them to a local coordinate in $\mathbb{R}$. The points of the circle can be uniquely denoted in a plane by $(\cos z, \sin z)$, and one can then take $\varphi_i^{-1}: \mathbb{R} \rightarrow U_i$, $z \mapsto (\cos z, \sin z)$ (see the Example 5.2 in [84]). The two coordinates $z_{1,2}$ associated to the two open sets $U_{1,2}$ are enough to cover the full circle: $z_1 \in ]-\pi, \pi[,$ $z_2 \in ]0, 2\pi[$. The maps between the coordinates $\Psi_{ij} = \varphi_i \varphi_j^{-1}$ are then defined on the (image of the) intersection of the patches: this "overlap" splits into two pieces, on which $\Psi_{12}$ is defined as follows

$$
\Psi_{12} \begin{cases}
z_2 \mapsto z_1 = z_2, & \text{for } z_2 \in ]0, \pi[ \\
z_2 \mapsto z_1 = z_2 - 2\pi, & \text{for } z_2 \in ]\pi, 2\pi[ \end{cases} \quad (4.25)
$$

$\Psi_{21}$ is its inverse, and both are $C^\infty$. For the field configuration (4.23) to be geometric, one needs at least the metric to glue with diffeomorphisms on the overlap. As the metric only depends on $z$ here, it should then satisfy

$$
g_{mn}(z_2) = g_{pq}(z_1) \frac{\partial x^p}{\partial x^m} \frac{\partial x^q}{\partial x^m}, \quad x^3 = z_1, \quad x'^3 = z_2, \quad (4.26)
$$
on both pieces of the overlap. Let us verify this. For $m = n = 3$, one can develop on both sides and gets

$$
R_3^2 = R_3^2 \left(\frac{\partial z_1}{\partial z_2}\right)^2 + f_0(z_1) \left(\frac{1}{R_1} \left(\frac{\partial x^1}{\partial z_2}\right)^2 + \frac{1}{R_2} \left(\frac{\partial x^2}{\partial z_2}\right)^2\right), \quad (4.27)
$$

The map $\Psi_{12}$ in (4.25) gives on both pieces of the overlap $\frac{\partial x^1}{\partial z_2} = 1$. One deduces

$$
\frac{\partial x^1}{\partial z_2} = \frac{\partial x^2}{\partial z_2} = 0, \quad (4.28)
$$
so that the diffeomorphism gluing is verified for \( m = n = 3 \). For \( m = 1, n = 3 \), one gets

\[
0 = R_3^2 \frac{\partial z_1}{\partial x^1} \frac{\partial z_1}{\partial x^2} + f_0(z_1) \left( \frac{1}{R_1^2} \frac{\partial x^1}{\partial x^1} \frac{\partial x^1}{\partial z_2} + \frac{1}{R_2^2} \frac{\partial x^2}{\partial x^1} \frac{\partial x^2}{\partial z_2} \right).
\]

Using that on both pieces of the overlap \( \frac{\partial z_1}{\partial x^2} = 1 \) and (4.28) holds, one deduces

\[
\frac{\partial z_1}{\partial x^2} = 0.
\]

Considering \( m = 2, n = 3 \), one obtains similarly \( \frac{\partial z_1}{\partial x^2} = 0 \). We now turn to \( m = n = 1 \) (the case \( m = n = 2 \) is completely identical). One gets a priori

\[
f_0(z_2) \frac{1}{R_1^2} = R_3^2 \left( \frac{\partial z_1}{\partial x^1} \right)^2 + f_0(z_1) \left( \frac{1}{R_1^2} \left( \frac{\partial x^1}{\partial x^1} \right)^2 + \frac{1}{R_2^2} \left( \frac{\partial x^2}{\partial x^1} \right)^2 \right),
\]

that simplifies, thanks to the above, to

\[
\frac{f_0(z_2)}{f_0(z_1)} = \left( \frac{\partial x^1}{\partial x^1} \right)^2 + \frac{R_2^2}{R_1^2} \left( \frac{\partial x^2}{\partial x^1} \right)^2,
\]

that should hold on both pieces of the overlap. There, one has by definition \( z_1 = \Psi_{12}(z_2) \), so the left-hand side (LHS) of (4.32) is a function of \( z_2 \). However, because of (4.28), \( x^1 \) and \( x^2 \) do not depend on \( z_2 \), so neither does the right-hand side (RHS) of (4.32). Therefore, one must have

\[
\frac{f_0(z_2)}{f_0(\Psi_{12}(z_2))} = \text{constant}.
\]

On the piece \( z_2 \in ]0, \pi[ \), this certainly holds, but it is not the case on \( z_2 \in ]\pi, 2\pi[ \), where

\[
\frac{f_0(z_2)}{f_0(z_1)} = \frac{1 + \left( \frac{H(z_2-2\pi)}{R_1 R_2} \right)^2}{1 + \left( \frac{H z_2}{R_1 R_2} \right)^2}.
\]

On \( z_2 \in ]\pi, 2\pi[ \), because \( \Psi_{12}(z_2) = z_2 - 2\pi \), the condition (4.33) can be viewed as requiring \( f_0 \) to be periodic, up to a rescaling. In other words, the diffeomorphism gluing of the metric (4.23) fails because of \( f_0 \), which is not periodic in \( z \). The metric being diagonal, its chances of being globally defined boil down to simply being periodic, which is not the case. The \( b \)-field would also have required a diffeomorphism (together with a gauge transformation), that similarly fails due to \( f_0 \). Following the definitions of section 4.2.1 we conclude that the field configuration is not geometric; the fact that it is non-geometric requires a little more.

This field configuration is independent of \( N = 2 \) coordinates, corresponding to the fiber directions. As argued in section 4.1.3, the theories considered here then enjoy an enhancement of the symmetry group by the T-duality group \( O(2,2) \), which is also a stringy symmetry. Gluing this field configuration by such a symmetry, knowing that it is not geometric, would make it non-geometric (from the standard supergravity point of view). It is indeed the case: more precisely, according to (4.33), one should have on both pieces of the overlap

\[
\mathcal{H}(z_2) = O^T \mathcal{H}(z_1) O,
\]

(4.35)
and we get that $O$ is a $\beta$-transform. This is more easily seen using the new fields, given by

$$\tilde{g} = \begin{pmatrix} \frac{1}{R_1} & 0 & 0 \\ 0 & \frac{1}{R_2} & 0 \\ 0 & 0 & R_3^2 \end{pmatrix}, \quad \beta = \begin{pmatrix} 0 & Hz & 0 \\ -Hz & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad e^{-2\tilde{\phi}} = e^{-2\phi'} R_1^2 R_2^2,$$

(4.36)

and their associated generalized vielbein $\tilde{E}$. For $z_2 \in ]0, \pi[, z_1 = z_2$ so one can take $O = I_6$. The non-trivial gluing is for $z_2 \in ]\pi, 2\pi[, \text{ where } z_1 = z_2 - 2\pi$. The constant shift along the fiber directions between $\beta(z_1)$ and $\beta(z_2)$ can be compensated by the following $\beta$-transform

$$O = \begin{pmatrix} 1_3 & \Omega \end{pmatrix}, \quad \Omega = \begin{pmatrix} 0 & 2\pi H & 0 \\ -2\pi H & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$ 

(4.37)

We conclude that the field configuration (4.23) is indeed non-geometric for standard supergravity (with isometries). According to the discussion of section 4.2.1, in particular the definitions and the table 1, we conclude as well that this field configuration, described as (4.36), is geometric for $\beta$-supergravity (with isometries).

### 4.3 Geometric backgrounds of $\beta$-supergravity and T-duality orbits

As explained in the Introduction, backgrounds that are geometric for $\tilde{L}_\beta$ and non-geometric for $\mathcal{L}_{\text{NSNS}}$ are the most interesting ones for $\beta$-supergravity. We have just established that one way to realise such backgrounds is to consider the restriction of having fields independent of $N$ coordinates, and to have the gluing transformations of the fields to be $\beta$-transforms, possibly with additional diffeomorphisms (see for instance table 1). We focus in this section on such a situation. The restriction implies that the background is on a T-duality orbit, i.e. the presence of the isometries allows to perform T-dualities on the background. We study this orbit and its consequences, first in general and then in a compact case.

#### 4.3.1 Always on a geometric orbit?

We consider a background of the type just described. It is given in terms of the fields $\tilde{g}$, $\beta$, $\tilde{\phi}$, thanks to which it is geometric (G) for $\tilde{L}_\beta$. Through the field redefinition, it is expressed with the fields $g$, $b$, $\phi$ and is then non-geometric (NG) for $\mathcal{L}_{\text{NSNS}}$. As it is independent of $N$ coordinates, one can further T-dualise along these directions. Doing so, along all $N$ directions, with Buscher T-duality on $g$, $b$, $\phi$ gives the T-dual fields $g'$, $b'$, $\phi'$, as depicted in table 2.

Let us now show that $g'$, $b'$, $\phi'$ provide a geometric background of $\mathcal{L}_{\text{NSNS}}$. The fields $\tilde{g}$, $\beta$, $\tilde{\phi}$ glue with a $\beta$-transform and possibly a diffeomorphism $A$. These transformations can be decomposed into their blocks along the $N$ directions and the others: we introduce $A$ as in (4.38) with $a$ the $N \times N$ block. Using notations of section 4.2.2 we denote by $z^p$ the $D - N$ coordinates on which the fields depend and by $y^r$ the $N$ coordinates on which they don’t. Then, a generic diffeomorphism $A_m^m = e^a_{x \rightarrow z}$ becomes here

$$A = \begin{pmatrix} a \\ i \\ k \end{pmatrix}, \quad \frac{dy}{dz} = \begin{pmatrix} a \\ i \\ k \end{pmatrix} \frac{dy'}{dz'}.$$

(4.38)

The independence of the fields on $N$ coordinates $y^r$ leads here to a constraint on the possible diffeomorphisms to be used: the $z$ and $z'$ should mix at most among themselves, i.e. should not
Table 2: Different descriptions of a geometric background of $\tilde{L}_\beta$

| Theories | $\tilde{L}_\beta$ | $\tilde{L}_{\text{NSNS}}$ |
|----------|-------------------|-------------------|
| T-duality frames | $\tilde{g}, \beta, \tilde{\phi} (G)$ | field redef. $g, b, \phi (NG)$ |
| | $\tilde{\phi}$ | $\phi$ |

We now consider the gluing of the fields $\tilde{g}, \beta, \tilde{\phi}$: using again notations of section 4.2.2, it is expressed with the generalized metric as

$$\mathcal{H}(z_2) = O^T \mathcal{H}(z_1) O$$  \hspace{1cm} (4.40)

with $O = \begin{pmatrix} I_N & 0 \\ 0 & I_{D-N} \end{pmatrix}$, $\varpi = \begin{pmatrix} \varpi \\ 0 \end{pmatrix}$, $a = \begin{pmatrix} a \\ \varpi \end{pmatrix}$, and $k = \begin{pmatrix} k_T \\ 0 \end{pmatrix}$.

Considering a multiple step fibration, such as the nilmanifold $\mathbb{T}^3$, one may think that it is possible to find a vielbein leading to $i \neq 0$. But this involves a dependence on coordinates that are not well-defined, namely those corresponding to fibered directions. These, in addition, make the fields depend on the wrong coordinates after gluing. Considering a correct coordinate dependence restores $i = 0$.

---

20 The restriction on the dependence on coordinates enforces $i = 0$, and this will allow us to obtain a geometric T-dual. This is a crucial point, as $i \neq 0$ would have lead to a non-trivial $\beta$-transform block after the T-duality, which would have implied a non-geometric T-dual. Another take on this is to consider the Maurer-Cartan one-forms that are globally defined: $\tilde{e}^n(x') = \tilde{e}^n(x)$. This provides the diffeomorphism matrix, as $dx^n = \tilde{e}^n(x) d\tilde{x}^m$. Considering a multiple step fibration, such as the nilmanifold $\mathbb{T}^3$, one may think that it is possible to find a vielbein leading to $i \neq 0$. But this involves a dependence on coordinates that are not well-defined, namely those corresponding to fibered directions. These, in addition, make the fields depend on the wrong coordinates after gluing. Considering a correct coordinate dependence restores $i = 0$. 41
where we used that $T^T = T^{-1} = T$. This gluing is therefore given by

$$
TOT = \begin{pmatrix}
\mathbb{1}_N & 0_N & 0_{D-N} \\
- \tilde{\omega} & \mathbb{1}_{D-N} & j k^{-1} \\
-(j k^{-1})^T & 0_N & \mathbb{1}_{D-N}
\end{pmatrix}
\begin{pmatrix}
a^{-T} & k & 0_{D-N} \\
0_N & a & 0_{D-N} \\
0_{D-N} & a & k^{-T}
\end{pmatrix}.
$$ (4.44)

We recognise the combination of a $b$-shift and a diffeomorphism, where the former is due to the initial $\beta$-transform and the off-diagonal piece $j$ of the diffeomorphism. We conclude that the fields $g', b', \phi'$ form a geometric background for $\mathcal{L}_{NSNS}$.

We have shown that the backgrounds that glue with $\beta$-transform and diffeomorphism, i.e. geometric for $\tilde{\mathcal{L}}_\beta$ and non-geometric for $\mathcal{L}_{NSNS}$, are T-dual to geometric ones for $\mathcal{L}_{NSNS}$. So these geometric backgrounds of $\tilde{\mathcal{L}}_\beta$ are in a sense not new, or do not reveal new physics. One way of phrasing this is from a four-dimensional gauged supergravity point of view: these backgrounds are always on a geometric (T-duality) orbit. The converse claim may still be of interest. Consider a geometric background of four-dimensional gauged supergravity. On its T-duality orbit, there are geometric and possibly non-geometric backgrounds. If one geometric point on this orbit can be lifted to a ten-dimensional background that glues as in (4.44), then we know that there exists on that orbit a non-geometric one that can be lifted and described by $\beta$-supergravity.

It is disappointing that the backgrounds of $\beta$-supergravity considered above do not lead to new physics. Here is a list of ways to circumvent a similar result for other backgrounds

- As indicated in table 1, there might be other T-duality elements that could be used to glue fields. They may, as for the $\beta$-transform, allow geometric backgrounds for $\tilde{\mathcal{L}}_\beta$ and non-geometric for $\mathcal{L}_{NSNS}$. Then, if a study as the above on the T-duals does not give rise to any geometric point, then the corresponding backgrounds would be fully new.

- We only studied the NSNS sector. Considering backgrounds involving other sectors, such as RR, may alter the above conclusion.

- One may find another restriction than the independence of coordinates, that would as well enhance the symmetries. The new symmetries could then be used again for gluing fields, possibly in the desired way. In particular, if there is no assumption on the coordinate dependence anymore, then the T-duality can a priori not be performed, preventing from the above conclusion.

- There is a discrete symmetry of $\mathcal{L}_{NSNS}$ that we have not mentioned so far: the $\mathbb{Z}_2$ transforming $b \rightarrow -b$. This also gives a sign to the $H$-flux and could therefore lead to a non-geometric field configuration, following the definitions of section 4.2.1. This $\mathbb{Z}_2$ translates for $\tilde{\mathcal{L}}_\beta$ into a sign on $\beta$ only. The effect on the fluxes is a sign on the $Q$-flux, but not on the $R$-flux. Then, with a vanishing $Q$-flux, such a field configuration would be geometric for $\tilde{\mathcal{L}}_\beta$: would that be another restriction to consider on $\beta$-supergravity? Although very simple, this situation could be worth being studied more.

- The notion of geometry used above is close to that of standard differential geometry and smooth manifolds. If singularities are present, the conclusions may be altered. Nevertheless, in the case of the $Q$-brane and NS5-brane, the previous reasonings can be
applied everywhere away from the singularity, and the latter is treated in the same way for both \( \tilde{g}, \beta, \tilde{\phi} \) and \( g', b', \phi' \) (therefore if the singularity is acceptable on one side, it is as well on the other one).

### 4.3.2 On compact purely NSNS vacua

We discussed in [1] the possibility of getting purely NSNS solutions of \( \beta \)-supergravity, that would be of interest for compactification. Such vacua would be geometric for \( \tilde{L}_\beta \) and take the form of a given compactification ansatz. Interestingly, that ansatz was shown to be not too restrictive: the equations of motion indicated the possibility of getting non-trivial solutions. This is not the case for \( L_{\text{NSNS}} \), for which the ansatz only leads to trivial solutions, hence the interest in getting such vacua of \( \tilde{L}_\beta \). In the above, we worked-out a well-defined class of backgrounds that are geometric for \( \tilde{L}_\beta \), and could thus serve as candidates for the vacua we are now interested in. However, we have also shown that these backgrounds are T-dual to geometric ones of \( L_{\text{NSNS}} \), as described by the chain of relations in table 2. Let us now study how the compactification ansatz evolves through that chain: this will constrain further the possibility of getting geometric vacua of \( \tilde{L}_\beta \) that are suited for compactification.

We recall that due to \( \tilde{L}_\beta \) and \( L_{\text{NSNS}} \) differing only by a total derivative, and to the T-duality being a symmetry of the equations of motion, a vacua of \( \tilde{L}_\beta \) given by \( \tilde{g}, \beta, \tilde{\phi} \) leads to \( g, b, \phi \) and \( g_1, b_1, \phi_1 \) of table 2 being as well vacua of \( L_{\text{NSNS}} \). Let us now look at the compactification ansatz. The metric \( \tilde{g} \) has to be block diagonal in between the four-dimensional space-time and the internal six-dimensional manifold. We consider as well a separation of the corresponding coordinate dependence; in particular there is no warp factor. \( \beta \) has the same structure, but is in addition purely internal. This structure certainly goes through the field redefinition and the T-duality: \( g' \) and \( b' \) have the same block structure and coordinate dependence. Finally, our ansatz sets \( \tilde{\phi} = \text{constant} \). Is that also the case of \( \phi_1 \)? Let us recall that the dilaton goes through the following chain of equalities

\[
e^{-2\tilde{\phi}} \sqrt{|\tilde{g}|} = e^{-2\phi} \sqrt{|g|} = e^{-2\phi'} \sqrt{|g'|}.
\]

(4.45)

Having \( \phi' \) constant would put a severe constraint on the possibility of getting \( \tilde{g}, \beta, \tilde{\phi} \) as the type of vacua we are interested in. Indeed, one can show that a constant \( \phi' \) only leads to a trivial solution of \( L_{\text{NSNS}} \), namely a flat space-time and manifold (vanishing Ricci tensor), and a vanishing \( H \)-flux. The corresponding background in terms of \( g, \beta, \phi \) is then most likely trivial as well: consider for instance constant \( g', b', \phi' \) or even a pure gauge \( b' \), that do not give much freedom to get interesting \( \tilde{g}, \beta, \tilde{\phi} \). So \( \phi' \) should better be non-constant. Is that compatible with \( \tilde{\phi} \) being constant? This requires the ratio

\[
\frac{\sqrt{|\tilde{g}|}}{\sqrt{|g'|}}.
\]

(4.46)

to be non-constant. Note that \( \tilde{g} \) and \( g' \) being part of geometric backgrounds, they are globally well-defined. For \( \tilde{\phi} \) being constant, we deduce that \( \phi' \) is also globally well-defined.\(^{21}\) Getting

\(^{21}\)We also note that \( g \) is part of a non-geometric background. Because of the equalities (4.45), if \( |g| \) is ill-defined, then so is \( \phi \). A good supergravity limit is then lost in the non-geometric background, but \( \beta \)-supergravity can restore it, as argued in [1]. In addition, an ill-defined \( \phi \) is likely to be non-constant, so the compactification ansatz cannot be used for this set of fields. Then, \( g, b, \phi \) does not allow to conclude on the (non-)existence of solutions of \( \tilde{L}_\beta \), on the contrary here to \( g', b', \phi' \).
it non-constant looks then like a difficult constraint. The ratio (4.46) can in principle be computed in terms of one or the other set of fields, since we know how the fields are related in table 2. A difficulty however comes from the fact that the field redefinition involves the whole fields while the T-duality only acts on certain blocks. That makes a generic computation not possible, as the inverse and the determinant of a matrix divided in blocks cannot generically be expressed in terms of those blocks. So we consider the following subcase (and basis)

\[
\tilde{g} = \begin{pmatrix} \tilde{g}_N & \tilde{g}_{D-N} \\ \beta_N & \beta_{D-N} \end{pmatrix}, \quad \beta = \begin{pmatrix} \beta_N \\ \beta_{D-N} \end{pmatrix},
\]

(4.47)

where these fields do not have off-diagonal components. One then computes \( g, b \) and \( g_1 \). One could also deviate from the compactification ansatz by considering warp factors and a non-constant dilaton: compact NSNS solutions with these features exist, such as wrapped NS-branes, or non-Kähler backgrounds of heterotic string. The supergravity limit of those is nevertheless more delicate.

Using some freedom of sign in the field redefinition \( g_1 \) can be simplified to

\[
g_1 = \left( \tilde{g}_N^{-1} + \beta_{D-N}^{-1} \tilde{g}_{D-N}^{-1} \beta_{D-N}^{-1} \right) \left( \tilde{g}_{D-N}^{-1} - \beta_{D-N}^{-1} \right).
\]

(4.48)

This result can easily be understood. The field redefinition is similar to a T-duality in all directions, although the indices are placed differently; this last point is an important distinction between the two, in particular for the large volume limit. This similarity still explains why the block along the \( N \) directions is barely changed by the combination of the field redefinition and the T-duality, while the other block only goes through the field redefinition. Interestingly, \( \beta_N \) does not contribute. From this result, we deduce

\[
\frac{\sqrt{|\tilde{g}|}}{\sqrt{|g'|}} = |\tilde{g}_N| \times |\mathbb{1}_{D-N} + \tilde{g}_{D-N} \beta_{D-N}|.
\]

(4.49)

Although not impossible, having this quantity non-constant is rather unlikely, at least in usual set-ups where we look for solutions. First, \( \beta_{D-N} \) is likely to be constant, as it does not transform under gluing. Secondly, the metric \( \tilde{g}_{D-N} \) is usually constant (for instance, that of a base circle). This makes the second factor constant. The metric \( \tilde{g}_N \) can certainly be non-constant: for twisted tori, it goes through a non-trivial gluing. Its determinant is however usually constant, giving for instance a constant internal volume. This implies that the above ratio is constant.

We conclude that, even though we made some assumptions such as (4.47), it looks unlikely to get a non-constant \( \phi' \). As explained above, purely NSNS solutions of \( \beta \)-supergravity that are geometric, non-trivial, and satisfy the compactification ansatz, are thus out of reach, at least in the usual set-ups. This holds despite the apparent possibility offered by the equations of motion of \( \tilde{L}_\beta \). It would be interesting to reach the same conclusion using only those equations.

---

22 One could also deviate from the compactification ansatz by considering warp factors and a non-constant dilaton: compact NSNS solutions with these features exist, such as wrapped NS-branes, or non-Kähler backgrounds of heterotic string. The supergravity limit of those is nevertheless more delicate.

23 One may wonder whether a constant internal volume can be thought of as unimodularity, \( f_{ab} = 0 \), related to the compactness of the internal manifold. One has \( \tilde{e}_m \ln |e| = -\tilde{e}_a e^a e^a, \) which is \( f_{ab} \) up to a term in \( \tilde{e}_p \tilde{e}_b \). In our context, the only non-trivial \( \tilde{e}_p \) are those along the \( D - N \) directions. However, the inverse vielbein \( \tilde{e}_b \) along those is most likely constant, as is \( \tilde{g}_{D-N} \). So \( \tilde{e}_m |e| = 0 \) (constant volume) and \( f_{ab} = 0 \) would be equivalent.
5 Outlook

The main results of this paper have been summarized in the Introduction; let us now make a few comments beyond the scope of this work. A first set of backgrounds that has been studied here are the \(NS\)-branes. We gave a detailed account on the \(NS5\)-brane, the \(KK\)-monopole and the \(Q\)-brane in section 3.2. This description has been done at the level of supergravity. It would be interesting to go beyond and study them as stringy (or M-theory) objects. As the S-dual of the \(D5\)-brane, many properties of the \(NS5\)-brane are already known. In particular, \(D1\)-branes should end on it. We actually expect this to hold as well for the other \(NS\)-branes, because they are related in the same manner as the \(Dp\)-branes are: via smearing and T-duality. This could give a hint on the world-volume action of these \(NS\)-branes. The case of the \(NS5\)-brane is certainly studied (see e.g. [85, 86] and references therein), but more could be learnt for the \(Q\)-brane. Proposals have been made in [77] for the latter. A mismatch with our results is however discussed in appendix D.2. From the world-volume action, one could deduce source contributions to the equations of motion and the BI. The work done here within \(\beta\)-supergravity should help on this point, since we obtained such contributions not only in the BI but also in the dilaton equation of motion (D.8) and the Einstein equation (D.19) - (D.22). Interestingly, there was no such modification for the \(\beta\) equation of motion: this is usually expected, as long as the BI gets a source term. Finally, let us recall that the \(Q\)-brane is a codimension 2 object, and is in that respect similar to the \(D7\)-brane. The latter is known to have a non-perturbative description within F-theory, and one may wonder if such a construction could as well be considered for the \(Q\)-brane [31]. The cut-off needed for its warp factor, mentioned in section 3.2.2, could be better understood in such a context.

We also discussed in section 3.2.2 the possibility of an \(R\)-brane. Although the name was already used in [32], the object proposed here is different. It would be a codimension 1 \(NS\)-brane, which is equivalent to having its warp factor given by an absolute value (3.75). The BI (1.9) is a natural candidate to be corrected by such a brane, which would then source the \(R\)-flux. Constructing this object by performing a standard T-duality is however problematic: the lack of isometry would force us to smear the \(Q\)-brane fields in an unusual way. But the derivation of this warp factor and the BI (1.9) still suggest the possibility for such a brane. On a similar tone, the last BI (1.10) might be related to the existence of a codimension 0 \(NS\)-brane. But smearing the \(R\)-brane warp factor \(f_R\), as we did for the other branes, does not bring any valuable information on the warp factor of this hypothetical object.

In the absence of branes, our study of BI has put forward the \(Spin(D, D) \times \mathbb{R}^+\) covariant derivative and its Dirac operator \(D\). We showed that the nilpotency of the latter gives back the NSNS BI. So this object is an important tool to characterise vacua; understanding its cohomology should for instance be helpful. The formalism of Generalized Geometry or DFT would certainly help to study this operator. The specific Generalized Geometry with \(Spin(D, D) \times \mathbb{R}^+\) structure group worked-out in [87] could also be related. In addition, this object \(D\) should appear and characterise supersymmetric vacua, in the context of \(SU(3) \times SU(3)\) structures. In the future work [88], we expect to obtain it in \(\beta\)-supergravity Killing spinor equations, similarly to [76], and consequently in the superpotential (a discussion and references on the latter can be found in [3]). The \(D\) given in (1.16) should then provide a characterisation of internal manifolds analogous to the standard twisted Generalized Calabi-Yau [89, 90]. Its cohomology could thus again play a role, this time in dimensional reductions on those manifolds, or maybe on the generalized parallelizable spaces of [91].
In the last part of the paper, we studied the symmetries of standard and $\beta$-supergravity, and how those could be used to construct geometric backgrounds. In the presence of isometries, the symmetries were shown to be enhanced by the T-duality group. One of its elements, the $\beta$-transforms, turned out to be a manifest symmetry of $\beta$-supergravity, and played an important role in our analysis. Using those as gluing transformations would always lead to geometric backgrounds of $\beta$-supergravity. The restriction of having isometries and the use of $\beta$-transforms could then help in constructing the generalized cotangent bundle $E_{T^*}$, introduced in [27]. This counterpart of the generalized tangent bundle $E_T$ was argued in [1] to be the correct Generalized Geometry bundle for the generalized frames built with $\mathcal{E}(\beta)$ [22].

It would be interesting to have one concrete construction of $E_{T^*}$. This point could be related to the behaviour of the Courant bracket under $\beta$-transforms, provided the isometries: this could be worth being studied as well.

Our analysis lead us to determine a class of geometric backgrounds of $\beta$-supergravity, while clarifying some related notions. These vacua were however shown to be on a geometric T-duality orbit, preventing them from leading to new physics. Similar results were obtained in [92] when considering reductions from DFT to some supergravities in seven dimensions or higher. Although we rather have in mind here physics of four-dimensional supergravities, these results might be related. We proposed in section [4.3] various possibilities to circumvent this result, at the level of ten-dimensional supergravity. It was suggested in [92] that truly new vacua and new physics would rather be accessible beyond that level, and similar proposals have been made in [50, 46, 93, 94]. The extension of our formalism to the Ramond-Ramond sector or to include the gauge fluxes of heterotic string, as discussed in [1], would in any case bring a more complete picture of the properties of these backgrounds with non-geometric fluxes.

Even if we do not get new physics from $\beta$-supergravity, as in the case studied here, this reformulation of standard supergravity may offer a better description of some backgrounds. It is for instance the case of the $Q$-brane, that is T-dual to the smeared NS5-brane: its brane picture is much clearer in terms of $\beta$-supergravity fields, and the BI are then nicely formulated with non-geometric fluxes. We expect to find other examples of (non-compact) backgrounds better described by $\beta$-supergravity in the AdS/CFT context, where $\beta$-transforms already play a role.
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A Conventions

We give in this appendix various conventions used throughout the paper. The space-time is D-dimensional. The flat (tangent space) indices are \( a \ldots l \) and the curved ones are \( m \ldots z \). \( |\tilde{g}| \) denotes the absolute value of the determinant of the metric \( \tilde{g} \), and \( \mathcal{R}(\tilde{g}) \) denotes its Ricci scalar, for a Levi-Civita connection. The squares introduced are defined as

\[
(\tilde{\partial} \phi)^2 = g^{mn} \partial_m \phi \partial_n \phi , \quad H^2 = \frac{1}{3!} H_{mpq} H_{nrs} \tilde{g}^{mq} \tilde{g}^{nr} \tilde{g}^{ps} , \quad R^2 = \frac{1}{3!} R_{mpq} R_{nrs} \tilde{g}^{mq} \tilde{g}^{nr} \tilde{g}^{ps} , \quad (A.1)
\]

Going to flat indices, we use the vielbein \( \tilde{e}^a_m \) and its inverse \( \tilde{e}^m_b \), associated to the metric \( g_{mn} = \tilde{e}^a_n \tilde{e}^m_a \eta_{ab} \), with \( \eta_{ab} \) the components of the flat metric \( \eta_{D} \). Tensors with flat indices are obtained after multiplication by the appropriate (inverse) vielbein(s), e.g. \( \beta^{ab} = \tilde{e}^a_m \tilde{e}^b_n g_{mn} \), and we also denote \( \tilde{e}^a_a = e^m_a \tilde{e}^m_a \). The structure constant or geometric flux \( f^a_{\;bc} \) is defined from the vielbeins as

\[
f^a_{\;bc} = 2 \tilde{e}^a_m \tilde{e}^m_{[b} \tilde{e}^m_{c]} = -2 \tilde{e}^m_{m} \tilde{e}^m_{[b} \tilde{e}^m_{c]} , \quad 2 \tilde{e}^m_{a} \tilde{e}^m_{b} = f^c_{\;ab} \tilde{e}^c_c . \quad (A.2)
\]

The spin connection coefficient, given for Levi-Civita connection by \( (2.15) \), satisfies

\[
\eta^{dc} \omega^a_{bc} = -\eta^{ac} \omega^d_{bc} , \quad f^a_{\;bc} = 2 \omega^a_{[bc]} , \quad f^a_{\;ab} = \omega^a_{ab} . \quad (A.3)
\]

A \( p \)-form \( A \) is given by

\[
A = \frac{1}{p!} A_m dx^m \wedge \ldots \wedge dx^p = \frac{1}{p!} A_{a_1 \ldots a_p} e^{a_1} \wedge \ldots \wedge e^{a_p} . \quad (A.4)
\]

We deduce for a \( p \)-form \( A \) and a \( q \)-form \( B \) the coefficient

\[
(A \wedge B)_{\mu_1 \ldots \mu_p q} = \frac{(p + q)!}{p! q!} A_{\mu_1 \ldots \mu_p} B_{\mu_p + 1 \ldots \mu_p + q} . \quad (A.5)
\]

The contraction of a vector \( V = V^m \tilde{e}_m = V^a \tilde{e}_a \) on \( A \) is defined by

\[
V \cdot A = \frac{1}{(p - 1)!} V^m A_m dx^m \wedge \ldots \wedge dx^p . \quad (A.6)
\]

It is also denoted by \( \iota_a = e^m_a \iota^m_a \), that satisfies the following commutation relations

\[
V \cdot A = V^a \iota_a A , \quad \{ \tilde{e}^a , \iota_b \} = \delta^a_b , \quad \{ \iota_a , \iota_b \} = 0 , \quad (A.7)
\]

and a contraction on scalar vanishes. In the case of multiple contractions, such as \( Q_{\epsilon^a_{\mu_1 \ldots \nu_1} \iota_a \iota_b} \), one should be careful with their order, that may generate signs when acting on a form. Finally, we introduce the totally antisymmetric quantity \( \epsilon \), given by \( \epsilon_{m_1 \ldots m_n} = +1/1 \) for \( (m_1 \ldots m_n) \) being an even/odd permutation of \( (1 \ldots n) \), and 0 otherwise. The one with flat indices \( \epsilon_{a_1 \ldots a_n} \) has the same value, i.e. \( \epsilon \) is not a tensor. This can be seen by preserving the volume form. We also consider (constant) matrices \( \gamma^a \), satisfying the Clifford algebra

\[
\{ \gamma^a , \gamma^b \} = 2 \eta^a_b , \quad \{ \gamma^a , \gamma^b \} = 2 \gamma^a_b \quad \text{with} \quad \gamma^{a_1 \ldots a_p} = \gamma^{a_1} \gamma^{a_2} \ldots \gamma^{a_p} , \quad (A.8)
\]

and further useful properties listed in the appendix of [1].
**B Derivation of the equations of motion in flat indices**

In this appendix, we give details on the rewriting of the equations of motion (2.21), (2.22) and (2.23) in flat indices, following section 2.2. This is achieved with two methods: first a direct approach, and secondly using the Generalized Geometry formalism. As a side remark, let us mention that it would be interesting to apply a Palatini formalism to the $\beta$-supergravity objects to rederive these equations. They should also be obtainable from the DFT ones of [33].

**B.1 Direct approach**

As explained in section 2.2, the $\beta$ equation of motion requires more work than the other two; we only focus on this one here. We start by multiplying the equation in curved indices (2.23) by the appropriate vielbeins to get it in flat indices. We then separate the terms in $\hat{\nabla} \hat{\nabla}$ and $T$ from the others, as they may vanish upon standard assumptions when looking for solutions [1]. We obtain

$$-\frac{1}{2} \eta_{abdeff} \tilde{\nabla}^{a} R^{bdef} + 2 \eta_{f[e} R_{c]d} \beta_{fd} + \frac{1}{2} \eta_{abcd} \eta_{ef} \nabla_{a} \beta_{fd} - \nabla_{a} \left( \eta_{f[e} \nabla_{c]} \beta^{fa} \right)$$

(B.1)

$$= \eta_{abdeff} R^{bdef} \left( \beta^{ag} \hat{\nabla}_{g} \hat{\nabla} - T^{a} \right) + \eta_{abcd} \eta_{ef} \nabla_{b} \beta_{fd} \hat{\nabla}_{a} \hat{\nabla} + 4 \beta^{ab} \eta_{a[e} \nabla_{c]} \hat{\nabla}_{b} \hat{\nabla} + \frac{1}{2} \eta_{a} \left( \nabla_{c} \beta^{ab} \hat{\nabla}_{b} \hat{\nabla} \right).$$

We now focus on the LHS of (B.1). A key ingredient is $\nabla \beta$: it can be written in terms of fluxes as

$$\nabla_{b} \beta_{fd} = Q_{b}^{f +} + \beta^{h[f} \phi^{d]} Q_{h}^{i} \eta_{i} \cdot \eta_{j} .$$

(B.2)

Using this expression and the definitions of the fluxes, a tedious computation gives a lengthy expression for $\nabla_{a} \nabla_{c} \beta^{fa}$. From the latter, we get two terms of (B.1). We first deduce an expression for $\nabla_{a} \nabla_{c} \beta^{fa}$, and obtain further

$$\eta_{fc} \nabla_{a} \nabla_{c} \beta^{fa} = \eta_{fc} \hat{\nabla}_{a} Q_{c}^{fa} + \eta_{fc} \beta^{h[f} \phi^{d]} Q_{h}^{i} \eta_{i}$$

(B.3)

$$+ \frac{1}{2} \eta_{fc} \beta^{gh} \eta_{e} \hat{\nabla}_{a} f^{e} \left( \eta_{gc} \hat{\nabla}_{c} f^{h} + \eta_{gc} \hat{\nabla}_{c} f^{g} \right) + \frac{1}{2} \beta^{ga} \left( \eta_{gc} \hat{\nabla}_{c} f^{h} + \eta_{gc} \hat{\nabla}_{c} f^{g} \right)$$

$$+ \eta_{fc} \hat{\nabla}_{f} \eta_{c} \hat{\nabla}_{a} f^{e} \left( \eta_{gc} \hat{\nabla}_{c} f^{h} + \eta_{gc} \hat{\nabla}_{c} f^{g} \right) + \frac{1}{2} \eta_{fc} \hat{\nabla}_{f} \eta_{c} \hat{\nabla}_{a} f^{e} \left( \eta_{gc} \hat{\nabla}_{c} f^{h} + \eta_{gc} \hat{\nabla}_{c} f^{g} \right).$$

Using this expression and the definitions of the fluxes, a tedious computation gives a lengthy expression for $\nabla_{a} \nabla_{c} \beta^{fa}$. From the latter, we get two terms of (B.1). We first deduce an expression for $\nabla_{a} \nabla_{c} \beta^{fa}$, and obtain further
Secondly, we contract $\nabla_a \nabla_b \beta^f d$ with a metric to get

$$
\eta^{ab} \nabla_a \nabla_b \beta^f d = \eta^{ab} \partial_a Q_b^f d + \eta^{ab} \beta^h [\partial_a f^d]_{bh} + \eta^h [\beta^f d] g \left( \eta^{ab} \eta_{gi} \partial_a f^i_{bh} + \partial_a f^a_{hg} \right) \\
+ Q_b^f d \eta^{gk} f^a_{ak} + 2Q_a^g d \eta^h [\beta^f d] h \left( \eta^{ab} \eta_{gi} \partial_i f^h_{bh} + f^a_{hg} \right) \\
+ \frac{1}{2} \eta^{ab} \beta^h g \left( \eta^{f a} f^d_{ag} + f^a_{hg} \eta^h [\beta^f d] g \right) \\
+ f^a_{ak} \left( \eta^{gk} \beta^h f^d_{ag} g h + \eta^h [\beta^f d] j [\eta^h_{kj} f^i_{bh} + f^h_{k j}] \right) \\
+ \eta^h [\beta^f d] j a g \left( \eta^{ab} \eta_{gi} \partial_j f^i_{h b \beta^f d} + \eta^{ab} \eta_{gi} \beta^g f^j_i h b \eta^h [\beta^f d] f a j + \frac{1}{2} \eta^{ab} \eta^{b a} \eta_{kj} f^i_{h b} \eta^h [\beta^f d] f a g \right) \\
+ \eta^h [\beta^f d] j a g \left( \frac{1}{2} \eta^{ab} f^a_{kg} f^b_{jh} + \eta_{ji} f^a_{h g} f^d_{ak} \right) + \frac{1}{2} \eta^{ab} \eta^{c a} \eta^{f k} f^i \beta^g f^d k a f^i_{bh} .
$$

We finally sum the two terms of (B.1) just obtained, together with a third one involving $R_{cd}$ that we get using (2.20). Many simplifications occur to eventually give

$$
2\eta_{f [e} R_{c]d} \beta^f d + \frac{1}{2} \eta_{cd} \eta_{e f} \eta^{a b} \nabla_a \nabla_b \beta^f d - \nabla_a \left( \eta_{f [e} \nabla_c \beta^f d \right) \\
= \frac{1}{2} \eta_{f c d} \eta^{a b} \partial_a Q_b^f d + \partial_a \left( \eta_{f [e} Q_{c] a f} \right) \\
+ 2\beta^f d \partial_a Q_{h [e} \eta c] f - \beta^f a \partial_a Q_{h [c] e} f + \frac{1}{2} \eta_{gi} \beta^a a \partial_a f^i c e - 2\beta^f d \eta_{f [e} \partial_c c f^a a d \eta \partial_a \\
+ Q_b^g f^a_{g c} \eta c] f + \frac{1}{2} \eta_{ha} Q_{c a e} f + f^a a h Q_{e a h} f + Q_a f^f h [c] e f + \frac{1}{2} Q_a f^f e c d \eta \partial f a h \\
+ \frac{1}{2} \eta_{f c d} \eta^{g k} Q_g f^a f d a k + \eta_{g b} \eta^{a b} Q a d g f i b [e c] d \eta \partial a b f a h \\
+ 2\beta^f d f^a a k f^j [c] e f + \beta^g f^a h a f a b [e c] + \frac{1}{2} \beta^a a j f i c e f a d \eta \partial a h .
$$

We now rewrite this expression in a more convenient manner. To do so, one can first show the following identity using (1.7)

$$
2\beta^f d \partial_a Q_{h [e} \eta c] f - 2\beta^f d \eta_{f [e} \partial_c c f^a a d \eta + 2\beta^f d f^a a k f^j [c] e f = 2\beta^g d \partial_d f^a a [e c] f .
$$

Secondly, thanks to definitions, including the one of $T^a$ given in (2.20), one can derive

$$
-2\eta_{f [e} \nabla c f^j = 2\eta_{f [e} \partial c c Q a \eta f^j \eta h i \partial a f^j \eta g \eta y_{d a} Q a g f d e c \eta d y - \eta f [e c] \partial a f^j \eta g y_{d a} Q a g f d e c + 2\beta^h f^f h i f^j [c] e f - \frac{1}{2} \beta^h f^f h i f^j [c] e f - \frac{1}{2} \beta^a a j f i c e f a d \eta \partial a h .
$$

Thirdly, one can show that

$$
- \beta^h a \partial a f^j h c = \beta^h a \partial a f^j h c - 3\beta^h a \partial a f^j h c + \beta^h a \partial a f^j a h ,
$$

where the RHS can be further rewritten with (1.7). Then, using

$$
\beta^h a \partial a f^j h c = -2\beta^a a [h a f^j h c - \beta^h a \partial a f^j h c ,
$$

together with (1.8) on the RHS of (B.9), one gets an expression for $\beta^h a \partial a f^j h c$. The latter should be inserted in the RHS of (B.8). The resulting expression, antisymmetrized with $\eta_{f h}$,
can be rewritten using (B.7) into
\[ -\beta^a_{\tau} f^f_{h[c]} \eta_{f[e]} = -2 \eta_{f[e]} \nabla_{c} T^f + \beta^{f d} \partial_{d} f^a_{a[c]} \eta_{f[e]} - \eta_{f[e]} \partial_{c} Q_{a}^{a f} \eta_{e f} \]
\[ + \beta^{a b} f^g_{a h} f^f_{g[c]} \eta_{f[e]} + \frac{1}{2} \beta^{h i} f^g_{h i} f^d \eta_{e g d} \]
\[ - f^a_{a g} Q_{a}^{a f} \eta_{e f} - Q_{a}^{a g} \left( f^f_{g[c]} \eta_{e f} + f^d \eta_{e g d} \right) \]  
(B.10)

Using (B.6) and (B.10), we rewrite (B.5) as follows
\[ 2 \eta_{f[e]} \partial_{c} \beta^{f d} + \frac{1}{2} \eta_{c d} \eta_{e f} \eta^{a b} \nabla_{a} \nabla_{b} \beta^{f d} - \nabla_{a} \left( \eta_{f[e]} \nabla_{c} \beta^{f d} \right) \]  
(B.11)
\[ = -2 \eta_{f[e]} \nabla_{c} T^f + \frac{1}{2} \eta_{c i} \beta^{a a} \partial_{a c} f^f_{e} - \beta^{d f} \partial_{d} f^a_{a[c]} \eta_{f[e]} - \eta_{f[e]} \partial_{c} Q_{a}^{a f} + \frac{1}{2} \eta_{f[e]} \eta_{c d} \eta^{a b} \partial_{a} Q_{b}^{f d} \]
\[ + Q_{a}^{a g} f^a_{a [c]} \eta_{f[e]} + \frac{1}{2} \eta_{f[h]} Q_{c}^{a h} \eta_{e f} - \frac{1}{2} Q_{a}^{a g} \eta_{e g i} \]
\[ + \frac{1}{2} \eta_{f[e]} \eta_{c d} \eta^{a b} \eta^{f g k} Q_{g}^{f d} f^a_{a k} + \eta_{g i} \eta^{a b} Q_{a}^{d g} f^f_{b[e]} \eta_{c d} \]  
From this (B.11), we finally rewrite the \( \beta \) equation of motion from (B.11) to
\[ -\frac{1}{2} \eta_{b h} \eta_{c d} \eta_{e f} \nabla_{a} R_{b d f}^{a} + Q_{a}^{a g} f^a_{a [c]} \eta_{f[e]} + \frac{1}{2} \eta_{f[h]} Q_{c}^{a h} \eta_{e f} - \frac{1}{2} Q_{a}^{a g} f^i \eta_{e g i} \]  
(B.12)
\[ + \frac{1}{2} \eta_{f[e]} \eta_{c d} \eta^{a b} \eta^{f g k} Q_{g}^{f d} f^a_{a k} + \eta_{g i} \eta^{a b} Q_{a}^{d g} f^f_{b[e]} \eta_{c d} \]
\[ = 2 \eta_{f[e]} \nabla_{c} T^f - \frac{1}{2} \eta_{c i} \beta^{a a} \partial_{a c} f^f_{e} - \beta^{d f} \partial_{d} f^a_{a[c]} \eta_{f[e]} + \eta_{f[e]} \partial_{c} Q_{a}^{a f} - \frac{1}{2} \eta_{f[e]} \eta_{c d} \eta^{a b} \partial_{a} Q_{b}^{f d} \]
\[ + \eta_{a b c d} \eta_{e f} R_{b d}^{a f} \left( \beta^{a g} \partial_{g} - T^a \right) + \eta_{a b c d} \eta_{e f} \nabla_{b} \beta^{f d} \partial_{a} \partial_{f} + 4 \beta^{a b} \eta_{a [c]} \nabla_{c} \partial_{f} \eta_{a f} + 2 \eta_{a [c]} \nabla_{c} \beta^{a b} \partial_{f} \partial_{e} \right) \]
as given in (2.21).

### B.2 Using the Generalized Geometry formalism

We explain in Section 2.2.1 the main procedure to derive the equations of motion in flat indices from the Generalized Geometry formalism. Here, we give some details on the computation of the generalized Ricci tensor (2.37). We start from its expression (2.33). We observe that all derivatives acting on the spinor \( \epsilon^a \) should vanish, since the generalized Ricci tensor only acts on the spinor via a multiplication by a \( \gamma \)-matrix. One can therefore verify that
\[ \left( \gamma^a \partial_a \epsilon_b - \gamma^a \eta_{b a} \beta^a \epsilon_a + \gamma^a \gamma^{b h g} Y_{b h g} \epsilon_a \right. \]
\[ + \gamma^a \eta_{a d} \beta^{d c} \partial_c \epsilon_b - \gamma^a \eta_{a d} \beta^{d c} \partial_c \epsilon_a + \gamma^a \gamma^{b h g} Y_{b h g} \eta_{a d} \beta^{d c} \epsilon_c + \gamma^a \gamma^{b h g} Y_{b h g} \eta_{a d} \beta^{d c} \epsilon_c \]
\[ + X_{a b} \gamma^{a b} \partial_c \epsilon_b - X_{a b} \gamma^{a b} \beta^a \beta^b \epsilon_a + \gamma^a X_{a b} \epsilon_b - \gamma^a X_{a b} \beta^b \beta^a \epsilon_a \]
\[ - \gamma^a \eta_{a d} \beta^{d c} \epsilon_a - \gamma^a \eta_{a d} \beta^{d c} \partial_c \epsilon_a - \gamma^a \gamma^{b h g} Y_{b h g} \eta_{a d} \beta^{d c} \epsilon_c - \gamma^a \gamma^{b h g} Y_{b h g} \eta_{a d} \beta^{d c} \epsilon_c \]
\[ - \frac{1}{2} \gamma^a \eta_{a d} \beta^{d c} \epsilon_a + \frac{1}{2} \beta^{a b} \eta_{a d} \beta^{d c} \epsilon_a - \gamma^a \beta^{a b} \epsilon_a - \gamma^a \beta^{a b} \partial_c \epsilon_a - \gamma^a \gamma^{b h g} Y_{b h g} \beta^{d c} \epsilon_c - \gamma^a \gamma^{b h g} Y_{b h g} \beta^{d c} \epsilon_c \]
\[ - \gamma^a \gamma^{b h g} Y_{b h g} \epsilon_a - \gamma^a \gamma^{b h g} Y_{b h g} \eta_{a d} \beta^{d c} \epsilon_c \right) \epsilon^a = 0 . \]
We are then left with $\gamma$-matrices acting on $\epsilon^+$. Using several identities on $\gamma$-matrices listed in the appendix of $[$1$]$, we obtain

$$\frac{1}{2}R_{ab}^{\gamma} \epsilon^+ = \left( (\gamma^{abg} + 2\eta^{a[g, g^h]}\gamma^h) \gamma^c Y^g_{bgh} + (\gamma^{abg} + 2\eta^{a[g, g^h]}\gamma^h) \eta^{ad} \beta^{dc} \gamma^c Y^g_{bgh} \right) \epsilon^+$$

(B.14)

Similarly to the calculation of the scalar $S$ in $[$1$]$, we should then distinguish the different orders in $\gamma$-matrices. Here, we only consider the lowest order in $\gamma^a$, and assume that all higher orders vanish: this would be analogous to the computation of $S$, where the BI $[3,11]$ - $[3,4]$ played an important role; we expect the same here. In addition, the lowest order will be enough to obtain the equations of motion. Then at first order in $\gamma^a$, $\frac{1}{2}R_{ab}^{\gamma} \epsilon^a$ gives

$$\left( \frac{1}{2}R_{ba}^{\gamma} - \frac{1}{2} \eta_{aebg} \gamma^e \gamma^f \eta^{gdf} - \frac{1}{4} \eta_{aebg} \gamma^e \eta^{gbf} + \frac{1}{4} \eta_{aebg} \gamma^e \eta^{gdf} + \frac{1}{4} \eta_{aebg} \gamma^e \eta^{gbf} - \frac{1}{4} \eta_{aebg} \gamma^e \eta^{gdf} - \frac{1}{4} \eta_{aebg} \gamma^e \eta^{gbf} \right) \epsilon^+$$

(B.15)
By considering aligned vielbeins, the previous expression reduces to

\[
\left( \frac{1}{2} R_{ba} - \frac{1}{2} \eta_{ae} \eta_{bg} \tilde{R}^{ge} + \frac{1}{8} \eta_{ae} \eta_{bg} \eta_{if} \eta_{cd} \tilde{R}_{cd}^{ge} \tilde{R}_{df}^{fe} - \frac{1}{4} \eta_{ae} \eta_{bg} \tilde{\gamma}^{d} \nabla_{d} (e^{-2\tilde{\gamma}} \tilde{R}^{ged}) \right) \tag{B.16}
\]

\[
+ \nabla_{b} \nabla_{a} \tilde{\phi} - \eta_{ae} \eta_{bg} \tilde{\gamma}^{g} \left( \tilde{\nabla}^{e} \tilde{\phi} \right) - \eta_{ae} \eta_{bg} \tilde{\gamma}^{g} \nabla^{e} \tilde{\phi}
\]

\[
+ \frac{1}{2} \tilde{\gamma}_{d} Q_{(a}^{gd} \eta_{bg)} + \frac{1}{4} \eta_{ae} \eta_{bg} \eta_{if}^{d} \tilde{\gamma}_{d} Q_{f}^{eg} - \frac{1}{2} \eta_{ae} \hat{\gamma}_{b} Q_{d}^{de}
\]

\[
- \frac{1}{4} \beta^{gc} \tilde{\gamma}_{c} f^{e} \eta_{ab} \eta_{ge} + \frac{1}{2} \beta^{gc} \tilde{\gamma}_{c} f^{g} \eta_{(a}^{e} \eta_{b)e} + \frac{1}{2} \eta_{bg} \beta^{gc} \tilde{\gamma}_{c} f^{d} \eta_{da}
\]

\[
+ \frac{1}{2} f^{d} d_{a} Q_{(a}^{gc} \eta_{bg)} + \frac{1}{4} \eta_{bg} \eta_{ae} \eta^{ch} f^{d} d_{c} Q_{h} e^{g} + \frac{1}{2} Q_{d}^{dc} f^{e} c_{(a} \eta_{bg)} e - \frac{1}{4} \eta_{ch} Q_{d}^{ke} f^{h} a b
\]

\[
+ \frac{1}{4} f^{g} c d Q_{(a}^{dc} \eta_{bg)} + \frac{1}{2} \eta_{ae} f^{h} b d Q_{c} e^{e} \eta^{ch} \eta^{d} e + \frac{1}{2} \eta_{bg} f^{h} b c Q_{h} e^{c}
\]

\[
- \eta_{ae} \nabla_{b} \left( \tilde{\nabla}^{e} \tilde{\phi} \right) - \eta_{ae} \nabla_{b} \tilde{\gamma}^{e} + \eta_{bg} \tilde{\gamma}^{g} \nabla_{a} \tilde{\phi}
\]

\[
- \frac{1}{4} \eta_{ae} \eta_{bg} \eta_{fe} \tilde{R}^{gf} f^{c} + \frac{1}{4} \eta_{ae} \eta_{bg} \eta_{df} e^{2\tilde{\gamma}} \tilde{\nabla}^{d} (e^{-2\tilde{\gamma}} \tilde{R}^{gfe}) \right) \gamma^{a}
\]

We can further simplify the above using the following identities. First, one can show

\[
\eta_{(a} \tilde{\gamma}^{g} \nabla_{b)} \tilde{\phi} - \eta_{(a} \nabla_{b)} \tilde{\gamma}^{g} (\tilde{\nabla}^{e} \tilde{\phi}) = 0 \quad , \quad -\eta_{ae} \eta_{bg} \tilde{\gamma}^{g} (\tilde{\nabla}^{e} \tilde{\phi}) = \frac{1}{2} \eta_{ae} \eta_{bg} \tilde{R}^{ged} \tilde{\nabla}_{d} \tilde{\phi} \quad ,
\]

where the second one cancels the term coming from $-\frac{1}{4} \eta_{ae} \eta_{bg} e^{2\tilde{\gamma}} \tilde{\nabla}^{d} (e^{-2\tilde{\gamma}} \tilde{R}^{gde})$. In addition, three terms antisymmetric in $(a, b)$ at second order in $\beta$ vanish thanks to the following identity using (1.8) and (1.9)

\[
- \frac{1}{2} \eta_{ae} \eta_{bg} \tilde{\gamma}^{g} = \eta_{ae} \eta_{bg} \tilde{\gamma}^{g} \tilde{\nabla}^{e} \tilde{\phi} - \frac{1}{4} \eta_{ae} \eta_{bg} \nabla_{d} \tilde{R}^{gde} = 0 \quad ,
\]

and the seven terms symmetric in $(a, b)$ at linear order in $\beta$ cancel using (1.7) and (1.8)

\[
\frac{1}{2} d_{a} Q_{(a}^{gd} \eta_{bg)} - \frac{1}{2} \eta_{ae} \tilde{\gamma}_{b} Q_{d}^{de} + \frac{1}{2} \beta^{gc} \tilde{\gamma}_{c} f^{e} \eta_{g(a} \eta_{b)e} + \frac{1}{2} \beta^{gc} \tilde{\gamma}_{c} f^{d} \eta_{d(a} \eta_{b)g}
\]

\[
- \eta_{ae} \nabla_{b} \tilde{\gamma}^{e} + \frac{1}{2} f^{d} d_{a} Q_{(a}^{gc} \eta_{bg)} + \frac{1}{2} Q_{d}^{dc} f^{e} c_{(a} \eta_{bg)} e = 0 \quad .
\]

Using all those, we are finally left with the following expression for $\frac{1}{2} R_{ab} \gamma^{a}$ at first order in $\gamma$-matrices, that we give also in (2.39)

\[
\left( \frac{1}{2} R_{ba} - \frac{1}{2} \eta_{ae} \eta_{bg} \tilde{R}^{ge} + \frac{1}{8} \eta_{ae} \eta_{bg} \eta_{if} \eta_{cd} \tilde{R}^{ge}_{cd} \tilde{R}^{fe}_{df} \right) \tag{B.20}
\]

\[
+ \nabla_{b} \nabla_{a} \tilde{\phi} - \eta_{ae} \eta_{bg} \tilde{\gamma}^{g} \left( \tilde{\nabla}^{e} \tilde{\phi} \right) - \eta_{ae} \eta_{bg} \tilde{\gamma}^{g} \nabla^{e} \tilde{\phi}
\]

\[
+ \frac{1}{4} \eta_{ae} \eta_{bg} \eta_{if}^{d} \tilde{\gamma}_{d} Q_{f}^{eg} - \frac{1}{2} \eta_{ae} \hat{\gamma}_{b} Q_{d}^{de} - \frac{1}{4} \beta^{gc} \tilde{\gamma}_{c} f^{e} \eta_{ab} \eta_{ge} + \frac{1}{2} \beta^{gc} \tilde{\gamma}_{c} f^{d} \eta_{da}
\]

\[
+ \frac{1}{4} \eta_{bg} \eta_{ae} \eta_{if}^{ch} f^{d} d_{c} Q_{h} e^{g} - \frac{1}{4} \eta_{ch} Q_{d}^{ke} f^{h} a b
\]

\[
+ \frac{1}{4} f^{g} c d Q_{(a}^{dc} \eta_{bg)} + \frac{1}{2} \eta_{ae} f^{h} b d Q_{c} e^{e} \eta_{ch} \eta^{d} e + \frac{1}{2} \eta_{bg} f^{h} b c Q_{h} e^{c}
\]

\[
- \eta_{ae} \nabla_{b} \left( \tilde{\nabla}^{e} \tilde{\phi} \right) - \eta_{ae} \nabla_{b} \tilde{\gamma}^{e} + \eta_{bg} \tilde{\gamma}^{g} \nabla_{a} \tilde{\phi}
\]

\[
- \frac{1}{4} \eta_{ae} \eta_{bg} \eta_{fe} \tilde{R}^{gf} f^{c} + \frac{1}{4} \eta_{ae} \eta_{bg} \eta_{df} e^{2\tilde{\gamma}} \tilde{\nabla}^{d} (e^{-2\tilde{\gamma}} \tilde{R}^{gfe}) \right) \gamma^{a}.
\]
C  On sourceless NSNS Bianchi identities

C.1  Relations to other Bianchi identities in the literature

Our Bianchi identities (BI) (3.1) - (3.4) provide a generalization to non-constant fluxes of the BI (3.5) - (3.9), for $H = 0$. As mentioned in the Introduction and in section 3.1.1 such generalizations have already been proposed in two other approaches. We show in this appendix that the BI obtained there can be reduced and matched with the simpler expressions given by our (3.1) - (3.4).

In [34] are introduced some straight and some curly fluxes. They are identical once one sets the $H$-flux to vanish, and then match the definition of our fluxes, up to a minus sign on the $R$-flux. Four BI are derived there, as described in section 3.1.1, and are given in our conventions by

$$0 = \hat{c}_{[a} f^e_{bf]} - f^e_{d[a} f^d_{bf]} ,$$

$$0 = \beta^{[a} \hat{c}_{e} f^e_{af]} + 2\hat{c}_{[a} Q_{f]}^d de - Q^d_{g} f^g_{af] + 4Q_{[a} \hat{c}^{d} f^e_{f]} g}$$

$$+ \beta^g \left( 2\hat{c}_{[a} f^d_{fa]} - 3f^d_{b[fa]} f^h_{af]} \right) ,$$

$$0 = -\hat{c}_{a} R^{bhi} + 2\beta^{[a} \hat{c}_{dQ^h_{a]} h]} + 3Q_{a d} [g Q^d_{h]} - 3R^d_{[gh] f]} ad$$

$$+ \beta^d \left( 2\beta^{[a} \hat{c}_{e} f^h_{]} ad - \hat{c}_{a} Q^d_{gh} + Q^e_{[e} f^h_{ad] - 4Q_{[a} \hat{c}^{d} f^h_{]} d]} e] \right) ,$$

$$0 = \beta^{[a} \hat{c}_{g} R^{bc d]} + 2R^d_{[da} Q^e_{bc]} + \beta^d \left( -\beta^{[a} \hat{c}_{fQ^e_{bc]} - f^f_{e} R^{bc}] f + Q_{[ab} \hat{c}^{e} f^c] \right) .$$

The set of conditions (C.1) - (C.4) turns out to match our (3.1) - (3.4). This can be verified using the identities

$$2\hat{c}_{[a} f^d_{fa]} = 3\hat{c}_{[a} f^d_{fa]} - \hat{c}_{g} f^d_{af]} ,$$

$$2\beta^{[a} \hat{c}_{e} Q^h_{a]} h]} = 3\beta^{[a} \hat{c}_{e} Q^h_{a]} h]} - \beta^{a} \hat{c}_{e} Q^h_{a} ,$$

$$3\beta^{[a} \hat{c}_{e} R^{bc d]} = 4\beta^{[a} \hat{c}_{e} R^{bc d]} + \beta^{[a} \hat{c}_{e} R^{d} ,$$

To start with, (C.1) matches (3.1). Using the latter and (C.5), one shows that (C.2) matches (3.2). Then, using the latter and (C.6), one shows that (C.3) matches (3.3). Eventually, using the latter and (C.7), one verifies that (C.4) matches (3.4).

At the level of Double Field Theory (DFT) were obtained in [33] some generalized BI. One of them, given by a quantity denoted $Z_{ABCD}$, was further decomposed into its various $O(D,D)$ components to get a set of DFT conditions. If we set again $H = 0$ and use the strong constraint $\tilde{\partial}^m = 0$, we can show that these conditions match precisely (3.1) - (3.4). Indeed, the notations there then become $D_a = \tilde{\partial}_a$, $D^a = \tilde{\partial}^{ab} \tilde{\partial}_b$, $\tau^a_{bc} = f^a_{bc}$, and the fluxes are the same as ours, up to a minus sign on the $R$-flux; this allows to verify the matching. As a confirmation, the conditions of [33] were mentioned to reproduce those of [34], namely (C.1) - (C.4), that we have just shown to match our BI (3.1) - (3.4).

C.2  Derivation of BI from the $Spin(D, D) \times \mathbb{R}^+$ covariant derivative

In section 3.1.2, we introduced a $Spin(D, D) \times \mathbb{R}^+$ derivative and its associated Dirac operator in (3.6). Before studying its nilpotency condition (3.30), let us first give some details on how
to compute a piece of it, namely $D_2$. This piece is given by

$$D_2 = \frac{1}{4} \Omega_{ABC} \Gamma^{ABC} = \frac{1}{4} \Omega_{[ABC]} \Gamma^A \Gamma^B \Gamma^C ,$$

where the index $B$ is lowered by an $O(D, D)$ metric. To compute this antisymmetry, we use

$$\Omega_{ABC} \Gamma^B = \Omega_A^{D,C} \eta_{DB} \Gamma^B = \frac{1}{2} \left( \Omega_A^b \epsilon_b + \Omega_{ABC} \epsilon^b \right).$$

One then gets for instance

$$(\Omega_{ABC} - \Omega_{ACB}) \Gamma^A \Gamma^B \Gamma^C = \Gamma^A (\Omega_{abc} \Gamma^c + \Omega^a_{b,c} \Gamma_c + \Omega^b_{a,c} \Gamma_c - \Omega^c_{a,b} \Gamma_c),$$

using the antisymmetry properties of the connection coefficient $\Gamma^i$. The six terms from $\Omega_{[ABC]}$ can be grouped two by two to use the above formula, and further combinations give

$$D_2 = \frac{8}{24} \left( 3 \Omega_{[abc]} \epsilon^a \wedge \epsilon^b \wedge \epsilon^c \wedge 
+ 2 \Omega_{[a c]} \epsilon^a \wedge t_b \epsilon^c \wedge + 2 \Omega_{[b c]} \epsilon^a \wedge \epsilon^b \wedge t_c + 2 \Omega_{[b a]} \epsilon^b \wedge \epsilon^c \wedge 
+ 2 \Omega_{[a b]} \epsilon^a \wedge t_c \epsilon^b \wedge + 2 \Omega_{[c a]} \epsilon^b \wedge t_b \epsilon^c \wedge + 2 \Omega_{[c b]} \epsilon^b \wedge t_b \epsilon^c \wedge 
+ 3 \Omega_{[a b c]} \epsilon^a \wedge t_b \epsilon^c \right),$$

where we also set some connection coefficients to zero following [1], and the $\Gamma$-matrices have been rewritten with the Clifford map of section 3.1.2. Using the commutation properties of forms and contractions, and the value of the connection coefficients derived in [1], one obtains eventually the two $D_2$ given in section 3.1.2.

We now turn to the derivation of the BI using the nilpotency condition (3.30) on the Dirac operator $D_2$ (3.16). We focus only on the $\beta$-supergravity case, and use the expressions for the three parts $D_1$, $D_2$ and $D_3$ given in section 3.1.2. We start with $D_2$, that we showed to be related to the derivative $D_2$ of [35]. As mentioned in (3.12), the vanishing square of this last derivative is known to reproduce the Bianchi identities for constant fluxes, together with an additional constraint. So this piece should be a good starting point. That square, acting on a $p$-form $A$, was computed explicitly in [35] and can be translated here as follows (we use conventions of appendix A)

$$1/4 D_2^2 A = D_2^2 A = + \frac{1}{4} f^{g d f d}_{g d} f^{a b}_{a b} \epsilon^a \wedge \epsilon^b \wedge A 
+ \frac{1}{2} f^{r d f d}_{g d} f^{a b}_{a b} \epsilon^a \wedge \epsilon^b \wedge \epsilon^c \wedge t_d A 
+ \frac{1}{4} f^{g d}_{g d} Q_{d} A 
- \frac{1}{2} \left( f^{c c d}_{c c d} Q_{c d} + f^{c c d}_{c c d} Q_{c d} + f^{c c d}_{c c d} Q_{c d} \right) \epsilon^a \wedge t_b A 
+ \frac{1}{4} \left( 4 f^{c c d}_{c c d} Q_{b} + f^{a b}_{a b} Q_{g} \right) \epsilon^a \wedge \epsilon^b \wedge \epsilon^c \wedge t_d A 
- \frac{1}{2} \left( f^{c c d}_{c c d} R^{c d b} + \frac{1}{2} f^{c d a b}_{c d a b} + \frac{1}{2} Q_{c d} Q_{d} \right) \epsilon^a \wedge t_b A 
- \frac{1}{2} \left( f^{c c d}_{c c d} R^{c d b} + Q_{b} Q_{a} \right) \epsilon^a \wedge t_b \epsilon^c \wedge t_d A 
- \frac{1}{4} Q_{a b} R^{g d} \epsilon^a \wedge t_b \epsilon^c \wedge t_d A .$$
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Let us now add to $D_2$ the derivative part $D_1$

\[
\frac{1}{4}(D_1^2 + D_1D_2 + D_2D_1)A = -\frac{1}{2}\partial_a f^d_{db}\varepsilon^a \wedge \varepsilon^b \wedge A - \frac{1}{2}\partial_a f^d_{bc}\varepsilon^a \wedge \varepsilon^b \wedge \varepsilon^c \wedge \tau_d A
\]  
\[\quad + \frac{1}{2}\left(\beta^{ab}\partial_c f^d_{ca}\tilde{\phi} - \beta^{de} f^g_{gd}\tilde{\phi} + Q^a_{db}\partial_d\tilde{\phi} - \beta^{de}\partial_c f^g_{gd}\right)\tilde{\phi} + \left(-\beta^{de}\partial_c f^b_{da} - \frac{1}{2}\partial_a Q^a_{db} + \beta^{bc}\partial_c f^d_{da}\right)\tilde{\phi}^a \wedge \tau_b A
\]  
\[\quad - \frac{1}{2}\left(\partial_a Q^a_{cd} - \beta^{ac}\partial_c f^d_{ab}\right)\tilde{\phi}^a \wedge \tilde{\phi}^b \wedge \frac{1}{2}\partial_d Q^a_{db} + \frac{1}{6}\left(-3\beta^{dc}\partial_c Q^a_{ab} + 3\beta^{ac}\partial_c Q^b_{db}\right)\tau_{a\tau_b} A
\]  
\[\quad + \frac{1}{6}\left(\partial_a \tilde{\phi}_c R^{bcd} - 3\beta^{eb}\partial_c Q^a_{cd}\right)\tilde{\phi}^a \wedge \tau_b \tau_{c\tau_d} A
\]  
\[\quad - \frac{1}{6}\beta^{ga}\partial_g R^{abcd} \tau_{a\tau_b} \tau_{c\tau_d} A .
\]  

Bringing indices in the right order and writing out antisymmetries, we obtain a set of identities by adding the above to $\frac{1}{4}D_2^2$. Among those are already present our four BI (3.1) - (3.4). However the additional identities are independent and non-trivial; they contain in particular derivatives acting on $A$. To get rid of those, the missing part $D_3$ of the Dirac operator is then necessary. Note that this last part contains terms that include the dilaton. So the additional terms to the square are

\[
\frac{1}{4}(D_1D_3 + D_3D_1 + D_2D_3 + D_3D_2 + D_2^3)A
\]  
\[= \left(-\frac{1}{4}f^g_{gd}f^d_{ab} + \frac{1}{2}f^c_{ab}\partial_c\tilde{\phi} + \frac{1}{2}\partial_a f^d_{db} - \partial_a \partial_b \tilde{\phi}\right)\tilde{\phi}^a \wedge \tilde{\phi}^b \wedge A
\]  
\[\quad + \left(\frac{1}{4}Q^a_{da} - \frac{1}{2}f^d_{da} + \frac{1}{2}\partial_a f^d_{da}\beta^{ab}\tilde{\phi} - T^a\right)\tilde{\phi}^a \wedge \tilde{\phi}^b \wedge A
\]  
\[\quad + \left(\frac{1}{2}\partial_a Q^a_{db} - \partial_a (\beta^{bc}\partial_c\tilde{\phi} - T^b) - \frac{1}{2}\beta^{bc}\partial_c f^d_{ad} - \beta^{bc}\partial_c \partial_d \tilde{\phi}\right)\tilde{\phi}^a \wedge \tilde{\phi}^b \wedge A
\]  
\[\quad + \left(\frac{1}{2}f^b_{da}(\beta^{dc}\partial_c\tilde{\phi} - T^d) + Q^a_{bc}\partial_c\tilde{\phi} + \frac{1}{2}f^b_{ad}Q^a_{gd} - \frac{1}{2}f^g_{gd}Q^a_{bc}\right)\tilde{\phi}^a \wedge \tau_b A
\]  
\[\quad + \frac{1}{2}\left(\beta^{ac}\partial_c Q^a_{db} - 2\beta^{ac}\partial_c (\beta^{bd}\partial_d\tilde{\phi} - T^b)\right)
\]  
\[\quad + \frac{1}{2}f^g_{gd}R^{abcd} - R^{abcd} \tilde{\phi}^a \wedge + \frac{1}{2}Q^a_{db} + Q^a_{db}(\beta^{ac}\partial_c\tilde{\phi} - T^d)\right)\tau_{a\tau_b} A .
\]
All these contributions add up to the following identities

\[
\frac{1}{2} \partial_{[a} f_{d]}^b + \frac{1}{4} f_{g[d} f_{ab]} - \frac{1}{4} f_{g[d} f_{ab]} + \frac{1}{2} f_{c[a} \partial_{b]} - \frac{1}{2} \partial_{[a} f_{d]}^b - \partial_{[a} \partial_{b]} = 0 \quad (C.15)
\]

\[
- \frac{1}{2} \partial_{[a} f_{d]}^b + \frac{1}{2} f_{g[a} f_{d]}^b = 0 \quad (C.16)
\]

\[
\frac{1}{2} (\beta_{a[c} f_{d]}^e d_{a} - \beta_{de} f_{g[d} \partial_{a} + \partial_{e} f_{g]d} + \frac{1}{4} f_{g[d} Q_{a]a} + \frac{1}{4} Q_{a]a} f_{g]d} - \frac{1}{2} \partial_{[a} f_{d]}^b - \partial_{[a} \partial_{b]} = 0 \quad (C.17)
\]

\[
- \frac{1}{2} f_{da}^d (\beta_{ab} \partial_{b} - T^a) - \frac{1}{2} Q_{a]a} \partial_{a} + \partial_{e} \partial_{a} (\beta_{ab} \partial_{b} - T^a) + \frac{1}{2} Q_{a]a} \partial_{a} + T^a \partial_{a} = 0 \quad (C.18)
\]

\[
\frac{1}{6} (-3 \beta_{c} \partial_{d} Q_{a}^{ab} + 3 \beta_{c} \partial_{d} Q_{a}^{ab}) - \frac{1}{2} (f_{a}^{[a} R_{b]}^{a} - f_{a}^{[a} R_{b]}^{a}) + \frac{1}{2} Q_{a}^{ab} Q_{a}^{cd} + \frac{1}{2} Q_{a}^{ab} Q_{a}^{cd} + \frac{1}{2} (\beta_{c} \partial_{d} Q_{a}^{ab} - \beta_{c} \partial_{d} Q_{a}^{ab})
\]

\[
+ \frac{1}{2} (\beta_{c} \partial_{d} Q_{a}^{ab} - \beta_{c} \partial_{d} Q_{a}^{ab}) = 0 \quad (C.19)
\]

\[
\frac{1}{6} \partial_{a} R_{b}^{abcd} - 3 \beta_{[a} \partial_{d} Q_{a}^{cd]} - \frac{1}{2} (-R_{[a}^{cd} R_{a]} + Q_{a}^{ab} Q_{a}^{cd}) = 0 \quad (C.20)
\]

\[
\frac{1}{6} \partial_{a} R_{b}^{abcd} - 3 \beta_{[a} \partial_{d} Q_{a}^{cd]} \quad (C.21)
\]

\[
- \frac{1}{6} \beta_{g[a} \partial_{d} Q_{a}^{cd]} - \frac{1}{4} Q_{a}^{ab} R_{c}^{ab} = 0 \quad (C.22)
\]

Using in particular the expression of $T^a$ in terms of the other fluxes, \eqref{c17}, \eqref{c18} and \eqref{c20} can be simplified respectively to

\[
- \frac{1}{2} Q_{a}^{da} f_{g[a} = 0 \quad (C.23)
\]

\[
- \frac{3}{2} \beta_{d} \partial_{c} f_{[a}^{b] da} + \frac{3}{2} \beta_{d} f_{h[a}^{b] h} = 0 \quad (C.24)
\]

\[
- \frac{1}{2} \beta_{c} \partial_{d} Q_{a}^{ab} - \frac{1}{2} \beta_{c} \partial_{d} Q_{a}^{ab} - \frac{1}{2} \beta_{c} \partial_{d} Q_{a}^{ab} = 0 \quad (C.25)
\]

In addition, \eqref{c15} simply vanishes. We are then left with seven identities, namely \eqref{c16}, \eqref{c23}, \eqref{c24}, \eqref{c19}, \eqref{c25}, \eqref{c21} and \eqref{c22}, that we respectively give in \eqref{3.31} - \eqref{3.37}. As we show there, only five of those are independent and give our four BI \eqref{3.31} - \eqref{3.37} together with the expected scalar condition.

**D The $Q$-brane background and the related Bianchi identity**

**D.1 The $Q$-brane is a vacuum of $\beta$-supergravity**

The NS5-brane and the KK-monopole are known vacua of standard supergravity. We verify explicitly in this appendix that the $Q$-brane, given in sections 3.2.1 and 3.2.3, satisfies the
equations of motion of β-supergravity. We recall that this makes the Q-brane a vacuum of standard supergravity as well. As mentioned in section 2.1 for a field configuration satisfying $β^{mn} \hat{c}_{a^*} = 0$ (as well as $\hat{c}_p β^{np} = 0$), β-supergravity gets simplified to the theory worked out in [3]. These two simplifying assumptions turn out to be verified by the Q-brane, even at the singularity. Using this property, the Q-brane was verified in [32] to solve the simplified equations of motion of β-supergravity. The warp factor was however considered harmonic there, which only holds away from the singularity. Here we will get some new information at the singularity.

We start with the full equations of motion of β-supergravity, obtained in this paper in flat indices. We can still use the two simplifying assumptions verified by the Q-brane: they imply $T^a = 0$ and $R^{abc} = 0$. The dilaton equation of motion (2.21) and the Einstein equation (2.22), rewritten in flat indices, boil down to

$$\frac{1}{4} \left( \mathcal{R}(\tilde{g}) + \tilde{\mathcal{R}}(\tilde{g}) \right) - (\hat{c}\tilde{\phi})^2 = 0 \ , \quad \mathcal{D}(\tilde{g}) = 2 \nabla_a \nabla_b \tilde{\phi} = 0 \ .$$

(D.1)
(D.2)

In addition, only one Q-flux component is non-zero; it has three different indices, which implies that $Q_a^{\ ab} = 0$. The β equation of motion in flat indices (2.24) becomes

$$Q_a^{\ f} f^{g[c} \eta_{e]}f + \frac{1}{2} f^{f h} Q_a \eta_{c h}[e] f^{g f} \eta_{c h[ak]} f^{gb} + \eta_{gi} \eta^{ab} Q_a \eta_{b[\gamma]} d^{\ i}] \eta_{e]} = \frac{1}{2} \eta_{e} \eta_{c} \eta_{d} \eta_{f} \eta_{g} \eta_{h} \eta_{i} \eta_{j} \eta_{k} \eta_{l} \eta_{m} \eta_{n} \eta_{o} \eta_{p} \eta_{q} \eta_{r} \eta_{s} \eta_{t} \eta_{u} \eta_{v} \eta_{w} \eta_{x} \eta_{y} \eta_{z} \ .$$

(D.3)

In the last term, the Q-flux can be made explicit using the formula

$$\nabla_b \beta^{f d} = Q_b^{f d} + \beta^{[f} f^{d]} b + 2 \eta^{[d} \beta^{f] g} f^{i} \eta_{i} \eta_{g} \ .$$

(D.4)

For the Q-brane, given the non-zero components of the fluxes, each term of (D.3) simply vanishes because of the indices contractions, except the last two terms of (D.4). These can be non-zero for $d, f$ being $x$ or $y$, and $b$ fixed to be $\rho$. In that case, the sum of the two terms nevertheless vanishes. So the β equation of motion is trivially satisfied.

We now turn to the dilaton equation of motion (D.1). One computes

$$\mathcal{R} = -\frac{5}{2} f^{-3}(\hat{c}_{\rho} f)^2 + f^{-2} \Delta_2 f \ , \quad \tilde{\mathcal{R}} = -\frac{1}{2} f^{-3}(\hat{c}_{\rho} f)^2 \ ,$$

(D.5)

$$(\hat{c}\tilde{\phi})^2 = \frac{1}{4} f^{-3}(\hat{c}_{\rho} f)^2 \ , \quad \nabla^2 \tilde{\phi} = f^{-3}(\hat{c}_{\rho} f)^2 - \frac{1}{2} f^{-2} \Delta_2 f \ .$$

(D.6)

Note that in these expressions and the following ones, the LHS is given in flat indices, whereas the RHS involves derivatives in curved indices. One way to compute $\nabla^2 \tilde{\phi}$ is to use

$$\eta^{ab} \nabla_a V_b = \eta^{ab} \hat{c}_a V_b + \eta^{cd} f^{b}_{cd} V_d .$$

(D.7)

This leads to

$$\frac{1}{4} \left( \mathcal{R}(\tilde{g}) + \tilde{\mathcal{R}}(\tilde{g}) \right) - (\hat{c}\tilde{\phi})^2 + \nabla^2 \tilde{\phi} = -\frac{1}{4} f^{-2} \Delta_2 f \ .$$

(D.8)

So away from the singularity, (D.1) is satisfied, since $\Delta_2 f = 0$ for $\rho > 0$. At the singularity, we get a $\delta$, which is expected. Indeed, one should in principle add a source action to the bulk action, and the former would contribute to the equations of motion by a $\delta$ within the energy-momentum tensor. This is what we obtain here.
Finally, we focus on the simplified Einstein equation (D.2). The only non-zero components of the Ricci tensor in flat indices are

$$\mathcal{R}_{xx} = \mathcal{R}_{yy} = -f^{-3}(\partial_\rho f)^2 + \frac{1}{2} f^{-2} \Delta f$$  \hspace{1cm} (D.9)

$$\mathcal{R}_{pp} = -\frac{3}{2} f^{-3}(\partial_\rho f)^2 + \frac{1}{2} f^{-2} \partial_\rho^2 f - \frac{1}{2} f^{-2} \rho^{-1} \partial_\rho f$$  \hspace{1cm} (D.10)

$$\mathcal{R}_{\phi\phi} = f^{-3}(\partial_\rho f)^2 - \frac{1}{2} f^{-2} \partial_\rho^2 f + \frac{1}{2} f^{-2} \rho^{-1} \partial_\rho f$$  \hspace{1cm} (D.11)

The other curvature tensor takes the form

$$\tilde{\mathcal{R}}^{ab} = \beta^{cd} \partial_d \omega_{Q_c}^{ab} - \beta^{ad} \partial_d \omega_{Q_c}^{cb} + \omega_{Q_c}^{ab} \omega_{Q_d}^{dc} - \omega_{Q_d}^{ca} \omega_{Q_c}^{db} - \frac{1}{2} \mathcal{R}^{ad} f^{b}_d = -\omega_{Q_d}^{ca} \omega_{Q_c}^{db} ,$$  \hspace{1cm} (D.12)

where the last equality is obtained thanks to the aforementioned simplifications verified by the $Q$-brane. The non-zero components are

$$\tilde{\mathcal{R}}^{xx} = \tilde{\mathcal{R}}^{yy} = -\frac{1}{2} (Q_{,\phi}^{x})^2 = \frac{1}{2} f^{-3}(\partial_\rho f)^2$$  \hspace{1cm} (D.13)

$$\tilde{\mathcal{R}}^{\phi\phi} = \frac{1}{2} f^{-3}(\partial_\rho f)^2, \quad \tilde{\mathcal{R}}^{pp} = 0 .$$  \hspace{1cm} (D.14)

In addition the dilaton terms in flat indices yield

$$\nabla_x \nabla_x \tilde{\phi} = -\omega_{x x}^{\phi} f^{-\frac{1}{2}} \partial_\rho \tilde{\phi} = \frac{1}{4} f^{-3}(\partial_\rho f)^2$$  \hspace{1cm} (D.15)

$$\nabla_y \nabla_y \tilde{\phi} = -\omega_{y y}^{\phi} f^{-\frac{1}{2}} \partial_\rho \tilde{\phi} = \frac{1}{4} f^{-3}(\partial_\rho f)^2$$  \hspace{1cm} (D.16)

$$\nabla_\rho \nabla_\rho \tilde{\phi} = f^{-\frac{1}{2}} \partial_\rho (f^{-\frac{1}{2}} \partial_\rho \tilde{\phi}) = -\frac{1}{2} f^{-2} \partial_\rho (f^{-\frac{1}{2}} \partial_\rho f) = \frac{3}{4} f^{-3}(\partial_\rho f)^2 - \frac{1}{2} f^{-2} \partial_\rho^2 f$$  \hspace{1cm} (D.17)

$$\nabla_\phi \nabla_\phi \tilde{\phi} = -\omega_{\phi \phi}^{\phi} f^{-\frac{1}{2}} \partial_\rho \tilde{\phi} = \frac{1}{4} f^{-3}(\partial_\rho f)^2 - \frac{1}{2} f^{-2} \rho^{-1} \partial_\rho f ,$$  \hspace{1cm} (D.18)

from which we eventually deduce

$$\mathcal{R}_{xx} - \tilde{\mathcal{R}}^{xx} + 2 \nabla_x \nabla_x \tilde{\phi} = \frac{1}{2} f^{-2} \Delta f$$  \hspace{1cm} (D.19)

$$\mathcal{R}_{yy} - \tilde{\mathcal{R}}^{yy} + 2 \nabla_y \nabla_y \tilde{\phi} = \frac{1}{2} f^{-2} \Delta f$$  \hspace{1cm} (D.20)

$$\mathcal{R}_{pp} - \tilde{\mathcal{R}}^{pp} + 2 \nabla_\rho \nabla_\rho \tilde{\phi} = -\frac{1}{2} f^{-2} \Delta f$$  \hspace{1cm} (D.21)

$$\mathcal{R}_{\phi\phi} - \tilde{\mathcal{R}}^{\phi\phi} + 2 \nabla_\phi \nabla_\phi \tilde{\phi} = -\frac{1}{2} f^{-2} \Delta f .$$  \hspace{1cm} (D.22)

As explained for the dilaton equation of motion (D.8), the above equations vanish away from the singularity as [D.2], and receive at the singularity an energy-momentum tensor contribution in the form of a $\delta$, due to the $Q$-brane action to be added.

### D.2 The Bianchi identity with $Q$-brane source term

We comment here on a BI with a $Q$-brane source term obtained in (5.24) of [77], and compare it to our proposal (D.2). It is given by

$$d(\partial_m \beta^{np} \tilde{g}_{nu} \tilde{g}_{pv} dx^m \wedge du \wedge dv) = \text{constant vol}_4 \delta^{(4)} ,$$  \hspace{1cm} (D.23)
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where the RHS contains a constant times a four-dimensional volume form, and the LHS involves two specific directions $u$ and $v$. This BI looks similar to the one for the $H$-flux, in presence of an $NS5$-brane, since it is a four-form and the source is localised in four dimensions by the $\delta^{(4)}$. This last point looks however unexpected, since the $Q$-brane is only a codimension 2 object. One can still wonder whether, upon smearing two dimensions, (D.23) reduces to our proposal (1.12) that contains a $\delta^{(2)}$. The two BI are given in rather different fashions, so to ease the comparison, let us rewrite (D.23), partially evaluated on the $Q$-brane solution given in section 3.2.

In this background, the metric is diagonal and $\beta$ has only one non-trivial component. Therefore we can replace $u$ and $v$ by generic directions: on the $Q$-brane solution, the two expressions have the same value up to a factor 2. Using (3.90), we then rewrite (D.23) on this background as

$$\ast_4 d \left( Q^a_{\ b} \eta_{bd} \eta_{ef} c^a \wedge c^d \wedge c^f \right) = \text{constant}' \delta^{(4)},$$

$$\iff \epsilon^{gadf} \left( \tilde{c}_g Q^a_{\ b} \eta_{bd} \eta_{ef} - \frac{1}{2} f^h_{\ ga} Q^b_{\ h} \eta_{bd} \eta_{ef} + Q^b_{\ gh} f^h_{\ ad} \eta_{bh} \eta_{ef} \right) = \text{constant}'' \delta^{(4)},$$

the indices of $\epsilon$ being lifted with $\eta$. With the non-zero fluxes of the $Q$-brane solution, we get

$$2\epsilon^{\rho\varphi xy} \left( f^{-\frac{1}{2}} \tilde{c}_\rho Q^x_{\ y} - Q^x_{\ y} (f^\varphi_{\ \rho\varphi} + f^y_{\ \rho y} + f^z_{\ \rho z}) \right) = \text{constant}'' \delta^{(4)}.$$

This expression is close to ours for $S_{\ \rho\varphi}^{xy}$ in (4.93), but is still different: the signs in front of $f^y_{\ \rho y}, f^z_{\ \rho z}$ differ. Another way to see this mismatch is through the related term $Q^b_{\ gh} f^h_{\ ad} \eta_{bh} \eta_{ef}$ that is generically different from the one in our BI (3.2), although it is again only a matter of sign when evaluated on the solution. We believe that smearing would not change this sign.

So the two proposals (D.23) and (1.12) differ, at least when evaluated on the $Q$-brane solution, which would have been a minimal requirement. As consequence, we doubt that (D.23) could reduce to the two-dimensional Poisson equation, even when smeared. We actually believe that an explicit tensorial expression for a BI with a $Q$-brane source term is not given by a four-form, but rather involves contractions, e.g. $\tilde{\nabla}^a : \iota_a$, as indicated by (3.38).

### E Proof about symmetries

In this appendix, we prove various statements that appeared in our study of symmetries in section 4.1.

#### E.1 Proof of the equivalence (4.7)

Having isometries generated by Killing vectors translates into Killing equations on each of our fields. Those are given in terms of the Lie derivative $\mathcal{L}_V$. For constant Killing vectors, it boils down to the conditions

$$\forall \ell \in \{1 \ldots N\}, p, q, V^{m}_{\ i} \tilde{c}_{m} g_{pq} = 0, \ V^{m}_{\ i} \tilde{c}_{m} \beta^{pq} = 0, \ V^{m}_{\ i} \tilde{c}_{m} \phi = 0.$$  

(E.1)

Let us first prove the implication $\Rightarrow$. The $N$ Killing vectors are constant and independent. So they form a basis of an $N$-dimensional vector space. Using constant rotations, one can thus bring them to a form where $V^m_{\ i} = \delta^m_i v_{(i)}$ (no sum on $i$), $v_{(i)} \neq 0$. As the rotations
are constant, they can be performed on the coordinates as well, and on the $\partial_m$. So without changing notation, we now consider to have such Killing vectors. The conditions (E.1) now become

$$\forall \ell \in \{1, \ldots N\}, p, q, \partial_\ell g_{pq} = 0 \ , \ \partial_\ell \phi_{pq} = 0 \ , \ \partial_\ell \phi = 0 .$$

As the vectors are constant and independent, $N$ cannot be bigger than the dimension of the space-time. Let us now consider any constant antisymmetric bivector of coefficient $\omega_{pq}$ that is non-zero only along these $N$ directions, i.e. $\forall p \in \{1, \ldots N\}, \exists q / \omega_{pq} \neq 0$ and $\forall p \notin \{1, \ldots N\}, \omega_{pq} = 0$. Thanks to the antisymmetry of $\omega_{pq}$, this means that only the diagonal block along $(1 \ldots N) \times (1 \ldots N)$ is non-zero. Note that this requires $N > 1$, as assumed. Because of this block structure, one has $\partial^\mu \partial^\nu \omega_{\nu \xi} = \sum_{\ell=1}^N \omega_{\mu \nu} \partial_\ell \partial_\nu$. This operator applied on any of the three fields vanishes, thanks to (E.2). In addition, it also vanishes on any of their derivatives, by commuting the derivatives. So we eventually obtain $\partial^\mu \partial_\nu \partial_\mu \partial_\nu = 0$.

Let us now prove the reverse implication $\Leftarrow$. We start with a constant antisymmetric bivector $\omega_{pq}$ non-zero along a diagonal $N \times N$ block. Up to relabeling the directions, having this block translates into $\forall p \in \{1, \ldots N\}, \exists q / \omega_{pq} \neq 0$ and $\forall p \notin \{1, \ldots N\}, \omega_{pq} = 0$. Let us now assume that $N$ is even. We then consider a particular $\omega_{pq}$ such that the block only has one non-zero entry on each line, i.e. $\forall p \in \{1, \ldots N\}, \exists \! p_0 / \omega_{p_0 q} \neq 0$. Thanks to the antisymmetry, this means that each column of the block also has only one non-zero entry. So it is clear that $\{p_0\}$ spans $\{1, \ldots N\}$. Let us provide an example of such a block of $\omega$ (viewed as a matrix), to show that it can exist:

$$\begin{pmatrix}
0 & 1 \\
-1 & 0 \\
\vdots & \\
0 & 1 \\
-1 & 0
\end{pmatrix} .$$

(E.3)

In addition, one has by assumption $\forall p, \omega_{p_0 q} \partial_\nu \partial_\nu = 0$. The peculiar structure of the block just considered then implies that $\forall p \in \{1, \ldots N\}, \omega_{p_0 q} \partial_\nu \partial_\nu = 0$ (without sum on $p_0$). We then define $N$ vectors $V_{\ell}, \ell \in \{1, \ldots N\}, \omega_{p_0 q} \partial_\nu \partial_\nu = 0$ (no sum on $\ell$) with $v_{(p_0)} \equiv \omega_{p_0 q} \neq 0$. Given these components, the $N$ vectors are constant and independent. One can verify that they satisfy $\forall \ell \in \{1, \ldots N\}, V_\ell \partial_\nu \partial_\nu = 0$. So they satisfy the condition (E.1), and they are Killing vectors.

Let us now look at the case where $N$ is odd. As $N > 1$, we deduce $N \geq 3$. We then consider a $\omega$ having a non-zero diagonal $N \times N$ block that splits into two diagonal blocks of size $(N - 3) \times (N - 3)$ and $3 \times 3$. The first block is of even size; from that one we can construct as above $N - 3$ constant and independent Killing vectors, along directions that do not mix with the remaining 3. We will now construct a similar set of 3 vectors along these last directions, and overall, the $N$ Killing vectors will then be independent. To construct two of the three missing Killing vectors, one can consider a block of the form

$$\begin{pmatrix}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} ,$$

(E.4)

possibly with coefficients different than 1. Either by proceeding as above on the $2 \times 2$ non-zero sub-block, or by diagonalising this block, one can get two more constant and independent

---

24 Such $\omega$ are only possible for an even $N$, that we assumed; indeed, for $N$ being odd, the determinant of the block would be zero (a property of antisymmetric matrices), which would prevent to get from it (alone) $N$ independent vectors, as we will see.
Killing vectors. However, with this \( \varpi \), we cannot get a Killing vector along the last direction; we need to consider a different \( \varpi \). We only change the \( 3 \times 3 \) block towards

\[
\begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & -1 & 0
\end{pmatrix},
\]

and proceed similarly. By linear combinations, we can then get one new constant Killing vector along the last direction, which is independent from all others.

### E.2 T-duality is a symmetry for the NSNS sector

We show here the invariance of \( \mathcal{L}_{\text{NSNS}} \), up to a total derivative, under the T-duality transformation \( O(N,N) \) given in (4.11), when the fields are independent of \( N \) coordinates. To do so, we recall two approaches in the literature.

- **Maharana-Schwarz** [81] and the compactification along the isometries

  We consider that the NSNS fields are independent of \( N \) coordinates, in a \( D \)-dimensional space-time. One can then develop the Lagrangian \( \mathcal{L}_{\text{NSNS}} \) by separating the components of the fields that are along these \( N \) directions and those that are not. The latter do not transform under the \( O(N,N) \), while the former do. One can then look at how the various terms in the Lagrangian transform. This was precisely done in [81]: the resulting rewritten Lagrangian was shown to be \( O(N,N) \) invariant.

  The corresponding action can also be viewed as the compactified one. Because of the independence on \( N \) coordinates, the corresponding volume factor can be factorized out (it is set to 1 in [81]), leaving the action to be \( D-N \) dimensional. It is actually a well-known fact that the reduced action has this \( O(N,N) \) symmetry. It is however only a matter of volume factor to make it a \( D \)-dimensional action, and it then still has the symmetry.

- **Double Field Theory**

  The Double Field Theory (DFT) Lagrangian can be formulated as follows [95]

  \[
  \mathcal{L}_{\text{DFT}} = e^{-2d} \left( \frac{1}{8} \mathcal{H}^{MN} \partial_M \mathcal{H}^{PQ} \partial_N \mathcal{H}_{PQ} - \frac{1}{2} \mathcal{H}^{MN} \partial_N \mathcal{H}^{PQ} \partial_Q \mathcal{H}_{MP} - 2 \partial_M \partial_N \mathcal{H}^{MN} + 4 \mathcal{H}^{MN} \partial_N \partial_M \partial_M \partial_N \right). \tag{E.6}
  \]

  The fields \( \mathcal{H} \) and \( d \) can be defined in terms of \( g, b, \phi \) as in section 2.1 (\( \mathcal{H}^{MN} \) is the component of \( \mathcal{H}^{-1} \)). However, they depend here on 2D coordinates \( X^M = (\tilde{x}_m, x^m) \); the latter also define the derivative \( \partial_M \) accordingly. An interesting property of this Lagrangian is that it reproduces the standard NSNS Lagrangian up to a total derivative if one enforces the strong constraint, that we take here to be \( \partial = 0 \)

  \[
  \mathcal{L}_{\text{DFT}}|_{\partial = 0} = \mathcal{L}_{\text{NSNS}} + \partial(\ldots). \tag{E.7}
  \]

  Another property of this Lagrangian is its invariance under constant \( O(D,D) \) transformations. Those are given by the same action as in (4.11) for a generic \( O \in O(D,D) \), together with a transformation of the coordinates and of the derivatives

  \[
  X' = O^{-1} X , \ \partial' = O \partial . \tag{E.8}
  \]
Because of the contraction of indices and the invariance of $d$, it is straightforward to see that these constant $O(D, D)$ transformations are a symmetry of the Lagrangian, i.e. $\mathcal{L}_{\text{DFT}}$ is invariant under them.

Let us now consider an independence on $N$ standard coordinates $x^m$, together with the strong constraint $\tilde{\partial} = 0$. This implies that the only non-trivial derivatives are the $\partial_p$, where $x^p$ is not one of the $N$ coordinates. Similarly, the fields in $\mathcal{L}_{\text{DFT}}$ then only depend on such $x^p$. Let us now consider $O_N$, one of the $O(N, N)$ transformations discussed in (4.10) and (4.11). Because of its $O(D, D)$ invariance, $\mathcal{L}_{\text{DFT}}$ is invariant under this $O(N, N)$ subgroup. Let us now look at the action of such an $O_N$ on the derivatives and coordinates (E.8): on the $x^p$ that are the coordinates on which the Lagrangian depends, the action is trivial (it is the $1_{D-N}$). The same holds for the derivatives $\partial_p$. Therefore, when the fields are independent of $N$ coordinates $x^m$ and the strong constraint $\tilde{\partial} = 0$ is enforced, the effective transformation on the coordinates and derivatives in the Lagrangian under $O_N$ is

$$X' = X, \quad \partial' = \partial,$$

i.e. they do not transform. The action of this $O(N, N)$ subgroup then boils down to that of the T-duality group: indeed, the latter does not change the coordinates nor the derivatives, but only acts on $H$ and $d$ as in (4.11). As mentioned above, this $O(N, N)$ leaves $\mathcal{L}_{\text{DFT}}$ invariant. Therefore, thanks to (E.7), we deduce that $\mathcal{L}_{\text{NSNS}}$ is invariant under the T-duality group transformations, up to a total derivative, when fields are independent of $N$ coordinates.
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