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Abstract
Sequential recommendation system has received widespread attention due to its good performance in solving data overload. However, most of the sequential recommendation methods assume that user’s preferences only depend on specific items in the current sequence and do not consider user’s implicit interests. In addition, most of the previous works mainly focus on exploiting relationships between items in the sequence and seldom consider quantifying the degree of preferences for items implied by user’s different behaviors. In order to address these above two problems, we propose an implicit preference-aware sequential recommendation method based on knowledge graph (IPAKG). Firstly, this method introduces knowledge graph to exploit user’s implicit preference representations. Secondly, we integrate recurrent neural network and attention mechanism to capture user’s evolving interests and relationships between different items in the sequence. Thirdly, we introduce the concept of behavior intensity and design a behavior activation unit to exploit the degree of preferences for items implied by a user’s different behaviors. Through the activation unit, the user’s preferences on different items are further quantified. Finally, we conduct experiments on an Amazon electronics dataset and Tmall dataset to evaluate the performance of our method. Experimental results demonstrate that our proposed method has better performance than those baseline methods.

1. Introduction
With the rapid development of online platforms in recent years, the problem of information overload has become more and more serious. Recommendation systems, aimed at mining user’s preferences to recommend personalized goods or services for the user in the massive data, have achieved widespread attention and great success due to its practicality and effectiveness. So far, recommendation systems have been widely used in various fields, including e-commerce, social media, short videos, and searching engines. Traditional recommendation systems mainly focus on static preferences of users. In order to better model the dynamic and evolving interests of users, sequential recommendation is proposed. Sequential recommendation, as a type of recommendation system, recommends personalized items for users based on their historical interaction behaviors [1, 2].

Traditional recommendation methods (such as collaborative filtering and matrix factorization) mainly focus on the static interaction of user-items, so it is difficult to meet the requirements of sequential recommendation. In order to model the sequential task, a series of models are proposed. The FPMC [3] model is based on Markov chain and matrix factorization. The main problem of this model is that this method is still modeling the static preferences of users. With the rapid development of neural networks, neural network-based models have been widely used in sequential recommendation tasks, such as recurrent neural network-based models [4–6] and convolutional neural network-based models [7]. The recurrent neural network-based model expresses the user’s interest as a hidden state vector by encoding the user’s historical interaction records. This method can capture the user’s dynamic and evolving interest preferences, but due to the characteristics of the recurrent neural network, this method is difficult to capture the long-term dependence of user preferences. The models based on the convolutional neural network express sequential features and capture the complex relevance of items by directly modeling paired item.
relationships. The attention mechanism has received widespread attention due to its high efficiency. The sequential recommendation method based on self-attention [8–12] has also been widely proposed. This method uses the attention mechanism to capture the relationship between items in the sequence, solving the problem of long dependence of the recurrent neural network models. The above-mentioned methods have achieved good performance in the sequential recommendation task. However, we emphasize that there are two main problems with the above methods. Firstly, these methods often assume that the user’s interest only depended on the current item in the current sequence and do not consider the user’s implicit interest. For example, in movie recommendation scenarios, although the user clicks on the movie Wonder Woman, this does not mean that the user likes the movie itself, and it is possible that the user is only interested in the actors in the movie. Therefore, it is of great importance to exploit the implicit preferences of users. Secondly, in the sequential recommendation, most of the past work mainly focus on the relationship between different items in current recommendation sequence and seldom consider the information implied by the user’s behavior, let alone quantify this behavioral information. We argue that the user’s behavior plays an important role in the sequential recommendation. Different behaviors imply the degree of the user’s preferences for specific items. For example, if the user bookmarks or purchases an item, it can be considered that the user has a strong interest on the current item; if the user just clicks on a certain item, it can be considered that the user is just interested in this item; and if the user skips an item, it can be considered that the user has no preference for the item at all. The interaction process is shown in Figure 1. Therefore, it is very significant to quantify the user’s different behavior information. We emphasize the integration of users’ implicit preferences and behavioral intensity to improve the performance of the model.

In view of the above analysis, we propose an implicit preference-aware sequential recommendation method based on knowledge graph. Firstly, we introduce knowledge graph-embedding technology. The knowledge graph contains comprehensive auxiliary information about the item, which helps to further expand the item representation space and exploit the user’s deeper implicit preferences, so that we can obtain high-quality entity representation. Secondly, we introduce the concept of behavior intensity and design a behavioral activation unit to exploit the degree of preferences implied by the user’s different behaviors. By introducing the behavioral activation unit, the user’s microbehavior information is further mined and utilized. Finally, we integrate recurrent neural network and attention mechanism to capture the user’s dynamically evolving interests and the relationship between different items in the sequence. In order to evaluate the performance of our proposed IPAKG model, we conduct experiments on two real datasets, and the experimental results proved the efficiency of our proposed model.

The main contributions of this paper are as follows:

(i) We proposed the IPAKG model, which introduces a knowledge graph to exploit a user’s implicit preference representations. In addition, we integrate a recurrent neural network and attention mechanism to capture the user’s evolving interest and the relationship between different items in the sequence.

(ii) In order to exploit the degree of preferences implied by the user’s different microbehaviors, we design a behavior activation unit, through which the degree of preferences implied by the user’s different microbehaviors is further quantified.

(iii) We conduct extensive experiments on two real datasets, and the experimental results demonstrate that the IPAKG model has a great improvement over the baseline models.

The remainder of this paper is organized as follows. Previous research on sequential recommendation methods and related technologies is discussed in Section 2. In Section 3, the proposed IPAKG approach is explained. Then, in Section 4, the experiments are described and the results are analyzed. Finally, the conclusion and future work are discussed in Section 5.

2. Related Work

In this section, we briefly review three aspects related to our work, namely, general recommendation, sequential recommendation, and knowledge graph-based recommendation methods.

2.1. General Recommendation. Early recommendation systems usually use collaborative filtering models [13] and their variants for recommendation. These models predict a user’s ratings for items by mining the user’s long-term stable preference information, but there are cold-start problems in collaborative filtering-based models. In order to solve the problem of data sparsity, a model based on matrix factorization [14] is proposed. In addition, Yang et al. [15] proposed a new sparsity alleviation algorithm for the recommendation model to solve the sparsity problem by addressing the zero values. With the development of deep learning, the models based on deep neural networks are widely used in recommendation systems. Wu et al. [16] proposed a collaborative noise reduction autoencoder model called CDAE, which combines the traditional matrix factorization model with a deep neural network and predicts the user’s rating information through an autoencoder. Lian et al. [17] further
improved the recommendation performance by combining the traditional decomposition machine model with the deep learning model. Togashi et al. [18] proposed a knowledge graph- (KG-) aware recommender based on graph neural networks, which augments labelled samples through pseudo-labelling to tackle the cold-start problems for new users/items. The above-mentioned models show that deep learning-based methods have greater flexibility in learning user and item representations.

2.2. Sequential Recommendation. Given the user’s historical interaction records, the purpose of sequential recommendation methods is to predict the items that the user may take interest in in the future based on the historical interaction data. The early sequential recommendation task is mainly based on the Markov chain. Rendle et al. [3] proposed a model called FPMC, which includes both a general Markov chain and a conventional matrix factorization model and recommends the next item to the user through the item information of the user’s interaction in the past period of time. He and McAuley [19] combined Markov chains with similarity-based methods and proposed the fossil model, which can significantly improve recommendation performance, especially on sparse datasets. With the development of deep learning, sequential recommendation methods based on deep learning are widely used. Donkers et al. [4] used a recurrent neural network for sequential recommendation and achieved a better performance boost. Quadrana et al. [20] proposed a hierarchical RNN model for cross-session transmission, which can relay the potential hidden state of the terminal RNN between user sessions. Tang and Wang [21] applied the convolutional neural network to sequential recommendation and regarded the embedding representation of the past L items in the user sequence as a photo, which was used as the input of CNN. Thanks to the excellent performance of the attention mechanism in natural language processing, many people apply the attention mechanism to the recommendation system. Kang and McAuley [22] proposed the SASRec model, which mainly uses a two-layer transformer decoder to model the user’s sequential behavior information. Sun et al. [23] applied the BERT model to recommenders to encode user preferences. Zhou et al. [24] proposed the RIB model, which models inherently the sequence of microbehaviors and their effects, but their method did not fully explore the user’s implicit preference information. Gu et al. [25] adopted LSTM to model the user’s microbehaviors. However, they ignored the different transition pattern between items and behaviors. In addition, their method does not take into account the implicit preference information of users. Meng et al. [26] incorporated user microbehaviors and item knowledge into multitask learning for session-based recommendation, which achieved good performance.

2.3. Knowledge Graph-Based Recommendation. With the development of knowledge graph technology, many people consider combining the knowledge graph with the recommendation system and improve the performance of the recommendation system by mining multiple association relationships between items. Wang et al. [27] proposed a model called the Knowledge Path Recursive Network (KPRN), which uses knowledge graphs for recommendation. KPRN can generate path representations by combining the semantics of entities and relationships, using the order dependency in the path. The relationship can be effectively inferred on the path to infer the basic principles of the interaction between the user and the item. Lei et al. [28] proposed a conversational path reasoning (CPR) model, which can model conversational recommendation as a graphical interactive path reasoning problem. Through user feedback, this method traverses the attribute vertices in an explicit way. At the same time, by using the graph structure, CPR can delete many irrelevant candidate attributes, so that it can hit the attributes that users prefer. Wang et al. [29] capture the rich relationship between user and item by extracting paths from the knowledge graph. The above work combines the knowledge graph and the recommendation system to improve the performance of recommendation and has good interpretability. However, due to the problem of model selection, it is difficult to determine whether these methods effectively capture high-order associations.

3. Proposed Method

In this section, we introduce our proposed IPAKG model in detail. Our purpose is to provide users with a number of recommended items based on their historical interaction records. We first state the notations and task definition, then describe our methods in detail, and finally state the optimization methods.

3.1. Notations and Task Definition

3.1.1. Notations. We first define the notations that need to be used in this paper. In a sequential recommendation system, given user set \( U = \{u_1, u_2, \ldots, u_{|U|}\} \), item set \( I = \{i_1, i_2, \ldots, i_{|I|}\} \), where \(|U|\) and \(|I|\) represent the number of elements in the user collection and the item collection, respectively. The historical item interaction sequence of user \( u \) can be \( \{i^{(u)}_1, \ldots, i^{(u)}_t, \ldots, i^{(u)}_T\} \), where \( i^{(u)}_t \) indicates that user \( u \) interacted with item \( i \) at time \( t \) and \( T \) indicates the interaction length of the current user. The time here is relative time. In addition, since we consider the influence of user behavior on preferences, we define the behavior set \( B = \{b_1, \ldots, b_{|B|}\} \), where \( b_i \) represents the behavior imposed by the user on the item, and \(|B|\) represents the total number of behaviors. Behavior set \( B \) has only a few finite elements, such as purchases, views, clicks, carts, and comments. Different behaviors represent the user’s preferences for the current item. Based on the above definition, the behavior interaction sequence of user \( u \) can be represented by \( \{b^{(u)}_1, \ldots, b^{(u)}_t, \ldots, b^{(u)}_T\} \). In addition to the user’s item interaction sequence and behavior interaction sequence, the knowledge graph \( G \) is also required in our sequential recommendation task. The knowledge graph \( G \) is defined on the head entity set \( V \) and the relationship entity set \( R \) and is composed of a large number of triples, namely, \( G = \{(h,r,t) \mid h,t \in V, r \in R\} \), where \( h \)
Table 1: Notations.

| Symbol | Description |
|--------|-------------|
| $U$    | User set    |
| $I$    | Item set    |
| $B$    | Behavior set|
| $|U|$   | Number of user set |
| $|I|$   | Number of item set |
| $|B|$   | Number of behavior set |
| $i_u^t$ | Item $i$ that user $u$ interacted with at time $t$ |
| $b_u^t$ | Behavior $b$ that user $u$ imposed at time $t$ |
| $G$    | Knowledge graph |
| $V$    | Entity set in $G$ |
| $R$    | Relationship set in $G$ |
| $h$    | Head entity in knowledge graph |
| $t$    | Tail entity in knowledge graph |
| $r$    | Relationship between head and tail entity |
| $W^r$  | Transformation matrix of relationship in $G$ |
| $e_h$  | Embedding of head entity in $G$ |
| $e_t$  | Embedding of tail entity in $G$ |
| $e^r$  | Embedding of relation entity in $G$ |
| $W^Q, W^K, W^V$ | Linear mapping matrices |
| $W_z, W_p, W_h$ | Parameter matrices |
| $b_z, b_p, b_h$ | Deviation parameters |
| $a^k$  | Attention weight |
| $e_x$  | Final preference representation |
| $L_G$  | Loss function related to knowledge graph |
| $L_P$  | Loss function related to model |
| $L$    | Final loss function |
| $\lambda$  | Regularization coefficient |

and $t$ represent the head entity and the tail entity, respectively, and $r$ represents the relationship between the head entity and the tail entity; a knowledge graph triplet states a factual relationship. For example, the triple (Tenet, isDirectedBy, ChristopherNolan) indicates that the movie Tenet is directed by Christopher Nolan. Since our item set $I$ needs to be associated with the knowledge graph, we can think of $I$ as a subset of the knowledge graph $G$, that is, $I \subset G$. Through the knowledge graph, we can expand the representation space of the item and mine the implicit preferences of users. Relevant symbol definitions are summarized in Table 1.

3.2. Implicit Preference Awareness Sequential Recommendation Model Based on Knowledge Graph. Our model architecture is shown in Figure 2. Our model integrates the knowledge graph information and the user’s microbehavior characteristics, which can efficiently expand the user’s preference representation space. In addition, through the behavioral activation unit, it can capture the degree of the user’s preferences for the certain item. Our model mainly consists of five parts, namely, the knowledge graph-embedding representation layer, preference dependence-aware layer, preference-evolving layer, behavior preference activation layer, and preference attention layer. In the following part, we will elaborate on each component separately.

3.2.1. Knowledge Graph-Embedding Representation Layer. In order to fully exploit the user’s implicit preferences, we introduce the knowledge graph-embedding technology. The knowledge graph-embedding technology can map the entities and relationships in the graph to a vector representation, while retaining the information of the graph structure, which is an efficient representation method. In order to map the entities and relationships in the knowledge graph into vector representations, we use the widely used knowledge graph-embedding technology TransR method [30], for the knowledge graph triples $(h, r, t) \in G$, $e_h, e_t \in \mathbb{R}^k$ represent the embedding representation of the head entity $h$ and the tail entity $t$ in the knowledge graph, and $e_r \in \mathbb{R}^m$ represents the embedding representation of the relation $r$ in the knowledge graph. TransR learns the embedding representation of entities and relationships by optimizing $e'_h + e_r = e'_t$, where $e'_h$ and $e'_r$ are the mapping representations of $e_h$ and $e_r$ in the relational space $r$, respectively. Therefore, given the knowledge graph triples $(h, r, t)$, the score function can be defined as follows:

$$s(h, r, t) = \|W^r e_h + e_r - W^r e_t\|_2^2. \tag{1}$$

Among them, $W^r \in \mathbb{R}^{(k \times d)}$ is the transformation matrix of relation $r$. The purpose is to map the entity from the $d$-dimensional space to the $k$-dimensional space of the relation $r$. The smaller the above-mentioned score function, the more likely is the triplet $(h, r, t)$ to appear in the knowledge graph $G$. Through the knowledge graph embedding, we obtain the embedding representation vector $e_i$ of the items in the user interaction sequence.

3.2.2. Preference Dependence-Aware Layer. In order to learn the dependencies between different items in the sequence, we introduce the multthead self-attention mechanism [31]. The self-attention mechanism captures the relationship between items in the sequence to improve the presentation ability of items and, at the same time, eliminates the sequence noise data. The scaled dot-product attention is defined as follows:

$$\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d}} \right) V, \tag{2}$$
V = 3.2.3. Preference-Evolving Layer. The user’s sequential interaction behavior includes the dynamic changes of user preferences and the preference dependencies. Therefore, in the preference-evolving layer, we model the dynamic evolution of preferences and the dependencies between preferences through recurrent neural networks. We use GRU to model the dynamic evolution of the user’s preferences and the dependence between preferences. Compared with LSTM, GRU has fewer parameters, so the convergence speed is faster and the iteration speed can be accelerated. The formula for GRU is as follows:

$$z_t = \sigma(W_z \cdot [h_{t-1}, e_t] + b_z),$$  \hspace{1cm} (7)

$$r_t = \sigma(W_r \cdot [h_{t-1}, e_t] + b_r),$$  \hspace{1cm} (8)

$$\tilde{h}_t = \tanh(W_h[r_t \cdot h_{t-1}, e_t] + b_h),$$  \hspace{1cm} (9)

$$h_t = (1 - z_t) \cdot h_{t-1} + z_t \cdot \tilde{h}_t,$$  \hspace{1cm} (10)

where $\sigma$ is the sigmoid activation function; $*$ is the element-wise multiplication of the vector; $W_z$, $W_r$, and $W_h \in \mathbb{R}^{H \times d_H}$ are the parameter matrix; $b_z$, $b_r$, and $b_h \in \mathbb{R}^{d_H}$ are the deviation parameters; $e_t$ is the input of the GRU; and $h_t$ is the $t$th hidden state vector. Through the recurrent neural network, the user’s dynamic evolving preference and dependence between different preferences can be obtained.

3.2.4. Behavior Preference Activation Layer. In sequential recommendation, the behaviors that users impose on different items can be different, and such different behaviors imply the degree of preferences for the certain item. For example, the user’s purchase behavior implies that the user has a strong preferences or demand for the current item, while browsing behavior merely indicates that the user has certain preferences for the current item. Therefore, it is of great significance to quantify user’s different behavior information. In order to model the user’s preference intensity implied by the user’s different behavior, we introduce the behavioral...
The similarity between the target item and the items in the sequence significantly affects whether the user will interact with the target item. In order to obtain the influence weight of different items in the user’s historical interaction sequence on the target item, we introduce the attention mechanism [32]. The preferences after adjustment by the attention mechanism is expressed as follows:

$$I_i = (h_i \odot \varepsilon_{h_i}) \cdot h_i.$$  \hspace{1cm} (11)

Among them, $\odot$ represents the inner product of the vector, and $\varepsilon_{h_i}$ represents the embedded representation of the user behavior. Through the behavior activation unit, we quantify the user’s different behaviors into the user’s degree of preferences for the current item.

### 3.2.5. Preference Attention Layer

The similarity between the target item and the items in the sequence significantly affects whether the user will interact with the target item. In order to obtain the influence weight of different items in the user’s historical interaction sequence on the target item, we introduce the attention mechanism [32]. The preferences after adjustment by the attention mechanism is expressed as follows:

$$\alpha_k = \frac{\exp (I_k W_{\varepsilon_X})}{\sum_k \exp (I_k W_{\varepsilon_X})},$$  \hspace{1cm} (12)

$$\varepsilon'_X = \sum_k^T \alpha_k I_k.$$  \hspace{1cm} (13)

Among them, $W$ is the parameter matrix, $\varepsilon_X$ is the embedded representation of the target item, and $\varepsilon'_X$ is the final preference representation of the user. Finally, the feature-embedding vector, preference representation vector and target item-embedding vector undergo Concat and flatten operations, and then the final prediction result is obtained through the multilayer perceptron.

### 3.3. Optimization

Our objective function includes the knowledge graph-embedding loss part and the prediction loss part. In the knowledge graph-embedding part, we use the TransR method, which considers the relative order relation between valid triples and invalid triples and uses the pairwise ranking loss function to make the difference between the scores of these two triples as large as possible. The loss function can be expressed as

$$L_G = \sum_{h, r, t, t'} - \text{log} \sigma(s(h, r, t') - s(h, r, t)).$$  \hspace{1cm} (14)

Among them, $T = \{(h, r, t, t') | (h, r, t) \in G, (h, r, t') \notin G\}$, triples $(h, r, t')$ are obtained by randomly replacing the tail entity of the triple $(h, r, t)$ in the knowledge graph $G$, and $\sigma(\cdot)$ is the sigmoid activation function. In order to predict whether a certain user will interact with the item, we treat it as a two-classification problem. In order to train the model, we use the cross-entropy loss function,

$$L_p = -\frac{1}{N} \sum_{(x, y) \in D} (y \log p(x) + (1 - y) \log (1 - p(x))).$$  \hspace{1cm} (15)

### 4. Experiment

In this section, we first introduce the experimental dataset, the baseline model, and the evaluation metrics of the experiment, and then, we analyze the experimental results and compare them with the baseline models. In addition, we also conduct an ablation test.

#### 4.1. Datasets and Metrics

We use two commonly used public datasets to verify the effect of my proposed IPAKG model. The statistical information of the dataset is shown in Table 2. The first dataset is the Amazon dataset which comes from the Amazon e-commerce platform; this dataset contains millions of raw data and review information about products. It is a widely used benchmark dataset [34, 35]. We conducted experiments on the Amazon electronics dataset, a subset of the Amazon dataset. In order to adapt to our scenario, we processed the data to filter out those users with less than 30 item interactions and those items with less than 20 occurrences. The second dataset is Tmall that comes from the Tmall e-commerce platform and is a competition dataset provided by IIJCAI-15. This dataset contains user behavior information, such as clicks, browses, and purchases. We filter out those users with less than 40 item interactions and those items with less than 20 occurrences. For each user, we sorted the items according to the timestamp.

In order to construct the knowledge base, we refer to the past work [36] and adopt Freebase data dumps. In order to collect relevant factual information from Freebase, we keep those triples associated with the entities mapped by the items

| Table 2: Statistics of Amazon (electronics) and Tmall datasets. |
| --- | --- | --- |
| Amazon (electronics) | Tmall |
| #users | 11032 | 33252 |
| #items | 8865 | 40865 |
| #ratings | 223654 | 863252 |
| #sparsity | 99.79% | 99.93% |
| #entity | 43261 | 145806 |
| #triple | 924352 | 2863546 |

Among them, $D$ is the training set; the number of samples is $N$; $y$ is the real label, which represents whether the user has interacted with the item; and $p(x)$ is the output value of the sigmoid function, which represents the current item predicted by the model to be interacted by the user probability. The final objective function can be expressed as

$$L = L_G + L_P + \lambda ||\theta||^2_2.$$  \hspace{1cm} (16)

Among them, $\lambda$ is the regularization coefficient, and $\theta$ is the model parameter set. In order to prevent over-fitting, we adopt the $L_2$ regularization. In training, we use minibatch Adam [33] to optimize the embedding loss and prediction loss. Adam is a widely used optimizer that can adaptively control the learning rate.
in the dataset. Note that not all knowledge in the knowledge base is useful, so we filter out the relationships that appear with low frequency. In order to evaluate our method, we refer to past work [5, 37] and adopt a series of widely used evaluation metrics, including the hit ratio (HR), normalized discounted cumulative gain (NDCG), and mean reciprocal rank (MRR).

(i) **HR**: hit ratio gives the percentage of users that can receive at least one correct recommendation, which has been widely used in previous work.

\[
HR@K = \frac{1}{M} \sum_u I \left( \left| R_u \cap T_u \right| \right),
\]

(iii) **MRR**: mean reciprocal rank is a popular ranking metric to measure recommendation quality by finding out how far from the top of the recommendation list the first successfully predicted location is.

\[
MRR@K = \frac{1}{M} \sum_u \frac{1}{\text{rank}_i},
\]

where \( I(x) \) is an indicator function whose value is 1 when \( x > 0 \) and 0 otherwise. \( R_u \) is the generated recommendation list for user \( u \), \( T_u \) is the item set that user \( u \) interacted with in the test set. \( M \) is the number of samples.

(ii) **NDCG**: normalized discounted cumulative gain evaluates ranking performance by taking the positions of correct items into consideration.

\[
\text{NDCG}@K = \frac{\text{DCG}@K}{\text{IDCG}@K},
\]

\[
\text{DCG}@K = \sum_{i=1}^{K} \frac{\text{rel}_i}{\log_2(i + 1)},
\]

where \( \text{rel}_i \) represents the relevance of the \( i^{th} \) recommendation items. If the \( i^{th} \) item is selected by the user, then \( \text{rel}_i = 1 \); otherwise, \( \text{rel}_i = 0 \). IDCG is a normalized DCG.

4.2. Baseline and Parameter Settings. In order to prove the effectiveness of our proposed method, we compared the proposed IPAKG method with the following methods.

(i) **FM [38]**: this is a typical similarity-based method that takes into account the second-order interactive information of the input features. In addition, this method is the basis of other baselines and has excellent performance on many benchmark datasets.

(ii) **BPR [14]**: BPR is a classic method that uses matrix factorization to learn personalized ranking from implicit feedback.

(iii) **GRU4Rec [5]**: this method improves the GRU network for session-based recommendation, which uses a session-parallel minibatch training process and also uses ranking-based loss functions to train the model.

(iv) **GRU4Rec+ [39]**: this is an improved version of GRU4Rec by implementing a new loss function and sampling approach

(v) **SASRec [22]**: this method uses a self-attention mechanism with a left-to-right transformer to capture useful patterns in the user’s sequences.

(vi) **BERT4Rec [23]**: this method uses the bidirectional transformer model to learn the temporal behavior of users, which is a state-of-the-art sequential recommendation method.

(vii) **KTUP [36]**: this is a translation-based user preference model, which transfers the entity embedding and relation embedding learned from knowledge graph to the user preference model and simultaneously training two different tasks.

Among them, BPR and FM are traditional recommendation methods that only consider user feedback without considering sequential information, while GRU4Rec, GRU4Rec+, SASRec, and BERT4Rec are sequential recommendation methods based on neural networks, and KTUP is a recommendation method based on neural networks and knowledge graph.

The experimental environment is CPU Intel (R) Core (TM) i9-9980XE @3.00 GHz, with 128 GB memory and two Titan XP graphics cards. We use the scientific computing library NumPy and SciPy for data processing and use TensorFlow to implement our algorithm. We randomly divide the training set, validation set, and test set with the ratio of 7:2:1 and ensure that each user has at least one item in the test set. For hyperparameters, we apply a grid search to find the best settings for each task. Specifically, the learning rate is searched in \( \{0.0001, 0.001, 0.005, 0.01, 0.05\} \), the coefficient of \( L_2 \) regularization is searched in \( \{10^{-5}, 10^{-4}, 10^{-3}, \cdots, 10^1, 10^2\} \), the embedding size is searched in \( \{32, 64, 96, 128, 256\} \), and the optimization methods include Adam and SGD. Finally, the learning rate is set to 0.001, \( L_2 \) coefficient is set to \( 10^{-3} \), embedding size is set to 96, and the optimization method is set to Adam. For the rest of those parameters, we follow the original way for the setup of the parameters which have been proposed by their authors.

4.3. Performance Evaluation. We compare the performance of our proposed IPAKG method with all other baselines. The results on two datasets are reported on Table 3. From the results, we have the following observations.

In general, our proposed model obtains the best results in all five evaluation metrics on two datasets, which proves the
effectiveness of our model. Specifically, firstly, the IPAKG model and KTUP model both use the knowledge graph, but our model achieves better performance. This is mainly because our model uses the attention mechanism to model the interactive relationship and dynamic evolution of the user’s preferences, which makes the user’s preference representation more accurate. In addition, we also add user behavior information to model the user’s preference degree on the certain item. Therefore, although our model and the KTUP model are both based on knowledge base technology, the model we proposed obtains better recommendation performance. Secondly, IPAKG has better performance compared to GRU4Rec and GRU4Rec+. One possible reason is that these two methods are based on conversational models and do not explicitly model the general preference information of users. Thirdly, our proposed method achieves better performance than SASRec and BERT4Rec which are based on the attention mechanism. One of the main reasons is that our model integrates the information of the knowledge graph, through which the user’s representation space are further expanded and the user’s implicit preferences are fully exploited. Fourth, the above models obtain better experimental results on the Tmall dataset compared to the Amazon electronics dataset. This is mainly because the user interaction records of the Amazon electronics dataset are relatively sparse, which affects the representation of the data.

In addition, the performance of GRU4Rec+ on the above two datasets is significantly better than GRU4Rec. This is because GRU4Rec+ not only captures the sequence relationship in the user’s interaction sequence but also has a better superior objective function. All the methods perform better than the traditional BPR and FM methods. This is because these two methods only model the user’s general preferences and cannot model the user’s sequential and dynamic preferences, which makes the preference representation insufficient. Furthermore, the main reason that the BERT4Rec
model performs better than SASRec is that BERT4Rec can jointly predict the target item based on the context information on the left and right sides, so it can achieve better performance.

4.4. Ablation Study. In order to verify the contribution of each main module of our model to the overall performance, we conduct an ablation study. We first remove the behavioral activation module separately from the original model, which means that we no longer consider the degree of preferences on items implied by the user’s different behaviors, and we call this modified model IPAKG-B. In order to verify the contribution of the knowledge graph-embedding technology to the model, we removed the knowledge graph-embedding model.
and replaced it with conventional embedding technology. In this case, we did not consider the expansion information of the user’s preferences and implicit preferences; we call this modified model IPAKG-KG. Finally, we remove the knowledge graph-embedding module and behavioral activation module at the same time, which means that the remaining model becomes a conventional sequential recommendation model based on recurrent neural network and attention mechanism. We call this modified model IPAKG-B-KG. The experimental results of the ablation study are shown in Table 4.

Based on the above experimental results, we have the following findings. First of all, when we removed the knowledge graph-embedding module and behavior activation module, the performance of the model is obvious decline, which means that both the knowledge graph-embedding module and the behavioral activation module play a significant role on the performance of the model. Secondly, the user’s behavior activation module has a smaller impact on the model performance than the knowledge graph-embedding module. This means that the user’s implicit preferences and expanded preferences have a more important influence on the recommendation. Thirdly, after removing the knowledge graph-embedding module and behavior activation module, the overall performance of the model is between GRU4Rec and GRU4Rec+. This is because that these models have a relatively similar structure, and thus, their performance is relatively similar.

4.5. Analysis of Main Parameters

4.5.1. The Effect of Sequence Length on Experimental Results.
In order to study the impact of different interaction lengths on the recommendation performance, we conduct experiments on two datasets. Figures 3 and 4 report the results of different sequence lengths on the performance of each model. It can be seen from the experimental results that for the Amazon electronics dataset, each model has better performance when the sequence length is about 40, and for the Tmall dataset, each model performs better when the sequence length is about 60. This means that the optimal sequence length depends on the characteristics of the dataset. When the length of the sequence is too short, the model only capture the user’s recent preferences, and when the length of the sequence is too long, certain noise data may be introduced, both of which are not conducive to the performance of the model.

4.5.2. The Impact of Embedding Dimensions on Results.
Figure 5 shows the impact of different embedding dimensions on the recommendation performance. The hidden dimension $d$ varies from 32 to 256, while the other optimal hyperparameters remain unchanged. The most obvious observation from these subgraphs is that the performance of each model does not increase as the dimension increases. Larger hidden dimensions do not necessarily lead to better model performance, especially for these datasets with sparse data. This may be caused by overfitting. As can be seen from the figure, the knowledge graph-based methods (that is, KTUP and IPAKG) have relatively better performance than other methods on the two datasets. For our proposed IPAKG model, even if the hidden dimension is relatively small, our model performance is relatively better than other models.

5. Conclusion

In this paper, we propose a novel sequential recommendation method called IPAKG based on knowledge graph for next-item recommendation task. This method expands the representation space of the item by introducing the knowledge graph-embedding technology and fully exploits user’s implicit preferences. Furthermore, the user’s sequential behavior information is modeled through the behavioral activation unit, by which the degree of the user’s preferences on certain items is fully quantified, which makes the user’s preference representation more accurate. The empirical results demonstrate that our model can significantly outperform the baseline models on two real-world datasets. In addition, we conduct a detailed analysis on the IPAKG model to illustrate the effectiveness of our method. At present, our method mainly considers the extended information of user interaction items but does not model the information of similar users. In the next step, we will consider using the knowledge graph to further model the information of similar users to further improve the performance of recommendation.
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