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Abstract

We introduce the concept of a type system $\mathcal{P}$, that is, a partition on the set of finite words over the alphabet $\{0, 1\}$ compatible with the partial action of Thompson’s group $V$, and associate a subgroup $\text{Stab}_V(\mathcal{P})$ of $V$. We classify the finite simple type systems and show that the stabilizers of various simple type systems, including all finite simple type systems, are maximal subgroups of $V$. We also find an uncountable family of pairwise non-isomorphic maximal subgroups of $V$. These maximal subgroups occur as stabilizers of infinite simple type systems and have not been described in previous literature: specifically, they do not arise as stabilizers in $V$ of finite sets of points in Cantor space. Finally, we show that two natural conditions on subgroups of $V$ (both related to primitivity) are each satisfied only by $V$ itself, giving new ways to recognise when a subgroup of $V$ is not actually proper.

Introduction

In this article, we investigate the maximal subgroups of Richard J. Thompson’s group $V$. The group $V$ was first introduced in 1965 [Tho65] as part of a triple of groups $F < T < V$ where it was shown that these groups are all infinite, finitely presented groups, and that $T$ and $V$ are simple. These groups were then the first examples of infinite, finitely presented groups that were known to be simple. Indeed, until the arrival of the finitely presented infinite simple groups of Burger and Mozes in 1997 [BM97], all known examples of infinite, finitely presented simple groups were in some way modelled on, or built by extending, the constructions of $T$ or $V$.

The Thompson groups in general have had a wide impact, appearing in the theory of many fields of mathematics, and playing host as examples of or counterexamples to numerous questions and conjectures about the existence of groups with various unusual properties. Some examples of where these groups arise include the word problem for groups [MT73, Tho80], in homotopy and shape theory [Dyd77a, Dyd77b, FH93], in the algebra of string rewriting [Coh93], in the theory of diagram groups over semigroup presentations [GS97], in group cohomology [Bro87, Bro92, BG85], and even in dynamical systems and analysis [GS87]. There are now hundreds of research articles strongly connected to these groups, and all three groups have difficult questions associated with them (e.g., the question of whether or not $F$ is amenable is a particularly well-known open question).

A particular area of abiding mystery for R. Thompson’s group $V$ is its subgroup structure: both in terms of determining its lattice of subgroups as well as trying to understand the isomorphism types of its subgroups. Since all finite symmetric groups and hence all finite groups embed into $V$, as well as $\mathbb{Z}^n$ and all free products of finite groups, one might guess that most naturally occurring finitely generated groups embed into $V$. However, the paper [BSD13] shows that even the group $\mathbb{Z}^2 * \mathbb{Z}$ fails to embed as a subgroup of $V$. Furthermore, it is also known that the Baumslag–Solitar groups $B(m, n)$, for $m \neq \pm n$, do not embed into $V$, as cyclic groups are undistorted in $V$ (see [BBGL+13, BMN16, BCR18]). On the positive side, many known coCF groups embed in $V$ and a form of Lehmer’s Conjecture is that a group is a coCF group if and only if it embeds as a finitely generated subgroup of $V$ (see, e.g., [Leh08, BMN16, Far18]).
terms of the lattice structure of the subgroups of $V$, a first observation is that, as $V$ is finitely generated, every proper subgroup of $V$ is contained in some maximal proper subgroup.

A standard way of representing the group $V$ is as a subgroup of the automorphism group of the standard binary Cantor space $C$. It is a folklore result that the stabilizer in $V$ of a point in $C$ is a maximal subgroup of $V$ (see Corollary 2.3), with an explicit proof of this result for $F$ in [Sav10]. In 2017 Golan and Sapir produced the first maximal subgroups of $F$ that do not arise as point stabilizers [GS17a] or as index $p$ subgroups of $F$ for $p$ a prime, and this has begun an active area of research for $F$ [GS17b, GS17c, AN21b, AN21c]. The groups arising in the above research can be interpreted as groups preserving certain sub-families of dyadic rationals. In contrast to this, our approach involves partitioning the set of finite prefixes of points in Cantor space and looking at the subgroups of $V$ which preserve the given partition. This is a wholly new way of constructing maximal subgroups for Thompson-type groups.

It is well known that the partial action of $V$ on the Cantor algebra of clopen subsets of $C$ shares some characteristics with the natural action of a finite symmetric group, see, for example, [BQ17]. Our study of maximal subgroups of $V$ further exploits this connection. Recall that a subgroup of the symmetric group of degree $n$ is either intransitive (in which case it is contained in a direct product of smaller symmetric groups), transitive but imprimitive (in which case it is contained in a wreath product), or primitive. As a consequence, one has a description of the maximal subgroups of the symmetric group $S_n$ and the famous O’Nan–Scott Theorem [AS85] is often used to provide further information on the possibilities for primitive maximal subgroups.

The subgroups that we introduce can be viewed as analogous to the intransitive and imprimitive maximal subgroups of $S_n$. Let $\Omega$ be the set of finite (perhaps empty) strings on the alphabet $\{0, 1\}$. We think of these as being addresses of basic clopen sets in $C$. We say that a partition $P$ of $\Omega$ is a type system if the corresponding equivalence relation $\sim$ satisfies

$$\alpha \sim \beta \iff \alpha 0 \sim \beta 0 \text{ and } \alpha 1 \sim \beta 1$$

for all $\alpha, \beta \in \Omega$. The elements of $P$ are called types. Such a type system is simple if the partition $P$ is not a refinement of any other non-trivial type system. Every type system has an associated subgroup $\text{Stab}_V(P)$ that we define in Definition 3.3(iii). This can be viewed as the set of transformations in $V$ that preserve a partition on the set of cones in $C$ and is therefore the analogue of the wreath product from the permutation groups setting. Indeed, we prove that under natural conditions, $\text{Stab}_V(P)$ is a maximal subgroup of Thompson’s group $V$.

**Theorem 5.15** Let $P$ be a finite simple type system on $\Omega$. Then $\text{Stab}_V(P)$ is a maximal subgroup of $V$.

A major step in proving the theorem is to first fully classify which finite type systems can be simple. To do so, we consider an associated graph, called the type graph, which has one vertex for each type with directed edges from the type of $\alpha$ to the types of $\alpha 0$ and $\alpha 1$ for all $\alpha \in \Omega$. We refer to a strongly connected component of this graph as a nucleus, and we classify simple type systems based on the number and characteristics of the nuclei.

**Theorem 4.8** A finite simple type system on $\Omega$ is either nuclear, atomic binuclear, or atomic quasinuclear.

Theorem 6.14 shows that the maximal subgroups of $V$ associated with finite simple nuclear type systems are isomorphic to full groups of irreducible, branching subshifts of finite type (or occasionally, they are finite index overgroups of such a group). These groups were introduced by Matsumoto in [Mat15a] and studied extensively by Matui in [Mat15b].

The taxonomy of simple type systems is somewhat complex, and also includes systems which need not be finite but which nonetheless lead to maximal subgroups.

**Theorem 5.12** Let $P$ be a simple type system on $\Omega$ that is either multinuclear or atomic branching quasinuclear. Then $\text{Stab}_V(P)$ is a maximal subgroup of $V$. 2
It is easy to specify the point stabilizer of any given “irrational” point in Cantor space as the stabilizer of an infinite simple type system. Thus, constructing uncountably many distinct maximal subgroups of \( V \) is not a difficult task. However, it was not known if \( V \) admitted uncountably many pairwise non-isomorphic maximal subgroups. Also, all but one (up to automorphic image) of the previously known maximal subgroups arose as stabilizers of finite sets of points with the same infinite tail class (with the exception being \( T \) and its automorphic images).

In contrast to these examples, our technique (see Section 7) provides for the construction of an uncountable family of pairwise non-isomorphic maximal subgroups of \( V \). Furthermore, these maximal subgroups are all “new”: they have never been described in the literature, none of these subgroups stabilize any finite set of points in \( \mathcal{C} \), and finally, they are not related in any obvious way to automorphic images of \( T \) (specifically, they do not preserve any circular order on a dense set of points in \( \mathcal{C} \)).

**Theorem 7.5** There is an uncountable family \( \mathcal{M} \) of pairwise non-isomorphic maximal subgroups of \( V \). Moreover, every \( G \) in \( \mathcal{M} \) arises as a stabilizer of a simple nuclear type system, does not preserve any circular order on any dense set of points in \( \mathcal{C} \), and does not stabilize any finite set of points in \( \mathcal{C} \).

As alluded to above, there is an obvious family of (maximal) subgroups of \( V \) which do not preserve any type system, namely Thompson’s group \( T \) and its set of images under automorphisms of \( V \). If we were to view stabilizers of type systems as analogues of imprimitive groups, then these last groups would play the role analogous to the primitive subgroups of \( V \). We do not know if these are the only “primitive” maximal subgroups of \( V \), and we mention various questions around this in Section 9.

A second goal of this article is to provide theorems which can be used to detect when a subgroup of \( V \) is actually proper. In this vein, we consider notions in the setting of the partial action of \( V \) on the cones of \( \mathcal{C} \) that relate to transitivity and to an alternative version of primitivity.

**Theorem 8.4** Let \( G \) be a subgroup of Thompson’s group \( V \) that acts 2-fold transitively on the set of proper cones of \( \mathcal{C} \). Then \( G = V \).

We call our alternative form of primitivity (in the setting of partial actions on cones) swap-primitivity and prove the following:

**Theorem 8.17** Let \( G \) be a subgroup of \( V \) and suppose that \( G \) is swap-primitive. Then \( G = V \).

Section 9 discusses several questions that we have not been able to address. The first of which is below.

**Question 1** Suppose \( G \) is a maximal subgroup of \( V \) which does not preserve a type system. Is \( G \) an automorphic image of \( T \)?
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1 Background

In this section, we define Thompson’s group $V$ and set up the notation for the rest of the paper.

First, let $C$ denote the Cantor set consisting of the infinite words over the alphabet $\{0, 1\}$. Let $\Omega$ be the set of all finite words in the same alphabet $\{0, 1\}$. We refer to the set $\Omega$ as the set of addresses. Any address $\alpha$ determines a cone $\alpha C$, which is one of the basic clopen subsets of Cantor space $C$:

$$
\alpha C = \{ \alpha w \mid w \in C \}.
$$

We write $|\alpha|$ for the length of the address $\alpha$ as a word in $\{0, 1\}$. If $\alpha$ is any finite word, then $\overline{\alpha}$ denotes the element $\alpha\alpha\ldots$ of $C$ obtained by repeating $\alpha$ infinitely many times.

We say a set of cones $\alpha_1 C, \alpha_2 C, \ldots, \alpha_n C$ (respectively, a set of addresses $\alpha_1, \alpha_2, \ldots, \alpha_n$) has small support if $\alpha_1 C \cup \alpha_2 C \cup \cdots \cup \alpha_n C \neq C$. We say two cones $\alpha C$ and $\beta C$ (respectively, two addresses $\alpha$ and $\beta$) are incomparable if $\alpha C \cap \beta C = \emptyset$. We write $\alpha \perp \beta$ to denote that the addresses $\alpha$ and $\beta$ are incomparable. Note that two cones are either incomparable or there is an inclusion of one into the other. If $\alpha C \supseteq \beta C$, we will write $\alpha \preceq \beta$ for the addresses. This is equivalent to the word $\alpha$ being a prefix of the word $\beta$. For this reason, for $\alpha \in \Omega$ and $w \in C$, we shall also write $\alpha \preceq w$ if $\alpha$ is a prefix of $w$.

Let $\alpha_1 C, \alpha_2 C, \ldots, \alpha_n C$ and $\beta_1 C, \beta_2 C, \ldots, \beta_n C$ be two partitions of $C$ into disjoint cones. We can then define a map $\mathcal{C} \to \mathcal{C}$ given by $\alpha_i w \mapsto \beta_i w$ for $i = 1, 2, \ldots, n$ and all $w \in C$. Such a map will be called a prefix substitution map. If $\alpha$ and $\beta$ are incomparable addresses, we denote by $(\alpha \beta)$ the prefix substitution map given by $\alpha w \mapsto \beta w$ and $\beta w \mapsto \alpha w$ for $w \in C$, and with all other points of $C$ fixed. We shall refer to such prefix substitution maps as transpositions. We extend this in the natural way to define disjoint cycle notation for prefix substitution maps that arise as finite permutations of disjoint cones.

We are now ready to define Thompson’s group $V$.

Definition 1.1 Thompson’s group $V$ is the set of all prefix substitution maps on $C$ with multiplication given by function composition.

Note that Thompson’s group $V$ has an alternative definition using paired tree diagram. We direct the reader to [CFP96] for a detailed description of this viewpoint.

The action of $V$ on the Cantor set induces a partial right action of $V$ on the set $\Omega$ of addresses.

Definition 1.2 Let $g \in V$ and $\alpha$ be an address. If $(\alpha C)^g = \beta C$ for some address $\beta$ and $g$ is given by the prefix substitution $\alpha \mapsto \beta$ on $\alpha C$, then we define $\alpha^g = \beta$. If there is no address $\beta$ for which this holds, then $\alpha^g$ is undefined.

It follows immediately from the definition that if $g \in V$ then $\alpha^g$ is defined for all but finitely many addresses $\alpha \in \Omega$. The following observations are straightforward and will be used without comment in what follows.

Lemma 1.3 Let $g$ and $h$ be elements of $V$ and $\alpha$ and $\beta$ be addresses in $\Omega$.

(i) If $\alpha^g$ is defined and $\alpha \preceq \beta$, then $\beta^g$ is defined. Moreover, if $\beta = \alpha \eta$ for some word $\eta$, then $\beta^g = (\alpha^g)\eta$.

(ii) Suppose that $\alpha^g$ is defined. Then $(\alpha^g)^h$ is defined if and only if $\alpha^{gh}$ is defined and, when it is, $(\alpha^g)^h = \alpha^{gh}$.

2 Stabilizers of finite sets of fixed tail class

As a starting point for our study of maximal subgroups of $V$, we will prove that the stabilizer of any finite set of points in $C$ which all have the same tail class is a maximal subgroup. To do
this, we will first apply a criterion for primitive group actions given in [DM96]. Given a group $G$ acting transitively on a set $S$ and points $a, b \in S$, denote by $\Delta = \{ (a, b)^g \mid g \in G \}$ the orbit of the pair $(a, b)$ and by $\Gamma(a, b)$ the associated orbital graph; that is, $\Gamma(a, b)$ has vertex set $S$ and edge set $\Delta$. The required criterion is:

**Proposition 2.1 ([DM96, Theorem 3.2A])** Let $G$ be a group acting transitively on a set $S$. Then the action of $G$ on $S$ is primitive if and only if the orbital graph $\Gamma(a, b)$ is connected for every distinct $a, b \in S$.

**Theorem 2.2** Let $G$ be a group that acts $2k$-transitively on a set $X$ with $|X| \geq 2k + 1$ for some positive integer $k$. Then $G$ acts primitively on the set of subsets of $X$ with cardinality $k$.

**Proof:** Let $S$ denote the set of subsets of $X$ with cardinality $k$. Since $G$ is, in particular, $k$-transitive on $X$, it is the case that $G$ acts transitively on $S$. Let $A$ and $B$ be a pair of distinct subsets of $X$ with $|A| = |B| = k$, let $\Delta = \{ (A, B)^g \mid g \in G \}$ be the orbit of the pair $(A, B)$ and $\Gamma$ be the orbital graph as above. We shall show that $\Gamma$ is connected as an undirected graph.

Let $C$ be any subset of $X$ with $|C| = k$. Take $x \in X \setminus C$ and $y \in C$. Define $C'$ to be the union of $C \setminus \{ y \}$ with $\{ x \}$. Since $|X| \geq 2k + 1$, there is a subset $D$ of $X$ such that $|C \cap D| = |A \cap B|$, $|D| = k$, and $x, y \notin D$. As $G$ acts $2k$-transitively, there exists $g \in G$ such that $(A, B)^g = (C, D)$; that is, $(C, D) \in \Delta$. Now as $D$ does not contain $x$ or $y$, it is also the case that $|C' \cap D| = |C \cap D|$. Hence, using $2k$-transitivity again, there exists $h \in G$ such that $(C, D)^h = (C', D)$. Thus $(C', D) \in \Delta$. This shows that there are (undirected) edges joining $C$ and $D$ and joining $C'$ and $D$ in $\Gamma$. Hence we may travel from the subset $C$ to a subset obtained by removing one element and replacing it by another. By induction there is a path in $\Gamma$ from $C$ to any other subset of cardinality $k$. The result now follows by Proposition 2.1. □

Recall that two points $u$ and $v$ in $\mathcal{C}$ have the same tail class if $u = \alpha w$ and $v = \beta w$ for some finite words $\alpha, \beta \in \Omega$ and some tail $w \in \mathcal{C}$. Fix a tail class $X$. Then since a prefix substitution preserves the tail class, Thompson’s group $V$ acts on $X$. Moreover, it is straightforward to show that this action is highly transitive; that is, $V$ is $n$-transitive for every positive integer $n$. In particular, we may apply Theorem 2.2 for any value of $k$. Hence $V$ acts primitively on the set of subsets of $X$ of cardinality $k$. The corresponding stabilizer is therefore a maximal subgroup of $V$ and we have established the following:

**Corollary 2.3** Let $D$ be a non-empty finite subset of $\mathcal{C}$ consisting of elements of the same tail class. Then $\text{Stab}_V(D)$ is a maximal subgroup of $V$. □

## 3 Labelling subgroups of $V$

In this section, we use the partial action of $V$ on $\Omega$ to define a collection of subgroups of $V$ that will provide many of our examples of maximal subgroups.

**Definition 3.1** Let $\sim$ be an equivalence relation on the set $\Omega$ of addresses.

(i) We say that $\sim$ is **coherent** if, for all addresses $\alpha$ and $\beta$, $\alpha \sim \beta$ implies that both $\alpha 0 \sim \beta 0$ and $\alpha 1 \sim \beta 1$.

(ii) We say that $\sim$ is **reduced** if it has the property that if $\alpha$ and $\beta$ are addresses such that both $\alpha 0 \sim \beta 0$ and $\alpha 1 \sim \beta 1$, then $\alpha \sim \beta$.

(iii) If $\sim$ is an equivalence relation on $\Omega$ that is both coherent and reduced, we refer to the resulting collection $\mathcal{P}$ of equivalence classes on $\Omega$ as a type system.

(iv) If $\mathcal{P}$ is a type system, we refer to the equivalence classes in $\mathcal{P}$ as types. For any address $\alpha$, if $\alpha$ belongs to the equivalence class $P \in \mathcal{P}$ then we say that $\alpha$ has $\mathcal{P}$-type $P$. When it is clear which type system is under consideration, we shall simply refer to the type of $\alpha$.  


The definition of coherent and reduced for an equivalence relation \( \sim \) on \( \Omega \) ensures that type systems interact well with the partial action of Thompson’s group \( V \). Notationally, if \( P \) is a type in some type system \( \mathcal{P} \), then we shall denote by \( P_0 \) the type of \( \alpha 0 \) where \( \alpha \) is any address whose type is \( P \). Analogously we denote \( P_1 \) to be the type of \( \alpha 1 \). The assumption that \( \sim \) is coherent ensures that \( P_0 \) and \( P_1 \) are well-defined types and hence the free monoid with basis \( \{0, 1\} \) has an action on the type system \( \mathcal{P} \).

**Remark 3.2** Under the assumption that \( \sim \) is coherent and reduced, the equivalence relation actually determines a congruence on a free Cantor algebra. Then \( \mathcal{P} \) embeds in a natural way in the quotient Cantor algebra determined by this congruence. We shall, however, not make explicit use of such Cantor algebras here and instead will explore this in a future article.

We now introduce certain subsets of \( V \) determined by an equivalence relation on the addresses (or, equivalently, on the set of cones in \( \mathcal{C} \)).

**Definition 3.3** Let \( \sim \) be an equivalence relation on the set \( \Omega \) of addresses.

(i) We say that an element \( g \in V \) fixes the parts of \( \sim \) if for all but finitely many \( \alpha \in \Omega \), \( \alpha^g \) is defined and \( \alpha^g \sim \alpha \).

(ii) We say that \( g \in V \) stabilizes \( \sim \) if there is a subset \( \Omega_0 \subseteq \Omega \) with \(|\Omega \setminus \Omega_0| < \infty \) such that \( \alpha^g \) is defined for all \( \alpha \in \Omega_0 \) and, for \( \alpha, \beta \in \Omega_0 \), \( \alpha \sim \beta \) if and only if \( \alpha^g \sim \beta^g \). (That is, for all but finitely many addresses, \( g \) preserves equivalence of addresses under \( \sim \).)

(iii) Let \( \mathcal{P} \) denote the partition of \( \Omega \) determined by the equivalence relation \( \sim \). We define

\[
\text{Fix}_V(\mathcal{P}) = \{ g \in V \mid g \text{ fixes the parts of } \sim \},
\]

i.e., the set of elements of \( V \) that fix the parts in \( \mathcal{P} \), and

\[
\text{Stab}_V(\mathcal{P}) = \{ g \in V \mid g \text{ stabilizes } \sim \},
\]

i.e., the set of elements of \( V \) that stabilize the partition \( \mathcal{P} \).

By definition, \( \text{Fix}_V(\mathcal{P}) \subseteq \text{Stab}_V(\mathcal{P}) \) and we shall now observe that they are indeed subgroups of \( V \). The lemma also indicates one of the gains of assuming our relation is coherent: one has greater control over when an element belongs to \( \text{Fix}_V(\mathcal{P}) \). In fact, there is little lost by assuming that \( \mathcal{P} \) is a type system as we shall observe in Lemma 3.7. To aid our arguments, we shall use the notation \( \Omega_0 \subseteq_{cf} \Omega \) to indicate that \( \Omega_0 \) is a cofinite subset of \( \Omega \); that is, when \(|\Omega \setminus \Omega_0| < \infty \).

**Lemma 3.4** Let \( \sim \) be an equivalence relation on the set \( \Omega \) of addresses and let \( \mathcal{P} \) be its associated partition. Then:

(i) \( \text{Fix}_V(\mathcal{P}) \) is a subgroup of \( V \).

(ii) \( \text{Stab}_V(\mathcal{P}) \) is a subgroup of \( V \).

(iii) \( \text{Fix}_V(\mathcal{P}) \) is a normal subgroup of \( \text{Stab}_V(\mathcal{P}) \).

(iv) Suppose that \( \sim \) is coherent and let \( g \in V \). Then \( g \in \text{Fix}_V(\mathcal{P}) \) if and only if there exists a partition \( \alpha_1 \mathcal{C}, \ldots, \alpha_n \mathcal{C} \) of \( \mathcal{C} \) into cones so that each \( \alpha^g_i \) is defined and \( \alpha^g_i \sim \alpha_i \).

**Proof:** (i) Certainly the identity element belongs to \( \text{Fix}_V(\mathcal{P}) \). Suppose \( g, h \in \text{Fix}_V(\mathcal{P}) \). Then there exist \( \Omega_1, \Omega_2 \subseteq_{cf} \Omega \) such that \( \alpha^g \) is defined and satisfies \( \alpha^g \sim \alpha \) for all \( \alpha \in \Omega_1 \) and such that \( \alpha^h \) is defined and satisfies \( \alpha^h \sim \alpha \) for all \( \alpha \in \Omega_2 \). It is straightforward to observe \( \beta^{g^{-1}} \sim \beta \) for all \( \beta \in \Omega^g_1 \) and \( \Omega^g_1 \subseteq_{cf} \Omega \), so \( g^{-1} \in \text{Fix}_V(\mathcal{P}) \). Let \( \Omega_0 = \Omega_1 \cap (\Omega_2 \cap \Omega^g_1)^{g^{-1}} \). Then \( \Omega_0 \subseteq_{cf} \Omega \) and
if $\alpha \in \Omega_0$, then $\alpha^g$ is defined, belongs to $\Omega_2$ and satisfies $\alpha^g \sim \alpha$. Hence $\alpha^{gh} = (\alpha^g)^h \sim \alpha^g \sim \alpha$. This shows that $gh \in \text{Fix}_V(\mathcal{P})$. We conclude that $\text{Fix}_V(\mathcal{P})$ is indeed a subgroup of $V$.

(ii) Suppose $g, h \in \text{Stab}_V(\mathcal{P})$. Then there exist subsets $\Omega_1, \Omega_2 \subseteq \Omega$ such that $\alpha^g$ is defined for all $\alpha \in \Omega_1$, $\alpha^{g} \sim \beta^g$ if and only if $\alpha \sim \beta$ whenever $\alpha, \beta \in \Omega_1$, $\alpha^h$ is defined for all $\alpha \in \Omega_2$ and $\alpha^h \sim \beta^h$ if and only if $\alpha \sim \beta$ whenever $\alpha, \beta \in \Omega_2$. As in (i), it is straightforward to observe $\gamma^{g^{-1}} \sim \delta^{g^{-1}}$ if and only if $\gamma \sim \delta$ for $\gamma, \delta \in \Omega_2$ and hence $g^{-1} \in \text{Stab}_V(\mathcal{P})$. Similarly, for $\Omega_0 = \Omega_1 \cap (\Omega_2 \cap \Omega_0^h)^g \subseteq \Omega$, it is the case that $\alpha^{g^{-1}}$ is defined for all $\alpha \in \Omega_1$. Let $\alpha, \beta \in \Omega_0$ and suppose $\alpha \sim \beta$. Then $\alpha^g \sim \beta^g$ since $\alpha, \beta \in \Omega_1$ and then $\alpha^{-1} \sim \beta^{-1}$ since $\alpha^g, \beta^g \in \Omega_2$. This argument reverses and hence $gh \in \text{Stab}_V(\mathcal{P})$. We deduce that $\text{Stab}_V(\mathcal{P})$ is a subgroup of $V$.

(iii) Let $h \in \text{Fix}_V(\mathcal{P})$ and $g \in \text{Stab}_V(\mathcal{P})$. Then there exist $\Omega_1, \Omega_2 \subseteq \Omega$ such that $\alpha^h$ is defined and $\alpha^h \sim \alpha$ for all $\alpha \in \Omega_1$ and such that $\alpha^g$ is defined for all $\alpha \in \Omega_2$ and, for $\alpha, \beta \in \Omega_2$, $\alpha \sim \beta$ if and only if $\alpha^g \sim \beta^g$. Then $((\Omega_1 \cap \Omega_2)^{h \cap \Omega_2})^{h^{-1}g} \subseteq \Omega$. If $\alpha \in \Omega_0$, then $\alpha^{g^{-1}h} \in \Omega_2$ and so $\alpha^{g^{-1}h} \in \Omega_2$ if and only if $\alpha^g \sim \beta^g$. This shows $g^{-1}h \in \text{Fix}_V(\mathcal{P})$.

(iv) Suppose that $g$ is given by a prefix replacement map with domain cones $\alpha_1 \subseteq \mathcal{O}, \alpha_2 \subseteq \mathcal{O}, \ldots, \alpha_k \subseteq \mathcal{O}$ and that $\alpha_i^{\eta} \sim \alpha_i$ for $i = 1, 2, \ldots, k$. Let $\Omega_0$ be set of addresses having some $\alpha_i$ as a prefix, so that $\Omega_0 \subseteq \Omega$. If $\alpha \in \Omega_0$, say $\alpha = \alpha \eta$ for some word $\eta$, then by repeated use of the fact that $\sim$ is coherent, we conclude that $\alpha^g = (\alpha^g \eta) \sim \alpha \eta = \alpha$. Hence $g \in \text{Fix}_V(\mathcal{P})$.

Conversely, suppose $g \in \text{Fix}_V(\mathcal{P})$. Let $\Omega_0 \subseteq \Omega$ such that $\alpha^g$ is defined for all $\alpha \in \Omega_0$ and satisfies $\alpha^g \sim \alpha$. By repeated subdivision, we can express $g$ as a prefix replacement map with all domain cones $\alpha_i \subseteq \mathcal{O}$ indexed by addresses $\alpha_i \in \Omega_0$. Then $\alpha_i^g \sim \alpha_i$ for all $i$, as required.

We shall view an equivalence relation $\sim$ as providing a “labelling” of the addresses according to which equivalence classes they belong to; that is, in the case of a type system, according to the type of the addresses. For a coherent equivalence relation $\sim$ with corresponding partition $\mathcal{P}$, we shall call $\text{Fix}_V(\mathcal{P})$ and $\text{Stab}_V(\mathcal{P})$ the labelling subgroups for $\mathcal{P}$.

If $\mathcal{P}$ has only finitely many finite classes, $\text{Fix}_V(\mathcal{P})$ is in fact the kernel of the action of $\text{Stab}_V(\mathcal{P})$ on the collection of infinite equivalence classes as we shall demonstrate (see Lemma 3.6(ii) below). Let $\sim$ be an equivalence relation on $\Omega$ and $\mathcal{P}$ be its associated partition. If $g \in \text{Stab}_V(\mathcal{P})$ then there exists some subset $\Omega_0 \subseteq \Omega$ such that $\alpha^g$ is defined for all $\alpha \in \Omega_0$ and, for $\alpha, \beta \in \Omega_0$, $\alpha \sim \beta$ if and only if $\alpha^g \sim \beta^g$. As a consequence, if $P \in \mathcal{P}$ is an infinite equivalence class, then $\alpha^g \sim \beta^g$ for all $\alpha, \beta \in P \cap \Omega_0$ and hence $(P \cap \Omega_0)^g \subseteq Q$ for some, necessarily infinite, class $Q \in \mathcal{P}$. We can accordingly define an action of $\text{Stab}_V(\mathcal{P})$ on the infinite classes in $\mathcal{P}$.

**Definition 3.5** If $P$ is an infinite class in $\mathcal{P}$ and $g \in \text{Stab}_V(\mathcal{P})$, define $P^g$ to be the infinite class $Q \in \mathcal{P}$ such that $\alpha^g \in Q$ for all but finitely many $\alpha \in P$.

**Lemma 3.6** Let $\sim$ be an equivalence relation on $\Omega$ and let $\mathcal{P}$ be the associated partition. Suppose that the collection of infinite classes in $\mathcal{P}$, denoted $\mathcal{P}^*$, is non-empty. Then:

(i) $\text{Stab}_V(\mathcal{P})$ acts on $\mathcal{P}^*$ via the above definition and $\text{Fix}_V(\mathcal{P})$ is contained in the kernel of this action.

(ii) If $\mathcal{P}$ contains only finitely many finite classes, then $\text{Fix}_V(\mathcal{P})$ is the kernel of the action of $\text{Stab}_V(\mathcal{P})$ on $\mathcal{P}^*$.

**Proof:** For part (i) the proof is straightforward. For part (ii), suppose that $\mathcal{P}$ contains only finitely many finite classes. Let $g$ belong to the kernel of the action of $\text{Stab}_V(\mathcal{P})$ on $\mathcal{P}^*$. There exists some $\Omega_0 \subseteq \Omega$ such that $\alpha^g$ is defined for all $\alpha \in \Omega_0$ and, for $\alpha, \beta \in \Omega_0$, $\alpha \sim \beta$ if and only if $\alpha^g \sim \beta^g$. If $P \in \mathcal{P}^*$, then $P^g = P$ by definition, so $\alpha^g \in P$ for all but finitely many $\alpha \in P$. In particular, there exists some $\alpha \in P \cap \Omega_0$ such that $\alpha^g \in P$ and then $\beta^g \sim \alpha^g$ for all $\beta \in P \cap \Omega_0$. This shows $(P \cap \Omega_0)^g \subseteq P$; that is, $\alpha^g \sim \alpha$ for all $\alpha \in P \cap \Omega_0$.  

Take $\Omega_1 = \Omega_0 \cap \bigcup \mathcal{P}^*$; that is, the set of addresses in $\Omega_0$ that belong to an infinite class. Since $\mathcal{P}$ has only finitely many finite classes, $\Omega_1$ is a cofinite subset of $\Omega$. Then $\alpha^g$ is defined for all $\alpha \in \Omega_1$ and, by the previous paragraph, $\alpha^g \sim \alpha$ for all $\alpha \in \Omega_1$. This shows $g \in \text{Fix}_V(\mathcal{P})$ and completes the proof of part (ii).

**Lemma 3.7** Let $\sim$ be an equivalence relation on $\Omega$ and $\mathcal{P}$ be its associated partition. Define, for $\alpha, \beta \in \Omega$, $\alpha \approx \beta$ if and only if $\alpha \eta \sim \beta \eta$ for all but finitely many words $\eta$. Then $\approx$ is a coherent and reduced equivalence relation on $\Omega$ such that

(i) if $\sim$ is coherent and $\alpha \sim \beta$ for some $\alpha, \beta \in \Omega$, then $\alpha \approx \beta$;

(ii) if $\mathcal{Q}$ is the type system determined by $\approx$, then $\text{Fix}_V(\mathcal{Q}) = \text{Fix}_V(\mathcal{P})$ and $\text{Stab}_V(\mathcal{P}) \subseteq \text{Stab}_V(\mathcal{Q})$.

**Proof:** It is straightforward to verify that $\approx$ is an equivalence relation on $\Omega$ and that it is both coherent and reduced. If we assume that $\sim$ is coherent, then part (i) also follows directly.

For part (ii), suppose that $g \in \text{Fix}_V(\mathcal{P})$. Then there exists $\Omega_0 \subseteq \Omega$ such that $\alpha^g$ is defined and $\alpha^g \sim \alpha$ for all $\alpha \in \Omega_0$. If $\alpha \in \Omega_0$, then $\alpha \eta \in \Omega_0$ for all but finitely many words $\eta$ and $\alpha^g \eta = (\alpha^g)^g \sim \alpha \eta$ for all such $\eta$. Hence $\alpha^g \approx \alpha$ for $\alpha \in \Omega_0$ and we deduce $g \in \text{Fix}_V(\mathcal{Q})$.

Conversely, suppose $g \in \text{Fix}_V(\mathcal{Q})$ and let $\Omega_0 \subseteq \Omega$ such that $\alpha^g$ is defined and $\alpha^g \approx \alpha$ for all $\alpha \in \Omega_0$. There exist incomparable addresses $\beta_1, \beta_2, \ldots, \beta_k$ in $\Omega_0$ such that $\mathcal{C} = \text{the disjoint union of the cones } \beta_i \mathcal{C}$. Now, $\beta_i^g \approx \beta$ for each $i$, so there exists $\Delta_i \subseteq \Omega$ such that $(\beta_i^g) \eta \sim \beta \eta$ for all $\eta \in \Delta_i$. Set $\Omega_1 = \{ \beta_i \eta \mid \eta \in \Delta_i, 1 \leq i \leq k \}$. Then $\Omega_1 \subseteq \Omega$ and $\alpha^g \sim \alpha$ for all $\alpha \in \Omega_1$; that is, $g \in \text{Fix}_V(\mathcal{P})$. This demonstrates that $\text{Fix}_V(\mathcal{Q}) = \text{Fix}_V(\mathcal{P})$.

Finally, let $g \in \text{Stab}_V(\mathcal{P})$. There exists $\Omega_0 \subseteq \Omega$ such that $\alpha^g$ is defined for all $\alpha \in \Omega_0$ and, for $\alpha, \beta \in \Omega$, $\alpha \sim \beta$ if and only if $\alpha^g \sim \beta^g$. By removing at most finitely many addresses, we may assume that $\alpha, \alpha \in \Omega_2$ for all $\alpha \in \Omega_2$. Let $\alpha, \beta \in \Omega_2$. If $\alpha \approx \beta$ then $\alpha \eta \sim \beta \eta$ for all but finitely many words $\eta$. All such $\alpha \eta$ and $\beta \eta$ are in $\Omega_2$ by our assumption and hence $(\alpha \eta)^g \sim (\beta \eta)^g$ for all but finitely many $\eta$; that is, $\alpha^g \eta \sim \beta^g \eta$. Thus $\alpha^g \approx \beta^g$.

Conversely suppose $\alpha^g \approx \beta^g$. Then $(\alpha \eta)^g = \alpha^g \eta \sim (\beta \eta)^g$ for all but finitely many words $\eta$. Since $\alpha \eta, \beta \eta \in \Omega_2$, we deduce $\alpha \eta \sim \beta \eta$ for such $\eta$. Hence $\alpha \approx \beta$. In conclusion, we have shown that $g \in \text{Stab}_V(\mathcal{Q})$ and established the inclusion $\text{Stab}_V(\mathcal{P}) \subseteq \text{Stab}_V(\mathcal{Q})$. 

**Lemma 3.7** shows that we lose little by assuming that $\mathcal{P}$ is a type system rather than working with some arbitrary equivalence relation. Accordingly, we shall work with type systems from this point forward. The following gives a characterization of when an element belongs to $\text{Stab}_V(\mathcal{P})$ under this hypothesis.

**Lemma 3.8** Let $\mathcal{P}$ be a type system on $\Omega$ and $\sim$ be its associated equivalence relation. Let $g \in V$ and let $\Gamma$ be any set of addresses with finite complement such that $\alpha^g$ is defined for all $\alpha \in \Gamma$. Then $g \in \text{Stab}_V(\mathcal{P})$ if and only if, for all $\alpha, \beta \in \Gamma$, $\alpha \sim \beta$ if and only if $\alpha^g \sim \beta^g$.

**Proof:** Certainly if the condition holds then $g \in \text{Stab}_V(\mathcal{P})$ when we take $\Omega_0 = \Gamma$ where $\Omega_0$ is as in Definition 3.3. Conversely, suppose $g \in \text{Stab}_V(\mathcal{P})$. Then there exists $\Omega_0 \subseteq \Omega$ such that $\alpha^g$ is defined for all $\alpha \in \Omega_0$ and, for $\alpha, \beta \in \Omega_0$, $\alpha \sim \beta$ if and only if $\alpha^g \sim \beta^g$. As $|\Omega \setminus \Omega_0|$ is finite, there is a positive integer $n$ such that $\delta \in \Omega_0$ whenever $|\delta| \geq n$.

Let $\alpha, \beta \in \Gamma$ and suppose $\alpha \sim \beta$. If $\eta$ is any word of length $n$, then $\alpha \eta, \beta \eta \in \Omega_0$ and $\alpha \eta \sim \beta \eta$ since $\sim$ is coherent. Therefore $(\alpha^g \eta) = (\alpha^g)^g \sim (\beta^g)^g = (\beta^g) \eta$ for all such words $\eta$. Since $\sim$ is reduced, we now conclude $\alpha^g \sim \beta^g$. A similar argument shows that if $\alpha^g \sim \beta^g$, then $\alpha \sim \beta$. This establishes the required condition.

**Example 3.9** Define a labelling of $\Omega$ by the alphabet $\{A, B\}$ inductively as follows:

(i) The empty word $\varepsilon$ has label $A$. 
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(ii) If \( \alpha \in \Omega \) has label A, then \( \alpha 0 \) has label A, and \( \alpha 1 \) has label B.

(iii) If \( \alpha \in \Omega \) has label B, then both \( \alpha 0 \) and \( \alpha 1 \) have label B.

Conditions (ii) and (iii) are summarized in Figure 1, which we refer to as the label diagram for this labelling. In general, a label diagram consists of one caret for each label and the labelling is completely determined by the label diagram together with the information that the empty word has label A.

This labelling defines a partition \( \mathcal{P} \) of \( \Omega \) and this is an example of a type system. In general, the equivalence relation determined by a label diagram is always coherent, and is reduced (and so defines a type system) as long as no two carets have the same labels on their leaves.

For this particular labelling, the addresses labeled A are precisely the finite prefixes of the infinite word \( \overline{0} = 000 \cdots \). Use of Lemma 3.4(iv) and Lemma 3.8 shows that the resulting labelling subgroups \( \text{Fix}_V(\mathcal{P}) \) and \( \text{Stab}_V(\mathcal{P}) \) are both equal to the stabilizer in \( V \) of the point \( \overline{0} = 000 \cdots \).

Example 3.10 Let \( S \subseteq \mathcal{C} \) and, for each \( \alpha \in \Omega \), let

\[
S[\alpha] = \{ w \in \mathcal{C} \mid \alpha w \in S \}.
\]

Observe that \( S[\alpha] = 0(S[\alpha 0]) \cup 1(S[\alpha 1]) \) for each address \( \alpha \) and hence the partition \( \mathcal{P} \) determined by the equivalence relation \( \sim \) on \( \Omega \) defined by

\[
\alpha \sim \beta \quad \text{if and only if} \quad S[\alpha] = S[\beta]
\]

is a type system. If \( g \in V \) and \( \alpha \) is any address such that \( \alpha^g \) is defined, then one checks \( S[\alpha^g] = S[\alpha] \). From this one deduces that \( \text{Fix}_V(\mathcal{P}) \) equals the stabilizer in \( V \) of the subset \( S \).

For many sets \( S \) the subgroup \( \text{Stab}_V(\mathcal{P}) \) is equal to \( \text{Fix}_V(\mathcal{P}) \), but there are exceptions. For example, if there are any elements of \( V \) that switch \( S \) with its complement (e.g., if \( S \) is a clopen set), then these will lie in \( \text{Stab}_V(\mathcal{P}) \) but not \( \text{Fix}_V(\mathcal{P}) \).

Example 3.11 Let \( \mathcal{P} \) be the type system determined by the label diagram in Figure 2, where the empty word has label A. Observe that an address \( \alpha \in \Omega \) is labeled A if and only if the length of \( \alpha \) is even. In this case,

\[
\text{Fix}_V(\mathcal{P}) = \{ g \in V \mid |\alpha^g| - |\alpha| \text{ is even for all } \alpha \in \Omega \text{ such that } \alpha^g \text{ is defined} \}
\]

and

\[
\text{Stab}_V(\mathcal{P}) = \text{Fix}_V(\mathcal{P}) \cup \{ g \in V \mid |\alpha^g| - |\alpha| \text{ is odd for all } \alpha \in \Omega \text{ such that } \alpha^g \text{ is defined} \}.
\]

In particular, \( \text{Fix}_V(\mathcal{P}) \) has index two in \( \text{Stab}_V(\mathcal{P}) \).

Definition 3.12

(i) A type system \( \mathcal{Q} \) (determined by the equivalence relation \( \approx \)) is said to be a quotient of the type system \( \mathcal{P} \) (determined by the equivalence relation \( \sim \)) if, for all \( \alpha, \beta \in \Omega \), \( \alpha \sim \beta \) implies \( \alpha \approx \beta \).
(ii) The trivial relation on $\Omega$ is that given by equality: two addresses $\alpha$ and $\beta$ are related under this relation only when $\alpha = \beta$. The universal relation is given by $\alpha \sim \beta$ for all $\alpha, \beta \in \Omega$. The partitions determined by these two equivalence relations are both examples of type systems.

(iii) A type system $\mathcal{P}$ is said to be simple if its only proper quotient is the one determined by the universal relation.

(iv) A type system $\mathcal{P}$ is said to be finite if it consists of only finitely many equivalence classes on $\Omega$.

The language of “quotient” here is appropriate since if $\mathcal{Q}$ is a quotient of the type system $\mathcal{P}$, then there is an associated surjective map $\mathcal{P} \to \mathcal{Q}$. Also observe that every type system is a quotient of the one determined by the trivial relation, while the type system for the universal relation is a quotient of every type system. We now observe that for most type systems, $\text{Stab}_V(\mathcal{P})$ and $\text{Fix}_V(\mathcal{P})$ are in fact proper subgroups of $V$.

**Lemma 3.13** Let $\mathcal{P}$ be a type system on $\Omega$ with associated equivalence relation $\sim$ that is neither the trivial nor the universal relation. Then $\text{Stab}_V(\mathcal{P}) \neq V$.

**Proof:** Since $\sim$ is not the trivial relation, there are distinct addresses $\alpha$ and $\beta$ such that $\alpha \sim \beta$. If $\alpha$ were a prefix of $\beta$, then there is a choice of letter $x \in \{0, 1\}$ such that $\alpha x \perp \beta x$. Hence, by coherence, there is a pair of incomparable addresses related under $\sim$. If it were the case that all triples of incomparable addresses were related under $\sim$, then any pair of addresses of length at least 2 would be related under $\sim$ and, as it is reduced, we would conclude $\sim$ is the universal relation. Hence there exist pairwise incomparable addresses $\alpha$, $\beta$ and $\gamma$ such that $\alpha \sim \beta \not\sim \gamma$. Then $(\alpha \gamma) \notin \text{Stab}_V(\mathcal{P})$ by Lemma 3.8 and so $\text{Stab}_V(\mathcal{P})$ is a proper subgroup of $V$. \qed

We shall associate two additional structures to a type system. This first is a graph which encodes how the type changes as one descends the binary rooted tree whose vertices are labelled by the addresses in $\Omega$. The second is a semigroup that will enable us to extend the notion of “type” of a cone to any clopen subgroup of $\mathcal{C}$.

**Definition 3.14** Let $\mathcal{P}$ be a type system with $\sim$ its associated equivalence relation on $\Omega$. We associate a directed graph $\Gamma(\mathcal{P})$, called the type graph, as follows. The vertices of $\Gamma(\mathcal{P})$ are the types in $\mathcal{P}$. If $P$ is a type, say with some address $\alpha$ of type $P$, then there is an edge labelled 0 from $P$ to $Q$ if the address $\alpha 0$ has type $Q$. Similarly there is an edge labelled 1 from $P$ to $R$ if the address $\alpha 1$ has type $R$.

Note that the fact that $\sim$ is coherent ensures that the definition of the edges in $\Gamma(\mathcal{P})$ is independent of the choice of representative $\alpha \in P$. Hence this graph is well-defined.

**Notation 3.15** Let $\mathcal{P}$ be a type system and $P \in \mathcal{P}$, say with some representative $\alpha$. We write $P_\gamma$ for the type of the address $\alpha \gamma$ for each $\gamma \in \Omega$. 

![Figure 2: Label diagram for Example 3.11](image_url)
The coherence of $\sim$ ensures this is well-defined independent of the choice of $\alpha$. Furthermore, if one starts at vertex $P$ in the graph $\Gamma(P)$ and follows the path labelled by the word $\gamma$, then this path terminates at the vertex $P_\gamma$. In particular, $P_0$ and $P_1$ are the two vertices adjacent to $P$ and correspond to the types of the two descendants of $\alpha$ in the binary rooted tree labelled by the addresses in $\Omega$.

Observe that if $P$ is an infinite class in $\mathcal{P}$ then both $P_0$ and $P_1$ are also infinite classes. Hence there is a subgraph $\Gamma^*$ of $\Gamma(\mathcal{P})$ whose vertices are those members of $\mathcal{P}$ that are infinite classes. We have observed in Lemma 3.6 above that $\text{Stab}_V(\mathcal{P})$ acts upon the set $\mathcal{P}^*$ of these infinite classes and consequently it also acts, via automorphisms, on this subgraph $\Gamma^*$.

### The semigroup associated to the equivalence relation

The semigroup $S(\mathcal{P})$ that we shall associate to a type system $\mathcal{P}$ will be a homomorphic image of the semigroup $S(\mathcal{C})$ of continuous functions from $\mathcal{C}$ to the set $\mathbb{N}$ of natural numbers (endowed with the discrete topology) that are not identically zero. If $U$ is a subset of $\mathcal{C}$, we write $\chi_U$ for the characteristic function of $U$; that is, the function that takes the value 1 on $U$ and the value 0 elsewhere. To simplify notation, we use $\chi_\alpha$, for $\alpha \in \Omega$, as an abbreviation for the characteristic function of the cone $\alpha \mathcal{C}$. These characteristic functions generate $S(\mathcal{C})$ and we shall exploit the following presentation for this semigroup.

**Lemma 3.16** The semigroup $S(\mathcal{C})$ of non-zero continuous functions $\mathcal{C} \to \mathbb{N}$ is isomorphic to the additively-written commutative semigroup with presentation consisting of generators $x_\alpha$ for each $\alpha \in \Omega$ and relations $x_\alpha = x_{\alpha 0} + x_{\alpha 1}$ for each $\alpha \in \Omega$.

**Proof:** Define $T$ be the commutative semigroup with presentation

$$\langle x_\alpha \ (\alpha \in \Omega) \mid x_\alpha = x_{\alpha 0} + x_{\alpha 1} \text{ for each } \alpha \in \Omega \rangle.$$ 

Since the characteristic functions $\chi_\alpha$ satisfy the same relations, we observe that there is a surjective homomorphism $\phi: T \to S(\mathcal{C})$ given by $x_\alpha \mapsto \chi_\alpha$. Suppose that $f$ and $g$ are elements of $T$ that satisfy $f \phi = g \phi$. Express $f$ and $g$ as sums of generators $x_\alpha$ and let $N$ be the length of the longest address $\alpha$ involved in these sums. By repeated use of the relations $x_\alpha = x_{\alpha 0} + x_{\alpha 1}$, we can write $f = \sum_{\gamma \in C} c_\gamma x_\gamma$ and $g = \sum_{\gamma \in C} d_\gamma x_\gamma$ where $C$ is the set of addresses of length $N$ and $c_\gamma$ and $d_\gamma$ are non-negative integers. The images of $f$ and $g$ under $\phi$ take the values $c_\gamma$ and $d_\gamma$, respectively on the (disjoint) cones $\gamma \mathcal{C}$ and the hypothesis then implies that $c_\gamma = d_\gamma$ for each $\gamma \in C$. It follows that $\phi$ is injective and hence $S(\mathcal{C}) \cong T$, as claimed. \[\square\]

Fix a type system $\mathcal{P}$ determined by some coherent and reduced equivalence relation $\sim$ on $\Omega$. We shall associate a semigroup $S(\mathcal{P})$ with generators that correspond to the types in $\mathcal{P}$. We reserve the lowercase letters $p$, $q$, and $r$ for the generators that correspond to the types in $\mathcal{P}$ denoted by $P$, $Q$, and $R$. This will be extended to include any decoration that is applied to one these symbols. Thus, if $P \in \mathcal{P}$, then $p_P$ will denote the generator of $S(\mathcal{P})$ that corresponds to the type $P_\gamma$, this being the type that is reached by following the path in the graph $\Gamma(P)$ labelled by the word $\gamma$. In particular, $p_0$ and $p_1$ will be the generators that correspond to the types $P_0$ and $P_1$, these being the two vertices of $\Gamma(P)$ that are adjacent to $P$ (attached by edges with labels 0 and 1, respectively). Similarly, when we write $p^{(1)}, p^{(2)}, \ldots, p^{(m)}$, these will be the generators of $S(\mathcal{P})$ that correspond to some family $P^{(1)}, P^{(2)}, \ldots, P^{(m)}$ of types in $\mathcal{P}$.

**Definition 3.17** Suppose that $\mathcal{P}$ is a type system on $\Omega$. Define $S(\mathcal{P})$ to be the commutative semigroup (whose operation we write additively) with generators $p$ in one-one correspondence with the types $P$ in $\mathcal{P}$ subject to all relations $p = p_0 + p_1$ for each $P \in \mathcal{P}$.

**Remark 3.18** In [GLU21], the authors introduce the notion of an arboreal semigroup presentation, connecting it to a labelled planar forest diagram. The main difference between our semigroup and theirs is that we are taking our semigroup to be commutative and working with a single binary rooted tree instead of a more general forest.
Recall that the assumption of coherence ensures that the types \( P_0 \) and \( P_1 \) are well-defined independent of the choice of representative for \( P \). Hence the above definition for \( S(\mathcal{P}) \) makes sense in this context. We denote the generators of \( S(\mathcal{P}) \) with a lowercase letter since it is common for the relations assumed to imply that \( p = q \) for particular distinct types \( P \) and \( Q \) from \( \mathcal{P} \). We are therefore able to distinguish between equality within this semigroup and genuine equality between types from \( \mathcal{P} \). As a first observation, and linking back to the graph \( \Gamma(\mathcal{P}) \) defined above, if \( P,Q \in \mathcal{P} \) and there is a path from \( P \) to \( Q \) in \( \Gamma(\mathcal{P}) \) then, upon applying the defining relation at each step of the path, we observe

\[
p = q + x
\]
for some \( x \in S(\mathcal{P}) \) (and where, according to our convention, \( p \) and \( q \) are the generators of \( S(\mathcal{P}) \) associated to \( P \) and \( Q \)).

**Definition 3.19** By Lemma 3.16, there is a surjective homomorphism \( \psi: S(\mathcal{C}) \to S(\mathcal{P}) \) given by \( \chi_\alpha \mapsto p \) whenever the address \( \alpha \) belongs has type \( P \) in \( \mathcal{P} \). If \( U \) is a non-empty clopen subset of \( \mathcal{C} \), we define the \( s \)-type of \( U \) (under \( \mathcal{P} \)), denoted \( s\text{-type}_P(U) \) (or \( s\text{-type}(U) \) if \( \mathcal{P} \) is understood), to be the image of the characteristic function \( \chi_U \) under this homomorphism.

The idea of this definition is to extend the concept of “type” from addresses (which correspond to cones) to arbitrary clopen subsets of \( \mathcal{C} \). However, one should note that it is possible for two addresses \( \alpha \) and \( \beta \) to have different types in \( \mathcal{P} \) but that the defining relations result in the corresponding cones \( \alpha \mathcal{C} \) and \( \beta \mathcal{C} \) having the same \( s \)-type. (This reflects our earlier comment that we might have types satisfying \( P \neq Q \) but the corresponding generators \( p \) and \( q \) being equal in \( S(\mathcal{P}) \).) Despite this possible collapse in \( s \)-types, this extension of “type” to clopen sets is useful and the following is the key property that we shall use:

**Lemma 3.20** Let \( \mathcal{P} \) be a type system with associated equivalence relation \( \sim \) and \( S(\mathcal{P}) \) be the commutative semigroup it determines. Suppose that \( U \) and \( U' \) are non-empty clopen subsets of \( \mathcal{C} \) that have the same \( s \)-type. Then there exist decompositions \( U = \bigcup_{i=1}^n \gamma_i \mathcal{C} \) and \( U' = \bigcup_{i=1}^n \delta_i \mathcal{C} \) into the same number of disjoint cones such that \( \gamma_i \sim \delta_i \) for \( i = 1, 2, \ldots, n \).

**Proof:** The \( s \)-type of a non-empty clopen subset \( U \) is its image of the characteristic function \( \chi_U \) under the homomorphism \( \psi: S(\mathcal{C}) \to S(\mathcal{P}) \) and so we seek to identify the kernel of \( \psi \) as a congruence on \( S(\mathcal{C}) \). Define a relation \( \rho \) on \( S(\mathcal{C}) \) by \( f \rho g \) if there exist decompositions \( f = \sum_{i=1}^m \alpha_i \) and \( g = \sum_{i=1}^m \beta_i \) where \( \alpha_i \sim \beta_i \) for each \( i \). This relation is certainly reflexive and symmetric. Suppose that \( f \rho g \) and \( g \rho h \). Then there are decompositions

\[
f = \sum_{i=1}^m \chi_{\alpha_i}, \quad g = \sum_{i=1}^m \chi_{\beta_i} = \sum_{j=1}^n \chi_{\gamma_j}, \quad h = \sum_{j=1}^n \chi_{\delta_j}
\]

such that \( \alpha_i \sim \beta_i \) for each \( i \) and \( \gamma_j \sim \delta_j \) for each \( j \). Let \( N \) be the maximum length of the addresses \( \beta_i \) and \( \gamma_i \). Repeatedly exploit the relation \( \chi_\alpha = \chi_\alpha 0 + \chi_\alpha 1 \) to express each \( \chi_{\beta_i} \) as a sum of characteristic functions \( \chi_{\beta_i \zeta} \) where \( |\zeta| = N - |\beta_i| \). There is an analogous decomposition of \( \chi_{\alpha_i} \) as a sum of terms \( \chi_{\alpha_i \zeta} \) and here \( \alpha_i \zeta \sim \beta_i \zeta \) since \( \sim \) is coherent. We can do the same thing for the terms corresponding to the relationship \( g \rho h \). Hence we can assume that in Equation (1) that \( |\beta_i| = |\gamma_j| = N \) for all \( i \) and \( j \). However, this means that any pair of addresses from the \( \beta_i \) and the \( \gamma_j \) are either equal or incomparable and so the two decompositions for the function \( g \) must be essentially the same. Consequently \( m = n \) in this case and we may relabel the addresses so that \( \beta_i = \gamma_i \) for each \( i \). It then follows that \( \alpha_i \sim \delta_i \) and hence \( f \rho h \). We conclude that \( \rho \) is an equivalence relation on \( S(\mathcal{C}) \). It is also a congruence on this semigroup since if \( f \rho g \) then it immediately follows that \((f + \chi_\gamma) \rho (g + \chi_\gamma) \) for any address \( \gamma \).

If \( f \rho g \), then by definition \( f \psi = g \psi \) in \( S(\mathcal{P}) \). On the other hand, it follows from Lemma 3.16 and the definition of \( S(\mathcal{P}) \) that the kernel of \( \psi \) is the congruence on \( S(\mathcal{C}) \) generated by the
condition \((\chi_\alpha, \chi_\beta) \in \ker \psi\) whenever \(\alpha \sim \beta\). Since \(\chi_\alpha \rho \chi_\beta\) when \(\alpha \sim \beta\), it follows that \(\ker \rho\) is contained in the congruence \(\rho\). Therefore, the above congruence \(\rho\) is the kernel of \(\psi\).

Now consider the clopen subsets \(U\) and \(U'\) as in the statement of the lemma. As they have the same s-type, \(\chi_U \rho \chi_{U'}\); that is, there are decompositions \(\chi_U = \sum_{i=1}^n \chi_{\delta_i}\) and \(\chi_{U'} = \sum_{i=1}^n \chi_{\delta_i}\) such that \(\gamma_i \sim \delta_i\) for each \(i\). The definition of the characteristic function then implies that \(U\) is the disjoint union of the cones \(\gamma_i \mathcal{C}\) while \(U'\) is the disjoint union of the cones \(\delta_i \mathcal{C}\). This completes the proof. \(\Box\)

This semigroup \(S(\mathcal{P})\) will be used to produce elements of \(V\) that act (partially) on the set \(\Omega\) of addresses in some specific manner. For example, Lemmas 5.1 and 5.3 below consider the structure of this semigroup under certain hypotheses on the type system \(\mathcal{P}\) (with equivalence relation \(\sim\)). The last part of each of these two lemmas observes that, for appropriate addresses \(\alpha, \beta, \alpha'\) and \(\beta'\) with \(\alpha \sim \alpha'\) and \(\beta \sim \beta'\), we can show that \(U = \mathcal{C}\setminus (\alpha \mathcal{C}\cup \beta \mathcal{C})\) and \(U' = \mathcal{C}\setminus (\alpha' \mathcal{C}\cup \beta' \mathcal{C})\) have the same s-type. We then may apply Lemma 3.20 to \(U\) and \(U'\) and hence construct two decompositions of \(\mathcal{C}\) into disjoint cones that can be paired such that corresponding cones have the same type. With use of Lemma 3.4(iv), our conclusion is that there is an element \(g \in \text{Fix}_V(\mathcal{P})\) satisfying \(\alpha^g = \alpha'\) and \(\beta^g = \beta'\).

4 Simple type systems

In this section, we classify finite simple type systems. Recall from Definition 3.12 that a simple type system is one whose only proper quotient consists of a single type and that a type system is finite when it has finitely many equivalence classes.

Our first task is to develop useful language to describe type systems and subsets of type systems.

**Definition 4.1** Let \(\mathcal{P}\) be a type system on \(\Omega\) and let \(\mathcal{S}\) be a subset of \(\mathcal{P}\).

(i) We say that \(\mathcal{S}\) is child-closed if whenever \(P \in \mathcal{S}\) then also \(P_0\) and \(P_1\) belong to \(\mathcal{S}\).

(ii) If \(P \in \mathcal{S}\) and \(\gamma\) is a word, we say \(\gamma\) determines a path through \(\mathcal{S}\) from \(P\) if \(P_\zeta \in \mathcal{S}\) for all prefixes \(\zeta\) of \(\gamma\).

(iii) We say that \(\mathcal{S}\) is strongly connected if for all \(P, Q \in \mathcal{S}\) there exists a non-empty word \(\gamma\) so that \(\gamma\) determines a path through \(\mathcal{S}\) with \(P_\gamma = Q\).

(iv) We say that \(\mathcal{S}\) is a nucleus if \(\mathcal{S}\) is child-closed and strongly connected.

We begin by introducing a number of special categories of type systems that will arise within the final classification of finite simple type systems.

**Definition 4.2** A type system \(\mathcal{P}\) on \(\Omega\) is called nuclear if there exists a positive integer \(t\) and a subset \(\mathcal{Q}\) of \(\mathcal{P}\) such that:

(a) if \(\alpha\) is an address with \(|\alpha| \geq t\), then the type of \(\alpha\) is a member of \(\mathcal{Q}\);

(b) the subset \(\mathcal{Q}\) is a nucleus (that is, child-closed and strongly connected).

The following are variations on the theme of a nuclear type system. Indeed, a nuclear type system is a special case of a multinuclear type system, but with precisely one nucleus.

**Definition 4.3** Let \(\mathcal{P}\) be a type system on \(\Omega\).

(i) We shall say that \(\mathcal{P}\) is multinuclear if there exist a positive integer \(t\) and disjoint subsets \(\mathcal{Q}^{(1)}, \mathcal{Q}^{(2)}, \ldots, \mathcal{Q}^{(k)}\) of \(\mathcal{P}\) such that
(a) if \( \alpha \in \Omega \) with \( |\alpha| \geq t \) then the type of \( \alpha \) is a member of one of the \( Q^{(i)} \); and
(b) for each index \( i \), the subset \( Q^{(i)} \) is a nucleus.

The subsets \( Q^{(i)} \) will be called the nuclei of the type system.

(ii) We say that \( P \) is binuclear if it is multinuclear with precisely two nuclei \( Q^{(1)} \) and \( Q^{(2)} \).

(iii) We say that \( P \) is quasinuclear if there exist a positive integer \( t \), and non-empty disjoint subsets \( Q, R \subseteq P \) such that

(a) if \( \alpha \in \Omega \) with \( |\alpha| \geq t \) then the type of \( \alpha \) is in \( Q \cup R \);
(b) the set \( R \) is a nucleus;
(c) the set \( Q \) is strongly connected;
(d) the set \( R \cup Q \) is child-closed; and
(e) for every \( Q \in Q \) and \( R \in R \), there is a word \( \gamma \) so that \( Q \gamma = R \).

Given such a setup, we define \( Q^\dagger \) to be the set of equivalence classes \( Q \in Q \) such that \( Q^0 \) and \( Q^1 \) are both in \( Q \). If \( Q^\dagger \) is non-empty, then we say that \( P \) is branching quasinuclear. If \( P \) is quasinuclear, we refer to the set \( Q \cup R \) as the terminal set of \( P \) and to \( R \) as the nucleus of \( P \).

The terms appearing in Definitions 4.2 and 4.3 appear in our classification of finite simple type systems. In order to aid our proof of this classification, we introduce some additional terminology and establish the lemmas that we need.

**Definition 4.4** Let \( P \) be a type system on \( \Omega \) and let \( S \) be a subset of \( P \).

(i) We say that \( S \) contains a cycle if there exists \( P \in S \) and a non-empty word \( \gamma \) that determines a path through \( S \) at \( P \) with \( P \gamma = P \). Such a path will be called a cycle (in \( S \)) based at \( P \).

(ii) We say that \( S \) is stable if for every \( Q \in S \), there exists some \( P \in S \) such that there is a cycle in \( S \) based at \( P \) and also a word \( \gamma \) that determines a path through \( S \) from \( P \) with \( P \gamma = Q \).

Strongly connected subsets are necessarily stable, but stable subsets are more general and help us to encode the nature of binuclear and quasinuclear type systems. For example, with the notation of Definition 4.3(iii), if \( P \) is quasinuclear then the set \( Q \cup R \) is stable but not strongly connected.

The following observation is immediate from the definitions.

**Lemma 4.5** Let \( P \) be a type system on \( \Omega \) and suppose there is a cycle in \( P \) based at some \( P \in P \). Then \( Q = \{ P_\zeta \mid \zeta \in \Omega \} \) is child-closed and stable.

This set \( Q \) above is the set of vertices in the graph \( \Gamma(P) \) that one can reach by following a path starting at \( P \).

**Lemma 4.6** Let \( P \) be a simple type system on \( \Omega \). If \( S \) is a non-empty subset of \( P \) that is child-closed and such that the complement \( P \setminus S \) contains a cycle, then \( |S| = 1 \).

**Proof:** Write \( \sim \) for the equivalence relation on \( \Omega \) that determines \( P \). Let \( P \in P \setminus S \) such that there is a cycle in \( P \setminus S \) based at \( P \). We define a new relation \( \approx \) on \( \Omega \) by the rule \( \alpha \approx \beta \) when

\((*)\) for all but finitely many words \( \eta \), either \( \alpha \eta \sim \beta \eta \) or the \( P \)-types of \( \alpha \eta \) and of \( \beta \eta \) both belong to \( S \).
We shall show that \( \approx \) defines a type system on \( \Omega \) that is a quotient of \( \cal{P} \). It is immediate that this relation is reflexive and symmetric. Suppose \( \alpha \approx \beta \) and \( \beta \approx \gamma \). For all but finitely many words \( \eta \), the condition appearing in (\( \ast \)) applies to the pair \( \alpha \eta \) and \( \beta \eta \) and to the pair \( \beta \eta \) and \( \gamma \eta \). If \( \alpha \eta \approx \beta \eta \approx \gamma \eta \), then \( \alpha \eta \approx \gamma \eta \) since \( \sim \) is an equivalence relation. Otherwise, it must be the case that the \( \cal{P} \)-types of all three of \( \alpha \eta \), \( \beta \eta \) and \( \gamma \eta \) belong to \( \cal{S} \) (with two of these types coinciding if \( \alpha \eta \approx \beta \eta \) or \( \beta \eta \approx \gamma \eta \)). We conclude that \( \alpha \approx \gamma \). This shows that \( \approx \) is an equivalence relation on \( \Omega \). It is also straightforward to verify that (\( \ast \)) defines a relation that is coherent and reduced. Let \( \cal{P}' \) be the type system on \( \Omega \) determined by \( \approx \). This is a quotient of \( \cal{P} \) in view of the first part of the condition appearing in (\( \ast \)).

Suppose that \( \approx \) is the universal relation on \( \Omega \). Recall that there is a cycle in \( \cal{P} \setminus \cal{S} \) based at \( P \). Let \( \alpha \) be an address of \( \cal{P} \)-type \( P \) and let \( \beta \) be a non-empty word that determines a cycle in \( \cal{P} \setminus \cal{S} \) based at \( P \). Let \( \gamma \) be an address with \( \cal{P} \)-type in \( \cal{S} \). By assumption, \( \alpha \approx \beta \). Hence, for sufficiently large \( k \), the condition in (\( \ast \)) holds when \( \eta = \gamma^k \) and so either \( \alpha \eta \approx \beta \eta \) or the \( \cal{P} \)-types of \( \alpha \eta \) and \( \beta \eta \) both belong to \( \cal{S} \). However \( \alpha \eta \) has \( \cal{P} \)-type \( P \), which is not in \( \cal{S} \), since \( P \notin \cal{P} \), while \( \beta \eta \) has \( \cal{P} \)-type in \( \cal{S} \) as \( \cal{S} \) is child-closed. This is a contradiction.

Consequently, by simplicity of the type system \( \cal{P} \), it must be the case that \( \cal{P}' = \cal{P} \). Now if \( \alpha \) and \( \beta \) have \( \cal{P} \)-types in \( \cal{S} \), then the \( \cal{P} \)-types of \( \alpha \eta \) and \( \beta \eta \) are in \( \cal{S} \) for all words \( \eta \) and hence \( \alpha \approx \beta \). It follows therefore that \( \alpha \sim \beta \) and we conclude that \( |\cal{S}| = 1 \).}

The majority of the remaining work to classify the finite simple type systems is contained in the following result:

**Lemma 4.7** Let \( \cal{P} \) be a simple type system on \( \Omega \) which admits a cycle. Then \( \cal{P} \) contains precisely one, two or three stable child-closed subsets. Moreover,

(i) if \( \cal{P} \) contains exactly two stable child-closed subsets then one has cardinality 1 and is a subset of the other;

(ii) if \( \cal{P} \) contains three stable child-closed subsets then two of them have cardinality 1 and the third is the union of the first two.

**Proof:** Let \( \cal{P} \) be a simple type system that contains some cycle. By Lemma 4.5, there is at least one stable child-closed subset of \( \cal{P} \).

Suppose first that \( Q \) and \( P' \) are two distinct stable child-closed subsets of \( \cal{P} \). We may assume that there exists \( Q \in \cal{P}' \setminus Q \). Then by stability there is some \( P \in \cal{P}' \) with a cycle \( C \) in \( \cal{P}' \) based at \( P \) and a (non-empty) word \( \gamma \) such that \( \gamma \) determines a path through \( \cal{P}' \) from \( P \) to \( Q \). Since \( Q \) is child-closed, necessarily \( P \notin Q \) and the cycle \( C \) based at \( P \) is disjoint from \( Q \). Hence we deduce that \( |Q| = 1 \) by Lemma 4.6. If it is not the case that \( Q \subseteq Q' \), then there is some member of \( \cal{P} \setminus Q' \) and the same argument shows \( |Q'| = 1 \). As a consequence \( Q \) and \( Q' \) are then disjoint and both singleton sets. Note in this case that the union \( Q \cup Q' \) is also child-closed and stable.

We have shown that if \( Q \) and \( Q' \) are distinct stable child-closed sets then either

1. \( Q \subseteq Q' \) and \( |Q| = 1 \) (or vice versa), or
2. \( |Q| = |Q'| = 1 \) and \( Q \cup Q' \) is also child-closed and stable.

In particular, if there are exactly two stable child-closed subsets then their configuration is as described in part (i) of the statement.

We now consider each of the above possibilities to consider how the stable child-closed subsets could relate to a third such subset \( Q'' \). Suppose first that \( Q \subseteq Q' \) so that \( |Q| = 1 \) as in (1) above. Then since \( |Q'| > 1 \) it must be the case that \( Q'' \subseteq Q' \) also and \( |Q''| = 1 \). Then \( Q \cup Q'' \) is stable and child-closed, so both \( Q \cup Q'' \) and \( Q' \) contain more than one type it must be the case that \( Q' = Q \cup Q'' \). In particular, \( Q'' = Q' \setminus Q \). Alternatively if \( Q \) and \( Q' \) are as in (2), then applying the above observation to the sets \( Q \cup Q' \) and \( Q'' \) shows that the only possibility is that
$Q'' = Q \cup Q'$. In conclusion, since in either case there is only one possibility for $Q''$, we deduce that $P$ cannot contain more than three stable child-closed subsets and, moreover, if there are three then they are arranged as specified in (ii) in the statement. \hfill \Box

We give specialised names for the categories of type systems that arise as finite simple type systems. Firstly, if a binuclear (or multinuclear) type system has the property that the cardinality of each of its nuclei is 1, then we say the type system is atomic binuclear (or atomic multinuclear, respectively). Similarly, a quasinuclear type system such that its nucleus contains a single type will be called atomic quasinuclear.

We can now state our main result of this section.

**Theorem 4.8** A finite simple type system on $\Omega$ is either nuclear, atomic binuclear, or atomic quasinuclear.

**Proof:** Let $P$ be a finite simple type system on $\Omega$. The finiteness ensures that there must exist some cycle in $P$. We shall show that each of the options from Lemma 4.7 correspond to the specified kinds of type systems.

Suppose first that $P$ contains precisely one stable child-closed subset $Q$. Then, by Lemma 4.5, every cycle in the graph $\Gamma(P)$ must be contained within $Q$. As $P$ is finite, there is a positive integer $t$ such that after following a path of length $t$ one has crossed a cycle. Since $Q$ is child-closed, it follows that if $|\alpha| \geq t$ then the type of $\alpha$ belongs to $Q$. Child-closure also ensures that if $P \in Q$, then both $P_0$ and $P_1$ belong to $Q$. Now let $P,Q \in \Omega$. After following a path of sufficient length from $P$, we reach a cycle and then, by Lemma 4.5, the descendants of some point on the cycle is a stable child-closed subset and so equals $Q$. In particular, there is a word $\gamma$ such that $P_\gamma = Q$. Hence $P$ is nuclear with $Q$ as its nucleus.

Second consider the case when $P$ contains precisely two stable child-closed subsets, say $R$ and $S$, where $R \subseteq S$ and $|R| = 1$. Let $R$ denote the type belonging to $R$ and set $Q = S \setminus R$. We shall show that $P$ is quasinuclear; that is, the conditions of Definition 4.3(iii) hold. As $P$ is finite, there is a positive integer $t$ such that after following a path of length $t$ one has crossed a cycle in $P$. Consequently, with use of Lemma 4.5, the type of $\alpha$ belongs to $S$ when $|\alpha| \geq t$, so Condition (a) holds. Conditions (b) and (d) hold immediately since $R$ and $S$ are both child-closed and $|R| = 1$. It remains to show that Conditions (c) and (e) hold.

Fix $P \in Q$; that is, $P \in S$ but $P \neq R$. Consider the set $U = \{ P_\gamma \mid \gamma \in \Omega \}$, which consists of the vertices in $\Gamma(P)$ that one can reach by following a path beginning at $P$. Certainly $U$ is child-closed. If it were the case that $U = \{P\}$, then $U$ would also be stable but this would contradict the assumption that $R$ and $S$ are the only stable child-closed subsets as both these contain $R$. Hence $|U| > 1$. Now as $S$ is stable, there exists $P' \in S$ such that there is a path in $\Gamma(P)$ from $P'$ to $P$ and there is some cycle based at $P'$. If this cycle were not also contained in $U$, then no vertex on the cycle belongs to $U$ (as $U$ is child-closed) and then Lemma 4.6 tells us $|U| = 1$, contrary to what we have established. Hence the cycle, and in particular $P'$, is contained in $U$. It follows that $U$ coincides with the set of all $P_\gamma$ for $\gamma \in \Omega$ and so $U$ is stable by Lemma 4.5. Therefore $U = S$. In particular, there is a path in $\Gamma(P)$ from $P$ to every vertex in $Q$ and to the vertex $R$. This shows that $P$ is indeed quasinuclear.

Finally if $P$ contains three stable child-closed subsets, then they have the form $Q, Q'$ and $Q \cup Q'$ with $|Q| = |Q'| = 1$. Again, by finiteness of $P$, there is a positive integer $t$ such that after following a path of length $t$ one has crossed a cycle in $P$. Necessarily then the type of $\alpha$ belongs to $Q$ or $Q'$ when $|\alpha| \geq t$ and now we see that the conditions for $P$ to be binuclear as in Definition 4.3 are satisfied. This completes the classification of finite simple type systems. \hfill \Box

## 5 Maximality of stabilizer subgroups

We now turn our attention to showing that, for simple type systems which are nuclear, multinuclear, or atomic quasinuclear, the corresponding stabilizer is a maximal subgroup of Thompson's
group $V$ (see Theorems 5.12 and 5.13). In particular, this includes all finite simple type systems as described in Theorem 4.8 (see Theorem 5.15).

Simple type systems $P$ that are atomic quasinuclear but not branching are dealt with in Theorem 5.13 where we observe that $\text{Stab}_V(P)$ equals the stabilizer of a finite set of points in $C$ of the same tail class. The majority of this section is therefore concerned with the multinuclear case and the atomic branching quasinuclear case. We analyze these two cases in parallel establishing information that will enable us to prove Theorem 5.12. The essential strategy is as follows: If there is a subgroup $H$ of $V$ that strictly contains $\text{Stab}_V(P)$ then we will use Proposition 5.10 to produce a type system that is a quotient of $P$ while Lemma 5.11 will be used to show that this is a proper quotient. Since $P$ is simple, we will use the definition of this type system to deduce that $H$ contains all transpositions in $V$ and hence $H = V$ completing the proof.

We begin by establishing various facts about the type systems under consideration, starting with information about the associated semigroup $S(P)$ as defined in Definition 3.17. (See also Definition 3.19 for the meaning of $s$-type.) In particular, Lemma 5.1 provides results about multinuclear type systems, while Lemma 5.3 gives analogous results about quasinuclear type systems that are both atomic and branching. (Recall that a quasinuclear type system is atomic when its nucleus $R$ contains a single type.) Note that nuclear and binuclear type systems are special cases of multinuclear type systems, so facts about multinuclear type systems apply to them.

Lemma 5.1 Let $P$ be a multinuclear type system on $\Omega$ with $Q^{(1)}$, $Q^{(2)}$, \ldots, $Q^{(k)}$ its nuclei and $t$ a positive integer such that an address $\alpha$ has type in some $Q^{(i)}$ when $|\alpha| \geq t$. Then

(i) each subsemigroup $G_i = \langle q \mid Q \in Q^{(i)} \rangle$ of $S(P)$ has the structure of a group;

(ii) if $P$ is nuclear (that is, when $k = 1$), then $S(P)$ is a group;

(iii) if $\alpha$, $\alpha'$, $\beta$ and $\beta'$ are addresses of length at least $t + 2$ such that $\alpha \perp \beta$, $\alpha' \perp \beta'$, $\alpha \sim \alpha'$ and $\beta \sim \beta'$, then the complements $C \setminus (\alpha C \cup \beta C)$ and $C \setminus (\alpha' C \cup \beta' C)$ have the same $s$-type.

Proof: (i) Fix an index $i$, write $G_i$ for the subsemigroup generated by those generators corresponding to the types in $Q^{(i)}$ and also fix some $Q \in Q^{(i)}$. First follow the edge (with label 0) in the type graph $\Gamma(P)$ from $Q$ to $Q_0$ and then, since the nucleus $Q^{(i)}$ is strongly connected, follow a path from $Q_0$ back to $Q$. Note that, for every vertex on the path, both edges from it lead to vertices in $Q^{(i)}$ then this nucleus is child-closed. Hence the generator $q$ corresponding to $Q$ satisfies $q = q + e$ for some $e \in G_i$. Now if $P$ is any member of $Q^{(i)}$, there is a path from $P$ to $Q$ and this also only passes through vertices in $Q^{(i)}$. Hence $p = q + x$ for some $x \in G_i$. Then $p + e = x + q + e = x + q = p$. This shows that $e$ is an identity element for the subsemigroup $G_i$.

Let $R$ be a type in $Q^{(i)}$ such that the corresponding $r$ is a summand of $e$ when expressed as a sum from the generating set for $G_i$. Then $e = r + y$ for some $y \in G_i$. If $P \in Q^{(i)}$, there is a path from $R$ to $P$ and hence $r = p + z$ for some $z \in G_i$. Now $e = p + z + y$ and we deduce that $p$ has an inverse in $G_i$. Since all its generators are invertible, we conclude that $G_i$ is a group.

(ii) If $P$ is nuclear, say with $Q$ as nucleus, set $G = \langle q \mid Q \in Q \rangle$. Now if $P \in P$, then $p = \sum p \gamma \in G$ where we sum over all words $\gamma$ of length $t$. Hence $S(P) = G$ and this is a group by (i).

(iii) After following a path of length $t$ in the graph $\Gamma(P)$, one arrives at a vertex in some nucleus $Q^{(i)}$ and then from that point all subsequent edges lead to a vertex in the same subset. Hence, for each $i$, there is a positive integer $m_i$ and words $\gamma_1^{(i)}, \gamma_2^{(i)}, \ldots, \gamma_{m_i}^{(i)}$ that are minimal amongst those that have type in $Q^{(i)}$. These words have the properties that any distinct pair of words $\gamma_j^{(i)}$ and $\gamma_j^{(i)}$ are incomparable, all have length $\leq t$, and that any word of length $t$ or more has exactly one $\gamma_j^{(i)}$ as a prefix. Observe that

$$C = \bigcup_{i=1}^{k} \bigcup_{j=1}^{m_i} \gamma_j^{(i)} C$$
expresses $\mathcal{C}$ as a disjoint union of cones with the $\gamma^{(i)}_j$ as their addresses. Write $C_i = \bigcup_{j=1}^{m_i} \gamma^{(i)}_j \mathcal{C}$ for $i = 1, 2, \ldots, k$.

Let $P$ and $Q$ be the types of $\alpha$ and $\beta$, respectively, and let $x$ and $y$ be the respective s-types of the complements $U = \mathcal{C} \setminus (\alpha \mathcal{C} \cup \beta \mathcal{C})$ and $U' = \mathcal{C} \setminus (\alpha' \mathcal{C} \cup \beta' \mathcal{C})$. We shall show that $x = y$ by considering possibilities for $P$ and $Q$. Note by assumption that $\alpha' \in P$ and $\beta' \in Q$.

**Case 1:** $P$ and $Q$ belong to the same nucleus $Q^{(i)}$.

As $\alpha$ and $\beta$ have length $\geq t + 2$, at most two of the words $\gamma^{(i)}_1 00, \gamma^{(i)}_1 01, \gamma^{(i)}_1 10$ and $\gamma^{(i)}_1 11$ can occur as prefixes of either $\alpha$ or $\beta$ and the other two are incomparable to both $\alpha$ and $\beta$. As a consequence, $C_i \setminus (\alpha \mathcal{C} \cup \beta \mathcal{C})$ is a union of cones indexed by addresses with some $\gamma^{(i)}_j$, for $1 \leq j \leq m_i$, as prefix and this union involves at least some such cones. Therefore $s$-type$(C_i \setminus (\alpha \mathcal{C} \cup \beta \mathcal{C})) = z$ is some element of the group $G_i$. Similarly $s$-type$(C_i \setminus (\alpha' \mathcal{C} \cup \beta' \mathcal{C})) = z' \in G_i$. Now the equation $z + p + q = z' + p + q$ holds in the group $G_i$, as both sides equal the $s$-type of $C_i$, and so we deduce $z = z'$. Since

$$U = C_1 \cup C_2 \cup \cdots \cup C_{i-1} \cup (C_i \setminus (\alpha \mathcal{C} \cup \beta \mathcal{C})) \cup C_{i+1} \cup \cdots \cup C_k,$$

it follows that $x = \sum_{\ell \neq i} s$-type$(C_\ell) + z$ and similarly $y = \sum_{\ell \neq i} s$-type$(C_\ell) + z'$. We deduce that $x = y$ in this case.

**Case 2:** $P \in Q^{(i)}$ and $Q \in Q^{(i')}$ with $i \neq i'$.

A similar argument to that used in Case 1 shows that $s$-type$(C_i \setminus \alpha \mathcal{C}) = s$-type$(C_i \setminus \alpha' \mathcal{C})$ and $s$-type$(C_i' \setminus \beta \mathcal{C}) = s$-type$(C_i' \setminus \beta' \mathcal{C})$. We then deduce that $x = y$ since they are, respectively, the sums of the left- and right-hand sides of these two equations together with terms of the form $s$-type$(C_\ell)$ for $\ell \neq i, i'$. This establishes the final part of the lemma.

If $\mathcal{P}$ is a multinuclear type system on $\Omega$, the associated semigroup $S(\mathcal{P})$ is generated by the groups $G_i$ listed in Lemma 5.1 but it need not be the direct product of these groups. The following simple example illustrates this and it will be important to bear this in mind when we use this semigroup in what follows.

**Example 5.2** Let $\mathcal{P}$ be the type system determined by the label diagram in Figure 3 where $A$ is the type of the empty word. This type system is multinuclear with two nuclei $\{P\}$ and $\{Q\}$. The semigroup $S(\mathcal{P})$ associated with $\mathcal{P}$ is the (additively-written) commutative semigroup generated by two elements $p$ and $q$ subject to the additional relations $p = 2p$ and $q = 2q$. Hence $S(\mathcal{P}) = \{p, q, p + q\}$ where all three elements are idempotents and the element $p + q$ is a zero (in the semigroup sense); that is, $(p + q) + x = p + q$ for all $x \in S(\mathcal{P})$. The two groups, as described in Lemma 5.1, associated to the nuclei are $G_1 = \{p\}$ and $G_2 = \{q\}$, which are both isomorphic to the trivial group. For this type system, if $U$ is a non-empty clopen subset of $\mathcal{C}$, then it has s-type equal to $p$ when it is contained in the cone $0\mathcal{C}$, equal to $q$ when it is contained in the cone $1\mathcal{C}$, and equal to $p + q$ when it has non-empty intersection with both of these cones.

**Lemma 5.3** Let $\mathcal{P}$ be a quasinuclear type system on $\Omega$ that is both branching and atomic. Let $t$, $Q$ and $R$ be as in Definition 4.3(iii) and let $R$ be the unique type in $R$. Then
(i) the element $r$ (corresponding to the type $R$) is an identity element for $S(P)$;

(ii) $S(P)$ is generated by $r$ and the elements $q$ for $Q \in Q^1$;

(iii) if $I$ is the subsemigroup generated by the $q$ for $Q \in Q^1$, then $I$ is an ideal of $S(P)$ and has the structure of a group.

Moreover, there exists an integer $N \geq 2$ such that

(iv) if $\alpha$ and $\beta$ are incomparable addresses with $|\alpha|, |\beta| \geq N$, then $s$-type$(\mathcal{E} \setminus (\alpha \mathcal{E} \cup \beta \mathcal{E})) \in I$;

(v) if $\alpha$ and $\alpha'$ are addresses of length at least $N$, then there exists an address $\beta$ incomparable with both $\alpha$ and $\alpha'$ such that $|\beta| \geq N$ and $\beta$ has type in $Q^1$;

(vi) if $\alpha, \alpha', \beta$ and $\beta'$ are addresses of length $\geq N$ such that $\alpha \perp \beta$, $\alpha' \perp \beta'$, $\alpha \sim \alpha'$ and $\beta \sim \beta'$, then the complements $\mathcal{E} \setminus (\alpha \mathcal{E} \cup \beta \mathcal{E})$ and $\mathcal{E} \setminus (\alpha' \mathcal{E} \cup \beta' \mathcal{E})$ have the same $s$-type.

**Proof:** In this proof we refer to the five conditions (a)–(e) appearing in Definition 4.3(iii). By hypothesis, $Q^1 \neq \emptyset$.

(i) Let $P \in P$. By Conditions (a) and (e), there is a path in $\Gamma(P)$ from $P$ to $R$. Hence we deduce $p = x + r$ for some $x \in S(P)$. Since $R = \{R\}$ and this is child-closed by Condition (b), it follows that $r = r + r$ is one of the defining relations in $S(P)$. Hence $p + r = x + r + r = p$.

As this holds for all generators $p$, we conclude that $r$ is an identity element of $S(P)$.

(ii) If $P \in P$, then by the defining relations in $S(P)$, $p = \sum_\gamma p_\gamma$, where we sum over all words $\gamma$ of length $t$. By Condition (a), each $P_\gamma \in Q \cup \{R\}$ and hence $S(P)$ is generated by $r$ together with all $q \in Q$. If $Q \in Q$, then by Condition (e) there is a path in $\Gamma(P)$ from $Q$ to some vertex in $Q^1$. Choose $\gamma$ to be the shortest word such that $Q_\gamma \in Q^1$, say $\gamma = y_1y_2 \ldots y_m$ where each $y_i \in \{0, 1\}$. Then $Q_{y_1y_2 \ldots y_i} \in Q \setminus Q^1$ for $i < m$, so the corresponding defining relation is $q_{y_1y_2 \ldots y_i} = q_{y_1y_2 \ldots y_{i+1}} + r$ and this equals $q_{y_1y_2 \ldots y_m}$ by use of part (i). Hence we deduce $q = q_\gamma$.

It follows that $S(P)$ is generated by $r$ together with the elements $q$ for $Q \in Q^1$.

(iii) Since $r$ is the identity element for $S(P)$, it follows from part (ii) that $S(P) = I \cup \{r\}$ and that $I$ is an ideal. Note also that the argument from (ii) shows that if $Q \in Q$ then the corresponding generator $q$ is an element of $I$. It remains to show that $I$ is a group.

Fix some $P \in Q^1$. Then $P_0, P_1 \in Q$ by definition of $Q^1$. There is some path in $\Gamma(P)$ from $P_0$ to $P$. Hence we deduce that $p_0 = p + x$ for some $x \in S(P)$. Let $e = p_1 + x$. Then $e \in I$ since $p_1 \in I$ and $I$ is an ideal. Furthermore, $p = p_0 + p_1 = p + e$. There is also a path in $\Gamma(P)$ from $P_1$ to $P$ and so $p_1 = p + y$ for some $y \in S(P)$.

Now if $Q$ is any type in $Q^1$, there is a path in $\Gamma(P)$ from $P$ to $Q$ and so $q = p + z$ for some $z \in S(P)$. Then $q + e = p + z + e = q$. This shows that $e$ is an identity element in $I$. There is also a path from $P_1$ to $Q$, so $p_1 = q + w$ for some $w \in S(P)$. Then

$$e = p_1 + x = p + x + y = q + (p_0 + w + x + y)$$

and here $p_0 + w + x + y \in I$ since $I$ is an ideal. In conclusion, every $q$ corresponding to $Q \in Q^1$ has an inverse in $I$. Hence $I$ is indeed a group.

We shall now establish the existence of the integer $N$ required for parts (iv)–(vi). There exists some member in $Q^1$, say with representative $\gamma \in \Omega$. Then $\gamma 0$ and $\gamma 1$ both have types in $Q$ and so there exist paths in $\Gamma(P)$ from the corresponding vertices to some members of $Q^1$. Hence there exist incomparable addresses $\delta_1$ and $\delta_2$ that have types in $Q^1$. Take $N = \max\{|\delta_1|, |\delta_2|, t\} + 1$. Then $N \geq 2$. We shall now verify that the three required claims hold for such $N$.

(iv) Suppose that $|\alpha|, |\beta| \geq N$. Then at least one (indeed, at least two) of the incomparable addresses $\delta_10, \delta_11, \delta_20$ and $\delta_21$ is not a prefix of $\alpha$ or of $\beta$. Let $\delta_i x$, for $x \in \{0, 1\}$, satisfy $\delta_i x \not\sim \alpha$ and $\delta_i x \not\sim \beta$. Since $\delta_i x$ is shorter than these two addresses, we deduce $\delta_i x \mathcal{E} \subseteq U = \mathcal{E} \setminus (\alpha \mathcal{E} \cup \beta \mathcal{E})$.

Write $P$ for the type of $\delta_i x$. Then the corresponding element $p$ is a summand of the $s$-type of $U$ and, since $I$ is an ideal of $S(P)$, we deduce $s$-type$(U) \in I$, as claimed.
(v) Suppose $|\alpha|, |\alpha'| \geq N$. Again, for some $x \in \{0, 1\}$, the address $\delta_i x$ is not a prefix of $\alpha$ or $\alpha'$, so that $\delta_i$ is incomparable with both these addresses. By assumption, the type of $\delta_i x$ is in $\mathcal{Q}$. Follow a sufficiently long path in $\Gamma(\mathcal{P})$ from the corresponding vertex to some member of $\mathcal{Q}^\dagger$ to produce an address $\beta$ with $\delta_i \preceq \beta$, $|\beta| \geq N$ and such that $\beta$ has type in $\mathcal{Q}^\dagger$. Then $\beta$ is incomparable with both $\alpha$ and $\alpha'$, as required.

(vi) Let $\alpha, \alpha', \beta$ and $\beta'$ be as in the statement. Let $P$ and $Q$ be the types of $\alpha$ and $\beta$, respectively, and let $x$ and $y$ be the respective $s$-types of the complements $\mathcal{C} \setminus (\alpha \mathcal{C} \cup \beta \mathcal{C})$ and $\mathcal{C} \setminus (\alpha' \mathcal{C} \cup \beta' \mathcal{C})$. Then $p + q + x = p + q + y$ since both sides are the $s$-type of $\mathcal{C}$. If $P = Q = R$, then we deduce immediately that $x = y$ since $r$ is the identity element in $S(\mathcal{P})$. Suppose then that either $P$ or $Q$ is a member of $\mathcal{Q}$. Then $p + q \in I$, since $I$ is an ideal of $S(\mathcal{P})$. We also know $x, y \in I$ by part (iv). Since $I$ is a group, we deduce $x = y$ completing the proof of the lemma. \qed

We shall give a name to the integer parameter that appears in the above two lemmas.

**Definition 5.4** We define the **stable depth** $\text{sd}(\mathcal{P})$ of the type systems $\mathcal{P}$ under consideration as follows:

(i) If $\mathcal{P}$ is a multinuclear type system, its **stable depth** is $t + 2$, where $t$ is the smallest integer such that an address $\alpha$ has type in one of the nucleii whenever $|\alpha| \geq t$.

(ii) If $\mathcal{P}$ is a quasinuclear type system that is both branching and atomic, its **stable depth** is the smallest integer $N$ such that parts (iv)–(vi) of Lemma 5.3 hold.

The use of this same terminology for both classes of type systems will allow us to use Lemmas 5.1 and 5.3 in the same way. Our definition ensures that $\text{sd}(\mathcal{P}) \geq 2$ in either case. Hence if $\alpha$ and $\beta$ are addresses of length at least the stable depth, then they necessarily have small support.

**Lemma 5.5** Let $\mathcal{P}$ be a type system on $\Omega$, determined by the equivalence relation $\sim$, that is either multinuclear or atomic branching quasinuclear. Let $N \geq \text{sd}(\mathcal{P})$ and $\alpha, \alpha', \beta_1, \beta_2, \ldots, \beta_n$ be addresses of length at least $N$. Then there exist pairwise incomparable addresses $\gamma_1, \gamma_2, \ldots, \gamma_n$ such that, for each $i$, $\beta_i \sim \gamma_i$, $|\gamma_i| \geq N$ and $\gamma_i$ is incomparable with both $\alpha$ and $\alpha'$.

**Proof:** Consider first the case when $\mathcal{P}$ is multinuclear and adopt the notation of Definition 4.3(i). By definition, $N \geq t + 2$. Any address $\theta$ of length at least $N$ has type in one of the nucleii $\mathcal{Q}^{(i)}$ and any descendent of $\theta$ also has type belonging to $\mathcal{Q}^{(i)}$. As a consequence, it is sufficient to deal with the case when $\alpha, \alpha', \beta_1, \beta_2, \ldots, \beta_n$ all have types in the same nucleus $\mathcal{Q}^{(i)}$, since incomparability follows immediately for addresses with types in different nucleii. We proceed by induction on $n$. Let $\delta$ be a prefix of $\alpha$ of length $t$, so that $\delta$ also has type in $\mathcal{Q}^{(i)}$. Since $|\alpha|, |\alpha'| \geq t + 2$, at least one of $\delta_00, \delta_01, \delta_10$ and $\delta_11$ is incomparable with both $\alpha$ and $\alpha'$. Write $\zeta$ for one of these four addresses satisfying this requirement. Now follow a sufficiently long path in $\Gamma(\mathcal{P})$ from the type of $\zeta$ to that of $\beta_1$ to produce an address $\gamma_1$ that is incomparable with $\alpha$ and satisfies $\gamma_1 \sim \beta_1$ and $|\gamma_1| \geq N$. This covers the base case $n = 1$.

Now assume that $n > 1$ and there are incomparable addresses $\gamma_1, \gamma_2, \ldots, \gamma_{n-1}$ such that $\beta_i \sim \gamma_i$, $|\gamma_i| \geq N$ and $\gamma_i \perp \alpha, \alpha'$ for $i = 1, 2, \ldots, n - 1$. Now $\gamma_{n-1}0$ and $\gamma_{n-1}1$ are incomparable. Follow paths in $\Gamma(\mathcal{P})$ from the types of $\gamma_{n-1}0$ and $\gamma_{n-1}1$ to those of $\beta_{n-1}0$ and $\beta_{n}$. Replace $\gamma_{n-1}$ by the first of the resulting addresses and define $\gamma_n$ to be the second. Then the new $\gamma_{n-1}$ and $\gamma_n$ are incomparable with the previous $\gamma_1, \gamma_2, \ldots, \gamma_{n-2}$ and with both $\alpha$ and $\alpha'$ and satisfy $\gamma_{n-1} \sim \beta_{n-1}$ and $\gamma_n \sim \beta_n$. This completes the induction step in the multinuclear case.

Now suppose that $\mathcal{P}$ is quasinuclear and both branching and atomic. We use the notation of Definition 4.3(iii) and write $R$ for the unique type in $\mathcal{R}$. By Lemma 5.3(v), there exists $\zeta$ with type in $\mathcal{Q}^\dagger$ such that $|\zeta| \geq N$ and $\zeta$ is incomparable with both $\alpha$ and $\alpha'$. We claim that there exist pairwise incomparable addresses $\zeta_1, \zeta_2, \ldots, \zeta_n$ that have $\zeta$ as prefix and that each has type in $\mathcal{Q}^\dagger$. When $n = 1$, $\zeta_1 = \zeta$ achieves the claim. Suppose as inductive hypothesis that we have
found such $\zeta_1$, $\zeta_2$, $\ldots$, $\zeta_{n-1}$. Then $\zeta_{n-1} \theta$ and $\zeta_{n-1} \theta$ both have type in $Q$ and from these we can follow paths in $\Gamma(P)$ to types in $Q'$. Replace $\zeta_{n-1}$ by the resulting address determined by the first and take $\zeta_n$ to be the second resulting address. We have then completed the induction and established our claim. Now for each $i$, there is a path from the type $\zeta_i$ to that of $\beta_i$ (whether this is $R$ or belongs to $Q$). Hence we find an address $\gamma_i$ with $\zeta_i$ as prefix and $\gamma_i \sim \beta_i$. The resulting $\gamma_1$, $\gamma_2$, $\ldots$, $\gamma_n$ then satisfy the claim of the lemma. □

**Remark 5.6** For many of the applications of the above lemma, we shall not specify the addresses $\alpha$ and $\alpha'$. In these cases, all we seek are incomparable addresses $\gamma_i$ that satisfy $\gamma_i \sim \beta_i$.

The following lemma will be useful for showing that, for suitable type systems $P$, if an overgroup $H$ of $\text{Fix}_V(P)$ contains a suitable transposition $(\alpha \sim \beta)$ with $\alpha \sim \beta$ then it contains many transpositions of this form.

**Lemma 5.7** Let $P$ be a type system that is determined by the equivalence relation $\sim$ on $\Omega$ and assume that $P$ is either multinuclear or atomic branching quasinuclear. Let $N \geq \text{sd}(P)$.

(i) If $\alpha$, $\alpha'$, $\beta$ and $\beta'$ are addresses of length at least $N$ such that $\alpha \sim \alpha'$, $\beta \sim \beta'$, $\alpha \perp \beta$ and $\alpha' \perp \beta'$, then there exists $g \in \text{Fix}_V(P)$ such that $\alpha^g = \alpha'$ and $\beta^g = \beta'$.

(ii) Suppose that $H$ is a subgroup of $V$ with $\text{Fix}_V(P) \leq H$ such that $(\alpha \sim \beta) \in H$ for some incomparable addresses $\alpha$ and $\beta$ with $|\alpha|, |\beta| \geq N$. Then $(\alpha' \sim \beta') \in H$ for all incomparable addresses $\alpha'$ and $\beta'$ with $|\alpha'|, |\beta'| \geq N$, $\alpha' \sim \alpha$ and $\beta' \sim \beta$.

**Proof:** (i) Let $U = \mathcal{C} \setminus (\alpha\mathcal{C} \cup \beta\mathcal{C})$ and $U' = \mathcal{C} \setminus (\alpha'\mathcal{C} \cup \beta'\mathcal{C})$. By Lemma 5.1(iii) or by Lemma 5.3(vi), as appropriate, the s-types of $U$ and $U'$ are equal. Now apply Lemma 3.20 to these complements and hence express

$$
\mathcal{C} = \alpha\mathcal{C} \cup \beta\mathcal{C} \cup \left( \bigcup_{i=1}^{n} \gamma_i\mathcal{C} \right) = \alpha'\mathcal{C} \cup \beta'\mathcal{C} \cup \left( \bigcup_{i=1}^{n} \delta_i\mathcal{C} \right)
$$

as disjoint unions of cones such that $\gamma_i \sim \delta_i$ for each $i$. We may therefore define an element $g$ of $V$ by the prefix substitutions $\alpha \mapsto \alpha'$, $\beta \mapsto \beta'$ and $\gamma_i \mapsto \delta_i$ for $i = 1, 2, \ldots, n$. This element achieves what is claimed.

(ii) By part (i), there exists $g \in \text{Fix}_V(P)$ with $\alpha^g = \alpha'$ and $\beta^g = \beta'$. Then $(\alpha' \sim \beta') = (\alpha \sim \beta)^g \in H$. □

**Definition 5.8** If $P$ is a multinuclear type system on $\Omega$ with $Q^{(1)}$, $Q^{(2)}$, $\ldots$, $Q^{(k)}$ its nucleii, we denote by $\text{Addr}(Q^{(i)})$ the set of addresses $\alpha$ with type in $Q^{(i)}$ and write

$$
\text{Supt}(Q^{(i)}) = \bigcup \{ \alpha\mathcal{C} \mid \alpha \text{ has type in } Q^{(i)} \}.
$$

Since each nucleus $Q^{(i)}$ of a multinuclear type system is child-closed, if $\alpha$ and $\beta$ have types in $Q^{(i)}$ and $Q^{(j)}$, respectively, with $i \neq j$, then $\alpha \perp \beta$. Consequently, the above multinuclear type system $P$ produces a disjoint union decomposition

$$
\mathcal{C} = \bigcup_{i=1}^{k} \text{Supt}(Q^{(i)})
$$

associated to its nucleii.

**Lemma 5.9** Suppose $P$ is a multinuclear type system on $\Omega$ with $Q^{(1)}$, $Q^{(2)}$, $\ldots$, $Q^{(k)}$ its nucleii. Let $U$ and $V$ be non-empty clopen subsets of $\mathcal{C}$ such that

(i) $s\text{-type}(U) = s\text{-type}(V)$,
(ii) $U \cap \text{Supt}(Q^{(i)}) \neq \text{Supt}(Q^{(i)})$ for all $i$, and

(iii) $V \cap \text{Supt}(Q^{(i)}) \neq \text{Supt}(Q^{(i)})$ for all $i$.

Then there exists $g \in \text{Fix}_V(\mathcal{P})$ such that $Ug = V$.

**Proof:** Let $\sim$ be the equivalence relation that determines the type system $\mathcal{P}$. For $i = 1, 2, \ldots, k$, define $S_i = \text{Supt}(Q^{(i)})$. As $\text{s-type}(U) = \text{s-type}(V)$, Lemma 3.20 produces decompositions

$$U = \bigcup_{j=1}^{n} \gamma_j \mathcal{C} \quad \text{and} \quad V = \bigcup_{j=1}^{n} \delta_j \mathcal{C}$$

into disjoint cones such that $\gamma_j \sim \delta_j$ for $j = 1, 2, \ldots, n$. Refining these addresses if necessary, we may assume that each $\gamma_j$ and each $\delta_j$ has type in some nucleus $Q^{(i)}$. Now fix $i \in \{1, 2, \ldots, k\}$ and, after relabelling for convenience of notation, suppose that $\gamma_1, \gamma_2, \ldots, \gamma_r$ are the corresponding addresses for $U$ that have type in $Q^{(i)}$. Then $\delta_1, \delta_2, \ldots, \delta_r$ are the addresses for $V$ with type in $Q^{(i)}$. Hence

$$U \cap S_i = \bigcup_{j=1}^{r} \gamma_j \mathcal{C} \quad \text{and} \quad V \cap S_i = \bigcup_{j=1}^{r} \delta_j \mathcal{C}.$$ 

Consequently, $U \cap S_i$ is empty if and only if $V \cap S_i$ is empty (namely, when $r = 0$). If this were the case, then immediately the complements $S_i \setminus U$ and $S_i \setminus V$ have the same s-type as they both equal $S_i$. Let us suppose then that $r > 0$. The above formulae for the intersections then ensure that $\text{s-type}(U \cap S_i) = \text{s-type}(V \cap S_i)$. Now the latter is an element of the group $G_i$ appearing in Lemma 5.1(i) and, since $S_i \setminus U$ and $S_i \setminus V$ are non-empty by hypothesis,

$$\text{s-type}(S_i) = \text{s-type}(U \cap S_i) + \text{s-type}(S_i \setminus U) = \text{s-type}(V \cap S_i) + \text{s-type}(S_i \setminus V)$$

is an equation in this group. Therefore $\text{s-type}(S_i \setminus U) = \text{s-type}(S_i \setminus V)$ in this case also. We may therefore apply Lemma 3.20 to the clopen sets $S_i \setminus U$ and $S_i \setminus V$ and hence express $S_i$ as disjoint unions

$$S_i = \left( \bigcup_{j=1}^{r} \gamma_j \mathcal{C} \right) \cup \left( \bigcup_{j=1}^{s} \gamma_j' \mathcal{C} \right) = \left( \bigcup_{j=1}^{r} \delta_j \mathcal{C} \right) \cup \left( \bigcup_{j=1}^{s} \delta_j' \mathcal{C} \right)$$

where $\gamma_j' \sim \delta_j'$ for each $\ell$. Repeating this argument for each $i \in \{1, 2, \ldots, k\}$, enables us to write

$$\mathcal{C} = \left( \bigcup_{j=1}^{n} \gamma_j \mathcal{C} \right) \cup \left( \bigcup_{j=1}^{m} \gamma_j' \mathcal{C} \right) = \left( \bigcup_{j=1}^{n} \delta_j \mathcal{C} \right) \cup \left( \bigcup_{j=1}^{m} \delta_j' \mathcal{C} \right)$$

where $\gamma_j' \sim \delta_j'$ for each $\ell$. (As an aside, the value of $n$ here is unchanged from that when we refined the addresses $\gamma_j$ and $\delta_j$ to ensure they had type in the nuclei $Q^{(i)}$. What we have done is find suitable partitions of the complements $\mathcal{C} \setminus U$ and $\mathcal{C} \setminus V$.) We may now define an element $g$ of $V$ by the prefix substitutions $\gamma_j \mapsto \delta_j$ for $1 \leq j \leq n$ and $\gamma_j' \mapsto \delta_j'$ for $1 \leq \ell \leq m$. The result is an element $g$ in $\text{Fix}_V(\mathcal{P})$ that maps $U$ to $V$. \hfill $\square$

**Proposition 5.10** Let $\mathcal{P}$ be a type system that is determined by the equivalence relation $\sim$ on $\Omega$ and assume that $\mathcal{P}$ is either multinuclear or atomic branching quasinuclear. Let $H$ be a subgroup of $V$ such that $\text{Fix}_V(\mathcal{P}) \leq H$ and let $N \supseteq \text{sd}(\mathcal{P})$. Define a relation $\approx$ on $\Omega$ by the rule

$$\alpha \approx \beta \text{ when for all words } \eta \text{ with } |\eta| = N, \text{ there exist incomparable addresses } \gamma \text{ and } \delta \text{ with } |\gamma|, |\delta| \geq N, \gamma \sim \alpha \eta, \delta \sim \beta \eta \text{ and } (\gamma, \delta) \in H.$$ 

Then the partition determined by $\approx$ is a type system on $\Omega$ that is a quotient of $\mathcal{P}$.
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PROOF: Suppose first that $\alpha$ and $\beta$ are addresses with $\alpha \sim \beta$. Let $\eta$ be any word with $|\eta| = N$. Since $\sim$ is coherent, necessarily $\alpha \eta \sim \beta \eta$. By Lemma 5.5, there exist incomparable addresses $\gamma$ and $\delta$ with $|\gamma|, |\delta| \geq N$ and $\gamma \sim \alpha \eta \sim \beta \eta \sim \delta$. Hence $(\gamma, \delta) \in \text{Fix}_V(P) \leq H$. As this holds for all choices of $\eta$, we conclude that $\alpha \approx \beta$. It follows first that $\approx$ is reflexive (upon taking $\alpha = \beta$) and secondly that, once we know $\approx$ is a coherent and reduced equivalence relation on $\Omega$, it will define a type system which is a quotient of $\sim$. The definition of $\approx$ is certainly symmetric in $\alpha$ and $\beta$. The next step then is to show that $\approx$ is transitive.

Suppose that $\alpha$, $\beta$ and $\gamma$ are addresses satisfying $\alpha \approx \beta \approx \gamma$. Let $\eta$ be any word of length $N$. Then, by definition of $\approx$ and Lemma 5.7(ii), $(\alpha \beta \gamma) \in H$ for all incomparable addresses $\alpha'$ and $\beta'$ of length $\geq N$ with $\alpha' \sim \alpha \eta$ and $\beta' \sim \beta \eta$ and $(\beta' \gamma) \in H$ for all incomparable addresses $\beta'$ and $\gamma'$ of length $\geq N$ with $\beta' \sim \beta \eta$ and $\gamma' \sim \gamma \eta$. By Lemma 5.5, there exist a choice of incomparable addresses $\alpha'$, $\beta'$ and $\gamma'$ such that $\alpha' \sim \alpha \eta$, $\beta' \sim \beta \eta$ and $\gamma' \sim \gamma \eta$. Then $(\alpha' \beta')(\beta' \gamma') \in H$ for these addresses and so

$$(\alpha' \beta')(\beta' \gamma') \in H.$$ 

This holds for all $\eta$ of length $N$ and so we conclude $\alpha \approx \gamma$. This shows that $\approx$ is transitive.

We now show that the equivalence relation $\approx$ is coherent. Suppose that $\alpha \approx \beta$ for some addresses $\alpha$ and $\beta$. Let $\eta$ be any word of length $N$ and write $\eta = \zeta y$ where $|\zeta| = n - 1$ and $y \in \{0, 1\}$. If $x \in \{0, 1\}$, then $x \zeta$ has length $n$, so by the hypothesis combined with Lemma 5.7(ii), $(\gamma, \delta) \in H$ for all incomparable addresses $\gamma$ and $\delta$ of length $\geq N$ with $\gamma \sim \alpha x \zeta$ and $\delta \sim \beta x \zeta$. By Lemma 5.5, there exist incomparable addresses $\gamma$, $\delta$ and $\delta'$ of length $\geq N$ such that $\gamma \sim \alpha \zeta x$ and $\delta \sim \beta \zeta x$. Since $\sim$ is coherent, $\delta \gamma \sim \delta' \gamma$ and therefore $(\delta \gamma \delta') \in \text{Fix}_V(P) \leq H$. On the other hand, $(\gamma, \delta) \in H$ by assumption, so

$$(\delta \gamma \delta') \in H.$$ 

Note $\alpha x \eta = \alpha x \zeta y \sim \gamma y$ and $\beta x \eta = \beta x \zeta y \sim \delta' y$. Since $\eta$ is an arbitrary word of length $N$, we conclude $\alpha x \approx \beta x$ for any $x \in \{0, 1\}$. This shows that $\approx$ is coherent.

Finally, suppose $\alpha$ and $\beta$ be addresses such that $\alpha 0 \approx \beta 0$ and $\alpha 1 \approx \beta 1$. Let $x$, $y \in \{0, 1\}$ and $\zeta$ be any word of length $N - 1$. Then $\eta = x \zeta$ is an arbitrary word of length $N$. Let $\gamma$ and $\delta$ be incomparable addresses of length $\geq N$ such that $\gamma \sim \alpha x \zeta$ and $\delta \sim \beta x \zeta$. Now $\gamma y \sim \alpha y = \alpha x \zeta y$ and $\delta y \sim \beta y = \beta x \zeta y$. Since $\alpha x \approx \beta x$ by assumption, use of Lemma 5.7(ii) tells us that $(\gamma y \delta y) \in H$. This is true for both $y \in \{0, 1\}$ and therefore

$$(\gamma, \delta) = (\gamma 0, \delta 0) (\gamma 1, \delta 1) \in H.$$ 

As $\eta$ is an arbitrary word of length $N$, we conclude that $\alpha \approx \beta$. This shows that $\approx$ is reduced and completes the proof of the proposition. \[\square\]

**Lemma 5.11** Let $P$ be a type system that is determined by the equivalence relation $\sim$ on $\Omega$ and assume that $P$ is either multinuclear or atomic branching quasinuclear. Let $N \geq \text{sd}(P)$ and let $H$ be a subgroup of $V$ such that $\text{Stab}_V(P) < H$. Then there exist incomparable addresses $\alpha$ and $\beta$ of length at least $N$ and $h \in H$ such that $\alpha \sim \beta$ but $\alpha^h \sim \beta^h$.

**PROOF:** There exists some $h \in H$ that does not stabilize the equivalence relation $\sim$. Replacing $h$ by its inverse if necessary, we can assume there exist addresses $\alpha$ and $\beta$ such that $\alpha^h$ and $\beta^h$ are both defined, $\alpha \sim \beta$ but $\alpha^h \sim \beta^h$. First note that if $\eta$ is any word of length $N$, then $\alpha \eta \sim \beta \eta$ since $\sim$ is coherent, while $(\alpha \eta)^h = \alpha^h \eta$ and $(\beta \eta)^h = \beta^h \eta$. Since $\sim$ is reduced, there must exist a word $\eta$ of length $N$ such that $\alpha^h \eta \sim \beta^h \eta$. Hence we may first replace $\alpha$ and $\beta$ by the resulting addresses $\alpha \eta$ and $\beta \eta$ so as to assume that $|\eta|, |\beta| \geq N$. We shall show that such addresses exist that are incomparable by considering the two possibilities for $P$ in turn.

Suppose first that $P$ is multinuclear and that $\alpha$ has type in the nucleus $Q_i^{(i)}$ for some $i$. Then $\alpha 0$ and $\alpha 1$ also have types in $Q_i^{(i)}$ and, again since $\sim$ is reduced, there is some $x \in \{0, 1\}$
such that \((αx)^h ∼ (βx)^h\). If \(αx\) and \(βx\) are incomparable, then we can replace \(α\) and \(β\) by \(αx\) and \(βx\) to achieve what is sought. Suppose instead that \(αx ≪ βx\). Let \(y\) be the other letter in \(\{0, 1\}\). There is a path indexed by the word \(ζ\) in \(Γ(\mathcal{P})\) from the type of \(αy\) to the type of \(αx\). Note that \(αyζ\) is incomparable with \(αx\) and therefore also incomparable with \(βx\). Take \(γ_0 = αyζ\), \(γ_1 = αx\) and \(γ_2 = βx\). Then \(γ_0 ∼ γ_1 ∼ γ_2\). So \(γ_0\) is incomparable with \(γ_1\) and \(γ_2\). \(γ_0^h\) is defined and \(γ_1^h ∼ γ_2^h\). Then either \(γ_0^h ∼ γ_1^h\) or \(γ_0^h ∼ γ_2^h\). Hence we may replace \(α\) and \(β\) by \(γ_0\) and one of \(γ_1\) or \(γ_2\) to achieve the claim.

Now consider the case when \(\mathcal{P}\) is atomic branching quasinuclear and we use the notation of Definition 4.3(iii), writing \(R\) for the unique type in its nucleus. Then either the type of \(α\) and \(β\) in \(Q\) or they both have type \(R\). In the former case, there is some shortest word \(ζ\) (possibly empty) such that \(αζ\) has type in \(Q^l\). Let \(ζ_1, ζ_2, \ldots, ζ_k\) be all the words of length equal to that of \(ζ\). If \(θ\) is a proper prefix of \(ζ\), then \(αθ\) has type in \(Q \setminus Q^l\), so one of \(αθζ\) and \(αθ1\) has type \(R\) and the other has type in \(Q\). Moreover, it must be the latter that is a prefix of \(αζ\). As a consequence, precisely one of the addresses \(αζ_i\) has type in \(Q^l\) (namely \(αζ\)) and the others have type \(R\). Using the same argument as in the first paragraph of the proof, we may replace \(α\) and \(β\) by \(αζ_i\) and \(βζ_i\) for some choice of \(i\) and hence assume that either \(α\) and \(β\) have type \(R\) or they both have type in \(Q^l\). In either case, we now apply a similar argument to the multinuclear case. There is a letter \(x \in \{0, 1\}\) such that \((αx)^h ∼ (βx)^h\). If \(αx \perp βx\), then we use these addresses. Otherwise, assume \(αx ≪ βx\) and let \(y\) be the other letter in \(\{0, 1\}\). There is a path in \(Γ(\mathcal{P})\) from the type of \(αy\) to that of \(αx\). Following this path produces an address \(γ_0\) with prefix \(αy\) satisfying \(γ_0 ∼ αx\) and such that \(γ_0^h\) is defined. We then apply the same argument with \(γ_0\), \(γ_1 = αx\) and \(γ_2 = βx\) as before to complete the proof.

We may now establish the first of our theorems about the maximality of the stabilizer of a type system.

**Theorem 5.12** Let \(\mathcal{P}\) be a simple type system on \(Ω\) that is either multinuclear or atomic branching quasinuclear. Then \(\text{Stab}_V(\mathcal{P})\) is a maximal subgroup of \(V\).

**Proof:** As \(\mathcal{P}\) is a simple type system, the associated relation \(∼\) is neither trivial nor universal. Hence \(\text{Stab}_V(\mathcal{P})\) is a proper subgroup of \(V\) by Lemma 3.13. Suppose that \(H\) is a subgroup of \(V\) with \(\text{Stab}_V(\mathcal{P}) \leq H \leq V\), let \(N \geq \text{sd}(\mathcal{P})\) (the stable depth of \(\mathcal{P}\)) and let \(∼\) be the equivalence relation on \(Ω\) with type system \(Q\) provided by Proposition 5.10. By Lemma 5.11, there exist \(h \in H\) and incomparable addresses \(α\) and \(β\) with \(|α|, |β| ≥ N\), \(α ∼ β\) and \(α^h ∼ β^h\). If \(η\) is any word of length \(N\), then \(αη ∼ βη\) by coherence, so \((αη βη) ∈ \text{Fix}_V(\mathcal{P}) \leq H\). Then

\[(α^h η β^h η) = (αη βη)^h \in H.\]

This holds for all \(η\) of length \(N\) and so \(α^h ∼ β^h\). Hence \(Q\) is a proper quotient of \(\mathcal{P}\) and so \(∼\) must be the universal relation by our assumption of simplicity.

Now suppose \(γ\) and \(δ\) are any incomparable addresses. Then \(γ ∼ δ\), so if \(η\) is a word of length \(N\) then, with use of Lemma 5.7(ii), we deduce \((γ’ δ’) ∈ H\) for all incomparable addresses \(γ’\) and \(δ’\) of length \(≥ N\) with \(γ’ ∼ η\) and \(δ’ ∼ δη\). In particular, \((γη δη) ∈ H\). This holds for all words \(η\) of length \(N\) and hence \((γ δ) ∈ H\) as it is the product of all transpositions \((γη δη)\) as \(η\) ranges over all words of length \(N\). Since \(V\) is generated by all such transpositions \((γ δ)\), we conclude that \(H = V\). This establishes that \(\text{Stab}_V(\mathcal{P})\) is a maximal subgroup of \(V\). ☐

The final case to consider is that of a simple type system that is atomic quasinuclear but not branching.

**Theorem 5.13** Let \(\mathcal{P}\) be a simple type system on \(Ω\) that is atomic quasinuclear but not branching. Then there is a finite subset \(D\) of \(\mathcal{E}\) consisting of rational elements of the same tail class such that \(\text{Stab}_V(\mathcal{P}) = \text{Stab}_V(\mathcal{D})\) and this is a maximal subgroup of \(V\).
The proof of this theorem will occupy the remainder of this section. Let \( \mathcal{P} \) be a simple type system on \( \Omega \), defined by the equivalence relation \( \sim \), that is atomic quasinuclear. Suppose that the positive integer \( t \) and the subsets \( Q \) and \( \mathcal{R} \) of \( \mathcal{P} \) are as in Definition 4.3(iii) and that \( R \) is the unique type in \( \mathcal{R} \). We assume that \( Q^1 = \varnothing \). This means that if \( Q \in Q \), then one edge from \( Q \) in the graph \( \Gamma(\mathcal{P}) \) leads to another member of \( Q \) and the other leads to the vertex \( R \).

Since every address of length \( \geq t \) either has type in \( Q \) or has type \( R \) and since if \( \alpha \in R \) then \( \alpha \), \( \alpha \) in \( R \) also, there exist finitely many distinct addresses \( \beta_1, \beta_2, \ldots, \beta_n \) that are minimal subject to having type that is in \( Q \). These addresses are consequently incomparable with each other. Let \( Q^{(1)} \) be the type of \( \beta_1 \). If we start at the vertex \( Q^{(1)} \) in the graph \( \Gamma(\mathcal{P}) \), there is one edge leading to a member of \( Q \). Repeatedly following the unique edge to the member of \( Q \) must eventually lead back to \( Q^{(1)} \) in view of Condition (e) of the definition. Equally, in following this path we must have passed through all members of \( Q \), so there exist letters \( x_1, x_2, \ldots, x_n \) in \( \{0,1\} \) such that the distinct types in \( Q \) are \( Q^{(1)}, Q^{(2)}, \ldots, Q^{(n)} \) where \( Q^{(j)} \) is the type of the address \( \beta_1 x_1 x_2 \ldots x_{j-1} \) for \( j = 1, 2, \ldots, n \). Furthermore, when we define \( \zeta = x_1 x_2 \ldots x_n \), the address \( \beta_1 \zeta \) has the same type \( Q^{(1)} \) as \( \beta_1 \).

**Lemma 5.14** Under the above hypothesis that \( \mathcal{P} \) is a simple type system that is atomic quasinuclear with equivalence relation \( \sim \) and for which \( Q^1 = \varnothing \), the word \( \zeta \) labelling the cycle starting at the vertex \( Q^{(1)} \) cannot be expressed as a power of some word of shorter length.

**Proof:** Suppose that \( \zeta \) is a proper word of a word of length \( \ell < n \). This means \( x_{i+\ell} = x_i \) for every value of \( i \geq 1 \) with \( i + \ell \leq n \). Define a relation \( \approx \) on \( \Omega \) by the rule \( \alpha \approx \beta \) when

\[
\text{for all words } \eta \text{ with } |\eta| = t, \text{ either } \alpha \eta \sim \beta \eta, \text{ or } \alpha \eta \in Q^{(i)} \text{ and } \beta \eta \in Q^{(j)} \text{ where } i \equiv j \pmod{\ell}.
\]

The goal of this definition is to glue together all \( \ell \)th equivalence class \( Q^{(\ell)} \) while ensuring that the result still defines a type system. The fact that \( \approx \) is reflexive and symmetric follows immediately, while it is straightforward to check that \( \approx \) is transitive. Suppose \( \alpha \approx \beta \). Let \( \theta \) be any word of length \( t - 1 \) and let \( x, y \in \{0,1\} \). If \( \alpha \theta \sim \beta x \theta \), then it follows from coherence that \( \alpha x \theta y \sim \beta x \theta y \) and since \( \theta y \) is an arbitrary word of length \( t \), we deduce \( \alpha x \sim \beta x \). Otherwise, \( \alpha x \theta \in Q^{(i)} \) and \( \beta x \theta \in Q^{(j)} \) for some \( i \) and \( j \) with \( i \equiv j \pmod{\ell} \). Our assumption on the word \( \zeta \) ensures that the letter \( y \) either labels the edges in \( \Gamma(\mathcal{P}) \) from both \( Q^{(i)} \) and \( Q^{(j)} \) to vertices in \( Q \) or it labels the edges to the vertex \( R \). Hence either \( \alpha x \theta y \in Q^{(i+1)} \) and \( \beta x \theta y \in Q^{(j+1)} \) (computed modulo \( n \)) or they both have type \( R \), in which case \( \alpha x \theta y \sim \beta x \theta y \). Again, since \( \theta y \) is an arbitrary word of length \( t \) we conclude \( \alpha x \sim \beta x \) in this case. This shows that \( \approx \) is a coherent equivalence relation on \( \Omega \).

Suppose \( \alpha 0 \approx \beta 0 \) and \( \alpha 1 \approx \beta 1 \). Let \( \eta \) be an arbitrary word of length \( t \) and write \( \eta = x \theta \) where \( x \in \{0,1\} \) and \( |\theta| = t - 1 \). Now \( |\alpha \eta|, |\beta \eta| \geq t \), so each of these addresses either has type in one of the \( Q^{(i)} \) or type \( R \). Suppose \( \alpha \eta \) has type \( R \), so that \( \alpha \eta 0, \alpha \eta 1 \in R \) also. Since \( \alpha x \approx \beta x \), it must be the case that \( \alpha x \xi y = \alpha y \) and \( \beta x \xi y = \beta y \) are related under \( \sim \) for both choices of \( y \in \{0,1\} \), so \( \beta y 0, \beta y 1 \in R \). As \( \sim \) is reduced, the only possibility is that \( \beta y \) has type \( R \) and hence \( \alpha \eta \sim \beta \eta \) in this case. On the other hand, if \( \alpha \eta \in Q^{(i)} \) for some \( i \), then \( \alpha \eta y_1 \in Q^{(i+1)} \) (computed modulo \( n \)) and \( \alpha \eta y_2 \in R \) for the appropriate choice of \( y_1, y_2 \in \{0,1\} \). Since \( \alpha x \approx \beta x \), we deduce that \( \beta y \eta_1 \in Q^{(j)} \) where \( j \equiv i + 1 \pmod{\ell} \) and \( \beta y \eta_2 \in R \). The assumption on the word \( \zeta \) ensures that \( y_1 \) is the label on the edge from \( Q^{(i)} \) to \( Q^{(j)} \). If \( \gamma \in Q^{(j+1)} \), then \( \gamma y_1 \sim \beta \eta y_1 \) (as both belong to \( Q^{(j)} \)) and \( \gamma y_2 \sim \beta \eta y_2 \) (as both belong to \( R \)). Hence \( \gamma \sim \beta \eta \) since \( \sim \) is reduced. Thus \( \beta \eta \in Q^{(j-1)} \) and here \( j - 1 \equiv i \pmod{\ell} \). This shows that the condition for \( \approx \) is satisfied whether \( \alpha \eta \in Q^{(i)} \) or \( R \); that is, \( \alpha \approx \beta \). Hence \( \approx \) is also reduced.

Finally, the type system defined by \( \approx \) is a proper quotient of \( \mathcal{P} \), since if \( \alpha \sim \beta \) then \( \alpha \eta \sim \beta \eta \) for any word \( \eta \) while some addresses are related under \( \approx \) that were not related under \( \sim \). This contradicts the hypothesis that \( \mathcal{P} \) is simple. Therefore, there can be no decomposition of \( \zeta \) as a power of some shorter word. \( \square \)
Let us return to the distinct words \( \beta_1, \beta_2, \ldots, \beta_m \). For each \( i \), there exists \( k = k(i) \) such that \( \beta_i \) has type \( Q^{(k)} \). Note that \( \beta_i x_{k(i)} x_{k(i)+1} \ldots x_n \) has type \( Q^{(1)} \) for each \( i \). Define \( u_i = \beta_i x_{k(i)} x_{k(i)+1} \ldots x_m \xi \in \mathcal{C} \) and set \( D = \{ u_1, u_2, \ldots, u_n \} \). The elements of \( D \) then share the same tail class and are certainly rational. An address with one of the types \( Q^{(j)} \) has some \( \beta_i \) as a prefix and the corresponding vertex in the graph \( \Gamma(P) \) is reached by first following the path labelled by \( \beta_i \) and then following a sufficient subsequent path around the cycle comprising \( Q^{(1)}, Q^{(2)}, \ldots, Q^{(n)} \) (starting at the vertex \( Q^{(k(i))} \)). Hence the set of all addresses that have type in any of the \( Q^{(j)} \) is given by

\[
\bigcup_{j=1}^{n} Q^{(j)} = \{ \alpha \mid \beta_i \preceq \alpha \prec u_i \text{ for some } i \}.
\]

Now let \( g \in \text{Stab}_V(D) \). Fix some \( i \in \{1, 2, \ldots, m\} \) and set \( u_\ell = u_i^\ell \). By refining the cones in the domain of \( g \) appropriately, we can assume that there is an integer \( v \geq 0 \) such that \( g \) is given by a prefix substitution on the cone with address \( \gamma_\ell = \beta_i x_{k(i)} x_{k(i)+1} \ldots x_n \zeta \) (which has type \( Q^{(1)} \)); say \( \gamma_\ell^g = \delta \) for some address \( \delta \). Now \( u_\ell = \gamma_\ell \zeta \), so \( u_\ell \in \delta \zeta \). It follows then by Lemma 5.14 that \( \delta \) has the same form as \( \gamma_i \): \( \delta = \beta_\ell x_{k(\ell)} x_{k(\ell)+1} \ldots x_n \zeta^w \) for some \( w \geq 0 \) and so \( \delta \) also has type \( Q^{(1)} \). Now if \( \alpha \) is an address of some type \( Q^{(j)} \) with \( \gamma_i \) as a prefix, say \( \alpha = \gamma_i \eta \) where \( \eta \) is a prefix of some power of \( \zeta \), then \( \alpha^g = \delta \eta \in Q^{(j)} \) also. This observation applies for each \( i \in \{1, 2, \ldots, n\} \) and so we conclude that, for each \( j \), \( \alpha^g \in Q^{(j)} \) for all but finitely many \( \alpha \in Q^{(j)} \). In particular, all sufficiently long addresses of type \( Q^{(j)} \) are images of addresses of the same type \( Q^{(j)} \) under the transformation \( g \). Now if \( \alpha \in R \) such that \( \alpha^g \) is defined, then it cannot be the case that \( \alpha^g \in Q^{(j)} \) as otherwise all addresses of the form \( \alpha^g \eta \) (for \( \eta \in \Omega \)) would include arbitrary long addresses of type \( Q^{(j)} \) but they would all be images of addresses of type \( R \). In conclusion, but for finitely many exceptions, \( g \) maps the addresses in each of the classes \( Q^{(1)}, Q^{(2)}, \ldots, Q^{(n)} \) and \( R \) back into the same class; that is, \( g \in \text{Fix}_V(\mathcal{P}) \).

By use of Lemma 3.13, we now have the inclusions \( \text{Stab}_V(D) \subseteq \text{Fix}_V(\mathcal{P}) \subseteq \text{Stab}_V(\mathcal{P}) < V \). Since \( \text{Stab}_V(D) \) is a maximal subgroup of \( V \) as observed in Corollary 2.3, it follows that the first three subgroups are equal and we have completed the proof of Theorem 5.13.

Finally, Theorem 4.8 tells us that a simple type system with finitely many types is either one considered in Theorem 5.12 or in Theorem 5.13. Hence we have established our main result about stabilizers of finite simple type systems:

**Theorem 5.15** Let \( \mathcal{P} \) be a finite simple type system on \( \Omega \). Then \( \text{Stab}_V(\mathcal{P}) \) is a maximal subgroup of \( V \).

### 6 Description of the stabilizers of simple type systems

As proven in Section 4, every finite simple type system is either nuclear, atomic binuclear, or atomic quasinuclear. Furthermore, as observed in the previous section, the stabilizer subgroup associated to any finite simple type system is a maximal subgroup of \( V \). In this section we describe the maximal subgroups associated with each of the three types.

#### Atomic multinuclear type systems

As we shall see, any atomic multinuclear type system with two or more nuclei has maximal stabilizer, even though such a type system is simple if and only if it has exactly two nuclei.

**Proposition 6.1** Let \( \mathcal{P} \) be an atomic multinuclear type system with \( n \) nuclei where \( n \geq 2 \). Then there exists a partition \( \{E_1, E_2, \ldots, E_n\} \) of \( \mathcal{C} \) into clopen sets such that \( \text{Stab}_V(\mathcal{P}) = \text{Stab}_V(\{E_1, E_2, \ldots, E_n\}) \).
Proof: Let \{Q_1\}, \{Q_2\}, \ldots, \{Q_n\} be the nuclei of \(\mathcal{P}\) and, for each \(i\), let \(E_i\) be the union of all cones \(\alpha \mathcal{C}\) for which \(\alpha\) has type \(Q_i\). Since each \(\{Q_i\}\) is child-closed and all but finitely many addresses have one of the types \(Q_i\), the collection \(\{E_1, E_2, \ldots, E_n\}\) forms a partition of \(\mathcal{C}\). Moreover, since each of these sets is open (being a union of cones) they must all be clopen. Note then that, since the associated equivalence relation on \(\Omega\) is reduced, an address \(\alpha \in \Omega\) has type \(Q_i\) if and only if \(\alpha \mathcal{C} \subseteq E_i\).

Now if an element \(g \in G\) stabilizes this partition, then it permutes the sets \(E_1, E_2, \ldots, E_n\) according to some permutation \(\sigma \in S_n\). Then, for all \(\alpha \in \Omega\), if \(\alpha\) has one of the types \(Q_i\) then \(\alpha \sigma\) is defined and has type \(Q_{i\sigma}\), and it follows that \(g \in \text{Stab}_V(\mathcal{P})\). Conversely, if \(g \in \text{Stab}_V(\mathcal{P})\), there is a permutation \(\sigma \in S_n\) such that, for each \(i\), the element \(g\) maps all but finitely many addresses of type \(Q_i\) to addresses of type \(Q_{i\sigma}\). Then \(g\) maps all but finitely many cones in \(E_i\) into \(E_{i\sigma}\), and it follows easily that \((E_i)\sigma = E_{i\sigma}\) for each \(i\) and hence \(g\) stabilizes the partition. \(\square\)

Remark 6.2 If \(\{E_1, E_2, \ldots, E_n\}\) is any partition of \(\mathcal{C}\) into clopen sets, then the stabilizer of \(\{E_1, E_2, \ldots, E_n\}\) is in fact the stabilizer of a uniquely determined atomic multinuclear type system \(\mathcal{P}\). Specifically, define an equivalence relation \(\sim\) on \(\Omega\) by \(\alpha \sim \beta\) if and only if

\[\{\gamma \in \Omega \mid \alpha \gamma \mathcal{C} \subseteq E_i\} = \{\gamma \in \Omega \mid \beta \gamma \mathcal{C} \subseteq E_i\}\]

for each \(i\). Then \(\sim\) determines a type system \(\mathcal{P}\) which is atomic multinuclear, and \(\text{Stab}_V(\mathcal{P})\) is precisely the stabilizer of \(\{E_1, E_2, \ldots, E_n\}\).

Since the stabilizer of a finite simple type system is maximal, it follows from Proposition 6.1 that the stabilizer of a partition \(\{E_1, E_2, \ldots, E_n\}\) of the Cantor set into clopen subsets is maximal for \(n = 2\). The following proposition extends this result to arbitrary values of \(n\).

Proposition 6.3 Let \(\{E_1, E_2, \ldots, E_n\}\) be a partition of \(\mathcal{C}\) into clopen sets, where \(n \geq 2\). Then the stabilizer \(\text{Stab}_V(\{E_1, E_2, \ldots, E_n\})\) is a maximal subgroup of \(V\) isomorphic to the permutational wreath product \(V \wr S_n \cong V^n \rtimes S_n\), where \(S_n\) denotes the symmetric group of degree \(n\).

Proof: Let \(G\) be the stabilizer of the partition. To prove that \(G\) is maximal, let \(H\) be a subgroup of \(V\) that properly contains \(G\), and let \(h \in H \setminus G\). Then there exist \(E_i, E_j, \) and \(E_k\) with \(j \neq k\) such that \((E_j)^h\) intersects both \(E_j\) and \(E_k\). Thus we can find disjoint cones \(\alpha \mathcal{C}, \beta \mathcal{C} \subseteq E_i\) such that \(\alpha^h\) and \(\beta^h\) are both defined, \(\alpha^h \mathcal{C}\) is properly contained in \(E_j^h\), and \(\beta^h \mathcal{C}\) is properly contained in \(E_k^h\). Since \((\alpha \beta)\) stabilizes \(\{E_1, E_2, \ldots, E_n\}\), the transposition \((\alpha^h \beta^h) = (\alpha \beta)^h\) lies in \(H\). Conjugating further by elements of \(G\), we find that \(H\) contains all transpositions \((\gamma \delta)\) for which \(\gamma \mathcal{C}\) is properly contained in some \(E_r\), and \(\delta \mathcal{C}\) is properly contained in some \(E_s\) with \(r \neq s\). Note that \(H\) also contains all transpositions whose cones are contained in the same \(E_r\). It follows that \(H\) contains all transpositions \((\gamma \delta)\) for which \(\gamma\) and \(\delta\) are sufficiently long, and therefore \(H = V\). This proves that \(G\) is maximal.

Finally, observe that for each \(E_i\) the subgroup of elements of \(V\) that are supported on \(E_i\) is isomorphic to \(V\). It follows that the subgroup of all elements of \(V\) that map each \(E_i\) to itself is isomorphic to \(V^n\), so \(G\) is isomorphic to the given semidirect product. \(\square\)

Example 6.4 Figure 4 shows the label diagram for an atomic multinuclear type system with nuclei \(\{Q\}, \{R\}, \) and \(\{S\}\), where \(A\) is the label for the empty word. Note that the word 1 has label \(B\), all words that begin with 0 have label \(Q\), all words that begin with 10 have label \(R\), and all words that begin with 11 have label \(S\). If \(\mathcal{P}\) is the corresponding type system, then \(\text{Stab}_V(\mathcal{P})\) is the stabilizer in \(V\) of the partition \(\{0\mathcal{C}, 10\mathcal{C}, 11\mathcal{C}\}\).

We close this subsection by demonstrating that distinct simple multinuclear type systems give rise to distinct maximal subgroups. It is easy to use this lemma (by creating distinct infinite
Figure 4: Label diagram for the partition \( \{0\mathcal{C}, 10\mathcal{C}, 11\mathcal{C}\} \), which has stabilizer isomorphic to \( V^3 \cong S_3 \).

simple nuclear type systems) to show that there are uncountably-many maximal subgroups of \( V \); however, in Section 7 we will obtain the stronger result that in fact there are uncountably many isomorphism classes of maximal subgroups of \( V \).

**Lemma 6.5** Let \( \mathcal{P} \) and \( \mathcal{Q} \) be distinct type systems on \( \Omega \) that are both multinuclear and simple. Then \( \text{Stab}_V(\mathcal{P}) \neq \text{Stab}_V(\mathcal{Q}) \).

**Proof:** Let \( \mathcal{P} \) and \( \mathcal{Q} \) be two type systems on \( \Omega \) both of which are multinuclear and simple such that \( \text{Stab}_V(\mathcal{P}) = \text{Stab}_V(\mathcal{Q}) \). Let \( \sim \) and \( \approx \) be the equivalence relations on \( \Omega \) that define \( \mathcal{P} \) and \( \mathcal{Q} \), respectively, and take the integer \( N \) to be greater than the stable depths of both \( \mathcal{P} \) and \( \mathcal{Q} \). Consider two addresses \( \alpha \) and \( \beta \) with \( \alpha \sim \beta \). Let \( \eta \) be a word of length \( N \). Since \( \sim \) is coherent, \( \alpha \eta \sim \beta \eta \). By Lemma 5.5, there exists an address \( \gamma \) that is incomparable with both \( \alpha \eta \) and \( \beta \eta \) and such that \( \gamma \sim \alpha \eta \sim \beta \eta \) and \( |\gamma| \geq N \). Therefore \((\alpha \eta \gamma) \) and \((\beta \eta \gamma) \) both belong to \( \text{Fix}_V(\mathcal{P}) \) and hence to \( \text{Stab}_V(\mathcal{Q}) \).

Now by an application of Lemma 5.5, this time to \( \approx \), there exists \( \delta \) that is incomparable with \( \alpha \eta \) and \( \gamma \) and such that \( \delta \approx \gamma \). Since \( g = (\alpha \eta \gamma) \in \text{Stab}_V(\mathcal{Q}) \), we deduce \( \delta^g \approx \gamma^g \); that is, \( \delta \approx \alpha \eta \). It follows that \( \alpha \eta \approx \gamma \). Similarly, one establishes \( \beta \eta \approx \gamma \). We deduce that \( \alpha \eta \approx \beta \eta \) for all words \( \eta \) of length \( N \) and it follows that \( \alpha \approx \beta \) since \( \approx \) is reduced. By symmetry, we now conclude that the type systems \( \mathcal{P} \) and \( \mathcal{Q} \) are the same. This establishes the lemma. \( \square \)

### Atomic quasinuclear type systems

As we have seen, atomic quasinuclear type systems can be classified into non-branching and branching types. As proven in Theorem 5.13, the stabilizer of a simple, non-branching, atomic quasinuclear type system is the same as the stabilizer of some finite set of points in \( \mathcal{C} \) that have the same tail class. The following example illustrates such type systems.

**Example 6.6** Figure 5 shows the label diagram for a simple, non-branching, atomic quasinuclear type system with nucleus \( \{R\} \), where \( A \) is the label for the empty word. Here:

- The empty word \( \varepsilon \) is the only address with label \( A \).
- Every address of the form \((01)^n0\) or \((10)^n\) for \( n \geq 0 \) has label \( B \).
- Every address of the form \((01)^n\) or \((10)^n1\) for \( n \geq 0 \) has label \( C \).
- Every other address has label \( R \).

If \( \mathcal{P} \) is the corresponding type system, then \( \text{Stab}_V(\mathcal{P}) \) is precisely the stabilizer in \( V \) of the two-point set \( \{01, 10\} \).

The branching case is slightly more complicated. For the following proposition, recall that an action of a group \( G \) on compact metric space \( X \) is *minimal* if the \( G \)-orbit of each point in \( X \) is dense in \( X \). Equivalently (and explaining the name), an action is minimal if the only \( G \)-invariant closed subsets are \( \emptyset \) and \( X \).
Proposition 6.7 Let $\mathcal{P}$ be a simple, branching, atomic quasinuclear type system. Then there exists a non-empty, nowhere dense, perfect subset $K$ of $\mathcal{C}$ such that $\text{Stab}_V(\mathcal{P}) = \text{Stab}_V(K)$. Furthermore, the action of $\text{Stab}_V(K)$ on $K$ is minimal.

Proof: Let $\{R\}$ be the nucleus for $\mathcal{P}$, let $U$ be the union of all cones $\alpha \mathcal{C}$ for which $\alpha$ has type $R$, and let $K = \mathcal{C} \setminus U$. Note that $U$ is open since it is a union of cones, and thus $K$ is closed. Furthermore, since every cone $\beta \mathcal{C}$ contains a cone $\alpha \mathcal{C}$ for which $\alpha$ has type $R$, the open set $U$ is dense in $\mathcal{C}$, and therefore $K$ is nowhere dense. Finally, since $\mathcal{P}$ is branching there is a cone $\gamma \mathcal{C}$ for which $\gamma$ does not have type $R$, and any such cone contains at least two points from $K$. Therefore $K$ is non-empty and has no isolated points.

To prove that $\text{Stab}_V(\mathcal{P}) = \text{Stab}_V(K)$, note first that $R$ is the only terminal vertex in the type graph for $\mathcal{P}$. Let $g \in \text{Stab}_V(\mathcal{P})$. Since $\{R\}$ is child-closed and every address $\alpha$ has some descendant $\alpha \gamma$ of type $R$, it follows that $g$ maps all but finitely many addresses of type $R$ to addresses of type $R$. We conclude that $U^g \subseteq U$, and indeed $U^g = U$ since the same statement holds for $g^{-1}$. This proves that $g \in \text{Stab}_V(K)$, and hence $\text{Stab}_V(\mathcal{P}) \subseteq \text{Stab}_V(K)$. For the opposite conclusion, observe that $\text{Stab}_V(K)$ is a proper subgroup of $V$ since it does not contain any transpositions $(\alpha \beta)$ for which $\alpha \mathcal{C} \subseteq U$ and $\beta \mathcal{C} \not\subseteq U$. Since $\text{Stab}_V(\mathcal{P})$ is maximal by Theorem 5.12, we conclude that $\text{Stab}_V(\mathcal{P}) = \text{Stab}_V(K)$.

Finally, to prove that the action of $\text{Stab}_V(K)$ on $K$ is minimal, let $v, w \in K$ and let $W$ be a neighbourhood of $w$. Choose a cone $\alpha \mathcal{C}$ containing $v$ whose type lies in the terminal set $\Omega \cup \{R\}$ for $\mathcal{P}$, and let $\beta \mathcal{C}$ be any cone containing $w$ which is contained in $W$. Then $\beta$ does not have type $R$, so there exists a cone $\gamma \mathcal{C}$ contained in $\beta \mathcal{C}$ such that $\gamma$ has the same type as $\alpha$. Then the transposition $(\alpha \gamma)$ lies in $\text{Stab}_V(\mathcal{P})$ and maps $v$ into $\beta \mathcal{C}$ and hence into $W$, which proves that the action of $\text{Stab}_V(K)$ on $K$ is minimal. □

Remark 6.8 If $\mathcal{P}$ is a simple atomic quasinuclear type system with nucleus $\{R\}$, then it is not hard to show that the corresponding relation $\sim$ on $\Omega$ must be defined by the formula

$$\alpha \sim \beta \quad \text{if and only if} \quad \{ \gamma \in \Omega \mid \alpha \gamma \text{ has type } R \} = \{ \gamma \in \Omega \mid \beta \gamma \text{ has type } R \}.$$ 

Since any element of $\text{Stab}_V(\mathcal{P})$ maps all but finitely many addresses of type $R$ to addresses of type $R$, it follows that any element of $\text{Stab}_V(\mathcal{P})$ preserves the type of all but finitely many addresses, and hence $\text{Stab}_V(\mathcal{P}) = \text{Fix}_V(\mathcal{P})$.

Example 6.9 Figure 6 shows the label diagram for a simple, branching, atomic quasinuclear type system with nucleus $\{R\}$, where $A$ is the label for the empty word. In this case:

- An address has label $A$ if it lies in $\{00, 1\}^*$, i.e., if every maximal string of consecutive 0’s in the word has even length.

- An address has label $B$ if it lies in $\{00, 1\}^*0$, i.e., if it has the form $\alpha 0$ for some word $\alpha$ with label $A$.

- An address has label $R$ if it starts with $0^{2n+1}$ or contains $10^{2n+1}$ for some $n$.

If $\mathcal{P}$ is the corresponding type system, then $\text{Stab}_V(\mathcal{P})$ is equal to $\text{Stab}_V(K)$, where $K = \{00, 1\}^\omega$ is the set of all infinite concatenations of 00 and 1. That is, $K$ is the set of all infinite words in $\mathcal{C}$ for which every maximal string of consecutive zeros is either infinite or has even length.
Note also that these subgroups are isomorphic to full groups of subshifts of finite type. This class of Thompson-like groups was introduced by Matsumoto in [Mat15a] and studied extensively by Matui in [Mat15b].

We begin by defining these groups. Given a finite directed multigraph $\Gamma$ with edge set $E(\Gamma)$, the corresponding \textit{(one-sided) subshift of finite type} is the pair $(X_\Gamma,\sigma)$, where

$$X_\Gamma = \{e_1e_2e_3\ldots \in E(\Gamma)^\mathbb{N} \mid (e_1,e_2,e_3,\ldots) \text{ is an infinite directed path in } \Gamma\}$$

and $\sigma: X_\Gamma \to X_\Gamma$ is the shift map. Note that $X_\Gamma$ inherits a topology as a closed subset of the infinite product $E(\Gamma)^\mathbb{N}$, where $E(\Gamma)$ has the discrete topology. With respect to this topology, $X_\Gamma$ is compact, Hausdorff, and totally disconnected.

Let $A_\Gamma$ denote the adjacency matrix for $\Gamma$, i.e., the matrix whose $(i,j)$-th entry is the number of directed edges from vertex $i$ to vertex $j$. The subshift $(X_\Gamma,\sigma)$ is said to be \textit{irreducible} if $A_\Gamma$ is an irreducible matrix, or equivalently if $\Gamma$ is strongly connected. An irreducible subshift $(X_\Gamma,\sigma)$ is \textit{branching} if $\Gamma$ is not a directed cycle, or equivalently if the adjacency matrix $A_\Gamma$ is not a permutation matrix. If $(X_\Gamma,\sigma)$ is irreducible and branching, then $X_\Gamma$ has no isolated points and is therefore a Cantor space.

Given a finite directed path $\alpha = (e_1,e_2,\ldots,e_n)$ in $\Gamma$, the corresponding \textit{cone} $C(\alpha,X_\Gamma)$ is the set of all points in $X_\Gamma$ that have $e_1e_2\ldots e_n$ as a prefix. Note that $C(\alpha,X_\Gamma)$ is a clopen subset of $X_\Gamma$ and each point in $C(\alpha,X_\Gamma)$ has the form $\alpha\psi$ for some infinite directed path $\psi$ in $\Gamma$ whose initial vertex is the same as the terminal vertex of $\alpha$. If $\alpha$ and $\beta$ are two finite directed paths in $\Gamma$ with the same terminal vertex, there is a \textit{prefix-replacement homeomorphism} $C(\alpha,X_\Gamma) \to C(\beta,X_\Gamma)$ that maps each point $\alpha\psi$ in $C(\alpha,X_\Gamma)$ to the corresponding point $\beta\psi$ in $C(\beta,X_\Gamma)$.

\begin{definition}
Let $\Gamma$ be a finite directed multigraph and let $(X_\Gamma,\sigma)$ be the resulting subshift of finite type.

\begin{enumerate}
\item A homeomorphism $f: U \to V$ between open subsets of $X_\Gamma$ is \textit{Thompson-like} if for every point $p \in U$ there exists a cone $C(\alpha,X_\Gamma) \subseteq U$ containing $p$ and a cone $C(\beta,X_\Gamma)$ containing $p'$ such that $f$ maps $C(\alpha,X_\Gamma)$ to $C(\beta,X_\Gamma)$ by a prefix-replacement homeomorphism.
\item The \textit{full group} $V(\Gamma)$ over $\Gamma$ is the group of all Thompson-like homeomorphisms $X_\Gamma \to X_\Gamma$.
\item More generally, if $E \subseteq X_\Gamma$ is a non-empty clopen set, the \textit{restricted full group} $V(\Gamma,E)$ is the group of all Thompson-like homeomorphisms $E \to E'$.
\end{enumerate}
\end{definition}

Since $X_\Gamma$ is compact, a homeomorphism $f: X_\Gamma \to X_\Gamma$ lies in $V(\Gamma)$ if and only if there exist partitions $C(\alpha_1,X_\Gamma), C(\alpha_2,X_\Gamma), \ldots, C(\alpha_n,X_\Gamma)$ and $C(\beta_1,X_\Gamma), C(\beta_2,X_\Gamma), \ldots, C(\beta_m,X_\Gamma)$ of $X_\Gamma$ into cones such that $f$ maps each $C(\alpha_i,X_\Gamma)$ to $C(\beta_i,X_\Gamma)$ by a prefix-replacement homeomorphism. A similar statement holds for elements of $V(\Gamma,E)$ for any clopen subset $E$ of $X_\Gamma$. Note also that $V(\Gamma,E)$ and $V(\Gamma,E')$ are isomorphic whenever there exists a Thompson-like homeomorphism $E \to E'$.

---

Nuclear type systems

We now turn to the maximal subgroups determined by a nuclear type system. We shall observe that these subgroups are isomorphic to full groups of subshifts of finite type. This class of Thompson-like groups was introduced by Matsumoto in [Mat15a] and studied extensively by Matui in [Mat15b].

We now turn to the maximal subgroups determined by a nuclear type system. We shall observe that these subgroups are isomorphic to full groups of subshifts of finite type. This class of Thompson-like groups was introduced by Matsumoto in [Mat15a] and studied extensively by Matui in [Mat15b].

We now turn to the maximal subgroups determined by a nuclear type system. We shall observe that these subgroups are isomorphic to full groups of subshifts of finite type. This class of Thompson-like groups was introduced by Matsumoto in [Mat15a] and studied extensively by Matui in [Mat15b].

We now turn to the maximal subgroups determined by a nuclear type system. We shall observe that these subgroups are isomorphic to full groups of subshifts of finite type. This class of Thompson-like groups was introduced by Matsumoto in [Mat15a] and studied extensively by Matui in [Mat15b].
The theory of the groups $V(\Gamma)$ and $V(\Gamma, E)$ was developed by Matui in [Mat15b], where $V(\Gamma)$ is viewed as the topological full group of the étale groupoid associated to $(X_\Gamma, \sigma)$ and $V(\Gamma, E)$ is the topological full group of the restriction of this étale groupoid to $E$. Matui proves the following results about such groups.

**Theorem 6.11 (Matui [Mat15b])** Let $(X_\Gamma, \sigma)$ be an irreducible, branching subshift of finite type and let $G = V(\Gamma, E)$ for some non-empty clopen set $E \subseteq X_\Gamma$. Then:

(i) The derived subgroup $[G, G]$ is simple and finitely generated.

(ii) The group $G$ is finitely presented. Indeed, it has type $F_\infty$.

(iii) The abelianization $G/[G, G]$ is isomorphic to $(H_0 \otimes \mathbb{Z}_2) \oplus H_1$ where

$$H_0 = \text{coker}(I - A_\Gamma) \quad \text{and} \quad H_1 = \ker(I - A_\Gamma).$$

Here $I$ is the $n \times n$ identity matrix and we regard $I - A_\Gamma$ as the homomorphism $\mathbb{Z}^n \to \mathbb{Z}^n$ determined by the right action of the matrix on row vectors.

For part (iii) above, note that it follows from the Rank–Nullity Theorem that $H_1$ is isomorphic to the torsion-free part of $H_0$. Note also that $H_0 \otimes \mathbb{Z}_2 \cong H_0/2H_0$ is trivial if and only if $H_0$ is finite of odd order. We conclude that $G$ is simple if and only if $H_0$ is finite of odd order and $G$ is virtually simple if and only if $H_0$ is finite.

**Remark 6.12** Our definitions and notation are very different from those used by Matui in [Mat15b], though the groups and conclusions are the same. Matui uses a subshift of finite type to define an étale groupoid, and then considers the topological full group associated to this étale groupoid. In particular, our group $V(\Gamma)$ is denoted $[[G]]$ in [Mat15b], our group $V(\Gamma, E)$ is denoted $[[G]|Y]$, and the corresponding derived subgroups are denoted $D([[G]])$ and $D([[G]|Y])$, respectively.

We now relate the restricted full groups $V(\Gamma, E)$ to nuclear type systems.

**Definition 6.13** If $\mathcal{P}$ is a nuclear type system, we define the **nucleus graph** for $\mathcal{P}$ to be the induced subgraph of the type graph for $\mathcal{P}$ whose vertices correspond to the types in the nucleus.

By the definition of nuclear type systems, this nucleus graph is always strongly connected.

**Theorem 6.14** Let $\mathcal{P}$ be a finite nuclear type system, let $\Delta$ be its nucleus graph and let $(X_\Delta, \sigma)$ be the corresponding subshift of finite type. Then there exists a non-empty clopen set $E \subseteq X_\Delta$ such that $\text{Fix}_V(\mathcal{P}) \cong V(\Delta, E)$ and the corresponding $H_0$ is isomorphic to $\mathbb{S}(\mathcal{P})$.

**Proof:** As usual, let $\Gamma(\mathcal{P})$ be the type graph of $\mathcal{P}$, so that $\Delta \subseteq \Gamma(\mathcal{P})$, and let $A$ be the type of the empty string. Let $E_A$ be the clopen set in $X_{\Gamma(\mathcal{P})}$ consisting of all infinite directed paths with initial vertex $A$, and note each such path is determined by the 0–1 labeling on its edges. The 0–1 labeling on the edges of $\Gamma(\mathcal{P})$ defines a map $\pi: X_{\Gamma(\mathcal{P})} \to \mathcal{C}$ which associates to each directed path its sequence of binary labels. The map $\pi$ restricts to a homeomorphism $E_A \to \mathcal{C}$. Note that $\pi$ maps each cone $C(e, X_{\Gamma(\mathcal{P})})$ to the cone $\alpha\mathcal{C}$, where $\alpha$ is the label on the finite path $e$, and therefore $\pi$ conjugates $V(\Gamma(\mathcal{P}), E_A)$ to $\text{Fix}_V(\mathcal{P})$. Thus $\text{Fix}_V(\mathcal{P})$ is isomorphic to $V(\Gamma(\mathcal{P}), E_A)$.

Now, we can view $X_\Delta$ as the subspace of $X_{\Gamma(\mathcal{P})}$ consisting of all infinite directed paths whose initial vertex lies in the nucleus. Note that $C(\alpha, X_\Delta) = C(\alpha, X_{\Gamma(\mathcal{P})})$ for any finite path $\alpha$ starting at a vertex in the nucleus. If $E \subseteq X_\Delta$ is a clopen set, it follows that Thompson-like homeomorphisms of $E$ with respect to $X_\Delta$ are the same as Thompson-like homeomorphisms of $E$ with respect to $X_{\Gamma(\mathcal{P})}$, and therefore $V(\Delta, E) = V(\Gamma(\mathcal{P}), E)$.

We now show that there exists a clopen set $E \subseteq X_\Delta$ which maps to $E_A$ by a Thompson-like homeomorphism. Since $\mathcal{P}$ is nuclear, we can partition $\mathcal{C}$ into finitely many cones $\alpha_1\mathcal{C}$, $\alpha_2\mathcal{C}$,
... $\alpha_k \mathcal{C}$ such that the type of each $\alpha_i$ lies in the nucleus. Then each $\alpha_i$ corresponds to a path $\gamma_i$ in $\Gamma(P)$ from $A$ to some vertex $v_i$ in $\Delta$. The list $v_1, v_2, \ldots, v_k$ of these terminal vertices may include repetition, but since $\Delta$ is strongly connected and is not a cycle, there exists an $m > 0$ so that each vertex of $\Delta$ is the endpoint of at least $k$ distinct directed paths in $\Delta$ of length $m$. It follows that we can find $k$ distinct directed paths $\delta_1, \delta_2, \ldots, \delta_k$ in $\Delta$ of length $m$ such that each $\delta_i$ ends at the corresponding vertex $v_i$. Let

$$E = C(\delta_1, \Delta) \cup C(\delta_2, \Delta) \cup \cdots \cup C(\delta_k, \Delta)$$

and note that these cones are pairwise disjoint since $\delta_1, \delta_2, \ldots, \delta_k$ are distinct and all have the same length. Then the homeomorphism $f: E \to E_A$ that maps each $C(\delta_i, \Delta)$ to $C(\gamma_i, \Gamma(P))$ by prefix replacement is Thompson-like and therefore $V(\Delta, E) \cong V(\Gamma(P), E_A) \cong \text{Fix}_V(P)$.

Finally, we know from Lemma 5.1(iii) that $S(P)$ is an abelian group. Moreover, if $N$ denotes the set of types in the nucleus of $P$, it is easy to see that

$$S(P) \cong \langle t \in N \mid t = t_0 + t_1 \text{ for each } t \in N \rangle.$$

Let $A_{\Gamma}$ be the adjacency matrix for $\Gamma$, and for each type $t$ let $e[t]$ be the corresponding standard basis row vector. Note that for each type $t$, the corresponding row of $A_{\Gamma}$ is $e[t_0] + e[t_1]$, so the corresponding row of $I - A_{\Gamma}$ is $e[t] - e[t_0] - e[t_1]$. Then $H_0 = \text{coker}(I - A_{\Gamma})$ has precisely the same presentation as $S(P)$, which proves that they are isomorphic. □

Combining this with Theorem 6.11 and the fact that $\text{Fix}_V(P)$ has finite index in $\text{Stab}_V(P)$ when $P$ is finite (by Lemma 3.6), we obtain the following:

**Corollary 6.15** Let $P$ be a finite nuclear type system. Then:

(i) The derived subgroup of $\text{Fix}_V(P)$ is simple and finitely generated.

(ii) The groups $\text{Fix}_V(P)$ and $\text{Stab}_V(P)$ are finitely presented. Indeed, they have type $F_{\infty}$.

(iii) $\text{Fix}_V(P)$ is simple if and only if $S(P)$ is finite of odd order, and $\text{Fix}_V(P)$ and $\text{Stab}_V(P)$ are virtually simple if and only if $S(P)$ is finite.

**Example 6.16** It is well-known that the class of restricted full groups $V(\Gamma, E)$ for irreducible, branching subshifts of finite type includes the Higman–Thompson groups $V_{n,r}$ as special cases. Indeed, it is not difficult to find simple nuclear type systems whose corresponding maximal subgroups are Higman–Thompson groups.

For example, given any $n \geq 3$, let $P$ be the type system with types labeled $1, \ldots, n - 1$, where:

- $(i)_0 = 1$ and $(i)_1 = i - 1$ for all $i > 1$.
- $(1)_0 = n - 1$ and $(1)_1 = 1$.

A label diagram for the $n = 5$ case is shown in Figure 7. Clearly $P$ is nuclear, and it is not hard to check that $P$ is simple, so $\text{Stab}_V(P)$ is a maximal subgroup of $V$. If the empty word has type $r$, where $1 \leq r \leq n - 1$, then it turns out that $\text{Stab}_V(P) = \text{Fix}_V(P) \cong V_{n,r}$.

One way to prove this assertion is to use a theorem of Matsumoto [Mat15a] on isomorphisms of the restricted full groups $V(\Gamma, E)$. Note first that if $\Gamma$ is a directed graph with one vertex and $n$ loops at $\Gamma$, then the full group $V(\Gamma)$ is isomorphic to $V_{n,1}$, and hence different clopen sets $E \subseteq X_{\Gamma}$ give all of the groups $V_{n,r}$. Matsumoto proved that if $(X_{\Gamma}, \sigma, X_{\Delta}, \sigma)$ are any two irreducible, branching subshifts of finite type such that $\text{coker}(I - A_{\Gamma}) \cong \text{coker}(I - A_{\Delta})$ and $\text{det}(I - A_{\Gamma}) = \text{det}(I - A_{\Delta})$, then each group $V(\Gamma, E)$ is isomorphic to $V(\Delta, E')$ for certain clopen sets $E'$ that Matsumoto described. If $\Gamma$ is the single-vertex graph for $V_{n,1}$ and $\Delta$ is the type graph for the type system defined above, then it is easy to check that $\text{coker}(I - A_{\Gamma}) \cong \mathbb{Z}_{n-1}$ and $\text{det}(I - A_{\Gamma}) = - (n-1)$, and applying Matsumoto’s criterion for the appropriate choice of $E'$ yields the desired result.
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Figure 7: Label diagram for the \( n = 5 \) case of the simple nuclear type system in Example 6.16. Depending on the type of the empty word, the corresponding maximal subgroup of \( V \) is isomorphic to one of the Higman–Thompson groups \( V_{5,4}, V_{5,3}, V_{5,2}, \) or \( V_{5,1} \).

**Example 6.17** Here we give an example of a finitely presented, simple, maximal subgroup of \( V \) which is not isomorphic to the derived subgroup of any of the Higman–Thompson groups \( V_{n,r} \). Note that it is also not isomorphic to \( T \), since it contains the symmetric group \( S_n \) for every \( n \).

Let \( \mathcal{P} \) be the type system determined by the label diagram in Figure 8, where the empty word has label \( A \). Note that Type \( A \) is the only type that occurs exactly twice as a child of a type, so any symmetry of this type system must fix \( A \). It follows that this type system has no non-trivial symmetries, and therefore \( \text{Fix}_V(\mathcal{P}) = \text{Stab}_V(\mathcal{P}) \). A straightforward exhaustive check shows that \( \mathcal{P} \) is simple, so \( \text{Fix}_V(\mathcal{P}) \) is a maximal subgroup of \( V \) by Theorem 5.12. The corresponding group

\[
S(\mathcal{P}) = \langle A, B, C, D, E \mid A = B + C, B = D + C, C = B + E, D = C + A, E = A + B \rangle
\]

is isomorphic to \( \mathbb{Z}_3 \oplus \mathbb{Z}_3 \), so \( \text{Fix}_V(\mathcal{P}) \) is a simple group of type \( F_\infty \) by Corollary 6.15(iii). It follows from Theorem 3.10 in Matui [Mat15b] that if two groups \( V(\Gamma, E) \) and \( V(\Gamma', E') \) have isomorphic derived subgroups then their corresponding \( H_0 \) groups must be isomorphic as well. Since the \( H_0 \) groups for the Higman–Thompson groups \( V_{n,r} \) are cyclic of order \( n - 1 \) (since the corresponding \( \Gamma \) has one vertex with \( n \) loops, with different values of \( r \) corresponding to different clopen sets \( E \subseteq X_\Gamma \)), it follows that \( \text{Fix}_V(\mathcal{P}) \) is not isomorphic to the derived subgroup \( [V_{n,r}, V_{n,r}] \) of any of the Higman–Thompson groups \( V_{n,r} \).

Figure 8: Label diagram for the simple nuclear type system in Example 6.17. The corresponding maximal subgroup of \( V \) is finitely presented and simple but is not isomorphic to the derived subgroup of any Higman–Thompson group \( V_{n,r} \).

**Example 6.18** Let \( \mathcal{P} \) be the type system determined by the label diagram in Figure 9, where the empty word has label \( A \). Again, it is easy to observe that \( \mathcal{P} \) is a simple nuclear type system and so \( \text{Fix}_V(\mathcal{P}) \) is a maximal subgroup of \( V \). In this case, the group

\[
S(\mathcal{P}) = \langle A, B, C \mid A = A + B, B = A + C, C = B + C \rangle
\]

is infinite cyclic, so the abelianization of \( \text{Fix}_V(\mathcal{P}) \) is isomorphic to \( \mathbb{Z}_2 \oplus \mathbb{Z} \). In particular, \( \text{Fix}_V(\mathcal{P}) \) is not virtually simple, though by Theorem 6.11 its derived subgroup is simple and finitely generated.
7 Uncountably many distinct maximal subgroups.

In this section, we shall show that uncountable many maximal subgroups arise as the stabilizers of simple nuclear (albeit infinite) type systems, and with in fact uncountably many isomorphism types of these groups being represented. Furthermore, these constructed groups are not found as point stabilizers (e.g., as in [Sav10]); they do not even stabilize any finite set of points.

Uncountably many isomorphism types

An essential ingredient for recognizing when two simple multinuclear type systems \( P_1 \) and \( P_2 \) on \( \Omega \) induce isomorphic groups \( \text{Fix}_V(P_1) \) and \( \text{Fix}_V(P_2) \) is Rubin’s Theorem [Rub96]. We provide some background to this famous theorem and explain how it applies in our context. We follow the presentation of Rubin’s Theorem as it appears in [BEM23].

Let \( X \) be a topological space and \( G \) be a group acting on \( X \). For \( g \in G \) define the support of \( g \) to be the set \( \text{Supt}(g) = \{ x \in X \mid xg \neq x \} \). If the action of \( G \) on \( X \) is faithful we say the action is a Rubin action if

\[(R1) \text{ X is locally compact, Hausdorff, and has no isolated points, and} \]
\[ \text{(R2) for each open set } U \subseteq X \text{ and each } p \in U, \text{ the closure of the orbit of } p \text{ under the group} \]
\[ G_U = \{ g \in G \mid \text{Supt}(g) \subseteq U \} \text{ contains a neighbourhood of } p. \]

If the action satisfies Condition \( (R2) \) we say the action is locally dense following the language of Brin from [Bri04]. This condition is equivalent to Rubin’s original condition that no point of \( U \) has a nowhere dense orbit under the action of \( G_U \).

In any case, we can now state the formulation of Rubin’s Theorem from [BEM23].

**Theorem 7.1 (Rubin’s Theorem)** If a group \( G \) has a Rubin action on two spaces \( X \) and \( Y \), then there is a \( G \)-equivariant homeomorphism \( \phi : X \to Y \).

We begin with a foundational observation.

**Lemma 7.2** If \( P \) is a multinuclear type system on \( \Omega \) then \( \text{Fix}_V(P) \) acts on \( \mathcal{C} \) with a Rubin action.

**Proof:** Firstly, note that Cantor space satisfies the conditions of Condition \( (R1) \) in the definition of a Rubin action.

Secondly, we now show that the action of \( G = \text{Fix}_V(P) \) satisfies Condition \( (R2) \) of the definition of a Rubin action. Let \( U \) be an open neighbourhood of some point \( u \in \mathcal{C} \). Let \( \alpha \) be a sufficiently long prefix of \( u \) such that \( |\alpha| \geq \text{sd}(P) \) and \( \alpha \mathcal{C} \subseteq U \). Then \( \alpha \) has type in some nucleus \( Q \) of \( P \). Let \( w \in \alpha \mathcal{C} \) with \( w \neq u \) and let \( N \) be an arbitrary positive integer. Take \( \zeta \) to be a sufficiently long prefix of \( w \) such that \( \alpha \preceq \zeta, \zeta \) is not a prefix of \( u \) and \( |\zeta| \geq N \). Then let \( \beta \) be such that \( \alpha \preceq \beta \preceq u \) with \( \beta \perp \zeta \). As both addresses \( \beta \) and \( \zeta \) have \( \alpha \) as prefix, they must both have type in the same nucleus \( Q \). Hence there exists a word \( \gamma \) such that \( \zeta \gamma \) has the same type as \( \beta \). Then \( g = (\beta \zeta \gamma) \in G \) and, as both addresses have \( \alpha \) as a prefix, \( g \in G_{\alpha \mathcal{C}} \subseteq G_U \).
The image of \( u \) under \( g \) has \( \zeta \) as a prefix and thus the orbit of \( u \) under \( G_U \) contains an element that shares a prefix of length \( N \) with \( w \). Since \( N \) is arbitrary, we conclude that \( w \) lies in the closure of the orbit of \( u \) under \( G_U \). Hence the orbit of \( u \) is dense in \( \alpha \mathcal{C} \). This demonstrates that \( G = \text{Fix}_V(\mathcal{P}) \) has a Rubin action on \( \mathcal{C} \).

\[ \square \]

**Corollary 7.3** If \( \mathcal{P} \) is a multinuclear type system on \( \Omega \) then the action of \( \text{Stab}_V(\mathcal{P}) \) on \( \mathcal{C} \) is a Rubin action that stabilizes no non-empty finite subset of \( \mathcal{C} \).

**Proof:** Since \( \text{Fix}_V(\mathcal{P}) \leq \text{Stab}_V(\mathcal{P}) \), it follows by Lemma 7.2 that \( \text{Stab}_V(\mathcal{P}) \) also has a Rubin action on \( \mathcal{C} \). We then deduce immediately from Condition (R2) that no non-empty finite subset of \( \mathcal{C} \) is stabilized by \( \text{Stab}_V(\mathcal{P}) \).

We shall employ Rubin’s theorem to separate isomorphism types of stabilizers of simple nuclear type systems, and show by construction that there are uncountably many such isomorphism types for such stabilizers. To do this, we note that the semigroups associated to such partitions are invariants of conjugacy under homeomorphisms of \( \mathcal{C} \).

**Lemma 7.4** Let \( \mathcal{P} \) and \( \mathcal{Q} \) be multinuclear type systems on \( \Omega \). If \( \text{Fix}_V(\mathcal{P}) \cong \text{Fix}_V(\mathcal{Q}) \), then \( S(\mathcal{P}) \cong S(\mathcal{Q}) \).

**Proof:** First observe that Lemma 7.2 tells us that the groups \( \text{Fix}_V(\mathcal{P}) \) and \( \text{Fix}_V(\mathcal{Q}) \) have Rubin actions on \( \mathcal{C} \). Hence, if \( \theta : \text{Fix}_V(\mathcal{P}) \to \text{Fix}_V(\mathcal{Q}) \) is an isomorphism, then there is a homeomorphism \( \phi : \mathcal{C} \to \mathcal{C} \) such that \( g\theta = \phi^{-1}g\phi \) for all \( g \in \text{Fix}_V(\mathcal{P}) \). We shall use \( \phi \) to construct an isomorphism between the semigroups \( S(\mathcal{P}) \) and \( S(\mathcal{Q}) \).

Let \( U_1 \) and \( U_2 \) be non-empty proper clopen subsets of \( \mathcal{C} \) with the same s-type in \( S(\mathcal{P}) \). Hence, by Lemma 5.9, there exists \( g \in \text{Fix}_V(\mathcal{P}) \) such that \( U_1g = U_2 \). Thus \( (U_1\phi)(g\phi) = U_2\phi \).

Express \( U_1\phi = \bigcup_{i=1}^n \gamma_i \mathcal{C} \) as a disjoint union of cones in \( \mathcal{C} \). Since \( g\theta \in \text{Fix}_V(\mathcal{Q}) \), we may refine the addresses \( \gamma_i \) and so assume that each \( \gamma_i \) is sufficiently long that \( \gamma_i^{g\phi} \sim \gamma_i \). Hence

\[
\text{s-type}_Q(U_2\phi) = \text{s-type}_Q\left(\bigcup_{i=1}^n \gamma_i^{g\phi} \mathcal{C}\right) = \text{s-type}_Q(U_1\phi)
\]

since the addresses \( \gamma_i \) and \( \gamma_i^{g\phi} \) have the same type in \( \mathcal{Q} \).

As observed in Definition 3.19, there is a homomorphisms \( \psi : S(\mathcal{C}) \to S(\mathcal{P}) \) that maps the characteristic function \( \chi_U \) of each non-empty clopen subset \( U \) to its s-type in the semigroup \( S(\mathcal{P}) \). Furthermore, if \( \alpha \) is any address, then there is a disjoint union decomposition \((\alpha \mathcal{C})\phi = (\alpha0\mathcal{C})\phi \cup (\alpha1\mathcal{C})\phi \) and hence \( \chi_{(\alpha\mathcal{C})\phi} = \chi_{(\alpha0\mathcal{C})\phi} + \chi_{(\alpha1\mathcal{C})\phi} \). Therefore \( \text{s-type}_Q((\alpha\mathcal{C})\phi) = \text{s-type}_Q((\alpha0\mathcal{C})\phi) + \text{s-type}_Q((\alpha1\mathcal{C})\phi) \). This shows that the map \( \chi_{\alpha\mathcal{C}} \mapsto \text{s-type}_Q((\alpha\mathcal{C})\phi) \) preserves the defining relations listed in Lemma 3.16 and hence induces a homomorphism \( S(\mathcal{C}) \to S(\mathcal{Q}) \). Putting these two homomorphism together with the observation made in the previous paragraph, we deduce that there is an induced homomorphism \( \theta_* : S(\mathcal{P}) \to S(\mathcal{Q}) \) given by \( \text{s-type}_P(U) \mapsto \text{s-type}_Q(U) \) for each non-empty clopen subset \( U \) of \( \mathcal{C} \). Finally, the inverse \( \theta^{-1} : \text{Fix}_V(\mathcal{Q}) \to \text{Fix}_V(\mathcal{P}) \) corresponds to the homeomorphism \( \phi^{-1} \) and hence the corresponding induced semigroup homomorphism \( (\theta^{-1})_* : S(\mathcal{Q}) \to S(\mathcal{P}) \) is given by \( \text{s-type}_P(U) \mapsto \text{s-type}_P(U\phi^{-1}) \) when \( U \) is a non-empty proper clopen subset of \( \mathcal{C} \). Consequently, \((\theta^{-1})_* \) is the inverse of \( \theta_* \) and we conclude that \( \theta_* \) is an isomorphism between the semigroups \( S(\mathcal{P}) \) and \( S(\mathcal{Q}) \).

\[ \square \]

**Theorem 7.5** There is an uncountable family \( \mathcal{M} \) of pairwise non-isomorphic maximal subgroups of \( V \). Moreover, every \( G \) in \( \mathcal{M} \) arises as a stabilizer of a simple nuclear type system, does not preserve any circular order on any dense set of points in \( \mathcal{C} \), and does not stabilize any finite set of points in \( \mathcal{C} \).
Proof: Let \( \{p_n\} \) be a strictly increasing sequence of prime numbers. We shall construct a simple nuclear type system \( \mathcal{P} \) such that \( \text{Stab}_V(\mathcal{P}) = \text{Fix}_V(\mathcal{P}) \) and \( S(\mathcal{P}) \cong \mathbb{Z} \oplus \bigoplus_{n \geq 1} \mathbb{Z}/p_n\mathbb{Z} \). By Theorem 5.12 the corresponding stabilizer subgroups are maximal in \( V \). Denote by \( \mathcal{M} \) the set of maximal subgroups corresponding to different increasing sequences of primes. By construction \( \mathcal{M} \) is uncountable, and by Lemma 7.4 the elements of \( \mathcal{M} \) are pairwise non-isomorphic. Finally, observe that for a given such system \( \mathcal{P} \), by Corollary 7.3, the group \( \text{Stab}_V(\mathcal{P}) \) does not stabilize any finite set of points.

The type system \( \mathcal{P} \) has types \( X, Y \), and \( Z^{(n,k)} \) for \( n \geq 0 \) and \( 0 \leq k \leq p_{n+1} \), which obey the following rules:

- The empty word \( \varepsilon \) has type \( X \);
- \( X_0 = Z^{(0,0)} \) and \( X_1 = Y \);
- \( Y_0 = X \) and \( Y_1 = Y \);
- \( (Z^{(n-1,k)})_0 = Z^{(n,0)} \) and \( (Z^{(n-1,k)})_1 = Z^{(n-1,k+1)} \) for \( 0 \leq k \leq p_n - 1 \);
- \( (Z^{(n-1,p_n)})_0 = X \) and \( (Z^{(n-1,p_n)})_1 = Z^{(n-1,0)} \).

Note that these rules uniquely define a type system \( \mathcal{P} \) and that \( \mathcal{P} \) is nuclear since every type has type \( X \) as a descendant. From this it also follows that for any two incomparable addresses \( \alpha, \beta \in \Omega \) there are words \( \gamma, \delta \in \Omega \) so that \( (\alpha \gamma \beta \delta) \in \text{Fix}_V(\mathcal{P}) \) and thus we see that \( \text{Stab}_V(\mathcal{P}) \) does not preserve any circular order on a dense set of points in \( \mathcal{C} \).

The semigroup \( S(\mathcal{P}) \) has presentation

\[
\langle x, y, z^{(0)}, z^{(1)}, \ldots | x = z^{(0)} + y, y = x + y, z^{(n-1)} = p_n z^{(n)} + x + z^{(n-1)} \text{ for } n \geq 1 \rangle
\]

where the generator \( z^{(n)} \) corresponds to the type \( Z^{(n,0)} \) for each \( n \geq 1 \). Since \( \mathcal{P} \) is nuclear, we know from Lemma 5.1 that \( S(\mathcal{P}) \) is an abelian group. The relation \( y = x + y \) implies that \( x \) is the identity element, so the presentation simplifies to

\[
\langle y, z^{(0)}, z^{(1)}, \ldots | z^{(0)} = -y, p_n z^{(n)} = 0 \text{ for } n \geq 1 \rangle,
\]

which is a presentation for \( \mathbb{Z} \oplus \bigoplus_{n \geq 1} \mathbb{Z}/p_n\mathbb{Z} \).

By Lemma 3.6, \( \text{Stab}_V(\mathcal{P}) \) acts on the set \( \mathcal{P}^\ast \) of infinite types (which in this case is the set of types as all types in \( \mathcal{P} \) are infinite) with the kernel of this action being \( \text{Fix}_V(\mathcal{P}) \). However, any such permutation of types must respect the cycle structure of the type-graph, which immediately forces the type \( Y \) to map to itself (as the only type with a loop on it) and then an induction argument shows all types are fixed. Hence \( \text{Stab}_V(\mathcal{P}) = \text{Fix}_V(\mathcal{P}) \).

All that remains is to prove that \( \mathcal{P} \) is simple. Suppose \( \mathcal{Q} \) is a proper quotient of \( \mathcal{P} \) and let \( \approx \) be the associated equivalence relation on \( \mathcal{P} \). We must prove that \( \approx \) is the universal relation. Since \( \mathcal{Q} \) is a proper quotient, we know that \( \approx \) identifies at least two distinct types in \( \mathcal{P} \).

Suppose first that \( X \approx Z^{(0,0)} \). Observe that if \( X \approx Z^{(n-1,0)} \) for some \( n \) then \( X \approx Z^{(0,0)} = X_0 \approx (Z^{(n-1,0)})_0 = Z^{(n,0)} \). Hence \( X \approx Z^{(n,0)} \) for all \( n \geq 0 \). Then \( Z^{(0,0)} = (Z^{(0,0)})_{1p_{n+1}} \approx X_{1p_{n+1}} = Y \) and consequently \( Z^{(n,k)} = (Z^{(n,0)})_{1k} \approx Y_{1k} = Y \) for \( 1 \leq k \leq p_{n+1} \). This shows that \( \approx \) is the universal relation in this case.

Now if \( X \approx Y \) then \( Z^{(0,0)} = X_0 \approx Y_0 = X \) and we are done by the previous paragraph. If \( X \approx Z^{(n-1,k)} \) for some \( n \geq 1 \) and \( 0 \leq k \leq p_n \) then \( X \approx Z^{(n-1,k)} = (Z^{(n-1,k)})_{1p_{n+1}} \approx X_{1p_{n+1}} = Y \) and again we are done. In conclusion, if \( X \) is identified with any other type then the resulting relation \( \approx \) is universal.

Now, since \( Y_0 = Y_{10} = X \) and each type \( T \neq Y \) has the property that either \( T_0 \neq X \) or \( T_{10} \neq X \), identifying \( Y \) with any other type also identifies \( X \) with another type, thus yielding the universal relation.
Finally, if \( Z' = Z^{(m,j)} \) and \( Z'' = Z^{(n,k)} \) are distinct then there exists \( \ell \) such that \((Z')_{10} = Z^{(m+1,0)} \) and \((Z'')_{10} = X\). When \( m \neq n \), this is established using the fact that \( p_m \) and \( p_n \) are distinct. Consequently, \( Z' \approx Z'' \) implies \( Z^{(m+1,0)} \approx X \) and this completes the verification that \( \mathcal{P} \) is simple and also establishes the theorem. \( \square \)

8 Conditions which prevent maximality

In the interest of better understanding maximal subgroups of Thompson’s group \( V \), it is useful to be able to determine when a subgroup is in fact a proper subgroup. In view of the results of previous sections, we are particularly interested in the case of subgroups that do not stabilize a non-trivial type system \( \mathcal{P} \); that is, in some sense are “primitive” in their partial action on the addresses in \( \Omega \). In this section, we study two conditions that are related to this primitivity and we discover that any subgroup satisfying either of these conditions is actually \( V \).

We start by proving the surprising fact that \( V \) has no proper subgroups whose partial action on \( \Omega \) is two-fold transitive. Recall first that for an address \( \alpha \) in \( \Omega \) and an element \( g \) in \( V \), we say that \( \alpha^g = \beta \in \Omega \) if \( \alpha^g \) is taken to \( \beta \mathcal{C} \) under \( g \) via a prefix replacement. Otherwise we say \( \alpha^g \) is undefined. This definition extends naturally, for any positive integer \( k \), to the set

\[
\Sigma_k = \left\{ (\alpha_1, \alpha_2, \ldots, \alpha_k) \in \Omega^k \mid \alpha_i \mathcal{C} \cap \alpha_j \mathcal{C} = \emptyset \text{ for all } i \neq j \text{ and } \bigcup_{i=1}^k \alpha_i \mathcal{C} \neq \mathcal{C} \right\}.
\]

Indeed, we define

\[
(\alpha_1, \alpha_2, \ldots, \alpha_k)^g = (\beta_1, \beta_2, \ldots, \beta_k)
\]

if \( \alpha_i^g = \beta_i \) for all \( i \). Otherwise, we say \( (\alpha_1, \alpha_2, \ldots, \alpha_k)^g \) is undefined.

**Remark** When \( k > 1 \), it will often be the case that for a given \( g \) there will be an infinite set of sequences \( (\alpha_1, \alpha_2, \ldots, \alpha_k) \) for which \( (\alpha_1, \alpha_2, \ldots, \alpha_k)^g \) is undefined. Nevertheless, we still refer to this as a partial action.

**Definition 8.1** A subgroup \( G \) of \( V \) will be said to act \( k \)-fold transitively on proper cones when the induced partial action of \( G \) on \( \Sigma_k \) is transitive; that is, if for all \( (\alpha_1, \alpha_2, \ldots, \alpha_k), (\beta_1, \beta_2, \ldots, \beta_k) \in \Sigma_k \), there exists \( g \in G \) such that \( \alpha_i^g = \beta_i \) for \( i = 1, 2, \ldots, k \).

**Lemma 8.2** Let \( G \) be a subgroup of \( V \) that acts 2-fold transitively on proper cones. Let \( g \) be an element of \( G \) such that \( 0 \mathcal{C} \) is invariant under \( g \). Then there exists a \( h \in G \) that agrees with \( g \) on \( 0 \mathcal{C} \) and is the identity on \( 10 \mathcal{C} \).

**Proof:** Let \( \alpha \) be any address such that \( \alpha \mathcal{C} \) is a proper subcone of \( 1 \mathcal{C} \) and such that \( \alpha^g \) is defined. Then \( \alpha^g = \beta \) for some address \( \beta \) and consequently \( \beta \mathcal{C} \) is also a proper subcone of \( 1 \mathcal{C} \). Since \( G \) is 2-fold transitive, there exist elements \( k, k' \in G \) such that

\[
0^k = 0, \quad (10)^k = \alpha, \quad 0^{k'} = 0, \quad \beta^{k'} = 10.
\]

Then \( h = kgk' \) agrees with \( g \) on \( 0 \mathcal{C} \) and \((10)^h = 10 \). \( \square \)

**Lemma 8.3** Let \( G \) be a subgroup of \( V \) that acts 2-fold transitively on proper cones. Then \( (\alpha 0 \alpha 1)(\beta 0 \beta 1) \in G \) for all \( (\alpha, \beta) \in \Sigma_2 \).

**Proof:** We shall first show that \( (000, 001)(010, 011) \) is an element of \( G \). Since \( G \) acts 2-fold transitively on proper cones, there exists an element of \( G \) that agrees with \( (00, 01) \) on \( 0 \mathcal{C} \). By Lemma 8.2, there exists an element \( h \in G \) that agrees with \( (00, 01) \) on \( 0 \mathcal{C} \cup 10 \mathcal{C} \). Since \( G \) acts 2-fold transitively on proper cones, there exists an element \( k_1 \in G \) such that \( 0^{k_1} = 00 \) and
(10)_{k_1} = 01. Then \( k_1^{-1} h k_1 \) agrees with \((000 \ 001)\) on \(0\mathcal{C}\). Again by Lemma 8.2 there exists \( h' \in G \) that agrees with \((000 \ 001)\) on \(0\mathcal{C} \cup 10\mathcal{C}\). There is also some \( k_2 \in G \) such that \(0^k = 0\) and \((10)^{k_2} = 11\). Then \( g = k_2^{-1} h' k_2 \) agrees with \((000 \ 001)\) on \(0\mathcal{C} \cup 11\mathcal{C}\). Since \( h \) is the identity on \(10\mathcal{C}\) and \( g \) is the identity on \(11\mathcal{C}\), the commutator \([h, g]\) is the identity on \(1\mathcal{C}\), so

\[
[h, g] = [(00 \ 01), (000 \ 001)] = (000 \ 001)(010 \ 011).
\]

This completes the first step of the proof. Now if \( \alpha \) and \( \beta \) are any incomparable addresses of small support, there exists \( g' \in G \) such that \((00)g' = \alpha \) and \((01)g' = \beta \). Then \( G \) contains

\[
((000 \ 001)(010 \ 011))g' = (\alpha0 \ \alpha1)(\beta0 \ \beta1),
\]

as claimed. \( \square \)

**Theorem 8.4** Let \( G \) be a subgroup of Thompson’s group \( V \) that acts 2-fold transitively on the set of proper cones of \( \mathcal{C} \). Then \( G = V \).

**Proof:** Let \( \alpha, \beta \) and \( \gamma \) be three incomparable addresses with small support. Since \( G \) acts 2-fold transitively on proper cones, there exists \( g \in G \) such that \((00)g = \alpha \) and \((01)g = \beta \). Similarly there exists \( h \in G \) such that \((00)h = \beta \) and \((01)h = \gamma \). Since \( \alpha \mathcal{C} \cup \beta \mathcal{C} \cup \gamma \mathcal{C} \neq \mathcal{C} \), there is an address \( \delta \) that is incomparable with each of \( \alpha, \beta \) and \( \gamma \) and such that \( \zeta = \delta g^{-1} \) and \( \eta = \delta h^{-1} \) are both defined. As \( \delta \mathcal{C} \) is disjoint from \( \alpha \mathcal{C} \cup \beta \mathcal{C} \), it follows that \( \zeta \mathcal{C} = (\delta \mathcal{C})g^{-1} \) is disjoint from \( (\alpha \mathcal{C} \cup \beta \mathcal{C})g^{-1} = 0\mathcal{C} \). Similarly \( \eta \mathcal{C} \) is disjoint from \( 0\mathcal{C} \).

Now use Lemma 8.3 to tell us that \((00 \ 01) (\zeta) (\zeta1) \) and \((00 \ 01) (\eta0 \ \eta1)\) are elements of \( G \). We conjugate the first by \( g \) and the second by \( h \) to deduce that \( G \) contains

\[
(\alpha \ \beta)(\delta0 \ \delta1) \quad \text{and} \quad (\beta \ \gamma)(\delta0 \ \delta1).
\]

We conclude that the product of these two elements, that is, the element \((\alpha \ \gamma \ \beta)\) also belongs to \( G \) for all choices of incomparable addresses \( \alpha, \beta \) and \( \gamma \) of small support.

Now let \( \alpha \) and \( \beta \) are two incomparable addresses with with small support. Using what has just been established we deduce that \( G \) contains the two elements \((\alpha0 \ \beta0 \ \alpha1)\) and \((\alpha0 \ \beta0 \ \beta1)\). Hence it also contains

\[
[(\alpha0 \ \beta0 \ \alpha1), ((\alpha0 \ \beta0 \ \beta1)] = (\alpha0 \ \alpha1 \ \beta0) (\alpha0 \ \beta0 \ \alpha1)(\alpha0 \ \beta0 \ \beta1)
= (\alpha0 \ \alpha1 \ \beta0) (\beta0 \ \beta1 \ \alpha1)
= (\alpha0 \ \beta0) (\alpha1 \ \beta1)
= (\alpha \ \beta).
\]

Hence \( G \) contains all transpositions \((\alpha \ \beta)\) where \( \alpha \) and \( \beta \) are incomparable addresses of small support. These transpositions generate \( V \) and we conclude that \( G = V \), as claimed. \( \square \)

Theorem 8.4 says that a maximal subgroup of \( V \) can only act either zero- or one-fold transitively on proper cones. We now consider a different condition related to primitivity.

We shall use the term *small transposition* for a transposition \((\alpha \ \beta)\) where the set of addresses \(\{\alpha, \beta\}\) has small support.

**Definition 8.5** Let \( G \) be a subgroup of \( V \). Let \( \gamma, \delta, \gamma_0, \gamma_1, \ldots, \gamma_n \) be addresses in \( \Omega \). We say the sequence \((\gamma_0, \gamma_1, \ldots, \gamma_n)\) is a \( G \)-chain connecting \( \gamma \) to \( \delta \) if

(i) \( \gamma = \gamma_0 \) and \( \delta = \gamma_n \), and

(ii) for all \( i \) with \( 0 \leq i < n - 1 \), \((\gamma_i \ \gamma_{i+1})\) is a small transposition that belongs to \( G \).
We say that the length of the $G$-chain $(\gamma_0, \gamma_1, \ldots, \gamma_n)$ is $n$ (as there are $n$ small transpositions involved). We also will refer to any given address $\gamma_i$ appearing in this sequence as a link (in the chain). If $C = (\gamma_0, \gamma_1, \ldots, \gamma_n)$ is a $G$-chain from $\gamma$ to $\delta$, then any subchain $(\gamma_i, \gamma_{i+1}, \ldots, \gamma_j)$ of $C$ is also a $G$-chain (namely from $\gamma_i$ to $\gamma_j$).

**Definition 8.6** Let $G$ be a subgroup of $V$. We say that $G$ is swap-primitive if for any pair of non-empty addresses $\gamma, \delta \in \Omega$, there is a $G$-chain connecting $\gamma$ to $\delta$; that is, there is a sequence $(\gamma_0, \gamma_1, \ldots, \gamma_n)$ with $\gamma_0 = \gamma$, $\gamma_n = \delta$ and such that $(\gamma_i, \gamma_{i+1})$ is a small transposition in $G$ for each $i$.

**Remark 8.7** This definition of swap-primitive is related to a criterion for primitivity of actions. Specifically, an action of a group $G$ on a set $X$ is primitive if and only if for every pair $\{x_1, x_2\}$ of distinct elements of $X$, the $G$-orbit of the (undirected) edge $\{x_1, x_2\}$ is a connected graph with vertex set $X$ (see Proposition 2.1). A subgroup $G$ of $V$ is swap-primitive if the graph whose edges correspond to transpositions in $G$ of small support is connected. Thus swap-primitivity follows from the hypothesis that the partial action of $G$ on $\Omega$ is primitive in the graph-theoretic sense together with the hypothesis that $G$ has at least one transposition with small support.

We will prove in Theorem 8.17 that the only subgroup of $V$ that acts swap-primitively is $V$ itself. We shall need several technical lemmas and start with some basic observations about properties of chains of minimal length.

**Lemma 8.8** Let $G$ be a subgroup of $V$. If $\gamma, \delta \in \Omega$ and there is a $G$-chain $(\gamma_0, \gamma_1, \ldots, \gamma_n)$ connecting $\gamma$ to $\delta$ such that $\gamma_i$ is incomparable to $\gamma_{i+2}$ for some index $i$, then the sequence $(\gamma_0, \gamma_1, \ldots, \gamma_i, \gamma_{i+2}, \ldots, \gamma_n)$ is also a $G$-chain connecting $\gamma$ to $\delta$.

**Proof:** Note that for every index $j$, the addresses $\gamma_j$ and $\gamma_{j+1}$ are incomparable by assumption that $(\gamma_j, \gamma_{j+1})$ is a transposition. Under the hypothesis that $\gamma_i \not\leq \gamma_{i+2}$ for some index $i$, observe that $G$ also contains $(\gamma_i, \gamma_{i+2}) = (\gamma_i, \gamma_{i+1}) \gamma_{i+2}$ and this is a small transposition. Consequently the link $\gamma_{i+1}$ may be omitted and we still have a $G$-chain connecting $\gamma$ to $\delta$. □

**Lemma 8.9** Let $G$ be a subgroup of $V$ and $\gamma$ and $\delta$ be addresses such that $C = (\gamma_0, \gamma_1, \ldots, \gamma_n)$ is a $G$-chain of minimal length connecting $\gamma$ to $\delta$. Set

$$E_C = \{ \gamma_{2i} \mid i \in \mathbb{Z}, 0 \leq 2i \leq n \}$$

$$O_C = \{ \gamma_{2i+1} \mid i \in \mathbb{Z}, 0 \leq 2i + 1 \leq n \}.$$

Let $\lambda_e$ be the shortest element of $E_C$ and $\lambda_o$ be the shortest element of $O_C$. Then

(i) every element of $E_C$ has $\lambda_e$ as a prefix,

(ii) every element of $O_C$ has $\lambda_o$ as a prefix, and

(iii) $\lambda_e$ is incomparable to $\lambda_o$.

**Proof:** First note that, for every index $i \leq n - 2$, the address $\gamma_i$ is comparable to $\gamma_{i+2}$ by Lemma 8.8. Write $E_C = \{\gamma_0, \gamma_2, \ldots, \gamma_{2m}\}$ and let $\lambda_e$ be its shortest member. We shall show, by induction on $m$, that $\lambda_e$ is a prefix of every member of $E_C$. If $m = 0$, then the result is trivial. We first assume that $\lambda_e$ is an element of $\{\gamma_0, \gamma_2, \ldots, \gamma_{2m-2}\}$. By induction, $\lambda_e$ is a prefix of each of these $m - 1$ elements. Now $\gamma_{2m-2}$ and $\gamma_{2m}$ are comparable. If $\gamma_{2m-2} \not\leq \gamma_{2m}$ then it follows $\lambda_e \not\leq \gamma_{2m}$. If $\gamma_{2m} \not\leq \gamma_{2m-2}$, then they share $\lambda_e$ as a prefix (since both are at least as long as $\lambda_e$). This establishes the claim in this case. The case when $\lambda_e = \gamma_{2m}$ follows similarly by applying induction to the set $\{\gamma_2, \gamma_4, \ldots, \gamma_{2m}\}$ instead. Hence by induction $\lambda_e$ is indeed a prefix of each member of $E_C$. Part (ii) follows similarly.
Suppose that $\lambda_e$ and $\lambda_o$ are comparable. We consider the case that $\lambda_e \preceq \lambda_o$. Suppose $\gamma_{2j} = \lambda_e$. If $j > 0$, consider the address $\gamma_{2j-1} \in O_C$. This has $\lambda_o$ as a prefix and hence $\gamma_{2j} \preceq \gamma_{2j-1}$ by our hypothesis. This is impossible since $(\gamma_{2j-1}, \gamma_{2j})$ is assumed to be a valid transposition. If $j = 0$, the same argument applies using the transposition $(\gamma_0 \ \gamma_1)$ instead, while the case when $\lambda_o \preceq \lambda_e$ is also similar. We conclude that $\lambda_e$ and $\lambda_o$ are incomparable, as claimed. 

**Corollary 8.10** Let $G$ be a subgroup of $V$ that is swap-primitive. Suppose further that $\gamma$ and $\delta$ are incomparable addresses of small support such that $C = (\gamma_0, \gamma_1, \ldots, \gamma_n) = \text{a G-chain of minimal length connecting } \gamma \text{ to } \delta$ where $n \geq 2$. Let $E_C$ and $O_C$ denote the members of the chain of even and odd index, respectively. Then $n \geq 3$ and all of the elements of $E_C$ begin with one of the letters in $\{0, 1\}$ and all those of $O_C$ begin with the other letter.

**Proof:** First note that if $n = 2$, then a $G$-chain $(\gamma_0, \gamma_1, \gamma_2)$ connecting $\gamma$ to $\delta$ cannot be minimal since $\gamma_0$ and $\gamma_2$ are incomparable and we may use Lemma 8.8 to reduce to a $G$-chain of length 1. Hence it must be the case that $n \geq 3$. By Lemma 8.9, it remains to show that $\gamma_0$ and $\gamma_1$ begin with different letters. Suppose that 0 is the first letter of both $\gamma_0$ and $\gamma_1$. Let $D = (\delta_0, \delta_1, \ldots, \delta_m)$ be a $G$-chain of minimal length connecting $\gamma_0$ to 1. Applying Lemma 8.9 to $C$ establishes that all $\gamma_i$ have 0 as their first letter, while upon applying it to $D$, we observe that all terms $\delta_i$ with even index have 0 as first letter and that 1 is the shortest term with odd index. Consequently $\delta_1$ has 1 as its first letter. Therefore $\delta_1$ is incomparable to all the addresses $\gamma_i$.

Since $D$ is a $G$-chain with $\delta_0 = \gamma_0$, it is the case that $(\gamma_0, \delta_1) \in G$. Suppose that $(\gamma_i, \delta_1) \in G$ for some $i$ with $0 \leq i < n$. Then $(\gamma_{i+1}, \delta_1) = (\gamma_i, \gamma_{i+1})(\gamma_{i+1}, \delta_1) \in G$ also. Hence we conclude that $(\gamma_n, \delta_1) \in G$ and therefore $(\gamma, \delta) = (\gamma_0, \gamma_n) = (\gamma_0, \delta_1)(\gamma_n, \delta_1) \in G$. This means that $\gamma$ and $\delta$ can actually be connected by a $G$-chain of length 1 contrary to assumption.

A symmetric argument shows that it cannot be the case that both $\gamma_0$ and $\gamma_1$ have 1 as their first letter. Hence one of them starts with the letter 0 and the other starts with 1. \hfill $\Box$

**Lemma 8.11** Let $G$ be a subgroup of $V$. Suppose that $(\gamma_0, \gamma_1, \gamma_2, \gamma_3)$ are consecutive terms in some $G$-chain $C$ and that there is a prefix $\delta$ of $\gamma_2$ and an address $\zeta$ incomparable with each $\gamma_i$ such that $(\delta, \zeta) \in G$. Then $C$ is not a $G$-chain of minimal length.

**Proof:** Suppose that $C$ is a $G$-chain of minimal length. Then, by Corollary 8.10, the first letters of the addresses in $C$ alternate and we may assume that $\gamma_0$ and $\gamma_2$ have first letter 0 while $\gamma_1$ and $\gamma_3$ have first letter 1. Write $\gamma_2 = \delta \eta$. Then $G$ contains

$$(\gamma_1, \gamma_2)^{(\delta, \zeta)} = (\gamma_1, \zeta \eta) \quad \text{and} \quad (\gamma_2, \gamma_3)^{(\delta, \zeta)} = (\zeta \eta, \gamma_3).$$

Hence we can replace $\gamma_2$ in the original $G$-chain by $\zeta \eta$. Since all three of $\gamma_0, \gamma_1$ and $\zeta \eta$ are incomparable, we can shorten the $G$-chain with use of Lemma 8.8. This contradicts our assumption concerning $C$ and establishes that, indeed, it is not of minimal length. \hfill $\Box$

**Lemma 8.12** Let $G$ be a subgroup of $V$ that is swap-primitive. If $(\gamma, \delta) \in G$ and $\gamma$ and $\delta$ start with the same letter, then $(\gamma, \delta \zeta) \in G$ for all words $\zeta \in \Omega$.

**Proof:** Suppose without loss of generality that $\gamma$ and $\delta$ begin with 0. Since there exists a $G$-chain from $\gamma \zeta$ to 1, we know by Lemma 8.9 that $(\gamma \zeta, 1 \eta) \in G$ for some non-empty address $\eta$. Then $G$ contains $(\gamma \zeta, 1 \eta)^{(\gamma, \delta)} = (\delta \zeta, 1 \eta)$ and hence contains $(\gamma \zeta, 1 \eta)^{(\delta \zeta, 1 \eta)} = (\gamma \zeta, \delta \zeta)$. \hfill $\Box$

**Lemma 8.13** Let $G$ be a subgroup of $V$ that is swap-primitive suppose and that $(\gamma, \delta) \in G$ for some non-empty addresses $\gamma, \zeta, \eta \in \Omega$. Then, for all non-empty addresses $\delta, \gamma \in G$ contains the transposition $(\delta \zeta, \delta \eta)$. 
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Proof: Let $(\gamma_0, \gamma_1, \ldots, \gamma_n)$ be a $G$-chain connecting $\gamma$ to $\delta$. Then the conjugate of $(\gamma_\zeta \gamma_\eta)$ by the product $(\gamma_0 \gamma_1)(\gamma_1 \gamma_2)\ldots(\gamma_{n-1} \gamma_n)$ equals $(\delta_\zeta \delta_\eta)$ and so this also is in $G$. □

Our strategy is to show that swap-primitivity of a subgroup $G$ implies that it contains all small transpositions. We begin by observing that certain transpositions are already guaranteed to belong to $G$.

Lemma 8.14 Let $G$ be a subgroup of $V$ that is swap-primitive. Then there are words $\gamma, \delta \in \Omega$ such that

(i) one of the transpositions $(0 10\gamma)$ or $(0 11\gamma)$ lies in $G$, and

(ii) one of the transpositions $(1 00\delta)$ or $(1 01\delta)$ lies in $G$.

Moreover,

(iii) if $(0 10\gamma) \in G$ then $(11 10\mu) \in G$ for some $\mu$,

(iv) if $(0 11\gamma) \in G$ then $(10 11\mu) \in G$ for some $\mu$,

(v) if $(1 01\delta) \in G$ then $(00 01\nu) \in G$ for some $\nu$, and

(vi) if $(1 00\delta) \in G$ then $(01 00\nu) \in G$ for some $\nu$.

Proof: Since $G$ is swap-primitive there is a $G$-chain connecting 0 to 11. The first link in this $G$-chain is 0 and so the second link must be an address of length at least 2 that begins with the letter 1 as a pair of links correspond to a small transposition in $G$. This establishes the first claim and the second has a similar proof.

For (iii), assume that $(0 10\gamma) \in G$ for some $\gamma \in \Omega$. There is a $G$-chain $C = (\gamma_0, \gamma_1, \ldots, \gamma_n)$ of minimal length connecting 11 to 0. By Lemma 8.9, the links $\gamma_i$ with odd index must have 0 as prefix. Hence $\gamma_1 = 0\zeta$ for some word $\zeta$. Then $G$ contains

$$(\gamma_0 \gamma_1)^{(0 10\gamma)} = (11 0\zeta)^{(0 10\gamma)} = (11 10\gamma\zeta)$$

and now setting $\mu = \gamma\zeta$ we have established (iii). The remaining assertions are established in similar fashion. □

The next lemma provides a sufficient condition for establishing that a subgroup is in fact equal to $V$.

Lemma 8.15 Suppose that $G$ is swap-primitive subgroup of $V$ that contains one of the transpositions from $\{(00 01\gamma), (10 11\delta)\}$ and one of the transpositions from $\{(01 00\zeta), (11 10\eta)\}$ for some words $\gamma, \delta, \zeta, \eta \in \Omega$. Then $G = V$.

Proof: Observe first that, by Lemma 8.13, if $G$ contains one of the transpositions from $\{(00 01\gamma), (10 11\delta)\}$ and one of the transpositions from $\{(01 00\zeta), (11 10\eta)\}$, then in fact $G$ contains a transposition of all four forms.

We claim that if $C$ is a $G$-chain of length 3 connecting two incomparable addresses $\alpha$ and $\beta$ of small support, then this is not a minimal length $G$-chain connecting the addresses. Suppose, for a contradiction, that $C$ is of minimal length. We may assume that $|\alpha| \geq 2$, since otherwise we may simply reverse the entries in $C$ and reverse the roles of $\alpha$ and $\beta$. To fix notation, assume that $\alpha = 00\mu_0$ for some word $\mu_0$. Then Corollary 8.10 tells us that $C$ has the form $(00\mu_0, 1\mu_1, 0\mu_2, 1\mu_3)$. If $\mu_2$ were the empty word, then necessarily $\mu_1$ and $\mu_3$ are non-empty, so $\beta = 1\mu_3$ has length at least 2 also and reversing $C$ gives a $G$-chain $(1\mu_2, 0, 1\mu_1, 0\mu_0)$ with the claimed form. Hence we may assume that $\mu_2$ is non-empty. Furthermore, by Lemma 8.8, if $0\mu_0$ and $0\mu_2$ must be comparable, so $\mu_2$ also has initial letter 0. Hence $C = (00\mu_0, 1\mu_1, 00\nu, 1\mu_3)$
for some word $\nu$. Finally, by hypothesis, $(00\ 01\gamma) \in G$ for some $\gamma \in \Omega$. Then $01\gamma$ is incomparable with each entry of $C$ and so, by Lemma 8.11, $C$ is not of minimal length. Symmetric arguments apply when $\alpha$ begins with other choices of first two letters.

Now consider a pair of incomparable addresses $\alpha$ and $\beta$ of small support and let $C = (\gamma_0, \gamma_1, \ldots, \gamma_n)$ be a $G$-chain of minimal length connecting them. We have just observed that $n \not= 3$. Assume $n > 3$. Corollary 8.10 shows that the first letters of the $\gamma_i$ alternate. In particular, $\gamma_0 \perp \gamma_3$ and $\gamma_1 \perp \gamma_4$. One of $\gamma_0$ and $\gamma_1$ has length at least 2. Hence the previous paragraph applies either to $(\gamma_0, \gamma_1, \gamma_2, \gamma_3)$ or to $(\gamma_1, \gamma_2, \gamma_3, \gamma_4)$ and shows it is not of minimal length. This contradicts the assumption that $C$ is a $G$-chain of minimal length connecting $\alpha$ to $\beta$.

It is not possible that $n = 2$ since then all three of $\gamma_0$, $\gamma_1$ and $\gamma_2$ are incomparable and we would deduce $(\gamma_0, \gamma_2) = (\gamma_0, \gamma_1)^{\gamma_1, \gamma_2} \in G$. Hence $n = 1$, which shows that $(\alpha, \beta) \in G$. In conclusion, all small transpositions belong to $G$ and so $G = V$ since these elements generate $V$. This completes the proof of the lemma.

Lemma 8.16 Let $G$ be a subgroup of $V$ that is swap-primitive.

(i) If $(1\ 00\delta) \in G$, then $01$ is connected to $0$ by a $G$-chain of length 2.

(ii) If $(1\ 01\delta) \in G$, then $00$ is connected to $0$ by a $G$-chain of length 2.

Proof: (i) Suppose that $(1\ 00\delta) \in G$ but that $01$ is not connected to $0$ by a $G$-chain of length 2. Let $(\gamma_0, \gamma_1, \ldots, \gamma_n)$ be a $G$-chain of minimal length connecting $01$ to $00$ and suppose $n \geq 2$. Here $\gamma_0 = 01$, $\gamma_1 = 1\zeta$ for some $\zeta \in \Omega$ by Corollary 8.10, while $\gamma_2 \not= 0$ by hypothesis. By Lemma 8.8, $\gamma_2$ must be comparable with $01$, so $\gamma_2 = 01\eta$ for some non-empty word $\eta$. Now $G$ contains $(01\ 1\zeta)^{(1\ 00\delta)} = (01\ 00\delta\zeta)$ and $(1\zeta\ 01\eta)^{(1\ 00\delta)} = (00\delta\zeta\ 01\eta)$ and so there is also a $G$-chain $(01, 00\delta\zeta, 01\eta, \ldots, \gamma_n)$ from $00$ to $01$. Corollary 8.10 tells us that this cannot be of minimal length and so we have a contradiction to our original choice of $G$-chain between $01$ and $00$. Hence $n = 1$ and so $(00\ 01) \in G$. Finally, by Lemma 8.14(vi), $(01\ 00\nu) \in G$ for some $\nu$. Lemma 8.15 tells us that $G = V$. This is then a contradiction to the assumption that $01$ is not connected to $0$ by a $G$-chain of length 2 and completes the proof. The second part of the lemma is established by a symmetric argument.

Theorem 8.17 Let $G$ be a subgroup of $V$ and suppose that $G$ is swap-primitive. Then $G = V$.

Proof: By Lemma 8.14, there exists a word $\delta$ such that one of the transpositions $(1\ 00\delta)$ or $(1\ 01\delta)$ lies in $G$. Let us assume that $(1\ 00\delta) \in G$. By Lemma 8.14(vi), there is a word $\nu$ such that $(01\ 00\nu) \in G$. It follows by Lemma 8.12 that $(010\ 00\nu) \in G$ also. By Lemma 8.16, there is a $G$-chain of length 2 connecting $01$ to $0$ and this has the form $(01, 1\zeta, 0)$ for some $\zeta \in \Omega$ and hence $(01\ 1\zeta), (0\ 1\zeta) \in G$. We now compute $$(010\ 00\nu)^{(01\ 1\zeta)}(010\ 00\nu)^{(01\ 1\zeta)} = (00\ 0110)$$ to deduce $(00\ 0110) \in G$. Taken together with $(01\ 00\nu) \in G$, we conclude that $G = V$ by Lemma 8.15. The case when $(1\ 01\delta) \in G$ is similar.

9 Questions

At this time, we are aware of the following types of maximal subgroups of Thompson’s group $V$: stabilizers of certain type systems (both finite and infinite) and the images of the group $T$ under automorphisms of $V$. The stabilizers of a finite set of elements in $\mathcal{C}$ of the same tail class
considered in Corollary 2.3 can be expressed as stabilizers of type systems. In the case that the tail class is irrational, the corresponding type system will be infinite, while for a rational tail class the type system is atomic quasinuclear type system as discussed in Theorem 5.13. It was pointed out to us by James Hyde that the centralizer of the transposition $(0\ 1)$ is also a maximal subgroup of $V$. For this we can also construct an infinite type system that is stabilized by the subgroup.

In the present article, we have primarily concentrated our attention on finite type systems and a subsequent one will focus on the maximal subgroups arising as stabilizers of infinite type systems. The questions that follow are intended to explore the maximal subgroups at the boundaries of what can be achieved with our techniques.

**Question 1** Suppose $G$ is a maximal subgroup of $V$ which does not preserve a type system. Is $G$ an automorphic image of $T$?

If the answer to Question 1 were “Yes” then any proper subgroup of $V$ that contains a transposition of small support would need to preserve a type system. The following two questions arose from attempts to prove this statement.

**Question 2** Suppose $G$ is a subgroup of $V$ that acts transitively on proper cones, does not preserve any type system, and contains at least one transposition of small support. Is $G$ swap-primitive on cones (and thus equal to $V$)?

**Question 3** Suppose $G$ is a proper subgroup of $V$ that contains at least one transposition of small support. Define an equivalence relation on cones via $\delta \sim \gamma$ if $\delta$ is connected to $\gamma$ by a $G$-chain. Is this equivalence relation a type system?

If the answer to Question 1 were “No” then it might be possible to find a maximal subgroup of $V$ which preserves a circular order on the dyadics, but which was not an automorphic image of $T$. For this reason, we pose the following:

**Question 4** If $G$ is a maximal subgroup of $V$ which preserves a circular order on the dyadics, is $G$ an automorphic image of $T$?

Finally, in view of Theorem 4.8:

**Question 5** Is there a useful classification of infinite simple type systems?
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