Saturation-Allowed Zeroing Neural Networks activated by Various Functions for Time-varying Quadratic Programming
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Abstract. Zeroing neural networks (ZNN) approach, has been presented to solve a lot of time-varying problems activated by monotonically increasing functions. However, the existing ZNN models for time-varying quadratic programming based on ZNN approach may be different from each other in structures, but share two common restrictions, i.e., the function must be convex and unbounded. In order to relax the above restrictions in solving time-varying quadratic programming (TVQP) problems, this paper proposes a saturation-allowed zeroing neural networks (SAZNN) model based on the ZNN approach. Comparing with existing models, the activation function (AF) of SAZNN model tolerates more kinds of functions, e.g., saturation function, non-convex function and unbounded function. Finally, this paper provides simulation results synthesized by the proposed SAZNN model activated by various AFs and verifies the superiority of the proposed SAZNN model in terms of convergence, efficiency and stability.

1. Introduction

As a fundamental optimization problem, quadratic programming (QP), is a process solving a type of mathematical optimization problem [1]. Specifically, a linearly constrained quadratic optimization problem, in fact, is to optimize a quadratic function with several variables that subject to linear constraints. Moreover, it has wide applications in many areas, such as scientific and control fields [2–7]. Note that, time is of great importance in practical application. Hence, there is greatly significant to solve time-varying quadratic programming (TVQP) problems in accurate and rapid manners. Many researchers put efforts in order to solve the above problem efficiently and accurately [8].

According to the reference [9], with time-varying parameters which are obtained from the prediction of control, the existing recurrent neural network (RNN) models can solve time-varying problems [10, 11]. To solve the aforementioned problem, there is an existing recurrent neural network (RNN) proposed to solve linear constrained QP problems [12]. This RNN model provides a systematic approach to exploiting control
techniques in a robust and accurate way for algebraic equations. However, because of some weaknesses on
the activated functions activated by existing RNN model, it is needed to remedy these weaknesses [13–15].
In addition, it is noteworthy that aforementioned neural networks are designed to deal static QP prob-
lem with time-invariant parameters. Nevertheless, those problems and parameters are time-varying.
Furthermore, time-varying QP (TVQP) problems are used in scientific researches and engineering applica-
tions such as signal processing and deep learning [16, 17]. In order to remedy the weakness of the existing
models for time-varying problem, a neural network method, termed zeroing neural networks (ZNN), is
reviewed in this article [18]. ZNN can be used to zero out each element of the error function and generalized
different dimensions.
Although, ZNN approach has some achievements in time-varying problems solving, there are still some
shortcomings in existing ZNN model [19–22]. The first constraint is that the AF of the model must be
monotonically increasing odd [23], i.e., the AF should be an unbounded function. Similarly, the fact that
the AF of the model must be a convex function can be deemed as the second constraint. This paper breaks
these constraints by proposing a new modified model based on the zeroing neural networks approach
called saturation-allowed zeroing neural networks (SAZNN) [24–26].
There are four sections in the remainder of this paper. The problem formulation and construction of
SAZNN model are presented in Section 2 with the theorem proving the convergence of the new model.
Next, various activation functions (AFs) activated by SAZNN model are shown in details. Section 4
mainly provides illustrative examples and computes the simulations of different AFs. We also discuss the
convergence velocity, the advantages and disadvantages of these results under various situations in this
section. Finally, Section 5 provides conclusions on the primary works and achievements of this paper. In
the end of the introduction part, three main contributions of this paper are presented as follows:
1) A new SAZNN model, which is of stability and accuracy, is proposed for solving TVQP problems.
2) In addition to the unbounded and convex function, the proposed SAZNN model can be activated by
saturation functions and non-convex functions, which are restrictions of the existing ZNN model.
3) The convergence speed is accelerated by the new AFs.
4) Simulation results with different AFs are used to verify the correctness.

2. Problem formulation and related work
In order to investigate quadratic programming problem with time-dependent parameters, we revisit
the previous relevant works as well as point out two restrictions on existed ZNN models in this section.

2.1. Preliminaries and problem formulation
We can get formulation from [1] as follows:

\[
\begin{align*}
\text{minimize} & \quad x^T(t)M(t)x(t)/2 + d^T(t)x(t) \\
\text{subject to} & \quad B(t)x(t) = a(t),
\end{align*}
\]

where the superscript \(^T\) denotes the transpose of a vector or a matrix, matrix \(M(t) \in \mathbb{R}^{n \times n}\), vector \(d(t) \in \mathbb{R}^n\), the full-row-rank matrix \(B(t) \in \mathbb{R}^{m \times n}\), and vector \(a(t) \in \mathbb{R}^m\) are all smoothly time-varying. We calculate
\(x(t) \in \mathbb{R}^n\) by solving (1) in real time and in a minimal error manner. The Lagrangian function \(L(x(t), p(t), t) = x^T(t)M(t)x(t)/2 + d^T(t)x(t) + p^T(t)(B(t)x(t) - a(t))\) with \(p(t) \in \mathbb{R}^m\) denoting the Lagrange-multiplier vector contributing is designed to solve problem (1) with the aid of the following equation:

\[
\Theta(t)z(t) = v(t)
\]
where

\[ \Theta(t) = \begin{bmatrix} M(t) & B^T(t) \\ B(t) & 0 \end{bmatrix} \in \mathbb{R}^{(n+m)\times(n+m)} \]

\[ z(t) = \begin{bmatrix} x(t) \\ p(t) \end{bmatrix} \in \mathbb{R}^{n+m}, \quad v(t) = \begin{bmatrix} -d(t) \\ a(t) \end{bmatrix} \in \mathbb{R}^{n+m}. \]

To lay a basis for further research, a saturation-allowed ZNN (SAZNN) model is proposed for solving time-varying quadratic programming (TVQP) problem (1) in the ensuing part.

2.2. Saturation-allowed ZNN model

In the previous sections, we have pointed out that there are two weaknesses in the existing ZNN model when we are solving the TVQP problem. In order to improve the performances, we propose an SAZNN model, which is based on the dynamic error analysis that requests error function converging to zero. We can obtain the following process from [1]. An error function is defined as

\[ \varphi(t) = \Theta(t)z(t) - v(t). \]  

Forcing \( \varphi(t) \) to be zero, an SAZNN design formula is presented as follows:

\[ \dot{\varphi}(t) = -\gamma \Psi_r(\varphi(t)), \]

with \( \Psi_r(V) \) denoting a mapping that is from a set \( V \) to a set \( r \), which is defined as follows:

\[ \Psi_r(V) = \arg \min_{Y \in r} \|Y - V\|_F \]

with \( 0 \in \Psi_r \). Based on the design formula (4), an SAZNN model is proposed for TVQP as follows:

\[ \Theta(t)z(t) = -\Theta(t)z(t) - \gamma \Psi_r(\Theta(t)z(t) - v(t)) + v(t). \]

It is noteworthy that the proposed SAZNN model (5) is equivalent to new design formula (4). As a result, we prove the following theorem based on the design formula (4).

**Theorem 1.** The SAZNN model (5) globally converges to the theoretical solution of TVQP problem (1).

**Proof.** According to the newly designed SAZNN model (5), the \( i \)th evolution of new design formula (4) can be written as

\[ \dot{\varphi}_i(t) = -\gamma \Psi_r(\varphi_i(t)), \]

\( \forall i \in 1, 2, ..., n \). Then, we can define a Lyapunov function candidate for (4) as follows:

\[ u_i(t) = \varphi_i(t)^2/2. \]

From the equation (7), it can be concluded that when \( \varphi_i(t) \neq 0, u_i(t) > 0 \) and when \( \varphi_i(t) = 0, u_i(t) = 0 \). Then, \( \dot{u}_i(t) \), the time derivative of \( u_i(t) \), can be obtained as

\[ \dot{u}_i(t) = -\varphi_i^2(t) \Psi_r(\varphi_i(t)). \]

According to the definition of \( \Psi_r(t) \), a formula can be obtained as follows:

\[ \|\Psi_r(\varphi_i(t)) - \varphi_i(t)\|_F^2 \leq \|Y - \varphi_i(t)\|_F^2, \forall Y \in r. \]

Selecting \( Y = 0 \) leads to \( \|\varphi_i(t)\|_F^2 \leq \|\varphi_i(t)\|_F^2, \) and we can further get

\[ 0 \leq \Psi_r^2(\varphi_i(t)) \leq 2\Psi_r(\varphi_i(t))\varphi_i(t). \]

Finally, the formula is obtained as follows:

\[ 0 \geq -\Psi_r^2(\varphi_i(t))/2 \geq \dot{u}_i(t). \]

According to the above discussions, \( \dot{u}_i(t) \) is the time derivative of \( u_i(t) \geq 0 \) and \( \dot{u}_i(t) \leq 0 \). Moreover, based on Lyapunov theory, we can also summarize that \( \varphi_i(t) \) globally converges to zero. The SAZNN model (5) is globally convergent to the theoretical solution of TVQP problem (1). Consequently, the proof is well accomplished.
3. Activation Function and Theoretical Analysis

From the above analyses, we can summarize that $\Psi_r(\cdot)$ includes some special cases of the SAZNN model. Furthermore, there are still other situations that we are able to show to display superiority compared other models. Some special cases can be used in SAZNN model as activation functions (AF) are provided as:

- The linear AF:
  $$\Psi_r(\phi_i(t)) = \phi_i(t).$$  \hfill (12)

- The powersigmoid AF:
  $$\Psi_r(\phi_i(t)) = \frac{1 + \exp(-4) \cdot (1 - \exp(-4\phi_i(t)))}{1 - \exp(-4) \cdot (1 + \exp(-4\phi_i(t)))}$$  \hfill (13)

- The exponent AF:
  $$\Psi_r(\phi_i(t)) = \exp(10\phi_i(t)) - \exp(10\phi_i(t))$$  \hfill (14)

- The bound AF, $\Psi_r = \{V \in \mathbb{R}^n, a^- \leq V \leq a^+\}$, $a^- < 0$ and $a^+ > 0$:
  $$\Psi_r(V_i) = \begin{cases} a_i^+, & V_i > a_i^+; \\ V_i, & a_i^- \leq V_i \leq a_i^+; \\ a_i^-, & V_i < a_i^-; \end{cases}$$  \hfill (15)

- The boundjp AF, $\Psi_r = \{V \in \mathbb{R}^n, a^- \leq V \leq a^+\}$, $a^- < 0$ and $a^+ > 0$:
  $$\Psi_r(V_i) = \begin{cases} a_i^+, & V_i > a_i^+; \\ 10V_i, & a_i^- \leq V_i \leq a_i^+; \\ a_i^-, & V_i < a_i^-; \end{cases}$$  \hfill (16)
Figure 2: Residual errors of SAZNN model (5) for solving TVQP problem activated by different AFs with two values of $\gamma$. (a) with $\gamma = 1$ and ball AF. (b) with $\gamma = 10$ and ball AF. (c) with $\gamma = 1$ and bound AF. (d) with $\gamma = 10$ and bound AF. (e) with $\gamma = 1$ and generalized step AF. (f) with $\gamma = 10$ and generalized step AF.
• The ball AF, $\Psi_r = \{V \in \mathbb{R}^n, \|V\|_F \leq R_0\}$, and $R_0 > 0$:

$$
\Psi_r(V) = \begin{cases} 
V, & \|V\|_F \leq R_0, \\
R_0/\|V\|_F, & \|V\|_F > R_0.
\end{cases}
$$

(17)

• The generalized step AF:

$$
\Psi_r(\varphi_i(t)) = \begin{cases} 
c, & \varphi_i(t) > \delta^+,
\varphi_i^2(t) + 10\varphi_i(t), & \delta^- < \varphi_i(t) < \delta^+,
-c, & \varphi_i(t) < \delta^-,
\end{cases}
$$

(18)

where $c > 0, \delta^+ > 0, \delta^- < 0$ and the last two has a tiny value.

**Remark 1.** When $\delta^+$ and $\delta^-$ both have tiny values, the range $[\delta^-, \delta^+]$ is just as an integral domain in the generalized step function, and thus, the result of $\Psi_r(\varphi_i(t))$ is equal to $c$ or $-c$. Therefore, we can conclude that $\varphi_i(t)$ is a constant value. By solving the first-order differential equation $\dot{\varphi}(t) = -\gamma\Psi_r(\varphi(t))$, the convergence time can be obtained.
4. Illustrative Examples

In previous sections, various kinds of AFs are presented with saturated properties. Therefore, we respectively simulate every AF and then verify these saturated properties of SAZNN model (5) in this section. Moreover, we also compare superiorities and inferiorities of AFs under different convergence conditions. The matrix $\Theta$ and vector $V$ is shown as:

$$\Theta(t) = \begin{bmatrix} 0.5s(t) + 2 & c(t) & s(4t) \\ c(t) & 0.5c(t) + 2 & c(4t) \\ s(4t) & c(4t) & 0 \end{bmatrix} \in \mathbb{R}^{3 \times 3},$$

(19)

$$v(t) = \begin{bmatrix} -s(3t) & -c(3t) & c(2t) \end{bmatrix}^T \in \mathbb{R}^3,$$

(20)

where $s(\cdot)$ and $c(\cdot)$ denote $\sin(\cdot)$ and $\cos(\cdot)$ respectively.

Considering that the existing ZNN model dissatisfies the non-convex and saturation AFs, SAZNN model (5) is proposed to remedy these qualities. As illustrated in the above figures, Fig. 1 presents the simulation results of SAZNN model (5) with different AFs include bound LP AF, linear AF and powersigmoid AF. In Fig. 1, the convergence time of residual error simulated in two situations with $\gamma = 1$ and $\gamma = 10$, which is infinite in this case. The condition of convergence in Fig. 1(b) is similar as in Fig. 1(a). As shown in Fig.
1(a), with \( \gamma = 1 \), all the residual errors \( \| \psi_i(t) \|_2 \) converge to zero in finite time with three AFs. It is obviously shown that the time for convergence of boundp AF is probably 0.5 s, and those of powersigmoid AF and linear AF respectively about 3 s and 6 s. We can find that the convergence time of linear AF is the longest in them which is about 12 times larger than of boundp AF. As a result, compared with ZNN model, the excellent quality of SAZNN model (5) offers good containment including non-convex function, unbounded function and saturation function. Then, Fig. 2 shows three AFs belonging to the above functions. Each of AFs is in two conditions with \( \gamma = 1 \) and \( \gamma = 10 \). In Fig. 2(a), with \( \gamma = 1 \), residual error of SAZNN model (5) of ball AF converges to zero in nearly 5 s but in the case of \( \gamma = 10 \), residual error of SAZNN model activated by ball AF converges to zero in 0.5 s presented in Fig. 2(b). Furthermore, Fig. 2(c), in which SAZNN model (5) is activated by bound AF, shows that convergence time to zero is about 5 s. Compared to the latest figure, residual error of SAZNN model (5) with bound AF converges rapidly to zero in 0.5 s presented by Fig. 2(d). In Fig. 2(e) and Fig. 2(f), obviously, they clearly illustrate that the convergence time to zero is very tiny because the error with step AF converges rapidly from the initial value to zero.

As described previously, the different AFs and values of \( \gamma \) are believed to have different simulations of convergence situations. From the theorem (1), AFs in the SAZNN model (5) are allowed to be non-convex and Fig. 3(a) is the demonstration for that. Furthermore, Fig. 3(b) shows that \( \dot{\psi}(t) = -1 \) with random initial state less than -1 and converge to zero in about 0.4 s illustrating the non-convex quality of SAZNN model (5). Moreover, Fig. 4 and Fig. 5 respectively show the convergence situations of residual error and initial state vectors \( \dot{\psi}(t) \) which have similar characteristics with the Fig. 3.

**Remark 2.** Generally speaking, the step function can be used to construct the activation function for accelerating the convergence of ZNN model, which is defined as

\[
\Psi_s(\psi_i(t)) = \begin{cases} 
1, & \psi_i(t) > 0, \\
0, & \psi_i(t) = 0, \\
-1, & \psi_i(t) < 0.
\end{cases}
\]

The above equation is not accomplished because when \( \psi_i(t) = 0 \), it contravenes the definition of \( \Psi_s(\cdot) \). Due to the existing of round-off errors and truncation errors, residual error of SAZNN model (5) will oscillate strongly near zero, if we simply have \( \Psi_s(\psi_i(t)) = 0 \) when \( \psi_i(t) = 0 \). Finally, we expand zero input action into a small range \([-0.1, 0.1]\). As shown in the following figures, Fig. 6(a) and Fig. 6(b) give simulations of residual errors of the SAZNN model when AF is the step function. Obviously, when the residual error converges to zero, we are able to recognize that oscillation occurs and continues to oscillate in the figure period.

5. Conclusions

In this paper, an saturation-allowed ZNN (SAZNN) model (5) has been proposed and activated by several kinds of AFs, e.g., saturation function, non-convex function and unbounded function. Therefore, comparing with existing ZNN model, the SAZNN model (5) is verified to solve the TVQP problem activated by the above AFs. Moreover, we illustrate an example and make comparisons for different AFs activated the SAZNN model (5) through the simulation results of residual errors.
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