Learning a set of interrelated tasks by using sequences of motor policies for a strategic intrinsically motivated learner
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Abstract—We propose an active learning architecture for robots, capable of organizing its learning process to achieve a field of complex tasks by learning sequences of motor policies, called Intrinsically Motivated Procedure Babbling (IM-PB). The learner can generalize over its experience to continuously learn new tasks. It chooses actively what and how to learn based on empirical measures of its own progress. In this paper, we are considering the learning of a set of interrelated tasks outcomes hierarchically organized.

We introduce a framework called "procedures", which are sequences of policies defined by the combination of previously learned skills. Our algorithmic architecture uses the procedures to autonomously discover how to combine simple skills to achieve complex goals. It actively chooses between 2 strategies of goal-directed exploration: exploration of the policy space or the procedural space. We show on a simulated environment that our new architecture is capable of tackling the learning of complex motor policies, to adapt the complexity of its policies to the task at hand. We also show that our "procedures" framework helps the learner to tackle difficult hierarchical tasks.

I. INTRODUCTION

Taking a developmental robotic approach \cite{1}, we combine the approaches for active motor skill learning of goal-oriented exploration and strategic learning to learn multiple complex and interrelated tasks. Our algorithm is able to learn a mapping between a continuous space of parametrized tasks (also referred to as outcomes) and a space of parametrized motor policies (sometimes referred to as actions).

A. Active motor skill learning of multiple tasks

Classical techniques based on Reinforcement Learning \cite{2} \cite{3} still need an engineer to manually design a reward function for each task. Intrinsical motivation (IM), which triggers curiosity in humans according to developmental psychology \cite{4}, was introduced in highly-redundant robots to make them learn a wider range of tasks, through goal-babbling \cite{5} \cite{6}.

However, with higher outcome space dimensionalities, their efficiency drops \cite{7} due to the curse of dimensionality.

B. Strategic learning

Approaches where the learner chooses both what (which outcome to focus on) \cite{5} and how (which strategy to use) \cite{8} to learn are called strategic learning \cite{9}. They aim at enabling an autonomous learner to self-organize its learning process.

The problem was introduced and studied in \cite{9}, and implemented for an infinite number of outcomes and policies in continuous spaces by the SGIM-ACTS algorithm \cite{10}. This algorithm organizes its learning process, by choosing actively both which strategy to use and which outcome to focus on. It relies on the empirical evaluation of its learning progress. It could choose among autonomous exploration driven by IM and low-level imitation of one of the available human teachers to learn more efficiently. It showed its potential to learn on a real high dimensional robot a set of hierarchically organized tasks \cite{11}, so we inspire from it to learn complex motor policies.

C. Learning complex motor policies

In this article, we tackle the learning of complex motor policies, which we define as sequences of primitive policies.

We wanted to enable the learner to decide autonomously the complexity of the policy necessary to solve a task, so we discarded via-points \cite{3}. Options \cite{12} are temporally abstract actions built to reach one particular task. They have only been tested for discrete tasks and actions, where a small number of options were used, whereas our new proposed learner is to be able to create an unlimited number of complex policies.

As we aim at learning a hierarchical set of interrelated complex tasks, our algorithm could use this task hierarchy (as \cite{13} did to learn tool use with primitive policies only), and try to reuse previously acquired skills to build more complex ones. \cite{14} showed that building complex actions made of lower-level actions according to the task hierarchy can bootstrap exploration by reaching interesting outcomes more rapidly.

We adapted SGIM-ACTS to learn complex motor policies of unlimited size. We developed a new mechanism called "procedures" (see Section II-B) which proposes to combine known policies according to their outcome. Combining these, we developed a new algorithm called Intrinsically Motivated Procedure Babbling (IM-PB) capable of taking task hierarchy into account to learn a set of complex interrelated tasks using adapted complex policies. We will describe an experiment, on which we have tested our algorithm, and we will present and analyze the results.

II. OUR APPROACH

Inspired by developmental psychology, we propose a strategic learner driven by IM. This learner discovers the task hierarchy and reuses previously learned skills while adapting the complexity of its policy to the complexity.

In this section, we formalize our learning problem and explain the principles of IM-PB.
A. Problem formalization

In our approach, an agent can perform policies $\pi_\theta$, parametrized by $\theta \in \Pi$. Those policies induce outcomes in the environment, parametrized by $\omega \in \Omega$. The agent is then to learn the mapping between $\Pi$ and $\Omega$: it learns to predict the outcome $\omega$ of each policy $\pi_\theta$ (the forward model $M$), but more importantly, it learns which policy to choose for reaching any particular outcome (an inverse model $L$). The outcomes $\omega$ are of various dimensionality and be split in task spaces $\Omega_i \subset \Omega$.

The policies consist of a succession of primitives (encoded by the same set of parameters $\theta \in \Pi$) that are executed sequentially by the agent. Hence, policies also are of different dimensionality and are split in policy spaces $\Omega_i \subset \Pi$ (where $i$ corresponds to the number of primitives).

B. Procedures

As this algorithm tackles the learning of complex hierarchically organized tasks, exploring and exploiting this hierarchy could ease the learning of the more complex tasks. We define procedures as a way to encourage the robot to reuse previously learned skills, and chain them to build more complex ones. More formally, a procedure is built by choosing two previously known outcomes $(t_i, t_j \in \Omega)$ and is noted $t_i \sqcup t_j$.

Executing a procedure $t_i \sqcup t_j$ means building the complex policy $\pi_\theta$ corresponding to the succession of both policies $\pi_{\theta_i}$ and $\pi_{\theta_j}$ and execute it (where $\pi_{\theta_i}$ and $\pi_{\theta_j}$ reach best $t_i$ and $t_j$ respectively). As $t_i$ and $t_j$ are generally unknown from the learner, the procedure is updated before execution (see Algo. 1) to subtasks $t_1$ and $t_2$ which are feasible by the learner according to its current skill set.

Algorithm 1 Procedure modification before execution

Input: $(t_i, t_j) \in \Omega^2$
Input: inverse model $L$
$t_1 \leftarrow$ Nearest-Neighbour($t_i$)
$t_2 \leftarrow$ Nearest-Neighbour($t_j$)
$\pi_{\theta_1} \leftarrow L(t_1)$
$\pi_{\theta_2} \leftarrow L(t_2)$
return $\pi_\theta = \pi_{\theta_1} \pi_{\theta_2}$

C. Intrinsically Motivated Procedure Babbling

The IM-PB algorithm (see Algo. 2) learns by episodes, where an outcome $\omega_g \in \Omega$ to target and an exploration strategy $\sigma$ have been selected.

In an episode under the policy space exploration strategy, the learner tries to optimize the policy $\pi_\theta$ to produce $\omega_g$ by choosing between random exploration of policies and local optimization, following the SAGG-RIAC algorithm [5] (Goal-Directed Policy Optimization($\omega_g$)). Local optimization uses local linear regression.

In an episode under the procedural space exploration strategy, the learner builds a procedure $t_i \sqcup t_j$ such as to reproduce the goal outcome $\omega_g$ the best (Goal-Directed Procedure Optimization($\omega_g$)). It chooses either random exploration of procedures (which builds procedures by generating two subtasks at random) when the goal outcome is far from any previously reached one, or local procedure optimization, which optimizes a procedure using local linear regression. The procedure built is then modified and executed, using Algo. 1.

After each episode, the learner stores the policies and modified procedures executed along with their reached outcomes in its episodic memory. It computes its competence in reaching the goal outcome $\omega_g$ by comparing it with the outcome $\omega$ it actually reached (using normalized Euclidean distance $d(\omega, \omega_g)$). Then it updates its interest model according to the progress $p(\omega_g)$, which is the derivate of the competence, it has made (including the outcome spaces reached but not targeted) in order to choose the strategy and task in the next episode.

The interest $\text{interest}(\omega, \sigma)$ of each outcome added depends on both the progress $p(\omega)$ made and the cost $K(\sigma)$ of the strategy used: $\text{interest}(\omega, \sigma) = p(\omega)/K(\sigma)$. The outcomes reached and the goal are added in their corresponding region, which is then split when exceeding a fixed number of points to discriminate the regions of high and low interest for the learner. The method used is described in [10].

Algorithm 2 IM-PB

Input: the different strategies $\sigma_1, \ldots, \sigma_n$
Initialization: partition of outcome spaces $R \leftarrow \sqcup \Omega_i$
Initialization: episodic memory $\text{Memo} \leftarrow \emptyset$
loop
$\omega_g, \sigma \leftarrow \text{Select Goal Outcome and Strategy}(R)$
if $\sigma = \text{Autonomous exploration of procedures strategy}$ then
$\text{Memo} \leftarrow \text{Goal-Directed Procedure Optimization}(\omega_g)$
else
$\sigma = \text{Autonomous exploration of policies strategy}$
$\text{Memo} \leftarrow \text{Goal-Directed Policy Optimization}(\omega_g)$
end if
Update $L^{-1}$ with collected data $\text{Memo}$
$R \leftarrow \text{Update Outcome and Strategy Interest Mapping}(R, \text{Memo}, \omega_g)$
end loop

The choice of strategy and goal outcome is based on the empirical progress measured in each region $R_i$ of the outcome space $\Omega$, as in [11].

When the learner computes nearest neighbours to select policies or procedures to optimize (when choosing local optimization in any autonomous exploration strategies and when refining procedures), it actually uses a performance metric (1) which takes into account the cost of the policy chosen:

$$\text{perf} = d(\omega, \omega_g) \gamma^n$$

where $d(\omega, \omega_g)$ is the normalized Euclidean distance between the target outcome $\omega_g$ and the outcome $\omega$ reached by the policy, $\gamma$ is a constant and $n$ is equal to the size of the policy (the number of primitives chained).

III. Experiment

We designed an experiment with a simulated robotic arm, which can move and interact with objects. It can learn an infinite number of tasks, organized as 6 types of tasks. The robot can perform complex policies of unrestricted size.
A. Simulation setup

Fig. 1 shows the experimental setup (delimited by $(x, y, z) \in [-1; 1]^3$). The learning agent is a planar robotic arm of 3 joints (each link measures $0.33$), with the base anchored in the center of the horizontal plane. It can rotate around the $z$-axis and change its vertical position. The robot can grab objects by hovering its arm tip (blue in Fig. 1) close to them, which position is noted $(x_0, y_0, z_0)$. It interacts with:

- **Pen**: position noted $(x_1, y_1, z_1)$, can be moved and drawn on the floor, broken if forcing to much on the floor;
- **Floor**: which limits motions to $z > -0.2$;
- **Drawing**: last continuous line made when the pen moves on the floor, delimited by first $(x_a, y_a)$ and last $(x_b, y_b)$ point, if the pen is functional;
- **Joysticks**: two joysticks can be moved inside their own cubic-shape volume and control a video-game character, released otherwise, normalized positions respectively at $(x_3, y_3, z_3)$ and $(x_4, y_4, z_4)$;
- **Video-game character**: on a 2D-screen set by the joysticks refreshed only at the end of a primitive policy execution for manipulated joystick, position $(x_5, y_5)$ set by joystick 1 $x$-axis and joystick 2 $y$-axis respectively.

The robot can one object at once. Touching an other breaks it, releasing both objects. It always starts from the same position before executing a policy, and primitives are executed sequentially without getting back to this initial position. Whole complex policies are recorded with their outcomes, but each step of the complex policy execution is recorded as well.

B. Experiment variables

1) **Policy spaces**: The motions of each of the three joints of the robot are encoded using a one-dimensional Dynamic Movement Primitive (DMP). We are using the original form of the DMP from [15] and we keep the same notations. Each of these one-dimensional DMP $a_i$ (ordered by joint from base to tip) is encoded using its end position $g^{(i)}$, and three basis functions for the forcing term, parametrized by their weights $(\omega_0^{(i)}, \omega_1^{(i)}, \omega_2^{(i)})$. A primitive motor policy is simply the concatenation of those DMP parameters and the fixed vertical position of the arm during the motion $z$:

\[
\theta = (a_0, a_1, a_2, z) \quad \text{(2)}
\]

\[
a_i = (\omega_0^{(i)}, \omega_1^{(i)}, \omega_2^{(i)}, g^{(i)}) \quad \text{(3)}
\]

When combining two or more primitive policies $(\pi_{0_i}, \pi_{1_i}, ...)$, in a complex policies $\pi_\theta$, the parameters $(\theta_0, \theta_1, ...)$ are simply concatenated together from the first primitive to the last.

2) **Task spaces**: The task spaces the robot learns are hierarchically organized and defined as: $\Omega_0 = \{(x_0, y_0, z_0)\}$, $\Omega_1 = \{(x_1, y_1, z_1)\}$, $\Omega_2 = \{(x_2, y_2, x_3, y_3)\}$, $\Omega_3 = \{(x_3, y_3, z_3)\}$, $\Omega_4 = \{(x_4, y_4, z_4)\}$ and $\Omega_5 = \{(x_5, y_5)\}$.

C. Evaluation method

To evaluate our algorithm, we created a benchmark linearly distributed across the $\Omega_i$, of 27,600 points. The evaluation consists in computing mean Euclidean distance between each of the benchmark outcomes and their nearest neighbour in the learner dataset. This evaluation is repeated regularly.

Then to assess our algorithm efficiency, we compare its results of algorithms: RandomPolicy (random exploration of $\Pi$), SAGG-RIAC (exploration of $\Pi$ guided by IM), Random-PB (random exploration of policies and procedures), IM-PB (exploration of the procedural space and the policy space, guided by IM).

Each algorithm was run 5 times for 25,000 iterations (complex policies executions). The meta parameter was: $\gamma = 1.2$.

IV. RESULTS

Fig. 2 shows the global evaluation of all tested algorithms, which is the mean error made by each algorithm to reproduce the benchmarks with respect to the number of complete complex policies tried. Random-PB and IM-PB owing to procedures have lower errors than the others even since the beginning. Indeed, they perform better than their downgrades without procedures, RandomPolicy and SAGG-RIAC.

On each individual outcome space (Fig. 3), IM-PB outperforms the other algorithms. The comparison of the learners without procedures (RandomPolicy and SAGG-RIAC) with the others shows they learn less on any outcome space but $\Omega_0$ (reachable using single primitives, with no subtask) and especially for $\Omega_1$, $\Omega_2$ and $\Omega_5$ which were the most hierarchical
in this setup. So the procedures helped when learning any potentially hierarchical task in this experiment.

We wanted to see if our IM-PB learner adapts the complexity of its policies to the working task. We draw 1,000,000 goal outcomes for each of the $\Omega_0$, $\Omega_1$, and $\Omega_2$ subspaces (chosen because they are increasingly complex) and we let the learner choose the known policy that would reach the closest outcome. Fig. 4 shows the results of this analysis.

As we can see on those three interrelated outcome subspaces (Fig. 4), the learner is capable to adapt the complexity of its policies to the outcome at hand. It chooses longer policies for $\Omega_1$ and $\Omega_2$ (size 3 and 4 compared to size 1 for $\Omega_0$). Our learner is capable to correctly limit the complexity of its policies instead of being stuck into always trying longer and longer policies. However, the learner did not increase its policies complexity from $\Omega_1$ to $\Omega_2$, as we hoped.

V. CONCLUSION AND FUTURE WORK

With this experiment, we show the capability of IM-PB tasks. It successfully uses complex motor policies to learn a wider range of tasks. Though it was not limited in the size of policies it could execute, the learner shows it could adapt the complexity of its policies to the task at hand.

The procedures greatly improved the learning capability of autonomous learners, as we can see by the difference between the Random-PB and IM-PB learners and the RandomPolicy and SAGG-RIAC ones. Our IM-PB shows it is capable to use procedures to exploit both the task hierarchy of this experimental setup and previously learned skills.

However this new framework of procedures could be better exploited, if it could be recursive (defined as a binary tree structure), allowing the refinement process to select lower-levels procedures as one of the policy component. This process could also be used inside the strategic decisions made by the learner when selecting what and how to learn. This strategic choice could also be recursive, allowing the learner to optimize both components of a procedure at once, instead of using the current one-step refinement process.

Also, the procedures are here only combinations of two subtasks, it could be interesting to see if the process can extend to combinations of any number of subtasks.

Finally, proving the potency of our IM-PB learner on a real robotic setup could show its interest for actual robotic application. We are currently designing such an experiment.
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