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Abstract

Recently, there has been a surge of interest in the NLP community on the use of pretrained Language Models (LMs) as Knowledge Bases (KBs). Researchers have shown that LMs trained on a sufficiently large (web) corpus will encode a significant amount of knowledge implicitly in its parameters. The resulting LM can be probed for different kinds of knowledge and thus acting as a KB. This has a major advantage over traditional KBs in that this method requires no human supervision. In this paper, we present a set of aspects that we deem an LM should have to fully act as a KB, and review the recent literature with respect to those aspects.

1 Introduction

The impact of Pretrained Language Models (LMs) on Natural Language Processing (NLP) research can be described as nothing short of transformative. It has moved the field from feature engineering (Och et al., 2004; Zhang and Nivre, 2011) and architecture engineering (Chung et al., 2014; Kim, 2014; Bahdanau et al., 2015; Vaswani et al., 2017) to the pre-train and fine-tune paradigm (Radford and Narasimhan, 2018; Dong et al., 2019; Lewis et al., 2021), and lately the pre-train, prompt, and predict paradigm (Liu et al., 2021d). LMs pretrained on a large corpus of web data have been shown to contain different kinds of knowledge implicitly in their parameters without the need for any human supervision. This includes: world knowledge (Petroni et al., 2019; Rogers et al., 2020), relational knowledge (Safavi and Koutra, 2021), commonsense knowledge (Da et al., 2021), linguistic knowledge (Peters et al., 2018; Goldberg, 2019; Tenney et al., 2019b), actionable knowledge (Huang et al., 2022) and more. This access to knowledge is crucial for LMs to achieve state-of-the-art results on various downstream tasks. However, as is the case with most neural systems, knowledge in LMs is encoded in a diffused manner, making it generally difficult to interpret and hard to update.

Despite these recent breakthroughs, we often do not have full control over the behavior of LMs. As a result, utilizing these models in real-world scenarios is often unsuccessful. On the other hand, Knowledge Bases (KB) are easier to control. Here, KBs refers to a data structure that stores relational information in the form of triples connecting two triplets of entities by symbolic relations (e.g. ⟨Cairo, CapitalOf, Egypt⟩). They often follow rule-based heuristics, rendering them predictable, in addition to possessing large knowledge coverage, which primes them for use in real-world systems. These models are often used as chatbots and virtual assistants, where controlled generation of output is necessary to ensure appropriate responses (Chen et al., 2017). Therefore, KBs are a natural solution to access specific gold-standard
relational information. They are repositories of knowledge, for both structured and unstructured data, and can be seamlessly queried and updated by an end user.

Since KBs can access and update relational knowledge easier than LMs can, one question naturally arises: how can we control the repository of knowledge stored implicitly in the weights of a LM as similarly as KBs can? This question was first introduced in seminal work by Petroni et al. (2019) and has since ignited the interest of the community with the goal of instilling LMs with desirable properties of KBs.

Several works have already approached improving LMs through the lens of KBs: Petroni et al. (2019); Dhingra et al. (2021); Wang et al. (2020); Heinzerling and Inui (2021); Sung et al. (2021). Many of these works include updating factoids stored within the parameters of LMs (De Cao et al., 2021; Mitchell et al., 2021; Hase et al., 2021) to creating new methods for extracting factual knowledge (Petroni et al., 2019). Despite significant progress towards achieving parity between LMs and KBs, LMs still lack specific aspects that KBs have. For example, given the cloze phrases “Albert Einstein was born in [MASK]” and “The hometown of Albert Einstein is [MASK]”, a user of a KB can map both queries to one triplet $\langle$ Albert Einstein, BornIn, X $\rangle$ that the KB readily understands and thus consistently returns the same city. On the other hand, LMs may not be as consistent, yielding potentially different answers for the same underlying factual questions.

In this survey, we propose to consolidate the work on LMs-as-KBs within one cohesive framework, with a focus on aspects related to KBs that we think are useful to integrate into LMs. Few survey papers exist that evaluate LMs in this context. For instance, Wei et al. (2021) evaluate knowledge-enhanced pretrained LMs by delineating the types of knowledge that can be integrated into existing LMs. Safavi and Koutra (2021) divide relevant work according to the level of supervision provided to the LM by a KB. Similarly, Colon-Hernandez et al. (2021) cover the integration of structural knowledge into LMs but forgo implicit knowledge. Our study of LMs-as-KBs from our perspective is unique compared to the focus of existing survey papers. We aim to present the current landscape of LMs-as-KBs research and highlight the existing challenges that LMs face when applied in practice.

We observe the recent advances in LMs and explore them with respect to aspects that we find necessary for LMs to become as functional and utilizeable as KBs: access, consistency, editability, reasoning, and explainability. We further highlight where we are now in terms of the LMs-as-KBs framework as well as potential work for the future. Finally, we discuss the remaining challenges in the full adoption of LMs-as-KBs and propose directions for future research. This survey is structured as follows:

1. First, an overview of KBs and LMs and their intersection for LMs-as-KBs
2. Second, the enumeration of the aspects of LMs-as-KBs
3. Third, a brief summarization of each aspect with respect to recent work

We hope that by highlighting the aspects of LMs-as-KBs, we can consolidate knowledge in this ever-growing field of research. We envision that our work can provide a path for those new to the area of research to better improve LMs to be just as good, if not eventually better, than KBs.

2 Preliminaries

In this section, we define what LMs and KBs are, characterize the functions and attributes of KBs, and make direct comparisons between both LMs and KBs to highlight the current limitations of LMs in the context of the LMs-as-KBs framework.

2.1 Knowledge Bases

KBs usually adhere to a manually engineered schema that dictates the possible set of entities and relations and the interactions between them. Such a rigid schema facilitates different kinds of complex operations over the data (e.g. multi-hop reasoning) and ensures accurate, consistent and explainable answers. Examples of KBs include Wikidata (Vrandečić and Krötzsch, 2014) and the ATOMIC (Sap et al., 2019) (See Appendix A.1.1 for further details).

2.2 Language Models

In the context of this paper, we use the term “LM” to refer to a deep neural LM that is pre-trained on a large amount of unlabeled text in a self-supervised
setting such as masked language modeling. Examples include transformer-based models (Vaswani et al., 2017) such as BERT (Devlin et al., 2019), GPT-3 (Brown et al., 2020a), BART (Lewis et al., 2020) and T5 (Raffel et al., 2020).

2.3 LMs-as-KBs

KBs lack the flexibility that LMs offer in terms of extendability and expressability. KBs also require significant human effort to build and maintain. For example, populating KBs involves extracting huge amounts of relational data from unstructured text by using complex NLP pipelines such as entity linking and coreference resolution (Petroni et al., 2019). In contrast, LMs are able to implicitly capture this information without any supervision.

To better frame the current limitations of LMs with respect to the capabilities of KBs, we observe a total of five aspects of KBs that we would like LMs to excel at in order to be considered a KB. We consider **Access**, **Edit**, **Consistency**, **Reasoning**, and **Explainability and Interpretability**. The latter three are not implicitly done, but are easier to ensure within KBs than LMs.

**Access**  KBs are often simple to access via manual querying of terms using specific querying languages. On the other hand, LMs cannot be queried explicitly as the knowledge is not directly encoded in specific locations in the model. Current research has focused on how we can query LMs similarly to how we can query KBs, focusing on specific access patterns for different types of knowledge. For example, knowledge encoded in LMs can be accessed through probing via fill-in-the-blank (cloze) prompts (Taylor, 1953) and through traditional downstream finetuning. However, there is still more work needed to improve LMs for efficient and direct access.

**Edit**  Since LMs are pre-trained on a certain snapshot of data from a specific time, the knowledge it learns can be outdated (e.g. the population of some country), incorrect (Lin et al., 2021a), biased or toxic (Gehman et al., 2020; Bender et al., 2021). Perhaps more importantly, in the context of privacy, LMs may memorize sensitive information that needs to be removed (Carlini et al., 2021). Further, new information is created all the time. For example, most available LMs today would have never seen information related to the COVID-19 Omicron variant. However, updating a specific fact in a LM is not straightforward, as facts are encoded in the weights of the model in a distributed fashion, making them inaccessible or uninterpretable (Mitchell et al., 2021). The naive way of re-training the whole model on an updated set is expensive, especially with the ever-increasing size of current LMs (Brown et al., 2020a). There are increasing evidence that show that scaling LMs to larger sizes is not the solution to generating factually correct information (Lazaridou et al., 2021; Gehman et al., 2020; Lin et al., 2021a). As a result, this would also result in catastrophic forgetting (Wallat et al., 2021). Changing a single weight may have a ripple effect that affects a large number of other implicitly memorized facts. Therefore, this task of knowledge editing is of utmost importance, especially when considering LMs in the context of KBs.

**Consistency**  Language is multifaceted: the same meaning can be expressed in multiple forms. Structured KBs are built with consistency in mind; several efficient algorithms have been proposed to detect inconsistencies in KBs (Andersen and Pretolani, 2001) so such conflicts can be easily resolved, while other work aimed at quantifying the degree of which inconsistency arises in KBs (Picado-Muño, 2011). Therefore, in the face of such language variability, we should expect LMs to behave consistently under semantically equivalent contexts, even across different languages. Note that consistency does not imply correctness, as a KB can be consistent but store factually incorrect information. Similarly, a LM can have an incorrect belief about a certain fact but that belief is consistent across different queries.

**Reasoning**  In a KB, it can be simple to follow the path of reasoning. For instance, given the KB triplet \{(Cairo, CapitalOf, Egypt)\}, the KB can sensibly reason that Cairo is in Africa given that it has another relation explicitly stating that Egypt is a part of Africa. On the other hand, recent work has shown that LMs can perform different forms of reasoning when finetuned on datasets that elicit reasoning capabilities within LMs (West et al., 2021; Talmor et al., 2020b,a; Hase et al., 2021). Reasoning is not readily obvious and difficult to facilitate, as LMs have been shown to perform poorly on some types of reasoning such as structured reasoning (Kassner and Schütze, 2020).

**Explainability and Interpretability**  Given a KB triplet, nodes and links can easily be identified,
and the answer can easily be inferred. However, in LMs, knowledge is rarely understood by simply looking at the output. Moreover, the location of the parameters in which the knowledge comes from is unknown. Under perfect circumstances, one would want LMs to be explainable and interpretable to the end user, especially for stakeholders with no prior understanding of NLP (Lakkaraju et al., 2022). However, current research on LMs is far from achieving this goal, as many of the newer techniques focus on black box rather than white box techniques (Danilevsky et al., 2020). As a result, imbuing explainability and interpretability in LMs is core to improve LMs-as-KBs. We make the distinction, however, that KBs are inherently explainable. On the other hand, interpretability, while not latent in KBs, is still an important aspect to apply to LMs (Lipton, 2018) that we also focus on for the purposes of the survey.

3 Accessing Knowledge

KBs can simply be accessed by querying for specific entity nodes given the starting node and edge corresponding to the relation. In contrast, it is more difficult for LMs to access for specific pieces of knowledge. However, previous research has shown that LMs have the ability to be efficient few-shot and zero-shot learners, which shows that knowledge learned during pretraining can be potentially accessible by finetuning or prompting (Brown et al., 2020b). As a result, imbuining explainability and interpretability in LMs is core to improve LMs-as-KBs. We make the distinction, however, that KBs are inherently explainable. On the other hand, interpretability, while not latent in KBs, is still an important aspect to apply to LMs (Lipton, 2018) that we also focus on for the purposes of the survey.

3.1 Finetuning

The knowledge stored in a LM is most often inaccessible to the end-user as compared to a KB. Therefore, to retrieve specific pieces of information from a LM, one prevailing method is to finetune the model on a relevant downstream task (e.g., commonsense question answering) so it can make way for the required knowledge to surface in the output during evaluation. Previous work has shown that most knowledge encoded in a LM are acquired during pretraining, while finetuning just learns an interface to access that acquired knowledge (Da et al., 2021; Wallat et al., 2021).

3.2 Prompting

The ever-increasing size of LMs make them expensive to finetune and store in practice, despite some architectural innovations that overcomes some of these challenges (Houlsby et al., 2019). On the other hand, prompting has emerged as an alternative method to extract the wanted knowledge directly from a LM (Qin and Eisner, 2021). These prompts are often difficult to craft (Adolphs et al., 2021; Qin and Eisner, 2021; Jiang et al., 2020b), and small changes in prompts can result in large performance differences, which can in turn affect consistency (see Section 4). Research following the pretrain, prompt, and predict paradigm (Liu et al., 2021d) utilize prompts to induce more knowledge from LMs (Petroni et al., 2019; Davison et al., 2019; Jiang et al., 2020b). Prompting can be divided up into several categories, including Discrete Prompts and Soft Prompts.

**Discrete Prompts** Prompting often enables LMs to learn a specific subtask without extensive finetuning. This paradigm gives the model a familiar query format, which in turn leads to better responses. Many papers tackle prompting from the view of cloze-style like in Petroni et al. (2019); Davison et al. (2019); Jiang et al. (2020b); Talmor et al. (2020a); Dhingra et al. (2021); Liu et al. (2021b) in which these works use prompting to extract specific knowledge, such as commonsense (Davison et al., 2019), temporal (Dhingra et al., 2021; Liu et al., 2021b) and factual (Petroni et al., 2019), in a format known as Discrete Prompts. Prompting has also been applied to specific domains, such as biomedical, to extract domain-specific knowledge (Sung et al., 2021). It was first introduced in Radford and Narasimhan (2018); Radford et al. (2019) where it was shown that it could achieve decent zero-shot performance by crafting the right prompt. Knowing that prompting worked well, the same knowledge was applied to smaller LMs. Schick and Schütze (2021a,b); Gao et al. (2021) find that prompting smaller LMs improves performance, especially over supervised baselines. Others also take advantage of this improved performance and evaluate other discrete prompting approaches, such as through entailment (Wang et al., 2021a) and label token optimization (Zhang et al., 2021).

The challenge of crafting the ideal prompt for specific task is a non-trivial one. Shin et al. (2020)
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tackles this by taking a gradient-based search to find the appropriate prompt for a specific task. AUTOPROMPT creates a template automatically to do so. On the other hand, Logan et al. (2021) takes a more manual approach to crafting prompts with comparable accuracy to manual prompts by creating null prompts, those of which are task-agnostic and are a simple concatenation of the input and a [MASK] token.

**Soft Prompts** Other approaches fall under the categorization of Soft Prompts. Those are prompts that are represented by continuous word vectors, used as input and tuned, while keeping the remainder of the model unchanged. Li and Liang (2021) achieve comparable results on generation while using very few of the model’s actual parameters by proposing prefix-tuning; task-specific vectors that can be tuned. Meanwhile, specific to extracting factual knowledge, Qin and Eisner (2021); Zhong et al. (2021) find that Soft Prompts carry an advantage over Discrete Prompts since they are more expressive and can represent multiple contexts simultaneously. Zhong et al. (2021) takes a gradient-based approach to soft prompting while Qin and Eisner (2021) improves upon AUTOPROMPT via continuous word vectors. A number of papers show that soft prompting, when optimized for specific tasks such as relation extraction and natural language understanding, can achieve better performance with minimal tuning (Lester et al., 2021; Han et al., 2021).

Other methods have been used without editing model parameters. First introduced with GPT-3 Brown et al. (2020b), in-context learning, which adds extra information to the model in the form of in-context demonstrations can improve performance. However, these works are still far from achieving human-level performance (Gao et al., 2021; Liu et al., 2021a).

4 **Consistency**

LMs are shown to suffer from a lack of consistency in their answers (Elazar et al., 2021). For example, they can provide different results when queried for the same fact but under a different wording (i.e. a paraphrase). In this section, we consider consistency in light of three different contexts: Paraphrasing, Commonsense and Multilinguality.

**Paraphrase** Bhagat and Hovy (2013) define the term quasi-paraphrases as ‘sentences or phrases that convey approximately the same meaning using different words’. The word *approximately* is key here, since it does not assume the strict and logical equivalence of paraphrase. This fuzzy definition allows for a broader set of samples to be considered as paraphrases, and is of interest when considering consistency for LMs. Therefore, one method for measuring the consistency of a model is to probe it using paraphrases of the same relation for a specific subject, and test whether it always predicts the same object or not (Kassner and Schütze, 2020; Ettinger, 2020; Elazar et al., 2021). To that end, several benchmarks have been proposed to measure consistency of LMs (Ravichander et al., 2020; Elazar et al., 2021), while other datasets have been adapted for that purpose (Levy et al., 2017; Wang et al., 2021c). For instance, De Cao et al. (2021) and Mitchell et al. (2021) employ back-translation to generate paraphrases (Sennrich et al., 2016; Wieting and Gimpel, 2018) for measuring consistency after editing factual knowledge in LMs. To mitigate this lack of consistency, Elazar et al. (2021) include a new term in their loss function that aims to minimize the Kullback-Leibler (KL) divergence for instance between the output distribution of different paraphrases.

**Commonsense** Consistency, however, is not limited to paraphrasing. Previous work explores the brittleness of LMs and the addition of a negation element (e.g. not) to a probe (Kassner and Schütze, 2020; Ettinger, 2020). Specifically, a LM can maintain two contradictory beliefs in its parameters, such as “Birds can fly” and “Birds cannot fly”, showing that they are insensitive to the contextual impacts of negation. Further, Kassner and Schütze (2020) show an equal effect when mispriming the probe with a misleading distractor (e.g. Talk? Birds can [MASK]). Robust LMs will not only be consistent under different paraphrases and negations, but also under entailment. Hase et al. (2021) measure consistency under entailment, including contrapositives, after updating beliefs of a LM. Specifically, they adapt the LeapOfThought dataset (Talmor et al., 2020b) such that each datapoint has a main fact (e.g. A viper is a vertebrate) that they update and an entailed claim (e.g. A viper has a brain) that they check the truth value of with respect to the model’s updated beliefs. Similar to the efforts done for overcoming lack of consistency under different paraphrases, Hase et al. (2021) add...
another loss term to their objective function to minimize the error across entailed data. On the other hand, Kassner et al. (2021) use a feedback mechanism that issues relevant information from a symbolic memory of beliefs as input to the system during test-time in order to improve consistency under entailment.

**Multilingual** Cross-lingual LMs that are trained on several languages, such as XGLM (Lin et al., 2021b), must be consistent across the languages they support. For example, the same probe queried in different languages must provide the same fact. Liu et al. (2021c) design a knowledge-based multilingual LM pretraining framework using Wikidata (Vrandečić and Krötzsch, 2014) that shows improvement on cross-lingual NLP tasks, but neither they nor other work measure consistency under multilinguality.

5 Model Editing

There have been a number of works that address the problem of model editing, with strategies ranging from simple finetuning to making use of an external memory for adding or replacing factual knowledge. To that end, De Cao et al. (2021) describe a set of rules that editing methods should conform to: **Generality** implies that the editing method should be capable of changing the facts of any LM that is not specifically trained on adaptability. For example, training using meta-learning is one way to make the models editable using a few gradient steps (Finn et al., 2017). **Reliability** means that editing a LM should only affect the targeted fact while retaining other unrelated information. **Consistency** signifies that changes should be consistent across semantically equivalent inputs. Hase et al. (2021) measure consistency under entailment (i.e. changing one fact must change other entailed facts in the LM), which Mitchell et al. (2021) call the equivalence neighborhood.

5.1 Task Formulation

To put it formally, given a LM $f_0$ that contains a collection of implicit factual knowledge $\mathcal{F} : \{(x, y)_i\}$ in its parameters $\theta$ by mapping an input $x_i$ to a potentially undesired output $y_i$, the goal is to obtain a new parameter set $\theta^*$ that conforms to a dataset of revisions $\mathcal{D} : \{(x, \hat{y})_j\}$ by predicting the desired output $\hat{y}_j$ for $x_j$. In addition, the new model $f_{0^*}$ should alter the base model’s output on the equivalence neighborhood $\mathcal{P}^x$ of inputs in $\mathcal{D}$ (i.e. related input/output pairs such as paraphrases of $x$) while leaving the model’s behavior intact on other unrelated inputs $\mathcal{O}^x$.

5.2 Finetuning

**Baseline Methods** One natural strategy to solve this problem is to finetune the model in question or retrain it from scratch on a modified training corpora that is consistent with the new facts. However, such a method would be expensive and impractical for modifying a few datapoints, especially for large LMs. Another approach is to construct a collection of supporting evidences for the modified facts and use it to finetune the model by minimizing a per-instance loss. This method can achieve high performance on the modified facts $\mathcal{D}$, but can significantly degrade the model’s performance on the unmodified facts (Zhu et al., 2020). To obtain a reasonable accuracy on both, one can include evidences from $\mathcal{D}$ and the set of facts that should not be modified $\mathcal{O}^x$ in every iteration while finetuning. However, as discussed below, further tricks need to be employed to retain the accuracy on the unmodified facts to avoid catastrophic forgetting.

**Constrained Finetuning** Zhu et al. (2020) tackle this problem by enforcing a norm-based constraint on the model’s weights $\theta$ while finetuning the model on the dataset of revisions $\mathcal{D}$ such that it minimally interferes with the facts that should not be modified. However, such a constraint on the parameter space ignores the highly non-linear nature of LMs (De Cao et al., 2021).

5.3 Hyper Networks

Another class of methods uses a set of small neural networks (also known as a hyper-networks or learned optimizers) that learns to predict the shift in weights for editing a targeted fact (Ha et al., 2017). Specifically, De Cao et al. (2021) propose KNOWLEDGEEDITOR that additionally applies a constraint on the update in the function space as opposed to the parameter space like in Zhu et al. (2020). The intuition behind this is to predict identical output distributions to the original one for all unrelated inputs $\mathcal{O}^x$. However, this method fails when editing very large models. Therefore, to scale to larger models, Mitchell et al. (2021) propose Model Editing Networks with Gradient Decomposition (MEND) that trains hyper-networks on the standard finetuning gradient of a given correction. The trick they employ is decomposing the gradi-
ent into its rank-one outer product form to learn a function $g$ that scales nicely with a model’s dimensionality, making it much less computationally expensive than prior methods. In a parallel line of work, Hase et al. (2021) introduce a training objective for Sequential, Local, and Generalizing model updates (SLAG). They show that SLAG outperforms previous methods when updating multiple beliefs in sequence.

5.4 Direct Editing
Meng et al. (2022) propose another method they call Rank-One Model Editing (ROME) for modifying factual knowledge in large neural networks. Specifically, they consider the transformer MLP modules as simple key-value memories (Geva et al., 2021), and editing a specific fact is just a matter of locating the relevant MLP weights by causal tracing then writing to it directly the new key-value pair using a rank-one modification.

6 Reasoning
It has been a long-standing goal of AI to reason over explicit knowledge given to it in order to reach conclusions (McCarthy, 1959; Newell and Simon, 1956; Metaxiotis et al., 2002). The advent of LMs has brought this dream closer to reality (Clark et al., 2020). Concretely, LMs are shown to leverage the knowledge they learn during pretraining to perform well on reasoning tasks expressed in natural language rather than in formal representations. Such tasks include: commonsense (Da et al., 2021), natural language inference (Bowman et al., 2015), mathematical (Saxton et al., 2019; Polu et al., 2022), rule-based (Clark et al., 2020), inductive (Misra, 2021) and abductive reasoning (Bhagavatula et al., 2020). However, we focus on types of reasoning that KBs have been shown to perform better on NLP tasks.

6.1 Symbolic Reasoning
Logical Reasoning  Previous work show that LMs can perform rule-based reasoning by emulating the process of binding facts with low level first order logic rules to deduce a conclusion (Clark et al., 2020; Talmor et al., 2020b; Gontier et al., 2020). LMs can also generate proofs demonstrating their ‘chain of thought’ (Saha et al., 2020; Tafjord et al., 2021; Polu et al., 2022). Wei et al. (2022) show that inducing a prompt that mimics the reasoning process improves the performance on reasoning tasks such as math word problems.

Mathematical Reasoning In another line of work, Nye et al. (2021) show that LMs can perform complex multi-step computations when asked to generate the results of intermediate steps. Polu et al. (2022) show that by using expert iteration (i.e. proof search (Polu and Sutskever, 2020) interleaved with curriculum learning) a LM can solve complex mathematical problems.

Limitations Despite these successes, the best models are still unable to chain more than 2 or 3 non-trivial steps of complex reasoning (Polu et al., 2022). Further, it largely remains an open question of whether the LMs are indeed “reasoning” or just emulating the thought process of humans (Wei et al., 2022).

6.2 Commonsense Reasoning
Commonsense reasoning is the ability to reason about the underlying nature of situations humans encounter on a day-to-day basis such as the effects of Newtonian physics and the intentions of others. LMs are shown to possess a certain amount of commonsense knowledge in their parameters (Petroni et al., 2019; Davison et al., 2019; Zhou et al., 2020; Cui et al., 2021). As a result, Huang et al. (2019); Talmor et al. (2019); Sap et al. (2019); West et al. (2021) introduce datasets to evaluate the extent to which LMs can reason over the knowledge they learned during pretraining. In addition to implicit reasoning, Talmor et al. (2020b) show a way in which LMs can systematically reason over both explicit input statements given to the model by a user and the implicit knowledge stored in the parameters of the model. However, despite succeeding in commonsense leaderboards, Merrill et al. (2021) suggest that those models fail to understand the underlying semantics leading them to commit trivial mistakes.

7 Explainability & Interpretability
While the field of NLP has traditionally been guarded by the use of inherently explainable and interpretable techniques, the move from predominantly statistical NLP methods to black box neural models have only motivated the necessity to return to the study of explainability and interpretability. While literature in NLP and computer science combine explainability and interpretability as similar, if not, identical aspects (Došilović et al., 2018),
we aim to clarify these confusions by creating clear definitions for both terms. In short, we define **Interpretability** as the inspection of the inner workings of the model and understanding the reasoning behind model predictions by evaluating internal mechanisms. On the other hand, **Explainability** is a focus on the outward appearance of a model, namely whether the model’s outputs are explainable in a post-hoc setting.

Since our main goal is to apply these LMs-as-KBs in practice, LMs that are not explainable and interpretable are often undeployable. For example, prior work has identified that BERT (Devlin et al., 2019), while powerful, is inherently opaque with respect to its inner workings (Rogers et al., 2020). KBs, on the other hand, are far easier to read, as their fixed schemas are simpler to interpret. Having the same level of explainability inherent in LMs as we do in KBs would vastly improve their practical use. However, while KBs are naturally explainable, they do not inherently have interpretable qualities. So we make the distinction that, while we talk about both aspects with respect to LMs, we in tangent explain interpretability to cover all aspects of explainable AI in LMs.

### 7.1 Interpretability

Transformer models (Vaswani et al., 2017; Devlin et al., 2019; Liu et al., 2019; Raffel et al., 2020) are composed of different building blocks: the encoder, decoder, self-attention, and more. However, we know little of how these building blocks work. Even as newer LMs are devised, some model capabilities remain uninterpreted, and problematic behaviors become evident even after a model has been in use for a long period of time. As a result, a deep understanding of the mechanisms that drive these models is imperative for long-term use and applied success in the real world.

**Probing** Because little is known about how neural models function, many researchers opt to understand these models via probing. In its most basic form, one type of probing is done by way of the use of a simple linear classifier to associate internal representations with external properties (Belinkov et al., 2020). Probing allows researchers to answer questions about how the models function, their structure, or the decisions that these models make, especially regarding how these models learn linguistic structures (Tenney et al., 2019b; Hewitt and Liang, 2019; Hewitt and Manning, 2019; Belinkov et al., 2020).

### Attention

With the introduction of attention-based LMs (Vaswani et al., 2017), researchers have attempted to use attention (Bahdanau et al., 2015) to interpret the inner workings of the models. However, attention heads have been found to be fairly uninterpretable, as Michel et al. (2019) has found that multiple attention heads have little impact on performance. Other transformer-based attention research has evaluated whether these models actually learn linguistic and syntactic structure and the relationship between them (Tenney et al., 2019a; Jawahar et al., 2019; Clark et al., 2019; Vig and Belinkov, 2019).

However, many previous works have also contended whether attention can convey proper explanations (Jain and Wallace, 2019; Serrano and Smith, 2019; Wiegreffe and Pinter, 2019). Jain and Wallace (2019) and Serrano and Smith (2019) argue that attention cannot be used as a *faithful* explanation for the model. On the other hand, Wiegreffe and Pinter (2019) contradicts both statements by noting that there is a *plausible* chance that attention could be correlated with the model. However, this claim is dependent on one’s definition of explanation. Mohankumar et al. (2020) follows up prior work to note that the distribution of attention fails to fall on important words and strays to unimportant tokens. As a result, the definition of whether attention can adequately provide an explanation for the inner workings of LMs remains opaque.

### Transformer Mechanisms

We evaluate transformers and whether they are explainable via other mechanisms, such as the feedforward layers (Zhao et al., 2021; Geva et al., 2021; Meng et al., 2022). Zhao et al. (2021) propose a tool to measure non-linearities in LMs by taking into account geometry space of embeddings, finding that the non-linearity of the self-attention feedforward layers and MLPs of a LM follow similar patterns, but their functions are less known. Geva et al. (2021) extrapolate from this learned fact and find that feedforward layers in LMs are just key value memories; as a result Meng et al. (2022) are able to use their method of causal tracing to locate the knowledge and use the key value pairs to access knowledge within the feedforward layers and make modifications to it.

### Mechanistic Interpretability

Akin to reverse engineering software, if we could reverse engineer transformers, we could garner more understanding
about the inner workings of these models. Elhage et al. (2021) introduces mathematical conception as a way to understand the internal operations within. In addition, they also discover that attention heads can explain in-context learning within smaller models. Their promising results highlight the potential for further development of mathematical tools to understand computational patterns.

**Causal tracing** Introduced in Meng et al. (2022), causal tracing is another form of accessing in which the model is traced for the path of information within. To do so, the model is run multiple times while corruptions are introduced to the system, then the system is restored to tease out which changes restored the original results. Their results show that it is possible to identify activations that are related to a model’s factual predictions.

### 7.2 Explainability

The more we better explain the output of existing LMs, the better we can tailor these systems to real-world use. These explanations for model behavior could in turn be used to correct model shortcomings and improve help the end user gain trust in a system.

**Influence Functions** One way to explain a black box model is through a technique known as an influence function. First introduced by Hampel (1974), Koh and Liang (2020) applies influence functions to neural models by using second-order optimization techniques; presenting a method that enable influence functions to be used to interpret model outputs.

Han et al. (2020) applies influence functions to LMs, finding that influence functions may be better suited for more complex tasks, such as natural language inference, despite these methods being computationally prohibitive (Pezeshkpour et al., 2021b). Gradient-based and non-Hessian information influence attribution methods (Pezeshkpour et al., 2021b) have been introduced to speed up computation. (Pezeshkpour et al., 2021a) also introduce the combination of influence attribution with saliency maps to find artifacts in training data more accurately than using influence functions alone.

Influence functions have also been used for interactive debugging by way of using humans as feedback after interpreting their output (Zylberajch et al., 2021). In this way, we show promise that there is a potential to integrate these explainability tools with humans in a more practical setting.

**Explanations** Researchers have introduced the potential for LMs to generate coherent explanations of their decisions. LMs such as T5 (Raffel et al., 2020) are able to generate explanations that achieve state-of-the-art performance on explainability benchmarks (Narang et al., 2020). Despite the push to use explanations as a way to improve explainability within LMs, these explanations are still inconsistent and fickle. Camburu et al. (2020) show that by using an adversarial framework to interject modified inputs, they are able to show that LMs generate a large number of inconsistencies in their explanations.

Other methods have shown that LMs can learn to generate the reasoning process behind their decisions using prototype networks (Schramowski et al., 2021), through highlighting fragments of the input text to justify the output (Lei et al., 2016), or using human-provided explanations in the training process (Camburu et al., 2018; Paranjape et al., 2021).

### 8 Future Work & Limitations

In this paper, we review the literature with respect to five aspects that LMs need to be proficient at to qualify as KBs. However, despite these recent breakthroughs, the community still has a long way to go to enable the real-world deployment of LMs. For instance, pretrained LMs need explicit tuning on a consistency corpus (Elazar et al., 2021) in order to behave similarly under different paraphrases. They are also sensitive to word-order, negation, priming, and patterns (Kassner and Schütze, 2020) and are unreliable out-of-the-box. Furthermore, previous work demonstrates that there are theoretical limitations to transformers that prevents them from performing certain types of reasoning tasks (Hahn, 2020; Bhattamishra et al., 2020; Helwe et al., 2021). They also lack social intelligence (Liang et al., 2021), an understanding of time (Dhingra et al., 2021; Lazaridou et al., 2021), causality (Li et al., 2021), dealing with uncommon facts (Poerner et al., 2020; Jiang et al., 2020a) and counterfactual reasoning (Feng et al., 2021). We hope that by uncovering the limitations of LMs from the perspective of KBs, we can continue to motivate exploring intrinsically the positives of KBs and apply the knowledge to improving LMs.
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paradigm and the solutions proposed by these models that improve LM performance.

These models often incorporate knowledge explicitly through a combination of several means: via some form of pretraining strategy that explicitly encodes entity-level or relation-level data, via the integration of external memory to an existing LM, via an attention-based mechanism, or via a retrieval-based model that gathers the appropriate nodes of a KG. Models that implicitly contain knowledge, such as existing pretrained LMs, are not covered in this section, as we focus on explicit incorporation of knowledge.

A.1 External Memory

Existing LMs are often unable to store localized information about facts and specific knowledge; on the other hand, KBs have been known to store information about millions of entities in an interpretable fashion. Knowing this, existing research focuses on taking advantage of the storage capabilities of KBs and integrating this capability into LMs (Wei et al., 2021).

Heinzerling and Inui (2021) introduce initial work understanding how LMs-as-KBs can be used in more general settings, especially in integrating knowledge about general and rare entities, since representing millions of entities within LMs is difficult when LMs have a limited vocabulary. Recent work often forgo the potential to deploy these LMs-as-KBs in the real world. To improve existing LM and overcome memory limitations, recent work focuses on the goal of improving memory for LMs to store more information about external information, such as information about entities in a sentence.

External memory has previously been used for neural networks (Bahdanau et al., 2015; Weston et al., 2015; Graves et al., 2014; Ahn et al., 2017). Ahn et al. (2017) specifically propose the NKLM to take advantage of external knowledge and exploit factual knowledge. Now, a large number of works now integrate external memory to improve performance on knowledge-intensive tasks. To summarize these works, we focus on detailing the different strategies of integrating external memory within LMs and how they can be further improved on.

A.1.1 External Knowledge Graphs

Prior work on LMs-as-KBs involves the explicit creation of external knowledge graphs (KG) that

Appendix

A Models

In the main sections, we detail more general aspects of LMs. To follow the sections, we cover the different models that fall under the LMs-as-KBs
Table 1: Models and the associated modifications to improve knowledge within their parameters.

| Name       | Author                  | External KG | Non-Parametric Memory | Pretraining | Attention | Retrieval |
|------------|-------------------------|-------------|-----------------------|-------------|-----------|-----------|
| QA-GNN     | Yasunaga et al. (2021)  |             |                       |             |           |           |
| KnowBERT   | Peters et al. (2019)    |             |                       |             |           |           |
| KGLM       | Logan et al. (2019)     |             |                       |             |           |           |
| NKLM       | Ahn et al. (2017)       |             |                       |             |           |           |
| REALM      | Guo et al. (2020)       |             |                       |             |           |           |
| EAE        | Févry et al. (2020)     |             |                       |             |           |           |
| FAE        | Verga et al. (2020)     |             |                       |             |           |           |
| OPQL-LM    | Sun et al. (2021)       |             |                       |             |           |           |
| TOME       | de Jong et al. (2021)   |             |                       |             |           |           |
| RAG        | Lewis et al. (2021)     |             |                       |             |           |           |
| LUKE       | Yamada et al. (2020)    |             |                       |             |           |           |
| mLUBE      | Li et al. (2021)        |             |                       |             |           |           |
| ERMIE      | Zhang et al. (2019)     |             |                       |             |           |           |
| ERICA      | Qin et al. (2021)       |             |                       |             |           |           |
| KEPLER     | Wang et al. (2021c)     |             |                       |             |           |           |
| SPALM      | Yogatama et al. (2021) |             |                       |             |           |           |
| GRF        | Ji et al. (2021)        |             |                       |             |           |           |
| RelationLM | Lu et al. (2022)        |             |                       |             |           |           |
| HTLM       | Aghajanyan et al. (2021)|           |                       |             |           |           |
| CM3        | Aghajanyan et al. (2022)|           |                       |             |           |           |
| K-BERT     | Liu et al. (2020)       |             |                       |             |           |           |
| ERMIE      | Sun et al. (2019)       |             |                       |             |           |           |
| KG-BERT    | Yao et al. (2019)       |             |                       |             |           |           |
| BERT-MK    | He et al. (2020)        |             |                       |             |           |           |
| KALM       | Rosset et al. (2020)    |             |                       |             |           |           |
| DrKIT      | Dhingra et al. (2021)   |             |                       |             |           |           |
| MBPA++     | de Masson d’Autume et al. (2019) | |           |             |           |           |
| Multitask Model | Mailillard et al. (2021) | |           |             |           |           |

are incorporated into models, such as in the model KGLM (Logan et al., 2019). KGLM looks at explicitly incorporating KGs into LMs. KGLM can access facts which are stored in a KG, growing constantly as new facts are added. The model selectively grows the KG if a fact is not there or refers back to the KG to pick an existing fact.

While not explicitly a model, GRF (Ji et al., 2020) propose a method to enable multi-hop reasoning with transformers. To do so, the model first encodes multi-relational graphs to obtain representations for concepts, then reasons over multiple relational paths to generate the concept, and finally chooses the output by determining the probability of obtaining the concept from the KG versus choosing a word from its innate vocabulary.

Other work also evaluate other domains. He et al. (2020) introduce BERT-MK, which integrates contextualized knowledge from a medical KG, which shows improvement over existing biomedical models on entity typing and relation classification tasks.

A.1.2 Non-parametric Memory

Non-parametric memory can be seen as memory that is used in addition to internal LM memory. Existing work integrates non-parametric memory with LMs to improve performance on downstream tasks.

Ahn et al. (2017) adapts an early version of non-parametric memory with neural models using NKLM. NKLM is able to combine symbolic knowledge provided from a KG with an RNN (Hochreiter and Schmidhuber, 1997).

Other work adopt a similar strategy via embeddings to incorporate entity knowledge. Early work on KnowBERT (Peters et al., 2019) introduces entity vectors that are computed from mention-span representations that are obtained from BERT (Devlin et al., 2019) to form entity-span representations. Other work follow similarly: Févry et al. (2020) introduce EAE, a LM augmented with entity memory to keep track of facts about entities. Building off of this, FAE (Verga et al., 2020) adds an additional memory that encodes triples from a symbolic KB that can be accessed with key-value memory to extract facts and improve predictions. Other models such as ERMIE, KEPLER, and KALM use existing algorithms to embed entity and relation knowledge into embeddings (Zhang et al., 2019; Wang et al., 2021b; Rosset et al., 2020). RAG uses vector indices of Wikipedia to access latent information during inference on knowledge-
intensive tasks (Lewis et al., 2021)

Introduced by (Dhingra et al., 2020), DrKIT includes a virtual knowledge base (VKB), which is a "soft knowledge base" that is used in conjunction with neural methods to compensate for structure and find answers to questions. Sun et al. (2021) improve the idea of a VKB and introduces an additional strategy to learn entity and information through OPQL, utilizing key-value memory to learn relationships between entities and relations. de Jong et al. (2021) take the idea of a VKB and insert it into TOME as non-parametric memory to improve reasoning over various knowledge sources.

Episodic non-parametric memory can also be introduced to LMs to remember specific knowledge, including both short-term and long-term contexts (de Masson d’Autume et al., 2019; Yogatama et al., 2021; Liu et al., 2022).

Liu et al. (2020) try a different strategy by introducing a visible matrix for their model K-BERT to control the impact of certain knowledge injected.

A.1.3 Attention over Memory

Attention mechanisms over specific types of memory can extract salient information during inference. Early iterations of attention over memory can be seen in KnowBERT (Peters et al., 2019) where they introduce KAR, a form of multi-headed attention between word representations and knowledge-enhanced entity span vectors. On the other hand, in TOME (de Jong et al., 2021), they employ attention over an entire VKB within a transformer model to retrieve the relevant pieces of knowledge.

Other work modify existing transformer layers to add an additional self-attention mechanisms over entity knowledge, specifically looking at using the attention to identify the query mechanisms required depending on the attending token and token attended to (Yamada et al., 2020; Ri et al., 2021).

A.2 Pretraining

Models have been known to encode knowledge within their parameters through unsupervised methods during pretraining. For example, given the example Obama is from [MASK], using a masked language modeling (MLM) objective, we would expect the model to predict Hawaii. However, there is no explicit integration of any entity-level or relation-level knowledge through this objective. As a result, a number of work have sought to incorporate entity-level or relation-level knowledge through pretraining strategies and loss function modifications.

Various models focus on different pretraining strategies, whether that be through the augmentation of the input or modification of loss functions or others. FAE adapts from the the EAE model to introduce a pretraining scheme modeled as a cloze-type Question Answering (QA) task (Verga et al., 2020). Other pretraining tasks include an augmentation of the existing masked language modeling (MLM) task by masking the entities and predicting the entities during pretraining (Sun et al., 2021; Yamada et al., 2020; Ri et al., 2021; Zhang et al., 2019) or introducing multiple preexisting pretraining tasks to be used in conjunction with each other, such as MLM (Yamada et al., 2020; Ri et al., 2021). Sun et al. (2019) introduce three levels of masking for their pretraining task: basic-level, phrase-level, and entity-level masking. Other work introduce a special loss function in conjunction with the standard MLM objective that focuses on predicting entities (Rosset et al., 2020), linking entities to text (Février et al., 2020; Verga et al., 2020; Sun et al., 2021; de Jong et al., 2021), objectives focusing on semantic understanding of relations and entities (Qin et al., 2021), or knowledge embedding objective where entities and relations are encoded in KGs as distributed representations KE (Wang et al., 2020).

Some models are trained on inputs augmented specifically to encode better representations of entities and relations. For example, de Jong et al. (2021) inserts start and end entity tokens around each entity in the input. Others mask both relations and entities during pretraining, like in Sun et al. (2021). Yao et al. (2019) also imbues entity and relation information by taking the entities and relations in a sequence as input into existing LMs.

Aghajanyan et al. (2021, 2022) look at methods to incorporate more knowledge with data not commonly used in unimodal and multimodal settings. In Aghajanyan et al. (2021, 2022), both HTLM and CM3 models apply scraped HTML and find that pretraining with size hints and prompting with BART (Lewis et al., 2020) can creative effective transfer to a wide range of downstream tasks and supervision levels. These approaches show the potential for web-scraped data to be used as viable signals for model pretraining on knowledge-intensive tasks.
A.3 Retrieval

Some models can capture more knowledge in modular and interpretable ways via retrieval methods. Guu et al. (2020) introduce REALM which contain ways to extract knowledge by applying retrieval-based methods during pretraining, finetuning, and inference. Their method allows retrieval of Wikipedia knowledge and ability for the model to decide what kinds of information to query during inference. Lewis et al. (2021)’s RAG follow the same retrieval-based approach but instead integrates a non-parametric seq2seq to improve on tasks outside of open-domain extractive question answering. In the case of multi-task settings, Maillard et al. (2021) show that it is indeed possible to develop a universal multi-task retriever using non-task-specific methods using a passage and query encoder shared across all tasks.