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Abstract

Reinforcement Learning (RL) has the promise of providing data-driven support for decision-making in a wide range of problems in healthcare, education, business, and other domains. Classical RL methods focus on the mean of the total return and, thus, may provide misleading results in the setting of the heterogeneous populations that commonly underlie large-scale datasets. We introduce the $K$-Heterogeneous Markov Decision Process ($K$-Hetero MDP) to address sequential decision problems with population heterogeneity. We propose the Auto-Clustered Policy Evaluation (ACPE) for estimating the value of a given policy, and the Auto-Clustered Policy Iteration (ACPI) for estimating the optimal policy in a given policy class. Our auto-clustered algorithms can automatically detect and identify homogeneous sub-populations, while estimating the Q function and the optimal policy for each sub-population. We establish convergence rates and construct confidence intervals for the estimators obtained by the ACPE and ACPI. We present simulations to support our theoretical findings, and we conduct an empirical study on the standard MIMIC-III dataset. The latter analysis show evidence of value heterogeneity and confirms the advantages of our new method.
1 Introduction

Many real world problems involve making decisions sequentially based on data that is influenced by previous decisions. For example, in clinical practice, physicians make a series of treatment decisions over the course of a patient’s disease based on his/her baseline and evolving characteristics (Schulte et al., 2014). In education, human and automated tutors attempt to choose pedagogical activities that will maximize a student’s learning, informed by their estimates of the student’s current knowledge (Rafferty et al., 2016; Reddy et al., 2017). The framework of reinforcement learning (RL), powered by large-scale datasets, has promise to provide valuable decision-making support in a wide range of domains, from healthcare, education, and business to scientific research (Schulte et al., 2014; Mandel, 2017; Zhou et al., 2017).

Classical RL methods estimate the value function, which is defined as the expectation of accumulated future rewards conditioned on the state, or a state-action pair, at the time when a decision is made. An optimal policy is obtained by maximizing the value function at each decision point. Such mean-value-based RL methods have been the subject of a large literature (See Sutton and Barto (2018) and references therein for a complete review). However, naive applications of the mean-value-based RL methods to large-scale datasets may generate misleading results because real-world datasets are often created via aggregating many heterogeneous data sources. Each data source may contain a different sub-population with different associations between state variable, action and outcomes (such as state transition, immediate rewards, and return). Consider, for example, the MIMIC-III dataset (Johnson et al., 2016; Komorowski et al., 2018). In Figure 1 (a), we plot the results of learning a single linear Q function (i.e., a conditional expectation of future return on state-action pairs) with the entire sepsis cohort data. The plot shows the estimation residual. It is obvious that the dataset consists of two sub-populations with different mean values. The mean-value-based Q learning procedure fails to capture the heterogeneity in the dataset. In general, results based on integrating over the entire
super-population can be misleading, sometimes even dangerous in high-risk applications such as health care, finance and autonomous driving.

Figure 1: Heterogeneity in the MIMIC-III dataset and the improvement achieved by ACPI.

In this paper, we introduce a framework that we refer to as $K$-heterogeneous MDP ($K$-hetero MDP) to model dynamic decision making problems with heterogeneous populations. We propose an algorithm, Auto-Clustered Policy Iteration (ACPI), that can automatically detect and identify homogeneous sub-populations from a dataset while learning the $Q$ function and the optimal policy for each sub-population. We establish statistical guarantees for the estimators produced by the ACPI. Specifically, we obtain convergence rates and we construct confidence intervals (CIs) for the estimated model parameters and value functions. These theoretical results are especially important in high-risk applications. We apply the proposed method on the standard MIMIC-III dataset. Figure 1 (b) presents the residuals after applying the ACPI to the same MIMIC-III dataset. It is clear that the ACPI captures the heterogeneity in the population. We present additional results in the experiments section that further confirm the favorable performance of our new method.

The contributions of our work are summarized as follows. Methodologically, we introduce a formal definition of $K$-hetero MDP and propose the new ACPE and ACPI algorithms to deal with this heterogeneity automatically. The efficacy of the proposed model
and method is validated through empirical evidences from a synthetic and a real large-scale dataset. While this paper focuses on batch-mode estimation, the framework of $K$-hetero MDP is generally applicable and the ACPE and ACPI can be extended to deal with online estimation. Theoretically, we establish convergence rates and construct confidence intervals (CIs) under a bidirectional asymptotic framework that allows either $N$ or $T$ to go to infinity. Our CIs are valid as long as either the number of trajectories $N$ or the length of trajectory $T$ diverge to infinity. Our approach covers a wide variety of real applications and is especially useful when the number of trajectories in a sub-population is small. We also offer theoretical guidance to practitioners on the choice of tuning parameters in ACPI. Technically, in order to study the properties of the estimators by the ACPE and ACPI, we study the temporal difference error and derive its convergence in the infinity norm. This result is of independent importance, especially in studying RL algorithms with penalization (Song et al., 2015).

1.1 Related work

This paper is closely related to three different strands of research in machine learning and statistics, namely distributional RL, dynamic treatment regime and mixture models.

**Distributional RL.** In contrast to classical mean-value-based RL, Bellemare et al. (2017) introduce *distributional RL* (DRL) that focuses on the full distribution of the random return $Y_t$. Rowland et al. (2019) present an example of multimodality in value distributions. The main approaches to DRL include learning discrete categorical distribution (Bellemare et al., 2017; Rowland et al., 2018; Barth-Maron et al., 2018), learning distribution quantiles (Dabney et al., 2018; Yang et al., 2019), and learning distribution expectiles (Rowland et al., 2019). This work differs from ours in that it mainly focuses on computational issues and empirical performance. No statistical properties of the estimators are studied, partly because of the fundamental difficulty of estimating a full distribution.

A useful concept introduced in the DRL literature is the *Bellman closedness* of a statistic. Lemma 4.2 and Theorem 4.3 in Rowland et al. (2019) show that collections of mo-
ments are effectively the only finite set of statistics that are Bellman closed. This inspires us to estimate the sub-population means instead of a full distribution of the sup-population: the means are Bellman closed but the discretized distribution or the quantile is not. In the middle of the spectrum from the mean-value-based RL to the distributional RL, our method is shown to capture heterogeneity while avoiding the sample inefficiency inherent in estimating a full distribution.

**Dynamic treatment regime.** Researchers in dynamic treatment regime (DTR) have used the RL framework and MDP to derive a set of sequential treatment decision rules, or treatment regimes, to optimize patients’ clinical outcomes over a fixed period of time. See Murphy (2003); Robins (2004); Schulte et al. (2014); Luedtke and Van Der Laan (2016); Ertefaie and Strawderman (2018); Zhu et al. (2019); Shi et al. (2020) and references therein. Most methods in DTR are designed for finite horizon $T$ and are implemented through a backward recursive fitting procedure that is related to dynamic programming (Schulte et al., 2014). For infinite horizon $T$, Ertefaie and Strawderman (2018) propose a variant of greedy gradient $Q$ learning (GGQ) to estimate optimal dynamic treatment regimes. This requires modeling a non-smooth function of the data, which creates complications. Luckett et al. (2019) propose a $V$-learning algorithm that models the state value function and directly searches for the optimal policy among a pre-specified class of policies. They show that the estimators of $V$-learning converge at the rate of the order $N^{-1/2}$, where $N$ is the number of decision trajectories in a dataset. Although their setting allows for infinite horizon, the information accumulated over horizon $T$ does not enter explicitly in their results. In contrast, we show that the convergence rate of our estimators are of the order $(NT)^{-1/2}$ under similar assumptions. Shi et al. (2020) obtain a convergence rate of the order $(NT)^{-1/2}$ and derive confidence intervals for policy evaluation. But they do not consider finding the optimal policy or data heterogeneity.

While the personalized treatment regime in DTR aims to offer individualized treatment to each patient $i$ according to different state variable $X_{i,t}$, the model coefficients are
the same for all the patients. In contrast, the heterogeneity in this paper stems from different model coefficients. Our problem is more challenging since we need to estimate the model coefficients and, at the same time, to group them into clusters.

**Mixture models.** In a linear regression setting, researchers have studied the problem of supervised clustering that explores homogeneous effects of covariates along coordinates and across samples. The mixture-model-based approach needs to specify an underlying distribution for data, and also requires specification of the number of mixture components in the population. An alternative approach to model-based clustering employs grouping penalization on pairwise differences of the data points. For example, assuming parameter homogeneity over individuals, Tibshirani et al. (2005), Bondell and Reich (2008), Shen and Huang (2010) and Ke et al. (2013) employ different penalty functions for each pair of coordinates of the coefficient vector to group similar-effect covariates along coordinates. Assuming parameter heterogeneity across individuals, Hocking et al. (2011), Pan et al. (2013), and Ma and Huang (2017) adopt a fusion-type penalty with either an $L_p$-shrinkage or a non-convex penalty function to formulate clusters across samples with the same regression coefficients.

This model-based approach is difficult to deploy in the RL setting because the distribution of the value function is generally not likely to be characterized by a Gaussian or mixture of Gaussian distribution (Sobel, 1982). Our ACPE and ACPI algorithms therefore are developed based on pairwise-fusion-type penalties. However, our problem in RL is more challenging than that in linear regression. First, while it is common to assume the noise in regression is i.i.d. sub-Gaussian, the observations over $T$ in RL are not uncorrelated. This raises significant challenges for our analysis. Second, we consider the semi-parametric approximation with a diverging number of basis functions instead of the linear models. Lastly, our ultimate goal is to learn an optimal policy, while the mixture regression framework focuses entirely on parameter estimation.
1.2 Notation and organization

We use $x, x, X$ to represent scalars, vectors and matrices, respectively. Capital letter $X$ represents a random variable. For any matrix $X$, we use $x_i, x_j,$ and $x_{ij}$ to refer to its $i$-th row, $j$-th column, and $ij$-th entry, respectively. All vectors are column vectors and row vectors are written as $x^\top$ for any vector $x$. We denote the matrix $\ell_2$-norm as $\|X\|_2$ and max norm as $\|X\|_{\text{max}} \triangleq \max_{i,j} |x_{ij}|$. When $X$ is a square matrix, we denote by $\text{Tr}(X)$, $\lambda_{\text{max}}(X)$, and $\lambda_{\text{min}}(X)$ the trace, maximum and minimum eigenvalues of $X$, respectively. We denote $\text{mat}(x)$ as the matricization of a vector $x$ and $\text{vec}(X)$ as the vectorization of a matrix $X$. We let $C, c, C_0, c_0, \ldots$ denote generic constants whose actual values may vary.

The rest of this paper is organized as follows. Section 2 introduces the problem setting and a few important concepts. Section 3 proposes the ACPI. Section 5 describes the computation procedure. Section 4 establishes the statistical properties of the estimators. Section 6 and Section 7 present empirical results with synthetic and real datasets. Section 8 concludes. All proofs and technical lemmas are relegated to the supplementary material.

2 Statistical Framework

2.1 Markov decision process

The problem of dynamic decision making can be formalized mathematically as a Markov Decision Process (MDP), $\mathcal{M} = \{\mathcal{X}, \mathcal{A}, \Pr, r, \gamma\}$. Let $t \in [T]$ index the times in the decision process at which an action is taken, and let $i \in [N]$ index the set of individuals interacting with the environment. The $i$-th individual may correspond to the $i$-th round of game, the $i$-th student, and the $i$-th patient in the setting of game playing, education, and health care, respectively. At each time point $t$, the current status of the $i$-th individual, $i \in [N]$, is characterized by covariates $X_{i,t} \in \mathcal{X}$ and a finite set of all possible actions $\mathcal{A}$ is available. An action $A_{i,t+1} \in \mathcal{A}$ is selected and the state of the $i$-th individual changes to $X_{i,t+1}$ according to the transition probability $\Pr(X_{i,t+1} \mid X_{i,t}, A_{i,t})$. An immediate random
scalar reward $R_{i,t}$ is observed. Over time, these comprise a sample trajectory for the $i$-th individual and we have in total $N$ sample trajectories, $\{(X_{i,t}, A_{i,t}, R_{i,t})\}_{0 \leq t \leq T}$ for $i \in [N]$.

We assume that the data-generating model is a Time-Homogeneous Markov process (TH Markov) and we also assume that the observed rewards satisfy a Conditional Mean Independence (CMI) assumption.

**Assumption 1** (Data generating MDP). The sample trajectories $\{(X_{i,t}, A_{i,t}, R_{i,t})\}_{0 \leq t \leq T}$ for $i \in [N]$ are generated from (possibly $N$ different) Markov decision processes satisfying

(a) (Markovianity) For any $i \in [N]$ and $t \in [T]$, it holds that $X_{i,t}$ is independent of $\{(X_{i,s}, A_{i,s}, Y_{i,s})\}_{0 \leq s \leq t-1}$, conditional on $(X_{i,t-1}, A_{i,t-1})$.

(b) (Time-Homogeneity) The conditional density $\Pr(X_{i,t+1} | X_{i,t}, A_{i,t})$ is the same over $t$ for any $i \in [N]$.

(c) (Conditional Mean Independence (CMI)) For any $i \in [N]$ and $t \in [T]$, it holds that

$$\mathbb{E}[R_{i,t} | X_{i,t} = x, A_{i,t} = a, (X_{i,s}, A_{i,s}, Y_{i,s})_{0 \leq s \leq t}] = \mathbb{E}[R_{i,t} | X_{i,t} = x, A_{i,t} = a] = r_i(x, a),$$

for some bounded reward function $r_i(x, a)$.

**Remark 1.** The assumptions of the TH Markov and CMI are common in the literature. However, Assumption 1 (c) is different because $r_i(x, a)$ can be different across $N$ trajectories.

**Remark 2.** Assumption 1 implies that $R_{i,t} = r_i(X_{i,t}, A_{i,t}) + \eta_{i,t}$ where $\mathbb{E}[\eta_{i,t} | X_{i,t}, A_{i,t}] = 0$. The $\ell_2$ convergence and the asymptotic normality of the oracle estimators do not need any additional assumption on the noise term $\eta_{i,t}$. However, the uniform convergence that is needed for the feasible estimators requires $\eta_{i,t}$ to be a sub-Gaussian random variable.

A policy $\pi(x) = [\pi(1 | x), \cdots, \pi(M | x)]$ is a function that maps the state space $\mathcal{X}$ to probability mass functions on the action space $\mathcal{A} := \{1, \cdots, M\}$. Under a policy $\pi$, an agent chooses action $A_{i,t}$ at state $X_{i,t}$ with probability $\pi(A_{i,t} | X_{i,t})$ and receives an immediate reward $R_{i,t}$. The overall return at step $t$ is the accumulated discounted reward defined as
\[ Y_{i,t} = \sum_{s=t}^{T} \gamma^{t-s} R_{i,s}, \quad (1) \]

where the discount rate \( \gamma \in [0, 1) \) reflects a trade-off between immediate and future rewards. Classic RL measures the goodness of a policy \( \pi \) by value functions defined as follows. The state-value function is the conditional expectation of the return conditioned on the starting state \( x \):

\[
V(\pi, x) = \mathbb{E} \left[ \sum_{t=0}^{T} \gamma^{t} R_{i,t} \left| X_{i,0} = x, A_{i,0} \sim \pi(\cdot|X_{i,0}), X_{i,t+1} \sim \text{Pr}(\cdot|X_{i,t}, A_{i,t}) \right. \right],
\]

where the expectation is taken under the trajectory distribution generated by policy \( \pi \).

The action-value function or \( Q \) function is the conditional expectation of the return conditioned on the starting state-action pair \( (x, a) \):

\[
Q(\pi, x, a) = \mathbb{E} \left[ \sum_{t=0}^{T} \gamma^{t} R_{i,t} \left| X_{i,0} = x, A_{i,0} = a, X_{i,t+1} \sim \text{Pr}(\cdot|X_{i,t}, A_{i,t}), A_{i,t+1} \sim \pi(\cdot|X_{i,t+1}) \right. \right],
\]

where the expectation is taken by assuming that the dynamic system follows the given policy \( \pi \) afterwards. Let \( \mathcal{R} \) be a reference distribution of the covariate space \( \mathcal{X} \). The integrated state-value function of a given policy \( \pi \) is defined as

\[
V_{\mathcal{R}}(\pi) = \int_{x \in \mathcal{X}} V(\pi, x) \mathcal{R}(dx) = \int \sum_{a \in A} Q(\pi, x, a) \pi(a|x) \mathcal{R}(dx).
\]

The reference distribution can be viewed as a distribution of initial states or stationary states and can be estimated from the dataset.

For the purpose of finding the optimal policy, we focus on a finite action set \( \mathcal{A} = \{1, \ldots, M\} \) and a parametric class of policies \( \Pi \) defined by

\[
\pi(x; \alpha) := [\pi(1, x; \alpha), \ldots, \pi(M, x; \alpha)], \quad \text{where}
\]

\[
\pi(j, x; \alpha) = \begin{cases} 
\frac{\exp(x^\top \alpha_j)}{1+\sum_{j=1}^{M-1} \exp(x^\top \alpha_j)}, & \text{for } k = 1, \ldots, M-1, \\
\frac{1}{1+\sum_{j=1}^{M-1} \exp(x^\top \alpha_j)}, & \text{otherwise},
\end{cases}
\]

where we use \( \alpha_j \) to denote a vector of parameters for the \( j \)-th action and \( \alpha = [\alpha_1^\top, \cdots, \alpha_M^\top]^\top \).

The optimal policy \( \pi^*_R \in \Pi \) satisfies \( V_{\mathcal{R}}(\pi^*_R) \geq V_{\mathcal{R}}(\pi) \) for all \( \pi \in \Pi \). That is,
\[ \pi^*_R = \arg \max_{\pi \in \Pi} V_R(\pi). \]  

(6)

The goal is to estimate \( \pi^*_R \) using data collected from \( N \) trajectories, each of which is assumed to have length \( T_i = T \) for simplicity of presentation, and where \( T \) may be finite or diverge to infinity. Throughout, we assume that this reference distribution is fixed and the same for each homogeneous sub-population.

2.2 Heterogeneous MDP and Bellman consistent equation

Since the learning objective is optimizing the total return, we define the heterogeneity in terms of the value functions—the expectation of return (1) in homogeneous sub-populations. Different from the classic RL, we allow different values, and thus different optimal policies, across a heterogeneous super-population.

Definition 1 (K-Hetero MDP). A K-heterogeneous MDP is defined as a dynamic system with a latent variable \( \omega \in [K] \) such that

(i) For \( \forall k \in [K], \Pr(\omega = k) = P^{(k)} \) and it satisfies that \( P^{(k)} \in (0,1) \) and \( \sum_{k=1}^{K} P^{(k)} = 1 \).

(ii) The value functions for each sub-population are conditioned additionally on \( w_i = k \):

\[
V^{(k)}(\pi, x) := \mathbb{E} \left[ \sum_{t=0}^{T} \gamma^t R_{i,t} \bigg| X_{i,0} = x, A_{i,t} \sim \pi(\cdot|X_{i,t}), X_{i,t+1} \sim \Pr(\cdot|X_{i,t}, A_{i,t}), w_i = k \right],
\]

\[
Q^{(k)}(\pi, x, a) := \mathbb{E} \left[ \sum_{t=0}^{T} \gamma^t R_{i,t} \bigg| X_{i,0} = x, A_{i,0} = a, X_{i,t+1} \sim \Pr(\cdot|X_{i,t}, A_{i,t}), A_{i,t+1} \sim \pi(\cdot|X_{i,t+1}), w_i = k \right].
\]

(iii) For any \( k \neq k' \), the value functions of a given policy \( \pi \) are different, that is, \( V^{(k)}(\pi, x) \neq V^{(k')}(\pi, x) \) and \( Q^{(k)}(\pi, x, a) \neq Q^{(k')}(\pi, x, a) \) for any \( \pi \in \Pi, x \in X \), and \( a \in A \).

Remark 3. Heterogeneity may also be defined in terms of MDP tuple \( M^{(k)} \), or in terms of trajectory distribution \( H^{(k)}(\pi) \). However, Definition 1 provides a clearer framework to work
with the purpose of estimating an optimal policy that maximizes the expected return. Since MDPs with different $M^{(k)}$ or $H^{(k)}(\pi)$ may have the same value functions, heterogeneity defined by $M^{(k)}$ or $H^{(k)}(\pi)$ unnecessarily complicates the problem.

Now we allow for heterogeneity over $i \in [N]$ on trajectories $\{X_{i,t}, A_{i,t}, R_{i,t}\}$, $t \in [T]$, $i \in [N]$. By the K-Hetero MDP assumption in Definition 1, the latent variable $w_i$ partitions $N$ trajectories into $K$ groups: $G = (G^{(1)}, \ldots, G^{(K)})$. Without knowing the true groups, it is safe for now to use different action-value function $Q^i(\pi, x, a)$ for different trajectory $i \in [N]$. We have $Q^i(\pi, x, a) = Q^{(k)}(\pi, x, a)$ for all $i \in G^{(k)}$. Our goal is to estimate $K$ and identify sub-populations that respond differently to a policy $\pi$. The following Bellman consistency equation is a first-moment condition that we will use to construct an auto-clustered estimation of the action-value function.

**Lemma 1.** Under the assumptions of TH Markov and CMI, we have the first-moment condition of the action-value function $Q^i$ for any $i \in [N]$,

$$
\mathbb{E} \left[ R_{i,t} + \gamma \sum_{a' \in A} Q^i(\pi, X_{i,t+1}, a') \pi(a'|X_{i,t+1}) - Q^i(\pi, X_{i,t}, A_{i,t}) \mid X_{i,t}, A_{i,t} \right] = 0, \quad (7)
$$

$$
\mathbb{E} \left[ \left( R_{i,t} + \gamma \sum_{a' \in A} Q^i(\pi, X_{i,t+1}, a') \pi(a'|X_{i,t+1}) - Q^i(\pi, X_{i,t}, A_{i,t}) \right) \psi(X_{i,t}, A_{i,t}) \right] = 0, \quad (8)
$$

where $\psi : \mathcal{X} \times \mathcal{A} \mapsto \mathbb{R}$ is any real function supported on $\mathcal{X} \times \mathcal{A}$.

### 3 Estimation

The Auto-Clustered Policy Evaluation (ACPE) and the Auto-Clustered Policy Iteration (ACPI) are summarized in Algorithm 1 and 2, respectively. Algorithm 1 deals with value evaluation of a given policy on the K-Hetero MDP. Algorithm 2 obtains optimal policies for different groups by using Algorithm 1 and group-wise policy improvement.
3.1 Auto-Clustered Policy Evaluation

Let \( Q(x,a;\beta^{\pi,i}) \) denote a model for \( Q^i(\pi,x,a) \) indexed by \( \beta^{\pi,i} = [(\beta_1^{\pi,i})^\top, \ldots, (\beta_M^{\pi,i})^\top]^\top \), \( i \in [N] \), where \( \beta_m^{\pi,i} \in \mathbb{R}^l \) is the coefficient for the \( m \)-th action in the action set \( \mathcal{A} \). We assume that the map \( \beta^{\pi,i} \mapsto Q(x,a;\beta^{\pi,i}) \) is differentiable everywhere for each fixed \( x, a \) and \( \pi \). We stack all individual coefficients in a long vector \( \beta^{\pi} = [(\beta_1^{\pi})^\top, \ldots, (\beta_N^{\pi})^\top]^\top \) of length \( JM_N \) and define a trajectory indicator \( \Lambda^i = [0 \cdots 0 1 0 \cdots 0] \) such that \( \beta^{\pi,i} = \Lambda^i \beta^{\pi} \).

Let \( \nabla Q(x,a;\Lambda^i \beta^{\pi}) \) denote the gradient of \( Q(x,a;\Lambda^i \beta^{\pi}) \) with respect to \( \beta^{\pi} \). With observed trajectories \( \{X_{i,t}, A_{i,t}, R_{i,t}\} \), we define a sample-version quantity:

\[
G(\pi, \beta^{\pi}) = \frac{1}{NTJ} \sum_{i=1}^{N} \sum_{t=1}^{T} \left(R_{i,t} + \gamma \sum_{a \in \mathcal{A}} Q(X_{i,t}, a; \Lambda^i \beta^{\pi}) \pi(a|X_{i,t+1}) \right) - Q(X_{i,t}, A_{i,t}; \Lambda^i \beta^{\pi}) \cdot \nabla Q(X_{i,t}, A_{i,t}; \Lambda^i \beta^{\pi}). \tag{9}
\]

By Lemma 1, under certain mild conditions, there exist some \( \hat{\beta}^{\pi} \) that satisfy \( \mathbb{E}\left[ G(\pi, \hat{\beta}^{\pi}) \right] = 0 \). Thus, an estimator of \( \hat{\beta}^{\pi} \) can be obtained by minimizing \( G(\pi, \beta^{\pi})^\top G(\pi, \beta^{\pi}) \). At the same time, the true model coefficients should satisfy \( \hat{\beta}^{\pi,i} = \hat{\beta}^{\pi,j} \) if \( i, j \in \mathcal{G}^{(k)} \), for any \( k \in [K] \), under the \( K \)-hetero MDP assumption. When the grouping \( \mathcal{G}^{(k)} \) is unknown, it is crucial and beneficial to encourage grouping individuals with the same model coefficients together to achieve efficient estimation. Given a penalty function \( p : \mathbb{R} \mapsto \mathbb{R} \), the ACPE algorithm estimates \( \hat{\beta}^{\pi} \) for a given policy \( \pi \) as:

\[
\hat{\beta}^{\pi} = \arg\min_{\beta = [(\beta^1)^\top \cdots (\beta^N)^\top]^\top} \left[ G(\pi, \beta)^\top G(\pi, \beta) + \frac{1}{NTJ} \sum_{1 \leq i < j \leq N} p\left( (JM)^{-1/2} \| \beta^i - \beta^j \|_2, \lambda \right) \right]. \tag{10}
\]

The choices of the approximation model for \( Q \) function and the penalty function \( p \) will be presented in the sequel. The fusion-type penalty shrinks some of the pairs \( \hat{\beta}^{\pi,i} - \hat{\beta}^{\pi,j} \) to zero, based on which we can partition the sample into subgroups simultaneously when we estimate the coefficients. The choice of tuning parameter \( \lambda \) is given in Theorem 2.

The ACPE requires a class of models for the \( Q \) function indexed by parameter \( \beta^{\pi} \).
We use a basis function approximation. Let \( \phi(\cdot) = [\phi_1(\cdot), \cdots, \phi_J(\cdot)]^T \) be a vector of pre-specified basis functions such as Gaussian basis function or splines. We allow \( J \) to grow with the sample size to reduce the bias of the resulting estimates. Given a policy \( \pi \), the \( Q \) function becomes
\[
Q(X_{i,t}, A_{i,t}; \Lambda_i, \beta^\pi) \approx Z_{i,t}^T \Lambda_i \beta^\pi, \tag{11}
\]
where \( Z_{i,t} := z(X_{i,t}, A_{i,t}) \) and
\[
z(x, a) := [\phi(x)^T 1(a = 1), \cdots, \phi(x)^T 1(a = M)]^T. \tag{12}
\]
Plugging (11) in (9), we have
\[
G(\pi, \beta^\pi) = \frac{1}{NT} \sum_{i=1}^N \sum_{t=1}^T (\Lambda^i)^T Z_{i,t} \left( R_{i,t} - (Z_{i,t} - \gamma U_{i,t+1}^\pi)^T \Lambda^i \beta^\pi \right), \tag{13}
\]
where \( U_{i,t+1}^\pi := u(\pi, X_{i,t+1}) \) and
\[
u(\pi, x) := [\phi(x)^T \pi(1|x), \cdots, \phi(x)^T \pi(M|x)]^T. \tag{14}
\]
The ACPE also requires a penalty function \( p(\cdot) \). We consider concave penalties satisfying Assumption 6 that can produce unbiased estimates. Examples includes SCAD (Fan and Li, 2001) and MCP (Zhang et al., 2010), which are defined respectively as
\[
p_{\eta}^{MCP}(t, \lambda) = \lambda \int_0^t (1 - x/((\eta \lambda))_+ \, dx, \quad \eta > 1, \tag{15}
\]
\[
p_{\eta}^{SCAD}(t, \lambda) = \lambda \int_0^t \min\left\{1, (\gamma - x/\lambda)_+/((\gamma - 1))_+ \right\} \, dx, \quad \eta > 2, \tag{16}
\]
where \( \eta \) is a parameter that controls the concavity of the penalty function. In particular, both penalties converge to the \( L_1 \) penalty as \( \eta \to \infty \).

The procedure of ACPE is summarized in Algorithm 1. Under a semi-parametric \( Q \) function approximation, we obtain \( \hat{\beta}^\pi \) by solving (10) with instantiated \( G(\pi, \beta) \) given in (13) and a concave penalty \( p(\cdot) \) satisfying Assumption 6. Then, the individual-wise value functions can be estimated by
\[
\hat{Q}^i(\pi, x, a) = z(x, a)^T \hat{\beta}^{\pi, i}, \quad \text{and} \quad \hat{V}^i(\pi, x, a) = u(\pi, x)^T \hat{\beta}^{\pi, i}, \quad \text{for} \quad i \in [N], \tag{17}
\]
where \( z(x, a) \) and \( u(\pi, x) \) are defined in (12) and (14), respectively.
Algorithm 1: Auto-Clustered Policy Evaluation (ACPE)

**Input:** Sample trajectories \( \{X_{i,t}, A_{i,t}, R_{i,t}, X_{i,t+1}\}, t \in [T], i \in [N] \), a policy \( \pi(a|x) \) to be evaluated, and a tuning parameter \( \lambda \).

**Output:** Individual Q coefficients \( \tilde{\beta}^{\pi,i} \) for \( i \in [N] \), number of groups \( K \), a partition of \( N \) trajectories, \( \mathcal{G} = \{\mathcal{G}^{(1)}, \ldots, \mathcal{G}^{(K)}\} \) and group coefficients \( \tilde{\theta}^{\pi,(k)}, k \in [K] \).

1. Estimate \( \tilde{\beta}^\pi \) by solving

\[
\tilde{\beta}^\pi = \arg\min_{\beta = (\beta_1^\top, \ldots, \beta_N^\top)^\top} \left[ G(\pi, \beta)^\top G(\pi, \beta) + \frac{1}{N^2} \sum_{1 \leq i < j \leq N} p((JM)^{-1/2}\|\beta^i - \beta^j\|_2^2, \lambda) \right],
\]

with instantiated \( G(\pi, \beta) \) given in (13) and a concave penalty \( p(\cdot) \) satisfying Assumption 6. Two candidates for \( p(\cdot) \) are given in (15) and (16).

2. Let \( \text{MAT}(\tilde{\beta}^\pi) = \left[\tilde{\beta}^{\pi,1}, \ldots, \tilde{\beta}^{\pi,N}\right] \) be the matricization of \( \tilde{\beta}^\pi \).

3. Apply a chosen clustering algorithm to cluster \( N \) trajectories to \( K \) groups based on \( \left\{\tilde{\beta}^{\pi,i}\right\}_{i \in [N]} \) and obtain the \( N \times K \) group membership matrix \( \tilde{W} \).

4. Calculate the group-wise coefficients by

\[
\tilde{\theta}^{\pi,(k)} = \text{MAT}(\tilde{\beta}^\pi) \tilde{w}_{k}/\tilde{N}^{(k)},
\]

where \( \tilde{N}^{(k)} = \tilde{w}_k^\top \tilde{w}_k \) estimates the number of trajectories in \( \mathcal{G}^{(k)} \).

Given estimated \( \tilde{\beta}^{\pi,i} \), we can estimate the number of groups \( K \) and the \( N \times K \) group membership matrix \( \tilde{W} = [w_{i,k}]_{1 \leq i \leq N, 1 \leq k \leq K} \) by using any chosen clustering algorithm. The \( k \)-th group coefficient is estimated as

\[
\tilde{\theta}^{\pi,(k)} = \text{MAT}(\tilde{\beta}^\pi) \tilde{w}_{k}/\tilde{N}^{(k)}, \tag{18}
\]

where \( \tilde{N}^{(k)} = \tilde{w}_k^\top \tilde{w}_k \) estimates the number of trajectories in \( \mathcal{G}^{(k)} \) and \( \text{MAT}(\tilde{\beta}^\pi) \in \mathbb{R}^{MJ \times N} \) is the matricization of \( \tilde{\beta}^\pi \). When \( N \) or \( T \) are sufficiently large, by the oracle property in Theorem 2, we have \( \Pr(\tilde{\beta}^{\pi,i} = \tilde{\beta}^{\pi,j}) \to 1 \) if \( i \) and \( j \) belong to the same group. The group coefficients \( \tilde{\theta}^{\pi,(k)}, 1 \leq k \leq K \), can be chosen as the distinct values of \( \tilde{\beta}^{\pi,i}, i \in [N] \). Accordingly, we have \( \Pr(\tilde{K} = K) \to 1 \). The value functions for \( \mathcal{G}^{(k)} \) can be estimated by

\[
\tilde{Q}^{(k)}(\pi, x, a) = z(x, a)^\top \tilde{\theta}^{\pi,(k)}, \quad \text{and} \quad \tilde{V}^{(k)}(\pi, x) = u(x, a)^\top \tilde{\theta}^{\pi,(k)}, \quad \text{for} \quad 1 \leq k \leq K, \tag{19}
\]
where \( z(x,a) \) and \( u(\pi,x) \) are defined in (12) and (14), respectively. Let \( \mathcal{R} \) be a reference distribution on the covariate space \( \mathcal{X}_k \) of the \( k \)-th group. The integrated value function for group \( k \) is estimated by

\[
\hat{V}^{(k)}_\mathcal{R}(\pi) = \int \hat{V}^{(k)}(\pi,x) \mathcal{R}(dx).
\] (20)

3.2 Auto-Clustered Policy Improvement

For the purpose of finding the optimal policy, we focus on the policy class defined in (5). Because of the heterogeneity across different sub-populations, we expect their respective optimal policies are different. For each group \( k \), its policy is denoted as \( \pi(\alpha^{(k)}) \), where the group-wise policy is indexed by parameter \( \alpha^{(k)} \), \( k \in [K] \).

The idea of Auto-Clustered Policy Iteration (ACPI) is to use ACPE (Algorithm 1) to estimate the value of any policy, obtain a \( K \)-partition of \( N \) trajectories, and maximize the integrated state-value function over the class of policies (5) for each group \( k \in [K] \). The procedure is summarized in Algorithm 2.

4 Theory

In this section, we lay out the theoretical framework for ACPE and ACPI in a double-divergence structure, which allows either sample size \( N \) or decision horizon \( T \) to go to infinity. We establish asymptotic properties of the offline estimation of the coefficients, value functions and optimal policy. Let \( W = [w_1, \ldots, w_N] \top \in \mathbb{R}^{N \times K} \) be the group membership matrix where \( w_{ik} = 1 \) for \( i \in G^{(k)} \) and \( w_{ik} = 0 \) otherwise. We first present theoretical results for the oracle estimator of ACPE when the true \( W \) is known a priori. Section 4.1 derives the oracle properties, including \( \ell_2 \) and \( \ell_\infty \) convergence rates, when the true sub-population information \( \{G^{(k)}, 1 \leq k \leq K\} \) is known. Then, in Section 4.2, we establish the \( \ell_2 \) convergence rate and the asymptotic normality of the parameters estimated from (10) when \( W \) is not known. Lastly, in Section 4.3, we present that the estimated optimal policies for each group \( G_k \) converges to their respective true optimal policies. As a
Algorithm 2: Auto-Clustered Policy Iteration (ACPI)

**Input:** Sample trajectories \( \{(X_{i,t}, A_{i,t}, R_{i,t}, X_{i,t+1})\}, t \in [T], i \in [N] \), and tuning parameter \( \lambda \).

**Output:** A partition of \( N \) trajectories into \( K \) groups, and an optimal policy for each group \( k \in [K] \) in parametric family (5), with parameter \( \alpha^{(k)} \).

1. At step \( s = 1 \), we initialize the number of groups \( K = 1 \) (the value of \( K \) will be updated immediately in the ACPE step) and policy coefficients \( \alpha^{(k)}_s \), \( 1 \leq k \leq K \).

2. while Not converged do

3.   for each group \( 1 \leq k \leq K \) do

4.       Let \( \pi^{(k)}_s = \pi(\alpha^{(k)}_s) \), we apply ACPE (Algorithm 1) to obtain \( \hat{\beta}^{\pi^{(k)}_s}_1, \ldots, \hat{\beta}^{\pi^{(k)}_s}_N \).

5.       Apply a chosen clustering algorithm to cluster \( N \) trajectories to \( K \) groups based on \( \{\hat{\beta}^{\pi^{(k)}_s}_i\}_{i \in [N]} \) and obtain the \( N \times K \) group membership matrix \( \hat{W} \).

6.       Calculate the group-wise coefficients

\[
\hat{\theta}^{\pi^{(k)}_s}(k) = \text{MAT}\left(\hat{\beta}^{\pi^{(k)}_s}_s\right) \frac{\hat{w}_k}{\hat{N}^{(k)}},
\]

where \( \hat{N}^{(k)} = \hat{w}_k^\top \hat{w}_k \) estimates the number of trajectories in \( G^{(k)} \).

7.   for each group \( 1 \leq k \leq K \) do

8.       Let \( \pi^{(k)}_s = \pi(\alpha^{(k)}_s) \) be the fixed index, we update

\[
\alpha^{(k)}_{s+1} \leftarrow \arg \max_\alpha \hat{V}_R(\alpha)
\]

where the integrated value function \( \hat{V}_R(\alpha) \) is defined as

\[
\hat{V}_R(\alpha) = \int u(\pi(\alpha), x)^\top \hat{\theta}^{\pi^{(k)}_s}_s dR(x),
\]

and \( \pi(\alpha) \) and \( u(\pi(\alpha), x) \) are defined in (14) and (5), respectively.

9. \( s \leftarrow s + 1 \).

convention, we denote the true, oracle and estimated values as \( \hat{\beta}, \tilde{\beta}, \) and \( \hat{\beta} \), respectively.

The proofs of all theorems are provided in the supplementary materials.

4.1 Properties of the oracle estimators

We denote \( \theta^\pi = [\theta^{\pi,(1)^\top} \ldots \theta^{\pi,(K)^\top}]^\top \) as the group coefficient matrix where \( \theta^{\pi,(k)} \) is the coefficient of the \( Q \) function for \( G^{(k)} \). When the \( W \) is known, the oracle estimator refers
to the estimator that minimizes the objective function in (10) with respect to \( \theta^\pi \) without penalty, that is
\[
\tilde{\theta}^\pi = \arg \min_{\theta} \tilde{G}(\pi, \theta)^\top \tilde{G}(\pi, \theta),
\]
where \( \tilde{G}(\pi, \theta) = G(\pi, (W \otimes I_{JM})\theta) \), or equivalently,
\[
\tilde{G}(\pi, \theta) = \frac{1}{NTJ} \sum_{i=1}^{N} \sum_{t=1}^{T} \left((\Lambda^i)^\top Z_{i,t} R_{i,t} - (\Lambda^i)^\top (Z_{i,t} Z_{i,t}^\top - \gamma Z_{i,t} (U_{i,t+1})^\top) \bar{\Lambda}^i \theta \right),
\]
and \( \tilde{\Lambda}^i = \Lambda^i (W \otimes I_{JM}) \). \( \tilde{\beta}^\pi = (W \otimes I_{JM}) \bar{\theta}^\pi \), \( Z_{i,t} \) and \( U_{i,t}^\pi \) are defined in (12) and (14), respectively.

We first detail the assumptions that are necessary for the convergence and asymptotic normality of estimates obtained by the ACPE.

**Definition 2 (\( \kappa \)-Smooth functions).** Let \( f(\cdot) \) be an arbitrary function on \( \mathcal{X} \in \mathbb{R}^p \). For a \( p \)-tuple \( \alpha = (\alpha_1, \cdots, \alpha_p) \) fo non-negative integers, let \( D^\alpha \) denote the differential operator:
\[
D^\alpha f(x) = \frac{\partial^{\|\alpha\|_1} f(x)}{\partial x_1^{\alpha_1} \cdots \partial x_p^{\alpha_p}},
\]
where \( x = (x_1, \cdots, x_p)^\top \). The class of \( \kappa \)-smooth functions is defined as
\[
\mathcal{H}(\kappa,c) = \left\{ f : \sup_{\|\alpha\|_1 \leq [\kappa]} \sup_{x \in \mathcal{X}} |D^\alpha f(x)| \leq c; \text{ and } \sup_{\|\alpha\|_1 \leq [\kappa]} \sup_{x_1, x_2 \in \mathcal{X}, x_1 \neq x_2} \frac{|D^\alpha f(x_1) - D^\alpha f(x_2)|}{\|x_1 - x_2\|^{\kappa-[\kappa]}_2} \right\}.
\]

**Assumption 2.** There exists some \( \kappa, c > 0 \) such that \( r(x,a) \), \( Pr(x'|x,a) \) belong to the class of \( \kappa \)-smooth function of \( x \) for any \( a \in \mathcal{A} \) and \( x' \in \mathcal{X} \).

Lemma 1 in Shi et al. (2020) shows that under Assumption 2, there exists some constant \( c' > 0 \) such that \( Q(\pi, x,a) \) belongs to the class of \( \kappa \)-smooth function of \( x \) for any policy \( \pi \) and any action \( a \in \mathcal{A} \). This implies that the \( Q \) function has bounded derivatives up to order \( [\kappa] \). To approximate the \( Q \) function, we restrict our attention to two particular type of Sieve basis functions. Let \( BSpline(J, r) \) denote a tensor-product B-spline basis of dimension \( J \) and of degree \( r \) on \([0,1]^p \) and \( Wav(J, r) \) denote a tensor-product Wavelet basis of regularity \( r \) and dimension \( J \) on \([0,1]^p \). The sieve \( \phi_J \) we use is either \( BSpline(J, r) \)
or \(Wav(f, r)\) with \(r > \max(\kappa, 1)\). This, together with Assumption 2, implies that there exists a set of vectors \(\{\hat{\theta}_a^\pi\}_{a \in A}\) that satisfies

\[
\sup_{x \in \mathcal{X}, a \in A} \left| Q(\pi, x, a) - \Phi_f^T(x) \hat{\theta}_a^\pi \right| = \mathcal{O}(J^{-\kappa/p}).
\]

**Assumption 3.** Let \(\mu\) be the limiting density function of \(X_{i,t}\) and \(\nu_0\) be the initial state density. The density function \(\mu\) and \(\nu_0\) are uniformly bounded away from zero and infinity on \(\mathcal{X}\).

**Assumption 4.** There exists some constant \(C_1 > 0\) such that

\[
\inf_{\pi \in \Pi} \lambda_{\min} \left( T^{-1} \sum_{t=0}^{T-1} \mathbb{E} \left[ Z_{i,t} Z_{i,t}^\top - \gamma^2 \bar{u}(\pi, X_{i,t}, A_{i,t}) \bar{u}(\pi, X_{i,t}, A_{i,t})^\top \right] \right) \geq C_1,
\]

where \(\bar{u}(\pi, x, a) = \mathbb{E}[u(\pi, X_{i,t+1}) \mid X_{i,t} = x, A_{i,t} = a]\) and \(\lambda_{\min}(\cdot)\) denotes the minimal eigenvalue of a matrix.

**Assumption 5.** Under the setting that \(T \to \infty\), the Markov chain \(\{X_{i,t}\}_{t \geq 0}\) is geometrically ergodic, that is, there exists some function \(f(x)\) on \(\mathcal{X}\) and some constant \(c \leq 1\) such that

\[
\int_{x \in \mathcal{X}} f(x) \mu(x) dx < +\infty \quad \text{and} \quad \left\| P_t(\cdot \mid x) - \mu(\cdot) \right\|_{TV} \leq f(x) \rho^t, \quad \forall t \geq 0,
\]

where \(\mu(\cdot)\) is the limiting density function and \(\|\cdot\|_{TV}\) denotes the total variation norm.

Assumption 3 is weak, it does not require the limiting density function \(\mu\) to be equal to the limit state density \(\nu_0\). When \(T\) is finite, Assumption 4 guarantees that \(\tilde{\Sigma}\) defined in (37) is invertible with probability approaching one when \(N \to \infty\). When \(T\) is infinite, Assumption 5 (i) guarantees that the matrix \(\mathbb{E}[\tilde{\Sigma}]\) is invertible and (ii) enables us to derive matrix concentration inequalities for \(\tilde{\Sigma}\). Together, they imply that \(\tilde{\Sigma}\) is invertible with probability approaching one. Assumption 4 and 5 are needed to show the existence of a unique \(\{\hat{\theta}_a^\pi\}_{a \in A}\) uniformly over \(\Pi\). They are mild and can be verified empirically by checking that certain data-dependent matrices are invertible. More discussion on similar assumptions can be found in Luckett et al. (2019) and Shi et al. (2020).

Let \(\hat{\theta}^\pi = \left[ \hat{\theta}^\pi_{(1)^\top} \ldots \hat{\theta}^\pi_{(K)^\top} \right]^\top\) where \(\hat{\theta}^\pi_{(k)} = \left[ \hat{\theta}^\pi_{1(k)^\top} \ldots \hat{\theta}^\pi_{M(k)^\top} \right]^\top\) for \(k \in [K]\). Proposition 1 and Theorem 5 in the supplemental material establish the \(\ell_2\) convergence and the asymptotic normality of the oracle estimator \(\tilde{\theta}^\pi\). Corollary 2 in the supplemental...
material shows the asymptotic normality of the integrated value of a given policy for each sub-population. They imply that the oracle group-wise estimator converges at a rate of $(TNP_k)^{-1/2}$ for $\forall k \in [K]$. The estimators in Luckett et al. (2019); Jiang and Li (2016); Thomas et al. (2015) typically converge at a rate of $(NP_k)^{-1/2}$ and are not suitable for settings when one sub-population has only few trajectories. Our estimation procedure also aggregates information along horizon $T$ and achieves same rates as in Shi et al. (2020) when group membership $W$ are known a priori.

To finally establish the large sample theory for the ACPE when group membership are unknown, we need a stronger uniform consistency result for the oracle estimators when either $N \to \infty$ or $T \to \infty$.

**Theorem 1** (Oracle estimator uniform convergence). Suppose Assumption 2 – 5 hold. Let $N_{\min} = \min_{1 \leq k \leq K} N_k$ and $N_{\max} = \max_{1 \leq k \leq K} N_k$. If $K = o(N_{\min}T)$, $J \ll \sqrt{N_{\min}T/\log(N_{\min}T)}$, $J^{-\kappa/p} \ll 1/\sqrt{N_{\max}T}$, we have with probability at least $1 - 2JMK(N_{\min}T)^{-2} - O((N_{\min}T)^{-2})$ that

$$
\sup_{\pi \in \Pi} \|\tilde{\theta}^\pi - \hat{\theta}^\pi\|_\infty \leq \phi_{NT},
$$

where

$$
\phi_{NT} = 6cC^{-1}N_{\max}/N_{\min}\sqrt{2J \log(N_{\min}T)}/N_{\min}T.
$$

(23)

**Remark 4.** By Definition 1, $N_{\max}/N_{\min} = P_{\max}/P_{\min}$ are bounded away from infinity. The bound (23) can be simplified to $O_p\left(\sqrt{J \log(NT)}/NT\right)$.

### 4.2 Properties of the feasible estimator

We now study the theoretical properties of the feasible estimator when the true group membership $W$ is not known. We introduce the following assumptions on the penalty function and the minimum signal difference between groups.

**Assumption 6.** The penalty function $p(x, \lambda)$ is a symmetric function of $x$, and it is non-decreasing and concave in $x$ for $x \in [0, +\infty)$. Let $\rho(x) = \lambda^{-1}p(x, \lambda)$, there exists a constant
0 < c < ∞ such that ρ(0) = 0 and ρ(x) is a constant for all x ≥ cλ. Its derivative ρ'(x) exists and is continuous except for a finite number of x and ρ'(0+) = 1.

**Assumption 7.** For K > 2, define the minimal difference of the common values between any pair of groups as

\[ d_{NT} = (JM)^{-1/2} \min_{k \neq l} \| \hat{\theta}_k - \hat{\theta}_l \|_2. \]

We assume that \(d_{NT} \gg \phi_{NT}\) where \(\phi_{NT}\) is given in (23).

Assumption 6 is commonly assumed in high-dimensional settings. It is satisfied by concave penalties such as MCP (15) and SCAD (16). Assumption 7 is the separability condition on the minimum signal difference between groups that is needed to recover the true groups.

**Theorem 2** (Feasible estimator). Suppose the conditions in Theorem 1 and Assumption 6 and 7 hold and K ≥ 2. Let \(N_{\min} = \min_{1 \leq k \leq K} N_k\) and \(N_{\max} = \max_{1 \leq k \leq K} N_k\). If \(d_{NT} \geq C\lambda\) and \(\lambda \gg \phi_{NT}\) where \(C, d_{NT},\) and \(\phi_{NT}\) are defined in Assumption 6, 7, and Equation (23). Then, uniformly over \(\Pi\), there exists a local minimizer \(\hat{\beta}^\pi\) of the objective function \(L_{NT}\) given in (10) satisfying

\[ \Pr(\hat{\beta}^\pi = \tilde{\beta}^\pi) \rightarrow 1. \]

Recall that we define \(\hat{W}\) as an estimator of \(W\) that is obtained by applying any clustering method on the column vector of \(\text{MAT}(\beta^\pi)\). A direct conclusion from Theorem 2 is that \(\Pr(\hat{W} = W) \rightarrow 1\) since the oracle estimator \(\tilde{\beta}_i^\pi = \tilde{\beta}_j^\pi\) for any \(i, j \in \mathcal{G}^{(k)}\).

The oracle property in Theorem 2 together with Corollary 2 in Appendix A directly leads to the asymptotic distribution of \(\hat{\beta}^\pi\), which is presented in the following theorem.

**Theorem 3** (Asymptotic normality of integrated value estimator). Suppose the conditions in Theorem 1 and 2 hold. If \(J^{-k/p} \ll \left(N_{\max} T \left(1 + \| \phi_{f}(x) R(d\mathbf{x}) \|_2^{-2}\right)\right)^{-1/2}\), as either \(N_{\min} \rightarrow \infty\) or \(T \rightarrow \infty\), we have for any \(x \in \mathcal{X}\),

\[ \sqrt{NT} \cdot \hat{\sigma}^{(k)}_R(\pi)^{-1} \left( \hat{V}^{(k)}_R(\pi) - V^{(k)}_R(\pi) \right) \xrightarrow{D} \mathcal{N}(0, 1), \]
for any $k \in [K]$, where

$$
\tilde{\sigma}^2_R(\pi) = \left( \int u(\pi, x) R(dx) \right)^T \tilde{\Sigma} \tilde{\Omega} \left( \tilde{\Sigma}^T \right)^{-1} \left( \int u(\pi, x) R(dx) \right),
$$

where $\tilde{\Sigma}$ and $\tilde{\Omega}$ are defined as

$$
\tilde{\Sigma}(k) = \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=0}^{T-1} (\tilde{\Lambda}^{i,k})^T Z_{i,t} \left( Z_{i,t} - \gamma U^\pi_{i,t+1} \right)^T \tilde{\Lambda}^{i,k},
$$

$$
\tilde{\Omega}(k) = \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=0}^{T-1} (\tilde{\Lambda}^{i,k})^T Z_{i,t} Z_{i,t}^T \tilde{\Lambda}^{i,k} \left( R_{i,t} - \left( Z_{i,t} - \gamma U^\pi_{i,t+1} \right)^T \tilde{\Lambda}^{i,k} \tilde{\Theta}^\pi \right)^2,
$$

and $\tilde{\Lambda}^{i,k} = \Lambda^{i}(\tilde{w}_k \otimes I_{JM})$, $Z_{i,t}$ and $U^\pi_{i,t}$ are defined in (12) and (14), respectively.

Theorem 3 imply that the group-wise estimator converges at a rate of $(NTP_k)^{-1/2}$, $k \in [K]$. The estimators in Luckett et al. (2019); Jiang and Li (2016); Thomas et al. (2015) typically converge at a rate of $(NP_k)^{-1/2}$ and are not suitable for settings when one sub-population has only a few trajectories. Our estimation procedure also aggregates information along horizon $T$. The theoretical property along $T$ is obtained by treating finite and infinite $T$ separately, using the matrix concentration and martingale center limit theorem.

The dimension of the unknown parameters $\beta$ in (10) is $NJM$, which will diverge as sample size $N$ increases. Without the $K$-hetero MDP assumption and the penalty term, the $\ell_2$ convergence of the parameters can be shown to be $1/\sqrt{T}$ under the TH Markov and CMI assumption, employing arguments similar to those in Luckett et al. (2019) and Shi et al. (2020). The information accumulated along $N$ does not help. In contrast, the ACPE obtain $1/\sqrt{TNP_{\min}}$ convergence rate where $P_{\min} = \min \{P^{(1)}, \ldots, P^{(k)}\}$. The estimation in Luckett et al. (2019) is based on the state value $V(\cdot)$ and the calculation necessitates a correct specification of the behavior policy for the importance ratio that shows up in the Bellman equation of $V(\cdot)$. In contrast, our method estimates the action value function $Q(\cdot)$ and derive the corresponding state value estimators. As a result, we do not need to
specify the behavior policy, nor do we need to estimate it from the observed dataset. Our method can be viewed as an implicit importance weighting.

4.3 Optimal policy

In this section, we establish a convergence result for the estimated optimal policy for each homogeneous sub-population assuming that the parametric class \( \Pi \) satisfies the following properties.

**Assumption 8.** The map \( \alpha \rightarrow V_R(\pi(\alpha)) \) has a unique and well-separated maximum \( \alpha^* \) in the interior of the support of \( \alpha \), where \( V_R(\pi(\alpha)) \) is defined in (4).

**Assumption 9.** For any \( x \in X \) and \( a \in A \), we have as \( \delta \downarrow 0 \),

\[
\sup_{||\alpha_1-\alpha_2||_2 \leq \delta} \mathbb{E}\|\pi(a,x;\alpha_1) - \pi(a,x;\alpha_1)\| \to 0.
\]

Assumption 8 requires that the true optimal decision in each state is unique (see also the Assumption A.8 of Ertefaie and Strawderman (2018) and Assumption 6 of Luckett et al. (2019)) and is a standard assumption in M-estimation. Assumption 9 requires smoothness on the class of the polices. The following lemma shows that the parametric class of policies \( \Pi \) defined in (5) satisfies Assumption 8 and 9.

**Lemma 2.** The parametric class of policies \( \Pi \) defined in (5) satisfies Assumption 8 and 9.

Theorem 4 establishes that the estimated optimal policy for each homogeneous sub-population converges in probability to the true optimal policy over \( \pi \) and that the estimated value of the estimated optimal policy converges to the true value of the estimated optimal policy.

**Theorem 4.** Suppose the conditions in Theorem 1 and 2 and Assumption 8, 9 hold. Let \( \tilde{\alpha}^{(k)*} = \arg\max_{\alpha} \tilde{V}_R^{(k)}(\pi(\alpha)) \) and \( \alpha^{(k)*} = \arg\max_{\alpha} V_R^{(k)}(\pi(\alpha)) \), we have as either \( N_{\text{min}} \to \infty \) or \( T \to \infty \),

\[
(i) \quad \|\tilde{\alpha}^{(k)*} - \alpha^{(k)*}\|_2 \xrightarrow{P} 0.
\]

\[
(ii) \quad \left| V_R(\pi(\tilde{\alpha}^{(k)*})) - V_R(\pi(\alpha^{(k)*})) \right| \xrightarrow{P} 0.
\]
5 Computation

The optimization problem of (10) is challenging because of the coupling of $\beta_i$ and $\beta_j$ in the penalty term. This problem is similar to that in Chi and Lange (2015) and can be solved by the alternating direction method of multipliers (ADMM) (Boyd et al., 2011), the alternating minimization algorithm (AMA) (Tseng, 1991), and the general iterative shrinkage and thresholding method (Gong et al., 2013). All three approaches employ variable splitting to handle the shrinkage penalties in (10). In this section, we summarize the ADMM procedure to solve (10); readers are referred to Boyd et al. (2011); Chi and Lange (2015); Gong et al. (2013) and references therein for more information on alternative optimization algorithms. For brevity, we suppress the superscript $\pi$ in $\beta^\pi$ in this section.

We first recast (10) as an equivalent constrained problem:

$$
\begin{align*}
\min_{\beta, \delta} & \quad L(\beta, \delta) := G(\pi, \beta)^T G(\pi, \beta) + \frac{1}{N^2} \sum_{1 \leq i < j \leq N} p((JM)^{-1/2}\|\delta_{ij}\|_2, \lambda) \\
s.t. & \quad \delta_{ij} = \beta_i - \beta_j, \quad \forall \{i, j\} : 1 \leq i < j \leq N,
\end{align*}
$$

(26)

where $\delta = [\delta_{ij}^T, i < j]^T$. Applying the augmented Lagrangian method (ALM), the solution of (26) can be obtained by minimizing

$$
\begin{align*}
L_{AL}(\beta, \delta, \nu) := L(\beta, \delta) + \frac{1}{N^2} \sum_{i < j} (\nu_{ij}, \beta_i - \beta_j - \delta_{ij}) + \frac{\rho}{2JM N^2} \sum_{i < j} \|\beta_i - \beta_j - \delta_{ij}\|_2^2,
\end{align*}
$$

(27)

where $\nu = [\nu_{ij}^T, i < j]^T$ is a vector of Lagrangian multipliers and $\rho$ is a non-negative tuning parameter. ADMM minimizes the augmented Lagrangian (27) by iteratively optimizing over blocks of variables $\beta$, $\delta$, and the dual parameter $\nu$. Specifically, we start at initial values $(\beta^0, \delta^0, \nu^0)$ and update $(\beta^s, \delta^s, \nu^s)$ at the s-th iteration as follows.

**Step 1.** Given $(\delta^s, \nu^s)$, update $\beta^{s+1}$ by solving $\nabla_\beta L_{AL}(\beta, \delta^s, \nu^s) = 0$.

**Step 2.** Given $\beta^{s+1}$, update $\delta^{s+1}$ using the analytical forms, for MCP, with
\[ \delta_{ij} = \begin{cases} S(\beta_{i}^{s+1} - \beta_{j}^{s+1} + \rho^{-1}v_{ij}^{s})/\varpi \quad & \text{if } \|\beta_{i}^{s+1} - \beta_{j}^{s+1} + \rho^{-1}v_{ij}^{s}\| \leq \gamma \lambda \\ \beta_{i}^{s+1} - \beta_{j}^{s+1} + \rho^{-1}v_{ij}^{s} \quad & \text{if } \|\beta_{i}^{s+1} - \beta_{j}^{s+1} + \rho^{-1}v_{ij}^{s}\| > \gamma \lambda \end{cases} \]

and, for SCAD, with

\[ \delta_{ij}^{s+1} = \begin{cases} S(\beta_{i}^{s+1} - \beta_{j}^{s+1} + \rho^{-1}v_{ij}^{s})/\varpi \quad & \text{if } \|\beta_{i}^{s+1} - \beta_{j}^{s+1} + \rho^{-1}v_{ij}^{s}\| \leq \lambda + \lambda/\rho \\ S(\beta_{i}^{s+1} - \beta_{j}^{s+1} + \rho^{-1}v_{ij}^{s})/\varpi \quad & \text{if } \lambda + \lambda/\rho < \|\beta_{i}^{s+1} - \beta_{j}^{s+1} + \rho^{-1}v_{ij}^{s}\| \leq \lambda + \lambda/\rho \\ \beta_{i}^{s+1} - \beta_{j}^{s+1} + \rho^{-1}v_{ij}^{s} \quad & \text{if } \|\beta_{i}^{s+1} - \beta_{j}^{s+1} + \rho^{-1}v_{ij}^{s}\| > \gamma \lambda \end{cases} \]

where \( S(x, c) = \text{sign}(x)(|x| - c)_+ \) is the soft thresholding rule and \((x)_+ = x \) if \( x > 0 \) and 0 otherwise.

**Step 3.** Update the dual parameter \( \nu_{ij}^{s+1} = \nu_{ij}^{s} + \rho(\beta_{i}^{s+1} - \beta_{j}^{s+1} - \delta_{ij}^{s+1}) \).

The iteration terminates when the norm of the primal residual is smaller than some prespecified small tolerance \( \epsilon \), that is, when \( \|\beta_{i} - \beta_{j} - \delta_{ij}\| < \epsilon \). The algorithmic convergence of ADMM has been established in Boyd et al. (2011) and Chi and Lange (2015).

**6 Simulations**

In this section, we compare the performance of ACPE and ACPI with their mean-value-based counterparts (i.e., policy evaluation and iteration) on simulated data. We generate the initial state variable \( X_{i,1} \) from a standard normal distribution \( N(0, I) \). The available action set is \( \mathcal{A} = \{0, 1\} \). The system evolves according to

\[ X_{i,t+1} = \begin{bmatrix} 0.75(2A_{i,t} - 1) & 0 \\ 0 & 0.75(1 - 2A_{i,t}) \end{bmatrix} X_{i,t} + \varepsilon_{i,t}, \]

where \( \varepsilon_{i,t} \overset{\text{i.i.d.}}{\sim} N(0, I/4) \). The data-generating actions are i.i.d. Bernoulli random variables with expectation 0.5 and are independent of \( x_{i,t} \) for any \( t \geq 1 \). We consider \( K = 2 \) homogeneous groups. The immediate reward \( R_{i,t} \) is defined by

\[ R_{i,t} = X_{i,t}^{T}b_{k} - 0.25(2A_{i,t} - 1), \quad \text{for } \forall i \in \mathcal{G}_{k}, k \in 1, 2, \]

where \( b_{1} = [2, -1] \) and \( b_{2} = [-2, 1] \). Note that \( b_{k} \) is not the coefficient of Q function.
Unless otherwise specified, we use $\gamma = 0.6$ for discount factor, the MCP (15) with $\eta = 1.5$ for penalization throughout all experiments. We present results for the consistency and asymptotic distribution in policy estimation and solving for optimal policies.

### 6.1 Coefficients of the value function of a given policy $\pi$

The target policy $\pi$ to be evaluated is specified as

$$
\pi(a|x) = \begin{cases} 
0, & x_1 > 0 \text{ and } x_2 > 0; \\
1, & \text{otherwise},
\end{cases}
$$

where $x_i$ denotes the $i$-th element of a vector $x$. For each group, we simulate $N_k = 100$ trajectories of length $T = 10$. Thus, we have in total $N = 200$ trajectories. Recall that we use $Q$ function model (11) with features arranged in (12). The parameter $\beta_i$ contains $M$ blocks of coefficients and each block corresponds to one action from $A = \{a_1, \cdots, a_M\}$. In this simulation setting, we have $\beta_i = [\beta_1^i \top, \beta_2^i \top] \top \in \mathbb{R}^4$ where $\beta_1^i \in \mathbb{R}^2$ are coefficients associated with action $a_1 = 0$ and $a_2 = 1$, respectively. Figure 2 plots the $\hat{\beta}_1^i$ and $\hat{\beta}_2^i$ for all 200 trajectories. We further run K-means algorithms to cluster $\{\beta_i\}_{i \in [N]}$ into two groups and calculate the cluster centroids $\hat{\theta}_1^{(k)} = [\hat{\theta}_1^{(k) \top}, \hat{\theta}_2^{(k) \top}] \top$ for $k = 1, 2$. The centroids $\hat{\theta}_1^{(k)}$ and $\hat{\theta}_2^{(k)}$ for $k = 1, 2$ are also plotted in the figure as the red dots. The left and right columns of Figure 2 corresponds to using $\lambda = 0.1$ or 0.05, respectively, in the MCP (15) penalization.

As shown in Figure 2, the proposed algorithm is able to recover mostly correct coefficients with an appropriate choice of $\lambda$ even when the group centroids are relatively close to each other. The tuning parameter $\lambda$ controls the “focus of the group.” Smaller $\lambda$ encourages heterogeneity, that is, different values for different trajectories, while large $\lambda$ enforce homogeneity. When $\lambda$ is too small, we lose efficiency by grouping trajectories together. When $\lambda$ is too big, the problem reduces to homogeneous policy evaluation with the same coefficients and hence loses the heterogeneity that we are seeking.
Figure 2: Coefficients of $Q$ functions and the centroids estimated by ACPE. We use blue and gray colors to denote the true membership of each point. We use MCP (15) penalization with $\eta = 1.5$. Plots (a) and (c) on the left correspond to the results with $\lambda = 0.05$; plots (b) and (d) on the right correspond to the results with $\lambda = 0.1$. We can see that with an appropriate choice of the tuning parameter $\lambda$, the majority of fitted coefficients fall in a very small neighborhood of the centroids and can be hence correctly classified by simple clustering algorithms.

6.2 Confidence intervals of the integrated value of a given policy $\pi$

We compare the integrated value estimated by ACPE and classical mean-value policy evaluation (MVPE). The true integrated value $\hat{V}^\pi_R$ is computed by Monte Carlo approximation. Specifically, we simulate $N = 5,000$ independent trajectories (2,500 trajectories for each group) with initial states distributed according to $R$. For each trajectory, we simulate $T$ steps to obtain $\{Y_{i,t}^{(k)}\}$ for $1 \leq i \leq N$, $1 \leq t \leq T$, and $k = 1, 2$. For each sub-group, the true value is approximated by $\hat{V}_R^{\pi,(k)} \approx N_k^{-1} \sum_{i=1}^{N_k} \sum_{t=1}^{T} \gamma^t Y_{i,t}^{(k)}$. For the MVPE, the estimated $\hat{V}_R^{MV}(\pi)$ and the corresponding CI are obtained using equation (3.9) and (3.10) in Shi et al. (2020). For the ACPE, we use MCP (15) with $\eta = 1.5$ and $\lambda = 0.1$. The estimated
\( \overline{\mathcal{V}}_{\mathcal{R}}^{AC}(\pi) \) and the corresponding CI are obtained using results in Theorem 3. We compare the true value with our estimated values with \( n = 20, 50, 100 \) and \( T = 10, 30, 40 \). The coverage probability is plotted in Figure 3 for trajectories from group 1 and 2 respectively in subplot (a) and (b). We can see that heterogeneous estimation performs consistently better in terms of coverage probability.

![ECP of two estimations for group 1](image)

(a) For trajectories from group 1

![ECP of two estimations for group 2](image)

(b) For trajectories from group 2

Figure 3: Empirical covering probabilities (ECP) of the 95\% confidence interval. ACPE represents our auto-clustered policy evaluation and its corresponding CI in Theorem 3. MVPE represent the classic mean-value-based policy evaluation and its corresponding CI are constructed using equation (3.9) and (3.10) in Shi et al. (2020). Subplot (a) and (b) correspond to the ECP’s for trajectories from two different groups \( k = 1 \) and 2, respectively.

### 6.3 Parametric optimal policy

We train 100 steps of Algorithm 2 (ACPI) to obtain two policies, which we denote \( \pi(\hat{\alpha}_{ACPI}^{(1)*}) \) and \( \pi(\hat{\alpha}_{ACPI}^{(2)*}) \), respectively for estimated group 1 and 2. We follow the same protocol to obtain a policy \( \pi(\hat{\alpha}_{MVPI}^{*}) \) via standard mean-value-based policy iteration (MVPI).

Firstly, we show how different are the actions given by \( \pi(\hat{\alpha}_{ACPI}^{(1)*}), \pi(\hat{\alpha}_{ACPI}^{(2)*}), \) and \( \pi(\hat{\alpha}_{MVPI}^{*}) \) on a specific sample. We take a \( j \)-th test sample with

\[
X_{j,1} = \begin{bmatrix} 1.2506 \\ 0.77477 \end{bmatrix}, \quad X_{j,2} = \begin{bmatrix} 1.0277 \\ -0.52615 \end{bmatrix},
\]

\( A_{j,1} = 1, \ Y_{j,1} = 1.6559 \). The optimal actions at \( t = 2 \), i.e. \( A_{j,2} \), suggested by ACPI for group 1 and 2 and by MVPI are given in Table 1. This trajectory is in fact in group 1, which is correctly clustered by ACPE. Thus, the optimal action should be chosen by following \( \pi(\hat{\alpha}_{ACPI}^{(1)*}) \) which prefers action \( A_{j,2} = 1 \). If we ignore heterogeneity and naively adopt
MVPI, we will wrongly weight both actions evenly, yielding a lower expected outcome.

| Estimated optimal policy | Pr(A = 0) | Pr(A = 1) |
|--------------------------|----------|----------|
| $\pi^{(1)*}_{\text{ACPI}}$ | 0.14     | 0.86     |
| $\pi^{(2)*}_{\text{ACPI}}$ | 0.75     | 0.25     |
| $\pi^{(\text{MVPI})}$   | 0.58     | 0.42     |

Table 1: The optimal action given by ACPI for group 1 and 2 and by MVPI on a random trajectory. We use $\eta = 1.5$ and $\lambda = 0.1$ in ACPI.

We further generate $N = 500$ samples distributed according to $\mathcal{N}(0, I_2)$ (250 samples for each group). We estimate the true value of all three policies using Monte Carlo simulation $\hat{V}_R(\pi) \approx N^{-1} \sum_{i=1}^{N} \sum_{t=0}^{T-1} \gamma^t Y_{i,t}$ at $T = 50$. We repeat 10 times and obtain the average values of all three policies on different groups. The results are presented in Table 2. It shows that policies produced by ACPI are indeed better in terms of expected discounted total sum of rewards.

| Estimated optimal policy | Integrated value $\hat{V}_R(\pi)$ | True group 1 | True group 2 |
|--------------------------|-----------------------------------|--------------|--------------|
| $\pi^{(1)*}_{\text{ACPI}}$ | 0.119                             | -            |              |
| $\pi^{(2)*}_{\text{ACPI}}$ | -                                 | 0.104        |              |
| $\pi^{(\text{MVPI})}$   | 0.002                             | 0.002        |              |

Table 2: The integrated values of the optimal policies given by ACPI for group 1 and 2 and by MVPI. We use $\eta = 1.5$ and $\lambda = 0.1$ in ACPI.

7 Real data application: MIMIC-III

In this section, we illustrate the advantages of the ACPI on the Medical Information Mart for Intensive Care version III (MIMIC-III) Database (Johnson et al., 2016), which is a freely available source of de-identified critical care data from 2001–2012 in six ICUs at a Boston teaching hospital.

We consider a cohort of sepsis patients, following the same data processing procedure as in Komorowski et al. (2018). Each patient in the cohort is characterized by a set of 47
variables, including demographics, Elixhauser premorbid status, vital signs, and laboratory values. Since we do not consider high-dimensional issue in the present paper, we conduct a dimension reduction using principal component analysis and choose top 10 principal components as our state features, which explain around 97% of the total variance. Patients’ data were coded as multidimensional discrete time series $X_{i,t} \in \mathbb{R}^{10}$ for $1 \leq i \leq N$ and $1 \leq t \leq T_i$ with four-hour time steps. The actions of interests are the total volume of intravenous (IV) fluids and maximum dose of vasopressors administrated over each four-hour period. We discretize two action variables into three levels, respectively. Our low corresponds to 1 - 2, medium corresponds to 3 and high corresponds to 4 - 5 in Komorowski et al. (2018). The combination of the two drugs makes $M = 3 \times 3 = 9$ possible actions in total. In the final processed dataset, we sampled 1000 unique adult ICU admissions, corresponding to unique trajectories to be fed into our algorithms. The observation length $T_i$ varies across trajectories.

The reward signal $R_{i,t}$ is important and is crafted carefully in real applications. For the final reward, we follow Komorowski et al. (2018) and use hospital mortality or 90-day mortality. Specifically, when a patient survived, a positive reward was released at the end of each patient’s trajectory; a negative reward was issued if the patient died. For the intermediate rewards, we follow Prasad et al. (2017) and associate reward to the health measurement of a patient. The detailed description of the data pre-processing is presented in Section E of the supplemental material. More information about the dataset can also be found in Komorowski et al. (2018) and Prasad et al. (2017).

The final processed data contains 12,987 tuples $\{(X_{i,t}, A_{i,t}, R_{i,t}, X_{i,t+1})\}$ with $i \in [1000]$ and $t \in [T_i]$. We first evaluate the value of a random policy $\pi(a|x) = 1/9$ for $a \in [9]$ on the data set using ACPE and MVPE. Note both ACPE and MVPV try to minimize the Bellman residual, which are the sample counterpart of the left hand side of (7), while ACPE accounts for heterogeneity over different trajectories. We fit linear $Q$ functions and plot the histograms of the sample Bellman residuals of MVPE and ACPE, respectively, in (a).
and (b) of Figure 4. As demonstrated in Figure 4 (a), we see that the Bellman residual plot of MVPE is bi-modal. This hints that there are at least two different coefficient groups in this population. Figure 4 (b) is the residual plot of ACPE. We can see that the residual plot for our algorithm is well-shaped and performs better in terms of fitting error. We perform a principal component analysis on our coefficient matrix (averaged across actions) as shown in Figure 5. We can observe that there are two clear separate clusters within this coefficient matrix, which is a confirmation of the bi-modality of the residuals and a sign that simple k-means clustering would work well when we cluster the β’s into groups.

We further use ACPI to obtain optimal policies \( \pi(\hat{\alpha}_{ACP}^{(1)\ast}) \) and \( \pi(\hat{\alpha}_{ACP}^{(2)\ast}) \), respectively for estimated group 1 and 2. We follow the same protocol to obtain a optimal policy \( \pi(\hat{\alpha}_{MVPI}^{\ast}) \) via standard mean-value-based policy iteration (MVPI). Table 3 summarizes the estimated values of \( \pi(\hat{\alpha}_{ACP}^{(1)\ast}), \pi(\hat{\alpha}_{ACP}^{(2)\ast}), \) and \( \pi(\hat{\alpha}_{MVPI}^{\ast}) \) with different values of discount factor \( \gamma \). These policies are evaluated on two groups separately on the two subgroups returned by ACPI. We can see that the policy obtained by ACPI outperforms the one returned by MVPI by around 30 % on both group 1 and group 2.

We then demonstrate two sample patients in Table 4 and 5 to show the effectiveness of estimated policies. Patient 1 eventually died in hospital, and this policy is evaluated at two time points before his/her death. At this time point, many of his/her indices are extremely abnormal. For example, his/her Glasgow Coma Scale (GCS) decreased sharply from 15 to 6. This is a critical sign of urgent treatment. Indeed, policy trained under heterogeneous estimation ACPI recommends high intravenous volume and high/medium vasopressors, while policy trained under homogeneous estimation MVPI still puts significant weights on medium intravenous volume and medium vasopressors. This conservative policy recommended by homogeneous estimation would be dangerous. Patient 2 survives and all his/her indices are fairly normal at the evaluated time point, except for his/her relatively high respiratory rate (RR). He/she is also one of the youngest patients.
in the sample. Thus, the physician decides to inject little to no amounts of both intravenous and vasopressors. The heterogeneously estimated policy by ACPI recommends the same treatment as the physician does. However, the homogeneously estimated policy by MVPI also suggests a medium volume of intravenous, which is unnecessary for such a patient.

(a) Residual distribution of simple linear regression is clearly bi-modal, with two peaks at around -4 and 4.

(b) Residual of our algorithm is bell-shaped, with one peak at around 0. It also performs better in terms of fitting error.

Figure 4: Bellman residuals of MVPE and ACPE of the random policy on the MIMIC-III data set.

Figure 5: Plot of the first two principal components of the coefficient matrix (averaged across actions) produced by ACPE of the random policy. We can see there is a clear separation between two groups.
| Estimated optimal policy | Estimated Group 1 | Estimated Group 2 |
|--------------------------|-------------------|-------------------|
| \( \pi_{\alpha_{ACPI}^{(1)*}} \) | -2.2140 | -3.1851 |
| \( \pi_{\alpha_{ACPI}^{(2)*}} \) | - | - |
| \( \pi_{\alpha_{MVPI}} \) | -3.0964 | -4.5735 |
| ACPI Improvement | 28.50% | 30.36% |

Table 3: Estimated values on two subgroups of the heterogeneously estimated policies by ACPI and the homogeneously estimated policy by MVPI. The groups are estimated by ACPI.

| Optimal policy | ACPI | MVPI | Expert |
|----------------|------|------|--------|
| iv low, vaso low | \(< 0.0001\) | \(< 0.0001\) | 0 |
| iv low, vaso med | \(< 0.0001\) | 0.071 | 0 |
| iv low, vaso high | \(< 0.0001\) | \(< 0.0001\) | 0 |
| iv med, vaso low | \(< 0.0001\) | 0.10 | 0 |
| iv med, vaso med | \(< 0.0001\) | 0.14 | 0 |
| iv med, vaso high | 0.042 | 0.21 | 0 |
| iv high, vaso low | 0.23 | \(< 0.0001\) | 0 |
| iv high, vaso med | 0.36 | 0.26 | 0 |
| iv high, vaso high | 0.37 | 0.22 | 1 |

Table 4: Recommended action by policy estimated by ACPI, MVPI and the expert for a sample patient from group 1.

| Optimal policy | ACPI | MVPI | Expert |
|----------------|------|------|--------|
| iv low, vaso low | 0.72 | 0.36 | 1 |
| iv low, vaso med | 0.18 | 0.018 | 0 |
| iv low, vaso high | \(< 0.0001\) | \(< 0.0001\) | 0 |
| iv med, vaso low | \(< 0.0001\) | 0.43 | 0 |
| iv med, vaso med | \(< 0.0001\) | \(< 0.0001\) | 0 |
| iv med, vaso high | \(< 0.0001\) | 0.11 | 0 |
| iv high, vaso low | 0.09 | \(< 0.0001\) | 0 |
| iv high, vaso med | \(< 0.001\) | 0.075 | 0 |
| iv high, vaso high | \(< 0.001\) | \(< 0.0001\) | 0 |

Table 5: Recommended action by policy estimated by ACPI, MVPI and the expert for a sample patient from group 2.

### 8 Summary

Classical RL methods model and optimize the (action-)value function defined as the expectation of total return. Direct applications of such mean-value based RL to large-
scale datasets may generate misleading results because of data heterogeneity. In this paper, we go beyond classical mean-value based RL to allow for heterogeneity which is characterized by different values across sub-populations. We proposed ACPE and ACPI for both the policy evaluation and control. We establish convergence rates and construct confidence intervals (CIs) for the estimators obtained by the ACPE and ACPI. Our theoretical findings are validated on synthetic and real datasets. Particularly, the experiments on the standard MIMIC-III dataset shows evidence of data heterogeneity and confirms the advantage of our new method.

Statistical analysis of policy evaluation and optimal control under the framework of RL and MDP have great potential to facilitate dynamic decision making in a variety of real applications. We have demonstrated the importance of data heterogeneity when combining RL and large-scale datasets. There are several interesting directions for future research in this area. First, our method is based on the Bellman consistency equation to approximate the $Q^\pi$ function. Its performance is guaranteed under the assumption of bounded state distribution shift, which is caused by the discrepancy between the behavior policy and the target policy. However, this assumption may not hold generally in real applications. It is of great interest to investigate various ways to relax such an assumption. Second, the theoretical results in this paper are developed for offline batch estimation. Developing online RL estimation with heterogeneity is an interesting topic for future research. Lastly, we estimate the optimal policy by a variation of $Q$ learning. It would also be worthwhile to investigate the ways to incorporate heterogeneity in other RL methods such as policy gradient.
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Appendix A  Proofs: Oracle Estimators

The solution of (21) can be obtained by solving the estimating equation:

\[
\frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} \left( (\bar{\Lambda}^i)^\top Z_{i,t} R_{i,t} - (\bar{\Lambda}^i)^\top Z_{i,t} \left( Z_{i,t} - \gamma U_{i,t+1}^\pi \right) \right)^\top \bar{\Lambda}^i \theta^\pi = 0. \tag{28}
\]

The resulting oracle estimator of the group coefficients obtained by (28) has the following decomposition:

\[
(\bar{\theta}^\pi - \tilde{\theta}^\pi) = (\bar{\Sigma}^\pi)^{-1} \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} \left( (\bar{\Lambda}^i)^\top Z_{i,t} (\epsilon_{1,i,t} + \epsilon_{2,i,t}) \right) = (\bar{\Sigma}^\pi)^{-1} \bar{\zeta}_1 + (\bar{\Sigma}^\pi)^{-1} \bar{\zeta}_2, \tag{29}
\]

where

\[
\bar{\Sigma}^\pi = \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} (\bar{\Lambda}^i)^\top Z_{i,t} \left( Z_{i,t} - \gamma U_{i,t+1}^\pi \right)^\top \bar{\Lambda}^i, \tag{30}
\]

\[
\bar{\zeta}_1 = \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} (\bar{\Lambda}^i)^\top Z_{i,t} \epsilon_{1,i,t}, \tag{31}
\]

\[
\bar{\zeta}_2 = \sum_{i=1}^{N} \sum_{t=1}^{T} (\bar{\Lambda}^i)^\top Z_{i,t} \epsilon_{2,i,t}, \tag{32}
\]

\[
\epsilon_{1,i,t} = R_{i,t} + \gamma \cdot \sum_{a \in A} Q(\pi, X_{i,t+1}, a)\pi(a \mid X_{i,t+1}) - Q(\pi, X_{i,t}, A_{i,t}) \tag{33}
\]

\[
\epsilon_{2,i,t} = \gamma \cdot \sum_{a \in A} e(\pi, X_{i,t+1}, a)\pi(a \mid X_{i,t+1}) - \sum_{a \in A} e(\pi, X_{i,t}, a)1(A_{i,t} = a), \tag{34}
\]

\[
e(\pi, X_{i,t}, a) = Q(\pi, X_{i,t}, a) - \phi(X_{i,t})^\top \bar{\Lambda}^i \bar{\theta}^\pi. \tag{35}
\]

In the proofs, we will omit the superscript \(\pi\) in \(\bar{\Sigma}^\pi, \bar{\zeta}_1, \bar{\zeta}_2, \epsilon_{1,i,t}, \epsilon_{2,i,t}, \bar{\Sigma}^{\pi,(k)}, \bar{\zeta}_1^{\pi,(k)}, \) and \(\bar{\zeta}_2^{\pi,(k)}\) for brevity.

**Proposition 1** (Oracle estimator \(\ell_2\) convergence). Suppose Assumption 2 – 5 hold. \(N_{\min} = \)
min \( N_k \) and \( N_{max} = \max_{1 \leq k \leq K} N_k \). If \( K = o(N_{min} T) \), \( J \ll \sqrt{N_{min}} \log(N_{min} T) \), \( J^{\kappa/p} \gg \sqrt{N_{max} T} \), as either \( N_{min} \to \infty \) or \( T \to \infty \),

\[ \| \hat{\theta}^\pi - \theta^\pi \|_2 = O_p \left( J^{1/2} (TN_{min})^{-1/2} \right) + O_p \left( J^{-\kappa/p} \right). \]

If we have balanced groups, that is, \( N_{min} \approx N_{max} \approx N \), then

\[ \| \hat{\theta}^\pi - \theta^\pi \|_2 = O_p \left( J^{1/2} (T)^{-1/2} \right) + O_p \left( J^{-\kappa/p} \right). \]

**Proof.** Recall that \( \bar{\Lambda}^i = \Lambda^i (W \otimes I_{JM}) \). Let \( P^{(k)} = N^{(k)}/N \), \( \bar{\Sigma}^{(k)} \) and \( \bar{\zeta}^{(k)}_i \) are defined in (50) and (52), respectively. We have

\[ \bar{\Sigma} = \text{bdiag} \left( P^{(k)} \bar{\Sigma}^{(k)} \right)_{1 \leq k \leq K}, \quad \text{and} \quad \bar{\zeta} = \left[ P^{(1)} (\bar{\zeta}^{(1)}_i)^\top \ldots P^{(K)} (\bar{\zeta}^{(K)}_i)^\top \right]^\top, \quad \text{for } i = 1, 2. \quad (36) \]

Then, by decomposition (29) and Proposition 3, we have

\[ \| \hat{\theta}^\pi - \theta^\pi \|_2 = \left( \sum_{k=1}^{K} \left\| \bar{\Sigma}^{(k)}_1^{-1} \bar{\zeta}^{(k)}_1 + \bar{\Sigma}^{(k)}_2^{-1} \bar{\zeta}^{(k)}_2 \right\|_2^2 \right)^{1/2} = O_p \left( \sqrt{\frac{KJ}{TN_{min}}} \right) + O_p \left( KJ^{-\kappa/p} \right). \]

The desired result follows by noticing that \( K \) is fixed and \( P^{(k)} \) is bounded away from zero under our assumption. \( \square \)

**Theorem 5 (Asymptotic normality of oracle coefficient estimator).** Suppose Assumption 2–5 hold. Let \( N_{min} = \min_{1 \leq k \leq K} N_k \) and \( N_{max} = \max_{1 \leq k \leq K} N_k \). If \( K = o(N_{min} T) \), \( J = o \left( \sqrt{N_{min}} T / \log(N_{min} T) \right) \).

For any \( \nu \in \mathbb{R}^{JMK} \) satisfying \( \| \nu \|_2 = O(1) \), \( \| \nu \|_1 = O(1) \) and \( J^{\kappa/p} \ll \left( N_{min} T \left( 1 + \| \nu \|_2 \right) \right)^{-1/2} \), we have, as either \( N_{min} \to \infty \) or \( T \to \infty \),

\[ \sqrt{N} T \cdot \bar{\sigma}_\theta (\pi, \nu)^{-1} \cdot \nu^\top (\hat{\theta}^\pi - \theta^\pi) \overset{D}{\to} N(0, 1), \]

where \( \bar{\sigma}_\theta (\pi, \nu) = \sqrt{\nu^\top (\bar{\Sigma}^\pi)^{-1} \bar{\Omega}^\pi (\bar{\Sigma}^\pi)^{-1}} \nu \),

\[ \bar{\Sigma}^\pi = \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} (\bar{\Lambda}^i)^\top Z_{i,t} (Z_{i,t} - \gamma U_{i,t+1})^\top \bar{\Lambda}^i, \quad (37) \]

\[ \bar{\Omega}^\pi = \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} (\bar{\Lambda}^i)^\top Z_{i,t} Z_{i,t}^\top \bar{\Lambda}^i \left( R_{i,t} - (Z_{i,t} - \gamma U_{i,t+1})^\top \bar{\Lambda}^i \theta^\pi \right)^2. \quad (38) \]
Proof. Suppose that \( J^{-\kappa/p} \ll (N_{\min} T \left(1 + \|\nu\|_2^2\right))^{-1/2} \). Combining Proposition 1 and the fact that \( J^{-\kappa/p} \ll (N_{\min} T)^{-1/2} \), we have, for any \( \nu = [\nu^{(1)}, \ldots, \nu^{(k)}] \in \mathbb{R}^{JM K} \), \( \nu^{(k)} \in \mathbb{R}^M \) for \( k \in [K] \), that

\[
\sqrt{NT} \cdot \nu^\top (\theta^\pi - \theta^\nu) = \sqrt{NT} \cdot \nu^\top \Sigma^{-1} \zeta_1 + o_p(1)
\]

\[
= \sum_{k \in [K]} \sqrt{N_k T / P(k)} \cdot (\nu^{(k)})^\top (\Sigma^{(k)})^{-1} \nu^{(k)} + o_p(1)
\]

\[
\overset{D}{\rightarrow} \mathcal{N} \left( 0, \sum_{k \in [K]} (\nu^{(k)})^\top (\Sigma^{(k)})^{-1} \nu^{(k)} / P(k) \right),
\]

where the second equality follows from (36) and the distribution is obtained by applying Theorem 7. Note that \( \Omega^\pi = \text{bdia} \left( p(k)^\pi \Omega^{\pi, (k)} \right) \) where \( \Omega^{\pi, (k)} \) is defined in (56). Combining this with (36), we have for any \( \nu \in \mathbb{R}^{JM K} \) satisfying \( \|\nu\|_2 = O(1) \) and \( \|\nu\|_2^{-1} = O(1) \),

\[
\frac{\sqrt{NT} \nu^\top (\theta^\pi - \theta^\nu)}{\sqrt{\nu^\top \Sigma^{-1} \Omega (\Sigma^\top)^{-1} \nu}} \overset{D}{\rightarrow} \mathcal{N}(0, 1).
\]

Under the condition in Theorem 5, we can show that \( \tilde{\sigma}_\theta (\pi, \nu) \) converges almost surely to \( \sigma_\theta (\pi, \nu) = \sqrt{\nu^\top (\Sigma^\pi)^{-1} \Omega^\pi (\Sigma^\pi^\top)^{-1} \nu} \), where \( \Omega^\pi = \mathbb{E}[\tilde{\Omega}^\pi] \) and \( \Sigma^\pi = \mathbb{E}[\tilde{\Sigma}^\pi] \).

Applying Theorem 5 to the value function estimators defined in (19), we establish the asymptotic distribution for state and action value functions \( V(\pi, x) \) and \( Q(\pi, x, a) \) and the asymptotic distribution for integrated value \( V_R(\pi) \) for a given distribution \( R \) in the next two corollaries.

**Corollary 1** (Asymptotic normality of oracle value estimator.). Suppose Assumption 2 – 5 hold. Let \( N_{\min} = \min_{1 \leq k \leq K} N_k \) and \( N_{\max} = \max_{1 \leq k \leq K} N_k \). If \( K = o(N_{\min} T) \), \( J = o \left( \sqrt{N_{\min} T / \log(N_{\min} T)} \right) \), and \( J^{-\kappa/p} \ll (N_{\max} T \left(1 + \|u(\pi, x)\|_2^2\right))^{-1/2} \), we have, for any \( x \in \mathcal{X} \) and \( a \in \mathcal{A} \), that as either \( N_{\min} \to \infty \) or \( T \to \infty \),

\[
\sqrt{NT} \tilde{\sigma}_v^{(k)} (\pi, x)^{-1} \left( \tilde{V}^{(k)} (\pi, x) - V^{(k)} (\pi, x) \right) \overset{D}{\rightarrow} \mathcal{N}(0, 1),
\]

\[
\sqrt{NT} \tilde{\sigma}_q^{(k)} (\pi, x, a)^{-1} \left( \tilde{Q}^{(k)} (\pi, x, a) - Q^{(k)} (\pi, x, a) \right) \overset{D}{\rightarrow} \mathcal{N}(0, 1),
\]

for any \( k \in [K] \), where
\[
\bar{\sigma}^{(k)}_{\nu}(\pi, x) = \sqrt{u(\pi, x)^{\top} \left(\Sigma^{\pi,(k)} - \Omega^{\pi,(k)} \right)^{-1} u(\pi, x)}, \\
\bar{\sigma}^{(k)}_{\theta}(\pi, x, a) = \sqrt{z(x, a)^{\top} \left(\Sigma^{\pi,(k)} - \Omega^{\pi,(k)} \right)^{-1} z(x, a),}
\]

where the matrices \(\overline{\Sigma}^{\pi,(k)}\) and \(\overline{\Omega}^{\pi,(k)}\) are defined as

\[
\overline{\Sigma}^{\pi,(k)} = \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} (\Lambda^{i,(k)})^\top Z_{i,t} \left(Z_{i,t} - \gamma U_{i,t}^{\pi}\right)^\top \Lambda^{i,(k)}, \tag{39}
\]

\[
\overline{\Omega}^{\pi,(k)} = \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} (\Lambda^{i,(k)})^\top Z_{i,t} Z_{i,t}^\top \Lambda^{i,(k)} \left(R_{i,t} - \left(Z_{i,t} - \gamma U_{i,t}^{\pi}\right)^\top \Lambda^{i,(k)} \theta^{\pi}\right)^2, \tag{40}
\]

and \(\Lambda^{i,(k)} = \Lambda^i(w_k \otimes I_{JM})\).

**Proof.** The proof uses the result in Corollary 3 and is similar to that of Theorem 5. \(\square\)

**Corollary 2** (Asymptotic normality of oracle integrated value estimator). Suppose Assumption 2 - 5 hold. Let \(N_{\min} = \min_{1 \leq k \leq K} N_k\) and \(N_{\max} = \max_{1 \leq k \leq K} N_k\). If \(K = o(N_{\min} T), J = o\left(\sqrt{N(k)T/\log(N(k)T)}\right), J^{-\kappa/p} \ll (N_{\max} T \left(1 + \left\| \int \phi_f(x) \mathcal{R}(dx) \right\|_2^2\right))^{-1/2}\), as either \(N_{\min} \to \infty\) or \(T \to \infty\), we have for any \(x \in \mathcal{X}\),

\[
\sqrt{NT} \cdot \bar{\sigma}^{(k)}_{\overline{R}}(\pi)^{-1} \left(\overline{V}^{(k)}_{\overline{R}}(\pi) - \overline{V}^{(k)}_{\overline{R}}(\pi)\right) \overset{D}{\to} \mathcal{N}(0, 1),
\]

for any \(k \in [K]\), where

\[
\bar{\sigma}^{(k)}_{\overline{R}}(\pi)^2 = \left(\int u(\pi, x) \mathcal{R}(dx)\right)^\top \left(\overline{\Sigma}^{\pi,(k)} - \overline{\Omega}^{\pi,(k)} \right)^{-1} \left(\overline{\Sigma}^{\pi,(k)} - \overline{\Omega}^{\pi,(k)} \right)^{-1} \left(\int u(\pi, x) \mathcal{R}(dx)\right),
\]

\(\overline{\Sigma}^{\pi,(k)}\) and \(\overline{\Omega}^{\pi,(k)}\) are given in (39) and (40).

**Proof.** The proof uses the result in Corollary 4 and is similar to that of Theorem 5. \(\square\)

### A.1 Proof of Theorem 1

**Proof.** By decomposition (29), we have

\[
\left\| \bar{\theta}^{\pi} - \tilde{\theta}^{\pi} \right\|_\infty \leq \left\| \left(\overline{\Sigma}^{\pi,(k)}\right)^{-1} \right\|_\infty \left\| \overline{\xi}_1 \right\|_\infty + \left\| \left(\overline{\Sigma}^{\pi,(k)}\right)^{-1} \right\|_\infty \left\| \overline{\xi}_2 \right\|_\infty
\]

4
We bound each term on the right hand side as follows.

Using (36) and Lemma 10 (iii), we have
\[ \| (\tilde{\Sigma})^{-1} \|_\infty \leq \max_k \left\| (P^{(k)}\tilde{\Sigma}^{(k)})^{-1} \right\|_\infty = 6C^{-1} \sqrt{J} (N/N_{\text{min}}), \]
with probability at least \( 1 - O\left( \frac{1}{(N_{\text{min}}T)^2} \right) \).

By Lemma 12 (iii), we have
\[ \Pr \left( \| \tilde{\zeta}^{(k)}_1 \|_\infty > c \sqrt{2 \log(N_k T)/(N_k T)} \right) \leq 2JM(N_k T)^{-2}, \]
for some positive constant \( c \). Lemma 12 (iv) shows that \( \| \tilde{\zeta}^{(k)}_2 \|_\infty \leq c_1 J^{-\kappa/p} \ll c_1 (N_k T)^{-1/2} \)
aalmost surely. By a union bound and Lemma 12 (iii), we have
\[
\Pr \left( \| \tilde{\zeta}_1 \|_\infty > c(N_{\text{max}}/N) \sqrt{2 \log(N_{\text{min}} T)/N_{\text{min}} T} \right) \leq \sum_{k=1}^K \Pr \left( \| P^{(k)}\tilde{\zeta}_1^{(k)} \|_\infty > (N_{\text{max}}/N) \sqrt{2 \log(N_{\text{min}} T)/N_{\text{min}} T} \right)
\leq \sum_{k=1}^K \Pr \left( \| P^{(k)}\tilde{\zeta}_1^{(k)} \|_\infty > P^{(k)} \sqrt{2 \log(N_k T)/N_k T} \right)
= \sum_{k=1}^K 2JM(N_k T)^{-2}
\leq 2JM(N_{\text{min}} T)^{-2},
\]
for some positive constant \( c \). Similarly, using Lemma 12 (iv), we have
\[
\| \tilde{\zeta}_2 \|_\infty = \max_{1 \leq k \leq K} \left\| P^{(k)}\tilde{\zeta}^{(k)}_2 \right\|_\infty \leq c_1 J^{-\kappa/p} N_{\text{max}}/N \ll c_1 N_{\text{max}}/N (N_{\text{max}} T)^{-1/2}, \text{ almost surely.}
\]

Thus, by a union bound, we have that
\[
\| \tilde{\theta}^{\pi} - \hat{\theta}^{\pi} \|_\infty \leq 6cC^{-1} \left( N_{\text{max}}/N_{\text{min}} \right) \sqrt{2J \log(N_{\text{min}} T)/N_{\text{min}} T}
\]
holds with probability at least \( 1 - 2JM(N_{\text{min}} T)^{-2} - O\left( \frac{1}{(N_{\text{min}} T)^2} \right) \). \( \square \)
Appendix B  Feasible estimator

B.1 Proof of Theorem 2

Proof. Note that all coefficients are with respect to a given policy \( \pi \in \Pi \), thus we drop superscript \( \pi \) for brevity. We use \( B = [\beta_1, \ldots, \beta_N] \) and \( \beta = \text{vec}(B) \) (also \( \Theta = [\theta_1, \ldots, \theta^{(k)}] \)) and \( \theta = \text{vec}(\Theta) \) interchangeably. It is easy to see that \( B = \Theta W^\top \), \( \beta^i = \Theta w_i = \Lambda_i \beta \), and \( \beta = (W \otimes I_p)\theta \). Define

\[
\begin{align*}
L(B) &= G(\pi, B)^\top G(\pi, B), \quad P(B, \lambda) = \frac{1}{N^2} \sum_{1 \leq i < j \leq N} p((JM)^{-1/2}\|\beta^i - \beta^j\|_2, \lambda), \\
\tilde{L}(\Theta) &= \tilde{G}(\pi, \Theta)^\top \tilde{G}(\pi, \Theta), \quad \tilde{P}(\Theta, \lambda) = P(\Theta W^\top, \lambda),
\end{align*}
\]

where

\[
\begin{align*}
G(\pi, B) &= \frac{1}{NTJ} \sum_{i=1}^N \sum_{t=1}^T \Lambda_i^\top Z_{i,t} R_{i,t} - \Lambda_i^\top Z_{i,t} (Z_{i,t} - \gamma U_{\pi,i,t+1})^\top \Lambda_i \beta, \\
\tilde{G}(\pi, \Theta) &= \frac{1}{NTJ} \sum_{i=1}^N \sum_{t=1}^T \bar{\Lambda}_i^\top Z_{i,t} R_{i,t} - \bar{\Lambda}_i^\top Z_{i,t} (Z_{i,t} - \gamma U_{\pi,i,t+1})^\top \bar{\Lambda}_i \theta.
\end{align*}
\]

Then the loss function in the optimization problem (10) and (21) can be rewritten, respectively, as,

\[ L(B) := L(B) + P(B, \lambda), \quad \tilde{L}(\Theta) := \tilde{L}(\Theta) + \tilde{P}(\Theta, \lambda). \quad (41) \]

Let \( M_G \) be the subspace of \( \mathbb{R}^{JM \times N} \), defined as

\[ M_G = \{ B \in \mathbb{R}^{JM \times N} : \beta^i = \beta^j, \text{ for any } i, j \in G_k, 1 \leq k \leq K \}. \]

Recall that \( W \) is the true \( N \times K \) membership matrix, then for each \( B \in M_G \), it can be written as \( B = \Theta W^\top \) for some \( \Theta \in \mathbb{R}^{JM \times K} \). Also by matrix calculation, we have \( W^\top W = \text{diag}\{N_1, \ldots, N_K\} \) where \( N_k \) denotes the number of trajectories in \( G_k \).

Let \( T : M_G \rightarrow \mathbb{R}^{JM \times K} \) be the mapping such that \( T(B) \) is the \( JM \times K \) matrix whose \( k \)-th column equals to the common value of \( \beta^i \) for \( i \in G_k \). Let \( \bar{T} : \mathbb{R}^{JM \times N} \rightarrow \mathbb{R}^{JM \times K} \) be the mapping such that \( \bar{T}(B) = BW(W^\top W)^{-1} \). Clearly, when \( B \in M_G \), \( T(B) = \bar{T}(B) \). By calculation, we have \( P(B, \lambda) = \tilde{P}(T(B), \lambda) = 0 \) for every \( B \in M_G \) and \( P(T^{-1}(\Theta), \lambda) = \tilde{P}(\Theta, \lambda) \) for
every $\Theta \in \mathbb{R}^{IM \times K}$.

Consider the neighborhood of $\hat{B}$:

$$
\mathcal{N} = \left\{ B \in \mathbb{R}^{IM \times N}, \left\| \text{vec}(B - \hat{B}) \right\|_\infty \leq \phi_{NT} \right\}.
$$

According to Theorem 1, there is an event $E_1$ such that on the event $E_1$,

$$
\left\| \text{vec}(\tilde{B} - \hat{B}) \right\|_\infty \leq \phi_{NT},
$$

and $\Pr(E_1^C) \leq 2JMK(N_{\min}T)^{-2} + O\left((N_{\min}T)^{-2}\right)$. Hence, $\tilde{B} \in \mathcal{N}$ on the event $E_1$.

For any $B \in \mathbb{R}^{IM \times N}$, let $\overline{\Theta} = \overline{T}(B), \overline{B} = T^{-1}(\overline{\Theta})$. Lemma 3 shows that, on event $E_1$, $L(\tilde{B}) < L(B)$ for any $B$ whose $B \neq \tilde{B}$. Lemma 4 shows that there is an event $E_2$ such that $\Pr(E_2^C) \leq 2((NT)^{-1})$. On $E_1 \cap E_2$, there is a neighborhood of $\tilde{B}$, denote by $\tilde{N}$, such that $L(\tilde{B}) < L(B)$ for any $B \in \mathcal{N} \cap \tilde{N}$ for sufficient large $N$ or $T$. Therefore, we have $L(\text{vec}(\tilde{B})) < L(\text{vec}(B))$ for any $B \in \mathcal{N} \cap \tilde{N}$ and $B \neq \tilde{B}$, so that $\tilde{B}$ is a strict local minimizer of $L(\text{vec}(B))$ given in (10) on the event $E_1 \cap E_2$ with $\Pr(E_1 \cap E_2) \geq 1 - 2(K + JM + 1)(NT)^{-1}$ for sufficient large $N$ or $T$.

**Lemma 3.** Suppose the assumptions in Theorem 2 hold. For any $B \in \mathbb{R}^{IM \times N}$, let $\overline{B} = T^{-1}(\overline{T}(B))$. On event $E_1$, $L(\overline{B}) < L(B)$ for any $B \in \mathbb{R}^{IM \times N}$ whose $B \neq \overline{B}$.

**Proof.** By definition (41), we have $L(\cdot) = L(\cdot) + P(\cdot)$ and consider each term on the RHS. First, we have $L(\tilde{B}) < L(\overline{B})$ by the following argument. Since $\overline{\Theta}$ is the unique global minimizer of $L(\Theta)$, then $L(\overline{\Theta}) < L(\overline{T}(B))$ for all $\overline{T}(B) \neq \overline{\Theta}$. By definition we have $L(\overline{\Theta}) = L(\overline{B})$ and $L(\overline{T}(B)) = L(\overline{B})$ and thus the result.

Now we study the penalty term $P(\overline{B})$ and $P(\overline{B})$. The group-wise coefficients satisfy

$$
\left\| \theta - \hat{\theta} \right\|_\infty = \sup_k \left\| N_k^{-1} \sum_{i \in G} (\beta^i - \hat{\beta}^i) \right\|_\infty \leq \left\| \beta - \hat{\beta} \right\|_\infty. \tag{42}
$$

Then, by Assumption 7, we have for any pair of groups $k \neq l$

$$
(JM)^{-1/2} \left\| \theta^{(k)} - \theta^{(l)} \right\|_2 \geq (JM)^{-1/2} \left\| \hat{\theta}^{(k)} - \hat{\theta}^{(l)} \right\|_2 - 2 \left\| \theta - \hat{\theta} \right\|_\infty \geq d_{NT} - 2\phi_{NT} > c\lambda.
$$

By Assumption 6, we have $\overline{P}(\overline{\Theta}) = P(\overline{\Theta}) = C_N$. Further we have $P(\overline{B}) = P(\overline{B}) = C_N$ since
by definition we have \( P(\bar{\beta}) = \bar{P}(\bar{\Theta}) \) and \( P(\bar{\beta}) = \bar{P}(\bar{\Theta}) \) where \( \bar{\Theta} = \bar{T}(\beta) \). As a result,

\[
\mathcal{L}(\bar{\beta}) = L(\bar{\beta}) + P(\bar{\beta}) < L(\bar{\beta}) + P(\bar{\beta}) = \mathcal{L}(\bar{\beta}).
\]

Lemma 4. Suppose the assumptions in Theorem 2 hold. For any \( \beta \in \mathbb{R}^{M \times N} \), let \( \bar{\Theta} = \bar{T}(\beta) \) and \( \bar{\beta} = T^{-1}(\bar{\Theta}) \). There is an event \( E_2 \) such that \( \Pr\left( E_2^c \right) \leq 2((NT)^{-1}) \). On \( E_1 \cap E_2 \), there is a neighborhood \( \tilde{\mathcal{N}} \) of \( \tilde{\beta} \) such that \( \mathcal{L}(\bar{\beta}) < \mathcal{L}(\beta) \) for any \( \beta \in \mathcal{N} \cap \tilde{\mathcal{N}} \) for sufficiently large \( N \) or \( T \).

Proof. For a positive sequence \( \delta_{NT} \), let \( \tilde{\mathcal{N}} = \{ \beta : \|\beta - \tilde{\beta}\|_2 \leq \delta_{NT} \} \) be a neighborhood of \( \tilde{\beta} \). Similar to (42), we have, for any \( \beta \in \mathcal{N} \cap \tilde{\mathcal{N}} \),

\[
\begin{align*}
\|\theta - \hat{\theta}\|_{\infty} &\leq \|\beta - \hat{\beta}\|_{\infty} \leq \phi_{NT}, \\
\|\theta - \hat{\theta}\|_{\infty} &\leq \|\beta - \hat{\beta}\|_{\infty} \leq \delta_{NT},
\end{align*}
\]

thus \( \beta \in \mathcal{N} \cap \tilde{\mathcal{N}} \). Let \( \beta^{(i)} = i\beta + (1-i)\beta \) for some \( i \in (0,1) \), we have

\[
\|\beta^{(i)} - \hat{\beta}\|_{\infty} \leq \phi_{NT},
\]

By a Taylor expansion, we have

\[
\begin{align*}
\mathcal{L}(\beta) - \mathcal{L}(\bar{\beta}) &= \mathcal{G}(\pi, \beta)\mathcal{T} \mathcal{G}(\pi, \beta) - \mathcal{G}(\pi, \bar{\beta})\mathcal{T} \mathcal{G}(\pi, \bar{\beta}) \\
&+ P(\beta, \lambda) - P(\bar{\beta}, \lambda) \\
&= I_1 + I_2,
\end{align*}
\]

where, for some \( \beta^{(i)} = i\beta + (1-i)\beta \) with \( i \in (0,1) \),

\[
I_1 = 2\mathcal{G}(\pi, \beta^{(i)})\mathcal{T} \Sigma(\beta - \bar{\beta}), \quad \text{and} \quad I_2 = \frac{1}{N^2} \sum_{1 \leq i \leq N} \left( \frac{\partial P(\beta, \lambda)}{\partial \beta^{(i)}} \bigg|_{\beta = \beta^{(i)}} \right)\mathcal{T} (\beta' - \bar{\beta}).
\]

Firstly, we consider \( I_2 \). Recall that by Assumption 6, Term \( I_2 \) can be rewritten as...
\[ N^2 I_2 = \sum_{1 \leq i \leq N} \left( \frac{\partial P(\beta, \lambda)}{\partial \beta^{(i)}} \right)_{\beta = \beta^{(i)}}^T (\beta^i - \overline{\beta}) \]

\[ = \lambda \sum_{i < j} \rho'((JM)^{-1/2} \| \beta^{i,j} - \beta^{j,i} \|_2) (JM)^{-1/2} \| \beta^{i,j} - \beta^{j,i} \|_2^{-1} (\beta^{i,j} - \beta^{j,i})^T (\beta^i - \overline{\beta}) \]

\[ + \lambda \sum_{j > i} \rho'((JM)^{-1/2} \| \beta^{j,i} - \beta^{i,j} \|_2) (JM)^{-1/2} \| \beta^{j,i} - \beta^{i,j} \|_2^{-1} (\beta^{j,i} - \beta^{i,j})^T (\beta^j - \overline{\beta}) \]

\[ = \lambda \sum_{i < j} \rho'((JM)^{-1/2} \| \beta^{i,j} - \beta^{j,i} \|_2) (JM)^{-1/2} \| \beta^{i,j} - \beta^{j,i} \|_2^{-1} (\beta^{i,j} - \beta^{j,i})^T \left( (\beta^i - \overline{\beta}) - (\beta^j - \overline{\beta}) \right). \]

Note that, for any \( i, j \in G_k, \overline{\beta} = \overline{\beta}^j \) and \( \beta^{i,j} - \beta^{j,i} = i(\beta^i - \beta^j) \), while, for any \( i \in G_k, j \in G_l, k \neq l \),

\[ (JM)^{-1/2} \| \beta^{i,j} - \beta^{j,i} \|_2 \geq \min_{k \neq l} (JM)^{-1/2} \| \theta^{(k)} - \theta^{(l)} \|_2 - 2 \| \beta - \theta \|_\infty \geq d_{NT} - 2 \phi_{NT} > a \lambda, \]

and thus \( \rho'((JM)^{-1/2} \| \beta^{i,j} - \beta^{j,i} \|_2) = 0 \). As a result, we have

\[ I_2 = \frac{1}{N^2} \cdot \lambda \sum_{k=1}^{K} \sum_{i,j \in G_k, i < j} \rho'((JM)^{-1/2} \| \beta^i - \beta^j \|_2) (JM)^{-1/2} \| \beta^i - \beta^j \|_2. \]

Note that, since \( \overline{\beta} \in \overline{\mathcal{N}} \cap \mathcal{N} \), we have

\[ (JM)^{-1} \| \beta^i - \beta^j \|_2 \leq 2 \| \beta - \overline{\beta} \|_\infty^2 \leq 2 \| \beta - \overline{\beta} \|_\infty^2 + 2 \| \overline{\beta} - \overline{\beta} \|_\infty^2 \leq 4 \delta_{NT}. \]

Hence, by concavity of \( \rho(\cdot) \) and \( 0 < \iota < 1 \), we have

\[ I_2 \geq \frac{1}{N^2} \cdot \lambda \sum_{k=1}^{K} \sum_{i,j \in G_k, i < j} \rho'(4 \delta_{NT}) (JM)^{-1/2} \| \beta^i - \beta^j \|_2. \]

Now we consider \( I_1 \), which can be rewritten as

\[-I_1 = G\left( \pi, \beta^{(i)} \right)^T \Sigma \left( \beta - \overline{\beta} \right) \]

\[ = \frac{1}{N^2} \sum_{i=1}^{N} (G_i^j)^T \Sigma_i \left( \beta^i - \overline{\beta}^i \right) \]

\[ = \frac{1}{N^2} \sum_{1 \leq k \leq K} \sum_{i,j \in G_k} (N_k)^{-1} \left( \Sigma_i^T G_i^j \right)^T \left( \beta^i - \beta^j \right) \]

\[ = \frac{1}{N^2} \sum_{1 \leq k \leq K} \sum_{i,j \in G_k, i < j} (N_k)^{-1} \left( \Sigma_i^T G_i^j - \Sigma_j^T G_j^i \right)^T \left( \beta^i - \beta^j \right). \]
where the third equation follows from the fact that $\sum_{j \in \mathcal{G}_k} (\beta^j - \bar{\beta}) = 0$ and

$$G_i^j = (TJ)^{-1} \sum_{t=1}^T Z_{i,t} \left ( R_{i,t} - (Z_{i,t} - \gamma U_{i,t+1}) \beta^{i,t} \right ) = \zeta_{i,1} + \zeta_{i,2} + \Sigma_i (\beta^{i,t} - \bar{\beta})$$

$$\Sigma_i = (TJ)^{-1} \sum_{t=1}^T Z_{i,t} \left ( Z_{i,t} - \gamma U_{i,t+1} \right )^\top, \quad \zeta_{i,1} = (TJ)^{-1} \sum_{t=1}^T Z_{i,t} \epsilon_{1,i,t}, \quad \zeta_{i,2} = (TJ)^{-1} \sum_{t=1}^T Z_{i,t} \epsilon_{2,i,t},$$

and $\epsilon_{1,i,t}$ and $\epsilon_{2,i,t}$ are defined in (33) and (34). Hence, we have

$$|I_1| = \left | \sum_{1 \leq k \leq K} \sum_{i,j \in \mathcal{G}_k, i < j} (N_k)^{-1} \left ( \Sigma_i G_i^j - \Sigma_j G_j^i \right )^\top (\beta^i - \bar{\beta}) \right |$$

$$\leq (N_{\min})^{-1} \max_{i,j} \left \| \Sigma_i G_i^j - \Sigma_j G_j^i \right \|_2 \cdot \sum_{1 \leq k \leq K} \sum_{i,j \in \mathcal{G}_k, i < j} \left \| \beta^i - \bar{\beta} \right \|_2.$$

By Lemma 6 and 7, we have that, for some positive constant $c_1$,

$$\max_{1 \leq i \leq N} \left \| \Sigma_i \right \|^2_2 \leq \max_{1 \leq i \leq N} (TJ)^{-2} T \cdot \sum_{t=1}^T \left ( \left \| Z_{i,t} Z_{i,t}^\top \right \|_2^2 + \gamma \left \| U_{i,t+1} Z_{i,t}^\top \right \|_2^2 \right ) \leq 2c_1^4 J^{-1}.$$

By Lemma 7 and 8, we have that,

$$\max_{1 \leq i \leq N} \left \| \zeta_{i,1} + \zeta_{i,2} \right \|^2_2 \leq \max_{1 \leq i \leq N} (TJ)^{-2} T \cdot \sum_{t=1}^T \left \| Z_{i,t} \right \|^2_2 \cdot \left ( \left \| \epsilon_{1,i,t} \right \|^2_2 + \left \| \epsilon_{2,i,t} \right \|^2_2 \right ) \leq J^{-1} \left ( c_2^2 + (2c_3 J^{-\kappa/p})^2 \right ).$$

$$\max_{1 \leq i \leq N} \left \| \Sigma_i (\beta^{i,t} - \bar{\beta}) \right \|^2_2 \leq \max_{1 \leq i \leq N} \left \| \Sigma_i \right \|^2_2 \max_{1 \leq i \leq N} \left \| \beta^{i,t} - \bar{\beta} \right \|^2_2 \leq 2c_1^4 \phi_{NT}^2.$$

Thus, we have

$$\max_{i,j} \left \| \Sigma_i G_i^j - \Sigma_j G_j^i \right \|_2 \leq 2 \max_{1 \leq i \leq N} \left \| \Sigma_i G_i^j \right \|_2 \leq 4c_1^2 \cdot J^{-1} \cdot (c_2 + 2c_3 J^{-\kappa/p}) + 4c_1^2 J^{-1/2} \phi_{NT}, \quad (45)$$

for some positive constant $c_j, j = 1, 2, 3$. By the condition that $\lambda \gg \phi_{NT}, J \ll \sqrt{N_{\min} T / \log(N_{\min} T)}$, and $J^{-\kappa/p} \ll (N_{\max} T)^{-1/2}$, we have

$$\lambda \gg N_{\min}^{-1} J^{-\kappa/p}, \quad \text{and} \quad \lambda \gg N_{\min}^{-1} \phi_{NT}.$$

Let $\delta_{NT} = o(1)$, then $\rho' (2t \delta_{NT}) \to 1$. Therefore, by equation (43), (45), and (44), we have

$$\mathcal{L}(\beta) - \mathcal{L}(\bar{\beta}) \geq 0,$$

for sufficiently large $N_{\min}$. \qed
Appendix C  Proof for the convergence of optimal policy

Proof of Theorem 4.

Proof. (i) By definition, we have

$$
\hat{V}_R(\pi(\alpha)) = \int \hat{V}(\pi(\alpha), x)dR(x) = \int u(\pi(\alpha), x)\beta^\pi(\alpha)dR(x),
$$

where $u(\pi, x)$ is defined in (14). Together with parametric policy class $\Pi$ defined in (5), we can write explicitly that

$$
\hat{V}(\pi(\alpha), x) - V(\pi(\alpha), x) = \sum_{j=1}^{M-1} \frac{\exp(x^\top \alpha_j)}{1 + \sum_{j=1}^{M-1} \exp(x^\top \alpha_j)} \phi(x)^\top (\hat{\beta}_{\pi(\alpha)} - \hat{\beta}_{\pi(\alpha)})
+ \frac{1}{1 + \sum_{j=1}^{M-1} \exp(x^\top \alpha_j)} \phi(x)^\top (\hat{\beta}_{\pi(\alpha)} - \hat{\beta}_{\pi(\alpha)})
$$

(46)

Following Theorem 2 and Proposition 1, we have

$$
\Pr\left(\sup_{\alpha} \left| \hat{V}_R(\pi(\alpha)) - V_R(\pi(\alpha)) \right| > \delta \right) \to 0.
$$

(47)

Combining (47) with the unique and well-separated maximum condition in Assumption 8, and continuity of $V_R(\pi(\alpha))$ in $\alpha$, we have

$$
||\hat{\alpha} - \alpha^*||_2 \overset{P}{\to} 0.
$$

(48)

(ii) By Proposition 2, equation (48), and the continuous mapping theorem, we have

$$
|V_R(\pi(\hat{\alpha})) - V_R(\pi(\alpha^*))| \overset{P}{\to} 0.
$$

With the knowledge of the true groups, the solution $\theta^{\pi,(k)}$ for group $G^{(k)}$ of (21) is equivalent to that of the quasi-likelihood estimating equation:

\[ \square \]
Although the techniques of proofs are different for these two settings, we obtain the same
\( \ell_2 \) and \( \ell_\infty \) bounds, which are summarized in Proposition 3, Theorem 7, Corollary 3 and Theorem 6.

Proofs of the results are presented in subsequent sections. In the homogeneous setting, most of the results with respect to \( \ell_2 \) bounds are similar to those in Shi et al. (2020). Readers are referred to Shi et al. (2020) whenever we use their intermediate results.

**Proposition 2** (Existence and Equicontinuity). Suppose Assumptions Assumption 2 – 9 hold. For all \( \pi \in \Pi \), there exists a \( \hat{\theta}^{\pi,(k)} \in \mathbb{R}^{JM} \) such that \( \mathbb{E}[G^{(k)}(\pi, \theta^{\pi,(k)})] \) has a zero at \( \hat{\theta}^{\pi,(k)} \). Moreover, \( \sup_{\pi \in \Pi} \|\hat{\theta}^{\pi,(k)}\|_2 < \infty \) and \( \sup_{\|\alpha_1 - \alpha_2\|_2} \|\theta^{\pi(\alpha_1),(k)} - \theta^{\pi(\alpha_2),(k)}\|_2 \to 0 \) as \( \delta \downarrow 0 \).

Proof. The proof is similar to Theorem 4.2 Part 1 of Luckett et al. (2019) and thus is omitted here.

**Proposition 3** (\( \ell_2 \) convergence of \( \tilde{\theta}^{\pi,(k)} \)). Suppose Assumption 2 – 5 hold. If \( J^{-\kappa/p} \ll (N^{(k)}T)^{-1/2} \) and \( J \ll \sqrt{N^{(k)}T}/\log(N^{(k)}T) \), we have, as either \( N \to \infty \) or \( T \to \infty \),

\[
\|\tilde{\theta}^{\pi,(k)} - \hat{\theta}^{\pi,(k)}\|_2 = \mathcal{O}_p(J^{-\kappa/p}) + \mathcal{O}_p(J^{1/2}(N^{(k)}T)^{-1/2}),
\]

holds uniformly on the class of policies \( \Pi \) defined by (5).

Proof. Applying decomposition (51), Lemma 10 and 12, we have

\[
\|\tilde{\theta}^{\pi,(k)} - \hat{\theta}^{\pi,(k)}\|_2 = \|\Sigma^{\pi,(k)}\|_2 \cdot \|\tilde{\xi}_1\|_2 + \|\Sigma^{\pi,(k)}\|_2 \cdot \|\tilde{\xi}_2\|_2
\]

\[
= \mathcal{O}_p(J^{1/2}(N^{(k)}T)^{-1/2}) + \mathcal{O}_p(J^{-\kappa/p}).
\]

\[ \square \]

**Theorem 6** (Uniform convergence of \( \tilde{\theta}^{\pi,(k)} \)). Suppose Assumption 2 – 5 hold. If \( J \ll \sqrt{N^{(k)}T}/\log(N^{(k)}T) \), \( J^{-\kappa/p} \ll (N^{(k)}T)^{-1/2} \), There exists some positive constant \( C \) and \( C_1 \) that

\[
\|\tilde{\theta}^{\pi,(k)} - \hat{\theta}^{\pi,(k)}\|_\infty \leq C_1 C^{-1} J^{-1/2}(N^{(k)}T)^{-1/2}.
\]

holds with probability at least \( 1 - 2JMK(N^{(k)}T)^{-2} \). Also, the result holds uniformly on the class of policy \( \Pi \) defined by (5).
Proof. By decomposition (51), we have
\[
\left\| \tilde{\theta}^{\pi,(k)} - \hat{\theta}^{\pi,(k)} \right\|_\infty \leq \left\| \left( \tilde{\Sigma}^{\pi,(k)} \right)^{-1} \right\|_\infty \left\| \tilde{\zeta}^{\pi,(k)}_1 \right\| + \left\| \left( \tilde{\Sigma}^{\pi,(k)} \right)^{-1} \right\|_\infty \left\| \tilde{\zeta}^{\pi,(k)}_2 \right\|.
\]
We bound each term in the right hand side as follows. By Lemma 10 (iii), we have with probability at least 1 - \( O(\binom{N}{k} T)^{-2} \),
\[
\left\| \left( \tilde{\Sigma}^{\pi,(k)} \right)^{-1} \right\|_\infty \leq \sqrt{J} \left\| \left( \tilde{\Sigma}^{\pi,(k)} \right)^{-1} \right\|_2 \leq 6C^{-1} \sqrt{J}.
\]
By Lemma 12 (iii), we have
\[
\Pr \left( \left\| \zeta^{(k)}_1 \right\|_\infty > c \sqrt{2 \log(N^{(k)} T)/(N^{(k)} T)} \right) \leq 2JM(N^{(k)} T)^{-2},
\]
for some positive constant \( c \). Lemma 12 (iv) shows that \( \left\| \zeta^{(k)}_2 \right\|_\infty \leq c_1 J^{-\kappa/p} \ll c_1 \left( N^{(k)} T \right)^{-1/2} \) almost surely.

Thus, by a union bound, we have
\[
\left\| \tilde{\theta}^{\pi,(k)} - \hat{\theta}^{\pi,(k)} \right\|_\infty \leq C_1 C^{-1} \sqrt{J \cdot \frac{\log(N^{(k)} T)}{N^{(k)} T}}
\]
holds with probability at least 1 - 2JM(K(N^{(k)} T)^{-2}.

\[\square\]

**Theorem 7** (Bidirectional asymptotic of \( \tilde{\theta}^{\pi,(k)} \)). Suppose Assumption 2 - 5 hold. If \( J \ll \sqrt{N^{(k)} T}/\log(N^{(k)} T), J^{-\kappa/p} \ll (N^{(k)} T)^{-1/2} \), as either \( N^{(k)} \to \infty \) or \( T \to \infty \), we have for any vector \( v \in \mathbb{R}^M \),
\[
\sqrt{N^{(k)} T} \cdot (\tilde{\sigma}^{(k)})^{-1}(\pi, v) \cdot v^T \left( \tilde{\theta}^{\pi,(k)} - \hat{\theta}^{\pi,(k)} \right) \xrightarrow{D} N(0, 1),
\]
where \( (\tilde{\sigma}^{(k)}(\pi, v))^2 = v^T (\tilde{\Sigma}^{\pi,(k)})^{-1} \Omega^{\pi,(k)} (\tilde{\Sigma}^{\pi,(k)} T)^{-1} v \), matrix \( \tilde{\Sigma}^{\pi,(k)} \) is given in (50) and
\[
\tilde{\Omega}^{\pi,(k)} = (N^{(k)} T)^{-1} \sum_{i \in G(k)} \sum_{t \in [T]} Z_{i,t} Z_{i,t}^T \left( R_{i,t} - (Z_{i,t} - \gamma \mu^{\pi}_{i,t+1}) \right)^T \tilde{\theta}^{\pi,(k)} \right)^2. \tag{56}
\]

Proof.

**Step I.** Letting \( v \in \mathbb{R}^M \) be any vector with \( \left\| v \right\|_2 \) bounded away from zero, we have
\[
\left\| v^T \left( \tilde{\theta}^{\pi,(k)} - \hat{\theta}^{\pi,(k)} - (\tilde{\Sigma}^{\pi,(k)})^{-1} \tilde{\zeta}^{\pi,(k)}_1 \right) \right\| \leq \left\| v \right\|_2 \left\| \tilde{\theta}^{\pi,(k)} - \hat{\theta}^{\pi,(k)} - (\tilde{\Sigma}^{\pi,(k)})^{-1} \tilde{\zeta}^{\pi,(k)}_1 \right\|_2.
\]
Let $\sigma^{(k)}(\pi, \nu)^2 = \nu^T (\Sigma^{\pi,(k)})^{-1} \Omega^{\pi,(k)} (\Sigma^{\pi,(k)})^{-1} \nu$. By Lemma 10 and 12, we have

$$\sigma^{(k)}(\pi, \nu)^2 \geq 3^{-1} c_0^{-1} c_1 \|\nu\|^2.$$ 

Further, it holds that

$$\sigma^{(k)}(\pi, \nu)^{-1} \nu^T \left( \Theta^{\pi,(k)} - \hat{\Theta}^{\pi,(k)} \right) - \nu_k^T (\Sigma^{\pi,(k)})^{-1} \bar{c}_1 \leq \sqrt{3 c_0 c_1^{-1} C^{-1}} \left\| \Theta^{\pi,(k)} - \hat{\Theta}^{\pi,(k)} - (\Sigma^{\pi,(k)})^{-1} \bar{c}_1 \right\|_2 = O_p(J^{-\kappa/p}) + O_p\left( J(N^{(k)}T)^{-1} \log(N^{(k)}T) \right).$$

Under the condition that $J \ll \sqrt{N^{(k)}T} \log(N^{(k)}T)^{-1}$ and $J^{\kappa/p} \gg \sqrt{N^{(k)}T}$, we have

$$\sqrt{N^{(k)}T} \cdot \sigma^{(k)}(\pi, \nu)^{-1} \nu^T \left( \Theta^{\pi,(k)} - \hat{\Theta}^{\pi,(k)} \right) = \sqrt{N^{(k)}T} \cdot \sigma^{(k)}(\pi, \nu)^{-1} \nu^T (\Sigma^{\pi,(k)})^{-1} \bar{c}_1 + o_p(1).$$

(57)

**Step II.** We have

$$\sqrt{N^{(k)}T} \cdot \sigma^{(k)}(\pi, \nu)^{-1} \nu^T (\Sigma^{\pi,(k)})^{-1} \bar{c}_1 = \sum_{i \in G^{(k)}} \sum_{t \in [T]} \frac{\nu^T (\Sigma^{\pi,(k)})^{-1} Z_{i,t} \varepsilon_{i,t}^{\pi}}{\sqrt{N^{(k)}T} \sigma^{(k)}(\pi, \nu)} \xrightarrow{D} \mathcal{N}(0, 1).$$

(58)

This can be shown by applying a martingale central limit theory for triangular arrays (Corollary 2.8 of McLeish, 1974). The construction of the martingale is the same as that in Shi et al. (2020). The following two conditions

(a) $\max_{i \in G^{(k)}, t \in [T]} \left| \frac{\nu^T (\Sigma^{\pi,(k)})^{-1} Z_{i,t} \varepsilon_{i,t}^{\pi}}{\sqrt{N^{(k)}T} \sigma^{(k)}(\pi, \nu)} \right| \xrightarrow{P} 0.$

(b) $\frac{\sigma^{(k)}(\pi, \nu)^2}{\sqrt{N^{(k)}T}} \sum_{i \in G^{(k)}} \sum_{t \in [T]} \nu^T (\Sigma^{\pi,(k)})^{-1} Z_{i,t} \varepsilon_{i,t}^{\pi} \xrightarrow{P} 1.$

can be checked by applying Lemma 10 and 13, the argument is thus omitted here.

**Step III.** Finally, it can be shown that $\tilde{\sigma}^{(k)}(\pi, \nu)/\sigma^{(k)}(\pi, \nu) \xrightarrow{P} 1$. The desired result follows.

$\square$
Corollary 3 (Bidirectional asymptotic of $\tilde{V}^{(k)}(\pi, x)$). Suppose Assumption 2 – 5 hold. If $J \ll \sqrt{N^{(k)} T / \log (N^{(k)} T)}$, $J^{-\kappa/p} \ll \left( N^{(k)} T \left( 1 + \|u(\pi, x)\|_2^2 \right) \right)^{-1/2}$, as either $N \to \infty$ or $T \to \infty$, we have for any $x \in \mathcal{X}$,
\[
\sqrt{N^{(k)} T} \cdot \tilde{\sigma}^{(k)}(\pi, x)^{-1} \left( \tilde{V}^{(k)}(\pi, x) - V^{(k)}(\pi, x) \right) \xrightarrow{D} \mathcal{N}(0, 1),
\]
where $\tilde{\sigma}^{(k)}(\pi, x)^2 = u(\pi, x)^\top (\Sigma_{\pi, (k)}^{(k)})^{-1} \Omega_{\pi, (k)}^{(k)} (\Sigma_{\pi, (k)}^{(k)})^{-1} u(\pi, x)$, matrices $\Sigma_{\pi, (k)}^{(k)}$ and $\Omega_{\pi, (k)}^{(k)}$ are given in (50) and (56).

Proof. For any fixed $\pi$, we have $\tilde{V}^{(k)}(\pi, x) = u(\pi, x)^\top \tilde{\theta}^{\pi, (k)}$. Thus, we obtain that
\[
\left| \tilde{V}^{(k)}(\pi, x) - V^{(k)}(\pi, x) - u(\pi, x)^\top (\Sigma_{\pi, (k)}^{(k)})^{-1} \tilde{\theta}^{\pi, (k)} \right|
\leq \left| u(\pi, x)^\top \left( \tilde{\theta}^{\pi, (k)} - \theta^{\pi, (k)} - (\Sigma_{\pi, (k)}^{(k)})^{-1} \tilde{\theta}^{\pi, (k)} \right) \right| + \left| u(\pi, x)^\top \theta^{\pi, (k)} - V^{(k)}(\pi, x) \right|
\leq \left\| u(\pi, x)^\top \right\|_2 \left\| \tilde{\theta}^{\pi, (k)} - \theta^{\pi, (k)} - (\Sigma_{\pi, (k)}^{(k)})^{-1} \tilde{\theta}^{\pi, (k)} \right\|_2 + CJ^{-\kappa/p}.
\]

Under the condition that $J \ll \sqrt{N^{(k)} T \log (N^{(k)} T)^{-1}}$, $J^{-\kappa/p} \ll \sqrt{N^{(k)} T \left( 1 + \|u(\pi, x)\|_2^2 \right)}$, we obtain
\[
\sqrt{N^{(k)} T} \cdot \tilde{\sigma}^{(k)}(\pi, x)^{-1} \left( \tilde{V}^{(k)}(\pi, x) - V^{(k)}(\pi, x) \right) = \sqrt{N^{(k)} T} \cdot \tilde{\sigma}^{(k)}(\pi, x)^{-1} u(\pi, x)^\top (\Sigma_{\pi, (k)}^{(k)})^{-1} \tilde{\theta}^{\pi, (k)} + o_p(1).
\]

Applying Theorem 7 by setting $\nu = u(\pi, x)$, we obtain the desired result. \qed

Corollary 4 (Bidirectional asymptotic of $\tilde{V}^{(k)}_R(\pi)$). Suppose Assumption 2 – 5 hold. If $J \ll \sqrt{N^{(k)} T / \log (N^{(k)} T)}$, $J^{-\kappa/p} \ll \left( N^{(k)} T \left( 1 + \|\phi_j(x) \mathcal{R}(dx)\|_2^2 \right) \right)^{-1/2}$, as either $N \to \infty$ or $T \to \infty$, we have for any $x \in \mathcal{X}$,
\[
\sqrt{N^{(k)} T} \cdot \tilde{\sigma}^{(k)}(\pi, \mathcal{R})^{-1} \left( \tilde{V}^{(k)}_R(\pi) - V^{(k)}_R(\pi) \right) \xrightarrow{D} \mathcal{N}(0, 1),
\]
where
\[
\tilde{\sigma}^{(k)}(\pi, \mathcal{R})^2 = \left( \int u(\pi, x) \mathcal{R}(dx) \right)^\top (\Sigma_{\pi, (k)}^{(k)})^{-1} \Omega_{\pi, (k)}^{(k)} (\Sigma_{\pi, (k)}^{(k)})^{-1} \left( \int u(\pi, x) \mathcal{R}(dx) \right),
\]
matrices $\Sigma_{\pi, (k)}^{(k)}$ and $\Omega_{\pi, (k)}^{(k)}$ are given in (50) and (56).
Proof. Note that  
\[
\tilde{V}_R^{(k)}(\pi) = \left( \int_{\mathcal{R}} u(\pi, x) \mathcal{R}(dx) \right)^\top \tilde{\theta}^{(k)}. \]
Similar to the arguments in Corollary 3, we have
\[
\left| \tilde{V}_R^{(k)}(\pi) - V_R^{(k)}(\pi) - \left( \int_{\mathcal{R}} u(\pi, x) \mathcal{R}(dx) \right)^\top \left( \tilde{\Sigma}^{(k)} - \tilde{\zeta}^{(k)} \right) \right|
\leq \left\| \int u(\pi, x) \mathcal{R}(dx) \right\|_2 \left\| \tilde{\theta}^{(k)} - \theta^{(k)} - \left( \tilde{\Sigma}^{(k)} - \tilde{\zeta}^{(k)} \right) \right\|_2 + CJ^{-\kappa/p}.
\]
Under the condition that \( J \ll \sqrt{N^{(k)}T \log(N^{(k)}T)^{-1}} \), \( J^{-\kappa/p} \ll \sqrt{N^{(k)}T \left( 1 + \left\| \int u(\pi, x) \mathcal{R}(dx) \right\|_2^2 \right)} \), we obtain
\[
\sqrt{N^{(k)}T} \cdot \sigma^{(k)}(\pi, x)^{-1} \left( \tilde{V}_R^{(k)}(\pi, x) - V^{(k)}(\pi, x) \right)
= \sqrt{N^{(k)}T} \cdot \sigma^{(k)}(\pi, x)^{-1} \left( \int u(\pi, x) \mathcal{R}(dx) \right)^\top \left( \tilde{\Sigma}^{(k)} - \tilde{\zeta}^{(k)} \right) + o_p(1).
\]
Applying Theorem 7 by setting \( \nu = \int u(\pi, x) \mathcal{R}(dx) \), we obtain the desired result.

\[\square\]

D.1 Useful lemmas

D.1.1 Properties of \( \tilde{\Sigma}^{(k)}, \tilde{\zeta}_1^{(k)}, \) and \( \tilde{\zeta}_2^{(k)} \)

In this section, we study the properties of \( \tilde{\Sigma}^{(k)}, \tilde{\zeta}_1^{(k)}, \) and \( \tilde{\zeta}_2^{(k)} \). The results in this section applies to the setting as either \( N \to \infty \) or \( T \to \infty \). We restrict our attention to two particular type of Sieve basis functions satisfying Assumption 10.

Assumption 10. Let BSpline\((J, r)\) denote a tensor-product B-spline basis of dimension \( J \) and of degree \( r \) on \([0, 1]^p\) and Wav\((J, r)\) denote a tensor-product Wavelet basis of regularity \( r \) and dimension \( J \) on \([0, 1]^p\). The sieve \( \phi_J \) is either BSpline\((J, r)\) or Wav\((J, r)\) with \( r > \max(\kappa, 1) \).

Lemma 5. User Assumption 2, there exist some \( c > 0 \) such that, for any given \( \pi \) and \( a \in A \), \( Q(\pi; x, a) \) as a function of \( x \) belongs to \( \mathcal{H}(\kappa, c) \).

Proof. See the proof of Lemma 1 in Shi et al. (2020).

\[\square\]
Lemma 6. Suppose the basis functions in $\phi_j(x)$ satisfy Assumption 10, there exists some constant $c \geq 1$ such that
\[
c^{-1} \leq \lambda_{\min} \left( \int_{x \in \mathcal{X}} \phi_j(x) \phi_j(x)^T \, dx \right) \leq \lambda_{\max} \left( \int_{x \in \mathcal{X}} \phi_j(x) \phi_j(x)^T \, dx \right) \leq c,
\]
and
\[
\sup_{x \in \mathcal{X}} \|\phi_j(x)\|_2 \leq c \sqrt{J}.
\]

Proof. See Shi et al. (2020) Lemma 2. For the B-spline basis, the first assertion follows from the arguments used in the proof of Theorem 3.3 of Burman et al. (1989). For wavelet basis, the first assertion follows from the arguments used in the proof of Theorem 5.1 of Chen and Christensen (2015).

For either B-spline or wavelet sieve and any $J \geq 1$, $x \in \mathcal{X}$, the number of nonzero elements in the vector $\phi(x)$ is bounded by some constant. Moreover, each of the basis function is uniformly bounded by $O\left(\sqrt{J}\right)$. This proves the second assertion.

Lemma 7. Suppose the basis functions in $\phi_j(x)$ satisfy Assumption 10. Under Assumption 3, we have

(i) $\max_{i \in [N], t \in [T]} \|Z_{i,t}\|_2 \leq c \sqrt{J}$

(ii) $\sup_{\pi \in \Pi} \max_{i \in [N], t \in [T]} \|U_{i,t}^\pi\|_2 \leq c \sqrt{J}$

(iii) $\|E[Z_{i,t}Z_{i,t}^\top]\|_2^2 = O(1)$ and $\|E[Z_{i,t}^\top Z_{i,t}]\|_2^2 = O(1)$

Proof. Recall that
\[
Z_{i,t} = \left[ \phi(X_{i,t})^\top \mathbb{1}(A_{i,t} = 1), \cdots, \phi(X_{i,t})^\top \mathbb{1}(A_{i,t} = M) \right]^\top \in \mathbb{R}^{JM},
\]
\[
U_{i,t+1}^\pi = \left[ \phi(X_{i,t+1})^\top \pi(1|X_{i,t+1}), \cdots, \phi(X_{i,t+1})^\top \pi(M|X_{i,t+1}) \right]^\top \in \mathbb{R}^{JM}.
\]
Then, we have

(i) $\max_{i \in [N], t \in [T]} \|Z_{i,t}\|_2 \leq \sup_x \|\phi_j(x)\|_2 \leq c \sqrt{J}$

(ii) $\sup_{\pi \in \Pi} \max_{i \in [N], t \in [T]} \|U_{i,t}^\pi\|_2 \leq \sup_x \|\phi_j(x)\|_2 \leq c \sqrt{J}$
(iii) Let \( \nu = [\nu_1^\top, \ldots, \nu_M^\top] \) where sub-vector \( \nu_m \in \mathbb{R}^J \) for \( 1 \leq m \leq M \).

\[
\nu^\top \mathbb{E}[Z_{i,t}Z_{i,t}^\top] \nu = \sum_{m=1}^{M} \nu_m^\top \mathbb{E}[\phi(X_{i,t})\phi(X_{i,t})^\top 1(A_{i,t} = 1)] \nu_m \\
= \sum_{m=1}^{M} \nu_m^\top \mathbb{E}[\phi(X_{i,t})\phi(X_{i,t})^\top] \nu_m b(m|X_{i,t}) \\
\leq \lambda_{\max} \left( \int_{x \in \mathcal{X}} \phi(x) \phi(x)^\top \mu_0(x) dx \right) \|\nu\|_2^2
\]

By Assumption 3 and Lemma 6, we obtain

\[
\lambda_{\max} \left( \int_{x \in \mathcal{X}} \phi(x) \phi(x)^\top \mu_0(x) dx \right) \leq \sup_{x \in \mathcal{X}} \mu_0(x) \lambda_{\max} \left( \int_{x \in \mathcal{X}} \phi(x) \phi(x)^\top dx \right) = O(1).
\]

Thus, we have

\[
\|\mathbb{E}Z_{i,t}Z_{i,t}^\top\|_2^2 = O(1)
\]

Using similar arguments, we have \( \|\mathbb{E}Z_{i,t}^\top Z_{i,t}\|_2^2 = O(1) \).

\[\Box\]

**Lemma 8.** Under Assumption 2 and 10, there exists some positive constants \( c_1, c_2, c_3 \), such that

(i) \( \sup_{\pi \in \Pi} \max_{i \in G^{(k)}, 1 \leq t \leq T} |\epsilon_{1,i,t}^\pi| \leq c_1 + 2c_2 \)

(ii) \( \sup_{\pi \in \Pi} \max_{i \in G^{(k)}, 1 \leq t \leq T} |\epsilon_{2,i,t}^\pi| \leq 2c_3 J^{-\kappa/p} \)

**Proof.** Recall that we define, for \( \forall i \in G^{(k)}, 1 \leq k \leq K \),

\[
\epsilon_{1,i,t}^\pi = R_{i,t} + \gamma \cdot \sum_{a \in \mathcal{A}} Q_k(\pi, X_{i,t+1}, a) \pi(a|X_{i,t+1}) - Q_k(\pi, X_{i,t}, A_{i,t}) \\
\epsilon_{2,i,t}^\pi = \gamma \cdot \sum_{a \in \mathcal{A}} e_k(\pi, X_{i,t+1}, a) \pi(a|X_{i,t+1}) - \sum_{a \in \mathcal{A}} e_k(\pi, X_{i,t}, a) 1(A_{i,t} = a), \\
e_k(\pi, x, a) = Q_k(\pi, x, a) - \phi(x)^\top \hat{\theta}_a^{\pi(k)}.
\]
(i) The condition that \( \Pr \left( \max_{0 \leq t \leq T} \left| R_{i,t} \right| \leq c_1 \right) = 1 \) implies that \( \left| R_{i,t} \right| \leq c_1 \) for \( \forall i, t \), almost surely. By Lemma 5 and the definition of \( k \)-smooth function, we obtain that \( \left| Q(\pi, x,a) \right| \leq c_2 \) for any \( \pi, x, a \). Thus, we have

\[
\max_{i \in G(k), 1 \leq t \leq T} \left| \epsilon_{i,t}^\pi \right| \leq c_1 + (1 + \gamma)c_2 \leq c_1 + 2c_2, \quad \text{almost surely.} \tag{59}
\]

(ii) By Lemma 5 and Assumption 2, there exist a set of vector \( \theta_a^{\pi,(k)} \) that satisfy (see Section 2.2 of Huang et al. (1998) for details)

\[
\sup_{x \in \mathcal{X}, a \in \mathcal{A}} |e_k(\pi, x,a)| = \sup_{x \in \mathcal{X}, a \in \mathcal{A}} \left| Q_k(\pi, x,a) - \phi(x)^T \theta_a^{\pi,(k)} \right| \leq c_3 J^{-\kappa/p},
\]

for some positive constant \( c_3 \). Thus, we have

\[
\sup_{i \in G(k), 1 \leq t \leq T} \left| \epsilon_{2,i,t}^\pi \right| = \sup_{1 \leq i \leq N, 1 \leq t \leq T} \left| \frac{1}{2} \sum_{a \in \mathcal{A}} \epsilon_k(\pi, X_{i,t+1}, a) \pi(a \mid X_{i,t+1}) - \sum_{a \in \mathcal{A}} e_k(\pi, X_{i,t}, a) \mathbb{I}(A_{i,t} = a) \right| \\
\leq (1 + \gamma) \sup_{x \in \mathcal{X}, a \in \mathcal{A}} |e_k(\pi, x,a)| = 2c_3 J^{-\kappa/p}.
\]

Define \( \tilde{e}(\pi, x,a) = Q(\pi, x,a) - \phi(x)^T \tilde{\beta}_a^{\pi,i} \) and

\[
\tilde{e}_{2,i,t}^\pi = \gamma \cdot \sum_{a \in \mathcal{A}} \tilde{e}(\pi, X_{i,t+1}, a) \pi(a \mid X_{i,t+1}) - \sum_{a \in \mathcal{A}} \tilde{e}(\pi, X_{i,t}, a) \mathbb{I}(A_{i,t} = a).
\]

The following lemma is needed for the proof of asymptotic normality, that is, Theorem 7 and Corollary 3. Its proof uses results in Proposition 3.

**Lemma 9.** Under Assumption 10, we have

(i) \( \max_{i \in G(k), 1 \leq t \leq T} \left| 2\epsilon_{1,i,t}^\pi + \epsilon_{2,i,t}^\pi \right| = O_p(1) \)

(ii) \( \max_{i \in G(k), 1 \leq t \leq T} \left| \epsilon_{2,i,t}^\pi \right| = o_p(1) \)

(iii) \( \max_{i \in G(k), 1 \leq t \leq T} \left| (\epsilon_{1,i,t}^\pi)^2 - (\epsilon_{1,i,t}^\pi + \epsilon_{2,i,t}^\pi)^2 \right| = o_p(1) \)

**Proof.** (i) The result follows trivially from Lemma 8.
(ii) First, we have

\[
\begin{align*}
\sup_{x \in \mathcal{X}, a \in A} |\tilde{e}(\pi, x, a)| &\leq \sup_{x \in \mathcal{X}, a \in A} \left| Q(\pi, x, a) - \phi(x)^\top \tilde{\beta}_a \right| \\
&\leq \sup_{x \in \mathcal{X}, a \in A} \left| Q(\pi, x, a) - \phi(x)^\top \beta_a \right| + \sup_{x \in \mathcal{X}, a \in A} \left| \phi(x)^\top \beta_a - \phi(x)^\top \tilde{\beta}_a \right| \\
&\leq C J^{-\kappa/p} + \sup_{x \in \mathcal{X}, a \in A} \|\phi(x)\|_2 \sup_{a \in A} \left\| \beta_a - \tilde{\beta}_a \right\|_2 \\
&= \mathcal{O}_p \left( J^{1/2-\kappa/p} \right) + \mathcal{O}_p \left( J(N(k)T)^{-1/2} \right).
\end{align*}
\]

Thus, we obtain that

\[
\begin{align*}
\max_{i \in G(k), 1 \leq t \leq T} \left| \tilde{e}_{2,i,t}^\pi \right| &\leq \max_{i \in G(k), 1 \leq t \leq T} \left| \gamma \cdot \sum_{a \in A} \tilde{e}(\pi, X_{i,t+1}, a) \pi(a | X_{i,t+1}) - \sum_{a \in A} \tilde{e}(\pi, X_{i,t}, a) \mathbb{1}(A_{i,t} = a) \right| \\
&\leq (1 + \gamma) \sup_{x \in \mathcal{X}, a \in A} |\tilde{e}(\pi, x, a)| \\
&= \mathcal{O}_p \left( J^{1/2-\kappa/p} \right) + \mathcal{O}_p \left( J(N(k)T)^{-1/2} \right).
\end{align*}
\]

Under the condition that \( J^{-\kappa/p} \ll (N(k)T)^{-1/2} \) and \( J \ll (N(k)T)^{1/2 \log(N(k)T)^{-1}} \), we have \( \mathcal{O}_p \left( J^{1/2-\kappa/p} \right) = \mathcal{O}_p(1) \) and \( \mathcal{O}_p \left( J(N(k)T)^{-1/2} \right) = \mathcal{O}_p(1) \). Therefore, we have \( \max_{i \in G(k), 1 \leq t \leq T} |\tilde{e}_{2,i,t}^\pi| = \mathcal{O}_p(1) \).

(iii) \( \max_{i \in G(k), 1 \leq t \leq T} \left| (e_{1,i,t}^\pi)^2 - (e_{1,i,t}^\pi + \tilde{e}_{2,i,t}^\pi)^2 \right| \leq \max_{i \in G(k), 1 \leq t \leq T} \left| 2e_{1,i,t}^\pi + \tilde{e}_{2,i,t}^\pi \right| \max_{i \in G(k), 1 \leq t \leq T} |\tilde{e}_{2,i,t}^\pi| = \mathcal{O}_p(1) \)

Lemma 10 (Lemma E.2 of Shi et al. (2020)). Suppose the conditions in Proposition 3 hold.

We have as either \( T \to \infty \) or \( N(k) \to \infty \),

(i) \( \left\| \mathbb{E} \left[ \tilde{\Sigma}^{\pi,k} \right] \right\|_2 \geq 2^{-1} C_1 \) and \( \left\| \mathbb{E} \left[ \tilde{\Sigma}^{\pi,k} \right]^{-1} \right\|_2 \leq 2C_1^{-1} \),

(ii) \( \left\| \tilde{\Sigma}^{\pi,k} - \mathbb{E} \left[ \tilde{\Sigma}^{\pi,k} \right] \right\|_2 \leq c_2 \sqrt{J(N(k)T)^{-1} \log(N(k)T)} \) with probability at least \( 1 - \mathcal{O}\left((N(k)T)^{-2}\right) \),

(iii) \( \left\| \tilde{\Sigma}^{\pi,k} \right\|_2 \leq 6C_1^{-1} \) with probability at least \( 1 - \mathcal{O}\left((N(k)T)^{-2}\right) \),

(iv) \( \left\| \left( \tilde{\Sigma}^{\pi,k} \right)^{-1} - \mathbb{E} \left[ \tilde{\Sigma}^{\pi,k} \right]^{-1} \right\|_2 = \mathcal{O}_p \left( \sqrt{J(N(k)T)^{-1} \log(N(k)T)} \right) \),
where $C_1$ is specified in Assumption 4 and $c_1$ and $c_2$ are some positive constant.

Proof. See Section E.7 of Shi et al. (2020) for a complete proof.

Next, we have some properties of $\tilde{\zeta}_1$ and $\tilde{\zeta}_2$.

**Lemma 11** (Lemma E.3 of Shi et al. (2020)). Suppose the conditions in Proposition 3 hold. As either $N \to \infty$ or $T \to \infty$, we have

(i) $\lambda_{\max} \left( T^{-1} \sum_{t=0}^{T-1} Z_{i,t} Z_{i,t}^\top \right) = O_p(1)$

(ii) $\lambda_{\max} \left( (N^{(k)} T)^{-1} \sum_{i \in G^{(k)}} \sum_{t=1}^{T-1} Z_{i,t} Z_{i,t}^\top \right) = O_p(1)$

(iii) $\lambda_{\min} \left( T^{-1} \sum_{t=0}^{T-1} Z_{i,t} Z_{i,t}^\top \right) \geq c/2$ with probability approaching one.

(iv) $\lambda_{\min} \left( (N^{(k)} T)^{-1} \sum_{i \in G^{(k)}} \sum_{t=1}^{T-1} Z_{i,t} Z_{i,t}^\top \right) \geq c/3$ with probability approaching one.

Proof. See Section E.8 of Shi et al. (2020) for detailed proofs.

**Lemma 12.** Suppose the conditions in Proposition 3 hold. There exists some positive constant $c, c_1$ such that, as either $N \to \infty$ or $T \to \infty$,

(i) $\mathbb{E} \left[ \tilde{\zeta}_1^{(k)} \right] = 0, \mathbb{E} \left[ \left\| \tilde{\zeta}_1^{(k)} \right\|_2^2 \right] \leq c_3 J (N^{(k)} T)^{-1}$ and $\tilde{\zeta}_1^{(k)} = O_p \left( \sqrt{J/(N^{(k)} T)} \right)$.

(ii) $\left\| \tilde{\zeta}_2^{(k)} \right\|_2 = O_p \left( J^{-\kappa/p} \right)$

(iii) $\Pr \left( \left\| \tilde{\zeta}_1^{(k)} \right\|_\infty > c \sqrt{2 \log(N^{(k)} T)/(N^{(k)} T)} \right) \leq 2JM(N^{(k)} T)^{-2}$.

(iv) $\left\| \tilde{\zeta}_2^{(k)} \right\|_\infty \leq c_1 J^{-\kappa/p} \ll c_1 \left( N^{(k)} T \right)^{-1/2}$ almost surely.

Proof. For brevity, we drop $\tilde{}$ in this proof. Recall that

$\zeta_1^{(k)} = (N^{(k)} T)^{-1} \sum_{i \in G^{(k)}} \sum_{t=1}^{T} Z_{i,t} \epsilon_{1,i,t}^\pi$, and $\zeta_2^{(k)} = (N^{(k)} T)^{-1} \sum_{i \in G^{(k)}} \sum_{t=1}^{T} Z_{i,t} \epsilon_{2,i,t}^\pi$. 
(i) By the Bellman first moment condition (7), MA and CMIA, we have $\mathbb{E}[\epsilon_{1,i,t}^\pi | \mathcal{F}_{i,t}] = 0$. Thus

$$\mathbb{E}\left[\zeta_1^{(k)}\right] = (N^{(k)}T)^{-1} \sum_{i \in G^{(k)}} \sum_{t=1}^T \mathbb{E}\left[\mathbb{E}\left[Z_{i,t} \epsilon_{1,i,t}^\pi | \mathcal{F}_{i,t}\right]\right] = 0,$$

Also by the Bellman first moment condition (7), MA and CMIA, we have, for any $0 < t_1 < t_2 < T - 1$,

$$\mathbb{E}\left[\epsilon_{i,t_1} \epsilon_{i,t_2} Z_{i,t_1} Z_{i,t_2}^\top\right] = \mathbb{E}\left[\epsilon_{i,t_1} Z_{i,t_1} Z_{i,t_2}^\top \mathbb{E}\left[\epsilon_{i,t_2} | \mathcal{F}_{t_2}\right]\right] = 0,$$

since $Z_{i,t}$ is a function of $X_{i,t}$ and $A_{i,t}$ only. By the independence assumption, we have, for any $0 < t_1 < t_2 < T - 1$ and $i_1 < i_2 \in G^{(k)}$, that $\mathbb{E}\left[\epsilon_{i_1,t_1} \epsilon_{i_2,t_2} Z_{i_1,t_1} Z_{i_2,t_2}^\top\right] = 0$. Applying Lemma 8 (i), we have

$$\mathbb{E}\left[\left\|\zeta_1^{(k)}\right\|^2\right] = (N^{(k)}T)^{-2} \sum_{i \in G^{(k)}} \sum_{t=1}^T \mathbb{E}\left[(\epsilon_{1,i,t}^\pi)^2 Z_{i,t} Z_{i,t}^\top\right] \leq (c_1 + 2c_2)^2 (N^{(k)}T)^{-1} \mathbb{E}\left[Z_{i,t} Z_{i,t}^\top\right]
\leq (N^{(k)}T)^{-1} (c_1 + 2c_2)^2 \sup_{x \in X} \left\|\phi(x)\right\|^2,
\leq c_3 J (N^{(k)}T)^{-1},$$

for some constant $c_3$. By Markov’s inequality, we obtain

$$\Pr\left(\left\|\zeta_1^{(k)}\right\|_2 > \delta\right) \leq \delta^{-2} \mathbb{E}\left[\left\|\zeta_1^{(k)}\right\|^2\right] \leq \delta^{-2} c_3 J (N^{(k)}T)^{-1}.$$

The result follows.

(ii) By Lemma 8 and the Cauchy-Schwarz inequality, we have, for any $\nu \in \mathbb{R}^{JM}$,
\[ \left| \mathbf{v}^\top \mathbf{\zeta}_2^{(k)} (\mathbf{\zeta}_2^{(k)} \mathbf{v})^\top \right| = \left| \mathbf{v}^\top \mathbf{\zeta}_2^{(k)} \right|^2 \leq \left( (N(k)T)^{-1} \sum_{i \in G(k)} \sum_{t=1}^{T} \mathbf{v}^\top Z_{i,t} \right)^2 \left| \mathbf{\epsilon}_2^{\pi}_{i,t} \right|^2 \]

\[ \leq \sup_{i \in G(k), 1 \leq t \leq T} \left| \mathbf{\epsilon}_2^{\pi}_{i,t} \right|^2 \cdot \left( (N(k)T)^{-1} \sum_{i \in G(k)} \sum_{t=1}^{T} \mathbf{v}^\top Z_{i,t} \right)^2 \]

\[ \leq (c_4J^{-\kappa/p})^2 \left( (N(k)T)^{-1} \sum_{i \in G(k)} \sum_{t=1}^{T} \mathbf{v}^\top Z_{i,t} \right) \]

Thus we have,

\[ \left\| \mathbf{\zeta}_2^{(k)} \right\|_2 = \max_{\|\mathbf{v}\|=1} \left( \left| \mathbf{v}^\top \mathbf{\zeta}_2^{(k)} (\mathbf{\zeta}_2^{(k)} \mathbf{v})^\top \right| \right)^{1/2} \leq c_4J^{-\kappa/p} \cdot \lambda^{1/2} \max \left( (N(k)T)^{-1} \sum_{i \in G(k)} \sum_{t=1}^{T} Z_{i,t} \right) \]

Applying Lemma 11, we have,

\[ \left\| \mathbf{\zeta}_2^{(k)} \right\|_2 = \mathcal{O}_p \left( J^{-\kappa/p} \right) \]

(iii) By a union bound and the Bernstein inequality for a.s. bounded \( \mathbf{\epsilon}_1^{\pi}_{i,t} \) (59), we have

\[ \Pr \left( \left\| \mathbf{\zeta}_1^{(k)} \right\|_\infty > \delta \right) \leq \sum_{1 \leq j \leq J, 1 \leq m \leq M} \Pr \left( \left| \phi_j(X_{i,t}) \mathbf{1}(A_{i,t} = m) (N(k)T)^{-1} \sum_{i \in G(k)} \mathbf{\epsilon}_1^{\pi}_{i,t} \right| > \delta \right) \]

\[ \leq JM \Pr \left( \sup_{x \in \mathcal{X}} \left| \phi_j(x) \right| \cdot (N(k)T)^{-1} \sum_{i \in G(k)} \sum_{t=1}^{T} \mathbf{\epsilon}_1^{\pi}_{i,t} \right) > \delta \right) \]

\[ \leq 2JM \exp \left( -c^{-2}N(k)T \delta^2 \right). \]

Setting \( \delta = c \sqrt{2 \log(N(k)T)/(N(k)T)} \), we have

\[ \Pr \left( \left\| \mathbf{\zeta}_1^{(k)} \right\|_\infty > c \sqrt{2 \log(N(k)T)/(N(k)T)} \right) \leq 2JM(N(k)T)^{-2}. \]

(iv) Under the condition that \( J^{\kappa/p} \gg \sqrt{N(k)T} \) and \( J \ll \sqrt{N(k)T}/\log(N(k)T) \), we have,

\[ \left\| \mathbf{\zeta}_2^{(k)} \right\|_\infty \leq \sup_{x \in \mathcal{X}} \left| \phi_j(x) \right| \cdot (N(k)T)^{-1} \sum_{i \in G(k)} \sum_{t=1}^{T} \mathbf{\epsilon}_2^{\pi}_{i,t} \right| \leq c_1J^{-\kappa/p} \ll c_1 \left( N(k)T \right)^{-1/2}, \text{ almost surely.} \]
D.1.2 Properties of variance estimator

Define

\[ \tilde{\Omega}_k = (N^{(k)}T)^{-1} \sum_{i \in G^{(k)}} \sum_{t \in [T]} Z_{i,t} Z_{i,t}^\top (\varepsilon_{1,i,t} + \varepsilon_{2,i,t})^2 \]

\[ \Omega_k = (N^{(k)}T)^{-1} \mathbb{E} \left[ \sum_{i \in G^{(k)}} \sum_{t \in [T]} Z_{i,t} Z_{i,t}^\top (\varepsilon_{1,i,t} + \varepsilon_{2,i,t})^2 \right] \]

\[ \tilde{H}_k = (N^{(k)}T)^{-1} \sum_{i \in G^{(k)}} \sum_{t \in [T]} Z_{i,t} Z_{i,t}^\top (\varepsilon_{1,i,t})^2 \]

\[ H_k = \mathbb{E} \left[ (N^{(k)}T)^{-1} \sum_{i \in G^{(k)}} \sum_{t \in [T]} Z_{i,t} Z_{i,t}^\top (\varepsilon_{1,i,t})^2 \right] . \]

For any \( x \in \mathcal{X}, a \in \mathcal{A}, \) define

\[ w^\pi(x, a) = \mathbb{E} \left[ (\varepsilon_{1,i,t})^2 \mid X_{i,t} = x, A_{i,t} = a \right] . \]

Then \( H_k = \mathbb{E} \left[ T^{-1} \sum_{t \in [T]} w^\pi(X_{i,t}, A_{i,t}) Z_{i,t} Z_{i,t}^\top \right] . \)

**Lemma 13.** Under the conditions in Theorem 7, we have

(i) \( \lambda_{\min}(H_k) \geq 3^{-1} c_0^{-1} c \)

(ii) \( \lambda_{\max}(H_k) = O(1) \) or \( \|H_k\|_2 = O(1) \)

(iii) \( \|\tilde{\Omega}^\pi(k) - \tilde{H}_k\|_2 = o_p(1) \)

(iv) \( \|\tilde{H}_k - H_k\|_2 = o_p(1) \)

**Proof.**

(i) By Lemma 10 (i) and the fact that \( \inf w^\pi(x, a) \geq c_0^{-1} \), we have

\[ \lambda_{\min}(H_k) \geq c_0^{-1} \lambda_{\min} \left( (N^{(k)}T)^{-1} \sum_{i \in G^{(k)}} \sum_{t \in [T]} \mathbb{E} \left[ Z_{i,t} Z_{i,t}^\top \right] \right) \geq 3^{-1} c_0^{-1} c . \]

(ii) By Lemma 8 (i) and 10 (i), we have
where we use the results in Lemma 10 and 13.

(iii) Applying Lemma 9 and 10, we have

\[
\| \tilde{\Omega}^{\pi,(k)} - \tilde{H}_k \|_2 = \left( N^{(k)} T \right)^{-1} \left\| \sum_{i \in G^{(k)}} \sum_{t \in [T]} Z_{i,t}^T Z_{i,t} \left( (\epsilon_{1,i,t}^{\pi} + \tilde{\epsilon}_{2,i,t}^{\pi})^2 - (\epsilon_{1,i,t}^{\pi})^2 \right) \right\|_2 \\
\leq \sup_{i,t} \left| (\epsilon_{1,i,t}^{\pi} + \tilde{\epsilon}_{2,i,t}^{\pi})^2 - (\epsilon_{1,i,t}^{\pi})^2 \right| \cdot \left( N^{(k)} T \right)^{-1} \left\| \sum_{i \in G^{(k)}} \sum_{t \in [T]} Z_{i,t}^T Z_{i,t} \right\|_2 \\
= o_p(1).
\]

(iv) The proof uses similar arguments in bounding \( \| \tilde{\Sigma}_k - \mathbb{E} \left[ \tilde{\Sigma}_{\pi,(k)} \right] \|_2 \) and is omitted here.

\[ \Box \]

Lemma 14. Under the conditions in Theorem 7, we have

\[
\left\| \left( \tilde{\Sigma}^{\pi,(k)} \right)^{-1} \tilde{\Omega}^{\pi,(k)} \left( \tilde{\Sigma}^{\pi,(k)} \right)^{\top} - 1 - \left( \Sigma^{\pi,(k)} \right)^{-1} H_k \left( \Sigma_k \right)^{-1} \right\|_2 = o_p(1).
\]

Proof. We have

\[
\left\| \left( \tilde{\Sigma}^{\pi,(k)} \right)^{-1} \tilde{\Omega}^{\pi,(k)} \left( \tilde{\Sigma}^{\pi,(k)} \right)^{\top} - 1 - \mathbb{E} \left[ \tilde{\Sigma}^{\pi,(k)} \right]^{-1} H_k \left( \mathbb{E} \left[ \tilde{\Sigma}^{\pi,(k)} \right] \right)^{-1} \right\|_2 \\
\leq \left\| \left( \tilde{\Sigma}^{\pi,(k)} \right)^{-1} \tilde{\Omega}^{\pi,(k)} \left( \tilde{\Sigma}^{\pi,(k)} \right)^{\top} - 1 - \left( \Sigma^{\pi,(k)} \right)^{-1} H_k \left( \Sigma_k \right)^{-1} \right\|_2 + \left\| \left( \Sigma^{\pi,(k)} \right)^{-1} H_k \left( \Sigma^{\pi,(k)} \right)^{-1} - \mathbb{E} \left[ \Sigma^{\pi,(k)} \right]^{-1} H_k \left( \mathbb{E} \left[ \Sigma^{\pi,(k)} \right] \right)^{-1} \right\|_2 \\
\leq \left\| \left( \Sigma^{\pi,(k)} \right)^{-1} \right\|_2^2 \| \tilde{\Sigma}^{\pi,(k)} - H_k \|_2 \\
+ \left\| \left( \tilde{\Sigma}^{\pi,(k)} \right)^{-1} - \mathbb{E} \left[ \Sigma^{\pi,(k)} \right]^{-1} \right\|_2 \| H_k \left( \Sigma^{\pi,(k)} \right)^{-1} \|_2 + \left\| \mathbb{E} \left[ \Sigma^{\pi,(k)} \right]^{-1} H_k \left( \Sigma^{\pi,(k)} \right)^{-1} - \mathbb{E} \left[ \Sigma^{\pi,(k)} \right]^{-1} \right\|_2 \\
= o_p(1),
\]

where we use the results in Lemma 10 and 13.

\[ \Box \]
Appendix E  Description of MIMIC-III Dataset

E.1 Intensive Care Unit Data

The data we use is the Medical Information Mart for Intensive Care version III (MIMIC-III) Database (Johnson et al., 2016), which is a freely available source of de-identified critical care data from 53,423 adult admissions and 7,870 neonates from 2001 – 2012 in six ICUs at a Boston teaching hospital. The database contain high-resolution patient data, including demographics, time-stamped measurements from bedside monitoring of vital signs, laboratory tests, illness severity scores, medications and procedures, fluid intakes and outputs, clinician notes and diagnostic coding.

We extract a cohort of sepsis patients, following the same data processing procedure as in Komorowski et al. (2018). Specifically, the adult patients included in the analysis satisfy the international consensus sepsis-3 criterion. The data includes 17,083 unique ICU admissions from five separate ICUs in one tertiary teaching hospital. Patient demographics and clinical characteristics are shown in Table 1 and Supplementary Table 1 of Komorowski et al. (2018).

Each patient in the cohort is characterized by a set of 47 variables, including demographics, Elixhauser premorbid status, vital signs, and laboratory values. Demographic information includes age, gender, weight. Vital signs include heart rate, systolic/diastolic blood pressure, respiratory rate et al. Laboratory values include glucose, total bilirubin, (partial) thromboplastin time et al. Patients’ data were coded as multidimensional discrete time series with 4-hour time steps. The actions of interests are the total volume of intravenous (IV) fluids and maximum dose of vasopressors administrated over each 4-hour period.

All features were checked for outliers and errors using a frequency histogram method and uni-variate statistical approaches (Tukey’s method). Errors and missing values are corrected when possible. For example, conversion of temperature from Fahrenheit to
Celsius degrees and capping variables to clinically plausible values.

In the final processed data set, we have 17,621 unique ICU admissions, corresponding to unique trajectories fed into our algorithms.

E.1.1 Irregular Observational Time Series Data

For each ICU admission, we code patient’s data as multivariate discrete time series with a four hour time step. Each trajectory covers from up to 24h preceding until 48h following the estimated onset of sepsis, in order to capture the early phase of its management, including initial resuscitation. The medical treatments of interest are the total volume of intravenous fluids and maximum dose of vasopressors administered over each four hour period. We use a time-limited parameter specific sample-and-hold approach to address the problem of missing or irregularly sampled data. The remaining missing data were interpolated in MIMIC-III using multivariate nearest-neighbor imputation. After processing, we have in total 278,598 sampled data points for the entire sepsis cohort.

E.1.2 State and Action Space Characterization

The state $X_{i,t}$ is a 47-dimensional feature vector including fixed demographic information (age, weight, gender, admit type, ethnicity et al), vitals signs (heart rate, systolic/diastolic blood pressure, respiratory rate et al), and laboratory values (glucose, Creatinine, total bilirubin, partial thromboplastin time, $paO_2$, $paCO_2$ et al.).

For action space, we discretize two variables into three actions respectively according to Table in Komorowski et al. (2018). The combination of the two drugs makes $3 \times 3 = 9$ possible actions in total. The action $A_t$ is a two-dimensional vector, of which the first entry $a_t[0]$ specifies the dosages of IV fluids and the second $a_t[1]$ indicates the dosages of IV fluids and vasopressors, to be administrated over the next 4h interval.

E.2 Reward design

The reward signal is important and need crafted carefully in real applications. Komorowski et al. (2018) uses hospital mortality or 90-day mortality as the sole defining
factor for the penalty and reward. Specifically, when a patient survived, a positive reward was released at the end of each patient’s trajectory (a reward of 100); while a negative reward (a penalty of $-100$) was issued if the patient died. However, this reward design is sparse and provide little information at each step. Also, mortality may correlated with respect to the health statues of a patient. So it is reasonable to associate reward to the health measurement of a patient after an action is taken.

In this application, we build our reward signal based on physiological stability. Specifically, in our design, physiological stability is measured by vitals and laboratory values $v_t$ with desired ranges $[v_{\min}, v_{\max}]$. Important variables related to sepsis include heart rate (HR), systolic blood pressure (SysBP), mean blood pressure (MeanBP), diastolic blood pressure (DiaBP), respiratory rate (RR), peripheral capillary oxygen saturation (SpO2), arterial lactate, creatinine, total bilirubin, glucose, white blood cell count, platelets count, (partial) thromboplastin time (PTT), and International Normalized Ratio (INR). We encode a penalty for exceeding desired ranges at each time step by a truncated Sigmoid function, as well as a penalty for sharp changes in consecutive measurements.

Here, values $v_t$ are the measurements of those vitals $v$ believed to be indicative of physiological stability at time $t$, with desired ranges $[v_{\min}, v_{\max}]$. The penalty for exceeding these ranges at each time step is given by a truncated sigmoid function. The system also receives negative feedback when consecutive measurements see a sharp change.

**Remark 5.** There are definitely improvements in shaping the reward space. For example, in medical situation, the definition of the normal range of a variable sometime depends demographic characterization. Also, sharp changes in a favorable direction should be rewarded.