Measurement of ionization quenching in plastic scintillators
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Abstract

Plastic scintillators are widely used in high-energy and medical physics, often for measuring the energy of ionizing radiation. Their main disadvantage is their non-linear response to highly ionizing radiation, called ionization quenching. This nonlinearity must be modeled and corrected for in applications where an accurate energy measurement is required. We present a new experimental technique to granularly measure the dependence of quenching on energy-deposition density. Based on this method, we determine the parameters for four commonly used quenching models for two commonly used plastic scintillators using protons with energies of 30 MeV to 100 MeV; and compare the models using a Bayesian approach. We also report the first model-independent measurement of the dependence of ionization quenching on energy-deposition density, providing a purely empirical view into quenching.
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1. Introduction

Plastic scintillators are widely used in particle detectors in high-energy physics experiments and for medical applications, for example in radiotherapy [1, 2]. When a charged particle passes through a scintillator, it loses energy by ionizing scintillator molecules, leaving them in excited states. These excited molecules can emit light when they relax, providing a measurable signal. Since the light yield is related to a particle’s energy loss, scintillators are used in calorimeters. Since scintillators are easily segmented, they are also used in particle trackers.

When the density of energy lost by a particle is low, a scintillator’s light yield is linearly proportional to the energy lost. When the density is high, the production of detectable light is hindered by various processes and the light...
yield is nonlinearly proportional to the energy lost \(3\). This reduction is called ionization quenching \(4\).

At high momentum, a particle loses relatively little energy per distance in comparison to its kinetic energy; so its momentum decreases very slowly. The energy-loss rate is also only weakly dependent on the particle’s momentum; so the light yield per distance at high momentum is nearly constant and easily calibrated. This means scintillators produce consistent and reliable signals useful for tracking high-energy particles.

Additionally, if a particle is stopped (or significantly slowed) within a scintillator, the light produced can be used to measure the particle’s energy. But at low momentum, a particle loses large amounts of energy over short distances, so ionization quenching significantly reduces the light emission and complicates the energy measurement. Accurate calorimetry of highly ionizing radiation requires a good understanding of quenching.

The magnitude of quenching is dependent on the amount of energy deposited in a scintillator per unit distance. Many competing models parametrize this dependence via quenching functions \(3, 5-8\). Most of these functions are based on assumptions about discrete interactions of particles with scintillator molecules and of excited scintillator molecules with each other. But none are capable of predicting the values of their parameters—they are empirical.

Using data collected with two widely-used plastic scintillators, we determine the parameters for four quenching models \(3, 5, 7, 8\). Using Bayesian statistics, we compare the probabilities for the models to explain our data. We also fit a model-independent quenching function to our data to learn about the dependence of quenching on energy deposition free from assumptions. We compare this result to those of the four models we tested and discuss their advantages and deficiencies. To our knowledge, this is the first direct measurement of a quenching function without modeling.

2. Quenching models

The response of a scintillating material to a charged particle is characterized by its light yield per unit of distance traveled by the particle, \(dL/dx\). However, the light yield per unit of energy deposited by the particle over that distance, \(dL/dE\), is more useful in modeling and simulation. The two are related to each other by

\[
\frac{dL}{dx} = \frac{dL}{dE} \cdot \frac{dE}{dx},
\]

where \(dE/dx\) is the energy lost by the particle per unit of distance, which depends on the energy of the particle (as well as its species and the scintillator material). To simplify our equations, we denote \(dE/dx\), a function of the particle’s kinetic energy, \(T\), as \(\epsilon(T)\). The light yield per unit of energy deposited is a function of \(\epsilon\), and therefore indirectly of \(T\):

\[
\frac{dL}{dE} \bigg|_T = S \cdot Q(\epsilon(T)),
\]
where $Q(\epsilon)$ is the unitless quenching function, defined such that at small $\epsilon$ (that is, at high kinetic energy), it goes to unity; $S$ is the linear proportionality of light yield to energy deposition at high energy and has units of photons per energy. So the light yield per unit of distance is

$$\left.\frac{dL}{dx}\right|_T = S \cdot Q(\epsilon(T)) \cdot \epsilon(T).$$ (3)

J. B. Birks developed the first model of ionization quenching in the early 1950s, which is still widely used [3]. He modeled the production of light via the following steps: a passing particle ionizes molecules of the scintillator’s base plastic material, which then emit light. In a pure plastic, this light is quickly reabsorbed by other molecules; to allow it to propagate macroscopic distances, the plastic is doped with a molecule that absorbs this light and emits light of a shifted wavelength. Since neither the base molecule nor the dopant efficiently absorbs the wave-length-shifted light, it propagates long distances. However, dopant molecules can absorb photons without re-emitting them or can re-emit them at wavelengths unsuitable for detection. This occurs when they have been excited by interaction with the ionizing particle. Birks parametrized quenching in terms of the the density of excited dopant molecules, $B$, and the probability for non-radiative relaxation, $k$:

$$Q_{\text{Birks}}(\epsilon) = \frac{1}{1 + kB\epsilon}.$$ (4)

Since $k$ and $B$ appear only as a product, they act as one parameter, $kB$, called Birks’ coefficient, which has units of distance per energy. Its value depends on the scintillating material.

Many authors extended Birks’ model: Chou et al. accounted for secondary effects by adding a term to the denominator that is of second order in $\epsilon$:

$$Q_{\text{Chou}}(\epsilon) = \frac{1}{1 + kB\epsilon + C\epsilon^2},$$ (5)

where $\sqrt{C}$ has the same units as $kB$ [5, 6]. Wright et al. defined the quenching function

$$Q_{\text{Wright}}(\epsilon) \equiv \frac{1}{W\epsilon} \log(1 + W\epsilon),$$ (6)

where $W$ has the same units as $kB$ [7]. Voltz et al. developed the first model to distinguish between primary and secondary ionization: The primary particle can produce high-energy electrons as it ionizes the scintillator molecules. They travel away from the path of the primary particle, losing energy via ionization of the scintillator and spreading out the energy deposition, which weakens quenching. The Voltz model assumes that a fraction of deposited energy, $f$, is unquenched and parametrizes the quenching of the remaining fraction with an exponential function:

$$Q_{\text{Voltz}}(\epsilon) \equiv f + (1 - f)e^{-V(1-f)\epsilon},$$ (7)

where $V$ has the same units as $kB$ [8].
Like Birks’ coefficient, $C$, $W$, and $V$ all depend on the scintillator material. All four must be have positive values and are independent of the species of the particle interacting with the scintillator. The Voltz model’s $f$ depends on both the scintillator material and primary particle species \[9\]. None of the parameters can be predicted from first principles—all must be measured experimentally.

These quenching functions have some common features: As we require of a quenching function, they are all bounded by 1 above, which is approached as $\epsilon \to 0$; and by 0 below, which may be approached as $\epsilon \to \infty$. All have negative first derivatives everywhere regardless of their parameters and therefore always monotonically decrease. Birks’, Wright’s, and Voltz’ functions all have positive second derivatives everywhere regardless of their parameter values; Chou’s function is not guaranteed to have a positive second derivative everywhere. These properties will be important when we compare model-dependent and model-independent results.

3. Quenching measurement

To determine each model’s parameters and which model most accurately describes quenching, we measure $dL/dE$ at several kinetic energies and fit the parameterizations of $Q(\epsilon)$ to this data using equation (2).

Many issues complicate this task: We cannot directly measure $dL/dE$; instead we measure the amount of light, $L$, produced by a particle that has lost energy in the scintillator. So we must integrate equation (2):

$$L(T_{\text{in}}, T_{\text{out}}) = S \int_{T_{\text{in}}}^{T_{\text{out}}} Q(\epsilon(T)) \, dT,$$

where $T_{\text{in}}$ and $T_{\text{out}}$ are the incoming and outgoing kinetic energies of the particle. $Q$ is not directly a function of $T$, but instead of $\epsilon(T)$, which is a stochastic function: At a particular kinetic energy, we know the mean energy loss per unit distance for particles with that energy from both the Bethe formula and experiment $10, 11$. But an individual particle’s energy loss stochastically deviates from the mean according to distributions whose shapes are also $T$ dependent $11, 12$. This stochastic behavior is difficult and computationally expensive to model. So instead of studying the behavior of individual particles, we study the behavior of an ensemble of particles. We measure the distribution of $L(T_{\text{in}}, T_{\text{out}})$ and fit the quenching model parameters to the mean amount of light, $\bar{L}$, produced by an ensemble of particles given a mean energy loss, $\bar{\epsilon}$:

$$\bar{L}(\bar{T}_{\text{in}}, \bar{T}_{\text{out}}) = S \int_{\bar{T}_{\text{in}}}^{\bar{T}_{\text{out}}} \bar{Q}(\bar{\epsilon}(T)) \, dT,$$

where $\bar{T}_{\text{in}}$ and $\bar{T}_{\text{out}}$ are the mean incoming and outgoing kinetic energies of the ensemble and $\bar{Q}$ is the quenching function of the mean energy of an ensemble. We
assume quenching of the mean energy loss is described identically to quenching of the stochastic energy loss: $\bar{Q} = \bar{Q}$.

The above equations are further complicated by how the scintillation light is measured: it propagates through the scintillator to a light detector. Both propagation and detection cause losses of light. In our experimental setup, these losses linearly scale the light yield. We must also calibrate the output signal of each light detector to a reference light yield. In our experimental setup, we calibrate to the signal produced by a minimum-ionizing particle (MIP), which has a constant, low energy loss along its path. We measure the relative mean light yield, $\bar{\Lambda}$,

$$\bar{\Lambda}(\bar{T}_{\text{in}}, \bar{T}_{\text{out}}) \equiv \frac{\bar{L}(\bar{T}_{\text{in}}, \bar{T}_{\text{out}})}{\bar{L}_{\text{MIP}}}.$$  \hspace{1cm} (10)

The $S$ factor and the efficiencies for light propagation and detection all cancel out. Since the energy loss is constant for a MIP and small compared to its kinetic energy,

$$\bar{L}_{\text{MIP}} \propto \bar{Q}(\bar{\epsilon}_{\text{MIP}}) \bar{\epsilon}_{\text{MIP}} \Delta \bar{x},$$  \hspace{1cm} (11)

where $\bar{\epsilon}_{\text{MIP}}$ is the mean energy loss per unit distance of a MIP and $\Delta \bar{x}$ is the mean length of scintillator passed through; the proportionality omits $S$ and the propagation and detection efficiencies. We can relate the relative mean light yield to the quenching function by

$$\bar{\Lambda}(\bar{T}_{\text{in}}, \bar{T}_{\text{out}}) = \frac{1}{\bar{Q}(\bar{\epsilon}_{\text{MIP}}) \bar{\epsilon}_{\text{MIP}} \Delta \bar{x}} \int_{\bar{T}_{\text{in}}}^{\bar{T}_{\text{out}}} \bar{Q}(\bar{\epsilon}(T)) \, dT.$$  \hspace{1cm} (12)

To gather granular data for a range of $\bar{\epsilon}$, we use a segmented detector consisting of an array of scintillating fibers laid in a row. We shoot a beam of protons and pions into the detector such that pions could traverse all fibers successively and protons could stop within the array. We vary the energies of the beams and the angle of incidence on the fibers, $\theta$, which changes $\Delta \bar{x}$. The protons serve as test particles for measuring quenching, and the pions serve as MIPs for calibration. From initial kinetic energies in the range of tens to hundreds of MeV to stopping, the range of $\bar{\epsilon}$ for the protons varies by two orders of magnitude, while the through-going pions are always in their minimum-ionizing energy range, regardless of incoming beam energy. Though changes of the angle only translate into small changes of the protons’ path lengths in the fibers, they strongly affect their energy-loss profiles because of the high stopping power of protons shortly before stopping. Where the energy loss is largest, quenching effects are most pronounced; so small variations of the angle lead to large variations in quenching and significantly improve our measurement sensitivity. We label each different setting of beam energy and incidence angle as a run.

In each run, we measure $\bar{\Lambda}_i$ for each fiber, with $i$ labeling the fiber; this is the data set for each run. Unfortunately we do not know $\bar{T}_{\text{in}}^i$ and $\bar{T}_{\text{out}}^i$ for individual fibers. In our fits to the $\bar{\Lambda}_i$, the mean energy of the proton beam prior to it
entering the fiber array, $\bar{T}_0$ is a free parameter. We calculate all the incoming and outgoing energies, $\bar{T}_{i}^{\text{in}}$ and $\bar{T}_{i}^{\text{out}}$ ($i \geq 1$), with the continuous-slowing-down approximation (CSDA) using data from the National Institute of Standards and Technology (NIST) for $\bar{\epsilon}(T)$ [14, 15]. We account for inactive coatings on the fibers, so $\bar{T}_0 \neq \bar{T}_{1}^{\text{in}}$ and $\bar{T}_{i}^{\text{out}} \neq \bar{T}_{i+1}^{\text{in}}$. This calculation depends on $\Delta \bar{x}$, and therefore on the incidence angle, which is also a free parameter in our fits.

3.1. Fit likelihood

We formulate the likelihood in our fits as follows: We analyze all runs simultaneously, so the total likelihood for the parameters of a model, $\vec{\lambda}$, is the product of likelihoods for each run, $r$,

$$L(\text{data} | \vec{\lambda}; \vec{\nu}) \equiv \prod_r L_r(\text{data}^{(r)} | \vec{x}; \bar{T}_{r0}, \theta_r),$$

(13)

where $\vec{\nu}$ is the vector of beam parameters, $\bar{T}_{r0}$ and $\theta_r$, for all runs; and the data for each run are the observed $\bar{\Lambda}_{ri}^{\text{obs}}$ and their uncertainties, $\sigma_{ri}$. The likelihood for an individual run is

$$L_r(\text{data}^{(r)} | \vec{x}; \bar{T}_{r0}, \theta_r) \equiv \prod_i \mathcal{N}\left(\bar{\Lambda}_{ri}^{\text{exp}}(\vec{x}; \bar{T}_{r0}, \theta_r) | \bar{\Lambda}_{ri}^{\text{obs}}, \sigma_{ri}\right),$$

(14)

where $\mathcal{N}$ is the normal distribution and $\bar{\Lambda}_{ri}^{\text{exp}}$ is the expectation for the quenched mean relative light yield calculated according to equation (12).

To calculate $\bar{\Lambda}_{ri}^{\text{exp}}$, we first simulate the trajectory of a particle with an initial energy $\bar{T}_{r0}$ and incidence angle $\theta_r$, through the fiber array, calculating its energy losses in both the active and inactive layers of the array with NIST’s CSDA data. From the simulation we know the integration limits of equation (12). The MIP factors in the equation are calculated from the CSDA data, with $\Delta \bar{x}$ equal to the width of the active layer of a fiber, $\Delta z$, divided by $\cos \theta_r$. To emphasize the parameter dependence, we rewrite equation (12) explicitly for this context:

$$\bar{\Lambda}_{ri}^{\text{exp}}(\vec{x}; \bar{T}_{r0}, \theta_r) = \frac{1}{Q\left(\bar{\epsilon}_{MIP}^{\text{MIP}}; \lambda\right)} \frac{1}{\bar{\epsilon}_{MIP}^{\text{MIP}}} \int_{\bar{T}_{r0}^{\text{in}}(\bar{\epsilon}(T); \lambda)}^{\bar{T}_{r0}^{\text{out}}(\bar{\epsilon}(T); \lambda)} \frac{1}{\Delta z \cos \theta_r} \int_{\bar{T}_{r0}^{\text{in}}(\bar{\epsilon}(T); \lambda)}^{\bar{T}_{r0}^{\text{out}}(\bar{\epsilon}(T); \lambda)} dT. \quad (15)$$

Runs with different angles were taken at a common beam momentum; and runs with different beam momenta were taken at a common angle. Runs with a common beam momentum share a single $T_{r0}$ and a single $\bar{\epsilon}_{r}^{\text{MIP}}$; and runs with a common angle share a single $\theta_r$.

We explore the parameter space of each model using a Bayesian formulation of probability and a Markov-Chain Monte-Carlo (MCMC) algorithm implemented by the Bayesian Analysis Toolkit [16–18]. This defines the posterior probability—the probability for parameters given our knowledge after the experiment—as the product of the above likelihood and a prior probability:

$$P(\text{data} | \vec{x}, \vec{\nu}) \equiv L(\text{data} | \vec{x}; \vec{\nu}) \times P_0(\vec{x}, \vec{\nu}).$$

(16)
The prior probability, \( P_0 \), of parameters reflects our knowledge before the experiment. For each model and for each scintillator type, we fit the parameters to all data sets simultaneously. The free parameters in each fit are all \( T_{r0} \), \( \theta_r \), and \( \varepsilon_r^{\text{MIP}} \) and the parameters of the quenching model studied.

This approach necessitates that we choose a prior probability distribution for all parameters. Although we have precise knowledge of the proton and pion energies in the beam, we use informative uniform prior probability distributions for the \( T_{r0} \) and \( \varepsilon_r^{\text{MIP}} \). We do this since the beam passes through two windows and a short gap of air before entering the detector array. Interaction with the windows and air smears out the energy distribution. The prior for each \( \theta_r \) is a normal distribution with mean and standard deviation learned from an independent fit to pion data that calibrates the experiment’s rotatory table. The priors for the model parameters are discussed below alongside the fit results.

The NIST data used to calculate the \( \bar{\Lambda}_{\text{exp}} \) has an uncertainty that scales the entire stopping-power data set up or down together, not affecting the \( T \) dependence of \( \bar{\varepsilon} \). We account for this uncertainty with a parameter that scales the CSDA data. It has a normal prior probability distribution centered at unity with a standard deviation of 4 %—the known uncertainty from NIST. This parameter is also free in the fit, but its posterior probability is identical to its prior probability. Though this uncertainty affects all analyses that rely on NIST data, it has been neglected in most existing measurements.

### 3.2. Model comparison

We use two different methods to compare models to each other: by the maximum of their likelihood functions; and by Bayes factors. The ratio of maximum likelihoods of two models allows us to compare their abilities to describe the data at their best-fitting parameter points because we apply the same likelihood formulation in all our fits \[20\]. This approach is commonly used and so we include it, but it does not account for the complexities of the models nor for over-fitting; it also does not evaluate the complete posterior-probability space.

The Bayes factor addresses these deficiencies, but is more complicated to calculate \[20\]. The Bayes factor, \( K_{AB} \), comparing two models A and B, is the ratio of the model evidences, \( z_A \) and \( z_B \),

\[
K_{AB} \equiv \frac{z_A}{z_B}.
\]  (17)

The evidence of a model, M, is a measure of its ability to describe the data regardless of the values of its parameters

\[
z_M \equiv \int P(\text{data} | \lambda; M) \, d\lambda,
\]  (18)

where \( \lambda \) are the parameters of the model, the integrand is the posterior probability density, and the integration is over all parameters and over the entirety of each parameter’s allowed range. The posterior belief in preferring model A
over model B is

\[
P(A) = K_{AB} \frac{P_0(A)}{P_0(B)},
\]

where \(P_0(M)\) and \(P(M)\) are the prior and posterior probabilities for model \(M\)—that is, one's belief in the model before and after the experiment. The Bayes factor thus quantifies the objective knowledge update. If \(K_{AB}\) is greater than one, model A is preferred over model B; if \(K_{AB}\) is less than one, model B is preferred over model A.

The integral in equation (18) is not generally easy to calculate. We used a harmonic-mean estimator (HME) algorithm to calculate evidences from the MCMC samples [21]. We calculate the evidence from the samples by

\[
z_M \approx \left( \frac{1}{N} \sum_{i=1}^{N} \frac{1}{P(\text{data}|\bar{\lambda}_i; M)} \right)^{-1},
\]

where the sum is over the \(N\) sampled parameter points in the Markov chain. Since this method suffers from numerical instabilities in regions of small posterior probability density, we restricted our evaluation of the HME to a volume in which the calculation is well behaved and accounted for this restriction in calculating the evidence using an algorithm developed in [22].

4. Experimental setup

Our detector consists of 16 scintillating fibers, each 71 mm long with a 2 mm thickness in the direction of the beam. We arrange them such that their long sides were perpendicular to the beam and placed in a row such that the beam passed through them sequentially. We perform measurements with two different scintillating materials: SCSF-78 from Kuraray, with a polystyrene base; and BC-408 from Saint-Gobain, with a polyvinyltoluene base [23, 24].

The light produced in each fiber is detected by a Hamamatsu Photonics S13360-4935 silicon photomultiplier (SiPM) glued to one end of the fiber [25]. To digitize the SiPM signals, we use multichannel mezzanine-sampling analog-to-digital converters (ADCs) [26].

We present measurements taken in the \(\pi\)M1 beamline of the high-intensity proton accelerator at the Paul Scherrer Institute [27]. The \(\pi\)M1 beam consists of protons and pions with momenta adjustable between 220 MeV/c and 450 MeV/c with a resolution of about 1% [28]. Data acquisition was triggered when the signal in the first fiber exceeded an adjustable threshold. A collimator was placed in the beam line before the fiber array, which was mounted on a rotary table to allow for variation of the angle of incidence of the beam on the array. The entire setup was placed in a vacuum chamber to minimize beam interactions with air before entering the detector.

The recorded data set for the SCSF-78 scintillator contains seven runs: five with an incidence angle of 1.6° at momenta of 217 MeV/c, 234 MeV/c, 267 MeV/c, 295 MeV/c, and 331 MeV/c; and two further at 3.4° and 8.4°,
both at 331 MeV/c. The recorded data set for the BC-408 scintillator contains six runs: four with an incidence angle of 1.6° at momenta of 240 MeV/c, 300 MeV/c, 335 MeV/c, and 350 MeV/c; and two further at 5.4° and 7.9°, both at 335 MeV/c.

4.1. Relative light yield measurement

In each run, we measure response to both protons and minimum-ionizing pions. Each event consists of one particle passing through the fiber array, producing scintillation light in each traversed fiber. The SiPMs convert this light into charge signals, which are digitized in the ADCs. We fit to the ADC output to determine the signal amplitude for each fiber. Figure 1 shows the signal-amplitude spectrum for a single fiber and a single run.

Pions, being MIPs at our beam momenta, pass through all 16 fibers; accordingly we define an event as pion-like if it passes through all fibers. The signal in each fiber must be above the noise threshold measured for that fiber. Pion-like events form the low-amplitude peak in figure 1. The arithmetic mean of the spectral distribution of pion-like events is the uncalibrated mean pion light yield.

We define a proton-like event as one with more than one fiber with a signal amplitude exceeding three times the mean pion light yield for that fiber. Proton-like events form the high-amplitude peak in figure 1. The arithmetic mean of the spectral distribution of proton-like events is the uncalibrated mean proton light yield.
Figure 2: Relative mean light yield for measurements at different beam momenta and incidence angles (shown in both symbols and histograms) measured with the SCSF-78 scintillator. The uncertainties are smaller than the symbols.

The ratio of the uncalibrated mean proton light yield to the uncalibrated mean pion light yield is the relative mean light yield, $\bar{\Lambda}$.

The signals from the SiPMs are smeared by noise, the resolutions of the ADCs, the pulse-shape fits, and the event-selection algorithm. We estimate the uncertainty on the relative mean light yield from these effects by fitting a Landau distribution folded with a normal distribution to the pion peak in the signal-amplitude spectrum. We take the standard deviation of the normal distribution, 5% (relative), as a conservative estimate of the measurement uncertainty on the mean light yield and add it (in quadrature) to the statistical uncertainty from the above steps. The result is the $\sigma_{ri}$ used in the likelihood for the model fit.

Figure 2 shows the relative mean light yield of five runs. For four runs, we clearly see the Bragg curves for stopping particles, with the particle range increasing with increasing momentum. In the fifth run, the momentum of the protons is large enough to pass through all fibers without significantly slowing down. For our final analysis, we do not use runs with through-going protons since we use the stopping signature to distinguish proton-like and pion-like events. From the two runs at 335 MeV/c, we see that changing the incidence angle causes measurable changes in the $\Lambda$ profile.
To evaluate each model’s posterior probability, we must choose prior probability distributions for the model’s parameters. We choose each prior to be uniform within a reasonable range, imposing physical constraints, and to be zero outside this range. All model parameters are constrained by requiring
\[ 0 \leq \bar{Q}(\bar{\epsilon}; \bar{\lambda}) \leq 1 \quad \forall \bar{\epsilon} \geq 0. \] (21)

This is fulfilled for all our models when their parameters are greater than or equal to zero. Additionally, for Voltz’ model, \( f \) is bounded above by one.

In table 1, for each of the four models and for each of the scintillating fiber types, we list the parameter points that maximize the posterior probability, which we refer to as the best-fit point; the 68 %-credibility-interval uncertainties; and correlation factors (where applicable). The uncertainties and correlation factors include both statistical and systematic effects. We are able to measure Birks’ coefficient to a relative precision of 3 %. Our value of Birks’ \( kB \) for BC-408 agrees with that presented in [29].

We observe very different behavior of Chou’s model for the two scintillators: For SCSF-78, the term linear in \( \bar{\epsilon} \) is negligible and quenching is best described by the quadratic term alone, with \( \sqrt{C} \) compatible with Birks’ \( kB \). For BC-408, the opposite is the case and quenching is best described by the linear term alone, with Chou’s \( kB \) compatible with Birks’. Therefore Chou’s model requires the shape of the quenching function strongly depend on the scintillator material.

We also observe very different behavior of Voltz’ model for the two scintillators: For SCSF-78, \( f \) is small, with a best-fit value of zero; Table 1 lists the mode and 68 %-credibility upper limit. This means that all deposited energy is subject to quenching, as in Birks’ model. Accordingly, for this fiber type, \( V \) is of a comparable scale to Birks’ \( kB \). For BC-408, \( f \) is closer to 50 %—only half the deposited energy is subject to quenching. Accordingly, \( V \) must be larger. This trend is confirmed by the positive correlation of the parameters in both

| model | par. | units | SCSF-78 | corr. | BC-408 | corr. |
|-------|------|-------|---------|-------|--------|-------|
| Birks | \( kB \) | mm/MeV | 0.132 ± 0.004 | 0.155 ± 0.005 |
| Chou  | \( kB \) | mm/MeV | 0.000 ± 0.001 | 0.151 ± 0.040 |
|       | \( \sqrt{C} \) | mm/MeV | 0.129 ± 0.005 | 0.000 ± 0.002 |
| Wright| \( W \) | mm/MeV | 0.333 ± 0.009 | 0.406 ± 0.002 |
| Voltz | \( V \) | mm/MeV | 0.091 ± 0.006 | 0.628 ± 0.108 |
|       | \( f \) | | 0.000 ± 0.057 | 0.427 ± 0.019 |

Table 1: Parameter values at the best-fit points, 68 %-credibility-interval uncertainties, and the correlation factors (where applicable). † These best-fit values are at their boundaries, zero, so we give their 68 %-credibility upper limits.
Table 2: Result of model-independent fit to SCSF-78: $Q(\epsilon)$ values (top) and covariances (bottom) in % at fixed $\epsilon$ values (in MeV/cm).

| $Q(\epsilon)$ | 998 | 996 | 962 | 922 | 856 | 629 | 419 | 405 | 309 | 113 |
|---------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $\epsilon$    | 5   | 10  | 15  | 20  | 30  | 50  | 75  | 100 | 250 | 500 |
| 5             | 1.32| 1.23| 1.10| 1.05| 1.00| 0.76| 0.55| 0.30| 0.01| 0.33|
| 10            | 1.67| 1.60| 1.54| 1.44| 1.12| 0.81| 0.42| 0.01| 0.18|
| 15            | 1.72| 1.63| 1.54| 1.12| 0.83| 0.51| 0.11| 0.20|
| 20            | 1.59| 1.48| 1.15| 0.81| 0.35| −0.16| 0.04|
| 30            | 1.44| 0.99| 0.81| 0.41| −0.21| 0.04|
| 50            | 1.15| 0.65| −0.40| −0.86| −0.65|
| 75            | 1.94| −0.12| −1.51| −1.18|
| 100           | 2.73| 2.72| 1.89|
| 250           | 10.8| 6.39|
| 500           | 10.2| |

Table 3: Result of model-independent fit to BC-408: $Q(\epsilon)$ values (top) and covariances (bottom) in % at fixed $\epsilon$ values (in MeV/cm).

| $Q(\epsilon)$ | 989 | 847 | 768 | 709 | 652 | 517 | 444 | 412 | 263 | 115 |
|---------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $\epsilon$    | 5   | 10  | 15  | 20  | 30  | 50  | 75  | 100 | 250 | 500 |
| 5             | 2.32| 1.43| 1.09| 1.01| 1.01| 0.45| 0.55| 0.46| 0.50| 0.28|
| 10            | 3.88| 3.95| 3.67| 3.59| 2.32| 1.23| 0.73| 0.94| 0.69|
| 15            | 4.22| 3.90| 3.89| 2.22| 1.12| 0.61| 0.80| 0.63|
| 20            | 3.65| 3.65| 2.06| 0.76| 0.23| 0.50| 0.42|
| 30            | 4.06| 0.85| −0.41| −8.20| −0.35| −0.10|
| 50            | 6.10| 3.33| 1.22| 1.15| 0.91|
| 75            | 7.94| 6.65| 4.31| 2.81|
| 100           | 10.1| 7.23| 3.90|
| 250           | 8.17| 4.66|
| 500           | 5.72| |

fits with Voltz’ model. Voltz’ model also requires the shape of the quenching function strongly depend on the scintillator material.

5.1. Model-independent fit

The models we tested impose strong assumptions on the form of $Q(\epsilon)$: all but Chou’s model have positive second derivatives for all $\epsilon$; all but Voltz’ model approach zero at large $\epsilon$. Since a material’s quenching function has never been directly measured before, these assumptions have gone untested. The data collected with our segmented detector allows us to directly fit for the shape of the quenching function free from model assumptions. For this, we parametrized
$Q(\epsilon)$ as a linear spline with eleven knots at 0, 5, 10, 15, 20, 30, 50, 75, 100, 250, and 500 MeV/cm. The value of the quenching function at $\epsilon = 0$ MeV/cm is fixed to unity. For our model-independent fits we used uniform prior probabilities on the value of $Q$ at each knot. The resulting best-fit values and covariances are listed in tables 2 and 3.

Figure 3 shows the 68%-credibility-interval bands for the model-dependent quenching functions and the best-fit values for the model-independent quenching functions for both scintillators. The bars on the model-independent results show the boundaries of the smallest 68%-credibility intervals for the value at each knot. For many of the knots, the best-fit value is near the boundary of the interval—especially those near unity. The results of the model-independent fits yield quenching functions free from any theoretically-imposed constraints. With these results, we qualitatively evaluate each model’s ability to reproduce the data.

The model-independent quenching function for BC-408 has a positive second derivative everywhere. It is inconclusive whether it tends to zero or to a finite quenching value at large $\epsilon$—the value of the quenching function at 500 MeV/cm is 1.1 standard deviations above zero (in the posterior probability). These features are compatible with all the model-dependent fits. In figure 3b, we show the result of a fit using Chou’s model with $kB$ fixed to zero—we do not show the result for a free $kB$ since it is identical to the fit with Birks’ model. We conclude that this model cannot describe the data well because it must have a negative second derivative at small $\epsilon$, which is contradicted by the model-independent result.

The model-independent quenching function for SCSF-78 has a negative second derivative at small $\epsilon$ and an inflection point at approximately 50 MeV/cm. Again, it is inconclusive whether the quenching function approaches zero at large $\epsilon$—the value of the quenching function at 500 MeV/cm is 1.5 standard deviations above zero (in the posterior probability). Only Chou’s model, when $C$ is nonzero, can accommodate a negative second derivative. In figure 3a, we show the result of a fit using Chou’s model with $kB$ fixed to zero, which is identical to the fit result reported in table 1. We see that Chou’s model is able to describe the small-\(\epsilon\) behavior better than all other models.

The model-independent quenching functions indicate that it is likely that quenching does not asymptotically drop to zero and light is produced even at large energy-deposition density.

5.2. Model comparisons

Table 4 compares our fits for each model for both scintillators: we list both the maximum likelihood and the evidences (via Bayes factors). We benchmark all models against Birks’ model, which is the most commonly used quenching model. If a model fits to the data better than Birks’ model, the values of $\Delta \log_{10} L$ and $\log_{10} K$ are positive; if a model fits to the data worse than Birks’

1 We tested both linear and cubic splines and observed no difference in results.
Figure 3: 68%-credibility-interval bands for the model-dependent quenching functions listed in table 1 and the best-fit values and the smallest 68%-credibility intervals for the model-independent fit for both scintillator materials.
model, they are negative. Common interpretations of Bayes factors state that $|\log_{10} K| > 2$ means there is decisive evidence for a conclusion; and $|\log_{10} K| \approx 1$ means there is only substantial evidence [30, 31].

Our fits to the SCSF-78 data decisively prefer Chou’s and Voltz’ models to Birks’, with no strong evidence for a preference of either one over the other. However, Chou’s model with $kB = 0$ is decisively preferred to all other models. Wright’s model is strongly disfavored by our data.

These conclusions are borne out in visual comparison to the model-independent functions (figure 3a): Chou’s model with $kB = 0$ is the only model that reproduces the model-independent function for SCSF-78 at small $\epsilon$. Our fits are most sensitive to behavior at small $\epsilon$, where a preponderance of our data is. So Chou’s model with $kB = 0$ is still preferred to the other models, though it deviates the most from the model-independent behavior at medium and large $\epsilon$. To better study the behavior at large $\epsilon$, we need data using heavier and higher-charged particles, namely ions.

In fits to the BC-408 data, Birks’ model is decisively preferred to Chou’s model. This is expected: the fit with Chou’s model prefers $\sqrt{C} = 0$, recreating Birks’ model but with an extra degree of freedom. This unnecessary degree of freedom is a penalty when calculating the Bayes factor. Wright’s and Voltz’ models are substantially preferred. The Bayes factor for comparing Wright’s model (with its evidence in the numerator) to Voltz’ (in the denominator) is $0.1 \pm 0.1$, barely favoring Wright’s model, but inconclusively. That none of Birks’, Voltz’, or Wright’s models is decisively preferred, is also borne out in visual comparison to the model-independent function (figure 3b): all three models reproduce the model-independent results within their 68% credibility intervals.

Our studies above show that quenching in SCSF-78 and in BC-408 have different dependencies on energy-deposition density. The two scintillator types differ in base material, dopant material, and dopant density—all of which can contribute to differences in quenching. No model we tested is decisively favored in fits with both scintillators. Chou’s model with $kB = 0$ is most favored in fits to SCSF-78 data, but most disfavored in fits to BC-408 data. The only model to perform better than Birks’ in both fits is Voltz’.

### Table 4: Difference of the log of the maximum likelihood and log of the Bayes factor both with respect to the fit for Birks’ model for both scintillators.

| model        | SCSF-78 | BC-408 |       |       |       |
|--------------|---------|--------|-------|-------|-------|
|              | $\Delta \log_{10} L$ | $\log_{10} K$ | $\Delta \log_{10} L$ | $\log_{10} K$ |       |
| Birks        | 0       | 0      | 0     | 0     |       |
| Chou         | 14.6    | 5.1 ± 0.2 | 0.2  | $-3.6 \pm 0.1$ |       |
| Chou ($kB = 0$) | 15.0    | 7.9 ± 0.2 | $-21.3$ | $-14.7 \pm 0.1$ |       |
| Wright       | $-3.0$  | $-19.0 \pm 0.2$ | 0.1  | 1.0 ± 0.1 |       |
| Voltz        | 5.6     | 5.9 ± 0.2 | 1.1  | 1.0 ± 0.1 |       |
A new model is needed to parametrize quenching in both materials. The most generic model that could fit all the features seen in the model-independent fits must allow for an asymptotic value at large $\epsilon$; the possibility of a negative second derivative at small $\epsilon$ with an inflection point where the second derivative may change sign; and different curvatures below and above this inflection point. Such a model would require at least four parameters, with all or some of them being specific to the material composition used. To fully test such a model requires new measurements at small, medium, and large $\epsilon$ for multiple scintillating materials.

6. Conclusion

We have reported measurements to precisely determine the light yield dependence on the energy-deposition density by charged particles for two different scintillating materials and presented a novel method of fitting quenching functions to this data. We have determined the parameters of four widely used quenching models—Birks’, Chou’s, Wright’s, and Voltz’—with percent-level precision. This is the first report of these parameters for the SCSF-78 scintillator; and the first report of the parameters for Chou’s, Wright’s, and Voltz’ models for the BC-408 scintillator.

We have also determined the dependence of ionization quenching on energy-deposition density for both scintillating materials using a model-independent technique. To our knowledge, this is the first model-independent determination of quenching functions. Our results indicate that quenching is highly dependent upon the scintillating material, with no common model strongly preferred for both materials; none of the most-commonly-used models describe the features of the true quenching function over the full range of energy-loss density well. Owing to their assumptions on the shape of the quenching function, these models will always overestimate quenching at either low or high energy-deposition density. New and more refined models can now be developed using our model-independent quenching functions.

7. Acknowledgments

We would like to thank O. Schulz and R. Schick for providing their HME code; P. von Doetinchem for providing the BC-408 scintillator; I. Konorov, S. Huber, and D. Levit for their help with data acquisition; K. Deiters, T. Rauber, and M. Schwarz for their support prior and during the experiment at Paul Scherrer Institute; and our late colleague D. Renker for his persistent support and many fruitful discussions.

This research was supported by the DFG Cluster of Excellence Origin and Structure of the Universe (EXC 153).
References

[1] Y. N. Kharzheev, Scintillation counters in modern high-energy physics experiments (review), Physics of Particles and Nuclei 46 (4) (2015) 678–728. doi:10.1134/S1063779615040048. URL https://doi.org/10.1134/S1063779615040048

[2] L. Beaulieu, S. Beddar, Review of plastic and liquid scintillation dosimetry for photon, electron, and proton therapy, Physics in Medicine & Biology 61 (20) (2016) R305. URL http://stacks.iop.org/0031-9155/61/i=20/a=R305

[3] J. B. Birks, Scintillations from organic crystals: Specific fluorescence and relative response to different radiations, Proceedings of the Physical Society. Section A 64 (10) (1951) 874. URL http://stacks.iop.org/0370-1298/64/i=10/a=303

[4] F. Brooks, Development of organic scintillators, Nuclear Instruments and Methods 162 (1) (1979) 477 – 505. doi:https://doi.org/10.1016/0029-554X(79)90729-8. URL http://www.sciencedirect.com/science/article/pii/0029554X79907298

[5] C. N. Chou, The nature of the saturation effect of fluorescent scintillators, Phys. Rev. 87 (1952) 904–905. doi:10.1103/PhysRev.87.904. URL https://link.aps.org/doi/10.1103/PhysRev.87.904

[6] R. Craun, D. Smith, Analysis of response data for several organic scintillators, Nuclear Instruments and Methods 80 (2) (1970) 239 – 244. doi:https://doi.org/10.1016/0029-554X(70)90768-8. URL http://www.sciencedirect.com/science/article/pii/0029554X70907688

[7] G. T. Wright, Scintillation response of organic phosphors, Phys. Rev. 91 (1953) 1282–1283. doi:10.1103/PhysRev.91.1282.2. URL https://link.aps.org/doi/10.1103/PhysRev.91.1282.2

[8] R. Voltz, et al., Influence of the nature of ionizing particles on the specific luminescence of organic scintillators, The Journal of Chemical Physics 45 (9) (1966) 3306–3311. arXiv:https://doi.org/10.1063/1.1728106 doi:10.1063/1.1728106. URL https://doi.org/10.1063/1.1728106

[9] B. Rossi, High-energy Particles, Prentice-Hall physics series, New York, 1952.

[10] M. Tanabashi, et al., Review of particle physics, Phys. Rev. D 98 (2018) 030001. doi:10.1103/PhysRevD.98.030001. URL https://link.aps.org/doi/10.1103/PhysRevD.98.030001
[11] M. J. Berger, et al., Report 49, Journal of the International Commission on Radiation Units and Measurements os25 (2) (2016) NP–NP. arXiv: http://oup.prod.sis.lan/jicru/article-pdf/os25/2/NP/9587198/jicruos25-NP.pdf, doi:10.1093/jicru/os25.2.Report49. URL https://doi.org/10.1093/jicru/os25.2.Report49.

[12] L. Landau, On the energy loss of fast particles by ionization, J. Phys.(USSR) 8 (1944) 201–205.

[13] P. V. Vavilov, Ionization losses of high-energy heavy particles, Sov. Phys. JETP 5 (1957) 749–751, [Zh. Eksp. Teor. Fiz.32,920(1957)].

[14] I. C. on Radiation Units, Measurements, ICRU Report, no. Nr. 49 in 1956-1964: National Bureau of Standards handbook, International Commission on Radiation Units and Measurements, 1956.

[15] M. Berger, et al., ESTAR, PSTAR, and ASTAR: Computer Programs for Calculating Stopping-Power and Range Tables for Electrons, Protons, and Helium Ions (version 1.2.3). URL http://physics.nist.gov/Star

[16] A. Caldwell, D. Kollár, K. Kröninger, Bat — the bayesian analysis toolkit, Computer Physics Communications 180 (11) (2009) 2197 – 2209. doi: https://doi.org/10.1016/j.cpc.2009.06.026. URL http://www.sciencedirect.com/science/article/pii/S0010465509002045

[17] F. Beaujean, A. Caldwell, D. Greenwald, S. Kluth, K. Kröninger, O. Schulz, Bayesian Analysis Toolkit: 1.0 and beyond, J. Phys. Conf. Ser. 664 (7) (2015) 072003. doi:10.1088/1742-6596/664/7/072003

[18] F. Beaujean, A. Caldwell, D. Greenwald, K. Kröninger, O. Schulz, BAT release, version 1.0.0. doi:10.5281/zenodo.1322675

[19] E. L. Lehmann, Springer, Testing Statistical Hypotheses (Springer Texts in Statistics), Springer, 1997. doi:10.1007/0-387-27605-X

[20] R. E. Kass, A. E. Raftery, Bayes factors, Journal of the American Statistical Association 90 (430) (1995) 773–795. doi:10.1080/01621459.1995.10476572.

[21] M. A. Newton, A. E. Raftery, Approximate bayesian inference with the weighted likelihood bootstrap, Journal of the Royal Statistical Society. Series B (Methodological) 56 (1) (1994) 3–48. doi:10.2307/2346025. URL http://www.jstor.org/stable/2346025

[22] C. A., R. Schick, O. Schulz, S. M., Integration with an Adaptive Harmonic Mean Algorithm, ArXiv e-prints (2018). arXiv:1808.08051
[23] KURARAY CO., LTD.  
URL http://kuraraypsf.jp

[24] Saint-Gobain Ceramics & Plastics, Inc  
URL https://www.crystals.saint-gobain.com

[25] Hamamatsu Photonics, K. K.  
URL http://www.hamamatsu.com

[26] A. Mann, et al., The Universal Sampling ADC Readout System of the COMPASS experiment, in: 2009 IEEE Nuclear Science Symposium Conference Record, no. N42-4, 2009. doi:10.1109/NSSMIC.2009.5402077.

[27] Paul Scherrer Institute, Switzerland  
URL https://www.psi.ch

[28] D. Reggiani, et al., Characterization of the PiM1 Beam Line at the PSI-HIPA Facility in: 5th Beam Telescopes and Test Beams Workshop, Barcelona, Spain, 2017.  
URL https://indico.desy.de/indico/event/16161/session/12/contribution/34/material/slides/0.pdf

[29] M. Almurayshid, et al., Quality assurance in proton beam therapy using a plastic scintillator and a commercially available digital camera, Journal of Applied Clinical Medical Physics 18 (5) (2017) 210–219. arXiv:https://aapm.onlinelibrary.wiley.com/doi/pdf/10.1002/acm2.12143  
doi:10.1002/acm2.12143  
URL https://aapm.onlinelibrary.wiley.com/doi/abs/10.1002/acm2.12143

[30] R. E. Kass, A. E. Raftery, Bayes Factors, J. Am. Statist. Assoc. 90 (430) (1995) 773–795. doi:10.1080/01621459.1995.10476572

[31] H. Jeffreys, The Theory of Probability, 3rd Edition, Oxford Classic Texts in the Physical Sciences, Oxford University Press, 2003.