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Abstract. In recent years, deep learning has achieved outstanding results on many problems such as computer vision, natural language processing and so on. The research of network model compression and acceleration can make the network model run efficiently on resource-constrained devices by greatly reducing the amount of computation of the network when the performance of the network decreases slightly. At present, knowledge distillation has achieved good results in classification tasks, but it shows strong limitations in the face of more complex tasks like detection. In this work, we propose a forced knowledge distillation framework, which focuses on improving the ability of feature extraction in detection. The whole model can be compact and fast without losing much accuracy. We use PASCAL VOC, KITTI and MSCOCO data sets to make a comprehensive evaluation. The results show that the forced knowledge distillation framework can fully learn the knowledge of teacher networks and achieve better detection results in smaller student networks.

1. Introduction
As a popular sub-field of machine learning in recent years, deep learning [1] has been applied successfully in many fields. Although the deep network model performs well in many experiments, it is still constrained by time and space in practical application. This situation poses a new challenge to us: how can we make the network model run efficiently on resource-constrained devices by reducing the computational load of the network greatly while maintaining the performance of the existing neural network basically unchanged.

Network compression and acceleration technology includes low-Rank [2], Pruning [3], Quantization [4], and Knowledge Distillation [5]. At present, these methods have achieved good results in classification tasks, and even the compressed model in a specific scene outperforms the original model. However, when faced with more complex tasks such as detection and semantics segmentation, they have not achieved good results. To solve this problem, this paper proposes an end-to-end framework, which applies the core idea of knowledge distillation to detection tasks; makes comparative experiments on the effects of various knowledge distillation methods in detection, and gets the best knowledge distillation method applied to the framework in detection tasks; and uses two-stage training method to optimize student network’s effect; conducts detailed experiments on multiple open datasets, and make the analysis of the experimental results. Results show that the framework proposed in this paper can greatly improve the training effect of student network, even in some data sets, the effect is basically the
same as that of teacher network, which achieves the original intention of network compression. Through comparative experiments, the best way of knowledge distillation for detection task is obtained.

2. Related work

2.1. Faster RCNN
In recent years, with the development of deep learning, convolutional neural network (CNN) has been widely used in various tasks of computer vision. R-CNN [7] proposed by Girshick et al. is widely used in detection. Fast R-CNN [8] proposed by Microsoft Asia Research Institute has greatly accelerated the recognition of interest regions by introducing RoI pooling layer. Faster R-CNN [9] goes further on the basis of Fast R-CNN. By introducing region proposal network (RPN), it makes the extraction of RoI more efficient and reliable.

2.2. Knowledge Distillation
Knowledge distillation refers to making small models fit large models by transferring large amounts of data, so that small models can learn function mapping similar to large models. Knowledge distillation was first proposed by Hinton in 2015. And then Romero proposed FitNets [6]. By adding loss into the middle layer, the network is divided into two parts while training, so that the output of the middle layer of the teacher network and the student network is as close as possible. Then the FSP method proposed by Yim et al. [11] transfers the relativity between feature maps as knowledge to student networks. Zagoruyko et al. [12] transfers the attention of feature maps as knowledge to student networks.

3. Forced knowledge distillation
Faster RCNN is used as the basic target detection framework. Faster RCNN consists of three modules: 1) feature extraction part of shared convolution layers; 2) region proposal network (RPN); 3) classification and regression network (RCN). RCN and RPN both use the output of 1) as their input, and RCN also uses the result of RPN as its input. The first part feature extraction is the common input of RPN and RCN. The quality of feature extraction has an important impact on the test results. Therefore, the guidance of teacher network for feature extraction of student network is very important.

3.1. Overall framework of forced knowledge distillation
The overall framework of forced knowledge distillation is shown in Figure 1. Firstly, we use hint-based learning [6], FSP method [11] and Attention method [12] to make the feature representation of student network and teacher network as similar as possible. We use L2 loss and Normalized L2 loss to learn the feature representation of teacher network. Secondly, by using forced distillation, students network can acquire teachers network’s knowledge, at the same time, it greatly promotes the learning of feature representation and accelerates the convergence of the overall model.

Figure 1. Overall framework of forced knowledge distillation
The training loss of the overall framework of forced distillation is defined as follows:

\[
L_{FKD} = \gamma L_{feature} + L_{cls} + L_{reg} \\
L_{cls} = L_{rpn.cls} + L_{rcn.cls} \\
L_{reg} = L_{rpn.reg} + L_{rcn.reg}
\] (1)

The definitions of $L_{cls}$ and $L_{reg}$ are the same as Faster RCNN, Softmax loss and smooth L1 loss are used respectively. $L_{cls}$ includes the classification loss of RPN and RCN, and $L_{reg}$ includes the bbox regression loss of RPN and RCN. $\gamma$ is a super parameter used to adjust the balance between different losses. $L_{feature}$ is the loss of feature extraction. This paper uses L2 loss and Normalized L2 loss experiments respectively. The definition of L2 loss is as follows:

\[
L_{feature} = \sum_{j \in \mathcal{L}} \| K_S - K_T \|^2
\] (2)

Among them, $\mathcal{L}$ denotes all the teacher-student knowledge pairs that we want to transfer knowledge; $K_T$ and $K_S$ denote teachers' knowledge and students' knowledge respectively when knowledge is transferred. Normalized L2 loss is defined as follows:

\[
L_{feature} = \sum_{j \in \mathcal{L}} \left( \frac{K_S}{\|K_S\|_2} - \frac{K_T}{\|K_T\|_2} \right)^2
\] (3)

On the basis of L2 loss, the knowledge of both teachers and students is normalized, which has an important impact on the training of students network.

3.2. Forced knowledge distillation

Because the feature extraction part is the basis of the follow-up steps of Faster RCNN framework. In order to make the student network get better test results, it is necessary to make the output of the feature extraction part of the student network approach the teacher network as far as possible. Therefore, in order to promote the learning of feature extraction, we use forced knowledge distillation, that is, the student network directly inherits the weight of RPN and RCN. As a result, only the weight of feature extraction is different between student network and teacher network, and the approximation of feature representation is realized by ground truth approximation.

3.3. Learning procedure

The training process of the whole student network includes two stages. Firstly, we minimize the loss function $L_{FKD}$, and inherit the weight of FPN and RCN to promote the reduction of $L_{feature}$. Then, the $L_{feature}$ of feature extraction is cancelled and the routine loss function $L_{ori}$ is used to fine-tune network.

\[
L_{ori} = L_{cls} + L_{reg}
\] (4)

The following algorithm 1 explains the learning process.

| Algorithm 1 Transfer the distilled knowledge in detection |
|----------------------------------------------------------|
| Stage 1: Learning Feature Representation, Inheriting FPN and RCN Weights |
| Weights of the student and teacher networks: $W_s, W_t$ |
| 1: $W_s = \arg\min_{W_s} L_{FKD}(W_s, W_t)$ |
| Stage 2: Training for the original task |
| 1: $W_s = \arg\min_{W_s} L_{ori}(W_s)$ |
4. Experiment and analysis
We choose Resnet of different layers as our teacher/student model and use two different settings for students and teachers. We evaluated several common detection datasets, including KITTI, PASCAL VOC 2007 and MS COCO. For all data sets, the model is evaluated by means average precision (mAP) of IoU = 0.5. For COCO datasets, in addition to generic metrics, we also evaluated the average mAP of IoU [{0.5:0.05:0.95}] (expressed as mAP [0.5, 95]).

4.1. Experimental of compulsory knowledge distillation Algorithm
We experimented with three different knowledge transfer methods and two loss functions applied to COCO datasets. Teacher and student network are Resnet101 and Resnet18, respectively. Table 1 is the experimental results for this part.

| Table 1. Different knowledge transfer methods and loss function in Detection |
|-----------------------------|-----------------|-----------------|-----------------|
|                             | Hint Learning   | FSP             | Attention       |
| L2 loss                     | 32.9 (+1.7)     | 33.1 (+1.9)     | 33.9 (+2.7)     |
| Normalized L2 loss          | 33.2 (+2.0)     | 33.5 (+2.3)     | 34.3 (+3.1)     |

From Table 1, we can see that in this task, the knowledge transfer method based on Attention can get the best results in our forced knowledge distillation detection framework. At the same time, Normalized L2 loss is more stable than L2 loss, which shows that normalization plays an important role in the success of knowledge transfer.

Secondly, we use Attention method to do knowledge transfer, Normalized L2 loss to do loss function, and make full experiments on different data sets and different teacher-student networks to comprehensively investigate the effect of our forced knowledge distillation framework. Table 2 is the experimental results for this part.

| Table 2. Results of different data sets and different teacher-student network pairs |
|-------------------------------|-----------------|-----------------|-----------------|-----------------|
| Student | Teacher | PASCAL07 | COCO@.5 | COCO@[.5,.95] | KITTI |
|--------|---------|---------|---------|-------------|-------|
| Res18  | Res50   | 72.8 (+1.2) | 52.1 (+0.8) | 32.6 (+1.4) | 64.3 (+1.0) |
|        | Res101  | 74.3 (+2.8) | 53.3 (+2.0) | 34.3 (+3.1) | 65.6 (+2.3) |
| Res50  | -       | 73.4     | 54.7     | 33.6     | 65.7     |
|        | Res101  | 74.9 (+1.5) | 57.0 (+2.3) | 36.9 (+3.3) | 66.8 (+1.1) |
| Res101 | -       | 75.1     | 59.7     | 38.1     | 66.7     |

Table 2 shows the mAP of Res18 and Res50 on three different data sets under the guidance of different capacity Resnet. It is easy to see from the table that the deeper the model is, the better the model performance will be, but we know that the smaller the model is, the faster the model runs. It can be seen that the effect of each model has been improved to a certain extent after being instructed, and getting help from a better teacher will make the experiment more effective. Secondly, we can see that on the PASCAL and KITTI datasets, the effect of the student model after guidance is much closer to that of the teacher model. Even under the guidance of Res101, Res50 surpasses the teacher network slightly on the KITTI dataset. On the contrary, when the data set is much larger, it is very difficult for the student model to surpass the more complex teacher model. This shows that for large-scale data sets, models with higher capacity are more worthwhile.

5. Conclusion
We propose an end-to-end framework, which uses forced knowledge distillation to accelerate the CNN feature extraction part of the detection framework. We can guide students to learn more complex teacher models, and we explore a variety of knowledge transfer methods and loss functions, and find the most...
suitable combination for feature extraction part of detection framework to improve its performance. Full experiments on multi-data sets have resulted in consistent improvements in student networks, even slightly surpassing teacher networks on KITTI data sets. But as we all know, compared with the teacher's network, the student's network has obviously improved in speed and reduced in space occupancy.
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