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Abstract—Direct methods have shown excellent performance in the applications of visual odometry and SLAM. In this work we propose to leverage their effectiveness for the task of 3D multi-object tracking. To this end, we propose DirectTracker, a framework that effectively combines direct image alignment for the short-term tracking and sliding-window photometric bundle adjustment for 3D object detection. Object proposals are estimated based on the sparse sliding-window pointcloud and further refined using an optimization-based cost function that carefully combines 3D and 2D cues to ensure consistency in image and world space. We propose to evaluate 3D tracking using the recently introduced higher-order tracking accuracy (HOTA) metric and the generalized intersection over union similarity measure to mitigate the limitations of the conventional use of intersection over union for the evaluation of vision-based trackers. We perform evaluation on the KITTI Tracking benchmark for the Car class and show competitive performance in tracking objects both in 2D and 3D.

Index Terms—multi-object tracking, direct visual odometry

I. INTRODUCTION

3D dynamic scene understanding is an essential task for various applications in mobile robotics, autonomous driving and augmented reality. In the process of planning the next manoeuvre an autonomous system requires to accurately localize other traffic participants and consistently track them over time.

A significant amount of work has been devoted to development of accurate 3D detectors [1], [2], [3], [4] and design of robust 3D trackers [5], [6], [7] that are capable of assigning consistent ids to 3D detections corresponding to the same physical objects. To a large extent the accuracy of such tracking methods depends on the localization accuracy of utilized 3D detectors. At the same time many powerful direct visual odometry (VO) and simultaneous localization and mapping (SLAM) systems [8], [9] have recently emerged showing state-of-the-art performance in 6 degrees of freedom (DoF) camera localization and 3D scene reconstruction given just an image sequence as input. While object-based SLAM methods have been proposed before, they are limited to static scenes [10], oriented towards precise camera tracking [11] or focused solely on the accuracy of 3D object proposals [12]. Our work is intended to bridge the gap between two communities. In particular, we offer a multi-object tracking (MOT) method that tracks and localizes dynamic objects by means of techniques proposed in the SLAM community without any reliance on external 3D detections.

To this end, we propose DirectTracker, a simple, yet effective framework that utilizes building blocks of a direct VO pipeline [9] for the task of 3D object detection and tracking. It is worth noting that we do not address the visual odometry task and do not estimate camera poses with respect to the world coordinate system. Instead, we calculate object’s motion in its local coordinate frame (tracking) and localize it (detection) by computing a corresponding 3D transformation with respect to the camera coordinate system. In this formulation we treat every object independently, thus making the whole framework highly parallelizable.

In comparison to existing tracking-by-detection pipelines which utilize 3D proposals from a single-frame 3D object detector [6], [5], we, firstly, rely only on 2D detections and, secondly, leverage multi-view information to lift localization to 3D and improve 3D tracking. Our sparse reconstructions and final tracks are globally consistent as shown in Fig. 1. In addition, due to the refinement with sliding-window bundle adjustment the trajectories of moving cars exhibit local smoothness. Our approach is capable of handling occlusions and perform long-term tracking by effective trajectory management.

The majority of the 3D MOT benchmarks, including KITTI [13], focuses on the 2D evaluation metrics. Nonetheless, as pointed out by [6] the convention of projecting 3D bounding boxes and performing the evaluation in the image space cannot fairly represent the accuracy of tracking in 3D.
Instead the authors propose to match detections in 3D and utilize the 3D intersection over union (IOU) metric as a similarity measure. Nevertheless, IOU does not consider distances between bounding boxes and does not match estimates if their overlap with the ground truth box is zero. This issue is especially apparent for 3D localization of far-away objects, as the depth accuracy decreases nonlinearly with the distance to the stereo camera [14]. While this measurement error is not of concern for LiDAR-based trackers, stereo-based systems suffer from the introduced bias in the localization. This way even if an object is detected, it can be biased from the ground truth detection due to the sensor limitations and, therefore, counted as both a false positive and a false negative, penalizing the performance of the MOT method. To tackle this problem we propose to replace 3D IoU with 3D generalized intersection over union (GIoU) [15] as a similarity measure and use higher-order tracking accuracy (HOTA) with 3D GIoU as the main metric for the 3D MOT task.

In summary, we make the following contributions: 1) we present a new online\(^1\) MOT approach that effectively detects and tracks cars in 3D; 2) we propose to change the evaluation protocol for the 3D MOT task based on the recently introduced HOTA metric by integrating 3D GIoU as its similarity measure, which allows to fairly assess the performance of stereo-based tracking methods; 3) we perform an extensive evaluation of 3D tracking and show competitive results on the KITTI Tracking benchmark [13].

\(^1\)We adhere to the term online as defined in [16], [17], where online trackers denote methods that utilize data available up-to the current time instant. Please note that the term does not refer to the operating speed, in particular, online does not strictly imply real-time execution.

II. RELATED WORK

A. Vision-based Multi-Object Tracking

The majority of the existing vision-based multi-object tracking approaches follow the tracking-by-detection paradigm [18], [19], [5], [6], where, firstly, a detector is applied in each frame and, secondly, its estimates are matched into tracks corresponding to a single object. In [18] an over-complete set of hypotheses for object motion is created based on the 2D detections and 3D object proposals, where the best model is selected based on the 2D-3D Kalman filter. In our work we utilize segmentation masks directly to prevent spurious points from interfering into the 3D object tracking and detection. Another relevant work [19] tracks objects in the image space by warping the corresponding segmentation masks using sparse optical flow. The association is then performed using the Hungarian algorithm [20]. In our work we directly track in 3D and estimate a 6 DoF rigid transformation, which avoids potential errors caused by inaccurate optical flow. Several joint detection-tracking algorithms have been recently proposed [21], [22], which show state-of-the-art MOT performance. Nevertheless, it is still unclear if they are able generalize to new or under-represented object classes.

B. Objects in Visual Odometry and SLAM

In contrast to MOT methods, object-based SLAM intends to jointly estimate camera poses and object landmarks, where the latter are commonly represented as cuboids [10], [12], quadrics [23] or point clusters [24]. As the majority of these methods perform evaluation using custom benchmarks, it is difficult to compare their performance against existing MOT approaches. On the other hand, related approaches in dynamic SLAM [11], [25] eliminate information from the moving objects and evaluate system performance mainly against odometry baselines. In our work we leverage several methods from VO and SLAM frameworks to continuously track dynamic objects. We further adopt KITTI Tracking benchmark [13], which has been widely used by the community for the evaluation of tracking methods.

III. SYSTEM OVERVIEW

In the following sections we will give a detailed overview of the proposed system as demonstrated in Fig. 2. In particular, we will describe the three major modules of our pipeline: 1) the object tracking module that performs frame-to-frame

---

Fig. 2. **The pipeline of our approach.** For simplicity we demonstrate the workflow for a single object. Apart from the association step that is done jointly for all objects, 3D detection and tracking are performed independently and in parallel. In green we denote the core modules, whereas in blue we indicate the output of our method. Please note that in comparison to majority of existing multi-object tracking methods we operate without any 3D object bounding boxes.
3D object tracking and association (Sec. IV); 2) the object-based bundle adjustment (BA) module that integrates relative odometry constraints from the tracking module and jointly refines object poses and 3D reconstruction in a local sliding window (Sec. V); 3) the 3D object detection module which leverages tracking and reconstruction estimates to obtain globally consistent object poses (Sec. VI). Object trajectories are estimated in parallel and independently from each other, except for the association step that is performed jointly for all 2D detections. In this work we do not tackle the visual odometry task, therefore all object poses are estimated in the camera coordinate system.

As an input to our tracking module we utilize a video image sequence, depth maps and semantic segmentation masks. The latter can be obtained from any off-the-shelf segmentation network, since our method does not require pixel-accurate masks to reliable track objects. In most of the experiments we use stereo depth (e.g. predicted by DispNet3 [26]), however our pipeline is able to work with the depth from different sources such as single camera, LiDAR and structure from motion (SfM). To obtain amodal 3D bounding boxes we additionally supply 2D detection estimates to the 3D object detection module. If external 3D object detections are available, they serve as a prior in the estimation of accurate object dimensions.

IV. OBJECT TRACKING

Object tracking is carried out in a two-step manner. Firstly, 3D tracking is attempted by two-frame direct image alignment (DIA) in a coarse-to-fine optimization scheme (Sec. IV-A). Secondly, the association is performed in the image space using the Hungarian algorithm [20] based on the IoU score between the warped and the input segmentation masks (Sec. IV-B).

A. Direct Image Alignment

Given a depth image $D_t$ and a segmentation mask $\Omega_t$ we seek to find a rigid body transformation $T_{t-1}^{-1} \in SE(3)$ that minimizes the photometric error:

$$\arg \min_{T_{t-1}^{-1} \in SE(3)} \sum_{p \in \Omega_t} ||I_{t-1}(p') - I_t(p)||_\gamma,$$

where $p$ is a pixel which lies within a segmentation mask $\Omega_t$, $I_{t-1}$ and $I_t$ are the previous and the current image frames, respectively, $||\cdot||_\gamma$ is a Huber norm. The warped pixel coordinates $p'$ can be then defined as:

$$p' = \pi(T_{t-1}^{-1}(p; D_t(p))),$$

with the perspective projection function $\pi$. To increase the radius of the convergence basin the optimization is undertaken in a coarse-to-fine manner. Since distant objects occupy little image space, the conventional pyramid construction with the image downsampling as done in [8], [9] might significantly affect the alignment success and degrade the pose accuracy. Therefore, we adapt the scaling based on the minimal object size to guarantee that relevant information is not over-smoothed on the coarse levels. The pose is iteratively refined at each image pyramid level using the Levenberg-Marquardt optimization algorithm [27]. In case the optimization fails or too few pixels correspond to an object, we perform 2D tracking using sparse optical flow, as it is done in [19]. If 2D tracking is unsuccessful as well, the object is considered to be lost and its potential future re-appearance would initiate a new track.

DIA requires good relative pose initialization. For new tracks a set of pose candidates is suggested and the winner is chosen based on the final cost value. For the sake of efficiency this selection is executed only on the sparest level of the image pyramid. In case the object has been successfully tracked in 3D before, a constant motion model based on the rigid transformation $T_{t-1}^{-2} = I$ is utilized instead.

B. 2D Association and Trajectory Management

For the association step we leverage estimated relative object motion and warp the segmentation mask to the previous frame at time $t-1$. The Hungarian algorithm [20] is utilized and one-to-one matches are obtained based on the 2D IoU metric. A correspondence is accepted, if the similarity score is above a minimal threshold. Successfully matched masks from the current frame receive a track id of their match and their tracklet is merged into the corresponding trajectory. In case an object does not receive a match, we see whether it has been tracked successfully in 3D before. If it is so, the object is pertained in memory with the corresponding warped mask. This allows to handle the cases, when the input segmentation masks are not temporarily consistent. If an object has never been tracked before, a new trajectory is initiated. Similarly to AB3DMOT [6] the trajectory is terminated if it has not been extended by any new detections for $\text{Age}_{\text{max}}$ frames.

V. SLIDING-WINDOW BUNDLE ADJUSTMENT

If an object is successfully tracked in 3D and the magnitude of its apparent motion is above a minimal threshold, we can promote the current frame to be a keyframe. Although we only consider car objects, the heuristic can be extended to the multi-class tracking by setting a class-specific threshold. Inspired by DSO [9], a state-of-the-art direct visual odometry algorithm, we jointly refine the object poses and 3D points in a keyframe-based windowed BA. Similarly to [9] a sparse set of points is selected uniformly across the whole region defined by the object’s segmentation mask. The photometric energy function can be formulated as

$$E_{\text{photo}} = \sum_{i \in F} \sum_{q \in \mathcal{P}_i} \sum_{j \in \mathcal{Q}} E_{i, q, j},$$

where

$$E_{i, q, j} = \sum_{p \in \mathcal{N}_i} \left\| J_j(p') - \sum_{p' \in \mathcal{N}_q} J_j(p') I_j(p) \right\|_\gamma,$$

with $F$ defined as the set of keyframes in the object’s trajectory, $\mathcal{P}_i$ as the set of 2D points in the keyframe $i$ that correspond to the object, $\mathcal{Q}$ as the set of keyframes in the object’s trajectory that co-observe a point $q$ and $||\cdot||_\gamma$ as the Huber norm. The point $p'$ is defined analogous to (2), where the relative transformation $T_{i}^{-1} := T_{j-1}^{-1} T_{i}$ from...
the coordinate frame of a keyframe \( i \) to the coordinate frame of a keyframe \( j \) is considered instead. The poses \( T_{i,j} \) are defined with respect to a common local coordinate frame in the origin of the object’s trajectory and initialized by concatenating frame-to-frame estimates from the DIA. For energy computation we utilize a patch of neighboring pixels \( N_{q} \) based on the residual pattern proposed in [9] that has been shown to be a good trade-off between robustness to motion blur, computational efficiency and amount of contained information. Since the affine brightness parameters are not estimated, we leverage the locally-scaled sum of squared differences (LSSD) function [28] to overcome the potential brightness and contrast changes. To keep the size of the sliding window bounded we discard the oldest keyframes from the optimization. One can alternatively introduce a marginalization prior as in [9] and keep the constraints between active and removed variables as an additional energy term, which remains part of the future work.

VI. 3D OBJECT DETECTION

During DIA and sliding-window bundle adjustment object poses are defined in a local coordinate system with respect to the origin of its trajectory, i.e. in the reference frame. In order to obtain object poses in the camera coordinate system we need to compute a transformation between camera and the object’s local coordinate system. This task is achieved by the object detection module that estimates the aforementioned transformation at a keyframe rate. Moreover, we restrict the transformation to be a 4 DoF homogeneous matrix by estimating a 3D translational vector and a yaw angle. This simplified parameterization has shown to be sufficient in our evaluations on the KITTI dataset [13], where the ground plane is assumed to be flat and camera pitch is considered to be negligible. We model the objects as bounding boxes (cuboids) and additionally estimate the corresponding dimensions.

Object detection is carried out as a three-step procedure. Firstly, an object’s bounding box is regressed in the bird’s-eye view given sparse active 3D points from the windowed BA (Sec. VI-A). Secondly, the detection estimate is refined by leveraging complementary 2D and 3D cues in a joint optimization cost function (Sec. VI-B). Thirdly, we exploit the fact that the object’s transformation from the camera coordinate system is computed in every keyframe by propagating new estimates to the past keyframes and fusing them based on their uncertainty values (Sec. VI-C).

A. Convex-Hull Bounding Box Regression

As a method for initialization of a 3D object proposal we opt for a simple and fast regression algorithm based on the principles of occupancy grids and convex-hull estimation. Firstly, we accumulate the pointcloud in the reference frame, select a set of visible and active 3D points from the sliding-window BA and project them to the ground plane. The projected points are further allocated into a 2D occupancy grid. A grid cell is considered “occupied” if the number of residing points exceeds a minimal count. Based on the occupancy information a convex hull is constructed and a number of enclosing rotated 2D bounding boxes are proposed. The bounding box is parameterized by an angle \( \theta \), 2D centre location and 2D dimensions (width and length). The optimal solution minimizes the sum of squared distances between each point in the 2D grid and the bounding box boundary. An estimated 2D box is lifted to 3D by considering the median y-coordinate of all 3D points and the car-class average height value. In case external 3D detections are available, we directly consider corresponding 3D dimensions before passing 3D bounding box for optimization.

B. Optimization-based Bounding Box Refinement

Inspired by CubeSLAM [12] we introduce a nonlinear least squares optimization function, which integrates multiview 2D and 3D information to refine the 3D object proposal from the previous step. To this end, we utilize amodal 2D bounding boxes, object odometry poses and sparse point-cloud obtained from the sliding-window bundle adjustment to effectively constrain the 3D location and orientation angle of an object in the camera coordinate system. As we deal with traffic scenarios, objects are rarely observed from all viewing directions and the bounding box dimensions are not well-constrained in most of cases unless a shape prior is provided [16], [29]. Therefore, we do not optimize over the dimensional variables and keep them fixed during the optimization.

Since we assume that both the camera and the observed object move in 3D and have a single rotational axis, we estimate \( T_{o} \) as a 4 DoF matrix. The variable represents the transformation from the object’s local coordinate system in the reference frame to the camera coordinate system. The objective is formulated as

\[
\arg\min_{\mathbf{T}_{o}} \{ w_{1}E_{3D-2D} + W(E_{3D-3D})E_{3D-3D} + w_{3}E_{\text{reg}} \}, \quad (5)
\]

where \( W(E_{3D-3D}) \) is a dynamic weight that can be defined according to [30] as

\[
W(E_{3D-3D}) = w_{2} \cdot \begin{cases} \lambda^{2} \cdot n / E_{3D-3D}, & \text{if } |E_{3D-3D}| \geq \lambda^{2} \cdot n \\ 1, & \text{otherwise} \end{cases}.
\]

In Eq. (6) we define \( n \) as the number of the 3D-3D residuals, \( \lambda \) and \( w_{2} \) as static weights. By introducing the dynamic weight we address the cases when the 3D reconstruction is poor and, therefore, increase the relative contribution from the other terms. The optimization is performed using the Levenberg-Marquardt algorithm [27]. In the following sections we describe in detail each of the optimization terms.

1) 3D-3D term: Similarly to [12] we introduce the constraint between an object and its 3D reconstruction. In particular, the 3D points \( \mathcal{P}_{3D} \) which belong to the object must lie within its bounding box upon transforming them to the object’s local coordinate system, as formulated in Eq. (7), where \( \mathcal{F} \) is a set of keyframes, \( T_{i} \) is the transformation from the keyframe \( i \) to the reference frame obtained from BA and \( d \in \mathbb{R}^{3} \) denotes object’s 3D dimensions, i.e. its width, height,
and length.
\[
E_{3D-3D} := \sum_{i \in F} \sum_{x \in P_{3D}} \left\| \max \left\{ 0, \frac{|T^{-1}_{oT}x| - \frac{1}{2} d}{\sigma_x} \right\} \right\|_\gamma.
\] (7)

The term is complementary to the previous step (Sec. VI-A), where the 3D points projected to the ground plane are considered for the bounding box regression. In addition, we include the depth uncertainty \( \sigma_x \) obtained from the sliding-window BA. This weight helps to reduce the impact of points with high photometric error [31].

2) 3D-2D term: Segmentation masks provide only visible information about the 3D object. Therefore, they are not sufficient for the estimation of the full-size 3D bounding boxes. To this end, we utilize amodal 2D bounding boxes, which are easy to obtain by deploying existing 2D object detectors. We project the estimated 3D bounding box to the image plane and evaluate how well it agrees with the 2D detection. Moreover, since we consistently track objects, we can leverage 2D detections from multiple views along the trajectory. In most of the cases, this strategy gives better constraining power to the object’s 3D position. Analogously to the camera-2D measurement term in [12] we define a multi-view 3D-2D optimization term as
\[
E_{3D-2D} := \sum_{i \in B} \left\| \phi(\pi(T^{-1}_{k}T_{o}c_{k}))_{k \in [1..8]} - b_{i} \right\|,
\] (8)

where \( B \) is a set of keyframes that have an amodal 2D bounding box detection \( b, c \in [-d_x/2, d_x/2, -d_y/2, d_y/2]^T \) corresponds to 8 corners of a 3D bounding box with dimensions \( d \) in the origin of the object’s local coordinate system, \( \phi(\cdot) \) is a function that extracts enclosing axis-aligned 2D bounding box parameters (center and dimensions) around the projected corners. Although Eq. (8) has many valid solutions, it imposes a strong constraint on the object’s relative position with respect to the camera, which allows to estimate an amodal 3D bounding box even when the 3D data is incomplete due to occlusions.

3) Regularization term: Since 3D object detection is performed at keyframe rate, we can leverage the last-estimated object proposal and impose its pose \( T_{o}' \) as a regularization during the optimization. Specifically, the corresponding term can be expressed as
\[
E_{reg} := \| \log(T^{-1}_{oT}T_{o}') \|,
\] (9)

where \( \log(\cdot) \) is a mapping from an element of the Lie group in SE(3) to its twist coordinates in se(3).

C. 3D Object Proposal Fusion

Far-away objects pose difficulties for our optimization-based detector as the error of stereo-depth grows quickly with the distance [14]. In addition, distant objects occupy little image space, thus their 3D reconstruction is very sparse. Nonetheless, as they approach the ego-vehicle, we accumulate more accurate 3D points and increase the confidence of our object proposal. Since 3D object detection is performed every keyframe, we can integrate new proposals into the past estimates based on their uncertainties. To this end, we compute the weighted average between the current estimate (measurement) and all the past estimates (prior) by utilizing a diagonal covariance matrix \( \Sigma_m \) of the object’s location and an error \( \sigma_m \) of the orientation angle from the optimization-based refinement step (Sec. VI-B). If we assume a Gaussian distribution of errors and omit nonlinear operators such as projection function \( \pi \), the fusion corresponds to the Kalman filter update step for uncorrelated variables [32]. Mathematically we can formulate the update for object’s position \( \hat{c} \) as
\[
\dot{c} = (\Sigma_p + \Sigma_m)^{-1}(\Sigma_pc_m + \Sigma_mc_p),
\] (10)
\[
\dot{\Sigma} = (I - \Sigma_p(\Sigma_p + \Sigma_m)^{-1})\Sigma_p,
\] (11)

where \( c_p \) is a prior position obtained by fusing past estimates, \( c_m \) is a new position measurement and \( \Sigma_p \) is a prior covariance matrix. Similarly the update is carried out for the orientation angle with the additional wrapping function as proposed in [33].

VII. Experiments

A. Dataset

We choose the KITTI Tracking benchmark [13] for evaluation of our approach, since, to the best of our knowledge, it is one of the very few existing benchmarks that contains both the stereo images and ground truth object labels. The dataset consists of 21 sequences with, which we split the data into training and validation sets according to [19] to fairly compare against other methods. Specifically, we search for optimal parameter configurations using training sequences and evaluate the performance of our method on the validation set. As our approach follows the principles of rigid body motion, we conduct the evaluation on the Car class objects. Stereo image pairs are required for depth inference by DispNet3 [26], whereas the main pipeline operates on the monocular sequences.

B. System Setup and Evaluated Methods

As an input to our pipeline we follow MOTSFusion [19] setup. We utilize 2D detections from RRC [35] and the corresponding segmentation masks provided by [19]. Stereo-based depth maps are obtained from DispNet3 [26]. As for hyperparameters, we keep \( \text{Age}_{\text{max}} = 2, w_1 = 5, w_2 = 3, w_3 = 1 \) and \( \lambda = 1.5 \), which empirically achieve the best performance. The minimal similarity threshold for the association based on 2D IoU is set to 0.05. The number of keyframes in the sliding window is restricted to 6. For the keyframe generation we keep the threshold of 0.5.

In the evaluation against other methods we select two stereo-based 3D object detectors, namely Stereo R-CNN and DSGN, which we re-train on our training split based on the default configurations provided by the authors. As a pointcloud-based detector, we use PointPoinet [2] trained on the chosen training split using the stereo-depth from DispNet3 [26]. All detections are further fed into the tracking method, namely AB3DMOT [6], and the final
results are evaluated. We preprocess the DSGN output and filter the detections by confidence score before tracking. The threshold is chosen to maximize the final 3D MOT metric. For the 2D MOT task we include the CIWT [18] framework.

C. Evaluation Metrics
We adopt the latest protocol standards for analyzing 3D MOT methods from the KITTI Tracking benchmark [13] and utilize HOTA [37] metrics along with the similarity (alpha) thresholds provided by the authors. We further demonstrate the effect of changing the similarity measure from IoU to GIoU on the 3D performance of vision-based trackers. We normalize GIoU values from the range $[-1, 1]$ to $[0, 1]$ to comply with the HOTA similarity thresholds. For 2D MOT we additionally report the evaluation on the CLEAR-MOT [38] metrics such as multi-object tracking accuracy (MOTA), multi-object tracking precision (MOTP), number of id switches (IDSW), false positives (FP) and false negatives (FN). We use the TrackEval evaluation tool [39] and extend it with the 3D GIoU computations.

D. 3D Multi-Object Tracking
In Table I we demonstrate our evaluation results on the 3D MOT task. Our approach significantly outperforms other methods on HOTA and its decomposites, namely the detection accuracy (DetA) and the association accuracy (AssA). We consistently report detections even for the difficult cases, such as far-away objects, therefore the recall values for detection and association remain high. At the same time it affects the precision values and localization accuracy (LocA) with biased detections. Estimating the uncertainty of object detections and pruning them based on a fixed confidence threshold would alleviate the issue in compromise of achieving lower recall values.

In Table II we also provide the results using 3D IoU as a similarity metric. Our method is affected the most with the $\sim$25% decrease in HOTA value, as many biased object proposals are not matched and negatively contribute as false positives and false negatives towards the metric value. A similar impact can be observed from the Frustum-Pointnets [2] baseline ($\sim$21 %), since it is trained on the same depth maps that are utilized in our approach. The impact is not as severe for DSGN ($\sim$14 %) and Stereo R-CNN ($\sim$18 %) baselines.

Although all methods are affected to different extent, it is clear that the baselines with higher recall are penalized greater than the ones that assign low confidence to inaccurate

### Table I

| Method             | 3D Detection | HOTA ↑ | DetA ↑ | AssA ↑ | DetRe ↑ | AssRe ↑ | DetPr ↑ | AssPr ↑ | LocA ↑ |
|--------------------|--------------|--------|--------|--------|---------|---------|---------|---------|--------|
| AB3DMOT [6]        | DSGN [3]     | 53.152 | 46.036 | 62.530 | 49.590  | 77.335  | 64.859  | 88.234  | 83.634 |
| AB3DMOT [6]        | Stereo-RCNN [1] | 56.845 | 49.316 | 66.435 | 52.498  | 77.76   | 69.226  | 85.416  | 82.091 |
| AB3DMOT [6]        | Frustum Pointnets [2] | 56.766 | 53.405 | 61.905 | 60.308  | 69.886  | 66.484  | 80.532  | 78.919 |
| Ours               |              | 60.734 | 56.283 | 68.573 | 64.547  | 73.187  | 67.602  | 81.843  | 77.382 |

**Evaluation of 3D tracking based on 3D GIoU. Our approach outperforms other methods on the overall HOTA metric. The recall is high since we opportunistically track every object. Nonetheless, it impacts the precision levels and overall localization accuracy. The best results per metric are indicated in bold.**

### Table II

| Method             | 3D Detection | HOTA ↑ | DetA ↑ | AssA ↑ | DetRe ↑ | AssRe ↑ | DetPr ↑ | AssPr ↑ | LocA ↑ |
|--------------------|--------------|--------|--------|--------|---------|---------|---------|---------|--------|
| AB3DMOT [6]        | DSGN [3]     | 45.215 | 37.318 | 56.236 | 41.467  | 64.668  | 39.386  | 78.853  | 76.186 |
| AB3DMOT [6]        | Stereo-RCNN [1] | 46.207 | 38.222 | 57.322 | 42.493  | 62.940  | 61.657  | 74.372  | 74.504 |
| AB3DMOT [6]        | Frustum Pointnets [2] | 44.581 | 38.951 | 52.676 | 47.053  | 54.525  | 58.976  | 68.736  | 72.468 |
| Ours               |              | 45.560 | 37.937 | 57.420 | 48.295  | 50.574  | 63.864  | 69.597  | 72.010 |

**Evaluation of 3D tracking based on 3D IoU. We demonstrate how the change of similarity measure affects the performance of our approach as many biased, non-overlapping bounding boxes penalize the accuracy of our tracker. The best results per metric are indicated in bold.**

### Table III

| Method             | 2D Detection | HOTA ↑ | DetA ↑ | AssA ↑ | MOTA ↑ | MOTP ↑ | IDSW ↓ | FN ↓ | FP ↓ |
|--------------------|--------------|--------|--------|--------|--------|--------|--------|------|------|
| CIWT [18]          | Track R-CNN [34] | 66.085 | 62.706 | 70.798 | 72.790 | 80.222 | 102   | 956  | 989  |
| AB3DMOT [6]        | DSGN [3]     | 54.608 | 48.192 | 62.446 | 53.037 | 84.311 | 130   | 3041 | 342  |
| AB3DMOT [6]        | Stereo-RCNN [1] | 61.729 | 59.796 | 68.085 | 64.363 | 85.425 | 63    | 2531 | 87   |
| AB3DMOT [6]        | Frustum Pointnets [2] | 71.671 | 76.141 | 67.607 | 81.071 | 90.879 | 97    | 121  | 151  |
| Ours               | RRC [35] + BB2SegNet [36] | 80.913 | 85.569 | 76.664 | 93.234 | 90.500 | 77    | 387  | 45   |
| MOTSFusion [19] (offline) | RRC [35] + BB2SegNet [36] | 83.125 | 85.797 | 80.654 | 94.045 | 90.612 | 33    | 355  | 33   |

**Evaluation of 2D tracking on HOTA and CLEAR-MOT metrics based on 2D IoU. Our approach is competitive against other methods across all metrics and demonstrates the performance comparable to the offline MOTSFusion [19]. The best results are indicated in bold.**
detections and prune them before tracking. This observation is also reported by [41] using different benchmarks and CLEARMOT metrics. We are convinced that in order to obtain an online tracker that has both high recall and high precision we need to change the way we evaluate its performance. Replacing IoU by GIoU, as we propose, and using HOTA as an evaluation metric gives a better estimate of the overall tracking performance.

E. 2D Multi-Object Tracking

In this section we provide the results for the 2D MOT task. As shown in Table III our method outperforms other approaches over all HOTA metrics. For the MOTA metrics we show competitive performance, which is consistently ranked first or second among the evaluated approaches. It should be noted that although our method operates online, its performance is comparable to the offline\textsuperscript{2} MOTSFusion [19].

F. Ablation Study

In this section we analyze the effect of different parts of our pipeline on the final performance. The results are summarized in Table IV. In each row we report the performance of our method with the changes given in the first column. In “mono-depth” version of our approach we replace the stereo-depth from DispNet3 [26] by monocular estimates from Adabins [40]. For “grayscale DIA” we perform alignment based on 1-channel instead of 3-channels images. Other configurations specify a component that is removed from the pipeline.

As it can be observed from Table IV the depth quality has a significant impact on the performance of our approach in 3D, since we heavily rely on 3D cues for the object detection. In “no 2D tracking” we experiment with our method by terminating all tracks, where object is not successfully tracked in 3D with direct image alignment. As anticipated, it degrades the tracking performance and penalizes the accuracy with false negatives. The bounding box refinement as proposed in Sec. VI-B is shown to add significant boost to the object detection module using both 3D and 2D metrics. It is worth noting that the combination of optimization terms based on the 3D and 2D cues demonstrate its complementary effect on the object localization.

As the impact of switching from the color-based to the grayscale DIA is not significant, we show that our approach can work with the grayscale video streams at a similar accuracy level. Although the final version of our approach utilizes the bounding box dimensions obtained from the Frustum-Pointnets[2] detections, we demonstrate that our method is capable of delivering competitive results even without them.

VIII. Conclusion

In this paper we have presented DirectTracker, an online MOT approach that utilizes direct image alignment and photometric bundle adjustment for the task of 3D object detection and tracking. We propose to replace restrictive IoU as a similarity measure by GIoU, which allows to fairly evaluate the performance of stereo-based trackers. Through our experiments we show competitive performance of our method on the KITTI benchmark in comparison to other tracking-by-detection approaches. Our ablation study demonstrates the effect of every component that contributes to the final tracking accuracy in 3D and 2D. We hope that our method has revealed the power of direct methods utilized in the scope of multi-object tracking and that it will promote further research in this direction. In particular, evaluation of our method on a different dataset (e.g. Argoverse 2 [42]) is an interesting exploratory direction, which remains part of the future work. Moreover, our approach can be extended to support object’s motion in 6 DoF by incorporating a more sophisticated initialization method for 3D object detection (e.g. the QuickHull algorithm [43]), which does not rely on projection of points onto the ground plane and directly works in 3D, and including roll and pitch parameters into the optimization stage. A suitable benchmark would adequately complement such extension.

TABLE IV

| Configuration                                           | HOTA(3D) ↑ | DetA(3D) ↑ | AssA(3D) ↑ | HOTA(2D) ↑ | DetA(2D) ↑ | AssA(2D) ↑ |
|--------------------------------------------------------|------------|------------|------------|------------|------------|------------|
| mono-depth (Adabins [40])                              | 50.092     | 41.975     | 63.860     | 80.670     | 85.588     | 76.190     |
| grayscale DIA                                          | 60.585     | 55.912     | 68.722     | 80.083     | 85.528     | 76.273     |
| no 2D tracking                                         | 60.225     | 56.454     | 67.797     | 78.020     | 84.477     | 72.229     |
| no BA refinement (V)                                   | 55.405     | 51.390     | 62.902     | 80.802     | 85.566     | 76.460     |
| no 3D box optimization (VI-B)                          | 51.763     | 46.180     | 60.562     | 67.496     | 67.842     | 68.378     |
| no 3D-2D (VI-B.2)                                      | 57.119     | 51.014     | 66.947     | 80.678     | 85.617     | 76.179     |
| no 3D-3D (VI-B.1)                                      | 52.255     | 44.035     | 66.623     | 80.937     | 85.658     | 76.631     |
| no regularisation (VI-B.3)                             | 59.682     | 55.773     | 66.548     | 80.609     | 85.554     | 76.595     |
| no F-Pointnets [2] 3D box dims                         | 59.877     | 55.994     | 66.892     | 80.837     | 85.546     | 76.581     |
| no fusion (VI-C)                                       | 56.151     | 52.814     | 61.263     | 80.666     | 85.543     | 76.222     |
| full system                                            | 60.784     | 56.283     | 68.513     | 80.913     | 85.569     | 76.664     |

\textsuperscript{2}In accordance with the definition of online methods we refer to offline approaches as those that operate on data collected from all frames in the sequence [17].
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