On Assignment of the Upper Bohl Exponent for Linear Time-Invariant Control Systems in a Hilbert Space by State Feedback
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Abstract: We consider a linear continuous-time control system with time-invariant linear bounded operator coefficients in a Hilbert space. The controller in the system has the form of linear state feedback with a time-varying linear bounded gain operator function. We study the problem of arbitrary assignment for the upper Bohl exponent by state feedback control. We prove that if the open-loop system is exactly controllable then one can shift the upper Bohl exponent of the closed-loop system by any preassigned number with respect to the upper Bohl exponent of the free system. This implies arbitrary assignability of the upper Bohl exponent by linear state feedback. Finally, an illustrative example is presented.
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1. Introduction

Consider a linear control system:

$$\dot{x}(t) = A(t)x(t) + B(t)u(t), \quad t \in \mathbb{R}.$$ (1)

Here $x \in \mathcal{X}$ and $u \in \mathcal{U}$ are the state and control vectors respectively, $\mathcal{X}$ and $\mathcal{U}$ are some finite-dimensional or infinite-dimensional Banach spaces. Suppose that the controller in system (1) has the form of linear static state feedback $u(t) = U(t)x(t)$. The closed-loop system has the form:

$$\dot{x}(t) = (A(t) + B(t)U(t))x(t), \quad t \in \mathbb{R}.$$ (2)

Now we consider the elements of the gain operator $U(t)$ as controlling parameters. The problems of control over the asymptotic behavior of solutions to systems (2) by means of elements of gain operator $U(t)$ (in particular, the problem of stabilization for system (2)) belong to the classical problems of control theory. First results relate to stationary systems in finite-dimensional spaces. It was proved for complex [1] and real [2] finite-dimensional ($\mathcal{X} = \mathbb{R}^n$, $\mathcal{U} = \mathbb{R}^m$) time-invariant ($A(t) \equiv A$, $B(t) \equiv B$) systems that the condition of complete controllability of system (1) is necessary and sufficient for the arbitrary assignment of the eigenvalue spectrum $\lambda_1, \ldots, \lambda_n$ of the closed-loop system (2) by means of time-invariant ($U(t) \equiv U$) feedback. This implies, in particular, stabilizability of (2) by means of $U(t) \equiv U$. First results for time-varying periodic systems in finite-dimensional spaces were obtained...
in [3]: It was proved that the complete controllability of system (1) is necessary and sufficient for the arbitrary assignment of the characteristic multipliers \( \rho_1, \ldots, \rho_n \) of the closed-loop system (2) by means of periodic feedback. For time-varying non-periodic systems in finite-dimensional spaces, first results on stabilization were obtained in [4–6]. A transformation reducing system (2) to a canonical (block)-Frobenius form was used, which allows one to solve the eigenvalue assignment problem. However, rather restrictive conditions on the smoothness and boundedness of the coefficients of system (1) are required there. These conditions were weakened in [7] to the condition of uniform complete controllability in the sense of Kalman [8], and, on the basis of this property, sufficient conditions for exponential stabilization of system (2) were obtained. The proof of exponential stability is carried out using the second Lyapunov method (the Lyapunov function method).

In the framework of the first Lyapunov method of studying systems of differential equations in finite-dimensional spaces, a natural generalization of the concept of eigenvalue spectrum for non-stationary systems is the spectrum of Lyapunov exponents (see [9–11]). In addition to Lyapunov exponents, other Lyapunov invariants are known (that is, characteristics that do not change under the Lyapunov transformation, see [12]), which characterize the asymptotic behavior of solutions to a linear system of differential equations, for example, the Bohl exponents, the central (Vinograd) exponents, the exponential (Izobov) exponents, etc. In a series of studies [13–17], the results on arbitrary assignability of Lyapunov exponents and other Lyapunov invariants for system (2) in finite-dimensional spaces were proved, based on the property of uniform complete controllability in the sense of Kalman. In recent studies [18–23], these results have been partially extended to discrete-time systems. In finite-dimensional spaces, the Lyapunov exponents, the Bohl exponents, and other Lyapunov invariants were studied, for example in [24–26] for continuous-time systems and in [27–33] for discrete-time systems.

A large number of papers are devoted to stabilization problems of system (2) in infinite-dimensional spaces. We note here the studies [34–41]. Properties of the spectrum for systems in infinite-dimensional spaces were studied in [42–44].

In this paper, we studied the problem of arbitrary assignment of the upper Bohl exponent for continuous-time systems in an infinite-dimensional Hilbert space. The brief outline of the paper is as follows. In Section 2, some notations, definitions, and preliminary results are given and the concepts used throughout the paper are defined, as well as some basic theories, methods, and techniques. In Section 3, we analyze the problem of arbitrary assignment of the upper Bohl exponent by means of linear state feedback with a time-varying linear bounded gain operator function for linear time-invariant control system in a Hilbert space with bounded operator coefficients and prove that the property of exact controllability of the open-loop system is sufficient for arbitrary assignability of the upper Bohl exponent of the closed-loop system. Section 4 provides an illustrative example that emphasizes the theory. In Section 5, we revise the results obtained in the paper and also showcase future developments of the theory.

2. Notations, Definitions, and Preliminary Results

Let \( \mathcal{X} \) be a Banach space, \( \mathcal{X}^* \) be dual to \( \mathcal{X} \). By \( \mathcal{L}(\mathcal{X}_1, \mathcal{X}_2) \) we denote a Banach space of linear bounded operators \( A : \mathcal{X}_1 \to \mathcal{X}_2 \). If \( A \in \mathcal{L}(\mathcal{X}_1, \mathcal{X}_2) \), then \( A^* \in \mathcal{L}(\mathcal{X}_2^*, \mathcal{X}_1^*) \) is its adjoint operator. By \( I : \mathcal{X} \to \mathcal{X} \) denote the identity operator.

Consider a linear system of differential equations:

\[
\dot{x}(t) = A(t)x(t), \quad t \in \mathbb{R}, \quad x \in \mathcal{X}. \tag{3}
\]

We suppose that the following conditions hold:

(a) \( A(t) \in \mathcal{L}(\mathcal{X}, \mathcal{X}) \) for any \( t \in \mathbb{R} \);
(b) The function \( \mathbb{R} \ni t \mapsto A(t) \in \mathcal{L}(\mathcal{X}, \mathcal{X}) \) is piecewise continuous;
(c) \( \sup_{t \in \mathbb{R}} \|A(t)\| = a < +\infty \).
By a solution of system (3) we will understand, by definition, a solution of the integral equation:

\[ x(t) = x_0 + \int_{t_0}^{t} A(s)x(s) \, ds, \]  

(4)

where

\[ x(t_0) = x_0. \]  

(5)

Due to conditions imposed on \( A(\cdot) \), a solution (4) of (3) is a continuous, piecewise continuously differentiable function and satisfies (3) almost everywhere ([45], Ch. III, Sect. 1, 1.2).

By \( \Phi(t, \tau) \) denote the evolution operator of system (3) ([45], Ch. III, Sect. 1, p. 100) that is the solution of the operator system:

\[ \frac{dX}{dt} = A(t)X, \quad X(\tau) = I. \]

By using the operator \( \Phi(t, \tau) \), the solution of the initial value problem (3), (5) can be expressed by the formula \( x(t) = \Phi(t, t_0) x_0 \).

The evolution operator \( \Phi(t, \tau) \) has the following properties ([45], Ch. III, Sect. 1, p. 101):

(A) \( \Phi(t, t) = I \);  
(B) \( \Phi(t, s)\Phi(s, \tau) = \Phi(t, \tau); \)  
(C) \( \Phi(t, \tau) = \Phi(\tau, t)^{-1} \);  
(D) \( \exp \left( -\int_{s}^{t} \|A(\tau)\| \, d\tau \right) \leq \|\Phi^{\pm 1}(t, s)\| \leq \exp \left( \int_{s}^{t} \|A(\tau)\| \, d\tau \right), \quad s \leq t \)

(see [45], Ch. III, Sect. 2, (2.25)). It follows from property (D) and condition (c) that:

\[ e^{-\delta(t-s)} \leq \|\Phi^{\pm 1}(t, s)\| \leq e^{\delta(t-s)}, \quad s \leq t. \]  

(6)

**Definition 1.** The upper Bohl exponent ([45], Ch. III, Sect. 4) of system (3) is the number:

\[ \kappa(A) = \limsup_{t, \lambda \to +\infty} \frac{\ln \|\Phi(\tau + s, \tau)\|}{s}. \]

The upper Bohl exponent of system (3) characterizes asymptotic behavior of solutions of (3): The condition \( \kappa(A) < 0 \) is necessary and sufficient for uniform exponential stability of all solutions to system (3). Due to the condition (c), the upper Bohl exponent of system (3) is finite ([45], Ch. III, Sect. 4, Theorem 4.3).

Let us apply the \( \lambda \)-transformation ([9], p. 249), ([45], Ch. III, Sect. 4, p. 124) to system (3) that is adding the disturbance \( \lambda I \) to the operator \( A(t) \) and consider the disturbed system:

\[ z(t) = (A(t) + \lambda I)z(t), \quad t \in \mathbb{R}, \quad z \in X. \]  

(7)

By \( \Psi(t, \tau) \) denote the evolution operator of system (7).

**Lemma 1.** For any \( t, \tau \in \mathbb{R} \) the following equality holds:

\[ \Psi(t, \tau) = e^{\lambda(t-\tau)} \Phi(t, \tau). \]  

(8)

**Proof.** Calculating the derivative of the right-hand side of (8), we obtain:

\[ \frac{d}{dt} \left( e^{\lambda(t-\tau)} \Phi(t, \tau) \right) = \lambda e^{\lambda(t-\tau)} \Phi(t, \tau) + e^{\lambda(t-\tau)} A(t) \Phi(t, \tau) = (A(t) + \lambda I)e^{\lambda(t-\tau)} \Phi(t, \tau). \]  

(9)

Next,

\[ e^{\lambda(t-\tau)} \Phi(t, \tau) \bigg|_{t=\tau} = I. \]  

(10)
Lemma 2. \( \lambda(A + \lambda I) = \lambda(A) + \lambda \).

Proof. By using Lemma 1, we obtain:

\[
\lambda(A + \lambda I) = \lim_{\tau, s \to +\infty} \frac{\ln \| \Psi(t + s, \tau) \|}{s} = \lim_{\tau, s \to +\infty} \frac{\ln \| e^{\lambda s} \Phi(t + s, \tau) \|}{s} = \lim_{\tau, s \to +\infty} \left( \frac{\lambda}{s} + \frac{\ln \| \Phi(t + s, \tau) \|}{s} \right).
\]

Let us consider another linear system of differential equations:

\[
y(t) = C(t)y(t), \quad t \in \mathbb{R}, \quad y \in \mathcal{X}. \tag{11}
\]

Suppose that the operator function \( C(t) \) also satisfies conditions (a), (b), (c), i.e., \( C(t) \in \mathcal{L}(\mathcal{X}, \mathcal{X}) \) \( \forall t \in \mathbb{R} \), \( C(\cdot) \) is piecewise continuous, and \( \sup_{t \in \mathbb{R}} \| C(t) \| = c < +\infty \). By \( \Theta(t, \tau) \) denote the evolution operator of system (11). Because of conditions imposed on \( C(\cdot) \), we have the inequality:

\[
e^{-c(t-s)} \leq \| \Theta(s-t, s) \| \leq e^{c(t-s)}, \quad s \leq t. \tag{12}
\]

Definition 2. Systems (3) and (11) are called kinematically similar on \( \mathbb{R} \) ([45], Ch. IV, Sect. 2) if it is possible to establish between the totalities of all solutions of these systems a one-to-one correspondence:

\[ y(t) = L(t)x(t), \quad t \in \mathbb{R}, \]

where \( L(t) \) is a bounded linear operator function with a bounded inverse:

\[
\| L(t) \| \leq d_1, \quad \| L^{-1}(t) \| \leq d_2, \quad t \in \mathbb{R}. \tag{13}
\]

The following criterion holds (see [45], Ch. IV, Sect. 2, Lemma 2.1, (a)).

Lemma 3. Systems (3) and (11) are kinematically similar on \( \mathbb{R} \) if and only if there exists an operator function \( \Theta(t, \tau) \in \mathcal{L}(\mathcal{X}, \mathcal{X}) \) satisfying (13) and such that the evolution operators of the systems are connected by the relation:

\[
\Theta(t, \tau)L(\tau) = L(t)\Phi(t, \tau). \tag{14}
\]

Lemma 4 (see [45], Ch. IV, Sect. 2, Theorem 2.1). If systems (3) and (11) are kinematically similar on \( \mathbb{R} \), then \( \lambda(A) = \lambda(C) \).

Let us state sufficient conditions for kinematical similarity of systems (3) and (11) on \( \mathbb{R} \) analogous to the corresponding conditions in a finite-dimensional space (see, e.g., [46]).

Lemma 5. Suppose that the operator functions \( A(t) \) and \( C(t) \) satisfy conditions (a), (b), and (c), and there exists a sequence \( \{ t_i \}_{i \in \mathbb{Z}} \subset \mathbb{R} \) such that \( 0 < p_1 \leq t_{i+1} - t_i \leq p_2 \) and \( \Phi(t_{i+1}, t_i) = \Theta(t_{i+1}, t_i) \) for all \( i \in \mathbb{Z} \). Then systems (3) and (11) are kinematically similar on \( \mathbb{R} \).
**Proof.** By using the group property (B) of evolution operators, we obtain for all $j > i$:

$$
\Phi(t_j, t_i) = \Phi(t_j, t_{j-1}) \cdots \Phi(t_{i+1}, t_i) = \Theta(t_j, t_{j-1}) \cdots \Theta(t_{i+1}, t_i) = \Theta(t_j, t_i).
$$

(15)

By (C), (15) holds for any $i, j \in \mathbb{Z}$. Let us construct the operator function:

$$
L(t) = \Theta(t, t_0)\Phi(t_0, t).
$$

(16)

By (15), we have $L(t_i) = I, i \in \mathbb{Z}$. Next, by (16), we have:

$$
\Theta(t, \tau)L(\tau) = \Theta(t, \tau)\Theta(\tau, t_0)\Phi(t_0, \tau) = \Theta(t, t_0)\Phi(t_0, \tau),
$$

$$
L(t)\Phi(t, \tau) = \Theta(t, t_0)\Phi(t_0, t)\Phi(t, \tau) = \Theta(t, t_0)\Phi(t_0, \tau).
$$

Hence, (14) is fulfilled. Let us prove that (13) is satisfied.

Let $t \in \mathbb{R}$ be an arbitrary number. Then, since $t_{i+1} - t_i \geq \rho_1$, there exists an $i_0 \in \mathbb{Z}$ such that $t \in [t_{i_0}, t_{i_0+1})$. In this case, $t - t_{i_0} \leq \rho_2$. We have:

$$
L(t) = \Theta(t, t_0)\Phi(t_0, \tau) = \Theta(t, t_{i_0})\Theta(t_{i_0}, t_0)\Phi(t_0, t_{i_0})\Phi(t_{i_0}, t)
$$

$$
= \Theta(t, t_{i_0})L(t_{i_0})\Phi(t_{i_0}, t) = \Theta(t, t_{i_0})\Phi(t_{i_0}, t).
$$

So, $L^{-1}(t) = \Phi(t, t_{i_0})\Theta(t_{i_0}, t)$. Then, taking (6) and (12) into account, we obtain:

$$
\|L(t)\| \leq \|\Theta(t, t_{i_0})\| \cdot \|\Phi(t_{i_0}, t)\| \leq e^{c(t-t_{i_0})}e^{\rho(t-t_{i_0})} \leq e^{(a+c)p_2} =: d_1,
$$

$$
\|L^{-1}(t)\| \leq \|\Phi(t, t_{i_0})\| \cdot \|\Theta(t_{i_0}, t)\| \leq e^{\rho(t-t_{i_0})}e^{c(t-t_{i_0})} \leq e^{(a+c)p_2} =: d_2.
$$

Hence, (13) holds. By Lemma 3, the lemma is proved. \qed

Consider a linear control system:

$$
x(t) = A(t)x(t) + B(t)u(t), \quad t \in \mathbb{R}.
$$

(17)

Here $x \in \mathcal{X}, u \in \mathcal{U}$; $\mathcal{X}, \mathcal{U}$ are Banach spaces; $A(t)$ satisfies conditions (a), (b), (c); $\forall t \in \mathbb{R}$ $B(t) \in L(\mathcal{U}, \mathcal{X})$, the function $t \mapsto B(t)$ is piecewise continuous, and $\sup_{t \in \mathbb{R}} \|B(t)\| < +\infty$. Admissible controllers for (17) on some finite interval $[t_0, t_1]$ are functions $u(\cdot) \in L_p([t_0, t_1], \mathcal{U}), p \geq 1$. For each admissible controller $u(\cdot)$, there is a unique solution of the initial value problem (17), (5) (see ([45], Ch. III, Sect. 1, (1.19)), [47]), determined by the formula:

$$
x(t) = \Phi(t, t_0)x_0 + \int_{t_0}^{t} \Phi(t, \tau)B(\tau)u(\tau) \, d\tau.
$$

Here $\Phi(t, \tau)$ is the evolution operator of the corresponding free system (3). We consider a control system (17) without imposing any geometric constraints on the control or on the state.

**Definition 3** (see [47]). System (17) is called exactly controllable on $[0, \theta]$ if for any $x_0, x_1 \in \mathcal{X}$ there exists an admissible controller $u(\cdot), t \in [0, \theta]$, steering the solution of (17) from $x(0) = x_0$ to $x(\theta) = x_1$.

Suppose that the controller in system (17) has the form of the linear state feedback:

$$
u(t) = U(t)x(t),
$$

(18)

where \( U(t) \in \mathcal{L}(X, U) \forall t \in \mathbb{R}, U(\cdot) \) is piecewise continuous, and \( \sup_{t \in \mathbb{R}} \| U(t) \| < +\infty \). We say that the gain operator function \( U(\cdot) \) satisfying these conditions is admissible. The closed-loop system has the form:

\[
\dot{x}(t) = (A(t) + B(t)U(t))x(t).
\]

By \( \Phi_U(t, \tau) \) we denote the evolution operator of system (19).

**Definition 4.** We say that system (17) admits a \( \lambda \)-transformation if there exists a constant \( \sigma > 0 \) such that, for any \( \lambda \in \mathbb{R} \), there exists an admissible gain operator function \( U(\cdot) \) ensuring that the evolution operator \( \Phi_U(t, \tau) \) of system (19) satisfies the relation:

\[
\Phi_U ((k+1)\sigma, k\sigma) = e^{\lambda \sigma} \Phi((k+1)\sigma, k\sigma)
\]

for all \( k \in \mathbb{Z} \).

This definition was given in [13] for systems (17) in finite-dimensional spaces (see also [48]). It is related to the definition of a \( \lambda \)-transformation of system (3).

**Remark 1.** It follows from (20) that, for the evolution operator \( \Phi_U(t, s) \) of system (19), the relation \( \Phi_U(k\sigma, \ell \sigma) = e^{\lambda(k-\ell)\sigma} \Phi(k\sigma, \ell \sigma) \) holds that is similar to (8) but is fulfilled on the set \{ \( k\sigma, k \in \mathbb{Z} \} \subset \mathbb{R} \).

**Theorem 1.** Suppose that system (17) admits a \( \lambda \)-transformation. Then, for any \( \lambda \in \mathbb{R} \), there exists an admissible gain operator function \( U(\cdot) \) such that the closed-loop system (19) and system (7) are kinematically similar on \( \mathbb{R} \).

**Proof.** It follows from (20) and (8) that, for all \( k \in \mathbb{Z} \), the following equalities hold:

\[
\Phi_U(t_{k+1}, t_k) = \Psi(t_{k+1}, t_k)
\]

where \( \Psi(t, s) \) is the evolution operator of system (7) and \( t_k = k\sigma \). Now, applying Lemma 5 to systems (19) and (7), where \( \rho_1 = \rho_2 = \sigma \), we obtain what is required. \( \square \)

**Definition 5.** We say that the upper Bohl exponent of system (17) is arbitrarily assignable by linear state feedback (18) if for any \( \mu \in \mathbb{R} \) there exists an admissible gain operator function \( U(\cdot) \) such that, for the closed-loop system (19),

\[
\tau(A + BU) = \mu.
\]

The corresponding definition in finite-dimensional spaces was given in [13] (see also [48]) for the upper (and lower) central (and Bohl) exponents.

### 3. Main Results

Consider a time-invariant control system (17):

\[
\dot{x}(t) = Ax(t) + Bu(t), \quad t \in \mathbb{R}.
\]

Here \( x \in X, u \in U; X \) and \( U \) are separable Hilbert spaces; \( A \in \mathcal{L}(X, X), B \in \mathcal{L}(U, X); a := \| A \|, b := \| B \|. \) For Hilbert spaces \( \mathcal{H}_1, \mathcal{H}_2 \), we suppose that, if \( F \in \mathcal{L}(\mathcal{H}_1, \mathcal{H}_2) \), then \( F^* \in \mathcal{L}(\mathcal{H}_2, \mathcal{H}_1) \), i.e., we identify \( \mathcal{H}_1^* \) with \( \mathcal{H}_1 \). By \( \langle \cdot, \cdot \rangle \) denote the scalar product (in the corresponding space). If \( F^* = F \in \mathcal{L}(X, X) \), then the inequality \( F \geq aI \) means, by definition, that \( \langle Fx, x \rangle \geq a\| x \|^2 \) for all \( x \in X \).
The evolution operator of the corresponding free system:

\[ \dot{x}(t) = Ax(t), \quad t \in \mathbb{R}, \]

has the form \( \Phi(t, \tau) = \exp(A(t - \tau)) \). Let us denote \( \Phi(t) := \Phi(t, 0) = \exp(A t) \).

Let us construct the controllability gramian \( Q(\vartheta) : \mathcal{X} \to \mathcal{X}, \vartheta > 0 \) (see \([49]\), Definition 4.1.3), \([50]\), Part IV, Ch. 2, Sect. 2.2, (2.9)):

\[ Q(\vartheta) x = \int_0^\vartheta \Phi(s) BB^* \Phi^*(s) x ds. \tag{22} \]

We have \( Q(\vartheta) \in \mathcal{L}(\mathcal{X}, \mathcal{X}) \) (see \([49]\), Lemma 4.1.4), \( Q(\vartheta) = Q^*(\vartheta) \), and

\[ \langle Q(\vartheta) x, x \rangle = \int_0^\vartheta ||B^* \Phi^*(s)x||^2 ds \geq 0, \quad x \in \mathcal{X} \]

(see \([50]\), Part IV, Ch. 2, Sect. 2.2, (2.10)). By replacing \( s \) by \( \vartheta - t \) in (22), we obtain that:

\[ Q(\vartheta) = \int_0^\vartheta \Phi(\vartheta - t) BB^* \Phi^*(\vartheta - t) dt. \tag{23} \]

**Lemma 6.** \( ||Q(\vartheta)|| \leq \vartheta e^{2a\vartheta} b^2 \).

**Proof.** It follows from \((D)\) that:

\[ e^{-a\vartheta} \leq ||\Phi^{\pm 1}(t)|| \leq e^{a\vartheta}, \quad t \in [0, \vartheta]. \tag{24} \]

Moreover, since \( \Phi(t) \in \mathcal{L}(\mathcal{X}, \mathcal{X}) \), we have \( ||\Phi^*(t)|| = ||\Phi(t)|| \) (see \([49]\), Lemma A.3.41). Thus,

\[ e^{-a\vartheta} \leq \left|\left|\Phi^*(t)\right|^{\pm 1}\right| \leq e^{a\vartheta}, \quad t \in [0, \vartheta]. \tag{25} \]

Similarly, \( ||B^*|| = ||B|| = b \). By using (22), (24), and (25), we obtain:

\[ ||Q(\vartheta)|| \leq \int_0^\vartheta ||\Phi(s) BB^* \Phi^*(s)|| ds \leq \int_0^\vartheta ||\Phi(s)|| \cdot ||B|| \cdot ||B^*|| \cdot ||\Phi^*(s)|| ds \leq \vartheta e^{2a\vartheta} b^2. \]

\( \square \)

For \( \vartheta > 0 \), let us consider the operator \( Q_0(\vartheta) : \mathcal{X} \to \mathcal{X} \) given by:

\[ Q_0(\vartheta) x = \int_0^\vartheta \Phi(-t) BB^* \Phi^*(-t) x dt. \tag{26} \]

We have \( Q_0(\vartheta) \in \mathcal{L}(\mathcal{X}, \mathcal{X}), Q_0^*(\vartheta) = Q_0(\vartheta), \) and \( Q_0(\vartheta) \geq 0 \). By (23), we have \( Q(\vartheta) = \Phi(\vartheta) Q_0(\vartheta) \Phi^*(\vartheta) \).

**Lemma 7.** \( ||Q_0(\vartheta)|| \leq \vartheta e^{2a\vartheta} b^2 \).

The proof of Lemma 7 is similar to the proof of Lemma 6.

By \([49]\), Theorem 4.1.7), system (21) is exactly controllable on \([0, \vartheta]\) if and only if for some \( \gamma > 0 \) and all \( x \in \mathcal{X} \):

\[ \langle Q(\vartheta) x, x \rangle \geq \gamma ||x||^2. \tag{27} \]

Inequality (27) means that \( Q(\vartheta) \geq \gamma I \).
Lemma 8. System (21) is exactly controllable on \([0, \theta]\) if and only if, for some \(\gamma_1 > 0\),
\[
Q_0(\theta) \geq \gamma_1 I.
\] (28)

Proof. By (23),
\[
\langle Q(\theta)x, x \rangle = \int_0^\theta \langle \Phi(\theta)\Phi(-t)BB^*\Phi^*(-t)\Phi^*(\theta)x, x \rangle dt = \int_0^\theta \|B^*\Phi^*(-t)\Phi^*(\theta)x\|^2 dt
\]
\[
= \|\Phi^*(\theta)x = y\| \int_0^\theta \|B^*\Phi^*(-t)y\|^2 dt = \langle Q(\theta)y, y \rangle.
\] (29)

(\(\Rightarrow\)). Suppose that system (21) is exactly controllable on \([0, \theta]\). Hence, for some \(\gamma > 0\) and all \(x \in \mathcal{X}\), (27) holds. Set \(\gamma_1 := \gamma e^{-2a\theta}\). Let \(y \in \mathcal{X}\) be an arbitrary element. Set \(x := (\Phi^*(\theta))^{-1}y\). Then \(y = \Phi^*(\theta)x\). Hence, \(\|y\| \leq \|\Phi^*(\theta)\| \cdot \|x\| \leq e^{a\theta}\|x\|\). Therefore, \(\|x\| \geq e^{-a\theta}\|y\|\). By using (29) and (27), we obtain:
\[
\langle Q(\theta)y, y \rangle = \langle Q(\theta)x, x \rangle \geq \gamma\|x\|^2 \geq \gamma e^{-2a\theta}\|y\|^2 = \gamma_1\|y\|^2.
\]

Hence, (28) holds.

(\(\Leftarrow\)). Suppose that (28) holds. Set \(\gamma := \gamma_1 e^{-2a\theta}\). Let \(x \in \mathcal{X}\) be an arbitrary element. Set \(y := \Phi^*(\theta)x\). Then \(x = (\Phi^*(\theta))^{-1}y\). Hence, \(\|x\| \leq \left\| (\Phi^*(\theta))^{-1} \right\| \cdot \|y\| \leq e^{a\theta}\|y\|\). Therefore, \(\|y\| \geq e^{-a\theta}\|x\|\). By using (29) and (28), we obtain:
\[
\langle Q(\theta)x, x \rangle = \langle Q(\theta)y, y \rangle \geq \gamma_1\|y\|^2 \geq \gamma_1 e^{-2a\theta}\|x\|^2 = \gamma\|x\|^2.
\]

Hence, (27) holds. Thus, system (21) is exactly controllable on \([0, \theta]\). \(\square\)

Consider the operator control system:
\[
\dot{Y}(t) = AY(t) + BU_1(t),
\] (30)
where \(Y(t): \mathcal{X} \rightarrow \mathcal{X}, U_1(t) : \mathcal{X} \rightarrow \mathcal{U}, t \in \mathbb{R}\).

Lemma 9. Let system (21) be exactly controllable on \([0, \theta]\) for some \(\theta > 0\). Then there exists \(\sigma (= 2\theta) > 0\) such that for an arbitrary \(\lambda \in \mathbb{R}\) there exists a continuous operator control function \([0, \sigma) \ni t \mapsto U_1(t) \in \mathcal{L}(\mathcal{X}, \mathcal{U})\) such that \(\|U_1(t)\| \leq \alpha_1\) for some \(\alpha_1 \geq 0\) for all \(t \in [0, \sigma]\), steering the solution of (30) from:
\[
Y(0) = I
\] (31)
to
\[
Y(\sigma) = e^{\lambda\sigma}\Phi(\sigma)
\] (32)
so that the operator solution \(Y(t)\) of (30) is a linear bounded operator function with a bounded inverse:
\[
\|Y(t)\| \leq \beta_1, \quad \|Y^{-1}(t)\| \leq \beta_2, \quad t \in [0, \sigma].
\] (33)

Proof. Let system (21) be exactly controllable on \([0, \theta]\), \(\theta > 0\). Set \(\sigma := 2\theta\). Suppose that \(\lambda \in \mathbb{R}\) is given. A solution of (30) with the initial condition (31) has the form:
\[
Y(t) = \Phi(t) \cdot \left( I + \int_0^t \Phi(-s)BU_1(s) ds \right).
\] (34)
Condition (32) holds if and only if:

\[ I + \int_0^\tau \Phi(-s)BU_1(s) \, ds = e^{\lambda \sigma} I. \]  

(35)

We will search for \( U_1(t) \) in the form:

\[ U_1(t) = B^* \Phi^*(-t)H, \]  

(36)

where \( H \in \mathcal{L}(\mathcal{X}, \mathcal{X}) \). Then, it follows from (35) that:

\[ I + Q_0(\sigma)H = e^{\lambda \sigma} I. \]  

(37)

By definition (26) of \( Q_0(\cdot) \), we have \( Q_0(\sigma) \geq Q_0(\vartheta) \). By Lemma 8, \( Q_0(\vartheta) \geq \gamma \lambda I \) for some \( \gamma > 0 \). Hence, \( Q_0^{-1}(\sigma) \in \mathcal{L}(\mathcal{X}, \mathcal{X}) \) and \( \|Q_0^{-1}(\sigma)\| \leq \delta_1 \) for some \( \delta_1 > 0 \). Finding \( H \) from (37), we obtain:

\[ H = (e^{\lambda \sigma} - 1)Q_0^{-1}(\sigma). \]  

(38)

Substituting (38) in (36), we obtain:

\[ U_1(t) = B^* \Phi^*(-t)Q_0^{-1}(\sigma)(e^{\lambda \sigma} - 1), \quad t \in [0, \sigma]. \]  

(39)

We have,

\[ \|U_1(t)\| \leq \|B^*\| \cdot \|\Phi^*(-t)\| \cdot \|Q_0^{-1}(\sigma)\| \cdot |e^{\lambda \sigma} - 1| \leq b e^{\alpha t} \delta_1 |e^{\lambda \sigma} - 1| =: a_1, \quad t \in [0, \sigma]. \]

(40)

Substituting (39) in (34), we obtain:

\[ Y(t) = \Phi(t)R(t) \]  

(41)

where

\[ R(t) = I + \int_0^t \Phi(-s)BB^*\Phi^*(-s) \, ds \cdot Q_0^{-1}(\sigma)(e^{\lambda \sigma} - 1). \]

(42)

We have, for all \( t \in [0, \sigma] \),

\[ \|R(t)\| \leq \|I\| + \int_0^t \|\Phi(-s)BB^*\Phi^*(-s)\| \, ds \cdot \|Q_0^{-1}(\sigma)\| \cdot |e^{\lambda \sigma} - 1| \leq 1 + \sigma e^{2\alpha t} b^2 \delta_1 |e^{\lambda \sigma} - 1|, \]

hence,

\[ \|Y(t)\| \leq \|\Phi(t)\| \cdot \|R(t)\| \leq e^{\alpha t} (1 + \sigma e^{2\alpha t} b^2 \delta_1 |e^{\lambda \sigma} - 1|) =: \beta_1, \quad t \in [0, \sigma]. \]

Thus, the first inequality in (33) holds.

Let us show that \( R(t) \) has a bounded inverse for all \( t \in [0, \sigma] \). Consider the operator

\[ P(t) := R(t)Q_0(\sigma) = Q_0(\sigma) + (e^{\lambda \sigma} - 1) \int_0^t \Phi(-s)BB^*\Phi^*(-s) \, ds. \]

We have \( P^*(t) = P(t), t \in [0, \sigma] \), and

\[ P(t) = \int_0^\sigma \Phi(-s)BB^*\Phi^*(-s) \, ds - \int_0^t \Phi(-s)BB^*\Phi^*(-s) \, ds + e^{\lambda \sigma} \int_0^t \Phi(-s)BB^*\Phi^*(-s) \, ds \]

\[ = \int_t^\sigma \Phi(-s)BB^*\Phi^*(-s) \, ds + e^{\lambda \sigma} \int_0^t \Phi(-s)BB^*\Phi^*(-s) \, ds =: P_1(t) + P_2(t). \]

We see that \( P_i^*(t) = P_i(t) \) and \( P_i(t) \geq 0, i = 1, 2, t \in [0, \sigma] \).
Let $t \in [0, \vartheta]$. Then,

$$P_1(t) = \int_{t}^{\vartheta} \Phi(-s)BB^*\Phi^*(-s) \, ds = \int_{1}^{\vartheta} \Phi(-s)BB^*\Phi^*(-s) \, ds + \int_{\vartheta}^{2\vartheta} \Phi(-s)BB^*\Phi^*(-s) \, ds =: P_3(t) + P_4(\vartheta).$$

We have $P_3(t) = P_3(\vartheta)$, $P_4(\vartheta) = P_4(\theta)$,

$$P_3(t) = \int_{t}^{\vartheta} \Phi(-s)BB^*\Phi^*(-s) \, ds \geq 0.$$ 

Next,

$$P_4(\vartheta) = \int_{\vartheta}^{2\vartheta} \Phi(-s)BB^*\Phi^*(-s) \, ds = \Phi^{-1}(\vartheta) \int_{\vartheta}^{2\vartheta} \Phi(\theta - s)BB^*\Phi^*(-s) \, ds (\Phi^*(-s))^{-1} - \Phi^{-1}(\vartheta)Q_0(\vartheta)(\Phi^*(-s))^{-1} = \Phi^{-1}(\vartheta) \int_{0}^{\vartheta} \Phi(-s)BB^*\Phi^*(-s) \, ds (\Phi^*(-s))^{-1} = \Phi^{-1}(\vartheta)Q_0(\vartheta)(\Phi^*(-s))^{-1}.$$ 

Since system (21) is exactly controllable on $[0, \vartheta]$, we have, by Lemma 8, $Q_0(\vartheta) \geq \gamma_1I$. Therefore, $P_4(\vartheta) \geq \gamma_2I$ for some $\gamma_2 \geq 0$ (namely, for $\gamma_2 := \gamma_1 e^{2\vartheta}$; the proof is similar to the proof of Lemma 8).

So, we have $P_1(\vartheta) = P_3(\vartheta) + P_4(\vartheta) \geq \gamma_2I$ for $t \in [0, \theta]$. Thus, $P(t) = P_1(t) + P_2(t) \geq \gamma_2I$ for $t \in [0, \theta]$. 

Let $t \in [\vartheta, 2\vartheta]$. We have,

$$P_2(t) = e^{\lambda t} \int_{0}^{t} \Phi(-s)BB^*\Phi^*(-s) \, ds \geq e^{\lambda t} \int_{0}^{\vartheta} \Phi(-s)BB^*\Phi^*(-s) \, ds = e^{\lambda t}Q_0(\vartheta) \geq e^{\lambda t}\gamma_1I.$$ 

Thus, for all $t \in [0, \sigma]$, we have $P(t) \geq \gamma_3I > 0$ where $\gamma_3 := \min \{ \gamma_2, \gamma_1 e^{\lambda \vartheta} \}$. Hence, there exists an inverse $P^{-1}(t) \in L(X, X)$ and $\|P^{-1}(t)\| \leq \delta_2$ for some $\delta_2 > 0$ for all $t \in [0, \sigma]$. Then $R(t) = P(t)Q_0^{-1}(\sigma)$ has a bounded inverse:

$$R^{-1}(t) = Q_0(\sigma)P^{-1}(t)$$

and, by using the estimation in Lemma 7, we obtain:

$$\|R^{-1}(t)\| \leq \|Q_0(\sigma)\| \cdot \|P^{-1}(t)\| \leq \varrho e^{2\lambda t}b^2 \delta_2 =: \delta_3.$$ 

By (40), we obtain:

$$Y^{-1}(t) = R^{-1}(t)\Phi^{-1}(t), \quad t \in [0, \sigma],$$

and

$$\|Y^{-1}(t)\| \leq \|R^{-1}(t)\| \cdot \|\Phi^{-1}(t)\| \leq \delta_3 e^{\lambda t} =: \beta_2, \quad t \in [0, \sigma].$$

\[ \square \]

**Theorem 2.** Let system (21) be exactly controllable on $[0, \vartheta]$ for some $\vartheta > 0$. Then system (21) admits a \(\lambda\)-transformation.

**Proof.** Let system (21) be exactly controllable on $[0, \vartheta]$, $\vartheta > 0$. Set: $\sigma := 2\vartheta$. Suppose that $\lambda \in \mathbb{R}$ is given. Let us construct the control function $U_1(t), t \in [0, \sigma]$, in accordance with Lemma 9. Set

$$U_2(t) := U_1(t)Y^{-1}(t), \quad t \in [0, \sigma].$$

Then $U_2(t) \in L(X, H), t \in [0, \sigma]$, and

$$\|U_2(t)\| \leq \|U_1(t)\| \cdot \|Y^{-1}(t)\| \leq \alpha_1\beta_2, \quad t \in [0, \sigma].$$
We have
\[ U_1(t) = U_2(t)Y(t), \quad t \in [0, \sigma]. \] (43)

Let us substitute (43) in (30). Then we obtain that the function \( Y(t), t \in [0, \sigma], \) defined by (40) is a solution of the system:
\[ \dot{Y}(t) = (A + BU_2(t))Y(t) \] (44)
satisfying the initial condition (31). Hence,
\[ Y(t) = \Phi U_2(t, 0), \quad t \in [0, \sigma], \] (45)
where \( \Phi U_2(t, s) \), \( t, s \in [0, \sigma] \), is the evolution operator of system (44). It follows from (45) and (32) that:
\[ \Phi U_2(\sigma, 0) = e^{\lambda \sigma} \Phi(\sigma). \] (46)

Let us extend the function \( U_2(t), t \in [0, \sigma] \), onto \( \mathbb{R} \) periodically with the period \( \sigma \), i.e., construct the function:
\[ U(t) = U_2(t - k\sigma), \quad t \in [k\sigma, (k + 1)\sigma), \quad k \in \mathbb{Z}. \] (47)

Consider the system:
\[ \dot{Y}(t) = (A + BU(t))Y(t), \quad t \in \mathbb{R}. \] (48)

System (48) is \( \sigma \)-periodic. Therefore, the evolution operator \( \Phi_U(t, s) \) of system (48) satisfies the following condition:
\[ \Phi_U(t + k\sigma, s + k\sigma) = \Phi_U(t, s) \]
for all \( t, s \in \mathbb{R} \) and \( k \in \mathbb{Z} \). In particular,
\[ \Phi_U((k + 1)\sigma, k\sigma) = \Phi_U(\sigma, 0) = \Phi U_2(\sigma, 0). \] (49)

From (49), (46), and the equality \( \Phi(\sigma) = \Phi((k + 1)\sigma, k\sigma) \), it follows that:
\[ \Phi_U((k + 1)\sigma, k\sigma) = e^{\lambda \sigma} \Phi((k + 1)\sigma, k\sigma). \] (50)

Thus, the required equality is proved. The function \( U(\cdot) \) is piecewise continuous and:
\[ \sup_{t \in \mathbb{R}} \|U(t)\| = \sup_{t \in [0, \sigma]} \|U_2(t)\| \leq \alpha_1 \beta_2. \]

The theorem is proved. \( \square \)

**Corollary 1.** Let system (21) be exactly controllable on \([0, \theta]\) for some \( \theta > 0 \). Then, for any \( \lambda \in \mathbb{R} \), there exists an admissible gain operator function \( U(\cdot) \) such that the closed-loop system:
\[ \dot{x}(t) = (A + BU(t))x(t) \] (51)

and system (7) are kinematically similar on \( \mathbb{R} \).

Corollary 1 follows from Theorems 1 and 2.

**Theorem 3.** Let system (21) be exactly controllable on \([0, \theta]\) for some \( \theta > 0 \). Then the upper Bohl exponent of system (21) is arbitrarily assignable by the linear state feedback (18).

**Proof.** Let \( \mu \in \mathbb{R} \) be given. Set,
\[ \lambda := \mu - \pi(A). \] (52)
For this $\lambda$, let us construct, by Corollary 1, an admissible gain operator function $U(\cdot)$ such that system (51) and system (7) are kinematically similar on $\mathbb{R}$. By Lemma 4, we have:

$$\kappa(A + BU) = \kappa(A + \lambda I).$$  \hspace{1cm} (53)

By Lemma 2, we have:

$$\kappa(A + \lambda I) = \kappa(A) + \lambda. \hspace{1cm} (54)$$

From (53), (54), and (52), it follows that $\kappa(A + BU) = \mu$ as required. \hfill $\square$

4. Example

Let $X = U = \ell_2$ where $\ell_2$ is the is the space of all sequences $x = (x_1, x_2, \ldots, x_n, \ldots)$ with the norm $\|x\| = \left( \sum_{i=1}^{\infty} |x_i|^2 \right)^{1/2}$. The space $\ell_2$ is a separable Hilbert space ([51], §56). Consider a linear control system:

$$\dot{x}(t) = Ax(t) + Bu(t), \quad t \in \mathbb{R}, \quad x \in X, \quad u \in U,$$  \hspace{1cm} (55)

where

$$A: (x_1, x_2, x_3, x_4, \ldots) \mapsto (-x_2, x_1, -x_4, x_3, \ldots), \hspace{1cm} (56)$$

$$B: (x_1, x_2, x_3, x_4, \ldots) \mapsto (x_1, 0, x_2, 0, x_3, 0, \ldots). \hspace{1cm} (57)$$

Considering elements of $\ell_2$ as column-vectors with an infinite number of coordinates, one can identify the operators $A$ and $B$ with the following matrices with an infinite number of rows and columns:

$$A = \begin{bmatrix}
0 & -1 & 0 & 0 & \ldots \\
1 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & -1 & \ldots \\
0 & 0 & 1 & 0 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix}, \quad B = \begin{bmatrix}
1 & 0 & 0 & \ldots \\
0 & 0 & 0 & \ldots \\
0 & 1 & 0 & \ldots \\
0 & 0 & 0 & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{bmatrix}. \hspace{1cm} (58)$$

Consider the matrices $F = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}$, $G = \begin{bmatrix} 1 \\ 0 \end{bmatrix}$. One can write the matrices (58) in the following block-diagonal form:

$$A = \text{diag} \{ F, F, \ldots, F, \ldots \}, \quad B = \text{diag} \{ G, G, \ldots, G, \ldots \}. \hspace{1cm} (59)$$

We will use the following denotations for the matrices of the form (59):

$$A = \text{diag} [F]_\infty, \quad B = \text{diag} [G]_\infty.$$

Set $G_1 := FG$. Then $G_1 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}$. Hence, $AB = \text{diag} [G_1]_\infty$. Therefore, $\text{span} \{ BU, ABU \} = X$. It follows that system (55), (56), (57) is exactly controllable on $[0, \vartheta]$ for any $\vartheta > 0$. Let us take $\vartheta = \pi$. Let us show that the upper Bohl exponent of system (55), (56), (57) is arbitrarily assignable by linear state feedback (18).

Consider the system:

$$\dot{y}(t) = Fy(t), \quad t \in \mathbb{R}, \quad y \in \mathbb{R}^2. \hspace{1cm} (60)$$
The evolution operator \( \Gamma(t, s) \) of system (60) has the form \( \Gamma(t, s) = \Gamma(t - s) \) where \( \Gamma(t) = \exp(Ft) \). Calculating the matrix exponent, we obtain that:

\[
\Gamma(t) = \begin{bmatrix} \cos t & -\sin t \\ \sin t & \cos t \end{bmatrix}.
\]

Let us construct the evolution operator \( \Phi(t, s) \) of the free system:

\[
x(t) = Ax(t), \quad t \in \mathbb{R}.
\]

We obtain \( \Phi(t, s) = \Phi(t - s) \) where \( \Phi(t) = \text{diag} \{ \alendar{\Gamma(t)} \}_s \). Hence, \( \Phi(\tau + s, \tau) = \text{diag} \{ \alendar{\Gamma(s)} \}_s \). For any \( y = \text{col} (y_1, y_2) \in \mathbb{R}^2 \) we have:

\[
\| \alendar{\Gamma(s)}y \|^2 = (y_1 \cos s - y_2 \sin s)^2 + (y_1 \sin s + y_2 \cos s)^2 = y_1^2 + y_2^2 = \| y \|^2.
\]

From this, it follows that \( \| \Phi(\tau + s, \tau)x\|^2 = \| x \|^2 \) for all \( \tau, s \in \mathbb{R} \) and \( x \in \mathcal{X} \). Hence, \( \| \Phi(\tau + s, \tau) \| = 1 \). So, \( \ln \| \Phi(\tau + s, \tau) \| = 0 \). Thus, \( \kappa(A) = 0 \).

Let an arbitrary \( \mu \in \mathbb{R} \) be given. Set \( \lambda := \mu - \kappa(A) = \mu \). Let us construct \( \mathcal{U}(\cdot) \), by Theorem 2, that ensures equality (50), and, hence, by Corollary 1, kinematic similarity of systems (51) and (7), and, thus, the equality \( \kappa(A + B\pi) = \mu \). Set \( \sigma := 2\theta = 2\pi \). We have:

\[
\Phi(\sigma) = \Phi(2\pi) = \text{diag} \{ \傥\alendar{\Gamma(2\pi)} \}_s = \text{diag} \{ \.decorate{I}_s \}_s
\]

where \( \decorate{I}_2 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \), i.e., \( \Phi(\sigma) = \.decorate{I} \in \mathcal{L}(\mathcal{X}, \mathcal{X}) \). Next,

\[
\Gamma(-s)GG^*\Gamma^*(-s) = \begin{bmatrix} \cos^2 s & -\cos s \sin s \\ -\cos s \sin s & \sin^2 s \end{bmatrix}.
\]

Set \( \Sigma(t) := \int_0^t \Gamma(-s)GG^*\Gamma^*(-s) \, ds \). Then,

\[
\Sigma(t) = \begin{bmatrix} \frac{t}{2} + \frac{\sin 2t}{4} & \frac{\cos 2t - 1}{4} \\ \frac{\cos 2t - 1}{4} & t - \frac{\sin 2t}{4} \end{bmatrix},
\]

and, hence, \( \.decorate{\Sigma}(\sigma) = \.decorate{\Sigma}(2\pi) = \pi \decorate{I}_2 \). We have:

\[
Q_0(\sigma) = \int_0^\sigma \Phi(-s)BB^*\Phi^*(-s) \, ds = \int_0^\sigma \text{diag} \{ \傥\alendar{\Gamma(-s)} \}_s \text{diag} \{ \傥\alendar{GG^*} \}_s \text{diag} \{ \傥\alendar{\Gamma^*(s)} \}_s \} \, ds
\]

\[
= \int_0^\sigma \text{diag} \{ \傥\alendar{\Gamma(-s)}GG^*\Gamma^*(s) \}_s \, ds = \text{diag} \{ \.decorate{\Sigma}(\sigma) \}_s = \pi \.decorate{I} \in \mathcal{L}(\mathcal{X}, \mathcal{X}).
\]

So, \( Q_0^{-1}(\sigma) = \frac{1}{\pi} \.decorate{I} \in \mathcal{L}(\mathcal{X}, \mathcal{X}) \), hence, by (38), \( H = \frac{e^{2\pi\lambda} - \frac{1}{\pi}}{2\pi} \.decorate{I} \in \mathcal{L}(\mathcal{X}, \mathcal{X}) \). Denote,

\[
\lambda := \frac{e^{2\pi\lambda} - \frac{1}{\pi}}{2\pi}.
\] (61)

By using (39), we obtain,

\[
\mathcal{U}_1(t) = \text{diag} \{ \傥\.decorate{V}_1(t) \}_s, \quad \text{where} \quad \.decorate{V}_1(t) = [2\alpha \cos t, -2\alpha \sin t].
\] (62)
Next, by (41), we have \( R(t) = \text{diag} \[ K(t) \]_{\infty} \), where \( K(t) = I_2 + 2\alpha \Sigma(t) \). Set \( S(t) := \Gamma(t)K(t) \). Multiplying \( \Gamma(t) \) by \( K(t) \), we obtain that:

\[
S(t) = \begin{bmatrix}
(1 + at) \cos t + a \sin t & - (1 + at) \sin t \\
(1 + at) \sin t & (1 + at) \cos t - a \sin t
\end{bmatrix}.
\] (63)

By (40), we have,

\[
Y(t) = \Phi(t)R(t) = \text{diag} \[ \Gamma(t) \]_{\infty} \text{diag} \[ K(t) \]_{\infty} = \text{diag} \[ \Gamma(t)K(t) \]_{\infty} = \text{diag} \[ S(t) \]_{\infty}.
\] (64)

Finding \( \Delta(t) := \det S(t) \) from (63), we obtain that:

\[
\Delta(t) = (1 + at)^2 - a^2 \sin^2 t.
\]

It is easy to check that, for all \( t \in [0, \sigma] \): \( \Delta'(t) > 0 \), if \( a > 0 \); \( \Delta'(t) < 0 \), if \( a < 0 \); and \( \Delta'(t) = 0 \), if \( a = 0 \). Hence, for all \( t \in [0, \sigma] \): if \( a > 0 \), then \( \Delta(t) \geq \Delta(0) = 1 \); if \( a < 0 \), then \( \Delta(t) \geq \Delta(2\pi) = e^{4\pi a} > 0 \); if \( a = 0 \), then \( \Delta(t) = 1 \). Thus, \( \Delta(t) \) is separated from zero.

From (63), we obtain that

\[
S^{-1}(t) = \frac{1}{\Delta(t)} \begin{bmatrix}
(1 + at) \cos t - a \sin t & (1 + at) \sin t \\
-(1 + at) \sin t & (1 + at) \cos t + a \sin t
\end{bmatrix}.
\] (65)

By (64), we have:

\[
Y^{-1}(t) = \text{diag} \[ S^{-1}(t) \]_{\infty}.
\] (66)

Constructing \( U_2(t) \) according to (42), by using (62), (66), and (65), we obtain:

\[
U_2(t) = \text{diag} \[ V_2(t) \]_{\infty}, \quad V_2(t) = \frac{1}{\Delta(t)} \begin{bmatrix} 2a(1 + at) - 2a^2 \sin t \cos t, -2a^2 \sin^2 t \end{bmatrix}.
\] (67)

From (67) we obtain:

\[
F + GV_2(t) = \frac{2a(1 + at) - 2a^2 \sin t \cos t}{\Delta(t)} - \frac{(1 + at)^2 - a^2 \sin^2 t}{\Delta(t)}.
\]

One can check that the matrix (63) satisfies the following matrix differential equation:

\[
\dot{S}(t) = (F + GV_2(t))S(t), \quad t \in [0, \sigma].
\] (68)

Next, by (67), we have:

\[
A + BU_2(t) = \text{diag} \[ F + GV_2(t) \]_{\infty}.
\] (69)

Due to (68) and (69), the function (64) satisfies the system:

\[
\dot{Y}(t) = (A + BU_2(t))Y(t), \quad t \in [0, \sigma],
\]

and \( Y(0) = I \). Hence, (45) and (46) holds. Constructing \( U(t) \) according to (47), we obtain:

\[
U(t) = \text{diag} \[ V(t) \]_{\infty}, \quad V(t) = \frac{1}{\Delta(t - 2\pi k)} \begin{bmatrix} 2a(1 + a(t - 2\pi k)) - 2a^2 \sin t \cos t, -2a^2 \sin^2 t \end{bmatrix},
\] (70)

\[ t \in [2\pi k, 2\pi (k + 1)), \quad k \in \mathbb{Z}. \]
By Theorem 2, the gain operator function (70) with $\alpha$ defined by (61) ensures equality (50), kinematic similarity of systems:

$$\dot{x}(t) = (A + BU(t))x(t), \quad t \in \mathbb{R},$$

and

$$\dot{x}(t) = (A + \lambda I)x(t), \quad t \in \mathbb{R},$$

on $\mathbb{R}$, and the equality $\kappa(A + BU) = \lambda = \mu$.

For numerical simulation, let us construct the projection of systems (71) and (72) into the space $\mathbb{R}^2 = \{(x_1, x_2), x_1, x_2 \in \mathbb{R}\}$. We obtain the systems

$$\dot{y}(t) = (F + GV(t))y(t), \quad t \in \mathbb{R}, \quad y \in \mathbb{R}^2,$$

and

$$\dot{y}(t) = (F + \lambda E)y(t), \quad t \in \mathbb{R}, \quad y \in \mathbb{R}^2.$$  

Here $E$ is the identity $(2 \times 2)$-matrix. Systems (73) and (74) are kinematically similar, hence, since $\kappa(F) = 0$, we have $\kappa(F + GV) = \kappa(F + \lambda E) = \lambda$. Let us take, for example, $\lambda = -1/4$. The equality $\kappa(F + \lambda E) = -1/4$ means that system (74) (and (73)) is uniformly exponentially stable with the decay rate 1/4.

Let $\Xi(t, s)$ denote the evolution matrix of system (73) and $\Omega(t, s)$ denote the evolution matrix of system (74). Let,

$$\left[\begin{array}{c}
\xi_{11}(t) \\
\xi_{12}(t) \\
\xi_{21}(t) \\
\xi_{22}(t)
\end{array}\right], \quad \left[\begin{array}{c}
\omega_{11}(t) \\
\omega_{12}(t) \\
\omega_{21}(t) \\
\omega_{22}(t)
\end{array}\right].$$

We have $\Xi(t, 0) \bigg|_{t=0} = \Omega(t, 0) \bigg|_{t=0} = E$. Let us construct the graphs of the functions $\xi_{ij}(t), \omega_{ij}(t)$ (see, Figures 1–4).

Figure 1. Graphs of the functions $A = \omega_{11}(t), B = \omega_{21}(t)$.
Figure 2. Graphs of the functions $A = \omega_{12}(t), B = \omega_{22}(t)$.

Figure 3. Graphs of the functions $A = \xi_{11}(t), B = \xi_{21}(t)$.

Figure 4. Graphs of the functions $A = \xi_{12}(t), B = \xi_{22}(t)$. 
One can see from system (73) and (74) (and from the graphs) that:

\[ \omega_{11}(2\pi) = \xi_{11}(2\pi) = e^{-\pi/2} \approx 0.2079, \quad \omega_{12}(2\pi) = \xi_{12}(2\pi) = 0, \]
\[ \omega_{21}(2\pi) = \xi_{21}(2\pi) = 0, \quad \omega_{22}(2\pi) = \xi_{11}(2\pi) = e^{-\pi/2} \approx 0.2079. \]  

One can see also that the functions \( \omega_{ij} \) are smooth. Since the matrix of system (73) is piecewise continuous, the matrix function \( \Xi(t, 0) \) is piecewise smooth and its derivative can be discontinuous at the points \( t = 2\pi k \). Calculating the one-sided limits from (73), we obtain that:

\[ \xi_{11}(t) \bigg|_{t=2\pi-0} = (e^{-\pi/2} - 1)/\pi \approx -0.2521, \quad \xi_{11}(t) \bigg|_{t=2\pi+0} = (e^{-\pi/2} - 1)e^{-\pi/2}/\pi \approx -0.0524, \]
\[ \xi_{12}(t) \bigg|_{t=2\pi-0} = \xi_{12}(t) \bigg|_{t=2\pi+0} = -e^{-\pi/2}, \quad \xi_{21}(t) \bigg|_{t=2\pi-0} = \xi_{21}(t) \bigg|_{t=2\pi+0} = e^{-\pi/2}, \]
\[ \xi_{22}(t) \bigg|_{t=2\pi-0} = \xi_{22}(t) \bigg|_{t=2\pi+0} = 0, \]

i.e., only the function \( \xi_{11}(t) \) has the discontinuous derivative at the point \( t = 2\pi \). This is confirmed by the graphs.

It follows from (75) that:

\[ \Xi(2\pi, 0) = \Omega(2\pi, 0) = \begin{bmatrix} e^{-\pi/2} & 0 \\ 0 & e^{-\pi/2} \end{bmatrix} \approx \begin{bmatrix} 0.2079 & 0 \\ 0 & 0.2079 \end{bmatrix}. \]

By periodicity, we have:

\[ \Xi(4\pi, 0) = \Omega(4\pi, 0) = \begin{bmatrix} e^{-\pi} & 0 \\ 0 & e^{-\pi} \end{bmatrix} \approx \begin{bmatrix} 0.0432 & 0 \\ 0 & 0.0432 \end{bmatrix}, \]

and so on, \( \Xi(2\pi k, 0) = \Omega(2\pi k, 0) = e^{-\pi k/2} E, k \in \mathbb{Z} \). The graphs confirm asymptotic equivalence of the behavior of solutions of systems (73) and (74).

**Remark 2.** The advantage of the developed method is that it allows us to establish the exact asymptotics (i.e., exact equality \( \varpi(A + BU) = \mu \)) for the closed-loop system, in contrast to, e.g., [35], from which one can only obtain the inequality \( \Lambda(A + BU) \leq \varpi \) for the upper Lyapunov exponent \( \Lambda \) of the closed-loop system. The problem of exact assignment of the upper Bohl exponent for a system in infinite-dimensional space in the presented formulation has not been previously investigated. Moreover, the developed method allows us to assign exact values for other asymptotic invariants of the closed-loop system (central exponents, exponential exponents etc.). A disadvantage is that the analytical expressions for the controller (and for solutions of the closed-loop system) can be complicated, in contrast to the stabilization problem [35]. This method can be applied to any system with the property of exact controllability. The choice of matrices in the example in a rather simple form was made for illustrative purposes because in this case the analytical expressions for the controller and for the solutions of the closed-loop system is not very complicated.

5. Conclusions

For a linear time-invariant control system in a Hilbert space with bounded operator coefficients, we examined the problem of arbitrary assignment of the upper Bohl exponent by means of linear state feedback with a time-varying linear bounded gain operator function. We have proved that the property of exact controllability of the open-loop system is sufficient for arbitrary assignability of the upper Bohl exponent of the closed-loop system. We plan to extend these results to systems without necessarily bounded operator \( A \) but generating a \( C_0 \)-continuous semigroup. We plan to prove similar results for systems with dynamic output feedback. Further development of these results may be their extension to systems with periodic coefficients and with arbitrary time-varying non-periodic
coefficients, to systems in general Banach spaces, or to systems with discrete time. We expect to apply the results to specific systems, for example, to systems with delays, considering them as abstract systems of differential equations in an infinite-dimensional space.
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