Fluctuation–dissipation relations in the absence of detailed balance: formalism and applications to active matter

Sara Dal Cengio\textsuperscript{1}, Demian Levis\textsuperscript{1,2} and Ignacio Pagonabarraga\textsuperscript{1,2,3}

\textsuperscript{1} Departamento de Física de la Matèria Condensada, Universitat de Barcelona, Martí i Franquès 1, E08028 Barcelona, Spain
\textsuperscript{2} UBICS University of Barcelona Institute of Complex Systems, Martí i Franquès 1, E08028 Barcelona, Spain
\textsuperscript{3} Centre Européen de Calcul Atomique et Moléculaire (CECAM), École Polytechnique Fédérale de Lausanne (EPFL), Batochimie, Avenue Forel 2, 1015 Lausanne, Switzerland

E-mail: sara01.dalcengio@gmail.com

Received 16 July 2020
Accepted for publication 19 February 2021
Published 6 April 2021

Abstract. We present a comprehensive study about the relationship between the way detailed balance is broken in non-equilibrium systems and the resulting violations of the fluctuation–dissipation theorem. Starting from stochastic dynamics with both odd and even variables under time-reversal, we derive an explicit expression for the time-reversal operator, i.e. the Markovian operator which generates the time-reversed trajectories. We then exploit the relation between entropy production and the breakdown of detailed balance to establish general constraints on the non-equilibrium steady-states (NESS), which relate the non-equilibrium character of the dynamics with symmetry properties of the NESS distribution. This provides a direct route to derive extended fluctuation–dissipation relations, expressing the linear response function in terms of NESS correlations. Such framework provides a unified way to understand the
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departure from equilibrium of active systems and its linear response. We then consider two paradigmatic models of interacting self-propelled particles, namely active Brownian particles and active Ornstein–Uhlenbeck particles. We analyze the non-equilibrium character of these systems (also within a Markov and a Chapman–Enskog approximation) and derive extended fluctuation–dissipation relations for them, clarifying which features of these active model systems are genuinely non-equilibrium.
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1. Introduction

The fluctuation–dissipation theorem (FDT) relates the correlations of spontaneous fluctuations, to the fluctuations induced by external stimuli [1]. In practice, it allows to probe the response to external fields by analyzing the corresponding time-dependent equilibrium fluctuations, either in experiments or in simulations. For instance, it allows to infer transport or mechanical properties of soft materials from light scattering without ever perturbing them [2, 3]. The FDT plays a particularly important role in statistical mechanics as it is among the very rare general results in non-equilibrium, although near to, conditions. It is valid for any equilibrium system (both in the classical and quantum realm) gently driven out-of-equilibrium by a small perturbation. Accordingly to the FDT, the response of an observable $A$ at time $t$ to a perturbation $h$, applied at time $s$, and causing the change in the energy of the system $E \rightarrow E - h(s)B$, is determined by an equilibrium correlation function as

$$ \begin{align*}
\delta \langle A \rangle_t \bigg|_{h \to 0} &= R_A(t, s) = \beta \frac{\partial}{\partial s} \langle A(t)B(s) \rangle_{eq}, \quad t > s
\end{align*} $$

where $R_A$ is the response function of the observable $A$ reacting to a perturbation conjugated to $B$ and $\langle A(t)B(s) \rangle_{eq}$ is the equilibrium correlation function between these two latter observables at temperature $\beta^{-1} = k_B T$.

In its general formulation above, the FDT was first derived in the context of Hamiltonian mechanics [4, 5]. It has later been extended to stochastic descriptions [6] which rely on the hypothesis of scale separation between the system of interest and the bath, giving rise to dissipative and noisy terms entering in the equations of motion. As a result, the latter are no longer invariant under time-reversal. Nevertheless a footprint of reversibility holds at the stochastic description level under the name of detailed balance (DB) [7, 8]. As long as DB is guaranteed, the FDT holds, both in thermal and athermal states [9, 10].

For systems breaking DB, relentlessly evolving far-from-equilibrium, the FDT is no longer justified. The question of whether a similar relation as equation (1) can be derived in this case, has been the focus of a great deal of research efforts over the last decades. In particular, several extended fluctuation–dissipation relations (FDR) have been derived, using different approaches, for systems in non-equilibrium steady-states (NESS). However, contrary to equilibrium states, no universal relation such as equation (1) exists for NESS. The establishment of a general extended FDR with the features of the equilibrium FDT, remains a central challenge towards the construction of a general framework to deal with non-equilibrium systems. In the context of stochastic dynamics, extended FDR for NESS have mostly focused on overdamped descriptions [11–17]. We refer to [18–21] for recent reviews on the topic.

Among the variety of non-equilibrium systems, living matter constitutes a particularly interesting class. From a physics viewpoint, it can be considered as active matter: systems composed of interacting units—be it a cell, a molecular motor, an auto-catalytic colloid—capable of extracting energy from their environment to perform some task and,
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4We consider, without loss of generality, observables with zero mean.
typically (as in the cases we consider here), self-propel. In contrast with passive systems relaxing towards NESS, which are driven out-of-equilibrium by external global means (usually through their boundaries), active systems break DB at the level of each of its constituents, defining a fundamentally different class of non-equilibrium systems [22, 23].

A renewed interest in the characterization of NESS comes indeed from active matter physics. The possibility to extend equilibrium-like concepts to characterize active matter, in particular their NESS, has been the focus of intense efforts over the past decade. Most of our general understanding of such fundamental aspects of active matter has been gained through the detailed investigation of simple models of self-propelled particles, such as the active Brownian particles (ABP) [24–27] and active Ornstein–Uhlenbeck particles (AOUP) [28–33] models that we consider here. Quantities such as the pressure or chemical potential have been defined for model active systems and exploited to characterize their phase behavior and the nature of the (non-equilibrium) phase transitions they exhibit [27, 34–45].

Activity results on transport phenomena which are impossible in equilibrium passive systems, as recently observed in experiments involving biological microorganisms [46–49] as well as artificial phoretic motors [50–53]. A key step towards the fundamental understanding of active materials is to characterize transport coefficients and establish extended Green–Kubo expressions resulting from the FDR. Attempts of this sort have been limited to specific cases or regimes, mostly considering the small activity limit. In [54, 55], activity is treated as the perturbation on an otherwise equilibrium state, while in [31] an FDR is obtained in a small activity regime for which the dynamics of the system fulfills DB. In both cases, the reference state that is perturbed is not a genuine NESS: in the first case, it is an equilibrium state with Boltzmann statistics, while in the latter an effective equilibrium state with a generalized potential. The fundamental difficulties arising from the violation of DB are therefore bypassed. The linear response beyond such small activity limit has been analyzed for a single active particle in [56]. In [57], response functions were obtained beyond such limit regimes, although they are not written in terms of NESS time-correlation functions, as one wills for establishing FDR, but as weighted averages (in the spirit of Malliavin weight sampling [58, 59]). Another strategy consists in systematically quantifying the violations of the FDT through an effective temperature [28, 60–68]. While this approach provides useful insights into the dynamics of NESS, it does not carry the same piece of information as an FDR, i.e. a generic way to assess the response function of an active system in terms of the steady-state fluctuations of measurable observables.

Although the non-equilibrium nature of active systems is intrinsically different from the one of passive driven systems, as for the construction of a linear response theory, the fundamental difficulty to be tackled in both cases is the breakdown of DB. Thus, before restricting our analysis to specific models of active particles, we first consider a generic out-of-equilibrium Markovian process and establish the consequences of DB violation. We consider here a dynamics with both even and odd variables under time-reversal (the prototypical example being the underdamped Langevin process) and derive a general expression for its time-reversal operator. This allows us to relate explicitly the breakdown of DB to the presence of irreversible fluxes while properly including the parity.
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Fluctuation–dissipation relations in the absence of detailed balance: formalism and applications to active matter under time-reversal in the picture. Further, by using the definition of entropy production we establish novel general constraints on the NESS to be fulfilled by any Markovian dynamics. The framework and results obtained are particularly relevant for systems with both even and odd variables under time-reversal and stand for a relation between the nature of the non-equilibrium fluxes and the symmetry (under time-reversal) of the NESS distribution. We finally turn to discuss the validity/violation of the FDT in archetypical models of active particles: ABP and AOUP. For ABP we consider the non-interacting limit and an effective equilibrium regime resulting from a Markovian approximation, extending the results and discussion in [69] in connection to the general formalism introduced here. For AOUP we derive a genuine, although approximated, non-equilibrium FDR unveiling the interplay between activity and interactions beyond an effective equilibrium regime. We discuss in detail the specificities of AOUP as compared with ABP as well as the different approximation schemes used in the literature to deal with many-body effects, providing a thorough account of the non-equilibrium aspects of both model systems.

The paper is organized as follows. In section 2 we establish the general framework and notation used throughout the paper. Here standard concepts and tools of stochastic modeling and equilibrium dynamics are recalled in order to make the text entirely self-consistent. A reader familiar with the formalism of stochastic processes may directly move to section 3. In the latter section, we derive an explicit expression for the generator of the time-reversed dynamics in the presence of both even and odd variables under time-reversal. By making the connection with entropy production, we thus establish general constraints a non-equilibrium stationary distribution must fulfill and link them to previously derived generalized FDR. Notably the framework here presented holds both for underdamped and overdamped dynamics breaking DB. Finally section 4 is dedicated to the application of these results to simple models of self-propelled particles (ABP and AOUP). Section 5 contains our conclusions and final remarks.

2. General aspects and definitions of stochastic dynamics

2.1. Fokker–Planck equation

Our starting point is a generic system with $N$ dynamic variables $\Gamma \equiv \{\Gamma_i\}_{i=1}^N$ defined on a manifold $\mathcal{M} \subset \mathbb{R}^N$. We introduce a probability distribution $\Psi$ which assigns $\Psi(\Gamma, t)$ to any point $\Gamma \in \mathcal{M}$ at a time $t$. The time evolution of $\Psi(\Gamma, t)$ is described by a generator $\Omega_0(\Gamma)$:

$$\partial_t \Psi(\Gamma, t) = \Omega_0(\Gamma) \Psi(\Gamma, t)$$

(2)

together with an appropriate initial condition $\Psi(\Gamma, 0)$. Formal integration of equation (2) leads to $\Psi(\Gamma, t) = e^{\Omega_0 t} \Psi(\Gamma, 0)$. We denote $\Psi_0$ a steady-state solution:

$$\Omega_0 \Psi_0 = 0.$$  

(3)

Up to here, we did not need to specify the nature of the dynamics. We shall now focus on stochastic dynamics (although the following formalism could be extended to, say,
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Hamiltonian dynamics). Under the hypothesis of Markovianity [70], the generator in equation (2) has the so-called Fokker–Planck form:

\[
\Omega_0(\Gamma) = \sum_i \left( -\partial_i A_i(\Gamma) + \sum_j \partial_i \partial_j B_{ij}(\Gamma) \right)
\]  

where \( \partial_i \equiv \partial/\partial \Gamma_i \), \( A \equiv \{ A_i \}_{i=1}^N \) is the drift vector and \( B \equiv \{ B_{ij} \}_{i,j=1}^N \) is the \( N \times N \) diffusion matrix. In the following, unless explicitly stated otherwise, we will take \( B \) to be invertible and diagonal with constant entries, such that \( B_{ij} \equiv D_i \delta_{ij} \).

The dynamics is fully specified by the knowledge of \( \Psi(\Gamma, t) \) or, equivalently, by the knowledge of the conditional probability density \( P(\Gamma, t | \Gamma_0, t_0) \) defined as the probability to be in \( \Gamma \) at time \( t \) given the configuration \( \Gamma_0 \) at time \( t_0 \). By replacing \( \Psi(\Gamma, t) \) with \( P(\Gamma, t | \Gamma_0, t_0) \) in equation (2) one gets

\[
\partial_t P(\Gamma, t | \Gamma_0, t_0) = \Omega_0(\Gamma) P(\Gamma, t | \Gamma_0, t_0)
\]  

which is often called forward equation to distinguish it from the backward equation:

\[
\partial_t P(\Gamma, t | \Gamma_0, t_0) = -\Omega_0^\dagger(\Gamma_0) P(\Gamma, t | \Gamma_0, t_0)
\]  

where \( \Omega_0^\dagger(\Gamma) = \sum_i A_i(\Gamma) \partial_i + D_i \partial_i^2 \) is the adjoint operator of \( \Omega_0 \). Equation (6) will be our starting point to characterize the departure from equilibrium in systems breaking DB (see section 3.1).

2.2. Symmetry aspects under time-reversal

We shall distinguish the dynamic variables \( \{ \Gamma_i \}_{i=1}^N \) according to their parity under time-reversal

\[
\mathcal{T} : \Gamma \in \mathcal{M} \mapsto \varepsilon \Gamma = \{ \varepsilon_i \Gamma_i \} \in \mathcal{M}, \quad \varepsilon_i = \pm 1.
\]  

Variables \( \Gamma_i \) for which \( \varepsilon_i = 1 \) are said even under time-reversal and variables for which \( \varepsilon_i = -1 \) are said to be odd\(^5\).

The Fokker–Planck equation stands for the conservation of the probability density and can thus be written in terms of a probability flux \( J \equiv \{ J_i \}_{i=1}^N \) as

\[
\partial_t \Psi(\Gamma, t) = \Omega_0(\Gamma) \Psi(\Gamma, t) = -\nabla \cdot J(\Gamma, t)
\]  

\[
J_i(\Gamma, t) \equiv A_i(\Gamma) \Psi(\Gamma, t) - D_i \partial_i \Psi(\Gamma, t)
\]  

where \( \nabla \equiv \{ \partial_i \} \). Since we allow \( \{ \Gamma_i \} \) to be either even or odd under time-reversal, we can decompose the drift vector in a reversible and an irreversible part, \( A = A^{\text{rev}} + A^{\text{irr}} \), defined as

\[
A^{\text{rev}}_i(\Gamma) \equiv - \frac{1}{2} \left[ A_i(\Gamma) - \varepsilon_i A_i(\varepsilon \Gamma) \right]
\]  

\[
A^{\text{irr}}_i(\Gamma) \equiv - \frac{1}{2} \left[ A_i(\Gamma) + \varepsilon_i A_i(\varepsilon \Gamma) \right]
\]  

\(^5\)For instance, if one has in mind the dynamics of a particle in phase space, \( \Gamma = (r, p) \) and \( \mathcal{T} : (r, p) \mapsto (r, -p) \).
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$$A^\text{rev}_i(\varepsilon \Gamma) = -\varepsilon_i A^\text{rev}_i(\Gamma), \quad A^\text{irr}_i(\varepsilon \Gamma) = \varepsilon_i A^\text{irr}_i(\Gamma).$$

(12)

We thus identify two distinct contributions to the total probability flux $J_i(\Gamma, t) = J^\text{rev}_i(\Gamma, t) + J^\text{irr}_i(\Gamma, t)$, where

$$J^\text{rev}_i(\Gamma, t) = A^\text{rev}_i(\Gamma) \Psi(\Gamma, t)$$

(13)

$$J^\text{irr}_i(\Gamma, t) = A^\text{irr}_i(\Gamma) \Psi(\Gamma, t) - D_i \partial_i \Psi(\Gamma, t).$$

(14)

We denote the steady-state flux $J_0$ and define the steady-state velocity as

$$\mathbf{V}(\Gamma) \equiv J_0(\Gamma)/\Psi_0(\Gamma) = \{V^\text{rev}_i + V^\text{irr}_i \}_i.$$

(15)

(In the following, we also report its time-dependence $\mathbf{V}(\Gamma, t) \equiv J(\Gamma, t)/\Psi(\Gamma, t)$). The decomposition of the probability flux into two contributions with different symmetry under time-reversal will play a central role in the following treatment [71–73].

It is worth at this stage to make a few remarks. By definition (see equation (10)), in the absence of odd variables under time-reversal, as for the case of overdamped Brownian dynamics, $A^\text{rev}$ is identically zero. In this case the reversible flux vanishes and the total probability flux is identified with the irreversible contribution, i.e. $J(\Gamma, t) = J^\text{irr}(\Gamma, t)$.

Finally, in the absence of dissipation (and diffusion) the generator $\Omega_0$ would be identified with the Liouville operator. In that case, the irreversible part of the flux would vanish and the motion would be purely reversible, as expected from time-reversal symmetry of the ‘microscopic’ Hamilton equations of motion.

2.3. Observables

Physical observables are represented by real functions acting on $\mathcal{M}$, such that $A : \Gamma \in \mathcal{M} \mapsto A(\Gamma) \in \mathbb{R}$. Their steady-state average is defined as

$$\langle A \rangle_0 = \int_{\mathcal{M}} d\Gamma A(\Gamma) \Psi_0(\Gamma)$$

(16)

and the ensemble average at time $t$ is defined as

$$\langle A \rangle_t = \int_{\mathcal{M}} d\Gamma A(\Gamma) \Psi(\Gamma, t) = \int_{\mathcal{M}} d\Gamma A(\Gamma) e^{\Omega_0 t} \Psi(\Gamma, 0).$$

(17)

The time evolution may be given to the observables (instead of the probability distribution) using the adjoint of the Fokker–Planck operator

$$\langle A \rangle_t = \int_{\mathcal{M}} d\Gamma e^{\Omega_0 t} A(\Gamma) \Psi(\Gamma, 0) \equiv \int_{\mathcal{M}} d\Gamma A(t) \Psi(\Gamma, 0).$$

(18)

Both expressions of $\langle A \rangle_t$ are fully equivalent and are respectively referred to as the Schrödinger and Heisenberg representation, by analogy with quantum mechanics [74].
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Finally, we introduce the linear response function $R_A(t, s)$ encoding the change of an observable $A$, due to an infinitesimal perturbation $h$ which results in a change of generator $\Omega_0 \rightarrow \Omega = \Omega_0 + \Omega_{\text{ext}}(h)$. It is defined as

$$\langle A \rangle_t - \langle A \rangle_0 = \int_0^t ds R_A(t, s) h(s) + O(h^2), \quad t > s,$$

where we assumed the perturbation to be switched on at $t = 0$ and the system to be originally at steady state. Then, writing the response function $R_A$ as given by the equilibrium FDT equation (1), considering a constant perturbation $h$ and integrating, we obtain

$$\langle A \rangle_t - \langle A \rangle_0 = h\beta [\langle A(t)B(t) \rangle_{\text{eq}} - \langle A(t)B(0) \rangle_{\text{eq}}],$$

In its integrated version, the equilibrium FDT reduces to a simple linear relation between the integrated response and its conjugated correlation function.

### 2.4. Detailed balance

Whether we interpret a stochastic dynamics as deriving from an underlying microscopic description fulfilling the laws of classical or quantum mechanics or not, DB constitutes the key symmetry of equilibrium. A system is said to satisfy DB if, at stationarity, any microscopic process is balanced by the reversed one. It can thus be formally written as

$$P(\Gamma_f, t_f|\Gamma_i, t_i) \Psi_0(\Gamma_i) = P(\varepsilon \Gamma_f, t_f|\varepsilon \Gamma_i, t_i) \Psi_0(\varepsilon \Gamma_f)$$

for any pair of states $(\Gamma_i, \Gamma_f)$ and at any times $(t_i, t_f)$. By setting $t_i = t_f$ in equation (21) we get:

$$\Psi_0(\Gamma) = \Psi_0(\varepsilon \Gamma), \quad \forall \Gamma \in \mathcal{M}.$$  

(22)

It follows that the mean value of any current-like observable, i.e. $A(\varepsilon \Gamma) = -A(\Gamma)$ must be zero if DB is fulfilled\(^6\). Rather than being a symmetry at the level of single trajectories, DB is formulated in equation (22) as a symmetry property of the steady-state distribution $\Psi_0(\Gamma)$. Actually, a necessary and sufficient condition for DB to hold is the absence of irreversible fluxes in steady conditions [75]:

$$\text{DB} \iff J^\text{irr}_0 = 0$$

(23)

where $J^\text{irr}_0 = \{A^\text{irr}_i(\Gamma)\Psi_0(\Gamma) - D_i \partial_i \Psi_0(\Gamma)\}_{i=1}^N$. This means that reversible steady-state fluxes are not constrained by DB. As such, in the presence of odd (momentum-like) variables as in the underdamped description, reversible steady-state fluxes can be present in a system fulfilling DB (although physical currents must have all zero ensemble averages, see equation (22)) [76, 77].

The absence of irreversible fluxes, equation (23), imposes the so-called

\(^6\)Note that here we are referring to physical currents and not to the probability current $J_i$ in equation (8). Indeed, equation (22) implies $\langle A \rangle_0 = \int d\Gamma A(\varepsilon \Gamma) \Psi_0(\varepsilon \Gamma) = -\int d\Gamma A(\Gamma) \Psi_0(\Gamma) = -\langle A \rangle_0$ if $A(\varepsilon \Gamma) = -A(\Gamma)$.
Fluctuation–dissipation relations in the absence of detailed balance: formalism and applications to active matter

thermodynamic curvature’ [78] (the curl in $N$ dimensions) of the irreversible drift to vanish:

$$D^{-1}_i \partial_j A_i^\text{irr}(\Gamma) - D^{-1}_j \partial_i A_j^\text{irr}(\Gamma) = 0. \quad (24)$$

Note that the latter expression provides a remarkable advantage over the definition in equation (23) as it expresses DB as a purely geometrical property of the drift and diffusion terms. In order to attest DB in equation (23) one needs to solve for $\Psi_0(\Gamma)$ explicitly, which in turn is typically prohibitive when DB does not hold. Whenever the thermodynamic curvature vanishes, one can derive a steady solution $\Psi_0(\Gamma)$ by direct integration. No such a procedure exists if DB is broken, and no prescribed functional form of the multivariate Fokker–Planck equation can be derived in general.

2.5. The fluctuation–dissipation theorem

We focus now on the linear response of a system initially prepared in a steady-state. At $t = 0$ we apply an infinitesimal perturbation (generally time dependent) to the drift vector $A \rightarrow A + \delta A(t)$. The evolution equation (2) now reads:

$$\partial_t \Psi(\Gamma, t) = \Omega \Psi(\Gamma, t) = [\Omega_0(\Gamma) + \Omega_{\text{ext}}(\Gamma, t)] \Psi(\Gamma, t) \quad (25)$$

where

$$\Omega_{\text{ext}}(\Gamma, t) \Psi(\Gamma, t) = -\nabla \cdot [\delta A(\Gamma, t) \Psi(\Gamma, t)] \quad (26)$$

accounts for the perturbation. Equation (25) is equivalent to the integral equation [1]:

$$\Psi(\Gamma, t) = e^{\Omega_0(\Gamma)t} \Psi(\Gamma, 0) + \int_0^t ds e^{\Omega_0(\Gamma)(t-s)} \Omega_{\text{ext}}(\Gamma, s) \Psi(\Gamma, s), \quad (27)$$

as it is seen by differentiating both side of equation (27) by $t$. In the case of a constant perturbation, and to first order in $\delta A$, equation (27) reduces to:

$$\Psi(\Gamma, t) = \Psi_0(\Gamma) + \int_0^t dt' e^{\Omega_0(\Gamma)t'} \Omega_{\text{ext}}(\Gamma) \Psi_0(\Gamma). \quad (28)$$

For an observable $A$, we then find the so-called Agarwal FDR [9]:

$$\langle A \rangle_t - \langle A \rangle_0 = \int_0^t ds \langle A(s) B(0) \rangle_0, \quad B(0) \equiv \frac{\Omega_{\text{ext}}(\Gamma) \Psi_0(\Gamma)}{\Psi_0(\Gamma)} \quad (29)$$

where $B$ is the observable conjugated to the perturbation $\delta A$. Alternatively, using
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Figure 1. Illustration of the conditional probability $f$ introduced to quantify violations of DB. A force $F$ is applied to a colloidal particle, which favors motion towards the right, and thus $f(\Gamma_0, t| \Gamma, t_0) < P(\Gamma, t| \Gamma_0, t_0)$. In the absence of external drive, DB is satisfied and there is no preference to move right or left, thus $f(\Gamma_0, t| \Gamma, t_0) = P(\Gamma, t| \Gamma_0, t_0)$.

equation (26) into equation (29) the integrated response can be expressed as:

$$\langle A \rangle_t - \langle A \rangle_0 = - \int_0^t ds \langle A(s) \nabla \cdot \delta A + \delta A \cdot \nabla \log \Psi_0 \rangle_0 (30)$$

which resembles the FDR as originally appeared in the context of dynamical systems [79]. At this level, no equilibrium hypothesis has been made and, as such, equations (29) and (30) remain valid for any NESS provided it is described by a Markovian evolution (equations (2)–(4)). For an equilibrium system fulfilling DB, i.e. $\Psi_0(\Gamma) = \Psi_{eq}(\Gamma)$, the conjugated observable $B$ can be computed explicitly.

As an illustration, we consider a one-dimensional overdamped Brownian particle in contact with a thermal bath at temperature $T$ that we perturb by applying, at $t = 0$, a constant external force $h$. In this case $\Omega_0 = \mu \partial_x [k_B T \partial_x - F]$ with $F \equiv -U'(x)$ the conservative force acting on the particle, $\mu$ the particle mobility, and $\Omega_{ext} = -\mu h \partial_x$. From equation (29) we immediately obtain

$$\langle A \rangle_t - \langle A \rangle_0 = -\mu \beta h \int_0^t ds \langle A(s) F(0) \rangle_0. \quad (31)$$

If we now replace $\mu F = \dot{x} - \sqrt{2\mu k_B T} \xi$ and use the fact that $R_A(t) = \sqrt{\beta \mu/2} \langle A(t) \xi(0) \rangle$ [80] we find the following familiar form of the FDT for Brownian suspensions

$$\langle A \rangle_t - \langle A \rangle_0 = \beta h \int_0^t ds \langle A(s) \dot{x}(0) \rangle_0. \quad (32)$$

From this relation, it is straightforward to derive Green–Kubo expressions for transport coefficients, such as the mobility and diffusivity. For instance, by choosing $A \equiv \dot{x}$ we find the well-known expressions

$$\mu = \lim_{t \to \infty} \frac{\langle \dot{x} \rangle_t}{h} = \beta \int_0^\infty ds \langle \dot{x}(s) \dot{x}(0) \rangle_0, \quad D = \int_0^\infty ds \langle \dot{x}(s) \dot{x}(0) \rangle_0. \quad (33)$$
3. Quantifying the violations of detailed balance

3.1. The time-reversal operator

In order to quantify the breakdown of DB let introduce the conditional probability to go from $\Gamma$ to $\Gamma_0$ forward in time (see figure 1):

$$f(\Gamma_0, t|\Gamma, t_0) \equiv \frac{\Psi_0(\varepsilon \Gamma)}{\Psi_0(\Gamma_0)} P(\varepsilon \Gamma_0, t|\varepsilon \Gamma, t_0).$$

Whenever DB holds $f(\Gamma_0, t|\Gamma, t_0) = P(\Gamma, t|\Gamma_0, t_0)$. When DB is violated, such identification is no longer valid. Nevertheless, it is still interesting to look at the evolution equation for $f(\Gamma_0, t|\Gamma, t_0)$ as it allows to quantify the breakdown of DB. Following the approach of [81] we start by writing the backward evolution equation, equation (6), for $P(\varepsilon \Gamma_0, t|\varepsilon \Gamma, t_0)$:

$$\partial_t P(\varepsilon \Gamma_0, t|\varepsilon \Gamma, t_0) = \sum_i \varepsilon_i \partial_i (\mathcal{A}_i(\varepsilon \Gamma) \times f) - \varepsilon_i f \times \partial_i (\mathcal{A}_i(\varepsilon \Gamma) \Psi_0(\varepsilon \Gamma)) \Psi_0(\varepsilon \Gamma) + D_i \partial_i^2 f$$

$$+ D_i \left\{ \partial_i^2 f - 2 \partial_i \left( f \times \frac{\partial_i \Psi_0(\varepsilon \Gamma)}{\Psi_0(\varepsilon \Gamma)} \right) + f \times \frac{\partial_i^2 \Psi_0(\varepsilon \Gamma)}{\Psi_0(\varepsilon \Gamma)} \right\}$$

where, for simplicity, we wrote $f(\Gamma_0, t|\Gamma, t_0) \equiv f$. Let now split the drift vector into its reversible and irreversible parts to rewrite the first term on the rhs of equation (36) as

$$\sum_i \varepsilon_i \partial_i (\mathcal{A}_i(\varepsilon \Gamma) \times f) = \sum_i \partial_i \left[ -\mathcal{A}^{\text{rev}}_i(\Gamma) + \mathcal{A}^{\text{irr}}_i(\Gamma) \right] \times f$$

$$= \sum_i \left[ -\partial_i \mathcal{A}_i(\Gamma) \times f + 2 \partial_i \left( \mathcal{A}^{\text{irr}}_i(\Gamma) \times f \right) \right].$$

By substituting equation (37) back into equation (36) and using the property $\Omega_0(\varepsilon \Gamma) \Psi_0(\varepsilon \Gamma) = 0$ we finally get

$$\partial_t f = \Omega_0(\Gamma) f + \sum_i \partial_i \left[ f \times \left( 2 \mathcal{A}_i^{\text{irr}}(\Gamma) - 2 D_i \partial_i \log \Psi_0(\varepsilon \Gamma) \right) \right].$$

When DB holds, the Fokker–Planck equation is recovered: since the initial condition for $f(\Gamma_0, t|\Gamma, t_0)$ and $P(\Gamma, t|\Gamma_0, t_0)$ is the same by definition, it follows that $f = P(\Gamma, t|\Gamma_0, t_0)$, as expected. We introduce the time-reversal operator, $\bar{\Omega}_0$, defined as the Markov generator of $f(\Gamma_0, t|\Gamma, t_0)$:

$$\partial_t f(\Gamma_0, t|\Gamma, t_0) \equiv \bar{\Omega}_0(\Gamma) f(\Gamma_0, t|\Gamma, t_0).$$
By comparing equation (38) with equation (39) and after some manipulations, we find an explicit expression for $\bar{\Omega}_0$ in terms of the Fokker–Planck operator:

$$\bar{\Omega}_0(\Gamma)f(\Gamma_0, t|\Gamma, t_0) = \Psi_0(\varepsilon\Gamma)\Omega_0^\dagger(\varepsilon\Gamma) \left[ f(\Gamma_0, t|\Gamma, t_0)\Psi_0(\varepsilon\Gamma)^{-1} \right].$$

(40)

Notably, its adjoint

$$\bar{\Omega}_0^\dagger(\Gamma) = \Psi_0(\varepsilon\Gamma)^{-1}\Omega_0(\varepsilon\Gamma)\Psi_0(\varepsilon\Gamma)$$

(41)

has a precise dynamical meaning: it evolves the observable $A$ along time-reversed paths, such that

$$\langle A \rangle_{(-t)} \equiv \int d\Gamma\Psi_0(\Gamma)e^{\bar{\Omega}_0^\dagger t}A(\Gamma), \quad t > 0$$

(42)

or, for the two-time correlation function

$$\langle B(0)A(-t) \rangle_0 \equiv \int d\Gamma\Psi_0(\Gamma)B(\Gamma)e^{\bar{\Omega}_0^\dagger t}A(\Gamma), \quad t > 0.$$  

(43)

As such, it generalizes the standard formulation \cite{19} to the intricate case of variables with a different parity under time-reversal. Equations (40) and (41) are consistent with the expressions presented in \cite{77} and avoid any ambiguity concerning the parity transformation under time-reversal as they were directly derived from the dynamical equation (35).

From equation (41), we find the following expression quantifying the breakdown of DB in terms of irreversible probability fluxes:

$$\frac{\Omega_0^\dagger(\Gamma) - \bar{\Omega}_0^\dagger(\Gamma)}{2} = \frac{\varepsilon J_0^{\text{irr}}(\varepsilon\Gamma)}{\Psi_0(\varepsilon\Gamma)} \cdot \nabla \equiv \varepsilon \mathcal{V}^{\text{irr}}(\varepsilon\Gamma) \cdot \nabla.$$  

(44)

It immediately follows that DB holds if and only if the time-reversal operator equals the Fokker–Planck operator

$$\text{DB} \iff \Omega_0(\Gamma) = \bar{\Omega}_0(\Gamma).$$

(45)

From equation (44) the explicit expression for the time-reversed dynamics follows:

$$\bar{\Omega}_0(\Gamma) = -\sum_i \partial_i \left[ \left( \mathcal{A}_i^{\text{ev}}(\Gamma) - \mathcal{A}_i^{\text{irr}}(\Gamma) \right) + 2\partial_i \log \Psi(\varepsilon\Gamma) \right] + D_i \partial_i.$$  

(46)

By comparing it with the original dynamics in equation (4) we see that, in order to generate time-reversed trajectories with the same probability as the original trajectories, one needs not just to reverse the irreversible drift $\mathcal{A}_i^{\text{irr}}$ but also to introduce a new term depending on $\Psi_0$ evaluated at the $\\{\varepsilon\Gamma\}$.

This highlights the importance of keeping track of the parity transformation.

Notably the reversible drift is not modified in the time-reversed dynamics. Since DB only constrains irreversible fluxes to vanish, it is thus expected that its breakdown only concerns their presence. The expression equation (44) derived here is general. It quantifies the breakdown of DB in systems with both odd and even variables, such as collections of interacting particles with inertia \cite{82} or noisy RLC circuits \cite{83}.
3.2. General constraints on non-equilibrium steady-states

It is useful to notice that the irreversible steady-state velocity quantifying the non-equilibrium character of the dynamics, or breakdown of DB, is directly related to the house-keeping entropy production, i.e. the entropy being produced in a NESS. For a stochastic dynamics described by the Fokker–Planck equation (2), the house-keeping entropy production rate is expressed as [84]:

\[
\langle \dot{S}_{hk} \rangle_t = k_B \sum_i \int d\Gamma D_i^{-1} \Psi(\Gamma, t) (\varepsilon V^\text{irr}_i(\varepsilon \Gamma))^2 \geq 0
\]  

(47)

where we recognize inside the integral the steady-state velocity quantifying the violations of DB in equation (44). The house-keeping term constitutes the entropy production necessary to sustain a NESS and it is positive as soon as DB is broken. It may be compared with the standard formula for the total entropy production [84–86]:

\[
\langle \dot{S}_{tot} \rangle_t = k_B \sum_i \int d\Gamma D_i^{-1} \Psi(\Gamma, t) (V^\text{irr}_i(\Gamma, t))^2 \geq 0.
\]

(48)

embedding contributions coming from the breakdown of DB as well as from any time-dependent processes (the so-called excess entropy production). By definition, in stationary conditions, \(\dot{S}_{hk}\) must reduce to the total entropy change \(\dot{S}_{tot}\), since no time-dependent contribution is present. While this is obvious for even variables, in the presence of odd variables this observation provides a general constraint on the steady-state velocity such that:

\[
[V^\text{irr}_i(\varepsilon \Gamma)]^2 = [V^\text{irr}_i(\Gamma)]^2.
\]

(49)

As already mentioned, \(\Psi_0\) does not necessary have a given parity under time-reversal. Nevertheless (without lack of generality) we may write it as:

\[
\Psi_0 = \mathcal{N} \exp(-\Phi) = \mathcal{N} \exp[-(\Phi_+ + \Phi_-)]
\]

(50)

where the generalized potential \(\Phi\) was decomposed into an even and odd contribution: \(\Phi(\varepsilon \Gamma) = \pm \Phi(\Gamma)\). Equation (49) then imposes:

\[
[A^\text{irr}_i + D_i \partial_i \Phi_+] D_i \partial_i \Phi_- = 0
\]

(51)

which, in order to be verified, requires one of the two following conditions:

\[
\partial_i \Phi_+(\Gamma) = -D_i^{-1} A^\text{irr}_i(\Gamma) \quad \text{or} \quad \partial_i \Phi_- = 0.
\]

(52)

Note that if both constraints are fulfilled simultaneously then the system obeys DB (see equation (23)). Equation (49) ‘relaxes’ one of the two constraints, allowing to distinguish two different ways of breaking DB, namely

\[
\Phi_-(\Gamma) = 0 \quad \text{but} \quad \partial_i \Phi_+(\Gamma) \neq -D_i^{-1} A^\text{irr}_i(\Gamma)
\]

(53)

\[\tag{53}\]

The generalized potential is assumed to be a differential function of the dynamic variables.
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\[ \partial_i \Phi_+ (\Gamma) = - D_i^{-1} A_i^{\text{irr}} (\Gamma) \quad \text{but} \quad \Phi_-(\Gamma) \neq 0. \tag{54} \]

Any non-equilibrium system with only even variables falls into the first category. On the contrary, systems with odd variables, such as the driven underdamped Brownian particle considered below, or the AOUP that we treat in detail in section 4.2, fall into the second category. For systems with odd variables, it follows that the irreversible flux is directly related (only) to the odd part of the NESS distribution, such that:

\[ V^{\text{irr}}_i (\Gamma) = D_i \partial_i \Phi_-(\Gamma). \tag{55} \]

Equations (49), (52)–(54) constrain any NESS by relating explicitly the nature of the irreversible fluxes, responsible for the breakdown of DB, with the symmetry of the NESS distribution \( \Psi_0 \) under time-reversal.

In order to illustrate these results, we now consider a paradigmatic non-equilibrium model: a one-dimensional particle in a periodic potential \( U \), coupled to a thermal bath and driven out-of-equilibrium by a non-conservative force \( F \). The Langevin equation governing the dynamics of such system is (see figure 1)

\[ \dot{x}(t) = p(t) \quad \dot{p}(t) = -U'(x) + F - \gamma p(t) + \sqrt{2\gamma k_B T} \xi(t), \tag{56} \]

where \( \gamma = 1/\mu \) is the friction coefficient. The direct application of equation (54) in this simple case yields

\[ \Phi_+ (x, p) = \frac{\beta p^2}{2} + \Lambda(x) \tag{57} \]

\[ V^{\text{irr}}_p (x, p) = \gamma k_B T \frac{\partial \Phi_-}{\partial p} \tag{58} \]

where \( \Lambda(x) \) is any derivable function of \( x \). Thus, the even part of the generalized potential must be of the latter form, meaning that even terms \( p^{2n} \) with \( n > 1 \) are strictly forbidden in the NESS distribution. As expected, the dependence of \( \Psi_0 (x, p) \) on the positions, which are associated to reversible fluxes, is not constrained at all. Instead, irreversible fluxes are given by (gradients of) the odd part of the generalized potential. In the limit \( U \to 0 \), the NESS distribution of this simple model can be computed analytically and consists in a ‘tilted’ Gaussian distribution in \( p \) and a uniform distribution in \( x \), such as:

\[ \Psi_0 (x, p) = N \exp \left[ - \frac{(p - \langle p \rangle)^2}{2k_B T} \right]. \tag{59} \]

where \( \langle p \rangle = F/\gamma \) is the mean velocity of the particle. Combining equation (59) with equation (58) we find \( \Phi_- = -pF/\gamma k_B T \) and consequently:

\[ V^{\text{irr}}_p = -F \tag{60} \]

\[ \langle \dot{S}_{hk} \rangle_0 = \frac{F^2}{\gamma T} > 0 \tag{61} \]

---

\( ^8 \) Periodicity is needed in order to guarantee the existence of a steady-state.
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which reveals the non-equilibrium character of this system and the nature of its steady-state velocity: it is proportional to the particle net current, resulting in a positive housekeeping entropy production.

3.3. Extended fluctuation–dissipation relations

We now consider a system initially prepared in a NESS with probability distribution \( \Psi_0 \). At time \( t = 0 \), we apply a perturbation such that \( A \rightarrow A + \delta A \). Although the Agarwal FDR equation (29) remains valid (and exact), the lack of knowledge on \( \Psi_0 \) does not allow us to derive an explicit expression of the response function in terms of NESS correlations. To move further, an option would be to provide a reliable scheme to approximate \( \Psi_0 \). We follow this strategy in the next section when dealing with active particles. However, at a more fundamental level, the Agarwal expression can be used to derive alternative FDRs that explicitly relate the non-equilibrium response of the system to the symmetry properties of the NESS. For instance, alternative FDRs can be written in a way that explicitly relates the non-equilibrium response of the system to the symmetry properties of \( \Psi_0 \).

We start by rewriting the Agarwal FDR in terms of the decomposition in equation (50) as:

\[
\langle A \rangle_t - \langle A \rangle_0 = \sum_i \left\{ -\int_0^t ds \langle A(s)(\partial_i \delta A_i)(0) \rangle_0 + \int_0^t ds \langle A(s)(\delta A_i \partial_i \Phi_p)(0) \rangle_0 \\
+ \int_0^t ds \langle A(s)(\delta A_i \partial_i \Phi_m)(0) \rangle_0 \right\}. \tag{62}
\]

We then make use of the relations, derived in the previous section, between the generalized potential and the steady-state velocity to write

\[
\langle A \rangle_t - \langle A \rangle_0 = \sum_i \left\{ -\int_0^t ds \langle A(s)(\partial_i \delta A_i)(0) \rangle_0 + D_{i}^{-1} \int_0^t ds \langle A(s)(\delta A_i \partial_i V_{irr})(0) \rangle_0 \\
+ D_{i}^{-1} \int_0^t ds \langle A(s)(\delta A_i)\gamma_{irr}(0) \rangle_0 \right\}. \tag{63}
\]

which is valid both for overdamped and underdamped systems in the presence of any type of external perturbation \( \delta A \). As such, it generalizes the FDR appearing in [12, 19, 87], derived for an overdamped particle subjected to a conservative perturbation \( \delta A \equiv -\mu \partial_x U \), for which it reduces to:

\[
\langle A \rangle_t - \langle A \rangle_0 = D_{x}^{-1} \mu \int_0^t ds \left( \langle A(s)\dot{U}(0) \rangle_0 - \langle A(s)\partial_x U(0)\gamma_{irr}(0) \rangle_0 \right). \tag{64}
\]

If we consider the perturbation to be a constant force of amplitude \( h \), such that \( U \equiv hx \), equation (64) gives the non-equilibrium extension of the FDT as derived by Speck and Seifert in [12]. The term comprising the irreversible steady-state velocity in

https://doi.org/10.1088/1742-5468/abee22
Fluctuation–dissipation relations in the absence of detailed balance: formalism and applications to active matter equations (63) and (64) is responsible for the non-equilibrium character of the dynamics. Thus we notice, by comparing equations (62) and (63), that in the presence of odd variables full knowledge on $\Psi_0$ is not required to determine the response, but only on its odd part under time-reversal.

4. Application to active particles

We consider in this section ABP and AOUP. We first discuss the non-equilibrium nature of their dynamics to then derive extended FDR. First, we show that ABP generically breaks DB and how, under a Markovian approximation, DB can be restored resulting in an effective FDT (where inter-particle interactions are replaced by an effective force). Secondly, we recall the results of Fodor et al [31] and Bonilla [33], showing that an equilibrium regime, fulfilling DB, exists for AOUP. Taking advantage of the Chapman–Enskog expansion in [33], we derive an extended FDR for AOUP taking into account terms that, as we show, explicitly break DB.

4.1. Active Brownian particles

4.1.1. The model. We consider now $N$ overdamped ABP moving in the 2D plane. They self-propel with a constant velocity $v_0$, along their orientation $\mathbf{n}_i = (\cos(\theta_i), \sin(\theta_i))$ and obey the following set of coupled Langevin equations

$$\dot{r}_i(t) = \mu_0 F_i + v_0 \mathbf{n}_i(t) + \xi_i(t), \quad \dot{\theta}_i(t) = \nu_i(t) \tag{65}$$

where $F_i = -\partial U/\partial r_i$ accounts for all (inter-particle or external) potential forces, $\mu_0$ is the single particle mobility and $\xi$ and $\nu$ are zero-mean Gaussian noises verifying $\langle \xi_i(t)\xi_j(t') \rangle = 2\mu_0 k_B T \delta_{ij} \delta(t-t') \mathbf{1}$ and $\langle \nu_i(t)\nu_j(t') \rangle = 2D_\theta \delta_{ij} \delta(t-t')$, $\mathbf{1}$ being the $2 \times 2$ identity matrix. It follows that

$$\langle \mathbf{n}_i(t) \cdot \mathbf{n}_i(0) \rangle = e^{-D_\theta \tau}, \tag{66}$$

defining a persistence time $\tau = 1/D_\theta$. The generator, or Fokker–Planck operator, corresponding to this Langevin dynamics is

$$\Omega_0(\Gamma) = \sum_i \frac{\partial}{\partial r_i} \left( \mu_0 k_B T \frac{\partial}{\partial r_i} - \mu_0 F_i - v_0 \mathbf{n}_i \right) + D_\theta \sum_i \frac{\partial^2}{\partial \theta_i^2} \tag{67}$$

where $\Gamma \equiv \{r_i, \theta_i\}$: all dynamical variables in ABP are considered even under time-reversal.

4.1.2. Non-equilibrium character and non-interacting regime. For ABP, DB is fulfilled if and only if (see equation (23))

$$\begin{cases} 
(\mu_0 F_i + v_0 \mathbf{n}_i) \Psi_0(\Gamma) = \mu_0 k_B T \frac{\partial}{\partial r_i} \Psi_0(\Gamma) \\
\frac{\partial}{\partial \theta_i} \Psi_0(\Gamma) = 0. \tag{68}
\end{cases}$$

https://doi.org/10.1088/1742-5468/abee22
These two equations cannot simultaneously hold due to the self-propulsion term, and therefore, ABP generically break DB. Since the forces $\mathbf{F}_i$ are conservative, the first condition can be integrated to get $\log \Psi_0 \sim -\beta[U - \sum_i v_0 \mathbf{n}_i \cdot \mathbf{r}_i / \mu_0]$. However, the second condition imposes $\Psi_0$ to be a function of positions only, which is inconsistent with the first condition because of the term in $\mathbf{n}_i \cdot \mathbf{r}_i$. In the passive case, $v_0 \to 0$, DB is recovered together with the standard Boltzmann distribution.

An illustrative example for which we can explicitly compute the steady-state velocity is a free ABP. The Fokker–Planck generator reads $\Omega_0 = \left[ \partial_r (\mu_0 k_B T \partial_r - v_0 \mathbf{n}) + D_\theta \frac{\partial^2}{\partial \theta^2} \right]$ and a stationary solution of the Fokker–Planck equation is $\Psi_0(r, \theta) = \rho_0 / 2\pi$ [88]. The steady-state velocity corresponding to this homogeneous NESS is

$$V^{\text{int}}(t) = (V^{\text{int}}_r, V^{\text{int}}_\theta) = (v_0 \mathbf{n}(t), 0). \quad (69)$$

Since the system is overdamped, there are no reversible fluxes. In order to apply the extended FDR, we consider a constant force perturbation $h$ applied along the $x$-axis. By choosing $A = \dot{x}$ and $U \equiv hx$ in equation (64) we obtain

$$\frac{\langle \dot{x}(t) \rangle}{h} = \beta \int_0^t ds \langle \dot{x}(s) \dot{x}(0) \rangle_0 - \beta v_0 \int_0^t ds \langle \dot{x}(s) \cos \theta(0) \rangle_0 \quad (70)$$

resulting in the following extended Stokes–Einstein relation in the long time regime

$$D / \mu_0 = k_B T + \frac{v_0^2}{2D_\theta \mu_0}. \quad (71)$$

Therefore, non-interacting ABP fulfill the Stokes–Einstein relation with an effective temperature

$$T_{\text{eff}} / T = 1 + \frac{v_0^2}{2D_\theta \mu_0 k_B T}. \quad (72)$$

It is worth noting here that, although ABP generically break DB in a fundamental way (and do not allow for a zero current steady-state solution), in the non-interacting limit they admit a NESS which fulfills the Stokes–Einstein relation.

4.1.3. Interacting regime: an effective Markovian description. As evidenced by the extended FDR equation (63), the response of a non-equilibrium system is not completely determined by NESS correlations of measurable observables, but also depends on the specific form of its steady-state velocity. In order to go beyond the non-interacting limit considered above and establish explicit FDR for interacting ABP one can approximate the dynamics by an effective equilibrium one that fulfills DB. Such kind of approximation has been used for ABP and also AOUP and comes under different names, the most usual ones being unified colored noise and Fox approximation [30, 89–91]. In both cases, the steady-state distribution of the new dynamics does not correspond to the equilibrium Boltzmann distribution in terms of the energy function of the original dynamics, but a ‘Boltzmann-like’ distribution in terms of an effective energy function. Despite the non-Boltzmann character of the steady-state distribution resulting from these approaches, all the difficulties associated with the absence of DB are lifted and one can readily derive an FDR by direct application of the general results presented in the previous section.
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To be more specific, we turn now into the analysis of interacting ABP within the Fox approximation [92, 93], as we previously presented in [69]. The starting point is to integrate out the angular variables appearing in the ABP dynamics. The equations of motion (65) are then approximated by

$$
\dot{r}_i(t) = \mu_0 F_i + \eta_i(t) \tag{73}
$$

where the noise $\eta_i$ is approximately Gaussian with zero mean and variance $\langle \eta_i(t)\eta_j(s) \rangle = (2\mu_0 k_B T \delta(t - s) + v_0^2 e^{-|t-s|/\tau}/2)\delta_{ij}$. The ABP dynamics in the reduced configuration space $\tilde{\Gamma} \equiv \{r_i\}$ is approximated by an effective Fokker–Planck dynamics generated by the operator:

$$
\Omega^M_{\alpha\gamma}(\tilde{\Gamma}) = \sum_{\alpha} \partial_{\alpha} \left( \sum_{\beta} \partial_{\beta} D_{\beta\alpha}(\tilde{\Gamma}) - \mu_0 F_{\alpha}(\tilde{\Gamma}) \right) \tag{74}
$$

where $D \equiv \{ D_{\beta\alpha} \}$ is an effective non-diagonal $2N \times 2N$ diffusivity tensor and Greek indices run over the spatial coordinates and the particle labels. To first order in $\tau \mu_0 \partial_\alpha F_\beta$, it reads

$$
D_{\alpha\beta}(\tilde{\Gamma}) = \mu_0 k_B T \delta_{\alpha\beta} + \frac{v_0^2 \tau}{2} \left( \delta_{\alpha\beta} + \tau \mu_0 \partial_\alpha F_\beta \right). \tag{75}
$$

Note that the Fox approximation is meaningful only when $|\tau \mu_0 \partial_\alpha F_\beta| < 1$.

In view of the discussion in section 2.4, we now show that this effective dynamics fulfills DB by making use of equation (24). The first step is to write the condition of DB equation (23) for the stationary probability density $\Psi_0(\tilde{\Gamma})$:

$$
\sum_{\beta} D_{\beta\alpha}(\tilde{\Gamma}) \partial_{\beta} \Psi_0(\tilde{\Gamma}) = \Psi_0(\tilde{\Gamma}) \left( \mu_0 F_{\alpha} - \sum_{\beta} \partial_{\beta} D_{\beta\alpha}(\tilde{\Gamma}) \right). \tag{76}
$$

We then multiply both sides by $D^{-1}_{\alpha\gamma}$ and sum over the index $\alpha$ to get:

$$
\partial_\gamma \log \Psi_0(\tilde{\Gamma}) = \sum_{\alpha} D^{-1}_{\alpha\gamma}(\tilde{\Gamma}) \left[ \mu_0 F_{\alpha} - \sum_{\beta} \partial_{\beta} D_{\beta\alpha}(\tilde{\Gamma}) \right] \equiv \beta F^\text{eff}_\gamma(\tilde{\Gamma}). \tag{77}
$$

In order for DB to hold, the ‘thermodynamic curvature’ of $F^\text{eff}_\gamma(\tilde{\Gamma})$ must vanish, i.e.

$$
\partial_\beta F^\text{eff}_\gamma = \partial_\gamma F^\text{eff}_\beta \quad \forall (\beta, \gamma). \tag{78}
$$

We follow the approach of [91] and substitute equation (75) into equation (77). After some manipulations, we re-express the effective force as:

$$
\beta F^\text{eff}_\gamma(\tilde{\Gamma}) = \partial_\gamma \left[ -\frac{\mu_0}{D_a} U(\tilde{\Gamma}) - \left( \frac{\mu_0 v_0 \tau}{2D_a} \right)^2 \sum_\alpha (F_{\alpha}(\tilde{\Gamma}))^2 - \log \left( \det D_a^{-1} \tilde{\Gamma} \right) \right] \tag{79}
$$

where $D_a \equiv \mu_0 k_B T + v_0^2 \tau/2$. It is now straightforward to verify equation (78). As a result, the system fulfills DB and therefore the FDT. In particular, in the presence of an
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Infinitesimal constant force $h$ applied on the $\gamma$-degree of freedom the integrated response results:

$$\langle A \rangle_t - \langle A \rangle_0 = -\mu_0 h \int_0^t ds \langle F_{\gamma}^e(0) A(s) \rangle_0$$

(80)

which is the analogous of the equilibrium FDT, equation (31), with the effective force replacing the actual one [69]. Equation (78) in turn implies that the effective force derives from an effective (non-pairwise) potential, such that $\Psi_0 \propto \exp \left[ -\mu_0 \Phi_{\text{Fox}}^{\text{eff}} / D_a \right]$ with:

$$\Phi_{\text{Fox}}^{\text{eff}} = U + \frac{\mu_0 v_0^2 \tau^2}{4 D_a} \sum_{\alpha} (\partial_{\alpha} U)^2 + \frac{D_a}{\mu_0} \log \left( \det D_a^{-1} \right).$$

(81)

Note that in the limit of small thermal noise, i.e. $D_a \to v_0^2 \tau / 2$ the effective potential in equation (81) reduces to the one derived in [30] for the adiabatic unified colored noise approximation.

Before leaving this section, it is worth mentioning that a diagonal-Laplacian approximation for $D(\widetilde{\Gamma})$ can be introduced [91, 94–96] by noticing that the effective diffusivity $D(\widetilde{\Gamma})$ only enters in the expression for the effective force, equation (79), through its determinant. Within this approximation the effective force $F_i^{\text{eff}}$ on particle $i$ reads:

$$F_i^{\text{eff}}(\widetilde{\Gamma}) = k_B T (\mu_0 F_i - \partial_i D_i) / D_i$$

(82)

with

$$D_i(\widetilde{\Gamma}) = D_a \left( 1 - \tau \mu_0 \partial_i \cdot F_i \right)$$

(83)

further simplifying the analysis of ABP within the Fox approximation. Despite fulfilling DB, this latter model has proved useful to capture some aspects of the out-of equilibrium behavior of ABP such as the emergence of attractive interactions out of purely steric ones [94] and the leading correction to the equilibrium Stokes–Einstein relation [69]. Those are reflected in the non-trivial shape of the effective potential in equation (81) which depends on the many-body diffusivity matrix, in contrast to the standard Boltzmann weight.

4.2. Active Ornstein–Uhlenbeck particles

4.2.1. The model. We consider in this section a similar model of self-propelled particles, now governed by the following set of two-dimensional overdamped Langevin equations

$$\dot{r}_i(t) = \mu_0 F_i + v_i$$

(84)

$$\dot{v}_i(t) = -\frac{v_i}{\tau} + \sqrt{\frac{2D_0}{\tau^2}} \eta_i(t)$$

(85)
where $F_i \equiv -\partial U/\partial r_i$ is the conservative force acting on particle $i$ (whose origin can be interactions with other particles or an external potential) and $v_i$ is the fluctuating self-propulsion velocity which is described by an Ornstein–Uhlenbeck process with characteristic persistence time $\tau$. Self-propulsion introduces persistence in the spatio-temporal dynamics of the active particles via the autocorrelation function of the self-propulsion velocity $\langle v_i(t)v_j(t') \rangle = D_0/\tau \exp(-|t-t'|/\tau)\delta_{ij}$ and reduces to passive (equilibrium) Brownian motion in the limit $\tau \to 0$, for which $\langle v_i(t)v_j(t') \rangle \to 2D_0\delta(t-t')\delta_{ij}$. Although a standard thermal noise could be added into the Langevin equation of AOUP, such contribution is assumed to be small with respect to the active noise $v$ and might be considered redundant, as it is not needed to recover equilibrium. These AOUP can be thought of as an approximate treatment of the ABP dynamics. Indeed, the reduced ABP dynamics obtained from the integration of the angular variables equation (73) can be identified, in the absence of translational noise ($T = 0$), to the AOUP dynamics by setting $v_0^2/2$ (in ABP) to $D_0/\tau$ (in AOUP).

Although originally thought of as an overdamped process, equation (84) involves velocity variables $v$ that can be considered as being odd under time-reversal [97]. Following this interpretation, one can introduce the velocities $p_i \equiv \dot{r}_i$ and rewrite equation (84) as an effective underdamped Langevin process [31]

$$\dot{r}_i(t) = p_i$$

$$\dot{p}_i(t) = \mu_0 \left( \sum_j p_j \cdot \partial_j \right) F_i - \frac{p_i}{\tau} + \frac{F_i}{\tau} + \sqrt{\frac{2D_0}{\tau^2}} \eta_i(t)$$

where $\partial_i \equiv \partial/\partial r_i$. The corresponding generator reads

$$\Omega_0(\Gamma) = \sum_i \left[ -p_i \cdot \partial_i - \partial p_i \cdot \left( \mu_0 \left( \sum_j p_j \cdot \partial_j \right) F_i - \frac{p_i}{\tau} + \frac{F_i}{\tau} - \frac{D_0}{\tau^2} \partial p_i \right) \right]$$

where $\partial p_i \equiv \partial/\partial p_i$ and $\Gamma = \{r_i, p_i\}$. We conclude the section with a remark. The thermodynamic consistency of the original AOUP dynamics equations (84) and (85) as well as the effective underdamped systems of equations (86) and (87) has been questioned [98] due to the absence of a thermal noise associated with a heat bath and a well-defined temperature. Nevertheless, as we will show below, the mapping to equations (86) and (87) is convenient as it allows for a perturbative approach to the stationary distribution $\Psi_0(\Gamma)$ in the limit of small relaxation time $\tau$.

4.2.2. Effective equilibrium regime. For the AOUP model, the DB condition equation (23) reduces to:

$$\frac{1}{\tau^2} \partial p_i \log \Psi_0(\Gamma) = \beta \left( \sum_j p_j \cdot \partial_j \right) F_i - \frac{p_i}{D_0\tau}.$$
As before, since $F_i$ is conservative, the formal solution of equation (89) can be expressed up to a function $\Lambda(\{r_i\})$ that only depends on space variables such as

$$
\Psi_0 = \exp \left[ -\Lambda(\{r_i\}) - \frac{\beta \tau^2}{2} \left( \sum_i \mathbf{p}_i \cdot \mathbf{\partial}_i \right)^2 U - \sum_i \frac{\tau}{D_0} \mathbf{p}_i^2 \right]
$$

(90)

where $\beta \equiv \mu_0/D_0$. In order for DB to hold, the system must fulfill the following equation

$$
\sum_i \left[ \partial_i \Lambda + \frac{\beta \tau^2}{2} \left( \sum_j \mathbf{p}_j \cdot \mathbf{\partial}_j \right)^2 \partial_i U - \frac{\beta^2 D_0 \tau}{2} \partial_i \sum_j |\partial_j U|^2 - \beta \partial_i U \right] \Psi_0 = 0.
$$

(91)

This equation does not have a solution because of the second term comprising a $p$-dependence. Interestingly, for a potential with vanishing third derivatives the latter term vanishes and an exact ‘equilibrium’ solution exists [31, 33]:

$$
\Psi_{eq} = N \exp \left[ -\beta U - \frac{\tau}{2} \sum_i \left( \frac{\mathbf{p}_i^2}{D_0} + \beta^2 D_0 |\partial_i U|^2 \right) - \frac{\beta \tau^2}{2} \left( \sum_i \mathbf{p}_i \cdot \mathbf{\partial}_i \right)^2 U \right].
$$

(92)

We wrote equilibrium in quotes because, contrarily to the standard Boltzmann measure, the probability of a given configuration is not solely given by $e^{-\beta U}$, but by a more complicated function, also involving $p$. This form is not a priori obvious from the mere inspection of the generator of the microscopic dynamics. (The same remark holds for ABP within the Fox approximation discussed earlier, as the effective potential equation (81) can hardly be guessed from the original Fokker–Planck equation.) However, in this equilibrium-like regime, AOUP fulfill DB, there are no irreversible fluxes, and the FDT holds. An equilibrium solution also exists in the case of non-interacting particles $U = 0$ for which AOUP are formally equivalent to an ideal gas of underdamped particles. In all other cases, for a generic $U$, the model breaks DB and therefore falls out-of-equilibrium.

4.2.3. Non-equilibrium regime: Chapman–Enskog expansion. An approximated stationary distribution $\Psi_0$ for AOUP, beyond its equilibrium-like regime, has recently been derived via the Chapman–Enskog expansion by Bonilla [33]. Our aim being to study the impact of activity on the response of an interacting system, we briefly present the Chapman–Enskog results as appeared in [33] and use them to establish extended FDR for AOUP.

The Chapman–Enskog expansion constitutes a standard perturbative approach to derive the Navier–Stokes equation from the Boltzmann equation [99–101]. It is based on the notions of local equilibrium and time scale separation. The latter is accounted for by the introduction of a small parameter $\epsilon = \ell/L$ defined as the ratio between a microscopic and a macroscopic characteristic length. In kinetic theory, $\ell$ is typically the mean free path between collisional events and $L$ the size of the system. Likewise, we may associate to the AOUP two different scales: a microscopic one associated to the persistence time $\tau$ and diffusive length $\sqrt{D_0 \tau}$ (characterizing the local persistence due to activity), and a mesoscopic one associated to the inter-particle interactions, with a ‘slow’...
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characteristic time $\tau_0$ and a large characteristic length $L$. We introduce the ratio parameter $\epsilon \equiv \sqrt{D_0 \tau / L} \equiv \tau / \tau_0$ and rescale the AOUP equations of motion equations (86) and (87) according to $t \equiv t/\tau_0$, $r \equiv r/L$ and $F \equiv FL/\beta^{-1}$. The Fokker–Planck equation of AOUP can thus be written in the following non-dimensional form

$$\sum_i \partial_{p_i} \cdot (p_i + \partial_{p_i}) \Psi = \epsilon \partial_t \Psi + \epsilon \sum_i \left[ p_i \cdot \partial_i + F_i \cdot \partial_{p_i} + \epsilon \partial_{p_i} \cdot \left( \sum_j p_j \cdot \partial_j \right) \right] F_i \Psi.$$  

(93)

From here, the idea is to carry on a perturbative expansion in $\epsilon$. For $\epsilon = 0$, a solution of equation (93) is:

$$\Psi^{(\epsilon=0)}(\Gamma, t) = \frac{e^{-\sum_i p_i^2 / 2}}{(2\pi)^N} R(r, t)$$

(94)

where $R(r, t)$ is the normalized probability density of positions obtained by integrating over the velocities, such that $\int \Pi_i \mathcal{d}r_i R(r, t) = 1$. For a system with strong time-scale separation, $\epsilon \ll 1$, we assume that the functional dependence on $\{p_i\}$ and $R$ in equation (94) is preserved, and expand the probability distribution as a power series in $\epsilon$:

$$\Psi(\Gamma, t) = \frac{e^{-\sum_i p_i^2 / 2}}{(2\pi)^N} R(r, t; \epsilon) + \sum_j \epsilon^j \phi^{(j)}(\Gamma, R).$$

(95)

The crucial assumption of the Chapman–Enskog method is to still interpret $R$ in equation (95) as the marginal probability distribution embedding the spatio-temporal dependence upon integration over the velocities. This corresponds to impose for $\phi^{(j)}$:

$$\int \Pi_i \mathcal{d}p_i \phi^{(j)}(\Gamma, R) = 0 \quad \forall \ j$$

(96)

and for $R$ the continuity equation:

$$\frac{\partial R}{\partial t} = -\sum_{ij} \epsilon^j \partial_i \cdot \int \Pi_i \mathcal{d}p_i \ p_j \phi^{(j)}(\Gamma, R) \equiv \sum_j \epsilon^j F^{(j)},$$

(97)

where the first equality is obtained by integrating equation (93) over the velocities. The ansatz equation (95) together with equation (97) are inserted into equation (93), resulting in a hierarchy of equations for the various terms in the expansion. We solve the set of equations up to $\sim o(\epsilon^3)$ and obtain the following (now made dimensional) probability distribution [31, 33]:

$$\Psi_0(\Gamma) \sim N \exp \left[ -\beta U - \sum_i \frac{\tau^2}{2} \left( \frac{p_i^2}{D_0} + \beta^2 D_0 (\partial_i U)^2 - 3\beta D_0 \partial_i^2 U \right) - \frac{\tau^2}{2} \left( \beta \sum_j (p_j \cdot \partial_j) U + \beta D_0 \sum_{ij} (p_j \cdot \partial_j) \partial_i^2 U \right) + \frac{\tau^3}{6} \beta \left( \sum_j (p_j \cdot \partial_j) \right)^3 U \right].$$  

(98)
Some details on the derivation of equation (98) are given in the appendix for the one dimensional case. The generalization to higher dimensions is straightforward but lengthy (see also [33] for further details).

We are now in the position of computing the non-equilibrium response of AOUP up to second order in $\epsilon$. First, let us decompose $\Psi_0$, according to equation (50), into its symmetric and antisymmetric parts:

$$
\Phi_+ = \beta U + \sum_i \frac{\tau}{2} \left( \frac{p_i^2}{D_0} + \beta^2 D_0 (\partial_i U)^2 - 3 \beta D_0 \partial_i^2 U \right) + \frac{\tau^2}{2} \beta \left( \sum_j p_j \cdot \partial_j \right)^2 U
$$

$$
\Phi_- = \sum_{i,j} \frac{\tau^2}{2} \beta D_0 (p_j \cdot \partial_j) \partial_i^2 U - \frac{\tau^3}{6} \beta \left( \sum_i p_i \cdot \partial_i \right)^3 U.
$$

Note that, indeed $\Phi_+$ does not contain powers of $p$ larger than 2, as forbidden by the non-equilibrium constraint of equation (54). According to the latter condition, the signature of the departure from equilibrium is all embedded in $\Phi_-$ being different from zero. Particularly, the latter vanishes for a quadratic potential, as expected from the discussion in the previous section.

We now apply a constant force $h$ along the $x$-axis on a tagged particle $n$. In this case, the extended FDR equations (62) and (63) reads

$$
\langle A \rangle_t - \langle A \rangle_0 = \delta A_{p_n^x} \left[ -(D_{p_n^x})^{-1} \int_0^t ds \langle A(s) A_{p_n^x}^{\text{irr}}(0) \rangle_0 + \int_0^t ds \langle A(s) \frac{\partial \Phi_-}{\partial p_n^x}(0) \rangle_0 \right]
$$

where $\delta A_{p_n^x} = \mu_0 h/\tau$ and $D_{p_n^x} = D_0/\tau^2$, leading to

$$
\langle A \rangle_t - \langle A \rangle_0 = h \left[ -\tau \beta \int_0^t ds \langle A(s) A_{p_n^x}^{\text{irr}}(0) \rangle_0 + \frac{\mu_0}{\tau} \int_0^t ds \langle A(s) \frac{\partial \Phi_-}{\partial p_n^x}(0) \rangle_0 \right].
$$

The first term is directly determined upon making the identification $A_{p_n^x}^{\text{irr}} = \mu_0 (\sum_j p_j \cdot \partial_j) F_n^x - p_n^x/\tau$. The second integral requires the knowledge of the odd-symmetric part of $\Psi_0$, which, to third order in $\epsilon$ is given by equation (100). All in all, we derive the following FDR for AOUP

$$
\langle A \rangle_t - \langle A \rangle_0 = \beta h \left[ \int_0^t ds \langle A(s) p_n^x(0) \rangle_0 - \tau \mu_0 \int_0^t ds \langle A(s) \left( \sum_j p_j \cdot \partial_j \right) F_n^x(0) \rangle_0 
\right.
$$

$$
- \frac{1}{2} \mu_0 \tau D_0 \left( \int_0^t ds \langle A(s) \frac{\partial}{\partial x_n} \left( \sum_j \partial_j \cdot F_j \right) \rangle_0 \right)_0
$$

$$
- \frac{\tau}{D_0} \int_0^t ds \langle A(s) \left( \sum_j p_j \cdot \partial_j \right)^2 F_n^x(0) \rangle_0 \right].
$$

By choosing $A \equiv p_n$ we eventually obtain an extended Stokes–Einstein relation:
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\[ \mu = \beta \left[ D - \tau \mu_0 \int_0^\infty ds \langle p_n^x(s) \left( \sum_j p_j \cdot \partial_j \right) F_n^x(0) \rangle_0 \right. \]
\[ \left. - \frac{1}{2} \mu_0 \tau D_0 \left( \int_0^\infty ds \langle p_n^x(s) \frac{\partial}{\partial x_n} \left( \sum_j p_j \cdot F_j \right) \rangle(0) \rangle_0 \right. \]
\[ \left. - \frac{\tau}{D_0} \int_0^\infty ds \langle p_n^x(s) \left( \sum_j p_j \cdot \partial_j \right)^2 F_n^x(0) \rangle_0 \right] \]  

(104)

where \( D \) is the many-body diffusivity \( D = \int_0^\infty ds \langle p_n^x(s) p_n^x(0) \rangle_0 \). The expression above embeds the violations to the usual Stokes–Einstein relation due to the interplay between activity and inter-particle interactions, up to order \( o(\tau^2) \). In the absence of interactions the Stokes–Einstein relation is restored. This is also true for the case of a harmonic potential \( U(r) = k|r|^2/2 \), for which we are left with

\[ \mu = \beta_{\text{eff}} \int_0^t ds \langle p_n^x(0) p_n^x(s) \rangle_0 \]  

(105)

being \( \beta_{\text{eff}} = \beta(1 + \mu_0 \tau k) \) an effective temperature which depends on the stiffness of the external potential \([28]\). In contrast with ABP, the existence of a Stokes–Einstein relation for a harmonic potential in AOUP is due to the fact that the model fulfills DB.

5. Conclusions

We started the paper by recalling the pivotal role played by DB as the defining feature of equilibrium dynamics, how its breakdown out-of-equilibrium can be quantified by the presence of irreversible steady-state fluxes, and the symmetry properties of such fluxes under time-reversal. The main outcome of this first part is the derivation of a general expression for the time-reversal operator which incorporates the different parity of variables under time-reversal and allows us to express irreversible steady-fluxes in terms of the difference between the generator of the time-reversed dynamics and the original one.

A second achievement is obtained by making the connection between the breakdown of DB and the different contributions to the entropy production. In this context we derived a constraint of the irreversible steady-state fluxes which applies to any non-equilibrium system and provides non-trivial information for systems with dynamic variables which are odd under time-reversal. In particular, it constraints the functional dependence of the NESS distribution on its odd variables. We then concluded this part by making a connection with such constraints and the extended FDR, shedding light upon the nature of the different terms responsible for violations of the equilibrium FDT.

In the second part of the paper we then apply these general results and formalism to ABP and AOUP. While ABP generically break DB, AOUP fulfill DB in the dilute limit, or in the case of a harmonic potential. The non-equilibrium nature of these two model
Fluctuation–dissipation relations in the absence of detailed balance: formalism and applications to active matter systems is therefore not equivalent. We then analyze their linear response in the presence of generic many-body interactions in an approximated fashion. In the case of ABP, we recall the Markov approximation method due to Fox and show that the effective dynamics resulting from it fulfills DB, and therefore also the standard FDT. For AOUP we exploit the Chapman–Enskog expansion performed in [33] which allows to derive an extended fluctuation–dissipation relation beyond its effective equilibrium regime. We discuss the violations of the Stokes–Einstein relation in these models of active particles and show the possibility of quantifying them in terms of effective temperatures.

Although some of the results presented here were known, as the existence of an effective equilibrium regime of AOUP and the NESS solution obtained from the Chapman–Enskog expansion, the discussion about the violations of DB and the FDT were scattered and scarce. The extended FDR, as well as the connection with the parity of the NESS distribution and the constraint on the steady-state velocity we derived, enrich previous discussions on non-equilibrium response, clarify the non-equilibrium nature of active model systems and provide a set of analytic results that should be of interest to study non-equilibrium systems in general, well beyond the context of active systems.
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Appendix A. Chapman–Enskog method for one dimensional AOUP

Here we report some details of the Chapman–Enskog procedure for a one dimensional system of AOUP. The starting point is the evolution equation:

\[ \frac{\partial_p}{\partial t} (p + \partial_p) \Psi = \epsilon \partial_t \Psi + \epsilon [p \partial_x \Psi + F \partial_p \Psi + \epsilon F' \partial_p (p \partial_x \Psi)] , \]  

(106)

together with the ansatz for \( \Psi \):

\[ \Psi(x, p, t) = \frac{e^{-p^2/2}}{(2\pi)^{1/2}} R(x, t; \epsilon) + \sum_j e^j \phi^{(j)}(x, p, R). \]  

(107)

By integrating equation (106) over \( p \) we obtain a conservation equation for \( \tilde{R} \):

\[ \partial_t \tilde{R} = -\partial_x \sum_j J^{(j)} = -\sum_j e^j \partial_x \int dp p \phi^{(j)} \equiv \sum_j e^j \mathcal{F}^{(j)} \]  

(108)
where \( J = \sum_j J^{(j)} \) is the probability flux.

We now substitute equations (108) and (107) into equation (106) and we obtain to first order in \( \epsilon \) an equation for \( \phi^{(1)} \):

\[
O(\epsilon) : \mathcal{L}[\phi^{(1)}] = \partial_p (p\phi^{(1)} + \partial_x \phi^{(1)}) = \frac{p e^{-p^2/2}}{\sqrt{2\pi}} (\partial_x R + U'R).
\]  

(109)

In equation (109) \( \phi^{(1)} \) has a Gaussian dependence in momenta and we find:

\[
\phi^{(1)} = -p e^{-p^2/2} \mathcal{D}R
\]  

(110)

with \( \mathcal{D}R \equiv U'R + \partial_x R \). Note that \( \mathcal{L}[e^{-p^2/2}] = 0 \) such that the functions \( \phi^{(j)} \) are defined up to a constant in \( p \) which is uniquely determined by conditions equation (96) in the main text. The second order in \( \epsilon \) reads:

\[
O(\epsilon^2) : \mathcal{L}[\phi^{(2)}] = \frac{e^{-p^2/2}}{\sqrt{2\pi}} [\mathcal{F}^{(1)}(R) + (p^2 - 1)U''R] + p\partial_x \phi^{(1)} - U'\partial_p \phi^{(1)}.
\]  

(111)

From equations (110) and (111) it follows that \( \phi^{(2)} \) is even in \( p \), such that \( \mathcal{F}^{(2)} = \int dp \, p \phi^{(2)} = 0 \). Using

\[
\mathcal{L} \left[ p^2 e^{-p^2/2} \right] = -2(p^2 - 1) \frac{e^{-p^2/2}}{\sqrt{2\pi}}
\]  

(112)

we find:

\[
\phi^{(2)} = \alpha(x)(p^2 - 1) \frac{e^{-p^2/2}}{\sqrt{2\pi}}
\]  

(113)

with \( \alpha = \frac{1}{2} \left( \partial_x \mathcal{D}R + U'\mathcal{D}R - U''R \right) \).

To third order in \( \epsilon \) the evolution equation gives:

\[
O(\epsilon^3) : \mathcal{L}[\phi^{(3)}] = \frac{\delta \phi^{(1)}}{\delta R} \mathcal{F}^{(1)}(R) + p \partial_x \phi^{(2)} - U'\partial_p \phi^{(2)} - U''\partial_p (p\phi^{(1)})
\]  

(114)

which, using (110) and (113), together with the identity:

\[
\mathcal{L} \left[ p^3 e^{-p^2/2} \right] = \frac{e^{-p^2/2}}{\sqrt{2\pi}} 3p(2 - p^2)
\]  

(115)

gives:

\[
\phi^{(3)} = \frac{p e^{-p^2/2}}{\sqrt{2\pi}} (\beta(x)p^2 + \gamma(x))
\]  

(116)

with \( \beta = -\frac{1}{2} (D\alpha - U''\mathcal{D}R) \) and \( \gamma = D\partial_x \mathcal{D}R - \partial_x \alpha + U'\alpha \). We truncate the hierarchy of equations to \( \sim o(\epsilon^3) \) and, going back to the conservative equation (108), we find an expression for the first three components of the flux as a function of \( R \):

\[
J^{(1)} = -\mathcal{D}R
\]  

(117)
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\[ J^{(2)} = 0 \]
\[ J^{(3)} = \partial_x (U'' R) . \]

We have therefore a closed approximated equation for the evolution of \( R \):

\[ \frac{\partial R}{\partial t} = -\epsilon \partial_x [ -\partial_x R - U' R + \epsilon^2 \partial_x (U'' R) ] + o(\epsilon^3). \]

Equation (120) is readily solved by looking at the zero-flux steady-state with solution:

\[ R(x; \epsilon) = \exp \left[ -U - \epsilon^2 \left( \frac{1}{2} U'' - U'' \right) \right] + o(\epsilon^3). \]

In turn equation (121) is used to find the explicit expressions of \( \phi^{1,2,3} \) which are substituted in equation (95) to get:

\[ \Psi_0 (x, p; \epsilon) = \Psi_0^{(\epsilon=0)} \left[ 1 + \frac{\epsilon^2}{2} (1 - p^2) U'' + \epsilon^3 \left( \frac{p^3}{6} U''' - \frac{p^3}{2} U''' \right) \right] + o(\epsilon^3). \]

Finally, we use equation (121) into equation (122) and interpret the term in square brackets as the linearization of an exponential \( \exp(x) \sim 1 + x \) so that:

\[ \Psi_0 (x, p; \epsilon) \sim \exp \left[ \frac{-p^2}{2} U - \frac{\epsilon^2}{2} \left( p^2 U'' + U'^2 - 3U'' \right) + \epsilon^3 \left( \frac{p^3}{3} U''' - pU''' \right) \right] + o(\epsilon^3). \]
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