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Abstract. The prospect of nonparametric reconstructions of cosmological parameters from observational data sets has been a popular topic in the literature for a number of years. This has mainly taken the form of a technique based on Gaussian processes but this approach is exposed to several foundational issues ranging from overfitting to kernel consistency problems. In this work, we explore the possibility of using artificial neural networks (ANN) to reconstruct late–time expansion and large scale structure cosmological parameters. We first show how mock data can be used to design an optimal ANN for both parameters, which we then use with real data to infer their respective redshift profiles. We further consider cosmological null tests with the reconstructed data in order to confirm the validity of the concordance model of cosmology, in which we observe a mild deviation with cosmic growth data.
1 Introduction

Late–time cosmic acceleration is best described in general relativity (GR) by the inclusion of cold dark matter (CDM) and a cosmological constant (Λ) which are both embodied in the ΛCDM concordance model [1, 2]. In this setting, CDM acts as a stabilizer for galactic structures [3, 4], while on larger scales the cosmological constant takes on the role of dark energy and is responsible for the late–time accelerated expansion of the Universe [5, 6].

Putting aside internal consistency issues [7], this description of the Universe is increasingly coming into tension with observations [8–11], while the prospect of detecting CDM seems to be ever more elusive [12].

This has led to the consideration of a host of new physical models through which current and future observation can be more precisely described. These new proposals range from a reconsideration of GR as the fundamental theory of gravitation [13–17] to new aspects of CDM [18, 19] as well as dynamical dark energy models [2, 20, 21], among others. For this reason, it is crucial that observational data sets can be used to produce cosmological parameters without a dependence on a cosmological model, such as ΛCDM. This can become more intricate as more complex parameters are considered such as the growth of large scale structure data. To this end, a whole new range of statistical approaches have been utilized to build cosmological parameter profiles without the need of an underlying physical model. These model-independent techniques are nonparametric in that they do not necessitate a physical model to interpret the data, but they do require assumptions in the statistical interpretation of each parameter data set.

Reconstruction techniques that are model independent have since become more robust and better understood in terms of late–time cosmological data sets. The most popular of these methods is Gaussian processes (GP) [22] which has been successfully used to produce the Hubble diagram for various data sets [23–25] as well as large scale structure growth data [26, 27]. GP assumes every element of a data set is normally distributed and part of a larger stochastic process, by optimizing a covariance function between these points it can reconstruct the entire evolution of the data set for some ranges of the data. The immediate issue here is that not all cosmological data is normally distributed. More concretely there
are auxiliary issues with selecting the covariance function, but this can be circumvented with genetic algorithms [28] to a certain extent. However, GP suffers from a bigger issue with over-fitting for low redshift data [29], which impacts inferred values of \( H_0 \) in the Hubble diagram, and \( f_{\sigma_8} \) for growth data. These challenges of GP seem to be generically problematic features that are hard to avoid within this approach. On the other hand, other approaches to reconstruction exist such as the Locally weighted Scatterplot Smoothing together with Simulation and extrapolation method (LOESS-Simex) [30, 31]. LOESS-Simex provides an independent nonparametric approach through which it generalizes the technique of least-squares in reconstructing data sets. Both GP and LOESS have been compared against each other in Ref. [32] where their performance in reconstructing data sets was quantified using a number of statistical metrics.

Another nonparametric approach that can be used to reconstruct late–time cosmology data is an artificial neural network (ANN). Inspired from biological neural networks, a network is a setup composed of a collection of neurons which are organized into layers [33–35]. Each neuron is built on a so-called activation function which governs the neuron output. Thus, every neuron contains a number of hyperparameters (statistical parameters) which must be assigned a value. To do this the network is trained with observational data which optimize the neural responses. This then produces an ANN that can mimic the observational data at every redshift. The core difference between GP and ANNs is that GP entails a supervised form of learning, meaning that the data is used concurrently as the reconstruction takes place, while ANNs are unsupervised, which means that once the neural network is trained it no longer requires the data to reconstruct a parameter at new redshifts since it is imitating the natural process itself.

There have been a number of works on using GP to reconstruct the Hubble diagram using a variety of data sets as reported in Refs. [36–44]. In light of the current disagreement between the inferred values of the Hubble constant (\( H_0 \)), primarily between the local and early–time determinations of \( H_0 \), we shall be analysing the impacts of \( H_0 \) priors on our ANN reconstructions of the cosmic expansion in this work. Several local measurements of \( H_0 \) have been reported (see, for instance, Refs. [45–61]), where one could easily observe that the reported late–time measurements seem to agree on \( H_0 \gtrsim 70 \text{ km s}^{-1}\text{Mpc}^{-1} \), at the very least. We will therefore be considering the most precise Cepheid calibration result of \( H_{0R20}^{R20} = 73.2 \pm 1.3 \text{ km s}^{-1}\text{Mpc}^{-1} \) [58] (R20) along with \( H_{0TRGB}^{TRGB} = 69.8 \pm 1.88 \text{ km s}^{-1}\text{Mpc}^{-1} \) [59, 60] which has been recently inferred via the Tip of the Red Giant Branch (TRGB) calibration technique. The discrepancy between early–time and late–time measurements of \( H_0 \) currently stands at the level of \( \sim 4 – 6\sigma \) tension [62], with R20 being the most discordant measurement. It is well–known that the most precise early–time determination of \( H_0 = 67.36 \pm 0.54 \text{ km s}^{-1}\text{Mpc}^{-1} \) [63] is dependent on the adopted cosmological model, since we are probing the physics of the cosmic microwave background (CMB) with which we can indirectly infer the current expansion rate of the Universe.

Several studies tried to address such a puzzling discrepancy in a number of avenues, such as by the introduction of new physics and via artifacts of systematic errors [64–67]. For instance, Ref. [68] outlines seven key theoretical assumptions which might be broken to alleviate this tension, while modified cosmological frameworks and exotic physics proposals have been put forward to explain such a discrepancy (see, for instance, Refs. [69–102], and Refs. [103, 104] for recent reviews). A considerable number of models tried to alleviate the \( H_0 \) tension from the point of view of the CMB calibration technique which is derived directly from the measurement of the angular scale subtended by the sound horizon scale.
One should remark that all the available probes that adopt the value of $r_s$ within the concordance model of cosmology are characterised by relatively low values of $H_0$, and this was therefore the main driving force behind the proposal of theoretical frameworks which modify the physics prior to last scattering. However, Ref. [105] showed that the modification of $r_s$ only might not be enough to address the $H_0$ tension completely, and we are therefore still lacking a compelling model addressing the Hubble tension while keeping a good fit to all available data. Moreover, Ref. [106] considered the possibility of measuring $H_0$ from the CMB lensing power spectrum in a way that is independent of $r_s$. Indeed, they reported a slightly higher value of $H_0 = 73.5 \pm 5.3 \, \text{km s}^{-1} \text{Mpc}^{-1}$ which is more consistent with late–time measurements of the Hubble constant, although the inferred errors with current data sets are relatively large which should improve with upcoming cosmological surveys.

Another important cosmological parameter that is increasingly coming into tension is the growth of large scale structure where early–time model dependent measurements appear to be in tension with late–time observations [10]. We consider this through the $f\sigma_8(z)$ parameter which quantifies the growth rate of cosmological perturbations and matter power spectrum overdensities normalized on scales of $8h^{-1}\text{Mpc}$ [107]. This tension has been reported at the level of $\sim 2 - 3.5\sigma$ with respect to Planck estimates, and even higher in some studies [108–110]. For this reason we also consider this cosmological parameter in our work, since it is timely to consider a data driven reconstruction of the currently available $f\sigma_8(z)$ data points, which would provide an alternative avenue to understand this reported tension instead of solely focusing on the proposal of alternative models which would normally introduce extra degrees of freedom (see, for instance, Refs. [85, 111–128] and references therein). The growth rate of matter density perturbations $f(z)$, is inferred from the peculiar velocities arising from redshift space distortions (RSD) [129] measurements in galaxy redshift surveys which are a velocity–induced mapping from real–space to redshift–space due to the line–of–sight peculiar motions of objects that introduce anisotropies in their clustering patterns. Such an effect depends on the growth of cosmic structure, hence making RSD probes sensitive to the combination of $f\sigma_8(z)$.

From the ANN reconstruction results of the cosmic expansion as well as from the cosmic growth history, we will be quantifying the deviations of observational data from the concordance model of cosmology via two formulations of null tests. Rather than a parametric analysis which is carried out via a model–fitting technique of alternative cosmological models, the considered null tests will be based on general consistency relations that the concordance model of cosmology must obey. These consistency relations are also easy to be interpreted since these are constant if the Universe is described by the ΛCDM model regardless of the parameters of the model. In this way, we can determine how well we will be able to rule out the concordance model without prior assumptions on the underlying cosmological parameters. Such a nonparametric analysis avoids biasing the derived results by fitting specific cosmological models, which makes our null test analysis as model–independent as possible.

The motivation for this work is to further advance the prospect of model-independent reconstruction techniques for late–time cosmological data using ANNs. We do this by first providing more information about ANNs in our context in Sec. 2. We immediately apply this to expansion data in Sec. 3 where we describe how we train our ANN. We perform a similar analysis for $f\sigma_8$ data in Sec. 4 but with some caveats. Finally, we close with a summary and conclusion in Sec. 5.
2 Methodology

We will now briefly outline the adopted ANN technique [130] which will be used in the reconstruction of the cosmic expansion data in Sec. 3, as well as the reconstruction of the cosmological growth rate in Sec. 4. The general structure of an ANN is composed of an input layer that is connected to a hidden layer, or a series of successive hidden layers, and an output layer, where the elements of each layer are known as neurons. The first layer consists of the features of the data set, which will consequently provide the values for the first layer of neurons. On the other hand, the output layer consists of neurons whose values must be evaluated by an error function which measures the difference between the value given by the ANN and the expected one. We should remark that these input, hidden and output layers give structure to the network and provide a direction that input signals must take for the network output. We illustrate such a structure for a one hidden layer ANN with \( n_k \) neurons in Fig. 1, such that for each redshift point at the input layer, it outputs a generic cosmological parameter \( \Upsilon(z) \) and its corresponding uncertainty \( \sigma_{\Upsilon}(z) \).

![Diagram of ANN structure](image)

**Figure 1**: The general structure of the adopted ANN, where the input is the redshift of a cosmological parameter \( \Upsilon(z) \), and the outputs are the corresponding value and error of \( \Upsilon(z) \).

The ANN process involves the application of a linear transformation (composed of linear weights and biases) and a nonlinear activation on the input layer, and then the inferred results are propagated to the succeeding layer, until a linear transformation is applied to the output layer. In this way, an input signal will traverse the entire network in a structured manner.

With the use of activation functions, which modify the data they receive before transmitting it to the next layer, an ANN is able to model highly complex relationships between features encapsulated in the data. We will be considering the Exponential Linear Unit (ELU)
as the activation function, specified by

\[
f(x) = \begin{cases} 
  x & \text{if } x > 0 \\
  \alpha(e^x - 1) & \text{if } x \leq 0
\end{cases}
\]

where \( \alpha \) is a positive hyperparameter that controls the value to which an ELU saturates for negative net inputs, which we set to unity. There is a range of standard activation functions with the ELU being a very popular one. We should remark that an ANN model is characterised by several intrinsic parameters, better known as hyperparameters, such as the number of layers, number of neurons, optimiser algorithm, among others.

As already mentioned, in order to optimise the parameters of an ANN, the difference between the predicted result \( \hat{Y} \) and the ground truth \( Y \) is minimised during the training process of the ANN, which is then quantitatively mapped to a specific loss function. The loss function is minimised by an optimisation algorithm such as gradient descent combined with the back–propagation algorithm to calculate gradients. We shall be considering the mean absolute error loss function in the following analyses, better known as the L1 loss function, which minimises the absolute differences between \( \hat{Y} \) and \( Y \). However, we also consider the ANN reconstructions with the mean squared error (MSE) loss function that minimises the squared differences between \( \hat{Y} \) and \( Y \), along with the smooth L1 (SL1) loss function which uses a squared term if the absolute error falls below unity and absolute term otherwise. These loss functions quantify the degree to which the input data is modeled by the output reconstruction. The network parameters are updated by a gradient–based optimiser in each iteration. In our work, we adopt Adam’s algorithm \([131]\) as our optimiser, since this has also accelerated the convergence.

It should be noted that an ANN with at least one hidden layer with a finite number of neurons can approach any continuous function if the activation function is continuous and non–linear \([132]\), therefore ANNs are applicable to cosmological data sets as they fulfil the latter requirements. We shall be using the PyTorch\(^1\) based code for reconstructing functions from data called Reconstruct Functions with ANN (ReFANN\(^2\)) \([133]\). Although this code could be used on CPUs, we ran this code on GPUs due to a significant decrease in computational time. We further make use of batch normalisation \([134]\) which is implemented prior to every nonlinear layer, and which also accelerates the convergence due to the stabilisation in the distribution among ANN variables.

3 Hubble data

We first consider the generation of the \( H(z) \) mock data points and the ANN training process in Sec. 3.1, which will be used for structuring the number of layers and neurons of the ANN. The ANN will be used to reconstruct the Hubble diagram and perform a null test of the concordance model of cosmology.

3.1 Simulation and training of Hubble data

The adopted network model was optimised by using forty–seven mock \( H(z) \) data points (identical to the number of observational \( H(z) \) data points introduced in Sec. 3.2) which

\(^{1}\)https://pytorch.org/docs/master/index.html
\(^{2}\)https://github.com/Guo-Jian-Wang/refann
Figure 2: In the left panel we illustrate the distribution of the observational $H(z)$ data points and the assumed redshift distribution function, whereas in the right panel we depict the error of observational $H(z)$ along with their linear regression best-fit.

have been simulated in the context of the spatially–flat ΛCDM model in which

$$H(z) = H^\text{mock}_0 \sqrt{\Omega^\text{mock}_m (1 + z)^3 + 1 - \Omega^\text{mock}_m} ,$$

(3.1)

where we assumed that $H^\text{mock}_0 = 70 \text{ km s}^{-1}\text{Mpc}^{-1}$ and $\Omega^\text{mock}_m = 0.3$. We should remark that our final results are independent from the choice of these fiducial cosmological parameter values since we are simply using this model to structure the network rather than actually train it. Furthermore, the redshift distribution of the observational $H(z)$ was assumed to follow a Gamma distribution, specified by

$$p(x; \alpha, \lambda) = \frac{\lambda^\alpha}{\Gamma(\alpha)} x^{\alpha-1} e^{-\lambda x} ,$$

(3.2)

where $\alpha$ and $\lambda$ are free parameters that are fitted with the considered observational data, while the gamma function is given by

$$\Gamma(\alpha) = \int_0^\infty e^{-t}t^{\alpha-1} \, dt .$$

(3.3)

This is a well known distribution for these data sets. The distribution of the observational $H(z)$ data points and the fitted redshift distribution function are shown in the left panel of Fig. 2.

In order to generate a mock data set of $H(z)$, we also need to take into account the uncertainty of the observational $H(z)$ data points. In the right panel of Fig. 2, we illustrate the errors of the considered $H(z)$ data set as a function of redshift. As expected, the uncertainties tend to increase with the redshift. Consequently, for the generation of the $H(z)$ mock data set, we will be assuming a linear model [40, 135] for the error of $H(z)$, in which we are going to fit a first degree polynomial function of redshift. The mean fitting function is found to be $\sigma^0_H(z) = 14.25 + 3.42z$, while the symmetric upper and lower error bands are respectively specified by $\sigma^+ H(z) = 21.37 + 10.79z$ and $\sigma^- H(z) = 7.14 - 3.95z$. These fitting functions are also depicted in the right panel of Fig. 2, in which one could easily observe that the majority of the data points are included in the area enclosed by the $\sigma^+ H(z)$ and $\sigma^- H(z)$ functions (dashed lines). We again emphasize that the purpose of this exercise is to produce
a mock data set that somewhat mimics the observed points so that we can structure our ANN appropriately before proceeding with the training.

We can now randomly generate the error for our $H(z)$ mock data points, in which we assume that the error $\tilde{\sigma}_H(z)$ follows the Gaussian distribution $\mathcal{N}(\sigma_0^H(z), \varepsilon_H(z))$, where $\varepsilon_H(z) = (\sigma_H^H(z) - \sigma_H^H(z))/4$, such that $\tilde{\sigma}_H(z)$ falls in the area with a probability of 95%. Therefore, every simulated Hubble parameter data point $H_{\text{sim}}(z_i)$ at redshift $z_i$, is computed via $H_{\text{sim}}(z_i) = H_{\text{fid}}(z_i) + \Delta H_i$, with the associated uncertainty of $\tilde{\sigma}_H(z_i)$, where $\Delta H_i$ is determined via $\mathcal{N}(0, \tilde{\sigma}_H(z_i))$.

Consequently, the data that is adopted to train the network is simulated according to the redshift distribution of the $H(z)$ data points with an assumed spatially–flat $\Lambda$CDM model, and we further consider the same number of mock data points as the number of observational data. As depicted in Fig. 1, the input of the neural network is the redshift, while the output is the corresponding Hubble parameter and its respective error at that redshift. In the training process, the parameters of the neural network will be determined via a learning process using the observational data sets. In our case, the entire $H(z)$ mock data points were used to train the network, and therefore we do not consider a validation and a test set of data like in the standard supervised learning techniques.

For the determination of the optimal network model, we consider finding the optimal number of hidden layers along with the number of neurons in the hidden layers with a selection of loss functions. The initial learning rate is set to 0.01 which will decrease with the number of iterations (which describes the degree to which successive iterations override neuron hyperparameter values), while the training batch size is set to half of the number of the $H(z)$ data points. The network is trained after $10^5$ iterations, such that the loss function no longer decreases after this number of iterations, which is clearly illustrated in the right panel of Fig. 3 where the loss function is close to its asymptote.

For the training procedure, we consider the mock $H(z)$ data set, with the number of hidden layers varying from one to three, and eight network models are trained with $2^n$ number of neurons, where $7 \leq n \leq 14$. We therefore train a total of twenty-four network models, from which we will determine the optimal network configuration. This set of trained networks can then be used to select the optimal network structure on which to train the real data. Indeed,
Figure 4: We depict the L1 $H(z)$ ANN reconstructions with different number of layers and neurons in the top-left and top-right panels, respectively. In the bottom-left panel we depict the $H(z)$ ANN reconstructions adapting the L1, SL1 and MSE loss functions, whereas in the bottom-right panel we illustrate the $H(z)$ ANN reconstructions when considering the L1 loss function without an $H_0$ prior (L1), with the R20 prior (R20) and the TRGB prior (TRGB). In all panels, the corresponding $H(z)$ data points are also included.

To select the optimal number of hidden layers of the network we adopt the risk statistic [136]

$$\text{risk} = \sum_{i=1}^{N} \text{bias}_i^2 + \sum_{i=1}^{N} \text{variance}_i = \sum_{i=1}^{N} [H(z_i) - \bar{H}(z_i)]^2 + \sum_{i=1}^{N} \sigma^2(H(z_i)),$$

where $N$ is the number of $H(z)$ data points, and $\bar{H}(z)$ denotes the fiducial value of $H(z)$. We then calculate the risk of eight models for each network structure, from which we inferred that the network model with one hidden layer minimises the risk with respect to the two and three hidden layer training networks. We should remark that this was the case for the L1, MSE and SL1 loss functions. The degree of complexity of the ANN should reflect the structure of the physical process which is producing the data. Given that we are using expansion data alone, the lack of complexity in the data seems to infer a simpler one-layer structure to the ANN. This is to be expected since we are only taking $H(z)$ data. The conclusion would naturally be altered if we had coupled this to other cosmological parameters.

We now determine the optimal number of neurons with one hidden layer via the consideration of eight network models with a varying number of neurons. We illustrate the normalised risk values $\mathcal{R}$ for each network model in the left panel of Fig. 3, in which one could clearly observe that 2048 neurons minimise the risk function. Such a result was also found to be independent from the adopted loss function. Consequently, the network structure
Figure 5: We illustrate the inferred 1σ constraint on $H_0$ from the $H(z)$ ANN reconstructions as indicated on the vertical axis. The green and red bands illustrate the 1σ local measurements of $H_0^{\text{TRGB}}$ and $H_0^{\text{R20}}$, respectively.

with one hidden layer and 2048 neurons was found to be the optimal network structure and will therefore be adopted in our $H(z)$ reconstructions. Furthermore, the L1 loss function shall be adopted in our ANN reconstruction of the observational $H(z)$ data set, since this was characterised by the lowest risk statistic with respect to the MSE and SL1 loss function networks.

### 3.2 ANN $H(z)$ reconstructions and $\Omega_m(z)$ null test

Further to the discussion in Sec. 3.1, an ANN with the L1 loss function having one hidden layer and 2048 neurons will be used for the reconstructions of the $H(z)$ observational data. The considered forty–seven $H(z)$ data points in the range of $0.07 < z < 2.36$ were adopted from Refs. [137–144] in the case of cosmic chronometers (CC) [145] data, while Refs. [146–153] were consulted in the case of $H(z)$ measurements extracted from the detection of radial baryonic acoustic oscillation (BAO) features under a ΛCDM prior. Henceforth, we will be referring to this joint CC and BAO $H(z)$ data set by CC+BAO. Furthermore, we occasionally make use of two independent local measurements of the Hubble constant, specified by $H_0^{\text{R20}} = 73.2 \pm 1.3\,\text{km}\,\text{s}^{-1}\text{Mpc}^{-1}$ [58] (R20) in the case of Cepheids distance scale and $H_0^{\text{TRGB}} = 69.8 \pm 1.88\,\text{km}\,\text{s}^{-1}\text{Mpc}^{-1}$ [59, 60] inferred via the Tip of the Red Giant Branch (TRGB) technique. We use these measurements of $H_0$ to put priors on the Hubble data in the training process.

We illustrate the effect of the number of hidden layers on the ANN reconstruction of the observational $H(z)$ data in the top–left panel of Fig. 4, in which an increase in the number of hidden layers tend to be characterised by some oscillatory features to accommodate the nearest neighbouring points. As depicted in the top–right panel of Fig. 4, different number of neurons led to a minute difference in the reconstructions, while different loss functions are
Figure 6: Redshift evolution of the $\Omega m(z)$ null test without an $H_0$ prior (top–left), with the R20 prior (top–right) and with the TRGB prior (bottom). The Planck constraint in the $\Lambda$CDM and $w$CDM frameworks are also illustrated for comparative purposes.

characterised by different reconstructions of $H(z)$, as shown in the bottom–left panel of Fig. 4. The inferred Hubble constant constraints with the MSE, L1, and SL1 loss functions were found to be $H_0 = 69.76 \pm 14.82 \text{km s}^{-1}\text{Mpc}^{-1}$, $H_0 = 68.93 \pm 11.90 \text{km s}^{-1}\text{Mpc}^{-1}$, and $H_0 = 69.18 \pm 13.92 \text{km s}^{-1}\text{Mpc}^{-1}$, respectively. Indeed, the variation in the ANN determination of $H_0$ was found to be independent from the adopted loss function, as illustrated in Fig. 5. These characteristics differ from the GP technique in which the extrapolated Hubble parameter to redshift zero is known to be dependent on the chosen kernel function [25] and also on the range of hyperparameter values [154].

We also analyse the effect of two Hubble constant prior values on our ANN determination of $H_0$ and the redshift evolution of the ANN reconstructed $H(z)$ function. The ANN reconstructions with the inclusion of the R20 and the TRGB priors are illustrated in the bottom–right panel of Fig. 4, in which we also compare with the $H(z)$ ANN reconstruction without an $H_0$ prior. The derived Hubble constant constraints were found to be $H_0 = 70.24 \pm 10.08 \text{km s}^{-1}\text{Mpc}^{-1}$ with the R20 prior, and $H_0 = 69.47 \pm 12.37 \text{km s}^{-1}\text{Mpc}^{-1}$ with the TRGB prior. When compared with the L1 reconstructed value of $H_0 = 68.93 \pm 11.90 \text{km s}^{-1}\text{Mpc}^{-1}$, we could observe that the mean value of the Hubble constant was affected by each prior, although the constraints are in an excellent agreement with one another, as illustrated in Fig. 5. Moreover, the reconstructed $H(z)$ functions are very similar to each other as well. Hence, the ANN reconstructions of $H(z)$ are nearly independent on an $H_0$ prior. This outcome has also been reported in Ref. [133], which distinguishes the ANN method of reconstruction from other machine learning techniques, such as GP in which an $H_0$ prior affects the reconstructed
We now consider a cosmic expansion diagnostic test of the $\Lambda$CDM model which is formulated in terms of the Hubble parameter function, that simplifies to a constant if the Universe is exactly described by the $\Lambda$CDM model. Deviations from the concordance model of cosmology via the reconstruction of cosmographic functions [40, 41] and null tests [36, 39, 155–159] have been exhaustively explored in the literature. The considered cosmic expansion consistency relation is given by [156, 157]

$$O_m(z) = \frac{E^2(z) - 1}{(1 + z)^3 - 1},$$

where $E^2(z) = H^2(z)/H_0^2$. In the specific case of the $\Lambda$CDM model, this diagnostic function reduces to the matter density parameter $\Omega_m^0$ independent of the redshift. Hence, any non–constant evolution of $O_m(z)$ could be an indication of modified gravity or any other dark energy modification of the concordance model of cosmology. For instance, for the most elementary phenomenology of dark energy parametrised via a constant dark energy equation of state parameter $w$ within the framework of the $w$CDM model, a positive slope of the $O_m(z)$ diagnostic function is a characteristic of a phantom equation of state ($w < -1$), while a negative slope is related to the quintessence dark energy model specified by $w > -1$.

We have used the inferred ANN $H(z)$ reconstructions to determine nonparametric model–independent reconstructions of the $O_m(z)$ function by using Eq. (3.5). In the panels of Fig. 6 we show the results of the ANN reconstructions of the considered cosmic expansion diagnostic function. In the top–left panel we have not assumed an $H_0$ prior, while in the other panels of Fig. 6 we adopted the R20 and TRGB priors. One could easily observe that when we incorporate an $H_0$ prior, we get an improvement in the derived evolution of the ANN reconstruction, particularly at higher redshifts. This occurs due to the extra point at low redshift which has small uncertainties, which then propagate to the high redshift region. At low redshifts ($z \lesssim 0.3$), the ANN reconstruction is not well constrained, although at higher redshifts the profile of the ANN $O_m(z)$ reconstruction tends to be characterised by a negative slope, although an improvement in the data is required in order to distinguish between a preference to either phantom or non–phantom dark energy models (see, for instance, Refs. [36, 39, 159] for similar conclusions). In Fig. 6 we also illustrate the redshift evolution of the
Figure 8: The normalised risk for $f\sigma_8(z)$ ANN models that have one hidden layer and a corresponding number of neurons in their hidden layer is illustrated in the left panel, while the evolution of the L1, SL1 and MSE loss functions is shown in the right panel.

cosmic expansion null test within the $\Lambda$CDM and $w$CDM models when adopting the current Planck constraints [63]. All ANN reconstructions are in good agreement with the $\Lambda$CDM and $w$CDM models, although at $z \gtrsim 2$ the ANN reconstructions deviate slightly from these models when adopting the TRGB or R20 $H_0$ priors.

4 Cosmic growth data

We now focus on the cosmological growth evolution via observational $f\sigma_8(z)$ data. We would be following the outlined ANN training procedure of Sec. 3.1, in which we will be generating $f\sigma_8(z)$ mock data points in Sec. 4.1, that we will then use for the ANN reconstruction of observational $f\sigma_8(z)$ data. We will further consider a diagnostic test of the concordance model of cosmology at the end of Sec. 4.2.

4.1 Simulation and training of $f\sigma_8(z)$ data

The adopted network model was optimised by using sixty–three mock $f\sigma_8(z)$ data points, which is identical to the number of observational data points as summarised in Ref. [107] that were originally reported in Refs. [146, 148, 153, 160–181]. For the generated $f\sigma_8(z)$ data points, the spatially–flat $\Lambda$CDM model will be adopted, in which the evolution of the linear growth rate $f(a)$, with respect to the scale factor $a = (1 + z)^{-1}$, is governed by the equation

$$\frac{df(a)}{d\ln a} + f^2(a) + \left(2 + \frac{1}{2} \frac{d\ln H^2(a)}{d\ln a}\right) f(a) - \frac{3}{2} \Omega_m(a) = 0,$$

where $\Omega_m(a) = \Omega_{m,0}a^{-3}H^2_0/H^2(a)$, and $f(a) \equiv d\ln \delta_m(a)/d\ln a$ is the logarithmic derivative of the growth of matter perturbations $\delta_m \equiv \delta\rho_m/\rho_m$. We should remark that this equation is applicable on sub–horizon scales and in the linear regime. We will now consider the evolution of the matter density contrast $\delta_m(a)$, which is governed by

$$\delta_m''(a) + \left(\frac{3}{a} + \frac{H'(a)}{H(a)}\right) \delta_m'(a) - \frac{3}{2} \Omega_m(a) \frac{\Omega_m(a)}{a^2} \delta_m(a) = 0,$$

where the prime denotes a derivative with respect to the scale factor. Consequently, the evolution of $\delta_m(a)$ could be specified in terms of the Gaussian hyper–geometric function
\[ 2F_1(a, b; c; d) \] [182], given by
\[
\delta_m(a) = a 2F_1 \left[ \frac{1}{3}, 1; \frac{11}{6}; a^2 \left( 1 - \frac{1}{\Omega_m,0} \right) \right].
\] (4.3)

Since the RSD data is expressed in terms of \( f\sigma_8(z) = f(z)\sigma_8(z) \), we shall now consider this quantity as follows
\[
f\sigma_8(a) = a \frac{\delta_m(a)}{\sigma_m(a_0)} \sigma_{8,0},
\] (4.4)
such that the present day linear theory amplitude of matter fluctuations averaged in spheres of radius \( 8 h^{-1}\text{Mpc} \) is specified by [183]
\[
\sigma_{8,0} = \int_0^1 \frac{f\sigma_8(x)}{x} dx.
\] (4.5)

For our mock data set, we considered \( \sigma_{8,0}^{\text{mock}} = 0.8 \) and \( \Omega_{m,0}^{\text{mock}} = 0.3 \), which are in agreement with the current observational constraints [63]. It should be emphasised that our final results were found to be independent from the choice of these fiducial cosmological parameter values. Similar to the case of cosmic expansion data, we shall be assuming a Gamma distribution, as were found to be independent from the choice of these fiducial cosmological parameter values.

We now generate a mock data set of \( f\sigma_8(z) \), for which we also need to take into account the uncertainty of the observational \( f\sigma_8(z) \) data points. In the right panel of Fig. 7, we illustrate the errors of the considered \( f\sigma_8(z) \) data set as a function of redshift. Similar to the \( H(z) \) data, the uncertainties of the \( f\sigma_8(z) \) data set tend to increase with the redshift. We will therefore be assuming a first degree polynomial function of redshift [40, 135] for the error of \( f\sigma_8(z) \). The mean fitting function is found to be \( \sigma_{f\sigma_8}^0(z) = 0.07 + 0.02z \), while the symmetric upper and lower error bands are respectively specified by \( \sigma_{f\sigma_8}^+(z) = 0.09 + 0.05z \) and \( \sigma_{f\sigma_8}^-(z) = 0.05 - 0.01z \). We further depict these fitting functions in the right panel of Fig. 7, in which one could easily observe that the majority of the data points are included in the area enclosed by the \( \sigma_{f\sigma_8}^+(z) \) and \( \sigma_{f\sigma_8}^-(z) \) functions (dashed lines).

We shall now proceed with the random generation of the errors for our \( f\sigma_8(z) \) mock data points, in which we assume that the error \( \tilde{\sigma}_{f\sigma_8}(z) \) follows the Gaussian distribution \( \mathcal{N}(\sigma_{f\sigma_8}^0(z), \varepsilon_{f\sigma_8}(z)) \), where \( \varepsilon_{f\sigma_8}(z) = (\sigma_{f\sigma_8}^+(z) - \sigma_{f\sigma_8}^-(z))/4 \), such that \( \tilde{\sigma}_{f\sigma_8}(z) \) falls in the area with a probability of 95%. Therefore, every simulated growth rate data point \( f\sigma_{8_{\text{sim}}}(z_i) \) at redshift \( z_i \), is computed via \( f\sigma_{8_{\text{sim}}}(z_i) = f\sigma_{8_{\text{fid}}}(z_i) + \Delta f\sigma_{8_i} \), with the associated uncertainty of \( \tilde{\sigma}_{f\sigma_8}(z_i) \), where \( \Delta f\sigma_{8_i} \) is determined via \( \mathcal{N}(0, \tilde{\sigma}_{f\sigma_8}(z_i)) \).

Similar to the cosmic expansion ANN analysis, the entire \( f\sigma_8(z) \) mock data points were used to train the network. The set-up for the determination of the optimal ANN structure follows from the adopted methodology for the cosmic expansion data. Indeed, the initial learning rate is also set to 0.01 which will decrease with the number of iterations, while the training batch size is set to half of the number of the observational data points. Also, the network is trained after \( 10^3 \) iterations, such that the loss function no longer decreases after this number of iterations, which is clearly illustrated in the right panel of Fig. 8. From the risk parameter, we determined that the network model with one hidden layer is the best performing neural structure. Furthermore, from the normalised risk values \( \mathcal{R} \) as depicted in the left panel of Fig. 8, one could clearly notice that 4096 neurons minimise the risk function, and therefore the latter number of neurons with one hidden layer shall be adopted in our
analyses. Furthermore, we shall be using the L1 loss function, since this was characterised by the lowest risk statistic with respect to the MSE and SL1 loss function networks.

4.2 ANN $f_{\sigma_8}(z)$ reconstructions and $O_{m_{f_{\sigma_8}}}(z)$ null test

We now shift to the ANN reconstruction of observational $f_{\sigma_8}(z)$ data with the optimal ANN structure of one hidden layer and 4096 neurons. We illustrate the ANN $f_{\sigma_8}(z)$ reconstructions in the top and bottom-left panels of Fig. 9 along with the observational data points. Similar to the ANN reconstruction of the cosmic expansion data set, we notice that when one considers more layers, this leads to more complex features in the reconstruction which will adversely impact the performance of the reconstruction, as shown in the top–left panel of Fig. 9. In the top–right panel of the latter figure, one could notice that the number of neurons affects the ANN reconstruction, which was not observed in the $H(z)$ data set. Furthermore, the loss functions also have a mild impact on the ANN reconstruction of the cosmic growth data set, as depicted in the bottom-left panel. We further compare the inferred 1σ constraint on the value of $f_{\sigma_8,0} \equiv f_{\sigma_8}(z = 0)$ in the bottom-right panel of Fig. 9, in which one could observe that the SL1 ANN reconstruction tends to be characterised by a larger uncertainty. One could also notice that the reported GP reconstructions [27, 184, 185] are in agreement.
with the derived ANN reconstructions. For comparison purposes, we also reconstruct the \( \delta'(z)/\delta_0 \) function as illustrated in the top–left panel of Fig. 10, in which this function is also in agreement with the GP reported function [27], although slightly more conservative with larger error bars.

For the growth rate null test, we shall first consider the quantity \( \Delta_m(a) \), specified by [186]

\[
\Delta_m(a) = \frac{\delta_m(a)}{\delta_m(a_0)} = \frac{a \, _2F_1 \left[ \frac{1}{3}, 1; \frac{11}{6}; a^3 \left( 1 - \frac{1}{\Omega_{m,0}} \right) \right]}{2 \, _2F_1 \left[ \frac{1}{3}, 1; \frac{11}{6}; \left( 1 - \frac{1}{\Omega_{m,0}} \right) \right]},
\]

(4.6)

where we adopted the conventional normalisation of \( a_0 = 1 \). The ANN reconstruction of this function is illustrated in the top–right panel of Fig. 10. From this equation we need to express the matter density parameter \( \Omega_m(z) \) as a function of \( f\sigma_8(z) \) and the redshift, i.e. \( \mathcal{O}m_{f\sigma_8}(z) \). We shall therefore consider a series expansion on Eq. (4.6) around \( \Omega_{m,0}^{-1} = 1 \) up to the first fifteen terms, up to which the accuracy of this series expansion with respect to the analytical expression was found to be at the sub–percent level. We then apply the Lagrange inversion theorem to invert the series expansion and write the inverse matter density \( \Omega_{m}(z) \) as a function of \( \Delta_m(a) \), i.e. \( \Omega_{m}^{-1}(z) \equiv \mathcal{O}m_{f\sigma_8}(z; \Delta_m) \), leading to the \( \mathcal{O}m_{f\sigma_8}(z) \) null test.
which is specified by \( O_{m_{f\sigma\delta}} (z) = \frac{1}{O_{m_{f\sigma\delta}}^{-1}(z, \Delta_m)} \).

With this theoretical framework of the cosmic growth null test, from the ANN reconstruction of \( f\sigma_8(z) \), we reconstruct the function of \( \Delta_m(z) \) via Eq. (4.6) which will then be used to reconstruct \( O_{m_{f\sigma\delta}} (z) \). This is considered as a null test of the concordance model of cosmology, since in \( \Lambda \)CDM \( O_{m_{f\sigma\delta}} (z) = \Omega_m \), hence any deviations from this equality would lead to a data driven departure from the \( \Lambda \)CDM model. The ANN reconstructed cosmic growth null test is illustrated in Fig. 10, along with the current limits on \( O_{m_{f\sigma\delta}} (z) \) within the \( \Lambda \)CDM and \( w \)CDM models when adopting the Planck model parameter constraints. In case of \( w \)CDM, the following analytical evolution of the matter density contrast was adopted for the illustration in Fig. 10 [187]

\[
\delta_{wCDM} = a^2 F_1 \left[ -\frac{1}{3w}, \frac{1}{2}; 1 - \frac{5}{6w} a^{-3w} \left( 1 - \frac{1}{\Omega_{m,0}} \right) \right],
\]

with \( w = -1.028 \pm 0.032 \) [63]. From the ANN reconstruction of \( O_{m_{f\sigma\delta}} (z) \), it is clear that the Planck constraints on \( \Lambda \)CDM and \( w \)CDM models are much tighter for all the considered redshift range. Moreover, one could also observe that the ANN reconstructed cosmic growth null test is not found to be in good agreement with the \( \Lambda \)CDM and \( w \)CDM predictions, particularly between \( 0.25 \lesssim z \lesssim 1.9 \) in which the discrepancy is between \( 2\sigma \) and \( \sim 3.5\sigma \). Such a discrepancy supports the already reported tensions [10, 26, 188, 189] between the early–time and late–time cosmological data sets probing the large scale structure, although in our case the reported departure from the concordance model of cosmology is data driven and model–independent.

5 Conclusions

The arena of nonparametric reconstruction techniques has drastically grown in recent years due to the increasingly polarizing features of the emergence of cosmological tensions in cosmological data sets. In tandem, this has also been coupled to the introduction of a number of important null tests on concordance cosmology. By and large, the central approach to these reconstruction approaches has relied on GP to various extends which suffers from several critical deficiencies which can be principally summarized by the kernel selection problem, in which different kernels must be surveyed for consistency among each other, and the overfitting of Gaussian uncertainties particularly at low redshifts, which are a focal point of interest in this context.

In this work, we have explored the possibility of using trained ANNs to reconstruct late–time cosmological data where we similarly assume Gaussian uncertainties for comparisons’ sake. We did this both for cosmic expansion data and for the growth of large scale structure data. ANNs utilize an unsupervised process for learning meaning that the structure of the ANN is of crucial importance in accurately mimicking input data. For this reason, in both cases, we first worked on designing the ANN structure in Secs. 3.1 and 4.1 where the lack of complexity in the data led to a preference for a one layer system with similar numbers of neurons in the network. As discussed in these sections, the mock data was produced in a very simplified manner, a choice which is consistent with the eventual reconstructions that follow. Other approaches led to near identical results in this regard.

The reconstructed \( H(z) \) and \( f\sigma_8 (z) \) profiles are respectively shown in Figs. 4 and 9 where the one layer systems clearly approximate the data much better than the other options which
exhibit more oscillatory behavior. The reconstructions are also largely stable for increasing numbers of neurons in this respect. On this point, the reconstructions both appear consistent across the various loss functions which again points to the resilience of these reconstructed profiles. $H(z)$ is slightly different to $f\sigma_8(z)$ in that there are drastically different priors that have appeared in the literature in recent years while $f\sigma_8(z)$ continues to tolerate a slightly lower tension between literature values. For this reason, we also show how priors on $H_0$ impact the reconstruction of this expansion parameter in Fig. 4. Surprisingly, it turns out that the $H(z)$ reconstructions are largely independent of any choice of prior. This means that the ANN gives a more equal weighting to the distributed observation points rather than the initial or low redshift elements.

Beyond the reconstructions of the expansion and growth profiles, we also perform null tests to examine the consistency of the reconstructions against an $\Omega m(z)$ diagnostic. This diagnostic can help reveal any preference for deviations away from the $\Lambda$CDM concordance model. In Fig. 6 the diagnostic for the reconstructed $H(z)$ data gives large uncertainties for low values of the redshift which then diminish for larger redshifts. This occurs due to a divergence at $z = 0$ and is independent of the choice of prior, as shown in the separate plots. In Fig. 10, we show this diagnostic for the $f\sigma_8(z)$ reconstructions. We similarly show the region plots for both $\Lambda$CDM and $w$CDM using Planck parameter values. Here, a sizable difference arises between the reconstructed data and its model analogues which may point to the need for the consideration of other null tests.

The ANN approach is drastically different to the GP method where the over-fitting and kernel selection issues have been largely suppressed or eliminated. The source of these properties is in the fact that ANNs have a much larger number of hyperparameters which are optimized. This means that the resulting trained ANN is a much better imitation of the natural process producing the observations as compared with GP. Another important observation of the ANN technique is that its $H(z)$ reconstruction is largely independent of literature priors unlike its GP counterpart which is significantly altered for different priors. One expects these foundational differences to emerge due to the fact that the ANN structure assumes far less than GP in this context, thus giving a more authentic profile for these cosmological parameters.

It would be interesting to probe other data sets and forecast observations for surveys expected to report results over the next few years. It may also be intriguing to explore other null tests of the concordance model which may further expose the impact of reported cosmological tensions. However, ultimately it would be one would want to couple these different cosmological parameters in some model independent way through a process involving an ANN structure. Alternatively, one may also want to use these ANN reconstructions to constrain possible cosmological models such as modified gravity and dark matter models.
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