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1. Introduction

When a bulk gapped system has a topologically nontrivial ground state, gapless edge states appear if the system has boundaries. This bulk-edge correspondence has become increasingly important since the recent discovery of various types of topological insulators and superconductors.\(^{1,2,3,4,5}\) For quantum Hall systems, the relationship between the Chern number of Landau levels\(^{6,7}\) and the quantized Hall conductance as a result of the edge current\(^8\) was elucidated by Hatsugai\(^9\) for a tight-binding model. Volovik\(^10\) and recently Essin and Gurarie\(^11\) formulated the correspondence by using the Green functions for more generic systems with a domain wall separating topologically distinct systems. An adiabatic approach was also developed by Sato \textit{et al.} for topological superconductors\(^12\).

More generically, defects such as kinks, vortices, and monopoles can be regarded as a type of boundary, and indeed they allow midgap states. In particular, zero-energy states are known to reflect the topological property of the corresponding bulk systems. These zero-energy states were investigated by index theorems that show the equivalence between the analytical index concerning the zero-energy states as solutions of differential equations and the topological index associated with the topological configurations of
background fields included in the operators (Hamiltonians). Therefore, it is natural to utilize the index theorems to investigate the problem of edge states associated with the conventional boundary mentioned above.

In this paper, we develop a method of investigating the bulk-edge correspondence for class A insulators and class D superconductors by using the index theorems formulated by Callias, Weinberg, and Niemi and Semenoff, which are valid for open infinite systems in arbitrary dimensions. Edge states are usually described as follows: Suppose that a translationally invariant boundary lies along the $y$-axis for simplicity. Then, we have a one-dimensional Hamiltonian with a parameter $k_y$. Edge states are defined by the spectral flow of this Hamiltonian as a function of $k_y$. To utilize the index theorems for such systems, one often regards the parameter of the Hamiltonian as a part of background fields. However, since the parameter in the present case, $k_y$, does not have upper and lower bounds, it is difficult to calculate the topological index in a standard manner such as by derivative expansions. Furthermore, the index theorems studied thus far were restricted to the Dirac operator (Hamiltonian) only with the first-order derivatives, whereas in condensed matter physics, we often encounter systems with higher derivatives arising from general band structures. The purpose of this paper is to develop a generalized index theorem applicable to such generic Hamiltonians, and to present several techniques invented for its application to the bulk-edge problem.

This paper is organized as follows: In §2, we present the setup of the bulk-edge correspondence for a generic Hamiltonian. We first introduce a bulk Hamiltonian whose topological properties are controlled by one parameter. We next consider a Hamiltonian with a domain wall that separates topologically distinct systems, by making the parameter coordinate-dependent. This Hamiltonian is referred to as a domain wall Hamiltonian. For this Hamiltonian, edge states are expected at the domain wall. To characterize the edge states, we define the spectral flow of these states. In §3, we present the formulas for the Chern number characterizing the bulk systems. In §4, we first extend the domain wall Hamiltonian, and show that the edge states can be regarded as the zero-energy states of this extended Hamiltonian. This implies that the edge states are characterized by the index of the extended Hamiltonian. In §5, we first derive a generalized index theorem and next apply it to the extended Hamiltonian. We show that the index is given by the Chern numbers, and, together with the fact that the spectral flow of the edge states is equal to the index of the extended Hamiltonian, we thus establish the
bulk-edge correspondence.

2. Setup for Bulk-Edge Correspondence

We investigate a generic bulk Hamiltonian $H^B(-i\partial_x, -i\partial_y)$ depending on a constant parameter $m$ controlling the topological properties of the bulk system. Without loss of generality, we assume that the gap is open at the zero energy and that negative energy states are occupied. We also assume translational invariance, which enables us to represent the Hamiltonian in the momentum space such that

$$H^B(k_x, k_y) \equiv H^B(k),$$

(2.1)

where $k$ stands for the set of two momenta, $k_x$ and $k_y$. Then, the occupied bands give rise to a nontrivial Chern (TKNN) number $c(m)$, which shall be discussed in the next section. Correspondingly, we introduce a model with a domain wall at $x = 0$, which separates two different topological states, i.e.,

$$\lim_{x \to \pm \infty} m(x) = m \pm .$$

(2.2)

Let us denote such a Hamiltonian as $H(-i\partial_x, -i\partial_y, x)$, where the $x$ dependence implies that the parameter $m$ is a function of $x$. We assume that the Hamiltonian is still translationally invariant along the $y$ direction in the presence of the domain wall, and hence, the Fourier transformation leads to the Hamiltonian

$$H(-i\partial_x, k_y, x).$$

(2.3)

This is a one-parameter family of one-dimensional Hamiltonians and its spectrum as a function of the parameter $k_y$ includes edge states localized around the domain wall. The eigenvalue equation is

$$H(-i\partial_x, k_y, x)\phi_j(x, k_y) = \varepsilon_j(k_y)\phi_j(x, k_y).$$

(2.4)

Although the bulk system has a gap at the zero energy, eq. (2.4) admits several states that cross the zero energy. These states are referred to as edge states. More precisely, the edge states are those with the spectrum $\varepsilon_j(-\Lambda_{jL}|\varepsilon_j(\Lambda_{jU}| < 0$, where $-\Lambda_{jL}$ and $\Lambda_{jU}$ are the lower and upper bounds of $k_y$ within which $\varepsilon_j(k_y)$ is defined as a continuous function. Assume that the model has $N_+$ edge states with $\varepsilon_j(\Lambda_{jU}) > 0$, and $N_-$ states with $\varepsilon_j(\Lambda_{jU}) < 0$. The spectral flow $\nu$ is defined by

$$\nu = N_+ - N_-.$$
The relationship between the Chern number \( c(m_{\pm}) \) of the bulk system (2.1) and the spectral flow \( \nu \) of the domain wall model (2.3) is the generic bulk-edge correspondence investigated in this paper.

In what follows, we suppose a Dirac Hamiltonian or a more generic Hamiltonian of a Dirac-like matrix structure with higher-derivative terms. For later convenience, we introduce the following notation separating the derivative terms from the others,

\[
\mathcal{H}(-i\partial_x, k_y, x) = \sum_{n \geq 1} \gamma_x^{(n)}(-i\partial_x)^n + \delta \mathcal{H}(k_y, x). \tag{2.6}
\]

We have assumed that \( m(x) \) is not coupled with the derivative terms. The coefficients of the derivative terms \( \gamma_x^{(n)} \) may be a function of \( k_y \). The \( k_y \) dependence of \( \gamma_x^{(n)} \) does not change the following argument.

A nontrivial example of the bulk Hamiltonian is

\[
\mathcal{H}^B = -i\sigma_j \partial_j + \sigma_3 (m + b\partial^2), \tag{2.7}
\]

where \( j = 1, 2, (x_1 = x, x_2 = y) \) and \( \partial^2 \equiv \partial_x^2 + \partial_y^2 \). Its momentum representation is

\[
\mathcal{H}^B(k) = \sigma_j k_j + \sigma_3 (m - bk^2),
\]

where \( k^2 \equiv k_x^2 + k_y^2 \). The corresponding domain wall model is therefore

\[
\mathcal{H}(-i\partial_x, k_y, x) = -i\sigma_1 \partial_x + \sigma_2 k_y + \sigma_3 \left[m(x) - bk_y^2 + b\partial_x^2\right]. \tag{2.8}
\]

Comparing with eq. (2.6), we have

\[
\gamma_x^{(1)} = \sigma_1, \quad \gamma_x^{(2)} = -b\sigma_3,
\]

\[
\delta \mathcal{H}(k_y, x) = \sigma_2 k_y + \sigma_3 \left[m(x) - bk_y^2\right]. \tag{2.9}
\]

As shown in the next section, the bulk Hamiltonian (2.7) has a nontrivial Chern number.

### 3. Chern Number of the Bulk System

In this section, we summarize notational conventions for the Chern number characterizing the bulk system \(2.25, 25\). Let \( \psi_\alpha(k) \) be the normalized eigenstate of \( \mathcal{H}^B(k) \) with the eigenvalue \( \varepsilon_\alpha(k) \),

\[
\mathcal{H}^B(k)\psi_\alpha(k) = \varepsilon_\alpha(k)\psi_\alpha(k), \tag{3.1}
\]

where \( \alpha \) specifies the band of the spectrum, and let \( \psi(k) = (\psi_1, \psi_2, \cdots) \) be the set of wave functions with negative energies, \( \varepsilon_\alpha(k) < 0 \). Then,

\[
P = \psi\psi^\dagger \tag{3.2}
\]
serves as a projection operator to the negative energy bands. The Berry connection one-form $A$ and the curvature two-form $F$ are defined by

$$A = \psi^\dagger d\psi,$$

$$F = dA + A^2 = d\psi^\dagger (1 - P) d\psi,$$  \hspace{1cm} (3.3)

where $d$ is the exterior derivative with respect to the momentum $k_i$. The Chern number is defined by

$$c = \frac{i}{2\pi} \int \text{tr} F$$

$$= \frac{i}{2\pi} \epsilon_{ij} \sum_{\epsilon_\alpha < 0 < \epsilon_\beta} \int d^2 k \, (\partial_{k_i} \psi_\alpha^\dagger) \psi_\beta \psi_\beta^\dagger (\partial_{k_j} \psi_\alpha),$$ \hspace{1cm} (3.4)

where in the second line, we have used the fact that $1 - P$ in eq. (3.3) is the projection operator to the positive energy states.

The following relation is also useful:

$$P(dP)^2 = \psi F \psi^\dagger.$$ \hspace{1cm} (3.5)

It follows that $\text{tr} F = \text{tr} P(dP)^2$. In the case of the model in eq. (2.7), this formula is useful, since the projection operator (3.2) can be expressed alternatively as $P = \frac{1}{2} \left( 1 - \mathcal{H}^B / R \right)$, where $R(k)$ is defined by $(\mathcal{H}^B)^2 = R^2 \mathbb{1}$ ($R > 0$) and given concretely by

$$R(k) = \left[ k^2 + (m - bk^2)^2 \right]^{1/2}.$$ The Chern number is thus given by

$$c(m) = \frac{1}{4\pi} \int d^2 k \frac{m + bk^2}{[k^2 + (m - bk^2)^2]^{3/2}}$$

$$= \frac{1}{2} \left[ \text{sgn}(m) + \text{sgn}(b) \right].$$ \hspace{1cm} (3.6)

Therefore, if $m_+$ and $m_-$ in eq. (2.2) have opposite signs, a domain wall appears in model (2.8) that separates two distinct systems with trivial and nontrivial Chern numbers.

4. Index of the Edge States

Thus far, we have defined the spectral flow (2.5) for the domain wall system as well as the Chern number (3.4) for the gapped ground state of the bulk system. To prove the correspondence between them, we introduce an extended Hamiltonian,

$$\tilde{\mathcal{H}} \equiv -i\tau_1 \partial_{k_y} + \tau_2 \mathcal{H}(-i\partial_x, k_y, x),$$ \hspace{1cm} (4.1)
where \( v > 0 \) is a constant parameter. Although \( \mathcal{H} \) is a one-parameter family of one-dimensional Hamiltonians, \( \tilde{\mathcal{H}} \) is now a two-dimensional model. This technique was used in many references dealing with index theorems.\(^{29, 30, 31, 32}\) It should be noted that this Hamiltonian has a generalized chiral symmetry, \( \{ \tilde{\mathcal{H}}, \tau_3 \} = 0 \). This enables us to regard the spectral flow of \( \mathcal{H} \) as an index of the extended Hamiltonian \( \tilde{\mathcal{H}} \).

To be specific, let us consider the zero energy states of this extended Hamiltonian,

\[
\tilde{\mathcal{H}} \Psi_0(k_y, x) = 0. \tag{4.2}
\]

Owing to the chiral symmetry of \( \tilde{\mathcal{H}} \), these states can also be eigenstates of \( \tau_3 \), and hence, we assume the following product wave functions:

\[
\Psi_{0,j} = \begin{pmatrix} \varphi^+_{0,j} \\ 0 \end{pmatrix} \phi_j, \quad \begin{pmatrix} 0 \\ \varphi^-_{0,j} \end{pmatrix} \phi_j, \tag{4.3}
\]

where \( \phi_j \) is the wave function in eq. (2.4), and the former and latter in the above equation have \( \tau^3 = 1 \) and \( \tau^3 = -1 \), respectively. By applying an adiabatic deformation preserving topological invariants, we can choose \( \phi_j \) independently of \( k_y \). Then, it follows that

\[
(v \partial_{k_y} \mp \varepsilon_j) \varphi^\pm_{0,j} = 0. \tag{4.4}
\]

The solution of this equation is given by

\[
\varphi^\pm_{0,j}(k_y) \propto e^{\pm \frac{1}{2} \int_{k_y}^{k_y'} dk_y' \varepsilon_j(k_y')}. \tag{4.5}
\]

This tells us that for any positive value of \( v \), \( \psi^+_0 (\psi^-_0) \) is normalizable if and only if \( \varepsilon_j(-\Lambda_j L) > 0 > \varepsilon_j(\Lambda_j U) \) \( \varepsilon_j(-\Lambda_j L) < 0 < \varepsilon_j(\Lambda_j U) \). Therefore, we have

\[
-\text{ind} \tilde{\mathcal{H}} = v. \tag{4.6}
\]

The above argument clearly shows that the index is independent of \( v \). This point plays a crucial role below.

5. **Index Theorem for the Extended Hamiltonian**

In the previous section, we introduced the extended model (4.1) whose zero energy states are given by the edge states of the domain wall system. We next apply the index theorem, which makes it possible to express the index as a topological invariant of the Hamiltonian.
5.1 Index theorem

We will first generalize the index theorem for the present system including higher-order derivatives generically. Let us denote the extended Hamiltonian (4.1) simply as

$$\tilde{H} = -i\gamma_j \partial_j + \delta \tilde{H},$$

(5.1)

where $j = 1, 2$ and $\partial_j \equiv \partial_{t_j}$ with $(t_1, t_2) = (k_y, x)$. The $\gamma$ “matrices” and $\delta \tilde{H}$ are defined by

$$\gamma_1 = v \tau_1, \quad \gamma_2 = \tau_2 \sum_{n \geq 1} \gamma^{(n)}_x (-i\partial_2)^{n-1},$$

$$\delta \tilde{H} = \tau_2 \delta \mathcal{H}(k_y, x).$$

(5.2)

The chiral symmetry of the Hamiltonian is denoted by $\{\tilde{H}, \tau_3\} = 0$. The index of $\tilde{H}$ in the previous section can be defined alternatively by

$$\text{ind} \tilde{H} = \lim_{M \to 0} \text{Tr} \tau_3 \frac{iM}{iM - \tilde{H}},$$

(5.3)

where $\text{Tr}$ stands for integration over $t = (k_y, x)$ as well as the trace in the $\tau$-space and the internal band structure. As has been shown in many references, the above index can be expressed in terms of the divergence of a chiral current for the Dirac Hamiltonian. In what follows, we will show that even if the Hamiltonian includes higher derivatives, we can define a similar current. In the derivation of the index theorem, the formal identity

$$\lim_{s \to t} \text{Tr} \tau_3 \frac{iM}{iM - \tilde{H}} \delta^2(t - s) = \lim_{s \to t} \text{Tr} \tau_3 \delta^2(t - s) + \lim_{s \to t} \text{Tr} \tau_3 \frac{\tilde{H}}{iM - \tilde{H}} \delta^2(t - s),$$

(5.4)

plays a crucial role. We show in Appendix that the last term can be written as the divergence of a current

$$\lim_{s \to t} \text{Tr} \tau_3 \frac{\tilde{H}}{iM - \tilde{H}} \delta^2(t - s) = -\frac{1}{2} \partial_j J_j,$$

(5.5)

where the current is defined by

$$J_j(t) = \lim_{s \to t} \text{Tr} \tau_3 \Gamma_j \frac{i}{iM - \tilde{H}} \delta^2(t - s),$$

(5.6)

with

$$\Gamma_1 = \gamma_1 = v \tau_1,$$

$$\Gamma_2 = \tau_2 \sum_{n \geq 1} \gamma_x^{(n)} p_n (-i\partial_2, -i\partial_2).$$

(5.7)
Note that $\Gamma_2$ includes the effect of the higher derivatives through a polynomial $p_n$ defined by

$$p_n(a,b) \equiv \sum_{0 \leq i \leq n-1} (-)^i a^{n-i-1} b^i. \quad (5.8)$$

If the model has only the first-order derivative, $p_1(a,b) = 1$ implies that $\Gamma_2$ becomes the usual matrix. The reason why we have introduced the polynomial (5.8) is to use the following identity:

$$p_n(a,b)(a+b) = a^n - (-b)^n. \quad (5.9)$$

This equation is required to derive eq. (5.5), as shown in Appendix A. The index (5.3) can thus be rewritten as

$$\text{ind} \, \tilde{H} = \lim_{\mu \to \infty} \text{Tr} \tau_3 f(\tilde{H}^2/\mu^2) - \frac{1}{2} \lim_{M \to 0} \text{Tr} \partial_j J_j, \quad (5.10)$$

where in the r.h.s., the first term is associated with the chiral anomaly when $H$ is a Dirac Hamiltonian only with linear kinetic terms. To treat generic systems with or without higher derivative terms in a unified manner, we have introduced an ultraviolet regulator $f(x)$, which is a smooth function satisfying $f(0) = 1$ and $f(\infty) = 0$.

In what follows, we shall calculate each term in eq. (5.10) separately. In the conventional index theorem, the derivative expansion is applicable, since the background fields are assumed to be constant at infinities. In the present Hamiltonian (5.1), the parameter $m$ indeed satisfies this condition owing to eq. (2.2). However, $\delta H$ diverges in the limit $|k_y| \to \infty$, as seen from eq. (2.4). This implies that we cannot resort to this simple technique of derivative expansion. Nevertheless, a crucial role is played by the parameter $v$ introduced in eq. (4.1) instead. As we have noted, the index (4.6) holds for any value of $v \ (> 0)$. This makes it possible to expand eq. (5.10) with respect to this parameter.

### 5.1.1 Calculation of the $\tau_3$ term

Let us first consider the $\tau_3$ term in eq. (5.10). As a regulator function, we choose the standard function $f(x) = e^{-x}$. To calculate this term in the limit $v \to 0$, we explicitly write the integration over $k_y$ such that

$$\text{Tr} \tau_3 e^{-\tilde{H}^2/\mu^2} = \int d k_y \int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} e^{-i \omega k_y} \text{Tr}_x \tau_3 e^{-\tilde{H}^2/\mu^2} e^{i \omega k_y}, \quad (5.11)$$

where $\text{Tr}_x$ stands for the trace $\text{Tr}$ except for the integration over $k_y$, and we have used the Fourier representation of the $\delta$ function in eq. (5.4), $\delta(t_1 - s_1) \equiv \delta(k_y - k'_y) = 8/17$.
\[
\int \frac{d\omega}{2\pi} e^{i(k_y-k'_y)\omega}, \quad \text{and taken the limit } k'_y \to k_y. \quad \text{Using}
\]
\[
e^{-i\omega k_y}\mathcal{H}^2 e^{i\omega k_y} = v^2(\omega - i\partial_{k_y})^2 + v\tau_3 \partial_{k_y} \mathcal{H} + \mathcal{H}^2,
\]
and making the scale transformation \( \omega \to \omega/v \), we can obtain the following expansion with respect to \( v \):
\[
e^{-i\omega k_y}e^{-\mathcal{R}_2/\mu^2}e^{i\omega k_y} = \left[ 1 - \frac{v}{\mu^2}(\tau_3 \partial_{k_y} \mathcal{H} - 2i\omega \partial_{k_y}) \right] e^{-(\omega^2+\mathcal{H}^2)/\mu^2} + O(v^2).
\]
Thus, we obtain the expansion of the \( \tau_3 \) term with respect to \( v \) such that
\[
\text{Tr} \tau_3 e^{-\mathcal{R}_2/\mu^2} = \int dk_y \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} v \text{Tr}_x \tau_3 \left[ 1 - \frac{v}{\mu^2}(\tau_3 \partial_{k_y} \mathcal{H} - 2i\omega \partial_{k_y}) \right] e^{-(\omega^2+\mathcal{H}^2)/\mu^2} + O(v^2).
\]
In the above expansion, terms without \( \tau_3 \) vanish by the trace over \( \tau \). Therefore, in the limit \( v \to 0 \), we have
\[
\text{Tr} \tau_3 e^{-\mathcal{R}_2/\mu^2} = -2 \int dk_y \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \text{Tr}_x \frac{1}{\mu} \frac{\partial \mathcal{H}}{\partial k_y} e^{-(\omega^2+\mathcal{H}^2)/\mu^2},
\]
where the factor of 2 originates from the trace over \( \tau \), implying that \( \text{Tr}_x \) here does not include this space any longer. The integration over \( \omega \) is carried out to give
\[
\lim_{\mu \to \infty} \text{Tr} \tau_3 e^{-\mathcal{R}_2/\mu^2} = -\frac{1}{\sqrt{\pi}} \lim_{\mu \to \infty} \int dk_y \text{Tr}_x \frac{1}{\mu} \frac{\partial \mathcal{H}}{\partial k_y} e^{-\mathcal{H}^2/\mu^2}.
\]
As we shall show, this term cancels out the next term below and does not contribute to the final index.

5.1.2 Calculation of the \( \text{Tr} \partial_1 J_1 \) term

Let us first compute \( J_1(k_y, x) \) for any values of \( k_y \) and \( x \). To this end, we introduce the notation \( \Omega = (\omega, k_x) \) as conjugate “momenta” to \( t = (k_y, x) \). Then, by using the Fourier representation of the two-dimensional \( \delta \) function \( \delta^2(t-s) \) in (5.6), we have
\[
J_1(k_y, x) = \int \frac{d^2\Omega}{(2\pi)^2} e^{-i\mu t} \text{Tr}_1 \tau_3 \Gamma_1 \frac{i}{iM - \mathcal{H}} e^{i\mu t} = -\int \frac{d^2\Omega}{(2\pi)^2} \text{Tr}_1 \tau_3 \frac{1}{\tau_1 M + i\omega + v\partial_{k_y} - \tau_3 \mathcal{H}(k_x - i\partial_x, k_y, x)},
\]
where the minus sign in the last line originates from \( \tau_1 \tau_3 \tau_1 = -\tau_3 \). Rescaling \( \omega \to \omega/v \) and expanding with respect to \( v \), we see that eq. (5.17) becomes
\[
J_1(k_y, x) = -\int \frac{d^2\Omega}{(2\pi)^2} \text{Tr}_1 \tau_3 \frac{1}{i\omega + \tau_1 M - \tau_3 \mathcal{H}} + O(v)
\rightarrow 2 \int \frac{d^2\Omega}{(2\pi)^2} \text{Tr}_1 \frac{\mathcal{H}}{\omega^2 + \mathcal{H}^2}.
\]
where in the second line, the prefactor of 2 originates from the trace over the \( \tau \) space, and the limit \( M \to 0 \) has been taken. At this stage, we arrive at

\[
\lim_{M \to 0} \int dx J_1(k_y, x) = \int_{-\infty}^{\infty} \frac{d\omega}{\pi} \text{Tr}_x \frac{\mathcal{H}}{\omega^2 + \mathcal{H}^2}
\]

\[
\equiv \eta(k_y).
\]  

(5.19)

Here, the function \( \eta \) is a formal expression of the spectral asymmetry, and a certain suitable regularization is required. We adopt

\[
\eta_s(k_y) = \frac{2}{\Gamma((s + 1)/2)} \int_0^\infty du u^s \text{Tr}_x \mathcal{H} e^{-u^2H^2}.
\]  

(5.20)

In the limit \( s \to 0 \), \( \eta_s \to \eta_0 \equiv \eta \) as calculated above. It then follows that

\[
\frac{d\eta_s}{dk_y} = \frac{2}{\Gamma((s + 1)/2)} \int_0^\infty du u^s \partial_u \left( \text{Tr}_x u \frac{d\mathcal{H}}{dk_y} e^{-u^2H^2} \right). 
\]  

(5.21)

Since this should be well-defined, we can safely take the limit \( s \to 0 \), and hence, we obtain

\[
\frac{d\eta}{dk_y} = \frac{2}{\sqrt{\pi}} \int_0^\infty du \partial_u \left( \text{Tr}_x u \frac{d\mathcal{H}}{dk_y} e^{-u^2H^2} \right) 
\]

\[
= -\frac{2}{\sqrt{\pi}} \lim_{u \to 0} \text{Tr}_x u \frac{d\mathcal{H}}{dk_y} e^{-u^2H^2}.
\]  

(5.22)

Thus, the \( \text{Tr} \partial_1 J_1 \) term in (5.10) can be integrated as

\[
\frac{1}{2} \int d^2t \partial_1 J_1 = \int dk_y \frac{\partial}{dk_y} \int dx J_1(k_y, x) 
\]

\[
= \int dk_y \frac{d\eta(k_y)}{dk_y} 
\]

\[
= -\frac{1}{\sqrt{\pi}} \lim_{\mu \to \infty} \int dk_y \text{Tr}_x \frac{1}{\mu} \frac{d\mathcal{H}}{dk_y} e^{-H^2/\mu^2},
\]  

(5.23)

where we have set \( u = 1/\mu \). Therefore, we see that the leading term of \( \text{Tr} \partial_1 J_1 \) with respect to \( v \) is the continuous part of the spectral asymmetry of \( \mathcal{H} \). It turns out that this term (5.23) cancels out the \( \tau_3 \) term (5.16).

### 5.1.3 Calculation of the \( \text{Tr} \partial_2 J_2 \) term

Because of the cancellation of the two terms above, the remaining \( \text{Tr} \partial_2 J_2 \) term is solely involved in the index. Carrying out the integration of the \( \partial_2 J_2 \) term over \( t_2 = x \) yields

\[
\int d^2t \partial_2 J_2 \equiv \int dk_y \left[ J_2(k_y, \infty) - J_2(k_y, -\infty) \right].
\]  

(5.24)
Therefore, we need to compute the current \( J_2 \) itself at the spatial infinities. In the limit of \( t_2 = x \to \pm \infty \), we have assumed \( m(x) \to m_\pm = \text{const.} \). Then, we can replace \( \mathcal{H}(-i\partial_x, k_y, x) \) by \( \mathcal{H}^B(-i\partial_x, k_y) \),

\[
\mathcal{H} \to -iv\tau_1 \partial_k_y + \tau_2 \mathcal{H}^B(-i\partial_x, k_y).
\] (5.25)

Then, we have

\[
e^{-i\alpha t} \mathcal{H} e^{i\alpha t} = -i\tau_1 \left[ iv\omega + v\partial_k_y - \tau_3 \mathcal{H}^B(k_x - i\partial_x, k_y) \right]
\]

\[
= -i\tau_1 \left[ iv\omega + v\partial_k_y - \tau_3 \mathcal{H}^B(k_x, k_y) \right] + O(\partial_x).
\] (5.26)

Here, it should be noted that \( \partial_x \) is irrelevant, since \( m \) is constant. Using these and Appendix B, we have

\[
J_2(k_y, \pm \infty) = -i \int \frac{d^2 \Omega}{(2\pi)^2} \text{tr} \left( \frac{\partial \mathcal{H}^B}{\partial k_x} \right) \frac{1}{i\omega + v\partial_k_y - \tau_3 \mathcal{H}^B}.
\] (5.27)

Now let us make the scale transformation \( \omega \to \omega/v \) and take the limit \( v \to 0 \). Then, the series expansion with respect to \( v \) yields

\[
J_2(k_y, \pm \infty)
\]

\[
= -i \int \frac{d^2 \Omega}{(2\pi)^2} \text{tr} \left( \frac{\partial \mathcal{H}^B}{\partial k_x} \right) \left[ \frac{1}{i\omega - \tau_3 \mathcal{H}^B} - \frac{1}{i\omega - \tau_3 \mathcal{H}^B} \partial_k_y \right] + O(v)
\]

\[
= i \int \frac{d^2 \Omega}{(2\pi)^2} \text{tr} \left( \frac{\partial \mathcal{H}^B}{\partial k_x} \right) \left[ \frac{i\omega}{v\omega^2 + (\mathcal{H}^B)^2} + 2\frac{1}{i\omega - \mathcal{H}^B} \partial_k_y \right] + O(v),
\] (5.28)

where the trace in the \( \tau \) space has been taken in the second line. The first term, being an odd function of \( \omega \), vanishes, whereas the second term remains finite. It can be written using the Green function of the bulk system,

\[
G(i\omega, k_x, k_y) = \frac{1}{i\omega - \mathcal{H}^B(k_x, k_y)},
\] (5.29)

such that

\[
J_2(k_y, \pm \infty) = 2i \int \frac{d^2 \Omega}{(2\pi)^2} \text{tr} \left( \frac{\partial \mathcal{H}^B}{\partial k_x} \right) \frac{1}{i\omega - \mathcal{H}^B} \partial_k_y \frac{1}{i\omega - \mathcal{H}^B}
\]

\[
= 2i \int \frac{d^2 \Omega}{(2\pi)^2} \text{tr} \left( \frac{\partial \mathcal{H}^B}{\partial k_x} \right) G \frac{\partial G}{\partial k_y}.
\] (5.30)

As we will show in Appendix C, this becomes the Chern number \( c(m_\pm) \) after the integration over \( k_y \). Thus, we reach the final expression

\[
\lim_{M \to 0} \int_{-\infty}^{\infty} dk_y J_2(k_y, \pm \infty) = 2c(m_\pm).
\] (5.31)
5.2 Result for the index

Thus far, we have calculated each term in the r.h.s. of the index theorem (5.10). Equations (5.23) and (5.31) allow us to write the index as

$$\text{ind} \widetilde{H} = \text{Tr} \tau_3 - \frac{1}{2} \int \frac{d\eta}{dk_y} \left[ c(m_+) - c(m_-) \right],$$

(5.32)

where the second term in the r.h.s. containing the integral represents the continuous part of the spectral asymmetry $\eta$. This is analogous to the family index theorem derived by Niemi and Semenoff.\(^{15}\) As shown in the calculations above, the first and second terms become eqs. (5.16) and (5.23), respectively, and the index finally becomes

$$-\text{ind} \widetilde{H} = c(m_+) - c(m_-).$$

(5.33)

It then follows from eq. (4.16) that the spectral flow of the edge states is equal to the difference in the Chern numbers,

$$\nu = N_+ - N_- = c(m_+) - c(m_-).$$

(5.34)

Thus, we establish the bulk-edge correspondence valid not only for the Dirac Hamiltonian but also for a wider class of Hamiltonians with higher-order derivative terms.

6. Summary and Discussions

We have explored the bulk-edge correspondence for topological insulators and superconductors with broken time reversal symmetry. We have shown that the spectral flow of the edge states, which are located near a domain wall separating two topologically distinct bulk states, is identical to the difference in the Chern numbers characterizing these two bulk states. To show this, we have utilized the index theorem developed by Callias, Weinberg, Niemi, and Semenoff, which is valid for open spaces. To this end, we have utilized several techniques. One is the dimensional extension of a one-dimensional Hamiltonian describing the edge states to a two-dimensional Hamiltonian, which was often used for index theorems in previous studies. Another is the introduction of the parameter $\nu$ in eq. (4.1) in the dimensional extension. This allows us to expand the topological index with respect to this parameter. Since we have assumed Hamiltonians including in general not only the linear kinetic terms but also those with higher derivatives, the proof of the correspondence in this paper is valid not only for the Dirac Hamiltonian but also for generic nonrelativistic Hamiltonians.

The generalization of the present approach to the bulk-surface correspondence of three-dimensional topological insulators and superconductors, as well as to various topo-
logical classes other than Chern insulators will be interesting. As to a lattice model, Hatsugai has shown the bulk-edge correspondence for the tight-binding model on a square lattice in a uniform magnetic field by using the transfer matrix method. It will be interesting to develop a lattice version of the present method applicable to generic lattice models.

Acknowledgements

This work was supported by a “Topological Quantum Phenomena” (No. 23103502) Grant-in-Aid for Scientific Research on Innovative Areas and Grants-in-Aid for Scientific Research (Nos. 23102714 and 23540406) from the Ministry of Education, Culture, Sports, Science and Technology (MEXT) of Japan.

Appendix A: Detailed calculation of the divergence of the current

In this Appendix, we calculate the r.h.s. of eq. (5.5). It follows from definition (5.6) that the divergence of the current is

\[
\partial_j J_j(t) = \partial_j \lim_{s \to t} \tau_3 \Gamma_j \frac{i}{iM - \mathcal{H}} \delta^2(t - s) = \lim_{s \to t} \tau_3 \Gamma_j (\partial_j^t + \partial_j^s) \frac{i}{iM - \mathcal{H}} \delta^2(t - s),
\]

where the repeated index \( j \) should be, of course, summed over. In what follows, we will compute the terms \( \partial_1 J_1 \) and \( \partial_2 J_2 \) separately. First, \( \partial_1 J_1 \) becomes

\[
\partial_1 J_1(t) = \lim_{s \to t} \tau_3 \Gamma_1 \left[ \partial_1^t \frac{i}{iM - \mathcal{H}} + \frac{i}{iM - \mathcal{H}} \partial_1^s \right] \delta^2(t - s) = \lim_{s \to t} \tau_3 \Gamma_1 \left[ \partial_1^t \frac{i}{iM - \mathcal{H}} - \frac{i}{iM - \mathcal{H}} \partial_1^s \right] \delta^2(t - s)
\]

\[
= - \lim_{s \to t} \tau_3 \left[ \gamma_1 (-i\partial_1^t) \frac{1}{iM - \mathcal{H}} + \frac{1}{iM - \mathcal{H}} \gamma_1 (-i\partial_1^s) \right] \delta^2(t - s) .
\]

Next, for \( \partial_2 J_2 \), we use eq. (5.9),

\[
\partial_2 J_2(t) = - \lim_{s \to t} \tau_3 \sum_{n \geq 1} \gamma_2^{(n)} \left[ (-i\partial_2^t)^n - (i\partial_2^s)^n \right] \frac{1}{iM - \mathcal{H}} \delta^2(t - s)
\]

\[
= - \lim_{s \to t} \tau_3 \sum_{n \geq 1} \gamma_2^{(n)} \left[ (-i\partial_2^t)^n \frac{1}{iM - \mathcal{H}} - \frac{1}{iM - \mathcal{H}} (i\partial_2^s)^n \right] \delta^2(t - s)
\]

\[
= - \lim_{s \to t} \tau_3 \left[ \gamma_2 (-i\partial_2^t) \frac{1}{iM - \mathcal{H}} + \frac{1}{iM - \mathcal{H}} \gamma_2 (-i\partial_2^s) \right] \delta^2(t - s) .
\]
Taking these into account, we obtain
\[
\partial_j J_j(t) = \lim_{s \to t} \partial_j \text{tr} \tau_3 \left[ (\delta \tilde{H} - \tilde{H}) \frac{1}{iM - \tilde{H}} + \frac{1}{iM - \tilde{H}} (\delta \tilde{H} - \tilde{H}) \right] \delta^2(t - s). \tag{A-4}
\]
Note that \{\delta \tilde{H}, \tau_3\} = 0. Thus, we obtain
\[
\partial_j J_j(t) = -2 \lim_{s \to t} \partial_j \text{tr} \tau_3 \frac{i}{iM - \tilde{H}} \delta^2(t - s). \tag{A-5}
\]

**Appendix B: Detailed calculation of \(J_2\)**

In the definition of \(J_2\) in eq. (5.6), \(\Gamma_2\) in eq. (5.7) is not a simple matrix but includes complicated derivatives. We show in this Appendix that in the plane wave basis, it can be written simply as the derivative of \(\mathcal{H}^B\) with respect to \(k_x\), as in eq. (5.27).

Representing the \(\delta\) function as the plane wave, we see that
\[
J_2(k_y, \pm \infty) = \lim_{s \to t} \text{tr} \tau_3 \Gamma_2 \frac{i}{iM - \tilde{H}} \delta^2(t - s) = \lim_{s \to t} \int \frac{d^2 \Omega}{(2\pi)^2} \text{tr} \tau_3 \Gamma_2 \frac{i}{iM + i\tau_1} \left[ v^\gamma k_y - \tau_3 \mathcal{H}^B(k_x, k_y) \right] e^{i\Omega(t-s)}. \tag{B-1}
\]
Using (5.8), we have
\[
\Gamma_2 e^{i\Omega(t-s)} = e^{i\Omega(t-s)} \tau_2 \sum_{n \geq 1} \gamma_x^{(n)} p_n(k_x - i\partial_2, -k_x - i\partial_2) = e^{i\Omega(t-s)} \tau_2 \sum_{n \geq 1} \gamma_x^{(n)} p_n(k_x, -k_x) + O(-i\partial_2). \tag{B-2}
\]
Here, the derivative terms can be neglected, since \(\mathcal{H}^B\) does not depend on \(x\). Now, note that
\[
p_n(k_x, -k_x) = \sum_{0 \leq i \leq n-1} (-)^i k_x^{n-i-1} (-k_x)^i = n k_x^{n-1}. \tag{B-3}
\]
Then, we obtain
\[
\sum_{n \geq 1} \gamma_x^{(n)} p_n(k_x, -k_x) = \sum_{n \geq 1} \gamma_x^{(n)} n k_x^{n-1} = \frac{\partial \mathcal{H}^B}{\partial k_x}. \tag{B-4}
\]
Therefore, after taking the \(M \to 0\) limit as well as \(s \to t\), we have
\[
J_2(k_y, \pm \infty) = \int \frac{d^2 \Omega}{(2\pi)^2} \text{tr} \tau_3 \tau_2 \left( \frac{\partial \mathcal{H}^B}{\partial k_x} \right) \frac{1}{\tau_1 [iv\omega \tau_1 + v^\gamma k_y - \tau_3 \mathcal{H}^B]} \tag{B-5}
\]

**Appendix C: Calculation of the Chern number**

We show that the r.h.s. of eq. (5.30) is simply the Chern number in eq. (3.4). Note that the former equation can be written as
\[
\frac{1}{2} \int dk_y J_2(k_y) = \frac{i}{(2\pi)^2} \int d^3 k \text{tr} \left( \frac{\partial \mathcal{H}^B}{\partial k_x} \right) G^2 \left( \frac{\partial \mathcal{H}^B}{\partial k_y} \right) G, \tag{C-1}
\]

\[\text{[14,17]}\]
where $d^3k \equiv dk_yd\Omega = d^2kd\omega$. Inserting a partition of unity,
\[ \sum_\alpha \psi_\alpha(k)\psi^\dagger_\alpha(k) = 1, \]  
(C.2) as well as
\[ \psi_\beta(\partial_{k_i}\mathcal{H}^B)\psi_\alpha = (\partial_{k_i}\varepsilon_\alpha)\delta_{\beta\alpha} - (\varepsilon_\beta - \varepsilon_\alpha)\psi^\dagger_\beta(\partial_{k_i}\psi_\alpha), \]  
(C.3) where $\varepsilon_\alpha(k)$ and $\psi_\alpha(k)$ are respectively the eigenvalue and corresponding eigenfunction of the bulk Hamiltonian defined in eq. (3.1), we obtain
\[ \frac{1}{2} \int dk_y J_2(k_y) = -\frac{i}{2\pi} \int d^2k \sum_{\alpha,\beta} \psi^\dagger_\alpha(\partial_{k_i}\mathcal{H}^B)\psi_\beta \frac{1}{(i\omega - \varepsilon_\beta)^2} \psi^\dagger_\beta(\partial_{k_y}\mathcal{H}^B)\psi_\alpha \frac{1}{i\omega - \varepsilon_\alpha}. \]  
(C.4) The integration over $\omega$ yields
\[ \frac{1}{2} \int dk_y J_2(k_y) = \frac{i}{2\pi} \int d^2k \sum_{\varepsilon_\alpha < 0 < \varepsilon_\beta} \left[ (\partial_{k_x}\psi^\dagger_\alpha)\psi^\dagger_\beta(\partial_{k_y}\psi_\alpha) - (k_x \leftrightarrow k_y) \right]. \]  
(C.5) It turns out that this is simply the Chern number computed in eq. (3.4).
References

1) M. Z. Hasan and C. L. Kane: Rev. Mod. Phys. 82 (2010) 3045.
2) X. L. Qi and S. C. Zhang: Rev. Mod. Phys. 83 (2011) 1057.
3) A. Schnyder, S. Ryu, A. Furusaki, and A. W. W. Ludwig: Phys. Rev. B 78 (2008) 195125; AIP Conf. Proc. 1134 (2009) 10.
4) A. Kitaev: Proc. of the L. D. Landau Memorial Conference “Advances in Theoretical Physics”, Chernogolovka, Moscow Region, Russia, 22-26 June 2008 (unpublished).
5) X.-G. Wen: Phys. Rev. B 85 (2012) 085103.
6) D. J. Thouless, M. Kohmoto, M. P. Nightingale, and M. den Nijs: Phys. Rev. Lett. 49 (1982) 405.
7) M. Kohmoto: Ann. Phys. (N.Y.) 160 (1985) 355.
8) B. I. Halperin: Phys. Rev. B 25 (1982) 2185.
9) Y. Hatsugai: Phys. Rev. Lett. 71 (1993) 3697.
10) G. E. Volovik: The Universe in a Helium Droplet (Oxford University Press, Oxford, 2003, §22).
11) A. M. Essin and V. Gurarie: Phys. Rev. B 84 (2011) 125132.
12) M. Sato, Y. Tanaka, K. Yada, and T. Yokoyama: Phys. Rev. B 83 (2011) 224511.
13) C. Callias: Commun. Math. Phys. 62 (1978) 213.
14) E. J. Weinberg: Phys. Rev. D 24 (1981) 2669.
15) A. J. Niemi and G. W. Semenoff: Nucl. Phys. B 269 (1986) 131.
16) T. Fukui and T. Fujiwara: J. Phys. Soc. Jpn. 79 (2010) 033701.
17) K.-I. Imura, T. Fukui, and T. Fujiwara: Nucl. Phys. B 854 (2012) 306.
18) K. Shiozaki, T. Fukui, and S. Fujimoto: Phys. Rev. B 86 (2012) 125405.
19) Generally, it is expected that for sufficiently large $|k_y|$, $\varepsilon_j(k_y)$ merges into the bulk energy continuum in high-energy regions. $\Lambda_{jU} (-\Lambda_{jL})$ may be regarded as the largest (smallest) value of $k_y$ at which this occurs. Of course, $\varepsilon_j(k_y)$ is still a continuous function of $k_y$ even after merging into the bulk continuum when the system has two open boundaries. However, for semi-infinite systems, it may be that $\varepsilon_j(k_y)$ is not defined for large $|k_y|$ at which the state is absorbed deep into the bulk. The argument presented in this paper is also applicable to such situations.
20) B. A. Bernevig, T. L. Hughes, and S.-C. Zhang: Science 314 (2006) 1757.
21) Y. Ran, P. Hosur, and A. Vishwanath: Phys. Rev. B 84 (2011) 184501.
22) X.-L. Qi, T. L. Hughes, and S.-C. Zhang: Phys. Rev. B 82 (2010) 184516.
23) H.-Z. Lu, W.-Y. Shan, W. Yao, Q. Niu, and S.-Q. Shen: Phys. Rev. B 81 (2010) 115407.
24) S.-Q. Shen, W.-Y. Shan, and H.-Z. Lu: Spin 1 (2011) 33.
25) X.-L. Qi: Phys. Rev. Lett. 107 (2011) 126803.
26) M. Freedman, M. B. Hastings, C. Nayak, and X.-L. Qi: Phys. Rev. B 84 (2011) 245119.
27) F. Wilczek and A. Zee: Phys. Rev. Lett. 52 (1984) 2111.
28) Y. Hatsugai: J. Phys. Soc. Jpn. 73 (2004) 2604.
29) M. Atiyah, V. Patodi, and A. J. Singer: Math. Proc. Cambridge Philos. 79 (1976) 71.
30) E. Witten: Phys. Lett. 117B (1982) 324.
31) L. Alvarez-Gaumé, S. D. Pietra, and G. Moore: Ann. Phys. 163 (1985) 288.
32) S. Forte: Nucl. Phys. B 288 (1987) 252.
33) This is based on

\[ \frac{\varepsilon}{|\varepsilon|^{s+1}} = \frac{2}{\Gamma((s+1)/2)} \int_0^\infty du u^s e^{-u^2}. \]