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Abstract

This paper presents the initial stages in the development of a deep learning classifier for generalised Resident Space Object (RSO) characterisation that combines high-fidelity simulated light curves with transfer learning to improve the performance of object characterisation models that are trained on real data. The classification and characterisation of RSOs is a significant goal in Space Situational Awareness (SSA) in order to improve the accuracy of orbital predictions. The specific focus of this paper is the development of a high-fidelity simulation environment for generating realistic light curves. The simulator takes in a textured geometric model of an RSO as well as the objects ephemeris and uses Blender to generate photo-realistic images of the RSO that are then processed to extract the light curve. Simulated light curves have been compared with real light curves extracted from telescope imagery to provide validation for the simulation environment. Future work will involve further validation and the use of the simulator to generate a dataset of realistic light curves for the purpose of training neural networks.

Acronyms

RSO - Resident Space Object
SSA - Space Situational Awareness
EOS - Electro Optic Systems
TLE - Two Line Element
SGP4 - Simplified General Perturbations 4
TEME - True Equator, Mean Equinox
SERC - Space Environment Research Centre
GUI - Graphical User Interface
FFT - Fast Fourier Transform

1 Introduction

Space Situational Awareness (SSA) is becoming increasingly important as a rise in the accessibility of space couples with the difficulty in removing space debris objects. Due to the high relative velocities between objects in orbit, even small pieces of debris (< 5cm) pose a significant threat to operational spacecraft. The problem of space debris is exacerbated by a collisional cascading effect, where collisions between satellites create debris increasing the chance of more collisions \cite{1}.

In order to mitigate the risk that space debris poses to operational satellites, various organisations maintain catalogues of on-orbit objects. Observations of Resident Space Objects (RSOs) are used in an orbit determination process to estimate their orbital state, which can then be propagated to predict possible conjunctions with other RSOs within a specific time period. This information is valuable to satellite operators if it is accurate, precise and timely.
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is useful in identifying potential targets for debris removal campaigns, with rapidly rotating objects more likely to experience break up events creating more debris.

This paper presents the initial stages in the development of a deep learning classifier for generalised RSO characterisation using ground-based light curve measurements. A light curve is a series of discrete measurements of the object’s brightness over time, in intensity or magnitude units, which can be extracted from optical observations of an RSO. A light curve can be acquired for any object that is illuminated by the Sun and is reflecting enough light in the direction of a ground based observer to be visible for instruments. The extraction and analysis of a number of light curves for different objects, has demonstrated that for rotating objects, a repeating pattern can often be observed in the light curve.

Previous research has shown that light curves are a function of an RSO’s physical characteristics, including its size, shape, orientation and material properties, as well as the distance to the observer and the phase angle relative to the sun and observer. Traditionally, the methods for recovering the RSOs characteristics from light curve data have been heavily reliant on estimation theory, which have a solid theoretical background but tend to be computationally expensive.

Since the early 2010s, breakthroughs made in the deep learning community, largely as a result of more powerful computers, larger datasets and improved techniques to train deeper networks, have led to remarkable results on a number of perceptual problems. Deep learning is a subset of machine learning. A deep neural network typically comprises of several layers of non-linear function approximators that are trained to learn representations of data useful for tasks such as classification. The recent widespread success of deep learning solutions to a variety of problems has motivated their application across numerous fields including RSO characterisation.

In 2016, Linares and Furfaro argued that the traditional approaches to RSO characterisation involved a large computational burden which would not be practical for the ever increasing catalogue of RSOs. They theorised that a data-driven deep learning approach would enable quick determination of RSO classes made directly from observational data. While results on simulated datasets have shown success, application to real light curve data has proven to be more difficult due to the smaller dataset size and the differences between the simulated and real light curve data.

Existing studies in other fields such as computer vision have shown that deep learning models are able to outperform traditional methods when training sets are large. However observational RSO light curve data is both difficult to obtain and label as a number of the objects have unknown characteristics. Consequently, the size and quality of the training dataset limits the achievable performance and robustness of the neural network.

A high-fidelity light curve simulation environment enables the possibility of creating a large, well-labelled dataset that could be used to supplement observational RSO light curve datasets for the purposes of training neural networks. Provided the simulated light curves encapsulate similar features to those found in a real light curve dataset, models pre-trained on the simulated dataset could then be fine-tuned on a small real light curve dataset in a process known as transfer learning. Transfer learning is known to be an effective way of increasing the performance of neural networks, particularly in cases where the dataset is small.

Previous research applying neural networks to simulated light curves and investigating transfer learning has used a simplified version of the anisotropic-Phong bidirection reflectance distribution function (BRDF) developed by Ashihman and Shirley to model reflectance. This has then been applied to simple spacecraft and debris models represented through a combination of flat facets to simulate light curves. Using this flat facet method it is difficult to create complex models that provide realistic representations of RSOs. Additionally, this method does not incorporate self shadowing or secondary reflections and the use of flat facets creates edges in curved surfaces.

By creating a more realistic simulation environment using recent advancements in rendering and computer graphics, it is hypothesised that the simulated light
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curves will encapsulate more of the features observed in real light curve data and hence result in the development of more accurate and robust RSO characterisation models based on transfer learning. The specific contributions of our paper are:

- Development of Blender based simulation environment to generate a realistic light curve dataset that can be used for transfer learning.
- Validation of the simulation environment through comparison with real data.

Section 2 of this paper presents an overview of the simulation environment as well as providing details about its three main elements. Section 3 outlines the algorithm developed to automatically extract real light curves from Electro Optic Systems (EOS) optical data. The results of the light curve extraction algorithm are presented in Section 4 and are compared with simulated light curves to validate the simulation environment. Section 5 provides a discussion of the work presented and Section 6 contains a brief conclusion of the research presented as well as ideas for future work.

2 Methodology

A light curve simulator has been developed that takes a textured geometric model of a given RSO, the RSO orbital parameters and ground-based measuring location, and generates the simulated measurement of a light curve (apparent magnitude vs. time), based on the solar reflection from the object. The simulator pipeline is depicted in Figure 1 and is composed of three main steps:

1. Initialisation Step: Uses RSO ephemeris to determine when it is visible from a specified sensor and records position information for the RSO, sensor and sun at a specified sampling rate.

2. Blender Rendering Step: Uses the ephemeris information recorded in the previous step to render photo-realistic images of the solar illuminated RSO from the perspective of the ground-based observer.

3. Light Curve Extraction Step: Processes the rendered images to produce simulated measurements of single-point apparent magnitude from rendered data.

2.1 Initialisation Step

The aim of the simulation environment is to accurately simulate the real world geometry of the three primary components, the RSO, the ground-based sensor and the sun, in order increase the fidelity of the simulation and to reduce the difficulty in comparing real and simulated light curves. Subsequently, the Blender environment requires the input of position information for these three components to be recorded at each time step.

This initialisation step is performed in Python where a graphical user interface (GUI) allows the user to select the NORAD ID of the object as well as the start epoch, pass duration, sampling rate and ground-based sensor. The Two Line Element (TLE) ephemeris for the object is automatically extracted from the Space-Track website with the closest TLE prior to the start of the simulated pass selected. This TLE is then propagated using the Simplified General Perturbations 4 (SGP4) propagator in conjunction with the Naval Observatory Vector Astrometry Software (NOVAS) library to obtain the position information of the sun, the observer and the RSO at each time step. To simplify coordinate transformations, the origin of the Blender coordinate system was considered to be the centre of mass of the earth which is the origin of the true equator, mean equinox (TEME) coordinate system. TEME was selected as it is the coordinate system used by TLEs and SGP4.

At each time step, a visibility check is performed to ensure that the object is illuminated by the sun and visible to the observer. The conditions to determine visibility for an observer are as follows:

- RSO elevation $> 15^\circ$ above horizon from the perspective of the observing sensor. At lower elevations the reflected light travels through more of the atmosphere making it difficult to acquire the RSO and obtain accurate measurements.
- Sun elevation $< -6^\circ$ below horizon from the perspective of the observing sensor. For the optical observations to be recorded the observing sensor should not be illuminated by the sun.
- RSO not in earth shadow. The RSO must be illuminated by the sun for it to be visible to the observer. This was calculated through implementation of the conic shadow model provided by Hubaux [20].
When the object is determined to be visible to the observer the vectorised position information of the sun, RSO and sensor are recorded in the TEME coordinate system. If the RSO is not visible no information is recorded and it is propagated forward in time until it becomes visible or reaches the end of the pass specified by the user. The recorded ephemeris information is used as input to initialise the next stage in the simulation pipeline.

2.2 Blender Rendering Step

Previous research has shown Blender to be an effective tool for simulating realistic light curves through comparisons between real data and Blender simulated light curves [4, 21]. Blender is an open source 3D rendering software, which has a built-in physically based probabilistic ray-tracing engine called Cycles [22]. At the time of writing Blender 2.80 was the most updated stable release, so it was the version used for the following simulations.

The simulation environment consists of three primary components in Blender; the sun, the camera and the object models. The position information for these components is input into Blender using the ephemeris calculated in the previous step. Due to issues determined in Blender when rendering dim objects at extreme distances, a scale reduction of 1000 was applied equally to the position information for all three components. This scale reduction is corrected for in the light curve extraction step so that an accurate comparison can be made with real world data.

Additional inputs controlling the selection of the object model as well as the initial orientation and rotation of the object model are also required at this point. This can either be input in manual mode, which allows a user to control the inputs for simulating a specific pass or in simulation mode where these parameters are randomly selected from a range of possible options.

2.2.1 Sun

To simulate the sun a default Blender sun lamp was used, which provides light of a constant intensity emitted in a single direction from infinitely far away. Consideration was included for the colour of the sunlight by setting the black body shader node in Blender to a temperature of 5778K, which controls the colour of the light from the sun node. The intensity of the sunlight impacting the model was set to be 1062W/m$^2$. This was determined to be the intensity of the sunlight in the visible spectrum impacting on objects in earth orbit [23]. No consideration is made for small changes in intensity at different altitudes and all incoming light...
rays are considered parallel.

### 2.2.2 Camera

Blender provides a default camera object with a number of options for customisation. This allowed multiple cameras to be created with the aim of simulating the various sensors that EOS used to collect the real data. These camera objects are then saved into the Blender file and can be selected during the simulation process. All cameras are set to record imagery in grey-scale as is the case for EOS sensors. Additionally, the OpenEXR format was used to output the simulated imagery with the gamma correction set to 1.0 and a linear transform used to prevent the corrections that Blender normally applies to image data for visual effect. The cameras were also simulated to have the same position as the EOS sensors at each epoch to facilitate ease of comparison with real data.

### 2.2.3 Object Models

The GUI in Blender allows the modelling and visualisation of complex objects and is developed to handle highly detailed models with a range of materials and textures. In a similar manner to the cameras, object models stored in the Blender file format can be selected to be used during the simulation. The materials used for the models are also controllable during the simulation runtime as opposed to having to store the same object multiple times to test the effect of different materials on the light curve.

Additionally, Blender supports a wide range of common 3D formats, allowing object models developed in other programs to be imported into the simulation environment. This has been useful for initial simulation testing as a number of models have been downloaded from the NASA 3D model website [24]. Figure 2 depicts a rendering of the Topex model downloaded from the NASA website as an example of the kind of models used during the simulation.

Figure 2 also demonstrates that self shadowing is incorporated into Blender as well as secondary reflections where light is reflected from one surface onto another. It is important to incorporate self shadowing for models containing concave or extruding features such as solar panels.

### 2.2.4 Motion Blur Implementation

During initial testing of the simulation it was determined that to emulate real light curves the object must continue to rotate during the image exposure as it does in the real world. Previous simulations using the flat facet method rotate the object to a certain orientation and use the normal vectors of the facets at this orientation to calculate the light reflected in the direction of the observer. However, for objects that are rapidly rotating or for simulations involving long exposures, the change in orientation of the normal vectors during exposure affects the intensity of the light reflected towards the observer.

This effect can be simulated in Blender by applying animation to the object and motion blur to the scene. Figure 3 depicts a comparison between the rendering of an object with and without motion blur. The simulated object is a 3U CubeSat rotating around its x axis with spin period of 10 seconds, scaled to be resolvable in the image. Further analysis on the impact that this implementation has on the extracted light curve is presented in the results section.

### 2.3 Light Curve Extraction Step

After the full pass has been rendered into a sequence of images, the images are input into the light curve extraction step to determine the apparent magnitude of the object in each image. Image processing is used to determine the brightness of the object in the image through integration over the pixel counts. However
Figure 3: Example of Motion Blur Implementation

converting this Blender intensity of the object to a physically accurate apparent magnitude is non-trivial and requires some understanding or the apparent magnitude system.

The apparent magnitude is a measure of the relative brightness of an object as seen by an observer on earth based on an inverse logarithmic relation defined by the following equation.

\[ m = -2.5 \log_{10}(f) \]  

(1)

Where \( m \) is the apparent magnitude and \( f \) is the photon flux of the object received at the observer.

Consequently, very bright objects have lower magnitudes, such as the sun with a magnitude of -26.7, whilst dimmer objects have higher magnitudes. Significant work has been performed in the field of astronomy to build star catalogues with various information about each star recorded including their apparent magnitudes. The apparent magnitude of a star can be determined by comparing the flux of that star with the flux of another star with a known apparent magnitude as follows [25]:

\[ m_1 = m_2 - 2.5 \log_{10}\left(\frac{f_1}{f_2}\right) \]  

(2)

It is difficult to determine the exact photon flux in an instrument due to calibration requirements. However, the instrument magnitude for an object can be recorded using the pixel counts in an image as outlined in [25]:

\[ I_m = -2.5 \log_{10}\left(\frac{N_{ap} - A_{ap}S_{sky}}{t_{exp}}\right) \]  

(3)

By replacing the flux values in Equation 2 with the relationship inside the log in Equation 3 and then applying log laws the resultant expression can be derived to determine the apparent magnitude of an object from the pixel values in an image through comparison with another object with a known apparent magnitude.

\[ m_1 = m_2 + I_{m_1} - I_{m_2} \]  

(4)

Where \( m_1 \) is the apparent magnitude of the object being determined, \( m_2 \) is the known apparent magnitude of an object (usually a star) and \( I_{m_1} \) and \( I_{m_2} \) are the calculated instrument magnitudes of the two objects in the image.

Thus in the real world the apparent magnitude of an RSO is determined by comparing its instrument magnitude with that of a star with a known apparent magnitude through the applications of Equations 3 and 4. However, this is not possible in a simulation because there is no zero point star in the system with a known magnitude to compare other objects against.

In the case of the flat facet model, this is not an issue because no image is actually produced. Instead the model takes the intensity of the sunlight as an input in \( \text{W/m}^2 \) and calculates the fraction of this light that would reach the observer after correction for distance. See [10] for further detail on this method where the authors state that the apparent magnitude of an object in the simulation can be calculated through application of Equation 2 as follows:

\[ m = -26.7 - 2.5 \log_{10}\left(\frac{F}{C_{sun,vis}}\right) \]  

(5)

Where -26.7 is the value for the apparent magnitude of the sun, \( F \) is the calculated fraction of the reflected sunlight from the object that is visible to the observer and \( C_{sun,vis} \) is the intensity of the sunlight in earth orbit.

Subsequently, the flat facet model was used to create a reference point for converting the extracted sum of pixel intensities from the Blender-generated images into a corrected apparent magnitude that could...
be compared to real data. A simple $1 \times 1$ m flat plate with the same material settings, was simulated at a distance of 10000 m in both Blender and the flat facet model using the same object, sun and camera geometry to ensure that reflective angles were the same.

Using the method outlined in [10] and through application of Equation [5] the apparent magnitude of the flat plate from the flat facet method was determined. The instrument magnitude of the object in the Blender simulation was then determined through Equation [3] which was simplified as the background sky signal ($S_{sky}$) is 0 in the Blender simulation. Similar to the method applied when determining the apparent magnitude of RSOs in real imagery, this object can then be used as a reference point to determine the apparent magnitude of objects in Blender-generate imagery.

However, in the real world the stars have a fixed apparent magnitude for observers on earth, whilst the reference object that we have created using the flat facet model and Blender is only accurate for the specific distance of 10000 m as the intensity of the light is subject to the inverse square law. Thus, objects rendered in Blender at other distances will need to be corrected for this distance by dividing the extracted intensity by the square of the ratio of the actual distance used in Blender to the 10000 m reference point. A final correction must also be applied to account for the scale factor applied in Blender to the positions of the camera, sun and object, to reduce the distances required for computation in the Blender simulation.

These corrections can be applied to Equation [4] resulting in the final equation that was used to convert the sum of the Blender pixel intensities in an image to the apparent magnitude:

$$m_1 = m_{ff} - I_{mb} + \left(-2.5 \log_{10}\left(\frac{B}{t_{exp} \cdot (\frac{d}{d_r} \cdot \text{scale})^2}\right)\right)$$

(6)

Where $m_{ff}$ is the apparent magnitude of the flat plate at 10000 m determined using the flat facet model. $I_{mb}$ is the Blender instrument magnitude of the flat plate at 10000 m. $B$ is the sum of the pixel intensity of the object extracted from the Blender render image, whilst $t_{exp}$ is the exposure time in seconds. $d$ is the distance between the object and the camera used in Blender, whilst $d_r$ is the distance used for the reference object which was 10000 m. Finally, scale is the scale factor that was applied to the object, camera and sun ephemeris when inputting them into the Blender simulation, which is generally set to 1000.

Equation (6) was used to convert the Blender pixel intensities extracted from the rendered images into a calibrated apparent magnitude value that allowed direct comparison with real light curve data. The extracted apparent magnitude for each image was recorded with the ephemeris information and parameters for the pass. After processing, the Blender rendered images are deleted to reduce data storage requirements.

### 3 Extraction of Real Light Curves

As part of the validation process for the light curve simulation environment an automated light curve extraction algorithm has been developed in collaboration with EOS and the Space Environment Research Centre (SERC). EOS is an Australian based company who operate 6 optical telescopes at two sites in Australia and have provided the real data that is discussed in this paper. EOS telescopes primarily operate in a rate tracking state, resulting in the tracked object appearing circular in the image whilst background stars appear as streaks.

Figure 4a depicts a typical telescope image with an RSO near the centre of the image and a number of stars streaking through the image. The algorithm processes a sequence of such images and extracts the apparent magnitude for the RSO in each image which is then recorded to generate the light curve for the pass.
Detection of both RSOs and background stars are performed in each image using a Fast Fourier Transform (FFT) approach. An example of the mask created through this process is displayed in Figure 4b. In the mask the identified RSO is green, whilst complete streaking stars are white. The blue streak in the bottom section of the image is identified as a partial star streak with only one endpoint. The object is tracked through the sequence of images and its future position predicted, allowing for multiple RSOs within an image to be observed and tracked simultaneously.

The pixel counts recorded in the 16-bit depth grey-scale image captured by the telescope can be extracted for each object in the image using the aperture method [25]. These counts are then used to determine the instrument magnitude for both the RSOs and the stars in the image through the application of Equation 3. The apparent magnitude of the RSO is then determined by extracting the apparent magnitudes of the stars in the image from the UCAC4 catalogue and applying Equation 4.

4 Results

4.1 Extracted Real Light Curve

The left hand side of Figure 5 depicts a light curve that was extracted, using the algorithm outlined in Section 3, from observations of a SpaceX Falcon 9 stage 2 rocket body (NORAD ID 40108). The imagery was captured at an average sampling rate of 1Hz for approximately 20 minutes on the 7th of July 2019 using the 0.7m telescope at Mt Stromlo.

The cyclical pattern present in the light curve indicates that object 40108 is rotating. This was confirmed by applying the Lomb-Scargle analysis to the light curve, with a strong peak evident in the Lomb-Scargle power plot on the right hand side of Figure 5 at a period of 41.3 seconds. This period actually represents a half rotation of the rocket body, which, given its symmetrical nature, experiences bright and dim peaks twice a cycle and thus has a spin period of 82.6 seconds. This can also be observed through the pattern in the dips in the light curve visible in the lower section of the graph (higher magnitude) where every second dip is slightly dimmer. The consistent difference between these lower peaks indicates that the object is not symmetrical about all axis and increases confidence in the extracted spin period of 82.6 seconds.

A further trend visible in the light curve plot is the general increase in magnitude throughout the duration of the pass. It is thought that this trend is a result of the gradual decrease in the phase angle measured during the pass. However, it could also be a function of a slow precession of the rocket body around a secondary axis. The phase angle is the angle measured between the direction of the incoming flux (light from the sun) and the direction of the observer.

4.2 Comparison between Simulated and Real Data

To compare the simulation environment with the extracted real light curve presented in Figure 5, a simple rocket body was modelled in Blender based on approximate dimensions of the second stage of the SpaceX Falcon 9 rocket. It was modelled as a cylinder with a nozzle extruding at the base and a small nose cone at the tip. A rendered version of the model used for the simulation is visible in Figure 6a. Additionally, a simple cylinder without the nose cone and the nozzle, depicted in 6b, was simulated to be the same diameter and length as the SpaceX rocket body as a source of comparison.

The TLE for object 40108 was propagated in Python using SGP4 to the start of the observation period and positions for the rocket body, the observing telescope at Mt Stromlo and the sun were recorded at 1 second intervals for the duration of the observed pass. This information was then input into the Blender simulation environment and the SpaceX model was rotated on both its x and y axes separately using the spin period of 82.6 seconds determined by the Lomb-Scargle analysis presented in Figure 5.

A good convergence was found with the real light curve for when the simulated SpaceX model was rotated about the x axis. This light curve is presented in Figure 6c along with the extracted light curve and the simulated light curve from the cylinder rotated around its x axis. In particular, note that the pattern identified earlier where every second dip is dimmer is present in the simulated light curve for the rocket body. Based on the simulation these dips were found to correspond with the nozzle of the rocket facing...
the telescope, whilst the slightly brighter dips (first evident at an approximate apparent magnitude of 8.75 at 40 seconds) occur when the nose cone of the rocket is facing the observer. The peaks on the graph correspond to when the full face of the cylindrical part of the rocket body was observable to the telescope. Whilst the light curve for the simulated simple cylinder has a similar oscillation to the other light curves, the pattern present in every second dip is not evident. The cylinder has a higher apparent magnitude at the peaks as the length of the cylinder used was the total length of the rocket body including the nozzle and nose cone, so the face of the cylinder has a larger area than the face of the rocket body. The nozzle and nose cone for the rocket body were also found to be more reflective than the ends of the cylinder when facing the camera resulting in lower dips in the light curve of the cylinder. Additionally, the peaks in both the rocket bodies light curves appear to have small features and disturbances whilst the cylinder has smooth peaks. This is hypothesised to be as a result of side-on reflections from the nozzle which are present for the rocket body but absent from the cylinder simulation.

Furthermore, all three light curves also feature the general trend of increased brightness that was identified previously. This indicates that this trend is more likely to be a result of the decreasing phase angle than a complex spin effect, as both the simulated objects are only rotated around their x-axis.

4.3 Motion Blur

Figure 7 depicts a comparison for light curves generated using the Blender simulation environment for the case when motion blur is applied compared with no motion blur. The light curves shown are extracted from a simulation of the 3U CubeSat depicted in Figure 3, rotating around its x-axis with spin period of 10 seconds.

While both light curves are quite similar in shape small features are different between them. This is particularly evident at approximately 10 seconds into the pass where a distinct black peak is visible in the motion blur applied light curve that is not captured by the light curve without motion blur. This peak is clearly visible in both light curves at other points during the pass in both light curves indicating that it is not a spurious peak. Additionally, further
Figure 6: Initial Validation of Simulation Environment

(c) Comparison between Blender Simulated Data and Real Light Curve
differences are notable between the two light curves in the magnitudes of the brighter peaks.

5 Discussion

Although additional work is required to validate the Blender simulation environment, initial comparisons with rocket body light curves show good similarity between the real extracted data and the simulated data. This close similarity, particularly when contrasted with the differences to the simulated light curve of the cylinder, emphasises the importance of using more complex models to generate realistic light curves. Although the general shape of the cylinder is the same as the rocket body, the addition of the nozzle and nose cone has a significant effect on the resultant light curve.

It should be noted that the dips corresponding to the nozzle are slightly dimmer in the simulation than in the real light curve. This potentially indicates that the size of the nozzle should be increased or a more reflective material should be used in the simulation in order to better represent the real object. Future development of the simulation environment will include creating realistic models of other space debris and performing further validation with extracted light curves to ensure that realistic light curves are being generated for a variety of shapes and models.

The inclusion of self-shadowing in the Blender modelling will allow for the simulation of more realistic light curves for convex objects and objects with large extrusions (e.g. solar panels). For these kinds of objects significant portions of the satellite may be shadowed by the solar panel or the body of the satellite may prevent reflections from the solar panel from reaching the observer. Additionally, motion blur has been shown to have an effect on the generated light curve, particularly for objects that are rapidly rotating or when longer exposures are used. Whilst these may seem like small details, it is expected that these are the kind of features that will allow a machine learning algorithm to differentiate between light curves associated with different shapes and models.

The visualisation aspect of the GUI built into Blender has also proved useful in analysing how small changes in the model affect the light curve. This was evident in the work with the rocket body where analysis of the simulation allowed the orientation of the rocket body to be determined when specific features in the light curve were generated.
In terms of current differences between the simulated light curves and extracted light curves, images are currently simulated with no gap in exposure between images. This differentiates them from EOS sensors which have a slight gap between images primarily to allow for readout time. Subsequently, the real light curves may be missing information compared with the simulated data, particularly for objects with a high spin rate. Furthermore, the EOS sensors currently use an adaptive algorithm to determine the exposure time to use during a pass depending on the brightness of the object and the mode of the telescope. This means that the exposure time sometimes changes during the course of a pass. Future analysis will be done to determine whether either of these differences have a significant effect on the simulated light curve and if so they will be replicated in the simulation environment.

Finally, comparative to the flat facet model, one of the detriments of the Blender simulation environment is that it is significantly more computationally expensive. Tests on a CPU with 12 cores simulating a 30 minute pass resulted in the generation of approximately 1 light curve per hour, while a NVIDIA GeForce 1080 Ti graphics cards was able to generate a light curve in 15 minutes. The simulation environment has now been modified to be run in parallel on the GPU, enabling an improvement to 10 light curves per hour per GPU.

6 Conclusion

A high-fidelity Blender based simulation environment has been developed for the generation of light curves of rotating space objects. The simulator allows complex geometric models as input and includes self-shadowing as well as motion blur. Initial validation through comparison with a real light curve of a SpaceX stage 2 rocket body show a close similarity between the simulated and real light curve. Further validation will be performed in the future comparing simulated light curves with real light curves for other objects.

Additionally, the simulator will be used to generate a database of realistic well-labelled light curves that can be used to train neural networks for automated space object characterisation. Through the process of transfer learning these neural networks will then be applied to real data. Increasing the similarity between the simulated and the real data reduces the requirement of extensive retraining during the transfer learning process when applying the network to real data.
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