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A novel interval type-2 intuition fuzzy brain emotional learning network model (IT2IFBELC) which depends only on the input and output data is proposed for the rehabilitation robot, which is different from model-based control algorithms that require exact dynamic model knowledge of the rehabilitation robot. The proposed model takes advantage of the type-2 intuition fuzzy theory and brain emotional neural network, and this is no rule initially; then, the structure and parameters of IT2IFBELC are tuned online simultaneously by the gradient approach and Lyapunov function. The system input data streams are directly imported into the neural network through an interval type-2 intuition fuzzy inference system (IT2IFIS), and then the results are subsequently piped into sensory and emotional channels which jointly produce the final outputs of the network. That is, the whole controller is composed of three parts, including the ideal sliding mode controller, the interval type-2 intuition fuzzy brain emotional learning network controller, and a powerful robust compensation controller, and then one Lyapunov function is designed to guarantee the rapid convergence of the control systems. For further illustrating the superiority of this model, several models are studied here for comparison, and the results show that the interval type-2 intuition fuzzy brain emotional learning network model can obtain better satisfactory control performance and be suitable to deal with the influence of the uncertainty of the rehabilitation robot.

1. Introduction

Rehabilitation robots can significantly improve the motor ability and quality of life of people with reduced limb function. With the acceleration of the aging process, the number of patients with stroke, Parkinson’s disease, spinal injury, and lower extremity paraplegia will continue to increase. Even after professional rehabilitation or treatment, the body functions of this group of people can be restored to a certain degree, but it is difficult to return to their original state. Most people’s physical control ability becomes lower, and walking will become a very difficult task. So, their daily lives will be affected seriously by the activities and qualities. From the point of view of population aging trend and the growth of the potential beneficiary population, the study of the full-body assisted rehabilitation robot for the elderly and disabled can not only improve the motor ability, but also promote the social harmonious development. However, existing rehabilitation robots are generally larger in size and heavier in weight. Adaptation to the ground and flexibility of movement still need to be further improved. The working mode of most rehabilitation systems is that the wearer is carried by the robot, and the gait of different users is not fully coordinated. Although there are several products that can meet the requirements of rehabilitation robot control, the coupling performance of the human rehabilitation robot used to help the elderly and disabled is still very insufficient. One therapist rehabilitation robot in this paper is designed to be worn to provide rehabilitation therapy for the stroke patients [1–4]. The effective control strategies are so important for the rehabilitation robot to operate coordinately with the human upper limb.
To help the stroke patients, one therapist rehabilitation robot was designed in this paper [1–4]; this robot is so complicated to be operated in control to work with the human upper limb, and the general control methods [5, 6] could be used for this robot. Liu et al. [7] proposed the adaptive fuzzy output-feedback tracking control for switched stochastic pure-feedback nonlinear systems; the above model-based methods could be used for the robot control, and the other methods which used the gravity and friction compensation controller also gained effective control performances [8–10]. Liu et al. [11–14] proposed the fuzzy model, neural network backstepping, and adaptive fuzzy model control of fractional-order delayed systems. Recently, researchers began to use more advanced control methods. However, most of the control methods are designed based on the model of the robot. Since the interacting model of this robot is time varying with uncertainty, the controller based on the model scheme is not very effective. With the development of the technology, the data-driven method now is an alternative effective way, which does not need the model of the interacting model of the rehabilitation robot, and the information can be obtained directly from the recorded process [15].

Data-driven control (DDC) method does not contain mathematical model information of the controlled process, which only uses online or offline process data to design the controller. DDC has characteristics of convergence, stability, and robustness under certain assumed conditions. In [16], the authors stated the necessity of the data-driven control theory in detail from three aspects, which contain the control theory, the application of control theory, and the development of control theory. Data-driven control technology is widely used in transportation [17], machinery manufacturing [18], chemical production [19], and motor control [20].

The sliding mode control (SMC) is one of the effective methods to handle the nonlinear systems with uncertainty by using the model-based or data-based control scheme; for example, in [21], the authors proposed a model-free adaptive sliding mode robust control with neural network estimator for the robot, which combined the sliding model control and the neural network into the model-free method. However, some researchers have proved that the control input data stream has been chattered by a combination of uncertainties through different kinds of pathways. To solve this problem, some studies have shown collaborating with the artificial neural network to enhance the control performance under uncertainty. The concept of brain emotional learning (BEL) networks was defined by LeDoux in 1991 [22–24]. Compared to other neural networks, the BEL network could achieve faster learning speed and better approximation ability for its special structure, which means that the BEL has two parts including an orbitofrontal cortex and an amygdala that are responsible for human emotional sensing and analyzing. Thus, in recent years, the BEL has been used for various fields such as prediction, identification, and control [25–33]. Meanwhile, the fuzzy neural network (FNN) takes advantages of both fuzzy logic and neural networks. FNN could not only process quick learning, but also offer one unique and flexible framework of knowledge representation. So, the combination of the fuzzy logic set with the brain emotional learning network was presented [34], in which one self-organizing emotional learning network was constructed for the intelligent robot control. And, in reference [35], the fuzzy emotional learning network combined with the sliding model control method was proposed for the nonlinear system; meanwhile, this method was also implemented in humanoid robots [35]. In reference [36], the authors introduced the wavelet function to the fuzzy emotional learning network combined with the sliding model control method for the MIMO nonlinear system. These fuzzy logic sets used in the above references are all based on type-1; however, the type-2 fuzzy sets could handle the uncertainties more flexibly for more adjustable parameters contained in the structure, which could decrease the difficulty in uncertainty representation compared to the type-1 fuzzy sets. Therefore, the authors have proposed one hybrid controller for the robots and chaotic system, and the hybrid controller was composed of sliding model surface, type-2 fuzzy sets, brain emotional learning network, and one robust compensation [37].

Recently, an interval type-2 intuition fuzzy system (IT2IFS) was introduced by Chao et al. [38], where an intuition fuzzy index and nonmembership functions are imported into the interval type-2 fuzzy logic system. The interval type-2 intuition fuzzy system enhances the ability to deal with uncertainties by using the IF index in the FOUs of the MFs and NMFs through a process of scaling and shifting. The IT2IFS with the Takagi–Sugeno–Kang type (IT2IFLS-TSK) was proposed in reference [39], where gradient descent and decoupled extended Kalman filter were adopted to handle the structure and parameter learning. IT2IFLS was also implemented in time series and nonlinear system prediction [11, 40]. Le et al. [41] present a design of interval type-2 fuzzy brain emotional learning control combining with the self-evolving algorithm to help the network to automatically achieve the optimum construction.

Motivated by the above discussions, this paper proposes one novel interval type-2 intuition brain emotional learning network controller and uses it in the multiple degree-of-freedom rehabilitation robot control. The main contributions of this paper include the following: (1) the novel interval type-2 intuition brain emotional learning network model is proposed firstly; (2) the parameters can be tuned online by adaptive laws; (3) the structure of the interval type-2 intuition brain emotional learning network can be constructed automatically from the empty initial rule; (4) the stability of this proposed control system is guaranteed by Lyapunov function; and (5) numerical simulations have been made to demonstrate the effectiveness of the proposed method for the multiple degree-of-freedom rehabilitation robot. This paper is organized as follows: Section 2 introduces the concept of the interval type-2 intuition fuzzy set and the brain emotional learning network. Section 3 presents the structure of the novel interval type-2 intuition brain emotional learning network model, the parameters learning, and the self-organizing structure learning algorithms. Section 4 describes the overall control framework for the multiple degree-of-freedom rehabilitation robot by
combining the sliding surface, the interval type-2 intuition brain emotional learning network controller, and one robust compensation, and also the stability of this proposed scheme has been provided. Section 5 shows the simulation results. And finally, the conclusions are given in Section 6.

2. Overview of Fundamental Concepts

In this section, we present the preliminary concepts of the type-2 intuition fuzzy set theory and brain emotional network.

2.1. Interval Type-2 Intuition Fuzzy Set

Definition 1. A generalized type-2 intuition fuzzy set is composed of type-2 membership function \( \mu_{A^*} (x, u) \) and a type-2 nonmembership function \( \nu_{A^*} (x, u) \):

\[
A^* = \left\{ (x, u), \mu_{A^*} (x, u), \nu_{A^*} (x, u) \mid \forall u \in [a, b], \forall v \in [c, d] \right\}.
\]  

(1)

Therefore, we get

\[
0 \leq \mu_{A^*} (x, u), \nu_{A^*} (x, u) \leq 1,
\]  

(2)

\[
A^* = \int_{x \in X} \int_{u \in J_x^u} \frac{1}{x} = \int_{x \in X} \left[ \int_{u \in J_x^u} \int_{v \in J_v^v} \frac{1}{u} \right],
\]

\[
\pi_x (x) = \max \left( 0, 1 - \left( \mu_{A^*} (x) + \nu_{A^*} (x) \right) \right),
\]

\[
\pi_{\mu} (x) = \max \left( 0, 1 - \left( \mu_{A^*} (x) + \nu_{A^*} (x) \right) \right),
\]

\[
\pi_{\nu} (x) = \max \left( 0, 1 - \left( \mu_{A^*} (x) + \nu_{A^*} (x) \right) \right),
\]

(5)

where \( \forall u \in J_x^u, \forall v \in J_v^v \)

\[
f_x^u = \left\{ (x, u) : u \in \left[ \mu_{A^*} (x), \nu_{A^*} (x) \right] \right\},
\]

\[
f_x^v = \left\{ (x, v) : v \in \left[ \mu_{A^*} (x), \nu_{A^*} (x) \right] \right\},
\]

(3)

and a T2IFS can be expressed as

\[
\int_{x \in X} \left[ \int_{u \in J_x^u} \int_{v \in J_v^v} \left\{ \mu_{A^*} (x, u), \nu_{A^*} (x, u) \right\} \right] (x, u)
\]

(4)

When \( u_{A^*} (x, u) = 1 \) and \( \mu_{A^*} (x, u) = 1 \), the type-2 intuition fuzzy set will become interval type-2 intuition fuzzy set.

Definition 2. Interval type-2 intuition fuzzy set \( \tilde{A}^* \) is expressed by membership function and nonmembership function defined as \( \left[ \mu_{A^*} (x, u), \nu_{A^*} (x, u) \right] \) and \( \left[ \mu_{A^*} (x, u), \nu_{A^*} (x, u) \right] \) for \( x \in X \), and there are two FOUs defined as the following regarding the uncertainty of the membership function and nonmembership function. Then, the interval type-2 intuition fuzzy set can be expressed as

\[
A^* = \int_{x \in X} \int_{u \in J_x^u} \frac{1}{x} = \int_{x \in X} \left[ \int_{u \in J_x^u} \int_{v \in J_v^v} \frac{1}{u} \right],
\]

\[
\pi_x (x) = \max \left( 0, 1 - \left( \mu_{A^*} (x) + \nu_{A^*} (x) \right) \right),
\]

\[
\pi_{\mu} (x) = \max \left( 0, 1 - \left( \mu_{A^*} (x) + \nu_{A^*} (x) \right) \right),
\]

\[
\pi_{\nu} (x) = \max \left( 0, 1 - \left( \mu_{A^*} (x) + \nu_{A^*} (x) \right) \right),
\]

(5)

where SI denotes the input of the network and \( v \) and \( w \) denote the gain of amygdala-like memory and orbitofrontal memory, respectively; then, the overall output of the brain emotional learning network is defined as

\[
u = a - o = (\chi - w) \cdot SI.
\]

(7)

And, the learning rules of the sensory network and the emotional network are defined as

\[
d = b \cdot SI + c \cdot u.
\]

(8)
The parameters of $\alpha$ and $d$ represent the learning rate of the sensory network and emotional cue.

3. The Interval Type-2 Intuition Fuzzy Brain Learning Network (IT2IFBELN)

3.1. IT2IFBELN Structure. Figure 1 shows the structure of IT2IFBELN, which includes the amygdala network, the orbitofrontal cortex network, and the interval type-2 intuition fuzzy sets. The proposed interval type-2 intuition fuzzy brain emotional learning network (IT2IFBELN) is based on Professor Lin’s articles about the interval type-2 fuzzy brain emotional learning network. The difference between these two networks is that the intuition factors added in the current article at the third layer show as the spatial firing layer, and the following layers also have been changed. Then, the proposed IT2IFBELN is constructed with six layers, which include an input layer, an MF layer, a spatial firing layer, a weight memory layer, a summarily layer, and an output layer.

(1) The input space: the nodes in this space are given as $X = [x_1, x_2, \ldots, x_n]^T$, where $n_i$ represents the number of the input signals. All data from this layer will be transmitted to the next space without any computation.

(2) The MF space: in this layer, Gaussian activation function is adopted to finish the fuzzification by using interval type-2 intuition membership function, which combined the membership and nonmembership functions together with the hesitancy index. As to the $i$th input feature and the $k$th rule, the upper and lower MFs with hesitation indices are given as

\[
\begin{align*}
\mu_{ik} &= \begin{cases} 
\exp\left(-\frac{(x_i - c_{ik}^u)^2}{2\sigma_{ik}^2}\right) \left(1 - \overline{\mu}_{ik}(x_i)\right), & x_i(t) \leq c_{ik}^u, \\
1, & c_{ik}^u \leq x_i(t) \leq c_{ik}^l, \\
\exp\left(-\frac{(x_i - c_{ik}^l)^2}{2\sigma_{ik}^2}\right) \left(1 - \overline{\mu}_{ik}(x_i)\right), & x_i(t) \geq c_{ik}^l, \\
\end{cases} \\
\overline{\mu}_{ik} &= \begin{cases} 
\exp\left(-\frac{(x_i - c_{ik}^l)^2}{2\sigma_{ik}^2}\right) \left(1 - \mu_{ik}(x_i)\right), & x_i(t) \leq c_{ik}^l + c_{ik}^r/2, \\
\exp\left(-\frac{(x_i - c_{ik}^u)^2}{2\sigma_{ik}^2}\right) \left(1 - \mu_{ik}(x_i)\right), & x_i(t) \geq c_{ik}^u + c_{ik}^r/2.
\end{cases}
\end{align*}
\]
Similarly, upper and lower non-MFs with hesitation indices could be given as

\[
\varphi_{ik} = \begin{cases} 
1 - \pi_{\text{var},ik}(x_i) - \exp\left(-\frac{(x_i - c^{l}_{ik})^2}{2\sigma^{2}_{ik}}\right)\left(1 - \pi_{c,ik}(x_i)\right), & x_i(t) \leq c^{l}_{ik} + \frac{c^{r}_{ik}}{2} \\
1 - \pi_{\text{var},ik}(x_i) - \exp\left(-\frac{(x_i - c^{r}_{ik})^2}{2\sigma^{2}_{ik}}\right)\left(1 - \pi_{c,ik}(x_i)\right), & x_i(t) > c^{l}_{ik} \\
1 - \pi_{\text{var},ik}(x_i) - \exp\left(-\frac{(x_i - c^{r}_{ik})^2}{2\sigma^{2}_{ik}}\right)\left(1 - \pi_{c,ik}(x_i)\right), & x_i(t) < c^{r}_{ik} \\
0, & c^{l}_{ik} < x_i(t) < c^{r}_{ik} \\
1 - \pi_{\text{var},ik}(x_i) - \exp\left(-\frac{(x_i - c^{r}_{ik})^2}{2\sigma^{2}_{ik}}\right)\left(1 - \pi_{c,ik}(x_i)\right), & x_i(t) > c^{r}_{ik} 
\end{cases}
\]

(10)

where \( \pi_{\text{var},ik} \) and \( \pi_{c,ik} \) indicate the hesitation level of variance and center, respectively. The parameters \( c^{l}_{ik}, c^{r}_{ik}, \) and \( \sigma_{ik} \) represent the center and variance of the fuzzy rules for the \( i \)th input feature and the \( k \)th rule. Then, the output of the \( i \)th input feature and the \( k \)th rule can be represented by an interval MF \([\mu_{ik}, \overline{\mu}_{ik}]\) and an interval non-MF \([\varphi_{ik}, \overline{\varphi}_{ik}]\).

(3) Spatial firing layer: the rule in this layer is composed of both upper and lower firing strength of MFs as well as non-MFs. The firing strength of the interval type-2 intuition fuzzy rule is the interval and can be calculated as the following:

\[
\begin{align*}
F_{\mu_k} &= \left[ f_{\mu_k}^{\mu}, f_{\mu_k}^{\overline{\mu}} \right], \quad f_{\mu_k}^{\mu} = \prod_{i=1}^{m} \mu_{ik}, \quad f_{\mu_k}^{\overline{\mu}} = \prod_{i=1}^{m} \overline{\mu}_{ik}, \quad k = 1, 2, \ldots, M, \\
F_{\varphi_k} &= \left[ f_{\varphi_k}^{\mu}, f_{\varphi_k}^{\overline{\varphi}} \right], \quad f_{\varphi_k}^{\mu} = \prod_{i=1}^{m} \varphi_{ik}, \quad f_{\varphi_k}^{\overline{\varphi}} = \prod_{i=1}^{m} \overline{\varphi}_{ik}, \quad k = 1, 2, \ldots, M
\end{align*}
\]

(11)

where \( F_{\mu_k} \) and \( F_{\varphi_k} \) denote the intervals of the firing strength of MFs and non-MFs and \( m \) and \( M \) represent the number of input signals and fuzzy rules, respectively.

(4) Weight memory space: this layer contains two memory spaces, and they are amygdala memory and orbitofrontal memory, which are interval values because the firing space is the interval. Thus, the weight of the \( i \)th rule and the \( k \)th output of the amygdala network and orbitofrontal network is given as

\[
\omega_{k}^{\mu} = \left[ \omega_{k}^{\mu}, \overline{\omega}_{k}^{\mu} \right], \\
\omega_{k}^{\varphi} = \left[ \omega_{k}^{\varphi}, \overline{\omega}_{k}^{\varphi} \right] \\
\chi_{k}^{\mu} = \left[ \chi_{k}^{\mu}, \overline{\chi}_{k}^{\mu} \right], \\
\chi_{k}^{\varphi} = \left[ \chi_{k}^{\varphi}, \overline{\chi}_{k}^{\varphi} \right]
\]

(12)
(5) Defuzzification space: the output of this defuzzification space is calculated by the output of the firing space and the weight space. So, the left- and right-

\[ a'_k = \frac{\beta_{jal} f'_k \mu_k^\alpha + (1 - \beta_{jal}) f'_k \mu_k^\beta}{\beta_{jal} \sum_{j=1}^{n} f'_k \mu_k^\beta + (1 - \beta_{jal}) \sum_{j=1}^{n} f'_k \mu_k^\alpha} = \frac{\beta_{jal} \prod_{i=1}^{M} \mu_{ik}^\alpha + (1 - \beta_{jal}) \prod_{i=1}^{M} \mu_{ik}^\beta}{\beta_{jal} \prod_{i=1}^{M} \mu_{ik}^\alpha + (1 - \beta_{jal}) \prod_{i=1}^{M} \mu_{ik}^\beta}, \]

\[ a''_k = \frac{\beta_{jar} f''_k \mu_k^\beta + (1 - \beta_{jar}) f''_k \mu_k^\alpha}{\beta_{jar} \sum_{j=1}^{n} f''_k \mu_k^\alpha + (1 - \beta_{jar}) \sum_{j=1}^{n} f''_k \mu_k^\beta} = \frac{\beta_{jar} \prod_{i=1}^{M} \mu_{ik}^\beta + (1 - \beta_{jar}) \prod_{i=1}^{M} \mu_{ik}^\alpha}{\beta_{jar} \prod_{i=1}^{M} \mu_{ik}^\beta + (1 - \beta_{jar}) \prod_{i=1}^{M} \mu_{ik}^\alpha}, \]

\[ o_k = \frac{\beta_{jol} f''_k v_k^\alpha + (1 - \beta_{jol}) f''_k v_k^\beta}{\beta_{jol} \sum_{j=1}^{n} f''_k v_k^\beta + (1 - \beta_{jol}) \sum_{j=1}^{n} f''_k v_k^\alpha} = \frac{\beta_{jol} \prod_{i=1}^{M} v_{ik}^\beta + (1 - \beta_{jol}) \prod_{i=1}^{M} v_{ik}^\alpha}{\beta_{jol} \prod_{i=1}^{M} v_{ik}^\beta + (1 - \beta_{jol}) \prod_{i=1}^{M} v_{ik}^\alpha}, \]

\[ o'_k = \frac{\beta_{jol} f''_k \omega_k^\beta + (1 - \beta_{jol}) f''_k \omega_k^\alpha}{\beta_{jol} \sum_{j=1}^{n} f''_k \omega_k^\alpha + (1 - \beta_{jol}) \sum_{j=1}^{n} f''_k \omega_k^\beta} = \frac{\beta_{jol} \prod_{i=1}^{M} \omega_{ik}^\beta + (1 - \beta_{jol}) \prod_{i=1}^{M} \omega_{ik}^\alpha}{\beta_{jol} \prod_{i=1}^{M} \omega_{ik}^\beta + (1 - \beta_{jol}) \prod_{i=1}^{M} \omega_{ik}^\alpha}, \]

where parameters \( \beta_{jar}, \beta_{jal}, \beta_{jol}, \beta_{jol} \in [0, 1] \) indicate the contribution of MFs and non-MFs values for the output values, when \( \beta_{jar} = 0, \beta_{jal} = 0, \beta_{jol} = 0, \) and \( \beta_{jol} = 0 \). The non-MFs have impact on the output results, and then \( \beta_{jar} = 1, \beta_{jal} = 1, \beta_{jol} = 1, \) and \( \beta_{jol} = 1 \) means that the non-MFs have no influence on the output results.

(6) Output space: the output of the defuzzification space is an interval value, so the average operations are used to obtain the amygdala network and e orbitofrontal cortex network outputs as

\[ a_k = \frac{a'_k + a''_k}{2}, \]

\[ o_k = \frac{o'_k + o''_k}{2}. \]

3.2. Self-Organizing Algorithm for IT2IFBELN. To achieve the better structure of the IT2IFBELN, it requires to decide the appropriate rules by using the corresponding self-organizing algorithm. If the number of rules is large, it will cost long time for computational loading, and if the numbers are small, it cannot reflect all the cases especially when the data have large ranges. Initially, there are no rules and MFs in the first space, and when the first input data stream comes, the first MF will be created. Then, the self-organizing algorithm will be used to determine whether to generate new rules and MFs or to delete inappropriate rules and MFs. In this paper, the (interval type-2 fuzzy c-means) IT2FCM is used to choose the cluster centers of the membership functions for fuzzy rules of the RT2WFNN. IT2FCM [29] is an iterative optimization algorithm that minimizes the objective function as

\[ J_m(U, V) = \sum_{i=1}^{n} \mu_{ik} (m) d_{ik}^2 \]

\[ \begin{bmatrix} \bar{u}_i (k) = \max \left( \frac{1}{\sum_{j=1}^{c} (d_{ik}/d_{jk})^2 (m_i-1)}, \frac{1}{\sum_{j=1}^{c} (d_{ik}/d_{jk})^2 (m_i-1)} \right) \\ \bar{v}_i (k) = \min \left( \frac{1}{\sum_{j=1}^{c} (d_{ik}/d_{jk})^2 (m_i-1)}, \frac{1}{\sum_{j=1}^{c} (d_{ik}/d_{jk})^2 (m_i-1)} \right) \end{bmatrix}, \]
where \( d_{jk}^2 = \| x_k - v_i \| \) denotes the distance between the cluster centers \( v_i \) and input pattern \( x_k \). The main steps of the IT2FCM can be shown as follows:

1. Setting the fuzzifiers and the number \( c \) of the cluster prototypes and initializing the cluster center \( V \) using the GA algorithm.
2. Calculating the distance between the cluster centers \( v_i \) and input pattern \( x_k \), the lower and upper partition functions can be calculated by equation (2).
3. By updating the cluster center \( V' \), the interval type-1 fuzzy set \([c_L,c_R]\) is obtained during the iterative process and the optimal improved EKM algorithm, which is adopted to estimate both ends of the interval fuzzy set.
4. The new cluster center \( V' \) is updated by a defuzzification method as \( V' = (c_L + c_R)/2 \), and go to the next step, otherwise set \( V = V' \).
5. Finally, the type reduction of the type-2 fuzzy partition matrix is set as \( \mu_{jk} = (\mu^{R}_{jk} + \mu^{L}_{jk})/2 \)

The output of the IT2FCM algorithm is an interval type-2 FS that cannot be transformed to a crisp set by the defuzzifier directly. Hence, the type-reduction process is needed. The aim of type reduction is to compute the centroid of a type-2 fuzzy set. At present, the iterative Karnik–Mendel (KM) algorithm and the enhanced Karnik–Mendel (EKM) algorithm can compute the centroid of an interval type-2 fuzzy set efficiently, and here, the improved EKM is used, which could change the initialization conditions of switch points and improve the searching method for switch points.

### 3.3. Parameter Learning Algorithm for IT2IFBELN

The online tuning laws for the parameters of IT2IFBELN are given as:

\[
\begin{align*}
\tilde{\omega}_{jk}^{\prime}(t + 1) &= \tilde{\omega}_{jk}^{\prime}(t) - \eta_{\omega} \frac{\partial s_{\omega}(t)}{\partial \tilde{\omega}_{jk}}, \\
\tilde{\omega}_{jk}^{\prime}(t + 1) &= \tilde{\omega}_{jk}(t) - \eta_{\omega} \frac{\partial s_{\omega}(t)}{\partial \tilde{\omega}_{jk}}, \\
\tilde{\omega}_{jk}^{\prime}(t + 1) &= \tilde{\omega}_{jk}(t) - \eta_{\omega} \frac{\partial s_{\omega}(t)}{\partial \tilde{\omega}_{jk}}, \\
\tilde{\omega}_{jk}^{\prime}(t + 1) &= \tilde{\omega}_{jk}(t) - \eta_{\omega} \frac{\partial s_{\omega}(t)}{\partial \tilde{\omega}_{jk}}, \\
\tilde{\omega}_{ij}^{\prime}(t + 1) &= \tilde{\omega}_{ij}(t) - \eta_{\omega} \frac{\partial s_{\omega}(t)}{\partial \tilde{\omega}_{ij}}, \\
\tilde{\omega}_{ij}^{\prime}(t + 1) &= \tilde{\omega}_{ij}(t) - \eta_{\omega} \frac{\partial s_{\omega}(t)}{\partial \tilde{\omega}_{ij}}.
\end{align*}
\]

where \( \eta_{\omega} \) and \( \mu_{\omega} \) represent the learning rates for updating the weight of the orbitofrontal cortex and an amygdala network, respectively, \( \eta_{\omega} \) and \( \mu_{\omega} \) represent the learning rates for updating the means and the variances of type-2 Gaussian MFs, respectively, and \( \eta_{\omega,\pi} \) and \( \mu_{\omega,\pi} \) represent the learning rates for updating the IF indices which indicate the hesitation level of the variance and center. By applying the chain rule for the derivation of the above terms, we get
\[
\begin{align*}
\frac{\partial s(t) \dot{s}(t)}{\partial \omega_{jk}^{-}} &= \frac{\partial \tilde{u}_{\text{IT2FIBELN}_k}}{\partial \omega_{jk}} \frac{\partial \dot{s}(t)}{\partial \omega_{jk}} + \frac{\partial \tilde{u}_{\text{IT2FIBELN}_k}}{\partial \omega_{jk}} \frac{\partial \dot{s}(t)}{\partial \omega_{jk}} = -\frac{1}{2} s(t) \beta_{jal}^f \sum_{j=1}^{n_j} f_j^{-} + (1 - \beta_{jal}) \sum_{j=1}^{n_j} f_j^{-}, \\
-\beta_{jal}^f \sum_{j=1}^{n_j} f_j^{-} + (1 - \beta_{jal}) \sum_{j=1}^{n_j} f_j^{-} \\
+ \beta_{jal} \sum_{j=1}^{n_j} f_j^{-} + (1 - \beta_{jal}) \sum_{j=1}^{n_j} f_j^{-} \\
\frac{\partial s(t) \dot{s}(t)}{\partial \omega'_{jk}} &= \frac{\partial \tilde{u}_{\text{IT2FIBELN}_k}}{\partial \omega'_{jk}} \frac{\partial \dot{s}(t)}{\partial \omega'_{jk}} + \frac{\partial \tilde{u}_{\text{IT2FIBELN}_k}}{\partial \omega'_{jk}} \frac{\partial \dot{s}(t)}{\partial \omega'_{jk}} = -\frac{1}{2} s(t) \beta_{jal}^f \sum_{j=1}^{n_j} f_j^{-} + (1 - \beta_{jal}) \sum_{j=1}^{n_j} f_j^{-} \\
-\beta_{jal}^f \sum_{j=1}^{n_j} f_j^{-} + (1 - \beta_{jal}) \sum_{j=1}^{n_j} f_j^{-} \\
+ \beta_{jal} \sum_{j=1}^{n_j} f_j^{-} + (1 - \beta_{jal}) \sum_{j=1}^{n_j} f_j^{-} \\
\frac{\partial s(t) \dot{s}(t)}{\partial \sigma_{ij}} &= \frac{\partial \tilde{u}_{\text{IT2FIBELN}_k}}{\partial \sigma_{ij}} \frac{\partial \dot{s}(t)}{\partial \sigma_{ij}} + \frac{\partial \tilde{u}_{\text{IT2FIBELN}_k}}{\partial \sigma_{ij}} \frac{\partial \dot{s}(t)}{\partial \sigma_{ij}} = -\frac{1}{2} s(t) \beta_{jal}^f \sum_{j=1}^{n_j} f_j^{-} + (1 - \beta_{jal}) \sum_{j=1}^{n_j} f_j^{-} \\
-\beta_{jal}^f \sum_{j=1}^{n_j} f_j^{-} + (1 - \beta_{jal}) \sum_{j=1}^{n_j} f_j^{-} \\
+ \beta_{jal} \sum_{j=1}^{n_j} f_j^{-} + (1 - \beta_{jal}) \sum_{j=1}^{n_j} f_j^{-} \\
\frac{\partial s(t) \dot{s}(t)}{\partial \chi_{jk}} &= \frac{\partial \tilde{u}_{\text{IT2FIBELN}_k}}{\partial \chi_{jk}} \frac{\partial \dot{s}(t)}{\partial \chi_{jk}} + \frac{\partial \tilde{u}_{\text{IT2FIBELN}_k}}{\partial \chi_{jk}} \frac{\partial \dot{s}(t)}{\partial \chi_{jk}} = -\frac{1}{2} s(t) \beta_{jal}^f \sum_{j=1}^{n_j} f_j^{-} + (1 - \beta_{jal}) \sum_{j=1}^{n_j} f_j^{-} \\
-\beta_{jal}^f \sum_{j=1}^{n_j} f_j^{-} + (1 - \beta_{jal}) \sum_{j=1}^{n_j} f_j^{-} \\
+ \beta_{jal} \sum_{j=1}^{n_j} f_j^{-} + (1 - \beta_{jal}) \sum_{j=1}^{n_j} f_j^{-}.
\end{align*}
\]
\[
\frac{\partial s(t)}{\partial \sigma_{ij}} = \sum_{k=1}^{n_k} \left( \frac{\partial s(t)}{\partial u_{ij}} \frac{\partial u_{ij}}{\partial \sigma_k} \left( \frac{\partial f_j}{\partial \sigma_k} \delta_{ij} + \frac{\partial f_j}{\partial \sigma_k} \frac{\partial f_j}{\partial \sigma_k} \right) \right)
\]
\[
= -\frac{1}{2} s(t) \sum_{k=1}^{n_k} \left( \frac{\partial s(t)}{\partial u_{ij}} \frac{\partial u_{ij}}{\partial \sigma_k} \left( \frac{\partial f_j}{\partial \sigma_k} \delta_{ij} + \frac{\partial f_j}{\partial \sigma_k} \frac{\partial f_j}{\partial \sigma_k} \right) \right)
\]
\[
\frac{\partial s(t)}{\partial \sigma_{ij}} = \sum_{k=1}^{n_k} \left( \frac{\partial s(t)}{\partial u_{ij}} \frac{\partial u_{ij}}{\partial \sigma_k} \left( \frac{\partial f_j}{\partial \sigma_k} \delta_{ij} + \frac{\partial f_j}{\partial \sigma_k} \frac{\partial f_j}{\partial \sigma_k} \right) \right)
\]
\[
= -\frac{1}{2} s(t) \sum_{k=1}^{n_k} \left( \frac{\partial s(t)}{\partial u_{ij}} \frac{\partial u_{ij}}{\partial \sigma_k} \left( \frac{\partial f_j}{\partial \sigma_k} \delta_{ij} + \frac{\partial f_j}{\partial \sigma_k} \frac{\partial f_j}{\partial \sigma_k} \right) \right)
\]

(17)
\[
\frac{\partial f^\mu}{\partial \sigma_{ij}} = \frac{\partial f^\mu}{\partial u_{ij}} \frac{\partial u_{ij}}{\partial \sigma_{ij}} = f^\mu'(I_i - \bar{c}_{ij})^2 \left( \frac{\sigma^a_{ij}}{\sigma_{ij}} \right)^3,
\]

\[
\frac{\partial f^\nu}{\partial \sigma_{ij}} = \frac{\partial f^\nu}{\partial u_{ij}} \frac{\partial u_{ij}}{\partial \sigma_{ij}} = f^\nu'(I_i - \bar{c}_{ij})^2 \left( \frac{\sigma^a_{ij}}{\sigma_{ij}} \right)^3,
\]

\[
\frac{\partial f^\nu}{\partial \bar{c}_{ij}} = \frac{\partial f^\nu}{\partial \nu_{ij}} \frac{\partial \nu_{ij}}{\partial \bar{c}_{ij}} = f^\nu'(I_i - \bar{c}_{ij})^2 \left( \frac{\sigma^a_{ij}}{\sigma_{ij}} \right)^3.
\]

\[
\frac{\partial f^\mu}{\partial \bar{c}_{ij}} = \frac{\partial f^\mu}{\partial u_{ij}} \frac{\partial u_{ij}}{\partial \bar{c}_{ij}} = (1 - \bar{\nu}_{ij}) f^\mu'(I_i - \bar{c}_{ij})^2 \left( \frac{\sigma^a_{ij}}{\sigma_{ij}} \right)^2.
\]

\[
\frac{\partial f^\nu}{\partial \nu_{ij}} = \frac{\partial f^\nu}{\partial u_{ij}} \frac{\partial u_{ij}}{\partial \nu_{ij}} = - (1 - \bar{\nu}_{ij}) f^\nu'(I_i - \bar{c}_{ij}) \left( \frac{\sigma^a_{ij}}{\sigma_{ij}} \right)^2.
\]

\[
\frac{\partial f^\mu}{\partial \bar{c}_{ij}} = \frac{\partial f^\mu}{\partial u_{ij}} \frac{\partial u_{ij}}{\partial \bar{c}_{ij}} = (1 - \bar{\nu}_{ij}) f^\mu'(I_i - \bar{c}_{ij})^2 \left( \frac{\sigma^a_{ij}}{\sigma_{ij}} \right)^2.
\]

\[
\frac{\partial f^\nu}{\partial \nu_{ij}} = \frac{\partial f^\nu}{\partial u_{ij}} \frac{\partial u_{ij}}{\partial \nu_{ij}} = - (1 - \bar{\nu}_{ij}) f^\nu'(I_i - \bar{c}_{ij}) \left( \frac{\sigma^a_{ij}}{\sigma_{ij}} \right)^2.
\]

\[
\frac{\partial f^\nu}{\partial \bar{c}_{ij}} = \frac{\partial f^\nu}{\partial u_{ij}} \frac{\partial u_{ij}}{\partial \bar{c}_{ij}} = (1 - \bar{\nu}_{ij}) f^\nu'(I_i - \bar{c}_{ij}) \left( \frac{\sigma^a_{ij}}{\sigma_{ij}} \right)^2.
\]

\[
\frac{\partial s(t)}{\partial \bar{c}_{al,jk}} = \frac{\partial s(t)}{\partial u_{T2FBELN_k}} \frac{\partial u_{T2FBELN_k}}{\partial \bar{c}_{al,jk}} \frac{\partial \bar{c}_{al,jk}}{\partial \bar{c}_{al,jk}} = \frac{1}{2} s(t) \frac{1 - \beta_{\nu_{ij}}}{\beta_{\nu_{ij}} \sum_{j=1}^{n_f} f^\nu_j + (1 - \beta_{\nu_{ij}}) \sum_{j=1}^{n_f} f^\nu_j}.
\]
By using the updating laws, IT2FIBELN can approach the optimal parameters, and the control system can achieve the desired control performance.

4. Self-Organizing IT2IFBELNHC Robust Control for the Multiple Degree-of-Freedom Rehabilitation Robot

The structure of the self-organizing type-2 intuition fuzzy brain learning network hybrid controller (IT2IFBELNHC) is illustrated in Figure 2, which includes three interconnected subsystems: one sliding surface generator, one IT2IFBELN controller, and one robust controller, which is a compensation for the uncertainty and residual error.

The objective of the hybrid controller is to match the system trajectory $x(t)$ with the desired reference one $x_d(t)$; $\dot{x}(t) = [x_1(t), x_2(t), \ldots, x_n(t)]^T$ and $\dot{c}(t) = [c_x^T(t), c^T(t), \ldots, x^{(n-1)T}(t)]^T$ denote the output and the state vector of the control system, respectively. Then, the tracking error could be obtained as $\epsilon(t) = x_d(t) - x(t)$, and the trajectory error vector could be defined as

$$\epsilon(t) = [\epsilon^T(t) , \epsilon^{(n-1)}^T(t) , \ldots , \epsilon^{(n-2)}^T(t) , \ldots , \epsilon^T(t) , \epsilon^{(n-1)}^T(t) , \ldots , \epsilon^T(t) , \epsilon^{(n-1)}^T(t) , \ldots , \epsilon^T(t) , \epsilon^{(n-1)}^T(t) , \ldots , \epsilon^T(t) , \epsilon^{(n-1)}^T(t)]^T.$$  (19)

The sliding surface referred in the control scheme is defined as

$$s(\epsilon(t)) = s(\epsilon^{(n-1)}(t)) + c_1 \epsilon^{(n-1)}(t) + \cdots + c_m \epsilon^{(n-1)}(t) + c_n e_T(t) d(t),$$  (20)

where $s = [s_1, s_2, \ldots, s_k]^T$, $\varsigma_i = \text{diag}(\varsigma_{11}, \varsigma_{22}, \ldots, \varsigma_{kk})$, and the constant is $\varsigma$ which is designed to make sure of the satisfaction of the Horowitz characteristic polynomial and should be positive; then differentiating $s(\epsilon(t))$, we can get

$$s(t) = \epsilon^{(n)}(t) + c_1 \epsilon^{(n-1)}(t) + \cdots + c_m \epsilon^{(n-1)}(t) + c_n \epsilon^T(t) + \varsigma \epsilon^T(t),$$  (21)

where $\varsigma = [\varsigma_p, \varsigma_{n-1}, \ldots, \varsigma_1]^T$ means the gain matrix. Then, we can get the optimal control law given as

$$u^{*}(t) = u^{*}_{\text{IT2IFBELNHC}}(t) + \epsilon(t),$$  (22)

where $\epsilon(t)$ means the approximation error, so the robust compensation is added here to deal with this error. The optimal controller $u^{*}(t)$ cannot be obtained directly, so the estimation controller $\tilde{u}^{*}_{\text{IT2IFBELNHC}}(t)$ is needed here to estimate the optimal controller $u^{*}_{\text{IT2IFBELNHC}}(t)$; then, the control law can be modified as

$$u(t) = \tilde{u}^{*}_{\text{IT2IFBELNHC}}(t) + \tilde{u}_r(t),$$

$$u_r(t) = \tilde{N}(t) \text{sgn}(s(t)).$$  (23)

where $\tilde{u}_r(t)$ denotes the robust controller and $\tilde{N}(t)$ represents the estimation value of uncertainty bound $N$, assuming that the approximation error can be bound as $0 \leq \epsilon(t) \leq N$. The adaptive law for updating the bound is chosen as $\tilde{N}(t) = \eta_r |s(t)|$, where $\eta_r$ is the learning rate. Now, the robust controller could cover the approximation error by using this adaptive law. Then, the error equation can be obtained as

$$s(\epsilon(t)) = \epsilon^{(n)}(t) + \varsigma \epsilon^T(t) - \epsilon(t) - u_r(t).$$  (24)

The Lyapunov function is defined as

$$V(s(t), \tilde{D}(t)) = \frac{1}{2} s^T(t) + \tilde{D}^2(t) = \frac{1}{2} s^T(t) + \tilde{D}^2(t) = D(t) = D - \tilde{D}(t).$$  (25)

Then, taking the derivative of the above equation, we can get

$$\dot{V}(s(t), \tilde{D}(t)) = s(t) \dot{s}(t) + \frac{\tilde{D}(t) \dot{\tilde{D}}(t)}{2\eta_r} - \frac{|s(t)|}{\eta_r} \leq 0.$$  (26)

From the above equation, we can see that $V(s(t), \tilde{D}(t)) \leq V(s(0), \tilde{D}(0))$, $V(s(0), \tilde{D}(0))$ is bounded, and $V(s(t), \tilde{D}(t))$ is bounded and increasing. Meanwhile, we define one function $\Phi = (D - \epsilon(t))s \leq (D - |\epsilon(t)|)|s| \leq V(s(t), \tilde{D}(t))$ and then integrate this function, so the following expression is obtained:

$$\int_0^t \Phi(\tau) d\tau \leq V(s(0), \tilde{D}(0)) - V(s(t), \tilde{D}(t)) < \infty.$$  (27)
According to the Barbarella lemma, it can be seen that this control system based on the proposed method can achieve robust control performance.

5. Simulation and Results

The mechanical structure of this rehabilitation robot has been shown in reference [14, 25]. In this simulation experiment, the wrist two joints are kept unchanged, and the other three joints will be controlled by the different controllers, which include the interval type-2 intuition fuzzy brain learning network hybrid controller (IT2IFBELNHC), model-free adaptive sliding mode control (MFASMC) [25], and model-free adaptive control (MFAC) [16]. The simulation results will demonstrate the superiority of the proposed algorithm, and the simulation time is 10 s.

5.1. Controlling Three-Joint Robot. The desired angle velocities [1, 2] of the robot have been set as follows:

\[
y_{d1} = \begin{cases} 
-0.5, & y_{d1} < -0.5, \\
\frac{2\pi}{10} \cos\left(\frac{2\pi}{10} t\right), & -0.5 \leq y_{d1} \leq 0.5, \\
0.5, & y_{d1} > 0.5, 
\end{cases}
\]

\[
y_{d2} = \begin{cases} 
-0.7, & y_{d2} < -0.7, \\
\frac{2\pi}{7} \cos\left(\frac{2\pi}{7} t\right), & -0.7 \leq y_{d2} \leq 0.7, \\
0.7, & y_{d2} > 0.7, 
\end{cases}
\]

\[
y_{d3} = \begin{cases} 
-1.0, & y_{d3} < -1.0, \\
\frac{2\pi}{5} \cos\left(\frac{2\pi}{5} t\right), & -1.0 \leq y_{d3} \leq 1.0, \\
1.0, & y_{d3} > 1.0. 
\end{cases}
\]
5.2. Performance of Model-Free Adaptive Control. Figure 3 demonstrates the simulation results used by the model-free adaptive control scheme, where Figures 3(a)–3(c) show the performances of outputs $y_{1}\text{MFAC}^\dagger$, $y_{2}\text{MFAC}^\dagger$, and $y_{3}\text{MFAC}^\dagger$. Figure 4 shows the control inputs of $u_{1}\text{MFAC}$, $u_{2}\text{MFAC}$, and $u_{3}\text{MFAC}$, respectively. From the results, we can see that control inputs have some fluctuations.

5.3. Performance of Model-Free Adaptive Sliding Mode Control. Figures 3 and 5 show the control performance using the model-free adaptive sliding mode control method, where Figures 3(a)–3(c) show control performances of outputs of $y_{1}\text{MFASMC}^\dagger$, $y_{2}\text{MFASMC}^\dagger$, and $y_{3}\text{MFASMC}^\dagger$, from which we can see that the convergence of the method is slow. Figure 5 shows control inputs of $u_{1}\text{MFASMC}$, $u_{2}\text{MFASMC}$, and $u_{3}\text{MFASMC}$, respectively, from which we can see that the control performance of the MFASMC on the rehabilitation robot is tracking well, but has a big fluctuation at first.

5.4. Performance of Model-Free Adaptive Sliding Mode Combined with Neural Network Control. This part shows the control performance of the model-free sliding mode combined with the neural network control method, and the initial values are chosen the same as in reference [29] and shown as

\[
\begin{align*}
y(k - 1) &= [0, 0, 0]^T, \\
y(k - 2) &= [0, 0, 0]^T, \\
u(k - 1) &= [0, 0, 0]^T, \\
u(k - 2) &= [0, 0, 0]^T, \\
\phi_1 &= \text{diag}[1, 1, 1], \\
\phi_2 &= \text{diag}[1, 1, 1].
\end{align*}
\]  

(29)

The controller parameters are $\eta = \rho = \lambda = \mu = 1$, $q = 600$, and $\Gamma = \text{diag}([6, 6, 1])$.

Figures 3 and 6 also show the control performance of the model-free adaptive sliding mode combined with the neural network method, where Figures 3(a)–3(c) show the performances of outputs, from which we can see that the tracking results perform quite satisfactory. Figure 6 presents the control inputs, from which we also can see that control inputs are quite stable.

5.5. Comparison Analysis. In this part, the comparisons have been done to demonstrate the control performance of the proposed method, and for this, the root mean square (RMS) values of errors are created by the three kinds of controllers, and the results are shown in Table 1, respectively. From the comparison results of the RMS values, we can conclude that the convergence performance and speed of the proposed method are better than two other controllers although the proposed controller has a little overshoot at the first time.
Table 1: Comparison of RMS values.

| RMS of error | (0, 2] | (2, 4] | (4, 6] | (6, 8] | (8, 10] |
|-------------|-------|-------|-------|-------|-------|
| MFAC        | e₁ 0.0206 0.0022 0.0032 0.0033 0.0028 |
|             | e₂ 0.0261 0.0035 0.0021 0.0029 0.0019 |
|             | e₃ 0.0138 0.0019 0.0019 0.0017 0.0018 |
| MFASMC      | e₁ 0.0198 0.0019 0.0029 0.0023 0.0026 |
|             | e₂ 0.0168 0.0028 0.0019 0.0018 0.0016 |
|             | e₃ 0.0118 0.0015 0.0016 0.0015 0.0013 |
| IT2FELNFC   | e₁ 0.0176 0.0015 0.0018 0.0012 0.0012 |
|             | e₂ 0.0131 0.0022 0.0016 0.0014 0.0012 |
|             | e₃ 0.0124 0.0013 0.0013 0.0011 0.0011 |

6. Conclusions

In this paper, one novel fuzzy neural network which integrates the self-organizing type-2 intuition fuzzy sets and brain emotional learning network has been proposed. The rules of the proposed network can be self-constructed; the parameters of the network can be tuned based on the gradient descent method, and also the stability of the updating laws is guaranteed by the convergence analysis using Lyapunov theorem. Finally, the numerical simulation results demonstrate that the multiple degree-of-freedom rehabilitation robot using the self-organizing type-2 intuition fuzzy brain emotional learning network controller led to a more precise position tracking and more favorable stability in comparison with other methods. In future work, we will concentrate on reducing time of training networks.
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