A Cryogenic Interface for Controlling Many Qubits
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A scaled-up quantum computer will require a highly efficient control interface that autonomously manipulates and reads out large numbers of qubits, which for solid-state implementations are usually held at millikelvin (mK) temperatures. Advanced CMOS technology, tightly integrated with the quantum system, would be ideal for implementing such a control interface but is generally discounted on the basis of its power dissipation that leads to heating of the fragile qubits. Here, we demonstrate an ultra low power, CMOS-based quantum control platform that takes digital commands as input and generates many parallel qubit control signals. Realized using ∼ 100,000 transistors operating near 100 mK, our platform removes the need for separate control lines to every qubit by exploiting the low leakage of transistors at cryogenic temperatures to store charge on floating gate structures that are used to tune-up quantum devices. This charge can then be rapidly shuffled between on-chip capacitors to generate the fast voltage pulses required for dynamic qubit control. We benchmark this architecture on a quantum dot test device, showing that the control of thousands of gate electrodes is feasible within the cooling power of commercially available dilution refrigerators.

Introduction

What technology can control a quantum computer? Executing a quantum application with potential for societal impact 1–5 will require a formidable number of high-fidelity qubits, operating in concert with a control interface 6–14 that passes signals between the classical and quantum-domains of a quantum computer [see Fig. 1a]. At present, it is not explicitly known if, or how, this complex control interface can be realized at scale. Regardless of the details, it must address the significant input-output (IO) bottleneck that arises in quantum circuits due to their inability 15 to fan-in and fan-out data in the way that classical processors operate 16, 17. Rather, quantum computers have every logic-gate individually controlled by external signals, 7, 18, 19 bringing additional noise or heat load to the qubit system 20. Brute-force management of these signals then presents a significant barrier to scale-up, a challenge that is well illustrated by a recent state-of-the-art experiment that uses ∼ 200 wideband coaxial-cables, 45 bulky microwave circulators, and racks of room temperature electronics to control just 53 qubits 21.

Here, we report the realization of a chip-based cryogenic CMOS interface system that can be extended to control thousands of qubits. Without requiring the control system and qubits be monolithically integrated on the same substrate 22, our architecture can leverage tight, chip-to-chip interconnects 23 to manage the IO-bottleneck at the quantum-classical interface of semiconductor qubits based on majorana zero modes (MZMs) 24, electron spins, 25 or gatemon devices 26. Tight integration between qubits and their controllers is made possible by designing complex CMOS circuits that function near 100 mK and with ultra low power dissipation. Our control system generates the large number of static and dynamic voltages needed to manipulate arrays of qubits, without the need for each quantum device to have a direct connection to room temperature electronics. Implemented as a millimeter-scale integrated circuit (IC), the system receives digital instructions via a serial peripheral interface (SPI) requiring just four low-bandwidth wires from room temperature. Instructions are handled by the digital logic of an on-chip finite-state machine (FSM), which then configures the analog circuit blocks that interface with qubits. These circuits exploit the low leakage of transistors at cryogenic temperatures to store charge on floating capacitors that include the gate structures needed for biasing and qubit tune-up. By generating static, calibrated voltages in this way, the circuit effectively takes as input a single dc voltage source and multiplexes it into many variable outputs, the number of which, in-principal, can be very large.

Dissipating very little power, this stored charge can then be rapidly shuffled between small capacitors to generate the dynamic voltage pulses required for qubit manipulation 24, 25. We benchmark this architecture on a GaAs few-electron quantum dot device, characterizing charge leakage and power dissipation under various operating regimes. Based on these results we are then able to project the feasibility of scaling-up this approach. These results demonstrate that complex circuits based on modern CMOS technology can, in fact, be designed to operate
FIG. 1. The quantum-classical interface of a quantum computer. a. The generic stack of elements needed for quantum computing. b. Control and readout sub-systems, distributed between room temperature and 100 mK. The brown cryo-CMOS chip addresses the IO bottleneck for control signals. c. Photograph and electron micrograph of our qubit test platform based on 30 GaAs quantum dots [see Supp. Mat for details]. d. Photograph showing the cryo-CMOS chip (red box), qubit test chip (blue box), and resonator chip (purple box). Each chip is anchored to a gold-plated copper thermalization pillar, with a separate pillar used for the CMOS chip. e. Simplified thermal conductance model of the setup. The intended use of the partially separate cooling pillars is to increase the thermal conductivity to the mixing chamber (big red arrow) while reduce the direct heat (little red arrow) flowing from the hot CMOS chip to the qubit devices.

near 100 mK, providing a scalable platform for controlling the large number of qubits needed to realise quantum applications.

Experiment
The placement of the CMOS control-chip in relation to the stack of elements needed for quantum computing is shown in Fig. 1a and b. A 30 quantum dot test platform, shown in Fig. 1c, is tightly packaged with the cryo-CMOS chip and also wire bonded to a third chip that comprises superconducting resonators for frequency multiplexed readout. The generic platform based on GaAs quantum dots and resonator structures is qubit agnostic, serving as a test vehicle for fast and sensitive measurement of the output signals from the CMOS chip at 100 mK [see Supp. Mat for details]. In order to mitigate unwanted heating of the quantum devices, the chip-packaging arrangement also includes some provision for thermal management by silver pasting each chip to partially-separated gold-plated copper pillars that are in parallel thermal contact to the mixing-chamber stage of a dilution refrigerator [see Fig. 1d]. This arrangement is intended to reduce the direct heat flow from the CMOS circuits to the qubit chip as shown in Fig. 1e. A custom printed circuit board (PCB) and wire-bonds make electrical connection between the chips.

The control-chip is implemented in 28 nm - fully depleted silicon on insulator (FDSOI) technology, a low power and low leakage CMOS platform that is well suited to cryogenic operation. Transistors in this FDSOI technology have the utility of configuring a back-gate bias to offset changes in threshold voltage with temperature. This process provides both high (1.8V) and low voltage (1V) devices and also allows for individual back-gate control of n-type and p-type
transistors or entire circuit blocks, a useful aspect in mixed-signal circuit design such as our control system.

**Control Chip**

The floor-plan of our CMOS chip is shown in Fig. 2a and comprises both digital and analog blocks. In the lower left corner of the chip, a series of coupled digital logic circuits provide communication, waveform memory, and autonomous operation of the chip via an FSM (together ~ 100 k transistors). The memory is configured as a 128-bit register, allowing an arbitrary pulse pattern to be stored. A master oscillator is also included, implemented as a ring-oscillator with configurable output frequency. Tiled along the left and bottom edge of the chip is a repeating analog circuit block “charge-lock fast-gate” (CLFG) that generates the static and dynamic voltages needed for controlling qubits. In the current prototype described here 32 CLFG cells are realized on a single die, enabling connection to 32 qubit-control electrodes [see Supp. Mat. for further details of the circuit blocks].

The basic functionality of a CLFG cell is captured by the circuit shown in Fig. 2b. The voltage $V_{\text{HOLD}}$ is defined by a room temperature digital-to-analog converter (DAC). An individual cell is selected for configuration by the on-chip FSM which connects the output terminal of the cell to the external voltage source by closing the switch $G_{\text{LOCK}}$ and thereby setting $V_{\text{OUT}} = V_{\text{HOLD}}$. This energizes the capacitors required to maintain a static voltage at the high-impedance output. The circuit incorporates an on-chip capacitor $C_{\text{PULSE}}$ part of each CLFG cell, and the parasitic capacitance $C_{\text{P}}$, which includes contributions from the bond-pad, bond-wire and gate-interconnect on the qubit chip. Following charge-up, the switch $G_{\text{LOCK}}$ is opened by the FSM, leaving the charge on the capacitors and qubit gate floating. The low transistor leakage at low temperature allows the charge to be locked for a reasonable time even as the CLFG cell is de-selected, establishing a static voltage at the output. Through sequential cell selection and appropriate adjustment of $V_{\text{HOLD}}$, the single input voltage source can be multiplexed to configure the required voltage biases of many qubit gates.

For dynamic control, a voltage pulse is required to rapidly change the energy state of the qubit$^{25,26}$. Schemes based on MZMs manipulate the qubit via measurement but additionally require large ($\sim 100 \text{ mV}$) voltage pulses to open and close tunnel barriers in a specified sequence$^{24}$. Generating such a pulse with electronics that is significantly decoupled from the qubit plane requires the use of cables, for instance, that run from the milli-kelvin stage of the refrigerator to 4 K or to room temperature. Driving the impedance of such cables and their attenuators can result in significant power dissipation inside the refrigerator, even if none is dissipated at the end of the open line. Alternatively, by tightly integrating the qubit plane and controller a sizable voltage pulse can be generated with little energy by the redistribution of local charge in a circuit with small capacitance (and high impedance). We exploit this concept in the dynamic operation of the CLFG cell to generate pulses at $V_{\text{OUT}}$. The FSM can be programmed to enable selected cells for pulsing and deliver a pre-loaded pulse pattern to the switch $G_{\text{FG}}$, as illustrated in Fig. 2c. The function of the switch is to toggle the potential of the lower plate of capacitor $C_{\text{PULSE}}$ between two voltage sources.
FIG. 3. Benchmarking the Cryo-CMOS control with a quantum dot chip. a False-color SEM of the active area of the quantum dot device. Contacts to the reservoirs are shown schematically as black crosses. Gates used to form quantum dots are labelled (red and green ovals indicate dots), and current paths used to probe the dots are shown with arrows for each quantum dot. b Single electron tunnelling through the red quantum dot when 4 gates are charge locked by the CLFG cells (V_{LP} is swept during the measurement). The inset shows a quantum dot (green) where one gate is charge locked and the other gate is varied with a room temperature DAC. c Leakage rate of a pulse held on a gate, after G\text{LOCK} is opened and V_{HOLD} changed (error bars and statistical analysis are described in Supp. Mat. d Output gate voltage as G\text{LOCK} opened. An offset (\text{V}_I) between the pre-locked and locked voltage is observed due to charge being injected from the transistor channel to the gate capacitance. The few second delay in the output comes from the large RC-time constant of the transport measurement rather than the response of the gate. e Output gate voltage as V_{HOLD} is swept with the switch open. A reversible change in locked voltage is observed due to the parasitic source-drain capacitance of the hold switch. f Increasing the frequency of square wave pulses using an internal frequency divider. g Readout signal through the green quantum dot when the output voltage is referred to V_{LOW} (blue), V_{HIGH} (red), and when the switch is rapidly pulsed by the fast gating circuit (green), while the V_{SDP} is swept rapidly. The equivalent time is shown along the top axis. For each trace, the voltage on the LW gate is locked at −1.1 V.

V_{HIGH} and V_{LOW}. These sources can be external to the chip (as they are in our prototype) or derived from local, pre-charged capacitors, as in the static voltage circuit described above. With the potential of the lower plate of C_{PULSE} switched to V_{LOW} or V_{HIGH}, charge is induced on the top-plate, changing the output voltage V_{OUT} that is seen at the qubit gate with respect to ground. The magnitude of the pulse is given by:

\[ \Delta V_{\text{PULSE}} = \frac{C_{\text{PULSE}}}{C_p + C_{\text{PULSE}}} (V_{\text{HIGH}} - V_{\text{LOW}}) \]

The power dissipated, P_{\text{PULSE}}, is given by the total capacitance, pulse frequency \( f \), and voltage of the two levels:

\[ P_{\text{PULSE}} = \frac{C_{\text{PULSE}} C_p}{C_p + C_{\text{PULSE}}} (V_{\text{HIGH}} - V_{\text{LOW}})^2 f \]

Importantly, as \( C_p \) and \( C_{\text{PULSE}} \) are picoFarad capacitances, they require very little power to charge (as determined below).
Performance Benchmark

We now turn to benchmark the performance of our CMOS controller using a GaAs-based quantum dot (QD) device [see Supp. Mat for details]. A selection of gates on the QD device are bonded to the output pads of the CLFG cells on the CMOS chip as indicated by the switched connections drawn at the bottom Fig. 3a. In order to compare the performance of the CMOS circuits to standard control approaches we also connect some of the gates that define the QD to lines directly biased by a room temperature DAC, [see Fig. 3a]. Depending on the combination of gates used, our device can be configured to form quantum dots in various locations as indicated by the red and green ovals in Fig. 3a. As a basic demonstration of multiplexing through charge-locking, we program four CLFG cells to bias four gates, using a single external voltage source, to create the quantum dot shown in red in Fig. 3a. Transport current through this dot, as a function of time allows charge leakage from the CLFG cell to be directly detected. The transport current as a function of time allows charge leakage to be directly detected. The charge-lock the gate-electrodes and switch GFG at a rate of order 1 part in 10 per second (10s of μV / Hr) and is dependent on the value of V_HOLD, as shown in Fig. 3c. This leakage rate is sufficiently low to enable a “round-robin” refresh cycle every few minutes to lock and stabilize many gates with a single DAC input to the control chip. Decreasing the leakage further is possible by increasing the capacitance of the CLFG cell, at the expense of the pulse rise-time and chip footprint.

Measurements of the QD conductance, shown in Fig. 3d, also provide a means of monitoring the charge-locking process, including charge injection at the CMOS switch, which pushes additional charge onto the gate capacitance as the switch is opened [see cartoon in Fig. 3d and Supp. Mat.]. There is also a linear offset in the gate voltage that depends on the value of V_HOLD, as shown in Fig. 3e. This offset comes from the charge induced on the gate via the transistor capacitance when the switch is open [see cartoon in Fig. 3e]. In our setup both charge injection and linear offset effects are calibrated and transparently accounted for in software that interfaces with the control chip.

Our quantum dot structure can also be configured as an rf single electron transistor (rf-SET) by embedding it in an impedance matching LC tank circuit, an aspect that allows detection of the gate-pulsing action of the CMOS chip with a bandwidth of ~ 10 MHz. As a first demonstration, we program the cryo-CMOS chip to charge-lock the gate-electrodes and switch GFG at 140 kHz. The CLFG voltage pulse amplitude is calibrated to switch the dot conductance from the top of a Coulomb peak to a trough. Simultaneously sweeping a second gate voltage (V_SD), we observe the modulation of dot conductance whose envelope maps out Coulomb blockade oscillations, as shown by the green trace in Fig. 3f. The envelope overlaps with the red and blue traces in the figure, which correspond to the direct measurement of the oscillations by setting V_HIGH or V_LOW and sweeping V_SD without pulsing, thus verifying the action of the CMOS pulsing circuit. Disabling the V_SD sweep, we bias the device to directly observe the conductance modulation as a continuous square wave. Configuring the CMOS oscillator circuit to modify the frequency of the pulses, as shown in Fig. 3g. Note that the apparent rise-time of these pulses is limited by the bandwidth of the LC tank circuit. The true rise-time, set by the RC constant of CMOS switches and total capacitance, is of order a few nanoseconds. Beyond verifying the action of the CMOS pulsing circuit, these results demonstrate the suitability of the controller for manipulating single electron states by rapidly varying the chemical potential of a device as required for qubit control.

We also measure the temperature of the packaged system as each circuit block in our control-chip is powered up sequentially, as shown in Fig. 4a. Separating the contributions arising from the clock generator, FSM, and CLFG cells (including C_PULSE and C_P), the data in Fig. 4a shows that the temperature remains below 100 mK for frequencies of order a few MHz. In our setup the temperature is measured by a thermometer in close proximity to the qubit chip and is significantly higher than the temperature measured by a second thermometer at the mixing-chamber stage of the refrigerator (96 mK compared to 36 mK when running at 5.1 MHz). The presence of such a thermal gradient suggests that lower temperatures are possible with improved packaging that achieves better thermalization of the chips to the refrigerator.

These temperature measurements can then be used to indicate the power dissipated by each CMOS circuit block. To measure the dissipation we first record the temperature of the thermometer as a function of heat applied to a resistor inside the CMOS chip with a known resistance and measured voltage bias. This provides a conversion between on-chip power dissipation and temperature [see Supp. Mat. for details]. For the purpose of extrapolating our results to large numbers of control lines we determine the power of each block, showing the independent contribution from the CLFG cells in Fig. 4b and FSM in Fig. 4c. We observe the expected quadratic dependence of the power with gate voltage amplitude, as shown in Fig. 4d.

Discussion

Combining these results, the total system power can then be determined as a function of frequency and the number of output gates. Setting the pulse amplitude at 100 mV
FIG. 4. Power dissipated at 100 mK when interfacing with quantum dot device. a Temperature of the system for various operating modes of the Cryo-CMOS chip. The steady state temperature progressively increases as the on-chip clock and FSM block is enabled, followed by simultaneous fast pulsing on 1 to 6 output gates in sequence. b Calibrated incremental power generated by Cryo-CMOS while applying 0.1 V pulsing on each qubit gate using CLFG cells 1-6. We extract the average heat cost to be 18 nW / MHz per cell. Each sub-system in the Cryo-CMOS control IC is measured in isolation and its heat load is characterised. c Power dissipated by the FSM block for different operating frequencies, and d plots the measured $C\Delta V^2f$ power for different fast-gating frequencies and amplitudes. e Projected total system power of the Cryo-CMOS controller as a function of the number of qubit gates and operating frequency, based on the measured power dissipation. Shaded green region indicates the cooling power that is achievable with today’s commercial dilution refrigerators, keeping the qubits at 100 mK.

(needed for controlling MZM qubits), Fig. 4e shows the total system power. The green-shaded region indicates the cooling power provided by commercially available dilution refrigerators\textsuperscript{33}. As a comparison we also plot the effective power dissipated in a standard coaxial transmission line of the kind commonly used for qubit control (UT-085-SS-SS with 3 dB attenuation)\textsuperscript{20}. Given that for qubits based on MZMs\textsuperscript{24} the clock speed of quantum logic gates is a few MHz, it appears from Fig. 4e that CMOS-based control is a viable approach for thousands of qubits.

Controlling large numbers of alternative qubit platforms based on electron spins or gatemon\textsuperscript{26} also appears within reach using this CMOS-based approach. In such systems the CMOS circuits can provide either direct control\textsuperscript{25} or be configured to use the output of CLFG cells to pulse a gate that brings the qubit into resonance with a microwave tone. Further, the circuits described here can be combined with a cryogenic switch matrix\textsuperscript{8}, steering microwave pulses to the appropriate qubit under the control of our CMOS platform. Somewhat unconstrained by power dissipation at the 1000-qubit level, it is worth also considering the footprint of CLFG cells in a scaled-up implementation. Given a cell size of $\sim 100 \mu m^2$, as we have in our prototype chip, a 1000-cell implementation occupies an area of a few mm$^2$. Even at gate counts in the millions, the size of the control-chip ($\sim 10 \ cm^2$) is within what is possible today with conventional CMOS fabrication.
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