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EQUILIBRIUM STATES ON OPERATOR ALGEBRAS
ASSOCIATED TO
SELF-SIMILAR ACTIONS OF GROUPOIDS ON GRAPHS

MARCELO LACA, IAIN RAEBURN, JACQUI RAMAGGE, AND MICHAEL F. WHITTAKER

Abstract. We consider self-similar actions of groupoids on the path spaces of finite
directed graphs, and construct examples of such self-similar actions using a suitable
notion of graph automaton. Self-similar groupoid actions have a Cuntz-Pimsner algebra
and a Toeplitz algebra, both of which carry natural dynamics lifted from the gauge
actions. We study the equilibrium states (the KMS states) on the resulting dynamical
systems. Above a critical inverse temperature, the KMS states on the Toeplitz algebra
are parametrised by the traces on the full $C^*$-algebra of the groupoid, and we describe
a program for finding such traces. The critical inverse temperature is the logarithm of the
spectral radius of the incidence matrix of the graph, and at the critical temperature the
KMS states on the Toeplitz algebra factor through states of the Cuntz-Pimsner algebra.
Under a verifiable hypothesis on the self-similar action, there is a unique KMS state on
the Cuntz-Pimsner algebra. We discuss an explicit method of computing the values of
this KMS state, and illustrate with examples.

1. INTRODUCTION

A self-similar group $(G, X)$ consists of a finite set $X$ and a faithful action of a group
$G$ on the set $X^*$ of finite words in $X$, such that: for each $g \in G$ and $x \in X$, there exists
$h \in G$ satisfying
$$g \cdot (xw) = (g \cdot x)(h \cdot w) \text{ for all } w \in X^*.$$  
Self-similar groups are often defined recursively using data presented in an automaton (see,
for example, [20, Chapter 1] or §2 below). To each self-similar group $(G, X)$, Nekrashevych
associated a $C^*$-algebra $\mathcal{O}(G, X)$, which is by definition the Cuntz-Pimsner algebra of a
Hilbert bimodule over the reduced group algebra $C^*_r(G)$ [19, 21].

We recently studied the Toeplitz algebra $\mathcal{T}(G, X)$ of this Hilbert bimodule [17]. Both
$\mathcal{T}(G, X)$ and $\mathcal{O}(G, X)$ carry natural gauge actions of the unit circle, and composing with
the exponential map gives actions $\alpha$ of the real line. In [17], we classified the equilibrium
states (the KMS states) of the dynamical systems $(\mathcal{T}(G, X), \mathbb{R}, \alpha)$ and $(\mathcal{O}(G, X), \mathbb{R}, \alpha)$. We
found a simplex of KMS states on $\mathcal{T}(G, X)$ at all inverse temperatures larger than a
critical value $\ln |X|$, and showed, under a mild hypothesis on $(G, X)$, that there is a single
KMS state on $\mathcal{O}(G, X)$ whose inverse temperature is $\ln |X|$. Here we consider a new kind of self-similarity involving an action of a groupoid $G$
on the path space $E^*$ of a finite directed graph $E$, which we view as a forest of trees
$\{vE^* : v \in E^0\}$. An equation of the form
$$g \cdot (e\mu) = (g \cdot e)(h \cdot \mu)$$
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for paths $e\mu$ defines an isomorphism $h$ of the subtree $s(e)E^*$ onto $s(g \cdot e)E^*$. We call $h$ a partial isomorphism of $E^*$. The partial isomorphisms of $E^*$ form a groupoid $\text{Pliso}(E^*)$ with unit space $E^0$. A self-similar action of a groupoid $G$ with unit space $E^0$ is then a groupoid homomorphism of $G$ into $\text{Pliso}(E^*)$.

Our results are motivated by a construction of Exel and Pardo [8], who studied a family of self-similar actions of groups on path spaces. Their main motivation was to provide a unified theory that accommodates both Nekrashevych’s Cuntz-Pimsner algebras and a family of “Katsura algebras” [13] that includes all Kirchberg algebras. We seek a common setting for the analyses of KMS states on self-similar groups in [17] and on the Toeplitz-Cuntz-Krieger algebras of graphs [7, 12, 10, 11].

To each of our self-similar actions $(G,E)$ we associate a Toeplitz algebra $T(G,E)$ and a Cuntz-Pimsner algebra $O(G,E)$, and study the dynamics arising from the gauge actions of the circle. Above a critical inverse temperature, the KMS states on $T(G,E)$ are parametrised by traces on the coefficient algebra, which is the (full) $C^*$-algebra of the groupoid $G$. As similar analyses for graph algebras have consistently shown [5, 12, 10], the critical inverse temperature is $\ln \rho(B)$, where $B$ is the vertex matrix of the underlying graph $E$ and $\rho(B)$ is the spectral radius of $B$. At the critical inverse temperature, and under mild hypotheses, the KMS$_{\ln \rho(B)}$ state is unique and factors through the Cuntz-Pimsner algebra. Thus our results give those of [17] a distinct graph-theoretic slant. On the other hand, we also show how to compute the values of the KMS$_{\ln \rho(B)}$ state by counting paths in Moore diagrams, as we did for self-similar groups in [17, §8].

Outline. After quickly reviewing the process by which automata give rise to self-similar group actions, we describe our self-similar actions in §3. We follow closely the analogy between the space $X^*$ of words, which is often viewed as a rooted tree, and the path space $E^*$, which is a forest of rooted trees with the vertices $v \in E^0$ as roots. Our groupoid acts by partial isomorphisms of this forest, which are isomorphisms of one rooted tree onto another. These partial isomorphisms form a groupoid $\text{Pliso}(E^*)$ with unit space $E^0$ (Proposition 3.2). An action of a groupoid with unit space $E^0$ is then simply a homomorphism of $G$ into $\text{Pliso}(E^*)$, and our definition of self-similarity is formally just the usual one. After a brief discussion of the basic properties, we introduce a notion of $E$-automaton, and show how it gives rise a self-similar groupoid action on $E^*$.

Our treatment and notation are based on the established formalism for self-similar groups, and hence look quite different from that of Exel and Pardo. So we show in an appendix that their data for a group $K$ gives a self-similar action of the groupoid $K \times E^0$. But not all of our self-similar groupoid actions arise this way (see Remark 3.5).

In §4, we construct the Toeplitz algebra $T(G,E)$ of a self-similar groupoid action $(G,E)$. Our constructions of KMS states follow the strategy developed in [15, 16, 17], and are intrinsically representation-theoretic in nature. To construct representations of our algebras, we use presentations of our algebras. Thus we take as our coefficient algebra the full groupoid algebra $C^*(G)$, just as we used the full group algebra in [17] because it is universal for unitary representations of the group. We discuss the universal property of $C^*(G)$ in Proposition 4.1. The presentation of the Toeplitz algebra is given in Proposition 4.4: it is generated by a Toeplitz-Cuntz-Krieger family for the graph $E$ and a representation of the groupoid. In Proposition 4.5 we identify a convenient spanning family consisting of elements which are analytic for the natural dynamics.
At this point we are ready to begin our analysis of the KMS states. In Proposition 5.1, we describe how to recognise KMS states in terms of their values on the spanning elements. In Theorem 6.1, we describe the KMS states on the Toeplitz algebra for $\beta$ above the critical inverse temperature $\ln \rho(B)$, finding that they are parametrised by the traces on the coefficient algebra $C^*(G)$. Thus in §7 we consider the problem of constructing traces on the groupoid algebra $C^*(G)$. Since our groupoids have finite unit space $E^0$, the orbit space for the canonical action of $G$ on $E^0$ is finite, and $C^*(G)$ is the direct sum of $C^*$-algebras of transitive groupoids (see Lemma 7.5). For a transitive groupoid we can realise $C^*(G)$ as matrices over the $C^*$-algebra $C^*(G_x)$ of an isotropy group, and then traces on $C^*(G_x)$ give traces on $C^*(G)$ (see Corollary 7.6). So there are always at least two traces on each $C^*(G)$. We check that in our special cases (that is, for traditional self-similar groups and for graph algebras), the resulting KMS states are indeed the ones previously found in [17] and [10].

In §8, we prove that $\mathcal{T}(G, E)$ always has a KMS$_{\ln \rho(B)}$ state, and that this state factors through $\mathcal{O}(G, E)$. Under an easily verified hypothesis on $(G, E)$, this is the only KMS$_{\ln \rho(B)}$ state on $\mathcal{T}(G, E)$ (Theorem 8.3). The proof of uniqueness in particular is analytically quite delicate. We close with a section on examples. Since the formulas for the KMS states in Theorem 8.3 are rather intricate, it is comforting that in concrete examples we can compute particular values of these states, getting some strange and rather wild numbers (see Proposition 9.5).

2. Preamble: Self-similar group actions and automata

We begin by reviewing the process by which automata are used to construct self-similar group actions. This process is standard (see [20, Chapter 1], for example), but having the details clear will help us later.

Suppose that $X$ is a finite set, and write $X^k$ for the set of $k$-tuples in $X$, with $X^0 = \{\star\}$, and define $X^* := \bigsqcup_{k \geq 0} X^k$. Consider the (undirected) rooted tree $T = T_X$ with vertex set $T^0 = X^*$ and edge set $T^1 = \{(\mu, \mu x) : \mu \in X^* \text{ and } x \in X\}$. Note that $X^k$ is here identified with the vertices in $T$ at depth $k$ from the root $\star$. From a traditional graph-theoretic perspective, an automorphism $\alpha$ of $T$ consists of a family of bijections $\alpha_k : X^k \to X^k$ for $k \geq 0$ such that for all $\mu, \nu \in X^*$

$$\{\alpha_k(\mu), \alpha_{k+1}(\nu)\} \in T^1 \iff \{\mu, \nu\} \in T^1.$$ (2.1)

It is sometimes convenient to use an alternative, but equivalent, definition of an automorphism of $T$ that is better suited to properties of self-similar actions. Notice that if $\beta = \{\beta_k\}$ is an automorphism, then each $\{\beta_k(\mu), \beta_{k+1}(\mu x)\}$ is an edge in $T$, and hence $\beta_{k+1}(\mu x) \in \beta_k(\mu)X$. So an automorphism satisfies (2.2) below, and the property (2.2) is ostensibly weaker.

**Lemma 2.1.** Suppose $X$ is a finite set and $T$ is the rooted tree with vertex set $T^0 = X^*$ and edge set $T^1 = \{(\mu, \mu x) : \mu \in X^* \text{ and } x \in X\}$. Suppose $\alpha : T^0 \to T^0$ is a bijection satisfying

$$\alpha(X^k) = X^k \text{ for all } k, \text{ and } \alpha(\mu x) \in \alpha(\mu)X \text{ for all } \mu \in X^k \text{ and } x \in X.$$ (2.2)

Define $\alpha_k := \alpha|_{X^k}$. Then $\{\alpha_k\}$ is an automorphism $\alpha$ of $T$. The inverse is also an automorphism of $T$, and also satisfies (2.2).
Proof. Since $\alpha$ is a bijection and $X^k$ is a finite set, $\alpha(X^k) = X^k$ implies that $\alpha_k$ is a bijection. We need to show that (2.1) is satisfied. Suppose $\mu \in X^k$ and $\nu \in X^{k+1}$. If $\{\mu, \nu\}$ is an edge then $\nu = \mu x$ for some $x \in X$ and $\alpha(\nu) = \alpha_{k+1}(\mu x) \in \alpha_k(\mu)X$, so that $\{\alpha(\mu), \alpha(\nu)\}$ is an edge. Now suppose $\{\alpha(\mu), \alpha(\nu)\}$ is an edge, say $\alpha(\nu) = \alpha(\mu)y$ for $y \in X$. Since $\nu \in X^{k+1}$ for $k \geq 0$ we can write $\nu = \eta x$ for some $\eta \in X^k$ and $x \in X$. Then $\alpha_{k+1}(\nu) \in \alpha(\eta)X$, $\alpha(\eta) = \alpha(\mu)$, and $\eta = \mu$. So $\nu = \mu x$ and $\{\mu, \nu\}$ is an edge. Thus we have (2.1), and $\{\alpha_k\}$ is an automorphism of $T$.

For the assertion about $\alpha^{-1}$, note that (2.1) implies that this inverse is a graph isomorphism in the usual sense, and hence satisfies the weaker condition (2.2) by the comment before the lemma.

Suppose again that $X$ is a finite set. An automaton over $X$ is a finite set $A$ together with a map $(a, x) \mapsto (a \cdot x, a|_x)$ from $A \times X$ to $X \times A$ such that, for each fixed $a \in A$, $x \mapsto a \cdot x$ is a bijection. For $\mu \in X^k$ and $a \in A$ we define $a|_\mu$ inductively by $a|_{\mu x} = (a|_\mu)|_x$.

For $k \geq 0$ we define $f_{a,k} : X^k \to X^k$ by

$$f_{a,k}(\mu) = (a \cdot \mu_1)(a|_{\mu_1} \cdot \mu_2) \cdots (a|_{\mu_1 \cdots \mu_{k-1}} \cdot \mu_k)$$

for $\mu = \mu_1 \cdots \mu_k \in X^k$. Then we have

$$f_{a,k+1}(\mu x) = (a \cdot \mu_1)(a|_{\mu_1} \cdot \mu_2) \cdots (a|_{\mu_1 \cdots \mu_{k-1}} \cdot \mu_k)(a|_{\mu} \cdot x) = f_{a,k}(\mu|_{\mu} \cdot x) \in f_{a,k}(\mu)X$$

from which it follows that $f_a := \{f_{a,k}\}$ is an automorphism of $T_X$ for $a \in A$.

The set of automorphisms of $T_X$ form a group $\text{Aut} T_X$. We let $G_A$ be the subgroup of $\text{Aut} T_X$ generated by $\{f_a : a \in A\}$.

Recall that a faithful action of a group $G$ on $X^*$ is self-similar if for all $g \in G$, $x \in X$ there exist $y \in X$, $h \in G$ such that

$$g \cdot (xw) = y(h \cdot w)$$

for all $w \in X^*$.

**Proposition 2.2.** There is a faithful self-similar action of $G_A$ on $T_X$ such that $f_a \cdot \mu := f_a(\mu)$ for $a \in A$ and $\mu \in X^*$.

**Proof.** We first show that each $f_a$ satisfies condition (2.3), then that each $f_a^{-1}$ does, and then that the composition of two automorphisms satisfying (2.3) also satisfies (2.3).

First consider $f_a$ for $a \in A$. For $x \in X$ and $\mu \in X^k$

$$f_a(x\mu) = f_{a,k+1}(x\mu) = (a \cdot x)(a|_x \cdot \mu_1)(a|_{\mu_1 \cdot \mu_2}) \cdots (a|_{\mu_1 \cdots \mu_{k-1}} \cdot \mu_k)$$

$$= (a \cdot x)(a|_x \cdot \mu_1)(a|_{\mu_1} \cdot \mu_2) \cdots (a|_{\mu_1 \cdots \mu_{k-1}} \cdot \mu_k)$$

and hence we can take $y = a \cdot x$ and $h = f_{a|x}$ in (2.3).

Now consider the automorphism $f_a^{-1}$ for $a \in A$.

$$f_a^{-1}(x\mu) = y\nu \iff x\mu = f_a(y\nu)$$

$$\iff x\mu = (a \cdot y)f_{a|_\mu}(\nu)$$

$$\iff x = a \cdot y \text{ and } \mu = f_{a|_\mu}(\nu)$$

$$\iff y = f_a^{-1}(x) \text{ and } \nu = f_{a|_\mu}^{-1}(\nu)$$

$$\iff y = f_a^{-1}(x) \text{ and } \nu = f_{a|_\mu}^{-1}(\nu).$$

So $f_a^{-1}(x\mu) = f_a^{-1}(x)f_{a|_{a^{-1}(x)}}^{-1}(\nu)$, and we can take $y = f_a^{-1}(x)$ and $h = f_{a|_{a^{-1}(x)}}^{-1}$ in (2.3).
Finally, suppose \( g_i \in G_A \) and for each \( x \in X \) we have \( y_i, x \in X \) and \( h_i, x \in G_A \) such that
\[
g_i(x\mu) = y_i, x h_i, x(\mu) \quad \text{for all } \mu.
\]
Then for each \( \mu \in X^* \)
\[
g_1 g_2(x\mu) = g_1(y_2, x h_2, x(\mu))
= y_1, y_2, x h_1, y_2, h_2, x(\mu))
= y_1, y_2, x h_1, y_2, h_2, x(\mu).
\]
Thus \( y = y_1, y_2, x \) and \( h = h_1, y_2, h_2, x \) satisfy the property in (2.3) for \( g_1 g_2 \).

Finally, since every element of \( G_A = \langle f_a : a \in A \rangle \) is a product of elements of the form \( f_a \) and \( f_b^{-1} \) for \( a, b \in A \), we can for every \( g \in G_A \) construct elements \( y \in X \) and \( h \in G_A \) with the required properties.

**Example 2.3.** Suppose \( X = \{x, y\} \), and an automaton has alphabet \( A = \{a, b, e\} \). The actions of \( a, b \in A \) on \( X = \{x, y\} \) satisfy \( a \cdot x = y \), \( a|_x = b \), \( a \cdot y = x \), \( a|_y = e \), \( b \cdot x = x \), \( b|_x = a \), \( b \cdot y = y \), and \( b|_y = e \); \( e \in A \) acts and restricts trivially, so \( e \cdot x = x \) and \( e|_x = e \), and similarly on \( y \). This is typically presented as a recursive definition on \( X^* \) by
\[
(2.4) \quad a \cdot (xw) = y(b \cdot w) \quad a \cdot (yw) = xw \quad \text{and}
\quad b \cdot (xw) = x(a \cdot w) \quad b \cdot (yw) = yw \quad \text{for } w \in X^*.
\]

We illustrate an automaton by drawing a *Moore diagram*. In a Moore diagram the arrow
\[
g \xrightarrow{(x,y)} h
\]
means that \( g \cdot x = y \) and \( g|_x = h \). Thus, for example, the automaton representing the generators \( A \) for the basilica group is illustrated by the Moore diagram in Figure 1. The identity \( e \) is often not included in the alphabet \( A \), but is implicit in the recursive definition [17, (2.6)].

### 3. Self-similar Groupoids and Automata over Graphs

We now generalise the construction of §2, replacing the set \( X \) by the set of edges \( E^1 \) in a finite directed graph \( E \).

Suppose \( E = (E^0, E^1, r, s) \) is a directed graph with vertex set \( E^0 \), edge set \( E^1 \), and range and source maps \( r, s : E^1 \to E^0 \). Write
\[
E^k = \{ \mu = \mu_1 \cdots \mu_k : \mu_i \in E^1, s(\mu_i) = r(\mu_{i+1}) \}
\]
for the set of paths of length \( k \) in \( E \), keep \( E^0 \) for the set of vertices, and define \( E^* = \bigsqcup_{k \geq 0} E^k \). We recover the classical situation of the previous section by taking \( E \) to be the
Figure 2. The forest of trees $T_E$ for the graph $E$

graph $\{\ast\}, X, r, s$ in which $r(x) = r(y) = s(x) = s(y) = \ast$ for all $x, y \in X = E^1$ and $E^\ast = X^\ast$.

The analogue of the tree $T_X$ in our situation is the (undirected) graph $T_E$ with vertex set $T^0 = E^\ast$ and edge set

$$T^1 = \{\{\mu, \mu e\} : \mu \in E^\ast, e \in E^1, \text{ and } s(\mu) = r(e)\}.$$

The subgraph $vE^\ast = \{\mu \in E^\ast : r(\mu) = v\}$ is a rooted tree with root $v \in E^0$, and $T_E = \bigsqcup_{v \in E^0} vE^\ast$ is a disjoint union of trees, or forest. An example of a graph $E$ and the corresponding forest $T_E$ is given in Figure 2.

We will be using range and source maps in the context of both graphs and, later, automata. If there is any room for confusion or if we simply want to be clear for later reference, we will use the notation $r_E$ and $s_E$ for the range and source maps associated to $E$.

Difficulties in defining restrictions consistently in this new context mean that we need to deal with partial isomorphisms rather than automorphisms. Partial isomorphisms of $T_E$ are only defined on a subtree of $T_E$ but are still isomorphisms of their domain onto their range.

**Definition 3.1.** Suppose $E = (E^0, E^1, r, s)$ is a directed graph. A partial isomorphism of $T_E$ consists of two vertices $v, w \in E^0$ and a bijection $g : vE^\ast \to wE^\ast$ such that

$$g|_{vE^k} \text{ is a bijection onto } wE^k \text{ for } k \in \mathbb{N}, \text{ and } g(\mu e) \in g(\mu)E^1 \text{ for all } \mu e \in vE^\ast.$$

For $v \in E^0$, we write $id_v : vE^\ast \to vE^\ast$ for the partial isomorphism given by $id_v(\mu) = \mu$ for all $\mu \in vE^\ast$. We denote the set of all partial isomorphisms of $T_E$ by $\text{Pliso}(E^\ast)$. We define domain and codomain maps $d, c : \text{Pliso}(E^\ast) \to E^0$ so that $g : d(g)E^\ast \to c(g)E^\ast$; thus in (3.1) we have $d(g) := v$ and $c(g) := w$.

Because we work with partial isomorphisms instead of automorphisms, we work with groupoids rather than groups. A groupoid differs from a group in two main ways: the product in a groupoid is only partially defined, and a groupoid typically has more than one unit.

A groupoid is a small category with inverses. Thus a groupoid consists of a set $G^0$ of objects, a set $G$ of morphisms, two functions $c, d : G \to G^0$, and a partially defined product $(g, h) \mapsto gh$ from $G^2 := \{(g, h) : d(g) = c(h)\}$ to $G$ such that $(G, G^0, c, d)$ is a category and such that each $g \in G$ has an inverse $g^{-1}$. (We then typically write $G$ to denote the groupoid, and call $G^0$ the unit space of the groupoid. If $|G^0| = 1$, then $G$ is
simply a group in the usual sense.) There are many formulations of this definition; we have chosen this one because it emphasises the objects and morphisms as distinct sets, and neatly summarises the axioms. The next result describes an important example, and its proof illustrates the efficiency of the definition.

**Proposition 3.2.** Suppose that $E = (E^0, E^1, r, s)$ is a directed graph with associated forest $T_E$, and resume the notation of Definition 3.1. Then $(\text{PISO}(E^*), E^0, c, d)$ is a groupoid in which: the product is given by composition of functions, the identity isomorphism at $v \in E^0$ is $\text{id}_v : vE^* \to vE^*$, and the inverse of $g \in \text{PISO}(E^*)$ is the inverse of the function $g : d(g)E^* \to c(g)E^*$.

**Proof.** For $g, h \in \text{PISO}(E^*)^2$, the composition $gh$ of $h : d(h)E^* \to c(h)E^*$ with $g : d(g)E^* \to c(g)E^*$ is a bijection of $d(h)E^*$ onto $c(g)E^*$ which maps each $d(h)E^k$ onto $c(g)E^k$. Since $h$ satisfies (3.1), there exists $f \in E^1$ such that $h(\mu e) = h(\mu)f$, and then

$$(gh)(\mu e) = g(h(\mu e)) = g(h(\mu)f)$$

belongs to $g(h(\mu))E^1 = (gh)(\mu)E^1$ because $g$ satisfies (3.1). So $gh$ is a partial isomorphism with $d(gh) = d(h)$ and $c(gh) = c(g)$. Associativity of the multiplication follows from the associativity of composition. Thus $(\text{PISO}(E^*), E^0, c, d)$ is a category.

The usual properties of composition also imply that $\text{id}_{c(g)g} = g = g\text{id}_{d(g)}$. Each $g : d(g)E^* \to c(g)E^*$ is a bijection, and hence has a set-theoretic inverse $g^{-1} : c(g)E^* \to d(g)E^*$. That this inverse is indeed a partial isomorphism follows from the last assertion in Lemma 2.1 (or rather from its extension to partial isomorphisms).

Suppose that $E$ is a directed graph and $G$ is a groupoid with unit space $E^0$. An **action** of $G$ on the path space $E^*$ is a (unit-preserving) groupoid homomorphism $\phi : G \to \text{PISO}(E^*)$; the action is **faithful** if $\phi$ is one-to-one. If the homomorphism is fixed, we usually write $g \cdot \mu$ for $\phi_g(\mu)$. This applies in particular when $G$ arises as a subgroupoid of $\text{PISO}(E^*)$.

**Definition 3.3.** Suppose $E = (E^0, E^1, r, s)$ is a directed graph and $G$ is a groupoid with unit space $E^0$ which acts faithfully on $T_E$. The action is **self-similar** if for every $g \in G$ and $e \in d(g)E^1$, there exists $h \in G$ such that

$$(3.2) \quad g \cdot (e\mu) = (g \cdot e)(h \cdot \mu) \text{ for all } \mu \in s(e)E^*.$$ 

Since the action is faithful, there is then exactly one such $h \in G$, and we write $g|_e := h$.

**Definition 3.3** has some immediate and important consequences.

**Lemma 3.4.** Suppose $E = (E^0, E^1, r, s)$ is a directed graph and $G$ is a groupoid with unit space $E^0$ acting self-similarly on $T_E$. Then for $g, h \in G$ with $d(h) = c(g)$ and $e \in d(g)E^1$, we have

1. $d(g|_e) = s(e)$ and $c(g|_e) = s(g \cdot e)$,
2. $r(g \cdot e) = g \cdot r(e)$ and $s(g \cdot e) = g|_e \cdot s(e)$,
3. if $g = \text{id}_{s(e)}$, then $g|_e = \text{id}_{s(e)}$, and
4. $(hg)|_e = (h|_{s(e)})(g|_e)$.

**Proof.** For every $\mu \in s(e)E^*$, $g \cdot (e\mu) = (g \cdot e)(g|_e \cdot \mu)$ is a path in $E$. This says, first, that $\mu$ is in the domain $d(g|_e)E^*$ of $g|_e$, so that $d(g|_e) = s(e)$, and, second, that $c(g|_e) = r(g|_e \cdot \mu) = s(g \cdot e)$. This gives (1).
For (2), we observe that $\mu \mapsto g \cdot \mu$ is an isomorphism of the tree $d(g)E^*$ onto $c(g)E^*$, and in particular we have $g \cdot d(g) = c(g)$. Thus $r(g \cdot e) = c(g) = g \cdot d(g) = g \cdot r(e)$. On the other hand, $g|_e$ is an isomorphism of $d(g|_e)E^* = s(e)E^*$ onto $c(g|_e)E^* = s(g \cdot e)E^*$. So $g|_e \cdot s(e)$ is $s(g \cdot e)$.

If $g = \text{id}_{s(e)}$, then $g \cdot (e\mu) = e\mu = e(\text{id}_{r(\mu)} \cdot \mu) = e(\text{id}_{s(e)} \cdot \mu)$, and the uniqueness of restrictions gives (3). For (4), we take $\mu \in d(g)E^*$ and compute:

\[
((hg) \cdot e)((hg)|_e \cdot \mu) = (hg) \cdot (e\mu) = h \cdot ((g \cdot e)(g|_e \cdot \mu)) = (h \cdot (g \cdot e))(h|_{g \cdot e} \cdot (g|_e \cdot \mu)) = ((hg) \cdot e)((h|_{g \cdot e}g|_e \cdot e) \cdot \mu).
\]

Thus we have $((hg)|_e \cdot \mu = (h|_{g \cdot e}g|_e \cdot e) \cdot \mu$ for all $\mu \in d(g)E^*$, and (4) follows because the action is faithful. \hfill \Box

**Remark 3.5.** Lemma 3.4(2) implies that the source map may not be equivariant: $s(g \cdot e) \neq g \cdot s(e)$ in general. Indeed, $g \cdot s(e)$ will often not make sense: $g$ maps $d(g)E^*$ onto $c(g)E^*$, and $s(e)$ is not in $d(g)E^*$ unless $s(e) = d(g)$. This non-equivariance of the source map is one of the main points of difference between our work and that of Exel–Pardo [8] and Bedos–Kaliszewski–Quigg [2]; see Appendix A for further details.

Suppose $\mu = \mu_1 \cdots \mu_m \in d(g)E^m$ and $\nu \in s(\mu)E^*$. Then $\mu \nu \in d(g)E^*$ and

\[
g \cdot (\mu \nu) = (g \cdot \mu_1)(g|_{\mu_1} \cdot \mu_2) \cdots (g|_{\mu_{m-1}} \cdot \mu_m)((\cdots (g|_{\mu_1})|_{\mu_2}) \cdots) \cdot \mu_m \cdot \nu
\]

thus with $g|_{\mu} := (\cdots (g|_{\mu_1})|_{\mu_2}) \cdots) |_{\mu_m}$ we can generalise (3.2) to

\[
(3.3) \qquad g \cdot (\mu \nu) = (g \cdot \mu)(g|_{\mu} \cdot \nu) \quad \text{for all } \mu \in d(g)E^*, \nu \in s(\mu)E^*.
\]

By iterating parts (3) and (4) of Lemma 3.4 we arrive at the following more general versions:

**Proposition 3.6.** Suppose $E = (E^0, E^1, r, s)$ is a directed graph and $G$ is a groupoid with unit space $E^0$ acting self-similarly on $T_E$. Then for all $g, h \in G$, $\mu \in d(g)E^*$, and $\nu \in s(\mu)E^*$ we have:

1. \( g|_{\mu \nu} = (g|_{\mu})|_{\nu} \),
2. \( \text{id}_{r(\mu)} \mu = \text{id}_{s(\mu)} \nu \),
3. \( (h \cdot g)|_{\mu} = h|_{g \cdot \mu} g|_{\mu} \), and
4. \( g^{-1}|_{\mu} = (g|_{g^{-1} \cdot \mu})^{-1} \).

**Proof.** The first three of these are straightforward. For the last, observe that on the one hand, we have $gg^{-1} = \text{id}_{r(\mu)}$, so $(gg^{-1})|_{\mu} = \text{id}_{s(\mu)}$, and on the other we have $(gg^{-1})|_{\mu} = (g|_{g^{-1} \cdot \mu})g^{-1}|_{\mu}$. Now multiplying $\text{id}_{s(\mu)} = (g|_{g^{-1} \cdot \mu})(g^{-1}|_{\mu})$ on the left by $(g|_{g^{-1} \cdot \mu})^{-1}$ gives the result. \hfill \Box

We now generalise the process of constructing faithful self-similar actions from automata. The switch to path spaces requires that both the action and restriction maps interact with the graph structure. We begin by defining automata in this more general context.

Since the groupoid $\text{Plso}(E^*)$ has local identities $\text{id}_{v}$ associated to each vertex $v$, we may need to add some of the vertices to the alphabet $A$ of the automaton. If our aim were only to ensure that the set $A$ is closed under taking restrictions then we may only need
Definition 3.7. An automaton over $E = (E^0, E^1, r_E, s_E)$ is a finite set $A$ containing $E^0$ together with functions $r_A, s_A: A \to E^0$ such that $r_A(v) = v = s_A(v)$ if $v \in E^0 \subset A$, and a function
\begin{equation}
A \times_{r_E} E^1 \ni (a, e) \mapsto (a \cdot e, a|e) \in E^1 \times_{s_E} A
\end{equation}
such that:
\begin{enumerate}[(A1)]
\item for every $a \in A$, $e \mapsto a \cdot e$ is a bijection of $A(a)E^1$ onto $r_A(a)E^1$;
\item $s_A(a|e) = s_E(e)$ for all $(a, e) \in A \times_{r_E} E^1$;
\item $r_E(e) \cdot e = e$ and $r_E(e)_e = s_E(e)$ for all $e \in E^1$.
\end{enumerate}

Since $s_E(v) = r_E(v) = s_A(v) = r_A(v) = v$ for all $v \in E^0$, the range and source maps are consistent whenever they both make sense. So there should be no confusion in using $s, r$ for both the graph and the automaton. However, sometimes it is convenient to distinguish between the two for clarity as in Definition 3.7, in which case we write $s_E, r_E$ and $s_A, r_A$ for the range and source maps in $E$ and $A$ respectively.

We can use the property (A2) to extend restriction to paths by defining
\[ a|_\mu = (\cdots ((a|_{\mu_1})|_{\mu_2})|_{\mu_3} \cdots )|_{\mu_k} \]
The point is that $s_A(a|_{\mu_1}) = s_E(\mu_1) = r_E(\mu_2)$, for example, and hence $(a|_{\mu_1})|_{\mu_2}$ makes sense. Our next result says that we can extend the action of elements of the set $A$ to partial isomorphisms on $E^*$.

Proposition 3.8. Suppose that $E$ is a directed graph and $A$ is an automaton over $E$. We recursively define maps $f_{a,k}: s(a)E^k \to r(a)E^k$ for $a \in A$ and $k \in \mathbb{N}$ by $f_{a,1}(e) = a \cdot e$ and
\begin{equation}
f_{a,k+1}(e\mu) = (a \cdot e)f_{a|\mu,k}(\mu) \quad \text{for } e\mu \in s_A(a)E^{k+1}.
\end{equation}
Then for every $a \in A$, $f_a = \{f_{a,k}\}$ is a partial isomorphism of $s(a)E^* \to r(a)E^*$ so that $d(f_a) = s(a)$ and $c(f_a) = r(a)$; for $a = v \in A \cap E^0$, we have $f_a = \text{id}_v: vE^* \to vE^*$.

Proof. We prove by induction on $k$ that the set $\{f_{a,k}: a \in A\}$ consists of bijections $f_{a,k}$ of $s(a)E^k$ onto $r(a)E^k$. The base case $k = 1$ is (A1) in the definition of automaton. So we suppose the claim is true for $k \geq 1$. For $e\mu \in s(a)E^{k+1}$, then $s(a|e) = s(e) = r(\mu)$, so the right-hand side of (3.5) makes sense and belongs to $r(a)E^{k+1}$. To see that $f_{a,k+1}$ is one-to-one, suppose that $f_{a,k+1}(e\mu) = f_{a,k+1}(f\nu)$. Then we have $a \cdot e = a \cdot f$, which implies $e = f$ by (A1), and then
\[ f_{a|\mu,k}(\mu) = f_{a|f,k}(\nu) = f_{a|e,k}(\nu) \implies \mu = \nu, \]
and $e\mu = f\nu$. To see that $f_{a,k+1}$ is onto, take $f\nu \in r(a)E^{k+1}$. Then (A1) gives $e \in E^1$ such that $a \cdot e = f$, and surjectivity of $f_{a|e,k}$ gives $\mu$ such that $f_{a|e,k}(\mu) = \nu$. Then $f_{a,k+1}(e\mu) = f\nu$, and $f_{a,k+1}$ is onto.

We now have to prove that the maps $f_{a,k}$ satisfy the second condition in (3.1), which we again do simultaneously for all $a$ by induction on $k$. Let $a \in A$, $\mu \in s(a)E^k$, $e \in s(\mu)E^1$, and we want $f_{a,k+1}(e\mu) \in f_{a,k}(\mu)E^1$. For $k = 1$, we have $|\mu| = 1$ and $\mu = \mu_1 \in E^1$. Thus (3.5) gives
\[ f_{a,2}(e\mu) = (a \cdot \mu_1)f_{a|\mu_1,1}(e) = (a \cdot \mu_1)(a|\mu_1 \cdot e) \in f_{a,1}(\mu_1)E^1. \]
Proof of Theorem 3.9. We now suppose that what we want is true for \( \{ f_{a,k} : a \in A \} \) for some \( k \geq 1 \), and take \( \mu e \in s(a)E^{k+2} \). Then since \( |\mu| = k + 1 \), we can factor \( \mu e = \mu_1 \mu' e \), and then
\[
f_{a,k+2}(\mu e) = (a \cdot \mu_1) f_{a|_{\mu_1}, k+1}(\mu' e) \in (a \cdot \mu_1) f_{a|_{\mu_1}, k}(\mu') E^1 = f_{a,k+1}(\mu) E^1,
\]
as required.

Since \( r(v) = v = s(v) \), \( v \cdot e = e \) and \( v|_e = v \) for all \( e \in vE^* \), a simple induction argument shows that \( f_v \) is the identity on \( vE^* \).

\[\square\]

**Theorem 3.9.** Suppose that \( E \) is a directed graph and \( A \) is an automaton over \( E \). For \( a \in A \), let \( f_a \) be the partial isomorphism of \( T_E \) described in Proposition 3.8, and let \( G_A \) be the subgroupoid of \( \text{Pliso}(E^*) \) generated by \( \{ f_a : a \in A \} \) (which by convention includes the identity morphisms \( \{ \text{id}_v : v \in E^0 \} \)). Then \( G_A \) acts faithfully on the path space \( E^* \), and this action is self-similar.

This is the point where it really helps to have worked carefully through the classical case in which \( |E^0| = 1 \) and \( E^1 \) is just a finite set \( X \). Notice that \( G_A \) acts faithfully because it is by definition a subgroupoid of \( \text{Pliso}(E^*) \).

**Proof of Theorem 3.9.** The inverses \( f_a^{-1} : r(a)E^* \to s(a)E^* \) of the bijections \( f_a : s(a)E^* \to r(a)E^* \) are also partial isomorphisms (see Proposition 3.2; the crucial argument is that of Lemma 2.1, which shows that \( f_a^{-1} \) satisfies (3.2)). Then every element of \( G_A \) is a finite product of partial isomorphisms \( f_a \) and \( f_b^{-1} \) in which the domains and codomains match up. (So, for example, \( f_a f_b^{-1} \) where \( s(a) = c(f_b^{-1}) = s(b) \).) Thus it suffices for us to show first, that if a partial automorphism \( g \in \text{Pliso}(E^*) \) has restrictions \( g|_e \) for all \( e \in d(g)E^1 \), then so does \( g^{-1} \); and second, that if \( g_1 \in \text{Pliso}(E^*) \) have \( d(g_1) = c(g_2) \), and \( g_1 \) have restrictions \( g_1|_e \) for all \( e \in d(g_1)E^1 \), then so does \( g_1 g_2 \). But for these we just need to look at the second and third paragraphs in the proof of Proposition 2.2 to see that they carry over verbatim. So \( G_A \) acts self-similarly, as claimed.

\[\square\]

**Example 3.10.** We consider the graph \( E \) in Figure 3, so that \( E^0 = \{ v, w \} \), \( E^1 = \{ 1, 2, 3, 4 \} \), \( v = s_E(1) = r_E(1) = r_E(2) = s_E(3) = s_E(4) \) and \( w = s_E(2) = r_E(3) = r_E(4) \). We take \( A = \{ a, b \} \cup E^0 \), and define \( r_A, s_A : A \to E^0 \) by \( s_A(a) = v = r_A(b) \) and \( s_A(b) = w = r_A(a) \).

We define
\[
a \cdot 1 = 4, \ a|_1 = v; \quad b \cdot 3 = 1, \ b|_3 = v; \\
a \cdot 2 = 3, \ a|_2 = b; \quad b \cdot 4 = 2, \ b|_4 = a.
\]
(The restrictions on \( E^0 \subset A \) are specified in (A3).) We verify that \( e \mapsto a \cdot e \) is a bijection of \( s_A(a)E^1 = vE^1 = \{ 1, 2 \} \) onto \( r_A(a)E^1 = wE^1 = \{ 3, 4 \} \), and correspondingly for \( b \).
(A2), we check
\[
\begin{align*}
s_A(a_1) &= s_A(v) = v = s_E(1) & r_A(a_1) &= r_A(v) = v = s_E(a \cdot 1) \\
s_A(a_2) &= s_A(b) = w = s_E(2) & r_A(a_2) &= r_A(b) = v = s_E(a \cdot 2) \\
s_A(b_3) &= s_A(v) = v = s_E(3) & r_A(b_3) &= r_A(v) = v = s_E(b \cdot 3) \\
s_A(b_4) &= s_A(a) = v = s_E(4) & r_A(b_4) &= r_A(w) = w = s_E(b \cdot 4).
\end{align*}
\]

The data (3.6) is often presented as
\[
(3.7) \quad a \cdot 1\mu = 4\mu \quad b \cdot 3\mu = 1\mu \\
a \cdot 2\nu = 3(b \cdot \nu) \quad b \cdot 4\mu = 2(a \cdot \mu),
\]
from which we are meant to deduce (3.6).

To see how this deduction is meant to work, we observe that the formulas in (3.7) allow us to define partial isomorphisms \( f_a \) and \( f_b \) recursively, using the construction that was formalised in Proposition 3.8. So \( a \) and \( b \) have to be in the alphabet; we take \( A = \{a, b\} \cup E^0 \). Consider the action of \( a \in A \). By assuming \( 1\mu \in E^* \) we are assuming \( \mu \in s_E(1)E^* = vE^* \). Since \( a \cdot 1\mu = 4\mu \) for all \( \mu \in vE^* \), it follows from Proposition 3.8 that \( a \cdot 1 = 4 \) and \( f_{a|1}(\mu) = \mu \) for all \( \mu \in vE^* \). So whatever \( a|1 \) is, it must satisfy \( f_{a|1} = id_v \); since the partial isomorphisms \( f_a, f_b, id_v \) and \( id_w \) act differently on the edge set \( E^1 \), they are distinct partial isomorphisms, and the only choice for \( a|1 \) in our current alphabet is \( a|1 : v \). Similarly, we define \( a|2 = b, b|3 = v \) and \( b|4 = a \). We don’t need to specify restrictions for \( v \) and \( w \), because the condition \( r(e)\mid_v = s(e) \) forces \( v|1 = v, v|2 = w \) and \( w|3 = w|4 = v \).

Notice that we made choices in the last paragraph: we could have added extra elements to our alphabet.

4. THE TOEPLITZ ALGEBRA OF A SELF-SIMILAR GROUPOID ACTION

Suppose that \( G \) is a (discrete) groupoid. Then the groupoid elements \( g \in G \) give point masses \( i_g \) in \( C_c(G) \), and \( C_c(G) = \text{span}\{i_g : g \in G\} \). For \( g, h \in G \), the involution and product described in [6, Proposition 3.11] are determined by
\[
i_g^* = i_{g^{-1}} \quad \text{and} \quad i_g \ast i_h = \begin{cases} i_{gh} & \text{if } d(g) = c(h) \\ 0 & \text{otherwise.} \end{cases}
\]

A function \( U : G \to B(H) \) is a unitary representation of \( G \) if
\begin{itemize}
  \item for \( v \in G^0 \), \( U_v \) is the orthogonal projection on a closed subspace of \( H \),
  \item for each \( g \in G \), \( U_g \) is a partial isometry with initial projection \( U_{d(g)} \) and final projection \( U_{c(g)} \), and
  \item for \( g, h \in G \), we have
\end{itemize}
\[
U_gU_h = \begin{cases} U_{gh} & \text{if } d(g) = c(h) \\ 0 & \text{otherwise.} \end{cases}
\]
(4.1)

(The multiplication formula (4.1) applies when \( g \) and \( h \) are units, and then says that the projections \( U_v \) are mutually orthogonal.) We have a similar notion of unitary representation with values in a \( C^* \)-algebra, and then the map \( i : g \mapsto i_g \) is a unitary representation of \( G \) in \( C_c(G) \subset C^*(G) \). We have chosen the name “unitary representation” to emphasise that each \( U_g \) is a unitary isomorphism of \( U_{d(g)}H \) onto \( U_{c(g)}H \).
Proposition 4.1. Let $G$ be a groupoid. Then the pair $(C^*(G), i)$ is universal for unitary representations of $G$.

Proof. Suppose that $U : G \to B(H)$ is a unitary representation. Then extending $U$ linearly gives a $*$-representation $\pi$ of $C_c(G) = \text{span}\{e_g\}$ in $B(H)$ such that $U = \pi \circ i$. Since this representation is bounded for the norm of $C^*(G)$ (see [6, page 205]), $\pi$ extends to a representation $\pi_U$ of $C^*(G)$ on $H$ such that $\pi_U \circ i = U$.

Example 4.2. For any groupoid $G$, there is a unitary representation $U$ of $G$ on $\ell^2(G^0)$ in which $U_g$ is the matrix unit $e_{c(g),d(g)}$. The corresponding homomorphism $\pi_U : C^*(G) \to B(\ell^2(G^0))$ takes elements of $C_c(G)$ into finite rank operators, and hence has range in the algebra $K(\ell^2(G^0))$ of compact operators.

When $G^0$ is finite, $\pi_U$ takes values in $M_{G^0}(\mathbb{C})$, and composing with the normalised trace gives a tracial state on $C^*(G)$. This is the analogue for groupoids of the trace $\tau_1$ on group algebras used in [17] (see page 6648). If $G$ is not transitive, then the range of $\pi_U$ will be a proper subalgebra of $M_{G^0}(\mathbb{C})$, and the normalised traces on simple summands will give other tracial states on $C^*(G)$.

Suppose that $E$ is a finite directed graph and $(G, E)$ is a self-similar groupoid action. Consider the graph bimodule $X(E)$ of [9], using the conventions of [23, Chapter 8]. The inclusion of $C(E^0) = C_c(G^0)$ in $C_c(G)$ gives a unital homomorphism of $C(E^0)$ into $C^*(G)$, which makes $C^*(G)$ into a right-Hilbert $C(E^0)$-$C^*(G)$ bimodule. We now form the internal tensor product $M := X(E) \otimes_{C(E^0)} C^*(G)$, which is a right Hilbert $C^*(G)$-module with inner product given on elementary tensors by

$$\langle x \otimes a, y \otimes b \rangle = \langle (y, x) a, b \rangle = a^* (x, y) b.$$

Forming the internal tensor product involves taking a completion, which in turn involves modding out by elements with norm 0. In this process, the tensor product becomes balanced over $C(E^0)$ (see the foot of [24, page 34], for example). However, the bimodule $X(E)$ is spanned by the point masses $\{e : e \in E^1\}$, and the elements $e \otimes 1$ form a Parseval frame for $M$. In particular, every $m \in M$ is a finite sum

$$m = \sum_{e \in E^1} e \otimes (e \otimes 1, m)$$

of elementary tensors; we refer to (4.2) as the reconstruction formula. Thus $M$ coincides with the algebraic tensor product $X(E) \otimes_{C(E^0)} C^*(G)$, and no completion is required.

Proposition 4.3. Suppose that $(G, E)$ is a self-similar groupoid action. Then there is a unitary representation $W : G \to \mathcal{L}(M)$ such that, for $g \in G$, $e \in E^1$ and $a \in C^*(G),$

$$W_g(e \otimes a) = \begin{cases} (g \cdot e) \otimes i_{g|e} a & \text{if } d(g) = r(e) \\ 0 & \text{otherwise}. \end{cases}$$

Proof. Fix $g \in G$. Then, motivated by the reconstruction formula (4.2), we define $W_g : M \to M$ by

$$W_g m = \sum_{f \in E^1, d(g) = r(f)} (g \cdot f) \otimes (i_{g|f} \langle f \otimes 1, m \rangle).$$

Now taking $m = e \otimes a$ and considering only the edges $f$ with $r(f) = d(g)$ (that is, the only edges which appear in the sum), we have

$$i_{g|f} \langle f \otimes 1, e \otimes a \rangle = i_{g|f} \langle \langle e, f \rangle 1, a \rangle = i_{g|f} \langle f, e \rangle a = \delta_{e,f} i_{g|e} i_{s(e)} a,$$
which is $i_{g_e}a$ because $g_e s(e) = g_e$ in $G$. Thus $W_g$ satisfies (4.3). The original formula shows that $W_g$ is right $C^*(G)$-linear, and since the sum is finite, an application of the Cauchy-Schwarz inequality shows that $W_g$ is norm-bounded.

We next show that $W_g$ is adjointable with $W^*_g = W_g^{-1}$. We take $e, f \in E^1$ and $a, b \in C^*(G)$, and suppose first that

$$\langle W_g(e \otimes a), f \otimes b \rangle \neq 0.$$  

The formula (4.3) shows that $d(g) = r(e)$, and then

$$0 \neq \langle W_g(e \otimes a), f \otimes b \rangle = \langle (f, g \cdot e) \cdot i_{g_e}a, b \rangle = a^* i_{g_e}^* \langle g \cdot e, f \rangle b.$$  

We deduce that $\langle g \cdot e, f \rangle \neq 0$, and hence $f = g \cdot e$. Thus

$$r(f) = r(g \cdot e) = g \cdot r(e) = g \cdot d(g) = c(g) = s(g^{-1}),$$

and we have

$$\langle e \otimes a, W^{-1}_g(f \otimes b) \rangle = \langle (g^{-1} \cdot f, e) \cdot a, i_{g^{-1}_g}b \rangle = a^* i_{g^{-1}_g}^* \langle g^{-1}_g \cdot f \rangle i_{g^{-1}_g}b.$$  

Then $\langle g \cdot e, f \rangle = i_{s(e)}$ and $\langle e, g^{-1} \cdot f \rangle = i_{s(e)}$, so

$$i_{g^{-1}_g}^* \langle g \cdot e, f \rangle = i_{g_e}^* i_{s(e)} = i_{g^{-1}_g}^* i_{s(e)} = i_{g^{-1}_g}^* i_{s(e)} = (e, g^{-1} \cdot f) i_{g^{-1}_g}.$$  

Thus we have (4.4)=(4.5) when $\langle W_g(e \otimes a), f \otimes b \rangle \neq 0$. When $\langle e \otimes a, W^{-1}_g(f \otimes b) \rangle \neq 0$, we can apply the preceding argument to

$$\langle e \otimes a, W^{-1}_g(f \otimes b) \rangle^* = \langle W^{-1}_g(f \otimes b), e \otimes a \rangle,$$

and deduce that (4.5)=(4.4). Thus we have equality in all cases, and $W_g$ is adjointable with $W^*_g = W_g^{-1}$.

Finally, a short calculation using Proposition 3.6(3) shows that $W$ is a unitary representation of $G$.  

The universal property of $(C^*(G), i)$ (Proposition 4.1) gives us a unital homomorphism $\pi_W : C^*(G) \to \mathcal{L}(M)$ such that $\pi_W(i_g) = W_g$ for $g \in G$. We use this homomorphism to define a left action of $C^*(G)$ on the right-Hilbert $C^*(G)$ module $M = X(E) \otimes_{C(E^0)} C^*(G)$, and $M$ thus becomes a Hilbert bimodule over $C^*(G)$ (alternatively known as a $C^*$-correspondence over $C^*(G)$). The Toeplitz algebra and Cuntz-Pimsner algebra of the self-similar groupoid action $(G, E)$ are then respectively defined to be the Toeplitz algebra $\mathcal{T}(G, E) := \mathcal{T}(M)$ and Cuntz-Pimsner algebra $\mathcal{O}(G, E) := \mathcal{O}(M)$ of the bimodule $M$. As in [9, §1], we view it as the $C^*$-algebra generated by a universal Toeplitz representation $(i_M, i_{C^*(G)} : M \to \mathcal{T}(M))$.

We now give a presentation of the Toeplitz algebra $\mathcal{T}(G, E)$.

**Proposition 4.4.** Let $E$ be a finite graph without sources and $(G, E)$ a self-similar groupoid action. We define $u : G \to \mathcal{T}(G, E) = \mathcal{T}(M)$, $p : E^0 \to \mathcal{T}(M)$ and $s : E^1 \to \mathcal{T}(M)$ by $u = i_{C^*(G)} \circ i$, $p_v = i_{C^*(G)}(i_v)$, and $s_e = i_M(e \otimes 1)$. Then

1. $u$ is a unitary representation of $G$ with $u_v = p_v$ for $v \in E^0$;
2. $(p, s)$ is a Toeplitz-Cuntz-Krieger family in $\mathcal{T}(M)$, and $\sum_{v \in E^0} p_v$ is an identity for $\mathcal{T}(M)$;
(3) for $g \in G$ and $e \in E^1$, we have
\[ u_gs_e = \begin{cases} s_{g^*}u_{g(e)} & \text{if } d(g) = r(e) \\ 0 & \text{otherwise}; \end{cases} \]

(4) for $g \in G$ and $v \in E^0$, we have
\[ u_gp_v = \begin{cases} p_{g^*}u_g & \text{if } d(g) = v \\ 0 & \text{otherwise}. \end{cases} \]

The $C^*$-algebra $\mathcal{T}(M)$ is generated by $\{u_g\} \cup \{p_v\} \cup \{s_e\}$, and $(\mathcal{T}(M), (u, p, s))$ is universal for families $U$, $P$, $S$ satisfying the upper-case analogues of (1–4).

**Proof.** Part (1) holds because $i : G \to C^*(G)$ is a unitary representation.

For part (2), we begin by observing that the point masses $\{v : v \in E^0\}$ are mutually orthogonal projections in $C(E^0)$, and hence the $\{p_v\}$ are mutually orthogonal projections in $\mathcal{T}(M)$. In particular $q = \sum_{v \in E^0} p_v$ is also a projection. Next we note that the elements
\[ \{e \otimes i_g : e \in E^1, g \in G, s(e) = c(g)\} \]
span a dense subspace of $M$, and that for each such element we have
\[ q(e \otimes i_g) = \sum_{v \in E^0} (v \cdot e) \otimes i_g = (s(e) \cdot e) \otimes i_g = e \otimes i_g. \]

Thus the bimodule $M$ is essential in the sense of [9], and it follows that $q$ is an identity for $\mathcal{T}(M)$. (See the discussion in the middle of [9, page 178].) We next verify the Toeplitz-Cuntz-Krieger relations. We take, $e, f \in E^1$ and compute
\[ s^*_es_f = i_{M_e}(e \otimes 1)^*i_{M_f}(f \otimes 1) = i_{C^*(G)}(\langle e \otimes 1, f \otimes 1 \rangle) \]
\[ = \delta_{e, f}i_{C^*(G)}(s(e) \cdot 1) = \delta_{e, f}i_{C^*(G)}(i_{s(e)}) = \delta_{e, f}p_{s(e)}; \]
this proves that $s^*_es_e = p_{s(e)}$, and that the elements $\{s_es^*_e : e \in E^1\}$ are mutually orthogonal projections. We calculate
\[ p_ve = i_{C^*(G)}(i_v)i_M(e \otimes 1) = i_M(W_e(e \otimes 1)) = i_M((v \cdot e) \otimes i_{v(e)} 1) \]
\[ = \delta_v,i_{M_e}(e \otimes i_{s(e)}) = \delta_v,i_{M_e}(e \otimes 1) = \delta_v,i_{s(e)}e; \]
thus $p_{s(e)} \geq s_es^*_e$, and, since the $\{s_es^*_e\}$ are mutually orthogonal, $p_v \geq \sum_{e \in vE^0}s_es^*_e$. Thus $(p, s)$ is a Toeplitz-Cuntz-Krieger $E$-family.

To establish part (3), we compute
\[ u_gi_e = i_{C^*(G)}(i_g)i_M(e \otimes 1) = i_M(i_g \cdot (e \otimes 1)) \]
\[ = \delta_d,g,i_{M_e}(g \cdot e) \otimes i_{g(e)} = \delta_d,g,i_{M_e}(g \cdot e) \otimes i_{g(e)} \]
\[ = \delta_d,g,i_{M_e}(g \cdot e) \otimes i_{C^*(G)}(i_{g(e)}) = \delta_d,g,i_{M_e}(g \cdot e) \otimes u_{g(e)}; \]
A similar computation gives (4).

Since $\mathcal{T}(M)$ is generated by the images of $i_M = \text{span}\{e \otimes i_g\}$ and $i_{C^*(G)} = \text{span}\{i_g\}$, the $t_g$, $p_v$ and $s_e$ generate. It remains to verify the universal property, so we take $U_g$, $P_v$ and $S_e$ in a $C^*$-algebra $B$ satisfying the relations (1–4).
The unitary representation $U$ of $G$ induces a homomorphism $\pi_U : C^*(G) \to B$ such that $\pi_U(g) = U_g$. Since $\sum_{v \in E^0} v_i$ is the identity in $C^*(G)$ and (2) says that $\sum_{v \in E^0} P_v$ is the identity in $B$, $\pi_U$ is unital. Define $\psi : M \to B$ by

$$\psi(m) = \sum_{e \in E^1} S_e \pi_U((e \otimes 1, m)).$$

We will prove that $(\psi, \pi_U)$ is a Toeplitz representation of $M$.

An inspection of the formula for $\psi(m)$ shows that $\psi(m \cdot a) = \psi(m)\pi_U(a)$. Next, for $m, n \in M$ we have

$$\psi(m)^* \psi(n) = \sum_{e,f \in E^1} \pi_U((e \otimes 1, m)^* (f \otimes 1, n)).$$

The summands with $e \neq f$ vanish, and

$$S_e^* S_e \pi_U((e \otimes 1, n)) = P_{s(e)} \pi_U((e \otimes 1, n)) = \pi_U((e \otimes 1, n)).$$

Thus

$$\psi(m)^* \psi(n) = \sum_{e \in E^1} \pi_U((e \otimes 1, m)^* (e \otimes 1, n))$$

$$= \pi_U\left(\sum_{e \in E^1} (m, e \otimes 1)(e \otimes 1, n)\right)$$

$$= \pi_U\left(\left(\sum_{e \in E^1} (e \otimes 1)(e \otimes 1, n)\right)\right),$$

which by the reconstruction formula is $\pi_U((m, n))$.

Next we have to verify that $\psi(b \cdot m) = \pi_U(b)\psi(m)$ for $b \in C^*(G)$ and $m \in M$. For this we take $b = i_g$, $m = f \otimes a$ and compute both sides. On one hand, we have

$$\psi(i_g(f \otimes a)) = \psi(W_g(f \otimes a)),$$

which is 0 unless $d(g) = r(f)$. If $d(g) = r(f)$, then

$$\psi(i_g(f \otimes a)) = \psi((g \cdot f) \otimes i_{gl}, a)$$

$$= \sum_{e \in E^1} S_e (e \otimes 1, gf \otimes i_{gl}, a)$$

$$= \sum_{e \in E^1} S_e \pi_U\left(\langle g \cdot f, e \rangle, i_{gl}, a\right)$$

$$= S_{gf} \pi_U(i_{gl}, a).$$

On the other hand, we have

$$\pi_U(i_g) \psi(f \otimes a) = \sum_{e \in E^1} U_g S_e \pi_U((e \otimes 1, f \otimes a)) = U_g S_f \pi_U(a).$$

The formula in (3) says that this too is 0 unless $d(g) = r(f)$, and then gives

$$\pi_U(i_g) \psi(m) = S_{g,f} U_{gl} \pi_U(a) = S_{g,f} \pi_U(i_{gl}, a),$$

which is $\psi(i_g(f \otimes a))$.

Now the universal property of $T(M)$ give a homomorphism $\psi \times \pi_U : T(M) \to B$ such that $\psi = (\psi \times \pi_U) \circ i_M$ and $\pi_U = (\psi \times \pi_U) \circ i_{C^*(G)}$. To finish, we need to check that
Proposition 4.5. Suppose \((G, E)\) is a faithful self-similar groupoid action and take \((u, p, s)\) as in Proposition 4.4. Then

\[
\mathcal{T}(G, E) = \text{span}\{s_\mu u_g s_\nu^* : \mu, \nu \in E^*, g \in G \text{ and } s(\mu) = g \cdot s(\nu)\}.
\]

The condition \(s(\mu) = g \cdot s(\nu)\) is just there to exclude elements which are certainly 0:

\[s_\mu u_g s_\nu^* \neq 0 \implies s_\mu p(s(\mu))u_g p(s(\nu)) s_\nu^* \neq 0 \implies p(s(\mu))u_g p(s(\nu)) \neq 0 \implies p(s(\mu))p_{g \cdot s(\nu)} \neq 0.\]

The closed linear span on the right-hand side contains all the generators, and hence the result follows from the following lemma, which is very similar to [17, Lemma 3.4].

Lemma 4.6. Suppose \(\kappa, \lambda, \mu, \nu \in E^*\) and \(g, h \in S\) satisfy \(s(\kappa) = g \cdot s(\lambda)\) and \(s(\mu) = h \cdot s(\nu)\) we have

\[
(s_{\kappa} u_{g} s_{\lambda}^*)(s_{\mu} u_{h} s_{\nu}^*) = \begin{cases} 
 s_{(g \cdot \nu')(\mu')} u_{g} h s_{\nu'}^* & \text{if } \mu = \mu', \\
 s_{\kappa} u_{g h_{(\nu', \nu)} h_{(\nu, \nu')}} s_{\nu' h_{(\nu, \nu')}} s_{\nu h_{(\nu, \nu')}}^* & \text{if } \lambda = \mu \lambda', \\
 0 & \text{otherwise.}
\end{cases}
\]

Proposition 4.7. Suppose \((G, E)\) is a self-similar groupoid action and let \((u, p, s)\) be the universal representation from Proposition 4.4. Then \(\mathcal{O}(G, E)\) is the quotient of \(\mathcal{T}(G, E)\) by the ideal generated by

\[
\{ p_v - \sum_{e \in E^1} s_e s_e^* : v \in E^0 \}.
\]

Proof. Let \(\phi : C^*(G) \to \mathcal{L}(M)\) be the homomorphism implementing the left action, and let \((\psi, \pi)\) be a Toeplitz representation of \(M\). Then the reconstruction formula implies that

\[
\phi(a) = \sum_{e \in E^1} \Theta_{e \otimes 1, a^* (e \otimes 1)} \text{ for all } a \in C^*(G).
\]

Thus for every \(a \in C^*(G)\) we have

\[
(\psi, \pi)^{(1)}(\phi(a)) = \sum_{e \in E^1} \psi(e \otimes 1) \psi(a^* (e \otimes 1))^* = \sum_{e \in E^1} s_e s_e^* \pi(a).
\]

If \((\psi, \pi)\) is Cuntz-Pimsner covariant, then taking \(a = i_v\) in \(4.8\) gives

\[
\pi(p_v) = (\psi, \pi)^{(1)}(\phi(p_v)) = \sum_{r(e) = v} \psi(s_e) \psi(s_e)^*.
\]

Conversely, if we have the Cuntz Krieger relation at every \(v\), then for every \(g \in G\) we have

\[
\pi(i_g) = \pi(i_{c(g)} i_g) = \sum_{r(e) = c(g)} \psi(s_e) \psi(s_e)^* \pi(i_g).
\]


\[ \psi(s_e)\psi(s_e)^*\pi(i_g) \]

\[ = \sum_{e \in E^1} \psi(s_e)\psi(s_e)^*\pi(i_g) \]

\[ = (\psi, \pi)_{(1)}(\phi(i_g)). \]

5. An algebraic characterisation of KMS states

Suppose that \( E \) is a finite graph with no sources and that \((G, E)\) is a self-similar groupoid action over \( E \). There is a strongly continuous gauge action \( \gamma : \mathbb{T} \to \text{Aut} \mathcal{T}(G, E) \) such that \( \gamma_z(i_{C^*\beta}(a)) = i_{C^*\beta}(a) \) and \( \gamma_z(i_M(m)) = z_i m(m) \) for \( a \in C^*(G) \) and \( m \in M \) [9, Proposition 1.3 (c)]. The gauge action gives rise to a periodic action \( \sigma_t \) by the formula \( \sigma_t = \gamma_{e^{it}}. \) This dynamics satisfies

\[ \sigma_t(s_{\mu}u_gs_{\nu}^*) = e^{it(\mu - \nu)}s_{\mu}u_gs_{\nu}^*. \]

Suppose that \( \sigma : \mathbb{R} \to \text{Aut} A \) is a strongly continuous action on a \( C^*\)-algebra \( A \). An element \( a \in A \) is analytic if the function \( t \mapsto \sigma_t(a) \) extends to an entire function on \( \mathbb{C} \). For \( \beta \in \mathbb{R} \) a state \( \phi \) on \( A \) is a KMS\( \beta \) state for \( (A, \sigma) \) if it satisfies the KMS condition

\[ \phi(ab) = \phi(b\sigma_\beta(a)), \]

for all \( a, b \) in a set of analytic elements that spans a dense \( \sigma \)-invariant subspace of \( A \). For \( \beta \neq 0 \) all KMS\( \beta \) states are \( \sigma \)-invariant, see [3, Proposition 5.3.3]; for \( \beta = 0 \) it is customary to make \( \sigma \)-invariance part of the definition, so that the KMS\( \beta \) states are the \( \sigma \)-invariant traces.

We are interested in the KMS\( \beta \) states of \((\mathcal{T}(G, E), \sigma)\). The spanning elements \( s_{\mu}u_gs_{\nu}^* \) are analytic in \( \mathcal{T}(G, E) \), because the function \( t \in \mathbb{R} \mapsto e^{it(\mu - \nu)} \) has an entire extension to \( \mathbb{C} \). Therefore it is enough to check the KMS\( \beta \) condition on spanning elements.

Since the ideal generated by the elements \( p_v - \sum_{e \in E_1} s_es_e^* \) is \( \sigma \)-invariant, there is a compatible time evolution (also denoted by \( \sigma \)) on the quotient \( \mathcal{O}(G, E) \). The KMS states of \((\mathcal{O}(G, E), \sigma)\) are given by KMS states of \((\mathcal{T}(G, E), \sigma)\) that factor through \( \mathcal{O}(G, E) \). The following alternative characterisation of the KMS\( \beta \) states of \( \mathcal{T}(G, E) \) and \( \mathcal{O}(G, E) \) is motivated by [10, §2] and [17, §4].

**Proposition 5.1.** Let \( E \) be a finite graph with no sources and vertex matrix \( B \), and let \( \rho(B) \) be the spectral radius of \( B \). Suppose that \((G, E)\) is a self-similar groupoid action. Let \( \sigma : \mathbb{R} \to \text{Aut} \mathcal{T}(G, E) \) be the dynamics given by (5.1).

1. For \( \beta < \ln \rho(B) \), there are no KMS\( \beta \)-states for \( \sigma \).
2. For \( \beta \geq \ln \rho(B) \), a state \( \phi \) is a KMS\( \beta \)-state for \( \sigma \) if and only if \( \phi \circ i_{C^*\beta}(\cdot) \) is a trace on \( C^*(G) \) and

\[ \phi(s_{\mu}u_gs_{\nu}^*) = \delta_{\mu, \nu} \delta_{s(e_0), g} \delta_{s(e_k), g} e^{-|\mu| |g|} \phi(u_g) \]

for \( g \in S \) and \( \mu, \nu \in E^* \).

In principle, we should be able to deduce part (2) from the general result in [1, Proposition 3.1], which characterises the KMS states on an arbitrary Toeplitz-Cuntz-Pimsner algebra \( \mathcal{T}(X) \). However, the description there is in terms of elementary tensors in the tensor powers \( X^\otimes n \), and since our module \( M \) is itself a tensor product, the tensor powers get quite complicated. So it seems more straightforward to reason directly in terms of our spanning family.

**Proof.** Suppose first that \( \phi \) is a KMS\( \beta \)-state of \((\mathcal{T}(G, E), \sigma)\). The Toeplitz-Cuntz-Krieger family \((p, s)\) in \( \mathcal{T}(G, E) \) induces a homomorphism \( \pi_{p,s} : \mathcal{T}(E) \to \mathcal{T}(G, E) \), and \( \pi_{p,s} \) is
equivariant for \( \sigma \) and the periodic dynamics arising from the gauge action on \( \mathcal{T}(E) \). Thus the composition \( \phi \circ \pi_{p,s} \) is a KMS\( \beta \)-state on \( \mathcal{T}(E) \), and [10, Proposition 4.3 (c)] implies that \( \beta \geq \ln \rho(B) \). This proves part (1).

For part (2), suppose again that \( \phi \) is a KMS\( \beta \) state. Since \( \gamma \) fixes \( u_g \) and \( u_h \), the KMS relation implies that \( \phi(u_g u_h) = \phi(u_h u_g) \), and hence that \( \phi \circ i_{C^*(G)} \) is a trace. The second and third delta functions on the right-hand side of (5.3) just reflect that \( s(\mu) = c(g) \) and \( d(g) = s(\nu) \). Since \( \phi \) is gauge-invariant, \( \phi(s(\mu) s^*_w) = 0 \) unless \( |\mu| = |\nu| \), and then using the KMS commutation relation to pull \( s(\mu) \) past \( u_g s^*_w \) gives (5.3).

For the reverse implication, suppose that \( \phi \circ i_{C^*(G)} \) is a trace and that \( \phi \) satisfies (5.3). To see that \( \phi \) is a KMS\( \beta \) state, it suffices to verify the KMS condition

\[
(\phi(bc) = \phi(c\alpha_{i\beta}(b)) \quad \text{for } b = s_n u_g s^*_n \text{ and } c = s_m u_h s^*_m.
\]

There is symmetry in (5.4) which we can use to simplify the argument. First, note that both sides vanish unless \( |\kappa| + |\mu| = |\lambda| + |\nu| \). The right-hand side is \( e^{-\beta(|\kappa| - |\lambda|)} \phi(bc) \), and (5.4) is equivalent to

\[
\phi(bc) = e^{\beta(|\kappa| - |\lambda|)} \phi(bc) = e^{-\beta(|\mu| - |\nu|)} \phi(bc).
\]

Thus it suffices to prove (5.4) for \( \phi(bc) \neq 0 \), because we can then swap \( b \) and \( c \) and deduce it for \( \phi(cb) \neq 0 \). Next we observe that it suffices to prove (5.4) when \( |\mu| \geq |\lambda| \), because taking complex conjugates reduces the other case to this one (see the end of the proof of [17, Proposition 4.1]).

So we suppose that \( \phi(bc) \neq 0 \) and \( |\mu| \geq |\lambda| \). Then since \( \phi(bc) \neq 0 \), (4.7) implies that there exists \( \mu' \) such that \( \mu = \lambda \mu' \). Then the first option in (4.7) shows that

\[
\phi(bc) = e^{-\beta(|\kappa| - |\lambda|)} \phi(u_{g|h|\mu'} u_h s^*_w).
\]

Thus \( \phi(bc) \neq 0 \) implies that \( \nu = \kappa(g \cdot \mu') \), \( s(\mu) = r(g|\mu'|) = d(h) \) and

\[
\phi(bc) = e^{-\beta(|\kappa| + |\mu'|)} \phi(u_{g|h|\mu'} u_h);
\]

since then \( u_{g|h|\mu'} u_h \neq 0 \), we also have \( d(g|\mu'|) = c(h) \).

Now we remember that \( \nu = \kappa(g \cdot \mu') \), and use the second option in (4.7) to compute

\[
\phi(\alpha_{i\beta}(b)) = e^{-\beta(|\kappa| - |\lambda|)} \phi(bc)
\]

\[
= e^{-\beta(|\kappa| - |\lambda|)} \phi((s_n u_
u s^*_n)(s_m u_g s^*_w))
\]

\[
= e^{-\beta(|\kappa| - |\lambda|)} \phi(s_n u_{g|h|\mu'} s^*_w)
\]

\[
= e^{-\beta(|\kappa| - |\lambda|)} \phi(s_n u_{g|h|\mu'} s^*_w)
\]

\[
= e^{-\beta(|\kappa| - |\lambda|)} e^{-\beta|\mu|} \delta_{\delta(\mu), c(h)} \phi(u_{g|h|\mu'} u_h).
\]

All the delta functions are 1, and we deduce that

\[
\phi(\alpha_{i\beta}(b)) = e^{-\beta(|\kappa| - |\lambda| + |\mu|)} \phi(u_{g|h|\mu'} u_h)
\]

(5.6)

because \( \phi \circ i_{C^*(G)} \) is a trace. Since

\[
|\kappa| - |\lambda| + |\mu| = |\kappa| - |\lambda| + (|\lambda| + |\mu'|) = |\kappa| + |\mu'|,
\]

we deduce that (5.5) = (5.6), and we are done.
If $\tau$ is a trace on a groupoid algebra $C^*(G)$, then
\[ \tau(i_g) = \tau(i_{c(g)}i_gi_{d(g)}) = \tau(i_{g\cdot d(g)}i_{c(g)}), \quad g \in G, \]
so $\tau(i_g) \neq 0$ implies $d(g) = c(g)$. So in particular we can make the following simple and important observation:

**Corollary 5.2.** Suppose that $\phi$ is a KMS$_\beta$ state of $(T(G, E), \sigma)$. Then
\[ \phi(u_g) \neq 0 \implies d(g) = c(g). \]

6. KMS states above the critical temperature

**Theorem 6.1.** Suppose that $E$ is a finite graph with no sources and $G$ is a groupoid which acts self-similarly on $E$. Let $B$ be the vertex matrix of $E$, and let $\sigma$ be the dynamics on $T(G, E)$ such that
\[ \sigma_t(s_\mu u_h s_\nu^*) = e^{\mu([\mu]-[\nu])} s_\mu u_h s_\nu^*. \]
Suppose that $\beta > \ln \rho(B)$, where $\rho(B)$ is the spectral radius of $B$.

1. For each normalised trace $\tau$ on $C^*(G)$, the series
\[ \sum_{j=0}^{\infty} \sum_{\mu \in E^j} e^{-\beta j} \tau(i_{s(\mu)}) \]
converges with sum $Z(\beta, \tau)$, say.

2. For each normalised trace $\tau$ on $C^*(G)$ there is a KMS$_\beta$-state $\psi_{\beta, \tau}$ of $(T(G, E), \sigma)$ such that
\[ \psi_{\beta, \tau}(s_\kappa u_g s_\lambda^*) = \delta_{\kappa, \lambda} Z(\beta, \tau)^{-1} \sum_{j=|\kappa|}^{\infty} \sum_{\nu \in \kappa \cap \kappa^{-1} \cap \kappa \cap \kappa^{-1} \cap \kappa^{-1}} e^{-\beta j} \tau(i_{g|\nu}). \]

3. The map $\tau \mapsto \psi_{\beta, \tau}$ is a homeomorphism of the simplex of tracial states of $C^*(G)$ onto the simplex of KMS$_\beta$ states of $(T(G, E), \sigma)$.

Our strategy for part (2) is based on a construction in [14] (see the proof of Theorem 2.1 in [14]). Given $\tau$, we consider the GNS representation $\pi_\tau$ of $C^*(G)$ on $K_\tau$, say. We then consider the Fock module $\mathcal{F}(M) = \bigoplus_{j=0}^{\infty} M^{\otimes_\tau j}$, which is also a bimodule over $C^*(G)$, and the induced representation of $C^*(G)$ on $\mathcal{F}(M) \otimes_{C^*(G)} K_\tau$. We then extend this induced representation to a representation of $T(G, E)$, and construct our KMS states as sums of vector states in this representation. As in previous applications [15, 16, 17], we find it easier to work in a concretely defined realisation of this induced representation. The key observation is that the tensor powers $X(E)^{\otimes j}$ of the graph bimodule $X(E)$ used in the construction of $M$ can be realised as functions on the path spaces $E^j$ (see [23, Proposition 9.7]).

For $j \in \mathbb{N}$, we consider the graph bimodule $X(E^j)$ of the graph $(E^0, E^j, r, s)$, which is a Hilbert bimodule over $C(E^0)$. Thus we can form the Hilbert space $H_j := X(E^j) \otimes_{C(E^0)} K_\tau$. For a path $\mu \in E^j$, we also write $\mu$ for the characteristic function of the set $\{ \mu \}$. Then every element $x$ of $C(E^j)$, which is the underlying space of $X(E^j)$, is the finite linear combination $\sum_{\mu \in \chi_j} x(\mu) \mu$. Because of the balancing in $H_j = X(E^j) \otimes_{C(E^0)} K_\tau$, we have
\[ \mu \otimes k = (\mu \cdot s(\mu)) \otimes k = \mu \otimes \pi_\tau(i_{s(\mu)})k \;	ext{for} \; \mu \in E^j, \; k \in K_\tau. \]
We aim to prove that $U$ can define has a unique sum decomposition $U$ need to define

Proof. Moreover, the triple $(U,P,S)$ are projections $P \in \mathcal{I}(6.5)$

We observe for future use that these spanning vectors satisfy $H_{20} = \delta_{v,t} \pi$ since $\mu$ and hence unless $\langle \pi \rangle_k = \delta_{s(e),r(\mu)} 0$ and a partial isometries $s$, then $\{ \mu \otimes e_{s(\mu),i} \}$ is an orthonormal basis for $H$.

Lemma 6.2. Suppose that $E$ is a finite graph with no sources, and $G$ is a groupoid with unit space $E^0$ which acts self-similarly on $E$. Let $\tau$ be a tracial state of $C^*(G)$, and take $\pi_\tau$ and $H$ as above. Then there is a Toeplitz-Cuntz-Krieger family $(P,S)$ on $H$ such that $P_{\tau}(\mu \otimes k) = \delta_{v,t} \pi$ and $S_{\tau}(\mu \otimes k) = \delta_{s(e),r(\mu)} e_{\mu} \otimes k$;

and there is a unitary representation $U : G \to U(H)$ such that for each $g \in G$

$$U_g(\mu \otimes k) = \begin{cases} (g \cdot \mu) \otimes \pi_\tau(i_{g|_\mu}) k & \text{if } r(\mu) = d(g) \\ 0 & \text{otherwise.} \end{cases}$$

Moreover, the triple $(U,P,S)$ satisfies the relations (1–4) of Proposition 4.4.

Proof. Looking at their effects on the orthonormal basis $\{ \mu \otimes e_{s(\mu),i} \}$ shows that there are projections $P_{\tau}$ and a partial isometries $U_{\tau}$ satisfying (6.4), and that they form a Toeplitz-Cuntz-Krieger family.

Regarding now the vertex $v$ as a unit of the groupoid $G$, we define $U_v := P_v$. Then we now need to define $U_g$ for more general $g \in G$. Each vector $h$ in the algebraic linear span $H' := \text{span}\{ \mu \otimes k : \mu \in E^*, k \in K_\tau \text{ and } \pi_\tau(i_{s(\mu)}) k = k \}$ has a unique sum decomposition $h = \sum_{\mu \in \mu} \mu \otimes k_\mu$ for some finite subset $F$ of $E^*$. So we can define $U_g$ as a function on $P_{d(g)} H'$ by

$$U_g \left( \sum_{\mu \in \mu} \mu \otimes k_\mu \right) := \sum_{\mu \in \mu} (g \cdot \mu) \otimes \pi_\tau(i_{g|_\mu}) k_\mu.$$

We aim to prove that $U_g$ is isometric on $P_{d(g)} H'$, and hence extends to an isometry on $P_{d(g)} H$. We have

$$\left\| U_g \left( \sum_{\mu \in \mu} \mu \otimes k_\mu \right) \right\|^2 = \left( \sum_{\mu \in \mu} (g \cdot \mu) \otimes \pi_\tau(i_{g|_\mu}) k_\mu \right) \sum_{\nu \in \mu} (g \cdot \nu) \otimes \pi_\tau(i_{g|_\nu}) k_\nu.$$ 

Since $(\mu, \nu) = \delta_{\mu,v,i}$, the $\mu, \nu$ summand on the right-hand side vanishes unless $g \cdot \mu = g \cdot \nu$, and hence unless $\mu = \nu$. Thus

$$\left\| U_g \left( \sum_{\mu \in \mu} \mu \otimes k_\mu \right) \right\|^2 = \sum_{\mu \in \mu} (\pi_\tau(i_{g|_\mu}) k_\mu \otimes \pi_\tau(i_{g|_\mu}) k_\mu).$$

Since $\pi_\tau(i_{g|_\mu})$ is an isomorphism of $d(g|_\mu) E^* = s(\mu) E^*$ onto $c(g|_\mu) E^*$, it follows that

$$\left\| U_g \left( \sum_{\mu \in \mu} \mu \otimes k_\mu \right) \right\|^2 = \sum_{\mu \in \mu} (k_\mu \otimes k_\mu) = \left\| \sum_{\mu \in \mu} \mu \otimes k_\mu \right\|^2.$$ 

Thus the map $U_g$ is well-defined and isometric on a dense subset of $d(g) H = U_{d(g)} H$, and hence extends to an isometry of $d(g) H$ into $U_{d(g)} H$. Since $\mu \mapsto g \cdot \mu$ is onto $c(g) E^*$ and
\[ \pi_\tau(i_{g|\mu}) \text{ is onto } \pi_\tau(i_{(g|\mu)}) K_\tau = \pi_\tau(i_{s(g|\mu)}) K_\tau \quad \text{(because } \pi_\tau \text{ is a unitary representation), every elementary tensor in } P_{(g)} H' \text{ belongs to the range of } U_g. \text{ Thus } U_g \text{ is a unitary isomorphism of } P_{d(g)} H \text{ onto } P_{c(g)} H. \]

Now take \( g, h \in G \). If \( d(g) \neq c(h) \), then the final subspace \( P_{c(h)} H \) of \( U_h \) is orthogonal to the initial subspace \( P_{d(g)} H \) of \( U_g \), and hence \( U_g U_h = 0 \). So we assume that \( d(g) = c(h) \).

Then the range projection of \( U_h \) is the initial projection of \( U_g \), and thus \( U_g U_h \) is a partial isometry whose initial and final projections are the same as those of \( U_{gh} \). To prove that \( U_g U_h = U_{gh} \), we compute on an elementary tensor \( \mu \otimes k \) with \( r(\mu) = d(g) \):

\[
U_g U_h(\mu \otimes k) = U_g(gh \cdot \mu \otimes \pi(i_{gh|\mu})k) = g \cdot (h \cdot \mu) \otimes \pi(i_{gh|\mu})\pi(i_{k|\mu})k = gh \cdot \mu \otimes \pi(i_{gh|\mu}) = U_{gh}(\mu \otimes k).
\]

Thus \( U \) is a unitary representation of the groupoid \( G \) on \( H \).

Next we take \( g \in G \) and \( e \in E^1 \), and verify relation (3) in Proposition 4.4. If \( d(g) \neq r(e) \), then \( S_e H = 0 = P_{r(e)} H \) is orthogonal to the initial space \( P_{d(g)} H \) of \( U_g \), and hence \( U_g S_e = 0 \).

So suppose that \( d(g) = r(e) \), and take an elementary tensor \( \mu \otimes k \in H \) with \( s(e) = r(\mu) \).

Then we compute

\[
U_g S_e(\mu \otimes k) = U_g(\mu \cdot \mu \otimes \pi(i_{g|\mu})k) = S_g(e \cdot \mu) \otimes \pi(i_{g|\mu})k = S_g e U_{g|\mu}(\mu \otimes k).
\]

Finally, we check that \( U_g P_e = P_g e U_g \). For \( \mu \otimes k \in H \), we have

\[
U_g P_e(\mu \otimes k) = U_g(\mu \cdot \mu \otimes \pi(i_{g|\mu})k) = \delta_{v,r(\mu)} g \cdot \mu \otimes \pi(i_{g|\mu})k = P_{g|e} (g \cdot \mu \otimes \pi(i_{g|\mu})k) = P_{g|e} U_g(\mu \otimes k).
\]

Thus \((U, P, S)\) satisfies all the relations in Proposition 4.4, as required. \(\square\)

**Proof of Theorem 6.1(1).** Suppose that \( \tau \) is a normalised trace on \( C^*(G) \), and consider the corresponding GNS representation \((K_\tau, \pi_\tau, \xi_\tau)\) of \( C^*(G) \). Construct the Hilbert space \( H \) as above. Let \( \pi_{U,P,S} : T(G, E) \to B(H) \) be the representation arising from the family \((U, P, S)\) of Lemma 6.2 by the universal property from Proposition 4.4.

Suppose that \( \beta > \ln \rho(B) \). Then \( \sum_{j=0}^{\infty} \sum_{\mu \in E^0} e^{-\beta j} \) converges for each \( v \in E^0 \) by [10, Theorem 3.1(a)]. Since \( 0 \leq \tau(i_{s(\mu)}) \leq 1 \) for every \( \mu \in E^* \), it follows that

\[
\sum_{j=0}^{\infty} \sum_{\mu \in E^j} e^{-\beta j} \tau(i_{s(\mu)}) = \sum_{v \in E^0} \sum_{j=0}^{\infty} \sum_{\mu \in E^j} e^{-\beta j} \tau(i_{s(\mu)}) \tag{6.6}
\]

converges. \(\square\)

**Proof of Theorem 6.1(2).** We begin by defining \( \psi_{\beta, \tau} \) spatially using the representation on \( H \). As in the previous paragraph, for every \( a \in T(G, E) \), the series

\[
\psi_{\beta, \tau}(a) := Z(\beta, \tau)^{-1} \sum_{j=0}^{\infty} \sum_{\mu \in E^j} e^{-\beta j} \sum_{v \in E^0} \pi_{U,P,S}(a)(\mu \otimes \xi_\tau) | \mu \otimes \xi_\tau \tag{6.7}
\]

converges absolutely with sum \( \psi_{\beta, \tau}(a) \in \mathbb{C} \). By standard properties of convergent series, the assignment \( \psi_{\beta, \tau} : a \mapsto \psi_{\beta, \tau}(a) \) is a positive linear functional on \( T(G, E) \). In fact, we
have
\[
\psi_{\beta,\tau}(1) = Z(\beta, \tau)^{-1} \sum_{j=0}^{\infty} e^{-\beta j} \sum_{\mu \in E^J} (\mu \otimes \xi_\tau) \mid \mu \otimes \xi_\tau)
\]
\[
= Z(\beta, \tau)^{-1} \sum_{j=0}^{\infty} e^{-\beta j} \sum_{\mu \in E^J} \tau(i_{s(\mu)}
\]
\[
= 1,
\]
and hence \( \psi_{\beta,\tau} \) is a state.

To prove that \( \psi_{\beta,\tau} \) satisfies (6.2), we fix a spanning element \( s_\kappa u_g s_\lambda^* \). Then

\[
(6.8) \quad \psi_{\beta,\tau}(s_\kappa u_g s_\lambda^*) = Z(\beta, \tau)^{-1} \sum_{j=0}^{\infty} e^{-\beta j} \sum_{\mu \in E^J} (s_\kappa U_g S_\lambda^*(\mu \otimes \xi_\tau) \mid \mu \otimes \xi_\tau).
\]

Suppose there exists \( \mu \) such that
\[
\left( S_\kappa U_g S_\lambda^*(\mu \otimes \xi_\tau) \mid \mu \otimes \xi_\tau \right) = \left( U_g S_\lambda^*(\mu \otimes \xi_\tau) \mid S_\kappa^*(\mu \otimes \xi_\tau) \right) \neq 0.
\]
Since \( S_\kappa^*(\mu \otimes \xi_\tau) \neq 0 \), there exists \( \mu' \) such that \( \mu = \kappa \mu' \), and similarly there exists \( \mu'' \) such that \( \mu = \lambda \mu'' \). Then

\[
(6.9) \quad 0 \neq \left( U_g S_\lambda^*(\mu \otimes \xi_\tau) \mid S_\kappa^*(\mu \otimes \xi_\tau) \right) = \left( U_g (\mu'' \otimes \xi_\tau) \mid \mu' \otimes \xi_\tau \right)
\]
\[
= \left( (g \cdot \mu'') \otimes \pi_\tau(i_{g|\mu''}) \xi_\tau \mid \mu' \otimes \xi_\tau \right),
\]
which implies that \( g \cdot \mu'' = \mu' \) and \( |\mu''| = |g \cdot \mu''| = |\mu'| \). Now we have \( \kappa \mu' = \mu = \lambda \mu'' \).

From all this we deduce: first, that \( \kappa = \lambda \), which gives the \( \delta_{\kappa,\lambda} \) in (6.2); second, that only the terms with \( \mu = \kappa \mu' \) contribute non-zero terms to the sum on the right of (6.8); third, that only the terms with \( g \cdot \mu' = \mu' \) survive. For these terms, we have

\[
\left( S_\kappa U_g S_\lambda^*(\mu \otimes \xi_\tau) \mid \mu \otimes \xi_\tau \right) = \left( g \cdot \mu' \otimes \pi_\tau(i_{g|\mu'}) \xi_\tau \mid \mu' \otimes \xi_\tau \right)
\]
\[
= \left( \pi_\tau(i_{s(\mu)}i_{g|\mu'}) \xi_\tau \mid \mu' \otimes \xi_\tau \right)
\]
\[
= \left( \pi_\tau(i_{g|\mu'}) \xi_\tau \mid \xi_\tau \right).
\]
Now summing over \( \mu' \in s(\kappa)E^* \) satisfying \( g \cdot \mu' = \mu' \), and writing \( \nu \) for \( \mu' \), gives (6.2).

To show that \( \psi_{\beta,\tau} \) is a KMS\(_3\) state, we verify the conditions in Proposition 5.1. To see that \( \psi_{\beta,\tau} \circ i_{C^\ast(G)} \) is a trace on \( C^\ast(G) \), consider two generators \( i_g \) and \( i_h \) in \( C^\ast(G) \). Then

(6.2) gives
\[
\psi_{\beta,\tau} \circ i_{C^\ast(G)}(i_g i_h) = \psi_{\beta,\tau}(u_g u_h) = \delta_{d(g),c(h)} \psi_{\beta,\tau}(u_{gh})
\]
\[
(6.10) \quad = \delta_{d(g),c(h)} \delta_{c(g),d(h)} Z(\beta, \tau)^{-1} \sum_{j=0}^{\infty} e^{-\beta j} \sum_{\nu \in d(h)E^J : gh \cdot \nu = \nu} \tau(i_{(gh)|\nu}).
\]

On the other hand, we have
\[
\psi_{\beta,\tau} \circ i_{C^\ast(G)}(i_h i_g) = \psi_{\beta,\tau}(u_h u_g) = \delta_{d(h),c(g)} \psi_{\beta,\tau}(u_{hg})
\]
\[
(6.11) \quad = \delta_{d(h),c(g)} \delta_{c(h),d(g)} Z(\beta, \tau)^{-1} \sum_{j=0}^{\infty} e^{-\beta j} \sum_{\mu \in d(g)E^J : hg \cdot \mu = \mu} \tau(i_{(hg)|\mu}).
\]

We need to prove that (6.10) = (6.11). Both sides vanish unless \( d(h) = c(g) \) and \( c(h) = d(g) \), so we suppose that both are true. We claim that the map \( \theta : \mu \mapsto g \cdot \mu \)
is a bijection of the index set \( \{ \mu \in d(g)E^\beta : (hg) \cdot \mu = \mu \} \) in the sum (6.11) onto
the index set \( \{ \nu \in d(h)E^\beta : (gh) \cdot \nu = \nu \} \) in (6.10). Suppose \( \mu \in d(g)E^\beta \) satisfies
\( hg(\mu) = \mu \). Then \( r(\mu) = d(g) \) gives \( r(g \cdot \mu) = c(g) = d(h) \), so \( g \cdot \mu \in d(h)E^\beta \). Now
\( (gh) \cdot (g \cdot \mu) = g \cdot (hg \cdot \mu) = g \cdot \mu \) and hence \( g \cdot \mu \) belongs to the set \( \{ \nu \in d(h)E^\beta : gh \cdot \nu = \nu \} \).
The map \( \nu \mapsto h \cdot \nu \) is an inverse for \( \theta \), and the claim follows.

Now we show that the bijection \( \theta \) matches up the summands as well as their labels. Suppose that \( \nu \in d(h)E^\beta \) satisfies \( gh \cdot \nu = \nu \). Then
\[
\tau(i_{(gh)|\nu}) = \tau(i_{i_{h|\nu}i_{g|h|\nu}}) \quad \text{by Proposition 3.6}
\]
\[
= \tau(i_{i_{h|\nu}i_{g|h|\nu}}) \quad \text{since } \tau \text{ is a trace}
\]
\[
= \tau(i_{i_{h|\nu}i_{g|h|\nu}}) \quad \text{because } gh \cdot \nu = \nu
\]
\[
= \tau(i_{(hg)|\nu}).
\]
Thus the sums in (6.10) and (6.11) coincide, and \( \psi_{\beta, \tau} \circ i_{C^*(G)} \) is a trace on \( C^*(G) \).

We now prove that \( \psi_{\beta, \tau} \) satisfies (5.3). Let \( s_\kappa u_g s^*_\lambda \in T(G, E) \) and assume that \( s(\kappa) = g \cdot s(\lambda) \), for otherwise the product vanishes. On one hand, (6.2) gives
\[
\psi_{\beta, \tau}(s_\kappa u_g s^*_\lambda) = \delta_{\kappa, \lambda} Z(\beta, \tau)^{-1} \sum_{j=|\kappa|}^{\infty} e^{-\beta j} \sum_{\nu \in \{s(\kappa)E^{j-|\kappa|}: gh \cdot \nu = \nu\}} \tau(i_{i|\nu})
\]
\[
= \delta_{\kappa, \lambda} Z(\beta, \tau)^{-1} \sum_{j=|\kappa|}^{\infty} e^{-\beta j} \sum_{\nu \in \{s(\kappa)E^{j-|\kappa|}: gh \cdot \nu = \nu\}} \tau(i_{i|\nu}).
\]
On the other hand, since \( \psi_{\beta, \tau} \circ i_{C^*(G)} \) is a trace, the right hand side of (5.3) gives
\[
\delta_{\kappa, \lambda} e^{-|\kappa|} \psi_{\beta, \tau}(s_\kappa u_g p_{s(\kappa)}) = \delta_{\kappa, \lambda} e^{-|\kappa|} \psi_{\beta, \tau}(s_\kappa u_g p_{s(\kappa)})
\]
\[
= \delta_{\kappa, \lambda} e^{-|\kappa|} Z(\beta, \tau)^{-1} \sum_{k=0}^{\infty} e^{-\beta k} \sum_{\nu \in \{s(\kappa)E^k: gh \cdot \nu = \nu\}} \tau(i_{s(\nu)i_{i|\nu}})
\]
\[
= \delta_{\kappa, \lambda} Z(\beta, \tau)^{-1} \sum_{k=0}^{\infty} e^{-|\kappa|} e^{-\beta k} \sum_{\nu \in \{s(\kappa)E^k: gh \cdot \nu = \nu\}} \tau(i_{s(\nu)i_{i|\nu}}).
\]
Since \( g \cdot \nu = \nu \) implies that \( i_{s(\nu)i_{i|\nu}} = i_{i|\nu} \), we deduce that \( \psi_{\beta, \tau} \) satisfies (5.3). Now
Proposition 5.1 implies that \( \psi_{\beta, \tau} \) is a KMS\(_\beta\)-state. This finishes the proof of Theorem
6.1(2). \( \square \)

The key step in our proof of part (3) of Theorem 6.1 is proving that every KMS state has
the form \( \psi_{\beta, \tau} \) for exactly one trace \( \tau \) on \( C^*(G) \). The proof of uniqueness follows previous
ones (for example, in [15, §10] and [17, §6]) in which a KMS\(_\beta\) state is reconstructed from
its conditioning by a projection in \( T(G, E) \).

**Lemma 6.3.** Suppose that \( \beta > \ln \rho(B) \) and \( \phi \) is a KMS\(_\beta\) state of \( T(G, E) \). Define
\( m^\phi \in [0, \infty)E^0 \) by \( m^\phi_v := \phi(p_v) \) in \([0, \infty)E^0 \), and a projection \( P \) in \( T(G, E) \) by
\[
P := 1 - \sum_{e \in E^1} s_es^*_e = \sum_{v \in E^0} (p_v - \sum_{e \in vE^1} s_es^*_e).
\]
Then
\[ \phi(P) = \sum_{v \in E^0} \left((1 - e^{-\beta} B)m^\phi\right)_v > 0, \]
and \( \phi_P : a \mapsto \phi(P)^{-1}\phi(PaP) \) is a state on \( \mathcal{T}(G, E) \) such that \( \phi_P \circ \iota_{C^* (G)} \) is a trace on \( C^* (G) \).

**Proof.** A computation like that of \([10, \text{Equation (2.5)}]\) yields
\[
\phi(P) = \sum_{v \in E^0} \left( \phi(p_v) - \sum_{v \in E^1} \phi(s_e s_e^*) \right) \\
= \sum_{v \in E^0} \left( \phi(p_v) - \sum_{v \in E^1} e^{-\beta} \phi(s_e^* s_e) \right) \\
= \sum_{v \in E^0} \left( \phi(p_v) - \sum_{w \in E^0} |v E^1 w| e^{-\beta} \phi(p_w) \right) \\
= \sum_{v \in E^0} \left( (1 - e^{-\beta} B)m^\phi\right)_v.
\]
Since \( 1 = \phi(1) = \sum_v \phi(p_v) \), the vector \( m^\phi \) is nonzero, and the matrix \( 1 - e^{-\beta} B \) is invertible because \( e^\beta > \rho(B) \). Thus \( \phi(P) > 0 \), and \( \phi_P \) is a state.

With a view to proving that \( \phi_P \) is a trace on the copy of \( C^* (G) \), we first claim that if \( d(g) = r(e) \), then \( u_g s_e s_e^* = s_{g \cdot e} s_{g \cdot e}^* u_g \). Theorem 4.4 implies that \( u_g s_e = s_{g \cdot e} u_g \). Now we use the properties of Proposition 3.6 to compute
\[
u_g s_e = (s_e u_{g|e})^* = (s_e u_{g^{-1}|e})^* = (s_e u_{g^{-1}|g \cdot e})^* = (s_{g^{-1}(g \cdot e)} u_{g^{-1}|g \cdot e})^* = (u_{g^{-1}g \cdot e})^* = s_{g \cdot e} u_g.
\]
Thus \( u_g s_e s_e^* = s_{g \cdot e} u_{g|e} s_e^* = s_{g \cdot e} s_{g \cdot e}^* u_g \), as claimed. Now for \( g \in G \) we have
\[ u_g P = u_g \left( 1 - \sum_{e \in E^1} s_e s_e^* \right) = u_g - \sum_{e \in d(g) E^1} u_g s_e s_e^* \\
= u_g - \sum_{e \in d(g) E^1} s_{g \cdot e} s_{g \cdot e}^* u_g.
\]
Since \( e \mapsto g \cdot e \) is a bijection of \( d(g) E^1 \) onto \( c(g) E^1 \), we have
\[
u_g P = \left( 1 - \sum_{f \in c(g) E^1} s_f s_f^* \right) u_g = \left( 1 - \sum_{f \in E^1} s_f s_f^* \right) u_g = Pu_g.
\]
Suppose that \( g, h \in G \) satisfy \( d(g) = c(h) \). Then \( u_g \) and \( u_g P \) are fixed under the action \( \sigma \), so the KMS condition implies that
\[
\phi(Pu_g u_h P) = \phi(u_g P^2 u_h) = \phi(Pu_h \sigma_{i\beta} (u_g P)) = \phi(Pu_h u_g P).
\]
Thus \( a \mapsto \phi(PaP) \) is a trace on \( C^* (G) \), and so is the multiple \( \phi_P \). \( \square \)

The next lemma is the main technical ingredient in our reconstruction formula.
Lemma 6.4. Suppose that $\beta > \ln \rho(B)$ and $\phi$ is a KMS$_\beta$ state on $(T(G,E), \sigma)$. Then for $a \in T(G,E)$, we have

\begin{equation}
\phi(a) = \phi(P) \sum_{j=0}^{\infty} \sum_{\mu \in E^j} e^{-\beta j} \phi(P \mu \ast a \mu) = \left( \sum_{v \in E^0} ((1 - e^{-\beta} B)m^\phi)_v \right) \sum_{j=0}^{\infty} \sum_{\mu \in E^j} e^{-\beta j} \phi(P \mu \ast a \mu).
\end{equation}

Proof. A computation similar to the one in the proof of [17, Lemma 6.3] shows that for each $n \in \mathbb{N}$

$$p_n := \sum_{j=0}^{n} \sum_{\mu \in E^j} s_{\mu} P s_{\mu}^*$$

is a projection in $T(G,E)$.

We next show that $\phi(p_n) \to 1$ as $n \to \infty$. To do this, we compute:

$$\phi(p_n) = \sum_{j=0}^{n} \sum_{\mu \in E^j} \phi(s_{\mu} P s_{\mu}^*) = \sum_{j=0}^{n} \sum_{\mu \in E^j} e^{-\beta j} \phi(P s_{\mu}^* s_{\mu})$$

$$= \sum_{j=0}^{n} \sum_{\mu \in E^j} e^{-\beta j} \left( \phi(P s_{\mu}) - \sum_{r(e) = s(\mu)} \phi(s_{e} s_{e}^*) \right)$$

$$= \sum_{j=0}^{n} \sum_{\mu \in E^j} e^{-\beta j} \left( m_{s(\mu)}^\phi - \sum_{r(e) = s(\mu)} e^{-\beta} m_{s(\mu)}^\phi \right).$$

Now we rewrite this in terms of the vertex matrix $B$, and continue the computation, using some tricks from [10, §3]:

$$\phi(p_n) = \sum_{j=0}^{n} \sum_{\mu \in E^j} e^{-\beta j} \left( m_{s(\mu)}^\phi - \sum_{w \in E^0} e^{-\beta} B(s(\mu), w)m_{w}^\phi \right)$$

$$= \sum_{j=0}^{n} \sum_{\mu \in E^j} e^{-\beta j} ((1 - e^{-\beta} B)m_{s(\mu)}^\phi)$$

$$= \sum_{j=0}^{n} \sum_{v \in E^0} \sum_{w \in E^0} e^{-\beta j} B^j(v, w)((1 - e^{-\beta} B)m_{w}^\phi)$$

$$= \sum_{j=0}^{n} \sum_{v \in E^0} e^{-\beta j} (B^j(1 - e^{-\beta} B)m_{v}^\phi)$$

$$= \sum_{v \in E^0} \left( \sum_{j=0}^{n} e^{-\beta j} B^j(1 - e^{-\beta} B)m_{v}^\phi \right).$$

Since $\beta > \ln \rho(B)$, we have $e^\beta > \rho(B)$, and the series $\sum_j e^{-\beta j} B^j$ converges with sum $(1 - e^{-\beta} B)^{-1}$. Thus as $n \to \infty$

$$\phi(p_n) \to \sum_{v \in E^0} \left( (1 - e^\beta B)^{-1}(1 - e^{-\beta} B)m_{v}^\phi \right) = \sum_{v \in E^0} m_{v}^\phi = 1.$$
Since \( \phi(p_n) \to 1 \), we have \( \phi(p_n ap_n) \to \phi(a) \) as \( n \to \infty \) (see, for example, [16, Lemma 7.3]). For \( \mu, \nu \in E^1 \), the elements \( s_\mu Ps_\mu^* \) and \( s_\nu Ps_\nu^* \) belong to the fixed-point algebra for \( \sigma \), and hence since \( \phi \) is a KMS state, we have
\[
\phi((s_\mu Ps_\mu^*)a(s_\nu Ps_\nu^*)) = 0 \quad \text{for } a \in \mathcal{T}(G, E) \text{ and } \mu \neq \nu.
\]

We now use the KMS condition again to compute
\[
\phi(a) = \sum_{j=0}^{\infty} \sum_{\mu \in E^j} \phi(s_\mu Ps_\mu^* as_\mu Ps_\mu^*)
= \sum_{j=0}^{\infty} \sum_{\mu \in E^j} e^{-\beta j} \phi(Ps_\mu^* as_\mu Ps_\mu^* s_\mu)
= \sum_{j=0}^{\infty} \sum_{\mu \in E^j} e^{-\beta j} \phi(Ps_\mu^* as_\mu s_\mu^* s_\mu P)
= \sum_{j=0}^{\infty} \sum_{\mu \in E^j} e^{-\beta j} \phi(P) \phi_P(s_\mu^* as_\mu).
\]

The second formula follows from this and (6.12).

**Proof of Theorem 6.1.** The proof follows that of [17, Theorem 6.1]. An application of the monotone convergence theorem shows that \( \tau \mapsto \psi_{\beta, \tau} \) is weak* continuous. Since the set of tracial states and the set of KMS \( \beta \)-states are both weak* compact, it suffices to show that the map \( \tau \mapsto \psi_{\beta, \tau} \) is one-to-one and onto.

The equations (6.4) in Lemma 6.2 imply that the representation \( \pi = \pi_{U, P, S} \) of \( \mathcal{T}(G, E) \) satisfies \( \pi(P)(\mu \otimes \xi_\tau) = 0 \) unless \( \mu = v \in E^0 \), in which case \( \pi(P)v \otimes \xi_\tau = v \otimes \xi_\tau \). We now take \( b \in C^*(G) \), and set \( a = Pu(b)P \) in (6.7). Then all the terms with \( j > 0 \) vanish, yielding
\[
(6.14) \quad \psi_{\beta, \tau}(Pu(b)P) = Z(\beta, \tau)^{-1} \sum_v \tau(p_v bp_v) = Z(\beta, \tau)^{-1} \tau(b).
\]

Taking \( b = 1 \) shows that \( \psi_{\beta, \tau}(P) = Z(\beta, \tau)^{-1} \), and then dividing (6.14) through by \( \psi_{\beta, \tau}(P) \) gives
\[
(6.15) \quad (\psi_{\beta, \tau})_P(u(b)) = \psi_{\beta, \tau}(P)^{-1} \psi_{\beta, \tau}(Pu(b)P) = \tau(b).
\]

Thus \( \tau = (\psi_{\beta, \tau})_P \circ u \), and the map \( \tau \mapsto \psi_{\beta, \tau} \) is one-to-one.

It remains to show that the map \( \tau \mapsto \psi_{\beta, \tau} \) is onto. Suppose that \( \phi \) is a KMS \( \beta \)-state on \( \mathcal{T}(G, E) \). By Lemma 6.3, \( \tau := \phi_P \circ u \) is a tracial state on \( C^*(G) \), and by the above argument, \( \phi_P \circ u = \tau = (\psi_{\beta, \tau})_P u \). Thus Lemma 6.4 implies that \( \phi(u_g) = \psi_{\beta, \tau}(u_g) \) for every \( g \in G \), and in Proposition 5.1(2) we have \( \phi = \psi_{\beta, \tau} \). □

**7. Traces on groupoid algebras**

Theorem 6.1 tells us that the KMS states at large inverse temperatures are parametrised by traces on the groupoid algebra \( C^*(G) \). In general finding these traces is a hard problem, even for group algebras — indeed, one unexpected outcome of our previous analysis of KMS states in was the discovery of new tracial states on group algebras [17, Corollary 7.5]. The exception is when \( G \) is an abelian group, in which case \( C^*(G) \) is the algebra \( C(G) \).
of continuous functions on the compact dual group $\hat{G}$, and the tracial states are given by probability measures on $\hat{G}$. Fortunately, for the groupoids of interest to us, we can often reduce to this case.

The existence of the isomorphism in the following result is a special case of Theorem 3.1 of [18], but it will be helpful to have a concrete description of the isomorphism. As a local convention to avoid complicated subscripts, if $u$ is a unitary representation of a group or groupoid, we write $u(g)$ rather than $u_g$.

**Lemma 7.1.** Suppose that $G$ is a groupoid with finite unit space $G^0$ and that $G$ acts transitively on $G^0$. Fix $x \in G^0$, let $G_x := xGx$ be the isotropy group, and write $i_{G_x}$ for the canonical unitary representation of $G_x$ in its group algebra $C^*(G_x)$. For each $y \in G^0$ choose $k_y \in G$ such that $d(k_y) = x$, $c(k_y) = y$ and $k_x = x$. Then there is an isomorphism $\psi$ of $M_{G^0}(C^*(G_x))$ onto $C^*(G)$ such that

$$
(7.1) \quad \psi\left( (a_{yz}) \right) = \sum_{y,z \in G^0} i(k_y)\pi_i(a_{yz})i(k_z)^{-1}.
$$

The inverse $\psi^{-1}$ satisfies

$$
(7.2) \quad \psi^{-1}(i(g))_{yz} = \begin{cases} u\left(k^{-1}_{c(g)}gk_{d(g)}\right) & \text{if } y = c(g) \text{ and } z = d(g) \\ 0 & \text{otherwise.} \end{cases}
$$

**Proof.** We verify that $\{i(k_yk_z^{-1}) : y, z \in G^0\}$ is a set of non-zero matrix units in $C^*(G)$, and hence there is an injective homomorphism $\pi : M_{G^0}(\mathbb{C}) \to C^*(G)$ which takes the usual matrix units $e_y$ to $i(k_yk_z^{-1})$.

The restriction $i|_{G_x}$ is a unitary representation (in the usual group-theoretic sense) of $G_x$ in the corner $i(x)C^*(G)i(x)$, and hence there is a unital homomorphism $\rho : C^*(G_x) \to i(x)C^*(G)i(x)$ such that $\rho \circ u = i|_{G_x}$. To see that $\rho$ is injective, we show that every unitary representation $U : G_x \to U(H)$ is the compression to $G_x$ of a unitary representation $W$ of the groupoid $G$. Indeed, we take $H_x = H$, and for $y \in G^0$ let $H_y$ be copies of $H$, with $V_y : H \to H_y$ the identity maps. Then for $g \in G$,

$$
W(g) := V_{c(g)}U(k^{-1}_{c(g)}gk_{d(g)})V_{d(g)}^* : H_{d(g)} \to H_{c(g)}
$$

is a unitary isomorphism. For $g, h \in G$ with $d(g) = c(h)$ we have $V_{d(g)} = V_{c(h)}$ and $k_{d(g)} = k_{c(h)}$. Thus

$$
W(g)W(h) = \left(V_{c(g)}U(k^{-1}_{c(g)}gk_{d(g)})V_{d(g)}^*\right)\left(V_{c(h)}U(k^{-1}_{c(h)}hk_{d(h)})V_{d(h)}^*\right) = V_{c(g)}U(k^{-1}_{c(g)}ghk_{d(h)})V_{d(h)}.
$$

Now $c(gh) = c(g)$ and $d(gh) = d(h)$. Thus

$$
W(g)W(h) = V_{c(gh)}U(k^{-1}_{c(gh)}ghk_{d(gh)})V_{d(gh)} = W(gh),
$$

and $W$ is a unitary representation of the groupoid $G$ on $\bigoplus_{y \in E^0} H_y$, with $W(x)$ the projection on the Hilbert space $H$ of $U$. Since $k_x = x$ and $V_x$ is the identity, we have $W(x)W(g)W(x)^* = U(g)$ for $g \in G_x$. Thus the homomorphism $\rho$ is isometric for the enveloping $C^*$-norms on $C_c(G_x)$ and $C_c(G)$, and in particular is injective. It follows that $\theta : u(g) \mapsto \sum_{y \in G^0} i(k_ygk_y^{-1})$ is also injective from $C^*(G_x)$ to $C^*(G)$. 
Now we show that $\theta$ and $\pi$ have commuting ranges. Indeed, for $g \in G_x$ and a matrix unit $e_{zw} \in M_n(\mathbb{C})$,
\[
\theta(i_{G_x}(g))\pi(e_{zw}) = \sum_{y \in G^0} \theta(k_y g k_y^{-1})\pi(k_z g k_z^{-1})
\]
vanishes unless $y = z$, and then equals $\theta(k_z g k_z^{-1})$; a similar computation on the other side shows that only the $y = w$ summand in $\pi(e_{zw})\theta(i_{G_x}(g))$ survives, and is again equal to $\theta(k_z g k_z^{-1})$. Thus $\theta$ and $\pi$ have commuting ranges, and there is an injection $\theta \otimes_{\max} \pi$ of the maximal tensor product $C^*(G_x) \otimes_{\max} M_{G^0}(\mathbb{C})$ into $C^*(G)$ such that
\[
(7.3) \quad \theta \otimes_{\max} \pi(i_{G_x}(g) \otimes e_{yz}) = \theta(i_{G_x}(g))\pi(e_{yz}) = \theta(k_y g k_y^{-1})
\]
(see [24, Theorem B.27]). Since each
\[
i(h) = \theta(k_z h k_z^{-1})\pi(u(h_{d(h)} k_d(h) \otimes e_{c(h)d(h)})
\]
belongs to the range of $\theta \otimes_{\max} \pi$, it is an isomorphism of $C^*(G_x) \otimes_{\max} M_{G^0}(\mathbb{C})$ onto $C^*(G)$.

When we view $C^*(G_x) \otimes_{\max} M_{G^0}(\mathbb{C})$ as $M_{G^0}(C^*(G_x))$, we identify the matrix $(a_{yz})$ with the sum $\sum_{y,z} a_{yz} \otimes \pi(e_{yz})$ (see [24, Proposition B.18]). Hence the formulas (7.1) and (7.2) follow from (7.3).

**Proposition 7.2.** Suppose that $G$ is a groupoid with finite unit space $G^0$ and that $G$ acts transitively on $G^0$. Fix $x \in G^0$, let $G_x$ be the isotropy group at $x$, and choose elements $k_y \in G$ such that $d(k_y) = x$, $c(k_y) = y$ and $k_x = x$. Then for every trace $\tau$ on $C^*(G_x)$, there is a trace $\tau'$ on $C^*(G)$ such that
\[
(7.4) \quad \tau'(i(g)) = \begin{cases} \tau(u(k_{d(g)}^{-1} g_{d(g)})) & \text{if } d(g) = c(g) \\ 0 & \text{otherwise.} \end{cases}
\]
The trace $\tau'$ does not depend on the choice of orbit representatives $\{k_y\}$.

**Proof.** There is a trace $\sigma$ on $M_{G^0}(C^*(G_x))$ such that
\[
\sigma((a_{yz})) = \sum_{y \in G^0} \tau(a_{yy}).
\]
Pulling this over to $C^*(G)$ via the isomorphism of Lemma 7.1 gives a trace $\tau'$ on $C^*(G)$ satisfying
\[
\tau'(i(g)) = \sigma(\psi^{-1}(i(g))) = \sum_{y \in G^0} \tau(\psi^{-1}(i(g))_{yy})
\]
\[
= \begin{cases} \tau(u(k_{d(g)}^{-1} g_{d(g)})) & \text{if } d(g) = c(g) \\ 0 & \text{otherwise,} \end{cases}
\]
as required.

If $\{h_y : y \in G^0\}$ is another set of orbit representatives, then $h_y^{-1} k_y \in G_x$ for all $y \in G^0$.
Thus if $d(g) = c(g)$, say $d(g) = y = c(g)$, we have
\[
\tau(u(h_y^{-1} g h_y)) = \tau(u(h_y^{-1} k_y^{-1} g_{d(g)} k_y k_y^{-1} h_y))
\]
\[
= \tau(u(h_y^{-1} k_y) u(k_y^{-1} g_{d(g)}) u(h_y^{-1} k_y)^{-1})
\]
\[
= \tau(u(k_y^{-1} g_{d(g)}) u(h_y^{-1} k_y)^{-1} u(h_y^{-1} k_y)) \quad \text{because $\tau$ is a trace}
\]
\[
= \tau(u(k_y^{-1} g_{d(g)})).
\]
Corollary 7.3. In the situation of Proposition 7.2, there are traces $\tau'_e$ and $\tau'_1$ on $C^*(G)$ such that

$$\tau'_e(i(g)) = \begin{cases} 1 & \text{if } g \in G^0 \\ 0 & \text{otherwise, and} \end{cases}$$

$$\tau'_1(i(g)) = \begin{cases} 1 & \text{if } d(g) = c(g) \\ 0 & \text{otherwise.} \end{cases}$$

Proof. The isotropy group algebra $C^*(G_2)$ has (at least) two traces $\tau_e$ and $\tau_1$ (see the discussion on page 6648 of [17], for example), and we can apply Proposition 7.2 to both of them. The elements $k^{-1}_e(g)gk(g)$ of $G$ all belong to $G_x$, and hence the formulas for $\tau'_e$ and $\tau'_1$ follow from (7.4) and the corresponding properties of $\tau_e$ and $\tau_1$: $\tau_e(i(g)) = 0$ for $g \neq \text{id}_x = e_{G_x}$, and $\tau_1(g) = 1$ for all $g \in G_x$. \hfill \Box

Remark 7.4. Both traces $\tau'_e$ and $\tau'_1$ can be spatially implemented. For $\tau'_e$, take the regular unitary representation $\lambda$ of $G$ on $\ell^2(G)$, defined in terms of the usual orthonormal basis $\{\xi_g : g \in G\}$ by

$$\lambda_g \xi_h = \begin{cases} \xi_{gh} & \text{if } d(g) = c(h) \\ 0 & \text{if } d(g) \neq c(h). \end{cases}$$

Then

$$\tau'_e(a) = \sum_{x \in G^0} (\pi_\lambda(a)\xi_x | \xi_x) \quad \text{for } a \in C^*(G).$$

For $\tau'_1$, take the unitary representation $U$ of $G$ on $\ell^2(G^0)$ from Example 4.2. Then in terms of the usual basis $\{h_x : x \in G^0\}$, we have

$$\tau'_1(a) = \sum_{x \in G^0} (\pi_U(a)h_x | h_x) \quad \text{for } a \in C^*(G).$$

Now suppose that $G$ is a groupoid with finite unit space $G^0$. We define a relation $\sim$ on $G^0$ by $x \sim y \iff xGy \neq \emptyset$. Then $\sim$ is an equivalence relation, and we write $G^0/\sim$ for the set of equivalence classes. For each component $C \in G^0/\sim$, we let

$$G_C := \{g \in G : d(g) \in C \text{ and } c(g) \in C\}$$

be the reduction of $G$ to $C$.

Lemma 7.5. Let $i : G \to C^*(G)$ be the canonical unitary representation of $G$. Then $i|_{G_C}$ is a unitary representation of $G_C$; let $\pi_C$ be the corresponding homomorphism from $C^*(G_C)$ into $C^*(G)$. Then $\bigoplus_{C \in G^0/\sim} \pi_C : (a_C) \mapsto \sum_C \pi_C(a_C)$ is an isomorphism of $\bigoplus_{C \in G^0/\sim} C^*(G_C)$ onto $C^*(G)$.

Proof. Since $G_C$ is closed under all the operations of $G$, including the domain and codomain maps, the restriction $i|_{G_C}$ is a unitary representation of $G_C$. Every unitary representation $U$ of $G_C$ extends to a unitary representation of $G$, simply by taking $U_g = 0$ for $g \notin G_C$, and hence factors through the homomorphism $\pi_C$: thus $\pi_C$ is injective. For $D \in G^0/\sim$ and $D \neq C$, we have $i_D(h)i_C(g) = (i_D(h)i(d(h)))(i(c(g))i_D(g)) = 0$, and hence the ranges of $\pi_D$ and $\pi_C$ satisfy $\pi_D(C^*(G_D))\pi_C(C^*(G_C)) = 0$. Since every $g \in G$ belongs to some

---

1Normally one would say that $G_C$ is a subobject of $G$. But we are using “subgroupoid” to mean a subobject with the same unit space.
$G_C$ (the one for which $d(g) \in C$ and $c(G) \in C$), it follows from [23, Proposition A.6], for example, that $\bigoplus \pi_C$ is an isomorphism of $\bigoplus C^*(G_C)$ onto $C^*(G)$. \hfill \square

**Corollary 7.6.** Suppose that $G$ is a groupoid with finite unit space $G^0$, and $C \in G^0/\sim$. Fix $x \in C$ and choose representatives $k_y$ for each $xcy$ with $y \in C$. Then for every trace $\tau_C$ on $C^*(G_x)$, there is a trace $\tau'_C$ on $C^*(G)$ such that

$$\tau'_C(i(g)) = \begin{cases} \tau_C(u(k^{-1}_{c(g)}gk_{d(g)})) & \text{if } d(g) = c(g) \in C \\ 0 & \text{otherwise.} \end{cases} \tag{7.5}$$

Every trace on $C^*(G)$ is a sum of traces of the form $\tau'_C$.

**Proof.** The groupoid $G_C$ is transitive, so Proposition 7.2 gives us a trace $\tau'_C$, on $C^*(G_C)$. We can extend this trace to $\bigoplus_D C^*(G_D)$ by taking it to be zero on the other summands, and then use the isomorphism of Lemma 7.5 to pull it over to a trace $\tau'$ on $C^*(G)$. Since the isomorphism on the summand $C^*(G_C)$ comes from $\iota|_{G_C}$, the formula (7.5) follows from (7.4). For the last remark, note that if $\tau$ is a trace on $C^*(G_C)$, then $\tau \circ \pi_C$ is a trace on $C^*(G_C)$, and we can recover $\tau$ as $\sum_C (\tau \circ \pi_C)'$. \hfill \square

At this point, we discuss an important class of examples that motivated the previous work of Exel and Pardo [8]. The Cuntz-Pimsner algebras of the following self-similar groupoids are a family of algebras constructed by Katsura [13] to provide models of Kirchberg algebras. These examples also fit the theory of [8], and in particular have the property $s(g \cdot e) = s(e) = g \cdot s(e)$.

**Example 7.7.** Suppose that $N \in \mathbb{N}$, and consider matrices $A = (a_{ij}), B = (b_{ij})$ in $M_N(\mathbb{N})$ such that $A$ has no nonzero rows and $a_{ij} = 0 \implies b_{ij} = 0$. Let $E$ be the graph with

$E^0 = \{1, 2, \cdots, N\}, \quad E^1 = \{e_{i,j,m} : 0 \leq m < a_{ij}\}, \quad r(e_{i,j,m}) = i, \quad s(e_{i,j,m}) = j.$

We define an automaton $A$ over $E$ as follows. Let $\mathcal{A} := \{a_i : 1 \leq i \leq N\}$ with $s(a_i) = i$ and $r(a_i) = i$. We then define, for $\mu \in jE^*$,

$$a_i \cdot e_{i,j,m} \mu = e_{i,j,n}(a_j^l \cdot \mu) \quad \text{where} \quad b_{ij} + m = la_{ij} + n \quad \text{and} \quad 0 \leq n < a_i. \tag{7.6}$$

We consider the faithful self-similar groupoid action $(G_A, E)$ of Theorem 3.9.

Each generator $f_{a_i}$ of $G_A$ acts trivially on the vertex set $E^0$, and hence so does every element of $G_A$. Thus the connected components $C \in E^0/\sim$ are the singletons $C_i = \{i\}$. The reductions $(G_A)_{(i)}$ each contain one generator $f_{a_i}$, and hence they act on different subtrees of $T_E$. Thus every element of $G_A$ is a power of one generator $f_{a_i}$, and the reductions $(G_A)_{(i)}$ are cyclic groups generated by $f_{a_i}$. For each $i$, there is either an integer $n_i$ such that $(G_A)_{(i)} = \{i, f_{a_i}, f_{a_i}^2, \cdots, f_{a_i}^{n_i-1}\}$, or $(G_A)_{(i)} = \{f_{a_i}^k : k \in \mathbb{Z}\}$. In the first case, the normalised traces on $C^*((G_A)_{(i)}) = C^\mathbb{N}$ form a simplex $\Delta_i$ of dimension $n_i - 1$, in the second case they form a copy $\Delta_i$ of the probability measures on the circle $T$. Corollary 7.6 then says that for each $i$ and each $\mu_i \in \Delta_i$, there is a distinct normalised trace $\tau_{i,\mu_i}'$ on $C^*(G_A)$. Theorem 6.1 says that each gives a distinct KMS$_\beta$ state on $\mathcal{T}(G_A, E)$.

---

\footnote{We have used the calligraphic $\mathcal{A}$ to distinguish the automaton from the matrix $A$ in the definition of the Katsura action, thereby avoiding a clash with the established notation in [13] and [8].}
Example 7.8. We return to the self-similar action described in Example 3.10, and the associated subgroupoid $G = G_A$ of $\text{Plso}(E^*)$. With $E$ listed as $\{v, w\}$, the vertex matrix is

$$B = \begin{pmatrix} 1 & 1 \\ 2 & 0 \end{pmatrix},$$

which has spectrum $\sigma(B) = \{-1, 2\}$ and $\rho(B) = 2$. So Theorem 6.1 describes the KMS$_\beta$ states for $\beta > \ln 2$ in terms of the normalised traces on $C^*(G)$. We aim to apply our results to find these.

Since $a \cdot v = w$, the equivalence $\sim$ on $E^0 = \{v, w\}$ has a single orbit. Thus Proposition 7.2 gives us a bijection between traces $\tau$ on the group algebra $C^*(G_v)$ and traces $\tau'$ on $C^*(G)$. To get a specific formula for $\tau'$, we take $k_v = \text{id}_v$, as instructed for the base point $v$, and $k_w = f_a$. Then we have

$$\tau'(i(\text{id}_v)) = \tau(u(id_v^{-1} \text{id}_v) = \tau(u(\text{id}_v)), \text{ and}$$

$$\tau'(i(\text{id}_w)) = \tau(u(f_a^{-1} \text{id}_w f_a) = \tau(u(\text{id}_w)).$$

So each trace on $C^*(G_v)$ such that $\tau(id_v) = \frac{1}{2}$ gives a normalised trace $\tau'$ on $C^*(G)$.

To describe the KMS states, we need to understand $C^*(G_v)$. Recall that $G$ is the subgroupoid of $\text{Plso}(E^*)$ generated by two partial isomorphisms $f_a$, $f_b$ with $d(f_a) = v = c(f_b)$ and $c(f_a) = w = d(f_b)$. Every $g \in G_v$ can be written $g = g_1g_2\cdots g_n$ with $g_i \in S := \{f_a, f_b, f_a^{-1}, f_b^{-1}\}$, $g_{i+1} \neq g_i^{-1}$ and $c(g_1) = v = d(g_n)$. Since each element of $S$ switches the vertices $v$ and $w$, $n$ has to be even, say $n = 2k$. Then $c(g) = c(g_1) = v$ forces $g_1 \in \{f_b, f_a^{-1}\}$. First suppose that $g_1 = f_b$. Then $g_2$ has to be in $\{f_a, f_b^{-1}\}$, and since $g_2 \neq g_1^{-1}$, we must have $g_2 = f_a$. Continuing this way shows that $g = (f_bf_a)^k$. On the other hand, if $g_1 = f_a^{-1}$, we have $g_2 = f_b^{-1}$, and continuing gives $g = (f_a^{-1}f_b^{-1})^k = (f_bf_a)^k$.

Thus

$$G_v = \{(f_b f_a)^k : k \in \mathbb{Z}\}.$$ 

Then $k \mapsto (f_b f_a)^k$ is either an isomorphism of $\mathbb{Z}$ onto $G_v$, or a quotient map, in which case there exists $k \in \mathbb{N}$ such that $(f_b f_a)^k = e_{G_v} = \text{id}_v$. We will show that there is no such $k$, and hence $G_v$ is a copy of $\mathbb{Z}$.

So we suppose that $k \in \mathbb{N}$, and have to prove that $(f_b f_a)^k \neq \text{id}_v$. First we use the defining relations

$$(f_b f_a)(1) = f_b(f_a(1)) = f_b(a \cdot 1) = f_b(4) = b \cdot 1 = 2,$$

and similarly $(f_b f_a)(2) = 1$. Thus $(f_b f_a)^k$ is not the identity for $k$ odd. So we suppose that $k = 2n$ is even. Next we do some calculations with the restriction map:

$$(f_b f_a)|_1 = f_{b|a} f_{a|1} = f_{b|a} \text{id}_v = f_{b|a} = f_a, \text{ and}$$

$$(f_b f_a)|_2 = f_{b|a} f_{a|2} = \text{id}_v f_b = f_b,$$

which imply

$$(f_b f_a)^2|_1 = (f_b f_a)|_1 (f_b f_a)|_1 = (f_b f_a)|_2 f_a = f_b f_a.$$

Continuing this way, we find that $(f_b f_a)^{2n}|_1 = (f_b f_a)^n$. Now by looking at the action of $(f_b f_a)^{2n}$ on sufficiently long words of the form $\mu = 111 \cdots 1$ we can reduce $2n$ repeatedly
by factors of 2, and arrive at \((f_b f_a)^{2n}|_\mu = (f_b f_a)^m\) with \(m\) odd, so that \((f_b f_a)^{2n} \cdot \mu 1 = \mu (f_b f_a)^m(1) = \mu 2\). For example,
\[
(f_b f_a)^4(111) = (f_b f_a)^4(1)(f_b f_a)^4|_1(11) = (f_b f_a)^4(f_b f_a)^2(11) = 11.(f_b f_a)^2(1)(f_b f_a)^2|_1(11) = 111.
\]

So whatever \(k\) is, \((f_b f_a)^k\) acts nontrivially on \(1E^*\).

Thus \(G_\psi\) is isomorphic to \(\mathbb{Z}\), and the traces of norm \(\frac{1}{2}\) on \(C^*(G_\psi)\) are in one-to-one correspondence (via multiplication by 2) with the set of probability measures on the unit circle \(\mathbb{T}\). Thus so is the simplex of KMS\(\beta\) states on \((\mathcal{T}(G, E), \sigma)\) for every \(\beta > \ln 2\).

There are two families of self-similar groupoids for which complete classifications of KMS states have previously been found. The first is when \(\phi\) is self-similar on \(\Sigma_\beta \subset [0, \infty)^{E^0}\), as in [10, Theorem 3.1]. Equation (3.1) in [10] says that
\[
\phi_\lambda(s_\kappa s_\lambda^*) = \delta_{\kappa, \lambda} e^{-|\beta|k} m_{s(\kappa)} = \delta_{\kappa, \lambda} e^{-|\beta|k} \left( (1 - e^{-|\beta|B}) \epsilon \right)_{s(\kappa)}.
\]

We look for a normalised trace \(\tau\) on \(C^*(G) = C(E^0)\) such that \(\phi_\kappa = \psi_{\beta, \tau}\). The Banach-space dual of \(C(E^0)\) is \(\ell^1(E^0)\), and the states on \(C(E^0)\) are given by vectors \(\tau = (\tau(p_v))\) in \([0, \infty)^{E^0}\) with \(||\tau||_1 = 1\). Equation (6.2) says that
\[
\psi_{\beta, \tau}(s_\kappa s_\lambda^*) = \delta_{\kappa, \lambda} Z(\beta, \tau)^{-1} \sum_{j=|\mu|}^\infty e^{-|\beta|j} \left( \sum_{\mu \in s(\kappa)E^0} \tau(p_{i_{|\mu|}}) \right) = \delta_{\kappa, \lambda} Z(\beta, \tau)^{-1} e^{-|\beta|k} \left( \sum_{k=0}^{\infty} e^{-|\beta|k} \sum_{\mu \in s(\kappa)E^0} \tau(p_{i_{|\mu|}}) \right).
\]

So we suppose \(\kappa = \lambda\). Then \(g\) is the vertex \(s(\kappa), g \cdot \mu = \mu\) for all \(\mu \in s(\kappa)E^k\), and \(s(\kappa)|_\mu = s(\mu)\). Thus
\[
\psi_{\beta, \tau}(s_\kappa s_\lambda^*) = \delta_{\kappa, \lambda} Z(\beta, \tau)^{-1} e^{-|\beta|k} \left( \sum_{k=0}^{\infty} e^{-|\beta|k} \sum_{\mu \in s(\kappa)E^k} \tau(p_{s(\mu)}) \right) = \delta_{\kappa, \lambda} Z(\beta, \tau)^{-1} e^{-|\beta|k} \left( \sum_{k=0}^{\infty} e^{-|\beta|k} \sum_{v \in E^0} s(\kappa)E^k \tau(p_v) \right) = \delta_{\kappa, \lambda} Z(\beta, \tau)^{-1} e^{-|\beta|k} \left( \sum_{k=0}^{\infty} e^{-|\beta|k} \sum_{v \in E^0} B^k(s(\kappa), v) \tau(p_v) \right).
\]

Viewing \(\tau\) as the vector with entries \(\tau(p_v)\), we recognise the inner sum as the value of the matrix product \(B^k \tau\) at the vertex \(s(\kappa)\). Because \(\beta > \ln \rho(B)\), the series \(\sum_{k=0}^{\infty} e^{-|\beta|k} B^k \tau\)
converges with sum \((1 - e^{-\beta B})^{-1}\tau\), and hence
\[
\psi_{\beta,\tau}(s_{\kappa}s_{\lambda}^*) = \delta_{\kappa,\lambda} Z(\beta, \tau)^{-1} e^{-\beta|\kappa|} \left((1 - e^{-\beta B})^{-1}\tau\right)s_{(\kappa)}.
\]

When we compare (7.7) and (7.8), we see that, apart from the factor \(Z(\beta, \tau)^{-1}\), they look similar. However, if they are to be exactly the same, then \(\epsilon\) has to be a scalar multiple of \(\tau\). The key observation is that the only positive scalar multiple of \(\epsilon\) which gives a state is \(\|\epsilon\|^{-1}\epsilon\). More formally, we have:

**Proposition 7.9.** Suppose that \(E\) is a finite graph with vertex matrix \(B\) and that \(\beta > \ln \rho(B)\). Let \(y^\beta\) be the vector in \([1, \infty)^{E_0}\) with entries \(y^\beta_v = \sum_{\mu \in E^0_v} e^{-\beta|\mu|}\). Suppose that \(\epsilon \in [0, \infty)^{E_0}\) satisfies \(y^\beta \cdot \epsilon = 1\). Then \(\tau := \|\epsilon\|^{-1}_1\epsilon\) is a normalised trace on \(C(E^0)\) satisfying \(Z(\beta, \tau) = \|\epsilon\|^{-1}_1\), and \(\phi_\epsilon = \psi_{\beta,\tau}\). Conversely, if \(\tau\) is a normalised trace on \(C(E^0)\), then \(\epsilon := Z(\beta, \tau)^{-1}\tau\) satisfies \(y^\beta \cdot \epsilon = 1\), and \(\phi_\epsilon = \psi_{\beta,\tau}\).

The key to the proof is the following computation.

**Lemma 7.10.** Resume the notation of Proposition 7.9. Then for every \(\epsilon \in [0, \infty)^{E_0}\), we have \(Z(\beta, \epsilon) = y^\beta \cdot \epsilon\).

**Proof.** We compute
\[
Z(\beta, \epsilon) = \sum_{k=0}^{\infty} \sum_{\mu \in E^k} e^{-\beta k} \epsilon_{s(\mu)} = \sum_{k=0}^{\infty} \sum_{w \in E^0} \sum_{v \in E^0} e^{-\beta k} B^k(w, v) \epsilon_v
\]
\[
= \sum_{k=0}^{\infty} \sum_{w \in E^0} e^{-\beta k} (B^k \epsilon)_w = \sum_{w \in E^0} \left(\sum_{k=0}^{\infty} e^{-\beta k} (B^k \epsilon)_w\right) = \sum_{w \in E^0} ((1 - e^{-\beta B})^{-1}\epsilon)_w.
\]

But \(((1 - e^{-\beta B})^{-1}\epsilon)_w\) is the number denoted by \(m_w\) in [10, Theorem 3.1], and hence the result follows from Equation (3.3) in the proof of [10, Theorem 3.1].

**Proof of Proposition 7.9.** Suppose that \(y^\beta \cdot \epsilon = 1\). Then \(\|\tau\|_1 = \|\|\epsilon\|^{-1}_1\epsilon\|_1 = 1\), so \(\tau\) is a normalised trace. Lemma 7.10 implies that
\[
Z(\beta, \tau) = \|\epsilon\|^{-1}_1 Z(\beta, \epsilon) = \|\epsilon\|^{-1}_1 (y^\beta \cdot \epsilon) = \|\epsilon\|^{-1}_1.
\]
Comparing (7.7) and (7.8) shows that \(\phi_\epsilon\) and \(\psi_{\beta,\tau}\) agree on all elements \(s_{\kappa}s_{\lambda}^*\), and hence by linearity and continuity agree on all of \(T(G, E) = TC^*(E)\).

Suppose next that \(\|\tau\|_1 = 1\) and \(\epsilon = Z(\beta, \tau)^{-1}\tau\). Then \(\|\epsilon\|_1 = \|Z(\beta, \tau)^{-1}\tau\|_1 = Z(\beta, \tau)^{-1}, \text{ so } \tau = \|\epsilon\|^{-1}_1\epsilon\), and Lemma 7.10 gives
\[
y^\beta \cdot \epsilon = Z(\beta, \tau)^{-1}(y^\beta \cdot \tau) = 1.
\]

The previous part now gives \(\phi_\epsilon = \psi_{\beta,\tau}\). \(\square\)
8. KMS states at the critical inverse temperature

Suppose that \( E \) is a finite directed graph with no sources and that \( G \) is a groupoid which acts self-similarly on \( E \). We consider the ideal \( I \) in \( \mathcal{T}(G,E) \) generated by the gap projections

\[
P := \left\{ p_v - \sum_{e \in vE^1} s_e s_e^* : v \in E^0 \right\},
\]

and the quotient \( \mathcal{O}(G,E) := \mathcal{T}(G,E)/I \), which we call the Cuntz-Pimsner algebra of \((G,E)\). The gap projections are all fixed by the action \( \sigma \) of \( \mathbb{R} \) on \( \mathcal{T}(G,E) \), and hence \( \sigma \) induces a dynamics on \( \mathcal{O}(G,E) \), which we also denote by \( \sigma \).

**Proposition 8.1.** Suppose that \( E \) is a finite graph with no sources, that \((G,E)\) is a self-similar groupoid action, and that \( \phi \) is a KMS\( \beta \) state of \((\mathcal{T}(G,E),\sigma)\) for some \( \beta \geq \ln \rho(B) \). Define \( m^\phi \in [0,1]^{E^0} \) by \( m^\phi_v := \phi(p_v) \) for \( v \in E^0 \). Then \( \phi \) factors through \( \mathcal{O}(G,E) \) if and only if \( Bm^\phi = e^\beta m^\phi \).

**Proof.** Suppose that \( \phi \) factors through the quotient map \( q \) of \( \mathcal{T}(G,E) \) onto \( \mathcal{O}(G,E) \). Then \((q(s_e),q(p_v))\) is a Cuntz-Krieger \( E \)-family in \( \mathcal{O}(G,E) \), and hence there is a homomorphism \( \pi_{qos,grp} : C^*(E) \to \mathcal{O}(G,E) \). This homomorphism is equivariant for the dynamics \( \alpha : \mathbb{R} \to \text{Aut} C^*(E) \) studied in \([10]\) and the dynamics \( \sigma \) on \( \mathcal{O}(G,E) \), and thus \( \phi \circ \pi_{qos,grp} \) is a KMS\( \beta \) state on \((C^*(E),\gamma)\). Thus \([10, \text{Proposition 2.1}]\) implies that \( Bm^\phi = e^\beta m^\phi \).

Conversely, suppose that \( Bm^\phi = e^\beta m^\phi \). Then by \([10, \text{Proposition 2.1}]\), the composition \( \phi \circ \pi_{qos,grp} \) factors through a state of \( C^*(E) \), and hence vanishes on the gap projections in \( \mathcal{T}C^*(E) \). Thus \( \phi \) vanishes on the set \( P \) in (8.1). Since the elements of \( P \) are fixed by the action \( \sigma \), we can apply \([10, \text{Lemma 2.2}]\) to the set of analytic elements

\[
\mathcal{F} = \{ s_\mu u_\nu s_\nu^* : \mu, \nu \in E^*, g \in G \text{ and } s(\mu) = g \cdot s(\nu) \},
\]

and deduce that \( \phi \) factors through a state of \( \mathcal{O}(G,E) \).

The inspiration for our next result comes from \([17, \text{Proposition 7.2}]\).

**Proposition 8.2.** Suppose that \( E \) is a strongly connected finite graph, and that \((G,E)\) is a self-similar groupoid action. Then the vertex matrix \( B \) is irreducible, and has a unique unimodular Perron-Frobenius eigenvector \( x \in (0,\infty)^{E^0} \). For \( g \in G \setminus E^0 \), \( v \in E^0 \) and \( k \geq 0 \), we define

\[
F^k_g(v) := \{ \mu \in d(g)E^k v : g \cdot \mu = \mu \text{ and } g|_\mu = v \}, \quad \text{and} \quad c_{g,k} := \rho(B)^{-k} \sum_{v \in E^0} |F^k_g(v)| x_v.
\]

Then for each \( g \in G \setminus E^0 \), the sequence \( \{ c_{g,k} : k \in \mathbb{N} \} \) is increasing and converges. The limit \( c_g \) belongs to \([0,x_{d(g)}]\).

**Proof.** That \( E \) is strongly connected says precisely that \( B \) is irreducible in the sense that for all \( v, w \in E^0 \), there exists \( n \) such that \( B^n(v,w) \neq 0 \). Then the Perron-Frobenius theorem says that \( B \) has a unique eigenvector \( x \) with strictly positive entries such that \( \|x\|_1 = 1 \) (see \([4, \text{Theorem 2.6}]\) or \([25, \text{Theorem 1.6}]\)).

Now we fix \( g \in G \setminus E^0 \) and show that \( \{ c_{g,k} \} \) is increasing. For \( \mu \in F^k_g(v) \) and \( e \in vE^1 \), we have

\[
g \cdot (\mu e) = \mu(g|_\mu \cdot e) = \mu(v \cdot e) = \mu e \quad \text{and} \quad g|_\mu e = (g|_\mu)|_e = v|_e = s(e),
\]
so \( \mu e \in F_g^{k+1}(s(e)) \). Thus \( |F_g^{k+1}(v)| \geq \sum_{w \in E^0} |F_g^k(w)|B(w, v) \), and we compute

\[
c_{g,k+1} = \rho(B)^{-(k+1)} \sum_{v \in E^0} |F_g^{k+1}(v)|x_v
\]

\[
\geq \rho(B)^{-(k+1)} \sum_{v \in E^0} \sum_{w \in E^0} |F_g^k(w)|B(w, v)x_v
\]

\[
= \rho(B)^{-(k+1)} \sum_{w \in E^0} |F_g^k(w)|\rho(B)x_w
\]

\[
= c_{g,k}.
\]

Next we find an upper bound for the sequence \( \{c_{g,k}\} \). Since \( g \notin E^0 \) and \( G \) acts faithfully on \( T_E \), the action of \( g \) on \( d(g)E^* \) is nontrivial, and there exist \( j \in \mathbb{N} \) and \( \mu \in d(g)E^j \) such that \( g \cdot \mu \neq \mu \). So \( \mu \notin F_g^j(s(\mu)) \), and for every \( \mu' \in s(\mu)E^{k-j} \) with \( k \geq j \), the path \( \mu \mu' \) is not in \( F_g^k(d(g)) \). Thus for \( k \geq j \) and \( v \in E^0 \), we have

\[
|F_g^k(v)| \leq |d(g)E^k|v| - |s(\mu)E^{k-j}v| = B^k(d(g), v) - B^{k-j}(s(\mu), v).
\]

The vector \( x \) is also the Perron-Frobenius eigenvector of the powers of \( B \), and we have \( \rho(B^k) = \rho(B)^k \). Thus for \( k \geq j \) we have

\[
(8.2)

\]

\[
c_{g,k} \leq \rho(B)^{-k} \left( \sum_{v \in E^0} B^k(d(g), v)x_v - \sum_{v \in E^0} B^{k-j}(s(\mu), v)x_v \right)
\]

\[
= \rho(B)^{-k} \left( \rho(B^k)x_{d(g)} - \rho(B^{k-j})x_{s(\mu)} \right)
\]

\[
= x_{d(g)} - \rho(B)^{-j}x_{s(\mu)}.
\]

The inequality (8.2) shows, first, that the increasing sequence \( \{c_{g,k} : k \in \mathbb{N}\} \) is bounded above, and hence converges, say to \( c_g \). Since the Perron-Frobenius eigenvector has strictly positive entries, (8.2) also shows that \( c_{g,k} \) is bounded away from \( x_{d(g)} \), and hence the limit \( c_g \) belongs to \([0, x_{d(g)})\).

We can now state our main result about KMS states at the critical inverse temperature.

**Theorem 8.3.** Suppose that \( E \) is a strongly connected graph with vertex matrix \( B \), and \( (G, E) \) is a self-similar groupoid action. Let \( \{c_g : g \in G\} \) be the numbers described in Proposition 8.2.

1. There is a KMS\(_{\mu,\rho(B)}\) state of \( (\mathcal{O}(G, E), \sigma) \) such that

\[
\psi(s_\kappa u_g s_\lambda^*) = \begin{cases} 
\rho(B)^{-|\kappa|}c_g & \text{if } \kappa = \lambda \text{ and } d(g) = c(g) = s(\kappa) \\
0 & \text{otherwise}.
\end{cases}
\]

2. Suppose that for every \( g \in G \setminus E^0 \), the set \( \{g|_\mu : \mu \in d(g)E^*\} \) is finite. Then the state in part (1) is the only KMS state of \( (\mathcal{O}(G, E), \sigma) \).

To find KMS states at the critical inverse temperature \( \beta_c \), we take a sequence of KMS\(_\beta\) states for \( \beta > \beta_c \) and take limits as \( \beta \) decreases to \( \beta_c \). We will use the Perron-Frobenius eigenvector \( x \) (which determines the numbers \( c_g \)) to get a trace \( \tau \) on \( C^*(G) \), build a KMS state \( \psi_{\beta,\tau} \) using Theorem 6.1, and then take limits. However, traces on \( C^*(G) \) satisfy \( \tau(i_{d(g)}) = \tau(i_{g^{-1}d(g)}) = \tau(i_g^{-1}) = \tau(i_{c(g)}) \), so to get a trace from \( x \) we need it to satisfy \( x_{d(g)} = x_{c(g)} \). Fortunately, for us this is automatic because \( G \) acts self-similarly on \( E \):
Lemma 8.5. Suppose that \( v \) is an eigenvector of the vertex matrix \( B \). Then \( x_v = x_w \) whenever \( v = g \cdot w \) (or equivalently, whenever \( v = d(g) \) and \( w = c(g) \)).

We will show that the existence of the self-similar action on \( E \) puts constraints on the vertex matrix \( B \). We consider the set \( E^0 / \sim \) of equivalence classes for the relation on \( E^0 \) defined by

\[
v \sim w \iff \text{there exists } g \in G \text{ such that } d(g) = v \text{ and } c(g) = w
\]

(see also §7). We write \([v]\) for the class of \( v \in E^0 \) in \( E^0 / \sim \).

Lemma 8.5. Suppose that \( C, D \in E^0 / \sim \). Then for \( v_1, v_2 \in C \), we have

\[
\sum_{w \in D} B(v_1, w) = \sum_{w \in D} B(v_2, w).
\]

Proof. Since \( v_1 \) and \( v_2 \) are in the same component, there exists \( g \in G \) such that \( v_1 = d(g) \) and \( v_2 = c(g) \). Suppose that \( e \in v_1 E^1 D \). Then \( g \cdot e \in v_2 E^1 D \), because \( s(g \cdot e) = g|_e \cdot s(e) \sim s(e) \in D \). So \( g : v_1 E^1 D \to v_2 E^1 D \). We similarly have \( g^{-1} : v_2 E^1 D \to v_1 E^1 D \) and \( g^{-1} \cdot (g \cdot e) = (g^{-1}g) \cdot e = e \), so \( g \) is a bijection of \( v_1 E^1 D \) onto \( v_2 E^1 D \). Thus

\[
\sum_{w \in D} B(v_1, w) = |v_1 E^1 D| = |v_2 E^1 D| = \sum_{w \in D} B(v_2, w). \quad \square
\]

Proof of Proposition 8.4. We define a matrix \( R = (r_{CD}) \) over \( E^0 / \sim \) by \( r_{CD} = |v E^1 D| \) for \( v \in C \); Lemma 8.5 shows \( r_{CD} \) is well-defined, independent of \( v \in C \). Since paths \( \mu \in E^* \) give nonzero entries in \( R^{|\mu|} \), \( R \) is an irreducible nonnegative matrix. Let \( z \) be a Perron-Frobenius eigenvector for \( R \), and define \( y \in [0, \infty)^{E^0} \) by \( y_v := z_v \). Then for \( v \in C \), we have

\[
(By)_v = \sum_{w \in D} B(v, w)y_w = \sum_{D \in E^0 / \sim} \sum_{w \in D} B(v, w)z_D
\]

\[
= \sum_{D \in E^0 / \sim} |v E_1 D|z_D = \sum_{D \in E^0 / \sim} r_{CD}z_D
\]

\[
= \rho(R)z_C = \rho(R)y_v.
\]

In other words, \( y \) is an eigenvector of \( B \) with eigenvalue \( \rho(R) \). Since \( z \) is a Perron-Frobenius eigenvector of \( R \), we have \( z_D > 0 \) for all \( D \), and hence \( y_v > 0 \) for all \( v \). Thus \( y \) is a strictly positive eigenvector for \( B \), and hence must be a scalar multiple \( tx \) of the unimodular Perron-Frobenius eigenvector \( x \) for \( B \). But now if \( v = g \cdot w \), we have \([v] = [w]\) and \( x_v = t_z[v] = t_z[w] = x_w \). \( \square \)

Now for the proof of Theorem 8.3(1), we take \( x \) to be the unimodular Perron-Frobenius eigenvector of \( B \), and for \( C \in E^0 / \sim \) we write \( x_C \) for the common value of \( \{x_v : v \in C\} \). For each \( C \), we choose a representative \( v \in C \), and apply Corollary 7.6 to the state \( \tau \) on \( C^*(G) \) to get a trace \( \tau'_{e,C} \) on \( C^*(G) \). Then

\[
\tau \equiv \sum_{C \in E^0 / \sim} x_C\tau'_{e,C}
\]
Proof of Theorem 8.3. Since Proposition 8.4 gives $x$ compactness argument on the states as $\beta$. Now for each $\beta > \ln \rho(B)$, Theorem 6.1 gives us a KMS$_\beta$ state $\psi_{\beta,\tau_x}$ satisfying (6.2). The formula

$$
\tau_x(i_g) = \begin{cases} 
 x & \text{if } i_g = i_w \text{ for some } w \in C \subset G^0 \\
 0 & \text{if } g \notin G^0
\end{cases}
$$

(8.4)

shows that $\tau_x$ is independent of the choice of representatives $v \in C$.

We next look at the normalising factor $Z(\beta, \tau_x)$ in the formula (6.2) for $\psi_{\beta,\tau_x}$.

**Lemma 8.6.** For $\beta > \ln \rho(B)$ and $x$, $\tau_x$ as above, we have

$$
Z(\beta, \tau_x) = (1 - e^{-\beta} \rho(B))^{-1}.
$$

(8.5)

**Proof.** Writing the inside sum in terms of the vertex matrix gives

$$
Z(\beta, \tau_x) = \sum_{j=0}^{\infty} \sum_{\mu \in E} e^{-\beta j} \tau_x(i_{s(\mu)})
$$

$$
= \sum_{j=0}^{\infty} \left( \sum_{v \in E_0} \sum_{w \in E_0} e^{-\beta j} B^j(v, w) \tau_x(i_w) \right).
$$

Since Proposition 8.4 gives $x_w = x_C$ for all $x \in C$, we deduce from (8.4) that

$$
Z(\beta, \tau_x) = \sum_{v \in E_0} \sum_{j=0}^{\infty} e^{-\beta j} \left( \sum_{w \in E_0} B^j(v, w) x_w \right)
$$

$$
= \sum_{v \in E_0} \sum_{j=0}^{\infty} e^{-\beta j} (B^j x)_v
$$

$$
= \sum_{v \in E_0} \sum_{j=0}^{\infty} e^{-\beta j} \rho(B)^j x_v
$$

$$
= \sum_{v \in E_0} (1 - e^{-\beta} \rho(B))^{-1} x_v \text{ because } e^\beta > \rho(B)
$$

$$
= (1 - e^{-\beta} \rho(B))^{-1} \text{ because } \|x\|_1 = 1.
$$

Proof of Theorem 8.3(1). Suppose that $\{\beta_n\}$ is a decreasing sequence such that $\beta_n \to \beta$ as $n \to \infty$. If $\tau$ is any normalised trace on $C^*(G)$ then running the usual weak* compactness argument on the states $\psi_{\beta_n,\tau}$ gives us a KMS$_{\ln \rho(A)}$ state on $(T(G, E), \sigma)$ (see [16, Proposition 7.6] or [17, page 6652]). The point is that, if we take $x$ to be the unimodular Perron-Frobenius eigenvector of $B$ and $\tau = \tau_x$, then we can compute the limit of $\{\psi_{\beta_n,\tau_x}\}$.

We now take a spanning element $s_\kappa u_g s_\lambda^*$ for $T(G, E)$, and compute

$$
\lim_{n \to \infty} \psi_{\beta_n,\tau_x}(s_\kappa u_g s_\lambda^*).
$$

Since everything vanishes otherwise, we assume that $\kappa = \lambda$, $s(\kappa) = d(g)$ and $d(g) = c(g)$. Putting the formula (8.5) into (6.2) gives

$$
\psi_{\beta_n,\tau_x}(s_\kappa u_g s_\kappa^*) = (1 - e^{-\beta_n} \rho(B)) \sum_{j=0}^{\infty} e^{-\beta_n j} \left( \sum_{\mu \in s(\kappa) E \setminus |\kappa|} \tau_x(i_{g|\mu}) \right)
$$
\[= e^{-\beta_n|\kappa|} \left(1 - e^{-\beta_n \rho(B)} \right) \sum_{k=0}^{\infty} e^{-\beta_n k} \left( \sum_{\mu \in d(g)E^n : g \cdot \mu = \mu} \tau_x(i_{g|\mu}) \right).\]

Now we recall from (8.4) that \(\tau_x(i_{g|\mu})\) vanishes unless \(g|\mu = v\) for some vertex \(v\) (strictly speaking, unless \(g|\mu\) is the identity morphism at \(v\)), and then \(\tau_x(i_v) = x_v\). Thus the only \(\mu\) which contribute to the sum are those which satisfy \(g \cdot \mu = \mu\) and \(g|\mu = v\), which means that \(\mu\) belongs to the set \(F^{|\mu|}_g(v)\) of Proposition 8.2. Thus we have

\[
\psi_{\beta_n,\tau_x}(s_{\kappa} u_{g}s^*_\kappa) = e^{-\beta_n|\kappa|} \left(1 - e^{-\beta_n \rho(B)} \right) \sum_{k=0}^{\infty} e^{-\beta_n k} \sum_{v \in E^0} |F^k_g(v)| x_v
\]

\[
= e^{-\beta_n|\kappa|} \sum_{k=0}^{\infty} (1 - e^{-\beta_n \rho(B)}) \left(\rho(B)^{-k} \sum_{v \in E^0} |F^k_g(v)| x_v\right) (e^{-\beta_n \rho(B)})^k.
\]

Now, modulo the factor \(e^{-\beta_n|\kappa|}\), which converges to \((\rho(B)^{-|\kappa|})\) as \(n \to \infty\), we are in the situation of [17, Lemma 7.4], with \(r = e^{-\beta_n \rho(B)}\) and \(c_k = c_{\rho(B)} = (\rho(B))^{-k} \sum_{v \in E^0} |F^k_g(v)| x_v\), which by Proposition 8.2 increases to \(c_g\) as \(n \to \infty\). So by [17, Lemma 7.4] we have

\[
\psi_{\beta_n,\tau_x}(s_{\kappa} u_{g}s^*_\kappa) \to (\rho(B)^{-|\kappa|}) c_g\text{ as } n \to \infty.
\]

Thus the limiting KMS state \(\psi\) satisfies (8.3).

To see that \(\psi\) factors through \(\mathcal{O}(G,E)\), we use again the canonical homomorphism \(\pi_{s,p} : \mathcal{T}C^*(E) \to \mathcal{T}(G,E)\). Then \(\psi \circ \pi_{s,p}\) is a KMS state of \(\mathcal{T}C^*(E)\), and hence by [10, Theorem 4.3(a)] factors through \(C^*(E)\). By [10, Proposition 4.1], the vector \(m^\psi = m^{\psi \circ \pi_{s,p}}\) satisfies \(Bm^\psi = \rho(B)m^\psi = e^{\ln \rho(B)} m^\psi\), and Proposition 8.1 implies that \(\psi\) factors through \(\mathcal{O}(G,E)\). \(\square\)

To start the proof of Theorem 8.3(2), we suppose that \(\phi\) is a KMS state of \((\mathcal{O}(G,E), \sigma)\). Then Proposition 8.1 implies that \(m^\phi = (\phi(p_v))\) satisfies \(Bm^\phi = \rho(B)m^\phi\). Since \(\sum_v p_v\) is the identity in \(\mathcal{O}(G,E)\), \(m^\phi\) is the unimodular Perron-Frobenius eigenvector of \(B\). Thus \(\phi(p_v) = x_v = \psi(p_v)\) for all \(v \in E^0\). Since both \(\phi\) and \(\psi\) are KMS states, they are determined by their values on the generators \(\{u_g : g \in G\}\) (see Proposition 5.1(2)). Thus it suffices for us to prove that \(\phi(u_g) = c_g = \psi(u_g)\) for all \(g \in G \setminus E^0\). So we fix such a \(g\).

To motivate our arguments, we start our calculation, following the argument on [17, page 6654]. Suppose that \(n \in \mathbb{N}\). We use the Cuntz relations \(p_v = \sum_{\mu \in E^n} s_{\mu}s^*_\mu\) and the decomposition \(1 = \sum_{v \in E^0} p_v\) to get

\[
\phi(u_g) = \phi\left( u_g \sum_{v \in E^0} \sum_{\mu \in E^n} s_{\mu}s^*_\mu\right) = \sum_{\mu \in d(g)E^n} \phi(s_{g \cdot \mu} u_{g|\mu})s^*_\mu.
\]

Proposition 5.1 implies that \(\phi(s_{g \cdot \mu} u_{g|\mu})s^*_\mu = 0\) unless \(g \cdot \mu = \mu\). So we introduce

\[
G^u_g(v) := \{\mu \in d(g)E^n v : g \cdot \mu = \mu\},
\]

and then (5.3) gives

\[
(8.6) \quad \phi(u_g) = \sum_{v \in E^0} \sum_{\mu \in G^u_g(v)} \rho(B)^{-n} \phi(u_{g|\mu})
\]

\[
= \sum_{v \in E^0} \sum_{\mu \in G^u_g(v) \setminus F^{|\mu|}_g(v)} \rho(B)^{-n} \phi(u_{g|\mu}) + \sum_{v \in E^0} \sum_{\mu \in F^{|\mu|}_g(v)} \rho(B)^{-n} \phi(u_v)
\]
We are aiming to prove that \( \phi(u_g) = c_g \), and the second summand in (8.7) goes to \( c_g \) as \( n \to \infty \). So we need to show that the first summand goes to 0.

Now we recall that since \( \phi \) is a KMS state, \( \phi(u_{g_{\mu}}) = 0 \) unless \( c(g|_{\mu}) = d(g|_{\mu}) = s(\mu) = v \), say. In that case, \( u_{g_{\mu}} \) belongs to the corner \( D = p_v\pi_a(C^*(G))p_v \); since \( \phi|_D \) is a positive functional with norm \( \phi|_D(1_D) = \phi(p_v) \), we have \( |\phi(u_{g_{\mu}})| \leq \phi(p_v) \). Thus

\[
\rho(B)^{-n} \sum_{v \in E^0} \sum_{\mu \in G^*_{g}(v) \setminus F^p_{g}(v)} \phi(u_{g_{\mu}}) \leq \rho(B)^{-n} \sum_{v \in E^0} |G^n_{g}(v) \setminus F^m_{g}(v)| \phi(p_v)
\]

\[
= \rho(B)^{-n} \sum_{v \in E^0} |G^n_{g}(v) \setminus F^m_{g}(v)| \phi(p_v).
\]

At this point we invoke the finite-state hypothesis, which implies that for fixed \( g \in G \setminus E^0 \), the set

\[ R := \{ g|_{\mu} : \mu \in d(g)E^* \mbox{, } g|_{\mu} \neq \id_s(\mu) \} \]

is finite. Then there exists \( j \) such that for all \( h \in R \), there exists \( \nu^h \in d(h)E^j \) such that \( h \cdot \nu^h \neq \nu^h \). Since \( E \) is strongly connected and \( g|_{\mu} \cdot (\nu^j) = (g|_{\mu} \cdot \nu)|_{\mu} \cdot \lambda \), we can by making \( \nu^h \) longer (and \( j \) larger) that assume that \( \nu^h \in d(h)E^j d(h) \).

**Lemma 8.7.** With the preceding notation, we have

\[
\sum_{v \in E^0} |G^j_{g}(v) \setminus F^j_{g}(v)| x_v \leq \sum_{v \in E^0} (\rho(B)^j - 1)^n x_v \quad \text{for every } n \geq 0.
\]

**Proof.** We prove this by induction on \( n \). For \( n = 0 \), we have \( F^0_{g}(v) = \emptyset \) because \( g \notin E^0 \), and both sides collapse to \( \sum_v x_v = 1 \). Suppose that (8.9) holds for \( n \), and consider \( \lambda \in G^{(n+1)j}_{g}(v) \setminus F^{(n+1)j}_{g}(v) \). We can factor \( \lambda = \mu\nu \) with \( \mu \in d(g)E^{nj}w \) and \( \mu' \in wE^jv \) for some \( w \in E^0 \). Then \( g \cdot \lambda = \lambda \), so \( g \cdot \mu = \mu \) and \( g|_{\mu} : \mu' = \mu' \). Similarly, \( g|_{\lambda} = g|_{\mu} \cdot \mu' = v \) and \( g|_{\mu} \neq \id_s(\mu) \). Thus \( \mu \in G^{nj}_{g}(w) \setminus F^{nj}_{g}(w) \) and \( \mu' \in G^{j}_{g|_{\mu}}(v) \setminus F^{j}_{g|_{\mu}}(v) \). Thus

\[
\sum_{w \in E^0} |G^{nj}_{g}(w) \setminus F^{nj}_{g}(w)| x_w \leq \sum_{w \in E^0} \sum_{v \in E^0} |G^{nj}_{g}(w) \setminus F^{nj}_{g}(w)| \sum_{v \in E^0} |G^{j}_{g|_{\mu}}(v) \setminus F^{j}_{g|_{\mu}}(v)| x_v.
\]

For each \( \mu \in G^{nj}_{g}(w) \setminus F^{nj}_{g}(w) \), we have \( d(g|_{\mu}) = s(\mu) = w \), and there is a path \( \nu \in wE^jw \) which is not in \( G^{j}_{g|_{\mu}} \), so

\[
\sum_{v \in E^0} |G^{(n+1)j}_{g}(v) \setminus F^{(n+1)j}_{g}(v)| x_v \leq \sum_{w \in E^0} |G^{nj}_{g}(w) \setminus F^{nj}_{g}(w)| \left( \sum_{v \in E^0} B^{j}(w, v)x_v - x_w \right)
\]

\[
= \sum_{w \in E^0} |G^{nj}_{g}(w) \setminus F^{nj}_{g}(w)| \left( \rho(B)^j x_w - x_w \right)
\]

\[
= (\rho(B)^j - 1) \sum_{w \in E^0} |G^{nj}_{g}(w) \setminus F^{nj}_{g}(w)| x_w.
\]

Now the inductive hypothesis gives

\[
\sum_{v \in E^0} |G^{(n+1)j}_{g}(v) \setminus F^{(n+1)j}_{g}(v)| x_v \leq \sum_{w \in E^0} (\rho(B)^j - 1)^n x_w.
\]
as required. □

End of the proof of Theorem 8.3(2). We start with the formula (8.6), and estimate:

\[
|\phi(u_g) - \psi(u_g)| = |\phi(u_g) - c_g| \\
= \left| \left( \rho(B)^{-n} \sum_{v \in E^0} \sum_{\mu \in G^o_2(v) \setminus F^o_g(v)} \phi(u_{g_{\mu}}) \right) + \left( \rho(B)^{-n} \sum_{v \in E^0} |F^n_{gj}(v)| x_v - c_g \right) \right| \\
\leq \rho(B)^{-n} \sum_{v \in E^0} |G^n_g(v) \setminus F^n_g(v)| x_v + \rho(B)^{-n} \sum_{v \in E^0} |F^n_{gj}(v)| x_v - c_g \quad \text{by (8.8)} \\
\leq \sum_{v \in E^0} (1 - \rho(B)^{-j})^n x_v + \rho(B)^{-n} \sum_{v \in E^0} |F^n_{gj}(v)| x_v - c_g \quad \text{by Lemma 8.7.}
\]

Now the first summand goes to 0 as \( n \to \infty \) because \( \rho(B) \geq 1 \) (see the appendix in [10]), and the second goes to 0 by Proposition 8.2. So \( \phi(u_g) = \psi(u_g) \), and \( \phi = \psi \) by Proposition 5.1. This completes the proof of Theorem 8.3(2). □

Since we know from Proposition 5.1 that the restrictions of KMS states to the copy of \( C^*(G) \) in \( (O(G, E), \sigma) \) is a finite groupoid that acts self-similarly on a finite graph \( E \) with no sources and vertex set \( G^0 \). Then there is a trace \( \tau \) on \( C^*(G) \) such that \( \tau(u_g) = c_g \) for all \( g \in G \setminus G^0 \).

9. Computing KMS states at the critical inverse temperature

Suppose that \( E \) is a strongly connected finite directed graph, that \( (G, E) \) is a self-similar groupoid action, and that for every \( g \in G \setminus E^0 \), the set \( \{g|_{\mu}: \mu \in d(g)E^*\} \) is finite. Then Theorem 8.3(2) implies that \( (O(G, E), \sigma) \) has a unique KMS state given by (8.3).

We say that \( (G, E) \) contracts to a finite subset \( \mathcal{N} \) of \( G \) if for every \( g \in G \) there exists \( n \in \mathbb{N} \) such that \( \{g|_{\mu}: \mu \in d(g)E^*, |\mu| \geq n\} \subset \mathcal{N} \). Then the Moore diagram for \( \mathcal{N} \) is the labelled directed graph with vertex set \( \mathcal{N} \) and, for each \( g \in \mathcal{N} \) and \( e \in d(g)E^1 \), an edge from \( g \in \mathcal{N} \) to \( g|_e \in \mathcal{N} \) labelled \( (e, g \cdot e) \). For \( g \in \mathcal{N} \) and \( e \in d(g)E^1 \), a typical edge in a Moore diagram looks like

\[
g \xrightarrow{(e, g \cdot e)} g|_e
\]

The self-similarity relations for the set \( \mathcal{N} \) can be read off the Moore diagram: the edge above encodes the relation \( g \cdot (e\mu) = (g \cdot e)(g|_e \cdot \mu) \) for \( \mu \in s(e)E^* \).

Remark 9.1. We do not assume that the contracting set \( \mathcal{N} \) is minimal, as is often done in the literature on self-similar groups where the smallest such subset \( \mathcal{N} \) is called the nucleus. However, as in [17, §2], we can decide whether such a set is minimal by looking for cycles in the Moore diagram of \( G \): if \( g \) lies on a cycle, then \( g|_{\mu} \in \mathcal{N} \) for all \( \mu \in s(g)E^* \).

Now suppose that \( \psi \) is the KMS state of \( (O(G, E), \sigma) \) from Theorem 8.3(1). The definition of the sets \( G^o_n(v) \) in (8.6) shows that

\[
\phi(u_g) = \sum_{v \in E^0} \sum_{\mu \in G^o_2(v)} \rho(B)^{-n} \phi(u_{g_{\mu}})
\]
So we can compute the values of $\psi(v)$ by evaluating the limit $\lim_{k \to \infty} c_gk$ of Proposition 8.2.

We return to the graph $E$ of Example 3.10, and the faithful self-similar groupoid action $(G, E)$ obtained by applying Theorem 3.9 to the partial automorphisms $f_a$ and $f_b$ described in that example. Looking at the drawing of $E$ in Figure 3 shows that the graph $E$ is strongly connected.

Proposition 9.2. The self-similar groupoid action $(G, E)$ of Example 3.10 contracts to

$$\mathcal{N} := \{id_v, id_w, f_a, f_{a^{-1}}, f_b, f_{b^{-1}}\}.$$  

Proof. All reduced elements of length two in $G$ belong to either

$$R_v := \{f_b f_a, f_{a^{-1}} f_{b^{-1}}\} \quad \text{or} \quad R_w := \{f_a f_b, f_{a^{-1}} f_{b^{-1}}\}.$$  

We compute all of their restrictions by length one paths:

$$\begin{align*}
(f_b f_a)|_1 &= f_a & (f_a f_{b^{-1}})|_1 &= f_{b^{-1}} & (f_a f_b)|_3 &= id_v & (f_{b^{-1}} f_{a^{-1}})|_3 &= f_{a^{-1}} f_{b^{-1}} \\
(f_b f_a)|_2 &= f_b & (f_{a^{-1}} f_{b^{-1}})|_2 &= f_a & (f_a f_b)|_4 &= f_b f_a & (f_{b^{-1}} f_{a^{-1}})|_4 &= id_v
\end{align*}$$  

The restriction of each element of $R_v$ belongs to $\{f_a, f_b, f_{a^{-1}}, f_{b^{-1}}\}$ and the restriction of each element of $R_w$ belongs to $R_v \cup E^0$. Thus for any $g \in R_v \cup R_w$ and $\mu \in d(g)E^2$, we have $g|_\mu \in \mathcal{N}$. So if $g \in G$ is the product of $n$ generators, then $g|_\nu$ belongs to $\mathcal{N}$ for all $\nu \in d(g)E^{2(n-1)}$. Thus $(G, E)$ contracts to $\mathcal{N}$.

We draw the Moore diagram for the contracting set $\mathcal{N}$ of $(G, E)$ in Figure 4.
Figure 5. The graph $E$ defined by the matrix $A$ in (9.4).

**Proposition 9.3.** The Cuntz-Pimsner algebra $(\mathcal{O}(G,E),\sigma)$ has a unique $\text{KMS}_{1,2}$ state $\psi$ which is given on $\mathcal{N}$ by

$$\psi(u_g) = \begin{cases} 0 & \text{for } g \in \{f_a, f_b, f_a^{-1}, f_b^{-1}\}, \\ 1/2 & \text{for } g \in \{id_v, id_w\}. \end{cases}$$

*Proof.* The spectral radius of the vertex matrix $B$ of $E$ is $\rho(B) = 2$ with normalised Perron-Frobenius eigenvector $(1/2, 1/2)$. Theorem 8.3(2) implies that there is a unique $\text{KMS}_{1,2}$ state $\psi$ and Proposition 8.1 implies that $\psi(u_g) = 1/2$ for $g \in \{id_v, id_w\}$.

The Moore diagram in Figure 4 shows that there are no stationary paths from elements of the set $S = \{f_a, f_b, f_a^{-1}, f_b^{-1}\}$ to $id_v$ or $id_w$. Thus $F^k_g(v) = F^k_g(w) = \emptyset$ for all $k \in \mathbb{N}$ and $g \in S$, and $\psi(u_g) = 0$ for $g \in S$. $\square$

We next examine one of the self-similar groupoid actions $(G_A, E)$ of Example 7.7, for $A = \{a_1, a_2\}$ and the matrices

$$A = \begin{pmatrix} 2 & 1 \\ 2 & 2 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} 1 & 0 \\ 2 & 1 \end{pmatrix}. \quad (9.4)$$

We draw the corresponding graph $E$ in Figure 5, and observe that $E$ is strongly connected. The action of the generating set $\{f_{a_1}, f_{a_2}\}$ is given by the relations

$$f_{a_1} \cdot e_{1,1,0} \mu = e_{1,1,1} \mu \quad f_{a_1} \cdot e_{1,1,0} \mu = e_{1,1,0}(f_{a_1} \cdot \mu) \quad f_{a_1} \cdot e_{1,2,0} \nu = e_{1,2,0} \nu$$

$$f_{a_2} \cdot e_{2,1,0} \mu = e_{2,1,1}(f_{a_2} \cdot \mu) \quad f_{a_2} \cdot e_{2,1,1} \mu = e_{2,2,1}(f_{a_1} \cdot \mu) \quad f_{a_2} \cdot e_{2,2,0} \nu = e_{2,2,1} \nu$$

**Proposition 9.4.** We take $(\mathcal{A}, E)$ as above. Then the self-similar groupoid action $(G_A, E)$ contracts to

$$\mathcal{N} := \{id_1, id_2, f_{a_1}, f_{a_1}^{-1}, f_{a_2}, f_{a_2}^{-1}\},$$

and for each connected component $C_i = \{i\}$ the reduction $G_{\{i\}}$ is isomorphic to $\mathbb{Z}$.

*Proof.* We first show that $(G_A, E)$ contracts to $\mathcal{N}$ by showing that for each $g \in G$ and sufficiently long $\mu \in d(g)E^*$ we have $g|_{\mu} \in \mathcal{N}$.

The reduced elements of length two in $G$ are $S := \{f_{a_1}^2, (f_{a_1}^{-1})^2, f_{a_2}^2, (f_{a_2}^{-1})^2\}$. We compute

$$f_{a_1}^2|_{e_{1,1,0}} = f_{a_1} \quad f_{a_1}^2|_{e_{1,1,1}} = f_{a_1} \quad f_{a_1}^2|_{e_{1,2,0}} = id_2 \quad f_{a_1}^2|_{e_{1,2,1}} = id_2 \quad f_{a_2}^2|_{e_{2,1,0}} = f_{a_2} \quad f_{a_2}^2|_{e_{2,1,1}} = f_{a_2} \quad f_{a_2}^2|_{e_{2,2,0}} = f_{a_2} \quad f_{a_2}^2|_{e_{2,2,1}} = f_{a_2} \quad (9.6)$$
Figure 6. The Moore diagram for $\mathcal{N}$ of Proposition 9.4.

We see that the length of $f_{a_i}^2|_{e}$ is less than two for all $e \in d(f_{a_i})$ and $f_{a_i}^2|_{e'}$ is either $f_{a_i}^2$ or has length one for all $e' \in d(f_{a_i})$. We conclude that $f_{a_i}^2|_{\mu}$ has length less than two for all $\mu \in d(f_{a_i})$ with $|\mu| = 2$. Since $(f_{a_i}^2)^{-1}|_{\mu} = f_{a_i}^2|_{(f_{a_i}^2)^{-1}|_{\mu}}$ by Proposition 3.6(4) and partial automorphisms are length preserving, we also conclude that $(f_{a_i}^2)^{-1}|_{\mu}$ has length less than two for all $\mu \in d(f_{a_i}^{-1})$ with $|\mu| = 2$. So for any $g \in S$ and $\mu \in d(g)E^2$, we have that $g|_{\mu} \in \mathcal{N}$. Thus if $g \in G_A$ is the product of $n$ generators, then $g|_{\mu}$ belongs to $\mathcal{N}$ for all $\mu \in d(g)E^{2(n-1)}$. Thus $(G_A, E)$ contracts to $\mathcal{N}$, as claimed.

We now show that $G_{\{i\}} \cong \mathbb{Z}$. Fix $i \in \{1, 2\}$, and recall from Example 7.7 that either $G_{\{i\}} = \{i, f_{a_i}, f_{a_i}^2, \cdots, f_{a_i}^{m_i-1}\}$ or $G_{\{i\}} = \{f_{a_i}^k : k \in \mathbb{Z}\}$. To show the latter, we suppose $m \in \mathbb{N}$ and prove that $f_{a_i}^k \neq \text{id}_{i}$. Since $f_{a_i} : e_{i,0} = e_{i,1} = e_{i,0}$ and $f_{a_i} : e_{i,1} = e_{i,0}$, we have that $f_{a_i}^k \neq \text{id}_i$ for $k$ odd. So suppose $k = 2n$ is even. As shown in (9.6) we have $f_{a_i}^2|_{e_{i,0}} = f_{a_i}$, and hence

$$f_{a_i}^4|_{e_{i,0}} = f_{a_i}^2|_{f_{a_i}^2|_{e_{i,0}}}f_{a_i}|_{e_{i,0}} = f_{a_i}^2|_{e_{i,0}}f_{a_i} = f_{a_i}^2.$$

Continuing in this way, we find that $f_{a_i}^{2n}|_{e_{i,0}} = f_{a_i}^n$. Considering the action of $f_{a_i}^{2n}$ on sufficiently long words of the form $\mu = e_{i,0}e_{i,0} \cdots e_{i,0}$, we can reduce $2n$ by factors of 2 and arrive at $f_{a_i}^{2n}|_{\mu} = f_{a_i}^m$ with $m$ odd. Then $f_{a_i}^{2n}|_{\mu} = \mu(f_{a_i}^m : e_{i,0}) = \mu e_{i,1}$. Thus $f_{a_i}^k$ acts nontrivially on $iE^*$ for all $k \in \mathbb{Z}$, and $G_{\{i\}} \cong \mathbb{Z}$.

We have drawn the Moore diagram for $\mathcal{N}$ in Figure 6. Since every element in $\mathcal{N}$ is in a cycle, this contracting set $\mathcal{N}$ is in fact minimal. Note that the central horizontal layer in Figure 6 is a copy of the graph $E$ of Figure 5 with the arrows reversed.
Proposition 9.5. Keep the above notation, and consider the self-similar groupoid action $(G_A, E)$ with contracting set $\mathcal{N}$ as in 9.5. Then the Cuntz-Pimsner algebra $(\mathcal{O}(G_A, E), \sigma)$ has a unique KMS $\ln(2 + \sqrt{2})$ state $\psi$ which is given on $\mathcal{N}$ by

$$
\psi(u_g) = \begin{cases}
\sqrt{2} - 1 & \text{for } g = \text{id}_1,
2 - \sqrt{2} & \text{for } g = \text{id}_2,
3 - 2\sqrt{2} & \text{for } g = f_{a_1} \text{ and } g = f_{a_1}^{-1},
10 - 7\sqrt{2} & \text{for } g = f_{a_2} \text{ and } g = f_{a_2}^{-1}.
\end{cases}
$$

Proof. A computation shows that the spectral radius of the vertex matrix for $E$ is $\rho(A) = 2 + \sqrt{2}$ with normalised Perron-Frobenius eigenvector $x = (\sqrt{2} - 1, 2 - \sqrt{2})$. So Theorem 8.3(2) implies that there is a unique KMS $\ln(2 + \sqrt{2})$ state $\psi$. Moreover, since $u_v = p_v$ by Proposition 4.1(1), Proposition 8.1 implies that $\psi(u_1) = \sqrt{2} - 1$ and $\psi(u_2) = 2 - \sqrt{2}$.

Since only the stationary paths in the Moore diagram are used to compute nontrivial KMS states at the critical temperature, we consider stationary paths in the Moore diagram in Figure 6, which all lie in the cut-down subdiagram shown in Figure 7.

We now compute $\psi(u_g)$ for $g = f_{a_1}$. Observe that there is a length one stationary path from $g$ to id$_2$. Let $a^k_{ij}$ denote the entries of the matrix $A^k$. Then the sets $|F^k_g(i)|$ are given by $|F^k_g(1)| = a^{k-1}_{21}$ and $|F^k_g(2)| = a^{k-1}_{22}$. To compute $\psi(u_g) = c_g$ we use Proposition 8.2 to obtain

$$c_{g,k} = \rho(B)^{-k} \sum_{v \in \mathcal{E}^0} |F^k_g(v)| x_v = (2 + \sqrt{2})^{-k} (a^{k-1}_{21} (\sqrt{2} - 1) + a^{k-1}_{22} (2 - \sqrt{2})).$$

Then a bit of algebra gives that $\psi(u_g) = c_g = \lim_{k \to \infty} c_{g,k} = 3 - 2\sqrt{2}$. Since the computation for $\psi(u_{g^{-1}})$ is symmetric, we also have $\psi(u_{g^{-1}}) = 3 - 2\sqrt{2}$.

We now compute $\psi(u_h)$ for $h = f_{a_2}$. We use (9.1) and the two stationary paths from $f_{a_2}$ to $f_{a_1}$ to compute

$$\psi(u_h) = 2(2 + \sqrt{2})^{-1} \psi(u_g) = 10 - 7\sqrt{2}.$$ 

By symmetry, we also have $\psi(u_{h^{-1}}) = 10 - 7\sqrt{2}$. □

\begin{figure}
\centering
\includegraphics[width=\textwidth]{moore_diagram.png}
\caption{The cut-down Moore diagram.}
\end{figure}
Appendix A. Exel-Pardo Actions

In this appendix we show that if the self-similar groups on graphs of Exel and Pardo [8] satisfy a certain faithfulness condition, then they give rise to faithful self-similar groupoid actions. We begin by recalling Exel and Pardo’s definition of a self-similar group on a graph [8, §2]. A tuple \((K, E, \sigma, \phi)\) is a self-similar group on a graph if \(K\) is a group and \(E\) is a graph with no sources such that

1. There is a group action \(\sigma : K \to \text{Aut } E\) such that \(\sigma_k^0 : E^0 \to E^0\) and \(\sigma_k^1 : E^1 \to E^1\) are bijections, for \(k \in K\), satisfying
   \[
   r \circ \sigma_k^1 = \sigma_k^0 \circ r, \\
   s \circ \sigma_k^1 = \sigma_k^0 \circ s, \text{ and} \\
   \sigma_k \sigma_l = \sigma_{kl}.
   \]

2. There is a group 1-cocycle \(\phi : K \times E^1 \to K\) satisfying
   \[
   \phi(kl, e) = \phi(k, \sigma_k^1(e)) \phi(l, e).
   \]

3. For \(k \in K\) and \(e \in E^1\) there is a standing assumption that
   \[
   \sigma_{\phi(k, e)}^0 = \sigma_k^0.
   \]

Proposition A.1 ([8, Proposition 2.4]). Suppose \((K, E, \sigma, \phi)\) is an Exel-Pardo self-similar group on a graph. The pair \((\sigma, \phi)\) define a unique pair \((\sigma^*, \phi^*)\) that extend \((\sigma, \phi)\) such that \(\sigma^*\) is an action of \(K\) on \(E^\ast\) and \(\phi^*\) is a group one-cocycle \(\phi : K \times E^\ast \to K\) such that, for every \(n \geq 0\), every \(k \in K\), and every \(v \in E^0\),

1. \(\sigma_k^*(E^n) \subset E^n\),
2. \(r \circ \sigma_k^* = \sigma_k \circ r\) on \(E^n\),
3. \(s \circ \sigma_k^* = \sigma_k \circ s\) on \(E^n\),
4. \(\sigma_{\phi^*(k, \mu)}(v) = \sigma_k(v)\) for all \(\mu \in E^n\),
5. \(\sigma_k^*(\mu \nu) = \sigma_k^*(\mu) \sigma_{\phi^*(k, \mu)}(\nu)\) where \(\mu \nu \in E^n\),
6. \(\phi^*(k, \mu \nu) = \phi^*(\phi(k, \mu), \nu)\) where \(\mu \nu \in E^n\).

If \(E\) has no sources, Exel and Pardo construct a unital \(C^\ast\)-algebra \(O_{K,E}\) as the universal algebra generated by elements \(\{u_k : k \in K\}\), mutually orthogonal projections \(\{p_v : v \in E^0\}\), and partial isometries \(\{s_e : e \in E^1\}\) subject to the conditions that

- \(\{p_v : v \in E^0\} \cup \{s_e : e \in E^1\}\) is a Cuntz-Krieger \(E\)-family
- The map \(u : K \to O_{K,E} : k \mapsto u_k\) is a unitary representation of \(K\)
- \(u_k s_e = s_{\sigma_k^1(e)} u_{\phi(k, e)}\), for every \(k \in K\), and \(e \in E^1\), and
- \(u_k p_v = p_{\sigma_k^0(v)} u_k\), for every \(k \in K\), and \(v \in E^0\)

Proposition A.2. Suppose \((K, E, \sigma, \phi)\) is an Exel-Pardo self-similar group on a graph and let \(K \times E^0 := \{(k, v)\}\) be the transformation groupoid with \(d(k, v) = v, c(k, v) = \sigma_k^0(v)\), and unit space \(E^0\), and consider the maps

\[
(k, v) \cdot \mu := \sigma_k^*(\mu) \quad \text{for } \mu \in vE^\ast \quad \text{and} \\
(k, v) |_{\mu} := (\phi^*(k, \mu), s(\mu)) \quad \text{for } \mu \in vE^\ast.
\]

Then (A.6) defines a groupoid action of \(K \times E^0\) on \(T_E\) by partial isomorphisms. If the groupoid action is faithful, then \((K \times E^0, E)\) is a self-similar groupoid action.
Moreover, if $E$ has no sources then the algebra $O(K \times E^0, E)$ from Proposition 4.7 is isomorphic to the algebra $O_{K,E}$ defined in [8].

Proof. We begin by showing that $(k, v) : d(k, v)E^* \to c(k, v)E^*$ defines an action by partial isomorphism, as in Definition 3.1. Proposition A.1(1) shows that if $\mu \in d(k, v)E^n$, then $(k, v) \cdot \mu \in c(k, v)E^n$. We now show that $(k, v) : d(k, v)E^n \to c(k, v)E^n$ is a bijection by induction on $n$. The result holds for $n = 1$ since $\sigma_k^1 : E^1 \to E^1$ is a bijection and $\sigma_k^0$ extends $\sigma_k^1$. So assume $(k, v) : d(k, v)E^n \to c(k, v)E^n$ is a bijection for all $(k, v) \in K \times E^0$. For injectivity suppose that $(k, v) \cdot (e\mu) = (k, v) \cdot (f\nu)$ for $e, f \in d(k, v)E^1$, $\mu \in s(e)E^n$ and $\nu \in s(f)E^n$. Using Definition A.1(5) we compute

$$(k, v) \cdot (e\mu) = (k, v) \cdot (f\nu) \implies \sigma_k^*(e\mu) = \sigma_k^*(f\nu)$$

$$\implies \sigma_k^*(e)\sigma_{\phi^*(k,e)}^*(\mu) = \sigma_k^*(f)\sigma_{\phi^*(k,f)}^*(\nu)$$

$$\implies \sigma_k^*(e) = \sigma_k^*(f) \text{ and } \sigma_{\phi^*(k,e)}^*(\mu) = \sigma_{\phi^*(k,f)}^*(\nu)$$

$$\implies (k, v) \cdot e = (k, v) \cdot f \text{ and } (k, v)|_e \cdot \mu = (k, v)|_f \cdot \nu$$

$$\implies e = f \text{ and } \mu = \nu,$$

where the final implication holds by the inductive hypothesis. Hence $e\mu = f\nu$, thereby proving injectivity.

For surjectivity, suppose $f \in c(k, v)E^1$ and $\nu \in s(f)E^n$. By the induction hypothesis there exists a unique $e \in d(k, v)E^1$ satisfying $(k, v) \cdot e = f$ and a unique $\mu \in d((k, v)|_e)E^n$ satisfying $(k, v)|_e \cdot \mu = \nu$. To conclude the proof of surjectivity we need to show that $s(e) = r(\mu)$ so that $e\mu$ is a path in $E^{n+1}$. For this, we compute

$$(k, v)|_e \cdot s(e) = (\phi^*(k, e), s(e)) \cdot s(e) \text{ by (A.7)}$$

$$= \sigma_{\phi^*(k,e)}^*(s(e)) \text{ by (A.6)}$$

$$= \sigma_k^*(s(e)) \text{ by Proposition A.1(4)}$$

$$= s(\sigma_k^*(e)) \text{ by Proposition A.1(3)}$$

$$= s(f) = r(\nu) = r(\sigma_k^*(\mu)) \text{ by hypothesis}$$

$$= \sigma_k^*(r(\mu)) \text{ by Proposition A.1(2)}$$

$$= \sigma_{\phi^*(k,e)}^*(r(\mu)) \text{ by Proposition A.1(4)}$$

$$= (\phi^*(k, e), s(e)) \cdot r(\mu) \text{ by (A.6)}$$

$$= (k, v)|_e \cdot r(\mu) \text{ by (A.7)}.$$

Applying $(k, v)|_e^{-1}$ to both sides of $(k, v)|_e \cdot s(e) = (k, v)|_e \cdot r(\mu)$ implies that $s(e) = r(\mu)$ as desired. Thus $(k, v) : s(k, v)E^* \to r(k, v)E^*$ is a bijection satisfying the first statement in (3.1). The second statement in (3.1) follows straight from Proposition A.1(5). Thus $(k, v) : d(k, v)E^* \to c(k, v)E^*$ is a partial isomorphism. It follows from equation (A.4) that $( (k, v), \mu ) \to (k, v) \cdot \mu$ is an action of the groupoid $K \times E$.

Now suppose the action by partial isomorphism is faithful. To show $(K \times E^0, E)$ is a self-similar groupoid action we prove that (3.2) of Definition 3.3 holds. Suppose $(k, v) \in K \times E^0$ and $e \in d(k, v)E^1$. Then for $h := (k, v)|_e$ and $\mu \in s(e)E^*$ we have

$$(k, v) \cdot e\mu = \sigma_k^*(e\mu) \text{ by (A.6)}$$

$$= \sigma_k^*(e)\sigma_{\phi^*(k,e)}^*(\mu) \text{ by Proposition A.1(5)}$$

$$= ((k, v) \cdot e)((\phi^*(k, e), s(e)) \cdot \mu) \text{ by (A.6)}.$$
and partial isometries in the algebras. We claim that we can embed $O$ as desired.

**Remark A.3.** Suppose that $E$ is a directed graph and $G$ is a groupoid with unit space $E^0$ acting self-similarly on $T_E$. By Lemma 3.4(2), for $g \in G$ we have

$$s(g \cdot e) = g|_e \cdot s(e) \quad \text{for all } e \in d(g)E^1.$$  

Both Exel–Pardo [8] and Bédos–Kaliszewski–Quigg [2] consider self-similar automorphisms of $T_E$ built from graph automorphisms of $E$. Such automorphisms satisfy

$$s(g \cdot e) = g \cdot s(e) \quad \text{for all } e \in E^1.$$  

Combining the requirements (A.8) and (A.9) leads to the standing assumptions

$$g|_e \cdot s(e) = g \cdot s(e) \quad \text{for all } e \in E^1,$n

imposed in [2], and

$$g|_\mu \cdot v = g \cdot v \quad \text{for all } \mu \in E^* \text{ and } v \in E^1,$n

imposed in [8].

**Remark A.4.** There are self-similar groupoid actions $(G, E)$ which do not come from self-similar group actions as in [8] or [2]. To see this, we note that every every action arising via Proposition A.1 has the properties that

$$s(f_a(1)) = s(4) = v, \quad \text{but } f_a(s(1)) = f_a(v) = w.$n
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