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Abstract. In this paper, we consider a model of linear thermoelasticity for an elastic three-dimensional body with high thermal conductivity covered by a thin layer on one of its faces. We show that Ventcel’s boundary conditions may be obtained, as the thickness of the rigid body goes to zero.
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1. INTRODUCTION AND STATEMENT OF THE PROBLEM

It is well known that there are two main approaches for the study of problems involving thin layers. We can consider directly the thin layers problems and use adapted numerical methods (see, for example [2, 10, 15]), or we incorporate the thin layer effect through an approximate boundary condition in an approximate way, see for example [5, 8, 13] and the references therein. The second approach will be illustrated in this work by the study of a three-dimensional thermoelasticity coupled system for an elastic body covered on one of its faces by a thin layer or a thin shell of thickness $\varepsilon$.

More precisely, let us consider a three-dimensional elastic body with high thermal conductivity and occupying the set $\Omega^+ = [0, 1] \times [0, 1] \times [0, 1]$. The boundary of $\Omega^+$ is denoted by $\partial \Omega^+_+ = \Sigma \cup \Gamma^+$, where $\Sigma = [0, 1] \times [0, 1] \times \{0\}$. The body is clamped on the portion $\Gamma^+$ of its boundary and reinforced by a thin shell $\Omega^{\varepsilon}_- = [0, 1] \times [0, 1] \times [-\varepsilon, 0]$, with $\varepsilon > 0$ sufficiently small, on the other part $\Sigma$. The boundary of $\Omega^{\varepsilon}_-$ is denoted $\partial \Omega^{\varepsilon}_- = \Sigma \cup \Sigma \cup \Gamma^{\varepsilon}_-$, where $\Sigma^\varepsilon = [0, 1] \times [0, 1] \times \{-\varepsilon\}$ and the whole domain is $\Omega^\varepsilon = \Omega^+_+ \cup \Omega^{\varepsilon}_- \cup \Sigma$.

In what follows, the variables $u = (u_1, u_2, u_3)$ and $\theta$ represent respectively, a displacement vector field and the temperature. The functions $f = (f_1, f_2, f_3)$ and $g$ are the volume forces exerted on the body $\Omega^\varepsilon$. We also denote by $w', w''$ for the time
derivatives of a function \( w \). We then consider the following transmission system:

\[
\begin{align*}
\frac{d^2 u}{dx^2} - \frac{1}{p} \text{div}(p \nabla u) + \alpha \nabla \theta &= f \quad \text{in } \Omega^c \times (0,T) \\
\theta' - \frac{1}{p} \text{div}(p \nabla \theta) + \alpha \text{div}(u') &= g \quad \text{in } \Omega^c \times (0,T)
\end{align*}
\]  

(1.1)

with Dirichlet conditions on the portion of the boundary \( \Gamma_+ \cup \Gamma_-^c 

u = 0, \quad \theta = 0 \quad \text{on } (\Gamma_+ \cup \Gamma_-^c) \times (0,T). 

(1.2)

The boundary conditions on the face \( \Sigma^c \) are given by

\[
-p \partial_{\nu} u = 0, \quad -p \partial_{\nu} \theta + \alpha p \gamma_n(u') = 0 \quad \text{on } \Sigma^c \times (0,T)
\]  

(1.3)

where \( \partial_{\nu} \) (respectively, \( \gamma_n \)) stands for the normal derivative (respectively, normal trace) operator. Here, \( \alpha > 0 \) is a coupling parameter and \( p \) is a discontinuous function on \( \Sigma \), defined by

\[
p = \begin{cases} 
1 & \text{on } \Omega_+ \\
1/\epsilon & \text{on } \Omega_-^c.
\end{cases}
\]

We define also the transmission conditions through \( \Sigma \) by

\[
[u] = 0, \quad [\theta] = 0, \quad [-p \partial_{\nu} u] = 0, \quad [-p \partial_{\nu} \theta + \alpha p \gamma_n(u')] = 0 \quad \text{on } \Sigma \times (0,T)
\]  

(1.4)

where \( [.] \) denotes the skip function through the transmission surface \( \Sigma \). We associate with the system (1.1) the initial conditions

\[
u(0) = u^0, \quad u'(0) = u^1, \quad \theta(0) = \theta^0 \quad \text{in } \Omega^c
\]  

(1.5)

where \( u^0, u^1 \) and \( \theta^0 \) are respectively the initial states of the displacement vector, the movement speed and the function of heat dissipation.

Recently, numerical modeling of thermoelasticity problems in a three dimensional region have been studied in [27] and [28]. However, in our case and due to the small thickness of the layer, these numerical computations can become cumbersome, especially for three-dimensional problems. So, our aim is to derive and justify approximate boundary conditions which replace the effect of the thin layer at the junction interface.

The analysis of such kind of problems in the two-dimensional case can be found in [4,6,11,12,16,22–25]. Let us mention the works [1,3,7,14] in the three-dimensional case.

The paper is organized as follows. In Section 2, we show that Problem (1.1)–(1.5) admits a weak solution \( (u, \theta) \) in a sense that we will specify later on. In Section 3, we construct an approximate problem depending on the thickness \( \epsilon \) of the thin layer by scaling argument. In Section 4, we establish a priori estimates which allow us to extract a weakly convergent subsequence. Finally, in Section 5 we show that the weak limit of the obtained approximate problem is a solution to a problem with Ventcel’s boundary conditions.
2. Resolution of Problem (1.1)–(1.5)

In this section, we will show that under some assumptions, Problem (1.1)–(1.5) admits a solution in a weak sense that will be specified later on. So, we will need some Sobolev spaces, which we recall in the following definitions:

\[ W(\Omega^\varepsilon) = \{ v \in H^1(\Omega^\varepsilon) \mid v = 0 \text{ on } \Gamma_+ \cup \Gamma_-^\varepsilon \} \]

with

\[ H^1(\Omega^\varepsilon) = \{ v \in L^2(\Omega^\varepsilon) \mid \partial_\nu v \in L^2(\Omega^\varepsilon), \partial_z v \in L^2(\Omega^\varepsilon) \} \]

where

\[ L^2(\Omega^\varepsilon) = \{ v = (v_1,v_2,v_3)/v_i \in L^2(\Omega^\varepsilon) \mid i = 1,2,3 \} \]

and

\[ W(\Omega^\varepsilon) = \{ \phi \in H^1(\Omega^\varepsilon) \mid \phi = 0 \text{ on } \Gamma_+ \cup \Gamma_-^\varepsilon \} \]

with

\[ H^1(\Omega^\varepsilon) = \{ \phi \in L^2(\Omega^\varepsilon) \mid \phi' \in L^2(\Omega^\varepsilon) \} \].

**Lemma 1.** \( W'(\Omega^\varepsilon) \) and \( W(\Omega^\varepsilon) \) are Hilbert spaces.

**Proof.** \( \Gamma_+ \cup \Gamma_-^\varepsilon \) is a piece of the boundary \( \partial \Omega^\varepsilon \) of nonzero measure, the two spaces \( W'(\Omega^\varepsilon) \) and \( W(\Omega^\varepsilon) \) respectively with norms \( \| \nabla v \|_{L^2(\Omega^\varepsilon)} \) and \( \| \nabla \phi \|_{L^2(\Omega^\varepsilon)} \) are Hilbert spaces, see ([20], Chapter 1, paragraph 1.8). \( \square \)

2.1. Weak formulation

By a formal calculation and assuming that the Green formula

\[ \langle \text{div}(u),\phi \rangle_{\Omega^\varepsilon} = -\langle u,\nabla \phi \rangle_{\Omega^\varepsilon} + \langle \gamma_n(u),\gamma_0(\phi) \rangle_{\partial \Omega^\varepsilon} \]

holds, we obtain a weak formulation \((P^*)\) of the problem in the form

\[
\begin{align*}
\frac{d}{dt} \langle pu, v \rangle_{\Omega^\varepsilon} &+ \langle p\nabla u, \nabla v \rangle_{\Omega^\varepsilon} + \frac{d}{dt} \langle p\theta, \phi \rangle_{\Omega^\varepsilon} \\
+ \langle p\nabla \theta, \nabla \phi \rangle_{\Omega^\varepsilon} &+ \alpha \langle p\nabla \theta, v \rangle_{\Omega^\varepsilon} - \alpha \langle p\partial_z u, \nabla \phi \rangle_{\Omega^\varepsilon} = \langle pf, v \rangle_{\Omega^\varepsilon} + \langle pg, \phi \rangle_{\Omega^\varepsilon}
\end{align*}
\]

(2.1)

with

\[ \langle pu(0,\cdot), v \rangle_{\Omega^\varepsilon} = \langle pu^0, v \rangle_{\Omega^\varepsilon} \]

(2.2)

\[ \frac{d}{dt} \langle pu, v \rangle_{\Omega^\varepsilon}(0,\cdot) = \langle pu^1, v \rangle_{\Omega^\varepsilon} \]

(2.3)

\[ \langle p\theta, \phi \rangle_{\Omega^\varepsilon}(0,\cdot) = \langle p\theta^0, \phi \rangle_{\Omega^\varepsilon} \]

(2.4)

for all \((v, \phi) \in W'(\Omega^\varepsilon) \times W(\Omega^\varepsilon)\).
2.2. Existence and uniqueness of a weak solution

Proposition 1. Let us assume that $f \in L^2(0,T;L^2(\Omega^\varepsilon))$, $g \in L^2(0,T;L^2(\Omega^\varepsilon))$, $u^0 \in W(\Omega^\varepsilon)$, $u^1 \in L^2(\Omega^\varepsilon)$, $\theta^0 \in W(\Omega^\varepsilon)$, $u^0 \in W(\Omega^\varepsilon)$, then the weak problem (2.1)–(2.4) admits a unique solution $(u, \theta)$ satisfying

\[ u \in L^\infty(0,T;W(\Omega^\varepsilon)), \quad \partial_t u \in L^\infty(0,T;L^2(\Omega^\varepsilon)), \quad \theta \in L^\infty(0,T;L^2(\Omega^\varepsilon)) \cap L^2(0,T;W(\Omega^\varepsilon)). \]

Proof. We will demonstrate the above proposition in three steps. First, we establish a priori estimates which will allow us at a second time through the Faedo–Galerkin method to construct convergent sequences to a solution of our problem in the weak sense and finally we establish uniqueness.

**Step 1: A priori estimate**

Let us now consider the energy function, see the definition e.g. in [17, 19, 21] and references therein. Then, we denote by $E(t)$ the energy of the system for $t \neq 0$

\[ E(t) = \frac{1}{2} \left( \|\partial_t u\|_{\Omega^\varepsilon}^2 + \frac{1}{\varepsilon} \|\partial_t u\|_{\Omega^\varepsilon}^2 + \|\nabla u\|_{\Omega^\varepsilon}^2 + \frac{1}{\varepsilon} \|\nabla u\|_{\Omega^\varepsilon}^2 + \|\theta\|_{\Omega^\varepsilon}^2 + \frac{1}{\varepsilon} \|\theta\|_{\Omega^\varepsilon}^2 \right) \]

then we set

\[ E(0) = \frac{1}{2} \left( \|u^1\|_{\Omega^\varepsilon}^2 + \frac{1}{\varepsilon} \|u^1\|_{\Omega^\varepsilon}^2 + \|\nabla u^0\|_{\Omega^\varepsilon}^2 + \frac{1}{\varepsilon} \|\nabla u^0\|_{\Omega^\varepsilon}^2 + \|\theta^0\|_{\Omega^\varepsilon}^2 + \frac{1}{\varepsilon} \|\theta^0\|_{\Omega^\varepsilon}^2 \right). \]

It suffices then to take in the weak problem (2.1)–(2.4) $v = \partial_t u$ and $\varphi = \theta$ to obtain the so-called energy equality

\[ E(t) + \int_0^t \left( \|\nabla \theta\|_{\Omega^\varepsilon}^2 + \frac{1}{\varepsilon} \|\nabla \theta\|_{\Omega^\varepsilon}^2 \right) ds = E(0) + \int_0^t \left( \langle f, \partial_t u \rangle_{\Omega^\varepsilon} + \langle f, \partial_t u \rangle_{\Omega^\varepsilon} + \langle g, \theta \rangle_{\Omega^\varepsilon} + \langle g, \theta \rangle_{\Omega^\varepsilon} \right) ds. \]

In virtue of Cauchy–Schwarz inequality, we establish an estimate of the energy in function of the initial conditions and data of the problem

\[ E(t) \leq c \left( E(0) + \int_0^t \left( \|f\|_{\Omega^\varepsilon}^2 + \|g\|_{\Omega^\varepsilon}^2 \right) ds \right) \quad \forall t \in (0,T) \quad (2.5) \]

where $c$ is a positive constant. Therefore, thanks to the assumptions of the proposition, the energy of the system is bounded in time

\[ E(t) \leq c \quad \forall t \in (0,T) \quad (2.6) \]
where $c$ is another positive constant which depends only on the data. This also gives an \textit{a priori} estimate of $\theta$ in $L^2(0,T; W(\Omega^3))$. Indeed, we have

$$
\int_0^T \left( \|\nabla \theta\|_{\Omega^3}^2 + \frac{1}{\varepsilon} \|\nabla \theta\|_{\Omega^3}^2 \right) ds \leq c
$$

(2.7)

where $c$ is another positive constant which depends only on the data.

\textbf{Step 2:} Existence - Faedo–Galerkin method.

$W(\Omega^3)$ and $W'(\Omega^3)$ are separable Hilbert spaces. Let $(v_j)_j$ (respectively, $(\phi_j)_j$) a basis of $W(\Omega^3)$ (respectively, $W'(\Omega^3)$). We introduce then the approximate solution $(u_m(t), \theta_m(t))$ defined by

$$
u_m(t) = \sum_{j=1}^m h_{jm}(t)v_j \quad \text{and} \quad \theta_m(t) = \sum_{j=1}^m k_{jm}(t)\phi_j
$$

which has to satisfy the approximate problem

$$
dt \left( \langle p\partial_t u_m, v_j \rangle_{\Omega^3} + \langle p\nabla u_m, \nabla v_j \rangle_{\Omega^3} + \frac{d}{dt} \langle p\theta_m, \phi_j \rangle_{\Omega^3} + \langle p\nabla \theta_m, \nabla \phi_j \rangle_{\Omega^3} \right) + \alpha \langle p\nabla \theta_m, v_j \rangle_{\Omega} - \alpha \langle p\partial_t u_m, \nabla \phi_j \rangle_{\Omega^3} = \langle pf, v_j \rangle_{\Omega^3} + \langle pg, \phi_j \rangle_{\Omega^3}
$$

(2.8)

with

$$
\begin{aligned}
\left\{ u_m(0) = u_0^m = \sum_{j=1}^m h_{jm}(0)v_j, \quad \partial_t u_m(0) = u_1^m = \sum_{j=1}^m h_{jm}'(0)v_j, \\
\theta_m(0) = \theta_0^m = \sum_{j=1}^m k_{jm}(0)\phi_j 
\right.
\end{aligned}
$$

(2.9)

for all $j = 1, \ldots, m$. The coefficients $h_{jm}(0)$ and $k_{jm}(0)$ will be chosen such that

$$
u_0^m \rightarrow u^0 \text{ in } W(\Omega^3), \quad u_1^m \rightarrow u^1 \text{ in } L^2(\Omega^3) \quad \text{and} \quad \theta_0^m \rightarrow \theta^0 \text{ in } W'(\Omega^3).
$$

For each $j = 1, \ldots, m$, the system (2.8) is a system of ordinary differential equations with initial Cauchy conditions (2.9). So, the system (2.8)–(2.9) of the unknowns $h_{jm}(t)$ and $k_{jm}(t)$ has a unique solution, see for example [26]. Note that Estimates (2.6) and (2.7) remain valid for the approximate solutions, then

$$
\|\partial_t u_m\|_{\Omega^3}^2 + \frac{1}{\varepsilon} \|\partial_t u_m\|_{\Omega^3}^2 \leq c, \quad \|\nabla u_m\|_{\Omega^3}^2 + \frac{1}{\varepsilon} \|\nabla u_m\|_{\Omega^3}^2 \leq c
$$

and

$$
\|\theta_m\|_{\Omega^3}^2 + \frac{1}{\varepsilon} \|\theta_m\|_{\Omega^3}^2 \leq c, \quad \int_0^T \left( \|\nabla \theta_m\|_{\Omega^3}^2 + \frac{1}{\varepsilon} \|\nabla \theta_m\|_{\Omega^3}^2 \right) ds \leq c
$$

where $c$ denotes various constants independent of $m$. This means that

$(u_m, \theta_m)$ is bounded in $L^2(0, T; W(\Omega^3)) \times L^2(0, T; W'(\Omega^3))$.

So, we can extract a subsequence from $(u_m, \theta_m)$ (that we continue to denote $(u_m, \theta_m)$) such that

$$
u_m \rightarrow u \text{ weakly in } L^2(0, T; W(\Omega^3))
$$

(2.10)
and
\[ \theta_m \to \theta \text{ weakly in } L^2(0,T;W(\Omega^e)). \quad (2.11) \]

As inequality (2.5) is still valid for the new subsequence \( u_m \), then \( \partial_t u_m \) is bounded in \( L^2(0,T;L^2(\Omega^e)) \). So, it is possible to extract a subsequence denoted again \( u_m \) such that \( \partial_t u_m \) converges weakly to some \( \chi \) in \( L^2(0,T;L^2(\Omega^e)) \). We deduce that \( \chi = \partial_t u \) almost everywhere because the equality holds in the distributional sense. Then,
\[ \partial_t u_m \to \partial_t u \text{ weakly in } L^2(0,T;L^2(\Omega^e)). \quad (2.12) \]

It remains to show that \( (u,\theta) \) thus constructed is the unique solution of Problem (2.1)–(2.4). For this purpose, we multiply the equation (2.10) by a test function \( \psi \in D(0,T) \), the space of infinitely differentiable functions with compact support in \((0, T)\), and then we integrate with respect to the time variable and we obtain
\[
\int_0^T \frac{d}{dt} \left( \langle p\partial_t u_m, v_j \rangle_{\Omega^e} \right) \psi ds + \int_0^T \left( \langle p\nabla u_m, \nabla v_j \rangle_{\Omega^e} \right) \psi ds + \int_0^T \frac{d}{dt} \langle p\theta_m, \phi_j \rangle_{\Omega^e} \psi ds \\
+ \int_0^T \left( \langle p\nabla \theta_m, \nabla \phi_j \rangle_{\Omega^e} \right) \psi ds = \int_0^T \langle p\phi, v_j \rangle_{\Omega^e} \psi ds + \int_0^T \langle pg, \phi_j \rangle_{\Omega^e} \psi ds
\]
for all \( j = 1, \ldots, m \). Integrating by parts with respect to the time variable, we obtain
\[
\int_0^T \langle p u_m, v_j \rangle_{\Omega^e} \psi ds + \int_0^T \langle p\nabla u_m, \nabla v_j \rangle_{\Omega^e} \psi ds - \int_0^T \langle p\theta_m, \phi_j \rangle_{\Omega^e} \psi ds \\
+ \int_0^T \langle p\nabla \theta_m, \nabla \phi_j \rangle_{\Omega^e} \psi ds + \alpha \int_0^T \langle p\nabla \theta_m, v_j \rangle_{\Omega^e} \psi ds + \alpha \int_0^T \langle p\theta_m, \nabla \phi_j \rangle_{\Omega^e} \psi ds \\
= \int_0^T \langle pf, v_j \rangle_{\Omega^e} \psi ds + \int_0^T \langle pg, \phi_j \rangle_{\Omega^e} \psi ds
\]
for all \( j = 1, \ldots, m \). Summing over \( j \), and making the passage to the limit, the previous equality remains true for all \( v \in W(\Omega^e) \) and for all \( \phi \in W(\Omega^e) \). By density arguments, the previous equality remains true for all \( v \in L^2(0,T;W(\Omega^e)) \) and for all \( \phi \in L^2(0,T;W(\Omega^e)) \), see for example[18]. Passing to the limit and using (2.10), (2.11) and (2.12), \( (u,\theta) \) is a weak solution of the Problem (2.1)–(2.4).

**Step 3: Uniqueness**

For uniqueness, we set
\[ f = g = u^0 = u^1 = 0, \quad \text{and} \quad \theta^0 = 0 \]
in Problem (2.1)–(2.4). Thanks to inequality (2.5), we obtain
\[ E(t) = 0 \quad \forall t \in (0,T). \]
This implies that
\[ \theta = 0 \text{ on } \Omega_+ \quad \text{and} \quad \theta = 0 \text{ on } \Omega_-. \]
and in virtue of the transmission condition (1.4), it follows that
\[ \theta = 0 \text{ on } \Omega^\varepsilon. \]

Similarly, we can show that
\[ \nabla u = 0 \text{ on } \Omega_+ \quad \text{and} \quad \nabla u = 0 \text{ on } \Omega_\varepsilon^-. \]

As \( \|\nabla u\| \) is an equivalent norm to the norm of \( \mathcal{W}(\Omega^\varepsilon) \), it follows that
\[ u = 0 \text{ on } \Omega_+ \quad \text{and} \quad u = 0 \text{ on } \Omega_\varepsilon^-. \]

Finally, thanks to the transmission condition (1.4), we have
\[ u = 0 \text{ on } \Omega^\varepsilon. \]

\[ \square \]

3. Scaled problem

3.1. Scaling

In order to study the asymptotic behavior of the solution of Problem (2.1)–(2.4) as \( \varepsilon \to 0 \), and since \( \Omega^\varepsilon \) vary with \( \varepsilon \), we first transform the body \( \Omega^\varepsilon \) into a fixed body (independent of \( \varepsilon \)) by means of a change of scaling. Then, the displacement field \( u \) and the heat propagation \( \theta \) can be expressed in function of \( \varepsilon \). So, let us consider the following change of variable \( T_\varepsilon: \mathbb{R}^3 \to \mathbb{R}^3 \) defined by

\[ T_\varepsilon(x,y,z) = \begin{cases} (x,y,z) & \text{if } z \geq 0 \\ (x,y,\varepsilon z) & \text{if } z < 0 \end{cases} \quad (3.1) \]

which is a similarity operating on the \( z \) variable and it makes stiff (independent of \( \varepsilon \)) the open domain \( \Omega^\varepsilon \). We note then

\[ \begin{align*}
\Omega &= T_\varepsilon^{-1}(\Omega^\varepsilon) = [0.1]^2 \times [-1,1], \\
\Omega_+ &= T_\varepsilon^{-1}(\Omega_+), \\
\Omega_- &= T_\varepsilon^{-1}(\Omega_-^\varepsilon) = [0.1]^2 \times [-1,0], \\
\Sigma &= T_\varepsilon^{-1}(\Sigma), \\
\Sigma_- &= T_\varepsilon^{-1}(\Sigma_-^\varepsilon) = [0.1]^2 \times \{-1\}, \\
\Gamma_+ &= T_\varepsilon^{-1}(\Gamma_+), \\
\Gamma_- &= T_\varepsilon^{-1}(\Gamma_-^\varepsilon). 
\end{align*} \]

The transformation \( T_\varepsilon \) permits also to define the scaling of the state variables as follows: to the scalar function \( \varphi \), we associate the function

\[ \varphi^\varepsilon = \varphi \circ T_\varepsilon \quad (3.2) \]

and to the vector field \( v \), we associate the field

\[ v^\varepsilon = T_\varepsilon \circ v \circ T_\varepsilon. \quad (3.3) \]
This allows us to express the Sobolev spaces on the open set $\Omega$ by defining $W^\epsilon(\Omega)$ and $W^\epsilon(\Omega)$ as follows:

$$
W^\epsilon(\Omega) = \{ v_+^\epsilon \in H^1(\Omega_+) \mid [v] = 0 \text{ on } \Sigma \text{ and } v = 0 \text{ on } \Gamma_+ \cup \Gamma_- \} \\
W^\epsilon(\Omega) = \{ \phi \in H^1(\Omega) \mid [\phi] = 0 \text{ on } \Sigma \text{ and } \phi = 0 \text{ on } \Gamma_+ \cup \Gamma_- \}.
$$

We naturally endow $W^\epsilon(\Omega)$ and $W^\epsilon(\Omega)$ by the standard norms $\|\nabla v\|_{L^2(\Omega)}$ and $\|\nabla \phi\|_{L^2(\Omega)}$, respectively. It is obvious that $W^\epsilon(\Omega)$ and $W^\epsilon(\Omega)$ are Hilbert spaces for the simple reason that $v^\epsilon \in W^\epsilon(\Omega)$ is equivalent to $v \in W^\epsilon(\Omega)$ and $\phi^\epsilon \in W^\epsilon(\Omega)$ is equivalent to $\phi \in W(\Omega^\epsilon)$.

3.2. Weak formulation in the fixed open set $\Omega$

We will now set the variational problem (2.1)–(2.4) in the open set $\Omega$ and associate to the data $f$, $g$, $u^0$, $u^1$ and $\theta^0$ of Problem (2.1)–(2.4) new data defined on the set $\Omega$ and obtained by changing of variables and scale, which we denote $f^\epsilon$, $g^\epsilon$, $u^{0\epsilon}$, $u^{1\epsilon}$ and $\theta^{0\epsilon}$, respectively.

**Proposition 2.** Under the assumptions of Proposition 1, $(u^\epsilon, \theta^\epsilon)$ satisfies

$$
\text{and } \theta^\epsilon \in L^\infty(0,T;L^2(\Omega)) \cap L^2(0,T;W(\Omega))
$$

and it is the unique solution of Problem (P$^\epsilon$) below

$$
\frac{d}{dt} \left( \langle \partial_t u^\epsilon, v^\epsilon \rangle_+ + \langle \partial_t u^\epsilon, v^\epsilon \rangle_- + \langle \partial_t u^\epsilon, v^\epsilon \rangle_- + \frac{1}{\epsilon^2} \langle \partial_t u^\epsilon, v^\epsilon \rangle_- \right) \\
+ \langle \nabla u^\epsilon, \nabla v^\epsilon \rangle_+ + \langle \partial_t u^\epsilon, \partial_t v^\epsilon \rangle_+ + \langle \partial_t u^\epsilon, \partial_t v^\epsilon \rangle_- + \frac{1}{\epsilon^2} \langle \partial_t u^\epsilon, \partial_t v^\epsilon \rangle_- \\
+ \langle \partial_t u^\epsilon, \partial_t v^\epsilon \rangle_+ + \langle \partial_t u^\epsilon, \partial_t v^\epsilon \rangle_- + \frac{1}{\epsilon^2} \langle \partial_t u^\epsilon, \partial_t v^\epsilon \rangle_- \\
+ \frac{1}{\epsilon^2} \langle \partial_t u^\epsilon, \partial_t v^\epsilon \rangle_- + \frac{1}{\epsilon^2} \langle \partial_t u^\epsilon, \partial_t v^\epsilon \rangle_- + \frac{d}{dt} \left( \langle \theta^\epsilon, \theta^\epsilon \rangle_+ + \langle \theta^\epsilon, \theta^\epsilon \rangle_- \right) \\
+ \alpha \langle \nabla \theta^\epsilon, \nabla v^\epsilon \rangle_+ + \alpha \langle \partial_t \theta^\epsilon, \partial_t v^\epsilon \rangle_+ + \alpha \langle \partial_t \theta^\epsilon, \partial_t v^\epsilon \rangle_- + \frac{1}{\epsilon^2} \alpha \langle \partial_t \theta^\epsilon, \partial_t v^\epsilon \rangle_- \\
- \alpha \langle \partial_t u^\epsilon, \nabla \phi^\epsilon \rangle_+ - \alpha \langle \partial_t u^\epsilon, \partial_t \phi^\epsilon \rangle_- - \alpha \langle \partial_t u^\epsilon, \partial_t \phi^\epsilon \rangle_- - \frac{1}{\epsilon^2} \alpha \langle \partial_t u^\epsilon, \partial_t \phi^\epsilon \rangle_- \\
= \langle f^\epsilon, v^\epsilon \rangle_+ + \langle f^\epsilon, v^\epsilon \rangle_- + \langle f^\epsilon, v^\epsilon \rangle_- + \frac{1}{\epsilon^2} \langle f^\epsilon, v^\epsilon \rangle_- + \langle g^\epsilon, \theta^\epsilon \rangle_+ + \langle g^\epsilon, \theta^\epsilon \rangle_-.
$$
with initial conditions

\[
\langle u^e(0), v^e \rangle_+ + \langle u^e_1(0), v^e_1 \rangle_+ + \langle u^e_2(0), v^e_2 \rangle_+ + \frac{1}{\varepsilon^2} \langle u^e_3(0), v^e_3 \rangle_-
\]

\[
= \langle u^{e0}, v^e \rangle_+ + \langle u^{e0}_1, v^e_1 \rangle_+ + \langle u^{e0}_2, v^e_2 \rangle_+ + \frac{1}{\varepsilon^2} \langle u^{e0}_3, v^e_3 \rangle_-
\]

\[
\langle \partial_t u^e(0), v^e \rangle_+ + \langle \partial_t u^e_1(0), v^e_1 \rangle_+ + \langle \partial_t u^e_2(0), v^e_2 \rangle_+ + \frac{1}{\varepsilon^2} \langle \partial_t u^e_3(0), v^e_3 \rangle_-
\]

\[
= \langle u^{e1}, v^e \rangle_+ + \langle u^{e1}_1, v^e_1 \rangle_+ + \langle u^{e1}_2, v^e_2 \rangle_+ + \frac{1}{\varepsilon^2} \langle u^{e1}_3, v^e_3 \rangle_-
\]

\[
\langle \theta^e(0), \phi^e \rangle_+ + \langle \theta^e(0), \phi^e \rangle_- = \langle \theta^{e0}, \phi^e \rangle_+ + \langle \theta^{e0}, \phi^e \rangle_-
\]

for all \((v^e, \phi^e) \in \mathcal{W}^e(\Omega) \times W^e(\Omega), \) where \(\langle \cdot, \cdot \rangle_{\pm} \) denotes \(\langle \cdot, \cdot \rangle_{\Omega_{\pm}}\).

**Proof.** This is a direct consequence of Proposition 1 by changing variable and scale. \(\square\)

### 4. A priori estimates and their consequences

**Proposition 3.** Under the following assumptions:

(i) \(E^e(0)\) is bounded independently of \(\varepsilon,\)

(ii) \(f^e_+\) and \(g^e_+\) are bounded independently of \(\varepsilon\) in \(L^2(\Omega_+)\) and \(L^2(\Omega_+)\), respectively,

(iii) \(f^e_-, f^e_2, \frac{1}{\varepsilon^2} f^e_3\) and \(g^e_-\) are bounded independently of \(\varepsilon\) in \(L^2(\Omega_-),\)

we have the following a priori estimates:

\[
\| \partial_t u^e \|_+^2 \leq c, \quad \| \partial_t u^e_1 \|_+^2 \leq c, \quad \| \partial_t u^e_2 \|_+^2 \leq c, \quad \| \partial_t u^e_3 \|_+^2 \leq c, \quad \frac{1}{\varepsilon^2} \| \partial_t u^e_3 \|_+^2 \leq c, \quad \text{(4.1)}
\]

\[
\| \nabla u^e \|_+^2 \leq c, \quad \| \partial_t u^e_1 \|_+^2 \leq c, \quad \| \partial_t u^e_2 \|_+^2 \leq c, \quad \frac{1}{\varepsilon^2} \| \partial_t u^e_3 \|_+^2 \leq c, \quad \text{(4.2)}
\]

\[
\| \partial_x u^e_2 \|_+^2 \leq c, \quad \| \partial_x u^e_3 \|_+^2 \leq c, \quad \frac{1}{\varepsilon^2} \| \partial_x u^e_3 \|_+^2 \leq c, \quad \text{(4.3)}
\]

\[
\frac{1}{\varepsilon^2} \| \partial_t u^e_3 \|_-^2 \leq c, \quad \frac{1}{\varepsilon^2} \| \partial_t u^e_2 \|_-^2 \leq c, \quad \frac{1}{\varepsilon^2} \| \partial_t u^e_1 \|_-^2 \leq c, \quad \frac{1}{\varepsilon^2} \| \partial_x u^e_3 \|_-^2 \leq c,
\]

\[
\| \theta^e \|_+^2 \leq c, \quad \| \theta^e \|_-^2 \leq c
\]

\[
\int_0^T \| \nabla \theta^e \|_+^2 \, ds \leq c, \quad \int_0^T \| \partial_t \theta^e \|_-^2 \, ds \leq c,
\]

\[
\int_0^T \| \partial_x \theta^e \|_-^2 \, ds \leq c, \quad \int_0^T \frac{1}{\varepsilon^2} \| \partial_x \theta^e \|_-^2 \, ds \leq c
\]

where \(c\) denotes various constants independent of \(\varepsilon.\)
We define the following Hilbert spaces:

\[ H^1(\Omega) = \{ v \in H^1(\Omega) \mid v = 0 \text{ on } \Gamma \}, \quad v_1 \in H^1_0(\Sigma), \quad v_2 \in H^1_0(\Sigma) \text{ and } v_3 = 0 \text{ on } \Sigma \}

\[ H^1(\Omega_+) = \{ v \in L^2(\Omega) \mid v|_\Sigma \in L^2(\Sigma) \} \]

\[ V(\Omega_+) = \{ \phi \in H^1(\Omega_+) \mid \phi = 0 \text{ on } \Gamma \}, \quad \phi|_\Sigma \in H^1_0(\Sigma) \}

\[ H^1(\Omega_+) = \{ \phi \in L^2(\Omega) \mid \phi|_\Sigma \in L^2(\Sigma) \} . \]

We will need the following lemma, see [9].

**Lemma 2.** Let \( I \) be a bounded interval of \( \mathbb{R} \), \( p \in [1, +\infty] \) and \( u \in W^{1,p}(I) \). Then, there exists \( \tilde{u} \in C^0(I) \) such that

\[ u = \tilde{u}|_I \quad \text{and} \quad \tilde{u}(b) - \tilde{u}(a) = \int_a^b u'(t) dt \]

for all \( a, b \in I \).

**Proposition 4.** If \( (u, \theta) \) is the weak limit of \( (u^\varepsilon, \theta^\varepsilon) \), then

(i) \( u_+ \in L^\infty(0, T; V(\Omega_+)) \), \( \partial_t u_+ \in L^\infty(0, T; H^1(\Omega_+)) \) and

\[
\begin{align*}
\{ u_1 &= u_{1+} |_{\Sigma} \quad \text{on } \Omega_-; \\
u_2 &= u_{2+} |_{\Sigma} \quad \text{on } \Omega_-; \\
u_3 &= 0 \quad \text{on } \Omega_-.
\end{align*}
\]

(ii) \( \theta_+ \in L^\infty(0, T; H^1(\Omega_+)) \cap L^2(0, T; V(\Omega_+)) \) and \( \theta_- = \theta_{+} |_{\Sigma} \text{ on } \Omega_- \).

**Proof.**

(i) Thanks to (4.1), (4.2) and (4.3), we deduce by passing to the limit that \( u_{1-} \) and \( u_{2-} \) depend only of \( x \) and \( y \) on \( \Omega_- \) and \( u_{3-} \) is independent of \( x \), \( y \) and \( z \) on \( \Omega_- \).
Since \( u(\cdot, z) \in W^{1,2}([-1,0]) \) and thanks to Lemma 2, there exists a continuous extension \( \tilde{u} \) of \( u \) to \([-1,0]\). In addition,

\[
\forall Z \in [-1,0]: \quad \tilde{u}(\cdot,0) - \tilde{u}(\cdot,Z) = \int_0^Z \partial_z u(\cdot,t) dt.
\]

As \( \int_0^Z \partial_z u(\cdot,t) dt \) vanishes, it follows that

\[
\tilde{u}(\cdot,Z) = \tilde{u}(\cdot,0)
\]

which means that \( \tilde{u} \) on \([-1,0]\) is determined by its value \( \tilde{u}(\cdot,0) \) and then \( u \) is also determined by its value at the boundary.

(ii) Similarly, we also establish the results on \( \theta^+ \) and \( \theta^- \).

\[
\square
\]

5. PASSENGE TO THE LIMIT

In this section we will show that the asymptotic action (when \( \varepsilon \to 0 \)) of the thin shell \( \Omega^\varepsilon \) on the solid \( \Omega^+ \) is modelled by evolutionary boundary conditions on the face \( \Sigma \) of the boundary of \( \Omega^+ \). These boundary conditions are of Ventcel type.

5.1. Weak formulation of the Ventcel’s problem

Under some conditions, the solution \((u^\varepsilon, \theta^\varepsilon)\) of the problem \((P^\varepsilon)\) converges in the weak sense to a limit \((u, \theta)\) itself solution of a limit problem \((P)\).

**Proposition 5.** Suppose that

(i) \( (f_1, f_2, f_3)_{-1} \) \( (\cdot, z)dz \), \( f_{-1}^0f_2(\cdot,\cdot)dz \) converges weakly to \( (f_+^*, f^*, g^*) \) in \( L^2(0,T; L^2(\Omega^+)) \times L^2(\Sigma) \times L^2(\Sigma) \),

(ii) \( (u^0, u^1, u^2)_{-1} \) \( \Sigma \), \( f_{-1}^0u_2(\cdot,\cdot)dz \) converges weakly to \( (u_+^1, u_1^0, u_2^0) \) in \( H^1(\Omega^+) \times H^1(\Sigma) \times H^1(\Sigma) \),

(iii) \( (u^0, u^1, u^2)_{-1} \) \( \Sigma \), \( f_{-1}^0u_2(\cdot,\cdot)dz \) converges weakly to \( (u_+^1, u_1^0, u_2^0) \) in \( L^2(\Sigma) \times L^2(\Sigma) \times L^2(\Sigma) \),

(iv) \( (g^0, g^1)_{-1} \) \( \Sigma \), \( g(\cdot,\cdot)dz \) converges weakly to \( (g_+, g) \) in \( L^2(0,T; L^2(\Omega^+)) \times L^2(\Sigma) \),

(v) \( (\theta^0, \theta^1)_{-1} \) \( \Sigma \), \( \theta(\cdot,\cdot)dz \) converges weakly to \( (\theta_+, \theta) \) in \( L^2(\Omega^+) \times L^2(\Sigma) \),

then,

(a) \( (u^0, u^1, u^2)_{-1} \) \( \Sigma \), \( f_{-1}^0u_2(\cdot,\cdot)dz \) converges weakly-* to \( (u_+, u_1, u_2) \) in \( L^\infty(0,T; H^1(\Omega^+)) \times H^1(\Sigma) \times H^1(\Sigma) \),

(b) \( (\partial_t u^0, \partial_t u^1, \partial_t u^2)_{-1} \) \( \Sigma \), \( f_{-1}^0\partial_t u_2(\cdot,\cdot)dz \) converges weakly-* to \( (\partial_t u_+, \partial_t u_1, \partial_t u_2) \) in \( L^2(0,T; L^2(\Omega^+)) \times L^2(\Sigma) \times L^2(\Sigma) \),

(c) \( (\theta^0, \theta^1)_{-1} \) \( \Sigma \), \( \theta(\cdot,\cdot)dz \) converges weakly-* to \( (\theta_+, \theta) \) in \( L^\infty(0,T; H^1(\Omega^+)) \times H^1(\Sigma) \).
In addition, \((u, \theta)\) is a weak solution of the following problem \((P)\): to find

\[
u \in L^\infty(0,T; \mathcal{V}'(\Omega_+)) : \partial_t \nu \in L^\infty(0,T; \mathcal{H}^1(\Omega_+)),
\]

and \(\theta \in L^\infty(0,T; L^2(\Omega_+)) \cap L^2(0,T; \mathcal{V}(\Omega_+))\)

such that

\[
\frac{d}{dt} \left( \langle \partial_t \nu, v \rangle_+ + \langle \partial_t u_1, v_1 \rangle_+ + \langle \partial_t u_2, v_2 \rangle_+ - \langle \nu, \nabla \nu \rangle_+ + \langle \partial_t u_1, \partial_t \nu \rangle_+ \right)
\]

\[
+ \langle \partial_t u_1, \partial_t v_1 \rangle_+ + \langle \partial_t u_2, \partial_t v_2 \rangle_+ + \langle \partial_t u_2, \partial_t v_2 \rangle_+ + \frac{d}{dt} \left( \langle \theta, \varphi \rangle_+ + \langle \theta, \varphi \rangle_+ \right)
\]

\[
+ \langle \nabla \theta, \nabla \varphi \rangle_+ + \langle \partial_t \theta, \partial_t \varphi \rangle_+ + \langle \partial_t \theta, \partial_t \varphi \rangle_+ + \alpha \langle \nabla \theta, \nu \rangle_+ + \alpha \langle \partial_t \theta, \nu_1 \rangle_+ + \alpha \langle \partial_t \theta, \nu_2 \rangle_+ - \alpha \langle \partial_t u_1, \partial_t \theta \rangle_+ - \alpha \langle \partial_t u_2, \partial_t \theta \rangle
\]

\[
= \langle f, v \rangle_+ + \langle f_1, v_1 \rangle_+ + \langle f_2, v_2 \rangle_+ + \langle g, \varphi \rangle_+ + \langle g, \varphi \rangle_+
\]

with

\[
\langle u(0), v \rangle_+ + \langle u_1(0), v_1 \rangle_+ + \langle u_2(0), v_2 \rangle_+ = \langle u^0, v \rangle_+ + \langle u_1^0, v_1 \rangle_+ + \langle u_2^0, v_2 \rangle_+
\]

\[
\langle \partial_t u(0), v \rangle_+ + \langle \partial_t u_1(0), v_1 \rangle_+ + \langle \partial_t u_2(0), v_2 \rangle_+ = \langle u_1^0, v_1 \rangle_+ + \langle u_2^0, v_2 \rangle_+
\]

\[
\langle \theta(0), \varphi \rangle_+ + \langle \theta(0), \varphi \rangle_+ = \langle \theta^0, \varphi \rangle_+ + \langle \theta^0, \varphi \rangle_+
\]

for all \((v, \varphi) \in \mathcal{V}'(\Omega) \times \mathcal{V}(\Omega)\).

Proof. It suffices to note that the weak formulation is as follows:

\[
\frac{d}{dt} \left( \langle \partial_t u^e, r^\varepsilon \rangle_+ + \langle \partial_t u_2^e, \nu_1^\varepsilon \rangle_+ + \langle \partial_t u_2^e, \nu_2^\varepsilon \rangle_+ - \frac{1}{\varepsilon^2} \langle \partial_t u_2^e, \nu_2^\varepsilon \rangle_+ \right)
\]

\[
+ \langle \nabla u^e, \nabla \nu^\varepsilon \rangle_+ + \langle \partial_t u_1^e, \partial_t \nu_1^\varepsilon \rangle_+ + \langle \partial_t u_1^e, \partial_t \nu_2^\varepsilon \rangle_+ + \langle \partial_t u_2^e, \partial_t \nu_2^\varepsilon \rangle_+ - \frac{1}{\varepsilon^2} \langle \partial_t u_1^e, \partial_t \nu_2^\varepsilon \rangle_+
\]

\[
+ \langle \partial_t u_2^e, \partial_t \nu_1^\varepsilon \rangle_+ + \langle \partial_t u_2^e, \partial_t \nu_2^\varepsilon \rangle_+ - \frac{1}{\varepsilon^2} \langle \partial_t u_1^e, \partial_t \nu_2^\varepsilon \rangle_+ - \frac{1}{\varepsilon^2} \langle \partial_t u_2^e, \partial_t \nu_2^\varepsilon \rangle_+
\]

\[
+ \frac{1}{\varepsilon^2} \langle \partial_t u_2^e, \partial_t \nu_1^\varepsilon \rangle_+ + \frac{1}{\varepsilon^4} \langle \partial_t u_2^e, \partial_t \nu_2^\varepsilon \rangle_+ + \frac{d}{dt} \left( \langle \theta^e, \varphi^e \rangle_+ + \langle \theta^e, \varphi^e \rangle_+ \right)
\]

\[
+ \langle \nabla \theta^e, \nabla \varphi^e \rangle_+ + \langle \partial_t \theta^e, \partial_t \varphi^e \rangle_+ + \langle \partial_t \theta^e, \partial_t \varphi^e \rangle_+ + \frac{1}{\varepsilon^2} \langle \partial_t \theta^e, \partial_t \nu^\varepsilon \rangle_+
\]

\[
+ \alpha \langle \nabla \theta^e, \nu^\varepsilon \rangle_+ + \alpha \langle \partial_t \theta^e, \nu_1^\varepsilon \rangle_+ + \alpha \langle \partial_t \theta^e, \nu_2^\varepsilon \rangle_+ - \frac{1}{\varepsilon^2} \alpha \langle \partial_t u_1^e, \partial_t \theta^e \rangle_+ - \alpha \langle \partial_t u_2^e, \partial_t \theta^e \rangle_+ - \frac{1}{\varepsilon^2} \alpha \langle \partial_t u_2^e, \partial_t \theta^e \rangle_+
\]

\[
= \langle f^e, v \rangle_+ + \langle f_1^e, v_1 \rangle_+ + \langle f_2^e, v_2 \rangle_+ + \frac{1}{\varepsilon^2} \langle f_2^e, v_2 \rangle_+ + \langle g^e, \varphi \rangle_+ + \langle g^e, \varphi \rangle_+.
\]
As we have (see, [9])

\[
\int \int \int_{\Omega^-} \ldots dxdydz = \int_{-1}^{0} \left( \int \int_{\Sigma} \ldots dxdy \right) dz = \int \int \left( \int_{-1}^{0} \ldots dxdy \right) dz,
\]

then the weak formulation becomes:

\[
\frac{d}{dt} \left( \langle \partial_t u^e, v^e \rangle \right) + \int_{-1}^{0} \left( \int \int_{\Sigma} \partial_t u^e v^e_{1-} dxdy \right) dz + \int_{-1}^{0} \left( \int \int_{\Sigma} \partial_t u^e v^e_{2-} dxdy \right) dz
\]

\[
+ \frac{1}{\varepsilon^2} \int_{-1}^{0} \left( \int \int_{\Sigma} \partial_t u^e v^e_{3-} dxdy \right) dz + \langle \nabla u^e, \nabla v^e \rangle + \int_{-1}^{0} \left( \int \int_{\Sigma} \partial_t u^e \partial_x v^e dxdy \right) dz
\]

\[
+ \int_{-1}^{0} \left( \int \int_{\Sigma} \partial_t u^e \partial_y v^e dxdy \right) dz + \int_{-1}^{0} \left( \int \int_{\Sigma} \partial_t u^e \partial_z v^e dxdy \right) dz
\]

\[
+ \frac{1}{\varepsilon^2} \int_{-1}^{0} \left( \int \int_{\Sigma} \partial_t u^e \partial_x v^e dxdy \right) dz + \frac{1}{\varepsilon^2} \int_{-1}^{0} \left( \int \int_{\Sigma} \partial_t u^e \partial_y v^e dxdy \right) dz
\]

\[
+ \frac{1}{\varepsilon^2} \int_{-1}^{0} \left( \int \int_{\Sigma} \partial_t u^e \partial_z v^e dxdy \right) dz + \frac{1}{\varepsilon^2} \int_{-1}^{0} \left( \int \int_{\Sigma} \partial_t u^e \partial_x v^e dxdy \right) dz
\]

\[
+ \frac{d}{dt} \left( \langle \partial_t \theta^\varepsilon, \varphi^\varepsilon \rangle + \int_{-1}^{0} \left( \int \int_{\Sigma} \theta^\varepsilon \varphi^\varepsilon dxdy \right) dz \right) + \langle \nabla \theta^\varepsilon, \nabla \varphi^\varepsilon \rangle
\]

\[
+ \int_{-1}^{0} \left( \int \int_{\Sigma} \partial_\theta \theta^\varepsilon \partial_x \varphi^\varepsilon dxdy \right) dz + \int_{-1}^{0} \left( \int \int_{\Sigma} \partial_\theta \theta^\varepsilon \partial_y \varphi^\varepsilon dxdy \right) dz
\]

\[
+ \frac{1}{\varepsilon^2} \int_{-1}^{0} \left( \int \int_{\Sigma} \partial_\theta \theta^\varepsilon \partial_z \varphi^\varepsilon dxdy \right) dz + \alpha \langle \nabla \theta^\varepsilon, v^\varepsilon \rangle + \alpha \int_{-1}^{0} \left( \int \int_{\Sigma} \partial_x \theta^\varepsilon v^\varepsilon dxdy \right) dz
\]

\[
+ \alpha \int_{-1}^{0} \left( \int \int_{\Sigma} \partial_y \theta^\varepsilon v^\varepsilon dxdy \right) dz + \alpha \int_{-1}^{0} \left( \int \int_{\Sigma} \partial_z \theta^\varepsilon v^\varepsilon dxdy \right) dz - \alpha \langle \partial_t u^e, \nabla \varphi^\varepsilon \rangle
\]
Then, we obtain
\[ v \]
We take then
\[ \varepsilon \]
\[ -\alpha \int_{-1}^{0} \left( \iint_{\Sigma} \partial_{1} u_{1}^{\varepsilon} \partial_{3} \phi^{\varepsilon} dxdy \right) dz - \alpha \int_{-1}^{0} \left( \iint_{\Sigma} \partial_{1} u_{2}^{\varepsilon} \partial_{3} \phi^{\varepsilon} dxdy \right) dz \]
\[ - \frac{\alpha}{\varepsilon^{2}} \int_{-1}^{0} \left( \iint_{\Sigma} \partial_{2} u_{2}^{\varepsilon} \partial_{3} \phi^{\varepsilon} dxdy \right) dz \]
\[ = \langle f^{\varepsilon}, v^{\varepsilon} \rangle_{+} + \int_{-1}^{0} \left( \iint_{\Sigma} f_{1}^{\varepsilon} v_{1}^{\varepsilon} dxdy \right) dz + \int_{-1}^{0} \left( \iint_{\Sigma} f_{2}^{\varepsilon} v_{2}^{\varepsilon} dxdy \right) dz \]
\[ + \frac{1}{\varepsilon^{2}} \int_{-1}^{0} \left( \iint_{\Sigma} f_{3}^{\varepsilon} v_{3}^{\varepsilon} dxdy \right) dz + \langle g^{\varepsilon}, \phi^{\varepsilon} \rangle_{+} + \int_{-1}^{0} \left( \iint_{\Sigma} g^{\varepsilon} \phi^{\varepsilon} dxdy \right) dz. \]

We take then \( v^{\varepsilon} \) and \( \phi^{\varepsilon} \) such that

\[ v_{+}^{\varepsilon} \in V'(\Omega_{+}) = \{ v \in H^{1}(\Omega_{+}) \mid v = 0 \text{ on } \Gamma_{+}, v_{1} \in H_{0}^{1}(\Sigma), v_{2} \in H_{0}^{1}(\Sigma), v_{3} = 0 \text{ on } \Sigma \} \]

\( v_{-}^{\varepsilon} \) as follows:

\[ \begin{aligned}
    v_{1-}^{\varepsilon} &= v_{1+} \bigm| _{\Sigma} \text{ on } \Omega_{-}; \\
    v_{2-}^{\varepsilon} &= v_{2+} \bigm| _{\Sigma} \text{ on } \Omega_{-}; \\
    v_{3-}^{\varepsilon} &= 0 \text{ on } \Omega_{-};
\end{aligned} \]

\[ \phi_{-}^{\varepsilon} \in V(\Omega_{+}) = \{ \phi \in H^{1}(\Omega_{+}) \mid \phi = 0 \text{ on } \Gamma_{+}, \phi \bigm| _{\Sigma} \in H_{0}^{1}(\Sigma) \} \]

and

\[ \phi_{-}^{\varepsilon} = \phi_{+}^{\varepsilon} \bigm| _{\Sigma} \text{ on } \Omega_{-}. \]

Then, we obtain

\[ \frac{d}{dt} \left( \langle \partial_{1} u^{\varepsilon}, v_{+}^{\varepsilon} \rangle_{+} + \int_{\Sigma} \left( \int_{-1}^{0} \partial_{1} u_{1}^{\varepsilon} dz \right) v_{1-}^{\varepsilon} dxdy + \int_{\Sigma} \left( \int_{-1}^{0} \partial_{1} u_{2}^{\varepsilon} dz \right) v_{2-}^{\varepsilon} dxdy \right) \]
\[ + \langle \nabla u^{\varepsilon}, \nabla v_{+}^{\varepsilon} \rangle_{+} + \int_{\Sigma} \left( \int_{-1}^{0} \partial_{1} u_{1}^{\varepsilon} dz \right) \partial_{1} v_{1}^{\varepsilon} dxdy + \int_{\Sigma} \left( \int_{-1}^{0} \partial_{1} u_{1}^{\varepsilon} dz \right) \partial_{3} v_{1}^{\varepsilon} dxdy \]
\[ + \int_{\Sigma} \left( \int_{-1}^{0} \partial_{1} u_{2}^{\varepsilon} dz \right) \partial_{1} v_{2}^{\varepsilon} dx + \int_{\Sigma} \left( \int_{-1}^{0} \partial_{1} u_{2}^{\varepsilon} dz \right) \partial_{3} v_{2}^{\varepsilon} dxdy \]
\[ + \int_{\Sigma} \left( \int_{-1}^{0} \partial_{1} u_{3}^{\varepsilon} dz \right) \partial_{3} v_{3}^{\varepsilon} dxdy + \int_{\Sigma} \left( \int_{-1}^{0} \partial_{1} u_{3}^{\varepsilon} dz \right) \partial_{3} v_{3}^{\varepsilon} dxdy \]
\[ + \int_{\Sigma} \left( \int_{-1}^{0} \partial_{1} u_{3}^{\varepsilon} dz \right) \partial_{3} v_{3}^{\varepsilon} dxdy + \frac{d}{dt} \left( \langle \Theta^{\varepsilon}, \phi^{\varepsilon} \rangle_{+} + \int_{\Sigma} \left( \int_{-1}^{0} \Theta^{\varepsilon} dz \right) \phi^{\varepsilon} dxdy \right) \]
and we deduce the result by passing to the limit.

5.2. Strong formulation of the Ventcel’s problem

Under the conditions of Proposition 5 and by using an integration by parts on the boundary, the obtained weak problem can be expressed as follows:

\[ \begin{align*}
\begin{cases}
\begin{align*}
\varepsilon u''_1 - \Delta u_1 + \alpha \nabla \theta_1 &= f_1 & \text{on } \Omega_+ \times (0, T); \\
\varepsilon \theta''_1 - \Delta \theta_1 + \alpha \div (u'_1) &= g_1 & \text{on } \Omega_+ \times (0, T);
\end{align*}
\end{cases}
\end{align*}\]

with Dirichlet conditions on the fixed portion of the boundary \( \Gamma_+ \)

\( u_+ = 0, \ \theta_+ = 0 \) on \( \Gamma_+ \times (0, T) \),

Ventcel type conditions on the side of junction \( \Sigma \)

\[ \begin{align*}
\begin{cases}
\begin{align*}
\varepsilon u''_2 - \partial_x^2 u_1 - \partial_y^2 u_1 - \partial_z u_2 + \alpha \partial_x \theta &= f_1 & \text{on } \Sigma \times (0, T); \\
\varepsilon u''_2 - \partial_x^2 u_2 - \partial_y^2 u_2 - \partial_z u_2 + \alpha \partial_y \theta &= f_2 & \text{on } \Sigma \times (0, T); \\
u_3 &= 0 & \text{on } \Sigma \times (0, T); \\
\theta' - \partial_x^2 \theta - \partial_y^2 \theta - \partial_z \theta_+ + \alpha \partial_x u'_1 + \alpha \partial_y u'_2 &= g & \text{on } \Sigma \times (0, T);
\end{align*}
\end{cases}
\end{align*}\]

and Cauchy initial conditions

\( u_+(0) = u'_1, \ \ u'_+(0) = u'_1, \ \ \theta_+(0) = \theta'_1 \) on \( \Omega_+ \)

and

\( u_1(0) = u_1^0, \ \ u_2(0) = u_2^0, \ \ u'_1(0) = u'_1, \ \ u'_2(0) = u'_2, \ \ \theta(0) = \theta_1 \) on \( \Sigma \).
CONCLUSION

The model thus constructed has, on the face covered with a thin shell, boundary conditions involving tangential and time derivatives of the same order as that of the interior differential operator. These conditions are called of Ventcel type.

This work allows also to have a reference in three-dimensional case for approximate boundary conditions as effect of a thin layer.
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