Segmentation and classification using image processing and supervising learning framework for mitosis detection in breast cancer mammographic images
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Abstract. Detection of the area withholding the mitotic cell growth is a vital marker in breast cancer detection. This paper aims to fabricate an automatic Computer-Aided Detection (CAD) [2] model that helps to locate the region of mitotic cell growth and signify the type of breast cancer found: benign or malignant. Contrary to the legacy literature [1], which uses partially supervised learning models applied to histopathology images, we devise a model which involves a fully supervised convolution model applied to mammographic images. The model trained with image datasets: benign and malignant breast cancer images. This model exploits the MIAS database and datasets collected privately from hospitals, consisting of mammographic images available as samples for breast cancer detection. Applying image segmentation techniques to the datasets, we highlight the region of interest, and thereby using classification methodologies, we separate the results as benign or malignant. The developed model equips us to yield results with an accuracy of 97.96% on the dataset.
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1. Introduction
Breast Cancer among the Indian woman population accounts for up to 14%. For every four minutes, one woman is being diagnosed with Breast Cancer. In the urban cities, 25-30% of women have succumbed to this. The survivorship for Breast Cancer patients is low due to their lack of mindfulness and hence late detection. In recent years, Clinical Breast Examination (CBE), also known as Mammogram, is interpolated in the overall women's master health check-up to increase awareness about the significance
of breast cancer detection during the earlier stages. Women have to take their tests annually or as advised by the doctor. Mammography consists of two types: Screening and Diagnostic. Screening mammography is to be performed annually or once in two years for asymptomatic patients. This mammographic methodology is for women with no visible symptoms. Diagnostic mammography's performed for symptomatic patients, where abnormalities are detected visibly. Mammography images are of types, bilateral craniocaudal (CC) and mediolateral oblique (MLO) views. Our model uses these image data sets to detect and classify the type of Breast cancer the patient is carrying, Benign or Malignant. The Computer-Aided Detection model we have designed accepts the mammographic images, performs the process of image segmentation, highlights the region of interest, and helps classify the tumor type. The image segmentation and classification techniques are performed by applying the CNN algorithm. MIAS is image and labels (or) annotations for the mammogram scans. The kernel shows how “Info.txt” and the Portable Gray Map (PGM) files are often parsed accurately. Due to a higher demand, the authentic MIAS database (digitized at fifty-micron pixel edge) has been lowered to two-hundred-micron pixel edge and clipped (or) padded so each image: 1024 × 1024 pixels. We were liberal to use the database in your research project however you must abide by the license agreement once victimization the imagery

Figure 1. Flow Chart explaining the proposed system

2. Proposed system
Breast cancer being one of the crucial threats in a female’s life. Earlier detection of tumour cells irresistibly aids to reduce the mortality rates. This paper proposes a novel Computer-Aided
Detection (CAD) model which reduces human error and automatically diagnoses the lumps from the mammogram screened images and indicates the existence of mitotic growth with its severity. The mammogram screened images are traditionally involved in the earlier screening stages due to relatively lower upkeep and are highly sensitive to minor lesions. The developed model improves the interpretation accuracy and distinguishing between benign and malignant tissues by utilizing basic morphological operations. The input Region of Interest (ROI) is identified manually using power-law transformation and exposed to further stages. After that, a CNN classifier is introduced to classify the required class of breast cancer.

3. Pre-processing
Pre-processing of the input images is one of the fundamental stages in the developed model. Pre-processing of the images has helped us reduce the noise and shift focus towards the regions of interest. The size of raw data pixels is usually large, giving room for redundancy. In this stage, the mammogram scanned images are taken in as the input, altered to fit the constraints (size, intensity, colour format). Images resized to fit the evaluation constraints, hence increasing the accuracy of the results. Images are also converted to Gray Scale from black-white to avoid the evaluation of unwanted regions.

4. Segmentation
The proposed model applies the concept of digital image processing - region-based segmentation to find the regions of interest. We have fed our algorithms with the required constraints that will help identify mitotic cell growth. The parameters involved are size, density, and symmetry. Recursive clustering and masking of the images performed to obtain the accurate regions. Basic morphological operations such as dilation, erosion, area opening and closing, box bounding, and border clearing, performed using the input before converting them to Gray Scale images. At the end of this stage, the input image will now have the region of interest highlighted.

5. CNN classification
The proposed model uses the convolution neural network (CNN) as the classifier. Using the convolutional neural network (CNN), we obtain the type of mitotic cell growth present in the given scans. Features similar to the visual cortex are the fundamental concepts of a CNN classifier. Computers perceive an image in the form of an array of pixels. Each pixel carries its unique feature, thus allowing...
the computers to differentiate. By using a CNN classifier, we first pass a pre-processed input image. The image further undergoes a series of convolution-nonlinear layers, pooling, and fully connected layers.

\[
s(t) = (x * w)(t) = \sum_{a=-\infty}^{a=\infty} x[a] w[a + t]
\]

**5.1. Image input layer**
The pre-processed input image fed into the classifier gets converted into an array of pixels. The size of the pixel array is 28x28x1. Channel size is one, as the input image is in grayscale. The "trainNetwork" function helps us train the networks.

\[
\text{net} = \text{trainNetwork}(\text{imdsTrain}, \text{layers}, \text{options})
\]

**5.2. Convolutional layer**
The pilot layer of the algorithm is the convolution layer. The layer breaks down the mammogram scans into smaller matrices, starting from the top left corner. "Filter-Size" is the first argument in the convolution layer. The argument (height, width, and density) for filter-size is the same as the training function. The filter size in the proposed model is three-by-three. "Num-Filters" is the second argument. This argument describes the number of neurons connected within the same region. This argument determines the number of feature maps.

\[
\text{layer} = \text{convolution2dLayer}(3,8,'Padding','same')
\]

The spatial output size must be the same as the input size. To achieve this, we have enabled "Same" padding, as the default stride for a convolution layer is one. Each hidden layer becomes the input for the upcoming hidden layer. An activation layer is introduced to bring a nonlinear property. The ReLU layer acts as the activation layer. The ReLU layers operate a threshold function. This function sets the input value as "0" for any input value lesser than zero and sets the input value as "x" otherwise.

**5.3. Batch normalization layer**
The Batch-normalization layer is between the convolution layer and the rectified linear unit layer (ReLU). By using this layer, we have decreased the sensitivity that occurs during network initialization. Also, the batch-normalization layer has helped fasten the training of the available network.

**5.4. Max pooling layer**
Reducing the volume of the image without affecting the vital values was one of our concerns. Downsampling of an image helped us achieve this by eliminating the supernumeraries. Max pooling layer selects the maximum element from the feature map. The output of a max-pooling layer is a feature map that consists of the most dominant features. The parameters of the max-pooling function are
poolSize, Name, and Value. The poolSize is [2,2], the value of the name-value pair is "Stride", this gives us a max-pooling layer of size [2,2] and stride [2 2].

5.5. Fully connected layer
The fully connected network (FCN) layer is the penultimate layer in a CNN classifier. FCN mimics a feed-forward neural network. The input for this layer is a flattened output vector of the max-pooling layer. The activation function carries the following mathematical formula as shown below.

\[
ReLU = g(Wx + b)
\]

Where
\( g \) => activation function  
\( W \) => weight of the matrix \([l,e]\); \( p \) stands for the number of neurons in the legacy layer, and \( n \) stands for the number of neurons in the existing layer.  
\( x \) => input vector with the dimension \([l,1]\)  
\( b \) => bias vector with the dimension \([l,1]\)

FCN applied in our proposed image feature detection is due to the following reasons: 1. Sparse interactions. Using FCN has enabled us to concentrate even on the smaller subsets of the array pixel. The efficiency is improved statistically. 2. Parameter Sharing. Instead of applying redundant parameters, we have shared the vital parameters throughout the classifier. Limited memory space and has lowered the costs of the proposed model.

5.6. Softmax-layer
In the end, we have applied Softmax Layer to obtain the probabilities of the mitotic growth in the mammogram scans. The softmax layer checks which class does the detected growth falls in. The output dimensions obtained using the following calculation:

\[
W2 = (W1 - F + 2P / S) + 1
\]

Where
\( W1 \) => Height (or) Width of the Input  
\( P \) => Padding in the layers  
\( S \) => Stride value  
\( W2 \) => Dimensions of the Output

At the end of this layer, the developed model determines the type of breast cancer the patient is carrying.

Figure 3. Full Convolutional Neural Network.
6. Conclusion
The proposed paper yields a breast cancer detection and classification model which applies region and texture-based features for its analysis. The system evaluated using a set consisting of mammogram image databases. A convolution network helps classify tumor cells in the mammogram images, and image processing detects mitotic cells. The developed model is efficient with increased scalability in the detection and classification of breast cancer.

Figure 4. The above pictures display the end result of the designed model.
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