QCD analysis of nucleon structure functions in deep-inelastic neutrino-nucleon scattering: Laplace transform and Jacobi polynomials approach
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We present a detailed QCD analysis of nucleon structure functions $x F_3(x, Q^2)$, based on Laplace transforms and the Jacobi polynomials approach. The analysis corresponds to the next-to-leading order and next-to-next-to-leading order approximations of perturbative QCD. The Laplace transform technique, as an exact analytical solution, is used for the solution of nonsinglet Dokshitzer-Gribov-Lipatov-Altarelli-Parisi evolution equations at low- and large-$x$ values. The extracted results are used as input to obtain the $x$ and $Q^2$ evolution of $x F_3(x, Q^2)$ structure functions using the Jacobi polynomials approach. In our work, the values of the typical QCD scale $\Lambda_{\text{QCD}}$ and the strong coupling constant $\alpha_s(M_Z^2)$ are determined for four quark flavors ($n_f = 4$) as well. A careful estimation of the uncertainties shall be performed using the Hessian method for the valence-quark distributions, originating from the experimental errors. We compare our valence-quark parton distribution functions sets with those of other collaborations, in particular with the CT14, MMHT14, and NNPDF sets, which are contemporary with the present analysis. The obtained results from the analysis are in good agreement with those from the literature.
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I. INTRODUCTION

A unique view on the inner structure of the nucleons, through charged current interactions, can be provided via high-energy neutrino-nucleon scattering. The measurements of neutrino-nucleon interactions can probe the quark-flavor structure of nucleons independently of the charged lepton scattering. In fact, deep inelastic neutrino scattering allows one to map separately the parton distribution function for quarks and antiquarks in the nucleon, while one can not determine the individual parton distribution functions (PDFs) from charged lepton scattering experiments alone.

The present data on the neutrino scattering has not yet reached the level of precision as is available for the neutral-current deep-inelastic scattering (DIS). However, the neutrino factories planned for the future will provide more precise data for deep-inelastic charged-current neutrino-nucleon scattering [1–5]. The data from these neutrino scattering experiments are crucial inputs for the global fits of the parton distribution functions, which are essential for any calculation in high energy physics.

The nonsinglet structure functions $x F_3(x, Q^2)$, measured in CCFR [6] and NuTeV [7] experiments at Fermilab and the recent neutrino oscillation search by the CHORUS Collaboration [8] at CERN, have provided a precise experimental source to determine the valence-quark distributions $x u_2(x, Q^2)$ and $x d_2(x, Q^2)$ of the nucleon. Due to the absence of gluonic effects in the QCD evolution of the strong coupling constant [9,10], the flavor nonsinglet distributions allow for clear measurements of $\alpha_s$. Moreover, it is expected that the nonsinglet data from charged-current interactions at the electron-proton collisions at the HERA collider and, in the future, at the Large Hadron Electron Collider (LHeC) at CERN [11,12] and Electron Ion Collider (EIC) [13–15], will allow us to determine the valence-quark distributions $x u_2(x, Q^2)$ and $x d_2(x, Q^2)$ of the nucleon and strong coupling constant, with unprecedented precision.

In our earlier work [16], we have made an extensive comparative study on the applicability of the Laplace transform technique to obtain the analytical solution for the proton structure function, $F_2^p(x, Q^2)$. In the following manuscript, we present a detailed QCD analysis of charged-current structure functions $x F_3(x, Q^2)$ measured in neutrino-nucleon scattering at CCFR, NuTeV, and CHORUS experiments. The main new ingredient of the present analysis comes from the recent results on the analytical calculations of next-to-next-to-leading order (NNLO) correction using the Laplace transform technique. The Jacobi polynomials are also used to obtain the $x$ and $Q^2$ evolution of the structure functions $x F_3(x, Q^2)$. In this auxiliary technique, the Jacobi polynomial approach is employed to achieve the $x F_3(x, Q^2)$ structure function in the $(x, Q^2)$ plane while we used the moments of valence-quarks densities in $s$-(Laplace) space. Following these methods, using the Laplace transformation and Jacobi polynomial approach, we indicate that these methods work well in which we were able to extract the valence-quarks distribution functions from the global QCD analysis of neutrino-nucleon scattering data. We will also perform a careful estimation of the uncertainties using the Hessian method for the valence-quark distributions originating from the experimental errors.
The rest of the present paper is organized as follows: In Sec. II, we present the theoretical framework including the nonsinglet solution of Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution equations in Laplace space at the NNLO approximation and the Jacobi polynomial approach. Section III contains the method of the analysis, data selection, minimization, and error calculations. The results of our analysis is presented in Sec. IV. We give our summary and conclusions in Sec. V. Appendix deals with a technical detail including the Laplace transform of the splitting functions for the nonsinglet sectors and the Wilson coefficient functions.

II. THEORETICAL FRAMEWORK

In this manuscript, a detailed QCD analysis is performed using the repeated Laplace transform to find an analytical solution of the DGLAP evolution equations [17–20] for the nonsinglet sector at the NNLO approximation. This newly developed Laplace transform technique will be explained in detail in the next section.

A. Nonsinglet solution in Laplace space at the NNLO approximation

In this work we, specifically, concentrate on the charged-current structure functions $x F_3(x, Q^2)$ at the next-to-leading order (NLO) and NNLO approximations in the perturbative QCD framework. In recent years, using the Laplace transform technique, some analytical solutions of the DGLAP evolution equations have been reported [21–28] which reached considerable phenomenological success. There is also some progress to extract the analytical solutions of the proton spin-independent structure function $x g_1^p(x, Q^2)$ [29], using the Laplace transform technique.

The DGLAP evolution equations for the flavor-nonsinglet (NS) sector have the following standard forms:

$$\frac{4\pi}{\alpha_s(Q^2)} \frac{dF_{NS}(x, Q^2)}{d \ln Q^2} = \int_0^1 \frac{dz}{z} F_{NS}(z, Q^2) \frac{dF_{NS}(x, Q^2)}{d \ln Q^2} \left( \frac{x}{z} \right),$$

(1)

where $\alpha_s(Q^2)$ is the running coupling constant and $P_{ij}^{LO}(\alpha_s(Q^2))$, $P_{ij}^{NLO}(\alpha_s(Q^2))$, and $P_{ij}^{NNLO}(\alpha_s(Q^2))$ are the nonsinglet Altarelli-Paris splitting kernels at one, two, and three loop corrections which satisfy the following expansion:

$$P_{ij}(\alpha_s(Q^2)) = P_{ij}^{LO}(x) + \frac{\alpha_s(Q^2)}{2\pi} P_{ij}^{NLO}(x) + \left( \frac{\alpha_s(Q^2)}{2\pi} \right)^2 P_{ij}^{NNLO}(x).$$

(2)

The coupled DGLAP evolution equations at the leading order (LO), NLO, and NNLO contributions for the nonsinglet sector $F_{NS}(x, Q^2)$ using convolution symbol $\otimes$ can be written as

$$\frac{4\pi}{\alpha_s(Q^2)} \frac{dF_{NS}(x, Q^2)}{d \ln Q^2} = F_{NS} \otimes \left[ p_{qq}^{LO,NS} + \frac{\alpha_s(Q^2)}{4\pi} p_{qq}^{NLO,NS} \right. + \left. \left( \frac{\alpha_s(Q^2)}{4\pi} \right)^2 p_{qq}^{NNLO,NS} \right](x, Q^2).$$

(3)

We are now in a position to briefly summarize the method of extracting the valence-quark distribution functions via an analytical solution of the DGLAP evolution equations using the Laplace transform technique.

Considering the variable definitions $\nu \equiv \ln(1/x)$ and $w \equiv \ln(1/\zeta)$, one can rewrite the evolution equations (3) in terms of the convolution integrals and the new variables $\nu$ and $\tau$. Therefore, one obtains a simple solution as

$$\frac{dF_{NS}(\nu, \tau)}{d\nu} = \int_0^\nu \left[ p_{qq}^{LO,NS}(\nu - w) + \frac{\alpha_s(\tau)}{4\pi} p_{qq}^{NLO,NS}(\nu - w) \right. + \left. \left( \frac{\alpha_s(\tau)}{4\pi} \right)^2 p_{qq}^{NNLO,NS}(\nu - w) \right] \times F_{NS}(w, \tau) e^{-u(w - u)} du.$$  

(4)

The $e^{-u(w - u)}$ factor in above equation comes from the $\frac{1}{\nu}$ term of Eq. (1) considering variable definitions $\nu \equiv \ln(1/x)$ and $w \equiv \ln(1/\zeta)$. The $Q^2$ dependence of evolution equations presented in Eq. (4) is expressed entirely through the variable $\nu$ as $\tau(Q^2, \Phi) \equiv \frac{1}{\tau} \int_Q^Q \alpha_s(Q^2) d \ln Q^2$. Defining the Laplace transforms $f_{NS}(s, \tau) \equiv \mathcal{L}[F_{NS}(\nu, \tau), s]$ and considering the fact that the Laplace transform of the convolution factors is simply the ordinary product of the Laplace transform of the factors [21,22], the Laplace transform of Eq. (4) converts to the ordinary first order differential equations in Laplace space $s$ with respect to $\tau$ variable. Consequently, by working in the Laplace space $s$, we can obtain the first order differential equations with respect to the variable $\tau$ for the nonsinglet distributions $f_{NS}(s, \tau)$ as

$$\frac{df_{NS}(s, \tau)}{d\tau} = \left[ \Phi_{LO} s + \frac{\alpha_s(\tau)}{4\pi} \Phi_{NLO,qq} + \left( \frac{\alpha_s(\tau)}{4\pi} \right)^2 \Phi_{NNLO,qq} \right] \times f_{NS}(s, \tau).$$

(5)

A very simplified solution of the above equation reads

$$f_{NS}(s, \tau) = e^{\frac{\Phi_{LO}(s)}{\tau}} f_{NS}^0(s),$$

(6)

where the $\Phi_{NS}(s)$ contains contributions of the $s$-space splitting functions up to the NNLO approximation. These splitting functions can be calculated from $s$-space results, presented in Refs. [30,31]. The result reads

$$\Phi_{NS}(s) \equiv \Phi_{LO}(s) + \frac{\tau_2}{\tau} \Phi_{NLO,qq}(s) + \frac{\tau_3}{\tau} \Phi_{NNLO,qq}(s).$$

(7)

The $Q^2$ dependence variables $\tau_2$ and $\tau_3$ in (7) are defined as

$$\tau_2 \equiv \frac{1}{(4\pi)^2} \int_0^{Q^2} \alpha_s(Q^2) d \ln Q^2,$$

(8)

and

$$\tau_3 \equiv \frac{1}{(4\pi)^2} \int_0^{Q^2} \alpha_s^3(Q^2) d \ln Q^2.$$  

(9)

The leading-order nonsinglet splitting function is given by $\Phi_{LO}(s)$ in the Laplace space $s$,

$$\Phi_{LO}^s = 4 - 8 \left( \frac{1}{s+1} + \frac{1}{s+2} + 2[\gamma_E + \psi(s+1)] \right).$$  

(10)
where \( \gamma_E = 0.577216 \cdots \) is the Euler’s constant and \( \psi(s) = d \ln \Gamma(s)/ds \) is the digamma function. The next-to-leading order and next-to-next-to-leading order splitting functions \( \phi_{qg}^{\mathrm{NLO}} \) and \( \phi_{qq}^{\mathrm{NLO}} \) are too lengthy to be included here and we list them in Appendix.

In summary, there are various numerical and analytical methods to solve the DGLAP evolution equations to obtain quark and gluon structure functions. In Ref. [32], a Laguerre polynomials method is presented to solve the DGLAP equations. The method is based on the expansion of the PDFs and splitting functions in terms of Laguerre polynomials, which reduces DGLAP integro-differential equations to a set of ordinary differential equations. A Taylor series expansion method to solve the evolution equations is also presented in Ref. [33] up to NNLO for the small value of the Bjorken \( x \). Among various methods of solving the DGLAP equations, M. Hirai et al. [34] employed a brute-force method [35] for the spin-independent case. They have also investigated the Laguerre method to solve the DGLAP evolution equation for this case [36,37]. The Mellin-transformation method for solving the \( Q^2 \) evolution equations of DGLAP evolution equations are studied in detail in Refs. [38–42]. Reference [43] introduces a computer code entitled QCD-PEGASUS, which allows one to perform DGLAP evolution up to NNLO in QCD using the Mellin-transformation method. One can also obtain the numerical solution of the DGLAP evolution equations for the evolution of unpolarized and polarized parton distributions of hadrons in \( x \) space using the QCD evolution program called QCDNUM [44].

As we mentioned, we have employed the Laplace transforms method for the QCD analysis of neutrino-nucleon structure functions. The accuracy with which one can be obtained from the analytical solution using the inverse Laplace transforms technique is found to be better than one part in \( 10^{-5} \) [24]. The solutions which are obtained, resulting from the iterated expressions, have enough accuracy to be competed with the results of other groups. This method can be extended to a higher order approximation and is applicable even when we encounter heavy quarks contributions where transition to heavier active flavors is allowed. In this manuscript we have shown that the methods of Laplace transforms technique are also the reliable and alternative schemes to solve these equations analytically. One can conclude that the Laplace transform method is sound and can be used as an alternative to various other methods for the solution of DGLAP equations.

The next section introduces the theoretical perspectives on how the Jacobi polynomial approach can be used to extract the nonsinglet structure function \( x F_3(x, Q^2) \) from the solution of nonsinglet DGLAP equations at NNLO. It is important to note that this type of solution of the DGLAP equations is capable of evolving structure functions at any order of \( x \) and \( Q^2 \).

### B. The Jacobi polynomial approach

In the charged-current neutrino DIS processes, the neutrino \( \nu \) scatters off a quark inside the nucleon via the exchange of a virtual \( W^\pm \) boson. The nonsinglet structure function \( x F_3(x, Q^2) \), associated with the parity-violating weak interaction, represents the momentum density of valence quarks. At the LO approximation the \( x F_3(x, Q^2) \) structure function, which is a combination of valence quark densities, can be written as

\[
\begin{align*}
F_3^{\nu N} &= x u_q(x) + x d_q(x) + 2 x s(x) - 2 x c(x), \\
F_3^\overline{\nu N} &= x u_q(x) + x d_q(x) - 2 x s(x) + 2 x c(x),
\end{align*}
\]

where the \( d_q \equiv d - \bar{d} \) and \( u_q \equiv u - \bar{u} \) combinations are the proton valence densities. The asymmetry of the \( s(x) - c(x) \) distribution leads to the result in which \( x F_3^{\nu N} \neq x F_3^\overline{\nu N} \). The data reported by the CCFR [6], NuTeV [7], and CHORUS [8] Collaborations present the average of the neutrino and antineutrino distributions. Therefore, one can write the nucleon structure function as

\[
x F_3(x) = \frac{x F_3^{\nu N} + x F_3^\overline{\nu N}}{2} = x u_q(x) + x d_q(x). \tag{12}
\]

For the present analysis, we use the following standard parametrizations at the input scale \( Q_0^2 = 4 \text{GeV}^2 \) for all valence distributions, \( x u_q \) and \( x d_q \):

\[
\begin{align*}
x u_q &= N_u \alpha_{uq} (1 - x) \beta_{uq} \left( 1 + \gamma_{uq} \alpha_x^{0.5} + \beta_{uq} x \right), \\
x d_q &= N_d \alpha_{d} \beta_{d} \left( 1 - x \right) \beta_{d} \alpha_x^{0.5} + \gamma_{d} \beta_{d} \alpha_x^{0.5} + \beta_{d} x \right).
\end{align*}
\]

Since there are not enough data to constrain the fit parameters sufficiently, especially for the medium values of Bjorken \( x \), then we reduce the number of free parameters by considering the above distribution for the d-valence distribution \( x d_q \). Consequently, the free parameters \( \{\alpha, \gamma, \beta, \eta \} \) would be the same both for \( x u_q \) and \( x d_q \) distributions. As a result, \( \beta_{uq} + \beta_{d} \) will be set as a power of \( (1 - x) \) for \( x d_q \), because at high \( x \) this PDF is becoming small and we attempt to constrain it at this region. In addition, this parametrization gives \( x d_q \) sufficient flexibility at medium and large value of \( x \). Normalization factors \( N_u \) and \( N_d \) are given by

\[
\begin{align*}
N_u &= 2 / (B[\alpha_{uq} + \beta_{uq} + 1] + \gamma_{uq} B[\alpha_{uq} + 0.5, \beta_{uq} + 1]), \tag{15}
N_d &= 1 / (B[\alpha_{d} + \beta_{d} + \beta_{d} + 1] + \eta_{d} B[\alpha_{d} + 1, \beta_{d} + \beta_{d} + 1]). \tag{16}
\end{align*}
\]

where \( B \) is the well-known Euler beta function.

Defining \( x = e^{-\nu} \) and moving to the Laplace space \( s \), via the following transformations

\[
\begin{align*}
u_q(s) &= \mathcal{L}[e^{-\nu} u_q(e^{-\nu})]; \\
d_q(s) &= \mathcal{L}[e^{-\nu} d_q(e^{-\nu})]; \tag{17, 18}
\end{align*}
\]
one can obtain the valence distributions presented in (13) and (14) in the Laplace space as

\[ u_\nu(s) = 2B[\alpha_\nu + s, \beta_\nu + 1] + \eta_\nu B[\alpha_\nu + s + 1, \beta_\nu + 1] / \]

\[ (\beta[\alpha_\nu, \beta_\nu + 1] + \eta_\nu B[\alpha_\nu, 1, \beta_\nu + 1] + \eta_\nu B[\alpha_\nu + 0.5, \beta_\nu + 1]), \]  

(19)

and

\[ d_\nu(s) = B[\alpha_\nu + s, \beta_\nu + 1] + \eta_\nu B[\alpha_\nu + s + 1, \beta_\nu + \beta_\nu + 1] / \]

\[ (\beta[\alpha_\nu, \beta_\nu + 1] + \eta_\nu B[\alpha_\nu + 1, \beta_\nu + \beta_\nu + 1] + \eta_\nu B[\alpha_\nu + 0.5, \beta_\nu + \beta_\nu + 1]), \]  

(20)

Having the NNLO contributions of the Wilson coefficient functions in Laplace space, one can construct the \( x F_3(x, Q^2) \) structure function up to three-loops order. Finally the nonsinglet structure function \( x F_3(x, Q^2) \) in Laplace space, up to the NNLO approximation, can be written as

\[ F_3(s, \tau) = e^{t \Phi_M(s)}[u_\nu(s) + d_\nu(s)] \times \left( 1 + \frac{t}{(4\pi)} C_3^{(1)}(s) \right) C_3^{(2)}(s), \]  

(21)

where the coefficients \( C_3^{(j)} \) are the common Wilson coefficients in Laplace space. One can easily determine these NNLO coefficient functions in Laplace space using the NNLO results derived in Refs. [45,46]. The corresponding NLO and NNLO coefficient functions in the Laplace space can be found in Appendix.

As we mentioned, the present analysis is based on the Jacobi polynomial technique of reconstruction of the structure function from its Laplace moments. The extracted results for the DGLAP evolution equations (5) and the structure functions in Laplace space (21) are used as input to obtain the \( x F_3(x, Q^2) \) evolution of the \( x F_3(x, Q^2) \) structure function. The Jacobi polynomials approach is also used to facilitate the analysis. The method of Jacobi polynomials QCD analysis of proton structure functions are discussed in detail in Ref. [9] and successfully applied in the process of the fits of DIS data, so we explain only a brief outline here. In this method, each given structure function may be reconstructed in a form of the series as follows:

\[ x F_3(x, Q^2) = \alpha^\beta(1 - x)^\gamma \sum_{n=0}^{N_{\text{max}}} \Theta_n(x) a_n(Q^2) \]

\[ = x^\beta(1 - x)^\gamma \sum_{n=0}^{N_{\text{max}}} \Theta_n(x) \]

\[ \times \sum_{j=0}^n c_j^{(n)}(\alpha, \beta) \mathcal{L}[x F_3, s = j + 1], \]  

(22)

where \( N_{\text{max}} \) is the number of polynomials which normally sets to 7 or 9 and \( a_n(Q^2) \) are the Jacobi moments. Form Eq. (22), one can conclude that the use of Jacobi polynomials has this advantage to allow us to factor out the essential part of the \( x \) dependence of the structure function into a weight function \( x^\beta(1 - x)^\gamma \) and the \( Q^2 \) dependence is contained in the Jacobi moments. On the right-hand side of the above equation, the \( \mathcal{L}[x F_3, s = j + 1] \) are the Laplace transformation of the structure functions.

The \( \Theta_n(x) \) in Eq. (22) are the Jacobi polynomials with the following expansion:

\[ \Theta_n(x) = \sum_{j=0}^n c_j^{(n)}(\alpha, \beta) x^j, \]  

(23)

where \( c_j^{(n)}(\alpha, \beta) \) are the coefficients which are expressed through \( \gamma \) functions. The \( \alpha \) and \( \beta \) parameters are fixed to 3 and 0.5, respectively.

In the present analysis, we found that the selected values to be sufficient to achieve the fastest convergence of the series on the right-hand side of Eq. (22) and to reconstruct the \( x F_3(x, Q^2) \) structure function with the required accuracy. We have checked that the results of our NLO and NNLO fits are almost insensitive to the changes of \( N_{\text{max}} = 10 \) to \( N_{\text{max}} = 6 \), which was considered in the process of the NNLO fit. Consequently, we fixed this parameter to \( N_{\text{max}} = 9 \) as our previous analysis for the \( x F_3(x, Q^2) \) structure function [9]. One can conclude that the selected form of the weight function \( x^\beta(1 - x)^\gamma \) is similar to the \( x \) shape of the nonsinglet structure function itself [47,48]. However, one can consider the \( \alpha \) and \( \beta \) as free parameters in the fit. Considering the problem of minimization of the dependence of the fits results to the \( \alpha \) and \( \beta \), we found several values for these parameters. Overall we found that considering the obtained results and in view of the stability of the results of NLO and NNLO analyses to the selected choices, \( \alpha = 3 \) and \( \beta = 0.5 \), we considered this minimum as the physical one. The Jacobi polynomials satisfy the following orthogonality relation with the weight function \( x^\beta(1 - x)^\gamma \):

\[ \int_0^1 dx x^\beta(1 - x)^\gamma \Theta_n^\alpha(\alpha, \beta)(x) \Theta_j^\beta(\alpha, \beta)(x) = \delta_{n,j}. \]  

(24)

The extracted \( x F_3(x, Q^2) \) structure function can be used for the QCD analysis of the nonsinglet structure function \( x F_3(x, Q^2) \) measured in CCFR [6] and NuTeV [7] experiments at Fermilab and recent neutrino oscillation search by the CHORUS Collaboration [8] at CERN. These data can provide a precise experimental source to determine the valence-quark distributions, \( x u(x, Q^2) \) and \( x d(x, Q^2) \). It is also worth mentioning that one can include the heavy-flavor contributions to the above nonsinglet charged-current \( \nu \)-nucleon DIS structure functions [49–52].
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TABLE I. Published data points for charged-current structure functions \( x F_i(x, Q^2) \) used in the present global fit. The \( x \) and \( Q^2 \) ranges, the number of data points, and the related references are also listed. The \( \chi^2 \) values corresponding to each of the three data sets for each of the NLO and NNLO fits are also presented.

| Experiment | \( x \) | \( Q^2 \) | Number of data points | Reference | \( \chi^2 \) NLO | \( \chi^2 \) NNLO |
|------------|--------|--------|----------------------|----------|----------------|----------------|
| CCFR       | \( 0.0075 \leq x \leq 0.75 \) | \( 1.3 \leq Q^2 \leq 125.9 \) | 116     | [6]       | 285.37          | 270.26          |
| NuTeV      | \( 0.015 \leq x \leq 0.75 \) | \( 3.162 \leq Q^2 \leq 50.118 \) | 64      | [7]       | 209.09          | 207.84          |
| CHORUS     | \( 0.02 \leq x \leq 0.65 \) | \( 2.052 \leq Q^2 \leq 81.55 \) | 50      | [8]       | 117.25          | 111.51          |

III. GLOBAL ANALYSES OF VALENCE-QUARKS DENSITIES

A. Choice of data sets

The recent measurements of the CCFR, NuTeV, and CHORUS Collaborations provide the most precise up to now experimental results for the structure functions \( x F_i(x, Q^2) \) of the DIS of neutrinos and antineutrinos on nucleons. The data for the charged-current structure functions \( x F_i(x, Q^2) \) used in our analysis are listed in Table I. The \( x \) and \( Q^2 \) ranges, the number of data points, and the related references are also listed in this table.

The CCFR [6] and NuTeV [7] Collaborations at the Fermilab use an iron target in their neutrino deep inelastic scattering experiments, corrected to an isoscalar target, and cover much the same kinematic range of momentum fraction \( x \) as the CCFR covers slightly higher \( Q^2 \). At high values of \( x \), the predictions are mainly determined by the valence up quark distribution, which is very well constrained by the neutral-current DIS structure function data. We also include the recent data from CHORUS [8] Collaboration which are taken from a lead target and cover a similar range in \( x \) in comparison with CCFR. The NuTeV data seems to be more precise. In practice, we find the high-\( x \) NuTeV data very difficult to fit so that lead to higher values of \( \chi^2 \). Different theoretical treatment of nuclear effects could make a difference at small and large values of momentum fraction \( x \). NuTeV indicates that neutrino scattering favors smaller nuclear effects at high \( x \) than are found in charged-lepton scattering experiments [7]. New theoretical calculations in the shadowing region, in which the nuclear correction has \( Q^2 \) dependence, imply that one can ignore heavy target data for \( x > 0.1 \) in the fit. Since, we mostly focused on the method of Laplace transform and Jacobi polynomials in terms of speed and accuracy, we preferred using the neutrino-nucleon data over the whole \( x \) range, rather than just for \( x > 0.1 \).

B. The method of minimization

To determine the best values of the fit at next-to-leading and next-to-next-to-leading orders, we need to minimize the \( \chi^2 \) with respect to five free input valence-quark distribution parameters of Eqs. (13), (14) including the QCD cutoff parameter \( \Lambda_{\text{MS}}^{(4)} \). In our analysis, the global goodness-of-fit procedure follows the usual \( \chi^2 \) method with \( \chi^2(p) \) defined as

\[
\chi^2(p) = \sum_{i=1}^{n_{\text{data}}} \frac{(D_i^{\text{data}} - T_i^{\text{theory}}(p))^2}{(\sigma_i^{\text{data}})^2}.
\]

where \( p \) denotes the set of six independent free parameters in the fit and \( n_{\text{data}} \) is the number of data points included, so \( n_{\text{data}} = 230 \) in our work. The widely used CERN program library MINUIT [53] is applied to obtain the best parametrization of the valence-quark PDFs. The experimental errors are calculated from systematic and statistical errors added in quadrature, \( \sigma_i^{\text{data}} = \sqrt{(\sigma_i^{\text{stat}})^2 + (\sigma_i^{\text{sys}})^2} \). The \( \chi^2 \) values corresponding to each individual data set for each of the NLO and NNLO fits are presented in Table I. The largest contributions to \( \chi^2 \) arise from the NuTeV deep inelastic neutrino-nucleon structure functions, with smaller contributions from low-\( x \) CHORUS data, and medium-\( x \) CCFR data. From the Table I, one can conclude that the precise NuTeV data set is very difficult to fit so that lead to higher values of \( \chi^2 \). For this data set we obtained \( \chi^2/n_{\text{data}} = 209.09/64 \) for the NLO analysis and \( \chi^2/n_{\text{data}} = 207.84/64 \) for the NNLO one. The motivation for using the NuTeV data set in our analysis comes mainly from adding a new and up-to-date data set for the neutrino-nucleon scattering structure function.

C. Uncertainties on input PDFs

Now we are in a situation to present our method for the calculation of the valence-quark PDFs uncertainties and error
propagation from experimental data points. To obtain the uncertainties in global PDF analyses, there are well-defined procedures for propagating experimental uncertainties on the fitted data points through to the PDF uncertainties. Here, we use the Hessian method (or error matrix approach) [54], which is based on linear error propagation and involves the production of eigenvector PDF sets suitable for convenient use by the end user. Originally, the Hessian method was used in Martin, Roberts et al. [55] and Martin, Stirling et al. [56] analyses and we also applied this approach in our previous works [57–59]. Therefore, hereinafter we concentrate on this method. Following that, an error analysis can be done by using the Hessian matrix, which is obtained by running the CERN program library MINUIT [53]. The most commonly applied Hessian approach, which is based on the covariance matrix diagonalization, provides us a simple and efficient method for calculating the uncertainties of PDFs. The basic assumption of the Hessian approach is a quadratic expansion of the global goodness-of-fit quantity \( \chi^2_{\text{global}} \) in the fit parameters \( a_i \) near the global minimum,

\[
\Delta \chi^2_{\text{global}} \equiv \chi^2_{\text{global}} - \chi^2_{\text{min}} = \sum_{i,j=1}^{n} (a_i - a^*_i) H_{ij} (a_j - a^*_j),
\]

(26)

where \( H_{ij} \) are the elements of the Hessian matrix and \( n \) stands for the number of parameters in the global fit.

The uncertainty on a partonic distribution function \( f(x,a_i) \) is then given by

\[
\delta f(x,a_i) = \left[ \Delta \chi^2 \sum_{i,j}^{n} \left( \frac{\partial f(x,a)}{\partial a_i} \right) H^{-1}_{ij} \left( \frac{\partial f(x,a)}{\partial a_j} \right) \right]^{1/2},
\]

(27)

where \( a_i \) stand for the fit parameters in the input valence distributions (13), (14), and \( \tilde{a} \) indicates the number of parameters which make an extreme value for the related derivative. Running the CERN program library MINUIT, the Hessian or covariance matrix elements for six free parameters in our NLO and NNLO global analysis are given in Tables II and III, respectively. The uncertainties of PDFs are estimated using these Hessian matrix explained and their values at higher \( Q^2 (Q^2 > Q^2_0) \) are calculated using the DGLAP evolution equations.

**D. Error propagation from experimental data**

For the error calculations, we again follow the method presented in Refs. [54,56,57,60–63]. In this method, one can work with the eigenvectors and eigenvalues of the covariance (or Hessian) matrix. By having a set of appropriate fit parameters considered for the valence-quark PDFs which minimize the global \( \chi^2_{\text{global}} \) function, and introducing parton sets \( s_{k}^\pm \), the parameter variation around the global minimum can be expanded in a basis of eigenvectors and eigenvalues as

\[
a_i(s_{k}^\pm) = a^*_i \pm t \sqrt{\lambda_k} v_{ik},
\]

(28)

where \( \lambda_k \) is the \( k \)th eigenvalue and \( v_{ik} \) is the \( i \)th component of the orthonormal eigenvectors of the Hessian matrix. The parameter \( t \) is adjusted to give the desired \( T^2 = \Delta \chi^2_{\text{global}} \) in which for the quadratic approximation we can set \( t = T \), where \( T \) is a tolerance parameter for the required confidence interval. The Hessian formalism used in this analysis provides a reliable and efficient method for error calculations. In order to quantify the uncertainties of the physical predictions that depend on the PDFs, one must choose the tolerance parameter \( T \) to correspond to the region of acceptable fits. It is worth mentioning that various groups have different approaches for obtaining confidence level (C.L.) criteria for the value of \( \chi^2 \) in the goodness-of-fit test [64–69] which comes from the quality of the experimental data sets they used in their fits. In the results presented in our recent spin-dependent PDFs analysis [59] as well as in our nuclear PDFs analysis [16], we followed the standard parameter-fitting criterion and considered a 68\% (1\( \sigma \)) confidence level (C.L.) limit by the choice of tolerance \( T = (\Delta \chi^2)^{1/2} = 1 \). In this paper, we again follow the standard parameter-fitting criterion considering \( T = (\Delta \chi^2)^{1/2} = 1 \) for the 68\% (1\( \sigma \)) C.L.. However, the actual value of \( \Delta \chi^2 \) depends on the number of parameters to be simultaneously determined in the fit [56].

To test the quadratic approximation of Eq. (26), we study the dependence of \( \Delta \chi^2_{\text{global}} \) along some selected samples of eigenvector directions. The corresponding plots for the NLO and NNLO analysis are illustrated in Figs. 1 and 2, respectively. The solid line is the quadratic approximation given by Hessian method, \( \Delta \chi^2_{\text{global}} = r^2 \). For some selected eigenvalues of Figs. 1 and 2, the quadratic approximation works extremely well; however, for a few of eigenvalues it can deviate from the \( \chi^2 \) function. Nevertheless, in all the cases, we are able to obtain a good description of the actual \( \chi^2 \) function. One can conclude that the error of PDFs obtained using the well-known Hessian formalism will closely reflect the actual \( \chi^2 \) function determined by the experimental data.

The results of the present QCD analysis will be discussed in much more details in the next section.

**Table III.** As in Table II, but for the NNLO fit.

| Parameter | \( \alpha_{uv} \) | \( \beta_{uv} \) | \( \gamma_{uv} \) | \( \eta_{uv} \) | \( \delta_{uv} \) | \( \Lambda^{(4)}_{\text{ME}} \) |
|-----------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| \( \alpha_{uv} \) | \( 7.065 \times 10^{-6} \) | | | | | |
| \( \beta_{uv} \) | \( -8.544 \times 10^{-5} \) | \( 1.154 \times 10^{-3} \) | | | | |
| \( \gamma_{uv} \) | \( -5.302 \times 10^{-4} \) | \( 6.776 \times 10^{-2} \) | | | | |
| \( \eta_{uv} \) | \( 3.151 \times 10^{-3} \) | | \( -1.418 \times 10^{-2} \) | \( -2.562 \) | | |
| \( \delta_{uv} \) | | \( -5.882 \times 10^{-4} \) | \( 7.590 \times 10^{-3} \) | | \( 0.467 \) | |
| \( \Lambda^{(4)}_{\text{ME}} \) | | \( -9.933 \times 10^{-6} \) | \( 1.278 \times 10^{-4} \) | \( 7.899 \times 10^{-3} \) | \( -4.824 \times 10^{-3} \) | \( 8.841 \times 10^{-4} \) | \( 8.841 \times 10^{-4} \) |
Deltaχ² as a function of t defined in Refs. [54,57,58,63] in the NLO approximation. The results correspond to some random sample of eigenvectors. The solid line corresponds to the ideal case, Δχ² global = t².

IV. RESULTS AND DISCUSSION

In this section we present the results that have been obtained for the valence-quark densities, using the Laplace transformation technique and Jacobi polynomial approach, to solve analytically the DGLAP evolution equations and structure function. For the input PDFs, we parameterized them with a standard form of distributions (13), (14). Here, we determine the QCD scale Λ MS along with the parameters of the parton densities at the initial scale Q². For each of the NLO and NNLO fits, the optimal values of the partonic distribution parameters shown in (13), (14), along with the optimal values of the QCD coupling αs(Q²) at the reference scale Q² = 4 GeV², are given in Table IV. We believe that we obtained good results for the PDFs parameters using the Laplace and Jacobi polynomials method.

Another important observation comes from the comparison of the values for αs(M² Z) with the outcomes of the previous fits of the available DIS data [44,56,70–74]. We extracted the value of αs(M² Z) = 0.1161 ± 0.000149 for the strong coupling constant at the Z boson mass scale for the NLO approximation and αs(M² Z) = 0.1184 ± 0.00047 for the NNLO approximation. The result for the αs(M² Z) at NNLO are slightly higher than the results obtained from fitting to high-statistics charged-lepton structure function data alone. In Fig. 3, we plot the valence-quark parton densities xu, and xd, at some selected values of Q² = 10, 100, 1000, and 10000 GeV² are plotted in Figs. 4 and 5 for NLO and NNLO.
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### Figure 1.
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### Figure 2.
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### Figure 3.

### Table IV. The optimal values of the input valence-quark PDF parameters for the NLO and NNLO analyses at the scale Q₀² = 4 GeV². The corresponding results for the strong coupling constant αs(Q₀²) are also shown.

| Parameters | NLO | NNLO |
|------------|-----|------|
| αs         | 0.1308 ± 1.481×10⁻³ | 0.1294 ± 2.657×10⁻³ |
| βs         | 3.629 ± 2.415×10⁻² | 3.641 ± 3.397×10⁻² |
| γs         | 13.157 ± 1.387 | 15.024 ± 2.109 |
| nυ         | 59.971 ± 1.443 | 68.373 ± 1.351 |
| βυ         | 0.680 ± 0.248 | 0.796 ± 0.2272 |
| αs(Q₀²)    | 0.2834 ± 0.0117 | 0.3522 ± 0.00401 |

χ²/degree      | 611.71/224 = 2.73 | 589.61/224 = 2.63 |

of freedom    |
Fig. 4. The up and down valence parton distributions $x_{uv}$ and $x_{dv}$ for some selected values of $Q^2 = 10, 100, 1000, \text{and} 10000 \text{GeV}^2$ in NLO order including their error bands. The dashed line is the BBG model [75], dashed dotted is the NNPDF [76] model, short dashed is the MMHT14 [68] model, and short-dashed dotted is the CT14 [66] model.

analyses, respectively. The dashed-dashed-dotted and solid lines represent our model at NLO and NNLO approximations, respectively. The dashed line is the BBG model [75], dashed dotted is the NNPDF [76] model, short dashed represents the MMHT14 [68] model, and short-dashed dotted is the CT14 [66] model. As can been seen from the plots, both $x_{uv}$ and $x_{dv}$ valence distributions from the BBG model are slightly larger than other groups for $x \approx 0.1$. The results from NNPDF are satisfactory in good agreement with the MMHT14 model. Perhaps the most surprising discrepancy between our results and the BBG model is in the region of $x \approx 0.1$. In spite of this difference, there is quite good agreement for $10^{-4} < x < 10^{-2}$, where there is little constraint from data. There is a strong relationship between the input PDFs parametrization and the uncertainties which will be obtained. As we mentioned, the valence-quark PDFs errors are typically computed using the standard error analysis such as Hessian methods. For the present analysis, we adopted the well-known Hessian method to study the uncertainties of PDFs and for error calculation proposed by Pumplin, Stump, Tung et al.

Fig. 5. The up and down valence parton distributions $x_{uv}$ and $x_{dv}$ for some selected values of $Q^2 = 10, 100, 1000, \text{and} 10000 \text{GeV}^2$ in NNLO order including their error bands. The dashed line is the BBG model [75], dashed dotted is the NNPDF [76] model, short dashed is the MMHT14 [68] model, and short-dashed dotted is the CT14 [66] model.
become slightly narrower than others, except for BBG. Some for both our NLO and NNLO valence parton distributions have Compared to other results, one finds that the uncertainty band plotted the obtained error bands for the mentioned groups. The solid curve represents our theoretical predictions as a function of \( x \) and for some different values of \( Q^2 \).

(PST) \cite{54,55}. In order to have a detailed comparison, we also plotted the obtained error bands for the mentioned groups. Compared to other results, one finds that the uncertainty band for both our NLO and NNLO valence parton distributions have become slightly narrower than others, except for BBG. Some groups such as NNPDF propose an alternative approach in their analysis for the PDFs uncertainties, based on an iterative Monte Carlo fitting technique that allows a more robust extraction of PDFs with statistically rigorous uncertainties. What makes NNPDF differ from others is using neural networks instead of traditional parametrizations.

The description of the CCFR \cite{6}, NuTeVs \cite{7}, and CHORUS \cite{8} neutrino and antineutrino dimuon data given by the NLO and NNLO analyses are shown in Figs. 6, 7, and 8, respectively. Clearly, one can find that the quality of the fit is very good. At moderate to high \( x \), these results are in good consistency with CCFR, NuTeV, and CHORUS data over the full energy range, both for the NLO and NNLO analyses.

Another interesting problem is related to the extraction of the value of the Gross-Llewellyn Smith (GLS) sum rule. The GLS sum rule is one of the important characteristics of the deep inelastic neutrino-nucleon scattering. In the quark parton model, the GLS sum rule which is associated with \( xF_3 \) structure function is given by \cite{77}

\[
\text{GLS}(Q^2) = \frac{1}{2} \int_0^1 x F_3^{\nu p + \bar{\nu} p}(x,Q^2) dx .
\]

In the work of Ref. \cite{78}, the authors reported the following result for the measurement of the GLS sum rule at the scale \( |Q^2| = 3 \text{ GeV}^2 \),

\[
\text{GLS}(|Q^2| = 3 \text{ GeV}^2) = 2.5 \pm 0.018 \text{ (stat.)} \pm 0.078 \text{ (syst.).}
\]

\[ \text{(30)} \]

The value of the GLS sum rule at the scale \( |Q^2| = 8 \text{ GeV}^2 \) was also reported in Ref. \cite{79} as 2.62 \pm 0.15. In our work, we

FIG. 6. The quality of the NLO and NNLO fits to the CCFR antineutrino-initiated dimuon production. The dots represent the CCFR neutrino structure function measurements \cite{6}. The solid curve represents our theoretical predictions as a function of \( x \) and for some different values of \( Q^2 \).

FIG. 7. The quality of the NLO and NNLO fits to the NuTeV antineutrino-initiated dimuon production. The dots represent the NuTeV neutrino structure function measurements \cite{7}. The solid curve represents our theoretical predictions as a function of \( x \) and for some different values of \( Q^2 \).

FIG. 8. The quality of the NLO and NNLO fits to the CHORUS antineutrino-initiated dimuon production. The dots represent the CHORUS neutrino structure function measurements \cite{8}. The solid curve represents our theoretical predictions as a function of \( x \) and for some different values of \( Q^2 \).
obtain GLS ($|Q^2| = 8 \text{ GeV}^2$) = 2.64 for the NLO analysis and GLS ($|Q^2| = 3 \text{ GeV}^2$) = 2.61 for the NNLO one, which are in good agreement with the results obtained by other groups.

In conclusion, we would like to stress again, that using the Laplace transform technique and Jacobi polynomial approach, we have shown that these methods work well in the analysis of the most precise up to now experimental data of the CCFR, NuTeV, and CHORUS Collaborations for the nonsinglet structure functions of the neutrino-nucleon DIS. The obtained results for valence-quarks densities extracted from the fit of the data turn out to be in good agreement with those from the literature.

V. SUMMARY AND CONCLUSIONS

The main new ingredient of the present analysis comes from the recent results obtained for analytical calculations of the NNLO correction using the Laplace transform technique. The extracted results for the DGLAP evolution equations in Laplace space were used as input to obtain the $x$ and $Q^2$ evolution of the $xF_2(x, Q^2)$ structure function. The Jacobi polynomials approach, as an efficiently mathematical tool, is also used to facilitate the analysis and to obtain the $Q^2$ evolution of the $xF_2(x, Q^2)$ function. We have also utilized the solutions of the DGLAP equations to determine the well-known GLS sum rule with higher-order QCD corrections up to NNLO. Our theoretical results for the structure function $xF_2(x, Q^2)$ are in good consistency with the neutrino scattering data from the CCFR and NuTeV experiments at Fermilab, and neutrino oscillation search reported by the CHORUS Collaboration at CERN. Although there are various numerical methods to solve the DGLAP evolution equations to obtain quark and gluon structure functions, in this manuscript we have shown that the methods of the Laplace transforms technique and Jacobi polynomials approach are also the reliable and alternative schemes to solve these equations analytically. The advantage of using such a technique is that it enables us to achieve strictly analytical solutions for the PDFs in terms of the Bjorken-$x$ variable. Following the methods we used in this paper, the Laplace transformation and Jacobi polynomial approach, we indicated that these methods work well in which we were able to extract the valence-quarks distribution functions from the global QCD analysis of neutrino-nucleon scattering data. We also showed that the obtained results from the present analysis are in good agreement with those from the literature.
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APPENDIX

Here, we present the Laplace transforms of the NLO and NNLO splitting functions for nonsinglet sectors, denoted by $\Phi_{qq}^{NLO}$ and $\Phi_{qq}^{NNLO}$, which we used in (5). We fixed the usual quadratic Casimir operators to their exact values, using $C_A = 3$, $T_F = f$, and $C_F = 4/3$. The Laplace transforms of the NLO and NNLO Wilson coefficients $C_3^{(1)}$ and $C_3^{(2)}$ are given in (A3) and (A4), respectively. These coefficient functions are used in (21).

$$
\Phi_{qq}^{NLO} = C_F T_F \left[ -\frac{2}{3(1+s)^2} - \frac{2}{9(1+s)} - \frac{2}{3(2+s)^2} + \frac{22}{9(2+s)} + \frac{20(y_E + \psi(s+1))}{9} + \frac{4}{3} \psi'(s+1) \right]
+ C_F^2 \left[ -\frac{1}{(1+s)^3} - \frac{5}{1+s} - \frac{1}{(2+s)^2} + \frac{2}{(2+s)^2} + \frac{5}{2+s} + \frac{2(y_E + \frac{1}{2\pi^2} + \psi(s+1) - (1+s)\psi'(s+2))}{(1+s)^2} \right]
+ 2(y_E + \frac{1}{2\pi^2} + \psi(s+2) - (2+s)\psi'(s+3)) - 4 \left( (y_E + \psi(s+1))\psi'(s+1) - \frac{1}{2} \psi''(s+1) \right) + 3\psi'(s+1) \right]
+ C_A C_F \left[ -\frac{1}{(1+s)^3} - \frac{5}{6(1+s)^2} + \frac{53}{18(1+s)} + \frac{\pi^2}{6(1+s)} - \frac{1}{2(2+s)^3} + \frac{5}{6(2+s)^2} - \frac{187}{18(2+s)} + \frac{\pi^2}{6(2+s)} \right]
- \frac{67(y_E + \psi(s+1))}{9} + \frac{1}{3} \pi^2 (y_E + \psi(s+1)) - \frac{11}{3} \psi'(s+1) - \psi''(s+1) \right],
$$

(A1)

$$
\Phi_{qq}^{NNLO} = 1295.384 + \frac{1024}{27(1+s)^3} - \frac{1600}{9(1+s)^3} + \frac{589.8}{(1+s)^3} - \frac{1258}{(1+s)^2} + \frac{1641.1}{1+s} - \frac{3135}{2+s} + \frac{243.6}{3+s} - \frac{522.1}{4+s} 
+ 1174.898[(y_E + \psi(s)) - (y_E + \psi(s+1))] - \frac{714.1(y_E + \psi(s+2))}{1+s} 
+ \frac{563.9}{(1+s)^2} \left[ y_E + \frac{1}{1+s} + \psi(s+1) - (1+s)\psi'(s+2) \right] + f \left[ 173.927 + \frac{128}{9(1+s)^2} - \frac{5216}{81(1+s)^3} + \frac{152.6}{(1+s)^2} \right]
$$
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