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ABSTRACT. We consider "nonconventional" averaging setup in the form
\[ \frac{dX^\varepsilon(t)}{dt} = \varepsilon B(X^\varepsilon(t), \xi(q_2(t)), ..., \xi(q_\ell(t))) \]
where \( \xi(t), t \geq 0 \) is either a stochastic process or a dynamical system (i.e. then \( \xi(t) = F^t x \)) with sufficiently fast mixing while \( q_j(t) = \alpha j t, \alpha_1 < \alpha_2 < ... < \alpha_k \) and \( q_j, j = k+1, ..., \ell \) grow faster than linearly. We show that the properly normalized error term in the "nonconventional" averaging principle is asymptotically Gaussian.

1. Introduction

Nonconventional ergodic theorems (see [12]) known also after [2] as polynomial ergodic theorems studied the limits of expressions having the form
\[ \frac{1}{N} \sum_{n=1}^N F^{q_1(n)} f_1 \cdots F^{q_\ell(n)} f_\ell \]
where \( F \) is a weakly mixing measure preserving transformation, \( f_i \)'s are bounded measurable functions and \( q_i \)'s are polynomials taking on integer values on the integers. Originally, these results were motivated by applications to multiple recurrence for dynamical systems taking functions \( f_i \) being indicators of some measurable sets and only convergence in the \( L^2 \)-sense was dealt with but later [1] provided also almost sure convergence under additional conditions. Recently such results were extended in [6] to the continuous time dynamical systems, i.e. to expressions of the form
\[ \frac{1}{T} \int_0^T F^{q_1(t)} f_1 \cdots F^{q_\ell(t)} f_\ell dt \]
where \( F^s \) is now an ergodic measure preserving flow.

In this paper we consider the averaging setup
\[ X^{\varepsilon}(n + 1) = X^{\varepsilon}(n) + \varepsilon B(X^{\varepsilon}(n), \xi(q_1(n)), ..., \xi(q_\ell(n))) \]
in the discrete time case and
\[ \frac{dX^{\varepsilon}(t)}{dt} = \varepsilon B(X^{\varepsilon}(t), \xi(q_1(t)), ..., \xi(q_\ell(t))) \]
in the continuous time case with \( \xi \) being either a stochastic process or having the form \( \xi(s) = F^s f \) where \( F^s \) is a dynamical system and \( f \) is a function. Positive functions \( q_1, ..., q_\ell \) will satisfy certain conditions which will be specified in the next
section, in particular, first $k$ of them are linear while others grow faster than preceding ones. An example where (1.2) emerges is obtained when we consider a time dependent small perturbation of the oscillator equation

\begin{equation}
\ddot{x} + \lambda^2 x = \varepsilon g(x, \dot{x}, t)
\end{equation}

where the force term $g$ depends on time in a random way $g(x, y, t) = g(x, y, \xi(q_1(t)), ..., \xi(q_\ell(t)))$. Then passing to the polar coordinates $(r, \phi)$ with $x = r \sin(\lambda(t - \phi))$ and $\dot{x} = \lambda r \cos(\lambda(t - \phi))$ the equation (1.3) will be transformed into (1.2). It seems reasonable that a random force may depend on versions of the same process or a dynamical system moving with different speeds which is what we have here.

As it is well known (see, for instance, [28]), if $B(x, y_1, ..., y_\ell)$ is bounded and Lipschitz continuous in $x$ and the limit

\begin{equation}
\bar{B}(x) = \lim_{T \to \infty} \frac{1}{T} \int_0^T B(x, \xi(q_1(t)), ..., \xi(q_\ell(t))) \, dt
\end{equation}

exists then for any $S \geq 0$,

\begin{equation}
\lim_{\varepsilon \to 0} \sup_{0 \leq t \leq S/\varepsilon} |X^\varepsilon(t) - \bar{X}^\varepsilon(t)| = 0
\end{equation}

where

\begin{equation}
\frac{dX^\varepsilon(t)}{dt} = \varepsilon \bar{B}(\bar{X}^\varepsilon(t)) \quad \text{and} \quad Z^\varepsilon(t) = X^\varepsilon(t/\varepsilon), \ \bar{Z}(t) = \bar{X}^\varepsilon(t/\varepsilon).
\end{equation}

In the discrete time case we have to take

\begin{equation}
\bar{B}(x) = \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^N B(x, \xi(q_1(n)), ..., \xi(q_\ell(n)))
\end{equation}

and (1.5) remains true with $\bar{X}^\varepsilon$ given by (1.6) and (1.7). Almost everywhere limits in (1.4) and (1.7) can be obtained by nonconventional pointwise ergodic theorems from [6] and [1], respectively, in rather general circumstances in the dynamical systems case and under another set of conditions existence of such limits follows from [20].

After nonconventional ergodic theorems (or in the probabilistic language laws of large numbers) are established the next natural step is to obtain central limit theorem type results which was accomplished in [24]. The averaging principle (1.3) can be considered as an extension of the ergodic theorem and the main goal of this paper is to extend also central limit theorem type results to the above nonconventional averaging setup in the spirit of what was done in the standard (conventional) averaging case in [21] and [17]. Central limit theorem type results turn in the averaging setup into assertions about Gaussian approximations of the slow motion $X^\varepsilon$ given by (1.4) or by (1.2) where $\xi$ is a fast mixing stochastic process or a dynamical system while unlike the standard (conventional) case we have the process $\xi$ taken simultaneously at different times $q_i(t)$ in the right hand side of (1.4) and (1.2).

We prove, first, our limit theorems for stochastic processes under rather general conditions resembling the definition of mixingales (see [24] and [27]) and then check these conditions for more familiar classes of stochastic processes and dynamical systems. In [24] we imposed mixing assumptions in a standard way relying on two parameter families of $\sigma$-algebras (see [5]) while our assumptions here use only filtrations (i.e. nondecreasing families) of $\sigma$-algebras which are easier to construct for
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various classes of dynamical systems. As one of applications we check some form of
our conditions for Anosov flows which serve as fast motions in our nonconventional
averaging setup where we rely on the notion of Markov families from [8] and [9].

At the end of the paper we discuss a fully coupled averaging setup in our noncon-
tventional situation where already an averaging principle itself becomes a problem.

Acknowledgment. A part of this paper was done during my visit to the Fields
Institute in Toronto in June 2011 whose support and excellent working conditions
I greatfully acknowledge.

2. Preliminaries and main results

Our setup consists of a $\varphi$-dimensional stochastic process \{$(\xi(t), t \geq 0$ or $t = 0, 1, \ldots)$\} on a probability space $(\Omega, \mathcal{F}, Pr)$ together with a filtration of $\sigma$-algebras
$\mathcal{F}_t \subset \mathcal{F}$, $0 \leq l \leq \infty$ so that $\mathcal{F}_t \subset \mathcal{F}_l$ if $l \leq l'$. For convenience we extend the
definitions of $\mathcal{F}_t$ given only for $l \geq 0$ to negative $l$ by defining $\mathcal{F}_t = \mathcal{F}_0$ for $l < 0$.
In order to relax required stationarity assumptions to some kind of weak “limiting
stationarity” our setup includes another probability measure $P$ on the space $(\Omega, \mathcal{F})$.
Namely, we assume that the distribution of $\xi$ does not seem to exist unless an appropriate symbolic representation is available.

Here and in what follows $|g|_\kappa$ for two vectors $g = (g_1, \ldots, g_\varphi)$ and $\tilde{g} = (\tilde{g}_1, \ldots, \tilde{g}_\varphi)$ denotes the sum $\sum_{i=1}^\varphi |g_i - \tilde{g}_i|_\kappa$. Next, for $p, q \geq 1$ and $s \geq 0$ we
define a sort of a mixing coefficient
\begin{equation}
\eta_{p,\kappa,s}(n) = \sup_{t \geq 0} \{ \| E(g(\xi(n+t), \xi(n+t+s))|F[t]) - E_P g(\xi(n+t), \xi(n+t+s)) \|_p : g = g(\xi, \tilde{\xi}), |g|_{\kappa} \leq 1 \}, \quad \eta_{p,\kappa}(n) = \eta_{p,\kappa,0}(n)
\end{equation}
where \( \| \cdot \|_p \) is the \( L^p \)-norm on the space \( (\Omega, F, Pr) \), \( \lfloor \cdot \rfloor \) denotes the integral part and throughout this paper we write \( \Pr \) for the expectation with respect to \( Pr \) and \( E_P \) for the expectation with respect to \( P \). We will need also an (one-sided) approximation coefficient
\begin{equation}
\zeta_q(n) = \sup_{t \geq 0} \| E(\xi(t)|F[t]+n) - \xi(t) \|_q.
\end{equation}

2.1. Assumption. Given \( \kappa \in (0,1] \) there exist \( p, q \geq 1 \) and \( m, \delta > 0 \) satisfying
\begin{equation}
\gamma_m = E[|\xi(0)|^m] < \infty, \quad \frac{1}{2} \geq \frac{1}{p} + \frac{2}{m} + \frac{\delta}{q}, \quad \delta < \kappa - \frac{\rho}{p}, \quad \kappa q > 1
\end{equation}
with \( \rho = (\ell - 1)\theta \) and such that
\begin{equation}
\sum_{n=0}^{\infty} n \left( \eta_{p,\kappa}^{\delta}(n) + \zeta_q^\delta(n) \right) < \infty \quad \text{and} \quad \lim_{n \to \infty} \eta_{p,\kappa,s}(n) = 0 \quad \text{for all} \quad s \geq 0,
\end{equation}
where \( \frac{\rho}{p} \approx \theta < \kappa \).

Next, let \( B = B(x,\xi) = (B^{(1)}(x,\xi), ..., B^{(d)}(x,\xi)) \), \( \xi = (\xi_1, ..., \xi_\ell) \in \mathbb{R}^{\ell_\nu} \) be a \( d \)-vector function on \( \mathbb{R}^{d} \times \mathbb{R}^{\ell_\nu} \) such that for some constant \( K > 0 \) and all \( x, \tilde{x} \in \mathbb{R}^d \), \( \xi, \tilde{\xi} \in \mathbb{R}^{\ell_\nu} \), \( i, j, l = 1, ..., d \),
\begin{equation}
|B^{(i)}(x,\xi)| \leq K, \quad |B^{(i)}(x,\xi) - B^{(i)}(\tilde{x},\tilde{\xi})| \leq K(|x - \tilde{x}| + \sum_{j=1}^{\ell} |\xi_j - \tilde{\xi}_j|^\kappa)
\end{equation}
and
\begin{equation}
\left| \frac{\partial B^{(i)}(x,\xi)}{\partial x_j} \right| \leq K, \quad \left| \frac{\partial^2 B^{(i)}(x,\xi)}{\partial x_j \partial x_l} \right| \leq K.
\end{equation}

We will be interested in the central limit theorem type results as \( \varepsilon \to 0 \) for the solution \( X^\varepsilon(t) = X^\varepsilon_x(t) \) of the equation
\begin{equation}
\frac{dX^\varepsilon(t)}{dt} = \varepsilon B(X^\varepsilon(t), \xi(q_1(t)), ..., \xi(q_\ell(t))), \quad X^\varepsilon_x(0) = x, \quad t \in [0,T/\varepsilon]
\end{equation}
where \( q_1(t) < q_2(t) < \cdots < q_\ell(t), t > 0 \) are increasing functions such that \( q_j(t) = \alpha_j t \) for \( j \leq k < \ell \) with \( \alpha_1 < \alpha_2 < \cdots < \alpha_k \) whereas the remaining \( q_j's \) grow faster in \( t \). Namely, we assume similarly to \cite{[24]} that for any \( \gamma > 0 \) and \( k+1 \leq i \leq \ell \),
\begin{equation}
\lim_{t \to \infty} (q_i(t+\gamma) - q_i(t)) = \infty
\end{equation}
and
\begin{equation}
\lim_{t \to \infty} (q_i(\gamma t) - q_{i-1}(t)) = \infty.
\end{equation}

Set
\begin{equation}
\bar{B}(x) = \int B(x,\xi_1, ..., \xi_\ell) d\mu(\xi_1) \cdots d\mu(\xi_\ell).
\end{equation}

We consider also the solution \( \bar{X}^\varepsilon(t) = \bar{X}^\varepsilon_x(t) \) of the averaged equation
\begin{equation}
\frac{d\bar{X}^\varepsilon(t)}{dt} = \varepsilon \bar{B}(\bar{X}^\varepsilon(t)), \quad \bar{X}^\varepsilon_x(0) = x.
\end{equation}
It will be convenient to denote \( Z^\varepsilon(t) = X^\varepsilon(t/\varepsilon) \), \( \bar{Z}(t) = \bar{X}^\varepsilon(t/\varepsilon) \) and to introduce \( Y^\varepsilon(t) = Y^\varepsilon_y(t) \) by

\[
Y^\varepsilon_y(t) = y + \int_0^t B(\bar{Z}(s), \xi(q_1(s/\varepsilon)), \xi(q_2(s/\varepsilon)), \ldots, \xi(q_\ell(s/\varepsilon))) ds.
\]

2.2. **Theorem.** Suppose that (2.7), (2.9), (2.10) and Assumption 2.1 hold true. Then the family of processes \( G^\varepsilon(t) = \varepsilon^{-1/2} (Y^\varepsilon(t) - \bar{Z}_\cdot(t)) \), \( t \in [0, T] \) converges weakly as \( \varepsilon \to 0 \) to a Gaussian process \( G^0(t) \), \( t \in [0, T] \) having not necessarily independent increments (see an example in [24]) with covariances of its components \( G^0(t) = (G^{0,1}(t), \ldots, G^{0,d}(t)) \) having the form \( \mathbb{E}G^{0,l}(s)G^{0,m}(t) = \int_0^{\min(s,t)} A^{l,m}(u) du \) with the matrix function \( \{A^{l,m}(u), 1 \leq l, m \leq d\} \) computed in Section 4. Furthermore, the family of processes \( Q^\varepsilon(t) = \varepsilon^{-1/2} (Z^\varepsilon(t) - \bar{Z}(t)) \), \( t \in [0, T] \) converges weakly as \( \varepsilon \to 0 \) to a Gaussian process \( Q^0(t) \), \( t \in [0, T] \) which solves the equation

\[
Q^0(t) = G^0(t) + \int_0^t \nabla B(\bar{Z}(s)) Q^0(s) ds.
\]

In the discrete time setup (1.7) the similar results hold true assuming that \( q_i \) ’s take on integer values on integers, \( \gamma \) in (2.9) is replaced by 1, \( \alpha_i \) is replaced by \( i \) for \( i = 1, \ldots, k \) and defining \( Z^\varepsilon(t) = X^\varepsilon([t/\varepsilon]) \) together with \( Y^\varepsilon = Y^\varepsilon_y \) given by

\[
Y^\varepsilon_y(t) = y + \int_0^t B(\bar{Z}(s), \xi(q_1([s/\varepsilon])), \xi(q_2([s/\varepsilon])), \ldots, \xi(q_\ell([s/\varepsilon]))) ds
\]

while leaving all other definitions and assumptions the same as above.

Observe that we work with \( \bar{B} \) defined by (2.11) but in our circumstances the central limit theorem type results from [24] imply also (1.4) and (1.7), at least, in the \( L^2 \)-sense while a nonconventional law of large numbers from [20] and (under stationarity assumptions) pointwise nonconventional ergodic theorems from [1] and [6] yield (1.4) and (1.7) also for the almost sure convergence. Note also that we need the full strength of (2.6) only for one argument in Section 4 borrowed from [21] but for a standard limit theorem not in the averaging setup, i.e. when \( B(x, \xi_1, \ldots, \xi_\ell) = B(\xi_1, \ldots, \xi_\ell) \) does not depend on \( x \), it suffices to require only summability of the expression in brackets in (2.6).

An important point in the proof of the first part of Theorem 2.2 is to introduce the representation

\[
B(x, \xi) = B(x) + B_1(x, \xi_1) + \cdots + B_\ell(x, \xi_1, \ldots, \xi_\ell)
\]

where \( \xi = (\xi_1, \ldots, \xi_\ell) \) and for \( i < \ell \),

\[
B_i(x, \xi_1, \ldots, \xi_\ell) = \int B(x, \xi_1, \ldots, \xi_\ell) d\mu(\xi_{i+1}) \cdots d\mu(\xi_\ell) - \int B(x, \xi_1, \ldots, \xi_\ell) d\mu(\xi_i) \cdots d\mu(\xi_\ell)
\]

while

\[
B_\ell(x, \xi_1, \ldots, \xi_\ell) = B(x, \xi_1, \ldots, \xi_\ell) - \int B(x, \xi_1, \ldots, \xi_\ell) d\mu(\xi_\ell).
\]

Next, we introduce

\[
Y^\varepsilon_i(t) = \int_0^{t/\varepsilon_i} B_i(\bar{Z}(s), \xi(q_1(s/\varepsilon)), \xi(q_2(s/\varepsilon)), \ldots, \xi(q_\ell(s/\varepsilon))) ds, \ i = 1, \ldots, k,
\]

\[
Y^\varepsilon_{\ell}(t) = \int_0^t B_\ell(\bar{Z}(s), \xi(q_1(s/\varepsilon)), \xi(q_2(s/\varepsilon)), \ldots, \xi(q_\ell(s/\varepsilon))) ds, \ i = k + 1, \ldots, \ell
\]
and $Y^\varepsilon_y(t) = Y^\varepsilon_{0,y}(t) = y + \int_0^t B_i(Z(s))ds$. Thus $Y^\varepsilon_y$ from (2.13) has the representation

$$Y^\varepsilon_y(t) = Y^\varepsilon_0(t) + \sum_{i=1}^k Y^\varepsilon_i(\alpha_it) + \sum_{i=k+1}^\ell Y^\varepsilon_i(t).$$

We consider also $X^\varepsilon_i(t) = \tilde{X}^\varepsilon(t)$, $X^\varepsilon_i(t) = X^\varepsilon_{i,x}(t) = x + \varepsilon \int_0^t B_i(X^\varepsilon_i(s),\xi(q_1(s)),...,\xi(q_\ell(s)))ds$ and $Z^\varepsilon_i(t) = X^\varepsilon_i(t/\varepsilon)$ for all $i \geq 0$. For $i \geq 1$ set also

$$G^\varepsilon_i(t) = \varepsilon^{-1/2}Y^\varepsilon_i(t) \text{ and } Q^\varepsilon_i(t) = \varepsilon^{-1/2}Z^\varepsilon_i(t).$$

Relying on martingale approximations (which also can be done employing mixingsales from [26] and [27]) we will show that any linear combination $\sum_{i=1}^k \lambda_i G^\varepsilon_i$ converges weakly as $\varepsilon \to 0$ to a Gaussian process $\sum_{i=1}^k \lambda_i G^0_i$. It turns out that in the continuous time case each $G^\varepsilon_i$, $i = k + 1,...,\ell$ converges weakly as $\varepsilon \to 0$ to zero, and so the processes $Y^\varepsilon_i$, $i > k$ do not play any role in the limit. It follows that $G^\varepsilon$ converges weakly to a Gaussian process $G^0$ such that $G(t) = \sum_{i=1}^k \lambda_i G^0_i(\alpha_it)$. On the other hand, in the discrete time case each $G^\varepsilon_i$, $i > k$ cannot be disregarded, in general, and it converges weakly as $\varepsilon \to 0$ to a Gaussian process $G^0_i$ which is independent of any other $G^0_j$. The above difference between discrete and continuous time cases is due to the different natural forms of the assumption (2.9) in these two cases. These arguments yield the first part of Theorem 2.2 while its second part concerning convergence of $Q^\varepsilon$ as $\varepsilon \to 0$ is proved via some Taylor expansion and approximation arguments.

In order to clarify the role of the coefficients $\eta_{p,\kappa}$ and $\zeta_q$ we compare them with the more familiar mixing and approximation coefficients defined via a two parameter family of $\sigma$-algebras $\mathcal{G}_{s,t} \in \mathcal{F}$, $-\infty \leq s \leq t \leq \infty$ by

$$\omega_p(n) = \sup_{s \geq 0} \left\{ \|E(g|\mathcal{G}_{-\infty,s}) - E_p g\|_p : g \text{ is } \mathcal{G}_{s+n,\infty} \text{ measurable and } |g| \leq 1 \right\}$$

and

$$\beta_q(n) = \sup_{t \geq 0} \|E(\xi(t)|\mathcal{G}_{t-n,t+n}) - \xi(t)\|_q,$$

respectively, where $\mathcal{G}_{s,t} \subset \mathcal{G}_{s',t'}$ if $s' \leq s$ and $t' \geq t$. Then setting $\mathcal{F}_t = \mathcal{G}_{-\infty,t}$ we obtain by the contraction property of conditional expectations that

$$\beta_q(n) \geq \sup_{t \geq 0} \|E(\xi(t)|\mathcal{G}_{t-n,t+n}) - \xi(t) + \xi(t) - E(\xi(t)|\mathcal{G}_{-\infty,t+n+1})\|_q \geq \zeta_q(n+1) - \beta_q(n) \text{ i.e. } \beta_q(n) \geq \frac{1}{2} \zeta_q(n+1).$$

Furthermore,

$$\|g(\xi(n+t),\xi(n+t+s)) - g(E(\xi(n+t)|\mathcal{G}_{n+t-[n/2],n+t+[n/2]}), E(\xi(n+t+s)|\mathcal{G}_{n+t+s-[n/2],n+t+s+[n/2]})\|_p \leq 2|g|_\infty \beta^\kappa_p([n/2]),$$

and so

$$\eta_{p,\kappa}(n) \leq (\omega_p([n/2]) + 2\beta^\kappa_p([n/2]))|g|_\kappa.$$
The conditions of Theorem 2.2 hold true for many important stochastic processes. In the continuous time case they are satisfied when, for instance, \( \xi(t) = f(\Xi(t)) \) where \( \Xi(t) \) is either an irreducible continuous time finite state Markov chain or a nondegenerate diffusion process on a compact manifold while \( f \) is a H"older continuous vector function. In the discrete time case we can take, for instance, \( \xi(n) = f(\Xi(n)) \) with \( \Xi(n) \) being a Markov chain satisfying the Doeblin condition (see, for instance, [10], p. p. 367–368). In all these examples \( \eta_p,\kappa(n) \) and \( \zeta_q(n) \) decay in \( n \) exponentially fast while (2.6) requires much less. In fact, in both cases \( \xi(t) \) may depend on whole paths of a Markov process \( \Xi \) assuming only certain weak dependence on their tails.

Important classes of processes satisfying our conditions come from dynamical systems. In Section 6 we take \( \xi(t) = \xi(t,z) = g(F^t z) \) where \( F^t \) is a \( C^2 \) Anosov flow (see [23]) on a compact manifold \( M \) whose stable and unstable foliations are jointly nonintegrable and \( g \) is a H"older continuous \( \varphi \)-vector function on \( M \). It turns out that if we take the initial point \( z \) on an element \( S \) of a Markov family (see Section 8 introduced in [8] distributed there at random according to a probability measure equivalent to the volume on \( S \) then Assumption 2.1 can be verified. This does not yield though a desirable limit theorem where the initial point is taken at random on the whole manifold \( M \) distributed according to the Sinai-Ruelle-Bowen (SRB) measure (or the normalized Riemannian volume). We observe that a suspension representation of Anosov flows employed in [17] to derive limit theorems in the conventional averaging setup does not work in our situation because \( F^{\eta_i(t)} x, i = 1, ..., \ell \) arrive at the ceiling of the suspension at different times for different \( i \)'s.

In the discrete time case there are several important classes of dynamical systems where our conditions can be verified. First, for transformations where symbolic representations via Markov partitions are available (Axiom A diffeomorphisms (see [3]) and expanding endomorphisms, some one-dimensional maps e.g. the Gauss map (see [15]) etc.) we can rely on standard mixing and approximation assumptions based on two parameter families of \( \sigma \)-algebras as in (2.22) and (2.23). On the other hand, for many transformations Markov partitions are not available but still it is possible to construct one parameter increasing or decreasing filtration of \( \sigma \)-algebras so that our conditions can be verified. For some classes of noninvertible transformations \( F \) it is possible to choose an appropriate initial \( \sigma \)-algebra \( F_0 \) such that \( F^{-1} F_0 \subset F_0 \) and then to define a decreasing filtration \( F_i = F^{-i} F_0 \) (see [24] and [13]). Passing to the natural extension as in Remark 3.12 of [13] we can turn to an increasing filtration and to verify our conditions. On the other hand, our results can be derived under appropriate conditions with respect to decreasing families of \( \sigma \)-algebras. Namely, let \( F \supset F_0 \supset F_1 \supset F_2 \supset \cdots \) and define mixing and approximation coefficients by

\[
\eta_{p,\kappa,s}(n) = \sup_{t \geq s} \left\{ \| E(g(\xi(t),\xi(t-s)))|F_t|_{t+n} \|_p : g = g(\xi,\dot{\xi}), |g|_\kappa \leq 1 \right\}, \quad \eta_{p,\kappa,0}(n) = \eta_{p,\kappa,0}(n)
\]

and

\[
\zeta_q(n) = \sup_{t \geq n} \| E(\xi(t)|F_t|_{t-n}) - \xi(t) \|_q.
\]

Then under Assumption 2.1 we can rely on estimates of Section 3 below and in place of martingales there arrive at reverse martingales and to use a limit theorem for the latter.
2.3. Remark. If $\bar{B} \equiv 0$ then according to Theorem 2.2 the process $X_\varepsilon(t)$ is very close to its initial point on the time interval of order $1/\varepsilon$. Thus, in order to see fluctuations of order 1 it makes sense to consider longer time and to deal with $V_\varepsilon(t) = X_\varepsilon(t/\varepsilon)$. Under the stronger condition $\int B(x, \xi_1, ..., \xi_\ell) d\mu(\xi) \equiv 0$ it is not difficult to mimic the proofs in [22] and [4] relying on the technique of Sections 3 and 4 below in order to obtain that $V_\varepsilon(t)$, $t \in [0, T]$ converges weakly as $\varepsilon \to 0$ to a diffusion process with parameters obtained in the same way as in [22] and [4]. It is not clear whether, in general, this result still holds true assuming only that $\bar{B} \equiv 0$. Though most of the required estimates still go through in the latter case a convergence of $V_\varepsilon$ to a Markov process seems to be problematic in a general nonconventional averaging setup.

3. Estimates and martingale approximation

The proof of Theorem 2.2 will employ a modification of the machinery developed in [24]. First, we have to study the asymptotical behavior as $\varepsilon \to 0$ of

$$G_i^\varepsilon(t) = \sqrt{\varepsilon} \int_0^{\tau_i(t)/\varepsilon} B_i(\bar{Z}(\varepsilon s), \xi(q_i(s)), ..., \xi(q_i(s))) ds$$

which is obtained from the definition (2.21) by the change of variables $s \to s/\varepsilon$ and where $\tau_i(t) = t/\alpha_i$ for $i = 1, ..., k$ and $\tau_i(t) = t$ for $i = k + 1, ..., \ell$. Observe that if $\frac{1}{N+1} \leq \varepsilon \leq \frac{1}{N}$ and $N \geq 1$ then by (2.7),

$$|G_i^\varepsilon(t) - G_i^{1/N}(t)| \leq \frac{2Ktd}{\sqrt{N}},$$

and so it suffices to study the asymptotical behavior of $G_i^{1/N}$ as $N \to \infty$. Set

$$I_{i,N}(n) = \int_n^{n+1} B_i(\bar{Z}(s/N), \xi(q_i(s)), ..., \xi(q_i(s))) ds.$$

In view of (2.7) the asymptotical behavior of $G_i^{1/N}$ as $N \to \infty$ is the same as of $N^{-1/2} S_{i,N}(t)$ where

$$S_{i,N}(t) = \sum_{n=0}^{\lfloor N\tau_i(t) \rfloor} I_{i,N}(n).$$

There are two obstructions for applying directly the results of [24] to the sum (3.4). First, unlike [24] the integrand in (3.3) depends on the "slow time" $s/N$. Secondly, our mixing and approximation coefficients look differently from the corresponding coefficients in [24]. Still, it turns out that these obstructions can be dealt with and after minor modifications the method of [24] start working in our situation, as well. Namely, the dependence on the "slow time" being deterministic will not prevent us from making estimates similar to [24] while dependence of $I^N_i$ on $N$ will just require us to deal with martingale arrays which creates no problems as long as we obtain appropriate limits of variances and covariances. Concerning the second obstruction we observe that one half of the approximation estimate from [24] is contained in the coefficient $\zeta_p$ while another half is hidden in the coefficient $\eta_{p,\kappa}$ which also suffices for required mixing estimates.

We explain next more precisely why estimates similar to [24] hold true in our circumstances, as well. Let $f(\psi, \xi, \tilde{\xi})$ be a function on $\mathbb{R}^q \times \mathbb{R}^p \times \mathbb{R}^p$ such that for
any $\psi, \psi' \in \mathbb{R}^e$ and $\xi, \tilde{\xi}, \xi', \tilde{\xi}' \in \mathbb{R}^p$, 
(3.5) 
$|f(\psi, \xi, \tilde{\xi}) - f(\psi', \xi', \tilde{\xi}')| \leq C(|\psi - \psi'|^\kappa + |\xi - \xi'|^\kappa + |\tilde{\xi} - \tilde{\xi}'|^\kappa)$ and $|f(\psi, \xi, \tilde{\xi})| \leq C$.

Then setting $g(\psi) = E_P f(\psi, \xi(0), \xi(s))$ we obtain from (2.11) and (2.3) that for all $u, v \geq 0$ and $n \in \mathbb{N}$,
(3.6) 
$\left\| E \left( f(\psi, \xi(n + u), \xi(n + u + v)) | \mathcal{F}_{[u]} \right) - g(\psi) \right\|_p \leq C\eta_{p,\kappa,v}(n)$.

Let $h(\psi, \omega) = E(f(\psi, \xi(n + u), \xi(n + u + v)) | \mathcal{F}_{[u]}) - g(\psi)$. Then by (3.6) we can choose a version of $h(\psi, \omega)$ such that with probability one simultaneously for all $\psi, \psi' \in \mathbb{R}^e$,
(3.7) 
$|h(\psi, \omega) - h(\psi', \omega)| \leq 2C|\psi - \psi'|^\kappa$.

Since, in addition, $\|h(\psi, \omega)\|_p \leq C\eta_{p,\kappa,v}(n)$ by (3.6) for all $\psi \in \mathbb{R}^e$, we obtain by Theorem 3.4 from [24] that for any random $\varrho$-vector $\Psi = \Psi(\omega)$,
(3.8) 
$\|h(\Psi(\omega), \omega)\|_a \leq cC(\eta_{p,\kappa,v}(n))^{1 - \frac{1}{\varrho}} (1 + \|\Psi\|_m)$
where $\frac{1}{\varrho} < \theta < \kappa$, $\frac{1}{m} \geq \frac{1}{p} + \frac{1}{m}$ and $c = c(p, \varrho, \kappa, \theta) > 0$ depends only on parameters in brackets. Since
(3.9) 
$h(\tilde{\Psi}(\omega), \omega) = E\left( f(\tilde{\Psi}, \xi(n + u), \xi(n + u + v)) | \mathcal{F}_{[u]} \right)(\omega) \ a.s.$
provided $\tilde{\Psi}$ is $\mathcal{F}_{[u]}$-measurable we obtain from (3.7)–(3.9) together with the H"older inequality (cf. Corollary 3.6 in [24]) that,
(3.10) 
$\left\| E \left( f(\Psi, \xi(n + u), \xi(n + u + v)) | \mathcal{F}_{[u]} \right) - g(\Psi) \right\|_a \leq C(\eta_{p,\kappa,v}(n))^{1 - \frac{1}{\varrho}} (1 + \|\Psi\|_m) + 2C\|\Psi - E(\Psi | \mathcal{F}_{[u]} )\|_q^\delta$
provided $\frac{1}{\varrho} \geq \frac{1}{p} + \frac{2}{m} + \delta$. 

We apply the above estimates in two cases. First, when $f(\psi, \xi, \tilde{\xi}) = f(\psi, \xi) = B_i(x, \xi_1, ..., \xi_t)$ with $\psi = (\xi_1, ..., \xi_{i-1}) \in \mathbb{R}^{(i-1)p}$, $\xi = \xi_i \in \mathbb{R}^p$, $n = ([q_i(t) - q_{i-1}(t)]/2)$, $u = q_i(t) - n$ and $\Psi = (\xi_1(t), \xi_2(t), ..., \xi_{i-1}(t))$. In the second case $f(\psi, \xi, \tilde{\xi}) = B_i(x, \xi_1, ..., \xi_t)B_j(y, \xi'_1, ..., \xi'_t)$ with $\psi = (\xi_1, ..., \xi_{i-1}, \xi'_1, ..., \xi'_j - 1) \in \mathbb{R}^{(i+j-2)p}$, $\xi = \xi_i = \xi'_j \in \mathbb{R}^p$, $n = ([\min(q_i(t), q_j(s)) - \max(q_{i-1}(t), q_{j-1}(s))]^\delta)$ when $n > 0$, $u = \min(q_i(t), q_j(s)) - n$ and $\Psi = (\xi(q_i(t)), ..., \xi(q_{i-1}(t)), \xi(q_j(s)), ..., \xi(q_{j-1}(s)))$. The estimates for the first case are used for martingale approximations while the second case emerges when computing covariances.

Since $\int B_i(x, \xi_1, ..., \xi_t) d\mu(\xi_i) = 0$ we obtain by (3.11) the estimate
(3.11) 
$\left\| E \left( f(B_i(q_i(t)), ..., q_i(q_j(s))) | \mathcal{F}_{[q_i(t) - n]} \right) \right\|_a \leq C \left( \eta_{p,\kappa,v}(n) \right)^{1 - \frac{1}{\varrho}} (\zeta_q(n))^{\delta}$
for some $C > 0$ independent of $t$ where $n = n_i(t) = ([q_i(t) - q_{i-1}(t)]/2)$. Next, for any $x \in \mathbb{R}^e$, $\xi_1, ..., \xi_{i-1} \in \mathbb{R}^e$ and $r = 1, 2, ...$ set

$B_{i,r}(x, \xi_1, ..., \xi_{i-1}, \xi(t)) = E\left( B_i(x, \xi_1, ..., \xi_{i-1}, \xi(t)) | \mathcal{F}_{[t]} \right)$
and $\xi_r(t) = E(\xi(t) | \mathcal{F}_{[t] + r})$. 

Nonconventional averaging
We start with showing that there exists a constant 
\[ S(3.16) \]
the latter by means of martingale limit theorems and, finally, employing the representation of 
\[ N_s/N \]
a
\[ a \]
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\[ (3.12) \]
\[ \|B_t(x, \xi_1, \ldots, \xi_{i-1}, \xi(t)) - B_{t,r}(x, \xi_1, \ldots, \xi_{i-1}, \xi(t))\|_q \]
\[ \leq 2\|B_t(x, \xi_1, \ldots, \xi_{i-1}, \xi(t)) - B_t(x, \xi_1, \ldots, \xi_{i-1}, E(\xi(t)|\mathcal{F}_{[t+r]})\|_q \]
\[ \leq 2Kd\|\xi(t) - E(\xi(t))|\mathcal{F}_{[t+r]}\|_q \leq 2Kd\zeta_n^a(r). \]

Moreover, similarly to Lemma 3.12 in [24] we obtain that
\[ (3.13) \]
\[ \|B_t(x, \xi(q_1(t)), \ldots, \xi(q_s(t))) - B_{t,r}(x, \xi(q_1(t)), \ldots, \xi(q_{s-1}(t)))\|_a \leq c\zeta_n^a(r) \]
provided \( \frac{1}{p} \geq \frac{1}{m} + \frac{2}{q} \) and \( \delta < \min(\kappa, 1 - \frac{d}{2m}) \) where \( c = c(\delta, a, p, q) > 0 \) depends only on the parameters in brackets. Set
\[ b_{ij}^{(m)}(x, y; s, t) = E(B^{(l)}_i(x, \xi(q_1(s)), \ldots, \xi(q_s(s)))B^{(m)}_j(y, \xi(q_1(t)), \ldots, \xi(q_t(t))) \]
where, recall, \( B^{(l)}_i \) is the \( l \)-th component of the \( d \)-vector \( B_i \). Now, by (2.7), (3.11) and (3.13),
\[ (3.14) \]
\[ |b_{ij}^{(m)}(x, y; s, t)| \leq C((\eta_p(n))^{1-}\# + (\zeta_n^a(n))^\delta \]
where \( C > 0 \) does not depend on \( s, t \geq 0 \) and \( n = n_{ij}(s, t) = \max(\bar{n}_{ij}(s, t), \bar{n}_{ji}(t, s)) \)
with \( \bar{n}_{ij}(s, t) = \frac{1}{2}\min(q_i(s) - q_j(t), q_i(s) - q_{i-1}(s)) \].

Now, set
\[ (3.15) \]
\[ I_{i,N,r}(n) = \int_{n-1}^n B_t(x, \xi(q_1(s)), \ldots, \xi(q_s(s)))ds, S_{i,N,r}(t) = \sum_{n=1}^{[N\tau(t)]} I_{i,N,r}(n), R_{i,N,r}(m) = \sum_{m=n}^{[N\tau(t)]} E(I_{i,N,r}(l)|\mathcal{F}_{m+l}), \]
\[ D_{i,N,r}(m) = I_{i,N,r}(m) + R_{i,N,r}(m) - R_{i,N,r}(m-1) \] and \( M_{i,N,r}(t) = \sum_{n=1}^{[N\tau(t)]} D_{i,N,r}(n) \).

In view of (3.11) applied with \( a = 2 \) we see that the series for \( R_{i,N,r}(m) \) converges in \( L^2 \), \( D_{i,N,r}(m) \) is \( F_{m+r} \)-measurable and since \( E(D_{i,N,r}(m)|F_{m-1+r}) = 0 \) we obtain that \( \{D_{i,N,r}(m), F_{m+r}\}_{0 \leq m \leq [N\tau(t)]} \) is a martingale differences array. Next, we proceed similarly to Sections 5 and 7 of [24] observing that the limiting behaviour of \( N^{-1/2}S_{i,N,r}(t) \) as \( N \to \infty \) is the same as of \( N^{-1/2}M_{i,N,r}(t) \), then dealing with the latter by means of martingale limit theorems and, finally, employing the representation
\[ (3.16) \]
\[ S_{i,N}(t) = S_{i,N,1}(t) + \sum_{r=1}^{\infty} (S_{i,N,2^r}(t) - S_{i,N,2^{r-1}}(t)) \].

In order to complete this program it remains only to compute limiting covariances as in Section 4 of [24] taking care also of the slow time \( s/N \) entering (3.3) and (3.15).

4. Limiting Covariances

In this section we show the existence and compute the limit as \( N \to \infty \) of the expression
\[ (4.1) \]
\[ E(G_{i,j}^{(s)}(s)G_{j,m}^{(t)}(t)) = \int_0^{\tau(s)/\epsilon} \int_0^{\tau(t)/\epsilon} b_{ij}^{(m)}(\bar{Z}(\epsilon u), \bar{Z}(\epsilon v); u, v)dudv. \]

We start with showing that there exists a constant \( C > 0 \) such that for all \( t \geq s > 0, l = 1, \ldots, d, N \geq 1 \) and \( i = 1, \ldots, \ell, \)
\[ (4.2) \]
\[ \sup_{\epsilon > 0} E|G_{i,j}^{1/N}(t) - G_{i,j}^{1/N}(s)|^2 \leq C(t - s). \]
In order to obtain (4.2) we note that by (2.9) and (2.10) for \( t \geq s \),
\[
q_i(t) - q_i(s) \geq \alpha_i(t - s) \quad \text{and} \quad q_i(t) - q_{i-1}(t) \geq \alpha_{i-1}t \quad \text{when} \quad i = 2, \ldots, k
\]
and for any \( \gamma > 0 \) there exists \( t_\gamma \) such that for all \( t \geq t_\gamma \) and \( i = k + 1, \ldots, \ell \),
\[
q_i(t) - q_i(s) \geq (t - s) + \gamma^{-1} \quad \text{and} \quad q_i(t) - q_{i-1}(t) \geq t + \gamma^{-1}.
\]

Now (4.2) follows from (2.6), (3.14), (4.1), (4.3) and (4.4). Observe, that by (3.2) and (4.1) if \( \frac{1}{N+1} \leq \varepsilon \leq \frac{1}{N} \) then
\[
|EG_{i,l}^s(s)G_{j,m}^s(t) - EG_{i,l}^{1/N}(s)G_{j,m}^{1/N}(t)| \leq \frac{4KdC\sqrt{T}}{\sqrt{N}},
\]
and so it suffices to study (4.1) as \( \varepsilon = \frac{1}{N} \) and \( N \to \infty \).

Next, we claim that if \( i > j \) and \( i > k \) then the limit in (4.1) as \( \frac{1}{N} = N \to \infty \) exists and equals zero. Indeed, in this case for any small \( \gamma > 0 \) with \( \gamma T \leq s \),
\[
|EG_{i,l}^{1/N}(s)G_{j,m}^{1/N}(t)| \leq I_1 + I_2
\]
where by (4.2),
\[
I_1 = |EG_{i,l}^{1/N}(\gamma T)G_{j,m}^{1/N}(t)| \leq (E(G_{i,l}^{1/N}(\gamma T))^2)^{1/2}(E(G_{j,m}^{1/N}(t))^2)^{1/2} \leq C\sqrt{\gamma T}t
\]
and by (3.14),
\[
I_2 = |E(G_{i,l}^{1/N}(s) - G_{i,l}^{1/N}(\gamma T))G_{j,m}^{1/N}(t)| = \frac{1}{N} \int_{\gamma T}^{sN} du \int_{0}^{T(tN)} \rho_{ij}(u,v)dv
\]
where
\[
\rho_{ij}(u,v) = (\eta_{p,k}(n_{ij}(u,v)))^{1-\frac{q}{d}} + (\zeta_{q}(n_{ij}(u,v)))^{d}
\]
with \( n_{ij}(s,t) \) defined after (3.14). It follows from (2.6), (2.9), (2.10) and (4.8) that for any \( \gamma > 0 \) there exists \( N_{\gamma} \) such that whenever \( N \geq N_{\gamma} \) and \( v \in [0,TN] \) (cf. Proposition 4.5 in [24]),
\[
\int_{\gamma T}^{sN} \rho_{ij}(u,v)du \leq \gamma,
\]
and so \( I_2 \leq CT\gamma \). Since \( \gamma > 0 \) is arbitrary this together with (4.5) and (4.6) yields that for all \( l, m = 1, \ldots, d, i > k \) and \( j < i \),
\[
\lim_{N \to \infty} EG_{i,l}^{1/N}(s)G_{j,m}^{1/N}(t) = 0.
\]

Next, we claim that when \( i > k \) then also for all \( l, m = 1, \ldots, d, \)
\[
\lim_{N \to \infty} EG_{i,l}^{1/N}(s)G_{i,m}^{1/N}(t) = 0.
\]

Indeed, by (3.14) and (4.8) for \( t \geq s \),
\[
|EG_{i,l}^{1/N}(s)G_{i,m}^{1/N}(t)| \leq \frac{1}{N} \int_{0}^{sN} du \int_{0}^{TN} \rho_{ii}(u,v)dv = I_3 + I_4
\]
where
\[
I_3 = \frac{2}{N} \int_{0}^{sN} du \int_{u}^{sN} \rho_{ii}(u,v)dv \quad \text{and} \quad I_4 = \frac{1}{N} \int_{0}^{sN} du \int_{sN}^{TN} \rho_{ii}(u,v)dv.
\]
\[ I_3 = \frac{2}{N} \int_0^{s_N} du \int_{u}^{u+\gamma} \rho_{ii}(u, v) dv + \frac{2}{\gamma} \int_0^{\gamma N} du \int_{u}^{u+\gamma} \rho_{ii}(u, v) dv \]
\[ + \frac{2}{\gamma} \int_0^{\gamma N} du \int_{u+\gamma}^{u+N} \rho_{ii}(u, v) dv \leq C(s\gamma + \gamma + s\beta(\gamma N)) \]
for some \( C > 0 \) where by (2.6) and (2.10) for any \( \gamma > 0 \),
\[ \beta(\gamma) = \sup_{u,v} \int_{u}^{u+\gamma} \rho_{ii}(u, v) dv < \infty \text{ and } \lim_{M \to \infty} \beta(M) = 0. \]

Next,
\[ I_4 = \frac{1}{N} \int_0^{s_N} du \int_{s_N}^{s_N+\gamma} \rho_{ii}(u, v) dv \]
\[ + \frac{1}{\gamma} \int_0^{s_N} du \int_{s_N+\gamma}^{s_N+\gamma} \rho_{ii}(u, v) dv \leq Cs\gamma + Cs\beta(s) \]
Finally, (4.10) follows from (4.11)–(4.14) letting, first, \( N \to \infty \) and then \( \gamma \to 0 \).

In order to compute the limit as \( \frac{1}{N} = N \to \infty \) of (4.11) for \( i, j = 1, 2, \ldots, k \) we recall an argument of Lemma 3.1 from [21] which yields that if uniformly in \( \sigma \geq 0 \) and \( x, y \) from a compact set the limit
\[ \lim_{N \to \infty} \frac{1}{N} \int_{\sigma/\alpha}^{(\sigma+sN)/\alpha} \frac{b_{ij}^{lm}(x, y; u, v) du dv}{sD_{ij}^{lm}(x, y)} \]
exists and has the form of the right hand side with a continuous \( D_{ij}^{lm} \) then the limit (4.11) exists, as well, and it has the form
\[ \lim_{N \to \infty} E(G_{ij}^{1/N}(s)G_{j,m}^{1/N}(t)) = \int_0^{\min(s,t)} D_{ij}^{lm}(\overline{Z}(u), \overline{Z}(u)) du. \]
Namely, set \( M = M(N) = [N^{2/3}] \) and let \( s_i = \frac{N}{M}, i = 0, 1, \ldots, M - 1 \).
Assume also that \( s \leq t \). Let
\[ A_N = \cup_{i=0}^{M-1} A_{N,i}, \text{ with } A_{N,i} = \{(u, v) : s_i N \leq u, v < (s_i + s/M)N\} \]
and \( B_N = \{(u, v) : 0 \leq u \leq sN, 0 \leq v \leq tN\} \setminus A_N \). Then
\[ E(G_{ij}^{1/N}(s)G_{j,m}^{1/N}(t)) = I_5 + I_6 \]
where
\[ I_5 = \frac{1}{N^{ij}} \int_{B_N} b_{ij}^{lm}(\overline{Z}(u/N), \overline{Z}(v/N), u/i, v/j) du dv \]
and
\[ I_6 = \frac{1}{N^{ij}} \int_{A_N} b_{ij}^{lm}(\overline{Z}(u/N), \overline{Z}(v/N), u/i, v/j) du dv. \]
Now, by (3.14) and (3.8),
\[ |I_5| \leq \frac{C_{ij}}{N^{ij}} \left( \sum_{i=0}^{M-1} \int_0^{s_i} \int_0^{s_i+\gamma} (\rho_{ij}(u/\alpha_i, v/\alpha_j) + \rho_{ij}(u/\alpha_j, v/\alpha_i) du dv \right. \]
\[ \left. + \int_0^{s_i \gamma} \int_0^{s_i \gamma} \rho_{ij}(u/\alpha_i, v/\alpha_j) du dv \right) \]
Observe that by the definition of \( n_{ij}(u, v) \) after (3.14) we can write for \( i, j = 1, \ldots, k, \)
\[ \rho_{ij}(u/\alpha_i, v/\alpha_j) = \zeta(|u - v|) \]
where \( \zeta \geq 0 \) satisfies \( \int_0^\infty w\zeta(w)dw < \infty \). Integrating by parts we obtain for any \( V \geq U \geq 0 \),
\[
\int_0^U du \int_U^V \zeta(v-u)dv \leq \int_0^U du \int_0^\infty \zeta(w)dw = \int_0^U r\zeta(r)dr \leq \int_0^\infty r\zeta(r)dr.
\]

This together with \[2.6\), \(4.18\) and \(4.19\) gives by the choice of \( M = M(N) \) that
\[
|I_5| \leq \tilde{C} \frac{M}{N^{\alpha_i \alpha_j}} \to 0 \text{ as } N \to \infty
\]
for some \( \tilde{C} > 0 \) independent of \( M \) and \( N \).

Next,
\[
|I_6| = \frac{1}{M^{\alpha_i \alpha_j}} \sum_{i=0}^{M-1} J_{M,N}(i) + I_7
\]
where
\[
J_{M,N}(i) = \frac{M}{N} \int_{s_i \leq u < (s_i + \frac{1}{M})N} b^{l,m}_{ij}(\bar{Z}(s_i), \bar{Z}(s_i)) d\mu u/v, \quad v, \alpha_j
\]
and by \[2.7\] and the choice of \( M = M(N) \),
\[
|I_7| \leq C s^3 N M^{-2} \to 0 \text{ as } N \to \infty
\]
where \( C > 0 \) does not depend on \( s, N \) and \( M \). By \[4.15\] we obtain that
\[
|J_{M,N}(i) - s\alpha_i \alpha_j D^{l,m}_{ij}(\bar{Z}(s_i), \bar{Z}(s_i))| \to 0 \text{ as } N \to \infty,
\]
and so
\[
|I_6 - \int_0^s D^{l,m}_{ij}(\bar{Z}(u), \bar{Z}(u)) du| \to 0 \text{ as } N \to \infty
\]
completing the proof of \[4.16\].

In order to describe \( D^{l,m}_{ij}(x,y) \), \( i,j \leq k \) consider all indices \( 1 \leq i'_1 < i'_2 < ... < i'_e = i \) and \( 1 \leq j'_1 < j'_2 < ... < j'_e = j \) such that there exist \( 0 < \rho_1 < ... < \rho_{i_j} = 1 \) satisfying \( \alpha_i \rho_i, \alpha_j \rho_j \in \{\alpha_1, ..., \alpha_k\} \) for all \( l = 1, ..., i_j \). Define
\[
a^{l,m}_{ij}(x,y; s_1, ..., s_{i_j}) = \int B^{(l)}_i(x; \xi_1, ..., \xi_i) B_j(y; \tilde{\xi}_1, ..., \tilde{\xi}_j) \prod_{i=1}^{i_j} d\mu_{s_i}(\xi_i, \tilde{\xi}_i) \prod_{\ell < i < j} d\mu(\xi_i).
\]

Then in the same way as in the proof of Lemma 4.4 from \[24\] (see also Section 7 there) we obtain relying on \[2.6\], \[3.10\] and \[3.14\] that
\[
\lim_{N \to \infty, \alpha, N u_N - \alpha, N v_N = w} b^{l,m}_{ij}(x,y; Nu_N, Nv_N) = a^{l,m}_{ij}(x,y; \rho_1 w, \rho_2 w, ..., \rho_{i_j} w).
\]

This is the only place where we need Assumption \[2.1\] for \( \eta_{p,s} \) with \( s > 0 \). It follows similarly to Section 7 of \[24\] that the limit \[4.15\] exists and it can be written in the form
\[
D^{l,m}_{ij}(x,y) = \frac{1}{\alpha_i \alpha_j} \int_{-\infty}^{\infty} a^{l,m}_{ij}(x,y; \rho_1 w, \rho_2 w, ..., \rho_{i_j} w)dw.
\]

Collecting the results of Sections 3 and 4 together we conclude that each \( G_i^\varepsilon, i = 1, ..., k \) converges weakly as \( \varepsilon \to 0 \) to the corresponding Gaussian process \( G_0^\varepsilon \) having independent increments while the process \( G_i^\varepsilon, i > k \) converge weakly as \( \varepsilon \to 0 \) to
zero (in the continuous time case we are dealing with now). Moreover, the processes $G^\varepsilon$ converge weakly as $\varepsilon \to 0$ to a Gaussian process $G^0$ (with not necessarily independent increments as an example in [24] shows) having the representation

$G^0(t) = \sum_{i=1}^{k} G^\varepsilon_i(it)$. 

Furthermore, the covariances of different components $G^0_i(s) = (G^0_{i,1}, ..., G^0_{i,d})$ of this processes are described in view of the above by

$EG^0_i(s)G^0_j(t) = \int_{0}^{\min(s,t)} D_{ij}^l(\tilde{Z}(u), \tilde{Z}(u)) du$, 

and so by (4.29),

$EG^0_i(s)G^0_j(t) = \int_{0}^{\min(s,t)} A_{ij}^l(u) du$

where

$A_{ij}^l(u) = \sum_{1 \leq i,j \leq k} D_{ij}^l(\tilde{Z}(iu), \tilde{Z}(ju))$. 

5. GAUSSIAN APPROXIMATION OF THE SLOW MOTION AND DISCRETE TIME CASE

In order to complete the proof of Theorem 2.2 we proceed similarly to [21]. First, we consider the process $H^\varepsilon(t)$ which solves the linear equation

$H^\varepsilon(t) = G^\varepsilon(t) + \int_{0}^{t} \nabla B(\tilde{Z}(s))H^\varepsilon(s)ds$. 

By (2.7), for some $C > 0$ independent of $t$ and $\varepsilon$,

$|H^\varepsilon(t)| \leq |G^\varepsilon(t)| + C \int_{0}^{t} |H^\varepsilon(s)|ds$.

Then

$||H^\varepsilon(t)| - |G^\varepsilon(t)|| \leq C \int_{0}^{t} |G^\varepsilon(s)|ds + C \int_{0}^{t} ||H^\varepsilon(s)| - |G^\varepsilon(s)||ds$

and by Gronwall's inequality

$|H^\varepsilon(t)| \leq |G^\varepsilon(t)| + Ce^{Ct} \int_{0}^{t} |G^\varepsilon(s)|ds$. 

It follows from Section 3 that the family of processes $\{G^\varepsilon(t), t \in [0, T]\}$ is tight which together with (5.2) implies that the family of processes $\{H^\varepsilon(t), t \in [0, T]\}$, as well, as the family of pairs $V^\varepsilon = \{G^\varepsilon, H^\varepsilon\}$ are tight.

It follows that any weak limit $V^0 = \{G^0, H^0\}$ of $V^\varepsilon$ as $\varepsilon \to 0$ must satisfy the equation

$H^0(t) = G^0(t) + \int_{0}^{t} \nabla B(\tilde{Z}(s))H^0(s)ds$

which has a unique solution. Moreover, its solution $H^0$ is a Gaussian process. Indeed, the equation (5.3) can be solved by successive approximations starting from $G^0$ so that on each step we will get a Gaussian process (in view of linearity).
and the limiting process will be Gaussian, as well. Moreover, $H^0$ depends linearly on $G^0$ having an integral representation of the form

\begin{equation}
H^0(t) = G^0(t) + \int_0^t K(t, s)G^0(s)ds
\end{equation}

with a differentiable kernel $K$ (Green’s function). The latter follows considering an operator $A$ given by

$$Af(t) = \int_0^t \nabla B(\bar{Z}(s))f(s)ds$$

which has the supremum norm less than 1 if $t \in [0, \Delta]$ for $\Delta$ small enough, and so we can write

$$H^0 = (I - A)^{-1}G^0 = G^0 + \sum_{n=1}^{\infty} A^n G^0.$$ 

In view of the form of the integral operator $A$ above this representation yields (5.4) on the interval $[0, \Delta]$ and then employing the same argument successively to time intervals $[\Delta, 2\Delta], [2\Delta, 3\Delta], \ldots$ we extend the representation (5.4) for any $t$.

Observe that

\begin{equation}
Q^\varepsilon(t) = \varepsilon^{-1/2} \int_0^t (B(Z^\varepsilon_x(s), \xi(q_1(s/\varepsilon)), \ldots, \xi(q_\ell(s/\varepsilon))) - B(\bar{Z}_x(s)), \xi(q_1(s/\varepsilon)), \ldots, \xi(q_\ell(s/\varepsilon))))ds
\end{equation}

where

$$J^1_1(s) = \varepsilon^{-1/2}(B(\bar{Z}_x(s) + \sqrt{Q^\varepsilon(s)}, \xi(q_1(s/\varepsilon)), \ldots, \xi(q_\ell(s/\varepsilon))) - B(\bar{Z}_x(s)), \xi(q_1(s/\varepsilon)), \ldots, \xi(q_\ell(s/\varepsilon)))) - \nabla x B(\bar{Z}_x(s), \xi(q_1(s/\varepsilon)), \ldots, \xi(q_\ell(s/\varepsilon))))\sqrt{Q^\varepsilon(s)}).$$

If $H^\varepsilon$ solves (5.1) then $U^\varepsilon(t) = Q^\varepsilon(t) - H^\varepsilon(t)$ satisfies by (5.3) the equation

\begin{equation}
U^\varepsilon(t) - \int_0^t \nabla x B(\bar{Z}_x(s), \xi(q_1(s/\varepsilon)), \ldots, \xi(q_\ell(s/\varepsilon)))U^\varepsilon(s)ds = \int_0^t (J^1_1(s) + J^2_2(s))ds
\end{equation}

where

$$J^2_2(s) = (\nabla x B(\bar{Z}_x(s), \xi(q_1(s/\varepsilon)), \ldots, \xi(q_\ell(s/\varepsilon))) - \nabla x B(\bar{Z}_x(s)))H^\varepsilon(s).$$

By Gronwall’s inequality we obtain that

\begin{equation}
|U^\varepsilon(t)| \leq Cte^{\varepsilon t} \int_0^t |J^1_1(s) + J^2_2(s)|ds
\end{equation}

for some $C > 0$ independent of $\varepsilon$ and $t \in [0, T]$.

Thus, in order to prove that $Q^\varepsilon$ converges weakly as $\varepsilon \to 0$ to a Gaussian process $Q^0$ solving (2.1) it suffices to show that $\int_0^t J^1_1(s)ds$ and $\int_0^t J^2_2(s)ds$ converge to zero in probability as $\varepsilon \to 0$. By (2.7),

$$|Z^\varepsilon_x(t) - V^\varepsilon_x(t)| \leq C \int_0^t |Z^\varepsilon_x(s) - \bar{Z}_x(s)|ds = C\sqrt{\varepsilon} \int_0^t |Q^\varepsilon_x(s)|ds$$

with $C = Kd$, and so

$$|Q^\varepsilon_x(t)| \leq |G^\varepsilon(t)| + C \int_0^t |Q^\varepsilon_x(s)|ds.$$
Hence, in the same way as in (5.2).

\[(5.8)\quad |Q_x^\varepsilon(t)| \leq |G^\varepsilon(t)| + Ce^{Ct} \int_0^t |G^\varepsilon(s)| ds.\]

By (2.7) and the Taylor formula with a reminder we conclude that
\[(5.9)\quad |J_1^x(s)| \leq C\sqrt{\varepsilon}|Q^\varepsilon(s)|^2\]

which together with (4.2) yields that \(E|J_1^x(s)| \to 0\) as \(\varepsilon \to 0\).

The proof of convergence to zero in probability of \(\int_0^t J_2^x(s) ds\) as \(\varepsilon \to 0\) is based on the integral representation (5.4). Set
\[
\Phi(x, \xi_1, \ldots, \xi_\ell) = B(x, \xi_1, \ldots, \xi_\ell) - \bar{B}(x)
\]
and
\[
\Psi(x, \xi_1, \ldots, \xi_\ell) = \nabla_x B(x, \xi_1, \ldots, \xi_\ell) - \nabla_x \bar{B}(x).
\]

Relying on the representation (5.4) we obtain that
\[(5.10)\quad |E \int_0^t J_2^x(s) ds| \leq |J_2^x(t)| + |J_1^x(t)|\]

where
\[(5.11)\quad J_2^x(t) = \varepsilon^{3/2} \int_0^{t/\varepsilon} ds \int_0^s du E\left(\Psi(\bar{Z}_x(\varepsilon s), \xi(q_1(s)), \ldots, \xi(q_\ell(s))) \right.\]
\[\left. \times (x, \xi_1(\varepsilon u), \ldots, \xi_{\ell}(\varepsilon u))\right)\]

and
\[(5.12)\quad J_1^x(t) = \varepsilon^{3/2} \int_0^{t/\varepsilon} ds \int_0^{\varepsilon s} du \int_0^{u/\varepsilon} dv K(\varepsilon s, \varepsilon v)\]
\[\times E\left(\Psi(\bar{Z}_x(\varepsilon s), \xi(q_1(s)), \ldots, \xi(q_\ell(s))) \Phi(\bar{Z}_x(\varepsilon u), \xi(q_1(u)), \ldots, \xi(q_\ell(u)))\right).\]

Estimating the expectations in (5.11) and (5.12) similarly to (3.14) we obtain that both \(J_2^x(t)\) and \(J_1^x(t)\) are of order \(\varepsilon\), and so the left hand side of (5.10) is of order \(\varepsilon\), as well. For more details of a similar argument we refer the reader to [21]. This completes the proof of Theorem 2.2 concerning the continuous time case.

In the discrete time case the proofs are similar but slightly simpler. Namely, set
\[(5.13)\quad R_i^{1/N}(t) = N^{-1/2} \sum_{n=0}^{\lceil Nt/i \rceil} B_i(\bar{Z}(nt/N), \xi(q_1(n)), \ldots, \xi(q_\ell(n)))\]

where \(B_i\)'s are the same as in (2.16)–(2.18). Then for all \(N \geq 1\),
\[(5.14)\quad |G_i^{1/N}(t) - R_i^{1/N}(t)| \leq CN^{-1/2}\]
for some \(C > 0\) independent of \(N\). The asymptotical behavior of \(R_i^{1/N}\) as \(N \to \infty\) can be studied in the same way as in [24] taking into account that we have here slightly different mixing conditions, and so the corresponding estimates should be done as above via (3.10)–(3.14). The main difference of the discrete vis-à-vis continuous time case is that now each \(G_i^{1/N}(t)\), \(i = k + 1, \ldots, \ell\) converges weakly as \(N \to \infty\) to a nondegenerate Gaussian process \(G_i^0(t)\) having the covariances
\[(5.15)\quad E(G_i^0(t)G_i^0(s)) = \int_0^{\min(s,t)} du \int B_i(\bar{Z}(u), \xi_1, \ldots, \xi_\ell)^2 d\mu(\xi_1) \ldots d\mu(\xi_\ell)\]
which is proved combining arguments of Proposition 4.5 in [24] and of Section 4 above. The computation of other limiting covariances proceeds in the same way as
in the continuous time case. It follows that in the discrete time case the processes $G^r$ converge weakly as $\varepsilon \to 0$ to a Gaussian process $G^0$ having the representation

$$G^0(t) = \sum_{i=1}^{k} G_i^0(it) + \sum_{i=k+1}^{\ell} G_i^0(t)$$

where each process $G_i^0$, $i > k$ is independent of each $G_i^0$ with $j \neq i$ while the processes $G_i^0$, $i \leq k$ are correlated with covariances described at the end of Section [4] taken with $\alpha_i = i$, $i = 1, \ldots, k$. The argument concerning the convergence of processes $Q^r$ to $Q^0$ solving (2.14) remains the same as in the continuous time case.

6. SOME DYNAMICAL SYSTEMS APPLICATIONS

We start with recalling the setup from [8] and [9]. A $C^2$-diffeomorphism $F$ of a compact Riemannian manifold $\Omega$ is called partially hyperbolic if there is a $F$-invariant splitting $E^s \oplus E^c \oplus E^u$ of the tangent bundle of $\Omega$ with $E^u \neq 0$ and constants $\lambda_1 \leq \lambda_2 < \lambda_3 \leq \lambda_4 \leq \lambda_5 \leq \lambda_6$, $\lambda_2 < 1$, $\lambda_5 > 1$ such that $\|dF(v)/\|v\|$ is between $\lambda_1$ and $\lambda_2$ on $E^s$, between $\lambda_3$ and $\lambda_4$ on $E^c$ and between $\lambda_5$ and $\lambda_6$ on $E^u$. Denote by $W^u$ the foliation tangent to $E^u$ and call $S$ a u-set if $S$ belongs to a single leaf of $W^u$. $F$-invariant probability measures which are absolutely continuous with respect to the volume on leaves $W^u$ are called u-Gibbs measures. It is assumed that $F$ has a unique u-Gibbs measure $\mu_{SRB}$ which is called the Sinai-Ruelle-Bowen (SRB) measure.

An important role in the construction is played by Markov families which are collections $S$ of u-sets which cover $\Omega$ and have certain regularity properties (see [8] and [9]) but we formulate here only their "Markov property" saying that for any $S \in S$ there are $S_i \in S$ such that $FS = \cup_i S_i$. Now let $S$ be a Markov family. Following [8] and [9] we construct on each $S \in S$ an increasing sequence of $\sigma$-algebras $\mathcal{F}_n$ in the following recursive way. Let $\mathcal{F}_0 = \{\emptyset, S\}$. Suppose that $\mathcal{F}_{n+1}^u$ is generated by $\{S_j\}$ with $F^u S_j \in S$. By the ”Markov property” we can decompose $F^{n+1} S_j = \cup_i S_{j_i}$ and then let $\mathcal{F}_{n+1}^u$ be generated by $F^{-n-1} S_{j_i}$.

Next, for each $x_1$ and $x_2$ in a u-set $S$ put

$$\rho(x_1, x_2) = \prod_{j=0}^{\infty} \frac{\det(dF^{-1}(E^u))(F^{-1}x_1)}{\det(dF^{-1}(E^u))(F^{-1}x_2)}.$$ 

Fix $x_0 \in S$ and let $\rho_S(x) = \rho(x, x_0)(\int_{S} \rho(x, x_0)dx)^{-1}$. For a Markov family $S$ and nonnegative constants $R, \alpha$ denote by $E_1(S, R, \alpha)$ the set of probability measures $\sigma$ defined for each continuous function $g \in C(\Omega)$ by

$$\sigma(g) = \int_S g(x)e^{G(x)}\rho_S(x)dx$$

where $S \in S$ and $G$ is Hölder continuous with the exponent $\alpha$ and the constant $R$. Denote also by $E = E(S, R, \alpha)$ the closure of the convex hull of $E_1(S, R, \alpha)$. The decay of correlations is measured in [8] and [9] via a sequence $a(n) \to 0$ as $n \to \infty$ such that for any $\sigma \in E$ and each Hölder continuous $g$ on $\Omega$,

$$|\sigma(g \circ F^n) - \mu_{SRB}(g)| \leq a(n)\|g\|$$

where $\| \cdot \|$ is a Hölder norm. An argument from Section 5 of [11] compares the coefficient $a(n)$ above with the more familiar rate of decay of correlations $|\mu_{SRB}(f \circ (g \circ F^n)) - \mu_{SRB}(f)\mu_{SRB}(g)|$ and it follows from there that the latter
decays superpolynomially if and only if \( a(n) \) decays superpolynomially. According to [7] such decay of correlations holds true for \( C^2 \) Anosov flows with jointly nonintegrable stable and unstable foliations and for their time-one maps. By [14] this remains true for an open dense set of \( C^2 \) Axion A flows as well, as for their time-one maps. For other partially hyperbolic dynamical systems with fast decay of correlations see [8], [9], [14] and references there.

In order to estimate \( \eta_{p,s}(n) \) from (2.3) we write in the same way as in Lemma 4 from [8] that on each element \( S \) in \( F_t \),

\[
A_{n,s,t} = E(g(f \circ F^{n+t}, f \circ F^{n+t+s}), F_t) = \int_S \rho_S(y) g_{s,t}(F^n y) dy
\]

where the expectation is with respect to \( \sigma \) on \( S \) and \( g_{s,t}(z) = g(f(F^{t-[t]} z), f(F^{t-[t]}+s z)) \). If \( f \) and \( g \) are Hölder continuous then \( g_{s,t} \) is Hölder continuous for fixed \( s \) and \( t \) and it is uniformly in \( t \) Hölder continuous when \( s = 0 \). Thus, by [6,2] we have that \( |A_{n,s,t} - EA_{n,s,t}| \) decays in \( n \) with the speed of at least \( a(n) \) and this decay is uniform in \( t \) if \( s = 0 \). Hence, if \( a(n) \) decays superpolynomially then (2.0) holds true. This yields Theorem 2.2 for \( \xi(t) = \xi(t, z) = g(F^t z) \) on a probability space \((S, \sigma)\) for \( \sigma \in \mathcal{E} \) and an element \( S \) of a Markov family while \( g \) is a Hölder continuous function. We observe that the measure \( \sigma \) here plays the role of the probability \( \mu \) in the setup of Section 2 while \( \mu^{\text{SRB}} \) plays the role of \( \mu \) there.

7. Concluding remarks: fully coupled averaging

In the nonconventional framework as discussed in this paper even the setup of fully coupled averaging, i.e. when the fast motion depends on the slow one, is not quite clear. On the first sight we may want to deal with the equations

\[
X^\varepsilon(n + 1) = X^\varepsilon(n) + \varepsilon B(X^\varepsilon(n), \xi(n), \xi(2n), \ldots, \xi(\ell n)),
\]

\[
X^\varepsilon(n + 1) = F_{X^\varepsilon(n)}(\xi(n))
\]

in the discrete time case and

\[
\frac{dX^\varepsilon(t)}{dt} = \varepsilon B(X^\varepsilon(t), \xi(t), \xi(2t), \ldots, \xi(\ell t)), \quad \frac{d\xi(t)}{dt} = b(X^\varepsilon(t), \xi(t))
\]

in the continuous time case. The problem is that \( \xi(kn) \) or \( \xi(kt) \) are not yet defined for \( k > 1 \) at time \( n \) or \( t \) so we cannot insert them into the first equation in (7.1) or (7.2) respectively, and so these equations do not define properly \( X^\varepsilon \) and \( \xi \).

A reasonable modification of this setup is to consider

\[
X^\varepsilon(n + 1) = X^\varepsilon(n) + \varepsilon B(X^\varepsilon(n), \eta_1(n), \eta_2(n), \ldots, \eta_\ell(n)),
\]

\[
\eta_i(n + 1) = F_{X^\varepsilon(n)}(\eta_i(n)), \quad i = 1, \ldots, \ell
\]

in the discrete time case and

\[
\frac{dX^\varepsilon(t)}{dt} = \varepsilon B(X^\varepsilon(t), \eta_1(t), \eta_2(t), \ldots, \eta_\ell(t)),
\]

\[
\frac{d\eta_i(t)}{dt} = b(X^\varepsilon(t), \eta_i(t)), \quad i = 1, 2, \ldots, \ell
\]

in the continuous time case. We consider (7.3) and (7.4) as sets of \( \ell + 1 \) equations but require that \( \eta_\ell(0) = \eta_\ell(0) = \cdots = \eta_\ell(0) \). This approach seems to be reasonable if we consider (7.3) and (7.4) as perturbations of equations with constants of motion

\[
\eta^{(x)}(n + 1) = F_x(\eta^{(x)}(n)) \quad \text{and} \quad \frac{d\eta^{(x)}(t)}{dt} = B(x, \eta^{(x)}(t)),
\]
i.e. when $x$ variable remains fixed in unperturbed equations but start moving slowly in perturbed ones. Then $\eta^{(x)}(i(n+1)) = F^i_x(\eta^{(x)}(in))$ and $dh^{(x)}(it)/dt = iB(x, \eta^{(x)}(it))$.

As it is well known in the fully coupled setup the averaging principle not always holds true and when it takes place then usually only in the sense of convergence in average or in measure. In the nonconventional situation the problem is even more complicated. Consider, for instance,

$$
\frac{d\alpha_{\ell,0}^i}{dt} = \varepsilon B(\alpha_{\ell,0}, \varphi^{i}_{\ell,0}(t), \varphi^{i}_{\ell-1,0}(t), \ldots, \varphi^{i}_{\ell-k,0}(t))
$$

(7.6)

where $\varphi$ denotes a point on an $n$-dimensional torus $\mathbb{T}^n$ and $\alpha$ denotes a constant $n$-vector (constant vector field on $\mathbb{T}^n$). Then $\varphi_{\ell,0} = i\varphi_{\ell-1,0} - (i-1)\varphi$. Set $\bar{B}(\psi, \varphi) = B(\alpha, \psi, \psi, \ldots, \psi, \psi - (\ell - 1)\varphi)$. Then the right hand side of (7.6) can be replaced by $\varepsilon \bar{B}(\alpha_{\ell,0}, \varphi^{i}_{\ell,0}(t), \varphi^{i}_{\ell-1,0}(t), \varphi)$. If $\bar{B}(\alpha) = \int \bar{B}(\alpha, \varphi) d\varphi$ and $\frac{d\alpha_{\ell,0}^i}{dt} = \bar{B}(\alpha_{\ell,0}(t))$, $\alpha_{\ell,0}(0) = \alpha$ then employing the technique from the proof of Theorem 2.1 in [18] it is not difficult to see that for any compact $K$,

$$
\int_K \sup_{0 \leq t \leq T/\varepsilon} |\alpha_{\ell,0}^i(t) - \alpha_{\ell,0}(\varepsilon t)| d\alpha d\varphi \to 0 \text{ as } \varepsilon \to 0.
$$

(7.7)
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