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ABSTRACT In this paper, a new two-dimensional sine-cosine coupling chaos map (2D-SCCM) is proposed. The performance of the proposed two-dimensional chaotic system is analysed by using trajectory distribution maps, Lyapunov exponents, sample entropy and sequence sensitivity, etc. The results show that the 2D-SCCM has better randomness and ergodicity, as well as a wider hyperchaotic range than the existing partial two-dimensional chaos maps. To verify its application in practice, a 2D-SCCM-based color image encryption algorithm is proposed. First, the plain image is used to combine with hash function to generate the key. Then, we construct S-Boxes using the random sequence generated by 2D-SCCM combined with Arnold map. Finally, a color image encryption algorithm is proposed by using the constructed S-Boxes and the chaotic map combined with hash function. Experimental simulations and security tests show that the proposed encryption algorithm has high encryption efficiency and strong security, and can effectively protect images from various attacks.

INDEX TERMS Image encryption, chaos, color image encryption, S-Box, Arnold map.

I. INTRODUCTION

With the rapid development of modern network technology, the use of images for information transmission has become more and more frequent. The security of images has received extensive attention from researchers because of the widespread use of images in the Internet. In order to protect the information of images, many schemes have been proposed by researchers, including data hiding [1], watermarking [2], and image encryption [3]–[5]. Among all the schemes, image encryption is one of the most straightforward and effective schemes [4].

Due to the large redundancy and strong correlation between image pixels, image encryption is different from text encryption [5]. Traditional data encryption schemes mainly include Advanced Encryption Standard (AES) and Data Encryption Standard (DES). When they are applied to image encryption, it takes a lot of time resulting in low encryption efficiency [4]. Therefore, researchers have proposed many different image encryption techniques, which contain image filtering [3], DNA coding [5], frequency domain transform [6], elliptic curves [7], compressive sensing [8], S-Box [9], fractional Fourier transform [10], neural networks [11], chaotic systems [12]–[14], etc. However, among these technologies, because of the special nature of chaotic systems, cryptography based on chaotic systems has become one of the most popular cryptographic schemes.

There are many unique characteristics of chaotic systems, including high sensitivity to initial conditions and parameters, internal randomness and ergodicity, which make them suitable for image encryption. Since J. Fridrich first applied chaotic system to image encryption [14], the image encryption schemes based on chaotic systems have been developed rapidly, and various chaos-based image encryption schemes have been proposed. For example, Wu et al. proposed an image encryption algorithm based on 2D-HSM and DNA coding techniques, where they performed a diffusion operation on the image by DNA and scrambled the image by chaotic sequences [5]. Mansouri et al. proposed an image encryption algorithm based on a one-dimensional chaotic system, where they added chaotic sequences to the original image during the diffusion process to improve the security of
the algorithm [15]. J. Arif et al. proposed an image encryption algorithm based on Logistic map and S-Box [9]. They used S-Box to perform pixel substitution in the pixel diffusion stage to enhance the security of the algorithm, but this algorithm can only be used for grayscale images. Similarly, there are many other image encryption schemes based on chaotic systems that have been proposed by researchers [16]–[19].

Although many image encryption algorithms based on chaotic systems have been proposed, some of them have been proven to be insecure [5]. Because the one-dimensional chaotic map has the characteristics of small key space and simple chaotic orbit, the attacker can easily deduce the initial conditions and chaotic orbit of the system [12]. While high-dimensional chaotic systems have relatively complex chaotic behavior and larger key space, the computational complexity and space complexity of high-dimensional chaos are much larger than those of one-dimensional chaotic systems. Thus, it is relatively difficult to implement in practical hardware, and it takes a long time. Therefore, it becomes particularly important to propose a chaotic system with complex chaotic behavior and low computational complexity [19].

In this paper, a new two-dimensional discrete chaotic map is proposed, called 2D-SCCM. On the basis of studying the classical one-dimensional discrete chaotic map, a new two-dimensional discrete chaotic map is constructed by coupling the output variables of multiple one-dimensional discrete systems. At the same time, because the cosine function is introduced in the system, the output of the entire chaotic system is in the range of [−1, 1]. To verify the chaotic properties of the proposed system, first the system is analyzed by using trajectory distribution diagrams, Lyapunov exponents (LE), sample entropy, and sequence sensitivity. Then the chaotic properties are compared with those of other 2D chaotic maps. Finally, the randomness of the system-generated sequences were tested by using the National Institute of Standards and Technology (NIST) statistical test tool. The results show that the proposed two-dimensional chaotic map has more complex chaotic behavior and wider hyperchaotic interval. Based on the proposed chaotic map, we further propose a color image encryption algorithm. The algorithm can be divided into two major parts: scrambling and diffusion. In the image scrambling stage, the chaotic sequences are used to perform overall scrambling. At the same time, pixels are replaced one by one by introducing S-Boxes. In the diffusion stage, XOR and the modular diffusion are used for pixel diffusion, so that the three components of the color image interact with each other to achieve better encryption performance. The experimental simulation results and security analysis show that the proposed algorithm can encrypt color images of arbitrary size and has strong resistance to attacks.

This paper is organized as follows. Section II introduces the mathematical model of 2D-SCCM. Section III analyzes dynamic behavior of the 2D-SCCM. Section IV details the proposed color image encryption algorithm. Section V introduces the simulation and safety analysis. And section VI is a brief summary about the paper.

II. 2D SINE-COSINE COUPLING MAP
This section first reviews two traditional one-dimensional discrete chaotic maps, and then introduces the mathematical model of the two-dimensional sine-cosine coupling chaotic map proposed in this paper.

A. LOGISTIC MAP
Logistic map is a one-dimensional discrete chaotic map with the mathematical definition of Eq(1).

\[ x_{i+1} = 4\mu x_i (1 - x_i) \]  (1)

where its control parameter \( \mu \in (0, 1] \). The system is in a chaotic state when the parameter \( \mu \in [0.89, 1] \).

B. SINE MAP
Sine map is also a one-dimensional discrete chaotic map with the mathematical definition of Eq(2), which is derived from the sine function.

\[ x_{i+1} = \rho \sin(\pi x_i) \]  (2)

where its control parameter \( \rho \in (0, 1] \). The system is in a chaotic state when the parameter \( \rho \in [0.87, 1] \).

C. 2D-SCCM
The traditional one-dimensional discrete chaotic map has many disadvantages such as narrow chaotic interval and simple system structure. To solve these problems, a new two-dimensional sine-cosine coupling chaotic system is proposed with the mathematical definition of Eq(3).

\[
\begin{align*}
    x_{i+1} &= \sin(4\alpha \pi y_i (1 - x_i)) \\
    y_{i+1} &= \cos(8\beta \pi \sin(\pi x_i + y_i) + x_{i+1})
\end{align*}
\]  (3)

where \( \alpha, \beta \) are both system control parameters with \( \alpha \neq 0, \beta \neq 0 \). It can be seen from the mathematical definition of Eq(3) that the 2D-SCCM is mainly derived from Logistic and Sine maps. Its output signals are finally modulated with the nonlinear cosine function, which further improves the randomness of the output signals. Meanwhile, because of the boundedness of the cosine function, the final output signals \( x \) and \( y \) of the system are in the range of [−1, 1].

III. BEHAVIOR ANALYSIS
In this section, the dynamical behavior of the proposed chaotic system is analyzed by chaos trajectory, Lyapunov exponent, sample entropy, and sequence sensitivity. Meanwhile, the randomness of the system output sequences are tested by using the NIST statistical test tool. In addition, we compare the relevant properties with three existing 2D discrete chaotic systems, including 2D Sine Logistic modulation map (2D-SLMM) [19], 2D Logistic-Sine-coupling map (2D-LSCM) [12], 2D hyperchaotic map (2D-HM) [17].

The 2D-SLMM has two parameters \( \gamma \) and \( \eta \). When the control parameter \( \eta = 3 \), it has a better chaotic performance.
FIGURE 1. Trajectories of four 2D chaotic maps: (a) the 2D-SLMM with parameter $\gamma = 1$; (b) the 2D-LSCM with parameter $\theta = 0.99$; (c) the 2D-HM with parameter $\kappa = 2$ and $\lambda = 1$; (d) the 2D-SCCM with parameter $\alpha = 4$ and $\beta = 4$.

Thus, it is simply defined as follow [19]:

\[
\begin{align*}
x_{i+1} &= \gamma (\sin(\pi y_i) + 3)x_i(1-x_i) \\
y_{i+1} &= \gamma (\sin(\pi x_{i+1}) + 3)y_i(1-y_i)
\end{align*}
\]  
(4)

The 2D-LSCM only has one parameter $\theta$ and the definition is written as follow [12]:

\[
\begin{align*}
x_{i+1} &= \sin(\pi (4\theta x_i(1-x_i) + (1-\theta) \sin(\pi y_i))) \\
y_{i+1} &= \sin(\pi (4\theta y_i(1-y_i) + (1-\theta) \sin(\pi x_{i+1})))
\end{align*}
\]  
(5)

The 2D-HM has two parameters $\kappa$ and $\lambda$. Its mathematical expression is defined as follow [17]:

\[
\begin{align*}
x_{i+1} &= \sin\left(\frac{\kappa}{\sin(y_i)}\right) \\
y_{i+1} &= \lambda \sin(\pi (x_i + y_i))
\end{align*}
\]  
(6)

A. CHAOS TRAJECTORY

The trajectory distribution diagram of a chaotic system describes the variation of the output of the system over time. Systems with complex chaotic behavior usually have complex trajectory distribution maps. And it also occupies a larger phase space [17].

Fig.1 shows the trajectory distributions of four different 2D chaotic systems, including (a) 2D-SLMM, (b) 2D-LSCM, (c) 2D-HM, (d) 2D-SCCM. When plotting these trajectory distributions, the parameters are set that can make all corresponding chaotic maps attain a completely chaotic state [12]. At the same time, the first 5000 terms of the system output are discarded in order to make the system reach a stable chaotic state. It can be seen from the Fig.1 that the trajectory distribution diagram of 2D-SLMM only occupies a small part of the phase plane, and the trajectory distribution diagram of 2D-LSCM does not completely occupy the entire phase plane, while the trajectory distribution diagrams of 2D-HM and 2D-SCCM completely occupies the entire phase plane. In addition, the trajectory distribution of 2D-SCCM is more uniform than that of 2D-HM, indicating that the sequences generated by 2D-SCCM are more random than the other three chaotic systems.

B. LYAPUNOV EXPONENT

The initial state sensitivity is one of the main features to determine whether a dynamic system exists chaotic behavior. A good chaotic system should gradually output two distinct sequences of iterations after inputting two initial iterations with small differences. We usually use the Lyapunov Exponent (LE) [12] to characterize the sensitivity of a chaotic
system. Assuming that a one-dimensional discrete chaotic system is defined by \( x_{i+1} = F(x_i) \), where \( F(x) \) is piecewise differentiable [12], the LE of the system is defined as

\[
LE = \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \ln |F'(x_i)|
\]

(7)

LE is a numerical feature that describes the average separation rate and divergence degree of adjacent phase space trajectories [12]. A positive LE means that the system exist chaotic behavior. And the larger the value of LE is, the more complex behavior the chaotic system has. For high-dimensional chaotic systems, there are generally several different LE values in the system. When the system has two or more positive LE values, we call this system a hyperchaotic system. Compared with the general chaotic system, the hyperchaotic system has more complex chaotic behavior.

A two-dimensional chaotic system usually has two LE values, and Fig.2 shows the LE of different two-dimensional chaotic systems under their respective control parameters. When the parameter range is set to [0,1], the LE values of each system behave as follows: the 2D-SLMM shows hyperchaotic behavior when \( \gamma \in [0.85, 1] \), the 2D-LSCM shows hyperchaotic behavior when \( \theta \in [0.57, 1] \), the 2D-HM shows hyperchaotic behavior when \( \lambda \in [0.2, 0.34] \) or \( \alpha \in [0.28, 1] \) or \( \beta \in [0.15, 1] \). The result shows that the 2D-SCCM has a wider range of hyperchaotic intervals compared with the other three chaotic maps. In order to better compare the magnitude of LE, we compare the two LE values with the four chaotic systems under certain parameters in Fig.3. The results show that the LE values of 2D-SCCM are larger than the other three existing chaotic systems in a large interval, which further indicates that the proposed system have more complex chaotic behavior.

C. SAMPLE ENTROPY

Sample Entropy (SE) is a new evaluation method for testing the complexity of time series based on approximate entropy [22], which is used to describe the output similarity of dynamic systems. The SE of a given time series \( \{z_1, z_2, \cdots, z_N\} \) of \( m \) dimension is defined as [23]

\[
SE(m, r, N) = -\log \frac{K_1}{K_2}
\]

(8)

where \( m \) is the reconstruction dimension and \( r \) is the calculated threshold, which we usually set \( m = 2, r = 0.2 \times \text{std} \) (the std is the standard deviation of the tested time series). The \( K_1 \) represents the number of vectors whose Chebyshev distance is less than or equal to \( r \) between \( Z_{m+C1}(i) \) and \( Z_{m+C2}(j) \), and the \( K_2 \) represents the number of vectors whose Chebyshev distance is less than or equal to \( r \) between \( Z_m(i) \) and \( Z_m(j) \), where \( Z_m(i) = \{z_i, z_{i+1}, \cdots, z_{i+m-1}\} \). The larger the calculated SE value, the lower the level of regularity of the system and the more complex the chaotic behavior of the system [22]. Fig.4 shows the comparison of SE tests for Sine, Logistic and four 2D chaotic systems under different control parameter conditions. It can be seen that the SE values of the proposed 2D-SCCM system are larger than those of the other five chaotic systems, indicating that the proposed chaotic system has more complex chaotic characteristics.

D. SEQUENCE SENSITIVITY ANALYSIS

A good chaotic system should be extremely sensitive to changes in the initial values. In other words, if the system’s inputs are slightly different, its output sequence should be significantly different. In order to test the sensitivity of the system, we input initial values with a difference of \( 10^{-15} \), and the changes of the output sequences are shown in Fig.5. They can be seen that the system’s outputs are significantly different after 14 iterations, indicating that our proposed system is extremely sensitive to the initial values.

E. NIST

To further investigate the randomness of the system output sequences, we used the National Institute of Standards and Technology (NIST) SP800-22 test tool [24]. The NIST statistical test tool includes 15 statistical tests. It is used for evaluating the randomness of the sequences generated by 2D-SCCM [34]. After the NIST statistical test tool finishes testing, each test item will generate a corresponding test value \( P \in [0, 1] \). When the corresponding generated P-value is greater than 0.01, it indicates passing the test item. When all test items pass, it indicates that the sequence has strong randomness, while a larger P-value indicates stronger randomness [12]. The computational statistics of the NIST test are shown in Table 1. From the results, the sequences generated by the system can pass all tests of 15 items, indicating that they have strong pseudo-randomness.

| Table 1. P-value of NIST statistical test. |
|--------------------------------------------|

| Sub-Tests                              | P-value(x) ≥ 0.01 | Result | P-value(y) ≥ 0.01 | Result |
|----------------------------------------|-------------------|--------|-------------------|--------|
| Approximate Entropy (m = 10)           | 0.949602          | Pass   | 0.299251          | Pass   |
| Block Frequency (M = 128)              | 0.534146          | Pass   | 0.054199          | Pass   |
| Cumulative-Forward test                | 0.066882          | Pass   | 0.911413          | Pass   |
| Cumulative-Reverse test                | 0.100508          | Pass   | 0.804537          | Pass   |
| FFT                                    | 0.100508          | Pass   | 0.407091          | Pass   |
| Frequency                              | 0.862344          | Pass   | 0.468595          | Pass   |
| Linear Complexity (M = 500)            | 0.213309          | Pass   | 0.148094          | Pass   |
| Longest Run                           | 0.862344          | Pass   | 0.602458          | Pass   |
| Non-overlapping template (m = 9)*      | 0.458847          | Pass   | 0.420940          | Pass   |
| Overlapping template (m = 9)           | 0.299251          | Pass   | 0.100508          | Pass   |
| Random Excursions*                     | 0.147839          | Pass   | 0.142809          | Pass   |
| Random Excursions Variant*             | 0.183107          | Pass   | 0.135168          | Pass   |
| Rank                                   | 0.299251          | Pass   | 0.253551          | Pass   |
| Runs                                   | 0.911413          | Pass   | 0.178278          | Pass   |
| Serial 1 test (m = 16)                 | 0.602458          | Pass   | 0.970600          | Pass   |
| Serial 2 test (m = 16)                 | 0.804537          | Pass   | 0.407091          | Pass   |
| Universal                              | 0.534146          | Pass   | 0.299251          | Pass   |

*The average values of multiple tests.
IV. ENCRYPTION ALGORITHM

This section introduces a color image encryption algorithm based on 2D-SCCM combined with S-Box scrambling, and the overall encryption structure is shown in Fig. 6. The hash value is generated by the hash function and plain image, and the key is updated by the hash value to generate the finally key. First, the chaotic sequences generated by 2D-SCCM are used to diffuse the three color components of the original image to change the pixel values. Then, the sequences are used to generate S-Boxes combined with Arnold mapping to confuse the diffused image, and the confusing method can change the position and value of the image pixels at the same time. Finally, combined with the hash value and chaotic sequences, the scrambled image is diffused again to improve...
the security performance of image encryption. The specific encryption steps are described as follows.

A. KEY GENERATION

A separate system key increases the possibility of the system being attacked to a chosen plaintext attack. The hash value obtained from the plain image is used to update the initial key, which reduces the possibility of the system being attacked by the chosen plaintext. Here we choose the SHA-256 function, the generated hash value is divide into 64 blocks, and converted each block to a decimal number, denoted as $k_1, k_2, \cdots, k_{64}$. Then, the initial key is set to $K = \{x_0, y_0, a_0, b_0\}$.
and the set initial key is updated by using Eq(9).

\[
\begin{align*}
    x_1 &= \left(\frac{k_1 + k_2 + \cdots + k_{16}}{k_{17} + k_{18} + \cdots + k_{32}}\right) \mod 1 + x_0 \\
    \alpha &= \left(\frac{k_1 + k_2 + \cdots + k_{32}}{64}\right) \mod 1 + a_0 \\
    \beta &= \left(\frac{k_{32} + k_{33} + \cdots + k_{64}}{16}\right) \mod 1 + b_0 \\
    \text{iter} &= \text{floor}\left(\text{mean}(k_1, k_2, \cdots, k_{64})\right) + 40 \\
    SQ &= (k_1 + k_2 + \cdots + k_{64}) \times 2 \\
    CZ &= (k_1 + k_2 + \cdots + k_{64}) \mod 256 \\
    y_1 &= \left(\frac{\text{mean}(k_{33}, k_{34}, \cdots, k_{48})}{\text{mean}(k_{49}, k_{50}, \cdots, k_{64})}\right) \mod 1 + y_0
\end{align*}
\] (9)

where \( \{x_1, y_1\} \) is the updated initial condition and \( \{\alpha, \beta\} \) is the updated control parameters of the chaotic system. The \( \text{iter} \) is the number of iterations of the Arnold map. The \( SQ \) is the number of iteration terms discarded in the encryption process to bring the chaotic system to full chaos. The \( CZ \) is the preset value used in taking the modal diffusion. The floor(\( Q \)) means taking the largest integer not larger than \( Q \). The mean represents taking the average, and the mod means the modulo operation.

**B. XOR-DIFFUSION**

*Step 1:* Input a color plain image \( P \) with a size of \( M \times N \), and decompose it into three components of R, G and B with a size of \( M \times N \), which are denoted as \( P_r, P_g \) and \( P_b \) respectively.

*Step 2:* Substitute \( \{x_1, y_1, \alpha, \beta\} \) into 2D-SCCM, and iterate the system \( n = SQ + M \times N \) times. Then the first \( SQ \) items are
discard. Finally we can get the sequence \(X_1\) and \(Y_1\) according to Eq(10).

\[
\begin{align*}
X_1 &= \{x_{SQ+1}, x_{SQ+2}, \ldots, x_{SQ+MN}\} \\
Y_1 &= \{y_{SQ+1}, y_{SQ+2}, \ldots, y_{SQ+MN}\}
\end{align*}
\]  

(10)

**Step 3:** Let \(x_1' = x_{SQ+MN}, y_1' = y_{SQ+MN}\), then substitute the updated \(\{x_1', y_1', \alpha, \beta\}\) into the chaotic system. Iterate the system \(n = SQ + M \times N\) times with discarding the first \(SQ\) items. Finally we can get the sequence \(X_2\) and \(Y_2\) according to Eq(11).

\[
\begin{align*}
X_2 &= \{x'_1, x'_2, \ldots, x'_{SQ+MN}\} \\
Y_2 &= \{y'_1, y'_2, \ldots, y'_{SQ+MN}\}
\end{align*}
\]  

(11)

**Step 4:** Convert the obtained sequences \(X_1\) into matrices \(A_1\) with a size of \(M \times N\) according to Eq(12). Similarly, we can get \(B_1, A_2\). At this time, the element values of \(A_1, B_1, A_2\) and \(A_2\) are all in the range of \([0, 255]\), where the abs represents taking the absolute value.

\[
\begin{align*}
X_{11}(i) &= (\text{abs}(\text{floor}(X_1(i) \times 10^{12}))) \mod 256 \\
A_1 &= \text{reshape}(X_{11}, [M, N]) \\
Y_{11}(i) &= (\text{abs}(\text{floor}(Y_1(i) \times 10^{12}))) \mod 256 \\
B_1 &= \text{reshape}(Y_{11}, [M, N]) \\
X_{22}(i) &= (\text{abs}(\text{floor}(X_2(i) \times 10^{12}))) \mod 256 \\
A_2 &= \text{reshape}(X_{22}, [M, N])
\end{align*}
\]

(12)

**Step 5:** The generated \(A_1, A_2, B_1, B_2\) are used to perform bitwise XOR with the three image components of the color image. The image components \(PR, PG, PB\) are obtained respectively after the first diffusion encryption.

\[
\begin{align*}
PR(i, j) &= P(i, j) \oplus A_1(i, j) \\
PG(i, j) &= P(i, j) \oplus A_2(i, j) \\
PB(i, j) &= P(i, j) \oplus B_1(i, j)
\end{align*}
\]  

(13)

**C. CONFUSION**

Generally, each pixel of natural image has strong correlation, and a good encryption algorithm is to eliminate the correlation between elements [15]. Since we only change the value of each pixel in the diffusion stage without modifying the position of the pixel, the correlation between the original pixels cannot be changed. In this section, we use a combination of chaotic sequences and S-Boxes to perform the scrambling operation on the diffused image, and the specific scrambling steps are as follows.

**Step 1:** Using the chaotic sequences \(X_1, Y_1, X_2, Y_2\) from the subsection B in section IV, generate \(S-Box_1\) according to Eq(14). And we can obtain the initial parameters of the Arnold map according to Eq(15) and Eq(16), respectively.

\[
\begin{align*}
[-, S] &= \text{sort}(X_1(1 : 256) + Y_1(1 : 256)) \\
&\quad + X_2(1 : 256) + Y_2(1 : 256)) \\
S-Box_1 &= \text{reshape}(S, [16, 16]) - \text{ones}(16, 16)
\end{align*}
\]  

(14)

\[
\begin{align*}
a_1 &= (\text{floor}(\text{abs}(Y_2(\text{iter}) \times 10^{12}))) \mod 20 + 1 \\
b_1 &= (\text{floor}(\text{abs}(Y_2(\text{iter} + 1) \times 10^{12}))) \mod 20 + 1
\end{align*}
\]  

(15)

\[
\begin{align*}
a_2 &= (\text{floor}(\text{abs}(Y_2(\text{iter} + 2) \times 10^{12}))) \mod 20 + 1 \\
b_2 &= (\text{floor}(\text{abs}(Y_2(\text{iter} + 3) \times 10^{12}))) \mod 20 + 1
\end{align*}
\]  

(16)

**Step 2:** Scramble \(S-Box_1\) according to the initial parameters obtained in the Step1. Two new S-Boxes are generated, namely \(S-Box_2, S-Box_3\).

\[
\begin{align*}
S-Box_2 &= \text{Arnold}(S-Box_1, \text{iter}, a_1, b_1) \\
S-Box_3 &= \text{Arnold}(S-Box_2, \text{iter}, a_2, b_2)
\end{align*}
\]  

(17)

**Step 3:** Sort the chaotic sequences \(X_1, X_2, Y_1, Y_2\) to get the index sequences \(SC_1, SC_2, SC_3, SC_4\).

\[
\begin{align*}
\{\ldots, SC_1\} &= \text{sort}(X_1) \\
\{\ldots, SC_2\} &= \text{sort}(X_2) \\
\{\ldots, SC_3\} &= \text{sort}(Y_1) \\
\{\ldots, SC_4\} &= \text{sort}(Y_2)
\end{align*}
\]  

(18)

**Step 4:** Perform bit plane decomposition on the encrypted image components obtained by the diffusion in the subsection B. Then recombine the upper four bits and the lower four bits respectively. Finally obtain the decomposed image components \(PR_1, PR_2, PG_1, PG_2, PB_1, PB_2\).

\[
\begin{align*}
PR_1 &= PR \mod 16 + 1 \\
PR_2 &= \text{floor}(PR/16) + 1 \\
PG_1 &= PG \mod 16 + 1 \\
PG_2 &= \text{floor}(PG/16) + 1 \\
PB_1 &= PB \mod 16 + 1 \\
PB_2 &= \text{floor}(PB/16) + 1
\end{align*}
\]  

(19)

**Step 5:** Use the chaotic sequence \(Y_2\) to generate the parameter \(H\) for controlling the scrambling combination according to Eq(20), in which Fig.7 shows the six ways of the set scrambling combination. The final scrambling image components \(WR, WG, WB\) are obtained according to the selected scrambling combination using Eq(21). In this paper, Eq(21) represents scrambling combination \(\bigcirc\), and other combinations are similarly represented.

\[
H = (\text{floor}(\text{abs}(Y_2(\text{iter}) \times 10^{12}))) \mod 6 + 1
\]  

(20)

**FIGURE 7.** The scrambled combination.
In order to better describe the whole process of scrambling, we present a simple $4 \times 4$ image scrambling example in Fig.8, which takes the WR generation process in scrambling combination ① as an example. The methods of other components and scrambling combinations are similar and will not be described in detail here.

D. MODULAR DIFFUSION

To further improve the security of the cryptosystem, we introduce the sequential mod-taking diffusion of elements after the XOR diffusion and the S-Box-based permutation. In the mod-taking diffusion, each newly generated element is related to the previous element, and the elements of each color component are also related to the other components. Therefore, the mod-taking diffusion can effectively improve the security of the encryption algorithm, and the detailed steps are as follows.

Step 1: Use the chaotic sequence $Y_2$ from the subsection B to generate the required sequence $B_2$ in the mod-taking diffusion according to Eq.(22).

$$B_2 = (\text{abs}(\text{floor}(Y_2 \times 10^{12}))) \text{ mod } 256$$

Step 2: Perform modular diffusion operation for WR, WG and WB according to Eq.(23).

$$\begin{align*}
CR(1) &= (WR(1) + B_2(1) + CZ) \text{ mod } 256 \\
CR(i) &= (CR(i - 1) + B_2(i) + WR(i)) \text{ mod } 256 \\
CG(1) &= (WG(1) + B_2(1) + CR(MN)) \text{ mod } 256 \\
CG(i) &= (CG(i - 1) + B_2(i) + WG(i)) \text{ mod } 256 \\
CB(1) &= (WB(1) + B_2(1) + CG(MN)) \text{ mod } 256 \\
CB(i) &= (CB(i - 1) + B_2(i) + WB(i)) \text{ mod } 256
\end{align*}$$

Step 3: The obtained encrypted components CR, CG and CB are recombined to form the final color encrypted image C.

The decryption algorithm is the inverse of the encryption algorithm, which is not described in detail here.

V. EXPERIMENTAL SIMULATION AND SAFETY ANALYSIS

In this section, the simulation test of the proposed algorithm is carried out, and the encryption performance of the algorithm is analyzed at the same time. Our selected test images include 512*512*3 Lena, all black image, all white image and some color images from USC-SIPI [4]. Simulations are carried out on Windows10 environment using MATLAB 2020b [34]. The processor of the computer used is Intel(R) Core(TM) i5-7200 CPU @ 2.50 GHz, and the running memory of the computer is 12 GB.

A. EXPERIMENTAL SIMULATION

The essence of the image encryption algorithm is to transform the natural image to be transmitted into an unrecognizable noise-like image. Only the recipient can recover information of the original image by applying the correct key and the cipher image. Others cannot recover any usable information of the original image without the correct key even if they get the cipher image.

The simulation test results are shown in Fig.9. It can be seen from Fig.9(a) that the original image has rich information. And from Fig.9(c), it can be seen that the encrypted image has no valid information. When the key is used, the decrypted image consistent with the original image can be obtained as shown in Fig.9(e). The simulation results show that our proposed algorithm can convert a rich color image into an unrecognizable ciphertext image.

B. KEY ANALYSIS

1) KEY SPACE ANALYSIS

An ideal image encryption algorithm should have as large a key space as possible so that it can resist possible brute-force exhaustive attacks. Reference [25] gives a standard for an
ideal algorithm key space, which should be larger than $2^{100}$. The key of the encryption algorithm proposed in this paper is divided into two parts: (1) initial conditions $\{x_0, y_0\}$ and control parameters $\{a_0, b_0\}$; (2) the number of chaotic sequences discards SQ. In this paper, we assume that the computational precision of the computer is $10^{-15}$. Thus, the key space of this paper is $10^{60} \times 1921 \approx 2^{209}$, which is much larger than the key space standard mentioned in the reference [25].

2) KEY SENSITIVITY ANALYSIS

For a superior encryption algorithm, the key should not only have a large key space but also be extremely sensitive. In order to test the key sensitivity of our proposed algorithm, we encrypt the image with a key to obtain the ciphertext image Fig.10(b), and then decrypt to obtain the decrypted image Fig.10(e). Because the Key is divided into two parts, where the SQ is determined by the hash value. Therefore, we first change Hash to Hash+1 to test the sensitivity of the SQ in the key. Then, for another part, we add a tiny perturbation of $10^{-15}$ to each parameter of the key respectively to form four new keys, named Key2, Key3, Key4, and Key5. Here we use Lena as a test image.

키의 셀러니티 테스트를 위해, 우선 해시 함수키의 셀러니티 테스트를 위해, 우선 해시 함수, 키값을 사용하여 해싱 결과를 얻고, 그 로그치로 해싱 결과를 얻습니다. 이러한 이유로, 키는 기준 간에 $10^{-15}$의 작은 변화를 가하여 4개의 새로운 키를 생성합니다.

In order to test the encryption sensitivity of the key, first we encrypt the original image with Key2 to get the cipher image Fig.10(c), then we subtract it with the cipher image obtained with Key to get Fig.10(d). The result shows that the two cipher images have a significant difference. And the mathematical analysis of the two cipher images shows that there is 99.6105% difference between the two cipher images, indicating that the key is extremely sensitive in the encryption algorithm. Meanwhile, in order to test the decryption sensitivity of the key, we decrypt the ciphertext image...
FIGURE 10. Key sensitivity analyses: (a) plain image; (b) the cipher image with Key1; (c) the cipher image with Key2; (d) (b)-(c); (e) the decrypted image with Key to (b); (f) the decrypted image with Key1 to (b); (g) the decrypted image with Key2 to (b); (h) the decrypted image with Key3 to (b); (i) the decrypted image with Key4 to (b); (j) the decrypted image with Key5 to (b).

TABLE 2. The calculation results of $\chi^2$.

| File name | Plain Image R | Plain Image G | Plain Image B | Cipher Image R | Cipher Image G | Cipher Image B |
|-----------|---------------|---------------|---------------|----------------|----------------|----------------|
| 4.1.01(256 × 256 × 3) | 134400.85 | 121852.27 | 120147.45 | 254.6563 | 252.6484 | 236.0625 |
| Lena(512 × 512 × 3) | 198013.67 | 93449.70 | 270610.96 | 269.5918 | 284.0137 | 246.4766 |
| 2.2.21(1024 × 1024 × 3) | 633391.24 | 1956109.2 | 6790462.09 | 243.2061 | 258.9600 | 223.1099 |
| All Black(512 × 512 × 3) | 66585600 | 66585600 | 66585600 | 266.7266 | 241.6504 | 206.8867 |
| All White(512 × 512 × 3) | 66585600 | 66585600 | 66585600 | 279.0117 | 253.6348 | 227.9219 |

Fig.10(b) using the different keys containing Key1, Key2, Key3, Key4 and Key5 respectively. The results show that only the correct key can recover the original image, and other slightly altered key cannot recover the image information. It shows that the key has extremely strong decryption sensitivity. In summary, the proposed algorithm key not only has a large key space, but also has an extremely strong sensitivity.

C. STATISTICAL ANALYSIS

1) HISTOGRAPH ANALYSIS

The histogram can well show the distribution of pixels in an image. Generally, the histogram of natural images has significant pixel distribution characteristics. An hacker can be able to get related information of the original image by analyzing the histogram information. Therefore, the pixels of the encrypted ciphertext image should be as evenly distributed as possible. The histogram of the original image is shown in Fig.9(b). It can be seen that the histogram distribution of the original image has obvious variability. The histogram of the ciphertext image is shown in Fig.9(d), and the results show that the histogram distribution of the encrypted image is uniform without obvious features. At the same time, in order to quantitatively analyze the distribution of image pixels, we use the chi-square test ($\chi^2$) mentioned in the literature [26] to analyze the images, which is defined as

$$\chi^2 = \sum_{k=0}^{255} \frac{(f_k - f_e)^2}{f_e} \tag{24}$$

where $f_k$ is the frequency of occurrence of pixel value $k$, $f_e = MN/256$, and M, N are the width and height of the image pixels respectively. When the test degree is 0.05, the standard value $\chi^2_{0.05} = 293.2478$ can be obtained. When the calculated $\chi^2$ result is less than the standard value, it means that the chi-square test passes [26]. The calculation results of $\chi^2$ for each component of different color images are shown in Table 2. The results show that the $\chi^2$ of all encrypted image components is smaller than the standard value, which means that the pixel value distribution of the encrypted image is uniform.

2) CORRELATION ANALYSIS

A good image encryption algorithm must be able to break the correlation about the original images, as there is generally a strong correlation between pixels in natural images. The correlation between image pixels is mainly manifested in three directions including horizontal, vertical and diagonal. In this paper, we use the method of literature [21] to measure the magnitude of correlation by calculating the autocorrelation coefficient (AC), which is defined as

$$AC = \frac{E[(X_t - E[X_t])(X_{t+1} - E[X_{t+1})]}}{E[(X_t - E[X_t])^2]} \tag{25}$$

where $X_t$ and $X_{t+1}$ are two adjacent pixel sequences, and $E[\bullet]$ denotes the mathematical expectation. The calculated value of the autocorrelation coefficient will fall into the range
TABLE 3. Correlation statistics of plain image and cipher image.

| File name                  | Channel | Plain Image | Cipher Image |
|---------------------------|---------|-------------|--------------|
| R                         | 0.9700  | 0.9525      | 0.9460       |
| G                         | 0.9676  | 0.9585      | -0.0061      |
| B                         | 0.9526  | 0.9477      | -0.0035      |
| 4.203(512 × 512 × 3)      | R       | 0.9218      | 0.8624       |
| G                         | 0.8643  | 0.7591      | -0.0037      |
| B                         | 0.9071  | 0.8782      | -0.0015      |
| 2.2.20(1024 × 1024 × 3)   | R       | 0.9437      | 0.9441       |
| G                         | 0.9010  | 0.8976      | -0.00053     |
| B                         | 0.8253  | 0.8182      | -0.0014      |
| All Black(512 × 512 × 3)  | R       | -0.0091     | -0.0046      |
| G                         | -        | -0.0024     | -0.0039      |
| B                         | -        | -0.0047     | -0.00010     |
| All White(512 × 512 × 3)  | R       | -0.00080    | -0.00057     |
| G                         | -        | 0.00016     | 0.0026       |
| B                         | -        | 0.0020      | 0.00099      |

The statistical results of the correlation coefficients of each image component are shown in Table 3. The results show that the correlation coefficients about the encrypted images tend to be close to 0, which indicates that the proposed encryption algorithm can effectively reduce the correlation between pixels. Meanwhile, the comparison data of correlation under different encryption algorithms are shown in Table 4. The results show that the proposed algorithm is more destructive to the original image correlation compared to other encryption algorithms.

D. INFORMATION ENTROPY

The information entropy is used to describe the uncertainty of the signal, and it can also be used to reflect average uncertainty of all pixel value [34]. For an image whose pixel value is in the range of [0, 255], the calculation expression of the information entropy (IE) is as

\[ IE = -\sum_{i=0}^{255} f(x_i) \log_2 f(x_i) \]  (26)

where \( f(x_i) \) denotes the frequency of occurrence of pixel value \( x_i \). From Eq(26), it can be concluded that IE can obtain the theoretical maximum value of 8 when each pixel value has the same probability of occurrence. And the larger the calculated value is, the more uniform the pixel distribution is. The calculation results of IE values for different sizes of images are shown in Table 5. The results show that all plain images have relatively small information entropy. However, the IE values of encrypted images are all close to 8, indicating that the encrypted image pixels are distributed uniformly [18]. In addition, Table 6 shows the comparison results of the IE value for different encryption algorithms. The results show that the information entropy of the proposed algorithm is closer to the theoretical value 8, which indicates that the proposed algorithm has stronger security.

TABLE 4. Comparison of correlation coefficients under different encryption algorithms (Lena).

| Methods in Literature | Channel | Plain Image | Cipher Image |
|-----------------------|---------|-------------|--------------|
|                       |         | Horizontal | Vertical     | Diagonal     |
|                       |         | Horizontal | Vertical     | Diagonal     |
| [27]                  | R       | 0.9813      | 0.9830       | 0.9686       |
| [28]                  | R       | 0.9877      | 0.9508       | 0.9259       |
|                       | G       | 0.9670      | 0.9307       | 0.9111       |
|                       | B       | 0.9496      | 0.9171       | 0.8867       |
| [29]                  | R       | 0.9775      | 0.9880       | 0.9737       |
|                       | G       | 0.9662      | 0.9817       | 0.9605       |
|                       | B       | 0.9504      | 0.9568       | 0.9219       |
| Our                   | R       | 0.9775      | 0.9880       | 0.9737       |
|                       | G       | 0.9662      | 0.9817       | 0.9605       |
|                       | B       | 0.9504      | 0.9568       | 0.9219       |
E. DIFFERENTIAL ATTACK ANALYSIS

Differential attack is a common cryptanalytic attack. Firstly, two plain images with minor differences are encrypted separately by an attacker. Then the attacker establishes an intrinsic connection between the ciphertext and the plain image by comparing the differences between the encrypted images. Finally, the purpose of decryption is achieved in this way [4]. Therefore, a good encryption algorithm should have excellent resistance to differential attacks.

In order to better analyze the ability of encryption algorithms to resist differential attacks, the Number of Pixels Change Rate (NPCR) and the Unified Average Changing...
TABLE 7. Test passing criteria for NPCR and UACI.

| Image Size | NPCR | UACI |
|------------|------|------|
|            | $N_{0.05}^*$ | $(U_{0.05}, U_{0.05}^*)$ | $(U_{0.01}, U_{0.01}^*)$ |
| $256 \times 256$ | 99.5693 | (33.2824, 33.6447) | (33.2525, 33.7018) |
| $512 \times 512$ | 99.5527 | (33.3730, 33.5541) | (33.3445, 33.5826) |
| $1024 \times 1024$ | 99.5341 | (33.4183, 33.5088) | (33.4040, 33.5231) |

TABLE 8. Calculation results of NPCR and UACI.

| File name | NPCR | UACI |
|-----------|------|------|
| R | G | B | Average | R | G | B | Average |
| 4.1.01($256 \times 256 \times 3$) | 99.6105 | 99.6081 | 99.6072 | 99.6086 | 33.4716 | 33.4772 | 33.4675 | 33.4721 |
| 4.2.05($512 \times 512 \times 3$) | 99.6083 | 99.6103 | 99.6097 | 33.4721 | 33.4746 | 33.4521 | 33.4662 |
| 2.2.20($1024 \times 1024 \times 3$) | 99.6094 | 99.6083 | 99.6093 | 33.4575 | 33.4709 | 33.4732 | 33.4672 |
| All Black($512 \times 512 \times 3$) | 99.6090 | 99.6090 | 99.6095 | 33.4637 | 33.4576 | 33.4424 | 33.4546 |
| All White($512 \times 512 \times 3$) | 99.6090 | 99.6093 | 99.6083 | 33.4683 | 33.4809 | 33.4430 | 33.4640 |

TABLE 9. Comparison of NPCR and UACI for different encryption algorithms (Lena).

| Methods in Literature | NPCR | UACI | | | | |
|-----------------------|------|------| | | | |
| R | G | B | Average | R | G | B | Average |
| [17] | 99.6243 | 99.6433 | 99.6029 | 99.6235 | 33.4686 | 33.5020 | 33.4155 | 33.4620 |
| [18] | 99.6479 | 99.6579 | 99.6288 | 99.64487 | 33.4390 | 33.4799 | 33.4833 | 33.4674 |
| [27] | 99.6531 | 99.6522 | 99.6518 | 99.65237 | 33.4572 | 33.4715 | 33.4384 | 33.4557 |
| [30] | 99.6052 | 99.6060 | 99.6113 | 99.6075 | 33.4280 | 33.4966 | 33.3779 | 33.4341 |
| Our | 99.6058 | 99.6096 | 99.6105 | 99.6086 | 33.4563 | 33.4783 | 33.4560 | 33.4635 |

Intensity (UACI) are often used as evaluation indicators. They are defined as

\[
NPCR(C_1, C_2) = \frac{\sum_{i,j} W(i,j)}{MN} \times 100\%
\]

\[
UACI(C_1, C_2) = \frac{\sum_{i,j} |C_1(i,j) - C_2(i,j)|}{MN \times 255} \times 100\%
\]

where $C_1$ and $C_2$ denote two different encrypted images. And they are generated by encrypting two original images whose pixels differ by only one bit. MN is the total number of image pixels. The literature [32] gives the test passing criteria in Table 7, where the ideal expectation values of NPCR and UACI are 99.6094% and 33.4635% respectively [32]. When the calculated values of both NPCR and UACI pass the test standard, the closer the calculation result is to the theoretical value, the better the encryption effect and the stronger the ability to resist differential attacks. In order to calculate without loss of generality, in this paper, we randomly perform 100 times NPCR and UACI analyses on the test images, and then we have the average value of the 100 times data. The final calculation results are shown in Table 8, which shows that the tested images can pass the test and are close to the theoretical value. In addition, the comparison of NPCR and UACI for different encryption algorithms using Lena images as an example is shown in Table 9. And the results show that the proposed encryption algorithm is closer to the theoretical value, so our algorithm is more resistant to differential attacks.

F. NOISE ATTACK ANALYSIS

Because all transmission channels exist noise, images are susceptible to noise contamination during transmission. A good encryption algorithm should be able to recover as much of the plain image information as possible in a noise-contaminated ciphertext image. In order to test the ability of our proposed algorithm to resist noise attack, we first add different degrees of noise to the ciphertext image, then use the correct key to decrypt the ciphertext image, finally observe the recovery degree of the image under different noise pollution. The salt and pepper noise with density of 1%, 5%, 10%, 20% is added to the cipher image respectively, and the decryption results are shown in Fig. 12. The results show that even if the added noise density reaches 20%, the proposed algorithm can still recover a large amount of image information, indicating that our algorithm has a strong ability to resist noise attack.

G. DATA LOSS ATTACK ANALYSIS

In the process of information transmission, there is a high possibility of data loss. At the same time, there are also attackers who want to make the correct image information unavailable to the receiver by maliciously interfering with the normal transmission of the information. It is desirable for the receiver to recover the original image as much as possible in case of...
FIGURE 12. Salt and pepper noise test: (a) decrypted image with noise density of 1%; (b) decrypted image with noise density of 5%; (c) decrypted image with noise density of 10%; (d) decrypted image with noise density of 20%.

FIGURE 13. Analysis of information loss: (a) 1/16 loss of ciphertext information; (b) 1/8 loss of ciphertext information; (c) 1/4 loss of ciphertext information; (d) 1/2 loss of ciphertext information; (e) decrypted image of (a); (f) decrypted image of (b); (g) decrypted image of (c); (h) decrypted image of (d).

TABLE 10. Comparative analysis of encryption/decryption speed.

| Methods in Literature | Image size | CPU(GHz) | Encryption time(s) | Decryption time(s) | Mean(s) |
|-----------------------|------------|----------|--------------------|--------------------|---------|
| [17]                  | 512 × 512 × 3 | 2.30     | 1.769703           | 0.837978           | 1.3053405 |
| [31]                  | 512 × 512 × 3 | 2.70     | 9.0016             | 9.1095             | 9.05555  |
| [33]                  | 512 × 512 × 3 | 3.45     | 1.3408             | 1.0158             | 1.1783   |
| Our                   | 512 × 512 × 3 | 2.50     | 0.40140            | 0.41895            | 0.41018  |

partial data loss. Therefore, in order to test the ability of our proposed algorithm to cope with information loss, we first perform the following four processes on the cipher image: (a) 1/16 of the data is lost in all components of the cipher image; (b) 1/8 of the data is lost in all components of the cipher image; (c) 1/4 of the data is lost in all components of the cipher image; (d) 1/2 of the data is lost in all components of the cipher image. Then, the cipher images with data loss are decrypted using the correct key. Finally, the results are shown in Fig.13. The results show that most of the information of the image can still be recovered when 1/2 of the cipher image is lost. Thus, the proposed algorithm has the ability to resist information loss.

H. SPEED ANALYSIS

In order to better analyze the encryption and decryption speed of the proposed algorithm, the speed of different encryption algorithms is shown in Table 10. The results show that the encryption and decryption speed of the proposed algorithm is better than these algorithms. Therefore, the proposed algorithm has high encryption efficiency.

VI. CONCLUSION

In this paper, we propose a new two-dimensional discrete chaotic system, called 2D-SCCM, which is designed based on the study of the Logistic map and the cosine function. In order to better evaluate the chaotic behavior of the proposed system, we use various testing methods, including trajectory distribution map, Lyapunov exponent, sample entropy, sequence sensitivity. And the randomness of the generated time series was examined by using the NIST test tool. Experimental results and comparative analyses show that the 2D-SCCM has a wider hyperchaotic interval, more complex chaotic behavior, and better ergodicity compared to some existing...
chaotic systems. Based on the 2D-SCCM, we further propose a new color image encryption algorithm by combining the hash function. The algorithm consists of four main parts: key update, XOR-diffusion, pixel scrambling and substitution combined with S-Box, and Modular diffusion. Firstly, the updated key associates with the plain image, which makes the whole algorithm effective against the selective plaintext attack. Then, the XOR-diffusion and the Modular diffusion can effectively change the value of the pixels. Finally, in the pixel scrambling and substitution combined with S-Box stage, not only the value of the pixels can be changed, but also the position of the pixels, thereby breaking the correlation between the plain image pixels. Experimental simulations show that the proposed encryption algorithm can effectively convert natural images into unrecognizable noise-like images. The security analyses show that the algorithm is able to resist various common cryptanalysis attacks.
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