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1. Introduction

To quantify the degree of homogenization of scalars and the efficiency of mixing phenomenon in many field of science and engineering, a natural choice is the variance of the concentration of scalars. Let $\rho$ denote the density function of a scalar on a domain $\Omega \subseteq \mathbb{R}^d$, then the variance is

$$\text{Var}(\rho) = \frac{1}{|\Omega|} \int_{\Omega} \rho^2(x) \, dx - \left( \frac{1}{|\Omega|} \int_{\Omega} \rho(x) \, dx \right)^2,$$

where $|\Omega|$ denotes the Lebesgue measure of $\Omega$. A heuristic observation is that the smaller the variance is, the better the homogenization or mixing is.

This measurement works well when the mechanism has diffusion effect. However, when it applies on the transport equation, it fails due to the conservation of any $L^p$ norm of scalars. People still hope to measure the mixing even without any diffusion, since the density $\rho$ could converge to zero weakly only with transport effect. Hence we need a measurement to detect small scales. Note that mixing here needs not require miscible fluids.

Mathew et al. in [MMP05] first introduced a homogeneous negative Sobolev norm $\|\cdot\|_{\dot{H}^{-1/2}}$ to quantify the level of mixedness. After that, Lin et al. of [LTD11] generalized it to $\|\cdot\|_{\dot{H}^{-\alpha}}$ for $\alpha \in (0,1]$. And there is a detailed review paper [Thi12] by Thiffeault addressing about related multiscale norms and its applications in many interesting problems.

In the meanwhile, Bressan in his conjecture [Bre03] introduced a more geometric sense measurement for density function with value $\pm 1$, which is related with density of a set in geometric measure sense. Yao et al. in [YZ14] generalized this geometric measurement for bounded density functions.

Note though both measurements can be regarded as a scale of length, to quantify small scales. However, Lunasin et al. in [LLN12] provided with two simple but impressive examples, to demonstrate that there is no simple equivalence between those two measurements, that is,

$$C_1 \|\cdot\|_1 \leq \|\cdot\|_2 \leq C_2 \|\cdot\|_1$$

does not hold for some constant $C_1, C_2 > 0$. This is the starting point of this expository paper.

2. Preliminaries

In the paper, we work on $d$-dimensional flat torus $\mathbb{T}^d = \mathbb{R}^d/\mathbb{Z}^d$ or periodic box $[0,\lambda]^d$ of side-length $\lambda$. For $s \in \mathbb{R}$, we say that a distribution $\rho$ belongs to $\dot{H}^s(\mathbb{T}^d)$ if

$$\|\rho\|_{\dot{H}^s(\mathbb{T}^d)} := \sum_{k \in \mathbb{Z}^d} |k|^{2s} |\hat{\rho}(k)|^2 < \infty.$$ 

Any function $f \in L^2(\mathbb{T}^d)$ with $\int_{\mathbb{T}^d} f \, dx = 0$ belongs to $\dot{H}^s(\mathbb{T}^d)$ for $s < 0$.

For any $r > 0$, we define the averaging operators $A_r$ for any scalar field $\rho \in L^\infty(\mathbb{T}^d)$:

$$A_r \rho(x) := \int_{B(x,r)} \rho(y) \, dy = \frac{\int_{B(x,r)} \rho(y) \, dy}{|B(x,r)|}.$$ 
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Definition 1. For any scalar field \( \rho \) on \( \mathbb{T}^d \) with zero mean \( \int_{\mathbb{T}^d} \rho \, dx = 0 \), we call \( \| \rho \|_{\dot{H}^{-1}} \) as the functional mixing scale.

Definition 2. For any scalar field \( \rho \in L^\infty(\mathbb{T}^d) \), given an accuracy parameter \( 0 < \kappa < 1 \), the geometric mixing scale of \( \rho \), denoted by \( G(\rho; \kappa) \), is the infimum of all \( r > 0 \) such that for every \( x \in \mathbb{T}^d \), there holds
\[
|A_r \rho(x)| \leq \kappa \| \rho \|_{L^\infty}.
\]
(2.1)

And we say the scalar field \( \rho \) is \( \kappa \)-mixed to the scale \( G(\rho; \kappa) \).

In both scales, the smaller the mixing scale of the scalar field is, the better the scalar field is expected to be mixed.

However, the following example shows a defect of the geometric mixing scale in the above definition. Roughly speaking, for any \( r > G(\rho; \kappa) \), a scalar field that is well mixed in a small scale is not necessarily well mixed in a larger scale.

Example 2.1. There exist a scalar field \( \rho \in L^\infty(\mathbb{T}^d) \) and \( 0 < \kappa < 1 \) such that there exists an \( r > G(\rho; \kappa) \) with
\[
|A_r \rho(x)| > \kappa \| \rho \|_{L^\infty}
\]
for some \( x \in \mathbb{T}^d \).

Moreover, let \( A \) be the set of such \( x \). Then we have \( |A| > 0 \).
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When $B_{0.5}(x)$ does not contain any portion of any solid ball, we have
\[ |A_{0.5}\rho(x)| = \frac{\pi \varepsilon^2}{1 - \pi \varepsilon^2} = \kappa \|\rho\|_{L^\infty}. \]

When $B_{0.5}(x)$ contains an entire solid ball, note that $\rho(x)$ is mean-zero on $[0, 1]^d$, we have
\[ |A_{0.5}\rho(x)| = \frac{(1 - 0.5^2 \pi) \pi \varepsilon^2}{0.5^2 \pi} < \kappa \|\rho\|_{L^\infty}. \]

By interpolation, for any $x \in [0, 1]^2$, we have
\[ |A_{0.5}\rho(x)| \leq (1 - 0.5^2 \pi) \pi \varepsilon^2 (1 - \pi \varepsilon^2) < \kappa \|\rho\|_{L^\infty}. \]

Furthermore, by the construction, it is easy to see the set consisting of such $x$ is not a negligible set. □

Based on the above observation, we introduce another geometric mixing scale, the so-called \textit{strong geometric mixing scale}, denoted by $SG(\rho)$.

**Definition 3.** For any given $0 < \kappa < 1$, the strong geometric mixing scale $SG(\rho; \kappa)$ is given by:
\[
SG(\rho; \kappa) := \sup_{x \in [0, 1]^d} \inf_{r \geq \varepsilon_x} \left\{ \varepsilon_x \left| \forall r \geq \varepsilon_x, |A_r \rho(x)| \leq \kappa \|\rho\|_{L^\infty} \right\}.
\]

**Lemma 2.1.** Let $\rho \in L^\infty([0, \lambda]^d)$ be a mean-zero scalar field. Given $0 < \kappa < 1$, for $r \geq \frac{\lambda \sqrt{d}}{1 - (1 - \kappa) \pi \varepsilon}$ and for any $x \in [0, \lambda]^d$, we have
\[ |A_r \rho(x)| \leq \kappa \|\rho\|_{L^\infty}. \]

\[ \text{Proof.} \] For $r \geq \frac{\lambda \sqrt{d}}{1 - (1 - \kappa) \pi \varepsilon} > \lambda \sqrt{d}$, given any $d$-ball with radius $r$, we pack it with the $d$-cubes of side length $\lambda$. Let $A$ be the union of cubes which are contained in the $d$-ball with radius $r$ entirely. Let $B$ be the union of cubes, parts of which are outside of $d$-ball with radius $r$. Since the maximum distance in any $d$-cube is $\lambda \sqrt{d}$, the distance between the sphere of $d$-ball with radius $r$ and $A$ is less than $\lambda \sqrt{d}$. Please refer to Figure 2 on page 3.
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Let $\alpha_d$ denote the Lebesgue measure of unit $d$-ball. We note that $\rho$ is mean-zero in each $d$-cube with side length $\lambda$, thus

$$|A_r(\rho)(x)| = \left| \frac{\int_A \rho(y) \, dy + \int_{B(r,x)} \rho(y) \, dy}{\alpha_d r^d} \right| = \left| \frac{\int_{B(r,x)} \rho(y) \, dy}{\alpha_d r^d} \right| \leq \left| \frac{\|B \cap B(r,x)\|_\infty}{\alpha_d r^d} \right| \|\rho\|_\infty \\
\leq \left| \frac{\alpha_d (r^d - (r - \lambda \sqrt{d})^d)}{\alpha_d r^d} \right| \|\rho\|_\infty = \left(1 - \frac{\lambda \sqrt{d}}{r}\right)^d \|\rho\|_\infty \\
\leq \kappa \|\rho\|_\infty.$$  

**Remark.** In particular, for $d = 2$, $r \geq \frac{\sqrt{2}}{1-(1-\kappa)^{1/2}} = \frac{\sqrt{2} \lambda (1+(1-\kappa)^{1/2})}{\kappa}$. This estimation is slightly better than the estimation in [ACM19] where $r \geq \frac{4 \sqrt{2} \lambda}{\kappa}$.  

**Corollary 2.2.** Let $\rho \in L^\infty([0, \lambda]^d)$ be a mean-zero scalar field. Given $0 < \kappa < 1$, $SG(\rho; \kappa)$ exists and $\text{SG}(\rho; \kappa) \leq \frac{\lambda \sqrt{d}}{1-(1-\kappa)^{1/2}}$. Moreover, for any $r \geq \text{SG}(\rho; \kappa)$ and any $x \in [0, \lambda]^d$,  

$$|A_r \rho(x)| \leq \kappa \|\rho\|_\infty.$$  

3. **Main theorem**

**Theorem 3.1** (Equivalence between various scales). For a $2D$ mean-zero scalar field $\rho(t, \cdot)$ bounded uniform-in-time in $L^\infty(\mathbb{T}^2)$, assume that $\rho(t, \cdot)$ is the solution to the Cauchy problem of the transport equation with initial data $\rho_0(x)$, then the following statements are equivalent:

1. $\rho(t, \cdot) \rightarrow 0$ as $t \rightarrow \infty$ in $L^2(\mathbb{T}^2)$, i.e., $\lim_{t \rightarrow \infty} \int_{\mathbb{T}^2} \rho(x, t) \phi(x) \, dx = 0$, $\forall \phi \in L^2(\mathbb{T}^2)$.
2. $\lim_{t \rightarrow \infty} \|\rho(t, \cdot)\|_{H^{-1}(\mathbb{T}^2)} = 0$.
3. For all $\kappa \in (0, 1)$, $\lim_{t \rightarrow \infty} \text{SG}(\rho(t, \cdot)) = 0$.
4. For all $\kappa \in (0, 1)$, $\lim_{t \rightarrow \infty} N\text{G}(\rho(t, \cdot)) = 0$.

**Proof.** “1 $\implies$ 2” is proved in [LTD11].

“1 $\implies$ 2”: For any $\kappa \in (0, 1)$ and fixed $\varepsilon > 0$, there exists $\delta = \kappa$ such that: for any $x \in \mathbb{T}^2$, there exists a $T_0$ such that for any $t \geq T_0$, we have $\int_{\mathbb{T}^2} \rho(y, t) \phi(y) \, dy \leq \delta$ for any $\phi(y) \in L^2(\mathbb{T}^2)$. We pick  

$$\phi(y; x) = \frac{\mathbb{1}_{B(x, \varepsilon)}(y)}{|B(x, \varepsilon)| \|\rho\|_\infty} \in L^2(\mathbb{T}^2).$$

Thus  

$$\left| \int_{\mathbb{T}^2} \rho(y; t) \phi(y) \, dy \right| = \left| \int_{\mathbb{T}^2} \rho(y, t) \frac{\phi(y)}{|B(x, \varepsilon)| \|\rho\|_\infty} \right| \leq \delta,$$

which implies that $|A_r \rho(x; t)| \leq \delta \|\rho\|_\infty = \kappa \|\rho\|_\infty$ for any $x \in \mathbb{T}^2$. Furthermore, by the definition of geometric mixing scale, $\text{G}(\rho(t); \kappa) \leq \varepsilon$.

Since we can pick $\varepsilon$ sufficiently small,  

$$\lim_{t \rightarrow \infty} \text{G}(\rho(t)) = 0.$$
“1 $\Rightarrow$ 4”: This proof is the same with “1 $\Rightarrow$ 3”.
“4 $\Rightarrow$ 1”: This proof is inspired by [CLS19].

Since continuous function is dense in $L^2(T^2)$, it suffices to only consider continuous test function $\phi \in L^2(T^2)$. Given $\delta > 0$, we need to show that there exists a $T_0 > 0$ such that for $t \geq T_0$, we have

$$\left| \int_{T^2} \rho(x, t) \phi(x) \, dx \right| \leq \delta.$$  

Since $\phi$ is uniformly continuous, there exists a $\varepsilon$ such that whenever $y \in B(x, \varepsilon)$ implies $|\phi(x) - \phi(y)| \leq \frac{\delta}{3\|\rho\|_\infty}$. Furthermore, we choose a finite family of disjoint ball $\{B(x_i, r_i)\}_{i=1}^n$ such that

$$B(x_i, r_i) \subset T^2, \quad r_i \leq \varepsilon \quad \text{and} \quad \left| T^2 \setminus \bigcup_{i=1}^n B(x_i, r_i) \right| \leq \frac{\delta}{3\|\rho\|_\infty\|\phi\|_\infty}.$$  

So the integral

$$\left| \int_{T^2} \rho(t, x) \phi(x) \, dx \right| \leq \left| \int_{\bigcup_{i=1}^n B(x_i, r_i)} \rho(t, x) \phi(x) \, dx \right| + \left| \int_{T^2 \setminus \bigcup_{i=1}^n B(x_i, r_i)} \rho(t, x) \phi(x) \, dx \right|.$$  

For the second part, we have

$$II \leq \|\rho\|_\infty \|\phi\|_\infty \left| \left( \bigcup_{i=1}^n B(x_i, r_i) \right) \setminus T^2 \right| \leq \frac{\delta}{3}.$$  

For the first part, we have

$$I \leq \sum_{i=1}^n \left| \int_{B(x_i, r_i)} (\phi(y) - \phi(x_i)) \rho(t, y) \, dy \right| + \sum_{i=1}^n \max_{y \in B(x_i, r_i)} |\phi(y) - \phi(x_i)| \int_{B(x_i, r_i)} |\rho(t, y)| \, dy.$$  

Since $\lim_{t \to \infty} SG(\rho(t, \cdot)) = 0$ for all $\kappa \in (0, 1)$, there exist a $T_0 = T_0(\kappa)$ such that for $t \geq T_0$, $SG(\rho(t, \cdot)) \leq \min r_i$. By the property of strong geometric mixing scale,

$$I_a = \sum_{i=1}^n \left| \int_{B(x_i, r_i)} \rho(t, y) \, dy \right| \leq \kappa \|\rho\|_\infty \sum_{i=1}^n \max_{y \in B(x_i, r_i)} \left| \phi(y) - \phi(x_i) \right| \leq \frac{\delta}{3},$$

where it is trivial if $\phi(x_i) = 0$ for all $i$, otherwise we pick $\kappa = \frac{\delta}{3\|\rho\|_\infty \sum_{i=1}^n \left| \phi(x_i) \right| \|B(x_i, r_i)\|}$.  

$$I_b = \sum_{i=1}^n \max_{y \in B(x_i, r_i)} \left| \phi(y) - \phi(x_i) \right| \int_{B(x_i, r_i)} |\rho(t, y)| \, dy \leq \frac{\delta}{3\|\rho\|_\infty} \sum_{i=1}^n \int_{B(x_i, r_i)} |\rho(t, y)| \, dy \leq \frac{\delta}{3}.$$  

Combine $I_a, I_b$ and $II$, we conclude that for any given $\delta > 0$, there exists a $T_0 > 0$ such that for all $t > T_0$ we have

$$\int_{T^2} \rho(x, t) \phi(x) \, dx \leq \delta.$$  

“3 $\Rightarrow$ 1”: We cannot repeat the proof of “4 $\Rightarrow$ 1” for geometric mixing scale directly, because the defect of geometric mixing scale causes that $G(\rho(t, \cdot)) \leq \min r_i$ cannot imply that

$$(3.1) \quad \int_{B(x, r_i)} \rho(t, y) \, dy \leq \kappa \|\rho\|_\infty |B(x, r_i)|.$$  

However it is resolvable through the following lemma [Cri17] by Gianluca Crippa in a private communication. Once we have shown that for each $i$, (3.1) holds. The proof of “4 $\Rightarrow$ 1” can be repeated. $\blacksquare$
Thus, we have
\[ \int_{B(x, r)} \rho(t, y) \, dy \leq \kappa \|\rho\|_{\infty} |B(x, r)|, \]
for all \( x \in \mathbb{T}^2 \) and \( t \geq T_0 \).

**Proof.** Fix \( \kappa > 0 \) and \( r > 0 \), since for \( \kappa' = \frac{\kappa}{2} \) we have that \( \mathcal{G}(\rho(t, \cdot), \kappa') \to 0 \), there exists a time \( T_0 \) such that for all \( t \geq T_0 \), there exists a radius \( \delta \leq \frac{\kappa}{12} r \) such that for all \( x \in \mathbb{T}^2 \)
\[ \int_{B(x, \delta)} \rho(t, y) \, dy \leq \kappa' \|\rho\|_{\infty} |B(x, \delta)| = \frac{\kappa}{2} \|\rho\|_{\infty} |B(x, \delta)|. \]

For an arbitrary \( x \) and \( t \geq T_0 \), we estimate
\[
\int_{B(x, r)} \rho(t, y) \, dy \, dz = \int_{B(x, r)} \int_{B(x, r+\delta)} 1_{B(\delta)}(y) \rho(t, y) \, dy \, dz \\
= \int_{B(x, r+\delta)} \rho(t, y) \int_{B(x, r)} 1_{B(\delta)}(z) \, dz \, dy \\
= \int_{B(x, r-\delta)} \rho(t, y) \int_{B(x, r)} 1_{B(\delta)}(z) \, dz \, dy \\
+ \int_{B(x, r+\delta) \setminus B(x, r-\delta)} \rho(t, y) \int_{B(x, r)} 1_{B(\delta)}(z) \, dz \, dy \\
= |B(\delta)| \int_{B(x, r-\delta)} \rho(t, y) \, dy \\
+ \int_{B(x, r+\delta) \setminus B(x, r-\delta)} \rho(t, y) \int_{B(x, r)} 1_{B(\delta)}(z) \, dz \, dy.
\]

Thus, we have
\[
\left| \int_{B(x, r)} \rho(t, y) \, dy \right| \leq \int_{B(x, r-\delta)} \rho(t, y) \, dy + \|\rho\|_{\infty} |B(x, r) \setminus B(x, r-\delta)| \\
\leq \int_{B(x, r)} \int_{B(\delta)} \rho(t, y) \, dy \, dz + \|\rho\|_{\infty} \left( |B(x, r+\delta) \setminus B(x, r-\delta)| + \|\rho\|_{\infty} |B(x, r) \setminus B(x, r-\delta)| \right) \\
\leq \left( \frac{\kappa}{2} + 4 \frac{\delta}{r} + 2 \frac{\delta^2}{r} - \left( \frac{\delta}{r} \right)^2 \right) \|\rho\|_{\infty} |B(x, r)|,
\]

Using that \( \delta \leq \frac{\kappa}{12} r \), we conclude that
\[
\int_{B(x, r)} \rho(t, y) \, dy \leq \kappa \|\rho\|_{\infty} |B(x, r)|
\]
for all \( x \in \mathbb{T}^2 \) and all \( t \geq T_0 \). ■
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