SUPERPOSITION, REDUCTION OF MULTIVARIABLE PROBLEMS, AND APPROXIMATION
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Abstract. We study reduction schemes for functions of “many” variables into system of functions in one variable. Our setting includes infinite-dimensions. Following Cybenko-Kolmogorov, the outline for our results is as follows: We present explicit reductions schemes for multivariable problems, covering both a finite, and an infinite, number of variables. Starting with functions in “many” variables, we offer constructive reductions into superposition, with component terms, that make use of only functions in one variable, and specified choices of coordinate directions. Our proofs are transform based, using explicit transforms, Fourier and Radon; as well as multivariable Shannon interpolation.
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1. Introduction

In this paper we consider a general problem, which deals with functions in “many” variables, and their possible reduction into superposition, with component terms that make use of only functions in one variable, and suitable choices of coordinate directions. The problem reads as follows, in brief summary:

*Reduction of functions of “many” variables into system of functions in one variable.*

Classically, variants of the question were first asked in the case of functions of a finite number of variables, say $m$ (“large”); see Theorems 2.1 and 2.2 below. If $F$ is a function on a subset in $\mathbb{R}^m$, it is natural to ask that $F$ allow a reconstruction, or approximation, via choices of a suitable set of coordinate directions, each such direction given by a non-zero vector $w$ in $\mathbb{R}^m$. When a system $W$ of directions is specified, one wishes to approximate $F$ with an associated system of functions (of one variable), one for each direction specified by the set $W$. Following Kolmogorov, one says that $F$ admits a superposition; see Theorem 2.2. Here we shall also be concerned with functions in an infinite number of variables, especially functions $F$ which arise as random variables in some specified probability space; see Proposition 1.3, and Figure 1.2 below. In this case, it is natural to think of “directions” as a choice of real valued random variables, one for each direction.

The Universal Approximation Theorem (UAT) as developed by Kolmogorov and Cybenko (see Theorem 2.1) is of current interest as it provides a partial explanation for why neural networks are able to “learn” from data. However Cybenko’s variant of UAT, dealing with sigmoid as activation function, is more existential than constructive. We attempt here to remedy that somewhat: We aim to quantify defect, meaning the lack of density; hence a variety of choices of UAT-activation functions.

**Organization.** We first outline our infinite-dimensional setting: A choice of our probabilistic framework, including specification of the appropriate probability space, and our choice of systems of random variables. In sect 2, we expand on our extension of, and approach to, a transform-setting for generalized Universal Approximation Theorems (UAT), and Cybenko-Kolmogorov. For this purpose, we introduce, in sect 3, a new projective space of equivalence classes. In sections 4–7, we state our results, and transform based algorithms. This includes the transforms of Fourier and Radon; as well as a multivariable Shannon interpolation adapted to UAT.

1.1. Infinite dimensions and a probabilistic framework.
**Definition 1.1.** Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, and

$$\mathbb{E}(\cdot) = \int_{\Omega} (\cdot) \, d\mathbb{P}, \quad (1.1)$$

be the mean (or expectation). Let

$$X : \Omega \rightarrow \mathbb{R} \quad (1.2)$$

be measurable with respect to $\mathcal{F}$ on $\Omega$, and $\mathcal{B}$ (Borel $\sigma$-algebra) on $\mathbb{R}$; we say that $X$ is a random variable.

In the finite dimensional case, $m < \infty$, we shall consider

$$\Omega = J_m = [-1,1]^m = \{ x = (x_j)^m_1 \mid -1 \leq x_j \leq 1 \},$$

and $L^2(J_m)$ with the standard Lebesgue measure. The measure can be normalized, so that

$$\lambda_m := \frac{1}{2^m} dx = \frac{1}{2^m} dx_1 \cdots dx_m$$

satisfies $\lambda_m(J^m) = 1$. See Figures 1.2 and 1.3.

**The infinite dimensional case**

**Lemma 1.2.** Let $(\Omega, \mathcal{F})$ be a measure space, and let $X : \Omega \rightarrow \mathbb{R}$ be measurable, where $\mathbb{R}$ is equipped with the Borel $\sigma$-algebra $\mathcal{B}$. Then, if $F$ is measurable $(\Omega, \mathcal{F}) \rightarrow (\mathbb{R}, \mathcal{B})$, TFAE:

(i) $\exists \varphi : \mathbb{R} \rightarrow \mathbb{R}$, $\mathcal{B}$-measurable s.t. $F = \varphi \circ X$, and

(ii) $F$ is measurable w.r.t. the pullback $\sigma$-algebra $\mathcal{F}_X := X^{-1}(\mathcal{B})$; see Figure 1.1.

![Figure 1.1. Measurable.](image)

**Proof.** The implication (i)$\implies$(ii) is immediate from the definitions. Note that if $J \in \mathcal{B}$, then

$$(\varphi \circ X)^{-1}(J) = X^{-1}(\varphi^{-1}(J)); \quad \text{and} \quad (1.3)$$

$$\chi_j \circ X = \chi_{X^{-1}(j)}, \quad (1.4)$$

holds for the respective indicator functions.
Hence if \( \varphi : \mathbb{R} \to \mathbb{R} \) is a simple function, \( J_i \in \mathcal{B}, c_i \in \mathbb{R}, 1 \leq i \leq N \),

\[
\varphi = \sum_i c_i \chi_{J_i}, \tag{1.5}
\]

we get

\[
\varphi \circ X = \sum_i c_i \chi_{X^{-1}(J_i)}. \]

Since measurability is characterized via approximation with the respective simple functions, the remaining implication \((ii) \implies (i)\) now follows. \(\square\)

**Proposition 1.3.** If \( \mu_X := \mathbb{P} \circ X^{-1} \) denotes the distribution of \( X \) in (1.2), then

\[
L^2(\mathbb{R}, \mu_X) \ni \varphi \xrightarrow{T_X} \varphi \circ X \in L^2(\Omega, \mathbb{P}) \tag{1.6}
\]

is isometric; and the adjoint operator

\[
T^*_X : L^2(\Omega, \mathbb{P}) \to L^2(\mathbb{R}, \mu_X)
\]

is coisometric. It is given by the \( X \)-conditional expectation

\[
T^*_X (F) (x) = \mathbb{E}_{X=x} (F \mid \mathcal{F}_X), \quad F \in L^2(\Omega, \mathbb{P}). \tag{1.7}
\]
Proof. The meaning of the RHS in (1.7) is as follows. It is a double conditioning: (i) Conditional expectation by the sub $\sigma$-algebra $\mathcal{F}_X = X^{-1}(\mathcal{B})$ in $\mathcal{F}$ generated by the random variable $X$ (i.e., the pullback of the Borel sets under $X$); and (ii) secondly we condition by the initial condition $X = x$; so $T_X^*(F)$ becomes a function defined on $\mathbb{R}$. Said differently, $T_X^*(F) = \varphi$ is the function satisfying,

$$\mathbb{E}(F \mid \mathcal{F}_X) = \varphi \circ X.$$  \hfill (1.8)

To see this, recall that the conditional expectation $\mathbb{E}(\cdot \mid \mathcal{F}_X)$ is the orthogonal projection in $L^2(\Omega, \mathcal{F}, \mathbb{P})$ onto the subspace generated by the functions $\psi \circ X$, as $\psi$ varies over all the Borel measurable functions on $\mathbb{R}$. Moreover, the conditional expectation satisfies

$$\mathbb{E}((\psi \circ X)\mathbb{E}(F \mid \mathcal{F}_X)) = \mathbb{E}((\psi \circ X)F)$$  \hfill (1.9)

valid for all $\psi$, and all $F \in L^2(\Omega, \mathcal{F}, \mathbb{P})$.

It follows that the two operators $T_X$, and adjoint $T_X^*$ satisfy the following identities:

$$T_X^*T_X = I_{L^2(\mathbb{R}, \mu_X)}, \text{ and}$$

$$T_XT_X^* = \mathbb{E}(\cdot \mid \mathcal{F}_X).$$

□

Corollary 1.4. Let $(\Omega, \mathcal{F}, \mathbb{P})$ denote a probability space. Let $\mathcal{W}$ be a system of real valued random variables, and assumed contained in $L^2(\Omega, \mathcal{F}, \mathbb{P})$. Let $F$ be a random variable with $\mathbb{E}(|F|^2) < \infty$; then TFAE:

(i) $F \in L^2(\Omega, \mathbb{P}) \cap \{\varphi \circ X : \varphi \in \mathcal{C}, X \in \mathcal{W}\}$, where $\mathcal{C} := C_b(\mathbb{R}, \mathbb{R})$ or $C_b(\mathbb{R}, \mathbb{C})$;

(ii) $T_X^*(F) = 0$, $\forall X \in \mathcal{W}$.

Proof. The result is immediate from (1.7) and the following:

$$\int_{\mathbb{R}} T_X^*(G) \varphi \, d\mu_X = \mathbb{E}(G(\varphi \circ X)),$$

valid for $\forall G \in L^2(\Omega, \mathbb{P})$, and all $\varphi \in \mathcal{C}$. □

Question. Given $F \in L^2(J^m)$, how do we get representations of $F$ in terms of coordinate functions $J^m \ni x \to w \cdot x \in \mathbb{R}$? Here, $w \cdot x = w^T x = w_1 x_1 + \cdots + w_m x_m$.

If $L \in \mathcal{B}$, a Borel set in $\mathbb{R}$, then the respective measures $\mu_w$ and $\mu_X$ from Figures 1.2 & 1.3 are as follows (distributions of random variables):

$$\mu_w(L) = \lambda_m \left( \{ x \in J^m \mid X_w(x) := w^T x \in L \} \right),$$  \hfill (1.10)
\[ \mu_X(L) = \mathbb{P}\{w \in \Omega \mid X(w) \in L\}. \quad (1.11) \]

Equivalently, \( \mu_w = \lambda_m \circ X_w^{-1} \), and \( \mu_X = \mathbb{P} \circ X^{-1} \), see also (1.1) & (1.2).

Let \( \mathcal{C} := C_b(\mathbb{R}, \mathbb{R}) \) or \( C_b(\mathbb{R}, \mathbb{C}) \). For \( \varphi \in \mathcal{C} \), we consider \( x \mapsto \varphi(w^T x) \) as a function on \( J^m \). See Figures 1.2–1.3. And we define the following subspace

\[ \mathcal{H}(w) = \\{ \varphi(w^T x) ; \varphi \in \mathcal{C} \}^{L^2(J^m)}. \quad (1.12) \]

(The overbar means closure, and the superscript refers to the norm.)

**Question.** What are minimal subsets \( W \) of vectors \( w \in \mathbb{R}^m \setminus \{0\} \) such that the closed span \( \{ \mathcal{H}(w) \}_{w \in W} \) is equal to \( L^2(J^m) \)?

For additional details regarding probability spaces, random variables and distributions, see e.g., [KRV18, Mai18, TTZZ18, HK18]. Also see [Khr05, Bra07, LFT12, BG09] for approximation and Kolmogorov’s superposition theorem.

## 2. Theorems by Cybenko and Kolmogorov

Our present investigations are motivated in part by the following Universal Approximation Theorem by Cybenko:

**Theorem 2.1** (Cybenko [Cyb89, Cyb92]). Let \( \varphi : \mathbb{R} \to \mathbb{R} \) be given, satisfying the following two conditions:

(i) \( \varphi \) is continuous, and

(ii) the following two limits exist:

(a) \( \lim_{t \to -\infty} \varphi(t) = 0 \), and

(b) \( \lim_{t \to +\infty} \varphi(t) = 1 \).

Then the span of the double-indexed functions

\[ \{ \varphi(w^T x + \lambda) \}_{w \in \mathbb{R}^m \setminus \{0\}, \lambda \in \mathbb{R}} \quad (2.1) \]

is uniformly dense in \( C(J^m) \).

**Proof sketch.** The required reasoning is three fold. Specifically, the proof establishes the following three assertions:

(1) The family of functions in (2.1) is dense in \( C(J^m) \) \( \iff \) The integral of the function system (2.1) being zero for Borel measures \( \mu \) on \( \mathbb{R} \) of finite total variation, only when \( \mu \) is zero.

(2) Subcases: The integral with respect to \( \mu \) is zero iff \( \mu \) vanishes on all the half-planes, \( \Pi_{w,s}, \Pi_{w,s}^+ \) and \( \Pi_{w,s}^- \); see details below.

(3) The half-planes generate the \( \sigma \)-algebra on \( J^m \).
Since most of the ideas going into the proof may be found in the papers [Cyb89, Cyb92], we shall be brief: We provide the following sketch for the benefit of the reader.

Let \( \varphi \) be as specified, and let \( \mu \) be a Borel measure on \( \mathbb{R} \) of finite total variation. For \( \lambda, s, t \in \mathbb{R} \), and \( w \in \mathbb{R}^m \setminus \{0\} \), consider the following family of functions on \( \mathbb{R}^m \):

\[
\varphi \left( \lambda \left( w^T x + s \right) + t \right) , \quad x \in J^m ;
\]

and set

\[
\Pi_{w, s} = \{ x \in \mathbb{R}^m ; w^T x + s = 0 \} , \\
H_{w, s}^+ = \{ x \in \mathbb{R}^m ; w^T x + s > 0 \} , \\
H_{w, s}^- = \{ x \in \mathbb{R}^m ; w^T x + s < 0 \} .
\]

Then

\[
\lim_{\lambda \to +\infty} \int_{J^m} \varphi \left( \lambda \left( w^T x + s \right) + t \right) d\mu(x) = \mu \left( H_{w, s}^+ \right) + \varphi \left( t \right) \mu \left( \Pi_{w, s} \right) ;
\]

and

\[
\lim_{\lambda \to -\infty} \int_{J^m} \varphi \left( \lambda \left( w^T x + s \right) + t \right) d\mu(x) = \mu \left( H_{w, s}^- \right) + \varphi \left( t \right) \mu \left( \Pi_{w, s} \right) .
\]

\[\square\]

For additional details regarding the approximation problems, see e.g., [Kem18, HHK18, SI18, Cyb83, Cyb84, CC11].

A second motivation for our present considerations is Kolmogorov’s superposition theorem. The latter in turn is Kolmogorov’s reply to Hilbert’s 13th Problem.

**Theorem 2.2** (Kolmogorov, see [BG09]). Let \( f : [0, 1]^n \to \mathbb{R} \) be an arbitrary multivariable continuous function. Then it has the representation

\[
f ( x_1, \ldots, x_n ) = \sum_{q=0}^{2n} \Phi_q \left( \sum_{p=1}^{n} \psi_{q,p} ( x_p ) \right) ,
\]

with continuous one-dimensional outer and inner functions \( \Phi_q \) and \( \psi_{q,p} \). All these functions \( \Phi_q \) and \( \psi_{q,p} \) are defined on the real line. The inner functions \( \psi_{q,p} \) are independent of the function \( f \).
Hilbert originally posed his 13th problem for algebraic functions (Hilbert 1927, “...Existenz von algebraischen Funktionen...”, i.e., “...existence of algebraic functions...”.) Hilbert asked for a process whereby a function of several variables may possibly be constructed using only functions of two variables. Hilbert’s conjecture, that it is not always possible to find such a solution, was disproven in 1957.

However, there also was a later version of the problem where Hilbert asked instead whether there are solution in the class of continuous functions. It is the second version of Hilbert’s 13th problem that concerns us here, by way of motivation. More specifically, a generalization of the second (“continuous”) variant of Hilbert’s problem is the question: Can every continuous function of three variables be expressed as a composition of finitely many continuous functions of two variables? The affirmative answer to this general question was given in 1957 by Vladimir Arnold. Earlier Kolmogorov had shown that any function of several variables can be constructed with a finite number of three-variable functions. Arnold then expanded on this work to show that only two-variable functions were in fact required, thus answering Hilbert’s question in the context of continuous functions. In our present consideration, we shall consider versions of the question for functions on the hyper cube $J_m$, where $m$ is finite, but “large.” For the multivariable functions, we shall consider both the continuous case, as well as the variant for the problem in the Hilbert space $L^2(J^m)$.

2.1. An infinite-dimensional analogue of Cybenko’s theorem.

Let $\hat{\mathbb{R}}$ denote the one-point compactification of $\mathbb{R}$, and consider the infinite product space

$$\Omega := \hat{\mathbb{R}}^N = \hat{\mathbb{R}} \times \hat{\mathbb{R}} \times \hat{\mathbb{R}} \times \cdots .$$

On $\Omega$, we shall consider the topology generated by the cylinder sets; so that $\Omega$ is compact, by the Tychonov-theorem.

The $\sigma$-algebra generated by the cylinder-sets will be denoted $\mathcal{F}$; and we shall be considering probability spaces $(\Omega, \mathcal{F}, P)$.

A system $\mathcal{W}$ of random variables $X : \Omega \to \mathbb{R}$ is said to be separating iff (Def) the following subsets of $\Omega$ generate $\mathcal{F}$:

$$\{ X(\cdot) > s \} = X^{-1}\left((s, \infty]\right), \text{ and}$$

$$\{ X(\cdot) = s \} = X^{-1}\left(\{s\}\right),$$

where $s \in \mathbb{R}$, and $X \in \mathcal{W}$ are arbitrary. More precisely, we require that, if a signed measure $\mu$ on $(\Omega, \mathcal{F})$ of finite total variation vanishes on the sets in (2.4), then $\mu$ must be zero.
Theorem 2.3. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be as above; let \(\mathcal{W}\) be a separating system of continuous random variables; and let \(\varphi : \mathbb{R} \to \mathbb{R}\) be a fixed function satisfying conditions (i) & (ii) in Theorem 2.1. Then the span of the double-indexed system of functions (on \(\Omega\)),
\[
\{\varphi(X(\cdot) + \lambda)\}_{X \in \mathcal{W}, \lambda \in \mathbb{R}}
\]
(2.5)
is uniformly dense in \(C(\Omega)\); i.e., dense w.r.t. the \(\|\cdot\|_\infty\)-norm on \(C(\Omega)\).

Proof. As the present arguments are close to those outlined in the proof of Theorem 2.1 above, we shall only sketch the details.

First consider the following system of functions on \(\Omega\)
\[
\varphi(\lambda(X(\cdot) + s) + t)
\]
(2.6)
where \(\varphi\) is as stated, i.e., satisfying conditions (i) & (ii) in Theorem 2.1; and where \(X \in \mathcal{W}\), and \(\lambda, s, t \in \mathbb{R}\).

Let \(\mu\) be a signed measure on \((\Omega, \mathcal{F})\) of finite total variation. We now show that if
\[
\int_{\Omega} \varphi(\lambda(X(\cdot) + s) + t) \, d\mu = 0
\]
for all \(X \in \mathcal{W}\), and \(\lambda, s, t \in \mathbb{R}\), then \(\mu = 0\). But
\[
\lim_{\lambda \to +\infty} \int_{\Omega} \varphi(\lambda(X(\cdot) + s) + t) \, d\mu
= \mu(\{X(\cdot) + s > 0\}) + \varphi(t) \mu(\{X(\cdot) + s = 0\}),
\]
and the desired conclusion now follows precisely as in Cybenko’s reasoning. Recall that the family \(\mathcal{W} = \{X(\cdot)\}\) of random variables was assumed to be separating for \((\Omega, \mathcal{F})\). \(\square\)

Corollary 2.4. Consider the probability space \((\Omega, \mathcal{F}, \mathbb{P})\) in (2.3) where \(\mathcal{F}\) is the product-cylinder \(\sigma\)-algebra of subsets in \(\Omega\). For \(\omega = (x_j)_{j \in \mathbb{N}} \in \Omega\), set
\[
X_j(\omega) = x_j \in \mathbb{R}.
\]
(2.7)
Then the algebra \(\mathcal{A}\) generated by
\[
\{\varphi \circ X_j ; j \in \mathbb{N}, \varphi \in \mathcal{C}\}
\]
(2.8)
is uniformly dense in \(C(\Omega)\).

Proof. By Stone-Weierstrass, we only need to verify that the algebra \(\mathcal{A}\) from (2.8) separates points in \(\Omega\). But, if \(\omega \neq \omega'\) in \(\Omega\), then there is an index \(j\) such that \(X_j(\omega) \neq X_j(\omega')\). Then just pick a \(\varphi \in \mathcal{C}\) s.t. \(\varphi(X_j(\omega)) \neq \varphi(X_j(\omega'))\). \(\square\)
3. Projective space of equivalence classes

Notation. We shall work with projective space $P(\mathbb{R}^m)$, i.e., equivalence classes in $\mathbb{R}^m \setminus \{0\}$, where $w \sim w' \iff \exists t \in \mathbb{R} \setminus \{0\}$ s.t. $w' = tw$. Set

$$\mathcal{H}(w) := \text{closure} \{ \varphi(w^T x) \mid \varphi \in \mathcal{C} := C(\mathbb{R}, \mathbb{C}) \}. \quad (3.1)$$

The closure in (3.1) is w.r.t the $\|\cdot\|_\infty$-norm of $C(J^m)$, or the $L^2(J^m)$-norm on $L^2(J^m)$; both cases are of interest. Note, if $w \sim w'$, then $\mathcal{H}(w) = \mathcal{H}(w')$.

We discuss measures $\mu$ of finite total variation on $J^m$ such that

$$\int_{J^m} \varphi(w^T x) \, d\mu(x) = 0, \quad \forall \varphi \in \mathcal{C}. \quad (3.2)$$

And in the $L^2(J^m)$ case, we consider $F \in L^2(J^m)$ such that

$$\int_{J^m} \varphi(w^T x) \, F(x) \, d^m x = 0, \quad \forall \varphi \in \mathcal{C}. \quad (3.3)$$

Lemma 3.1. Equation (3.3) is included in the condition on $\mu$ from (3.2).

Proof. Take $\mu$ of the form

$$d\mu = F(x) \, d^m x. \quad (3.4)$$

Viewed as signed measure, we have $d\mu \ll d^m x$, where $d^m x$ is standard Lebesgue measure on $J^m$. □

Remark 3.2. For all $F \in L^2(J^m) \subset L^1(J^m)$, the total variation measure $|\mu|$ from (3.4) is $d|\mu|(x) = |F(x)| \, d^m x$. Recall that, for all Borel measurable sets $B$ in $J^m$, we have

$$|\mu|(B) := \sup \left\{ \sum_i |\mu(A_i)| \right\} \quad (3.5)$$

where $\{A_i\}$ runs over all partitions of $B$, i.e., $B = \cup_i A_i$, $A_i \cap A_j = \emptyset$ if $i \neq j$.

More generally, we shall make use of the following: Let $\Omega$ be a compact space, then $C(\Omega)$ with norm $\|\cdot\|_\infty$, as a Banach space, has for its dual $\mathcal{M} := \{\text{all signed measures on } \Omega \text{ of finite variation}\}$ with $\|\mu\|_* = |\mu|(\Omega)$ (see (3.5)) as the dual norm via $\mu(F) = \int_\Omega F \, d\mu$, $F \in C(\Omega)$.

Definition 3.3. Set

$$\mathcal{A}(W) = \{ \varphi(w^T x) \mid w \in W, \varphi \in C(\mathbb{R}, \mathbb{C}) \}. \quad (3.6)$$
Observations. If \( W = (\pi \mathbb{Z})^m \) is Fourier lattice, then \( \mathcal{A}(W) \) is dense in \( C(J^m) \), and therefore also dense in \( L^2(J^m) \). In this case, we will then only need \( \varphi(t) := e^{it}, \ t \in \mathbb{R} \); or, in the real case, \( \varphi_c(t) = \cos t, \varphi_s(t) = \sin t \).

Proof. Follows from Stone-Weierstrass; or Fejér-Cesàro. If \( \varphi(t) = e^{it} \), then \( \varphi(w \cdot x) = e^{iw \cdot x}, \ w \in (\pi \mathbb{Z})^m \), is the usual Fourier basis. Cesàro summation yields \( \| \cdot \|_\infty \) approximation in \( C(J^m) \).

\[ \square \]

4. Multivariable Fourier expansions

The setting of our approximation problem discussed below is related to that of Cybenko’s Theorem 2.1, but different. Nonetheless, the framework of Cybenko’s paper serves as motivation for our present considerations. Below we briefly outline differences, beginning with the starting point.

Recall, in Cybenko’s setting, there is only one given, and fixed, continuous function \( \varphi \) on the real line \( \mathbb{R} \), but subject to the conditions listed in (ii). So, given \( \varphi \) as in (ii), we allow variation of all \( m \)-vectors, and all translation by real numbers. The conclusion of Theorem 2.1 yields approximation of all continuous functions on \( J^m \).

In the setting below, the starting point is different: We fix a set \( W \) of \( m \)-vectors, and, as in Cybenko, we ask for best approximation of functions on \( J^m \), in \( C(J^m) \) or \( L^2 \). But, in the present setting, we shall allow variation over all bounded continuous functions \( \varphi \) on \( \mathbb{R} \). Also the given set \( W \) will now in fact be considered a subset of projective space \( P(\mathbb{R}^m) \). One of our results states that \( W \)-approximation of classes of functions on \( J^m \) will not be possible when \( W \) is finite. Hence we shall also consider countably infinite subsets \( W \) of \( P(\mathbb{R}^m) \), and we shall address orthogonal decompositions as well, and an associated harmonic analysis. Our approach will be constructive.

Fourier coefficients of functions \( F \) in \( \mathcal{H}(w) \), where \( w \in \mathbb{Z}^m \setminus \{0\} \) is fixed:

Let \( \mathcal{H}(w) \) be as in (3.1). Set

\[ F(x) := \varphi(w^T x) = \sum_{k \in \mathbb{Z}} a_k e^{i\pi k w \cdot x}, \]

where \( \varphi(s) = \sum_{k \in \mathbb{Z}} a_k e^{i\pi ks}, s \in \mathbb{R}, \) is the 1D Fourier expansion of \( \varphi \); so \( F \) is supported, in the Fourier domain, by the set \( \mathbb{Z}w = \{ kw : k \in \mathbb{Z} \} \).

We shall use the usual notation:

\[ kw \cdot x = kw_1x_1 + kw_2x_2 + \cdots + kw_mx_m, \quad k \in \mathbb{Z}, \]

\[ w = (w_1, \cdots, w_m) \in \mathbb{Z}^m \setminus \{0\}, \] and
\[ x = (x_1, \ldots, x_m) \in \mathbb{R}^m. \]

Fix \( w \). Let \( P_W \) be the projection from \( L^2(J^m) \) onto
\[ \mathcal{H}_W := \text{span}L^2(J^m) \{ \varphi (w^T x) ; \varphi \in C(\mathbb{R}, \mathbb{R}) , w \in W \}. \] (4.1)

Thus, \( P_W (f) \) is the unique \( L^2(J^m) \)-minimizer:
\[ \| f - P_W f \|_{L^2} = \inf \{ \| f - g \|_{L^2} ; g \in \mathcal{H}_W \}. \] (4.2)

However, it is not always easy to find a formula for \( P_W f \).

**Notation.** In the case of \( L^2(J^m) \), we can simply form the closure of the subspace \( \{ \varphi (w^T x) \}_{w \in W, \varphi \in C} \), i.e., closure in the \( L^2(J^m) \)-norm. We write
\[ W^\perp_2 = \mathcal{H}_W^\perp := L^2(J^m) \ominus \mathcal{H}_W = P_W^\perp L^2(J^m). \] (4.3)

And so the functions \( F \in W^\perp_2 \) are simply the functions \( F \) s.t. \( P_W (F) = 0 \), where \( \mathcal{H}_W \) is as in (4.1), and \( P_W = P_{\mathcal{H}_W} \) is the orthogonal projection in \( L^2(J^m) \) onto \( \mathcal{H}_W \); see (4.2).

Fix a subset \( W \subset \mathbb{R}^m \setminus \{0\} \). For a function \( F \) on \( J^m \) or on \( \mathbb{R}^m \), consider the two actions; translation and scaling:
\[ (T_y F) (x) = F (x + y), \quad y \in \mathbb{R}^m, \]
\[ (S_a F) (x) = F (ax), \quad a \in \mathbb{R}. \]

(If \( F \) is a function on \( J^m \), translation is modulo by \( 2\mathbb{Z} \).)

The invariance properties are for both the approximation problems in \( C(J^m) \) and in \( L^2(J^m) \). Below we recall properties of the operators of translation \( T_y \) and of scaling \( S_a \).

**Lemma 4.1.** Both the subspace \( \mathcal{H}_W \), and the orthogonal complement \( W^\perp_2 \), are invariant under the two actions \( \{T_y\} \) and \( \{S_a\} \).

**Definition 4.2.** Let \( \mathcal{M} \) denote the Borel measures \( \mu \) on \( J^m \) of finite total variation.

In the case of \( C(J^m) \), we study \( \mu \in \mathcal{M} \) s.t.
\[ \int_{J^m} \varphi (w^T x) \, d\mu (x) = 0, \quad \forall \varphi \in \mathcal{C}, \forall w \in W, \] (4.4)
where \( \mathcal{C} = C_b(\mathbb{R}, \mathbb{R}) \), or \( C_b(\mathbb{R}, \mathbb{C}) \).
In the case of $L^2(J^m)$, we consider $F$ satisfying
\[
\int_{J^m} F(x) \varphi(w^T x) d^m x = 0, \quad \forall \varphi \in C, \forall w \in W, \tag{4.5}
\]
i.e., $F \perp \{ \varphi(w^T x) \}_{w \in W}$ in $L^2(J^m)$.

**Lemma 4.3.** $\mu \in \mathcal{M}$ satisfies (4.4) iff
\[
\hat{\mu}(tw) = 0, \quad \forall t \in \mathbb{R}, \forall w \in W. \tag{4.6}
\]
The solution (in $L^2(J^m)$) to (4.5) is
\[
\hat{F}(tw) = 0, \quad \forall t \in \mathbb{R}, \forall w \in W. \tag{4.7}
\]
Here, $\hat{F}$ is the following Fourier transform:
\[
\hat{F}(\xi) := \int_{J^m} e^{i \xi \cdot x} F(x) d^m x, \quad \forall \xi \in \mathbb{R}^m. \tag{4.8}
\]

**Definition 4.4.** For $\mu, \nu \in \mathcal{M}$ (see Definition 4.2), we denote by $\mu \ast \nu$ the convolution given by
\[
\int \varphi d (\mu \ast \nu) := \int_{J^m} \int_{J^m} \varphi(x+y) d\mu(x) d\nu(y), \quad \varphi \in C.
\]
Note that $(\mu \ast \nu)^\wedge = \hat{\mu} \hat{\nu}$, pointwise product. The algebra $\{ \hat{\mu} : \mu \in \mathcal{M} \}$ is called the Fourier algebra.

**Lemma 4.5.** Fix a subset $W \subset \mathbb{R}^m \setminus \{0\}$. Then
\[
W_{\mathcal{M}}^\perp = \{ \mu \in \mathcal{M} : \hat{\mu}(tw) = 0, \forall t \in \mathbb{R}, \forall w \in W \} \tag{4.9}
\]
is an ideal in the convolution algebra. Equivalently, the Fourier transforms $\{ \hat{\mu} : \mu \in W_{\mathcal{M}}^\perp \}$ is an ideal in the Fourier algebra.

**Proof.** Immediate from the definitions. \qed

**Remark 4.6 (Analytic continuation of $\hat{\mu}$ and $\hat{F}$).** Note that both $\hat{\mu}(\cdot)$ and $\hat{F}(\cdot)$ are entire analytic, and so extend to $\mathbb{C}^m; \xi \in \mathbb{R}^m \to \mathbb{C}^m$.

The notation of the function $\hat{F}(\xi)$ in (4.8), $\xi \in \mathbb{R}^m$, is reasonably well understood. The extension from $\mathbb{R}^m$ to $\mathbb{C}^m$ is as follows: Set
\[
\hat{F}(\zeta) = \int_{J^m} e^{i(x_1 \zeta_1 + \cdots + x_m \zeta_m)} F(x) d^m x, \quad \zeta \in \mathbb{R}^m
\]
\[
\hat{G}(\zeta) \tag{G(\zeta)}
\]
where $\hat{G}(\zeta)$ is an entire analytic function of exponential type, i.e.,
\[
|\hat{G}(\zeta)| \leq \text{const} \ e^{2 \sum_{1}^{m} |\zeta_i|}.
\]
This is known as a Paley-Wiener class, and is reasonably well understood; see e.g., books by Hörmander [HÖ3, HÖ5].
5. A Radon Transform

Recall that the Radon transform (see e.g., [RL15]) is an integral transform taking a function $f$ defined on the plane to a function $Rf$ defined on the (two-dimensional) space of lines in the plane, whose value at a particular line is equal to the line integral of the function over that line. Below we need a higher dimensional variant (see Lemma 5.1) of this idea, and we shall refer to it also as a Radon transform.

**Lemma 5.1** (Radon transform). With the measure in $L^2(J^m)$, we obtain explicit formulas: Fix $W \subset \mathbb{R}^m \setminus \{0\}$, and for $w \in W$, set
\begin{equation}
\Pi_w = \{ y \in \mathbb{R}^m : w^T y = 0 \},
\end{equation}
i.e., the hyperplane (Figure 5.1); then
\begin{equation}
F \in L^2(J^m) \ominus \mathcal{H}_W
\end{equation}
\begin{equation}
\int_{y \in \Pi_w} F(sw + y) \, d\sigma_w(y) = 0, \quad \forall w \in W, \forall s \in \mathbb{R},
\end{equation}
where $d\sigma_w = d\sigma_{m-1}^w$ is the standard Lebesgue measure on $\Pi_w \simeq \mathbb{R}^{m-1}$. Note that (5.3) is a Radon-transform. (See, e.g., [Moo17, Bae18].)

**Proof.** Fix $W \subset \mathbb{R}^m \setminus \{0\}$. Assume without loss of generality that $\|w\|_2 = 1$. For $x \in \mathbb{R}^m$, set $y = x - (w^T x)w$, then $y \in \Pi_w$ i.e., $w^T y = 0$ by a direct calculation.

Introduce a coordinate system $\mathbb{R} \times \Pi_w \leftrightarrow \mathbb{R}^m$, 
\begin{equation}
(s, y) \mapsto x = sw + y \in \mathbb{R}^m
\end{equation}
with $s \in \mathbb{R}$, $y \in \Pi_w$ ($w$ is fixed and normalized); then
\begin{equation}
\int \varphi(w^T x) F(x) \, d^n x = \int \varphi(s) \left( \int_{y \in \Pi_w} F(sw + y) \, d\sigma_w(y) \right) \, ds.
\end{equation}
It follows that

\[ F \in W_2^\perp \iff \int_{y \in \Pi_w} F(sw + y) d\sigma_w(y) = 0, \quad \forall w \in W, \forall s \in \mathbb{R}. \]

\[ \square \]

**Corollary 5.2.** For \( w \in \mathbb{R}^m \setminus \{0\} \), let \( \Pi_w \) and \( d\sigma_w \) be as above. Define the following operator (Radon transform) \( R_w : L^2(J^m) \to L^2_{\text{loc}}(\mathbb{R}) \),

\[ (R_w(F))(t) := \int_{y \in \Pi_w} F(tw + y) d\sigma_w(y), \quad t \in \mathbb{R}, \quad (5.4) \]

then

\[ F \in L^2(J^m) \ominus \{ \varphi(w^T x) \} \varphi \in \mathcal{C}, w \in W \iff R_w(F) \equiv 0. \]

**Proof.** We have

\[ \int_\mathbb{R} \varphi(t)(R_wF)(t) dt = (\text{Jac}) \int_{J^m} \varphi(w^T x) F(x) d^m x, \]

where “Jac” denotes the corresponding Jacobian. \( \square \)

Here is another corollary of the duality approach:

**Corollary 5.3.** If \( W \subset \mathbb{R}^m \setminus \{0\} \) is given and finite, then

\[ F \in L^2(J^m) \ominus \{ \varphi(w^T x) \} \varphi \in \mathcal{C}, w \in W \iff R_w(F) = 0, \quad \forall w \in W \]

is infinite dimensional.

It follows in particular that the space of solutions \( \mu \) to

\[ \int_{J^m} \varphi(w^T x) d\mu(x) = 0, \quad \forall \varphi \in \mathcal{C}, \forall w \in W, \]

is infinite-dimensional (i.e., \( \mu \in W_2^\perp \), see (4.9)).

Below is a property that holds for functions \( \varphi(w^T x) \) and not for other functions \( F \) in \( C(J^m) \) or in \( L^2(J^m) \):

**Lemma 5.4.** Fix \( w \) and \( \varphi \), and set \( F(x) = \varphi(w^T x) \), then \( F \) is constant on every hyperplane

\[ \Pi_{w,t} := \{ x \in \mathbb{R}^m : w^T x = t \}. \]
Proof. If $F(x) = \varphi(w^T x)$, $x \in \Pi_{w,t}$, then $F(x) = \varphi(t)$. But we will need to also compute $\varphi(w^T x)$ when $w \neq w_0$ in $\mathbb{R}^m$ and $x \in \Pi_{w_0,t_0}$. The function is not constant on $\Pi_{w_0,t_0}$ but it depends on only one angle.

In details, let $w \neq w_0$ be as above, and suppose $x \in \Pi_{w_0,t_0}$. Write

$$w = \alpha w_0 + w^T$$

where $w^T \cdot w_0 = 0$. Then $\varphi(w \cdot x) = \varphi(t_0 \alpha + w^T \cdot x)$. □

**Corollary 5.5.** Let $W \subset \mathbb{R}^m \setminus \{0\}$ be a finite subset, then

$$\left\{ \varphi(w^T x) \right\}_{\varphi \in \mathcal{C}, w \in W}$$

is not dense in $L^2(J^m)$.

Proof. For every $w \in W$, let $\{R_w\}_{w \in W}$ be the system of Radon transforms in $L^2(J^m)$, see (5.4), i.e.,

$$R_w(F)(t) = \int_{y \in \Pi_w} F(tw + y) d\sigma^{(m-1)}(y), \quad t \in \mathbb{R}.$$ We consider function $G \in \ker(R_w)$, so $G \perp_{L^2(J^m)} \mathcal{H}_w$. Suppose $W = \{w_i\}_{i=1}^p$, then the functions

$$K := G_{w_1} * G_{w_2} * \cdots * G_{w_p} \perp_{L^2(J^m)} \mathcal{H}_w,$$

as $G_{w_i} \in \ker(R_{w_i})$ are chosen. Then $K$ is in $L^2(J^m) \ominus \mathcal{H}_W$. The operation $*$ in (5.5) denotes convolution. □

6. **Reproducing kernel and Shannon interpolation**

Starting with $m = 2$, we shall display a complete list of points $w \in \mathbb{Z}^2 \setminus \{0\}$ such that the corresponding subspaces $\mathcal{H}'(w) := \mathcal{H}(w) \ominus \mathbb{C}1$ are mutually orthogonal. There is also the analogous question for $\mathbb{Z}^m$, $m > 2$. The trick is to make a list of points $w$ in $\mathbb{Z}^m \setminus \{0\}$ such that the integer multiples $nw$, $n \in \mathbb{Z}$ (i.e., integer lines), cover $\mathbb{Z}^m$ with no overlap other than in 0. The partitions of $\mathbb{Z}^m$ corresponds to equivalence classes in $\mathbb{Z}^m$, hence non-overlap. We then make a system of orthogonal subspaces $\mathcal{H}'(w)$ which is also total in $L^2(J^m)$. This is made precise in Lemma 6.12; also see Examples 6.13–6.14.

The functions in (4.8) assume the multivariable Shannon interpolation, and $\{\hat{F}\}_{F \in L^2(J^m)}$ is a reproducing kernel Hilbert space (RKHS) with the following Hilbert norm:

$$\|\hat{F}\|_{RKHS}^2 := \|F\|_{L^2(J^m)}^2 = \int_{J^m} |F(x)|^2 d^m x.$$ (6.1)

See, e.g., [Dym68, AD84, ADD89, AD93, BFS93].
The case \( m > 1 \), \( L^2 (J^m) \), leads to a multivariable Shannon interpolation for the Fourier transform \( \hat{F} (\xi) := \int_{J^m} F(x) e^{ix \cdot \xi} d^m x, \xi \in \mathbb{R}^m \):

\[
\hat{F} (\xi) = \sum_{\lambda \in (\mathbb{Z}/\pi)^m} \hat{F} (\lambda) K_m (\xi - \lambda), \quad \forall \xi \in \mathbb{R}^m,
\]

where \((\mathbb{Z}/\pi)^m\) is the dual lattice, and \( \hat{F} (\lambda) \) are the Fourier coefficients.

**Definition 6.1.** Fix \( m \), and \( W \subset \mathbb{R}^m \setminus \{0\} \) a finite subset. Set

\[
W_{\#} ^{\perp} := \{ \text{signed finite total variation measure } \mu \text{ on } J^m \text{ s.t. } \int \varphi (w^T x) \, d\mu (x) = 0, \forall \varphi \in C_b (\mathbb{R}, \mathbb{R}), \text{i.e.,} \hat{\mu} (tw) = 0, \forall t \in \mathbb{R}, \forall w \in W \}
\]

and

\[
W^\perp_2 := \{ F \in L^2 (J^m) ; \int_{J^m} \varphi (w^T x) F(x) d^m x = 0, \forall \varphi, \text{i.e.,} \hat{F} (tw) = 0, \forall t \in \mathbb{R}, \forall w \in W \}.
\]

The orthogonal complement “\( \perp \)” in (6.4) refers to \( L^2 (J^m) \). Note that \( W^\perp_2 \subset W_{\#} ^{\perp} \) since, if \( F \in L^2 (J^m) \), \( d\mu (x) = F(x) d^m x \) is in \( \mathcal{M} \). (Also see (4.3), and Lemma 4.5.)

If we study approximations in \( L^2 (J^m) \), then the question is: Fix \( F \in L^2 (J^m) \) s.t. \( \langle F, \varphi (w^T x) \rangle_{L^2 (J^m)} = 0, \forall w \in W, \forall \varphi \). We shall also consider signed measures \( \mu \) s.t. \( d\mu (x) = F(x) d^m x \), then each condition for \( \mu \in W_{\#} ^{\perp} \) translates into \( \hat{F} (tw) = 0, \forall w \in W, t \in \mathbb{R} \). See Lemma 4.3.

More specifically, it follows from (6.2) that

\[
\hat{F} (tw) = \sum_{\lambda \in (\mathbb{Z}/\pi)^m} \hat{F} (\lambda) K_m (tw - \lambda)
\]

Equation (6.5) is entire analytic; and our condition takes the form:

\[
\hat{F} (tw) = 0, \quad \forall t \in \mathbb{R}
\]

\[
\left( \frac{d}{dt} \right)^k \hat{F} (tw) \big|_{t=0} = 0, \quad \forall k \in \mathbb{N}_0
\]

\[
\sum_{\lambda \in (\mathbb{Z}/\pi)^m} \hat{F} (\lambda) K_m^{(k)} (w - \lambda) = 0,
\]
∀w ∈ W, ∀k ∈ N_0.

**Lemma 6.2.** Let \( w, w' ∈ \mathbb{Z}^m \setminus \{0\} \), and assume \( w \neq w' \); then the following orthogonality relation holds:

\[
\frac{1}{2^m} \int_{J^m} e^{iπw^T x} e^{iπw'^T x} d^m x = \delta(w_1 - w'_1) \delta(w_2 - w'_2) \cdots \delta(w_m - w'_m).
\]

(6.6)

**Proof.** \( L^2 \)-inner products:

\[
\text{LHS}_{(6.6)} = \frac{1}{2^m} \left( \int_{-1}^{1} e^{iπ(w_1-w'_1)x_1} dx_1 \right) \left( \int_{-1}^{1} e^{iπ(w_2-w'_2)x_2} dx_2 \right) \cdots \\
\cdots \left( \int_{-1}^{1} e^{iπ(w_m-w'_m)x_m} dx_m \right) \\
= \delta(w_1 - w'_1) \delta(w_2 - w'_2) \cdots \delta(w_m - w'_m) \\
= \delta(w - w') \quad \text{(in the abbreviated notation.)}
\]

\[\square\]

**Lemma 6.3.** If \( ϕ, ψ ∈ \mathcal{C} \), we also get orthogonality when \( w \neq w' \) and inequivalent, then

\[
\int_{J^m} ϕ(w^T x) \overline{ψ(w'^T x)} d^m x = 0
\]

(6.7)

unless \( ϕ \) and \( ψ \) contain constant components.

**Proof.** Note the assumption is that \( w \) and \( w' \) are inequivalent, so \( kw \neq lw' \), \( ∀k, l ∈ \mathbb{Z} \setminus \{0\} \).

Use standard Fourier expansions for the two functions \( ϕ \) and \( ψ \):

\[
ϕ(s) = \sum_{k ∈ \mathbb{Z}} a_k e^{iπks}, \quad ψ(s) = \sum_{k ∈ \mathbb{Z}} b_k e^{iπks}, \quad s ∈ \mathbb{R}
\]

(6.8)

with Fourier coefficients \( (a_k)_{k ∈ \mathbb{Z}} \) and \( (b_k)_{k ∈ \mathbb{Z}} \). Now substitute (6.8) into (6.7),

\[
ϕ(w^T x) = \sum_{k ∈ \mathbb{Z}} a_k e^{iπkw^T x}, \quad \text{and} \quad ψ(w'^T x) = \sum_{l ∈ \mathbb{Z}} b_l e^{iπlw'^T x}, \quad x ∈ \mathbb{R}^m,
\]

then

\[
\langle ϕ(w^T), ψ(w'^T) \rangle_{L^2(J^m)} = \sum_{k, l ∈ \mathbb{Z}} a_k b_l \int_{J^m} e^{iπ(kw - lw')^T x} d^m x = \delta(kw - lw'),
\]

(6.9)
which vanishes unless \( k = l = 0 \), and the latter correspond to the constant functions; see (6.9), i.e., \( a_k = \text{const} \delta (k - 0), b_l = \text{const} \delta (l - 0), \) \( k, l \in \mathbb{Z} \).

In addition to the specific functions \( F \in W_2^\perp \) we list above (covering some configurations), there are many more. Now we give a characterization which is based on orthogonality relations.

**Example 6.4** (orthogonality, \( m = 2 \)). If \( m = 2 \), then \( F (x, y) = xy \in W_2^\perp \) where \( W := \{(1, 0), (0, 1)\} \). To see this, one checks directly that

\[
\int_{-1}^{1} \int_{-1}^{1} (f(x) + g(y)) \ xy \, dx \, dy = \mathcal{L}^2(\mathbb{R}^2) \langle f(x) + g(y), F \rangle = 0.
\]

Hence \( F = xy \) is orthogonal to \( \mathcal{H}_W \). So \( P_W (xy) = 0 \), and

\[
\inf_{g \in \mathcal{H}_W} \| xy - g \|_{L^2}^2 = \| xy \|_{L^2}^2 = \left( \frac{2}{3} \right)^2.
\]

By the same argument, if \( F (x, y) = \varphi (x) \psi (y) \), assumed nonzero, where \( \varphi \) and \( \psi \) are odd \((\varphi (-x) = -\varphi (x), \psi (-x) = -\psi (x))\), then \( P_W F = 0 \), and so

\[
\inf_{g \in \mathcal{H}_W} \| F - g \|_{L^2}^2 = \| F \|_{L^2}^2 = \left( \int_{-1}^{1} \varphi^2 \, dx \right) \left( \int_{-1}^{1} \psi^2 \, dy \right) > 0.
\]

In particular, \( W_2^\perp \) is infinite dimensional.

**Example 6.5** (\( m = 2 \)). Let \( W := \{(1, 0), (0, 1)\} \), and

\[
\mathcal{H}_W = \{ f(x) + g(y) ; f, g \in \mathcal{C} \}.
\]

Then

\[
L^2 (\mathbb{R}^2) \ominus \mathcal{H}_W = \left\{ F \in L^2(\mathbb{R}^2) \ s.t. \int_{-1}^{1} F (x, \cdot) \, dx = 0, \ 
\text{and} \int_{-1}^{1} F (\cdot, y) \, dy = 0 \right\}.
\]

The functions \( F \) may be written in terms of the Fourier expansions:

\[
F = \sum_{k, n \in \mathbb{Z}} c_{k,n} e^{i\pi (kx + ny)}, \quad \| F \|_{L^2}^2 = \sum_{k, n \in \mathbb{Z}} |c_{k,n}|^2.
\]
Then
\[ f \in L^2(J^2) \ominus \mathcal{A}_W \]
\[ \downarrow \]
\[ c_{0,n} = 0, \ c_{k,0} = 0, \ \forall n, k \in \mathbb{Z}. \]  

(6.12)

**Proof.** Compute the marginal Fourier coefficients in (6.11),
\[ \int_{-1}^{1} F(x, y) \, dx = \sum_{n \in \mathbb{Z}} c_{0,n} e^{i\pi ny} = 0, \ \forall y \]
and
\[ \int_{-1}^{1} F(x, y) \, dy = \sum_{k \in \mathbb{Z}} c_{k,0} e^{i\pi kx} = 0, \ \forall x, \]
and (6.12) follows. \[ \square \]

Hence we can rewrite all questions in terms of Fourier coefficients
\[ c \coloneqq \{c_{k,n}\}_{k,n \in \mathbb{Z}}. \]

\[ F \leftrightarrow c_{k,n} \iff F(x, y) = \sum \sum c_{k,n} e^{i\pi(kx+ny)}. \]

And we have
\[ P_{W}(c) = \text{span}\{c_{k,0}, c_{0,n}\}_{k,n \in \mathbb{Z}} \]
\[ = \begin{bmatrix} \vdots \\ c_{0,2} \\ c_{0,1} \\ c_{0,0} \\ c_{1,0} \\ c_{2,0} \\ \vdots \\ c_{0,-1} \\ c_{0,-2} \\ \vdots \end{bmatrix} \]
where \( P_W \) is the projection onto \( \mathcal{H}_W \) inside \( L^2(J^2) \).

**Example 6.6.** Use of orthogonality of \( \{e^{i\pi(kx+ny)}\}_{(k,n) \in \mathbb{Z}^2} \). For example, if \( F = Ae^{ix} + Be^{ix+y} \) then
\[ \text{dist}(F, \mathcal{H}_W) = \inf_{g \in \mathcal{H}_W} \|F - g\|_{L^2(J^2)} = \|P_{W}^{\perp}F\|_{L^2(J^2)} = |B|; \]
since \( P_W(F) = Ae^{ix} \), and \( P_{W}^{\perp}(F) = Be^{ix+y} \).

The following computation works more generally for \( \varphi(w^T x), \varphi \in C(\mathbb{R}, \mathbb{C}), x = (x_1, \ldots, x_m), w \in \mathbb{R}^m \setminus \{0\} \) fixed. But it is helpful to specialize to \( m = 2 \), \((x, y) \in \mathbb{R}^2\), and \( w = (1, 0) = e_1 \); we must then compute the Fourier coefficients of sum \( e_1^T(x, y) = x \).
In 2D, \( F(x, y) = \varphi(x) \), with Fourier coefficients indexed by \( \mathbb{Z}^2 \):

\[
c(n, k) = \frac{1}{4} \iint_{J^2} \varphi(x) e^{-i\pi(nx + ky)} dxdy
\]

\[
= \frac{1}{2} \int_{-1}^{1} \varphi(x) e^{-i\pi nx} dx \cdot \frac{1}{2} \int_{-1}^{1} e^{-i\pi ky} dy
\]

\[
= \hat{\varphi}(n) \delta(0-k), \quad \forall (n, k) \in \mathbb{Z}^2,
\]

where \( \delta(0-k) = \begin{cases} 1 & \text{if } k = 0 \\ 0 & \text{if } k \in \mathbb{Z} \setminus \{0\} \end{cases} \).

Conclusion: \( c(n, k) = \hat{\varphi}(n) \delta(0-k), \quad \forall (n, k) \in \mathbb{Z}^2 \), and

\[
F(x, y) = \varphi(x) = \sum_{n \in \mathbb{Z}} \hat{\varphi}(n) e^{i\pi nx}
\]

which is the usual 1-dimensional Fourier expansion. This is a special case of a more general formula:

Consider \( \mathbb{R}^m, J^m, W \subset \mathbb{R}^m \setminus \{0\} \). Assume \( w \in \mathbb{Z}^m, w \in W \) fixed. Let \( F(x) = \varphi(w^T x), x \in J^m, \varphi : \mathbb{R} \rightarrow \mathbb{C} \) (or \( \mathbb{R} \rightarrow \mathbb{R} \)). Note \( \varphi \) is a function on one coordinate. Without loss of generality, assume \( \|w\| = 1 \) and let \( P_w \) be the projection

\[
P_w(x) = (w^T x) w, \text{ and }
\]

\[
P_w(\mathbb{Z}^d) = \{ (w^T n) w ; n \in \mathbb{Z}^d \}
\]

then

\[
F(x) = \sum_{\lambda \in P_w(\mathbb{Z}^d)} \hat{\varphi}(\lambda) e^{i\pi \lambda P_w(x)}.
\]

So if we select \( w \in \mathbb{Z}^m \setminus \{0\} \), then functions in \( \mathcal{H}_w \) may give the Fourier expansion \( F(x) = \varphi(w^T x) \),

\[
F(x) = \sum_{k \in \mathbb{Z}} \hat{\varphi}(k) e^{i kw^T x}
\]

up to normalization. In the calculation of the 1D Fourier coefficients,

\[
\hat{\varphi}(k) = \int_{-1}^{1} \varphi(x) e^{-i\pi ks} ds, \quad \text{and}
\]

\[
\varphi(s) = \sum_{k \in \mathbb{Z}} \hat{\varphi}(k) e^{i\pi ks}, \quad s \in \mathbb{R}, k \in \mathbb{Z}.
\]
In the general case, \( w_1, \ldots, w_p \in \mathbb{R}^m \setminus \{0\} \), and may assume independent, and also a choice of \( w_k \in \mathbb{Z}^m \); for \( F \in \mathcal{H}_w \),

\[
F(x) = \varphi_1(w_1^T x) + \varphi_2(w_2^T x) + \cdots + \varphi_p(w_p^T x)
\]

\( \varphi_1, \varphi_2, \ldots, \varphi_p \in \mathcal{C} := C_b(\mathbb{R}, \mathbb{C}) \), or \( C_b(\mathbb{R}, \mathbb{R}) \). After a renormalization,

\[
\sum_{k \in \mathbb{Z}} \hat{\varphi}_1(k)e^{i\pi k w_1^T x} + \cdots + \sum_{k \in \mathbb{Z}} \hat{\varphi}_p(k)e^{i\pi k w_p^T x} = 
\]

\[
\sum_{(k_1, \ldots, k_p) \in \mathbb{Z}^m} \sum_{j=1}^p \hat{\varphi}_j(k_j)e^{i\pi k_j w_j^T x}.
\]

**Lemma 6.7.** If \( w, w' \in P(\mathbb{R}^m) \) are distinct, equivalent class, then assume \( w \) and \( w' \) both rational. The two subspaces \( \mathcal{H}_w \) and \( \mathcal{H}_{w'} \) in \( L^2(\mathbb{J}^m) \) are orthogonal, i.e.,

\[
\int_{\mathbb{J}^m} F(x) F'(x) d^m x = 0, \quad \forall F \in \mathcal{H}_w, \forall F' \in \mathcal{H}_{w'}, \quad (6.13)
\]

unless the functions are constant.

**Proof.** Select \( w, w' \in \mathbb{Z}^m \setminus \{0\} \) and compute the Fourier expansions of the two functions, \( F(x) \) with coefficients in \( \mathbb{Z}w \), and \( F'(x) \) with coefficients in \( \mathbb{Z}w' \). But since \( w \) and \( w' \) are inequivalent,

\[
\mathbb{Z}w \cap \mathbb{Z}w' = 0 \text{ in } \mathbb{Z}^m
\]

and so the inner product in \((6.13) \equiv 0\) unless the two functions \( F \in \mathcal{H}_w \), and \( F' \in \mathcal{H}_{w'} \) are constant.

As \( w \) varies over \( \mathbb{Z}^m \setminus \{0\} \), we get a system of orthogonal subspaces “nearly orthogonal” and if \( w \) and \( w' \) are inequivalent,

\[
\mathcal{H}(w) \cap \mathcal{H}(w') = \text{constant multiples of the function } 1
\]

and \( \mathcal{H}(w) \perp \mathcal{H}(w') \) except for the constants. Recall,

\[
\mathcal{H}(w) := \text{class } L^2(\mathbb{J}^m) \{ \varphi(w^T x) : \varphi \in C(\mathbb{R}, \mathbb{C}) \}.
\]

An illustration of the subspaces in the case of \( m = 2 \), and \( w \in \mathbb{Z}^2 \setminus \{0\} \). The property orthogonality for the subspace \( \mathcal{H}'(w) := \mathcal{H}(w) \oplus \mathbb{C}1 \), where \( 1 \) is the constant function \( 1 \) on \( \mathbb{J}^m \). Hence

\[
F \in \mathcal{H}'(w) \iff \int_{\mathbb{J}^m} F(x) d^m x = 0.
\]

The argument above shows that

\[
\mathcal{H}'(w) \perp \mathcal{H}'(w')
\]

\((6.15)\)
where \( \omega \) and \( \omega' \) are inequivalent, so that
\[
\int_{J^m} F(x) F'(x) d^m x = 0, \quad \forall F \in \mathcal{H}'(\omega), \quad \forall F' \in \mathcal{H}'(\omega').
\] (6.16)

Below is a set of independent equivalent classes (and the subspaces are orthogonal), \( k \in \mathbb{Z} \setminus \{0\} \) fixed.

| \( (n, k) \) | \( k \in \mathbb{Z} \) | class \( (0, 1) \): \( \mathcal{H}(0, 1) \) |
|------------|----------------|----------------------------------|
| \( (0, k) \) | \( k \in \mathbb{Z} \) | class \( (1, 0) \): \( \mathcal{H}(1, 0) \) |
| \( (n, 0) \) | \( n \in \mathbb{Z} \) | class \( (1, 1) \): \( \mathcal{H}(1, 1) \) |
| \( (n, n) \) | \( n \in \mathbb{Z} \) | class \( (1, 2) \): \( \mathcal{H}(1, 2) \) |
| \( (n, 2n) \) | \( n \in \mathbb{Z} \) | class \( (1, k) \): \( \mathcal{H}(1, k) \) |
| \( \vdots \) | \( \vdots \) | \( \vdots \) |
| \( (n, kn) \) | \( n \in \mathbb{Z} \) | class \( (1, k) \): \( \mathcal{H}(1, k) \) |

Remark 6.8. We may need the points in \( \mathbb{Z}^2 \) for an orthogonal in \( L^2(J^2) \), and we get orthogonal subspaces \( \{ \mathcal{H}(1, k) \}_{k \in \mathbb{Z}} \), orthogonality modulo the constants. But if \( \omega = (1, \sqrt{2}) \) for example, then the \( \mathbb{Z}^2 \)-representation is as follows
\[
e^{i\pi(x+\sqrt{2}y)} = e^{i\pi x} \sum_{n \in \mathbb{Z}} \frac{\sin \pi \sqrt{2}}{\pi (\sqrt{2} - n)} e^{i\pi ny} \in \oplus_{n \in \mathbb{Z}} \mathcal{H}(1, n).
\]

Moreover,
\[
\text{class } (1, 0) \cup \text{class } (0, 1) \cup_{k \in \mathbb{Z} \setminus \{0\}} \text{class } (1, k) \cup \text{class } ((n_1, n_2))_{n_1 \neq n_2} = \mathbb{Z}^2;
\]
see Example 6.4.

All the classes intersect in \( (0, 0) \) correspond to the index \( c_{(0,0)} \mathbb{1} \), where \( \mathbb{1} = e^{i\pi(0x+0y)} \) in the 2D Fourier expansion:
\[
\text{Fix } k: \sum_{n \in \mathbb{Z}} a_n e^{i\pi n(x+ky)} \sim \mathcal{H}((1, k)).
\]

Question 6.9. Display a complete list of points \( \omega \in \mathbb{Z}^2 \setminus \{0\} \) such that the corresponding subspaces \( \mathcal{H}'(\omega) := \mathcal{H}(\omega) \oplus \mathbb{C} \mathbb{1} \) are mutually orthogonal.

Definition 6.10. We say that a point in class \( \omega \) is rational iff \( \exists (q_1, \cdots, q_m), q_i \in \mathbb{Q} \), such that \( \omega \sim (q_1, \cdots, q_m) \). In this case, we may pick \( (k_1, \cdots, k_m) \in \mathbb{Z}^m \) such that \( \omega \sim (k_1, \cdots, k_m) \).

A subset \( W \subset \mathbb{R}^m \setminus \{0\} \) is said to be rational iff each class contains a rational generator. We get \( \mathcal{H}_W = L^2(J^m) \) iff \( W \subset P(\mathbb{R}^m) \) contains all the rational points.
**Definition 6.11.** A subset $W \subset \mathbb{Z}^m \setminus \{0\}$ is said to be complete iff (Def.)

$$\bigcup_{w \in W} \mathbb{Z}w = \mathbb{Z}^m; \text{ and}$$

$$\mathbb{Z}w \bigcap \mathbb{Z}w' = 0 \text{ when } w \neq w'. \quad (6.17)$$

**Lemma 6.12.** If $W \subset \mathbb{Z}^m \setminus \{0\}$ is complete, then

$$\sum_{w \in W} \mathcal{H}(w) = L^2(J^m), \text{ with}$$

$$\mathcal{H}(w) \cap \mathcal{H}(w') = \mathbb{C}1 \text{ when } w \neq w'. \quad (6.19)$$

And modulo constants, the subspaces are orthogonal. (In (6.20), $\mathbb{C}1$ denotes multiples of the constant function $1$.)

**Example 6.13** ($m = 2$: Complete subsets in $\mathbb{Z}^2$). Let

$$W = \{(1,0), (0,1), (n_1,n_2)\},$$

where $g.c.d(n_1,n_2) = 1$, and where $g.c.d$ is short for the greatest common divisor (in $\mathbb{Z}_+$). See Figures 6.1–6.2.

**Example 6.14** ($m > 2$: Complete subsets in $\mathbb{Z}^m$). The union of the following subsets in $\mathbb{Z}^m \setminus \{0\}$:

(i) $(n_1,n_2,\cdots,n_m) \in \mathbb{Z}^m \setminus \{0\}$, where $k$ out of the $m$ coordinates are $0$, and $k = 1,2,3,\cdots,m-1$; and g.c.d. for the non-zero coordinates $= 1$.

(ii) $(n_1,n_2,\cdots,n_m) \in \mathbb{Z}^m \setminus \{0\}$, where all $n_j \neq 0$, $1 \leq j \leq m$, and $g.c.d \{n_j\}_{j=1}^m = 1$. 

![Figure 6.1. Part of a complete subset in $\mathbb{Z}^2$](image)
Figure 6.2. A subset of vectors \( w \) in a set \( W \) having the completeness property from Example 6.13. Note that, for each discretized line, we are specifying a \( w \) yielding an irreducible direction; one for each of the equivalence classes in \( \mathbb{Z}^2 \), as illustrated in Figure 6.1 above. The idea is that, for a set \( W \), we pick only one vector \( w \) for each of the discretized lines.

For additional details regarding reproducing kernel Hilbert spaces, see e.g., [LLLH18, MJL18, MSZBJ18, Aro50].

7. Fourier representation

The purpose of this section is to make precise a certain Fourier/harmonic analysis representation for the UAT.

It suffices to take \( \varphi \in C(\mathbb{R}, \mathbb{C}) \) to be 2-periodic, i.e., \( \varphi(s + 2n) = \varphi(s), \forall s \in \mathbb{R}, n \in \mathbb{Z} \). We then have the usual Fourier expansion

\[
\varphi(s) = \sum_{n \in \mathbb{Z}} \hat{\varphi}(n) e^{in\pi s},
\]

\[
\hat{\varphi}(n) = \frac{1}{2} \int_{-1}^{1} \varphi(s) e^{-in\pi s} ds,
\]

and

\[
\frac{1}{2} \int_{-1}^{1} |\varphi(s)|^2 ds = \sum_{n \in \mathbb{Z}} |\hat{\varphi}(n)|^2.
\]

Now fix \( w \in \mathbb{Z}^m \setminus \{0\} \). Then

\[
F(x) := \varphi(w^T x) = \varphi(w \cdot x)
\]

has the representation

\[
F(x) = \sum_{k \in \mathbb{Z}} \hat{\varphi}(k) e^{i\pi kw^T x} = \sum_{k \in \mathbb{Z}} \hat{\varphi}(k) e^{i\pi (k w \cdot x)},
\]
and
\[ \|F\|_{L^2(J^m)}^2 = \frac{1}{2^m} \int_{J^m} |F(x)|^2 \, dm(x) = \sum_{k \in \mathbb{Z}} |\hat{\phi}(k)|^2. \]

**Remark 7.1.**

(i) We consider annihilation measures \( \mu \in W_{\mathcal{M}}^\perp \), but these measures must necessarily be singular, albeit of finite total variation.

(ii) Our reasoning here extends the argument given in Example 7.2 below. The setting in the example is specialized here in order to highlight the general idea.

(iii) We begin with Parseval in one dimension as follows:
\[ \int_{-\infty}^{\infty} |\psi|^2 \, dx = \frac{1}{2\pi} \int_{-\infty}^{\infty} \left| \hat{\psi}(\xi) \right|^2 \, d\xi = 2. \]

Fix \( W \subset \mathbb{R}^m \setminus \{0\} \). Recall \( \mu \in W_{\mathcal{M}}^\perp \iff \mu_w = 0 \ \forall w \in W \iff \hat{\mu}_w \equiv 0 \ \forall w \in W \iff \hat{\mu}(tw) = 0 \ \forall t \in \mathbb{R}, \ \forall w \in W \). And one may apply this to \( d\mu(x) = F(x) \, dm(x), \ F \in L^2(J^m) \).

**Example 7.2** (Some wavelet functions, \( m = 2 \)). Set \( \psi = \text{Haar wavelet function on } \mathbb{R}, \) up to normalization, so that
\[ \hat{\psi}(\xi) = \frac{\cos(\xi) - 1}{\xi}, \ \xi \in \mathbb{R}; \]
and \( \hat{\psi}(0) = 0 \). Let
\[ F_1(x_1, x_2) = f(x_1) \psi(x_2), \]
\[ F_2(x_1, x_2) = \psi(x_1) g(x_2), \]
and \( f, g \) are arbitrary. Then \( F = F_1 \ast F_2 \in W^\perp \), where \( W = \{ (0, 1), (1, 0) \} \).

Similarly, for \( m = 3 \), set
\[ F_1(x_1, x_2, x_3) = f(x_1, x_2) \psi(x_3), \]
\[ F_2(x_1, x_2, x_3) = g(x_1, x_3) \psi(x_2), \]
\[ F_3(x_1, x_2, x_3) = h(x_2, x_3) \psi(x_1), \]
\( f, g, h \) arbitrary. Then
\[ F = F_1 \ast F_2 \ast F_3 \in W^\perp, \]
where \( W = \{ (1, 0, 0), (0, 1, 0), (0, 0, 1) \} \).

The first two terms in the Taylor expansion of \( \hat{\psi}(\xi) \) is
\[ \hat{\psi}(\xi) = -\frac{1}{2} \xi^2 + \frac{1}{24} \xi^4 - \cdots. \]
In the remaining of the section, we discuss choices of sets $W$ of admissible directions to be used in our transform analysis. As well as some general properties for these sets.

**Corollary 7.3.** $W^\perp$ is infinite-dimensional.

Now fix $w \in W$, and do the $\psi$ construction in a concatenate system $\mathbb{R}w \times \Pi_w = \mathbb{R}^m$, where $\Pi_w = \{ x \in \mathbb{R}^m ; w^T x = 0 \}$ is the $w$ hyperplane.

For $z \in \Pi_w \setminus \{0\}$, do a $\psi$ construction and extend to $\mathbb{R}^m$, so

$$
\hat{\psi}_z (\xi) = \frac{\cos (z^T \xi) - 1}{z^T \xi} = \frac{\cos (z \cdot \xi) - 1}{z \cdot \xi}, \quad \forall \xi \in \mathbb{R}^m. \tag{7.1}
$$

But we should cut down $\psi_z$ to $\mathbb{J}^m$, so that integration is convergent.

**Corollary 7.4.** Let $\psi_z$ be as above, and let $w$ be fixed; s.t. $w \in \Pi_z$, $z \in \Pi_w$. Then

$$
\hat{\psi}_z (tw) = 0, \quad \forall t \in \mathbb{R}, \tag{7.2}
$$

and in particular, $\psi_z \in W^\perp_2$.

**Proof.** Observe that

$$
\hat{\psi}_z (tw) = \frac{\cos (tw^T z) - 1}{tw^T z} = 0 \tag{7.3}
$$

since $w^T z = 0$, see (7.1); so $\psi_z \in W^\perp_2 \subset W_{\#}^\perp$ (but it depends on $w$, fixed in $W$.) If $W = \{ w_k \}_{1}^{p}$, and

$$
\psi_k \in W^\perp_2, \tag{7.4}
$$

then

$$
F = \ast_{k=1}^{p} \psi_k \in W^\perp_2 \tag{7.5}
$$

where $\ast$ denotes convolution. Note functions are restricted to $\mathbb{J}^m$. □

Here is a way to generate more functions $\psi_k$ as in (7.4)–(7.5): We can easily generalize to more functions $F \in W^\perp_2$.

Fix $W = \{ w_k \}_{1}^{p}$. Let $\mu_{w_1}$ be a finite positive measure on $\Pi_{w_1}$. Let $\psi_z$ be as in (7.1)–(7.2), $z \in \Pi_{w_1}$, and set

$$
\psi_{w_1} (\cdot) = \int_{\Pi_{w_1}} \psi_z (\cdot) \, d\mu_{w_1} (z) \tag{7.6}
$$

as a function on $\mathbb{R}^m$, and restrict to $\mathbb{J}^m$. Now do the construction in (7.6) also for $w_2, w_3, \cdots, w_p$, with choice of positive measures $\mu_{w_k}$ on $\Pi_{w_k}$ for $1 \leq k \leq p$; and set

$$
\psi = \ast_{k=1}^{p} \psi_k, \tag{7.7}
$$

so that $\hat{\psi} = \prod_{k=1}^{p} \hat{\psi}_{w_k}$. We conclude that $\psi$ in (7.7) is in $W^\perp_2$. 
Example 7.5. Illustration of key arguments in one and two dimensions.

For $m = 2$, $x = (x_1, x_2) \in \mathbb{R}^2$ or $x \in J^2$; let $w = e_2$ and
\[
\psi_{w_2}(x_1, x_2) = \psi(x_1)
\]
where $\psi$ is the 1D Haar wavelet. Then
\[
\widehat{\psi_{w_2}}(\xi_1, \xi_2) = \int_{-1}^{1} \int_{-1}^{1} e^{i(x_1 \xi_1 + x_2 \xi_2)} \psi(x_1) \, dx_1 \, dx_2
\]
\[
= \frac{\cos(\xi_1) - 1}{\xi_1} \sin(\xi_2);
\]
recall sinc$(\xi) = \frac{\sin \xi}{\xi}$. So we have
\[
\psi_{w_1} \ast \psi_{w_2}(\xi_1, \xi_2) = \frac{\cos(\xi_2) - 1}{\xi_2} \sin(\xi_1) \frac{\cos(\xi_1) - 1}{\xi_1} \sin(\xi_2)
\]
and so $F = \psi_{w_1} \ast \psi_{w_2} \in W^\perp$, where $W = \{(0, 1), (1, 0)\}$, $\widehat{F}(tw_1) = 0$ and $\widehat{F}(tw_2) = 0$, $\forall t \in \mathbb{R}$.

$m$-dimension $(m > 2)$: Fix $w \in W$, consider
\[
\int_{\Pi_w} \hat{\psi_z}(tw) \, d\mu_w(z).
\]
Set $F_w(x) = \int_{\Pi_w} \psi_z(x) \, d\mu_w(z)$, then
\[
\int_{J^m} \varphi(w^T x) F_w(x) \, d^m x
\]
For additional details regarding Wiener theory and positive definite functions, see e.g., [GT12, GT18].
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