ABSTRACT
Transformer encoding networks have been proved to be a powerful tool of understanding natural languages. They are playing a critical role in native ads service, which facilitates the recommendation of appropriate ads based on user’s web browsing history. For the sake of efficient recommendation, conventional methods would generate user and advertisement embeddings independently with a siamese transformer encoder, such that approximate nearest neighbour search (ANN) can be leveraged. Given that the underlying semantic about user and ad can be complicated, such independently generated embeddings are prone to information loss, which leads to inferior recommendation quality. Although another encoding strategy, the cross encoder, can be much more accurate, it will lead to huge running cost and become infeasible for realtime services, like native ads recommendation.

In this work, we propose hybrid encoder, which makes efficient and precise native ads recommendation through two consecutive steps: retrieval and ranking. In the retrieval step, user and ad are encoded with a siamese component, which enables relevant candidates to be retrieved via ANN search. In the ranking step, it further represents each ad with disentangled embeddings and each user with ad-related embeddings, which contributes to the fine-grained selection of high-quality ads from the candidate set. Both steps are light-weighted, thanks to the pre-computed and cached intermedia results. To optimize the hybrid encoder’s performance in this two-stage workflow, a progressive training pipeline is developed, which builds up the model’s capability in the retrieval and ranking task step-by-step. The hybrid encoder’s effectiveness is experimentally verified: with very little additional cost, it outperforms the siamese encoder significantly and achieves comparable recommendation quality as the cross encoder.
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1 INTRODUCTION
Native ads are important ways of online advertising, where advertisements are imperceptibly injected into the webpages being browsed by the users. In contrast to the conventional search ads where queries are explicitly specified by user, native ads are recommended implicitly based on user’s web-browsing history. Apparently, high-quality recommendation calls for deep understanding of user behavior and ad content. In recent years, transformer-based models turn out to be popular solutions due to their superior capability on natural language processing, e.g., Bert [1] and RoBerta [13]. The existing methods would represent a pair of input sequences independently with a siamese encoder [14, 18] (as the two-tower architecture in Figure 1.A), and measure their relevance based on
the embeddings’ similarity, such as cosine and inner-product. With these approaches, relevant ads can be efficiently acquired via ANN search, like PQ [3, 9] and HNWS [16]. However, one obvious defect is that there is no interaction between the user and ad encoding process. Given that the underlying semantic about user and ad can be complicated, such independently generated embeddings is prone to information loss, thus cannot reflect the user-ad relationship precisely. In contrast, another form of transformer encoding networks, the cross-encoder (as the one-tower structure in Figure 1.B), can be much more accurate [11, 15], where the input sequences may fully attend to each other during the encoding process. Unfortunately, the cross-encoder is highly time-consuming and hardly feasible for realtime services like native ads recommendation, as every pair of user and ad needs to be encoded and compared from scratch. The above challenges bring us to a challenging problem: whether some sort of encoding architecture can be both efficient and precise. Motivated by this challenge, we propose hybrid encoder, which addresses the above problem with the following featurized designs.

- **Two-stage workflow.** Instead of making recommendation in one shot, hybrid encoder selects appropriate ads through two consecutive steps: retrieval and ranking, with two sets of user and ad representations. First of all, it represents user and ad independently with a siamese encoder, such that relevant candidates can be retrieved via ANN search. Secondly, it generates disentangled ad embeddings and ad-related user embeddings, based on which high-quality ads can be identified from the candidate set. Both steps are highly efficient, which makes the time cost affordable in practice.

- **Fast ranking.** Unlike the conventional time-consuming cross-encoder, hybrid-encoder establishes the user-ad interaction by intensively re-using the cached hidden-states and pre-computation result. On the one hand, it caches the transformer’s last-layer hidden-states for the user, which will comprehensively preserve the information about user’s web-browsing behaviors. On the other hand, it pre-computes the disentangled embeddings for each ad. While an ad is chosen as a user’s candidate, the disentangled ad embeddings will attend to the user’s cached hidden-states, which gives rise to the “ad-related” user embeddings. With such embeddings, necessary information for analyzing user-ad relationship can be effectively extracted, which in return contributes to the selection of best ads from the candidate set. Apparently, most of the involved operations are light-weighted, e.g., inner-product and summation, whose time cost is almost neglectable compared with the feed-forward inference of transformer. Therefore, the running time of the ranking step is approximately up-bounded by one pass of transformer encoding.

- **Progressive Training Pipeline.** Although both the retrieval and ranking step aim to find out appropriate advertisements w.r.t. the presented user, they are actually deployed for distinct purposes, thus need to be learned in different ways. In this work, a progressive learning strategy is adopted to optimize the overall performance of the two-stage workflow. For one thing, the retrieval step is to select coarse-grained candidates from the whole advertisement corpus; therefore, it is trained with global contrast learning, which discriminates the ground-truth from the negative ones sampled from the global scope. For another thing, the ranking step is to select the best advertisements from the candidate set generated by a certain retrieval policy. Therefore, the model is further trained with the local contrast learning, where a set of candidate advertisements are sampled based on the retrieval policy learned in the first stage, and the model is required to identify the ground-truth given such “hard negative samples”.

Comprehensive empirical investigation are performed on Microsoft Audience Ads¹ platform, where the hybrid encoder’s effectiveness is verified from the following aspects. I. It achieves comparable recommendation quality as the accurate but expensive cross-encoder, given that the running time is sufficiently large. II. It significantly outperforms the conventional siamese encoder when the time cost is limited within a tolerable range as required by the production. Additional studies are also made with public-available dataset, which further confirms the above findings.

To sum up, the following contributions are made in this work.

- We propose hybrid encoder, which recommends native ads with a two-stage workflow: the retrieval step collects coarse-grained candidates from the whole corpus; the ranking step selects the best ads from the given candidates. Both steps are highly efficient, which collaboratively produce precise recommendation for the user.

- The proposed model is trained progressively through global contrast learning and local contrast learning, which optimizes the overall performance of the two-stage recommendation workflow.

- The effectiveness of hybrid encoder is verified with large-scale data from native ads production. Compared with conventional transformer encoders, hybrid encoder is competitive in terms of both recommendation precision and working efficiency.

## 2 RELATED WORK

In this section, related works are discussed from the following perspectives: 1) native ads recommendation, and 2) transformer encoding networks.

### 2.1 Native Ads Recommendation

Native ads is a relatively new form of online advertising, where advertisements are recommended to user based on their web-browsing behaviors. A typical recommendation workflow is composed of the following operations. Particularly, each advertisement is characterized with a compact description, e.g., new apple ipad mini. When an advertising request is presented, it turns user’s browsed web-pages into “implicit queries” and finds out the most relevant ads-descriptions. Finally, the selected ads will be displayed imperceptibly on the web-pages being browsed by the user. In the early days, the recommendation process would intensively make use of the retrieval algorithms built on explicit features: each ads-description is further split into a set of keywords, based on which an inverted index can be built to organize the whole advertisements. To make the index more accurate and compact, conventional IR techniques like TF-IDF and BM25 are adopted so as to identify the most important keywords for index [17, 19]. Given an implicit query from user, the system will extract its keywords in the first place, and then join with the inverted index so as to collect the advertisements within the matched entries.

Apparently, the old-fashioned approaches can be severely limited by the ratio of keyword-overlap. To overcome such a defect, more and more effort has been made on latent retrieval [2, 6], where the
semantic relationship between user and ad can be measured more precisely with compact embeddings. Early representative works along this direction includes DSSM & CDSSM [7, 20], where multi-layer-perception and convolutional neural networks are adopted; in recent years, much more advanced approaches are continuously developed, especially based on transformer encoders and pretrained language models, such as [5, 10, 11, 14, 18].

2.2 Transformer Encoding Networks

Transformer is a powerful network structure for text encoding [21], as long range interactions can be established for the input sequence on top of multi-head self-attention. In recent years, multi-layer transformer encoders have become the foundation of almost every large-scale pretrained language model, like BERT [1] and RoBerta [13], with which the underlying semantic can be captured in-depth for the presented text. Given its superior capability in natural language understanding, which significantly benefit downstream tasks, like recommendation and information retrieval. Such networks consist of multiple layers of transformer blocks [21], which are built upon multi-head self-attention (MHSA). For each particular layer, the input embeddings (used as $Q, K$ and $V$) are interacted with each other via the following operations:

$$\text{MHSA}(Q, K, V) = \text{Concat}(\text{head}_1, ..., \text{head}_d)W^O,$$

$$\text{head}_i = \text{Attention}(QW_i^Q, KW_i^K, VW_i^V). \tag{1}$$

where $W^O, W_i^Q, W_i^K, W_i^V$ are the projection matrices to be learned. In transformers, the scaled dot-product attention is adopted, which computes the weighted-sum of $V$ with the following equation:

$$\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d}} \right)V. \tag{2}$$

where $d$ indicates the value of hidden vector’s dimension. Apparently, MHSA has the advantage of introducing long-range interaction for the input sequence, which brings about stronger context-awareness for the generated representations.

While applied for IR/recommendation-related tasks, transformer encoding networks usually adopt the following two forms: the
siamese encoder and the cross encoder. In the following part, we will demonstrate how the above forms of encoders are applied for the native ads recommendation scenario.

3.1.1 siamese Encoder. The siamese encoder leverages a pair of identical sub-networks to process the user history and ads description, as shown in Figure 1 (A). Each sub-network will aggregate the last layer’s hidden states for the representation of its input sequence; as a result, two embeddings $E_u$ and $E_a$ will be generated, which are of the same hidden dimension. The user-ad relevance is measured based on the similarity between the embeddings:

$$\text{Rel}(u, a) = \langle E_u, E_a \rangle,$$  \hspace{1cm} (3)

where $\langle \cdot \rangle$ stands for the similarity measurement, e.g., inner-product. The good thing about siamese encoder is that the user history and ad description can be encoded once and used for relevance computation everywhere. More importantly, the generated embeddings can be indexed for ANN-search (e.g., MIPS [9]), which naturally fits the need of large-scale retrieval/recommendation. However, the siamese encoder is prone to information loss, as user and ad are independently encoded. Therefore, it is usually limited by its inferior accuracy.

3.1.2 Cross Encoder. The cross encoder makes use of a unified transformer to analyze the relevance between the user and ad. In particular, the input sequences are concatenated into the following joint string marked with [CLS] and [SEP]:

$$[\text{CLS}] t_{user}^0, ..., t_{user}^M \text{[SEP]}, t_{ad}^0, ..., t_{ad}^N,$$  \hspace{1cm} (4)

where $t_{user}$ and $t_{ad}$ indicate tokens from user’s browsed web-pages and ad description, respectively. The joint string will be encoded by the transformer. And based on the last layer’s hidden-state corresponding to [CLS], denoted as $H_{[\text{CLS}]}$, the web-ad relevance is calculated as:

$$\text{Rel}(\text{user}, \text{ads}) = \sigma(H_{[\text{CLS}]}W_A),$$  \hspace{1cm} (5)

where $W_A$ is the $d \times 1$ linear projection vector for the output logit. The cross encoder is of much higher model capacity compared with the siamese encoder, as user and ad may fully get attended by each other within the encoding process. Therefore, cross encoder can be much more accurate, as important information is preserved more effectively. However, the cross encoder is highly limited in working efficiency, as every pair of user and ad need to be encoded from scratch so as to find out the most relevant result.

3.2 Overview of Hybrid Encoder

3.2.1 Problem Formulation. We consider the scenario where natives ads recommended are based on user’s web-browsing behaviors. In this place, the following definition is presented, which clarifies the objective of native ads recommendation (NAR).

**Definition 3.1.** (NAR) Given user’s web-browsing history, NAR looks for the advertisement $a$, which gives rise to the maximum probability of being clicked.

It is apparent that the NAR problem can be quantitatively expressed by the following optimization problem:

$$\max E_{(u,a)} - P(u,a) \log \pi(a|u),$$  \hspace{1cm} (6)

where $P(u,a)$ stands for the joint probability of user-$u$-click-ad-$a$, and $\pi(a|u)$ refers to the advertisement’s probability of being recommended by NAR conditioned on the user’s web-browsing history. By optimizing the above objective, the recommendation algorithm is expected to produce the maximum amount of ad-clicks, which contributes to the revenue growth of the whole market.

3.2.2 Two-Stage Processing. To facilitate efficient and precise native ads recommendation, a two-stage workflow is employed, which contains the consecutive steps of retrieval and ranking. The retrieval step is to select relevant candidate ads w.r.t. the presented user. Given that the size of the whole advertisement set can be huge (usually as large as a few millions), the retrieval steps must be highly efficient. Thus, approximate nearest neighbour search turns out to be a natural choice. To make use of it, user history and ad description are independently encoded as $E_u$ and $E_a$, and the user-ad relevance is measured with the embedding similarity. As a result, we’ll efficiently get the candidate ads for the retrieval step via ANN search:

$$\Omega_{\text{retr}} = \text{ANN}(E_u, \{E_a|\Omega_A\})$$  \hspace{1cm} (7)

where $\{E_a|\Omega_A\}$ denotes the embeddings of whole ads. Following the retrieval step, the ranking step is carried out so as to select the best set of ads out of the coarse-grained candidates. For the sake of better recommendation quality, a ranking function $f(\cdot)$ will be utilized, which is able to establish the interaction between user and each of the candidate ads. Finally, the fine-grained set of ads for recommendation can be determined based on the ranking scores:

$$\Omega_{\text{rank}} = \text{Top-K}\{f(u,a)|\Omega_{\text{retr}}\}$$  \hspace{1cm} (8)

3.2.3 Online Cost Analysis. The running time of the above two-stage processing is constituted of three parts: the user and ad embedding generation, the ANN search, and the ranking of candidates. However, because the in-market ads are temporally invariant and given beforehand, the ad embeddings can all be generated offline; besides, compared with the model’s inference cost, the ANN search is fast and its time complexity is constant (or sub-linear). Therefore, the online cost will be determined mainly by two factors: the generation of user embedding and the ranking of candidates. The generation of user embedding takes one-pass of transformer encoding. And with the conventional cross-encoder, it takes $|\Omega_{\text{retr}}|$ rounds of transformer encoding to rank the candidates. Finally, there will be $|\Omega_{\text{retr}}| + 1$ rounds of transformer encoding in total, which is still temporally infeasible for native ads production. Apparently, the ranking step turns out to be the efficiency bottleneck of the two-stage workflow. In the following discussion, a significantly accelerated ranking operation will be introduced, where the time cost is reduced to $\epsilon$ transformer encoding ($\epsilon \leq 1$). As a result, it will merely take $1 + \epsilon$ transformer encoding, which makes hybrid encoder competitive in working efficiency.

3.3 Model Architecture

The architecture of hybrid encoder is shown in Figure 2, where multiple transformers are jointly deployed for the hybrid encoding process. On the left and middle side of the model, the deployed transformers take the form of a siamese encoder, where user and ad embeddings, $E_u$ and $E_a$, are generated independently. These
embeddings are used for the ANN search of the retrieval step. On the middle and right side, the disentangled ad embeddings $M_a$ are offline generated, which are used to attend user’s cached hidden-states for the ad-related user embeddings; both embeddings are flattened into 1-D vectors and compared to measure the fine-grained user-ad relationship.

3.3.1 User and Ad Embedding Generation. The user’s browsed web-pages and ads’ descriptions are independently feed into the user embedding network and the ad embedding network. Unlike the default practice where the [CLS] token’s hidden-state in the last-layer is taken as the representation result, we use the mean-pooling of all tokens’ hidden-states in the last-layer as the user and ad embeddings, which is suggested to be more effective [14, 18]:

$$E_u = \text{mean}(H^u), \text{where } H^u = \text{U-Net(user’s browsed webs)};$$
$$E_a = \text{mean}(H^a), \text{where } H^a = \text{A-Net(ad description)}.$$  \hfill (9)

As the user and ad embeddings need to support the ANN search operation in the retrieval step, $E_u$ and $E_a$ must be within the same latent space, whose similarity is directly comparable. As a result, the user-ad relevance for the retrieval step is computed as:

$$\text{Rel}_{\text{retrieval}}(u, a) = \langle E_u, E_a \rangle.$$  \hfill (10)

In our implementation, we use inner-product as the similarity measure and adopt HNSW for the search of approximate neighbours.

3.3.2 Fast Ranking with UA Interaction. The interaction between user and ad is established via ua-interaction network, as shown on the right side of Figure 2. In this stage, the following three operations are carried out step-by-step. First of all, it generates $K$ disentangled ad embeddings $M_a$ with multi-head attention [12]:

$$M_a : \{M^i_a = \sum H^a \alpha^i_j H^u_j \mid i = 1, ..., K\},$$
where $\alpha^i = \text{softmax}(H^u, \theta^i).$  \hfill (11)

In the above equation, $\{\theta^i\}^K_1$ stands for the attention heads, which aggregate the hidden-states of the advertisement from different views for more comprehensive representation. Secondly, each of the disentangled ad embeddings is used to attend user’s last-layer hidden-states $H^{ua}$ from the ua-interaction network. As a result, the following ad-related user embeddings $M_u$ will be generated:

$$M_u : \{M^i_u = \sum_{H^{ua}} \alpha^i_j H^{ua}_j \mid i = 1, ..., K\},$$
where $\alpha^i = \text{softmax}(H^{ua}, M^i_a).$  \hfill (12)

Finally, the disentangled ad embeddings $M_a$ and the ad-related user embeddings $M_u$ are flattened and concatenated into 1-D vectors, whose similarity is used as the measurement of user-ad relevance for the ranking step:

$$\text{Rel}_{\text{rank}}(u, a) = \langle \tilde{M}_u, M_a \rangle,$$
where $\tilde{M}_u = \text{cat}([M^1_u, ..., M^K_u]), M_a = \text{cat}([M^1_a, ..., M^K_u]).$  \hfill (13)

- Remarks. Compared with the expensive cross-encoding process, there are two notable characters about the proposed ua-interaction: 1) the interaction is uni-directional: with only user’s hidden-states attended by the representation of ad. And 2) the interaction is introduced not from the very bottom, but at the last-layer of the transformer. Despite of its simplicity, the proposed method is desirable from the following perspectives.

First of all, it leverages the pre-computation result (i.e., the disentangled ad embeddings) and the cached hidden-states (from ua-interaction network) to establish interaction between user and ad. Therefore, it merely incurs one pass of feed-forward inference of the ua-interaction network. Besides, it’s empirically found that a relatively small-scale network (compared with the user embedding network) may already be sufficient for making high-quality interaction. Therefore, it only brings about $\epsilon \ (\epsilon \leq 1)$ of the transformer encoding cost as the generation of user embedding, which makes the ranking step highly competitive in time efficiency.

Secondly, the proposed ua-interaction is more effective in preserving the underlying information of user and ad. On the one hand, the ad descriptions are usually simple and compact; even without

Figure 2: Infrastructure of Hybrid Encoder. In the middle and left side, the user embedding $E_u$ and ad embedding $E_a$ are generated independently; both embeddings are used for the ANN search in the retrieval step. On the middle and right side, the disentangled ad embeddings $M_a$ are offline generated, which are used to attend user’s cached hidden-states for the ad-related user embeddings; both embeddings are flattened into 1-D vecs and compared to measure the fine-grained user-ad relationship.
being interacted by the user, the disentangled embeddings may still comprehensively represent the advertisement. On the other hand, despite that user history can be complicated, the necessary information for measuring user-ad relationship will be fully extracted when attended by the disentangled ad embeddings. As a result, the relevance between user and ad will be measured more precisely based on such informative embeddings, which significantly benefits the identification of the best candidates.

3.4 Progressive Training Pipeline

Hybrid encoder is trained progressively with two consecutive steps (as Figure 3). Firstly, the global contrast learning is carried out for the user and ad embedding networks; in this step, the model learns to discriminate the ground-truth ad from the global negatives. As a result, it makes the ground-truth to be confined within the neighbourhood of user embedding, which can be retrieved via ANN search. Secondly, the local contrast learning is performed for the ua-interaction network, where the model continues to learn the selection of ground-truth from the presented candidates. With this operation, the user and ad representations (more specifically, the flattened ad-related user embeddings and disentangled ad embeddings) will be further pushed together, which improves the recommendation accuracy of the ranking step.

3.4.1 Global Contrast Learning. The global contrast learning is carried out in the form of binary classification. Firstly, a positive user-ad case \((u, a)\) is sampled from the production log; then, a total of \(n\) negatives ads \(\{a_i\}_n\) are sampled from the global ad corpus \(A\). As a result, the following training objective is formulated:

\[
E_{(u,a)\sim P_{(u,a)}}\left(\log \sigma(u,a) - \sum_{\{a_i\}_n\sim A} \log \sigma(u,a_i)\right),
\]

where \(\sigma(u,a) = \exp(\text{Rel}_{\text{rtr}}(u,a))\).

(14)

With the optimization of the above objective, the user and ground-truth ad embeddings will come close towards each other; meanwhile, the global negatives’ embeddings will be pushed away from the user embedding. Therefore, it enables the retrieval step to find out relevant candidate ads via ANN search.

3.4.2 Local Contrast Learning. The local contrast learning is performed w.r.t. the well trained retrieval strategy. For each positive \((u, a)\) sample, the negative cases are sampled within the scope of candidates, i.e., the neighbour of user embedding \(E_u, N(E_u)\), based on which the training objective is formulated as follows:

\[
E_{(u,a)\sim P_{(u,a)}}\left(\log \sigma(u,a) - \sum_{\{a_i\}_n\sim N(E_u)} \log \sigma(u,a_i)\right),
\]

where \(\sigma(u,a) = \exp(\text{Rel}_{\text{rtr}}(u,a))\).

(15)

Notice that \(N(E_u)\) does not necessarily mean the nearest neighbours of \(E_u\). In fact, it is empirically found that the using the nearest neighbours will lead to inferior training outcome, where the underlying reasons are two-fold: firstly the nearest neighbours may give rise to a high risk of false-negatives, i.e., the sampled ads are non-clicked but relevant to user; secondly, the nearest neighbours can be monotonous, i.e., the sampled negatives are probably associated with similar semantics, thus reducing the information which can be learned form the negative samples. In our implementation, we will firstly collect a large number of neighbours of \(E_u\), and then randomly sample a handful of cases as the training negatives.

4 EXPERIMENTAL STUDIES

4.1 Experiment Settings

The settings about the experimental studies are specified as follows.

- **Datasets.** The experimental studies are carried out based on production data collected from Microsoft Audience Ads platform\(^2\). The dataset is composed of large-scale user-ad pairs, in which users are characterized by their web-browsing behaviors, and web-pages/Advertisements are associated with their textual descriptions. As discussed in the methodology, the recommendation algorithms are required to predict user’s next-clicked ad based on her web-browsing behavior. The training, validation and testing sets are strictly partitioned in time in order to avoid data leakage: the training data is from 2020-05-01 to 2020-05-31, while the validation/testing data is from 2020-07-14 to 2020-08-11. The detailed specifications about the dataset are illustrated with Table 1.

Although the proposed method is designed for native ads recommendation, it is also necessary to explore its performance on

---

\(^2\)https://about.ads.microsoft.com/en-us/solutions/microsoft-audience-network/microsoft-audience-ads
I. BERT-Base (12,768) BERT-Distill (2,128)

| Method   | Hit@1 | Hit@3 | Hit@5 | Hit@10 | Hit@20 | Hit@1 | Hit@3 | Hit@5 | Hit@10 | Hit@20 |
|----------|-------|-------|-------|--------|--------|-------|-------|-------|--------|--------|
| Siamerse | 0.0583| 0.1410| 0.2005| 0.2999 | 0.4134 | 0.0509| 0.1230| 0.1753| 0.2655 | 0.3724 |
| Cross    | 0.1111| 0.2497| 0.3336| 0.4434 | 0.5387 | 0.0837| 0.2001| 0.2791| 0.3959 | 0.5024 |
| Hybrid   | 0.1019| 0.2347| 0.3181| 0.4301 | 0.5296 | 0.0843| 0.2009| 0.2788| 0.3918 | 0.4966 |

II. BERT-Base (12,768) BERT-Distill (2,128)

| Method   | Hit@1 | Hit@3 | Hit@5 | Hit@10 | Hit@20 | Hit@1 | Hit@3 | Hit@5 | Hit@10 | Hit@20 |
|----------|-------|-------|-------|--------|--------|-------|-------|-------|--------|--------|
| Siamerse | 0.2866| 0.4670| 0.5484| 0.6504 | 0.7343 | 0.1897| 0.3237| 0.3920| 0.4836 | 0.5718 |
| Cross    | 0.3536| 0.5718| 0.6582| 0.7503 | 0.8112 | 0.2854| 0.4562| 0.5312| 0.6137 | 0.6729 |
| Hybrid   | 0.3010| 0.5019| 0.5931| 0.6972 | 0.7753 | 0.2239| 0.3907| 0.4691| 0.5624 | 0.6416 |

Table 2: Basic Comparison §4.2.1, I. & II.: results on Native Ads and Google News, respectively. The hybrid encoder outperforms the siamese encoder on both datasets, and it generates comparable performance as the cross encoder on Native Ads dataset.

Table 3: Hit-Time Ratio Analysis §4.2.2 (time measured in ms). The hybrid encoder achieves comparable performance as the cross encoder, but it merely incurs small additional cost compared with the siamese encoder.

- **Baselines.** As discussed, the hybrid encoder is compared with the two representative forms of transformer encoding networks [15]. One is the siamese encoder, which is the conventional way of making use of transformers for native ads recommendation [14]; as hybrid encoder already includes a siamese component, we’ll directly take that part out of the well-trained hybrid encoder for testing such that impact from inconsistent settings can be excluded. The other one is the cross-encoder, which is the most accurate but temporally infeasible; the cross encoder is also learned through the same training workflow as the hybrid encoder’s ranking component §3.4.2, thus we can fairly compare the effect resulted from model architecture. The computation of user-ad relevance with both encoders is consistent with the previous introduction made in §3.3.1 and §3.1. In our experiments, we adopt BERT-base [1], the 12-layer-768-dim bi-directional pretrained transformer, as our backbone model. Besides, as BERT-base is still a too large-scale model for realtime service, another model based on a light-weighted 2-layer-128-dim distilled BERT is trained for production usage.

- **Performance Evaluation.** The quality of natives ads recommendation is evaluated in terms of Hit@N, which reflects how likely the ground-truth ad can be included within the top-N recommendation. To focus on the effect resulted from each model itself, the top-N recommendation is made based on the same two-stage workflow as discussed in §3.2.2, where a shared set of candidate ads (a total of kN, which equals to 100 by default) are provided from approximated nearest neighbour search. As introduced in §3.3.1, the ANN search is performed with HNSW4, where the embedding similarity is measured in terms of inner-product. With the shared candidate set, the siamese encoder, cross encoder and hybrid encoder will generate their recommendation results based on the ranking scores calculated with Eq.10, 5 and 13, respectively.

- **System Settings.** All the models are implemented based on PyTorch 1.6.0 and Python 3.6.9, and trained on Nvidia V100 GPU clusters. The time cost is tested with a CPU machine (Intel(R) Xeon(R) CPU E5-2690 v4 @ 2.60GHz, with 112 GB MEM), which is consistent with the production environment5.

---

4https://github.com/nmslib/hnswlib
5GPU inference is not feasible in production environment due to factors like huge online traffic, and the requirement of realtime service (user’s request must be processed right away instead of being buffered and processed periodically)
4.2 Experiment Analysis

4.2.1 Basic Comparison. In basic comparison, a total of 100 candidate ads are firstly generated via ANN search; then each encoder makes the top-N recommendation based on its computation of user-ad relevance. The experimental results are reported in Table 2, where both datasets and both types of backbone networks are included for comparison. It can be observed that hybrid encoder outperforms siamese encoder in all settings; and while used for native ads, it achieves comparable recommendation quality as the cross encoder. In Google News dataset, gaps between hybrid encoder and cross encoder are relatively larger, which may attribute to the following reason. The Google News dataset has much less training instances than the native ads dataset; as a result, the model’s performance could be limited by insufficient training. However, the cross encoder can be more robust to this adverse situation because data can be utilized with higher efficiency. Specifically, as the input query and target are jointly encoded from the bottom-up, it becomes easier to figure out their underlying relevance; therefore, it enables the model to be learned more quickly and less affected by the data sparsity. To verify the above analysis, additional experiments are carried out in which models are trained with less data on native ads dataset (with 1/3 of the original training data). It is found that the cross encoder’s performance becomes "Hit@1:0.1054, Hit@3:0.2397", while the hybrid encoder’s performance becomes "Hit@1:0.0891, Hit@3:0.2089" (comprehensive results are included in Table 8 in Appendix). In other words, the cross encoder is less affected, which further confirms our previous analysis. More discussion about both encoders’ relationship will be made in §4.2.4.

4.2.2 Hit-Time Ratio. More detailed performance analysis is made for the model trained for real-world production (i.e., the one based on distilled BERT). Particularly, the top-1 recommendation quality is measured with variant number of candidate ads from ANN search, together with the inference time needed to process every single user. (In the previous experiment, it is set to be 100 regardless of time cost; but in production, it’s required strictly to work in millisecond scale). As shown in Table 3, the hybrid encoder merely incurs limited additional cost compared with the siamese encoder, meanwhile it improves the recommendation quality by a large-margin. As discussed in §3.2.3, the siamese encoder takes one transformer encoding to serve each user, while the hybrid encoder merely introduces another $\epsilon$ pass of feed-forward inference ($\epsilon = 1$ for this experiment as ua-interaction network and user embedding network are of the same size). While in reality, the increment of running time is even humble as the inference of user embedding network and ua-interaction network are called simultaneously. In contrast, the cross encoder is far more expensive, as user needs to be encoded from scratch with each of the candidate ads. (Although in experiment environment, the encoding process can be run in parallel given a sufficient number of machines, it’s not realistic in production as online traffic is tremendous). It can be observed that the model’s running time grows rapidly and soon becomes over 10 ms, which is a default threshold for many real-time services, like native ads recommendation. Despite the expensive running cost, the performance gain from cross encoder is very limited: similar to the observation in §4.2.1, the hybrid encoder and cross encoder’s performances are quite close to each other in most of the settings.

4.2.3 Asymmetric Model Deployment. Recall that the hybrid encoder’s working efficiency can be further improved if a smaller scale ua-interaction network is utilized (which makes $\epsilon$ lower than 1), we further test the model’s performance with ua-interaction network and user/ad embedding network deployed asymmetrically. In particular, for user/ad embedding network with BERT-base (12-layer), the ua-interaction network is switch to a smaller 2-layer transformer; while for user/ad embedding network with distilled BERT (2-layer), the ua-interaction network is built on a single-layer transformer (the hidden-dimensions stay the same). The experiment result is demonstrated in Table 4. Despite that the ua-interaction network’s scale is reduced significantly, the loss in quality is relatively small, especially when a large number of ads are recommended (Top-20). The underlying reasons are twofold. Firstly, the disentangled ad embeddings are pre-computed with the same network, whose quality remains the same. Secondly, although the ua-interaction network is simplified, user’s information for analyzing user-ad relevance may still be effectively extracted thanks to its being attended by the ad.

4.2.4 Progressive Learning. The ablation study is made to evaluate the progressive training’s effect on native ads recommendation §3.4. The experiment results are demonstrated in Table 5, where * means that the model is trained only with the global contrast learning. It can be observed that the hybrid encoder’s performance is improved significantly when the progressive training is utilized. We further compare the progressive training pipeline’s effect on cross
The hybrid encoder significantly outperforms the siamese encoder; meanwhile, it achieves comparable recommendation quality as the cross encoder with highly reduced time consumption.
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A APPENDIX

Additional experimental results (shown in the next page) are included in the Appendix. According to Table 7, the models’ performances are consistently improved with the adoption of progressive training. And in Table 8: cross encoder’s performance is less affected when the volume of training data is reduced.
### Table 7: The comprehensive result of hybrid encoder w./w.o. progressive training pipeline. (I.: Native Ads, II: Google News)

| Method   | Cross (1/3)          | BERT-Base (12,768) | Hit@1 | Hit@3 | Hit@5 | Hit@10 | Hit@20 |
|----------|----------------------|--------------------|-------|-------|-------|--------|--------|
|          | Cross (all)          |                    |       |       |       |        |        |
| Cross (all) | Hybrid (1/3)   |                    |       |       |       |        |        |
| Cross (all) | Hybrid (all)   |                    |       |       |       |        |        |

| Method   | Cross (1/3)          | BERT-Distill (2,128) | Hit@1 | Hit@3 | Hit@5 | Hit@10 | Hit@20 |
|----------|----------------------|----------------------|-------|-------|-------|--------|--------|
|          | Cross (all)          | BERT-Distill (2,128) |       |       |       |        |        |
| Cross (all) | Hybrid (1/3) | BERT-Distill (2,128) |       |       |       |        |        |
| Cross (all) | Hybrid (all) | BERT-Distill (2,128) |       |       |       |        |        |

### Table 8: Hybrid Encoder’s performance with 1/3 of the original training data.

| Method   | BERT-Base (12,768) | BERT-Distill (2,128) |
|----------|--------------------|----------------------|
|          | Hit@1 | Hit@3 | Hit@5 | Hit@10 | Hit@20 |
| Cross (1/3) |      |       |       |        |        |
| Cross (all) |      |       |       |        |        |
| Hybrid (1/3) |      |       |       |        |        |
| Hybrid (all) |      |       |       |        |        |