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Abstract
We prove a quantitative version of the curve selection lemma. Denoting by $s, d, k$ bounds the number, the maximum total degree and the number of variables of the polynomials describing a semi-algebraic set $S$ and a point $x$ in $\overline{S}$, we find a semi-algebraic path starting at $x$ and entering in $S$ with a description of degree $O(d^{3k+3}, O(d^k))$ (using a precise definition of the description of a semi-algebraic path and its degree given in the paper). As a consequence, we prove that there exists a semi-algebraic path starting at $x$ and entering in $S$, such that the degree of the Zariski closure of the image of this path is bounded by $O(d^{4k+3})$, improving a result in Jelonek and Kurdyka (Math Z 276:557–570, 2014). We also give an algorithm for describing the real isolated points of $S$ whose complexity is bounded by $s^{2k+1}dO(k)$, improving a result in Le et al. (Computing the real isolated points of an algebraic hypersurface, 2020).
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1 Introduction and statement

The Curve Selection Lemma for semi-algebraic sets is the following result.
We fix a real closed field $R$ (typically, $R = \mathbb{R}$).
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Theorem 1 (Curve Selection Lemma) Let $S \subset \mathbb{R}^k$ be a semi-algebraic set and $x \in \bar{S}$. Then there exists a positive element $t_0$ of $\mathbb{R}$, and a semi-algebraic path $\varphi$ from $[0, t_0]$ to $\mathbb{R}^k$ such that $\varphi(0) = x$ and $\varphi((0, t_0)) \subset S$.

This result, due to Łojasiewicz [6,7] (see also [8]), is one of the basic building blocks of semi-algebraic, semi-analytic and o-minimal geometry and it has numerous applications. In this paper we consider this result from a quantitative point of view in the semi-algebraic case. The quantitative study of the Curve Selection Lemma started with [4]. The aim of this paper is to present a different approach and to improve the result.

We sketch one of the proofs of Theorem 1, coming from [1, Theorem 3.19], which is relevant for this paper.

The proof uses properties of the extension of a semi-algebraic set $S \subset \mathbb{R}^k$ to a real closed field $\mathbb{R}'$ containing $\mathbb{R}$. By definition $\text{Ext}(S, \mathbb{R}')$ is the semi-algebraic set in $\mathbb{R}'$ defined as the realization in $\mathbb{R}'^k$ of a quantifier-free formula defining $S$. By the Tarski-Seidenberg principle (more precisely [1, Proposition 2.87]), $\text{Ext}(S, \mathbb{R}')$ is well defined and does not depend on the choice of the quantifier-free formula defining $S$.

It also uses the description of the real closure $\mathbb{R}(\varepsilon)$ of the field $\mathbb{R}(\varepsilon)$ of rational functions in the variable $\varepsilon$ (equipped with the order $0_\varepsilon$ defined by $0 < \varepsilon < r$ for any positive $r \in \mathbb{R}$, so that $\varepsilon$ is a positive infinitesimal), as the field of germs of continuous semi-algebraic functions to the right of the origin, where $\varepsilon$ is the germ of the identity function [1, Proposition 3.13].

We are now ready for the sketch of the proof. Since $x \in \bar{S}$, there exists $r > 0$ such that the sphere of center $x$ and radius $t$ intersects $S$ for any $t \in (0, r)$. Hence, by Tarski-Seidenberg principle [1, Theorem 2.80], the sphere of center $x$ and radius $\varepsilon$ intersects $\text{Ext}(S, \mathbb{R}(\varepsilon))$ in a point $y_\varepsilon$, which is infinitesimally close to $x$, since $\|y_\varepsilon - x\| = \varepsilon$ is smaller than any positive element of $\mathbb{R}$. The $k$ coordinates of $y_\varepsilon$ are germs of semi-algebraic continuous functions, so there exists $t_0 > 0$ and a $k$-tuple of semi-algebraic continuous functions $\varphi$ defined on $[0, t_0)$ such that $\varphi(0) = x$ and $\varphi(t) \in S$ for $t \in (0, t_0)$. Note that, denoting $\varphi = \text{Ext}(\varphi, \mathbb{R}(\varepsilon))$, $\varphi(\varepsilon) = y_\varepsilon$. For more details see [1, Theorem 3.19].

The proof of our quantitative statement is following the same strategy, extracting explicit bounds on the description of the path from the use of algorithms from [1,2].

Before stating and proving our main result we need to introduce a few notions.

Definition 1 Let $\mathcal{P}$ be a set of $s$ polynomials of total degree bounded by $d$ in $k$ variables with coefficients in an ordered domain $D$ with fraction field $K$ contained in a real closed field $R$. The set $S \subset \mathbb{R}^k$ is a $\mathcal{P}$-semi-algebraic set if there exists a Boolean combination $\Phi$ of atoms of the form $P > 0$, $P < 0$, $P = 0$, with $P \in \mathcal{P}$ such that

$$S = \{x \in \mathbb{R}^k \mid \Phi(x)\}.$$ 

In order to give quantitative results about the description of a semi-algebraic path we use the following definitions, making precise how we describe points and paths. We use Rational Univariate Representations [9] as well as Thom encodings [3], with the notation and terminology from [1].

Definition 2 We say that the point $x \in \mathbb{R}^k$ is associated to the real $k$-univariate representation [1, page 465]

$$\xi = \left((f_\xi, g_\xi, 0, \ldots, g_\xi, k), \tau_\xi\right),$$

where $f_\xi, g_\xi, i \in D[A]$, $f_\xi$ monic, $\deg_A(g_\xi, i) < \deg_A(f_\xi)$, and $\tau_\xi$ is a Thom encoding [1, Definition 2.29] of a real root $a_\xi$ of $f_\xi$ if $g_\xi, 0(a_\xi) \neq 0$ and

$$x_i = \frac{g_\xi, i(a_\xi)}{g_\xi, 0(a_\xi)}, 1 \leq i \leq k.$$
The degree $d'$ of $\xi$ is the degree of $f_\xi$ with respect to $A$.

We denote by $D_\xi$ the ring $D[A]/(f_\xi)$, and define the evaluation homomorphism $\text{eval}_\xi : D_\xi \to \mathbb{R}$ by

$$\text{eval}_\xi(\bar{g}) = g(a_\xi),$$

denoting by $\bar{g}$ the image of $g \in D[A]$ in $D_\xi$ under the canonical surjection.

Note that if $g \in (f_\xi)$, $g(a_\xi) = 0$ and $\text{sign}(g(a_\xi)) = 0$. As a consequence $\text{eval}_\xi$ and $\text{sign}_\xi$ are well defined.

However, note that $D_\xi$ is not always a domain, since $f_\xi$ is not necessarily irreducible or even reduced. Consequently, the homomorphism $\text{eval}_\xi$ is not necessarily injective, since an element $g \in D[A]$ such that $g(a_\xi) = 0$ does not necessarily belong to the ideal $(f_\xi)$, so that it may happen that $\bar{g} \neq 0$ in $D_\xi$, but $\text{eval}_\xi(\bar{g}) = 0$. Also, note that the function $\text{sign}_\xi$ may not define a total order on $D_\xi$, since there may exist elements $g \in D[A]$ such that $\bar{g} \neq 0$ and $\text{sign}_\xi(g) = 0$.

In the special case where the coordinates of $x$ are $x_i = (a_i/b)$, belonging to $K$, with $(b, a_1, \ldots, a_k) \in D^{k+1}$, $x$ is associated to the real univariate representation

$$\xi = ((A, A - b, A - a_1, \ldots, A - a_k), 1).$$

It is of degree 1, and $D_\xi = D$.

**Definition 3** A description of a semi-algebraic path $\varphi$ from $[0, t_0)$ to $\mathbb{R}^k$, with $\varphi(0) = x$, associated to $\xi$, is given by

$$v = (f_v, g_{v,0}, \ldots, g_{v,k}, \tau_v),$$

with $f_v, g_{v,i} \in D_\xi[T, U]$, and $\tau_v$ a Thom encoding of a real root $u(t)$ of $\text{eval}_\xi(f_v(t, u(t)))$ for all small enough $0 < t \leq t_0$, such that $\varphi$ from $[0, t_0)$ to $\mathbb{R}^k$ defined by

$$\varphi(t) = \left(\frac{\text{eval}_\xi(g_{1}(t, u(t)))}{\text{eval}_\xi(g_{1}(0, u(t)))}, \ldots, \frac{\text{eval}_\xi(g_{k}(t, u(t)))}{\text{eval}_\xi(g_{0}(t, u(t)))}\right)$$

is continuous at 0.

The degree of the description $v$ is the pair $(d_{v,T}, d_{v,U})$, where $d_{v,T}$ is the maximum of the degrees

$$\deg_T(f_v), \deg_T(g_{v,0}), \ldots, \deg_T(g_{v,k})$$

and $d_{v,U}$ is the maximum of the degrees

$$\deg_U(f_v), \deg_U(g_{v,0}), \ldots, \deg_U(g_{v,k}).$$

The main result of the paper is the following.

**Theorem 2** (Quantitative Curve Selection Lemma) Let $\mathcal{P} \subset D[X_1, \ldots, X_k]$ be a finite set of $s$ polynomials of maximum total degree $d$, $S$ a $\mathcal{P}$-semi-algebraic set, and $x \in S$ associated to $\xi$ of degree $d'$. There exists $t_0 \in \mathbb{R}$, $t_0 > 0$, a semi-algebraic path $\varphi : [0, t_0) \to \mathbb{R}^k$ such that, $\varphi(0) = x$, and $\varphi((0, t_0)) \subset S$ with a description $v$ of degree

$$(2dN^2, N) \in (O(d)^{3k+3}, O(d)^k)$$
with
\[ N = (2d + 6)(2d + 5)^{k-1}, \]
\[ N' = 5(k(2d + 4) + 2)N. \]  

Moreover the description \( v \) can be computed with \( d^{O(1)} s^k d^{O(k)} \) arithmetic operations in \( D \).

We prove Theorem 2 as a corollary of a more general result.

We denote by \( S(x, t) \) and \( B(x, t) \) the sphere and the ball (respectively) in \( \mathbb{R}^k \) with center \( x \in \mathbb{R}^k \) and radius \( t \in \mathbb{R} \). We also denote by \( S(x, \varepsilon) \) and \( B(x, \varepsilon) \) the sphere and the ball (respectively) in \( R(\varepsilon)^k \) with center \( x \in R(\varepsilon)^k \) and radius \( \varepsilon \).

For any finite family of polynomials \( \mathcal{P} \subset \mathbb{R}[x_1, \ldots, x_k] \), a sign condition on \( \mathcal{P} \) is an element \( \{0, 1, -1\}^\mathcal{P} \). If \( Z \subset \mathbb{R}^k \) is an any semi-algebraic set and \( \sigma \in \{0, 1, -1\}^\mathcal{P} \) a sign condition on \( \mathcal{P} \), we denote by
\[
\text{Reali}(\sigma, Z) = \{ x \in Z \mid \text{sign}(P(x)) = \sigma(P), \ P \in \mathcal{P} \},
\]
and call \( \text{Reali}(\sigma, Z) \) the realization of \( \sigma \) on \( Z \). A sign condition \( \sigma \) is called \textit{realizable} if \( \text{Reali}(\sigma, \mathbb{R}^k) \neq \emptyset \).

\textbf{Notation 1} We denote by \( \text{SIGN}_n(x, \mathcal{P}) \) the set of realizable sign conditions of \( \mathcal{P} \) at the neighbourhood of \( x \), i.e. the set of sign conditions \( \sigma \in \{0, 1, -1\}^\mathcal{P} \) such that there exists \( r \) a positive element of \( \mathbb{R} \) such that for every \( t \in \mathbb{R} \), such that \( 0 < t < r \)
\[ \text{Reali}(\sigma, \mathbb{R}^k) \cap S(x, t) \neq \emptyset, \]
or, equivalently, by [1, Theorem 2.98 and Proposition 3.20],
\[ \text{Reali}(\sigma, \mathbb{R}(\varepsilon)^k) \cap S(x, \varepsilon) \neq \emptyset. \]

\textbf{Theorem 3} (Construction of little paths) Let \( \mathcal{P} \subset \mathbb{R}[x_1, \ldots, x_k] \) be a finite set of \( s \) polynomials of maximum total degree \( d \), and \( x \in \mathbb{R}^k \) associated to \( \xi \) of degree \( d' \). Then, there exist \( (a_0, b_0) \in D^2_\xi \), \( \text{sign}_\xi(a_0) = \text{sign}_\xi(b_0) = 1 \), and for every \( \sigma \in \text{SIGN}_n(x, \mathcal{P}) \), a set \( \Phi_\sigma \) of non-constant semi-algebraic paths
\[
\varphi : \left[ 0, t_0 = \frac{\text{eval}_\xi(a_0)}{\text{eval}_\xi(b_0)} \right] \to \mathbb{R}^k
\]
such that \( \varphi(0) = x \), and \( \varphi((0, t_0)) \subset \text{Reali}(\sigma, B(x, t_0)) \). The set \( \varphi(\varepsilon) \), \( \varphi \in \Phi_\sigma \) has a non-empty intersection with every semi-algebraically connected component of
\[ \text{Reali}(\sigma, \mathbb{R}(\varepsilon)^k) \cap S(x, \varepsilon). \]

The set, \( \mathcal{W}_\sigma \), of descriptions of the elements of \( \Phi_\sigma \) are of degrees bounded
\[ (2dNN^2, N) \in (O(d)^{3k+3}, O(d)^k), \]
with
\[ N = (2d + 6)(2d + 5)^{k-1}, \]
\[ N' = 5(k(2d + 4) + 2)N. \]

When \( D = \mathbb{Z} \) and \( x = 0 \), and the bitsizes of the coefficients of the polynomials in \( \mathcal{P} \) are bounded by \( \tau \), the bitsizes of the coefficients appearing in the descriptions \( \mathcal{W}_\sigma \), and the numerator and denominator of \( t_0 \) have bitsizes bounded by \( \tau (d + k)^k O(d)^{3k+2} \).

Moreover, the sets of descriptions \( \mathcal{W}_\sigma, \sigma \in \text{SIGN}_n(x, \mathcal{P}) \), can be computed with \( d^{O(1)} s^{k+1} d^{O(k)} \) arithmetic operations in \( D \).
2 Proving Theorem 3

Our strategy is to find points at infinitesimal distance from \( x \) inside realizable sign conditions on \( P \) with good degree bounds on their definition and to use these points with coordinates in \( \mathbb{R} \langle \epsilon \rangle \), the real closed field of germ of semi-algebraic functions, to obtain the description of semi-algebraic paths. The algorithm is very similar to [1, Algorithm 13.1 (Computing realizable sign conditions)] except in the last part.

**Notation 2** Define
\[
P_0 = (g_{\xi,0}X_1 - g_{\xi,1})^2 + \cdots + (g_{\xi,0}X_k - g_{\xi,k})^2 - \epsilon^2,
\]
where \( x \) is associated to
\[
\xi = (f_{\xi}, g_{\xi,0}, \ldots, g_{\xi,k}, \tau_{\xi}),
\]
and note that
\[
Zer(P_0, \mathbb{R} \langle \epsilon \rangle^k) = S(x, \epsilon).
\]

**Notation 3** Let \( P = \{P_1, \ldots, P_s\} \subset \mathbb{R}[X_1, \ldots, X_k] \) of maximum total degree \( d \). Define \( \hat{d} \) to be the smallest even number > \( d \). Define
\[
H_k(\hat{d}, i) = 1 + \sum_{1 \leq j \leq k} i^j X_j^{\hat{d}},
\]
\[
H_k^b(\hat{d}, i) = X_0^{\hat{d}} + \sum_{1 \leq j \leq k} i^j X_j^{\hat{d}}.
\]
Note that \( H_k(\hat{d}, i)(x) > 0 \) for every \( x \in \mathbb{R}^k \).

Let \( \delta \) and \( \gamma \) be two new variables.

Define for \( 1 \leq i \leq s \),
\[
P_i = \{(1 - \delta) P_i + \delta H_k(\hat{d}, i), (1 - \delta) P_i - \delta H_k(\hat{d}, i),
\]
\[
(1 - \delta) P_i + \gamma H_k(\hat{d}, i), (1 - \delta) P_i - \gamma H_k(\hat{d}, i)\}.
\]

We also need the following notation.

**Notation 4** (Limit of a Puiseux series) For any real closed field \( \mathbb{R} \), the real closure \( \mathbb{R} \langle \epsilon \rangle \) of the field \( \mathbb{R}(\epsilon) \) equipped with the order defined by \( 0 < \epsilon < r \) for any positive \( r \in \mathbb{R} \), can be described as the field of algebraic Puiseux series in \( \epsilon \). The \( \lim_\epsilon \) function associates to an element \( y_\epsilon \) of \( \mathbb{R} \langle \epsilon \rangle \) which is bounded over \( \mathbb{R} \) its limit \( \lim_\epsilon (y_\epsilon) \in \mathbb{R} \) defined by substituting 0 to \( \epsilon \) in the Puiseux series \( y_\epsilon \).

We finally denote \( \mathbb{R}(\epsilon, \delta) = \mathbb{R}(\epsilon) \langle \delta \rangle, \mathbb{R}(\delta, \gamma) = \mathbb{R}(\delta) \langle \gamma \rangle \) and \( \mathbb{R}(\epsilon, \delta, \gamma) = \mathbb{R}(\epsilon, \delta) \langle \gamma \rangle \). As a consequence, \( \delta \) is an infinitesimal smaller than any positive elements of \( \mathbb{R}(\epsilon) \) and \( \gamma \) is an infinitesimal smaller than any positive elements of \( \mathbb{R}(\epsilon, \delta) \).

**Proposition 1** (a) For every \( i_1 < \cdots < i_{k+1} \) and \( Q_{i_j} \in P_{i_j}^* \)
\[
Zer(\{Q_{i_1}, \ldots, Q_{i_{k+1}}\}, \mathbb{R}(\delta, \gamma)^k) = \emptyset.
\]
(b) For every semi-algebraically connected component $C \subset S(x, \varepsilon)$ of the realization of a sign condition on $P$ restricted to $S(x, \varepsilon)$, there exist $\ell \leq k$, $i_1 < \ldots < i_\ell$, $Q_{ij} \in P_{ij}^*$ and a semi-algebraically connected component $D$ of

$$\operatorname{Zer}([P_0, Q_{i_1}, \ldots, Q_{i_{k+1}}], R(\varepsilon, \delta, \gamma)^k)$$

such that $\lim_{\gamma} (D) \subset \operatorname{Ext}(C, R(\varepsilon, \delta))$.

The proof of Proposition 1 uses the following result that appears in [1, Proposition 13.1].

**Proposition 2** Let $D \subset R^k$ be a non-empty semi-algebraically connected component of a basic closed semi-algebraic set defined by

$$P_1 = \cdots = P_\ell = 0, \quad P_{\ell+1} \geq 0, \cdots, \quad P_s \geq 0.$$ 

There exists $\{i_1, \ldots, i_m\} \subset \{\ell+1, \ldots, s\}$ such that the algebraic set $W$ defined by equations

$$P_1 = \cdots = P_\ell = P_{i_1} = \cdots P_{i_m} = 0,$$

has a semi-algebraically connected component $D'$ contained in $D$.

**Proof** (Proof of Proposition 1) Part (a) follows from Proposition 13.6 in [1].

We now prove Part (b). Let (without loss of generality), $\sigma$ be the sign condition $P_1 = \cdots = P_\ell = 0$, $P_{\ell+1} > 0$, $P_s > 0$, and $C \subset S(x, \varepsilon)$, the realization of $\sigma$ restricted to $S(x, \varepsilon)$. Consider two points $x$ and $y$ in $C$. There is a semi-algebraic path $\theta$ from $x$ to $y$ inside $C$. Since the image of $\theta$ is closed and bounded, the semi-algebraic and continuous function $\min_{\ell+1 \leq i \leq s} (P_i)$ has a strictly positive minimum on the image of $\theta$. The extension of the path $\theta$ to $R(\varepsilon, \delta, \gamma)$ is thus entirely contained inside the subset $T$ of $R(\varepsilon, \delta, \gamma)$ defined by

$$P_0 = 0,$$

$$-\delta \gamma H_k(\hat{d}, 1) \leq (1 - \delta) P_1 \leq \delta \gamma H_k(\hat{d}, 1),$$

$$\vdots$$

$$-\delta \gamma H_k(\hat{d}, \ell) \leq (1 - \delta) P_\ell \leq \delta \gamma H_k(\hat{d}, \ell),$$

$$(1 - \delta) P_{\ell+1} - \delta H_k(\hat{d}, \ell + 1) \geq 0,$$

$$\vdots$$

$$(1 - \delta) P_s - \delta H_k(\hat{d}, s) \geq 0.$$ 

Thus, there is one non-empty semi-algebraically connected component $D'$ of $T$ containing $\operatorname{Ext}(C, R(\varepsilon, \delta, \gamma))$. Now applying Proposition 2 to $D'$ and $T$, we get a semi-algebraically connected component $D$ of some algebraic set defined by

$$P_0 = 0,$$

$$(1 - \delta) P_{i_1} + s_{i_1} \delta \gamma H_k(\hat{d}, i_1) = 0,$$

$$\vdots$$

$$(1 - \delta) P_{i_m} + s_{i_m} \delta \gamma H_k(\hat{d}, i_m) = 0,$$

$$(1 - \delta) P_{j_1} - \delta H_k(\hat{d}, j_1) = 0,$$

$$\vdots$$

$$(1 - \delta) P_{j_n} - \delta H_k(\hat{d}, j_n) = 0,$$
(with $1 \leq i_1 < \cdots < i_m \leq \ell$, $\ell + 1 \leq j_1 < \cdots < j_n \leq s$ and $s_{ij} \in \{-1, 1\}$) contained in $D'$, and $\lim_y D$ is contained in $\text{Ext}(C, R\langle \varepsilon, \delta \rangle)$. 

Before describing the algorithm we need some more notation.

**Notation 5** Let $A$ be a ring and

$$Q = \sum_{\alpha = (a_1, \ldots, a_k) \in \mathbb{N}^k} a_{a_1} \cdots X_1^{a_1} \cdots X_k^{a_k} \in A[X_1, \ldots, X_k].$$

We denote by $Q_h \in A[Y_0, \ldots, Y_k]$ (the homogenization of $Q$) the polynomial

$$Q_h := \sum_{a} X_0^{e-\sum_i a_i} X_1^{a_1} \cdots X_k^{a_k},$$

where $e$ is the least even number not less than the total degree of $\deg(Q)$.

**Notation 6** (Substituting a $k$-univariate representation in a polynomial) Let

$$(u, g) \in D[T]^{k+2}, \quad g = (g_0, \ldots, g_k)$$

be a $k$-univariate representation and $Q \in D[X_1, \ldots, X_k]$. Set

$$Qu = Q_h(g_0, g_1, \ldots, g_k). \quad (2.1)$$

We will use the following definitions in Algorithm 1 (Computing Local Semi-algebraic Paths).

**Definition 4** Given a point $x$ associated to $\xi$ with coefficients in $D$:

(a) the eval$_x$ homomorphism from $D_\xi \mapsto R$ is extended to $D_\xi[\varepsilon] \mapsto R\langle \varepsilon \rangle$ (resp. $D_\xi[\varepsilon, \delta] \mapsto R\langle \varepsilon, \delta \rangle$);
(b) the sign$_x$ function from $D_\xi \mapsto \{-1, 0, 1\}$ is extended to $D_\xi[\varepsilon] \mapsto \{-1, 0, 1\}$ (resp. $D_\xi[\varepsilon, \delta] \mapsto \{-1, 0, 1\}$, $D_\xi[\varepsilon, \delta, \gamma] \mapsto \{-1, 0, 1\}$) using the fact that $\varepsilon$ (resp $\delta, \gamma$) is smaller than any positive element in $R$ (resp. $R\langle \varepsilon \rangle$, $R\langle \varepsilon, \delta \rangle$);
(c) $\lim_y : D_\xi[\varepsilon, \delta, \gamma] \mapsto D_\xi[\varepsilon, \delta]$ is defined by removing extraneous powers of $\gamma$ and replacing $\gamma$ by 0;
(d) the minimum $\min(a, b)$ of two elements in $D_\xi$ (resp. $D_\xi[\varepsilon]$, $D_\xi[\varepsilon, \delta]$, $D_\xi[\varepsilon, \delta, \gamma]$) is equal to $b$ if $\text{sign}_x(b - a) = 1$ and $a$ otherwise. Similarly, the maximum $\max(a, b)$ of two elements in $D_\xi$ (resp. $D_\xi[\varepsilon]$, $D_\xi[\varepsilon, \delta]$, $D_\xi[\varepsilon, \delta, \gamma]$) is equal to $b$ if $\text{sign}_x(a - b) = 1$ and $a$ otherwise.

**Remark 1** (About the sign determination algorithm) In Algorithm 1 we will use [1, Algorithm 10.13 (Univariate Sign Determination)]. The input to this algorithm requires in principle that the coefficients of the input polynomials belong to a domain. However, we are going to use input polynomials with coefficients in the ring $D_\xi[\varepsilon, \delta]$ which might not be a domain. An examination of [1, Algorithm 10.13 (Univariate Sign Determination)] yields that the ring of coefficients is involved only for Tarski-queries determinations, which are computed using...
signs of subresultant coefficients, i.e. polynomial expressions in the coefficients of the input polynomials. These Tarksi-queries determinations can be performed in the ring $D_\xi[\varepsilon, \delta]$ equipped with its sign function $\text{sign}_\xi$ (cf. Definition 4 Part (b)) and the correctness of the algorithm with input polynomials with coefficients in $D_\xi[\varepsilon, \delta]$ follows.

**Notation 7** [Cauchy bound] Let $P = c_p X^p + \cdots + c_q X^q \in D_\xi[\varepsilon]$ with $p > q$, $\text{eval}_\xi(c_q c_p) \neq 0$. We denote

$$a(P) = c_q^2, \quad (2.2)$$

$$b(P) = (p + 1) \cdot \sum_{q \leq i \leq p} c_i^2. \quad (2.3)$$

It is easy to prove (see [1, Lemma 10.7]) that the absolute value of any non-zero root of $P$ in $R(\varepsilon)$ is bigger than $\frac{\text{eval}_\xi(a(P))}{\text{eval}_\xi(b(P))}$.

**Algorithm 1** (Computing Local Semi-algebraic Paths)

**Input:**

(a) a point $x$ associated to $\xi$ of degree $d'$;
(b) a set of $s$ polynomials, $P = \{P_1, \ldots, P_s\} \subset D[X_1, \ldots, X_k]$,
of degrees bounded by $d$.

**Output:**

(a) $a_0, b_0 \in D^2_\xi$ with $\text{sign}_\xi(a_0) = \text{sign}_\xi(b_0) = 1$;
(b) for each $\sigma \in \text{SIGN}(x, P)$ (cf. Notation 1), a set, $\mathcal{V}_\sigma$, consisting of descriptions of a set, $\Phi_\sigma$, of non-constant semi-algebraic paths

$$\varphi : [0, t_0 = \frac{\text{eval}_\xi(a_0)}{\text{eval}_\xi(b_0)}) \to R^k,$$

satisfying

$$\varphi(0) = x, \varphi((0, t_0)) \subset \text{Reali}(\sigma, B(x, t_0)),$$

and with the property that the set

$$\{\varphi(\varepsilon) \mid \varphi \in \Phi_\sigma\}$$

has a non-empty intersection with every semi-algebraically connected component of $\text{Reali}(\sigma, R(\varepsilon)^k) \cap S(x, \varepsilon)$.

**Complexity:**

(a) The number of arithmetic operations in $D$ is bounded by $O(1) s^{k+1} d^O(k)$;
(b) The degrees of the representations with respect to $T, U$ are bounded by

$$(2NN'^2, N) \in (O(d)^{3k+3}, O(d)^k),$$

where

$$N = (2d + 6)(2d + 5)^{k-1},$$

$$N' = 5(k(2d + 4) + 2)N.$$

Springer
procedure:
1: \( \mathcal{U} \leftarrow \emptyset \).
2: for every set of \( j \leq k \) polynomials \( Q_{i_1} \in P^{*}_{i_1}, \ldots, Q_{i_j} \in P^{*}_{i_j} \) (Using Notation 3) do
3:   Apply [2, Algorithm 12.65] (Parametrized Bounded Algebraic Sampling) with input \( Q \), parameters \( \varepsilon, \delta, \gamma \), and the ring \( D_{\mathcal{X}} \),
4:   and output parametrized \( k \)-univariate representations contained in \( D_{\mathcal{X}}[\varepsilon, \delta, \gamma][U]^{k+2} \).
5: end for
6: for each \( u \in \mathcal{U} \), \( u = (f(U), g_0(U), \ldots, g_k(U)) \in D_{\mathcal{X}}[\varepsilon, \delta][U]^{k+2} \) do
7:   \( \mathcal{P}_u \leftarrow \{ P_u \mid P \in \mathcal{P} \} \).
8: Use [1, Algorithm 11.19 (Restricted Elimination)] with variable \( U \), input \( f \) and \( \mathcal{P}_u \) and denote \( A_u \) its output.
9: end for
10: \( A \leftarrow \bigcup_{u \in \mathcal{U}} A_u \subset D_{\mathcal{X}}[\varepsilon, \delta] \).
11: Using Notation 7 and considering elements of \( A \) as polynomials in \( \delta \), take \( \lambda \in A \), such that
12: \( \text{sign}_\mathcal{X}(a(\lambda')b(\lambda) - a(\lambda)b(\lambda')) \geq 0 \) for all \( \lambda' \in A \).
13: for each \( u \in \mathcal{U} \), \( u = (f(U), g_0(U), \ldots, g_k(U)) \in D_{\mathcal{X}}[\varepsilon, \delta][U]^{k+2} \) do
14:   \( \mathcal{P}_u \leftarrow \{ P_u \mid P \in \mathcal{P} \} \).
15: Obtain \( \text{SIGN}_n(x, \mathcal{P}) \) and for \( \sigma \in \text{SIGN}_n(x, \mathcal{P}) \), let \( V_\sigma \) be the set of pairs \( (u, \tau) \), where \( u = (f(U), g_0(U), \ldots, g_k(U)) \in \mathcal{U} \), \( \tau \) the Thom encoding of a root \( \alpha \) of \( \text{eval}_\mathcal{X}(f) \), such that for each \( P \in \mathcal{P} \), the sign of \( P_u \) at the root \( \alpha \) is \( \sigma(P) \).
16: for \( (u, \tau) \in V_\sigma \), with \( u = (f, g_0, \ldots, g_k) \in D_{\mathcal{X}}[\varepsilon, \delta, U]^{k+2} \) do
17:   \( \mathcal{P}_u \leftarrow \{ P_u \mid P \in \mathcal{P} \} \).
18: Using Notation 7 and [1, Algorithm 11.19 (Restricted Elimination)] with variable \( \delta \), input \( h \) and \( A \setminus \{ \lambda \} \),
19: compute its output \( B \subset D_{\mathcal{X}}[\varepsilon] \), and let
20: \( B' = B \cup \{ a(\lambda)b(\lambda') - a(\lambda)b(\lambda), \lambda' \in A \setminus \{ \lambda \} \} \).
21: Using Notation 7 take \( a_0 = \min_{g \in B'} a(g) \), and \( b_0 = \max_{g \in B'} b(g) \) (cf. Definition 4, Part (d)).

Proof (Proof of correctness) As a consequence of Part (b) of Proposition 1, we have that for every semi-algebraically connected component \( D \) of \( \text{Real}(\sigma, R(\varepsilon)^k) \cap S(x, \varepsilon) \), where \( \sigma \in \text{SIGN}_n(x, \mathcal{P}) \), there exists a semi-algebraically connected component \( D' \) of an algebraic set
\[
\text{Zer}(P_0^2 + Q_{i_1}^2 + \cdots + Q_{i_j}^2, R(\varepsilon, \delta, \gamma)^k) \subset \text{Ext}(S(x, \varepsilon), R(\varepsilon, \delta, \gamma))
\]
with \( Q_{i_1} \in P^{*}_{i_1}, \ldots, Q_{i_j} \in P^{*}_{i_j} \), such that \( \lim_{\varepsilon, \delta, \gamma} (D') \) is contained in \( \text{Ext}(D, R(\varepsilon, \delta)) \), and moreover, using Part (a) of Proposition 1, \( j \leq k \). Also, notice that since
\[ Z(P_0, R(\varepsilon, \delta, \gamma)) = \text{Ext}(S(x, \varepsilon), R(\varepsilon, \delta, \gamma)) \text{.} \]

\( D' \) is contained in \( \text{Ext}(S(x, \varepsilon), R(\varepsilon, \delta, \gamma)) \), and since

\[ Z(P_0, R(\varepsilon, \delta)) = \text{Ext}(S(x, \varepsilon), R(\varepsilon, \delta)) \text{,} \]

\( \lim_{y}(D') \) is in contained in \( \text{Ext}(S(x, \varepsilon), R(\varepsilon, \delta)) \).

It now follows from the correctness of [2, Algorithm 12.65] (Parametrized Bounded Algebraic Sampling), that the set of points associated to the \( k \)-univariate representations in \( \mathcal{U} \) in Line 4 has a non-empty intersection with \( \text{Ext}(D, R(\varepsilon, \delta)) \) for every semi-algebraically connected \( D \) of \( \text{Real}(\sigma, R(\varepsilon)^k) \cap S(x, \varepsilon), \sigma \in \text{SIGN}_0(x, \mathcal{P}) \).

The correctness of [1, Algorithm 11.19 (Restricted Elimination)] ensures that in Line 8 the Thom encoding of the roots of \( f \) and the signs of the polynomials in \( \mathcal{P} \) at these roots is fixed on any semi-algebraically connected component of the realization of a sign condition on \( A'(T, V) \) obtained by substituting \((T, V)\) in place of \((\varepsilon, \delta)\) in \( A(\varepsilon, \delta) \). Define by \( \alpha \) the sign condition on \( A'(T, V) \) satisfied at \((\varepsilon, \delta)\) and by \( C \) the semi-algebraically connected component of \( \text{Real}(\alpha, R^2) \) such that \((\varepsilon, \delta) \in \text{Ext}(C, R(\varepsilon, \delta)) \).

In order to define a point in the extension of \( C \) to \( R(\varepsilon) \) without changing the Thom encoding of the roots of \( f \) and the signs of the polynomials in \( \mathcal{P} \), we need to replace \( \delta \) by \( c(\lambda) = \frac{\text{eval}_\xi(a(\lambda))}{\text{eval}_\xi(b(\lambda))} \) which is small enough so that no element in \( A'(T, V) \) changes sign on the closed segment joining \((\varepsilon, \delta)\) to \((\varepsilon, c(\lambda))\). This is ensured by choosing \( \lambda \) such that \( c(\lambda) = \min_{\lambda' \in A} c(\lambda') \) using the properties of the Cauchy bound [1, Lemma 10.7]. This is accomplished in Line 11.

The correctness of the computation performed in Line 13 follows from the correctness of [1, Algorithm 10.13 (Univariate Sign Determination)] and Remark 1.

Now we need to obtain description of paths by finding \( t_0 \) so that \((t_0, c(\lambda(t_0)))\) belongs to \( C \), without changing the Thom encoding, the signs of the polynomials in \( \mathcal{P} \) and the choice of \( h \in A \). This is ensured by taking

\[ t_0 = \frac{\text{eval}_\xi(a_0)}{\text{eval}_\xi(b_0)} \text{,} \]

where \( a_0 = \min_{g \in \mathcal{B}'} a(g) \) and \( b_0 = \max_{g \in \mathcal{B}'} b(g) \) (in Line 21). The correctness of this step follows from the correctness of [1, Algorithm 11.19 (Restricted Elimination)] and the properties of the Cauchy bound [1, Lemma 10.7], since the segment joining \((\varepsilon, c(\lambda))\) to \((t_0, c(\lambda(t_0)))\) is entirely contained in \( C \).

**Proof** (Complexity analysis) The total number of \( j \leq k \)-tuples examined is

\[ \sum_{j \leq k} \binom{s}{j} 4^j \text{.} \]

Hence, the number of calls to [2, Algorithm 12.65 (Parametrized Bounded Algebraic Sampling)] is also bounded by \( 2 \sum_{j \leq k} \binom{s}{j} 4^j \). Each such call costs \( O^O(k) \) arithmetic operations (addition, multiplication and computing signs) in \( D_\xi \). Thus the total number of real \( k \)-univariate representations \( \mathcal{U} \) produced is bounded by

\[ \sum_{j \leq k} \binom{s}{j} 4^j O(d)^k \text{.} \]
while the number of arithmetic operations performed for computing sample points in $R(\varepsilon, \delta)^k$, is bounded by
\[ \sum_{j \leq k} \binom{s}{j} 4^j d^{O(k)} = s^{k+1}d^{O(k)}. \]

Using the complexity analysis of [2, Algorithm 12.65 (Parametrized Bounded Algebraic Sampling)] the degree in $T$ of the $k$-univariate representations output in $U$ is bounded by $N$, and their degrees in $\varepsilon$, $\delta$ is bounded by $N'$, since $Q$ is a polynomial of degree in $X_1, \ldots, X_k$ bounded by $2d + 4$ and the degrees in $\varepsilon, \delta, \gamma$ bounded by 4. When $D = \mathbb{Z}$, and the bitsize of the coefficients of the input polynomials is bounded by $\tau$, the bitsize of the output $k$-univariate representations in $U$ is bounded by
\[ (\tau + \text{bit}(s)) O(d)^{k+1} \leq \tau (d + k)^k O(d)^{k+1}, \]
since the total number $S$ of polynomials of degree $d$ in $k$ variables with bitsize bounded by $\tau$ satisfies
\[ \text{bit}(S) \leq (\tau + 1) \binom{d + k}{k} \leq 2\tau (d + k)^k. \]

When we use [1, Algorithm 11.19 (Restricted Elimination)] with variable $U$, input $f$ and $\mathcal{P}_h$ we output polynomials in $A$ of degree in $\varepsilon, \delta$ bounded by $2dNN' = O(d)^{2k+2}$ using the complexity analysis of [1, Algorithm 11.19 (Restricted Elimination)]. Moreover, when $D = \mathbb{Z}$ and $x = 0$, their bitsize is bounded by $\tau (d + k)^k O(d)^{2k+1}$. The sign determination takes
\[ s \sum_{j \leq k} \binom{s}{j} 4^j d^{O(k)} = s^{k+1}d^{O(k)} \]
arithmetic operations in $D_\varepsilon$, using the complexity analysis of [1, Algorithm 10.13 (Univariate Sign Determination)]. After substituting by $c(\lambda) = \min_{\lambda' \in A} c(\lambda')$ in $U$, we obtain $V$ of degree $2dNN'' = O(d)^{3k+3}$ in $\varepsilon$ and (when $D = \mathbb{Z}$ and $x = 0$) of bitsize $\tau (d + k)^k O(d)^{3k+2}$.

After computing $B' \subset D_\varepsilon[\varepsilon]$ and taking
\[ B' = B \cup \{a(\lambda)b(\lambda') - a(\lambda')b(\lambda), \lambda' \in A \setminus \{\lambda\}\}, \]
we obtain $B'$ of of degree $2dNN'' = O(d)^{3k+3}$ in $\varepsilon$ . Moreover when $D = \mathbb{Z}$ and $x = 0$, the bitsize of elements of $B'$ is $\tau (d + k)^k O(d)^{3k+2}$, and, with $a_0 = \min_{g \in B'} a(g)$, and $b_0 = \max_{g \in B'} b(g)$,
\[ t_0 = \frac{\text{eval}_\varepsilon(a_0)}{\text{eval}_\varepsilon(b_0)}, \]
is a rational number with numerator and denominator of bitsize $\tau (d + k)^k O(d)^{3k+2}$.

The final complexity bound follows from the fact that arithmetic operations (addition, multiplication and computing signs) in $D_\varepsilon$ cost $d^{O(1)}$ arithmetic operations in $D$.

**Remark 2** An improvement of [2, Algorithm 12.65] (Parametrized Bounded Algebraic Sampling) with better degree bounds with respect to the main variable and the parameters would immediately improve our results.

**Proof** (Proof of Theorem 3) Theorem 3 is an immediate consequence of the proof of correctness and the complexity analysis of Algorithm 1.
Proof (Proof of Theorem 2 (Quantitative Curve Selection Lemma)) If \( x \in S \), just pick the semi-algebraic path constantly equal to \( x \). If \( x \notin \bar{S} \setminus S \), there exists a sign condition \( \sigma \in \text{SIGN}_n(x, \mathcal{P}) \) such that \( \text{Reali}(\sigma, \mathbb{R}^k) \) is contained in \( S \). Such a \( \sigma \) can be obtained by examining the description of \( S \) as a \( \mathcal{P} \) semi-algebraic set and the list \( \text{SIGN}_n(x, \mathcal{P}) \). So Theorem 2 is an immediate consequence of Theorem 3 without increasing the complexity. \( \Box \)

3 Consequences

3.1 Degree of the Zariski closure of the image of the little path

We now prove that the degree of the Zariski closure of the image of each path, \( \varphi_\sigma, \sigma \in \text{SIGN}_n(x, \mathcal{P}) \) in the output of Algorithm 1, is bounded by \( 4dN^2N'^2 = O(d^{4k+3}) \).

In order to obtain this bound we need to bound the number of intersection points with an hyperplane \( H \) of equation

\[
a_0 + a_1X_1 + \cdots + a_kX_k = 0.
\]

Eliminating \( U \) from \( f(T, U) \) and \( a_0g_0(T, U) + a_1g_1(T, U) + \cdots + a_kg_k(T, U) \) gives a polynomial in \( T \) of degree \( 2N \times 2dN'^2 = 4dN^2N'^2 = O(d^{4k+3}) \).

So we have proved the following.

Theorem 4 (Degree of the Zariski closure of a little path) For every \( \sigma \in \text{SIGN}_n(x, \mathcal{P}) \), there exists \( t_0 > 0 \) in \( \mathbb{R} \), and a semi-algebraic path \( \varphi_\sigma : [0, t_0) \to \mathbb{R}^k \) such that

(a) \( \varphi_\sigma(0) = x \) and \( \varphi_\sigma((0, t_0)) \subset \text{Reali}(\sigma, \mathbb{R}^k) \);
(b) the degree of the Zariski closure of the image of \( \varphi \) is bounded by

\[
4dN^2N'^2 = O(d^{4k+3}).
\]

In particular if \( S \) is a \( \mathcal{P} \)-semi-algebraic set and \( x \in \bar{S} \), there exists \( t_0 > 0 \) in \( \mathbb{R} \), and a semi-algebraic path \( \varphi : [0, t_0) \to \mathbb{R}^k \) such that \( \varphi(0) = x \) and \( \varphi((0, t_0)) \subset S \), and the degree of the Zariski closure of the image of \( \varphi \) is bounded by \( 4dN^2N'^2 = O(d^{4k+3}) \).

This is an improvement on the bound \( d^k((d - 1)^k + 2)^{k-1} = d^{O(k^2)} \) proved in [4, Proposition 6.2].

3.2 Finding the real isolated points of a semi-algebraic set

We now use the construction of the little paths to study zero-dimensional semi-algebraically connected components of semi-algebraic sets. We prove the following result.

Theorem 5 [Computation of real isolated points of a semi-algebraic set] Let \( \mathcal{P} \subset \mathcal{D}[X_1, \ldots, X_k] \) be a finite set of \( s \) polynomials of maximum total degree \( d \), \( S \) a \( \mathcal{P} \)-semi-algebraic set. The real isolated points of \( S \) are associated to real univariate representations that can be computed using \( s^{2k+1}d^{O(k)} \) arithmetic operations in \( \mathcal{D} \).

Given \( x \in \bar{S} \), we denote by \( \text{SIGN}_n(x, S) \) the sign conditions of \( \text{SIGN}_n(x, \mathcal{P}) \) whose realization is contained in \( S \).
Quantitative curve selection lemma

Proof (Proof of Theorem 5) First compute a set of real univariate representations whose set of associated points has a non-empty intersection with every semi-algebraically connected component of $S$ using [1, Algorithm 13.2 (Sampling)]. This step uses $s^k d^O(k)$ arithmetic operations in $D$, and produces $s^k d^O(k)$ real univariate representations of degrees bounded by $d' = O(d^k)$. For each of these real univariate representations, $\xi$, with associated point $x$, call Algorithm 1 with $\xi$ and $P$ as input and obtain $\text{SIGN}_n(x, P)$, and compute the subset $\text{SIGN}_n(x, S) \subset \text{SIGN}_n(x, P)$. The set of real isolated points of $S$ consists of those points $x$ computed in the previous step for which the set $\text{SIGN}_n(x, S)$ is empty.

Since each call to Algorithm 1 uses $d'^{O(1)} s^k d^O(k) = s^k d^O(k)$ arithmetic operations in $D$, the total complexity of the algorithm described above is bounded by $s^{2k+1} d^O(k)$.

Note that Theorem 5 gives a test for a semi-algebraic set being zero-dimensional, generalizing [1, Theorem 13.17].

In the special case of an algebraic set, this is an improvement on the bound $(k d)^{O(k \log k)}$ proved in [5]. In contrast to [5], our approach using the little paths avoids using more sophisticated techniques from algorithmic semi-algebraic geometry such as computing roadmaps.
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