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ABSTRACT

One key metric for physical layer security is the secrecy capacity. This is the maximum rate that a system can transmit with perfect secrecy. For a Multiple Input Multiple Output (MIMO) system (a newer technology for 5G, 6G and beyond) the secrecy capacity is not fully understood. For a Gaussian MIMO channel, the secrecy capacity is a non-convex optimisation problem for which a general solution is not available.

Previous work by the authors showed that the secrecy capacity of a MIMO system with a single eavesdrop antenna is concave to a cut off point. In this work, which extends the previous paper, results are given for the region beyond this cut off point. It is shown that, for certain parameters, the presented scheme is concave to a point, and convex beyond it, and can therefore be solved efficiently using existing convex optimisation software.

Keywords convex optimisation · MIMO · secrecy capacity

1 Introduction

Multiple-input multiple-output (MIMO) systems play a large role in achieving higher capacities and thus are central in 5G technologies, with ‘massive’ MIMO being a central technology for 5G and future wireless [1]. Security for any modern day system is vital however there are several fundamental questions which remain open with regards to the physical layer security of a MIMO channel when compared to the equivalent model for point to point single antenna systems. Indeed, the secrecy capacity for a Gaussian MIMO wiretap channel is one of these open problems. The work in this chapter aims to addresses this, contributing a theorem which gives a region where a MIMOSE channel has a concave secrecy capacity function. Knowing when the equation is concave allows for the problem to be efficiently solved, giving the secrecy capacity and thus the maximum rate for secure communications for the given channel.

This paper extends the results of [2], where it was shown that there exists a concave region in the secrecy capacity function for the single eavesdrop antenna case. The theoretical set up and notation are all the same. In [2], an upper bound was found for the secrecy capacity. It was shown that up to this limit the formulation was convex, allowing the use of low complexity convex optimisation methods to find the, previously unknown, secrecy capacity. In this paper, we find a lower bound, extending the region of known convexity and the usefulness of these results.

Physical layer security has an information theoretic foundation and is theoretically unbreakable. Quantifying security in terms of information leakage was first considered by Shannon in [3] and the traditional model stems from Wyner’s work in 1975 [4], the ‘Wiretap Channel’ seen in Figure 1. The typical set up considered involves two legitimate users,
Alice and Bob, transmitting across a channel with an eavesdropper, Eve. The information theoretic constructs give an idea of how much useful information the eavesdropper is able to obtain, known as the information leakage. These secrecy measures, which depend on block length and the channel quality are independent of computational power and thus applicable to any technologies.

![Diagram of the Wiretap Channel](Image)

Multiple antenna systems play a large role in achieving higher capacities and thus are central in 5G technologies, with ‘massive’ MIMO being a central technology for 5G and future wireless [1]. Security for any modern day system is vital however there are several fundamental questions which remain open with regards to the physical layer security of a MIMO channel when compared to the equivalent model for point to point single antenna systems. Indeed, the secrecy capacity for a Gaussian MIMO wiretap channel, is one of these open problems. The work in this chapter aims to address this, contributing a theorem which gives a region where a MIMOSE channel has a concave secrecy capacity equation. Knowing when the equation is concave allows for the problem to be efficiently solved, giving the secrecy capacity and thus the maximum rate for secure communications for the given channel.

1.1 Theoretical setup

This work concerns a MIMO channel with $N_A$ transmit antennas and $N_B$ receive antennas at the legitimate receiver. The legitimate users, Alice and Bob, are communicating in the presence of a passive eavesdropper, Eve, with $N_E$ antennas. For the results of this chapter to hold, Eve has a single eavesdrop antenna, that is $N_E = 1$ as depicted in Figure 1.

The channel between the transmitter and the legitimate receiver shall be referred to as the main channel while the channel between the transmitter and the eavesdropper shall be referred to as the eavesdropper channel. Their channel matrices are described by $H_B$, an $N_B \times N_A$ matrix for the main channel and $H_E$, an $N_E \times N_A$ matrix for the eavesdropper channel.

The input signal, $x$, is drawn from a distribution with zero mean and covariance matrix $Q \succeq 0$, which is a positive semidefinite matrix. The received vectors at Bob and Eve, denoted $y$ and $z$ respectively, are:

$$y = H_B x + n_B,$$
$$z = H_E x + n_E,$$

where $n_B$ and $n_E$ are the Gaussian noise vectors for the two channels

$$n_B \sim \mathcal{C}\mathcal{N}(0, I_{N_B})$$
$$n_E \sim \mathcal{C}\mathcal{N}(0, I_{N_E})$$

where each element of the noise vector is statistically independent. Similarly, the channel matrices are modelled with IID entries assuming independence between each antenna element. The matrix $I_k$ denotes the identity matrix of size $k \times k$. The input signal is subject to a power constraint $P$, meaning that the trace of the covariance matrix, $Q$, is bounded above by this quantity. That is,

$$\text{Tr} \ Q = \sum_{i=1}^{N_A} E[x_i x_i^*] \leq P.$$ 

Without the power constraint above, the capacity is theoretically infinite, which does not provide much insight in a practical setting.
1.2 Secrecy capacity

The open problem we are addressing in this chapter is the secrecy capacity for the outlined system setup. The secrecy capacity, $C_s$, for the MIMO wiretap channel was established in [5], [6] and [7] to be of the form

$$C_s = \max_{Q: \text{tr}(Q) \leq P} \log \det(I_{N_B} + H_B Q H_B^*) - \log \det(I_{N_E} + H_E Q H_E^*)$$

(1)

where we note that, since the mean of the input signal is always zero, the maximum is being taken over all input distributions satisfying the power constraint.

The optimisation problem in Equation (1) is not easily solved for $Q$ and the solution is only known for a subset of scenarios and remains open in the general case. The difficulty lies in the fact that the optimisation is not convex and thus analytically challenging. Knowing the optimal $Q$ is useful for a number of reasons, some of which are outlined below.

- The mean of the input signal is always zero, so the covariance matrix, $Q$, is the characterising variable for the input distribution.
- The input covariance gives details for the optimal input scheme for secrecy and rate requirements.
- Knowledge of the optimum covariance matrix gives the true secrecy capacity.
- Once the secrecy capacity is known, any rate of transmission below this is secure by definition, giving a secure region for reliable rates of transmission.

The key contribution of this chapter is for the Gaussian MIMO wiretap channel with a single antenna eavesdropper, a subset of the unknown MIMOSE family of wiretap channels. The secrecy capacity is examined for this open problem and a region is established where the problem is provably concave. The concavity of the problem gives an efficient method of determining the optimal input covariance matrix associated with the secrecy capacity of a system. The scheme given is valid for the MIMOSE channel where the receiver has at least as many antennas as the transmitter. That is, $N_B \geq N_A$ and $N_E = 1$.

This family of antenna configurations overlaps with only two known cases, the point to point single antenna case where Alice, Bob and Eve each have one antenna, and the so called ‘(2,2,1)’ case. Our results are compared with their results in Section 2.2.

The theory of this chapter goes as follows: the secrecy capacity equation is reformulated into a problem which is convex, this allows existing convex optimisation tools and software to find the optimal solution to Equation (1).
The proof relies on properties of symmetric matrices and functions of the channel and thus for ease of notation we define the following positive semidefinite symmetric $N_A \times N_A$ matrices which are used in the statement of Theorem 1 and throughout the proof:

\begin{align}
K_B &= (H_B^* H_B)^{\frac{1}{2}}, \\
K_E &= (H_E^* H_E)^{\frac{1}{2}}.
\end{align}

## 2 Concave region for the secrecy capacity

The key limitation in solving Equation (1) is the fact that it is non-convex. In order to exploit existing convex solvers, we must first reformulate the secrecy capacity equation to an equivalent but tractable optimisation problem. We know that $\log \det(\cdot)$ is known to be concave and twice differentiable for positive semidefinite arguments. It follows that each individual $\log \det(\cdot)$ term in Equation (1) is concave. This can be seen by considering their arguments. Since $Q$ is a covariance matrix, it is restricted to positive semidefinite matrices by definition. The identity matrix is trivially a positive semidefinite matrix and thus the terms $I_{NB} + H_B Q H_B^*$ and $I_{NE} + H_E Q H_E^*$ will also be positive semidefinite. This means that both of the terms $\log \det(I_{NB} + H_B Q H_B^*)$ and $\log \det(I_{NE} + H_E Q H_E^*)$ are concave. However, in general, their difference is neither convex nor concave. We will reformulate the problem in order to restrict the problem space to a region where the difference is concave. Broadly speaking, this is done by fixing the second term and then varying its value. Hence we define the following problem:

\begin{align}
\max_{\text{Tr}(Q) \leq P} & \quad \log \det(I_{NB} + H_B Q H_B^*) - \log(s) \\
\text{such that} & \quad s = \det(I_{NE} + H_E Q H_E^*) \\
\text{and} & \quad Q \succeq 0.
\end{align}

The following work is constrained to a single eavesdrop antenna since, generally speaking, $\det(\cdot)$ is not a convex constraint. When the problem space is limited in this way, the matrix argument $I_{NE} + H_E Q H_E^*$ is a scalar value. Since $\log \det(I_{NB} + H_B Q H_B^*)$ is concave and the maximisation is taken over a convex set, it can be seen that by fixing the value of $s$, this becomes a concave problem.

With $s$ fixed, Equation (4) is concave however it is no longer equivalent to Equation (1). In order to bridge this gap, we must vary our value of $s$ and take an overall maximum. This is the overarching idea which is formally laid out in the following section.

For the optimal value of $s$, Equation (4) is an equivalent problem to Equation (1) and consequently will yield the same solution.

### 2.1 Statement of theorem

Each value of $s$ gives a separate convex optimisation problem in Equation (4). For each optimisation, the output is a corresponding covariance matrix $Q$ and the maximum value of the argument. We aim to vary $s$ and take the maximum over each of the aforementioned outputs.

We begin by defining functions of the input covariance matrix $Q$

\begin{align}
s(Q) &= \det(I_{NE} + H_E Q H_E^*) \\
f(Q) &= \log \det(I_{NB} + H_B Q H_B^*) - \log s(Q).
\end{align}
We wish to fix values of \( s \), where \( s = s(Q) \) for some \( Q \), and perform a convex optimisation for \( f(Q) \) given this constraint. We then wish to take the maximum value of \( f(Q) \) over all values of \( s \). Therefore we define \( \theta(\cdot) \) as:

\[
\theta(s) = \max_{Q: s(Q) = s} f(Q).
\]  

(7)

A plot of \( \theta(s) \) can be seen in Figure 3. Motivated by the apparent concavity of the simulation results, we aim to prove the concavity regions of these curves. The simulations and figures presented in this chapter run the optimisation presented above for fixed values of \( s \) using convex optimisation software CVX: Matlab Software for Disciplined Convex Programming [8] but the theory holds for an arbitrary convex solver.

Figure 3: \( \theta(s) \) vs \( s \) for \( N_A = 2, N_B = 3, N_E = 1 \) and \( P = 10 \) for a particular \( H_B \) and \( H_E \).

Finding the secrecy capacity is now a case of finding the maximum of \( \theta(s) \). This is facilitated by the following Theorem, which gives a concavity result for \( \theta \) which is the main result of our paper [2].

Let \( Q_i \) be a matrix achieving the maximum value in Equation (7) corresponding to \( s_i \), that is \( f(Q_i) = \theta(s_i) \), for \( i \in \{1, 2\} \). By definition

\[
s_i = I_{N_E} + H_E Q_i H_E^*
\]

(8)

where the \( \text{det} \) is no longer required since \( N_E = 1 \). Without loss of generality, assume that \( s_1 \geq s_2 \). Let \( s_t \) be a convex combination of \( s_1 \) and \( s_2 \)

\[
s_t = ts_1 + (1 - t)s_2
\]

(9)

for \( t \in [0, 1] \).

**Theorem 1** For \( N_E = 1 \) and any \( N_B \geq N_A \), then

\[
\theta(s_t) \geq t\theta(s_1) + (1 - t)\theta(s_2),
\]

(10)
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if the matrices $K_B$ and $K_E$ from Equations 2 and 3 satisfy

$$\frac{s_1}{\|K_B^{-1} K_E^2 K_E^{-1}\|_F} - 1 \geq \max\{\lambda_{\text{max}}(H_B Q_1 H_B^*), \lambda_{\text{max}}(H_B Q_2 H_B^*)\}. \quad (11)$$

2.2 Overlap with existing results

For the antenna configuration $N_E = 1, N_B \geq N_A$ required for Theorem 1 to hold there is only one fully understood case. This is the '(2,2,1)' case [9], where $N_A = 2, N_B = 2$ and $N_E = 1$.

Example 2 (2,2,1) Figure 4 shows that the theoretical secrecy capacity found in [9] matches the maximum value of $\theta(s)$.

Figure 4: $\theta(s)$ vs $s$ for the (2,2,1) case. The red mark indicates the theoretical secrecy capacity from the paper [9].

3 Proof of the concave region

The main argument in the proof of Theorem 1 involves a Taylor expansion of a matrix term which is then bounded at the second order. The proof can be broken down into three key steps as follows.

1. Firstly, we consider the function $\theta(s)$, defined in Equation 7, for a convex combination of inputs, $s_t$ (Equation 9). Using Lemma 3, which is a second order concavity bound for the log det, we find a lower bound for $\theta(s_t)$.
2. We then minimise the difference between the bound from Step 1 with the lower bound required for concavity.

3. Finally, we rewrite these bounds in terms of symmetric matrices which allows us to exploit properties of the Frobenius norm resulting in the conditions stated in Theorem [1].

3.1 Step 1

In this step of the proof, concavity results from [10] are applied to the function \( \theta(\cdot) \) defined in Equation (7). The use of these results allows us to find a tighter lower bound than the usual concavity lower bounds.

**Lemma 3** Courtade et al. [10, Lemma 15] For positive definite matrices \( A \) and \( B \) and for any \( t \in [0, 1] \)

\[
\log \det(tA + (1-t)B) \geq t \log \det(A) + (1-t) \log \det(B) + \frac{t(1-t)}{2 \max\{\lambda_{\max}^2(A), \lambda_{\max}^2(B)\}} \|A - B\|_F^2,
\]

**(12)**

where \( \lambda_{\max}(\cdot) \) denotes the largest eigenvalue and \( \|\cdot\|_F \) is the Frobenius norm.

For ease of notation, define

\[
C_{\max}(A,B) = \frac{\|A - B\|_F^2}{2 \max\{\lambda_{\max}^2(A), \lambda_{\max}^2(B)\}}.
\]

**(13)**

Considering the linear combination \( Q_t = tQ_1 + (1-t)Q_2 \), it can be seen that \( Q_t \) satisfies the constraint \( s(Q_t) = s_t \) since \( N_E = 1 \) and

\[
s_t = ts_1 + (1-t)s_2 = t(I_{N_E}s_1 + H_EQ_2H_E^*) + (1-t)(I_{N_E}s_2 + H_EQ_2^*)
\]

\[
= I_{N_E} + H_EQ_1H_E^* = I_{N_E} + H_EQ_tH_E^* = s(Q_t).
\]

Hence

\[
\theta(s_t) \geq f(Q_t).
\]

**(14)**

By Lemma 3, taking \( A = I_{N_E} + H_EQ_1H_E^* \) and \( B = I_{N_E} + H_EQ_2H_E^* \) then \( f(Q_t) \) is bounded below as follows.

\[
f(Q_t) = \log \det(I_{N_E} + H_EQ_tH_E^*) - \log s_t \geq t \log \det(I_{N_E} + H_EQ_1H_E^*) + (1-t) \log \det(I_{N_E} + H_EQ_2H_E^*)
\]

\[
- \log s_t + t(1-t)C_{\max}(A,B).
\]

**(15)**

Rewriting the lower bound in Equation (15) gives

\[
t(\log \det(I_{N_E} + H_EQ_1H_E^*) - \log s_t )
\]

\[
+ (1-t)(\log \det(I_{N_E} + H_EQ_2H_E^*) - \log s_2) + t(1-t)C_{\max}(A,B)
\]

\[
+ t \log s_1 + (1-t) \log s_2 - \log(ts_1 + (1-t)s_2)
\]

\[
= tf(Q_1) + (1-t)f(Q_2) + t(1-t)C_{\max}(A,B)
\]

\[
+ t \log s_1 + (1-t) \log s_2 - \log(ts_1 + (1-t)s_2)
\]

\[
= t\theta(s_1) + (1-t)\theta(s_2) + t(1-t)C_{\max}(A,B)
\]

\[
+ t \log s_1 + (1-t) \log s_2 - \log(ts_1 + (1-t)s_2),
\]

**(16)**

since each of the \( Q_t \) are optimal by definition.

3.2 Step 2

In this step, we aim to minimise the difference between

\[
tf(Q_1) + (1-t)f(Q_2)
\]

in Equation (16) and the upper bound, \( \theta(s_t) \) as defined in Equation (7). To do this, we introduce a constant \( \kappa(s_1, s_2) \) and show that the following Lemma holds.
Lemma 4 For $t \in [0, 1],$
\[
    t \log(s_1) + (1 - t) \log(s_2) - \log(ts_1 + (1 - t)s_2) \\
    \geq -t(1 - t)\kappa(s_1, s_2),
\]
for
\[
\kappa(s_1, s_2) = \frac{(s_1 - s_2)^2}{2s_1^2}. \quad (18)
\]

Proof Define a function $g$ as:
\[
g(t) := t \log(s_1) + (1 - t) \log(s_2) - \log(ts_1 + (1 - t)s_2) + t(1 - t)\kappa(s_1, s_2) \quad (19)
\]
where $\kappa(\cdot, \cdot)$ is a constant. We wish to show that $g(t) \geq 0$ for all $t \in [0, 1].$

By construction, $g(0) = g(1) = 0$ and therefore $g(t) \geq 0$ in the interval $t \in [0, 1]$ is equivalent to $g(t)$ being concave in this interval or when $g''(t) \leq 0.$

The second derivative of $g$ with respect to $t$ is:
\[
g''(t) = -2\kappa(s_1, s_2) + \frac{(s_1 - s_2)^2}{s_1^2}.
\]
Since $s_2 \leq s_1,$ $g(t)$ is concave for the value of $\kappa(s_1, s_2)$ in Equation (18) and thus $g(t) \geq 0$ on the interval.

3.3 Step 3
Combining Lemma 4 with Equation (12), we see that Theorem 1 will follow from Equation (16) if
\[
    \|A - B\|_F^2 \geq 2 \max\{\lambda^2_{\text{max}}(A), \lambda^2_{\text{max}}(B)\} \geq \kappa(s_1, s_2) \geq \frac{(s_1 - s_2)^2}{2s_1^2} \quad (20)
\]
where, as before, 
\[
    A := I_{NB} + H_BQ_1 H_B^*
\]
and 
\[
    B := I_{NB} + H_BQ_2 H_B^*. \quad (22)
\]
Writing $\overline{Q} := Q_1 - Q_2$ for simplicity, the Frobenius norm on the left of Equation (20) can be rewritten as
\[
    \|A - B\|_F^2 = \text{Tr} (H_B \overline{Q} H_B^*) \quad (23)
\]
where $R$ is the symmetric matrix
\[
    R := K_B \overline{Q} K_B. \quad (24)
\]
In order to retrieve the value of $\overline{Q}$ from $R$ requires that $H_B^* H_B$ is invertible. This implies that $N_B \geq N_A.$

Similarly, considering the numerator of the right hand side of Equation (20) gives:
\[
    (s_1 - s_2)^2 = (H_E \overline{Q} H_E^*)^2 \\
    = \text{Tr} (K_E^2 \overline{Q} K_E^2) \\
    = \text{Tr} ((K_E \overline{Q} K_E) (K_E \overline{Q} K_E)) \\
    = \text{Tr} (RT) \leq \|RT\|_F^2 \leq \|R\|_F^2 \|T\|_F^2. \quad (25)
\]
where $T$ is the symmetric matrix

$$T := K_B^{-1}K_F^2K_B^{-1}.$$  \hspace{1cm} (27)

Here, Equation (25) follows by Cauchy-Schwarz, for any matrix $C$,

$$\text{Tr} (C^2) \leq \text{Tr} (C^* C) = \|C\|_F^2,$$

and Equation (26) follows by the submultiplicative property of the Frobenius norm. Since both $R$ and $T$ are symmetric, the following holds:

$$\text{Tr} (RTTR) \leq \|RT\|_F^2. \hspace{1cm} (28)$$

$$(s_1 - s_2)^2 \leq \|R\|_F^2 \|T\|_F^2. \hspace{1cm} (29)$$

Therefore the inequality in Equation (20) is satisfied when

$$\frac{\|R\|_F^2}{2 \max\{\lambda_{\text{max}}^2(A), \lambda_{\text{max}}^2(B)\}} \geq \frac{\|R\|_F^2 \|T\|_F^2}{2s_1^2}. \hspace{1cm} (30)$$

Since each of $\lambda_{\text{max}}^2(\cdot), \|T\|_F^2$ and $s_1^2$ is positive, it is possible to present the conditions for satisfying Equation (30) as follows:

$$s_1 \geq \max\{\lambda_{\text{max}}(A), \lambda_{\text{max}}(B)\} \|T\|_F, \hspace{1cm} (31)$$

and the proof of Theorem 4 is complete.

4 Outside the concave region

The function $\theta(\cdot)$ cannot be concave indefinitely, since the secrecy capacity must be non negative by definition. A negative secrecy capacity would be a worse regime than sending nothing, and thus a rate of 0 would be preferable. We wish to show that the function does not have another maximum, and therefore the maximum found in Equation (7) is where $T$ (that is, to give an upper bound rather than their lower bound).

The proof of this lemma is largely the same as the proof of [Lemma 30] [10] but tackles the problem from the other side.

Firstly, we define an $M(x, y)$-strongly concave function, and then apply this definition to $\log \det(\cdot)$ to find an upper bound on the log determinant of a convex combination of arguments (analogous to the lower bound in [10, Lemma 15]). This is then applied in a similar manner to the proof of Theorem 1 to give a result about $\theta(\cdot)$ outside of the concave region.

**Definition 1** A twice differentiable function $f : \text{dom} f \to \mathbb{R}$ is $M(x, y)$-strongly concave between $x, y \in \text{dom} f$ if

$$\nabla^2 f(tx + (1-t)y) \leq M(x, y)I \text{ for all } t \in [0, 1].$$

**Lemma 5** For all $t \in [0, 1]$, an $M(x, y)$-strongly concave function $f$ satisfies

$$tf(x) + (1-t)f(y) \leq f(tx + (1-t)y) + t(1-t)\frac{M(x, y)}{2}|x - y|^2. \hspace{1cm} (32)$$

The proof of this lemma is largely the same as the proof of [Lemma 30] [10] but tackles the problem from the other side (that is, to give an upper bound rather than their lower bound).

**Proof 2** The Taylor series expansion of $f$ for any two points $x, y \in \text{dom} f$ yields

$$f(x) = f(y) + \langle \nabla f(y), y - x \rangle$$

$$+ \frac{1}{2} \langle y - x, \nabla^2 f(t_0a + (1-t_0)b)(y - x) \rangle$$

$$\leq f(y) + \langle \nabla f(y), y - x \rangle + \frac{M(x, y)}{2}|y - x|^2, \hspace{1cm} (33)$$

$$\leq f(y) + \langle \nabla f(y), y - x \rangle + \frac{M(x, y)}{2}|y - x|^2, \hspace{1cm} (34)$$

9
where Equation (35) holds for some $t_0 \in [0,1]$ and Equation (34) follows from Definition 1. Let $w = tx + (1-t)y$, for $t \in [0,1]$. Then applying the above inequality to $f(x)$ and $f(y)$ gives

$$f(x) \leq f(w) + \langle \nabla f(w), w - x \rangle + \frac{M(w, x)}{2} |w - x|^2$$

$$f(y) \leq f(w) + \langle \nabla f(w), w - y \rangle + \frac{M(w, y)}{2} |w - y|^2.$$ (35) (36)

Summing $t(35) + (1-t)(36)$ yields

$$tf(x) + (1-t)f(y) \leq f(w) + \frac{t(1-t)^2 M(x, w) + t^2(1-t) M(y, w)}{2} |y - x|^2.$$ (37)

By definition of $w$, $M(x, w) \leq M(x, y)$ and $M(y, w) \leq M(x, y)$ and therefore Equation (37) may be bounded above by

$$f(tx + (1-t)y) + t(1-t) \frac{M(x, y)}{2} |y - x|^2$$

which proves the lemma.

We now give an upper bound for $\log \det(\cdot)$ for convex combinations, this is analogous to the lower bound of Lemma 5.

**Lemma 6** For positive definite matrices $A$, $B$ and $t \in [0,1]$, 

$$\log \det(tA + (1-t)B) \leq t \log \det(A) + (1-t) \log \det(B)$$

$$+ \frac{t(1-t)}{2 \min\{\lambda^2_{\min}(A), \lambda^2_{\min}(B)\}} \|A - B\|_F^2.$$ (38)

For ease of notation, we denote

$$C_{\min}(A, B) = \frac{1}{2 \min\{\lambda^2_{\min}(A), \lambda^2_{\min}(B)\}}.$$ (40)

Again, the proof closely follows that given in [10] for their equivalent Lemma, but uses the concavity of $\log \det(\cdot)$ rather than the convexity of $-\log \det(\cdot)$.

**Proof 3** Since $f(\cdot) = \log \det(\cdot)$ is strictly concave and twice differentiable for positive semidefinite matrices, we may apply Lemma 5 to $f$. Therefore

$$\log \det(tA + (1-t)B) \leq t \log \det(A) + (1-t) \log \det(B)$$

$$+ t(1-t) \frac{M(A, B)}{2} \|A - B\|_F^2.$$ (41)

Since $\nabla^2 f(C) = C^{-1} \otimes C^{-1}$, where $\otimes$ denotes the Kronecker product. The maximum eigenvalue of this product is given by $1/\lambda_{\min}(C)$ (since eigenvalues of $X \otimes Y$ are the products of eigenvalues of $X$ and eigenvalues of $Y$). By the definition of $M(A, B)$ we have the following upper bounds

$$M(A, B) \leq \max_{t \in [0,1]} \frac{1}{\lambda^2_{\min}(tA + (1-t)B)}$$

$$\leq \frac{1}{\min\{\lambda^2_{\min}(A), \lambda^2_{\min}(B)\}}.$$ (42) (43)

where Equation (43) follows by the concavity of the minimum eigenvalue. Combining Equations (41) and (43) gives

$$\log \det(tA + (1-t)B) \leq t \log \det(A) + (1-t) \log \det(B)$$

$$+ t(1-t) \frac{1}{\min\{\lambda^2_{\min}(A), \lambda^2_{\min}(B)\}} \|A - B\|_F^2,$$ (44)

as desired.

Using definitions and properties, we give a result describing the behaviour of $\theta(\cdot)$ outside the concave region.
Theorem 7 Given \( s_t \), let \( Q_t \) be the corresponding optimal covariance matrix. Then

\[
\theta(s_t) \leq t\theta(s(Q_1)) + (1 - t)\theta(s(Q_2))
\]

(45)

for any positive semidefinite matrices \( Q_1, Q_2 \) such that \( Q_t = tQ_1 + (1 - t)Q_2 \) if the matrices \( K_B \) and \( K_E \) from Equations (2) and (3) satisfy

\[
\frac{s(Q_1)}{\|K_B^{-1}K_E^2K_B^{-1}\|_F} - 1 \leq \min\{\lambda_{\min}(H_BQ_1H_B^*), \lambda_{\min}(H_BQ_2H_B^*)\}.
\]

(46)

Simulation results showing the cutoff points for the convex and concave regions can be seen as red markers in Figure 5. It can be seen that there is a gap between these two, and this is expected since in the proofs some conservative bounds are applied however, this is only a small region which can easily be searched across.

Analogously to the proof of the concave region, the main steps of this proof will be roughly the same.

1. Finding an upper bound for \( f(Q_t) \) using Theorem 6.
2. Minimising the difference between the bound found in the first step with the desired convexity bound.
3. Rewriting these bounds in terms of symmetric matrices and applying properties of the Frobenius norm.
4.1 Step 1

Let $Q_i$ denote the matrix which achieves the maximum value of $\theta$ for $s_i$. Recall the definition of $s(Q_i) = I_\Gamma + H_\Gamma Q_i H_\Gamma^*$, and for optimal $Q_i$, we have that $s(Q_i) = s_i$. Choose $s_t$ and the corresponding $Q_t$. For some $t \in [0, 1]$, write

$$s_t = ts(Q_1) + (1 - t)s(Q_2)$$

(47)

$(s(Q_1) \geq s(Q_2))$ where $Q_t = tQ_1 + (1 - t)Q_2$. Here we use the notation $Q_i$ to distinguish this matrix from the optimal matrix $Q_i$.

By applying Lemma 6 and using the optimality of $Q_i$ we may bound $\theta(s_i)$ as follows

$$\theta(s_i) = f(Q_t) = \log \det(I + H_B Q_t H_B^*) - \log s_t$$

$$\leq t \log \det(A) + (1 - t) \log \det(B) + t(1 - t)C_{\min}(A, B) - \log s_t$$

(48)

for $A = I + H_B Q_1 H_B^*$ and $B = I + H_B Q_2 H_B^*$. Equivalently, the upper bound of Equation (48) may be bounded by

$$t f(Q_1) + (1 - t) f(Q_2) + t(1 - t)C_{\min}(A, B)$$

$$+ t \log(s_1) + (1 - t) \log(s_2) - \log(s_i)$$

$$\leq t \theta(s_1) + (1 - t) \theta(s_2) + t(1 - t)C_{\min}(A, B)$$

$$+ t \log(s_1) + (1 - t) \log(s_2) - \log(s_i)$$

(49)

(50)

where Equation (49) follows by the definition of $Q_{1, 2}$ and the fact that $\theta(\cdot)$ is a maximum.

4.2 Step 2

We require the following Lemma.

**Lemma 8** For all $t \in [0, 1]$,

$$t \log(s_1) + (1 - t) \log(s_2) - \log(ts_1 + (1 - t)s_2)$$

$$\leq -t(1 - t) \kappa(s_1, s_2),$$

(51)

for

$$\kappa(s_1, s_2) = \frac{(s_1 - s_2)^2}{2s_1^2}.$$  

(52)

**Proof** Following the proof of Lemma 6, this is a matter of showing that the equivalent function $g$ is convex in the interval for this value of $\kappa$.

4.3 Step 3

The desired convexity constraints follows by combining Lemma 8 and Lemma 6. The desired bound is held if

$$\frac{t(1 - t)}{2 \min\{\lambda_{\min}(A), \lambda_{\min}(B)\}} \leq \kappa(s_1, s_2)$$

$$\leq \frac{(s_1 - s_2)^2}{2s_1^2}.$$  

(53)

(54)

And so the result follows by the definitions of $R$ and $T$ given in the proof of Theorem 1.

5 Discussion

Although the expression for the secrecy capacity is known for the Gaussian wiretap channel, it is not generally known how to solve the optimisation problem for the covariance matrix, $Q$. The method presented in this chapter gives an efficient way to search for the secrecy capacity of a MIMO system and a corresponding covariance matrix for the transmission. The use of existing convex optimisation schemes makes the problem presented in Equation (1) manageable. We show that it is possible to efficiently search numerically for the maximum using linear combinations of variables.
For a fixed channel, the norm $\|T\|_F$ is simple to compute. To find the secrecy capacity, it is a case of picking a value of $s_1$ and $s_2$ and checking the constraint in Equation (31). If the criteria is satisfied, then these are in the concave region. It is therefore sufficient to use a standard concave optimisation technique. If Equation (31) is not satisfied, then an algorithm may be implemented to choose a different value until we are in the concave region.

The transmission scheme corresponding to this covariance matrix will be information theoretically secure since the user is guaranteed to be transmitting at or below the secrecy capacity.

This scheme is specific to the case with $N_E = 1$ and $N_B \geq N_A$. This is due to the requirements which arise in the derivation of the proof. Despite these restrictions, this work covers a family of MIMO systems which are not fully understood at the time of writing. For the situation with multiple antennas at the eavesdropper, the current state of the art is the algorithmic approach outlined by [11]. When the number of antennas at Eve is greater than 1, the problem of the secrecy capacity cannot be written in the equivalent convex format as outlined in this chapter and the problem becomes far more difficult. In the Gaussian setup, multiple single antenna eavesdroppers behave in the same way as a multiple antenna eavesdropper. It is unclear whether this helps in this particular scenario, but is an avenue for future investigation.

In order to achieve the desired capacity gains for 5G, massive MIMO systems are a key technology [12]. This means that modern and future systems using massive MIMO will have a high number of antennas at the base station. Therefore the $N_B \geq N_A$ constraint in Theorem 1 would imply that these results are limited to the uplink for a massive MIMO system, as in Figure 6 since mobile users will have far fewer antennas. In future work, it would be interesting to generalise to the downlink of such channels.

It is important to note that this work assumes a static environment. Since the work considers the Gaussian wiretap channel with full channel state information (CSI), there is an inherent assumption that the channel statistics are fixed. Thus these results hold within the coherence time of the channel therefore the channel is fairly static, they are valid for a longer period of time. If we no longer assume a static channel, and instead suppose that the channel matrices are unknown, or fading, then the dimensions of the problem increase dramatically. For different types of fading, Equation (1) is no longer the agreed formula for the secrecy capacity, and there are far more degrees of freedom in the problem.

A practical limitation of any capacity result stemming from Shannon’s work is the asymptotic nature of the results. While it is important to understand the fundamental measures of systems, there is evidence that the capacity of a system may be significantly lower for finite blocklength as shown in [13]. This means that the secrecy capacity could be an overestimate, particularly for low power devices with short blocklength such as internet of things devices.

Theorem 7 is a weaker statement than that in Theorem 1. This is because in finding the upper bound, and thus the concavity of $\theta(\cdot)$, firstly $s_1$ and $s_2$ are picked and then a convex combination $s_t = ts_1 + (1-t)s_2$ is taken. Since $\theta(\cdot)$ is a maximum of $f(Q)$ taken over all $Q$, we may upper bound our statement by $\theta(s_t)$. In the proof of Theorem 7, firstly $s_t$ is picked. From here, it is not immediate that a value of $s_1$ and $s_2$ exist under the given constraints, and so the Theorem statement is looser.
6 Acknowledgments

This work was supported by the Engineering and Physical Sciences Research Council [grant number EP/I028153/1]; GCHQ; and the University of Bristol.

References

[1] J. Hoydis, S. Ten Brink, and M. Debbah, “Massive MIMO in the UL/DL of cellular networks: How many antennas do we need?” *IEEE Journal on selected Areas in Communications*, vol. 31, no. 2, pp. 160–171, 2013.

[2] J. Chakravarty, O. Johnson, and R. Piechocki, “A convex scheme for the secrecy capacity of a MIMO wiretap channel with a single antenna eavesdropper,” in *ICC IEEE International Conference on Communications (ICC)*, May 2019, pp. 1–5.

[3] C. E. Shannon, “Communication theory of secrecy systems,” *The Bell System Technical Journal*, vol. 28, no. 4, pp. 656–715, 1949.

[4] A. D. Wyner, “The wire-tap channel,” *The Bell System Technical Journal*, vol. 54, no. 8, pp. 1355–1387, Oct 1975.

[5] F. Oggier and B. Hassibi, “The secrecy capacity of the MIMO wiretap channel,” *IEEE Transactions on Information Theory*, vol. 57, no. 8, pp. 4961–4972, Aug 2011.

[6] A. Khisti and G. W. Wornell, “Secure transmission with multiple antennas – Part I: The MISOME wiretap channel,” *IEEE Transactions on Information Theory*, vol. 56, no. 7, pp. 3088–3104, 2010.

[7] ———, “Secure transmission with multiple antennas – Part II: The MIMOME wiretap channel,” *IEEE Transactions on Information Theory*, vol. 56, no. 11, pp. 5515–5532, 2010.

[8] M. Grant and S. Boyd, “CVX: Matlab software for disciplined convex programming, version 2.1,” [http://cvxr.com/cvx](http://cvxr.com/cvx), mar 2014.

[9] S. Shafiee, N. Liu, and S. Ulukus, “Towards the secrecy capacity of the Gaussian MIMO wire-tap channel: The 2-2-1 channel,” *IEEE Transactions on Information Theory*, vol. 55, no. 9, pp. 4033–4039, Sept 2009.

[10] T. A. Courtade, M. Fathi, and A. Pananjady, “Quantitative stability of the entropy power inequality,” *IEEE Trans. Inform. Theory*, vol. 56, no. 5, pp. 2307–2359, 2010. [Online]. Available: http://dx.doi.org/10.1109/TIT.2010.2043769

[11] S. Loyka and C. D. Charalambous, “An algorithm for global maximization of secrecy rates in Gaussian MIMO wiretap channels.” *IEEE Trans. Communications*, vol. 63, no. 6, pp. 2288–2299, 2015.

[12] J. G. Andrews, S. Buzzi, W. Choi, S. V. Hanly, A. Lozano, A. C. K. Soong, and J. C. Zhang, “What will 5G be?” *IEEE Journal on Selected Areas in Communications*, vol. 32, no. 6, pp. 1065–1082, June 2014.

[13] Y. Polyanskiy, H. V. Poor, and S. Verdu, “Channel coding rate in the finite blocklength regime,” *IEEE Trans. Inform. Theory*, vol. 56, no. 5, pp. 2307–2359, 2010. [Online]. Available: [http://dx.doi.org/10.1109/TIT.2010.2043769](http://dx.doi.org/10.1109/TIT.2010.2043769)