Insights on road safety with open data: the case of Rome
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Abstract. Modern cities face the challenge of providing citizens with an appropriate level of services to maintain the growing population. Thanks to the support of open data policymakers are capable of ensuring administrative transparency and participation in decisions, enabling citizens and employees to effectively use services and tools and integrating physical and intangible infrastructures (systems, data and processes) in a service-oriented perspective. This study investigates open data about car accidents in the metropolitan city of Rome between 2014 and 2019 through the service science lens. It is pointed out how the city roads maintenance (for example, road surfaces, road signs and traffic extent) can significantly affect the number of people involved in accidents. From these results, possible improvements in diminishing the number of people involved in car accidents are explored through a prescriptive analysis. This study represents a powerful tool to improve services in the public sphere and an example of the shared value generated by open data initiatives. It contributes in improving the understanding of a data-oriented culture and of building a network of people in all public administrations to increase the shareable information assets of the metropolitan city of Rome.

1 Introduction

The urban populations and the continuous economic growth in urban areas require a new agenda for governments to deal with a more efficient urban planning which has an impact not only in terms of accidents but for the overall sustainability of public services.

Therefore, there is much to gain from doing so from a social as well as from an economic perspective, considering the overall accidents and its victims. On one side, there are human and health care costs (i.e. medical treatment). On the other side, there are costs related to accident itself and to the administrative issues such as damages to vehicles, legal conflicts and cost of intervention.

In this context, local administrators have to do an accurate urban planning process and analyses to identify the main factors to reach the zero-accident goal given by the EU within 2050. Open data platforms represent a boundary-redefining technology [1]–[3] with a new
setting that is changing data and information linkages. Therefore, open data implementation presents a dilemma for public managers, especially to risk-averse individuals [4], [5].

This paper tackles an important issue taking place worldwide, in general, and in Italy. In particular, it shows how it is possible to implement useful strategies and valuable insights into the public sector with open data. From the service science perspective, this article explores open data platforms as an opportunity to improve the relationship between the public sector and citizens/users, to decrease costs providing new and more efficient services.

With this promise, this paper wants to contribute to the existing literature about service science studying the role of open data in improving road safety. Consequently, the research question is the following: which are the roads features that have a relevant impact on accident extents?

This paper is structured as follows. Section 2 presents the literature review; Section 3 describes the research methodology and adopted approach; Section 4 presents the results. Finally, Section 5 concludes, highlighting the findings, analysing the limits of the paper and suggesting further works.

2 Literature review

The present growth of the service sector in global economies is unique in human history [6]. The need for service innovations to enhance additional economic growth is crucial in different contexts.

Service science is defined as an integration of various disciplines such as management, engineering, accounting, finance and operations, to use the next set of innovators to contribute to the service economy [7]. Service systems are dynamic configurations of several elements (i.e. people, technologies, organizations and information) that create and deliver value to different stakeholders [7]. Nowadays, the main challenge is to become more systematic about innovating in service.

Innovation implies the birth of new ideas and/or methods that help to put the new idea into practice. It represents a combination of creativity and implementation [8]. In the service field, innovation brings changes to a service system influencing its evolution [6], [9].

In other words, innovation represents any “idea, practice, or object that is perceived as new by an individual or other unit of adoption” [10], [11]. Therefore, the subsequent adoption of ideas, practices and objects by the same organization is not an innovation anymore [12]. In addition, innovations are a break from the previous setting being different from the incremental change [13]. These elements are evident in open data platforms. Indeed, the organizational decision of adopting open data represents a crucial change from prior transparency policies and ICT systems since raw data are more available than actual information.

Indeed, often open data platforms contain raw data more than actual information. Information consists in data with a structure and meaning. The process of transforming data into information requires several choices, such as data processing and model selection to extract information.

In this scenario, who extract the information, can be a public employee and the information extracted is influenced by institutional knowledge, expertise and views [14], [15]. However, when data is downloaded and interpreted by an outsider, the organization loses control over the data and, thus, the possible meaning and the extracted information.

In line with this, open data used by people who are not part of the public sector can generate information allowing the information itself to reach the public systems in a direct
way providing new useful insights. This feature reveals a critical change in the service science in terms of the public sector and, specifically, in the nature of the interaction between the government sphere and the public [16]–[18].

Open data presents an innovative potential that is not limited to the public sector replacing prior processes in various organizations toward an innovative scenario [19], [20].

In other words, open data bring a revolution in the public service field because it deletes historically bureaucratic behaviours characterized by complex hierarchical structures and peculiar information development [21]. The perspective of control over information in the public service shows direct consequences for the design of public sector ICT systems [22], [23]. For this reason, ICT represents a political concern for public managers [24].

As the relevant literature suggests the “digital-era governance” (DEG) replaced the New Public Management (NPM) to promote government efficiency in the overall service [25]. Following this new conceptual framework, there is a reshaping of prior relationships between the public sector and technology levering open technology to digitize services efficiently [26], [27]. Therefore, service digitization changes the citizen-institutional interaction because service users are able to access directly with core public systems free from institutional-administrative constraints [28], [29].

Implementing open data platforms implies significant consequences. As some scholars suggested, open data improve transparency and public trust [30]–[34]. Others argue that with more data available it is necessary to provide additional information that can increase the efficiency of the government and promote economic growth [35]–[37]. At the same time, some drawbacks emerge as, for instance, the misuse of data [38], [39] and the abuse which can decrease citizen’s trust toward the public service [4], [40]. Moreover, open data can be a security threat [41], [42]. In other words, innovations as open data need an organizational transformation that can be perceived risky in the public service sphere [5], [12], [43], [44]. However, the decision to innovate is driven by the goal of improving the effectiveness of the service [19], [45], [46].

3 Methodology

The adopted methodology applies a machine-learning algorithm to extract the most important features related to the dependent variable [47]. Then, those features are investigated through ANOVA and multiple linear regression to evaluate their relationship with the dependent variables. To accomplish the aforementioned tasks the data are retrieved and pre-processed before sampling to obtain a suitable set of data to train the Gradient Boosting Classifier [48], [49].

3.1 Data gathering

The data used for this study were gathered thanks to an initiative promoted by “Roma Capitale” as part of the open data initiative born according to the National guidelines for the enhancement of public information assets [50]. The purpose of the initiative is to empower citizens to reuse and integrate the data made available to them, to develop services and applications for the benefit of the entire community of users.

For the purpose of this study, only a sample of the data available was extracted. The data used for the analysis describe a sample of 174,222 accidents registered in the metropolitan area of Rome (including the location of Ostia) between the 1st January 2014 and the 11th December 2019. The dataset contains the list of road accidents that occurred in the territory of Roma Capitale in 2014. The dataset includes all the road accidents in which a patrol of any Group of the “Roma Capitale” Local Police intervened. Therefore, accidents in which the parties involved have reached a conciliation are excluded. The dataset does not
include the accidents that occurred on the “Grande Raccordo Anulare”, is a ring-shaped orbital motorway that encircles Rome.

### 3.2 Data preparation

The data were accordingly transformed, removing all the unnecessary variables or the ones with a considerable presence of missing values. The accidents reported during the period of the snowing days in 2018 were removed since they described a statistical anomaly.

The resulting dataset contained the following independent variables:

- Road Characteristics;
- Road Type;
- Road Surface;
- Paving;
- Road Signs;
- Atmospheric condition;
- Traffic;
- Visibility;
- Road Illumination.

A dependent variable was computed as the number of human casualties involved in the accident with the sum of the number of people injured plus the number of dead people plus the number of people with reserved prognosis. Then, for classification purpose, another dependent binary variable was generated with a value equal to zero, if there were no human casualties recorded for that specific accident, and equal to one, if there were at least one human casualty.

In the end, the categorical data were transformed into dummy variables to perform the analysis and the observations are sampled (n=140,250) to obtain a homogeneous distribution of the dependent variable.

### 3.3 Modelling

First, we calculated some descriptive statistics about the distribution of the variables to show the basic characteristics of the recorded accidents. Then the machine learning algorithm Gradient Boosting Classifier was applied to extract the relevant features that defined the classification between accident without and with human casualties.

Gradient boosting is a generalization of boosting to arbitrary differentiable loss functions. This algorithm is an accurate and effective procedure that can be used for both regression and classification applications [49], [51].

We applied the algorithm to a binary classification problem. In according to this algorithm, regression trees are fitted on the negative gradient of the binomial deviance loss function. Since we are using the Gradient Boosting Classifier for a binary classification only a single regression tree is used in this case [48].

The decision trees created during the algorithm processing were analysed to understand what are the important features and how they classify the dependent variable. Individual decision trees already perform feature selection by selecting appropriate split points, which can be used to measure the importance of each feature depending on how often a feature is used to split the tree. More a feature is important, more will cause the tree to split.

Once the most relevant features are extracted their relation to the dependent variable is investigated furthers.

### 4 Results
4.1 Feature Importance interpretation with gradient boosting classifier

Once the dataset has been appropriately transformed was possible to apply the classification algorithm to interpret the feature importance. The Machine Learning Algorithm adopted the Gradient Boosting Classifier and was run on a dataset of 140,250 observations. The 80% of them was used for the training set and the remaining part (20%) for the test set.

We used the binomial deviance loss function; the learning rate was equal to 0.102 and the number of estimators equal to 250. The Gradient Boosting Classifier was Cross Validated with k-fold equal to 10. The chosen configuration seems accurate, as it is possible to see from the learning curve, shown in Figure 1. The resulting accuracy was 57%.

![Learning Curve for Gradient Boosting Classifier.](image1)

One of the objectives of this empirical research is to contribute to the knowledge about car accidents in Rome. In doing so, the aim is to show how is it possible to extract useful insights for the public sector and the citizens. The algorithm helped us to identify the determinant factor that concurs in the estimation of a bad accident. As it is possible to see in Figure 2, the most relevant feature is the presence of road holes on the streets.

![Feature importance plot.](image2)
4.2 Features analysis

The ten features extracted were interpreted with an ANOVA test to investigate the presence of a significant relationship with the dependent variable. Furthermore, their relation was investigated with a multiple linear regression on the number of casualties to understand how those features influence the number of human casualties during the accidents.

An n-way ANOVA was run on a sample of 174,222 accidents to examine the effect of the features (identified by the Gradient Boosting Classifier) on the severity of an accident. All the features have a significant interaction with the dependent variable about the severity of an accident (F(10, 174211) = 431.62, p < 0.001):

- Road with potholes (F(1, 174211) = 593.70, p < 0.0001)
- Absence of road signs (F(1, 174211) = 64.93, p < 0.0001)
- One-way carriageway (F(1, 174211) = 278.68, p < 0.0001)
- Paved road (F(1, 174211) = 6.55, p = 0.0105)
- Two-way carriageway (F(1, 174211) = 164.85, p < 0.0001)
- Straight road (F(1, 174211) = 298.13, p < 0.0001)
- Horizontal road signs (F(1, 174211) = 198.20, p < 0.0001)
- Light traffic (F(1, 174211) = 103.34, p < 0.0001)
- Road with more than one carriageway (F(10, 174211) = 138.28, p < 0.0001)
- Horizontal and vertical road signs (F(10, 174211) = 176.78, p < 0.0001)

Multiple linear regression was run to predict the number of human casualties from the ten variables identified. These variables are statistically significant, F(10, 174211) = 431.62, p < .0001.

From the further inspection of the individual regression, it is possible to observe that the presence of potholes on the streets has a negative effect on the number of human casualties (T = -24.37, p < .0001). Potholes on the streets of Rome are a common topic often abused by the local press. From the analysis, it seems reasonable to assert that in presence of potholes on the road the drivers are slightly more careful since it is a notorious cause of accident and damage to vehicles.

No road signs on the street negatively influences the number of human casualties (T = -8.06, p < .0001). The fact that there are no road signs in sight could be related to a less dangerous street than others. In the same way, streets that need more signs are the ones notoriously more dangerous. In effect, the presence of horizontal road signs (T = 14.08, p < .0001) and horizontal and vertical road signs together (T = 13.30, p < .0001) are both positively related with the number of human casualties.

On a one-way carriageway the relation with the number of human casualties in an accident is negative as well (T = -16.69, p < .0001). However, the relation with a two-way carriageway is positive (T = 12.84, p < .0001) as for roads with more than one carriageway (T = 11.76, p < .0001). It seems that wider roads concur in the possibility of higher number of human casualties involved since a car out of control has more space to skid.

Light traffic has a negative effect on the dependent variable (T = -10.17, p < .0001) perhaps because there are fewer vehicles to collide with. The paved road has a positive effect on the dependent variable (T = 2.56, p < .0001) while the straight road has a negative effect (T = -17.27, p < .0001).

5 Conclusion

Thanks to open data it is possible to implement useful strategies and share valuable insights about public safety. This study investigates open data about car accidents through the service science lens. Open data initiatives represent a useful tool for public service.
demonstrates the usefulness of a data-oriented culture to increase shareable information assets.

As shown by the analysis, some aspects of the road can incisively impact the outcome of an accident. Mainly the state of the road can be asserted as one of the major points that needs improvement. Furthermore, road signs are not enough to significantly impact the number of victims for road accidents. Finally, our results suggested that the morphology of the carriageways should be reconsidered to diminish the risk of potentially dangerous dynamics such as car skidding.

This paper does not aim at delivering practical indications of best practices for road accidents management. Rather it was designed to explore open data that emerged as a solution in many scenarios such as in the service field to better face several issues being a valid alternative for the future. This article helps at improving our understanding of the usage of open data to define the safety in crowded roads of an important metropolis in the Italian context.

Nevertheless, our study presents some limitations. For instance, the dataset is not representative of the population of accidents in Rome since the recorded accidents exclude the accidents on the “Grande Raccordo Anulare” of Rome and in those where the parties involved have reached a conciliation. Moreover, some important variables were not measured, such as road improvements and the implemented policies (road maintenance, improvements, etc.) during the years under investigation. Further researches could analyse mediation or moderation effects between the variables to include features related to the drivers or to perform a spatial analysis with the accident’s location.
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