Improved Mixing Time Bounds for the Thorp Shuffle
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E. Thorp introduced the following card shuffling model. Suppose the number of cards is even. Cut the deck into two equal piles, then interleave them as follows. Choose the first card from the left pile or from the right pile according to the outcome of a fair coin flip. Then choose from the other pile. Continue this way, flipping an independent coin for each pair, until both piles are empty.

We prove an upper bound of $O(d^3)$ for the mixing time of the Thorp shuffle with $2^d$ cards, improving on the best known bound of $O(d^4)$. As a consequence, we obtain an improved bound on the time required to encrypt a binary message of length $d$ using the Thorp shuffle.
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1. Introduction

1.1. The Thorp shuffle

Thorp [17] introduced the following card shuffling model in 1973. Assume that the number of cards, $n$, is even. Cut the deck into two equal piles, then interleave them as follows. Choose the first card from the left pile or from the right pile according to the outcome of a fair coin flip. Then choose from the other pile. Continue this way, flipping an independent coin for each pair, until both piles are empty. This is one time step.

1.2. Connection to cryptography

We now briefly describe the connection between the Thorp shuffle and cryptography. For a more comprehensive account, see [10]. Let $x$ be a binary string of length $d$. Think of $x$ as the binary representation of the initial position of a card in the deck (where the positions range from 0 at the bottom to $2^d - 1$ at the top), and let Thorp($x, t$) be the position of the card at time $t$. The behaviour of Thorp($x, t$) for a given $x$ is easy to describe (see, e.g., [8]). One can obtain Thorp($x, t + 1$) recursively from Thorp($x, t$) as follows:
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1. do a circular shift of the bits left by one position, and then
2. flip the bit now in the rightmost position with probability $\frac{1}{2}$ (according to the outcome of the corresponding coin flip at time $t$)

Note that one can trace the route of any given card in the deck without attending to the remaining cards. Moni Naor called this property obliviousness.

It was Naor [11, p. 62] who first noticed potential cryptographic applications of the Thorp shuffle. (See also Rudich [16, p.17].) An analysis of the Thorp shuffle was open at that time, but it is now better understood. Recently, in [10], the author, P. Rogaway and T. Stegers have used the Thorp shuffle as the basis for an encryption algorithm. This algorithm, which is briefly described in the following subsection, is contained in a proposal currently under consideration by the US National Institute of Standards and Technology [1].

1.2.1. Format-preserving encryption. Suppose one wants to encipher a 10-digit social security number so that its encoding is also a 10-digit number, or a 16-digit credit card number, the result being of the same form. This would allow the encryption of the entries of a database without affecting its operation. Rising concerns about identity theft and new banking regulations that prohibit storage of unencrypted credit card numbers in databases give this problem practical importance.

The mathematical setup for this problem is as follows. A random function is a function whose argument is a binary string and whose output is a long block of random bits. For example, if $\{0, 1\}^*$ denotes the set of all binary strings, then $g : \{0, 1\}^* \rightarrow \{0, 1\}^{128}$ is a random function, if the random variables $\{g(x) : x \in \{0, 1\}^*\}$ are independent uniform random samples from $\{0, 1\}^{128}$. Let $M = \{1, \ldots, N\}$ be a set of messages. The problem is to turn a random function $g$ into an algorithm that returns $f(x)$ on input $x$, where $f$ is a uniform random permutation $f : M \rightarrow M$. (More precisely, $f$ must be pseudorandom, meaning that an adversary who can query $f$ and $f^{-1}$ cannot distinguish it from a uniform permutation within a practical number of steps.)

A naive solution would be to use the random function to generate random numbers for each value of $x \in M$ and then define $f$ according to the induced ordering. The problem with this scheme is that it requires time and space on the order of $N$ (e.g., $10^{16}$ in the case of credit card numbers). What is desired is an algorithm to encode messages in time that is polynomial in the length of the message, i.e., polylogarithmic in the number of messages.

1.2.2. Feistel networks. A classical method for format-preserving encryption is a balanced Feistel network. Suppose that the set of messages is $\mathcal{M} = \{0, 1\}^d$ with $d$ even, so that the number of messages $N = 2^d$. A Feistel network consists of $m$ rounds (i.e., shuffles), where for $1 \leq i \leq m$, round $i$ makes the transformation $(L, R) \rightarrow (R, L \oplus F_i(R))$. Here $\oplus$ denotes xor, the $F_i$ are independent random functions from $\{0, 1\}^{d/2} \rightarrow \{0, 1\}^{d/2}$, and $L$ and $R$ denote the leftmost and rightmost $d/2$ bits of the input, respectively.

A long sequence of papers, starting with the classic result of Luby and Rackoff (see [4], [5], [11], [6], [12], [13] and [14]) have analysed balanced Feistel networks. These culminated in Patarin’s result, which says that an adversary must make on the order of (roughly) $2^{d/2}$ queries in order to distinguish a balanced Feistel network from a uniform permutation. (This is essentially
the best bound of this type possible unless the number of rounds is exponential in $d$: see [10] for a discussion.)

1.2.3. Thorp encryption. When the number of bits $d$ is only moderately large (e.g., $20 \leq d \leq 50$), such as in the case of a social security number or credit card number, then the $2^{d/2}$ bound might be considered insufficient. In this case, an improved guarantee can be obtained using the Thorp shuffle.

In Thorp encryption, the encoding of the binary string $x$ is $\text{Thorp}(x, t)$ for some specified value of $t$. In [10], it is shown that for any $\epsilon > 0$ there is a constant $C$ such that if the number of shuffles $t = Cd$, then the Thorp shuffle is indistinguishable from a uniform permutation unless the number of queries is at least $2^{(1-\epsilon)d}$. The proof is based on bounding the time required for the Thorp shuffle to mix up $2^{(1-\epsilon)d}$ of the cards.

The mixing time Even better security is obtained when all the cards are mixed. Let $\tau_{\text{mix}}$ be the mixing time of the Thorp shuffle, that is, the number of shuffles necessary to mix up the whole deck (see Section 2 for a precise definition). Note that if we perform $t = \tau_{\text{mix}}$ shuffles, that is, we encode $x$ by $\text{Thorp}(x, \tau_{\text{mix}})$, then an adversary cannot distinguish the shuffle from a uniform permutation after any number of queries, since the ordering of the deck has an almost uniform distribution. This motivates determining the mixing time of the Thorp shuffle.

An analysis of the Thorp shuffle was a long-standing open problem until the author, in [8], proved a mixing time bound of $O(d^{44})$. This was subsequently improved to $O(d^{29})$ [7] and then to $O(d^4)$ [9]. In the present paper, we improve the bound to $O(d^3)$. This is close to being practical for applications, and not too far off the trivial lower bound, which is on the order of $d$.

Our analysis builds on the work in [9], but is more complex. Note that the effect of each coin flip in the Thorp shuffle is to interchange a pair of cards with probability $\frac{1}{2}$. In [9], such an operation is called a collision. The proof in [9] proceeds by identifying a large set of collisions that occur over a period of $d$ shuffles and finding their effect on the relative entropy. Crucial to the approach is the fact that when collisions involve distinct cards, the order in which they are performed does not affect the resulting distribution. In the present paper, we dispense with the requirement that the collisions involve distinct cards. This allows for a larger set of collisions to be considered and gives an improved bound on the decay of relative entropy and the mixing time. However, the analysis becomes quite a bit more delicate.

2. Background

In this section we give some basic definitions and extract what is necessary from [9]. Let $p(x,y)$ be transition probabilities for a Markov chain on a finite state space $V$ with a uniform stationary distribution. For probability measures $\mu$ and $\nu$ on $V$, define the total variation distance

$$\|\mu - \nu\| = \frac{1}{2} \sum_{x \in V} |\mu(x) - \nu(x)|,$$

and define the mixing time

$$T_{\text{mix}} = \min\{n : \|p^n(x, \cdot) - \mathcal{U}\| \leq \frac{1}{4} \text{ for all } x \in V\}, \quad (2.1)$$

where $\mathcal{U}$ denotes the uniform distribution.
For a probability distribution \( \{ p_i : i \in V \} \), define the (relative) entropy of \( p \) by
\[
\text{ENT}(p) = \sum_{i \in V} p_i \log(|V|/p_i),
\]
where we define \( 0 \log 0 = 0 \). The following well-known inequality (see, e.g., [3]) links relative entropy to total variation distance. We have
\[
\|p - U\| \leq \sqrt{\frac{1}{2} \text{ENT}(p)}.
\]
(2.2)

If \( X \) is a random variable taking finitely many values, define \( \text{ENT}(X) \) as the relative entropy of the distribution of \( X \). For reasons that will become clear later, we shall think of \( S_n \) as the set of permutations on \( \{0, \ldots, n-1\} \). We shall think of the distribution of a random permutation in \( S_n \) as a sequence of probabilities of length \( n! \), indexed by permutations in \( S_n \). If \( \mathcal{F} \) is a sigma field, then we shall write \( \text{ENT}(X \mid \mathcal{F}) \) for the relative entropy of the conditional distribution of \( X \) given \( \mathcal{F} \). Note that \( \text{ENT}(X \mid \mathcal{F}) \) is a random variable. If \( \pi \) is a random permutation in \( S_n \), let \( \mathcal{H}_n \) be the trivial sigma field and for \( 0 \leq k \leq n-1 \), define \( \mathcal{H}_k = \sigma(\pi^{-1}(k), \ldots, \pi^{-1}(n-1)) \). For \( 0 \leq k \leq n-1 \), define \( \text{ENT}(\pi, k) = \mathbb{E}(\text{ENT}(\pi^{-1}(k) \mid \mathcal{H}_{k+1})) \), where we think of the conditional distribution of \( \pi^{-1}(k) \) given \( \mathcal{H}_{k+1} \) as being a sequence of length \( k+1 \). The standard entropy chain rule (see, e.g., [2]) can be used to derive the following proposition regarding relative entropy.

**Proposition 2.1.** For any \( i \leq n-1 \), we have
\[
\text{ENT}(\pi) = \mathbb{E}(\text{ENT}(\pi \mid \mathcal{H}_i)) + \sum_{k=1}^{n-1} \text{ENT}(\pi, k).
\]

(2.2) To compute the relative entropy in the first term on the right-hand side, we think of the distribution of \( \pi \) given \( \mathcal{H}_i \) as a sequence of probabilities of length \( i! \).

**Remark.** Since \( \text{ENT}(\pi \mid \mathcal{H}_1) = 0 \), substituting \( i = 1 \) into the formula gives
\[
\text{ENT}(\pi) = \sum_{k=1}^{n-1} \text{ENT}(\pi, k).
\]

If we think of \( \pi \) as representing the order of a deck of cards, with \( \pi(i) = \) location of card \( i \), then this allows us to think of \( \text{ENT}(\pi, k) \) as the portion of the overall entropy \( \text{ENT}(\pi) \) that is attributable to the location \( k \).

We will also need the following easy proposition.

**Proposition 2.2.** Suppose that \( \mathcal{G} \) and \( \mathcal{F} \) are independent sigma fields, and \( \mathcal{G}' \) is a sigma field with \( \mathcal{G}' \subseteq \mathcal{G} \). Then \( \mathcal{G} \) and \( \mathcal{F} \) are conditionally independent given \( \mathcal{G}' \).

**Proof.** We need to show that for any events \( A \in \mathcal{G} \) and \( B \in \mathcal{F} \), we have
\[
\mathbb{E}(\mathbf{1}_A \mathbf{1}_B \mid \mathcal{G}') = \mathbb{E}(\mathbf{1}_A \mid \mathcal{G}') \mathbb{E}(\mathbf{1}_B \mid \mathcal{G}').
\]
(2.3)
By the tower property of expectation,
\[
\mathbb{E}(1_A 1_B \mid G') = \mathbb{E}(\mathbb{E}(1_A 1_B \mid G) \mid G') \\
= \mathbb{E}(1_A \mathbb{E}(1_B \mid G) \mid G') \\
= \mathbb{E}(1_A \mathbb{P}(B) \mid G') \\
= \mathbb{E}(1_A \mid G') \mathbb{P}(B),
\]
(2.4)
where the second line holds because \(A \in G\) and the third line holds because \(B\) is independent of \(G\). Finally, note that since \(B\) is independent of \(G'\) we have \(\mathbb{E}(1_B \mid G') = \mathbb{P}(B)\). Combining this with (2.4) yields (2.3) and verifies the proposition.

We will also need the following definition.

**Definition.** For \(p, q \geq 0\), define
\[
d(p, q) = \frac{1}{2} p \log p + \frac{1}{2} q \log q - \frac{p+q}{2} \log \left( \frac{p+q}{2} \right).
\]

Finally, we will need the following proposition, which is easily verified using calculus.

**Proposition 2.3 ([9]).** Fix \(p \geq 0\). The function \(d(p, \cdot)\) is convex.

Observe that \(d(p, q) \geq 0\), with equality if and only if \(p = q\) by the strict convexity of the function \(x \to x \log x\). If \(p = \{p_i : i \in V\}\) and \(q = \{q_i : i \in V\}\) are both probability distributions on \(V\), then we can define the ‘distance’ \(d(p, q)\) between \(p\) and \(q\), by \(d(p, q) = \sum_{i \in V} d(p_i, q_i)\). (We use the term **distance** loosely and do not claim that \(d(\cdot, \cdot)\) satisfies the triangle inequality.) Note that \(d(p, q)\) is the difference between the average of the entropies of \(p\) and \(q\) and the entropy of the average (i.e., an even mixture) of \(p\) and \(q\).

We will use the following projection lemma.

**Lemma 2.4 ([9]).** Let \(X\) and \(Y\) be random variables with distributions \(p\) and \(q\), respectively. Fix a function \(g\) and let \(P\) and \(Q\) be the distributions of \(g(X)\) and \(g(Y)\), respectively. Then \(d(p, q) \geq d(P, Q)\).

Let \(U\) denote the uniform distribution on \(V\). Note that if \(\mu\) is an arbitrary distribution on \(V\), then \(\text{ENT}(\mu)\) and \(d(\mu, U)\) are both notions of a distance from \(\mu\) to \(U\). The following lemma relates the two.

**Lemma 2.5 ([9]).** For any distribution \(\mu\) on \(V\), we have
\[
d(\mu, U) \geq \frac{c}{\log |V|} \text{ENT}(\mu),
\]
for a universal constant \(c > 0\).
3. Thorp shuffle

Recall that the Thorp shuffle has the following description. Assume that the number of cards, \( n \), is even. Cut the deck into two equal piles, then interleave them as follows. Choose the first card from the left pile or from the right pile according to the outcome of a fair coin flip. Then choose from the other pile. Continue this way, flipping an independent coin for each pair, until both piles are empty. This is one time step.

We will actually work with the time reversal of the Thorp shuffle, which has the same mixing time (since the Thorp shuffle is a random walk on a group: see [15]). In this paper, we assume that \( n = 2^d \) is a power of two. By writing the position of each card, from the bottom card (0) to the top card (\( 2^d - 1 \)), in binary, we can view the positions as elements of \( \{0, 1\}^d \). The reverse Thorp shuffle can then be constructed in the following way (see, for example, [10]). Let

\[
Z = \{Z(l, t) : l \in \{0, 1\}^{d-1}, t \in \{0, 1, \ldots\}\}
\]

be a collection of i.i.d. Bernoulli(1/2) random variables, hereafter referred to as coin flips. Note that \( x \in \{0, 1\}^d \) can be written as \( x = (L(x), R(x)) \), where \( L(x) \) and \( R(x) \) are the leftmost \( d - 1 \) bits and rightmost bit, respectively, of \( x \). The reverse Thorp shuffle starts with \( X_0 = \text{id} \) and has the following transition rule. If the state at time \( t \) is \( X_t = \pi \), then the next state \( X_{t+1} = \nu \circ \pi \), where \( \nu \) is the permutation that sends \((L, R) \to (R \oplus Z(L, t), L)\).

Thus the position of each card undergoes a ‘cyclic bit shift right’ followed by a possible flipping of the first bit. For example, in a step of the reverse Thorp shuffle with \( 2^4 \) cards, the card in position 1001 moves to either 1100 or 0100, with probability 1/2 each.

We are now ready to state the main technical result of this paper.

**Lemma 3.1.** Let \( X_t \) be the reverse Thorp shuffle with \( 2^d \) cards. There is a universal constant \( c \) such that if \( \mu \) is a random permutation which is independent of \( \{X_t\} \), then

\[
\text{ENT}(X_d \circ \mu) \leq (1 - c/d)\text{ENT}(\mu).
\]

Before proving this lemma we show how it gives the desired mixing time bound.

**Theorem 3.2.** The mixing time of the reverse Thorp shuffle with \( 2^d \) cards is \( O(d^3) \).

**Proof.** Repeated applications of Lemma 3.1 give

\[
\text{ENT}(X_{kd}) \leq (1 - c/d)^k \text{ENT}(\text{id}) \\
\leq e^{-ck/d} \log(2^d!) \\
\leq e^{-ck/d} 2^d.
\]

Now let \( z \) be large enough so that \( d \left( \frac{z}{c} \right)^d \leq 1/8 \) for all \( d \). Then if \( k = \lceil z d^2/c \rceil \) we have

\[
\text{ENT}(X_{kd}) \leq e^{-ck/d} 2^d \leq \frac{1}{8},
\]

and hence \( \|X_{kd} - \mathcal{U}\| \leq \frac{1}{8} \) by (2.2). The theorem follows since \( k \) is \( O(d^2) \). \( \square \)
We will now give an informal description of our strategy for proving Lemma 3.1. Define the sigma field $\mathcal{F} = \sigma(Z(l,t) : l \in \{0,1\}^{d-1}, 0 \leq t < d)$, that is, $\mathcal{F}$ is the sigma field generated by the coin flips used to make $X_d$. Since $X_d$ is $\mathcal{F}$-measurable and $\mu$ is independent of $\mathcal{F}$, we have

$$\mathrm{ENT}(X_d \circ \mu | \mathcal{F}) = \mathrm{ENT}(\mu | \mathcal{F}) = \mathrm{ENT}(\mu). \quad (3.1)$$

Now suppose that we initially know the outcomes of all the coin flips, but then ‘cover them up’ one by one until none are known. Each cover-up changes the relative entropy of the conditional distribution of $X_d \circ \mu$, and by equation (3.1), the sum of the expected changes in relative entropy is $\mathrm{ENT}(X_d \circ \mu) - \mathrm{ENT}(\mu)$. Our aim will be to show that for each value of $j$ there is a special coin flip such that the expected change of relative entropy when this coin flip is covered up is $\leq -\frac{c}{d} \mathrm{ENT}(\mu, j)$, for a universal constant $c$. Summing up these expected changes gives

$$-\frac{c}{d} \sum_j \mathrm{ENT}(\mu, j) = -\frac{c}{d} \mathrm{ENT}(\mu),$$

as desired.

We now give the formal proof.

**Proof of Lemma 3.1.** Suppose that the number of cards is $n = 2^d$. For integers $j$ with $1 \leq j < n$, define $R_j = \max\{i : j_i \neq 0\}$, where $j_{d-1} j_{d-2} \cdots j_0$ is the binary representation of $j$. Thus $R_j + 1$ is the number of bits required to write $j$ in binary (if leading zeros are omitted). Let $T$ be a geometric($\frac{1}{2}$) random variable on $\{0,1,\ldots\}$, and define $T_j = R_j - T$. Note that $T_j$ is non-decreasing in $j$. Let $\tilde{Z}^j$ be obtained from $Z$ by flipping the value of $Z(L(X_T^j(j)), T_j)$ if $T_j \geq 0$. More precisely, for $l \in \{0,1\}^{d-1}$ and $0 \leq t < d$, define

$$\tilde{Z}^j(l,t) = \begin{cases} 1 - Z(l,t) & \text{if } T_j = t \text{ and } L(X_T^j(j)) = l, \\ Z(l,t) & \text{otherwise.} \end{cases}$$

Note that if $T_j < 0$ then $\tilde{Z}^j$ is the same as $Z$. Let $\{\tilde{X}^j_t : t \geq 0\}$ be the reverse Thorp shuffle process defined by using $\tilde{Z}^j$ instead of $Z$. Define $X(j) = (X_1(j),\ldots,X_d(j))$, with a similar definition for $\tilde{X}^j(j)$. For $j$ with $1 \leq j \leq n$, define

$$\mathcal{F}_j = \sigma(X(k), \tilde{X}^k_t(k) : k \geq j) = \sigma(X_t(k), \tilde{X}^k_t(k) : k \geq j, 0 \leq t \leq d).$$

We think of $\mu$ as a random initial ordering of a deck of cards, and $X_d$ as $d$ reverse Thorp shuffles. We write ‘card $j$’ for the card initially in position $j$. (So if the initial ordering is $\mu$, then card $j$ is the card with the label $\mu^{-1}(j)$.) Thus, $X(j)$ is the trajectory of card $j$, and $\mathcal{F}_j$ is the sigma field that corresponds to knowing, for each $k \geq j$,

1. the trajectory of card $k$, and
2. what its trajectory would have been if the coin flip at time $T_k$ had been different (see the schematic diagram in Figure 1).
Since $\mathcal{F}_n$ is trivial and $X_d$ is $\mathcal{F}_1$-measurable (because the trajectories for cards $k \geq 1$ determine that of card 0), we have

$$\text{ENT}(X_d \circ \mu) - \text{ENT}(\mu) = \text{ENT}(X_d \circ \mu \mid \mathcal{F}_n) - \text{ENT}(X_d \circ \mu \mid \mathcal{F}_1)$$

$$= \sum_{j=1}^{n-1} \left( \text{ENT}(X_d \circ \mu \mid \mathcal{F}_{j+1}) - \text{ENT}(X_d \circ \mu \mid \mathcal{F}_j) \right). \quad (3.2)$$

We claim that for all $j$ with $1 \leq j < n$ we have

$$\mathbb{E}(\text{ENT}(X_d \circ \mu \mid \mathcal{F}_{j+1}) - \text{ENT}(X_d \circ \mu \mid \mathcal{F}_j)) \leq -\text{ENT}(\mu, j) \frac{c}{d}, \quad (3.3)$$

for a universal constant $c > 0$. Combining this with equation (3.2) gives

$$\text{ENT}(X_d \circ \mu) - \text{ENT}(\mu) \leq -\frac{c}{d} \sum_{j=1}^{n-1} \text{ENT}(\mu, j) = -\frac{c}{d} \text{ENT}(\mu),$$

which proves the lemma. It remains to verify equation (3.3).

Say that cards $i$ and $j$ are adjacent at time $t$ if $L(X_t(i)) = L(X_t(j))$, that is, if they use the ‘same coin’ at time $t$. For $j$ with $1 \leq j < n$, define

$$a(j) = \begin{cases} 
\text{the card adjacent to } j \text{ at time } T_j & \text{if } T_j \geq 0, \\
 j & \text{otherwise},
\end{cases}$$

For $j$ with $1 \leq j < n$, define $\hat{\mathcal{F}}_j = \sigma(\mathcal{F}_{j+1}, \{X(j), \hat{X}^j(j)\})$, that is, the sigma field generated by $\mathcal{F}_{j+1}$ and the random unordered set $\{X(j), \hat{X}^j(j)\}$. See the schematic diagram in Figure 2.

The sigma field $\hat{\mathcal{F}}_j$ is almost the same as $\mathcal{F}_j$. However, we will see later that the coin flip $Z(L(X_{T_j}(j)), T_j)$ is not $\hat{\mathcal{F}}_j$-measurable because if $a(j) < j$ then flipping the value of $Z(L(X_{T_j}(j)), T_j)$ does not change $\{X(j), \hat{X}^j(j)\}$ or $(X(k), \hat{X}^k(k))$ for $k > j$. (On the other hand,
if \( a(j) > j \) then the outcome of this flip can be inferred from the coin flips corresponding to card \( a(j) \): see Figure 3.

Since \( \hat{\mathcal{F}}_j \supseteq \mathcal{F}_{j+1} \), we have

\[
\mathbb{E}(\operatorname{ENT}(X_d \circ \mu \mid \mathcal{F}_{j+1})) \leq \mathbb{E}(\operatorname{ENT}(X_d \circ \mu \mid \hat{\mathcal{F}}_j))
\]

by convexity of \( p \to \operatorname{ENT}(p) \) and Jensen’s inequality. Thus, it is enough to show that for all \( j \geq 1 \) we have

\[
\mathbb{E}(\operatorname{ENT}(X_d \circ \mu \mid \hat{\mathcal{F}}_j)) - \mathbb{E}(\operatorname{ENT}(X_d \circ \mu \mid \mathcal{F}_j)) \leq -\frac{c}{d} \operatorname{ENT}(\mu, j), \tag{3.4}
\]
for a universal constant $c$. (Thus the coin flip for card $j$ at time $T_j$ is the ‘special’ coin flip referred to earlier; revealing it changes the expected entropy by at least $\frac{c}{d}\mu(j)$.)

Fix $j$ with $1 \leq j < n$. Define $G_{j+1} = \sigma(\mu^{-1}(j+1), \ldots, \mu^{-1}(n-1))$. Since the random variable $(\mu^{-1}(j+1), \ldots, \mu^{-1}(n-1))$ is $(X_d \circ \mu, F_j)$-measurable, a straightforward calculation using the entropy chain rule shows that

$$\text{ENT}(X_d \circ \mu | F_j) = \text{ENT}(\mu^{-1}(j+1), \ldots, \mu^{-1}(n-1) | F_j) + \mathbb{E}(\text{ENT}(X_d \circ \mu | F_j, G_{j+1})), \quad (3.5)$$

and a similar equation holds with $\hat{F}_j$ replacing $F_j$. The random permutation $\mu$ is independent of $\{X_t : t \geq 0\}$ and $T$, hence independent of $F_j$ and $\hat{F}_j$. Thus the first term on the right-hand side of equation (3.5) does not change if we replace $F_j$ by $\hat{F}_j$. It follows that

$$\text{ENT}(X_d \circ \mu | \hat{F}_j) = \text{ENT}(X_d \circ \mu | F_j) + \mathbb{E}(\text{ENT}(X_d \circ \mu | \hat{F}_j, G_{j+1}) - \text{ENT}(X_d \circ \mu | F_j, G_{j+1})). \quad (3.6)$$

Recall that for $j$ with $1 \leq j < n$, we denote by $a(j)$ the card adjacent to $j$ at time $T_j$.

**Lemma 3.3.** For $j$ with $1 \leq j < n$, the conditional distribution of $a(j)$ given $a(j) < j$ is uniform over $k$ with $0 \leq k < j$. Furthermore, the probability that $a(j) < j$ is at least $1/2$.

**Proof.** Fix $j$ with $1 \leq j < n$. Recall that $R_j + 1$ is the number of bits required to write $j$ in binary if leading zeros are omitted. We claim that for every $k$ with $k < j$ we have

$$\mathbb{P}(a(j) = k) = \left(\frac{1}{2}\right)^{R_j+1}.\quad (3.7)$$

To see this, suppose that $k < j$, let $k_{d-1}k_{d-2} \cdots k_0$ and $j_{d-1}j_{d-2} \cdots j_0$ be the binary representations of $k$ and $j$, respectively, and let $D(k, j) = \max\{l : k_l \neq j_l\}$. Note that $D(k, j)$ is the only time before time $d$ that $k$ and $j$ can be adjacent. Thus $a(j) = k$ only if $T_j = D(k, j)$. Since the probability that $k$ and $j$ are adjacent after $D(k, j)$ steps is $\left(\frac{1}{2}\right)^{D(k, j)}$, it follows that

$$\mathbb{P}(a(j) = k) = \left(\frac{1}{2}\right)^{D(k, j)} \mathbb{P}(T_j = D(k, j))$$

$$= \left(\frac{1}{2}\right)^{D(k, j)} \mathbb{P}(R_j - T_j = R_j - D(k, j))$$

$$= \left(\frac{1}{2}\right)^{D(k, j)} \left(\frac{1}{2}\right)^{R_j - D(k, j) + 1}$$

$$= \left(\frac{1}{2}\right)^{R_j+1}, \quad (3.7)$$

where the second line follows from the fact that $R_j - T_j = T$ has the geometric$\left(\frac{1}{2}\right)$ distribution on $\{0, 1, 2, \ldots\}$. Since the probability in (3.7) does not depend on $k$, this implies that the conditional distribution of $a(j)$ given $a(j) < j$ is uniform over $k$ with $k < j$. To see the second part of
For $k$ with $1 \leq k \leq n$, let $S^k$ denote the set of pairs $(l, t)$, with $l \in \{0, 1\}^{d-1}$ and $0 \leq t < d$, such that either $L(X_l(k)) = l$ or $L(\tilde{X}^t_l(k)) = l$, and let $S = \cup_{k>j} S^k$. Thus $S$ indexes the coin flips used to generate $X(k)$ and $\tilde{X}^k(k)$ for $k > j$.

Note that $\mathcal{F}_{j+1} = \sigma(S, Z(l, t) : (l, t) \in S)$, that is, $\mathcal{F}_{j+1}$ is the sigma field generated by the random set $S$ and $Z(l, t)$ evaluated for $(l, t) \in S$. For a sigma field $\mathcal{F}$ and random variable $W$, we write $\mathcal{L}(W | \mathcal{F})$ for the conditional distribution of $W$ given $\mathcal{F}$. Note that $\mathcal{L}(X_d \circ \mu | \hat{\mathcal{F}}_j) = \mathcal{L}(X_d \circ \mu | \mathcal{F}_j)$ whenever $(L(X_T(j)), T_j) \in S$, and hence in this case the expression on the left-hand side of (3.6) is 0.

However, we claim that if $a(j) < j$ then $(L(X_T(j)), T_j) \notin S$. (That is, the coin flip for card $j$ at time $T_j$ is a ‘fresh’ coin flip.) To see this, suppose that $(L(X_T(j)), T_j) \in S$. Then $(L(X_T(j)), T_j) \in S^k$ for some $k > j$, so at least one of the following holds:

(1) $L(X_T(j)) = L(X_T(j))$.
(2) $L(\tilde{X}^k_T(j)) = L(X_T(j))$

But since $X_t(k) = \tilde{X}^t_k(k)$ for $t = 0, \ldots, T_k$ and $T_j \leq T_k$, we have $X_T(j) = \tilde{X}^k_T(j)$. Thus, if condition (2) above holds then condition (1) must also hold. But if condition (1) holds, then $a(j) = k > j$. This verifies the claim.

Let $A$ be the event that $a(j) < j$. Note that $A \in \hat{\mathcal{F}}_j$. Define

$$Z_j = \begin{cases} Z(L(X_T(j)), T_j) & \text{if } T_j \geq 0, \\ 0 & \text{otherwise.} \end{cases}$$

Since $\sigma(X_d, T)$ and $\mathcal{G}_{j+1}$ are independent and $\hat{\mathcal{F}}_j \subset \sigma(X_d, T)$, Proposition 2.2 implies that $\sigma(X_d, T)$ and $\mathcal{G}_{j+1}$ are conditionally independent given $\hat{\mathcal{F}}_j$. Furthermore, $Z_j$ is measurable with respect to $\sigma(X_d, T)$, and hence conditionally independent of $\mathcal{G}_{j+1}$ given $\hat{\mathcal{F}}_j$. Combining this with the claim that on the event $A$, the conditional distribution of $Z(L(X_T(j)), T_j)$ given $\sigma(\hat{\mathcal{F}}_j, \mathcal{G}_{j+1})$ is uniform over $\{0, 1\}$. It follows that

$$\mathcal{L}(X_d \circ \mu | \hat{\mathcal{F}}_j, \mathcal{G}_{j+1}) 1_A = \frac{1}{2} \mathcal{L}(X_d \circ \mu | \mathcal{F}_j, \mathcal{G}_{j+1}) 1_A + \frac{1}{2} \mathcal{L}(\tilde{X}^j_d \circ \mu | \mathcal{F}_j, \mathcal{G}_{j+1}) 1_A.$$  

(Note that there is no hat on the $\mathcal{F}_j$ on the right-hand side of this equation.) For a sigma field $\mathcal{F}$ and random variables $W_1, W_2$, we let $d(W_1, W_2 | \mathcal{F})$ denote the random variable

$$d(\mathcal{L}(W_1 | \mathcal{F}), \mathcal{L}(W_2 | \mathcal{F})).$$
Equation (3.9) implies that
\[
\text{ENT}(X_d \circ \mu \mid \mathcal{F}_j, \mathcal{G}_{j+1}) 1_A
= \left( \frac{1}{2} \text{ENT}(X_d \circ \mu \mid \mathcal{F}_j, \mathcal{G}_{j+1}) + \frac{1}{2} \text{ENT}(\tilde{X}^j_d \circ \mu \mid \mathcal{F}_j, \mathcal{G}_{j+1}) 
- d(X_d \circ \mu, \tilde{X}^j_d \circ \mu \mid \mathcal{F}_j, \mathcal{G}_{j+1}) \right) 1_A
= \left( \text{ENT}(X_d \circ \mu \mid \mathcal{F}_j, \mathcal{G}_{j+1}) - d(X_d \circ \mu, \tilde{X}^j_d \circ \mu \mid \mathcal{F}_j, \mathcal{G}_{j+1}) \right) 1_A,
\]
(3.10)
where the final equality follows from the fact that
\[
\text{ENT}(X_d \circ \mu \mid \mathcal{F}_j, \mathcal{G}_{j+1}) = \text{ENT}(\tilde{X}^j_d \circ \mu \mid \mathcal{F}_j, \mathcal{G}_{j+1}),
\]
which holds because \(\tilde{X}^j_d \circ \mu\) is obtained from \(X_d \circ \mu\) by swapping the cards in the (\(\mathcal{F}_j\)-measurable) positions \(X_d(f)\) and \(\tilde{X}^j_d(f)\). By the projection lemma, the distance between the conditional distributions of \(X_d \circ \mu\) and \(\tilde{X}^j_d \circ \mu\) can be bounded by the corresponding distance when we evaluate each permutation’s inverse at a given point. Note that \((X_d \circ \mu)^{-1}(X_d(j)) = \mu^{-1}(j)\), and since \((\tilde{X}^j_d)^{-1}(X_d(j)) = a(j)\), we have \((\tilde{X}^j_d \circ \mu)^{-1}(X_d(j)) = \mu^{-1}(a(j))\). Thus the projection lemma gives
\[
d(X_d \circ \mu, \tilde{X}^j_d \circ \mu \mid \mathcal{F}_j, \mathcal{G}_{j+1}) 1_A \geq d(\mu^{-1}(j), \mu^{-1}(a(j)) \mid \mathcal{F}_j, \mathcal{G}_{j+1}) 1_A.
\]
(3.11)
We claim that
\[
\text{ENT}(X_d \circ \mu \mid \tilde{\mathcal{F}}_j, \mathcal{G}_{j+1}) \leq \text{ENT}(X_d \circ \mu \mid \mathcal{F}_j, \mathcal{G}_{j+1})
\]
everywhere. To see this, note that \(\mathcal{L}(X_d \circ \mu \mid \tilde{\mathcal{F}}_j, \mathcal{G}_{j+1})\) is always either \(\mathcal{L}(X_d \circ \mu \mid \mathcal{F}_j, \mathcal{G}_{j+1})\) (when \(L(X_{T_j}(j)), T_j \in S\)) or else it is \(\frac{1}{2} \mathcal{L}(X_d \circ \mu \mid \mathcal{F}_j, \mathcal{G}_{j+1}) + \frac{1}{2} \mathcal{L}(\tilde{X}^j_d \circ \mu \mid \mathcal{F}_j, \mathcal{G}_{j+1})\) (otherwise). In the second case, both conditional distributions have the same entropy, so the claim follows from the fact that \(p \rightarrow \text{ENT}(p)\) is convex and Jensen’s inequality. Since
\[
\text{ENT}(X_d \circ \mu \mid \tilde{\mathcal{F}}_j, \mathcal{G}_{j+1}) \leq \text{ENT}(X_d \circ \mu \mid \mathcal{F}_j, \mathcal{G}_{j+1})
\]
everywhere, equations (3.6), (3.10) and (3.11) imply that in order to verify (3.4), it is enough to show that
\[
\mathbb{E}(d(\mu^{-1}(j), \mu^{-1}(a(j)) \mid \mathcal{F}_j, \mathcal{G}_{j+1}) 1_A) \geq \frac{c}{\log n} \text{ENT}(\mu, j),
\]
(3.12)
for a universal constant \(c\).

Let \(\bar{U}\) be a uniform\((\{0, 1, \ldots, j - 1\})\) random variable which is independent of everything else. For \(l\) with \(0 \leq l < n\), define the random variable \(W_l = \mathbb{P}(\mu^{-1}(a(j)) = l \mid \mathcal{F}_j, \mathcal{G}_{j+1}) 1_A\). We claim that for \(l\) with \(0 \leq l < n\) we have
\[
\mathbb{E}(W_l \mid \mathcal{G}_{j+1}) = \mathbb{P}(A) \mathbb{P}(\mu^{-1}(\bar{U}) = l \mid \mathcal{G}_{j+1}).
\]
(3.13)
Before proving this, let us first show that the result follows from it. Note that equation (3.13) can be restated as follows. If \(v = \mathcal{L}(\mu^{-1}(a(j)) \mid \mathcal{F}_j, \mathcal{G}_{j+1})\),
\[
\mathbb{E}(v \mid \mathcal{G}_{j+1}, A) = \mathcal{L}(\mu^{-1}(\bar{U}) \mid \mathcal{G}_{j+1}).
\]
(3.14)
Now consider the quantity
\[
\mathbb{E}(d(\mu^{-1}(j), \mu^{-1}(a(j)) \mid \mathcal{F}_j, \mathcal{G}_{j+1}) 1_A \mid \mathcal{G}_{j+1}).
\]
(3.15)
Since \( \mathcal{F}_j \) and \( \mu \) are independent and \( \mathcal{G}_{j+1} \subset \sigma(\mu) \), Proposition 2.2 implies that the conditional distribution of \( \mu^{-1}(j) \) given \( \mathcal{G}_{j+1} \) is independent of \( \mathcal{F}_j \). That is, the first argument of \( d(\cdot, \cdot) \) in the quantity (3.15) is conditionally independent of \( \mathcal{F}_j \) given \( \mathcal{G}_{j+1} \). Furthermore, the conditional expectation of the second argument given \( \mathcal{G}_{j+1} \) and \( A \) is \( \mathcal{L}(\mu^{-1}(U) | \mathcal{G}_{j+1}) \). Note also that Proposition 2.3 implies that if \( W_1 \) and \( W_2 \) are random variables and \( \mathcal{H} \) is a sigma field that is independent of \( W_1 \), then \( \mathbb{E}(d(W_1, W_2 | \mathcal{H})) \geq d(W_1, W_2) \). It follows that

\[
\mathbb{E}(d(\mu^{-1}(j), \mu^{-1}(a(j)) | \mathcal{F}_j, \mathcal{G}_{j+1}) \mathbb{I}_A | \mathcal{G}_{j+1}) \geq d(\mu^{-1}(j), \mu^{-1}(\tilde{\mathcal{U}}) | \mathcal{G}_{j+1}) \mathbb{P}(A | \mathcal{G}_{j+1})
\]

\[
\geq \frac{1}{2} d(\mu^{-1}(j), \mu^{-1}(\tilde{\mathcal{U}}) | \mathcal{G}_{j+1}),
\]

(3.16)

where the last line holds because \( A \) is independent of \( \mathcal{G}_{j+1} \) and by Lemma 3.3. Let \( U \) be an independent uniform\((\{0, 1, \ldots, j\}) \) random variable. Note that \( \mathcal{L}(\mu^{-1}(U) | \mathcal{G}_{j+1}) \) can be written as a mixture as follows:

\[
\mathcal{L}(\mu^{-1}(U) | \mathcal{G}_{j+1}) = \frac{j}{j+1} \mathcal{L}(\mu^{-1}(\tilde{\mathcal{U}}) | \mathcal{G}_{j+1}) + \frac{1}{j+1} \mathcal{L}(\mu^{-1}(j) | \mathcal{G}_{j+1}).
\]

Thus convexity implies

\[
d(\mu^{-1}(j), \mu^{-1}(U) | \mathcal{G}_{j+1}) \leq \frac{j}{j+1} d(\mu^{-1}(j), \mu^{-1}(\tilde{\mathcal{U}}) | \mathcal{G}_{j+1}) + \frac{1}{j+1} d(\mu^{-1}(j), \mu^{-1}(j) | \mathcal{G}_{j+1})
\]

\[
= \frac{j}{j+1} d(\mu^{-1}(j), \mu^{-1}(\tilde{\mathcal{U}}) | \mathcal{G}_{j+1}).
\]

Since \( \frac{j}{j+1} < 1 \), we have

\[
d(\mu^{-1}(j), \mu^{-1}(\tilde{\mathcal{U}}) | \mathcal{G}_{j+1}) \geq d(\mu^{-1}(j), \mu^{-1}(U) | \mathcal{G}_{j+1}),
\]

and hence the quantity (3.16) is at least

\[
\frac{j}{2} d(\mu^{-1}(j), \mu^{-1}(U) | \mathcal{G}_{j+1}) \geq \frac{c}{2\log n} \text{ENT}(\mu^{-1}(j) | \mathcal{G}_{j+1})
\]

for a universal constant \( c \) by Lemma 2.5. Incorporating a factor of \( \frac{1}{2} \) into the constant \( c \) and then taking expectations gives

\[
\mathbb{E}(d(\mu^{-1}(j), \mu^{-1}(a(j)) | \mathcal{F}_j, \mathcal{G}_{j+1}) \mathbb{I}_A) \geq \frac{c}{\log n} \text{ENT}(\mu, j),
\]

which verifies (3.12) and completes the proof, assuming (3.13). It remains to verify (3.13). Recall that for \( l \) with \( 0 \leq l < n \), the random variable \( W_l \) is defined by

\[
W_l = \mathbb{P}(\mu^{-1}(a(j)) = l | \mathcal{F}_j, \mathcal{G}_{j+1}) \mathbb{I}_A.
\]

Note that

\[
W_l = \sum_{k<l} \mathbb{P}(\mu(l) = k, a(j) = k | \mathcal{F}_j, \mathcal{G}_{j+1}).
\]

(3.17)

Proposition 2.2 implies that since \( \sigma(X_d, T) \) and \( \mu \) are independent, and \( \mathcal{G}_{j+1} \subset \sigma(\mu) \), the random variable \( \mu(l) \) is conditionally independent of \( \sigma(X_d, T) \) given \( \mathcal{G}_{j+1} \). Furthermore, since both \( \sigma(a(j)) \) and \( \mathcal{F}_j \) are contained in \( \sigma(X_d, T) \), we have \( \sigma(\mathcal{F}_j, a(j)) \subset \sigma(X_d, T) \). Hence the quantity
(3.17) is
\[
\sum_{k<j} \mathbb{P}(\mu(l) = k \mid F_j, G_{j+1}, a(j) = k) \mathbb{P}(a(j) = k \mid F_j, G_{j+1}) \\
= \sum_{k<j} \mathbb{P}(\mu(l) = k \mid G_{j+1}) \mathbb{P}(a(j) = k \mid F_j, G_{j+1}) \\
= \sum_{k<j} \mathbb{P}(\mu(l) = k \mid G_{j+1}) \mathbb{P}(a(j) = k \mid F_j),
\]
(3.18)
where the first line follows from conditioning, the second line follows from the fact that \(\mu(l)\) is conditionally independent of \(\sigma(F_j, a(j))\) given \(G_{j+1}\), and the third line follows from Proposition 2.2, since \(a(j)\) is measurable with respect to \(\sigma(X_d, T)\), which is independent of \(G_{j+1}\), and \(F_j \subset \sigma(X_d, T)\). Taking the conditional expectation given \(G_{j+1}\) of the left-hand side of (3.17) and the right-hand side of (3.18) gives
\[
\mathbb{E}(W_l \mid G_{j+1}) = \sum_{k<j} \mathbb{P}(\mu(l) = k \mid G_{j+1}) \mathbb{E}(\mathbb{P}(a(j) = k \mid F_j) \mid G_{j+1}) \\
= \sum_{k<j} \mathbb{P}(\mu(l) = k \mid G_{j+1}) \mathbb{P}(a(j) = k) \\
= \mathbb{P}(A) \cdot \frac{1}{j} \sum_{k<j} \mathbb{P}(\mu(l) = k \mid G_{j+1}) \\
= \mathbb{P}(A) \mathbb{P}(\mu^{-1}(\tilde{U}) = l \mid G_{j+1}),
\]
(3.19)
where the second line holds because \(F_j\) is independent of \(G_{j+1}\), the third line follows from Lemma 3.3, and the last line holds because the sum in (3.19) is \(\mathbb{P}(\mu(l) < j \mid G_{j+1})\). This verifies (3.13).

\[ \square \]
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