Control Design for Inhomogeneous-Broadening Compensation in Single-Photon Transducers
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A transducer of single photons between microwave and optical frequencies can be used to realize quantum communication over optical fiber links between distant superconducting quantum computers. A promising scalable approach to constructing such a transducer is to use ensembles of quantum emitters interacting simultaneously with electromagnetic fields at optical and microwave frequencies. However, inhomogeneous broadening in the transition frequencies of the emitters can be detrimental to this collective action. In this paper, we utilize a gradient-based optimization strategy to design the temporal shape of the laser field driving the transduction system to mitigate the effects of inhomogeneous broadening. We study the improvement of transduction efficiencies as a function of inhomogeneous broadening in different single-emitter cooperativity regimes and correlate it with a restoration of super-radiance effects in the emitter ensembles. Furthermore, to assess the optimality of our pulse designs, we provide certifiable bounds on the design problem and compare them to the achieved performance.
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I. INTRODUCTION

Current superconducting quantum systems are able to achieve nontrivial quantum-computational tasks [1] and connecting them as nodes of a quantum internet can realize scalable, distributed quantum computing [2]. Since superconducting quantum systems operate at microwave frequencies, there are technological restrictions to directly connecting distant systems. Commercial microwave cables are dominated by thermal noise at room temperature and hence cause huge loss over long distances. On the other hand, cryocooled superconducting transmission lines are low loss but limited to short distances [3]. Optical photons are better “flying” qubits; they can be transmitted with low loss over long distances through optical fibers. To connect superconducting quantum systems, there is a necessity to realize coherent transduction systems that can convert photons coherently and bidirectionally between microwave and optical frequencies.

Many approaches have been proposed to construct such transducers [4,5]. Microwave-to-optical transducers couple fields oscillating at the respective frequencies through a nonlinear medium that can be driven externally to bridge the gap between these frequency regimes. The different types of nonlinear media that have been studied so far are, electro-optic materials [6–11], magnon modes [12–14], optomechanical systems [15–29], and broadly, ensembles of atomic systems [30–45].

Solid-state emitters (like color centers in diamond and silicon carbide and rare-earth ions doped in crystals) can have transitions coupling to both microwave and optical fields. They provide an attractive platform for implementing transducers owing to the possibility of integration with superconducting quantum systems [46,47] and scalability afforded by rapidly developing nanofabrication techniques [48–50]. However, single defects are often only weakly coupled to the microwave and optical fields, leading to low transduction efficiencies. An approach to overcoming this limitation is to use ensembles of such emitters coupling to the same microwave and optical channels—the coupling strength is then enhanced proportionally to the number of emitters as a consequence of the formation of a collective super-radiant state of the emitters [51–56].

In practical devices, emitters do not have identical resonant frequencies [57–59]—this inhomogeneous broadening in the resonant frequencies prohibits the formation of a collective super-radiant state and lowers the transduction efficiencies. However, the temporal shape of the lasers driving the emitter ensembles can be experimentally tuned—this opens up the possibility of using quantum control techniques to compensate for inhomogeneous broadening in the emitter ensemble, restore super-radiance, and improve transduction efficiencies.

Quantum control techniques have traditionally been employed to control the state of quantum systems [60,61]
like ions \cite{62,63}, atoms \cite{64–66}, superconducting qubits \cite{67–69}, and solid-state emitters \cite{70,71}. Furthermore, several previous works have also applied quantum control techniques for addressing inhomogeneous ensembles for various quantum technology applications. However, most of these previous results consider an inhomogeneous noninteracting ensemble, in which case the system can be effectively analyzed with the density matrix of a single emitter obtained by averaging the individual inhomogeneous emitter trajectories. Several results related to controllability of such systems have been previously provided \cite{72–75}, together with analytical \cite{76–82} and numerical techniques \cite{75,83–97} to discover optimal controls. The problem of restoring super-radiance in an inhomogeneous ensemble is distinct from the settings considered in these works in two key aspects—first, we must necessarily account for the collective interaction between the different emitters mediated by the optical and microwave fields by considering the state of the entire ensemble while designing the optimal control. Second, the model that we use is severely limited in terms of the control parameters available—we do not assume that each emitter is individually accessible as practical experimental setups can only easily apply a single control signal across all the emitters.

Our approach to solving this design problem is to use a time-dependent scattering theory framework \cite{98} to pose the problem of inhomogeneity compensation as a control problem—this framework not only allows us to account for the collective interaction between the emitters as mediated by the optical and microwave fields, but also account for properties of the emitted and absorbed photons in the resulting quantum control problem. For the emitter based transduction system, we solve the resulting control problem using a gradient-based optimization algorithm to demonstrate an order of magnitude improvement in the transduction efficiencies. Furthermore, to assess the optimality of the resulting solution, we calculate provable upper bounds on the transduction efficiencies achievable
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**FIG. 1.** (a) Schematic of a three-level system ensemble-based transducer device. (b) Scaling of transduction efficiency with increasing number \((N)\) of three-level systems in a homogeneous ensemble for different cooperativities \(C\) (we keep \(\gamma\) fixed and change \(\Gamma\) to vary cooperativity). (c) Decrease in the transduction efficiency through randomly inhomogeneously broadened ensembles of \(N = 10\) emitters with increasing inhomogeneous broadening \(\Delta\) for different cooperativities \(C\). For each value of the inhomogeneous broadening \(\Delta\), 100 randomly broadened ensembles are created by sampling the emitter detunings \(\delta^{(i)}_{\text{opt}}, \delta^{(i)}_{\text{em}}\) from a Gaussian distribution with standard deviation equal to \(\Delta\). Each plot point corresponds to the mean over the 100 ensembles with inhomogeneous broadening equal to the corresponding value of \(\Delta\) and the shaded regions represent the standard deviation. (d) Transduction spectra of ensembles \((N = 10, \ C = 0.1)\) with varying inhomogeneous broadening \(\Delta\).
by designing the temporal shape of the laser drive. Our work is closely related to, but distinct from Ref. [66] wherein a similar framework was used to design quantum controls for mediating interactions between ensembles of emitters with controllable transition frequencies to implement quantum memories.

II. RESULTS

The transducer model being considered in this paper is schematically depicted in Fig. 1(a). The emitter ensemble, with each emitter considered to be a three-level system, is coupled to microwave and optical modes with coupling operators $L_\mu$ and $L_{opt}$, respectively, where

$$L_\mu = \sum_{i=1}^{N} \sqrt{\gamma_\mu} \sigma^i_\mu$$
$$L_{opt} = \sum_{i=1}^{N} \sqrt{\gamma_{opt}} \sigma^i_{opt}. \quad (1)$$

Here, $\gamma_\mu$ and $\gamma_{opt}$ are the decay rates of the emitters into the microwave and optical modes, respectively, $N$ is the number of emitters in the ensemble, and $\sigma^i_\mu$ and $\sigma^i_{opt}$ are the lowering operators for transitions of the $i$th emitter in the ensemble. In addition to coupling to the optical and microwave modes, each emitter can also decay into additional loss channels, modeling unwanted radiative and nonradiative losses, with decay rates $\Gamma_\mu$ and $\Gamma_{opt}$ from the excited states $|e^i_\mu\rangle$ and $|e^i_{opt}\rangle$, respectively. Furthermore, the transition between the two excited states is driven by a laser with envelope $\Omega(t)$.

For emitter ensembles formed out of identical emitters, the transduction efficiency is determined by the cooperativity of the individual transitions, $C_\mu = \gamma_\mu / \Gamma_\mu$ for microwave and $C_{opt} = \gamma_{opt} / \Gamma_{opt}$ for optical, as well as the number of emitters. We assume $\gamma_\mu = \gamma_{opt} = \gamma$, $\Gamma_\mu = \Gamma_{opt} = \Gamma$, and $C_\mu = C_{opt} = C = \gamma / \Gamma$ in our simulations for simplicity of analysis. Figure 1(b) shows the transduction efficiency of this system as a function of the number of emitters for different emitter cooperativities—due to the formation of a collective super-radiant state between the different emitters, this efficiency asymptotically reaches 1 on increasing the number of emitters. Furthermore, the number of emitters needed to obtain high efficiency increases with a decrease in the cooperativity of the individual emitters. We point out that for high microwave and optical cooperativities, near unity transmissions can be obtained with a single emitter and consequently it is unnecessary to use emitter ensembles. We thus focus on low cooperativity emitters in the remainder of this paper.

On introducing inhomogeneous broadening into the emitter frequencies, the efficiency of the transduction system decreases [Fig. 1(c)]—for large inhomogeneous broadening, the emitters do not form a collective super-radiant mode and the transduction spectrum simply comprises of the individual transduction spectra of the emitters in the ensemble [Fig. 1(d)].

Since the laser pulse $\Omega(t)$ couples the microwave and optical transitions, we expect that unwanted variations in the transition frequencies can be compensated for by modulating the temporal form of this laser. However, in practical transduction systems, it is difficult to address individual emitters with separate lasers and consequently any modulation of $\Omega(t)$ impacts all the emitters. This makes designing the laser pulses difficult and calls for an...
application of numerical optimization techniques. We thus pose its design as maximizing the total power obtained in the optical mode when the emitter ensemble is excited with a single photon in the microwave mode:

$$\max_{\Omega(t)} \int_{-\infty}^{\infty} dt \ |a_{\text{opt}}(t)|^2$$

subject to

$$i \frac{d|\psi_e(t)|}{dt} = H_{\text{eff}}[\Omega(t)]|\psi_e(t)| + a_\mu(t)L^\dagger_\mu|G\rangle,$$

$$a_{\text{opt}}(t) = -i(G)L_{\text{opt}}|\psi_e(t)|.$$  \hspace{1cm} (2)$$

where the time-domain wavepackets of the single microwave input photon and optical output photon are described by $a_\mu(t)$ and $a_{\text{opt}}(t)$, respectively, $|\psi_e\rangle$ is the state of the emitters in the ensemble, $|G\rangle$ is the ground state of the ensemble, and $H_{\text{eff}}[\Omega]$ is the non-Hermitian effective Hamiltonian of the system when all the emitters are uniformly driven by a laser with amplitude $\Omega$. We point out that the constraints are simply the input-output equations describing the dynamics of the transduction process under excitation with a single photon [98,100,101]—details of their derivation can be found in Appendix A. Furthermore, since experimentally realizable laser pulses will be band limited, we parametrize $\Omega(t)$ as a finite sum of harmonics,

$$\Omega(t) = \sum_{n=0}^{N_h} \Omega_n \cos(n\omega_0 t + \phi_n),$$  \hspace{1cm} (3)$$

consequently constraining its bandwidth to be $N_h\omega_0$. The design problem (2), can be solved using off-the-shelf gradient-based local optimizers. The gradient of the objective function problem (2), with respect to the parameters $\Omega_n, \phi_n$ can be computed using the time-domain adjoint variable method [102,103] (details available in Appendix E).

As an example, we consider a transduction system with $N = 10$ inhomogeneous emitters excited with a single microwave photon with a Gaussian spectrum. Figure 2(a) shows the spectrum of the input photon, with the dashed lines depicting the resonant frequencies of the transduction spectra of the individual emitters. Given its narrow bandwidth, we expect the input photon to effectively interact only with a single emitter, leading to a low transduction efficiency comparable to what can be achieved by using just one emitter instead of many. The optimized drive obtained on solving problem (2) is depicted in Fig. 2(b)—as can be seen from Fig. 2(c), the transduction spectrum in the presence of the optimized drive shows improvement relative to the one with constant (unoptimized) drive.

Statistical studies of performance of the optimization procedure for different sets of emitter frequencies is shown in Fig. 3. Figure 3(a) shows the optimized transduction efficiencies and Fig. 3(b) shows the improvement in the transduction efficiencies. We observe that the improvements are larger at higher inhomogeneous broadening. Furthermore, the cooperativities of the emitters set a limit on improvement that can be obtained by shaping the laser pulse—as can be seen from Fig. 3(b), the improvements are generally smaller for lower cooperativities.

While it is intuitively expected that improvement in transduction efficiency with the application of an optimized drive is due to recovery of super-radiance, this
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FIG. 3. Optimized drives counteracting inhomogeneous broadening. (a) Transduction efficiency and (b) improvement in the transduction efficiency through randomly inhomogeneously broadened ensembles of $N = 10$ emitters with increasing inhomogeneous broadening for different cooperativities $C$ when the optimized drives are applied. For each $\Delta$, optimized drives are designed for each of the same 100 randomly generated ensembles with inhomogeneous broadening equal to $\Delta$ as used in Fig. 1(c). Before running the optimizations, for each ensemble, the input photon is frequency-shifted to match the highest peak of the unoptimized transduction spectrum. Also, the initial condition for the optimization is $\Omega(t) = (N\gamma + \Gamma)/2$, which is a constant drive that maximizes the transduction efficiency through a homogeneous ensemble with the same decay rates (see Appendix C). Improvement is defined as the ratio of the efficiencies with and without the optimized drive applied. Each plot point corresponds to the mean over the 100 ensembles with inhomogeneous broadening equal to the corresponding value of $\Delta$ and the shaded regions represent the standard deviation.
can be made more concrete by studying the Floquet eigenstates of the optimized (time-dependent) effective Hamiltonian. The “super-radiance” in an eigenstate $|\phi\rangle$ of the propagator over one time period of the effective Hamiltonian, can be quantified with the metric,

$$ f[|\phi\rangle] = \frac{2}{N\sqrt{\gamma_{\mu}\gamma_{\text{opt}}}} |\langle G|L_{\text{opt}}|\phi\rangle\langle\phi|L_{\mu}^\dagger|G\rangle| .$$

(4)

For a homogeneous ensemble, the metric is 1 for two eigenstates formed by the drive-induced hybridization of super-radiant states corresponding to the microwave and optical transitions. Furthermore, it is 0 for the remaining eigenstates since they are subradiant and dark. Since the eigenstates for an inhomogeneous ensemble are not perfectly super-radiant or subradiant, their corresponding metric lies between 0 and 1 and quantifies the extent of their subradiant or super-radiant character. Figure 4(a) indicates that an application of the optimized drive statistically increases the value of this metric, indicating partial recovery of superradiance. The density plots in Figs. 4(b)–4(d) show the distribution of the super-radiance metric of the eigenstates of an inhomogeneously broadened ensemble.

The results discussed above indicate that pulse shaping the laser can be used to improve the performance of transduction systems. However, the optimized laser pulses can only be computed if the emitter frequencies are known. For systems with a large number of emitters, such characterization might not be practical at scale and it would be desirable to find an optimized pulse, that is robust to the specific frequencies of the emitters and depends only on their distribution. To design such a laser pulse, we modify the optimization problem (2), to

$$\max_{\Omega(t)} \frac{1}{N_s} \sum_{n=1}^{N_s} \int_{-\infty}^{\infty} dt \left| a_{\text{opt}}^{(n)}(t) \right|^2$$

subject to

$$i\frac{d\psi_e^{(n)}(t)}{dt} = H_e^{(n)} [\Omega(t)] |\psi_e^{(n)}(t)\rangle + a_{\mu}(t)L_{\mu}^\dagger |G\rangle,$$

$$a_{\text{opt}}^{(n)}(t) = -i(G|L_{\text{opt}}|\psi_e^{(n)}(t)), $$

(5)

FIG. 4. (a) Comparison of the super-radiance metric for ensembles with inhomogeneous broadening $\Delta = 200 \gamma$ with and without optimized drives applied (data for optimized and unoptimized cases are dodged in the plot for visual clarity). After generating the optimized drives used in Fig. 3, we compute the metric for all eigenstates of each of the 100 random ensembles with inhomogeneous broadening $\Delta = 200 \gamma$ by numerically diagonalizing the propagator over one time period of the effective Hamiltonian. Each plot point and associated error bars correspond to the mean and standard deviation (over the collection of ensembles with $\Delta = 200 \gamma$) of the maximum value of the super-radiance measure $f[|\phi\rangle]$ over all Floquet eigenstates $|\phi\rangle$. The dashed line denotes the same for a homogeneous ensemble. As we increase $\Gamma$ to decrease the cooperativity, the metric is larger on average in the unoptimized case. We attribute this to the simultaneous increase in the unoptimized drive $\Omega(t) = (N\gamma + \Gamma)/2$ overshadowing the constant inhomogeneous broadening $\Delta = 200 \gamma$ (see Appendix D). (b),(c),(d) Density plots (obtained by kernel density estimation using Gaussian kernels [104]) of the super-radiance measure for eigenstates of the 100 ensembles with inhomogeneous broadening $\Delta = 200 \gamma$, (b) $C = 0.01$, (c) $C = 0.1$, (d) $C = 1$. 
where we generate \( N_s \) inhomogeneous emitter samples from the same inhomogeneous broadening distribution and find a laser pulse \( \Omega(t) \) that optimizes the average transduced power over all the samples. The superscript over a quantity in problem (5) indicates that the quantity is computed for a specific sample. We design such a drive, shown in Fig. 5(a), for a training set of \( N_s = 100 \) random ensembles with inhomogeneous broadening \( \Delta = 200 \gamma \) and with the input photon being incident at the resonance of a homogeneous ensemble. Figure 5(b) shows the resulting improvement in transduction efficiency from applying the optimized drive to a test set of 100 random ensembles that are generated from the same inhomogeneous broadening distribution, independently of the training set. While there is significant improvement over the unoptimized case, we point out that simply shifting the spectrum of the input photon without shaping the driving laser pulse results in similar improvements. Therefore, it is not expected that this optimized drive is restoring superradiance in the emitter ensemble, rather it is effectively matching the resonance of the transduction spectrum to the input photon in a manner robust to the specific emitter frequencies. This could still be technologically useful since this optimized drive is agnostic to the specific emitter frequencies, thus obviating the need to characterize the emitter resonances. Furthermore, if many transducers are to be operated simultaneously, experimentally realizing and supplying drives customized to each transducer can be challenging to scale—having a common, uncustomized drive would solve this problem.

Finally, we address the question about the optimality of the laser pulses calculated using the gradient-based optimization algorithm. Since the optimization problem (2), is nonconvex, we can only solve it locally and calculating the solution globally will likely be hard. However, one method to assess how close the laser pulses obtained above are to the globally optimal solution is to calculate upper bounds on the achievable transduction efficiency and compare it to the locally optimized results.

The physically motivated idea behind calculating such an upper bound is to note that the efficiency is limited by the amplitude of the emitters in their excited state while interacting with the input photon, as well as the time that the emitters spend in the excited state. More rigorously, in the presence of the incident single-photon wavepacket as well as a decay of the excited state, the time-integrated norm of the excited-state amplitude \( |\psi_e(t)\rangle \) cannot be arbitrarily high. Consequently, an upper bound on the transduction efficiency can be obtained by simply maximizing the emitted photon energy as only constrained by this norm, which translates to solving the following optimization problem:

\[
\begin{align*}
\text{max}_{\Omega(t)} & \quad \int_{-\infty}^{\infty} |a_{\text{opt}}(t)|^2 dt \\
\text{subject to} & \quad \int_{-\infty}^{\infty} \| |\psi_e(t)\rangle - |\psi_{e,0}(t)\rangle \|^2 dt \leq \varepsilon
\end{align*}
\]

where \( |\psi_{e,0}(t)\rangle \) is a reference state, \( \| \cdot \|^2 \) denotes the \( L_2 \) norm, and \( \varepsilon \) is a parameter that can be considered as the

![FIG. 5. Transduction efficiency improvement with uncustomized optimization. (a) Amplitudes of the frequency components comprising the uncustomized drive. (b) Density plots of the transduction efficiency through 100 ensembles (test set) with \( \Delta = 200 \gamma \), \( C = 0.1 \) for three cases—(green) no optimized drive is applied and the input photon is fixed at the resonance of a homogeneous ensemble, (orange) no optimized drive is applied but the input photon is frequency shifted to match the highest peak of the unoptimized transduction spectrum for each inhomogeneous ensemble, and (blue) the uncustomized optimized drive is applied and the input photon is fixed at the resonance of a homogeneous ensemble.](image)
We point out that since by construction $\epsilon$ provides an upper bound on the integrated norm of the difference of the excited state from the reference state for all allowed laser pulses, the optimization problem (6), is a relaxation of the original nonconvex optimization problem [problem (2)]. Therefore, the solution of problem (6) provides an upper bound to the (global) solution of problem (2).

Problem (6) is a quadratically constrained quadratic program and bounds on its optimal value can be calculated by using the principle of Lagrangian duality [105,106] (see Appendix F). However, computing $\epsilon$, which is required to solve problem (6), again requires solving a nonconvex problem [problem (7)]. In order to get around this issue, as outlined in Appendix F, we construct a provable upper bound, $\epsilon_c$, on $\epsilon$, which can also be used together with problem (6) to obtain an upper bound on the transduction efficiency. We point out that this bound will be looser than the one obtained on using $\epsilon$, i.e., the tighter the bound on the norm of the excited state, the better the bound on the transduction efficiency.

Figure 6 shows numerical studies of the upper bounds calculated on the transduction efficiency together with its comparison with the locally optimized results. In our numerical studies, we solve problem (6) to compute both a certifiable bound, which uses the upper bound $\epsilon_c$ on $\epsilon$, and a heuristic bound calculated with only locally optimal solutions of problem (7). We observe that, as physically expected, the bounds decrease on average with increasing inhomogeneous broadening and are higher for higher cooperativities. Furthermore, the optimized transduction efficiencies are within an order of magnitude of the bound, which provides us with an estimate of the performance of the optimization method used in the paper.

III. DISCUSSION

In this paper, we use gradient-based inverse design of the temporal shape of the driving field as a technique to compensate for the effects of inhomogeneous broadening to help realize more efficient transducers. We demonstrate that optimized driving fields can lead to improvement in transduction efficiencies and show that this improvement can be correlated with restoration of super-radiant effects. Finally, to characterize the limits of the performance of time-dependent drives obtained by optimization-based design, we calculate upper bounds on optimal transduction efficiencies.

Our design method is applicable to different physical platforms including color centers or rare-earth ions in solid-state hosts. The techniques used in this paper can be extended to ensembles that are orders of magnitude larger by frequency binning the randomly distributed transition frequencies [107]. We explore this direction in future work. In some physical systems the transition frequencies of the...
emitters can be modulated (for, e.g., via Stark effect in VSi centers in SiC). Previous research [108] has shown that direct modulation of the transition frequencies can also be used to compensate for inhomogeneous broadening in a cavity-QED setting. We anticipate that optimization-based design for transducers can also be applied with the direct modulation as the degree of freedom instead of the driving field.

Regarding experimental implementation of our design method, pulse shaping of the laser drive should be achievable by using a commercial electro-optic intensity modulator—we assume in our simulations that the highest harmonic component in the drive has a frequency of 1 GHz ($\gamma = 10$ MHz). The experimental feasibility of designing photon emission and scattering properties by time-modulating solid-state emitters has been demonstrated before [108–110], albeit with modulation methods different from a laser drive.

IV. METHODS

A. Simulations

We discretize the input-output equations [the constraints in problem (2)] in time and simulate the dynamics to calculate the transduction efficiency using finite-difference methods. For the customized case, i.e., when the drive is designed for a specific ensemble, we use the L-BFGS-B optimization algorithm. We employ the stochastic optimization algorithm Adam [111] to design the uncustomized driving field.
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APPENDIX A: INPUT-OUTPUT EQUATIONS

The Hamiltonian describing the ensemble is

$$H_{\text{sys}}[\mathcal{O}(t)] = \sum_{i} \left[ \delta_{\mu} I_{\mu}^{i} I_{\mu}^{i} + \delta_{\text{opt}} I_{\text{opt}}^{i} I_{\text{opt}}^{i} \right]$$

$$+ \sum_{i} \mathcal{O}(t)(I_{\mu}^{i} I_{\text{opt}}^{i} + \text{H.c.}), \quad (A1)$$

where the transition operators $\sigma_{\mu,\text{opt}}^{i}$ are defined in the main text. We point out that the laser field is actually $\mathcal{O}(t) e^{i\omega_{L}t}$, where $\omega_{L}$ is the central frequency. The Hamiltonian in Eq. (A1) is obtained by going into a rotating frame to remove the term oscillating at $\omega_{L}$ from the drive.

The Hamiltonian of the entire system, i.e., the microwave and optical waveguide modes together with the ensemble is

$$H = -i \int dx \left( a_{\mu,x}^{\dagger} \frac{\partial}{\partial x} a_{\mu,x} + a_{\text{opt},x}^{\dagger} \frac{\partial}{\partial x} a_{\text{opt},x} \right)$$

$$+ \left( a_{\mu,x=0}^{\dagger} L_{\mu} + \text{H.c.} \right) + \left( a_{\text{opt},x=0}^{\dagger} L_{\text{opt}} + \text{H.c.} \right) + H_{\text{sys}}, \quad (A2)$$

where $a_{\mu,x}$ and $a_{\text{opt},x}$ are the spatial annihilation operators for the microwave and optical waveguide modes, respectively, [98] and the coupling operators $L_{\mu}$ and $L_{\text{opt}}$ are defined in the main text. The terms in Eq. (A2) with the operators $L_{s}$ where $s \in \{\mu, \text{opt}\}$ represent the ensemble-waveguide interaction.

We define the number operator,

$$N_{\nu} = \int dx \left( a_{\mu,x}^{\dagger} a_{\mu,x} + a_{\text{opt},x}^{\dagger} a_{\text{opt},x} \right)$$

$$+ \sum_{i=1}^{N} \left( \sigma_{\mu}^{i} \sigma_{\mu}^{i} + \sigma_{\text{opt}}^{i} \sigma_{\text{opt}}^{i} \right), \quad (A3)$$

which commutes with the Hamiltonian $H$. We consider an initial state with a single photon in the microwave waveguide mode. Thus, the state of the whole system is restricted to the single-excitation subspace at all times, and we assume the following ansatz for the state at time $t$ in the Schrödinger picture:

$$|\psi(t)\rangle = \int dx \alpha(x,t) a_{\nu,x}^{\dagger} |\text{vac}\rangle \otimes |G\rangle \otimes |\text{vac}\rangle + |\text{vac}\rangle$$

$$\otimes |\psi_{e}(t)\rangle \otimes |\text{vac}\rangle + |\text{vac}\rangle \otimes |G\rangle \otimes$$

$$\int dx \beta(x,t) a_{\nu,x}^{\dagger} |\text{vac}\rangle, \quad (A4)$$

where $|\text{vac}\rangle$ is the vacuum state of a waveguide mode and $|G\rangle = \bigotimes_{i=1}^{N} |g\rangle$ is the ground state of the ensemble.

Given this ansatz, Schrödinger’s equations for the system are

$$i \frac{d}{dt} |\psi_{e}(t)\rangle = H_{\text{sys}}|\psi_{e}(t)\rangle + \alpha(0,t) L_{\mu}^{\dagger} |G\rangle$$

$$+ \beta(0,t) L_{\text{opt}}^{\dagger} |G\rangle, \quad (A5)$$

$$\frac{\partial}{\partial t} \alpha(x,t) = -\frac{\partial}{\partial x} \alpha(x,t) - i \delta(x) \langle G|L_{\mu} |\psi_{e}(t)\rangle, \quad (A6)$$

$$\frac{\partial}{\partial t} \beta(x,t) = -\frac{\partial}{\partial x} \beta(x,t) - i \delta(x) \langle G|L_{\text{opt}} |\psi_{e}(t)\rangle, \quad (A7)$$
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Solving Eqs. (A6) and (A7) for $\alpha (0, t)$ and $\beta (0, t)$,
\[
\alpha (0, t) = a_{\mu} (t) - \frac{i}{2} \langle G | L_{\mu} | \psi_e (t) \rangle, \tag{A8}
\]
\[
\beta (0, t) = -\frac{i}{2} \langle G | L_{opt} | \psi_e (t) \rangle, \tag{A9}
\]
where $a_{\mu} (t) = \lim_{t_0 \rightarrow -\infty} \alpha (t_0 - t, t_0)$ describes the time-domain wavepacket of the input photon in the microwave waveguide mode. Similarly, $a_{opt} (t) = \lim_{t_1 \rightarrow -\infty} \beta (t_1 - t, t_1)$ describes the time-domain wavepacket of the output photon in the optical waveguide mode. From the solution of Eq. (A7) we have
\[
a_{opt} (t) = -i \langle G | L_{opt} | \psi_e (t) \rangle. \tag{A10}
\]
Substituting Eqs. (A8) and (A9) into Eq. (A5), we have
\[
\frac{d}{dt} \psi_e (t) = \left( H_{sys} - \frac{i}{2} L_{\mu} | G \rangle \langle G | L_{\mu} - \frac{i}{2} L_{opt} | G \rangle \langle G | L_{opt} \right) \times \langle G | \psi_e (t) \rangle + a_{\mu} (t) L_{\mu}^\dagger | G \rangle.
\]
\[\frac{d}{dt} \psi_e (t) = \left( H_{sys} - \frac{i}{2} L_{\mu} L_{\mu} - \frac{i}{2} L_{opt} L_{opt} \right) | \psi_e (t) \rangle + a_{\mu} (t) L_{\mu}^\dagger | G \rangle. \tag{A11}
\]
We point out that $L_{\mu} L_{\mu} = | G \rangle \langle G | L_{\mu}^\dagger = | G \rangle \langle G |$, where $s \in \{ \mu, opt \}$ and $P_e$ is the projector onto the excited-state space spanned by $\{ | e_\mu \rangle, | e_{opt} \rangle : i \in \{ 1, \ldots, N \} \}$. Thus, Eq. (A11) can be rewritten as
\[
\frac{d}{dt} \psi_e (t) = \left( H_{sys} - \frac{i}{2} L_{\mu} L_{\mu} - \frac{i}{2} L_{opt} L_{opt} \right) | \psi_e (t) \rangle + \sigma_{\mu} (t) L_{\mu}^\dagger | G \rangle.
\]
\[\frac{d}{dt} \psi_e (t) = H_{eff} | \psi_e (t) \rangle + \sigma_{\mu} (t) L_{\mu}^\dagger | G \rangle, \tag{A12}
\]
where
\[
H_{eff} | \psi_e (t) \rangle = \left[ H_{sys} | \psi_e (t) \rangle - \sum_i \left( \frac{i}{2} \sigma_{i}^\dagger \sigma_i^\dagger \right) | \psi_e (t) \rangle \right] - i \frac{1}{2} \sum_i \sigma_{i}^\dagger L_{\mu} - i \frac{1}{2} \sum_i \sigma_{opt}^\dagger L_{opt}.
\]
\[
H_{eff} [\Omega (t)] = \left[ H_{sys} [\Omega (t)] - \sum_i \left( \frac{i}{2} \sigma_{i}^\dagger \sigma_i^\dagger - \frac{i}{2} \sigma_{opt}^\dagger \sigma_{opt}^\dagger \right) - i \frac{1}{2} \sum_i \sigma_{i}^\dagger L_{\mu} - i \frac{1}{2} \sum_i \sigma_{opt}^\dagger L_{opt} \right]. \tag{A14}
\]
Equations (A13) and (A10) (upto a phase factor of $i$) are the input-output equations used in our simulations.

**APPENDIX B: INHOMOGENEOUS BROADENING AND TRANSDUCTION EFFICIENCY**

We study how collective action of the emitters can be used to boost the effective cooperativity. For a homogeneous ensemble of size $N$, we define the operator-valued vectors,
\[
\Sigma_{\mu} = \begin{pmatrix} \sigma_{\mu}^1 \\ \vdots \\ \sigma_{\mu}^N \end{pmatrix}, \quad \Sigma_{opt} = \begin{pmatrix} \sigma_{opt}^1 \\ \vdots \\ \sigma_{opt}^N \end{pmatrix}.
\]
Next, we consider a change of basis through the action of a $N \times N$ unitary matrix $V$ on the vectors defined above.
\[
S_{\mu} = V \Sigma_{\mu} = \begin{pmatrix} S_{\mu,1} \\ \vdots \\ S_{\mu,N} \end{pmatrix}, \quad S_{opt} = V \Sigma_{opt} = \begin{pmatrix} S_{opt,1} \\ \vdots \\ S_{opt,N} \end{pmatrix}.
\]
The transformation $V$ is defined such that
\[
S_{\mu,1} = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \sigma_{i}^\mu, \quad S_{opt,1} = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \sigma_{i}^opt.
\]
After the transformation, and assuming that $\gamma_{\mu} = \gamma_{opt} = \gamma$, $\Gamma_{\mu} = \Gamma_{opt} = \Gamma$, the effective Hamiltonian becomes
\[
H_{eff} = \left[ \left( \delta_{\mu} - \frac{i}{2} \Gamma \right) S_{\mu}^\dagger S_{\mu} + \left( \delta_{opt} - \frac{i}{2} \Gamma \right) S_{opt}^\dagger S_{opt} \right]
\]
\[+ \Omega (S_{\mu}^\dagger S_{opt} + H.c.) - i N \gamma S_{\mu,1}^\dagger S_{opt,1}.
\]
\[\frac{i N \gamma}{2} S_{opt,1}^\dagger S_{opt,1}, \tag{B3}
\]
where $S_{\mu}^\dagger S_{\mu'} := \sum_{i=1}^{N} S_{s,i}^\dagger S_{s',i}$ for $s, s' \in \{ \mu, opt \}$. It can be seen from Eq. (B3) that the effective Hamiltonian is diagonal in the basis $B$
\[
B = \{ S_{\mu,1}^\dagger | G \rangle, S_{\mu,2}^\dagger | G \rangle, \ldots, S_{\mu,N}^\dagger | G \rangle, S_{opt,1}^\dagger | G \rangle, S_{opt,2}^\dagger | G \rangle, \ldots, S_{opt,N}^\dagger | G \rangle \}, \tag{B4}
\]
where $S_{s,j}^\dagger := (S_{s,j}^\dagger + S_{opt,j}^\dagger) / \sqrt{2}$ and $S_{s,j}^\dagger := (S_{s,j}^\dagger - S_{opt,j}^\dagger) / \sqrt{2}$. It is apparent that, in the diagonal basis, there are only two bright states $\{ S_{\mu,1}^\dagger | G \rangle, S_{\mu,2}^\dagger | G \rangle \}$; the other states do not couple to the waveguides due to orthogonality. The effective coupling rates of the bright states are enhanced by $N$ times too. As the effective cooperativity scales linearly with the size of the ensemble, the maximum possible transduction efficiency should increase concurrently. For ensembles that are large enough, the
maximum possible transduction efficiency should saturate to unity.

In the presence of inhomogeneous broadening, the advantage from scaling the number of emitters vanishes.

The basis advantage from scaling the number of emitters vanishes.

The maximum possible transduction efficiency should saturate
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maximum possible transduction drops to values corresponding to only a single emitter.

APPENDIX C: MAXIMIZING TRANSDUCTION EFFICIENCY THROUGH A HOMOGENEOUS ENSEMBLE

For a homogeneous ensemble, as there are only two bright states \( \{ S_{\pm,1}^t |G, S_{\pm,1}^\dagger |G \} \) that couple to the waveguides, the ensemble can be equivalently considered to be a single emitter system with the coupling rates to the waveguides enhanced by \( N \). The effective Hamiltonian of the equivalent single-emitter system is

\[
H_{\text{eq}} = \left( \frac{i(\mu + N\gamma)}{2} \right) S_{\mu,1}^t S_{\mu,1} + \left( \frac{i(\Gamma + N\gamma)}{2} \right) \times S_{\text{opt},1}^t S_{\text{opt},1} + \Omega (S_{\mu,1}^t S_{\text{opt},1} + \text{H.c.}).
\]

The transduction spectrum \( \tau(\omega) \) through this system is given by [98]

\[
\tau(\omega) = \sum_{\sigma = \{+,-\}} \frac{\langle G | L_{\text{opt}}^\dagger S_{\sigma,1}^t |G \rangle \langle G | S_{\sigma,1}^\dagger L_{\text{opt}} |G \rangle}{\omega - E_{\sigma,1}},
\]

(C2)

where \( E_{\pm,1} \) are the eigenvalues of \( H_{\text{eq}} \).

Assuming \( \delta_\mu = \delta_{\text{opt}} = 0 \), Eq. (C2) leads to

\[
|\tau(\omega)| = \frac{N\gamma\Omega}{(\omega - E_{+1})(\omega - E_{-1})},
\]

(C3)

where \( E_{\pm,1} = \{-(i(\Gamma + N\gamma)/2) + \Omega \} \). For \( |\Omega| \leq (N\gamma + \Gamma)/2 \), \( |\tau(\omega)| \) peaks at \( \omega = 0 \), with

\[
|\tau(0)| = \frac{N\gamma\Omega}{\Omega^2 + \left(\frac{N\gamma + \Gamma}{2}\right)^2}.
\]

(C4)

Hence, \( |\tau(0)| \) is maximized when \( \Omega = (N\gamma + \Gamma)/2 \) and in that case, \( |\tau(0)| = (N\gamma + \Gamma)/2 \).

We point out that when \( |\Omega| \gg (N\gamma + \Gamma)/2 \), the transduction spectrum has two peaks at frequency approximately equal to \( \pm\Omega \), with \( |\tau(\pm\Omega)| = (N\gamma)/\Gamma + N\gamma \). As high drive strengths can be experimentally undesirable, we use the constant drive of least strength that maximizes the transduction efficiency, i.e., \( \Omega = (N\gamma + \Gamma)/2 \), as the benchmark against which the optimized drives are judged.

APPENDIX D: HYBRIDIZATION OF EIGENSTATES OF A HOMOGENEOUS ENSEMBLE WITH THE INTRODUCTION OF INHOMOGENEITY

Consider the following separation of the effective Hamiltonian of an inhomogeneous ensemble into a Hamiltonian representing a homogeneous ensemble \( (H_0) \) and a perturbation term representing the inhomogeneity \( (V) \):

\[
H_{\text{eff}} = H_0 + \lambda V,
\]

(D1)

\[
H_0 = \sum_i \left[ -\frac{i\Gamma}{2} \sigma_\mu^\dagger \sigma_\mu - \frac{i\Gamma}{2} \sigma_{\text{opt}}^\dagger \sigma_{\text{opt}} \right] + \sum_i \Omega (\sigma_{\mu}^\dagger \sigma_{\text{opt}} + \text{H.c.}) - \frac{i}{2} L_{\mu}^\dagger L_{\mu} - \frac{i}{2} L_{\text{opt}}^\dagger L_{\text{opt}},
\]

(D2)

\[
V = \sum_i \left[ \delta_{\mu}^i \sigma_\mu^\dagger \sigma_\mu + \delta_{\text{opt}}^i \sigma_{\text{opt}}^\dagger \sigma_{\text{opt}} \right].
\]

(D3)

Defining, \( |E_{\pm,i}| = S_{\pm,i}^t |G \rangle \), the eigenstates and eigenvalues of \( H_0 \) are

\[
H_0 |E_{\pm,i}\rangle = \left( -\frac{i(\mu + N\gamma)}{2} \pm \Omega \right) |E_{\pm,i}\rangle,
\]

(D4)

\[
H_0 |E_{\pm,i}\rangle = \left( -\frac{i\Gamma}{2} \pm \Omega \right) |E_{\pm,i}\rangle, \quad i \neq 1.
\]

(D5)

With the introduction of the perturbation, the first-order correction to the eigenstate \( |E_{+,1}\rangle \) is

\[
|E_{+,1}\rangle \rightarrow |E_{+,i}\rangle + \lambda \sum_{i \neq 1, \pm} |E_{+,i}\rangle \frac{\langle E_{+,1}|V|E_{+,i}\rangle}{E_{+,i} - E_{+,1}}
\]

\[
+ \lambda |E_{-,1}\rangle \frac{\langle E_{-,1}|V|E_{+,1}\rangle}{E_{-,1} - E_{+,1}}.
\]

(D6)

The second term in Eq. (D6) evaluates to zero and

\[
V|E_{+,1}\rangle = \left( \frac{\delta_{\mu}^1 + \delta_{\text{opt}}^1}{2} \right) |E_{+,1}\rangle + \left( \frac{\delta_{\mu}^1 - \delta_{\text{opt}}^1}{2} \right) |E_{-,1}\rangle.
\]

(D7)

Thus, the perturbation changes the eigenstate as

\[
|E_{+,1}\rangle \rightarrow |E_{+,1}\rangle - \frac{\lambda (\delta_{\mu}^1 - \delta_{\text{opt}}^1)}{4\Omega} |E_{-,1}\rangle.
\]

(D8)

This indicates that the relevant frequency scale to compare the inhomogenous broadening to is the drive strength \( \Omega \).
which explains the variation of the super-radiance metric with cooperativity in the unoptimized case in Fig. 4(a).
The unoptimized drive strength is chosen to be \( \Omega(t) = (N \gamma + \Gamma) / 2 \) and as cooperativity is reduced by increasing \( \Gamma \), the unoptimized drive strength increases, whereas the inhomogeneous broadening remains constant. Consequently, the hybridization of the eigenstates away from that of a homogeneous ensemble decreases and the super-radiance metric is higher on average.

**APPENDIX E: EFFICIENT CALCULATION OF GRADIENTS WITH THE TIME-DOMAIN ADJOINT VARIABLE METHOD**

In this Appendix, we describe how the adjoint variable method can be used to calculate the gradient with respect to all the parameters describing the laser drive efficiently in only two simulations (named forward and backward simulations).

First, we rewrite Eqs. (A13) and (A10) as

\[
\begin{align*}
\dot{y}(t) - i \frac{\delta}{\delta t} \frac{\partial}{\partial y(t)} &= [H_0 + \Omega(t)H_1]y(t) + v_\mu a_\mu(t), \\
a_\text{opt}(t) &= v_\text{opt}^\dagger y(t),
\end{align*}
\]

(E1)

(E2)

where \( y(t) := |\psi(t)\rangle \) is the vector describing the state of the ensemble, and

\[
\begin{align*}
H_0 &= \sum_i \left[ \delta_i \sigma_\mu^i \sigma_i^\dagger + \delta_{opt} \sigma_\mu^i \sigma_i^\dagger \right] \\
&\quad - \sum_i \left( \frac{i \Gamma_\mu}{2} \sigma_\mu^i \sigma_i^\dagger - \frac{i \Gamma_{opt}}{2} \sigma_\mu^i \sigma_i^\dagger \right) \\
&\quad - i \frac{L_{\mu}^\dagger L_{\mu}}{2} - i \frac{L_{\mu}^\dagger L_{\mu}}{2}, \\
H_1 &= \sum_i (\sigma_i^\dagger \sigma_i^\dagger + \text{H.c.}), \\
v_\mu &= L_{\mu}^\dagger |G\rangle, \quad v_\text{opt} := i L_{\mu}^\dagger |G\rangle.
\end{align*}
\]

(E3)

(E4)

(E5)

We discretize the total simulation time range \([0, T]\) into \( N - 1 \) steps of duration \( \delta t \) each. On this grid, the differential equation Eq. (E1) can be discretized as

\[
\begin{align*}
y[k + 1] &= U[k] \left( y[k] - i \delta t a_\mu[k] v_\mu \right), \\
k \in \{0, \ldots, N-2\}, \\
y[0] &= 0 \text{ (initial condition)},
\end{align*}
\]

(E6)

(E7)

The transduced power in the optical mode can be expressed in terms of the result of the forward simulation as

\[
P = \sum_{k=0}^{N-1} |a_\text{opt}[k]|^2 = \sum_{k=1}^{N-1} |v_\text{opt}^\dagger[k]|^2.
\]

(E8)

The latter sum starts from \( k = 1 \) as \( y[0] = 0 \) is enforced as the initial condition.

The derivative of \( P \) with respect to the drive at the \( l \)th time step is

\[
\frac{\partial P}{\partial \Omega[l]} = \sum_{k=1}^{N-1} r[k] \frac{\partial y[k]}{\partial \Omega[l]} + \text{c.c.,}
\]

(E9)

where \( r[k] := \left( v_\text{opt}^\dagger[k] \right)^* v_\text{opt} \).

We construct the following block vectors and matrices:

\[
y := \begin{pmatrix} y[1] \\ y[2] \\ \vdots \\ y[N - 1] \end{pmatrix}, \quad r := \begin{pmatrix} r[1] \\ r[2] \\ \vdots \\ r[N - 1] \end{pmatrix},
\]

\[
a := -i \delta t \begin{pmatrix} a_\mu[1] v_\mu \\ a_\mu[2] v_\mu \\ \vdots \\ a_\mu[N - 1] v_\mu \end{pmatrix}
\]

(E10)

\[
M := \begin{pmatrix} 0 & \cdots & 0 \\ U[1] & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & U[N - 2] \end{pmatrix},
\]

\[
U := \begin{pmatrix} U[0] & 0 & \cdots & 0 \\ 0 & U[1] & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & U[N - 2] \end{pmatrix}
\]

(E11)

The only nonzero blocks in the matrix \( M \) are the subdiagonal blocks.

The forward simulation Eq. (E6) can now be written as

\[
y = My + Ua
\]

(E12)

As \( \partial U[k] / \partial \Omega[l] \) = 0 if \( k \neq l \), taking the derivative of Eq. (E12) with respect to the drive at the \( l \)th time step.
results in
\[
\frac{\partial y}{\partial \Omega[l]} = M \frac{\partial y}{\partial \Omega[l]} + p[l]
\]  
(E13)
\[\Rightarrow \frac{\partial y}{\partial \Omega[l]} = (\mathbb{I} - M)^{-1}p[l] \quad l \in \{0, \ldots, N - 2\}, \tag{E14}\]
where \(\mathbb{I}\) is the identity matrix and
\[
p[l] = \begin{pmatrix} 0_{d \times 1} \\ \alpha[l] \\ 0_{(N-l-2) \times 1} \end{pmatrix}
\]  
(E15)
\[
\alpha[l] = \frac{\partial U[l]}{\partial \Omega[l]}y[l] + \delta t a_\mu[l] v_\mu.
\]  
(E16)
\[
\text{In Eq. (E15), } d \text{ is the dimension of the state vector } y(t) \text{ and } 0_{m \times n} \text{ is a zero matrix of dimension } m \times n. \text{ To calculate } \alpha[l], \text{ we estimate the derivative } (\frac{\partial U[l]}{\partial \Omega[l]}) \text{ by a finite difference.}
\]

Using Eq. (E14) in Eq. (E9), we have
\[
\frac{\partial P}{\partial \Omega[l]} = r^\dagger(\mathbb{I} - M)^{-1}p[l] + \text{c.c.}
\]  
(E17)
We define a vector \(q = (q[1], q[2], \ldots, q[N-1])^T\) such that
\[
q^\dagger := r^\dagger(\mathbb{I} - M)^{-1},
\]  
(E18)
\[
\Rightarrow q = M^\dagger q + r
\]  
(E19)
Using the definition of \(M\) and expanding out Eq. (E19) in terms of the elements of \(q\) and \(r\) results in the following system of equations:
\[
q[N - k] = U[N - k]^\dagger q[N - k + 1] + r[N - k] \times k \in \{2, 3, \ldots, N - 1\}, \tag{E20}\]
\[
q[N - 1] = r[N - 1]. \tag{E21}\]
We refer to \(q[k]\) as the adjoint variables and to solving this system of equations [Eqs. (E20) and (E21)] as the backward simulation. The initial condition for the backward simulation is provided at the final time point unlike the forward simulation.

Once the forward and backward simulations are done, the gradient with respect to the drive at each time step can be computed just with an inner product of two \(d\)-dimensional vectors,
\[
\frac{\partial P}{\partial \Omega[l]} = q^\dagger p[l] + \text{c.c.}, \tag{E22}\]
\[
\Rightarrow \frac{\partial P}{\partial \Omega[l]} = q[l + 1]^\dagger \alpha[l] + \text{c.c.} \tag{E23}\]

The chain rule can then be used to compute the gradient with respect to the harmonic parameters \(\Omega_n\) and \(\phi_n\),
\[
\frac{\partial P}{\partial \Omega_n} = \sum_{l=0}^{N-2} \frac{\partial \Omega[l]}{\partial \Omega_n} \frac{\partial P}{\partial \Omega[l]} = \sum_{l=0}^{N-2} \cos(n \omega_0 \delta t + \phi_n) \frac{\partial P}{\partial \Omega[l]}, \tag{E24}\]
\[
\frac{\partial P}{\partial \phi_n} = \sum_{l=0}^{N-2} \frac{\partial \Omega[l]}{\partial \phi_n} \frac{\partial P}{\partial \Omega[l]} = \sum_{l=0}^{N-2} -\Omega_n \sin(n \omega_0 \delta t + \phi_n) \frac{\partial P}{\partial \Omega[l]} \tag{E25}\]

**APPENDIX F: DERIVATION OF LAGRANGE DUALS OF PROBLEMS (2), (6), AND UPPER BOUND ON THE OPTIMAL VALUE OF PROBLEMS (7)**

In this Appendix, we show that the Lagrange dual for optimization problem (2), leads to a trivial bound, then we derive the Lagrange dual for the distance-constrained problem (6), and finally provide a derivation for the upper bound \(\epsilon_c\) on the optimal value of problem (7).

For notational clarity, we rewrite problem (2) in the following manner:
\[
\max_{\Omega(t),y(t)} \int_{-\infty}^{\infty} y(t)^\dagger v_{opt} v_{opt}^\dagger y(t) \, dt, \tag{F1}\]
subject to
\[
\frac{dy(t)}{dt} = -i[H_0 + \Omega(t)H_1] y(t) - i v_\mu a_\mu(t), \tag{F2}\]
where \(y(t) := |\psi_c(t)\rangle\) and \(H_0, H_1, v_\mu, v_{opt}\) are defined in problem (E3), (E4), (E5).
1. Lagrange dual for problem (2)

Introducing the dual variables $\eta (t)$, the Lagrangian for problem (2) is

$$
\mathcal{L}[y(t), \Omega (t); \eta (t)] = \int_{-\infty}^{\infty} y(t)^{\dagger} V y(t) \, dt + 2 \int_{-\infty}^{\infty} \text{Re}\left[ \eta(t)^{\dagger} \left( \frac{dy(t)}{dt} + i H_1 \Omega(t) y(t) + i H_0 y(t) + iv_\mu a_\mu(t) \right) \right],
$$

where $\text{Re}[.]$ denotes the real part of a complex number and $V := v_{opt}^\dagger v_{opt}$. We point out that $V$ is a positive-definite matrix.

Integrating by parts the term with the derivative of the state in the equation above, we have

$$
\mathcal{L}[y(t), \Omega (t); \eta (t)] = \int_{-\infty}^{\infty} y(t)^{\dagger} V y(t) \, dt + \lim_{T \to \infty} 2 \text{Re}\left[ \eta(T)^{\dagger} y(T) - \eta(-T)^{\dagger} y(-T) \right] + \int_{-\infty}^{\infty} 2 \text{Re}\left[ i \eta(t)^{\dagger} v_\mu a_\mu(t) \right],
$$

where

$$
z(t) := -\frac{d\eta(t)}{dt} - i H_1 \Omega(t) \eta(t) - i H_0 \eta(t).
$$

The Lagrange dual function $g(\eta(t))$ is given by

$$
g(\eta(t)) := \sup_{y(t), \Omega(t)} \mathcal{L}[y(t), \Omega (t); \eta (t)],
$$

where $\sup$ denotes the supremum. As the matrix $V$ is positive definite, the supremum of the Lagrangian over $y(t)$ is unbounded as the norm of $y(t)$ increases, and hence the dual function is unbounded too. Therefore, in this case, Lagrangian duality reveals a trivial upper bound on the transduced power.

2. Lagrange dual for Eq. (6)

The Lagrangian for problem (6) is

$$
\mathcal{L}(y(t); \lambda) = \int_{-\infty}^{\infty} y(t)^{\dagger} V y(t) \, dt + \lambda \left( \varepsilon - \int_{-\infty}^{\infty} \|y(t) - y_0(t)\|_2^2 \, dt \right),
$$

$$
= \int_{-\infty}^{\infty} y(t)^{\dagger} (V - \lambda \mathbb{I}) y(t) \, dt + \lambda \left( \varepsilon - \int_{-\infty}^{\infty} \|y_0(t)\|_2^2 \, dt \right) + \int_{-\infty}^{\infty} 2 \text{Re}\left[ z(t)^{\dagger} y(t) \right] \, dt,
$$

where $y_0(t) := |\psi_{e,0}(t)\rangle$ is the reference state, $\lambda$ is a dual variable, and $z(t) := \lambda y_0(t)$. The corresponding dual function is

$$
g(\lambda) = \sup_{y(t)} \mathcal{L}[y(t); \lambda],
$$

$$
= \begin{cases} 
\int_{-\infty}^{\infty} z(t)^{\dagger} (\lambda \mathbb{I} - V)^{-1} z(t) \, dt + \lambda \left( \varepsilon - \int_{-\infty}^{\infty} \|y_0(t)\|_2^2 \, dt \right), & \text{if } \lambda \mathbb{I} - V \geq 0, \\
\infty, & \text{otherwise}.
\end{cases}
$$

To obtain the least upper bound, the dual function has to be minimized, leading to the following Lagrange dual problem:

$$
\min_{\lambda, \beta(t)} \int_{-\infty}^{\infty} \beta(t) \, dt + \lambda \left( \varepsilon - \int_{-\infty}^{\infty} \|y_0(t)\|_2^2 \, dt \right)
$$

subject to

$$
\beta(t) \geq z(t)^{\dagger} (\lambda \mathbb{I} - V)^{-1} z(t),
$$

$$
\lambda \mathbb{I} - V \geq 0,
$$

where we introduce additional dual variables $\beta(t)$.
3. Upper bound on $\epsilon^*$

Equation (E1) can further be rewritten as

$$\frac{dy(t)}{dt} = [-iH_{\text{sys}}[\Omega(t)] - D]y(t) - iv_\mu a_\mu(t), \quad (F12)$$

where $H_{\text{sys}}[\Omega(t)]$ is defined in Eq. (A1) and

$$D := \sum_i \left( \frac{\Gamma_\mu}{2} \sigma_\mu^i \sigma_\mu^i + \frac{\Gamma_{\text{opt}}}{2} \sigma_{\text{opt}}^i \sigma_{\text{opt}}^i \right) + \frac{1}{2} L_\mu^\dagger L_\mu + \frac{1}{2} L_{\text{opt}}^\dagger L_{\text{opt}}. \quad (F13)$$

Using the fact that $D^\dagger = D$, the time evolution of the norm of the state can be written as

$$\frac{dy(t)^\dagger y(t)}{dt} = -2y(t)^\dagger Dy(t) + 2 \text{Re} \left[-iy(t)^\dagger v_\mu a_\mu(t)\right] \quad (F14)$$

$$\leq -2d_{\text{min}} y(t)^\dagger y(t) + 2 \text{Re} \left[-iy(t)^\dagger v_\mu a_\mu(t)\right], \quad (F15)$$

where $d_{\text{min}}$ is the smallest eigenvalue of $D$.

From the inequality (F15) we have

$$\|y(t)\|^2 \leq \int_0^\infty e^{-2d_{\text{min}}(t-\tau)} 2 \text{Re} \left[-iy(\tau)^\dagger v_\mu a_\mu(\tau)\right] d\tau, \quad (F16)$$

$$\leq \int_0^\infty 2e^{-2d_{\text{min}}(t-\tau)} \|y(\tau)\|^2 \|v_\mu a_\mu(\tau)\|_2 d\tau, \quad (F17)$$

$$\leq \int_0^\infty 2e^{-2d_{\text{min}}(t-\tau)} \|v_\mu a_\mu(\tau)\|^2 d\tau := d(t), \quad (F18)$$

where, to go from Eq. (F17) to Eq. (F18) we use the fact $\|y(t)\|^2 \leq 1, \forall t$.

Therefore,

$$\int_{-\infty}^\infty \|y(t) - y_0(t)\|^2 dt \leq \int_{-\infty}^\infty [\|y(t)\|^2 + \|y_0(t)\|^2]^2 dt, \quad (F19)$$

$$\leq \int_{-\infty}^\infty \left[\sqrt{d(t)} + \|y_0(t)\|^2\right]^2 dt := \epsilon_c. \quad (F20)$$

APPENDIX G: DESIGN OF OPTIMIZED DRIVES WITH OVERLAP-BASED OBJECTIVES

Quantum information can be encoded in the temporal modes of photons for the purposes of quantum communication [112]. Such encoding would necessitate a transduction process that preserves the fidelity of the transduced photon’s wavepacket to specific temporal modes. We demonstrate in this Appendix that it is possible to extend our design method to compensate for inhomogeneous broadening and produce improvements in transduction efficiency while preserving the overlap with a specified temporal mode.

To achieve this, we pose the design of the drive as maximizing the overlap of the output photon’s temporal wavepacket with a specified Hermite-Gaussian function [113]. For example,

$$\max_{\Omega(t)} \left| \int_{-\infty}^\infty dt \varphi_\mu(t)a_{\text{opt}}(t) \right|^2 \quad (G1)$$

FIG. 7. Temporal mode overlap-based design of drives. The amplitude $|a_{\text{opt}}(t)|^2$ of the output photon’s temporal wavepacket after transduction by an ensemble of emitters with $N = 10$, $C = 0.1$, $\Delta \approx 61.61\gamma$, and under the application of drives obtained by locally solving problem (G1) for (a) $n = 0$, $a_\mu(t) = \varphi_0(t)$ and (b) $n = 1$, $a_\mu(t) = \varphi_1(t)$. The curves labeled “Target” represent the (amplitude of the) Hermite-Gaussian modes $\varphi_0(t)$, $\varphi_1(t)$, respectively. The improvement in the transduced output power in the desired target modes are (a) $\approx 61.05 \times$ and (b) $\approx 62.43 \times$. The ratio of the output power in the target mode to the total output power are (a) approximately equal to 99% and (b) approximately equal to 98.6%. The input photon’s central frequency is fixed at the resonance of a homogeneous ensemble for both cases.
subject to  

\[ i \frac{d|\psi_e(t)\rangle}{dt} = H_{\text{eff}}[\Omega(t)] |\psi_e(t)\rangle + a_{\mu}(t)L_\mu^\dagger |G\rangle, \quad (G2) \]

\[ a_{\text{opt}}(t) = -i(G)L_{\text{opt}}|\psi_e(t)\rangle, \quad (G3) \]

where \( \varphi_n(t) \) is the \( n \)-order Hermite-Gaussian function (normalized to unity) [113]—if the input microwave photon occupies the \( n \)-order Hermite-Gaussian mode, i.e., \( a_{\mu}(t) = \varphi_n(t) \), we solve problem (G1) to design a drive such that the output optical photon’s power is concentrated in the \( n \)-th-order mode too. We solve problem (G1) for a randomly generated inhomogeneous ensemble with \( N = 10 \) emitters and input microwave photons occupying the zeroth- and first-order Hermite-Gaussian modes \( (n = 0, 1) \). Figure 7 shows that we observe improved transduction efficiencies into the desired output target mode in both cases. Furthermore, the ratio of the power in the desired output target mode to the total transduced output power is close to 99% in both cases.

APPENDIX H: EFFECT OF NOISE IN OPTIMIZED DRIVES

Experimental realizations (through laser pulse shaping) of the optimized drives generated by our design procedure will be subject to random noise in the form of intensity fluctuations. In this Appendix, we analyze the effect of noise on the performance of optimized drives. For a time-dependent optimized drive \( \Omega(t) \), we consider multiplicative noise of the following form:

\[ \Omega_{\text{noisy}}(t) = \Omega(t) (1 + E_t/100), \quad (H1) \]

where \( E_t \) are independent and identically distributed random variables with the following (uniform) probability densities parametrized by a variable \( e \):

\[ p_{E_t}(x) = \begin{cases} \frac{1}{2e}, & \text{if } x \in [-e, e] \\ 0, & \text{otherwise} \end{cases} \quad (H2) \]

We apply the noise described above to customized optimized drives designed for 100 randomly inhomogeneously broadened ensembles of size \( N = 10 \) and \( \Delta = 200\gamma \). Figure 8 shows that even as the noise percentage parameter \( e \) is increased up to 50, the performance of the optimized drive decreases only slightly.
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