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Abstract—Palm density records are crucial for fertilizer, yield and biomass estimation. Traditionally, workers have to count the number of standing palms on the ground, which is physically arduous and costly. Remote sensing imageries such as unmanned aerial vehicle (UAV) data provide an efficient way to partially or completely eliminate the needs of physical counting. This paper proposes to fuse 3D digital surface model (DSM) and Red, Green and Blue (RGB) image to detect region of interest (ROIs) and subsequently classify palm trees based on Fast Region-based Convolutional Neural Network (Fast R-CNN) architecture. The proposed method reduced computation time by passing the ROI extracted from DSM using local maximum filtering (LM) to the convolutional feature map of the RGB image for bounding box regression and classification. Results showed that the proposed method detected palm trees in high resolution UAV images 5 times faster and 2.5 to 4.5% more accurate than the state-of-the-art Faster R-CNN. It successfully achieved 99.8%, 100% and 91.4% average accuracy in young, mature and mixed vegetation areas, respectively. Results also showed that unlike Faster R-CNN and YOLO V2, the accuracy of the proposed method was not affected by the input image size.

Index Terms—Convolutional neural network (CNN), digital surface model (DSM), palm tree detection, unmanned aerial vehicle (UAV), region proposal network (RPN).

I. INTRODUCTION

Effective and efficient management of large scale oil palm plantations still poses a challenge for many estate managers. The managers need to be equipped with adequate and updated information such as palm tree record, palm health, pest and diseases status of their plantations etc. in order to make sound decisions and implement yield improvement projects. One of the ways to increase palm oil production is to ensure that optimal number of palms is planted in fields. Knowing the updated palm tree record is also crucial to estimate fertilizer cost which accounts for approximately 24% of total production cost [1]. The most frequently used method in obtaining palm tree record is by manual inspection on the ground. However, this method is physically arduous, error-prone and costly. With the rapid development of remote sensing technologies, the need for ground inspection can be partially or completely eliminated while the speed of counting can be accelerated as workers can now identify and count the palms easily on remote sensing images.

The use of unmanned aerial vehicle (UAV) has become very common in agricultural industry nowadays due to its affordability, ease of use, higher spatial resolution, cloud-free, and higher revisit frequency. Higher spatial resolution image allows detection of greater details and smaller objects in the image. However, it presents a bigger challenge in processing due to massive and high dimensional data. Convolutional neural network (CNN), as a new era in machine learning, has achieved state-of-the-art performance in image classification including palm tree detection in UAV images as reported in [2], [3] and [4]. Two types of data are usually exploited with UAV technologies for palm tree detection, i.e., optical data and 3D digital surface model (DSM). DSM comprises dense 3D point cloud derived from structure-from-motion (SfM) photogrammetry workflow from a set of 2D images [5]. Unlike Light Detection and Ranging (LiDAR) point cloud, SfM-derived point cloud can be obtained without additional cost during generation of orthomosaics [6].

In this paper, we propose a novel approach that incorporates SfM-derived DSM with state-of-the-art region-based CNN, namely Fast R-CNN [7] for detecting palm trees in high resolution UAV images. We hypothesize that using DSM as prior information about location of objects (palm trees), the search space in images can be reduced and hence detection time can be reduced. Also, the rate of false positives can be potentially decreased.

The rest of the paper is organized as follows. Section II gives a summary of previous works on palm tree detection and region-based CNN algorithms. Section III introduces the proposed method. The experimental results with analysis are shown in Section IV. Finally, conclusion is described in Section V.

II. RELATED WORK

A. Palm Tree Detection

Palm tree detection in an image refers to detection and localization of all instances of palm tree. Traditionally, this problem was addressed by using handcrafted visual features such as color histogram, gradient and textures on top of strong classifiers such as Support Vector Machine (SVM). For example, [8] extracted scale-invariant feature transform (SIFT) keypoints of date palms from UAV images and trained on an extreme learning machine to classify these features into palm and non-palm categories. In [9], shape feature called circular autocorrelation of the polar shape matrix was used to represent palm tree in UAV images and...
SVM was applied for classification. Similarly, histogram of gradients (HOG) [10], local binary patterns (LBP) [11] and HAAR-like features [12] were used to extract shape and texture features from satellite or UAV images. SVM was utilized in the studies for classification and achieved up to 100% detection accuracy especially in young palm areas.

The bottleneck of the handcrafted techniques requires careful design of features in the feature extraction stage and fine-tuning of parameters in the training stage. Thus, CNN based end to end object detection techniques were further exploited to further increase the efficiency of palm tree detection, as reported in [2] and [3]. The main benefit of utilizing CNN for object detection is that features can be effectively extracted from images without going through complex handcrafted feature extraction process, and without having prior knowledge about the feature representation of the object. In addition, the introduction of transfer learning [13] in deep learning models allows users to use a small dataset to fine-tune a network already pre-trained with millions of images. This is much faster than training a CNN from scratch.

The above-mentioned studies commonly used sliding window technique for providing proposals. The feature extraction and classification algorithm have to be applied on a large number of proposals. As significant amount of computational time is spent on regions with no objects, it has reduced the computational efficiency and increased the possibility of false detections. In view of this, 3D data derived from SfM point clouds were utilized to identify tree locations quickly using local maximum filtering (LM) [5], [14]. The common assumption that the pixel of tree top has higher elevation than its neighboring pixels thus can be localized as tree center. Computation of LM is faster and easier than extracting handcrafted features and does not require training. However, directly applying LM for tree detection can be erroneous because other non-tree objects can also be included.

Studies on the fusion of 3D model and 2D visual feature for palm tree detection are limited. One of the studies in [15] used image segmentation techniques to group pixels with homogeneous properties as an individual object (palm) and used LiDAR data to estimate the palm height. However, the approach is parametric and requires heavy user input. Therefore, it is necessary to develop an effective and automated algorithm for searching proposals in UAV images to improve detection speed and decrease false positive rate.

B. Region-Based Convolutional Neural Networks

To eliminate the need of exhaustive selection of regions, [16] proposed a framework called R-CNN which combines a region proposal stage and CNN to selectively extract around 2000 region proposals in an image. The region proposal stage generates class-agnostic proposals in image to reduce the number of region of interest (RoI) and to maintain meaningful proposals. However, R-CNN uses three separate models, one for feature extraction, one for bounding box classification, and one for regressing and fine-tuning the bounding box position and size. Classification of CNN model will have to run around 2000 times per image, which compromises speed. An improved version called Fast R-CNN was proposed later by the same author [4]. Fast R-CNN combines the feature extraction, classification and bounding regression stages in a unified framework. Instead of feeding each of the region proposals to CNN, the entire image is fed into the CNN to obtain a convolutional feature map and the features are shared across the 2000 region proposals for subsequent RoI pooling and detection. This saves significant time on performing forward pass. However, the selective search algorithm used in Fast R-CNN is slow and time-consuming. Later on, [17] proposed Faster R-RCNN to substitute the selective search with a shallow CNN called Regional Proposal Network (RPN). It slides a small network over the feature maps by the last shared convolutional layer of CNN to generate proposals and their corresponding probabilities of containing object. This greatly improves the speed of modelling. The outputs of the RPN are passed to Fast R-CNN component for final classification and bounding box regression. The framework can be considered as a combination of Fast R-CNN and RPN and is trained end-to-end. YOLO [18] further improves the detection speed by unifying the bounding box prediction and CNN into a single neural network. The algorithm divides the input image into regions, then it predicts the coordinates and probabilities of bounding boxes. Nevertheless, for a feature map of size $W \times H$ with $k$ region proposals at each sliding location, there are still $WkH$ region proposals in total to be processed.

Although the more efficient one stage region-based CNNs such as YOLO and SSD [19] unify ROIs generation and computation in the same deep network by sharing convolutional layers of the same data, such network architecture is not flexible to allow non-image data sources. Furthermore, the one-stage region-based CNNs would resize all input images to a fixed size. The dimension of high resolution UAV images is usually very huge; resizing them to a fixed small dimension will cause problems in detecting small objects like palm trees. Although large images can be cropped into multiple smaller regions for detection, this is not an efficient approach because the small images have to pass through the convolutional network multiple times and overlap between two images is required to detect objects which appear at the image edges. The latter results in more images to be processed and subsequently requires higher computational cost than processing a bigger image at once. On the other hand, Fast R-CNN has separate region proposal and CNN networks, thus allowing more room for improvement, i.e. using additional data and works on any dimension of input images.

III. IMPROVED FAST R-CNN APPROACH WITH DATA FUSION

A. Proposal Generation Using 3D Data

We propose an improved technique to use Fast R-CNN as base network and DSM derived from SfM 3D point cloud to guide the generation of regions of interests (RoIs). The architecture is summarized in Fig. 1. The approach comprises of two modules. The first module is a simple LM filtering process that takes a DSM as input and generates potential palm tree locations as outputs. The LM filtering can be considered as a spatial constraint to guide the CNN model in searching for objects and making it faster for prediction. In
order to not miss out on any potential palm trees, the smallest kernel size (3 × 3) was used to search for local maxima. Unlike Selective Search [20] and RPN that extract many ROIs with or without objects, LM filtering provides higher quality ROIs that are difficult to be obtained from 2D images. Moreover, the operation of LM algorithm is very light and does not require training thus can compute palm tree proposals efficiently. The idea of the improved technique shares similar idea as in [21], i.e., using 3D LiDAR depth map and RGB image to increase detection accuracy. However, [21] extracted region proposals from both 3D and 2D data using Selective Search requires high computational cost.

To account for palm tree of varying sizes, the concept of anchor boxes as implemented in RPN was used in this study. Three anchor boxes of size 40 × 40, 80 × 80 and 120 × 120 pixels corresponding to the minimum, average and maximum canopy sizes were introduced at each potential palm tree location. The second module, which is the Fast R-CNN network first convolved input RGB image with a series of a number of convolutional and max pooling layers to a feature map. Then, the three anchor boxes were projected onto the corresponding feature map for RoI extraction. Since there are three RoIs of different sizes, a RoI pooling layer was used to extract a fixed-length feature vector. Each feature vector was subsequently fed into a sequence of fully connected layers and finally two sibling convolution layers: a box-regression layer that outputs bounding box related values and a classification layer that outputs the softmax probability of palm tree and "background" classes.

B. Fine-tuning for Palm Tree Detection

The VGG16 model pre-trained on ImageNet was employed as the base network. 94 partitioned images and DSM of 400 × 400 pixel was randomly selected from the entire UAV image of 30,000 × 30,000 pixel. Each image contained 10-20 palm trees and the bounding box of each palm tree was manually drawn as ground-truth. This will bias towards positive samples as they are dominating. Thus, additional 100 locations were randomly sampled in each image to increase negative sample size. Training sample is considered as positive if its overlap degree with the ground-truth is greater than 0.6. If the overlap is less than 0.1, it is labelled as negative. The rest of the training samples with overlap between 0.1 and 0.6 are discarded. The losses of box-classification and box-regression layers are computed separately and combined as final loss:

\[ L(p,p', t,t^*) = L_{cls}(p,u) + \lambda [u \geq 1] L_{reg}(t,t^*) \]  

in which, \( L_{cls} = - \log p_u \) is the classic cross-entropy log loss of true class u. The second task loss, \( L_{reg} \) is defined as:

\[ L_{reg}(t,t^*) = \sum_{i \in \{x,y,w,h\}} smooth_{L_1}(t_i - t_i^*) \]  

in which

\[ smooth_{L_1}(x) = \begin{cases} 0.5x^2 & \text{if} |x| < 1 \\ |x| - 0.5 & \text{otherwise} \end{cases} \]  

\( t \) and \( t^* \) are vectors defined over four parameterized coordinates of predicted bounding box corrections and true bounding box corrections respectively where:

\[ t_x = \frac{x-x_a}{w_a}, \quad t_y = \frac{y-y_a}{h_a} \]  

\[ t_w = \log \frac{w}{w_a}, \quad t_h = \log \frac{h}{h_a} \]  

\[ t_x^* = \frac{x'-x_a}{w_a}, \quad t_y^* = \frac{y'-y_a}{h_a} \]  

\[ t_w^* = \log \frac{w'}{w_a}, \quad t_h^* = \log \frac{h'}{h_a} \]  

Variables \( x,y,w,h \) and \( x', y', w', h' \) denote the predicted box’s center coordinates and its width and height. Likewise, \( x_a,y_a,w_a \) and \( h_a \) and \( x', y', w', h' \) correspond to the four parameterized coordinates of anchor box and ground-truth respectively. This can be interpreted as regressing a bounding box from an anchor box to a nearby ground-truth box. The Inversion bracket indicator function \( [u \geq 1] \) evaluates to 1 if the anchor is positive (palm), and is 0 if the anchor is negative (background). \( L_{reg} \) is ignored for background ROIs since ground-truth bounding box is not labelled. \( \lambda \) controls the weights of both losses and it was set to 1. For more detailed discussion of this objective function and the recommended value of parameters, we refer readers to [7] and [17].

In this study, one image per mini batch was randomly sampled for training. Stochastic gradient descent (SGD) solver with base learning rate of 0.0001 was run for 10 epochs to minimize the objective function. Data augmentation was ignored since there is little visual difference between palm tree objects. The mean mini-batch accuracy obtained after fine-tuning was 96.88%.

C. Study Area

The study was carried out in an oil palm estate located in Kuala Ketil, a town about 80 km away from Penang town, Malaysia. The study area was planted with a mixture of oil palm trees (Elaeis guineensis) of different ages and on different terrain. An off-the-shelf quadcopter drone DJI Phantom 4 equipped with 12.4 mega pixel camera with RGB was used in capturing the images. The aerial photos were post-processed using Pix4D Desktop Professional. Afterwards, a 10 cm orthophoto was produced. DSM was also generated based on SfM photogrammetry point cloud. Three study areas were cropped from the entire UAV image. The first study site represents a young palm area where the canopy has not overlapped. The second site represents a mature palm area where the canopy is heavily overlapped and only a small part is bare ground, which is more challenging than the first case. The third case is the most challenging as it is mixed with other crops and buildings. The resolution of each cropped image is 1300 × 1300 pixels.

D. Implementation Details

To evaluate the performance of the proposed method, it was compared with Faster R-CNN, exhaustive Sliding Window method and one stage YOLO V2 approach. AlexNet and VGG16 were selected as base networks for comparison. The experiments were developed using MATLAB R2019a and utilized MATLAB Deep Learning Toolbox to build the deep learning architecture and Computer Vision Toolbox for
At test time, the cropped test images (1300 × 1300 pixels) were partitioned into multiple sub-images with the size of 400 × 400 pixels each via a sliding window, with stride=150 pixels and ran through the trained models. The stride ensured all regions especially the image edges were analyzed, but also resulted in overlapping detections on the edges. Such problem was alleviated using non-maximum suppression (NMS).

This study also evaluated the effect of different image dimensions on the detection accuracy and speed. A new test image of size 2000 × 2000 pixels near Site 3 was cropped from the whole UAV image. Subsequently, this was then partitioned into 10 sub-images of different sizes, ranging from 200 × 200 pixels up to 2000 × 2000 pixels and fed into the proposed method, Faster RCNN, and YOLO V2 using VGG16 as base network for evaluation.

E. Evaluation Methods

The evaluation of tree detection was based on counting the palms correctly detected or missing. The measures were based on Precision (P), Recall (R) and F1-score. P (8) is related to commission error while R (9) is related to omission error. F1-score (10) is the average of both measures. Evaluation was based on number of correctly detected palms (TP), number of falsely detected palms (FP), number of missing palms (FN) and number of correctly detected non-palms (TN).

\[
P = \frac{TP}{TP + FP} \tag{8}
\]

\[
R = \frac{TP}{TP + FN} \tag{9}
\]

\[
F1 - score = \frac{2PR}{P + R} \tag{10}
\]

IV. EXPERIMENTAL RESULTS

A. Detection Accuracy of the Proposed Method

Table I shows the detection accuracy in terms of precision, recall and F1-Score based on the proposed method in three study areas. Results showed that the proposed method achieved F1-score of 100% in Site 2 and 99.8% in Site 1. The precision in Site 3 was low because all of the coconut trees were mistakenly identified as palm trees. The pictorial descriptions of the results are shown in Fig. 2(a)-(c). The recall was close to 1 showing that almost all palm trees were successfully detected. In future, providing hard samples for training can possibly decrease the number of false positives.
B. Performance Comparison with Other Methods

Table II shows that the proposed method outperformed Sliding Window and Faster R-CNN methods in terms of F1-score and detection speed per image. The performance of this method was very close to the one-stage YOLO V2 that achieved the highest accuracy among all models and also tested 5 times faster than Faster R-CNN. The reason for the outstanding improvement in speed is that the proposed method only needed to evaluate RoIs at sparse locations identified using LM filtering, reducing the need of processing large number of 'background' proposals. Also, LM filtering successfully reduced the number of false positives. RPN in Faster R-CNN exhaustively analyzed all positions in feature map, thus increasing the possibility of false detections. The proposed method with AlexNet as the base network provided the fastest detection per image since its network architecture is shallower than VGG16, but at the cost of accuracy.

| Methods                  | Precision | Recall  | F1-score | Time (s) |
|--------------------------|-----------|---------|----------|----------|
| Sliding Window (AlexNet) | 0.840     | 0.990   | 0.909    | 140.10   |
| Sliding Window (AlexNet) + DSM | 0.960 | 0.980   | 0.970    | 1.16     |
| Faster R-CNN (AlexNet)   | 0.776     | **1.000**| 0.874    | 0.39     |
| Proposed Method (AlexNet) | 0.856   | 0.980   | 0.914    | **0.08** |
| Faster R-CNN (VGG16)     | 0.897     | 0.946   | 0.96    | 1.37     |
| Proposed Method (VGG16)  | 0.955     | 0.971   | 0.981    | 0.35     |
| YOLO V2 (VGG16)          | **0.962** | **1.000**| **0.981**| 0.29     |

C. Effect of Input Image Size on Accuracy

Detecting palm trees in large-scale UAV images is a challenging task because each palm tree occupies only a minor portion of the images. The resolution of palm tree is reduced in deep convolutional feature map caused by repeated down-sampling of CNN and usually would be too small to contain discriminative information for reliable classification. Results in Fig. 3 showed that the accuracy of the proposed method was not affected by the image size whereas the accuracy of Faster R-CNN reduced gradually when the image size was higher than 1000 × 1000 pixels due to the increase in false positive rate.

On the other hand, YOLO V2 experienced sudden decline in accuracy and resulted in 100% false negative rate when the image size was bigger than 800 × 800 pixels. This is because YOLO V2 resized all input images to the training sample resolution, i.e. 400 × 400 pixels to maintain fast detection speed. As such, the resolution of a single palm tree has become very low and smaller than the cell size of the feature map. Therefore, it is hard to be distinguish palm trees from generic clutter in the background. Although this can be improved by training the network using higher resolution images, it will increase the computation time and memory consumption quadratically. In contrast, both Faster R-CNN and proposed method did not resize input images to a fixed resolution thus provides greater flexibility in feeding image of various sizes to the networks.

D. Effect of Input Image Size on Detection Time

Considering that using large-scale UAV images directly will result in high time and memory consumption for training and testing, the large images are usually cropped with a much smaller scale with some overlaps between sub-images and processing the sub-images asynchronously. However, results in Fig. 4 showed that too many sub-images will increase computational time. This is because each sub-image has to be analyzed independently and the network has to process redundant information due to the overlapping regions between sub-images.
Since the proposed method and Faster R-CNN could handle large images without cropping, therefore their rate of increase in detection time was similar to the rate of increase in image size. In contrast, multiple sub-images of size 400 × 400 pixels have to be cropped from the whole images for YOLO V2 detection to maintain high accuracy. Consequently, the rate of increase in detection time was faster than the rate of increase in the image size. Despite YOLO V2 had the fastest speed in detecting a single 400 × 400 pixels sub-image, its speed gradually deteriorated when the whole image size increased and eventually outperformed by the proposed method with a wide margin in 2000 × 2000 pixels image. This implies that the proposed method is still the best option to detect palm trees in high resolution UAV images.

V. CONCLUSIONS

This paper presents an improved Fast R-CNN that incorporated both DSM information and RGB data to increase detection accuracy and speed. Results showed that the proposed method detected images 5 times faster than Faster R-CNN and successfully achieved average accuracy of 91.4 to 100% in the three study areas. Its detection speed and accuracy were higher than the state-of-the-art one-stage YOLO V2 in the highest resolution UAV image. An advantage of the proposed method resides in the fact that it can be applied to images of any size and maintain the same accuracy. The class-agnostic proposals generated from DSM can also be utilized to detect other objects such as vehicles and buildings.
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