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Abstract

In this paper, we propose a multiscale method for the Darcy-Forchheimer model in highly heterogeneous porous media. The problem is solved in the framework of generalized multiscale finite element methods (GMsFEM) combined with a multipoint flux mixed finite element (MFMFE) method. We consider the MFMFE method that utilizes the lowest order Brezzi-Douglas-Marini (BDM\textsubscript{1}) mixed finite element spaces for the velocity and pressure approximation. The symmetric trapezoidal quadrature rule is employed for the integration of bilinear forms relating to the velocity variables so that the local velocity elimination is allowed and leads to a cell-centered system for the pressure. We construct multiscale space for the pressure and solve the problem on the coarse grid following the GMsFEM framework. In the offline stage, we construct local snapshot spaces and perform spectral decompositions to get the offline space with a smaller dimension. In the online stage, we use the Newton iterative algorithm to solve the nonlinear problem and obtain the offline solution, which reduces the iteration times greatly comparing to the standard Picard iteration. Based on the offline space and offline solution, we calculate online basis functions which contain important global information to enrich the multiscale space iteratively. The online basis functions are efficient and accurate to reduce relative errors substantially. Numerical examples are provided to highlight the performance of the proposed multiscale method.

Keywords: Darcy-Forchheimer model; Generalized multiscale finite element methods; Multipoint flux mixed finite element methods; Heterogeneous porous media

1. Introduction

In many porous-media flow applications, such as petroleum recovery and groundwater resource management, flow velocities are typically low and Darcy’s law is usually used to describe the linear relationship between the velocity and the gradient of pressure. However, there are cases that flow velocities are relatively high, the relationship between the velocity and the pressure gradient becomes nonlinear such that Darcy’s law no longer holds, which is observed by Forchheimer and others. The nonlinear relationship is described by Forchheimer’ law (Darcy-Forchheimer equation) which is a corrected formula of Darcy’s law by supplementing a quadratic nonlinear inertial term.

From the numerical perspective, there have been many methods developed for solving the Darcy-Forchheimer model in porous media. Park \cite{park2007} studied a semi-discrete mixed finite element method for generalized Forchheimer flow. In \cite{girault2003}, Girault et al. employed piecewise constant elements and Crouziex-Raviart elements for the approximation of velocity and pressure, respectively. Pan et al. \cite{pan2005} presented a different mixed formulation that makes use of Raviart-Thomas mixed elements or Brezzi-Douglas-Marini mixed elements to discretize the velocity and pressure variables. Rui et al. \cite{rui2007, rui2008, rui2009} constructed block-centered finite difference methods. Wang and Rui \cite{wang2009} introduced a stabilized mixed finite element method using Crouzeix-Raviart elements. Xu et al. \cite{xu2010}...
developed an MFMFE method for the compressible Darcy-Forchheimer model. There is also a nonlinear multi-grid method constructed in [9], two-level methods established in [10,11], and variational multiscale interpolating element-free Galerkin method developed in [12] for the nonlinear Darcy-Forchheimer model.

In the real world, the geological porous media are generally governed by coefficients with high heterogeneities and complex spatial distributions. Solving these problems directly on the fine grid will result in large-scale discrete systems which are challenging to deal with. Model reduction techniques are required to reduce computational complexity. Spiridonov et al. [13] utilized the mixed generalized multiscale finite element method (mixed GMsFEM) to approximate the Darcy-Forchheimer model on the coarse grid. The mixed GMsFEM is originally developed in [14] for Darcy’s flow in heterogeneous media, the multiscale basis functions for velocity are constructed following the GMsFEM framework [15,16,17,18,19,20] which generalizes the multiscale finite element method (MsFEM) [21] by enriching the coarse-grid space systematically with additional multiscale basis functions that can help to reduce the error efficiently and substantially. Recently, Chen et al. [22] proposed another form of the mixed GMsFEM for Darcy’s law, where pressure is approximated in a multiscale function space between fine-grid space and coarse-grid space, trapezoidal quadrature rule is used for local velocity elimination on rectangular meshes and velocity is solved directly in the fine-grid space.

In this paper, we develop an efficient algorithm to construct a multiscale solution on the coarse grid for the Darcy-Forchheimer model in heterogeneous porous media following the framework proposed in [22]. The algorithm is based on the combination of the GMsFEM and MFMFE method. In the MFMFE methods [23,24,25,26,27], appropriate mixed finite element spaces and suitable quadrature rules are employed, which allow for local velocity elimination and lead to a cell-centered system for the pressure. Here, we consider an MFMFE method that has been studied in [8] for the discretization of Darcy-Forchheimer model on the fine grid meshes (reference solution) composed of simplices and perturbed parallelograms, where BDM1 mixed finite element spaces are used for the approximation of velocity and pressure variables, and symmetric trapezoidal quadrature rule is employed for the integration of bilinear forms relating to velocity variables. The resulting mass matrix for velocity in the discrete system is block diagonal, symmetric and positive definite, which can be inverted straightly, i.e. the velocity can be solved in the fine-grid space explicitly. For the coarse-grid approximation, we follow the GMsFEM framework to calculate the multiscale basis functions for the pressure on the coarse grid. In the offline stage, we begin with the construction of the local snapshot space per coarse element by solving a series of local problems numerically, then we obtain the smaller dimensional offline space through the spectral decompositions in each local snapshot space. In the online stage, firstly, we exploit the derived offline space to solve the nonlinear problem on the coarse grid and find out the offline solution. Different from [13], Newton iterative algorithm is used to handle the nonlinear term, which will result in much fewer iterations than the use of Picard iterative algorithm when the nonlinearity is strong. The offline solution has a good approximation of the fine-grid solution. Secondly, in order to achieve higher accuracy, based on the offline space and solution, we perform enrichments of the multiscale space with the addition of online basis functions iteratively. The online basis functions, which have been well studied in [18,19,20,21], can capture important global information and are capable of realizing a substantial error reduction of the multiscale solution.

We organize the rest of the paper as follows. In section 2, we introduce the Darcy-Forchheimer model, the corresponding weak formulation and the fine-grid discretization of the problem by use of an MFMFE method. In section 3, we first construct local snapshot spaces and the offline space for approximating the pressure, then we enrich the multiscale space by adding online basis functions based on the offline space and the offline solution to improve the accuracy. In section 4, some numerical examples are presented. Finally, we give some conclusions in section 5.

2. Darcy-Forchheimer model, weak formulation and fine-grid approximation

2.1. Darcy-Forchheimer model and weak formulation

Let Ω be a bounded and simply connected porous-media domain in \(\mathbb{R}^2\) with a Lipschitz continuous boundary \(\partial\Omega\). Darcy-Forchheimer model that describes the single-phase flow in Ω is the coupling of Forchheimer’s law and a mass conservation equation

\[
\mu \kappa^{-1} \mathbf{u} + \beta \rho | \mathbf{u} | \mathbf{u} + \nabla p = 0 \quad \text{in } \Omega, \tag{2.1}
\]

\[
\nabla \cdot \mathbf{u} = f \quad \text{in } \Omega, \tag{2.2}
\]

where \(| \cdot | = (\cdot, \cdot)^{\frac{1}{2}}\) is the discrete \(L_2\) norm, \(\mu\) is the viscosity, \(\kappa\) is the heterogeneous permeability, \(\beta\) is the heterogeneous non-Darcy coefficient and \(\rho\) is the density of the fluid. The boundary conditions on \(\partial\Omega\) is defined
as follows

\[ \mathbf{u} \cdot \mathbf{n} = g_N \quad \text{on} \quad \partial \Omega_N, \]
\[ p = g_D \quad \text{on} \quad \partial \Omega_D, \]

where \( \mathbf{n} \) denotes the unit outward normal vector on \( \partial \Omega \), \( \partial \Omega_N \) and \( \partial \Omega_D \) are the Neumann and Dirichlet boundaries, respectively, and \( g_N, g_D \) are the associated boundary data.

In order to introduce the weak formulation of the model \((2.1)-(2.2)\), standard notations and definitions for Sobolev spaces are used, we define the following spaces

\[ V = \{ \mathbf{v} | \mathbf{v} \in (L_3(\Omega))^2, \nabla \cdot \mathbf{v} \in L_2(\Omega) \} \quad \text{and} \quad W = L_2(\Omega). \]

The weak formulation of the model \((2.1)-(2.2)\) can be written as: find \((\mathbf{u}, p) \in V \times W\) such that

\[ (\mu \kappa^{-1} \mathbf{u}, \mathbf{v}) + (\beta \rho |\mathbf{u}| \mathbf{u}, \mathbf{v}) - (p, \nabla \cdot \mathbf{v}) = (g_D, \mathbf{v} \cdot \mathbf{n})_{\partial \Omega_D} \quad \forall \mathbf{v} \in V, \quad (2.3) \]
\[ -(\nabla \cdot \mathbf{u}, q) = -(f, q) \quad \forall q \in W. \quad (2.4) \]

The existence and uniqueness of the solution to the above weak formulation \((2.3)-(2.4)\) have been proved in \([3]\).

### 2.2. Fine-grid approximation by a multipoint flux mixed finite element method

We adopt an MFMFE method to solve the Darcy-Forchheimer model on the fine grid, which has been studied in \([8]\). The fine grid \( \mathcal{T}_h \) is a conforming shape-regular partition of \( \Omega \), composed of convex quadrilaterals or triangles. Let \( \hat{t} \) be the reference unit square \([0, 1]^2\) with vertices \( \hat{r}_1 = (0, 0)^T, \hat{r}_2 = (1, 0)^T, \hat{r}_3 = (0, 1)^T \) and \( \hat{r}_4 = (1, 1)^T \), and let \( t \) be any physical element in \( \mathcal{T}_h \) with vertices \( r_i = (x_i, y_i)^T, i = 1, \ldots, 4 \), then there exists a bijective mapping \( F_t : \hat{t} \rightarrow t \) as defined in \((2.5)\) and shown in Figure 1. We denote the Jacobian matrix of \( F_t \) by \( DF_t \), determinant of \( DF_t \) by \( J_t = \text{det}(DF_t) \), inverse mapping of \( F_t \) by \( F_t^{-1} \), Jacobian matrix of \( F_t^{-1} \) by \( DF_t^{-1}(x, y) = (DF_t)^{-1}(\hat{x}, \hat{y}) \), and determinant of \( DF_t^{-1} \) by \( J_{F_t^{-1}} = 1/J_t(\hat{x}, \hat{y}) \), respectively.

\[ F_t(\hat{x}, \hat{y}) = r_1(1 - \hat{x})(1 - \hat{y}) + r_2 \hat{x}(1 - \hat{y}) + r_3 \hat{y}(1 - \hat{x}) + r_4(1 - \hat{x})\hat{y}. \quad (2.5) \]

Using the bijective mapping \( F_t \), for any scalar function \( \hat{w} \) defined in \( \hat{t} \), we denote the scalar transformation of \( \hat{w} \) in \( t \) by \( w \), defined as

\[ w \leftrightarrow \hat{w} : w = \hat{w} \circ F_t^{-1}. \]

On the reference unit square \( \hat{t} \), the space \( \text{BDM}_1(\hat{t}) \) is defined as

\[ \text{BDM}_1(\hat{t}) = \left( L_1(\hat{t}) \right)^2 + r \text{ curl}(\hat{x}^2 \hat{y}) + s \text{ curl}(\hat{x} \hat{y}^2) = \left\{ \begin{array}{ll} (a_0, b_0) & \text{if } i = s, j = l, \\ (0, 0) & \text{otherwise,} \end{array} \right. \quad \text{for } i, j = 1, \ldots, 4, \quad l = 1, 2, \quad (2.6) \]

where \( a_0, b_0, \beta \in \mathbb{R} \), are arbitrary constants. We take the normal components \( \hat{v} \cdot \hat{n}_{ij} \) at four vertices \( \hat{r}_i \) as degrees of freedom for the function \( \hat{v} \) in \( \text{BDM}_1(\hat{t}) \), where \( \hat{n}_{ij} \) shown in Figure 1 are unit outward normal vectors of \( \hat{t} \) at corners. We choose a set of basis functions such that \( \text{BDM}_1(\hat{t}) = \text{span}\{\hat{v}_{i,j} | i = 1, \ldots, 4, j = 1, 2\} \) and these basis functions satisfy

\[ \hat{v}_{ij} \cdot \hat{n}_{il} = \left\{ \begin{array}{ll} 1 & \text{if } i = s, j = l, \\ 0 & \text{otherwise,} \end{array} \right. \quad i, s = 1, \ldots, 4, \quad j, l = 1, 2. \]

Figure 1: A bijective mapping \( F_t \) maps the reference square element \( \hat{t} \) to a physical quadrilateral element \( t \). \( \hat{r}_i(r_i) \) and \( \hat{e}_i(e_i) \), 
\( i = 1, \ldots, 4 \), are vertices and edges of \( \hat{t}(t) \), respectively, with the unit outward normal vectors \( \hat{n}_{ij}(n_{ij}) \), \( i = 1, \ldots, 4, j = 1, 2 \).
Functions in space $\text{BDM}_1(t)$ for any physical element $t \in \mathcal{T}_h$ are defined via the following vector transformation

$$v \leftrightarrow \hat{v} : v = \frac{1}{J_t} DF_t \hat{v} \circ F_t^{-1}, \quad \hat{v} \in \text{BDM}_1(\hat{t}),$$

(2.7)

which is known as the Piola transformation, preserving the normal components of the velocity vectors on edges, i.e.,

$$v \cdot n_e = \frac{1}{\vert e \vert} \hat{v} \cdot \hat{n}_e, \quad \forall e \in \partial t.$$

We use the following BDM$_1$ mixed finite element spaces to approximate velocity and pressure for the discretization of the weak formulation (2.3)-(2.4) on the fine grid $\mathcal{T}_h$,

$$V_h = \{ v \in V : v|_t \in \text{BDM}_1(t) \quad \forall t \in \mathcal{T}_h \},$$

$$W_h = \{ q \in W : q|_t \in P_0(t) \quad \forall t \in \mathcal{T}_h \},$$

where $P_0$ denotes the polynomial space of degree zero.

We obtain the mixed form of corresponding discrete weak formulation: find a pair $(u_h, p_h) \in V_h \times W_h$, such that

$$(\mu \kappa^{-1} u_h, v_h) + (\beta \rho |u_h| u_h, v_h) - (p_h, \nabla \cdot v_h) = (g_D, v_h \cdot n)_{\partial \Omega_D} \quad \forall v_h \in V_h,$$

(2.8)

$$-(\nabla \cdot u_h, q_h) = - (f, q_h) \quad \forall q_h \in W_h.$$  
(2.9)

It is well known that the above velocity-pressure system is in a saddle-point structure, which is computationally expensive. To avoid tackling the saddle-point algebraic system, we apply the trapezoidal quadrature rule that allows for local velocity elimination and results in a symmetric and positive definite algebraic system for the pressure.

Suppose that $K$ is a symmetric tensor defined in $\Omega$, then we apply the trapezoidal quadrature to compute the integration $(K u, v)$, for any $u, v \in V_h$. By use of the bilinear mapping (2.5) and the Piola transformation (2.7), the integration on any physical element $t \in \mathcal{T}_h$ is mapped to the reference element $\hat{t}$, that is,

$$(K u, v)_t = (\frac{1}{J_t} DF_t^T \hat{K} DF_t \hat{u}, \hat{v}) = (\hat{M}_t \hat{u}, \hat{v})_t,$$

(2.10)

where $\hat{K} = K \circ F_t$, $\hat{M}_t = \frac{1}{J_t} DF_t^T \hat{K} DF_t$, and $\hat{u}, \hat{v} \in \text{BDM}_1(\hat{t})$ are the inverse functions of $u, v$ through the Piola transformation (2.7), respectively. By applying the trapezoidal quadrature rule on the reference element $\hat{t}$, we get the quadrature rule on the physical element $t \in \mathcal{T}_h$ as follows

$$(K u, v)_{Q,t} = (\hat{M}_t \hat{u}, \hat{v})_{\hat{Q},t} = \frac{|\hat{t}|}{4} \sum_{i=1}^{4} \hat{M}_t(\hat{r}_i) \hat{u}(\hat{r}_i) \cdot \hat{v}(\hat{r}_i),$$

(2.11)

and the global quadrature rule for the integration $(K u, v)$ in $\Omega$ is defined as

$$(K u, v)_Q = \sum_{t \in \mathcal{T}_h} (K u, v)_{Q,t}.$$  
(2.12)

The above quadrature rule $(\cdot, \cdot)_Q$ only couples the two basis functions of velocity that associated with the same vertex, for example, on the reference element $\hat{t}$

$$(\hat{M}_t \hat{v}_{11}, \hat{v}_{11})_{\hat{Q},t} = \frac{\hat{M}_t(\hat{r}_1)}{4}, \quad (\hat{M}_t \hat{v}_{11}, \hat{v}_{12})_{\hat{Q},t} = \frac{\hat{M}_t(\hat{r}_1)}{4},$$

(2.13)

$$(\hat{M}_t \hat{v}_{1i}, \hat{v}_{1j})_{\hat{Q},t} = 0 \quad \forall i \neq j = 1, 2.$$  
(2.14)

where $\hat{M}_{t,ij}$ is the $ij$-th component of $\hat{M}_t$, $i = 1, \cdots, 4$, $j = 1, 2$, respectively.

We obtain the corresponding discrete weak formulation using the MFMFE method: find a pair $(u_h, p_h) \in V_h \times W_h$, such that

$$(\mu \kappa^{-1} u_h, v_h)_Q + (\beta \rho |u_h| u_h, v_h)_Q - (p_h, \nabla \cdot v_h) = (g_D, v_h \cdot n)_{\partial \Omega_D} \quad \forall v_h \in V_h,$$

(2.15)

$$-(\nabla \cdot u_h, q_h) = - (f, q_h) \quad \forall q_h \in W_h.$$  
(2.16)
The Picard iterative algorithm and Newton iterative algorithm for solving the above nonlinear discrete system \( (2.15)-(2.16) \) on the fine grid \( T_h \) are written as follows:

**Picard iterative algorithm:** given arbitrary \( u_h^0 \in V_h \), find a pair \((u_h^{n+1}, p_h^{n+1}) \in V_h \times W_h\), such that

\[
(\mu k^{-1} u_h^{n+1}, v_h) + (\beta \rho |u_h^{n+1}| u_h^{n+1}, v_h)_Q - (p_h^{n+1}, \nabla \cdot v_h) = (g_D, v_h \cdot n)_{\partial \Omega_D} \quad \forall \ v_h \in V_h, \tag{2.17}
\]

\[
- (\nabla \cdot u_h^{n+1}, q_h) = -(f, q_h) \quad \forall \ q_h \in W_h. \tag{2.18}
\]

**Newton iterative algorithm:** given arbitrary \( u_h^0 \in V_h \), find a pair \((u_h^{n+1}, p_h^{n+1}) \in V_h \times W_h\), such that

\[
(\mu k^{-1} u_h^{n+1}, v_h)_Q + (\beta \rho |u_h^{n+1}| u_h^{n+1}, v_h)_Q + (\beta \rho \beta u_h^{n+1}, v_h)_Q - (p_h^{n+1}, \nabla \cdot v_h)_Q = (g_D, v_h \cdot n)_{\partial \Omega_D} + (\beta \rho \beta u_h^n, v_h)_Q \quad \forall \ v_h \in V_h, \tag{2.19}
\]

\[
- (\nabla \cdot u_h^{n+1}, q_h) = -(f, q_h) \quad \forall \ q_h \in W_h. \tag{2.20}
\]

where \( \beta \rho = \frac{u_h^n \otimes u_h^n}{|u_h^n|^2}, u_h^n \otimes u_h^n = u_h^n u_h^n^T \).

Suppose the dimensions of \( V_h \) and \( W_h \) are \( m_1 \) and \( m_2 \), respectively, then the above iterative algorithms can be written into matrix forms as:

\[
\begin{pmatrix}
A^n_h & B_h \\
B_h^T & 0
\end{pmatrix}
\begin{pmatrix}
U_h^{n+1} \\
F_h^{n+1}
\end{pmatrix}
= \begin{pmatrix}
G^n_h \\
F_h
\end{pmatrix}, \tag{2.21}
\]

where the matrix \( A^n_h \) is associated with terms

\[
(\mu k^{-1} u_h^{n+1}, v_h)_Q + (\beta \rho |u_h^n| u_h^{n+1}, v_h)_Q,
\]

in the Picard iterative algorithm \( (2.17)-(2.18) \) or terms

\[
(\mu k^{-1} u_h^{n+1}, v_h)_Q + (\beta \rho |u_h^n| u_h^{n+1}, v_h)_Q + (\beta \rho \beta u_h^n, v_h)_Q,
\]

in the Newton iterative algorithm \( (2.19)-(2.20) \). \( B_h, G_h^n \) and \( F_h \) are associated with terms \((p_h^{n+1}, \nabla \cdot v_h)_Q, (g_D, v_h \cdot n)_{\partial \Omega_D} + (\beta \rho \beta u_h^n, v_h)_Q \) and \(-(f, q_h)_Q\), respectively. From property \( (2.13)-(2.14) \) and by means of the BDM1 mixed finite element spaces and the trapezoidal quadrature rule \((\cdot, \cdot)_Q\), we know that \( A^n_h \) is a block diagonal, symmetric and positive definite matrix. Thus \( A^n_h \) can be inverted easily and we can solve the system \( (2.21) \) for each iteration in the following way

\[
-B_h^T (A^n_h)^{-1} B_h F_h^{n+1} = F_h - B_h^T (A^n_h)^{-1} G_h^n, \tag{2.22}
\]

namely, we only need to solve symmetric and positive definite systems for the pressure.

3. **Coarse-grid approximation**

In this section, we make an approximation of the Darcy-Forchheimer model on the coarse grid by illustrating a systematic way to construct the multiscale space for pressure, which follows the GMsFEM framework. The coarse grid is denoted by \( T_h \). Each coarse element \( T \) in the coarse grid \( T_h \) is a connected collection of elements in the fine grid \( T_h \); that is, coarse element number \( i \) is formed by \( T_i = \cup_{k=1}^{N_i} t_k \), where \( N_i \) is the number of fine-grid elements contained in \( T_i \). In the simplest case, the coarse grid turns into a uniform partition of the fine Cartesian grid so that each coarse element \( T \) becomes a rectangle. See Figure 4 for an example of a multiscale mesh and a coarse element \( T \). We use \( N_T \) to denote the total number of coarse elements included in \( T_h \). The coarse grid approximation is separated into two stages: offline computation and online computation.

3.1. **Offline computation**

In this subsection, we first construct the local snapshot space on each coarse element by solving a series of local problems with different boundary conditions. The snapshot space provides a solution space in each coarse element locally. Then we perform a spectral decomposition in each local snapshot space to derive the local offline space with a smaller dimension. All local offline spaces form into the offline space which is used to approximate the original problem on the coarse grid and obtain the offline solution. Both the offline space and the offline solution are of great importance and can be efficiently employed in the online computation stage to calculate the online basis functions for the enrichment of the multiscale space.
3.1.1. Snapshot space

Let \( T_i \in \mathcal{T}_h \) be a coarse element in \( \Omega \). Basis functions of the local snapshot space \( W_{\text{snap}}^i \) corresponding to \( T_i \) is derived by solving the following problems numerically: find \((\psi_j^i, \phi_j^i)\) such that

\[
\begin{align*}
\mu \kappa^{-1} \psi_j^i + \nabla \phi_j^i &= 0 \quad \text{in } T_i, \\
\nabla \cdot \psi_j^i &= 0 \quad \text{in } T_i.
\end{align*}
\]

(3.1)

The boundary of coarse element can be written as a collection of fine-grid edges, given as \( \partial T_i = \bigcup_{j=1}^{J_i} e_j \), where \( J_i \) is the total number of fine-grid edges on the boundary of coarse element \( T_i \). Let \( \delta_j^i \) be a piecewise constant function defined on \( \partial T_i \) with respect to the fine-grid edge such that it has value 1 on \( e_j \) and value 0 on the other fine-grid edges, defined as

\[
\delta_j^i = \begin{cases} 
1 & \text{in } e_j, \\
0 & \text{on other fine-grid edges on } \partial T_i,
\end{cases} \quad j = 1, 2, \cdots, J_i.
\]

(3.2)

The boundary conditions on the boundary of coarse element \( T_i \) for the local problem (3.1) are taken as

\[
\phi_j^i = \delta_j^i \quad \text{on } \partial T_i.
\]

(3.3)

Therefore, we obtain the local snapshot space associated with the coarse element \( T_i \) as

\[
W_{\text{snap}}^i = \text{span}\{\phi_1^i, \phi_2^i, \cdots, \phi_{J_i}^i\}.
\]

Additionally, we define the following local space that will be used in the local spectral decomposition to derive the local offline space

\[
V_{\text{snap}}^i = \text{span}\{\psi_1^i, \psi_2^i, \cdots, \psi_{J_i}^i\}.
\]

Remark 1 : Oversampling technique [17] can be employed to get more effective snapshot spaces. Let \( T^+ \) be a coarse block defined by adding some fine-grid layers around \( T \) such that \( T \subset T^+ \), as shown in the right of Figure 2. The snapshot basis functions with respect to the coarse block \( T^+ \) are derived form solving the problem (3.1) in the oversampling region \( T^+ \) with the similar boundary conditions with (3.3) defined on \( \partial T^+ \).

3.1.2. Offline space

We construct the local offline space by performing a dimension reduction in the local snapshot space. To this end, we solve the following spectral decomposition problem to get the dominate modes in each local snapshot space \( W_{\text{snap}}^i \): find a real number \( \lambda_k \geq 0 \) and a vector \( \Phi_k \) such that

\[
A_{\text{off}}^i \Phi_k = \lambda_k S_{\text{off}}^i \Phi_k, \quad A_{\text{off}}^i = R_{\text{off}}^T A^i R_{\text{off}}^i, \quad S_{\text{off}}^i = R_{\text{off}}^T S^i R_{\text{off}}^i, \quad (3.4)
\]
where, $R_{\text{off}}^{i}$ and $R_{\text{off}}^{n}$ denote the coefficients matrix of snapshot basis functions in the expansion of fine-grid basis functions

$$
R_{\text{off}}^{i} = [\psi_{1}^{i}, \psi_{2}^{i}, \cdots, \psi_{J_{i}}^{i}], \quad R_{\text{off}}^{n} = [\phi_{1}^{i}, \phi_{2}^{i}, \cdots, \phi_{J_{i}}^{i}],
$$

(A' and $S'$ are fine-grid matrices associated with the following bilinear forms,

$$
A' = [a_{ij}^{l}] = (\mu^{k} - 1)\psi_{i}^{l}, \quad S' = [s_{ij}^{l}] = (\phi_{i}^{l}, \phi_{j}^{l})_{T}.
$$

We arrange the eigenvalues of (3.4) in increasing order,

$$
\lambda_{1}^{i} < \lambda_{2}^{i} < \cdots < \lambda_{J_{i}}^{i},
$$

and choose the first $M_{\text{off}}^{i}$ eigenvalues $\lambda_{k}^{i}$ and the corresponding eigenvectors $\Phi_{k} = (\Phi_{kj})_{j=1}^{J_{i}}$ to form the local offline space with respect to $T_{i}$, where $(\Phi_{kj})$ is the $j$-th component of the vector $\Phi_{k}$ for $k = 1, \cdots, M_{\text{off}}^{i}$. Hence, we define the local offline basis functions to be

$$
\phi_{k}^{i,\text{off}} = \sum_{j=1}^{J_{i}} \Phi_{kj} \phi_{j}^{i}, \quad k = 1, \cdots, M_{\text{off}}^{i}.
$$

We define the local offline space with respect to $T_{i}$ as

$$
W_{\text{off}}^{i} = \text{span}\{\phi_{1}^{i,\text{off}}, \phi_{2}^{i,\text{off}}, \cdots, \phi_{M_{\text{off}}^{i}}^{i,\text{off}}\}.
$$

Combine all these local offline spaces $W_{\text{off}}^{i}$, $i = 1, \cdots, N_{T}$, we get the global offline space $W_{\text{off}}$ for the pressure, and by using of the single-index notation, it can be written as

$$
W_{\text{off}} = \text{span}\{\psi_{k}^{\text{off}} : 1 \leq k \leq M_{\text{off}}\}.
$$

where $M_{\text{off}} = \sum_{i=1}^{N_{T}} M_{\text{off}}^{i}$ is the total dimension of the global offline space for approximating the pressure. We use the matrix $R_{\text{off}}^{i}$ to denote the coefficients vector of each offline basis function in the expansion of fine-grid basis functions.

Having gotten the offline space $W_{\text{off}}$ for pressure, we define the following offline spaces for velocity and pressure as

$$
V_{H} = V_{H} \quad \text{and} \quad W_{H} = W_{\text{off}}.
$$

and get the mixed GMsFEM system with the following iterative algorithms.

**Picard iterative algorithm using offline space:** given arbitrary $u_{H}^{0} \in V_{H}$, find a pair $(u_{H}^{n+1}, p_{H}^{n+1}) \in V_{H} \times W_{H}$, such that

$$
(\mu^{k} - 1)u_{H}^{n+1}, v_{H})_{Q} + (\beta \rho |u_{H}^{n}| u_{H}^{n+1}, v_{H})_{Q} - (p_{H}^{n+1}, \nabla \cdot v_{H}) = (g_{D}, v_{H} \cdot n)_{\partial \Omega_{D}}, \quad \forall v_{H} \in V_{H},
$$

$$
-(\nabla \cdot u_{H}^{n+1}, q_{H}) = -(f, q_{H}), \quad \forall q_{H} \in W_{H}.
$$

**Newton iterative algorithm using offline space:** given arbitrary $u_{H}^{0} \in V_{H}$, find a pair $(u_{H}^{n+1}, p_{H}^{n+1}) \in V_{H} \times W_{H}$, such that

$$
(\mu^{k} - 1)u_{H}^{n+1}, v_{H})_{Q} + (\beta \rho |u_{H}^{n}| u_{H}^{n+1}, v_{H})_{Q} + (\beta \rho \mathcal{P}_{H}^{n} u_{H}^{n+1}, v_{H})_{Q} - (p_{H}^{n+1}, \nabla \cdot v_{H}) = (g_{D}, v_{H} \cdot n)_{\partial \Omega_{D}} + (\beta \rho \mathcal{P}_{H}^{n} u_{H}^{n}, v_{H}), \quad \forall v_{H} \in V_{H},
$$

$$
-(\nabla \cdot u_{H}^{n+1}, q_{H}) = -(f, q_{H}), \quad \forall q_{H} \in W_{H}.
$$

where $\mathcal{P}_{H}^{n} = \frac{u_{H}^{n} \otimes u_{H}^{n}}{|u_{H}^{n}|_{H}}, u_{H}^{n} \otimes u_{H}^{n} = u_{H}^{n} u_{H}^{n} T$.

The matrix form of the above coarse-grid iterative algorithms can be written as : given arbitrary vector $U_{H}^{0} \in \mathbb{R}^{m_{1}}$, find a pair $(U_{H}^{n+1}, P_{H}^{n+1}) \in \mathbb{R}^{m_{1}} \times \mathbb{R}^{M_{\text{off}}}$, such that

$$
\begin{pmatrix}
A_{H}^{n} & B_{h}R_{\text{off}}^{i} \\
R_{\text{off}}^{i} B_{h}^{T} & 0
\end{pmatrix}
\begin{pmatrix}
U_{H}^{n+1} \\
P_{H}^{n+1}
\end{pmatrix}
=
\begin{pmatrix}
C_{H}^{n} \\
R_{\text{off}}^{i} F_{h}
\end{pmatrix}.
$$

Since the matrix $A_{H}^{n}$ is defined in the same way as the matrix $A_{H}^{n}$ in (2.21) which is block diagonal, symmetric and positive definite and can be inverted easily, we solve the system for each iteration in the following way to get the offline solution

$$
-R_{\text{off}}^{i} B_{h}^{T} (A_{H}^{n})^{-1} B_{h} R_{\text{off}}^{i} P_{H}^{n+1} = R_{\text{off}}^{i} F_{h} - R_{\text{off}}^{i} B_{h}^{T} (A_{H}^{n})^{-1} C_{H}^{n}.
$$
3.2. Online computation

In this subsection, we compute online basis functions adaptively in selected regions based on the offline space and residual indicators to enrich the multiscale space. Online basis functions contain useful global information that offline basis functions can’t capture. Let \((u_{\text{off}}, p_{\text{off}})\) be the solution at the end of the Newton iterations \((3.13)\)–\((3.15)\), namely the offline solution. We denote \(W_{0\text{ms}}^{\text{off}} = W_{0\text{ms}}\) as the initial online multiscale space and \((u_{\text{ms}}^{0}, p_{\text{ms}}^{0}) = (u_{\text{off}}, p_{\text{off}})\) as the initial solution for the online multiscale space enrichment procedure. We make use of the index \(m \geq 1\) to represent the enrichment level of the online multiscale space. In the enrichment level \(m\), we use \(W_{\text{ms}}^{m}\) and \((u_{\text{ms}}^{m}, p_{\text{ms}}^{m})\) to denote the corresponding online multiscale space and multiscale solution, respectively. The computation of online basis functions is illustrated in the following.

Suppose the \(m\)-th level online multiscale space \(W_{\text{ms}}^{m+1}\) and the corresponding multiscale solution \((u_{\text{ms}}^{m+1}, p_{\text{ms}}^{m+1})\) are already known, and we need to construct online basis function \(\phi\) on the coarse element \(T\) to enrich the multiscale space such that \(W_{\text{ms}}^{m+1} = W_{\text{ms}}^{m} + \text{span}\{\phi\}\). Let \(T^+\) be the coarse block inclusive of \(T\), \(T \subset T^+\), defined by adding one fine-grid layer around \(T\). We solve the following problem: find \((\psi^+, \phi^+) \in V_h(T^+) \times W_h(T^+)\), such that

\[
(\mu k^{-1} \psi^+, v)_Q + (\beta \rho |u_{\text{ms}}|^m |\psi^+, v)_Q - (\phi^+, \nabla \cdot v) = 0 \quad \forall v \in V_h(T^+),
\]

\[
(\nabla \cdot \psi^+, q) = (f - \nabla \cdot u_{\text{ms}}^m, q) \quad \forall q \in W_h(T^+),
\]

and satisfies the homogeneous Neumann boundary condition \(\psi^+ \cdot n = 0\) on \(\partial T^+\), where \(\phi^+\) is uniquely decided with the condition that \(\phi^+ = 0\) on the boundary element of \(T^+\). Restrict \(\phi^+\) on \(T\), we get the online basis function on the coarse element \(T\), i.e., \(\phi = \phi^+ |_T\).

With the online multiscale space \(W_{\text{ms}}^{m+1}\) already known, we get the corresponding multiscale solution by solving the following problem: find \((u_{\text{ms}}^{m+1}, p_{\text{ms}}^{m+1}) \in V_h \times W_h^{m+1}\), such that

\[
(\mu k^{-1} u_{\text{ms}}^{m+1}, v_h)_Q + (\beta \rho |u_{\text{ms}}|^m |u_{\text{ms}}^{m+1}, v_h)_Q - (p_{h}^{n+1}, \nabla \cdot v_h) = (g_D, v_h \cdot n)_{\partial \Omega_D} \quad \forall v_h \in V_h,
\]

\[
-(\nabla \cdot u_{\text{ms}}^{m+1}, q_h) = -(f, q_h) \quad \forall q_h \in W_h^{m+1}.
\]

Remark 2: In the matrix form of the system \((3.20)\)–\((3.21)\), we need to update the mass matrix for velocity \(A_{T^+}^n\) associated with terms \((\mu k^{-1} u_{\text{ms}}^m, v_h)_Q + (\beta \rho |u_{\text{ms}}|^m |u_{\text{ms}}^{m+1}, v_h)_Q\) in each level of online multiscale space enrichment. So we also test the online multiscale space enrichment in the case that we use the term \((\beta \rho |u_{\text{off}}|^m, \cdot)_Q\) to replace the term \((\beta \rho |u_{\text{off}}|^m, \cdot)_Q\) in \((3.22)\) and \((3.24)\), respectively, i.e., the online basis function and the multiscale solution are solved in the following way

\[
(\mu k^{-1} \psi^+, v)_Q + (\beta \rho |u_{\text{off}}|^m |\psi^+, v)_Q - (\phi^+, \nabla \cdot v) = 0 \quad \forall v \in V_h(T^+),
\]

\[
(\nabla \cdot \psi^+, q) = (f - \nabla \cdot u_{\text{off}}^m, q) \quad \forall q \in W_h(T^+),
\]

and

\[
(\mu k^{-1} u_{\text{ms}}^{m+1}, v_h)_Q + (\beta \rho |u_{\text{off}}|^m |u_{\text{ms}}^{m+1}, v_h)_Q - (p_{h}^{n+1}, \nabla \cdot v_h) = (g_D, v_h \cdot n)_{\partial \Omega_D} \quad \forall v_h \in V_h,
\]

\[
-(\nabla \cdot u_{\text{ms}}^{m+1}, q_h) = -(f, q_h) \quad \forall q_h \in W_h^{m+1}. 
\]

4. Numerical tests

In this section, we present some numerical examples to demonstrate the performance of the proposed multiscale method for Darcy-Forchheimer model in heterogeneous porous media. In the following examples, we set \(\mu = 1\) and \(\rho = 1\). The Darcy-Forchheimer coefficient are taken to be \(\beta = \beta_0 k^{-1}\) \(13, 23, 31\), where the parameter \(\beta_0\) control the influence of the nonlinear term and we will test cases with \(\beta_0 = 1, \beta_0 = 10, \beta_0 = 100, \beta_0 = 1000\) and \(\beta_0 = 10000\), respectively. Denote the fine-grid solution by \((p_{\text{f}}, u_{\text{f}})\), suppose the multiscale solution is denoted by \((p_{\text{ms}}, u_{\text{ms}})\), then the relative \(L_2\) errors for pressure and velocity are denoted as follows

\[
\text{Erp}(p_{\text{ms}}) := \frac{\|p_{\text{ms}} - p_f\|}{\|p_f\|} \quad \text{and} \quad \text{Eru}(u_{\text{ms}}) := \frac{\|u_{\text{ms}} - u_f\|}{\|u_f\|}.
\]

4.1. Offline solution

We first investigate the performance of the offline solution. The offline solution is derived by solving the Newton iterative algorithm \((3.13)\)–\((3.15)\), denoted by \((u_{\text{off}}, p_{\text{off}})\). When we get the offline solution for velocity \(u_{\text{off}}\), we can update the local snapshot spaces with respect to the coarse elements where the residuals are large.
The updated local snapshot spaces may capture the fine-scale information more accurately than the original local snapshot spaces. The residual $R_i$ for the coarse element $T_i$ is computed as

$$R_i = \int_{T_i} |f - \nabla \cdot u_{\text{off}}|^2 dx.$$  \hfill (4.1)

We arrange the above $N_T$ residuals in decreasing order, that is $R_1 \geq R_2 \geq \cdots \geq R_{N_T}$, and we choose the coarse elements where the local snapshot spaces need to be updated by choosing the smallest integer $N_{\text{update}}$, such that

$$\sum_{i=1}^{N_{\text{update}}} R_i \geq \theta \sum_{i=1}^{N_T} R_i.$$  \hfill (4.2)

where $1 > \theta > 0$ is a real number to be chosen. In the following examples of this subsection, we take $\theta = 3/4$. The local snapshot spaces in regard to the selected coarse elements are updated by solving the following local problems: find $(\psi_j^{(i)}, \phi_j^{(i)})$ such that

$$(\mu \kappa^{-1} + \beta \rho |u_{\text{off}}|) \psi_j^{(i)} + \nabla \phi_j^{(i)} = 0 \quad \text{in } T_i,$$

$$(\nabla \cdot \psi_j^{(i)} = 0 \quad \text{in } T_i,$$

with the same boundary conditions as (3.3), for $i = 1, \cdots, N_{\text{update}}$. Then we implement the same spectral decomposition as (3.4) in the updated snapshot spaces to update the offline space. We denote the partially updated offline space according to the criterion (4.2) by $\hat{W}_{\text{off}}$, the corresponding offline solution by $(\hat{u}_{\text{off}}, \hat{p}_{\text{off}})$, and the associated $L_2$ relative errors by $\text{Err}_p(\hat{p}_{\text{off}})$, $\text{Err}_u(\hat{u}_{\text{off}})$, respectively. For comparison, we also denote the totally updated offline space for all coarse elements ($N_{\text{update}} = N_T$) by $\tilde{W}_{\text{off}}$, the corresponding offline solution by $(\tilde{u}_{\text{off}}, \tilde{p}_{\text{off}})$, and the associated $L_2$ relative errors by $\text{Err}_p(\tilde{p}_{\text{off}})$, $\text{Err}_u(\tilde{u}_{\text{off}})$, respectively.

**Example 1**: The computational domain is set to be $\Omega = [0, 1]^2$, the fine grid is a $100 \times 100$ uniform mesh, and the coarse grid is a $10 \times 10$ uniform mesh. The permeability field $\kappa$ is shown in Figure 3.

Table 1 shows respectively the iteration number of Picard iterative algorithm (3.12)-(3.13) and Newton iterative algorithm (3.14)-(3.15) with the parameter $\beta_0$ taken different values, it is obvious that the number of Newton iterations is much less than Picard iterations, which is especially noticeable when the parameter $\beta_0$ takes large values.

Tables 2, 3, and 4 show the $L_2$ relative errors $\text{Err}_p(p_{\text{off}})$, $\text{Err}_u(u_{\text{off}})$, $\text{Err}_p(\rho_{\text{off}})$, $\text{Err}_u(u_{\text{off}})$, $\text{Err}_p(\hat{p}_{\text{off}})$, and $\text{Err}_u(\hat{u}_{\text{off}})$ with parameter $\beta_0$ taken different values with respect to 4, 6 and 8 offline basis functions per coarse element, respectively, where 'Dof per T' denotes the number of offline basis functions per coarse element. We find that the offline basis functions provides good approximations of the problem on the coarse grid and the accuracy of the offline solution is improved by applying more offline basis functions per coarse element. The updated offline basis functions are capable of reducing the relative errors and it becomes evident when the parameter $\beta_0$ becomes large. Moreover, comparisons between the results of partially and totally updated offline space

![Figure 3: The distribution of permeability field $\kappa$ in logarithmic scale for example 1.](image-url)
Table 1: (Example 1) The number of iterations.

| $\beta_0$ | #Newton iterations | #Picard iterations |
|-----------|---------------------|-------------------|
| 1         | 7                   | 48                |
| 10        | 9                   | 153               |
| 100       | 11                  | 491               |
| 1000      | 12                  | 1376              |
| 10000     | 14                  | 3057              |

demonstrate that the criterion (4.2) is valid to save the computation for the offline space update, that is, we can realize the comparable error reduction by only updating a part of local snapshot and offline spaces.

Figure 4 plots the fine-grid solution ($p_f, u_f$), offline solution ($p_{off}, u_{off}$) and the updated offline solution ($\hat{p}_{off}, \hat{u}_{off}$), respectively, with 4 offline basis functions per coarse element and the parameter $\beta_0 = 100$. We can see that the offline solutions are able to achieve good accuracies though a small number of offline basis functions are used.

Table 2: (Example 1) Relative errors $Er_p(p_{off})$, $Er_u(u_{off})$, $Er_p(\hat{p}_{off})$, $Er_u(\hat{u}_{off})$ and $Er_p(\tilde{p}_{off})$ and $Er_u(\tilde{u}_{off})$ with 4 offline basis functions per coarse element, $\theta = 3/4$.

| $\beta_0$ | Dof per $T = 4$ | Dof per $T = 4$ | Dof per $T = 4$ |
|-----------|-----------------|-----------------|-----------------|
|           | $Er_p(p_{off})$ | $Er_u(u_{off})$ | $Er(p_{off})$  | $Er(u_{off})$  | $N_{update}$ | $Er(\hat{p}_{off})$ | $Er(\hat{u}_{off})$ | $N_{update}$ |
| 0         | 0.0053          | 0.0596          | -               | -               | -            | 0.0051          | 0.0753          | 100             |
| 1         | 0.0050          | 0.0778          | 0.0051          | 0.0747          | 24           | 0.0050          | 0.0858          | 100             |
| 10        | 0.0051          | 0.1032          | 0.0050          | 0.0901          | 29           | 0.0050          | 0.0950          | 100             |
| 100       | 0.0063          | 0.1341          | 0.0055          | 0.0975          | 33           | 0.0052          | 0.1004          | 100             |
| 1000      | 0.0075          | 0.1507          | 0.0062          | 0.1036          | 34           | 0.0055          | 0.1025          | 100             |
| 10000     | 0.0080          | 0.1566          | 0.0065          | 0.1065          | 35           | 0.0056          | 0.1025          | 100             |

Table 3: (Example 1) Relative errors $Er_p(p_{off})$, $Er_u(u_{off})$, $Er_p(\hat{p}_{off})$, $Er_u(\hat{u}_{off})$ and $Er_p(\tilde{p}_{off})$ and $Er_u(\tilde{u}_{off})$ with 6 offline basis functions per coarse element, $\theta = 3/4$.

| $\beta_0$ | Dof per $T = 6$ | Dof per $T = 6$ | Dof per $T = 6$ |
|-----------|-----------------|-----------------|-----------------|
|           | $Er_p(p_{off})$ | $Er_u(u_{off})$ | $Er(p_{off})$  | $Er(u_{off})$  | $N_{update}$ | $Er(\hat{p}_{off})$ | $Er(\hat{u}_{off})$ | $N_{update}$ |
| 0         | 0.0024          | 0.0058          | -               | -               | -            | 0.0024          | 0.0143          | 100             |
| 1         | 0.0024          | 0.0268          | 0.0023          | 0.0148          | 24           | 0.0024          | 0.0143          | 100             |
| 10        | 0.0028          | 0.0485          | 0.0024          | 0.0212          | 31           | 0.0025          | 0.0217          | 100             |
| 100       | 0.0041          | 0.0753          | 0.0033          | 0.0317          | 36           | 0.0027          | 0.0286          | 100             |
| 1000      | 0.0053          | 0.0910          | 0.0039          | 0.0351          | 38           | 0.0030          | 0.0323          | 100             |
| 10000     | 0.0057          | 0.0970          | 0.0042          | 0.0370          | 38           | 0.0031          | 0.0337          | 100             |

Table 4: (Example 1) Relative errors $Er_p(p_{off})$, $Er_u(u_{off})$, $Er(p_{off})$, $Er(u_{off})$, $Er_p(\tilde{p}_{off})$ and $Er_u(\tilde{u}_{off})$ with 8 offline basis functions per coarse element, $\theta = 3/4$.

| $\beta_0$ | Dof per $T = 8$ | Dof per $T = 8$ | Dof per $T = 8$ |
|-----------|-----------------|-----------------|-----------------|
|           | $Er_p(p_{off})$ | $Er_u(u_{off})$ | $Er(p_{off})$  | $Er(u_{off})$  | $N_{update}$ | $Er(\hat{p}_{off})$ | $Er(\hat{u}_{off})$ | $N_{update}$ |
| 0         | 0.0013          | 0.0011          | -               | -               | -            | 0.0014          | 0.0100          | 100             |
| 1         | 0.0014          | 0.0233          | 0.0014          | 0.0111          | 17           | 0.0014          | 0.0100          | 100             |
| 10        | 0.0018          | 0.0364          | 0.0016          | 0.0158          | 25           | 0.0015          | 0.0135          | 100             |
| 100       | 0.0028          | 0.0466          | 0.0023          | 0.0199          | 31           | 0.0017          | 0.0164          | 100             |
| 1000      | 0.0035          | 0.0522          | 0.0028          | 0.0227          | 34           | 0.0019          | 0.0181          | 100             |
| 10000     | 0.0039          | 0.0545          | 0.0031          | 0.0241          | 34           | 0.0020          | 0.0187          | 100             |

Example 2: The computational domain is set to be $\Omega = [0, 1.6] \times [0, 0.6]$, the fine grid is a $160 \times 60$ uniform mesh, and the coarse grid is a $16 \times 6$ uniform mesh. The permeability field $\kappa$ is a part of the horizontal permeability from the SPE10 data set, as shown in Figure 5.
Figure 4: (Example 1) The pressure and the velocity using 4 offline basis functions per coarse element with $\beta_0 = 100$ and $\theta = 3/4$. 
Left: fine-grid solution ($p_f, u_f$). Middle: offline solution ($p_{\text{off}}, u_{\text{off}}$). Right: updated offline solution ($\hat{p}_{\text{off}}, \hat{u}_{\text{off}}$).

Figure 5: The distribution of permeability field $\kappa$ in logarithmic scale for example 2.

Table 5 shows the iteration number of Picard iterative algorithm (3.12)-(3.13) and Newton iterative algorithm (3.14)-(3.15) with parameter $\beta_0$ taken different values, as the result in example 1, the number of Newton iterations is much less than the Picard iterations.

| $\beta_0$ | #Newton iterations | #Picard iterations |
|------------|---------------------|-------------------|
| 1          | 7                   | 56                |
| 10         | 9                   | 182               |
| 100        | 10                  | 522               |
| 1000       | 12                  | 1501              |
| 10000      | 14                  | 4257              |

Tables 6-7 and 8 show the $L_2$ relative errors $\text{Er}_p(p_{\text{off}})$, $\text{Er}_u(u_{\text{off}})$, $\text{Er}_p(\hat{p}_{\text{off}})$, $\text{Er}_u(\hat{u}_{\text{off}})$, $\text{Er}_p(\tilde{p}_{\text{off}})$, and $\text{Er}_u(\tilde{u}_{\text{off}})$.
with the parameter \( \beta_0 \) taken different values with respect to 4, 6 and 8 offline basis functions per coarse element, respectively. The results are similar to that of Example 1, although the relative errors in Tables 6, 7, and 8 are a little bit bigger than the relative errors in Tables 1, 2, and 3 of Example 1, it seems that the offline basis functions remain effective for the permeability filed.

Table 6: (Example 2) Relative errors \( \text{Erp}(\hat{p}_{off}) \), \( \text{Eru}(\hat{u}_{off}) \), \( \text{Erp}(\tilde{p}_{off}) \), \( \text{Eru}(\tilde{u}_{off}) \), \( \text{Erp}(\hat{p}_{off}) \) and \( \text{Eru}(\hat{u}_{off}) \) with 4 offline basis functions per coarse element, \( \theta = 3/4 \).

| \( \beta_0 \) | Dof per \( T = 4 \) | Dof per \( T = 4 \) | Dof per \( T = 4 \) |
|---|---|---|---|
| \( 0 \) | 0.0091 | 0.0891 | - |
| \( 1 \) | 0.0092 | 0.0975 | 0.0091 | 0.0923 | 26 |
| \( 10 \) | 0.0095 | 0.1270 | 0.0090 | 0.1076 | 27 |
| \( 100 \) | 0.0091 | 0.1594 | 0.0083 | 0.1290 | 29 |
| \( 1000 \) | 0.0084 | 0.1773 | 0.0075 | 0.1445 | 30 |
| \( 10000 \) | 0.0081 | 0.1846 | 0.0078 | 0.1542 | 31 |

Table 7: (Example 2) Relative errors \( \text{Erp}(\hat{p}_{off}) \), \( \text{Eru}(\hat{u}_{off}) \), \( \text{Erp}(\tilde{p}_{off}) \), \( \text{Eru}(\tilde{u}_{off}) \), \( \text{Erp}(\hat{p}_{off}) \) and \( \text{Eru}(\hat{u}_{off}) \) with 4 offline basis functions per coarse element, \( \theta = 3/4 \).

| \( \beta_0 \) | Dof per \( T = 6 \) | Dof per \( T = 6 \) | Dof per \( T = 6 \) |
|---|---|---|---|
| \( 0 \) | 0.0018 | 0.0354 | - |
| \( 1 \) | 0.0018 | 0.0449 | 0.0018 | 0.0363 | 19 |
| \( 10 \) | 0.0022 | 0.0820 | 0.0018 | 0.0489 | 22 |
| \( 100 \) | 0.0026 | 0.1157 | 0.0027 | 0.0607 | 24 |
| \( 1000 \) | 0.0029 | 0.1324 | 0.0029 | 0.0694 | 26 |
| \( 10000 \) | 0.0030 | 0.1382 | 0.0034 | 0.0730 | 27 |

Table 8: (Example 2) Relative errors \( \text{Erp}(\hat{p}_{off}) \), \( \text{Eru}(\hat{u}_{off}) \), \( \text{Erp}(\tilde{p}_{off}) \), \( \text{Eru}(\tilde{u}_{off}) \), \( \text{Erp}(\hat{p}_{off}) \) and \( \text{Eru}(\hat{u}_{off}) \) with 4 offline basis functions per coarse element, \( \beta_0 = 100 \).

| \( \beta_0 \) | Dof per \( T = 8 \) | Dof per \( T = 8 \) | Dof per \( T = 8 \) |
|---|---|---|---|
| \( 0 \) | 0.0007 | 0.0201 | - |
| \( 1 \) | 0.0009 | 0.0345 | 0.0007 | 0.0219 | 18 |
| \( 10 \) | 0.0016 | 0.0734 | 0.0009 | 0.0364 | 20 |
| \( 100 \) | 0.0024 | 0.1051 | 0.0018 | 0.0502 | 23 |
| \( 1000 \) | 0.0027 | 0.1208 | 0.0020 | 0.0599 | 24 |
| \( 10000 \) | 0.0029 | 0.1264 | 0.0026 | 0.0610 | 26 |

In addition, Figure 6 plots the fine-grid solutions \((p_f, u_f)\), offline solution \((\hat{p}_{off}, \hat{u}_{off})\) and updated offline solution \((\tilde{p}_{off}, \tilde{u}_{off})\), respectively, with 4 offline basis functions per coarse element and \( \beta_0 = 100 \). Obviously, the offline solutions still have competitive performances.

### 4.2. Online computation

In this subsection, we investigate the performance of the online computation. We will test the multiscale space enrichment uniformly for all coarse elements and adaptively based on residuals, respectively. The online basis functions are calculated and added into the multiscale space only in disjoint regions at a time, for convenience, we use a two-index notation to enumerate all coarse elements, i.e., the coarse elements are indexed by \( T_{ij} \), with \( i = 1, 2, \cdots, N_x \) and \( j = 1, 2, \cdots, N_y \), where \( N_x \) and \( N_y \) are the number of partitions of the coarse grid \( T_T \) along the \( x \) and \( y \) directions, respectively. Let \( I_x = \{1, 2, \cdots, N_x\} \) and \( I_y = \{1, 2, \cdots, N_y\} \). We denote \( I_{x,1}, I_{x,2} \) be the subsets contain the odd, even indices of \( I_x \), respectively, and \( I_{y,1}, I_{y,2} \) be the subsets contain the odd, even indices of \( I_y \), respectively. We can separate the set that contains all coarse elements into four disjoint subsets \( S_1, S_2, S_3, S_4 \) with \( S_1 = I_{x,1} \times I_{y,1}, S_2 = I_{x,1} \times I_{y,2}, S_3 = I_{x,2} \times I_{y,1} \) and \( S_4 = I_{x,2} \times I_{y,2} \), respectively. Each iteration of the online multiscale space enrichment contains four subiterations, in particular, these four
4.2.1. Uniform online enrichment

We first enrich the multiscale space uniformly by adding one online basis function per coarse element in each enrichment iteration. We compare the performance of the uniform online enrichment with the parameter $\beta_0$ taken different values about 3, 4, 5 and 6 initial basis functions (belong to offline space $W_{\text{off}}$) per coarse element, respectively. The results are shown in Figure 7 where we plot the logarithm of the relative error of velocity against the dimension of the multiscale space $W_{\text{ms}}$ in each enrichment iteration. We find that the accuracy of the multiscale solution is improved a lot by several level of online enrichment. The convergence rate becomes slow when $\beta_0$ becomes large. We also compare the performance of the uniform online computation with respect to different number of initial basis functions per coarse element for $\beta_0$ taken four different values : $\beta_0 = 10, 100, 10000$ and 100000, respectively. It can be observed that the performance of the online multiscale space is better than the offline multiscale space with the same dimension.

Under the circumstance in Remark 2 where the mass matrix for velocity $A_{\text{ms}}^m$ is not updated in the calculation of online basis functions using (3.22)-(3.23) and multiscale solutions using (3.24)-(3.25) for each enrichment iteration, in the same way, we compare the performance of the uniform online computation (3.22)-(3.25) with the parameter $\beta_0$ taken different values for 3, 4, 5 and 6 initial basis functions per coarse element, respectively, the results are shown in Figure 8 where we plot the relative errors of velocity against dimensions of the multiscale space $W_{\text{ms}}$ for $\beta_0$ taken four different values : $\beta_0 = 10, 100, 10000$ and 100000, respectively. We find that in each case, the relative error decreases to a constant and no longer reduce after several levels of online enrichment, which is caused by the difference between $|u_f|$ and $|u_{\text{off}}|$ relating to the second term $(\beta \rho |u_{\text{off}}|, \cdot)_Q$ in the left-hand side of (3.22) and (3.24). In other words, if we know the fine-grid solution $u_f$ and use the term $(\beta \rho |u_f|, \cdot)_Q$ to replace the term $(\beta \rho |u_{\text{off}}|, \cdot)_Q$ in (3.22) and (3.24), respectively, then the online multiscale solution will converge to the
Figure 7: (Uniform online enrichment) Convergence comparison with $\beta_0$ taken different values. Top left: 3 initial basis functions. Top right: 4 initial basis functions. Bottom left: 5 initial basis functions. Bottom right: 6 initial basis functions.

Figure 8: (Uniform online enrichment) Convergence comparison with different choices of the number of initial basis functions. Top left: $\beta_0 = 10$. Top right: $\beta_0 = 100$. Bottom left: $\beta_0 = 1e3$. Bottom right: $\beta_0 = 1e4$. 
fine-grid solution as we increase the number of iterations of online enrichment. Anyway, totally speaking, these constant relative errors are acceptable. Furthermore, it is observed from Figure 2 that with the increase of the parameter $\beta_0$, the relative errors also increase, but the increase rates of the relative errors slow down when $\beta_0$ becomes large; from Figure 10, it indicates that the more number of initial basis functions per coarse element are used, the smaller of the constant relative errors can be derived and the online basis functions behave better than the offline basis functions.

4.2.2. Adaptive online enrichment

In the following, we carry out the online multiscale space enrichment adaptively by adding online basis functions on coarse elements where the residuals are large. For the online enrichment in level $m + 1$, similar with (4.1), we define the online residual $R^m_i$ for each coarse element $T_i$ as

$$R^m_i = \int_{T_i} | f - \nabla \cdot \mathbf{u}_{ms}^m |^2 dx,$$

we arrange these online residuals in decreasing order, $R^m_1 \geq R^m_2 \geq \cdots \geq R^m_{N_P}$, then we choose the coarse elements where online basis functions need to be added by choosing the smallest integer $N_{add}$, such that the cumulative online residuals of the selected coarse elements is the $\xi$ fraction of the total online residuals of the multiscale solution in level $m$, that is

$$\sum_{i=1}^{N_{add}} R^m_i \geq \xi \sum_{i=1}^{N_P} R^m_i,$$

where $1 > \xi > 0$ is a real number to be chosen. In the following tests, we take $\xi = 3/4$. As done in numerical tests of the uniform online enrichment, in Figure 11, we plot the convergence history of the adaptive online computation with the parameter $\beta_0$ taken different values regarding 3, 4, 5 and 6 initial basis functions per coarse element, respectively; and in Figure 12 we show the convergence history of the adaptive online computation with different number of initial basis functions for $\beta_0$ taken four different values: $\beta_0 = 10, 100, 10000$ and 10000, respectively. Compare with the results in Figure 7 and 8 of the uniform online enrichment, we can observe that the criterion (4.6) is effective, the number of basis functions are reduced to obtain the same relative error as the uniform online enrichment.

We also test the situation in Remark 2 where the mass matrix for velocity $A^m_{Q}$ is kept fixed in each iteration of the multiscale space enrichment. The results of the comparison with the parameter $\beta_0$ taken different values for 3, 4, 5 and 6 initial basis functions per coarse element, respectively, are shown in Figure 13 and the results of the comparison with respect to different initial basis functions per coarse element for $\beta_0$ taken four different values: $\beta_0 = 10, 100, 10000$ and 10000, respectively, are shown in Figure 14. As the results in Figure 9 and 10 of the uniform online enrichment, the relative errors also converge to constant errors, and these constant errors in Figure 9 and 10 are practically coincide with the constant errors in 13 and 14. In addition, compare with the results in Figure 7 and 8, we observe once again that the adaptive online enrichment requires smaller number of basis functions than the uniform online enrichment to achieve the same accuracy of the multiscale solution.

5. Conclusions

In this paper, we employ the GmsFEM framework to solve the Darcy-Forchheimer model in highly heterogeneous porous media. An MFMsFEM method is applied for the discretization of the problem on the underlying fine grid. In the MFMsFEM method, BDM$_1$ mixed finite element spaces are used for approximating the velocity and pressure, and symmetric trapezoidal quadrature rule is employed for the integration of bilinear forms relating to the velocity variables, which allows for local velocity elimination and lead to a cell-centered system for the pressure. We construct the multiscale basis functions for approximating the pressure and solve the problem on the coarse grid following the GMsFEM framework. The computation of the local snapshot spaces and the smaller dimensional offline space by a series of local spectral decompositions are conducted in the offline stage. In the online stage, we use the Newton iterative algorithm to deal with the nonlinear term and obtain the offline solution, then based on the offline space and offline solution, we enrich the multiscale space by calculating online basis functions. In the end, some numerical examples are supplied to test the performance of the proposed multiscale method. The numerical results demonstrate that the number of Newton iterations is much less than the Picard iterations, the multiscale method provides a good approximation of the problem on the coarse grid even though the Darcy-Forchheimer parameter takes large values and the online basis functions are effective to improve the accuracy of the multiscale solution substantially.
Figure 9: (Uniform online enrichment, Remark 2) Convergence comparison with $\beta_0$ taking different values. Top left: 3 initial basis functions. Top right: 4 initial basis functions. Bottom left: 5 initial basis functions. Bottom right: 6 initial basis functions.

Figure 10: (Uniform online enrichment, Remark 2) Convergence comparison for different choices of the number of initial basis. Top left: $\beta_0 = 1$. Top right: $\beta_0 = 10$. Middle left: $\beta_0 = 100$. Middle right: $\beta_0 = 1e3$. Bottom: $\beta_0 = 1e4$. 
Figure 11: (Adaptive online enrichment) Convergence comparison with $\beta_0$ taking different values. Top left: 3 initial basis functions. Top right: 4 initial basis functions. Bottom left: 5 initial basis functions. Bottom right: 6 initial basis functions.

Figure 12: (Adaptive online enrichment) Convergence comparison for different choices of the number of initial basis. Top left: $\beta_0 = 1$. Top right: $\beta_0 = 10$. Middle left: $\beta_0 = 100$. Middle right: $\beta_0 = 1e3$. Bottom: $\beta_0 = 1e4$. 
Figure 13: Adaptive online enrichment (Remark 2): Convergence comparison for $\beta_0$ taking different values. Top left: initial dofs per $T=3$. Top right: initial dofs per $T=4$. Bottom left: initial dofs per $T=5$. Bottom right: initial dofs per $T=6$.

Figure 14: Adaptive online enrichment (Remark 2): Convergence comparison for different choices of the number of initial basis. Top left: $\beta_0 = 1$. Top right: $\beta_0 = 10$. Middle left: $\beta_0 = 100$. Middle right: $\beta_0 = 1e3$. Bottom: $\beta_0 = 1e4$. 
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