Establishing a non-hydrostatic global atmospheric modeling system (iAMAS) at 3-km horizontal resolution with online integrated aerosol feedbacks on the Sunway supercomputer of China
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Abstract

During the era of global warming and highly urbanized development, extreme and high impact weather as well as air pollution incidents influence everyday life and might even cause the incalculable loss of life and property. Although with the vast development of numerical simulation of atmosphere, there still exists substantial forecast biases objectively. To predict extreme weather, severe air pollution, and abrupt climate change accurately, the numerical atmospheric model requires not only to simulate meteorology and atmospheric compositions and their impacts simultaneously involving many sophisticated physical and chemical processes but also at high spatiotemporal resolution. Global atmospheric simulation of meteorology and atmospheric compositions simultaneously at spatial resolutions of a few kilometers remains challenging due to its intensive computational and input/output (I/O) requirement. Through multi-dimension-parallelism structuring, aggressive and finer-grained optimizing, manual vectorizing, and parallelized I/O fragmenting, an integrated Atmospheric Model Across Scales (iAMAS) was established on the new Sunway supercomputer platform to significantly increase the computational efficiency and reduce the I/O cost. The global 3-km atmospheric simulation for meteorology with online integrated aerosol feedbacks with iAMAS was scaled to 39,000,000 processor cores and achieved the speed of 0.82 simulation day per hour (SDPH) with routine I/O, which enables us to perform 5-day global weather forecast at 3-km horizontal resolution with online natural aerosol impacts. The results demonstrate the promising future that the increasing of spatial resolution to a few kilometers with online integrated aerosol impacts may significantly improve the global weather forecast.
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1. Introduction

Numerical prediction of weather, air quality, and climate with atmospheric model supports our daily lives and even influences national policy and strategy development. Since the first atmospheric model that was written on ENIAC (often considered as the first computer in history) to today [1], the atmospheric model has evolved from a simple solver of a few equations to one of the world’s most complicated software (such as the Weather Research and Forecasting (WRF) model [2], Community Atmospheric Model (CAM) [3], Model for Prediction Across Scale for Atmosphere (MPAS-Atmosphere) [4], Nonhydrostatic ICosahedral Atmospheric Model (NICAM) [5], Finite-Volume Module of Integrated Forecasting System (IFS-FVM) [6], etc.) that possesses millions of lines of code, and involves hundreds or even thousands of contributors from various research institutions and organizations. Nowadays, atmospheric model is an important tool for simulating past, present, and future weather, climate, and air quality. It is also an important component of the Earth System Model (ESM) for understanding the earth’s water and energy cycle.

Atmospheric model for more accurate forecast has been improved for last few decades. However, there is still a large gap between the scales of the atmospheric phenomena that need to be resolved and the spatial resolution that computers can afford, because the global atmospheric domain is extremely large (Fig. 1a). With coarse horizontal resolution, the sub-grid process such as deep convection and orographic forcing are often parameterized as a scheme in the model. Previous studies have pointed out that these parameterizations caused significant uncertainties for weather and climate predictions [7]. In the last decade, with the increase of computing resources, the global non-hydrostatic atmospheric models, that are suitable for global simulations at the horizontal resolution of a few kilometers, have been developed. Many studies recognized that global atmospheric simulations at the horizontal resolutions of several kilometers would improve forecasting accuracy. Nevertheless, atmospheric simulation at horizontal resolutions of several kilometers requires significantly more computational cost compared to traditional ones at tens or hundreds of kilometers. For global atmospheric models, at least an increase of $2^3$ computational workload is required with the doubling of horizontal resolution.

Besides the requirement of high spatiotemporal resolutions, the inclusion of atmospheric compositions such as aerosols and their impacts on meteorology through
scattering and absorbing radiation and indirectly by modifying microphysical properties of clouds was also recognized as a critical factor for weather and climate prediction (Fig. 1b), particularly over the regions with high loading of aerosols [8-12]. In addition, appropriate simulation of atmospheric composition is also required to predict air quality. However, modeling appropriately atmospheric compositions and their impacts simultaneously with meteorology requires many additional sophisticated processes, which can significantly increase the computational cost, slow down the simulation efficiency, and add I/O burden. One reason for the significant increase of computational and I/O cost of including atmospheric compositions is that much more (hundreds) prognostic chemical species need to be simulated compared to meteorological fields (ten to twenty). Therefore, due to the limit of computational resource and efficiency, so far most weather and climate simulations at convection-permitting horizontal resolutions (several kilometers) neglected or included prescribed chemical compositions [13-20].

Several studies have been conducted to explore the technical/scientific issues that are critical for global atmospheric simulations at the kilometer scale with the powerful High-Performance Computing (HPC). Many of them targeted to only assess the performance of the dynamic cores of atmospheric models [2, 15, 21-23]. For example, some institutions have already demonstrated the capability of global simulations with 3-km mesh using two state-of-the-art atmospheric dynamic cores (MPAS and FV3) [21]. The global simulations with different dynamic cores with a mesh of less than 10-km were inter-compared in the DYnamics of the Atmospheric general circulation Modeled On Non-hydrostatic Domains (DYAMOND) project [23]. The fully implicit atmospheric dynamical core achieved an idealized experiment with a 488-m mesh (1.1 SDPH) [22]. Some studies started real-world global simulations with several kilometers mesh but only with hydrostatic dynamic core to increase computational efficiency (through using larger integration time step) compared to non-hydrostatic dynamic core [17, 24]. However atmospheric simulations with a sub-10km mesh using hydrostatic dynamic core may introduce significant errors and are not desired [25]. Among those previous studies, only a few achieved real-world non-hydrostatic global atmospheric simulations with horizontal resolutions of several kilometers. In addition, some coupled global high-resolution atmospheric model with aerosol transport model [26, 27] through “offline” or “online access” methods[28]. They conducted global simulations
at the horizontal resolutions of a few kilometers to assess the resolution impact on aerosol transport and aerosol feedback on clouds [26, 27]. So far, few studies reported the effort to conduct the global non-hydrostatic atmospheric simulation at a few kilometers with meteorology and aerosol online integrated (i.e., simulate meteorology and aerosol and their interactions simultaneously in one model and with one main time step for integration) that may provide more accurate modeling results but is often more computationally expensive [28, 29]. In particular, few of them assessed the computational performance of meteorology-aerosol online integrated model with routine and frequent I/O.

Moreover, with the leading-edge supercomputer with heterogeneous architecture, some studies were providing evidence that the heterogeneous architecture involving many-core accelerators may improve the computational efficiency and is likely becoming the mainstream for modern supercomputer systems. The Sunway TaihuLight in China is a typical supercomputer with heterogeneous architecture involving many-core accelerators. On that supercomputer, the spectral element dynamical core of CAM has been refactored to finish 30-min prediction workload in 14.3s for a 3-km mesh simulation [17]. With graphics processing units (GPUs), some studies developed GPU-accelerated microphysics scheme of WRF and radiation parameterization of CAM, and obtained speedup of 70× and 14× [30, 31], respectively. The COsorium for Small-scale MOdeling (COSMO) regional atmospheric model has been used to perform a near-global simulation with 930-m mesh using 4,888 GPUs, achieving 0.65 SDPH [18]. Some studies implemented the chemical kinetics scheme of the regional model on GPUs and obtained a speedup of 8.5× [32].

In this study, a non-hydrostatic global atmospheric modeling system with online integrated aerosol feedbacks (iAMAS) is established and optimized on the new Sunway supercomputer platform of China to significantly increase the computational efficiency and reduce the I/O cost. With the optimized iAMAS, the global 3-km resolution atmospheric simulation with online integrated natural aerosol feedbacks was scaled to 39,000,000 processor cores on the new Sunway supercomputer of China with heterogeneous architecture, and achieved the speed of 0.82 simulation day per hour (SDPH) with routine I/O that is the fastest computational speed ever reported for the similar type of experiment. This achievement finally enables us to perform the 5-day global weather forecast at 3-km horizontal resolution with online integrated natural aerosol impacts.
2. Methods

Below, we present the detailed processes of establishing iAMAS on the new Sunway Supercomputer, the optimization of massively parallelization of the model, and conducting global uniform 3-km numerical experiments to demonstrate the results of meteorology-aerosol online integrated weather forecast and natural aerosol impacts.

2.1 iAMAS on the new Sunway Supercomputer

The iAMAS model is established based on the MPAS-Atmosphere dynamic core that was developed for a fully compressible non-hydrostatic atmosphere, which discretizes the computational domain horizontally on a C-grid staggered unstructured Voronoi mesh using finite-volume formation [4]. The fully compressible non-hydrostatic equations are cast in terms of geometric-height hybrid terrain-following coordinate, and the solver applies the split-explicit time integration scheme. The time-integration scheme employs a 3rd-order Runge-Kutta (RK3) method and explicit time-splitting technique [33]. Recently, the MPAS-Atmosphere dynamic core has been widely used in different atmospheric models to address many important scientific questions [16, 19, 34-37].

For physics suite, iAMAS primarily treats sub-grid phenomena such as clouds, precipitation processes, longwave and shortwave radiation, and turbulent mixing. The physics parameterizations of iAMAS are taken from the advanced research Weather Research and Forecasting (WRF) model [2] and re-structured to be compatible with the architecture of the new Sunway Supercomputer.

For aerosol related suite, iAMAS includes the processes of online emission, advection, diffusion, vertical turbulent mixing, dry deposition, gravitational settling, and wet scavenging. The 10-bin size distribution parameterization of aerosol particles is adopted ranging from ~0.04 um to 40 um. In the experiments of this study, there are total of 123 natural aerosol related tracers (dust and sea salt) involved in these processes compared to 8 meteorology related scalars. Aerosols are transported with the high-order transport operator every time step that satisfies the consistency requirement on irregular Voronoi (hexagonal) meshes [38]. Aerosol optical properties are computed [39, 40] and coupled with the Rapid Radiative Transfer Model (RRTMG) [41, 42] for both shortwave
and longwave radiation. Droplet activation and ice nucleation of aerosols are calculated following [43] and [44, 45], respectively, and then coupled with the Thompson cloud microphysics scheme [46]. More details about the aerosol related processes in iAMAS will be published in a separate study.

In general, the inclusion of aerosol suite can significantly reduce the computational efficiency compared to the meteorology-only simulation (Figure S1 in the supporting material). To simulate appropriately the atmospheric aerosols and their interactions with meteorology at the resolution of a few kilometers with acceptable computational cost, the scalability of iAMAS can be a vital issue for achieving acceptable performance on large-scale computing systems. Therefore, in this work, iAMAS was established on the new Sunway Supercomputer to be compatible with its heterogeneous many-core architecture. It includes a large codebase for more than 130 thousand lines of code (LOCs). More specifically, iAMAS is characterized by three phases: the physics (90 thousand LOCs), and the aerosol (31 thousand LOCs), the dynamics (16 thousand LOCs). These three phases are executed in turn during each simulation time-step.

2.2 Massive parallelization of iAMAS on the new Sunway Supercomputer

In order to solve the I/O bottleneck of the traditional atmospheric model and to significantly optimize the computational efficiency of the main kernels in the model so that the iAMAS simulation can be conducted on extreme-scale supercomputer such as the new Sunway Supercomputer, this study modifies the parallel I/O framework and uses a multi-level parallel optimization strategy corresponding to the many-core heterogeneous architecture of the new Sunway Supercomputer.

The new Sunway supercomputer is the new generation of Chinese home-grown supercomputer that inherits and develops the architecture of Sunway TaihuLight [47], based on new Sunway high-performance heterogeneous many-core processors SW26010 pro and interconnected network chips. The processor (Figure S2 in the supporting material) includes six core groups (CGs). Each CG integrates one management processing element (MPE) and one computing processing element (CPE) cluster of $8 \times 8$ CPEs that are connected through a ring network. Also, the MPE adopts self-developed SW64 instruction set with instruction cache and two-level caches. Each CPE has its own instruction cache.
and data storage that can be configured as a fully user-controlled local data memory (LDM) or can be configured partly as a hardware automatically managed data cache. Such a master-slave heterogeneous architecture different from the widely used X86 CPU (Central Processing Unit) requires designing the iAMAS system to take the advantage of its unique hardware.

2.2.1 New parallel I/O method

Global convection-permitting horizontal resolution (3-km mesh size) atmospheric simulation with iAMAS requires reading large input data (3 TB per time in the case of this study, see Section 2.3) during the initialization phase, and writing a large number of distributed arrays (1.1 TB per time in the case of this study) to disk every 3 simulation hours for the analysis afterwards during the real-world forecast. Besides, the checkpoint data (5.7 TB per time) also need to be written and read to restart the experiment in case of the failure of this large-scale supercomputer system. Also, a supercomputer’s I/O subsystems are typically slow as compared to its other parts. Furthermore, high resolution simulation often requires many processes to improve computational speed, but I/O with many processes at the same time would increase the overall simulation time significantly. Parallel I/O (PIO) Library [48] is often used to provide a possible solution to release the stress of intensive I/O on file system. With PIO, a small number of processes are often selected manually responsible for all I/O, while the other processes obtain the required data from the I/O process through Message Passing Interface (MPI) communication instead of reading or writing directly from or to the disk. It is in \( N - M - 1 \) mode that \( M \) processes are selected as I/O processes among all \( N \) processes, and these \( M \) processes read/write one file at the same time as shown in the left panel of Figure 2a. Note that \( M \) cannot be set small because of the memory limitations when the amount of data becomes huge such as in global high-resolution simulation. However, large \( M \) would result in too many processes accessing the same file at the same time and thus leading to I/O contention problems.

Therefore, this study designs a new I/O framework called Fragmented PIO (F-PIO) that encapsulates original PIO, implementing simultaneous reading or writing of multiple files, and turning I/O pattern into an \( N - M \times S - M \) pattern. In this pattern, \( M \) communicators are generated instead of original one communicator in PIO, and \( M \times S \)
processes are selected manually as I/O processes to read or write M files at the same time, where S processes read or write only one file and do not interact with other groups of I/O processes. The original single large input or output file is divided into M small files according to the cells assigned to the corresponding processes with pre-prepared static load balancing distribution file. Each file stores the data needed by N/M processes and these data are stored sequentially in the file according to the process number to ensure the data locality. In addition, the data needed by each process is stored in only one file, and there is no need to access other files during I/O. The right panel in Figure 2a illustrates the I/O pattern of F-PIO embedded in iAMAS. With the F-PIO method each input or output file only stores the variable values on the cells, edges, or vertices of the unstructured grid of iAMAS that are assigned to the corresponding process and its communication domain, which results in the order of cell indices within each file does not match the order of global cell indices. Therefore, an index mapping file is needed to remap the order of local cell of each input and output file to the order of global cell for the analysis afterwards. The F-PIO method developed in this work greatly reduces the I/O time of iAMAS when conducting real-atmosphere forecasts with high resolution, and thus solves the I/O bottleneck and improves significantly the scalability of iAMAS.

2.2.2 Multi-level optimization

As discussed above, one major challenge of including aerosol suite is the significant number of chemical species added that reduces the computational efficiency and increases the I/O burden. Therefore, the model is structured to allow multi-dimension (e.g., through horizontal, vertical, and field dimensions) parallelism (Fig. 2b). With this method, the multi-level parallelism offered by the heterogeneous architecture can be fully utilized.

First, for the dynamical kernels of iAMAS (i.e., MPAS-Atmosphere dynamical core), there are mainly three types of loops for mesh indices (cell, edge, vertex). Therefore, the loop bodies with the same loop steps are merged, which can increase the cache hit rate and reduce the overhead of swapping data in and out of the cache taking advantage of data locality. In addition, loop fusion can also lower the time of memory access by reducing data transmission between MPEs and CPEs. In addition, the loop bodies of dynamical transport procedures are embedded with neighboring communications when processes
deliver a small amount of data to other processes, which occurs frequently and causes a lot of overhead. To reduce the overhead of dynamical processes, the multiple communications from all loop steps are aggregated into a single communication to make full use of the communication bandwidth by first decomposing a loop step into three parts (Fig. 2b): pre-communication, communication, and post-communication, and then saving the results of pre-communication computations needed by post-communication. More importantly, this code design aggregates the pre- and post-communication computations to ensure that enough computational tasks can be loaded onto the CPEs to make them computationally intensive and significantly increase the speedup ratio of these kernels after applied to the large-scale system.

Second, this study performs a compilation-guidance optimization to the code with a simple computational pattern in the dynamical core modules using the SWACC compiler based on the OpenACC 2.0 standard. This optimization method enables the distribution of the computational tasks of the mesh cells to CPEs to achieve thread-level parallelism. The optimization using OpenACC does not change the structure of the code, but only adds guidance statements to assign computational tasks to CPEs for computation.

The computational patterns of procedures in the physics and aerosol suites of iAMAS are more complicated and have deep function call stacks, which is not suitable for SWACC compilation guidance optimization. Therefore, this study designs these modules for the computational tasks of cells assigned to each process using the Athread interfaces on this new Sunway Supercomputer platform and partitions those tasks to CPEs to achieve thread-level parallelism.

Third, the computation in each CPE mainly focuses on the vertical model layer within each cell, and the computation and memory access patterns of each vertical layer within the cell are the same. Therefore, this study performs manual vectorization supported by CPE’s 512-bit Single Instruction Multiple Data (SIMD) vector instruction for acceleration. The SIMD vector instruction not only reduces power consumption but also improves data-level parallelism (Fig. 2b).

Lastly, the dimensions of fields to be processed in the physics and aerosol modules are generally large for global high-resolution simulation. Therefore, the massive memory is required and poses a great challenge for the CPEs with only 256KB for local storage.
Compared with the previous generations of CG storage architecture, the local data storage of the CG of this new Sunway Supercomputer becomes configurable, which allows part of the data storage to be configured as a hardware automatically-managed local data cache. Therefore, this study sets 32KB of local storage as cache and others as LDM to satisfy the huge demand for local variables. Moreover, a combination of direct memory access (DMA) and the cache is used to reduce the latency when CPEs access the memory.

2.3 Numerical simulation

With the established iAMAS model on the new Sunway Supercomputer, the period with an atmospheric river (AR) event landing on the West United States (U.S.) (February 5-8 of 2015) is selected for conducting simulation to demonstrate the importance of including aerosol impacts on weather forecasts. This is, to the best of our knowledge, the first work to forecast the AR event with natural aerosol impacts using a global non-hydrostatic atmospheric model at a horizontal resolution of several kilometers. Traditionally, AR forecasting used global atmospheric model at relatively coarse-resolution for large-scale motions and applied a regional downscaling model to obtain high-resolution feature of meteorological fields such as precipitation [49], which has to face the challenges such as the inconsistency in physical processes between global and regional models that may introduce additional errors.

In this work, by using iAMAS on the new Sunway Supercomputer, the global weather forecast at 3-km with the online integrated natural aerosol impacts is achieved with good time-to-solution. The forecast is initialized with the ERA5 reanalysis data (0.25° × 0.25°), which have 37 vertical levels ranging from 1000 hPa to 1 hPa. During the model integration, sea surface temperature and sea ice cover are updated every six hours. The two-month simulation with the same configuration at the uniform 120 km horizontal resolution is conducted to provide chemical initial condition (natural dust and sea salt) for 3-day warm-up experiments that start at UTC 00:00 on 1 February, 2015. To avoid the impacts of initial condition, three ensemble forecasts (three hours difference in starting forecast time) are carried out from UTC 00:00, 4 February 2015 with the chemical initial condition from the 3-day warm-up experiments, and the average of ensemble forecast results for Feb. 5-8 is analyzed and shown. Although some studies suggested that a longer
spin-up time (more than one day) might be needed for global simulations at horizontal resolutions of a few kilometers [50], one-day spin-up time may be acceptable in this study and was also used in other studies of global high-resolution simulations [19, 51]. In particular, the modeling results after the spin-up time in this study are quite reasonable compared to the stational observations and the reanalysis (see Section 3.2). The impact of spin-up time on the simulated results deserves further investigation but is beyond the scope of this study.

To demonstrate and evaluate the performance of global 3-km simulation, this study conducts three sets of forecasts with different mesh configurations, i.e., global uniform 60km mesh (U60KM, 163842 mesh cells), variable 4-60km mesh with the refinement of 4km mesh centering at the western coast of U.S. (V4KM, 785410 mesh cells), and global uniform 3km mesh (U3KM, 65536002 mesh cells). Besides the results from global 3km forecast, the difference between U60KM and U3KM is also shown. The number of vertical layers is 56 for all experiments, and the layer thickness gradually increases from 60 m near the surface to 1000 m at 30 km (the model top). The time step for processes of dynamics, physics, and aerosol is 15 s, 20 s, and 300 s for U3KM, V4KM, and U60KM experiments, respectively. All experiments use the Grell-Freitas cumulus scheme which is the scale-aware convective parameterization available in the current version of iAMAS, the Thompson microphysics scheme, the YSU planetary boundary layer scheme, the Noah land surface scheme, and the RRTMG short and longwave radiation schemes. The parameterizations are not tuned for each experiment. Besides these standard experiments, another set of experiments without natural aerosol emissions are also conducted to show the impact of natural aerosols on global weather forecast.

3. Results and discussion

In this section, we demonstrate the computational efficiency and parallel scalability of iAMAS on the new Sunway Supercomputer. In addition, the impacts of global convection-permitting horizontal resolution and aerosols on weather forecast are also demonstrated.

3.1 Performance results
To evaluate the performance of the global atmospheric simulation with the established iAMAS on the new Sunway Supercomputer, the necessity of I/O improvement for the computation with the large-scale system is first proved. The need of optimizing the computational hotspot part of the iAMAS model in order to take the advantage of the many-core architecture is demonstrated. The performance aspects of iAMAS simulations for different problem sizes of U60KM, V4KM, and U3KM are measured. Lastly, the scalability of U3KM with the largest problem size up to 600,000 CGs is reported.

3.1.1 I/O optimization for iAMAS

During the initialization of iAMAS, the model needs to assign global mesh cells to each MPI task. The set of cells assigned to an MPI task is referred to as a block. The model then divides the global arrays into many distributed but adjacent arrays that can be assigned to the corresponding processes, which is referred to as the bootstrapping step. When reaching the scale of tens of thousands of processes, the bootstrapping step would consume unacceptable time. To demonstrate the improvement of I/O efficiency, the time consumed by a single variable (water vapor mixing ratio) for the U3KM experiment is examined with the process number ranging from 30,000 to 120,000. We only test the system scale up to 120,000 in order to finish the test in an acceptable time. When using a single file, the decomposed time of one field with PIO increases with the enlarging process number from 76.6s of 30,000 processes to 576.6s of 120,000 processes. On the contrary, the initialization time with F-PIO decreases with the enlarging process number from 0.11s of 30,000 processes to 0.027s of 120,000 processes. This is because, as discussed above, F-PIO not only reduces the number of processes involved in communication but also decomposes the variables more efficiently and diminishes the size of single file, all of which contribute to lowering the overhead of communications and initialization time. The results achieved for the acceleration of I/O initialization with PIO and F-PIO are summarized in Table S1 in the supporting material. Please note that the time discussed above is only for reading one field out of hundreds of initial fields for U3KM.

Figure 3a shows the overall time of reading and writing files for the problem sizes of U60KM, V4KM, and U3KM using PIO and F-PIO. The U60KM simulation runs with 240 processes, the V4KM simulation runs on 12,000 processes, and the U3KM simulation
runs with 30000 processes. With PIO U60KM takes 10.1s and 13.2s to finish the reading of the input file and one single output procedure, respectively, while with F-PIO it takes only 1.1s and 5.1s correspondingly. For the V4KM problem size, with 95.2s for PIO and 1.7s for F-PIO for the input loading, and with 46.0s for PIO and 3.5s for F-PIO for the single output procedure. The acceleration is more evident for the U3KM problem size. PIO takes 709.8s to finish loading input file, which is only 21.2s with F-PIO. To output 1.2 TB of data, F-PIO needs only 27.3s rather than 7723.5s with PIO. This proves that the iAMAS simulation with F-PIO is significantly faster than with PIO.

3.1.2 Kernel optimization for iAMAS

Figure 3b shows the relative computational percentage of the nine groups of most time-consuming kernels of iAMAS, which occupy most (84%) of the entire integration time during the simulation when using MPE only. Three of these groups of kernels are aerosol-related processes (i.e., optical, drydep and wetscav) that consume ~24% of the entire integration time. Two kernels related to tracer transport (i.e., transport_1 and transport_2) consumes ~47% of the entire integration time, mainly due to the exponential increase in the amount of chemical tracers. As discussed in Section 2.2.2, some efforts are made to optimize the code structure to take the advantage of new Sunway heterogeneous architecture. Figure 3c shows the speedup of these kernels for using SW26010 processors. The performance speedups are sitting on top of each bar, with the MPE performance being the baseline. For each kernel, the results demonstrate the evident accelerations with the 64 CPEs. Compared with the performance using one MPE process, scaling the performance of 64 CPEs would improve the performance by 3× to 13×. Particularly for the aerosol-related kernels, the speedups are significant. The speedups of transport_1 and transport_2 are 6.2× and 7.1×, which reduces significantly the computational percentage of these two kernels from 47% to 17%. These results demonstrate that designing the kernels specifically to the heterogeneous architecture, particularly for the tracer transport-related kernels, can significantly improve the computational efficiency of global meteorology-aerosol online coupled simulation on the new Sunway Supercomputer.
3.1.3 Scaling result for iAMAS

As shown in Figure 4a, with the number of processes increasing from 120 to 3840 for the U60KM simulation, we can observe reasonable performance benefits from the acceleration with OpenACC and Athread by comparing MPE and CPE performance. The fastest simulation speed achieved for U60KM is 26.3 SDPH when using 3840 processes in our test. Figure 4b indicates the similar acceleration for the V4KM simulation, and the simulation speed of V4KM can reach 2.67 SDPH with 32000 processes. Figure 4c shows the scaling result of U3KM. It indicates that the performance improves from 0.054 SDPH to 0.82 SDPH when enlarging the system scale from 30,000 processes to 600,000 processes. Compared to the simulation speed range (0.10-0.65 SDPH; [16-18, 20, 22, 24]) from previous studies of the global non-hydrostatic atmospheric simulations at kilometer-level mesh, this study also represents a significant improvement in computational performance achievement. In particular, this simulation speed measured in this study is for meteorology-aerosol online coupled forecast and includes routine I/O (46GB every simulation hour, 1.1TB every 3 simulation hours, 5.7TB every 3 simulation hours).

In addition, this study also presents a significant scaling improvement of MPAS dynamical core, compared with one previous study that also used MPAS as the dynamic core and conducted a global 3-km simulation with 24576 CPU nodes (393,216 processes, 167 cells per task) [16]. They reported the simulation speed of 0.32 SDPH. The experimental results in this study show that the iAMAS established on the new Sunway Supercomputer achieves strong scalability for different scales of processes for U3KM, which was obtained by measuring the time of a single integration step. The number of new Sunway processes (or CGs) increases from 30,000 to 600,000 CGs with the parallel efficiency still maintaining ~76%. Please note, although the overall communication time during the simulation increases with the system scale, the increasing of system scale decreases the number of cells assigned to each process and thus its integration time and communication effort to other processes (the simple relation between the number of first halo cells $N_h$ and the number of owned cells $N_o$ assigned to each process can be described as $N_h \sim 4\sqrt{\pi N_o}$ [16]), which makes the parallel efficiency does not drop too much.

3.2 Weather Forecast with natural aerosol impacts
AR is a prominent feature of the global water cycle and a typical weather event. On long-term average, 20%-50% of annual precipitation over the western US is attributed to six to seven AR events in the cold season that produce heavy precipitation [52]. Flooding is more likely to occur [53] when an AR makes landfall on preexisting snowpack and high antecedent soil moisture conditions. Therefore, the period of an AR event landing on the West U.S. on February 4-8 of 2015 is selected for weather forecast. The results averaged for this period are analyzed to demonstrate the impacts of global convection-permitting resolution and natural aerosol on weather forecast. Please note again, the main purpose of this study is to demonstrate an establishment of a meteorology-aerosol online coupled non-hydrostatic global atmospheric modeling system on the new Sunway supercomputer platform, which allows us to perform the global weather forecast at a few kilometers horizontal resolution with online natural aerosol impacts. The detailed investigation of the mechanisms driving the impacts of resolution and aerosol on the weather fields is beyond the scope of this study and will be presented in future studies.

Figure 5 shows the global distributions of rainfall, temperature at 850 hPa, and wind speed at 850 hPa averaged during the period (Feb. 5-8) from the U3KM experiment. U3KM captures the spatial structure of the AR event and associated precipitation over the western U.S. The result also shows relatively high precipitation over the tropics. In general, precipitation is higher over the ocean than the land. The difference between U3KM and U60KM (Fig. S3 in the supporting material) shows that U3KM produces significant different precipitation from U60KM over the tropics and also the mid-latitude such as the western U.S., North India, and Northwest Pacific. Fig. 5b shows the root mean square error (RMSE) of simulated rainfall from the U3KM and U60KM experiments against the hourly precipitation dataset from the National Climate Data Center (NCDC) of the United States [54]. The RMSE is calculated against the data from 226 observational sites over the western US as shown in Fig. 6 to mainly reflect the AR associated rainfall. It is evident that U3KM improves the prediction of AR associated rainfall compared with U60KM, reflected by smaller RMSE on Feb. 7-8th. For temperature at 850 hPa (Fig. 5c), U3KM simulates relatively high temperature between 30°N-30°S, particularly over the land. In general, U3KM produces higher temperature than U60KM over East Asia except lower temperature over Northwest China. Fig. 5d shows the RMSE of simulated temperature at 850 hPa from
the U3KM and U60KM experiments against the final operational global analysis dataset from NCEP (NCEP-FNL) with 6-hr interval and global coverage at 1°×1° horizontal resolution [55]. It is evident that U3KM reduces the prediction biases of temperature at 850 hPa compared with U60KM during the simulation period. In addition, U3KM also significantly reduces the prediction biases of wind speed at 850 hPa than U60KM (Fig. 5e-f) against the NCEP-FNL dataset globally. The evaluations against the hourly reanalysis dataset of ERA5 for temperature and wind show similar results (not shown).

Global distributions of natural aerosol impacts on precipitation show largest impacts on precipitation over the tropics, corresponding to the heavy precipitation over that region (Fig. S4 in the supporting material). In the mid-latitude, the impacts on the heavy precipitation are mainly associated with the AR. Figure 6 shows the spatial distributions of the difference of rainfall at the observational stations from the NCDC over the western United States between the U3KM experiments with and without aerosol impacts and between the U3KM experiment without aerosol impacts and the observations. For the AR associated precipitation at the western coast of the U.S., natural aerosols tend to enhance precipitation over the South and reduce it over the North (Fig. 6a). Figure 6b shows the forecast biases in precipitation from the U3KM experiment without aerosol impacts. It indicates that without aerosol impacts U3KM tends to underestimate (overestimate) the AR associated precipitation over the southwestern (northwestern) the U.S. Therefore, it illustrates that aerosol impacts improve the AR associated precipitation during the simulation period. This aerosol-induced shift of AR rainband may be resulted from the change of large-scale circulation primarily due to aerosol-radiation interaction. As mentioned above, the detailed investigation of the mechanisms of aerosol impacts will be investigated in future studies.

4. Conclusion and implications

In this study, a meteorology-aerosol online coupled atmospheric modeling system (iAMAS) is established for a supercomputer system with heterogeneous architecture. Through using aggressive and finer-grained optimization, applying manual vectorization, and innovating the Fragmented PIO method with this unique architecture, the computational efficiency of iAMAS is significantly increased and the I/O cost of iAMAS
is reduced. The computational speeds of key time-consuming kernels of iAMAS are increased by 3× to 13×. The iAMAS modeling system is scaled to the 600,000 CGs (39,000,000 processor cores) and achieves the speed of 0.82 SDPH for global 3-km non-hydrostatic weather forecast, which is the fastest speed first-ever reported, particularly considering the online coupled meteorology-aerosol processes and with routine I/O. This enables us to perform a 5-day global weather forecast at 3-km resolution with the impacts from natural aerosols. The analysis with observations and reanalysis datasets demonstrates the benefits of increasing the spatial resolution to a few kilometers with online coupled aerosol impacts, which significantly improve the global weather forecast of precipitation and temperature during the simulation period in this study. Nevertheless, the experiments for more weather events and longer period are needed to illustrate thoroughly the stability and advantage of this modeling system in terms of convection-permitting resolution and aerosol impact. The mechanisms of aerosol impacts in such a system also deserve further investigation.

Our efforts and results support the promising future of real-world non-hydrostatic global weather and air quality fully coupled forecast system with the high horizontal resolution of a few kilometers. This is particularly important for the regions where natural and anthropogenic aerosols may have significant impacts on weather systems. For example, over Asia, both natural and anthropogenic aerosols are abundant and previous studies have shown their impacts on Asian weather and climate. Investigation of numerical forecast at high horizontal resolution of a few kilometers for typical severe weather events such as heat wave and Mei-yu and Typhoon rainfall with online aerosol impacts is of particular interest in future. This modeling system can also be useful for better estimating anthropogenic forcing for climate change such as the forcing of greenhouse gases and aerosols. Some modeling sensitivities related to global convection-permitting resolution deserve further investigation, including the scale-awareness of parameterizations and impact of spin-up time.
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Figure captions:

**Figure 1.** a) Atmosphere includes multiple scale processes from a few meters to thousands of kilometers that eventually affect our weather, air quality, and climate. High horizontal resolution is required for modeling these multiscale atmospheric processes; (b) Atmospheric model integrates a variety of fluid-dynamical, physical, chemical and geobiological procedures across different temporal and spatial scales. Atmospheric chemistry processes are sophisticated and important components of atmospheric model.

**Figure 2.** a) iAMAS with PIO (L) and FPIO (R). (L) is in $N - M - 1$ mode that $M$ processes access one single file at the same time, and (R) is in $N - M \times S - M$ mode that $M \times S$ I/O processes read or write $M$ files with $S$ processes access one file. b) Sketch-map of multi-dimension parallelism structure. (U) Communication decomposition (L) Multi-dimension parallelism.

**Figure 3.** a) Each I/O step time of different problem sizes. b) Computational percentage of the most time-consuming kernels. (c) Speedup with CPEs against MPE.

**Figure 4.** a) SDPH for the U60KM experiments with different numbers of processes. b) SDPH for the V4KM experiments with different numbers of processes. c) SDPH and Parallel efficiency for the U3KM experiments with different numbers of processes.

**Figure 5.** The global distributions of (a) rainfall, (c) temperature at 850 hPa, and (e) wind speed at 850 hPa averaged during the period (Feb. 5-8) from the U3KM experiment. (b), (d), (f) show the corresponding root mean square error (RMSE) of simulated rainfall, temperature, and wind speed from the U3KM and U60KM experiments against the NCDC observation and NCEP FNL reanalysis. The RMSE of rainfall is from the comparison with the hourly stational observations over the Western United States available from the NCDC as shown in Fig. 6a, while the RMSE of temperature and wind speed is from the comparison with the NCEP FNL reanalysis globally.

**Figure 6.** The spatial distributions of the difference of rainfall at the observational stations from the NCDC over the western United States (a) between the U3KM experiments with and without aerosol impacts and (b) between the U3KM experiment without aerosol impacts and the observations.
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Table S1. Time of each PIO_initDecomp for PIO and F-PIO.

| I/O module          | 30,000  | 60,000  | 12,000  |
|---------------------|---------|---------|---------|
| iAMAS with PIO      | 76.6s   | 310.7s  | 576.6s  |
| iAMAS with F-PIO    | 0.11s   | 0.054s  | 0.027s  |
Figure S1. The comparison of general time required for meteorology-only and meteorology-chemistry coupled simulations.
Figure S2. The architecture of SW26010 Pro many-core processor in the new Sunway supercomputer.
Figure S3. The difference between U3KM and U60KM, which is interpolated into the horizontal resolution of 0.5°.
Figure S4. The global distributions of natural aerosol impacts on precipitation averaged during the period (Feb. 4-8) from the U3KM experiments. The results are interpolated into the horizontal resolution of 0.5°.