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Abstract—Quality assessment of omnidirectional images has become increasingly urgent due to the rapid growth of virtual reality applications. Different from traditional 2D images and videos, omnidirectional contents can provide consumers with freely changeable viewports and a larger field of view covering the $360^\circ \times 180^\circ$ spherical surface, which makes the objective quality assessment of omnidirectional images more challenging. In this paper, motivated by the characteristics of the human vision system (HVS) and the viewing process of omnidirectional contents, we propose a novel Viewport Oriented Graph Convolution Network (VGCN) for blind omnidirectional image quality assessment (IQA). Generally, observers tend to give the subjective rating of a 360-degree image after passing and aggregating different viewpoints information when browsing the spherical scenery. Therefore, in order to model the mutual dependency of viewports in the omnidirectional image, we build a spatial viewport graph. Specifically, the graph nodes are first defined with selected viewports with higher probabilities to be seen, which is inspired by the HVS that human beings are more sensitive to structural information. Then, these nodes are connected by spatial relations to capture interactions among them. Finally, reasoning on the proposed graph is performed via graph convolutional networks. Moreover, we simultaneously obtain global quality using the entire omnidirectional image without viewport sampling to boost the performance according to the viewing experience. Experimental results demonstrate that our proposed model outperforms state-of-the-art full-reference and no-reference IQA metrics on two public omnidirectional IQA databases.

Index Terms—Omnidirectional image, blind image quality assessment, viewport, graph convolution.

I. INTRODUCTION

VIRTUAL reality (VR) is an immersive technology that can offer producers and consumers a new way to generate, use and interact with visual information [1]. It takes traditional media beyond conventional screen and provides a 360-degree view with the help of head mounted display (HMD). Thus, VR as a new technology, is becoming increasingly popular. According to [2], HMD with 8K monocular resolution will be used in industrial applications after 2025. The ultra-high resolution and sphere representation of omnidirectional contents will bring difficulties to current image/video processing systems, e.g., acquisition, compression, transmission, restoration, etc. [3]. Therefore, it is crucial to research on the quality assessment of omnidirectional contents to guide the optimization of existing systems and algorithms [4].

When it comes to image quality assessment (IQA), it can be roughly classified into two categories, namely subjective IQA and objective IQA [5]. In the field of 360-degree contents, subjective IQA means the omnidirectional images are viewed by human beings in the HMD [6], [7], and pair comparison methods cannot be adopted since observers can browse one omnidirectional content every time [8]. It can provide the most accurate results, but it is cumbersome, expensive and impractical in real-time applications [9]. Thus, it is necessary to develop objective IQA metrics which can automatically predict the perceptual quality of given images [10]. To this end, many researchers have proposed useful metrics for IQA to meet the requirements of both academia and industry in the past decades [11].

Among traditional objective IQA metrics, the availability of distortion-free images leads to three approaches to predict the quality of images with certain degradation, namely full-reference (FR), reduced-reference (RR) and no-reference (NR) IQA metrics [12]. Note that NR IQA is also known as blind IQA (BIQA). FR and RR IQA metrics need full or part of the original images and their distorted versions while NR IQA (BIQA) metrics only require distorted images [13]. The most famous FR metrics, e.g., mean square error (MSE) and peak signal-to-noise ratio (PSNR), are commonly used when evaluating the performance of coding and restoration technologies owing to their simplicity and mathematical convenience [14]. But the low correlation with human judgements promotes researchers to develop new metrics based on the human vision system (HVS) [15], e.g. SSIM [16] and its variants [17]–[20].

Reference images are difficult to acquire in most real-world situations [21]. Thus, enormous efforts have been put into the NR IQA to predict the quality without clear pristine images [22]. Firstly, BIQA mainly focuses on specific distortion types, including blurriness [23], [24], blockiness [25], [26], ringing artifacts [27], etc. Although these metrics can achieve high performance for specific distortion, their generalization capability is limited. Then, the general-purpose NR IQA has been proposed to handle different distortion types and levels [21], [28]–[34]. In recent years, with the fast proliferation of neural network, many convolutional neural network (CNN)-based models have been proposed to predict the perceptual...
quality in an end-to-end manner [12], [35]–[39].

However, the study for omnidirectional image quality assessment (OIQA) is not as mature as traditional IQA since VR has only become popular recently [40]. The 360-degree contents cannot be transmitted as a sphere, thus, projection is necessary to convert the spherical source into 2D format. Therefore, it would introduce the geometry deformation. To tackle this problem, most existing works have focused on extending traditional FR IQA metrics to FR OIQA [41]–[47]. Yu et al. [41] developed spherical PSNR (S-PSNR) and selected uniformly distributed points on the sphere to overcome the pixel redundancy issue in the projected omnidirectional image. Sun et al. [42] proposed weighted-to-spherically-uniform PSNR (WS-PSNR) by multiplying the error map with a weight map to reduce the influence of stretched areas. Zakharchenko et al. [43] put forward crater parabolic projection PSNR (CPP-PSNR) and calculated PSNR on the crater parabolic projection plane. It guaranteed the uniform sampling density but would lower precision due to the interpolation. Xu et al. [44] proposed non-content-based PSNR (NCP-PSNR) by weighting the pixel with location and content-based PSNR (CP-PSNR) by predicting the viewing direction. Considering the HVS, metrics based on SSIM have been proposed successively. Zhou et al. [45] proposed weighted-to-spherically-uniform SSIM (WS-SSIM) which were similar to WS-PSNR. The location weight map was adopted to convert SSIM into WS-SSIM. To avoid the geometric distortion of projection, Chen et al. [46] designed spherical SSIM (S-SSIM) and computed similarity between reference and distorted 360-degree images on the sphere. The location weight map was also used in S-SSIM. SSIM360 [47] was proposed by Facebook to solve the warping problems of omnidirectional images. They put a weight on each re-sample SSIM and the weight is determined by how much the sampled area is stretched in the projection representation.

Compared with conventional 2D NR IQA, NR OIQA involves new challenges such as stitching artifacts, sphere representation and wide field of view (FoV). To measure the stitching artifacts, Ling et al. [48] applied convolutional sparse coding and compound feature selection to NR quality assessment of stitched panoramic images. Considering the sphere representation of 360-degree contents, Kim et al. [49], [50] proposed a VR image quality assessment deep learning framework (DeepVR-IQA) with adversarial learning. It predicted the quality scores of sampled patches and weighted them with their position on the sphere. Based on the image patch again, Li et al. [51] predicted the head movement (HM) and eye movement (EM) maps, and adopted them to weight the quality score. However, patches sampled from the equirectangular projection (ERP) format of omnidirectional images contains heavy geometry deformation and cannot reflect the characteristics of actual viewing contents [52]. As a result, the concept of viewport is introduced which represents the visual information inside the viewing window. Li et al. [53] proposed a viewport-based CNN (V-CNN) approach, it predicted the quality score of viewport rather than image patch and had auxiliary tasks for HM and EM map prediction. Sun et al. [54], [55] developed a multi-channel convolution neural network for blind 360-degree image quality assessment (MC360IQA). It included six parallel hyper-ResNet-34 networks to process viewport images and an image quality regressor to fuse features for obtaining the final quality score.

However, the interactions among different viewpoints are both ignored in V-CNN and MC360IQA approaches. During the viewing process of omnidirectional contents, subjects first browse the sphere scenery. Meanwhile, the visual information of different viewpoints is interacted and aggregated as local quality aggregation. When finishing the browsing step, subjects will ‘reconstruct’ the whole scenery in the hallucination according to what they see (pseudo reconstruction step), and have a general impression on the quality level which we named as global quality estimation. The entire process is illustrated in Fig. 1, where the local quality aggregation and global quality estimation are both needed for the final decision of quality rating.

Based on these observations, we propose a Viewport oriented Graph Convolutional Network (VGCN) for blind omnidirectional image quality assessment. Firstly, we develop a viewpoint detector to select viewpoints with higher probabilities to be seen, the detector is designed according to the HVS which is sensitive to structural information [16]. Secondly, we utilize the viewport descriptor to extract discriminative features for quality prediction. Thirdly, we build a spatial viewport graph to model the mutual dependency of viewpoints in the omnidirectional image. The graph nodes are defined with selected viewpoints and connected by spatial relations to capture interactions between each other. Finally, reasoning on
The pipeline of our proposed VGCN for NR OIQA. The distorted omnidirectional image in ERP format is input into the network and processed through local and global branches. After that, the output of viewport quality aggregator and global quality estimator are regressed onto a scalar value as the perceptual quality prediction.

Fig. 2: The pipeline of our proposed VGCN for NR OIQA. The distorted omnidirectional image in ERP format is input into the network and processed through local and global branches. After that, the output of viewport quality aggregator and global quality estimator are regressed onto a scalar value as the perceptual quality prediction.

To sum up, our contributions are listed as follows:

- We develop a viewpoint detector motivated by the importance of structural information in the HVS [16]. The viewports selected by the viewpoint detector have a great chance to be noticed by observers. Besides, we pre-train the ResNet-18 on the traditional 2D IQA database and adopt it as viewport descriptor to extract discriminative features for quality prediction.

- Inspired by the viewing process of omnidirectional contents, we build a spatial viewport graph and utilize graph convolutional networks to capture interactions between different viewports. The results of ablation study validate the effectiveness of the GCN architecture and the source code is available online for public research usage.

- We add a global branch for mimicking the global quality estimation step in the viewing experience to boost the performance. Compared with state-of-the-art IQA and OIQA metrics, the proposed VGCN predicts the perceptual quality more accurately under various distortion types and levels.

The rest of this paper is organized as follows. Section II introduces the proposed VGCN for blind OIQA in details. We present the experimental results and analysis in Section III and conclude the paper with an outlook on the future work in Section IV.

http://staff.ustc.edu.cn/~chenzhibo/resources.html
II. PROPOSED VIEWPORT ORIENTED GRAPH CONVOLUTIONAL NETWORK

Motivated by the viewing process of omnidirectional contents, we construct a framework with two branches, namely local branch and global branch corresponding to Fig. 1. In the local branch, the viewpoint detector and viewport descriptor are first introduced to select specific viewports and extract features. Afterwards, the graph convolution network is adopted to aggregate information of different viewports, and acquire local quality. In the global branch, the entire omnidirectional image is utilized to obtain global quality. Then, the qualities inferred by these two branches are regressed onto the final perceptual quality prediction. Our proposed model does not require reference image to measure similarity, thus only the distorted image (in ERP format) is needed for obtaining the objective OIQA score.

In this section, we will first describe the framework of our proposed method. Then, the viewpoint detector, viewport descriptor, viewport quality aggregator in local branch and the global quality estimator in global branch are introduced in details. Finally, we present the training and testing protocols adopted in VGCN.

A. Overview

We illustrate the pipeline of VGCN in Fig. 2, it is composed of the viewpoint detector, viewport descriptor, viewport quality aggregator, global quality estimator, and quality regressor inspired by the viewing process of omnidirectional images. In the local branch, we first design a viewpoint detector to sample viewports that are appealing to observers. Based on the HVS that humans are more sensitive to structural information, speeded up robust features (SURF) local feature detector and 2D Gaussian filter are adopted to generate the heatmap, the viewpoints are selected according to specific roles. Then, we leverage the pre-trained ResNet-18 architecture as the viewport descriptor to extract effective features representing the visual information inside the viewport. After that, the viewport quality aggregator is utilized to model the mutual dependency of different viewports in a single omnidirectional image.

In the global branch, the entire distorted image is used without viewport sampling. Since the distorted 360-degree image covering the spherical scenery is easily accessible in our framework, the pseudo reconstruction step in Fig. 1 is omitted for simplicity. We apply a deep bilinear CNN (DB-CNN) proposed in [39] as the global quality estimator for measuring synthetic and authentic distortions. Finally, the qualities predicted by local and global branches are fused in the quality regressor to acquire perceptual omnidirectional image quality.

B. Local Branch

We develop the local branch to simulate the viewport information interaction and aggregation process when subjects browsing the spherical scenery. It includes the viewpoint detector, viewport descriptor, and viewport quality aggregator. We will introduce them in details as follows:

Algorithm 1 Viewpoint selection

| Input:                                                             | d_h | N |
|-------------------------------------------------------------------|-----|---|
| The heatmap removing padding areas $I'_h$                         |     |   |
| The angular distance threshold $d_h$                              |     |   |
| The number of viewpoints to be selected $N$                       |     |   |
| Output:                                                           |     |   |
| The set of selected viewpoints $P$                                |     |   |

1) Viewpoint Detector: It aims to select viewports attractive to observers. Since structural information is usually involved in salient objects and appealing to observers [16], the viewpoint detector adopted in our framework is based on the SURF local feature detection [56] to select keypoints. At first, we automatically downsample the omnidirectional image [16] to avoid the influence of tiny textures. Then, padding in the left and right sides is applied to keep the consistency of omnidirectional content during keypoint detection. The distorted image is denoted as $I_d$ and SURF operation is denoted as $Surf(\cdot)$. The selected keypoints are given as follows:

$$S = Surf(Padding(I_d)),$$

where $S$ represents the set of keypoints and $Padding(\cdot)$ is the operation before SURF detection. We annotate each keypoint in the empty omnidirectional image and obtain the keypoint map $I_s$. Afterwards, $I_s$ is convoluted with a 2D Gaussian Filter $G$ [57] to acquire the heatmap $I_h$:

$$I_h = I_s \otimes G,$$

where $\otimes$ represents the convolution operation. Note that $I'_h$ and $I_h$ exhibited in Fig. 2 remove the padding areas for better visualization. Also, the padding areas are removed before viewpoint selection to avoid repetitive points. In our pipeline, $N$ viewpoints are selected according to Algorithm 1 $N$ is set as 20 according to [53] and the angular distance threshold $d_h$ is set as $30^\circ$ since the selected viewport should spread over the sphere instead of focusing on a particular region. Then, given the distorted omnidirectional image $I_d$ and selected viewpoints $P$ as central points, $N$ viewports $\{V_i\}_{i=1}^N$ are sampled and fed into the viewport descriptor.
2) **Viewport Descriptor**: To reduce the computational complexity and memory cost, the omnidirectional image is first downsampled to the resolution $512 \times 1024$ as done in [53], [55]. Then, we obtain $N$ viewpoints covering the $90^\circ$ FoV in the size of $256 \times 256$. The ResNet-18 architecture is adopted as viewport descriptor because it is proved useful in various computer vision tasks [58] e.g., classification, recognition, segmentation, etc.

The detailed structure of viewport descriptor is listed in Table I. $conv_{1x}, conv_{2x}, conv_{3x}, conv_{4x}$ and $conv_{5x}$ in Table I are the same layers in ResNet-18 [58]. Since the model takes input with the size $256 \times 256$, the output of $conv_{5x}$ is a $8 \times 8$ feature map. Thus, we add a max-pooling layer, and the viewport descriptor gives a 512-dimensional vector for feature representation.

| Layer name | Output size | Layer |
|------------|-------------|-------|
|conv1       | 128 $\times$ 128 | 7 $\times$ 7, 64, 2 |
|conv2$_x$   | 64 $\times$ 64 | $3 \times 3$ max-pool, stride 2 |
|conv3$_x$   | 32 $\times$ 32 | [$3 \times 3$, 64, 1] $\times$ 2 |
|conv4$_x$   | 16 $\times$ 16 | [$3 \times 3$, 256, 1] $\times$ 2 |
|conv5$_x$   | 8 $\times$ 8  | [$3 \times 3$, 512, 1] $\times$ 2 |
|            | 1 $\times$ 1  | 8 $\times$ 8 max-pool |

Convolutional layer: kernel size, channel, stride

3) **Viewport Quality Aggregator**: To model the mutual dependency of different viewports, we build a spatial viewport graph. The graph nodes are defined with $N$ selected viewports and we connect pairs of viewports with different edges. To be specific, as shown in Fig. 3, if the central point of viewport B is within the FoV of viewport A, then viewport A and B are connected, otherwise, they are separated.

**TABLE I: DETAILED CONFIGURATIONS OF THE VIEWPORT DESCRIPTOR.**

![Connected and Separated Viewports](image)

Fig. 3: Visual examples of spatial relations. (a) Viewport A and viewport B are connected. (b) Viewport A and viewport B are separated.

Formally, we denote the feature representation of $N$ viewports as $X = \{x_1, x_2, \cdots, x_N\}$ and each viewport feature $x_i$ is a 512-dimensional vector corresponding to the viewport descriptor. Then, the affinity between every two viewports can be represented as:

$$A(x_i, x_j) = \begin{cases} 1, & \text{if } \text{AngularDist}((\phi_i, \theta_i), (\phi_j, \theta_j)) \leq 45^\circ \\ 0, & \text{otherwise} \end{cases}$$

where $A$ is the affinity matrix and $\text{AngularDist}(\cdot)$ computes the angular distance between two viewpoints on the sphere. $(\phi_i, \theta_i)$ and $(\phi_j, \theta_j)$ denote the longitudes and latitudes of viewpoint $i$ and $j$. Since the viewport size adopted in our framework is $90^\circ$, we set the angular distance threshold in Eq. 3 as half of the viewport size equaling $45^\circ$. Afterwards, normalization [59], [60] is performed as follows:

$$\hat{A} = D^{-\frac{1}{2}}AD^{-\frac{1}{2}},$$

where $\hat{A}$ is the adjacency matrix of the undirected spatial viewport graph after normalization. $D$ represents the diagonal matrix and $D_{ii} = \sum_j A_{ij}$. Then, the graph convolution network is implemented with the following layer-wise propagation rule:

$$H^{(l+1)} = \sigma(BN_{\gamma, \beta}(\hat{A}H^{(l)}W^{(l)})),$$

where $\sigma(\cdot)$ represents the Softplus activation function [61] and $\sigma(x) = \log(1 + e^x)$. $BN_{\gamma, \beta}(\cdot)$ is the batch normalizing transform and $\gamma, \beta$ are the parameters to be learned. $W^{(l)}$ denotes the layer-specific trainable weight matrix and $H^{(l)}$ denotes the matrix after activations in the $l$th layer, $H^{(0)} = X$. Based on the graph convolutions, we can pass the message of different viewports inside the graph [62] and update features of each viewport node. Five graph convolution layers are adopted and the viewport feature dimensions after each graph convolution layer are $[256, 128, 64, 32, 1]$. Finally, an average pooling layer is applied to aggregate the viewport features and obtain the local quality aggregation $Q_L$.

C. **Global Branch**

The global branch corresponds to the global quality estimation step in Fig. 1. When observers browse the 360-degree content, it is difficult for them to view the entire scenery at one time, thus they need to ‘reconstruct’ the spherical scenery in the hallucination based on the viewed viewports, and acquire the global quality. Strictly speaking, we need to reconstruct the omnidirectional image according to the viewports sampled in the local branch in our framework. However, since the distorted omnidirectional image covering the whole scene is easily accessible, we remove the pseudo reconstruction step for simplicity and directly take the omnidirectional image in ERP format as input.

1) **Global Quality Estimator**: The DB-CNN proposed in [59] is utilized as the global quality estimator to measure degradations of image quality. It is composed of two streams, namely tailored S-CNN for measuring synthetic distortions and tailored VGG-16 [63] for measuring authentic distortions. According to [59], synthetic distortions are simulated via computers while authentic distortions are introduced during acquisition. Before being fed into DB-CNN, the omnidirectional image is resized to $512 \times 1024$ corresponding to
the viewpoint size in local branch. The detailed structures of tailored S-CNN and tailored VGG-16 are depicted in Table I.

### TABLE II: DETAILED CONFIGURATIONS OF TAILORED S-CNN AND TAILORED VGG-16.

| Network     | Layer name     | Output size  | Layer          |
|-------------|----------------|--------------|----------------|
|             | s_conv1_x      | 256 × 512    | 3 × 3, 48, 1   |
| Tailored S-CNN | s_conv2_x     | 64 × 128     | 3 × 3, 64, 2   |
|             | s_conv3_x      | 32 × 64      | 3 × 3, 128, 1  |
|             | vgg_conv1_x    | 256 × 512    | 3 × 3, 64, 1   |
| Tailored VGG-16 | vgg_conv2_x  | 128 × 256    | 3 × 3, 128, 1  |
|             | vgg_conv3_x    | 64 × 128     | 3 × 3, 256, 1  |
|             | vgg_conv4_x    | 32 × 64      | 3 × 3, 512, 1  |
|             | vgg_conv5_x    | 32 × 64      | 3 × 3, 512, 1  |

1 Convolutional layer: kernel size, channel, stride.  
2 ReLU layers after convolutional layers are ignored.

As we can see from Table II, the output of tailored S-CNN $Y_1$ (height × width × depth) and tailored VGG-16 $Y_2$ (height × width × depth) have the same shape but different channels. Thus, bilinear pooling [39] is adopted to combine features as follows:

$$B = Y_1^T Y_2,$$  

where $B$ denotes the combined feature with size $d_1 \times d_2$. Afterwards, we apply bilinear representation [39], [64] for mapping $B$ to $\hat{B}$ in the Euclidean space:

$$\hat{B} = \frac{\text{sign}(B) \odot \sqrt{|B|}}{\sqrt{|\text{sign}(B) \odot \sqrt{|B|}|}},$$  

where sign(·) denotes the sign function and $\odot$ represents the element-wise product. Then, $\hat{B}$ is regressed onto the global quality $Q_G$ using a fully connected layer.

### D. Quality Regressor

Once we get the local quality aggregation $Q_L$ and global quality $Q_G$, we fuse them to obtain the final perceptual quality $Q$ as shown in Fig. 2.

### E. Training and Testing

A large amount of labeled training data promotes the development of deep learning technologies. However, existing OQA databases [6], [65] only provide limited omnidirectional images for training networks. Thus, we utilize the pre-trained weight of ResNet-18, VGG-16 on ImageNet [66] and pre-trained weight of S-CNN on Waterloo Exploration Database [9] and PASCAL VOC 2012 [67] for initialization. Moreover, 2D IQA database [68] is leveraged in our experiment for pre-training the viewport descriptor.

In blind omnidirectional image quality assessment, it is difficult to accurately predict the subjective MOS value [38]. Therefore, the training stage is divided into three steps: 1) pre-training the viewport descriptor on LIVE IQA Database [68]; 2) pre-training the local and global branches; 3) jointly optimizing the entire network VGCN.

At first, we adopt the ResNet-18 architecture with pre-trained weight on ImageNet to predict the 2D image quality, the loss function $l_1$ is denoted as:

$$l_1 = \frac{1}{K} \sum_k \|q_2^{(k)} - \hat{q}_2^{(k)}\|_2^2,$$  

where $K$ is the batch size, $q_2^{(k)}$ and $\hat{q}_2^{(k)}$ represent the subjective MOS label and objective predicted score of the k-th input 2D image $I_2^{(k)}$ in the mini-batch. Note that 2D images are randomly cropped to the size $256 \times 256$ and then taken as input for ResNet-18. The weight $w_1$ for ResNet-18 $f_1$ is updated by minimizing $l_1$ as follows:

$$w_1' = \arg \min_{w_1} l_1,$$  

Secondly, the local and global branches are trained respectively. The viewport descriptor in local branch is initialized with $w_1'$. The tailored S-CNN and tailored VGG-16 in global branch are initialized with the pre-trained weight on Waterloo Exploration Database, PASCAL VOC 2012 and ImageNet as described in [39]. The optimization process for local and global branches are given as:

$$l_{2L} = \frac{1}{K} \sum_k \|q^{(k)} - \hat{q}_L^{(k)}\|_2^2,$$  

$$l_{2G} = \frac{1}{K} \sum_k \|q^{(k)} - \hat{q}_G^{(k)}\|_2^2,$$  

$$\hat{q}_L^{(k)} = f_L(I_d^{(k)}; w_L), \quad \hat{q}_G^{(k)} = f_G(I_d^{(k)}; w_G),$$  

$$w_L' = \arg \min_{w_L} l_{2L}, \quad w_G' = \arg \min_{w_G} l_{2G},$$

where $I_d^{(k)}$, $q^{(k)}$ represent the k-th input distorted omnidirectional image with its subjective score in a mini-batch. $\hat{q}_L^{(k)}$, $\hat{q}_G^{(k)}$ are the predicted scores of local and global branches. $l_{2L}$ refers to the loss function for updating the weight $w_L$ of local branch $f_L$, and $l_{2G}$ denotes the loss function to update $w_G$ of global branch $f_G$.

Finally, we jointly optimize the local, global branches and quality regressor using distorted 360-degree images. Considering the purpose of VGCN is to predict the perceptual quality of input omnidirectional images, we again adopt $l_2$-norm as the loss function $l_3$ to update VGCN parameters as follows:

$$l_3 = \frac{1}{K} \sum_k \|q^{(k)} - \hat{q}^{(k)}\|_2^2,$$  

$$\hat{q}^{(k)} = f(I_d^{(k)}; w_L, w_G, w_R),$$
where \( q_h^{(k)} \) is the final predicted quality. \( f \) denotes the VGCN network, the weight \( w_R \) for quality regressor is trained from scratch while \((w_L, w_G)\) are initialized with pre-trained weight \((w'_L, w'_G)\).

During testing, the distorted omnidirectional image is directly fed into VGCN, then the network returns the predicted quality of the given image.

III. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, the databases and performance measures used in our experiment are introduced at first. Then, we conduct the performance comparison of VGCN with other metrics on individual and cross databases. Finally, the effectiveness of each component in VGCN is verified via ablation study.

A. Databases and Performance Measures

1) Database: We utilize two benchmark omnidirectional image quality assessment databases in this experiment, namely OIQA Database [6] and CVIQD Database [65].

OIQA Database [6]: This database includes 320 distorted omnidirectional images deriving from 16 reference images with 4 distortion types and 5 distortion levels. Specifically, the degradations are JPEG compression (JPEG), JPEG2000 compression (JP2K), Gaussian blur (BLUR) and Gaussian noise (WN). Subjective ratings of MOS are given in the range [1, 10], where higher score means better visual quality.

CVIQD Database [65]: It is the largest omnidirectional image quality assessment database containing 528 compressed images originating from 16 reference images. Three commonly used coding technologies are involved in this database, namely JPEG, H.264/AVC and H.265/HEVC. The MOS values are normalized and rescaled to the range [0, 100].

2) Performance Measures: Both standard measures [69] and Krasula methodology [70] are utilized in our experiment to evaluate the performance of different metrics.

Standard measures [69]: Three standard measures are adopted, including Spearman’s rank order correlation coefficient (SROCC), Pearson’s linear correlation coefficient (PLCC) and root mean squared error (RMSE). SROCC measures the prediction monotonicity, while PLCC and RMSE measure the prediction accuracy. For SROCC and PLCC, the higher the better. In contrast, the lower RMSE means the smaller distance between MOS value and predicted score. Before computing PLCC and RMSE, to maximize the correlation between subjective rating and objective score, we apply a five-parameter logistic function:

\[
y = \beta_1 \left( \frac{1}{2} - \frac{1}{1 + \exp(\beta_2(x - \beta_3))} \right) + \beta_4 x + \beta_5, \tag{18}
\]

where \( x \) refers to the predicted quality of objective metrics and \( y \) denotes the mapped score. \( \beta_1 \) to \( \beta_5 \) are five parameters to fit the logistic function.

Krasula methodology [70]: To overcome the drawbacks of traditional performance measures, Krasula methodology takes into account the impact of mapping functions and the statistical significance of the subjective scores. It tests the model reliability by checking whether it can differentiate different/similar pairs as well as better/worse pairs. Thus, to apply Krasula methodology, we select pairs of 360-degree images to calculate the area under the ROC curve of the Different vs. Similar categories (AUC-DS), area under the ROC curve of the Better vs. Worse categories (AUC-BW) and percentage of correct classification (PCC) as described in [70]. A good IQA metric is able to achieve AUC-DS, AUC-BW and CC close to 1.

B. Performance Evaluation

We split the database into the training and testing set following the standard method mentioned in [51], [53], which means in the entire database, distorted images corresponding to 3 reference images are randomly selected as testing set and the remaining impaired images of 13 reference images are regarded as the training set. The input omnidirectional is first downsampled to the size 512 × 1024 as described in Section II. Adaptive moment estimation optimizer (Adam) is employed in three training steps but set as different learning rates. In step I, we achieve the pre-trained weight \( w'_L \) at 60 epochs with an initial learning rate 10^{-4}. In step II, the weight \( w_L \) for local branch is obtained after 200 epochs for OIQA database and 30 epochs for CVIQD database, the initial learning rate is set as 10^{-3} and scaled by 0.25 every 40 epochs. Note that learning rate for viewport descriptor is fixed at 10^{-6}. In the global branch, the pre-trained weight of tailored S-CNN and VGG-16 are introduced and fixed before training, then we initialize the learning rate with 10^{-2} and lower it by a factor of 10 at 400 epochs. The pre-trained global branch is obtained after 1000 epochs. In step III, we fix the local and global branches with a learning rate 10^{-6}, and jointly optimize VGCN with an initial learning rate 10^{-2}. The final model is obtained after 20 epochs. The mini-batch size is set to 16 during pre-training, and 8 in joint optimization. The VGCN is implemented with Pytorch and will be publicly available online.

We compare our proposed VGCN with other state-of-the-art algorithms including traditional FR IQA metrics PSNR, SSIM [16], MS-SSIM [17], FSIM [20]: learning-based FR IQA metric DeepQA [71], learning-based NR IQA metrics BRISQUE [29], BMPRI [72], DB-CNN [39], traditional FR IQA metrics S-PSNR [41], WS-PSNR [42], CPP-PSNR [44] and learning-based NR IQA metric MC360IQA [55]. PSNR and its variants for omnidirectional contents namely S-PSNR, WS-PSNR, CPP-PSNR evaluate the pixel-level fidelity. SSIM assumes that the HVS has an aptitude for extracting structural information and measures structural similarity. MS-SSIM and FSIM are the variants of SSIM, MS-SSIM takes into account the effect of scale and FSIM measures the similarity in the feature domain. DeepQA learns the visual sensitivity maps to weight the error maps of reference and distorted images in existing IQA databases without prior knowledge of the HVS. Natural scene statistic (NSS)-based features in the spatial domain are utilized in BRISQUE to automatically predict the quality with support vector regression. BMPRI applies four types and five levels of distortion to generate...
multiple pseudo reference images (MPRIs) and describes the similarities between the distorted image and the MPRIs with local binary pattern features. DB-CNN implements the tailored S-CNN and VGG-16 to deal with synthetic and authentic distortions, followed by the bilinear pooling for feature fusion. MC360IQA introduces six parallel sub-networks for assessing the quality of viewport images covering the spherical surface and leverage an image quality regressor to map viewport features onto the perceptual quality.

For fair comparison, learning-based methods are all re-trained using the same training/testing split scheme adopted in VGCN. The results of performance comparison are listed in Table III and IV, and the best performing FR and NR results are highlighted in bold. As we can observe from the tables, PSNR-based OIQA metrics are inferior to traditional SSIM-based IQA metrics. The explanation is that PSNR only evaluates the pixel-level error, but SSIM measures the structural distortion related to the HVS. Besides, the properties of omnidirectional images are not dealt with in 2D IQA metrics, e.g. sphere representation, viewport information. There still

Table III: Performance Comparison on OIQA Database. VGCN (local) denotes the local branch in our proposed model. The best performing FR and NR metrics are highlighted in bold.

|                | JPEG | J2P2 | WN | BLUR |
|----------------|------|------|----|------|
| FR             | PLCC | SROCC | RMSE | PLCC | SROCC | RMSE | PLCC | SROCC | RMSE | PLCC | SROCC | RMSE | PLCC | SROCC | RMSE |
| PSNR           | 0.9617 | 0.7060 | 1.1411 | 0.9620 | 0.7821 | 1.1316 | 0.9547 | 0.9500 | 0.5370 | 0.9282 | 0.7417 | 0.8299 | 0.5812 | 0.5226 | 1.7005 |
| S-PSNR         | 0.6911 | 0.6148 | 1.6205 | 0.9205 | 0.7250 | 0.8757 | 0.9503 | 0.9357 | 0.5620 | 0.8282 | 0.7525 | 1.0910 | 0.5997 | 0.5399 | 1.6721 |
| WS-PSNR        | 0.7133 | 0.6792 | 1.5713 | 0.9344 | 0.7500 | 0.9128 | 0.9626 | 0.9500 | 0.4890 | 0.8190 | 0.7668 | 1.1172 | 0.5819 | 0.5263 | 1.6994 |
| CPP-PSNR       | 0.6153 | 0.5362 | 1.7693 | 0.8971 | 0.7250 | 0.9904 | 0.9276 | 0.9143 | 0.6739 | 0.7969 | 0.7185 | 1.1728 | 0.5683 | 0.5149 | 1.7193 |
| SSIM           | 0.9007 | 0.9008 | 0.9406 | 0.9783 | 0.9679 | 0.4643 | 0.8828 | 0.8607 | 0.8474 | 0.9926 | 0.9777 | 0.2358 | 0.8718 | 0.8588 | 1.0238 |
| MS-SSIM        | 0.9102 | 0.8937 | 0.9288 | 0.9492 | 0.9250 | 0.7052 | 0.9691 | 0.9571 | 0.4452 | 0.9251 | 0.8990 | 0.7374 | 0.7710 | 0.7379 | 1.3308 |
| FSM            | 0.8958 | 0.8490 | 1.0057 | 0.9699 | 0.9643 | 0.5454 | 0.9170 | 0.8893 | 0.7197 | 0.9914 | 0.9902 | 0.2544 | 0.9014 | 0.8938 | 0.9407 |
| DeepQA         | 0.8301 | 0.8150 | 1.2506 | 0.9905 | 0.9893 | 0.3082 | 0.9769 | 0.9857 | 0.4317 | 0.9623 | 0.9473 | 0.5283 | 0.9044 | 0.8973 | 0.8914 |
| BRISQUE        | 0.9160 | 0.9392 | 0.8992 | 0.7379 | 0.6750 | 1.5082 | 0.9818 | 0.9750 | 0.3427 | 0.8663 | 0.8508 | 0.9697 | 0.8424 | 0.8331 | 1.1261 |
| BMPRI          | 0.9361 | 0.8954 | 0.7886 | 0.8322 | 0.8214 | 1.2428 | 0.9673 | 0.9821 | 0.4572 | 0.5199 | 0.3807 | 1.6584 | 0.6503 | 0.6238 | 1.5874 |
| DB-CNN         | 0.8745 | 0.8633 | 1.0876 | 0.9791 | 0.9786 | 0.4554 | 0.9940 | 0.9929 | 0.1899 | 0.8809 | 0.8007 | 0.9187 | 0.8768 | 0.8690 | 1.0047 |
| MC360IQA (local) | 0.9530 | 0.8990 | 0.6795 | 0.9613 | 0.9357 | 0.6176 | 0.9468 | 0.9250 | 0.5805 | 0.9558 | 0.9580 | 0.5707 | 0.9459 | 0.9298 | 0.6780 |
| VGCN (local)   | 0.9508 | 0.8972 | 0.6949 | 0.9793 | 0.9439 | 0.4541 | 0.9682 | 0.9714 | 0.4515 | 0.9838 | 0.9759 | 0.3479 | 0.9529 | 0.9444 | 0.6340 |
| VGCN           | 0.9540 | 0.9294 | 0.6720 | 0.9771 | 0.9464 | 0.4772 | 0.9811 | 0.9750 | 0.3493 | 0.9852 | 0.9651 | 0.3327 | 0.9584 | 0.9515 | 0.5967 |

Fig. 4: Scatter plots of MOS values against predictions by IQA metrics for individual distortion type on the testing set of OIQA Database.
TABLE IV: PERFORMANCE COMPARISON ON CVIQD DATABASE. VGCN (LOCAL) DENOTES THE LOCAL BRANCH IN OUR PROPOSED MODEL. THE BEST PERFORMING FR AND NR METRICS ARE HIGHLIGHTED IN BOLD.

| Method | JPEG | AVC | HEVC | ALL |
|--------|------|-----|------|-----|
| PSNR   | PLCC=0.8682  | SROCC=0.6992 | RMSE=8.0429 |     |
| S-PSNR | PLCC=0.8661  | SROCC=0.7172 | RMSE=8.1008 |     |
| WS-PSNR| PLCC=0.8572  | SROCC=0.6848 | RMSE=8.3465 |     |
| FR     | PLCC=0.8585  | SROCC=0.7059 | RMSE=8.3109 |     |
| CPP-PSNR| PLCC=0.9822 | SROCC=0.9581 | RMSE=4.9477 |     |
| S-SSIM | PLCC=0.9636  | SROCC=0.9047 | RMSE=4.3355 |     |
| SSIM   | PLCC=0.9893  | SROCC=0.9639 | RMSE=2.8928 |     |
| VGCN   | PLCC=0.9526  | SROCC=0.9001 | RMSE=4.9290 |     |
| VGCN (local) | PLCC=0.9894 | SROCC=0.9759 | RMSE=2.3590 |     |

Fig. 5: Scatter plots of MOS values against predictions by IQA metrics for individual distortion type on the testing set of CVIQD Database.

exists a gap between 2D IQA and 2D OIQA, resulting in the quality predicted by 2D IQA metrics that cannot correlate well with subjective ratings. Thus, converting the omnidirectional image from ERP format to six viewport images in MC360IQA brings a huge improvement to the prediction accuracy. Motivated by the HVS and viewing process of 360-degree images, our proposed VGCN (local) and VGCN outperform most FR and NR metrics listed in Table III and IV owing to 1) the well consideration of viewport information interactions and 2) the incorporation of local and global predictions. Note that we do not list VGCN (global) in the performance comparison because DB-CNN is representative of the global branch.

Then, we illustrate the performance comparison for individual distortion type on the OIQA and CVIQD databases. It can be observed from Table III and IV that our proposed VGCN achieves competitive performance for most of the distortion types in terms of PLCC, SROCC and RMSE. For compression distortions, e.g. JPEG, AVC, HEVC, VGCN achieves the best performance among NR metrics both on OIQA and CVIQD databases. For other distortions, local
are conducted on the CVIQD database. Fig. 6 depicts the AUC of Different vs. Similar, Better vs. Worse categories and percentage of correct classification. The error bars denote 95% confidence intervals. Superiority of the proposed VGCN is demonstrated according to AUC-DS, AUC-BW and C\textsubscript{0}. Besides, the performance of AUC-BW is generally higher than that of AUC-DS, which means distinguishing different/similar pairs remains a challenging problem compared with better/worse pairs. In the significance plots of Fig. 6, white(black) boxes refer to the case that the metric in the row is significantly better(worse) than the metric in the column, and gray boxes denote that the two metrics are statistically indistinguishable. Then, we come to the conclusions that 1) VGCN significantly outperforms other metrics in the first and second analysis (Fig 6(a) and Fig 6(b)), and 2) VGCN and its local branch have competitive performance in the third analysis (Fig. 6(c)) since both of them have AUC-BW sufficiently close to 1.

C. Cross Database Validation

To verify the generalization ability of the proposed VGCN, cross database validation is conducted. To be specific, we train VGCN with OIQA (CVIQD) database and utilize CVIQD (OIQA) database to test the model. The corresponding results are listed in Table V. Since OIQA database contains more distortions, e.g., compression artifacts, blurriness and noise, while CVIQD database only includes compression degradations, the generalization ability of the network trained on OIQA database is much better than that trained on CVIQD database as shown in Table V. Moreover, the viewport descriptor in VGCN is pre-trained on 2D IQA databases with various distortions, thus the performance of VGCN is superior to other state-of-the-art metrics by a large margin. To conclude, our proposed VGCN demonstrate a strong generalization ability to different databases.

**TABLE V: PERFORMANCE EVALUATION OF CROSS DATABASE TEST. THE BEST PERFORMING RESULTS ARE HIGHLIGHTED IN BOLD.**

|                | Train OIQA/Test CVIQD | Train CVIQD/Test OIQA |
|----------------|-----------------------|-----------------------|
|                | PLCC | SROCC | RMSE | PLCC | SROCC | RMSE |
| BRISQUE        | 0.7543 | 0.6891 | 9.3805 | 0.6816 | 0.5238 | 1.5471 |
| BMPRI          | 0.8007 | 0.7492 | 8.5600 | 0.6483 | 0.5890 | 1.6097 |
| DBCNN          | 0.7896 | 0.7684 | 8.7669 | 0.5817 | 0.5299 | 1.7198 |
| MC360IQAVGCN   | 0.8886 | 0.8629 | 6.5526 | 0.4375 | 0.3329 | 1.9012 |
| VGCN           | 0.9241 | 0.9050 | 5.4616 | 0.7911 | 0.7832 | 1.2934 |

D. Sampling Strategies in Viewpoint Detector

The viewpoint detector is employed to select viewports appealing to observers inspired by the HVS that humans are more sensitive to structural information [16]. To validate whether the viewports selected are actually beneficial to quality prediction of 360-degree images, we adopt other two viewport sampling strategies, namely random sampling and uniform sampling. Specifically, random sampling means using random viewports in VGCN during training and testing procedures. Uniform sampling denotes selecting viewports equidistantly at fixed

branch (local VGCN) or global branch (DB-CNN) is slightly superior to the entire VGCN. Fig. 4 and 5 exhibit the scatter plots of MOS values versus predictions of IQA models for individual distortion types. For OIQA database, the linear correlation between subjective score and objective prediction plots of MOS values versus predictions of IQA models for different/similar and better/worse pairs. Individual scores are required for significance analysis of the subjective ratings to employ the Krasula methodology, and we only have access to CVIQD database with individual scores, thus the experiments
latitude intervals [73]. Table [VI] illustrates the performance evaluation for different viewport sampling strategies and the model with specially selected viewports achieves the best performance. Note that we only leverage the local branch to test the performance of diverse viewport selection methods.

### Table VI: Performance Evaluation for Different Viewpoint Detectors in VGCN Local Branch. The Best Performing Results are Highlighted in Bold.

| Viewpoint Detector | OIQA Database | CVIQD Database |
|--------------------|---------------|----------------|
|                    | PLCC | SROCC | RMSE | PLCC | SROCC | RMSE |
| Random             | 0.9409 | 0.9277 | 0.7076 | 0.9443 | 0.9310 | 4.6941 |
| Uniform            | 0.9424 | 0.9317 | 0.6990 | 0.9484 | 0.9320 | 4.5215 |
| Proposed           | 0.9529 | 0.9444 | 0.6340 | 0.9597 | 0.9539 | 3.9220 |

**E. Structure of Viewport Descriptor**

In our implementation, ResNet-18 is chosen as viewport descriptor. It is interesting to explore how viewport descriptor architecture affects the overall performance, thus we replace ResNet-18 with other models and use the local branch of VGCN to test the performance for simplicity. Table [VII] lists the performance of different architectures and the results on OIQA and CVIQD database show that ResNet has better capability to extract discriminative features for measuring various distortion types and levels. Besides, ResNet-34 and ResNet-18 exhibit similar performance but ResNet-18 has fewer parameters than ResNet-34. As a result, ResNet-18 is preferable owing to its low complexity and high performance.

### Table VII: Performance Evaluation for Different Viewport Descriptors in VGCN Local Branch. The Best Performing Results are Highlighted in Bold.

| Viewpoint Descriptor | OIQA Database | CVIQD Database |
|----------------------|---------------|----------------|
|                      | PLCC | SROCC | RMSE | PLCC | SROCC | RMSE |
| VGG-16 [63]          | 0.9127 | 0.9067 | 0.8538 | 0.9094 | 0.9163 | 4.4356 |
| ResNet-18 [75]       | 0.9529 | 0.9444 | 0.6340 | 0.9597 | 0.9539 | 3.9220 |
| ResNet-34 [75]       | 0.9516 | 0.9430 | 0.6420 | 0.9641 | 0.9573 | 3.7882 |

**F. Ablation Study**

We conduct the ablation study to prove the effectiveness of each component in VGCN. The details are described as follows:

1) **Spatial Viewport Graph**: We build a spatial viewport graph based on the selected viewports and apply the graph convolutional network to capture interactions between different viewports. To verify the effectiveness of the proposed method, we utilize five fully connected layers instead of graph convolutional layers in the viewport quality aggregator, and test the performance with the local branch. The experimental results in Table [VIII] demonstrate that modeling the mutual dependency of viewports via GCN will bring huge improvement to the network performance due to the well consideration of viewport information interaction and aggregation.

### Table VIII: Performance Evaluation for Different Viewport Quality Aggregators in VGCN Local Branch. The Best Performing Results are Highlighted in Bold.

| Viewport Quality Aggregator | OIQA Database | CVIQD Database |
|-----------------------------|---------------|----------------|
|                             | PLCC | SROCC | RMSE | PLCC | SROCC | RMSE |
| Fully Connected Layer       | 0.8830 | 0.8551 | 0.9807 | 0.8610 | 0.8526 | 7.2551 |
| Graph Convolutional Layer   | 0.9529 | 0.9444 | 0.6340 | 0.9597 | 0.9539 | 3.9220 |

2) **Global Branch**: We adopt the global quality estimator to predict the perceptual quality using the entire omnidirectional image without viewport sampling. It is the supplementary of the local branch according to Fig. [1]. We compare the performance with or without global branch to demonstrate the validity of it. The results are listed in Table [IX] and we can conclude that global quality estimation of 360-degree images can further boost the performance of VGCN model, since after browsing several viewports and obtaining local quality, observers will ‘reconstruct’ the whole scenery to acquire global quality for assisting perceptual quality assessment of omnidirectional contents as illustrated in Fig. [1].

### Table IX: Performance Evaluation with or without Global Branch. The Best Performing Results are Highlighted in Bold.

| Architecture | OIQA Database | CVIQD Database |
|--------------|---------------|----------------|
|              | PLCC | SROCC | RMSE | PLCC | SROCC | RMSE |
| Without Global Branch | 0.9595 | 0.9444 | 0.6340 | 0.9597 | 0.9539 | 3.9220 |
| With Global Branch    | 0.9584 | 0.9515 | 0.5967 | 0.9651 | 0.9639 | 3.6573 |

**IV. Conclusion**

In this paper, motivated by the HVS and the viewing process of omnidirectional images, we develop a blind OIQA framework containing local and global branches. Specifically, the local branch imitates the viewport information interaction and aggregation to predict perceptual quality when browsing the scenery, and the global branch simulates the subjective rating of ‘reconstructed’ scenery in the hallucination. The viewpoint detector and viewport descriptor in the local branch aim to select attractive viewports and extract discriminative features for quality estimation. The viewport quality aggregator is designed to model the mutual dependencies of different viewports via graph convolutional networks. According to the experimental results, the proposed VGCN achieves state-of-the-art performance and exhibits a promising generalization capability for various distortion types. In the future, we will convert the viewpoint detector into a learning-based model to select more accurate viewports with reinforcement learning. Then, it can be optimized in an end-to-end manner. Moreover, the temporal relationship of different viewports could be explored to improve the proposed method.
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