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Abstract

We consider Broyden’s method and some accelerated schemes for nonlinear equations having a strongly regular singularity of first order with a one-dimensional nullspace. Our two main results are as follows. First, we show that the use of a preceding Newton–like step ensures convergence for starting points in a starlike domain with density 1. This extends the domain of convergence of these methods significantly. Second, we establish that the matrix updates of Broyden’s method converge q-linearly with the same asymptotic factor as the iterates. This contributes to the long–standing question whether the Broyden matrices converge by showing that this is indeed the case for the setting at hand. Furthermore, we prove that the Broyden directions violate uniform linear independence, which implies that existing results for convergence of the Broyden matrices cannot be applied. Numerical experiments of high precision confirm the enlarged domain of convergence, the q-linear convergence of the matrix updates, and the lack of uniform linear independence. In addition, they suggest that these results can be extended to singularities of higher order and that Broyden’s method can converge r-linearly without converging q-linearly. The underlying code is freely available.
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1 Introduction

1.1 Broyden’s method for singular equations

Broyden’s method [Bro65] is one of the most widely used quasi-Newton methods for solving systems of nonlinear equations \( F(u) = 0 \) with \( F : \mathbb{R}^n \rightarrow \mathbb{R}^n \), see [DS96, Kel95, Mar00, NW06, Gri12]. It reads as follows.
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**Algorithm BM**: Broyden’s method

**Input**: $u^0 \in \mathbb{R}^n, B_0 \in \mathbb{R}^{n \times n}$ invertible

**for** $k = 0, 1, 2, \ldots$ **do**

- **if** $F(u^k) = 0$ **then** let $u^* := u^k$; STOP
- Solve $B_k s^k = -F(u^k)$ for $s^k$ // Broyden step
- Let $u^{k+1} := u^k + s^k$
- Let $y^k := F(u^{k+1}) - F(u^k)$
- Let $B_{k+1} := B_k + \left( y^k - B_k s^k \right) \left( s^k \right)^T / \| s^k \|^2$ // Broyden update

**end**

**Output**: $u^*$

This work concerns Broyden’s method for singular equations. Specifically, we consider smooth mappings $F$ that admit a root $\bar{u}$ with the following properties:

- There is $\phi \in \mathbb{R}^n$ with $\| \phi \| = 1$ such that $N := \ker(F'(\bar{u})) = \langle \phi \rangle$ and such that $X := \text{ran}(F'(\bar{u}))$ satisfies $X \ominus N = \mathbb{R}^n$.
- There holds $P_N(F''(\bar{u})\langle \phi, \phi \rangle) \neq 0$, where $P_N \in \mathbb{R}^{n \times n}$ denotes the projection onto $N$ parallel to $X$.

Using these assumptions Decker and Kelley established in [DK85] that the iterates $(u^k)$ of Broyden’s method converge to $\bar{u}$ if $\| u^0 - \bar{u} \|$, $\| B_0 - F'(u^0) \|$, and the angle between $u^0 - \bar{u}$ and $N$ are sufficiently small. The main contributions of this article complement their result as follows:

- We show that the restriction on the angle can be removed almost completely if a Newton–like step is taken before starting Broyden’s method. That is, the domain of convergence of Broyden’s method can be extended significantly by a preceding Newton–like step; cf. Algorithm BMP. (In fact, we demonstrate this also for some accelerated Newton–type methods.)
- We prove that the assumptions used by Decker and Kelley to show convergence of $(u^k)$ also imply convergence of the Broyden matrices $(B_k)$. (In fact, we establish this under weaker assumptions that do not require singularity of $F'(\bar{u})$.)

Before we discuss these contributions further, let us stress that it is a long–standing open question whether the Broyden matrices converge, cf. the survey articles [DM77, Example 5.3], [Mar00, p. 117], [Gri12, p. 306] and [ASM14, p. 940]. For the class of singular problems under consideration, this work provides an affirmative answer.

**Algorithm BMP**: Broyden’s method with a preceding Newton–like step

**Input**: $\hat{u} \in \mathbb{R}^n, \hat{B} \in \mathbb{R}^{n \times n}$ invertible

Let $u^0 := \hat{u} - \hat{B}^{-1}F(\hat{u})$ // preceding Newton-like step

Select invertible $B_0 \in \mathbb{R}^{n \times n}$ // initial guess for Broyden matrix

Call Algorithm BM with $(u^0, B_0)$

**Output**: $u^*$ (generated by Algorithm BM)
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1.2 Enlarging the domain of convergence through a preceding Newton–like step

1.2.1 Broyden’s method

Decker and Kelley show in [DK85] that for singularities satisfying the above two assumptions, the iterates of Broyden’s method converge q-linearly to \( \bar{u} \) for starting points \( u^0 \) in the intersection of a ball and a double cone with axis \( \bar{u} + N \), i.e., for

\[
u^0 \in W_a(\rho, \theta) := \left\{ u \in \mathbb{R}^n : \|P_X(u - \bar{u})\| \leq \theta\|P_N(u - \bar{u})\| \right\} \cap \mathbb{B}_\rho^*(\bar{u})
\]

(1)

with sufficiently small \( \rho, \theta > 0 \), provided \( B_0 \) is close to \( F'(u^0) \). Here, \( P_X \in \mathbb{R}^{n \times n} \) denotes the projection \( P_X := I - P_N \) onto \( X \), and \( \mathbb{B}_\rho^*(\bar{u}) \) is the deleted closed ball of radius \( \rho \) centered at \( \bar{u} \). However, the set \( W_a(\rho, \theta) \) may cover only a small fraction of \( \mathbb{B}_\rho^*(\bar{u}) \) since, to ensure invertibility of \( B_0 \approx F'(u^0) \), it must be disjoint from the singular set \( \{ u \in \mathbb{R}^n : \det(F'(u)) = 0 \} \) that may form a small angle with \( N \) at \( \bar{u} \). (The singular set is a manifold of dimension \( n - 1 \) transversal to \( N \), cf. e.g. the illustration in [DK85].) For Newton’s method, in contrast, Griewank has shown [Gri80a, Gri80b, Gri85] under weaker assumptions on the singularity that the set of starting points that induce q-linear convergence to \( \bar{u} \) is considerably larger in that it includes a starlike domain with density 1 at \( \bar{u} \), say \( \mathcal{W}_{\bar{a}} \). We recall from [Gri80b, (2)] that \( \mathcal{W}_{\bar{a}} \subset \mathbb{R}^n \) is starlike with respect to \( \bar{u} \) iff

\[
u \in \mathcal{W}_{\bar{a}} \quad \implies \quad \lambda u + (1 - \lambda)\bar{u} \in \mathcal{W}_{\bar{a}} \quad \forall \lambda \in (0, 1),
\]

where \( \bar{u} \) need not belong to \( \mathcal{W}_{\bar{a}} \). Moreover, \( \mathcal{W}_{\bar{a}} \) has density 1 at \( \bar{u} \) iff

\[
\lim_{r \to 0^+} \frac{L(\mathcal{W}_{\bar{a}} \cap \mathbb{B}_r(\bar{u}))}{L(\mathbb{B}_r(\bar{u}))} = 1,
\]

where \( L \) denotes the \( n \)-dimensional Lebesgue measure and \( \mathbb{B}_r(\bar{u}) \) is the open ball of radius \( r \) centered at \( \bar{u} \). In the remainder of this work it is understood that the point with respect to which \( \mathcal{W}_{\bar{a}} \) is starlike or has density 1 is \( \bar{u} \). Griewank’s result says that the starlike domain \( \mathcal{W}_{\bar{a}} \) occupies an arbitrarily large portion of \( \mathbb{B}_r(\bar{u}) \) as \( r \) tends to zero. A graphical illustration of such a set \( \mathcal{W}_{\bar{a}} \) is provided in [Gri85, Section 2] and in the numerical section of this work. To establish that result, a crucial part is to construct \( \mathcal{W}_{\bar{a}} \) with the property that the first Newton step leads into a domain that is shaped similarly to \( \mathcal{W}_{\bar{a}}(\rho, \theta) \). It is then shown that all subsequent iterates \( u^k \), \( k \geq 1 \), stay inside this domain and converge q-linearly to \( \bar{u} \). Similarly, we demonstrate that the set of points from which a Newton–like step steps into \( \mathcal{W}_{\bar{a}}(\rho, \theta) \) contains a starlike domain with density 1, say again \( \mathcal{W}_{\bar{a}} \). It follows that for \( \bar{u} \in \mathcal{W}_{\bar{a}} \), Algorithm BMP generates a sequence \( (u^k) \) that converges q-linearly to \( \bar{u} \), provided \( \hat{B} \) and \( B_0 \) are sufficiently close to \( F'(\bar{u}) \), respectively, to \( F'(u^0) \). This main result, which shows that the domain of convergence of Algorithm BMP is significantly larger than \( \mathcal{W}_{\bar{a}}(\rho, \theta) \), is provided in Theorem 2.5.

1.2.2 Accelerated methods based on Newton–like steps

It is possible to accelerate Newton–type methods for singular equations, for instance by use of extrapolation, cf. e.g. [Gri85, FIS21a]. Whereas Newton–type methods and in particular Broyden’s method are only linearly convergent, acceleration produces superlinearly convergent algorithms. Since some of these accelerated methods employ \( \mathcal{W}_{\bar{a}}(\rho, \theta) \) as set of starting points, the use of a preceding Newton–like step yields, just as for Broyden’s method, convergence for
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all starting points in a starlike domain with density 1. Theorem 2.6 exemplifies this for an acceleration scheme that combines Newton steps and simplified Newton steps achieving a q-order of convergence of almost $\frac{1+\sqrt{5}}{2}$.

1.3 Convergence of the Broyden matrices

There are only two results available on the convergence of the Broyden matrices. The first one is a sufficient condition: In [MT76, Theorem 5.7] and [LZZ98] it is shown that if the sequence of normalized Broyden steps $\left(\frac{s^k}{\|s^k\|}\right)$ is uniformly linearly independent, then $(B_k)$ converges and $\lim_{k \to \infty} B_k = F'(\bar{u})$, where $\bar{u} = \lim_{k \to \infty} u^k$. This result holds for singular and for regular $F'(\bar{u})$. We recall from [CGT91, (AS.4)] that a sequence of unit vectors $(v^k) \subset \mathbb{R}^n$ is called uniformly linearly independent if there exist constants $m \in \mathbb{N}$ and $\rho > 0$ such that for every sufficiently large $k \in \mathbb{N}$ the set

$$\{v^k, v^{k+1}, \ldots, v^{k+m}\}$$

contains $n$ vectors $v^{k_1}, \ldots, v^{k_n}$ such that all singular values of the $n \times n$ matrix

$$\begin{pmatrix} v^{k_1} & v^{k_2} & \ldots & v^{k_n} \end{pmatrix}$$

are larger than $\rho$. However, conditions for the uniform linear independence (ULI) of the Broyden steps are unknown for $n \geq 2$ and we are not aware of finite-dimensional examples in which ULI is satisfied. To the contrary, we show that in the setting under consideration the normalized Broyden steps violate ULI because they align increasingly better with the nullspace $N$. Since we also demonstrate that $(B_k)$ converges, this implies that ULI is not a necessary condition for convergence of $(B_k)$. In addition, we observe that $\lim_{k \to \infty} B_k = F'(\bar{u})$ never holds in the numerical experiments, which include an example with regular $F'(\bar{u})$. Moreover, the author of this paper has proven in [Man21] that ULI is necessarily violated if the system contains linear equations and $B_0$ is chosen in the way just described, convergence of $(B_k)$ is shown in [Man21], which constitutes the second available result on the convergence of the Broyden matrices. In summary, little is known about the convergence of the Broyden matrices and the uniform linear independence of the Broyden steps, and it is one of the main goals of this paper to contribute to this topic. In this respect, we establish the following results:

- In Corollary 3.3 we provide a condition under which r-linear convergence of $(u^k)$ implies r-linear convergence of the Broyden updates $B_{k+1} - B_k$ to zero, and in Theorem 3.5 we show that this condition is satisfied for Algorithm BM if $u^0 \in W_{\hat{u}}(\rho, \theta)$, respectively, for Algorithm BMP if $\hat{u} \in W_{\bar{u}}$. It follows that for these starting points the Broyden matrices converge, cf. Theorem 3.7.

- In Lemma 3.9 we provide conditions under which the Broyden updates converge q-linearly to zero, and in Theorem 3.10 we show that these conditions are satisfied if $u^0 \in W_{\hat{u}}(\rho, \theta)$, respectively, if $\hat{u} \in W_{\bar{u}}$. It follows that for these starting points the Broyden matrices converge.

- In Lemma 4.1 we establish that if $u^0 \in W_{\hat{u}}(\rho, \theta)$, respectively, if $\hat{u} \in W_{\bar{u}}$, then ULI is violated.

- In Lemma 4.2 we prove that $B := \lim_{k \to \infty} B_k$ satisfies $N \subset \ker(B)$. In the numerical experiments we will consistently observe $\ker(B - F'(\bar{u})) = N$, hence in particular $B \neq F'(\bar{u})$. 
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1.4 Numerical experiments

We conduct numerical experiments with high precision that confirm the theoretical results and suggest two generalizations of the theory. The Julia ([BEKS17]) code that underlies the experiments is available at https://arxiv.org/abs/2111.12393.

1.5 Related work

For regular equations, there is an enormous amount of works on Broyden’s method, so we can only provide a selection. Broyden, Dennis and Moré have shown the local q-superlinear convergence of several quasi-Newton methods including Broyden’s method in [BDM73]. Subsequently, Broyden’s method has been found to terminate finitely on linear systems [Gay79b, O’L95], it has been extended to infinite-dimensional settings [Sac86, Gri87], and its global convergence based on line searches has been demonstrated [Gri86, LF00]. Recent studies include its extension to constrained nonlinear systems of equations [MMP18], to set-valued mappings [ABDL14], and to single- and set-valued nonsmooth problems in infinite-dimensional spaces [MHMP13, AN18, MR21].

For singular equations, there are few studies available concerning Broyden’s method. Besides the aforementioned [DK85] we are aware of [BKL10], where several quasi-Newton methods and accelerated schemes for regular first order singularities are discussed and studied numerically, the recent work [Jar19], where Broyden’s method is applied to solve nonlinear eigenvalue problems, and the brief description of Broyden’s method in the context of bordering singularities in [Gri85, end of section 5]. In contrast, there are many contributions available concerning singular problems for other Newton–type methods and related accelerated schemes, e.g. [Gay77, Gay79a, DK80, Gri80b] for Newton’s method, [DK83] for the chord method, [KKX93] for inexact Newton methods, [DK82, KS83, Kel86, SY05] for accelerated schemes, [Ral66, Red79, DKK83] for Newton’s method and accelerated schemes, and the survey article [Gri85]. More recent works are [OW09], where the smoothness assumptions on the Jacobian are weakened to strong semismoothness, [IKS18b, IKS18a, FIS19], where various Newton–type methods are considered, [FIS21b, FIS21a], where line-search strategies and acceleration are investigated, and the numerical study [PS20] of the Newton-Anderson method that includes results for singular problems. In [GO83, IU15] Newton’s method is analyzed for singular optimization problems.

We point out that many of the recent contributions to the theory focus on weakening the assumptions imposed on the singularities, often by using 2-regularity. Notably, 2-regularity does not require the singularities to be isolated, but still allows to prove that the domain of convergence of various Newton–type methods includes a starlike set that is “not too small”, see, e.g., [OW09, IKS18a, FIS19]. However, under 2-regularity the domain of convergence is generally not of density 1; cf., for instance, the discussion in [IKS18a, p. 368]. By following Decker and Kelley we place comparably strong assumptions on the singularity that imply, in particular, that $\bar{u}$ is isolated. On the plus side, we obtain a domain of convergence with density 1. The convergence of Broyden’s method under weaker assumptions like 2-regularity remains a topic for future research.

Let us also remark that local error bound conditions, which are sometimes used to study Newton–type methods, cf. e.g. [Gri87, ABDL14, DR13], do not hold in the setting of this work; see Remark 3.6 for a rigorous argument. In fact, this is already true under 2-regularity, see the discussion of criticality in [IKS18a, Introduction].
To the best of my knowledge there are no further results available on the convergence of the Broyden matrices except the two mentioned above. For other quasi-Newton methods the following results exist. Convergence of the symmetric rank-one (SR1) matrices to the true Hessian is shown in [CGT91] with ULI as the main assumption and in [FBS93] with positive definiteness as the main assumption. For the self-scaling SR1 method convergence of the generated matrices is established in [Sun98] with ULI as the main assumption. Powell shows in [Pow70] that if ULI is satisfied, then the Powell–symmetric–Broyden (PSB) matrices converge to the true Hessian and he proposes algorithic modifications to ensure that ULI holds. In [GP83] it is shown that the Davidon–Fletcher–Powell (DFP) and Broyden–Fletcher–Goldfarb–Shanno (BFGS) matrices converge under very general assumptions and in [Sto84] these results are extended to the convex Broyden class excluding DFP. Notably, ULI is not used in [GP83, Sto84] and convergence to limits other than the true Hessian is possible and actually observed.

1.6 Organization and notation

This paper is organized as follows. In Section 2 we extend the domain of convergence of Broyden’s method and accelerated schemes through a preceding Newton–like step. Section 3 is devoted to the convergence of the Broyden matrices, while Section 4 establishes further convergence properties of Broyden’s method like the violation of uniform linear independence. Section 5 contains the numerical experiments and Section 6 provides a summary.

Notation We use \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \). By \( \| \cdot \| \) we denote the Euclidean norm and the spectral norm.

2 Enlarging the domain of convergence for Broyden’s method and some accelerated schemes

In this section we show that for the singular problems under consideration, the use of a preceding Newton–like step ensures convergence of Broyden’s method and some accelerated schemes for all starting points in a starlike domain with density 1. This is a significant extension of the domain of convergence for these methods. The following assumption describes the problem class under consideration. Here, \( \langle \phi \rangle \) denotes the linear hull of the vector \( \phi \), \( P_N \in \mathbb{R}^{n \times n} \) is the projection parallel to \( X \) onto \( N \), and \( P_X = I - P_N \).

Assumption 2.1. Let \( F : \mathbb{R}^n \to \mathbb{R}^n \) be differentiable in a neighborhood of \( \bar{u} \) and twice differentiable at \( \bar{u} \), where \( \bar{u} \) satisfies \( F(\bar{u}) = 0 \). Moreover, suppose that the following conditions hold:

- There is \( \phi \in \mathbb{R}^n \) with \( \|\phi\| = 1 \) such that \( N := \ker(F'(\bar{u})) = \langle \phi \rangle \) and such that \( X := \text{ran}(F'(\bar{u})) \) satisfies \( X \oplus N = \mathbb{R}^n \).
- There holds \( P_N(F''(\bar{u})(\phi, \phi)) \neq 0 \).

Remark 2.2. It follows from [DK80, Theorem 2.1] that under Assumption 2.1 there is \( \rho > 0 \) such that \( \bar{u} \) is the only root of \( F \) in \( \mathbb{B}_\rho(\bar{u}) \). That is, \( \bar{u} \) is isolated. Moreover, Assumption 2.1 implies that \( \bar{u} \) is a regular singularity of first order with a one-dimensional nullspace \( N \), cf. [Gri85, Section 2]—also called simple singularity [Gri85, (2.7)]—as well as a strongly regular singularity.
2.1 The result of Decker and Kelley for Broyden’s method

In [DK85] it is shown that under Assumption 2.1 there are constants ρ > 0 and θ > 0 such that for every \( u^0 \in W_\bar{u}(\rho, \theta) \) and all \( B_0 \) close to \( F'(u^0) \), Algorithm BM is well-defined and generates a sequence \( (u^k) \) that converges q-linearly to \( \bar{u} \); for the definition of \( W_\bar{u}(\rho, \theta) \), see (1). More precisely, the following result is available.

**Theorem 2.3** (See [DK85, Theorem 1.11]). Let Assumption 2.1 hold, let \( F : \mathbb{R}^n \to \mathbb{R}^n \) be twice differentiable in a neighborhood of \( \bar{u} \) and three times differentiable at \( u \), and let \( \mu_X, \mu_N > 0 \). Then there exist \( \rho, \theta > 0 \) such that for all \( (u^0, B_0) \in W_\bar{u}(\rho, \theta) \times \mathbb{R}^{n \times n} \) satisfying

\[
\begin{align*}
\| (B_0 - F'(u^0)) P_X \| &\leq \mu_X \| u^0 - \bar{u} \| \quad \text{and} \\
\| (B_0 - F'(u^0)) P_N \| &\leq \mu_N \| u^0 - \bar{u} \|^2,
\end{align*}
\]

Algorithm BM is well-defined and generates a sequence \( (u^k) \subset W_\bar{u}(\rho, \theta) \) such that

\[
\lim_{k \to \infty} \frac{\| u^{k+1} - \bar{u} \|}{\| u^k - \bar{u} \|} = \frac{\sqrt{5} - 1}{2} \quad \text{and} \quad \lim_{k \to \infty} \frac{\| P_X (u^k - \bar{u}) \|}{\| P_N (u^k - \bar{u}) \|^2} = 0.
\]

Moreover, there holds for all \( k \geq 1 \)

\[
P_N (u^{k+1} - \bar{u}) = \lambda_k P_N (u^k - \bar{u}),
\]

where \( (\lambda_k)_{k \geq 1} \) satisfies \( (\lambda_k)_{k \geq 1} \subset \left( \frac{3}{8}, \frac{4}{5} \right) \) and \( \lim_{k \to \infty} \lambda_k = \frac{\sqrt{5} - 1}{2} \).

**Proof.** All claims are established in [DK85]: (1.13) in [DK85] provides the left limit and from (2.13) together with \( \theta_n \to 0 \) we deduce the right limit. The claim (4) is contained in [DK85, (2.14)]. (We note that the index “n + 1” in [DK85, (1.14)] is a misprint that should read “n”.) \( \square \)

**Remark 2.4.**

1. The conditions (2) correct an error in [DK85, Theorem 1.11], where the right-hand sides contain \( \rho \), respectively, \( \rho^2 \), instead of \( \| u^0 - \bar{u} \| \) and \( \| u^0 - \bar{u} \|^2 \), see [DK85, (1.12)]. The fact that the original \( \rho \) and \( \rho^2 \) have to be replaced by \( \| u^0 - \bar{u} \| \) and \( \| u^0 - \bar{u} \|^2 \), respectively, is mandated by [DK85, (2.4)], equation for \( D_0 \), where it is needed that, in their notation, \( P_N E_0 P_N = P_N F'(u^0) P_N + O(\| u^0 - \bar{u} \|^2) \) (our notation uses \( B_0 \) for \( E_0 \)), and similarly for \( A_0 \) in [DK85, (2.4)].

2. As pointed out by a referee, it would be interesting to see if a result similar to Theorem 2.3 can be proven if Assumption 2.1 is replaced by 2-regularity of \( F \) at \( \bar{u} \) in a direction of \( N \). This would, in particular, allow for non-isolated singularities, a setting that is excluded by Assumption 2.1. For Newton–type methods such a result is available in [IKS18a, Theorem 1].
2.2 Enlarging the domain of convergence of Broyden’s method by a preceding Newton–like step

Using results of Griewank [Gri80b, Gri85] and Decker and Kelley [DK80] the domain of convergence \( W_\delta(\rho, \theta) \) in Theorem 2.3 can be extended significantly by use of a preceding Newton–like step as described in Algorithm BMP. Specifically, we establish that it includes a starlike domain with density 1, see Section 1.2.1 for definitions, while the convergence behavior of \((u^k)\) described by Theorem 2.3 is maintained. This is one of the main results of this work.

Theorem 2.5. Let Assumption 2.1 hold and let \( F \) be twice differentiable in a neighborhood of \( \tilde{u} \) and three times differentiable at \( \bar{u} \). Then there exist constants \( \rho, \theta > 0 \) and a starlike domain \( W_{\delta} \) with density 1 such that the following properties are satisfied:

1) For each \( \tilde{u} \in W_{\delta} \) there is a number \( \sigma = \sigma(\tilde{u}) > 0 \) with the following properties: For every initial guess \( (\tilde{u}, B) \in W_{\delta} \times B_{\sigma}(F'(\tilde{u})) \) in Algorithm BMP, \( u^0 \) is well-defined and satisfies \( u^0 \in W_{\delta}(\frac{3}{4}\rho, \frac{3}{4}\theta) \). If, in addition, \( B_0 \) is selected such that \( B_0 \in B_{\sigma}(F'(u^0)) \), then Algorithm BMP generates a sequence \((u^k)\) that satisfies (3) and (4).

2) There holds \( W_{\delta}(\rho, \theta) \subset W_{\delta} \) and every \((u^k)\) generated according to 1) satisfies \((u^k) \subset W_{\delta}(\frac{3}{4}\rho, \frac{3}{4}\theta)\).

3) For any compact set \( W \subset W_{\delta} \), the constant \( \sigma \) in 1) can be chosen independently of \( \tilde{u} \) for all \( \tilde{u} \in W \).

Proof. Proof of 1) and 2): To prove 1) we mainly have to show that for appropriately chosen \( \sigma, \rho \) and \( \theta \) the pair \((u^0, B_0)\) satisfies the assumptions of Theorem 2.3. In doing so we will also establish 2). We recall that the invertible matrices form an open set on which \( B \mapsto B^{-1} \) is continuous.

Let \( \mu_X := \mu_N := 2 \) and let \( \rho_1, \theta_1 > 0 \) be such that the assertions of Theorem 2.3 are satisfied for every \((u^0, B_0) \in W_{\delta}(\rho_1, \theta_1)\) such that \( B_0 \) satisfies (2). Without loss of generality (wlog.) we can assume that \( \rho_1 \leq 1 \), so \( \min\{\rho_1, \rho_2^2\} = \rho_1^2 \). From [DK80, Theorem 1.2 and (2.7)–(2.8) in its proof] we obtain \( \rho_2 \in (0, \rho_1) \) and \( \theta_2 \in (0, \theta_1) \) such that for every \( \tilde{u} \in W_{\delta}(\rho_2, \theta_2) \) the matrix \( F'(\tilde{u}) \) is invertible and the Newton iterate

\[
\hat{u}^+ := \tilde{u} - F'(\hat{u})^{-1}F(\hat{u})
\]

satisfies \( u^+ \in W_{\delta}(\frac{11}{20}\rho_2, \frac{11}{20}\theta_2) \). Thus, for every \( \tilde{u} \in W_{\delta}(\rho_2, \theta_2) \) there is \( \sigma_1 \in (0, \rho_2) \) such that all \( \tilde{B} \in B_{\sigma_1}(F'(\tilde{u})) \) are invertible,

\[
u^0 = \hat{u} - \hat{B}^{-1}F(\hat{u})\]

satisfies \( u^0 \in W_{\delta}(\frac{3}{8}\rho_2, \frac{3}{8}\theta_2) \subset W_{\delta}(\rho_1, \theta_1) \), and all \( B_0 \in B_{\sigma_1}(F'(u^0)) \) are invertible and satisfy (2) for \( \rho = \rho_1 \) and \( \theta = \theta_1 \). That is, \((u^0, B_0)\) satisfies the requirements of Theorem 2.3 whenever \((\tilde{u}, \tilde{B}) \in W_{\delta}(\rho_2, \theta_2) \times B_{\sigma_1}(F'(\tilde{u}))\). We next discuss the case \( \tilde{u} \notin W_{\delta}(\rho_2, \theta_2) \). Let \( \tilde{W}_{\delta} \) be the starlike domain with density 1 from [Gri80b, Theorem 6.1 (i)] (denoted there by \( R \)). It is shown in [Gri80b, Theorem 6.1 (i)] that Newton’s method converges to \( \tilde{u} \) for all starting points in \( \tilde{W}_{\delta} \). In particular, for any \( \tilde{u} \in \tilde{W}_{\delta} \) the matrix \( F'(\tilde{u}) \) is invertible, which implies that there is \( \sigma_2 \in (0, \sigma_1) \) such that all \( \tilde{B} \in B_{\sigma_2}(F'(\tilde{u})) \) are invertible. The proof of [Gri80b, Theorem 6.1 (i)] shows that we can assume wlog. that for any \( \tilde{u} \in \tilde{W}_{\delta} \) the Newton iterate

\[
\hat{u}^+ := \tilde{u} - F'(\hat{u})^{-1}F(\hat{u})
\]
Enlarging the domain of convergence

satisfies $u^+ \in W_\hat{u}(\frac{1}{25}\rho_2, \frac{11}{25}\theta_2)$ (more precisely, this can be achieved by multiplying with sufficiently small constants the second and third term in the minimum that constitutes the definition of $r(t)$ in said proof). This implies that for each $\hat{u} \in \hat{W}_\hat{u}$ there is a constant $\sigma \in (0, \sigma_2)$ such that any $\hat{B} \in B_\sigma(F'(\hat{u}))$ is invertible,

$$u^0 = \hat{u} - \hat{B}^{-1}F(\hat{u})$$

satisfies $u^0 \in W_\hat{u}(\frac{2}{5}\rho_2, \frac{3}{5}\theta_2)$, and all $B_0 \in B_\sigma(F'(u^0))$ are invertible and satisfy (2) for $\rho = \rho_1$ and $\theta = \theta_1$. That is, $(u^0, B_0)$ satisfies the requirements of Theorem 2.3 whenever $(\hat{u}, \hat{B}) \in \hat{W}_\hat{u} \times B_\sigma(F'(\hat{u}))$.

With int denoting the topological interior we find that $W_\bar{u} := \hat{W}_\bar{u} \cup \text{int}(W_\bar{u}(\rho_2, \theta_2))$ is a starlike domain with density 1 that contains $W_\bar{u}(\frac{2}{5}\rho_2, \frac{4}{5}\theta_2)$ and satisfies all claims if we set $\rho := \frac{2}{5}\rho_2$ and $\theta := \frac{4}{5}\theta_2$.

Proof of 3): A slight generalization of the arguments in the proof of 1) and 2) yields that for any $u \in \hat{W}_\bar{u}$ there are $\sigma = \sigma(u) > 0$ and $\hat{\sigma} = \hat{\sigma}(u) > 0$ such that for every $\hat{u} \in B_\hat{\sigma}(u)$ all $\hat{B} \in B_\sigma(F'(\hat{u}))$ are invertible,

$$u^0 = \hat{u} - \hat{B}^{-1}F(\hat{u})$$

satisfies $u^0 \in W_\hat{u}(\frac{3}{5}\rho_2, \frac{3}{5}\theta_2)$, and all $B_0 \in B_\sigma(F'(u^0))$ are invertible and satisfy (2) for $\rho = \rho_1$ and $\theta = \theta_1$. The open cover

$$W \subset \bigcup_{u \in W} B_{\hat{\sigma}(u)}(u)$$

of $W$ has a finite subcover, say $\bigcup_{i=1}^M B_{\hat{\sigma}(u_i)}(u_i)$; the claim holds for $\sigma := \min\{\sigma(u_i) : i = 1, \ldots, M\}$.

2.3 Enlarging the domain of convergence of accelerated schemes by a preceding Newton–like step

The proof of Theorem 2.5 shows in particular that

- for all $\rho, \theta > 0$ there is a starlike domain $\hat{W}_\bar{u}$ with density 1 such that applying a Newton–like step to any $\hat{u} \in \hat{W}_\bar{u}$ yields a point $u^0 \in W_\bar{u}(\frac{3}{4}\rho, \frac{3}{4}\theta)$;

- if $W \subset \hat{W}_\bar{u}$ is compact, the size of the perturbation $\hat{B} - F'(\hat{u})$ can be taken independently of $\hat{u} \in W$ without violating $u^0 = \hat{u} - \hat{B}^{-1}F(\hat{u}) \in W_\bar{u}(\frac{3}{4}\rho, \frac{3}{4}\theta)$.

These results concern only the preceding Newton–like step in Algorithm BMP; they are independent of Broyden’s method. Therefore, they still hold if Assumption 2.1 is replaced by the weaker assumptions used in [Gri80b]; Assumption 2.1 is required in Theorem 2.5 only to ensure that Broyden’s method in Algorithm BMP is well-behaved. Since the results on the preceding Newton–like step are not related to Broyden’s method specifically, they can be applied to other methods as well, producing statements similar to Theorem 2.5. For instance, we can apply them to finite-dimensional versions of the acceleration schemes presented in [KS83, Theorem 1.3], [KS83, Theorem 1.4], and [Kel86, Theorem 1.4]. We spell this out for the Shamanski–like method of [Kel86, Theorem 1.4], which is a three-point scheme combined with an initial Newton step. Kelley’s algorithm together with the preceding Newton–like step that we propose is provided in Algorithm SMP. To comply with the notation of [Kel86, Theorem 1.4], the iterate resulting from the preceding Newton–like step is denoted $u^{-1}$.
Algorithm SMP: Kelley’s Shamanskiǐ–like method with a preceding Newton–like step

\textbf{Input:} \( \hat{u} \in \mathbb{R}^n, \ \hat{B} \in \mathbb{R}^{n \times n} \) invertible, \( C \in \mathbb{R} \setminus \{0\}, \ \alpha \in (0, \sqrt{5/2} - 1/2) \)

Let \( u^{-1} := \hat{u} - \hat{B}^{-1} F(\hat{u}) \) \hspace{1cm} // preceding Newton-like step

Let \( u^0 := u^{-1} - F'(u^{-1})^{-1} F(u^{-1}) \) \hspace{1cm} // begin of Kelley’s algorithm

\textbf{for} \( k = 0, 1, 2, \ldots \) \textbf{do}

| \textbf{if} \( F(u^k) = 0 \) \textbf{then} let \( u^* := u^k; \) \textbf{STOP} |
| --- |
| Let \( y^{k+1} := u^k - F'(u^k)^{-1} F(u^k) \) \hspace{1cm} // Newton iterate |
| Let \( z^{k+1} := F'(u^k)^{-1} F(y^{k+1}) \) \hspace{1cm} // simplified Newton step |
| Let \( u^{k+1} := y^{k+1} - (4 - C \| z^{k+1} \|^\alpha) z^{k+1} \) \hspace{1cm} // correction of Newton iterate |

\textbf{end} 

\textbf{Output:} \( u^* \)

We note that Broyden steps are not involved in Algorithm SMP. In fact, there seem to be no accelerated methods available that involve Broyden steps (except for the remarks in [Gri85, Section 5]). The advantage of accelerated methods such as Algorithm SMP is that their convergence is of higher order in comparison to Newton–type methods and Broyden’s method. This comes at the cost of stronger differentiability requirements, cf. Kelley’s result [Kel86, Theorem 1.4]. Because we want to invoke Kelley’s result, we have to require the same amount of differentiability.

\textbf{Theorem 2.6.} Let Assumption 2.1 hold and let \( F \) be four times continuously differentiable in a neighborhood of \( \bar{u} \). Then there exist constants \( \rho, \theta > 0 \) and a starlike domain \( W_{\bar{u}} \) with density 1 such that the following properties are satisfied:

1) For every \( \hat{u} \in W_{\bar{u}} \) there is a number \( \sigma = \sigma(\hat{u}) > 0 \) such that for each \( (\hat{u}, \hat{B}) \in W_{\bar{u}} \times \mathbb{B}_\sigma(F'(\hat{u})) \) the iterates \( (u^k)_{k \geq -1} \) of Algorithm SMP are well-defined and satisfy \( (u^k)_{k \geq 0} \subset W_{\bar{u}}(3/4, 3/4) \).

Moreover, \( (u^k) \) converges to \( \bar{u} \) with \( q \)-order \( 1 + \alpha \), i.e.,

\[
\limsup_{k \to \infty} \frac{\|u^{k+1} - \bar{u}\|}{\|u^k - \bar{u}\|^{1+\alpha}} < \infty.
\]

2) For any compact set \( W \subset W_{\bar{u}}, \) the constant \( \sigma \) in 1) can be chosen independently of \( \hat{u} \) for all \( \hat{u} \in W \).

\textbf{Proof.} It is not difficult to check that the prerequisites of [Kel86, Theorem 1.4] are satisfied. To simplify that check for the reader, let us mention three points:

- The integer \( k \) appearing in [Kel86, Theorem 1.4] is the order of the singularity, i.e., \( k = 1 \).
- The set \( W(\rho, \theta, \eta) \) appearing in [Kel86, Theorem 1.4] is identical to our \( W(\rho, \theta) \) since, in the notation of [Kel86, Theorem 1.4], \( \delta P_N \equiv 0 \) due to \( k = 1 \).
- In the setting under consideration, the two conditions on \( P_N F''(\bar{u}) \) appearing in the assumption [Kel86, (R)] are identical to each other and agree with our condition \( P_N(F''(\bar{u})(\phi, \phi)) \neq 0 \) imposed as part of Assumption 2.1. \( \square \)
3 Convergence of the Broyden updates and matrices

In this section we establish convergence of the Broyden matrices for the class of singular problems described by Assumption 2.1. Specifically, in Section 3.1 we show that the Broyden updates converge r-linearly to zero under certain assumptions. Under stronger assumptions we prove in Section 3.2 that their convergence is q-linear. Both results imply that the Broyden matrices converge. The assumptions of Section 3.2 are in particular satisfied if the iterates are generated by Algorithm BMP as described in Theorem 2.5. Thus, the Broyden updates converge q-linearly for all starting points in a domain with density 1 if a preceding Newton step is used and both \( \| \hat{B} - F'(\hat{u}) \| \) and \( \| B_0 - F'(u^0) \| \) are sufficiently small. In the numerical experiments we have sometimes observed that the Broyden iterates and updates converge only r-linearly, and this type of convergence is covered by the results from Section 3.1.

Let us introduce additional notation. If Algorithm BM generates a sequence \((u_k)\), then necessarily \(s_k \neq 0\) for all \(k\); we will use this tacitly. Let \(F : \mathbb{R}^n \to \mathbb{R}^n\) and let \((u_k), (s_k)\) and \((B_k)\) be generated by Algorithm BM. For \(k \in \mathbb{N}_0\) we set \(\hat{s}_k := \frac{s_k}{\|s_k\|}\) and \(\varepsilon_k := \frac{\|F(u_{k+1})\|}{\|s_k\|}\).

Since \(B_k s_k = -F(u_k)\) and since \(\|vw^T\| = \|v\|\) for any \(v, w \in \mathbb{R}^n\) with \(\|w\| = 1\), we observe that \(\varepsilon_k = \frac{\|F(u_{k+1}) - F(u_k) - B_k s_k\|}{\|s_k\|} = \|B_{k+1} - B_k\|\), i.e., \(\varepsilon_k\) is the norm of the Broyden update. If, in addition, the limit \(\bar{u} := \lim_{k \to \infty} u_k\) exists and \(F\) is differentiable at \(\bar{u}\), then we set \(E_k := B_k - F'(\bar{u})\), \(k \in \mathbb{N}_0\).

3.1 R-linear convergence of the Broyden updates

We first establish sufficient conditions for r-linear convergence of the Broyden updates to zero. Then we prove some convergence properties of Broyden’s method which allow us to conclude that the sufficient conditions are satisfied if \((u_k)\) is generated according to Theorem 2.3 or Theorem 2.5.

3.1.1 The sufficient conditions

The sufficient conditions will follow from the next two lemmas.

**Lemma 3.1.** Let \((\beta_k) \subset [0, \infty)\) and suppose there are constants \(C, \gamma > 0\) and a sequence \((\alpha_k) \subset (0, \infty)\) such that

\[
\limsup_{k \to \infty} \frac{\beta_k}{\alpha_k} \leq C \quad \text{and} \quad \limsup_{k \to \infty} \sqrt[k]{\alpha_k} \leq \bar{\kappa},
\]

hold for some \(\bar{\kappa} \in [0, \infty)\). Then \(\limsup_{k \to \infty} \sqrt[k]{\beta_k} \leq \bar{\kappa}^\gamma\).

**Proof.** The assumptions imply that for any \(\delta > 0\) there is \(K \in \mathbb{N}_0\) such that \(\sqrt[k]{\beta_k} \leq \sqrt[k]{2C} \sqrt[k]{\bar{\kappa} + \delta}\) holds for all \(k \geq K\). This yields the claim.  
\[\square\]
Lemma 3.2. Let \( (u^k) \subset \mathbb{R}^n \) be a sequence satisfying \( \lim \sup_{k \to \infty} \sqrt[k]{\|v^k\|} \leq \kappa \) for some \( \kappa \in [0, \infty) \). Then \( \lim \sup_{k \to \infty} \frac{k}{\sqrt[k]{\|v^k+1 - v^k\|}} \leq \kappa \).

Proof. From \( \lim \sup_{k \to \infty} \sqrt[k]{\|v^k\|} \leq \kappa \) we infer \( \lim \sup_{k \to \infty} \sqrt[k]{\|v^k+1\|} \leq \kappa \). The claim thus follows by use of \( \|v^k+1 - v^k\| \leq 2 \max\{\|v^k+1\|, \|v^k\|\} \).

We obtain sufficient conditions for \( r \)-linear convergence of \( (\varepsilon^k) \) to zero.

Corollary 3.3. Let \( F : \mathbb{R}^n \to \mathbb{R}^n \) and \( \bar{u} \in \mathbb{R}^n \). Let \( (u^k) \) be generated by Algorithm BM and suppose that there are \( C, \gamma > 0 \) and \( \kappa \in [0, 1) \) such that

\[
\lim_{k \to \infty} \sqrt[k]{\|u^k - \bar{u}\|} \leq \kappa \quad \text{and} \quad \lim_{k \to \infty} \frac{\|F(u^{k+1})\|}{\|s^k\|^{1+\gamma}} \leq C.
\]

Then \( \lim \sup_{k \to \infty} \sqrt[k]{\varepsilon^k} \leq \kappa^\gamma \) and \( \sum \varepsilon^k < \infty \).

Proof. The claim \( \sum \varepsilon^k < \infty \) follows from \( \lim \sup_{k \to \infty} \sqrt[k]{\varepsilon^k} \leq \kappa^\gamma < 1 \). To establish the latter, we apply Lemma 3.2 to \( (u^k) \equiv (u^k - \bar{u}) \). This yields \( \lim \sup_{k \to \infty} \sqrt[k]{\|s^k\|} \leq \kappa \). The claim thus follows from Lemma 3.1, applied to \( (\alpha_k) \equiv (\|s^k\|) \) and \( (\beta_k) \equiv (\varepsilon^k) \).

Remark 3.4. Corollary 3.3 provides sufficient conditions for \( \sum \varepsilon^k < \infty \) to hold, which due to \( \varepsilon^k = \|B_{k+1} - B_k\| \) are also sufficient conditions for convergence of \( (B_k) \). Since the available results for convergence of \( (B_k) \) are mostly based on uniform linear independence of \( (s^k) \), see the discussion in Section 1.3, we stress that Corollary 3.3 does not rely on uniform linear independence of \( (s^k) \). In fact, we will use it to demonstrate convergence of \( (B_k) \) in a setting where uniform linear independence is provably violated. Note that the existence of \( F'(\bar{u}) \) is also not required, let alone its regularity or singularity. Finally, we observe that Corollary 3.3 implies \( u^k \to \bar{u}, s^k \to 0 \) and \( F(u^k) \to 0 \) for \( k \to \infty \).

3.1.2 Convergence properties of Broyden’s method

To show that the sufficient conditions for \( r \)-linear convergence of the Broyden updates are satisfied, we establish the following convergence theorem that enriches [DK85] with additional convergence properties of \( (u^k), (s^k) \) and \( (F(u^k)) \).

Theorem 3.5. Let Assumption 2.1 hold. Let \( (u^k) \) be generated by Algorithm BM and suppose that it satisfies

\[
\lim_{k \to \infty} \frac{\|u^{k+1} - \bar{u}\|}{\|u^k - \bar{u}\|} \leq \kappa \quad \text{and} \quad \lim_{k \to \infty} \frac{\|P_X(u^k - \bar{u})\|}{\|P_N(u^k - \bar{u})\|^2} = 0
\]

for some \( \kappa \in [0, 1) \). Then:

1) There holds \( \min\{\|\hat{s}^k - \phi\|, \|\hat{s}^k + \phi\|\} = o(\|u^k - \bar{u}\|) \) for \( k \to \infty \).
2) There holds
\[ \lim_{k \to \infty} \frac{\|F(u^k)\|}{\|u^k - \bar{u}\|^2} = \|F'(\bar{u})(\phi, \phi)\|. \]

3) There exists a constant \( C > 0 \) such that for all \( k \in \mathbb{N}_0 \)
\[ \|F(u^{k+1})\| \leq C\|s^k\|^2. \]

In particular, the statements 1)–3) hold if \((u^k)\) is generated according to Theorem 2.3 or Theorem 2.5.

Proof. We will use tacitly that the norms of \( P_X \) and \( P_N \) are bounded by 1 and that \( P_X(v) + P_N(v) = v \) for all \( v \in \mathbb{R}^n \). In addition, we can assume without loss of generality that \( X = N^\perp \), see [DK85, beginning of the proof of Theorem 1.11], so \( P_N(v) = v^T \phi \) for all \( v \in \mathbb{R}^n \).

**Proof of 1):** For all \( k \in \mathbb{N}_0 \) there holds
\[ \|P_N(s^k) \pm \phi\| = \|(s^k)^T \phi \pm \phi\| = 1 \pm (s^k)^T \phi = \frac{1}{2}\|s^k \pm \phi\|^2, \]
which implies
\[ \|s^k \pm \phi\| = \|P_X(s^k) + P_N(s^k) \pm \phi\| \leq \|P_X(s^k)\| + \frac{1}{2}\|s^k \pm \phi\|^2, \]
hence
\[ \left(1 - \frac{1}{2}\|s^k \pm \phi\| \right)\|s^k \pm \phi\| \leq \|P_X(s^k)\|. \]
As \( \min\{|a + b|, |a - b|\} \leq \sqrt{2} \) for all \( a, b \in \mathbb{R}^n \) with \( |a| = |b| = 1 \), we infer that
\[ \left(1 - \frac{\sqrt{2}}{2}\right)\min\{|s^k - \phi|, |s^k + \phi|\} \leq \|P_X(s^k)\|. \]
It is therefore enough to show \( \|P_X(s^k)\| = o(\|u^k - \bar{u}\|) \) for \( k \to \infty \). Denoting
\[ \omega_k := \frac{\|P_X(u^k - \bar{u})\|}{\|P_N(u^k - \bar{u})\|^2}, \quad k \in \mathbb{N}_0, \]
we have \( \lim_{k \to \infty} \omega_k = 0 \) by (5). Moreover, for all \( k \) large enough there holds
\[ \|P_X(s^k)\| = \|P_X(u^{k+1} - u^k)\| \leq \|P_X(u^{k+1} - \bar{u})\| + \|P_X(u^k - \bar{u})\| \]
\[ = \omega_{k+1} \|P_N(u^{k+1} - \bar{u})\|^2 + \omega_k \|P_N(u^k - \bar{u})\|^2 \leq (\omega_{k+1} + \omega_k) \|u^k - \bar{u}\|^2, \]
where we used the q-linear convergence of \((u^k)\) to obtain the last inequality. For sufficiently large \( k \) we thus have
\[ \|P_X(s^k)\| = \frac{\|P_X(s^k)\|}{\|s^k\|} \leq \frac{\omega_{k+1} + \omega_k}{1 - \kappa_\delta} \|u^k - \bar{u}\|, \]
where \( \kappa_\delta := \kappa + \delta \) for an arbitrary \( \delta \in (0, 1 - \kappa) \) and we used the estimate \( \|u^k - \bar{u}\| \leq \frac{1}{1 - \kappa_\delta} \|s^k\| \) that holds for all sufficiently large \( k \) due to
\[ (1 - \kappa_\delta) \|u^k - \bar{u}\| \leq \|u^k - \bar{u}\| - \|u^{k+1} - \bar{u}\| \leq \|u^{k+1} - u^k\| = \|s^k\|. \]
In view of $\lim_{k\to\infty} \omega_k = 0$, (7) concludes the proof of 1).

**Proof of 2):** For $k \in \mathbb{N}_0$ we set $\hat{u}^{k+1} := u^{k+1} - \bar{u}$. Using $F(\bar{u}) = 0$ we have

$$F(u^{k+1}) = F'(\bar{u})(\hat{u}^{k+1}) + F''(\bar{u})(\hat{u}^{k+1}, \hat{u}^{k+1}) + o(\|\hat{u}^{k+1}\|^2).$$

(9)

Since $F'(\bar{u})(P_{\mathcal{N}}(v)) = 0$ for all $v \in \mathbb{R}^n$ due to $N = \ker(F'(\bar{u})))$, (6) yields

$$\|F'(\bar{u})(\hat{u}^{k+1})\| = \|F'(\bar{u})(P_{\mathcal{N}}(u^{k+1}))\| \leq \|F'(\bar{u})\|\omega_{k+1}\|\hat{u}^{k+1}\|^2 = o(\|\hat{u}^{k+1}\|^2)$$

for $k \to \infty$. In view of (9) this shows that it is enough to demonstrate

$$\lim_{k \to \infty} \left\| F''(\bar{u})(\hat{u}^{k+1}, \hat{u}^{k+1}) - F''(\bar{u})(\phi, \phi) \right\| = 0,$$

where $\hat{u}^{k+1} := \hat{u}^{k+1}/\|\hat{u}^{k+1}\|$. For this limit to vanish it suffices that

$$\lim_{k \to \infty} \min \left\{ \|\hat{u}^{k+1} - \phi\|, \|\hat{u}^{k+1} + \phi\| \right\} = 0. \quad (10)$$

By arguments similar to those in the proof of 1) we derive

$$\min \left\{ \|\hat{u}^{k+1} - \phi\|, \|\hat{u}^{k+1} + \phi\| \right\} = o(\|\hat{u}^{k+1}\|)$$

for $k \to \infty$, which implies (10).

**Proof of 3):** Since $\|u^{k+1} - \bar{u}\|^2 \leq (\frac{\kappa s}{1 - \kappa s})\|s^k\|^2$ by (8) for all $k$ large enough, the first inequality follows from part 2). The claim concerning $(\delta_k)$ is obvious.

**Proof of the “In particular, ...” claim:** If $(u^k)$ is generated according to Theorem 2.3 or Theorem 2.5, then $(u^k)$ is generated by Algorithm BM and satisfies (3), hence (5) holds for $\kappa = (\sqrt{5} - 1)/2 \in (0, 1)$. As we have already established, this implies 1)-3). \hfill \Box

**Remark 3.6.** Broyden’s method and Newton–type methods can be studied under a so-called **local error bound condition**, cf. e.g. [Gri87, ABDL14, DR13]. For single-valued mappings, this condition requires the existence of $L \geq 0$ such that $\|u - v\| \leq L\|F(u) - F(v)\|$ for all $u, v$ near the root $\bar{u}$ and is therefore equivalent to **metric regularity** [DR14, Iof16]. The special case $v = \bar{u}$ also appears frequently and corresponds to **metric subregularity**. While invertibility of $F'(\bar{u})$ implies metric subregularity, it can also hold if $F'(\bar{u})$ is singular or does not exist. The singular problems considered in this work are, however, not covered by metric subregularity. Indeed, by Assumption 2.1 we have $F''(\bar{u})(\phi, \phi) \neq 0$, hence part 2) of Theorem 3.5 readily implies that $L_k := \|u^k - \bar{u}\|/\|F(u^k) - F(\bar{u})\|$ goes to infinity.

**3.1.3 The main result**

As one of the main results of this work we show that the Broyden updates converge r-linearly to zero if $(u^k)$ is generated according to Theorem 2.3 or Theorem 2.5.

**Theorem 3.7.** Let $F : \mathbb{R}^n \to \mathbb{R}^n$ and $\bar{u} \in \mathbb{R}^n$. Let $(u^k)$ be generated by Algorithm BM and suppose that there are constants $C > 0$ and $\kappa \in [0, 1)$ such that

$$\limsup_{k \to \infty} \frac{\sqrt{\|u^k - \bar{u}\|}}{\|u^k\|} \leq \kappa \quad \text{and} \quad \limsup_{k \to \infty} \frac{\|F(u^{k+1})\|}{\|s^k\|^2} \leq C. \quad (11)$$
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Then
\[ \limsup_{k \to \infty} \sqrt[k]{\varepsilon_k} \leq \kappa \quad \text{and} \quad \sum_{k} \varepsilon_k < \infty. \] (12)

In particular, (12) holds for \( \kappa = \frac{\sqrt{5} - 1}{2} \) if \((u_k)\) is generated according to Theorem 2.3 or Theorem 2.5.

**Proof.** The inequalities (12) follow from Corollary 3.3 (taking \( \gamma = 1 \) in that result). If \((u_k)\) is generated according to Theorem 2.3 or Theorem 2.5, then \((u_k)\) is generated by Algorithm BM and satisfies (3), which implies that the first inequality in (11) holds for \( \kappa = (\sqrt{5} - 1)/2 \in (0, 1) \). Since Theorem 3.5 (3) holds as well, we infer that the second inequality in (11) is also satisfied. As we have already established, this implies (12). \( \square \)

**Remark 3.8.** In Theorem 3.10 we improve the r-linear convergence of \((\varepsilon_k)\) to q-linear convergence. We stress that Theorem 3.7 requires significantly weaker assumptions than Theorem 3.10.

### 3.2 Q-linear convergence of the Broyden updates

To show that the Broyden updates converge q-linearly to zero, we first establish sufficient conditions for this q-linear convergence. Then we demonstrate that these sufficient conditions are satisfied if \((u_k)\) is generated according to Theorem 2.3 or Theorem 2.5.

#### 3.2.1 The sufficient conditions

We prove that if \((u_k)\) converges q-linearly with an asymptotic q-factor and satisfies two additional assumptions, then the Broyden updates converge q-linearly with the same asymptotic q-factor.

**Lemma 3.9.** Let Assumption 2.1 hold and let \((u_k)\) be generated by Algorithm BM. Suppose that
\[
\lim_{k \to \infty} \frac{\|u^{k+1} - \bar{u}\|}{\|u^k - \bar{u}\|} = \kappa \quad \text{and} \quad \lim_{k \to \infty} \frac{\|P_X (u_k - \bar{u})\|}{\|P_N (u_k - \bar{u})\|^2} = 0
\] (13)
for some \( \kappa \in (0, 1) \). Moreover, suppose that
\[
\lim_{k \to \infty} \frac{\|s^k\|}{\|u^k - \bar{u}\|} = \lim_{k \to \infty} \frac{\|s^{k+1}\|}{\|u^{k+1} - \bar{u}\|} = \frac{1}{\kappa}.
\] (14)

exists and is positive. Then
\[
\lim_{k \to \infty} \frac{\varepsilon_{k+1}}{\varepsilon_k} = \kappa.
\]

**Proof.** From part 2) of Theorem 3.5 and (13) it follows that
\[
\lim_{k \to \infty} \frac{\|F(u^{k+1})\|}{\|F(u^{k+2})\|} = \lim_{k \to \infty} \frac{\|u^{k+2} - \bar{u}\|^2}{\|u^{k+1} - \bar{u}\|^2} = \kappa^2.
\]

By assumption the limit \( \lim_{k \to \infty} \frac{\|s^k\|}{\|u^k - \bar{u}\|} \) exists and is positive, hence
\[
\lim_{k \to \infty} \frac{\|s^k\|}{\|s^{k+1}\|} = \lim_{k \to \infty} \frac{\kappa \|u^k - \bar{u}\|}{\|u^{k+1} - \bar{u}\|} = \frac{1}{\kappa}.
\]
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The claim thus follows from
\[ \frac{\varepsilon_{k+1}}{\varepsilon_k} = \frac{\|F(u^{k+2})\|}{\|F(u^{k+1})\|} \cdot \frac{\|s^k\|}{\|s^{k+1}\|} , \]
which holds by definition.

### 3.2.2 The main result

As one of the main results of this work we show that the Broyden updates converge q-linearly to zero if \((u^k)\) is generated according to Theorem 2.3 or Theorem 2.5.

**Theorem 3.10.** Let Assumption 2.1 hold and let \((u^k)\) be generated by Algorithm BM. Suppose that
\[ \lim_{k \to \infty} \frac{\|u^{k+1} - \bar{u}\|}{\|u^k - \bar{u}\|} = \frac{\sqrt{5} - 1}{2} \quad \text{and} \quad \lim_{k \to \infty} \frac{\|P_X(u^k - \bar{u})\|}{\|P_N(u^k - \bar{u})\|^2} = 0 \]
as well as (4) are satisfied. Then
\[ \lim_{k \to \infty} \frac{\varepsilon_{k+1}}{\varepsilon_k} = \frac{\sqrt{5} - 1}{2} . \]
In particular, (16) holds if \((u^k)\) is generated according to Theorem 2.3 or Theorem 2.5.

**Proof.** Regarding the main assertion we note that due to Lemma 3.9, applied with \(\kappa = (\sqrt{5} - 1)/2\), it suffices to show existence and positivity of the limit \(\hat{\kappa} := \lim_{k \to \infty} \frac{\|s^k\|}{\|u^k - \bar{u}\|} \). We prove that \(\hat{\kappa} = \frac{\sqrt{5} - 1}{2} \). By taking the limit \(k \to \infty\) in
\[ \frac{\|s^k\|}{\|u^k - \bar{u}\|} \geq \frac{\|u^k - \bar{u}\| - \|u^{k+1} - \bar{u}\|}{\|u^k - \bar{u}\|} \geq 1 - \frac{\|u^{k+1} - \bar{u}\|}{\|u^k - \bar{u}\|} \]
it is enough to demonstrate for all sufficiently large \(k\) that
\[ \frac{\|s^k\|}{\|u^k - \bar{u}\|} \leq 1 - \hat{\lambda}_k , \]
where \(\lim_{k \to \infty} \hat{\lambda}_k = \frac{\sqrt{\frac{5}{2}} - 1}{2} \). As in previous proofs we derive for all large \(k\) that
\[ \|s^k\| = \|P_X(s^k) + P_N(u^{k+1} - \bar{u}) - P_N(u^k - \bar{u})\| \]
\[ \leq \omega_{k+1} \|u^{k+1} - \bar{u}\|^2 + \omega_k \|u^k - \bar{u}\|^2 + (1 - \lambda_k) \|P_N(u^k - \bar{u})\| \]
\[ \leq (\omega_{k+1} + \omega_k) \|u^k - \bar{u}\|^2 + (1 - \lambda_k) \|u^k - \bar{u}\| , \]
where (\(\omega_k\)) is given in (6) and we used that due to (4) there holds \(P_N(u^{k+1} - \bar{u}) = \lambda_k P_N(u^k - \bar{u})\) for all \(k \geq 1\) with a sequence \((\lambda_k) \subset (\frac{3}{8}, \frac{4}{5})\) that satisfies \(\lim_{k \to \infty} \lambda_k = \frac{\sqrt{5} - 1}{2}\). Since \(\omega_k \to 0\) for \(k \to \infty\), (18) implies (17), which concludes the proof of the main assertion.

If \((u^k)\) is generated according to Theorem 2.3 or Theorem 2.5, then \((u^k)\) is generated by Algorithm BM and satisfies (3), which is identical to (15), as well as (4). As we have already established, this implies (16).
4 Further convergence properties of Broyden’s method

In Theorem 3.5 we derived convergence properties of Broyden’s method that were helpful in establishing convergence of the Broyden matrices. In this section we draw further conclusions from Theorem 3.5.

4.1 Violation of uniform linear independence

In this section we prove that the normalized Broyden steps \((\hat{s}^k)\), defined at the beginning of Section 3, violate uniform linear independence. This is of interest because it shows that existing results on the convergence of the Broyden matrices cannot be applied in the setting of this work, see the related discussion in Section 1.3 where uniform linear independence is defined.

Theorem 3.5 1) shows that if \((u^k)\) is generated according to Theorem 2.3 or Theorem 2.5, then \((\hat{s}^k)\) converges up to sign changes to \(\phi\). Unsurprisingly, this prevents uniform linear independence.

Lemma 4.1. Let \(v \in \mathbb{R}^n\) for some \(n \geq 2\) and let \((v^k) \subset \mathbb{R}^n\) be a sequence with \(\|v^k\| = 1\) for all \(k \in \mathbb{N}_0\) and \(\lim_{k \to \infty} \min\{\|v^k - v\|,\|v^k + v\|\} = 0\). Let for each \(k \in \mathbb{N}_0\) an \(n\)-tuple \((k_1, \ldots, k_n) \in \mathbb{N}_0^n\) with \(k \leq k_1 < k_2 < \ldots < k_n\) be given. Then the smallest singular value of

\[
\begin{pmatrix}
v^{k_1} & \ldots & v^{k_n}
\end{pmatrix}
\]

converges to zero for \(k \to \infty\).

In particular, if \((u^k)\) is generated according to Theorem 2.3 or Theorem 2.5, then \((\hat{s}^k)\) is not uniformly linearly independent.

**Proof.** Let us prove the main result first. For each \(k \in \mathbb{N}_0\) define \(\tilde{v}^k \in \{v^k, -v^k\}\) such that \(\min\{\|\tilde{v}^k - v\|,\|\tilde{v}^k + v\|\} = \|\tilde{v}^k - v\|\). By multilinearity, there holds

\[
\left|\det\left(\begin{pmatrix}\tilde{v}_1^{k_1} & \tilde{v}_2^{k_2} & \ldots & \tilde{v}_n^{k_n}\end{pmatrix}\right)\right| = |\det(V_k)|,
\]

where \(V_k\) is the matrix given by (4.1). Since \(\lim_{k \to \infty} \tilde{v}^k = v\), continuity entails \(\lim_{k \to \infty} |\det(V_k)| = 0\), where we used \(n \geq 2\). This shows that at least one singular value of \(V_k\) converges to zero. (In fact, it is not difficult to argue that \(n - 1\) singular values converge to zero.)

The additional part concerning \((\hat{s}^k)\) follows if we apply the main result to \((v^k) \equiv (\hat{s}^k)\) and \(v = \phi\), taking Theorem 3.5 1) into account.

4.2 The nullspace of the Broyden limit matrix

If \((u^k)\) is generated according to Theorem 2.3 or Theorem 2.5, then the convergence property 1) of Theorem 3.5 is satisfied and, by Theorem 3.7, the limit \(\lim_{k \to \infty} B_k\) exists. This implies that \(\lim_{k \to \infty} B_k\) is singular with \(N\) in its nullspace as we show next.
Lemma 4.2. Let \( F : \mathbb{R}^n \to \mathbb{R}^n \) be strictly differentiable at \( \bar{u} \). Let \( (u^k) \) be generated by Algorithm BM and let \( \lim_{k \to \infty} u^k = \bar{u} \). Suppose there is \( \phi \in \ker(F'(\bar{u})) \) with \( \| \phi \| = 1 \) and \( \lim_{k \to \infty} \min\{ \| s^k - \phi \|, \| s^k + \phi \| \} = 0 \). Suppose further that \( (B_k) \) converges to some \( B \). Then \( \langle \phi \rangle \subset \ker(B) \). In particular, if \( (u^k) \) is generated according to Theorem 2.3 or Theorem 2.5, then there holds \( \lim_{k \to \infty} B_k \).

Proof. We start the proof of the main claim by showing that \( \lim_{k \to \infty} \| E_k s^k \| = 0 \). We have for all \( k \in \mathbb{N}_0 \)

\[
[B_{k+1} - B_k] s^k = \left( y^k - B_k s^k \right) \frac{(s^k)^T}{\| s^k \|^2} s^k = y^k - B_k s^k = R^k_{u} \cdot \| s^k \| - E_k s^k,
\]

where

\[
R^k_{u} := \frac{F(u_{k+1}) - F(u_{k}) - F'(\bar{u})(u_{k+1} - u_{k})}{\| u_{k+1} - u_{k} \|}.
\]

Hence,

\[
\| E_k s^k \| \leq \| B_{k+1} - B_k \| + \| R^k_{u} \|.
\]

From \( \lim_{k \to \infty} \| B_{k+1} - B_k \| = 0 = \lim_{k \to \infty} \| R^k_{u} \| \) we infer \( \lim_{k \to \infty} \| E_k s^k \| = 0 \). The convergence of \( (B_k) \) now implies \( \lim_{k \to \infty} \| (B - F'(\bar{u})) s^k \| = 0 \), thus \( (B - F'(\bar{u})) \phi = 0 \), so \( B \phi = 0 \), proving the main claim.

Regarding the additional claim (“In particular, ...”) we note that under the assumptions of either Theorem 2.3 or Theorem 2.5, \( F \) is strictly differentiable at \( \bar{u} \) due to Assumption 2.1. Moreover, there holds \( \lim_{k \to \infty} \min\{ \| s^k - \phi \|, \| s^k + \phi \| \} = 0 \) by Theorem 3.5 1), and \( (B_k) \) converges due to Theorem 3.7. The assertion thus follows from the main claim.

4.3 A relationship between the Broyden updates and the Broyden steps

Theorem 3.5 3) shows that the norm of the Broyden updates satisfies \( \varepsilon_k = O(\| s_k \|) \) for \( k \to \infty \). We now establish that under an additional assumption there also holds \( \| s_k \| = O(\varepsilon_k) \). In particular, these relationships are satisfied if \( (u^k) \) is generated according to Theorem 2.3 or Theorem 2.5.

Lemma 4.4. Let \( (u^k) \) be such that statements 1)–3) of Theorem 3.5 hold and suppose that there exists \( \bar{k} > 0 \) such that

\[
\liminf_{k \to \infty} \frac{\| u_{k+1} - \bar{u} \|}{\| u_{k} - \bar{u} \|} \geq \bar{k}.
\]

Then \( \lim_{k \to \infty} \delta_k = 2 \) for the sequence \( (\delta_k) \) introduced in part 3) of Theorem 3.5. In particular, we have \( \lim_{k \to \infty} \delta_k = 2 \) if \( (u^k) \) is generated according to Theorem 2.3 or Theorem 2.5.
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Proof. For the main claim we note that Theorem 3.5 3) shows \( \liminf_{k \to \infty} \delta_k \geq 2 \). From the existence of \( \hat{k} \) we deduce that \( \|u^{k+1} - \bar{u}\| \geq \|s^k\| \) for all sufficiently large \( k \) and a constant \( \hat{c} > 0 \). Therefore, Theorem 3.5 2) implies that there is \( c > 0 \) such that for all large \( k \) we have

\[
\|F(u^{k+1})\| \geq c\|u^{k+1} - \bar{u}\|^2 \geq \hat{c}^2\|s^k\|^2,
\]

which yields \( \limsup_{k \to \infty} \delta_k \leq 2 \), thus \( \lim_{k \to \infty} \delta_k = 2 \).

Regarding the additional claim (“In particular, ...”) we note that if \( (u^k) \) is generated according to Theorem 2.3 or Theorem 2.5, then it satisfies 1)–3) of Theorem 3.5 and (3), in particular

\[
\lim_{k \to \infty} \frac{\|u^{k+1} - \bar{u}\|}{\|u^k - \bar{u}\|} = \frac{\sqrt{5} - 1}{2}.
\]

The assertion thus follows from the main claim.

\[\square\]

4.4 A relationship between the r-factors of the errors and updates

Using properties related to the statements 2) and 3) of Theorem 3.5, we now establish a connection between the r-factors of \( (\|u^k - \bar{u}\|) \) and \( (\varepsilon_k) \) that can be observed in the numerical experiments.

Lemma 4.5. Let \( F : \mathbb{R}^n \to \mathbb{R}^n \) and \( \bar{u} \in \mathbb{R}^n \). Let \( (u^k) \) be generated by Algorithm BM and suppose that \( \lim_{k \to \infty} u^k = \bar{u} \) and that there are constants \( C, c, \hat{c}, \gamma, \hat{\gamma}, K > 0 \) such that for all \( k \geq K \) there hold

\[
\hat{c}\|u^{k+1} - \bar{u}\|^{1+\gamma} \leq \|F(u^{k+1})\| \quad \text{and} \quad c\|s^k\|^{1+\gamma} \leq \|F(u^{k+1})\| \leq C\|s^k\|^{1+\gamma}.
\]

For \( r^- := \liminf_{k \to \infty} \sqrt[k]{\|u^k - \bar{u}\|} \) and \( r^+ := \limsup_{k \to \infty} \sqrt[k]{\|u^k - \bar{u}\|} \) we have \( \liminf_{k \to \infty} \sqrt[k]{\|u^k - \bar{u}\|} \geq (r^-)^{\hat{\gamma}} \) and \( \limsup_{k \to \infty} \sqrt[k]{\|u^k - \bar{u}\|} \geq (r^+)^{\hat{\gamma}} \).

Proof. There is \( \bar{C} > 0 \) such that \( \|u^{k+1} - \bar{u}\| \leq \bar{C}\|s^k\| \) for all \( k \geq K \). Combining this with \( \varepsilon_k \geq c\|s^k\|^{\hat{\gamma}} \) for all \( k \geq K \), we obtain \( \liminf_{k \to \infty} \sqrt[k]{\varepsilon_k} \geq (r^-)^{\hat{\gamma}} \). The claim for \( \limsup_{k \to \infty} \sqrt[k]{\varepsilon_k} \) follows similarly.

\[\square\]

5 Numerical experiments

We use numerical examples to verify our findings for Algorithm BMP. Section 5.1 presents the design of the experiments, Section 5.2 the results. The Julia code used for cumulative runs (explained in Section 5.1.3 below) is available at https://arxiv.org/abs/2111.12393.

5.1 Design of the experiments

5.1.1 Implementation in Arbitrary Precision Arithmetic

The experiments are carried out in Julia 1.5.3 using Arbitrary Precision Arithmetic via the built-in type BigFloat. We replace the termination criterion \( F(u^k) = 0 \) in Algorithm BMP by \( \|F(u^k)\| \leq 10^{-r} \) with some prescribed exponent \( r \in \{100, 1000\} \) that we specify in Section 5.1.3 below along with the precision. By \( k \in \mathbb{N}_0 \) we denote the final value of \( k \) in Algorithm BMP.
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5.1.2 Known solution and initialization

All examples have \( \bar{u} = 0 \) as solution. The starting point \( \hat{u} \) in Algorithm BMP is randomly chosen in \([\alpha, \alpha]^n\), with \( \alpha \in \{10^{-j}\}_{j=1}^5 \). For \( \hat{B} \), respectively, \( B_0 \) we use \( \hat{B} = F'(\hat{u}) + \beta \|F'(\hat{u})\| \hat{R} \) and \( B_0 = F'(u^0) + \beta \|F'(u^0)\| R \), where \( \hat{R}, R \in \mathbb{R}^{n \times n} \) are matrices with random entries in \([-1,1]\) and \( \beta \in \{10^{-j}\}_{j=1}^5 \cup \{0\} \). Note that for \( \beta = 0 \) the first two steps are Newton steps. We will also consider a variant of Algorithm BMP in the numerical experiments where \( B_0 \) is taken to be the Broyden update of \( \hat{B} \) (based on \( \hat{u} \) and \( u^0 \)), even though Theorem 2.5 does not cover the use of Broyden’s method with \((\hat{u}, \hat{B})\) as initial guess.

5.1.3 Single runs and cumulative runs

For each example we conduct one single run and three series of cumulative runs. For the single run we use \( \epsilon = 1000 \) and a precision of \( 15000 \) decimal places. Each series of cumulative runs consists of five cumulative runs, and each cumulative run consists of \( m \) single runs with varying initial data as described in Section 5.1.2, where \( m = 10^6 \) in the first example and \( m = 125000 \) in all other examples. The first cumulative series has \((\alpha, \beta) = 10^{-j}(1,0)\), the second \((\alpha, \beta) = 10^{-j}(1,1)\), and the third \((\alpha, \beta) = 10^{-j}(1,0)\) but with \( B_0 \) obtained by a Broyden update; in all series we use \( j = 1, 2, 3, 4, 5 \). The \( m \) single runs that constitute a cumulative run are conducted with \( \epsilon = 100 \) in the first three examples and with \( \epsilon = 1000 \) in the fourth example; the precision is slightly higher than 1500 decimal digits in the first three examples and 2100 decimal digits in the last example.

5.1.4 Quantities for single runs

When displaying the results of a single run, we will denote the sequence \((\hat{u}, u^0, u^1, \ldots)\) generated by Algorithm BMP as \((u^k)_{k \geq 0}\), i.e., the initial guess becomes \( u^0 \) and the iterates are indicated by \((u^k)_{k \geq 1}\). Similarly, \((\hat{B}, B^0, \ldots)\) is indicated by \((B_k)_{k \geq 0}\). With this notation in mind, the quantities that we display for single runs are as follows:

\[
F_k := F(u^k), \quad r_k := \sqrt{\|u^k - \bar{u}\|}, \quad q_k := \frac{\|u^k - \bar{u}\|}{\|u^{k-1} - \bar{u}\|}, \quad \delta_k := \frac{\log(\|F_k\|)}{\log(\|s^{k-1}\|)},
\]

as well as

\[
R_k := \sqrt{r_k}, \quad Q_k := \frac{\varepsilon_{k-1}}{\varepsilon_{k-2}}, \quad \zeta_k := \min\{\|s^k - \phi\|, \|s^k + \phi\|\},
\]

where \( (\zeta_k) \) is only defined if Assumption 2.1 holds. Undefined quantities are set to \(-1\), e.g., \( \delta_0 = -1 \). The index shifts for \( \varepsilon_k \) that appear in the definitions of \( R_k \) and \( Q_k \) are motivated by the fact that the related quantities \( r_k \) and \( q_k \) rely on \( u^k \), not \( u^{k+1} \), and that we want the same to be true for \( R_k \) and \( Q_k \), respectively; recall that \( \varepsilon_k = \|F_{k+1}\|/\|s^k\| \) is based on \( u^{k+1} \). We indicate by \( 0 \leq A_1^k \leq \ldots \leq A_n^k \) the singular values of \( E_k = B_k - F'(\bar{u}) \) and include \( A_1^k \) and \( A_2^k \) as well as \( \|E_k\| = A_n^k \) in the results.
5.1.5 Quantities for cumulative runs

Next we provide the quantities that we display to assess cumulative runs. We will take only those single runs within a cumulative run into account that converge to $\bar{u} = 0$, measured by $\|u^k\| \leq 10^{-10}$, and whose final $q$-factors $q_k$ and $Q_k$ belong to $[0.616, 0.620]$ in Example 1 and 2, since we expect $q_k$ and $Q_k$ to be close to 0.618 in the setting of Theorem 2.5, see also Theorem 3.10. For reasons that will become clear, in Example 3 we demand $q_k \in [0.753, 0.757]$ and $Q_k \in [0.568, 0.572]$ instead. In example 4 no restriction is imposed on $q_k$ and $Q_k$. Numbering the $m$ single runs within a cumulative run by $1, \ldots, m$ we collect in $A \subset \{1, \ldots, m\}$ the indices of single runs that are taken into account. To gauge if $\lim_{k \to \infty} q_k \approx 0.618$ we let $k_0(j) := \min \{k(j) - 25, 0.75k(j)\}$, $K(j) := \{k_0(j), k_0(j) + 1, \ldots, \hat{k}(j)\}$, and display

$$q^- := \min_{j \in A} \min_{k \in K(j)} q^j_k \quad \text{and} \quad q^+ := \max_{j \in A} \max_{k \in K(j)} q^j_k$$

(20)

for each cumulative run. Here and in the following, we use an additional index $j$ to denote the single runs within a cumulative run. Further quantities that we provide are

$$\|F\|^- := \min_{j \in A} \|F(u^j_k)\| \quad \text{and} \quad \|F\|^+ := \max_{j \in A} \|F(u^j_k)\|,$$

$$\|u\|^- := \min_{j \in A} \|u^j_k\| \quad \text{and} \quad \|u\|^+ := \max_{j \in A} \|u^j_k\|$$

as well as

$$\delta^- := \min_{j \in A} \min_{k \in K(j)} \delta^j_k \quad \text{and} \quad \delta^+ := \max_{j \in A} \max_{k \in K(j)} \delta^j_k,$$

and for the singular values

$$A_1 := \max_{j \in A} A_1^{k(j)} \quad \text{and} \quad \|E\| := \min_{j \in A} \min_{k \in K(j)} \|E_k\|$$

as well as

$$A_2^- := \min_{j \in A} A_2^{k(j)} \quad \text{and} \quad A_2^+ := \max_{j \in A} A_2^{k(j)}.$$

The $r$- and $q$-factor of convergence of $(u^k)$ and $(\varepsilon_k)$ are assessed via

$$r^- := \min_{j \in A} \min_{k \in K(j)} r^j_k \quad \text{and} \quad r^+ := \max_{j \in A} \max_{k \in K(j)} r^j_k,$$

with analogue definitions for $q^-$ and $q^+$, see (20), as well as

$$R^- := \min_{j \in A} \min_{k \in K(j)} R^j_k \quad \text{and} \quad R^+ := \max_{j \in A} \max_{k \in K(j)} R^j_k,$$

with analogue definitions for $Q^-$ and $Q^+$. Convergence of $(\hat{s}^k)$ to $\phi$ is measured by

$$\zeta^- := \min_{j \in A} \max_{k \in K(j)} \zeta^j_k \quad \text{and} \quad \zeta^+ := \max_{j \in A} \max_{k \in K(j)} \zeta^j_k.$$

By it$^-$ and it$^+$ we denote the minimal, respectively, maximal number of iterations that are required by the single runs within a cumulative run. If termination has not occurred after 500 iterations, the respective single run is not taken into account.
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5.2 Numerical examples

5.2.1 Example 1: Singular Jacobian with Assumption 2.1 satisfied

We consider the example from [DK85]. Let

\[ F : \mathbb{R}^2 \to \mathbb{R}^2, \quad F(u) := \left( \frac{1}{3} u_1 + u_2^2, u_1 + u_2 + u_3 \right). \]

We have \( F(0) = 0 \), and for \( F'(0) \) we find \( X = \langle (1, 0)^T \rangle \) and \( N = \langle \phi \rangle \), where \( \phi := (0, 1)^T \). Since \( P_N(F''(0)(\phi, \phi)) = 2\phi \neq 0 \), Assumption 2.1 holds. The results of a single run with \((\alpha, \beta) = (0.01, 0)\) are displayed in Table 1. They confirm, for instance, Theorem 3.10 in that \( \lim_{k \to \infty} q_k = \lim_{k \to \infty} Q_k = \frac{\sqrt{7} - 1}{2} \), as well as Lemma 4.4 in that \( \lim_{k \to \infty} \tilde{\delta}_k = 2 \) and Theorem 3.5 in that \( \lim_{k \to \infty} \tilde{\zeta}_k = \Theta(u^k - \tilde{u}) \). Let us also mention that the convergence of all singular values \((A_k^i)\), \( j \in \{1, \ldots, n\} \), can be established by means of [Gri87, Theorem 3.2], so the convergence of \((\|E_k\|)\) is expected. The same result implies that \((A_k^i)\) converges to zero. However, it is interesting to note that in all experiments, \( A_k^i \) is the only singular value that converges to zero. Since the assumptions of Lemma 4.2 hold, this implies that \( \lim_{k \to \infty} B_k \) agrees with \( F'(\tilde{u}) \) only on \( N \).

Table 2 displays results for the three cumulative series described in Section 5.1.3. Though not depicted, all cumulative runs produced \( \|F\|_{\infty} \approx 4 \times 10^{-101}, \|u\|_{\infty} \approx 5 \times 10^{-51} \) and \( \|u\|_{\infty} \approx 8 \times 10^{-51} \). The results of Table 2 are in line with the expected starlike domain of convergence with density 1 and support the theoretical findings of Section 3, for instance those pointed out for Table 1. In addition, we notice a strong connection between the \( r \)-factors \( r^-, r^+ \) and their counterparts \( R^-, R^+ \) in that \( r^- \approx R^- \) with \( R^- > r^- \) and \( r^+ \approx R^+ \) with \( R^+ > r^+ \). Lemma 4.5 (with \( \gamma = \hat{\gamma} = 1 \)) provides assumptions under which these relations hold even when \((u_k)\) is not \( q \)-linearly convergent, which seems to occur for some larger values of \( \alpha \), see Table 2. Let us also note that if \( \lim \inf_{k \to \infty} \delta_k > 1 \) and \((u_k)\) converges \( r \)-linearly, then \((\varepsilon_k)\) converges \( r \)-linearly, as follows from a slight generalization of Theorem 3.7; this situation seems to occur for larger values of \( \alpha \). The third series of cumulative runs in Table 2 shows that when Broyden’s method Algorithm BM is applied to \((\bar{u}, F'(\bar{u}))\), the results are similar as in the other two series.

Figure 1 depicts the region of \( q \)-linear convergence of the iterates described in Theorem 2.5. As expected, the region appears to be starlike and to have density one.

5.2.2 Example 2: Singular Jacobian with Assumption 2.1 satisfied

Let

\[ F : \mathbb{R}^3 \to \mathbb{R}^3, \quad F(u) := \left( u_1^2 + u_2 + u_3, u_2 - 2u_3^2, 5u_3 + u_3^2 \right). \]

Since we have \( F(0) = 0 \), \( X = \langle \{(1, 1, 0)^T, (1, 0, 5)^T\} \rangle \), \( \ker(F'(0)) = \langle \phi \rangle \), where \( \phi := (1, 0, 0)^T \), and \( P_N(F''(0)(\phi, \phi)) = 2\phi \neq 0 \), Assumption 2.1 is satisfied at \( \bar{u} = 0 \).

The results of a single run with \((\alpha, \beta) = (0.1, 0.1)\) are displayed in Table 3. We note that neither \((q_k)\) nor \((Q_k)\) are convergent, but that \((r_k)\) and \((R_k)\) are. The values of \((r_k)\) together with the
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#### Table 1: Example 1: Single run with \((\alpha, \beta) = (0.01, 0)\)

| \(k\) | \(||F_k||\) | \(||d_k||\) | \(r_k\) | \(q_k\) | \(e_{k-1}\) | \(R_k\) | \(Q_k\) | \(d_k\) | \(\zeta_k\) | \(A_k^+\) | \(||E_k||\) | \(\text{it}^-\) | \(\text{it}^+\) | \(\text{rem}\) |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 0 | 4.8e-03 | 5.2e-03 | 0.005 | -1 | -1 | -1 | -1 | -1 | 1.1 | 9.2e-04 | 1.2e-02 |
| 1 | 2.5e-06 | 1.6e-03 | 0.004 | 0.307 | 7.9e-03 | 0.089 | -1 | -1 | 2.415 | 3.0e-03 | 1.6e-03 | 4.8e-03 |
| 2 | 8.9e-07 | 7.9e-04 | 0.093 | 0.500 | 1.1e-03 | 0.104 | 1.238 | 1.951 | 5.7e-06 | 1.5e-03 | 3.8e-03 |
| 3 | 3.9e-07 | 5.3e-04 | 0.152 | 0.666 | 1.5e-03 | 0.197 | 1.332 | 1.790 | 2.5e-06 | 1.1e-03 | 2.8e-03 |
| 4 | 1.4e-07 | 3.2e-04 | 0.200 | 0.690 | 7.6e-04 | 0.232 | 0.451 | 1.863 | 8.6e-07 | 7.9e-04 | 2.5e-03 |
| 5 | 5.5e-08 | 2.0e-04 | 0.241 | 0.625 | 4.7e-04 | 0.278 | 0.694 | 1.849 | 3.4e-07 | 5.0e-04 | 2.4e-04 |
| 6 | 2.1e-08 | 1.2e-04 | 0.276 | 0.615 | 2.8e-04 | 0.310 | 0.591 | 1.864 | 1.2e-07 | 3.2e-04 | 2.4e-04 |
| 7 | 8.0e-09 | 7.5e-05 | 0.305 | 0.619 | 1.7e-04 | 0.339 | 0.629 | 1.868 | 4.8e-08 | 2.0e-04 | 2.4e-04 |
| 8 | 3.1e-09 | 4.7e-05 | 0.330 | 0.618 | 1.1e-04 | 0.362 | 0.614 | 1.875 | 1.8e-08 | 1.2e-04 | 2.4e-04 |
| 9 | 1.2e-09 | 2.9e-05 | 0.351 | 0.618 | 6.6e-05 | 0.382 | 0.620 | 1.880 | 6.9e-09 | 7.5e-05 | 2.4e-04 |
| 10 | 4.5e-10 | 1.8e-05 | 0.370 | 0.618 | 4.1e-05 | 0.399 | 0.617 | 1.885 | 2.6e-09 | 4.7e-05 | 2.4e-04 |

#### Table 2: Example 1: Cumulative runs with \((\alpha, \beta) = (0.01, 0)\) (middle five), and \((\alpha, \beta) = (10^{-j}, 1, 1)\) (bottom five), and \((\alpha, \beta) = (10^{-j}, 1)\) with \(B_0\) obtained by a Broyden update (bottom five)

| \(j\) | \(||F||^+\) | \(\text{it}^-\) | \(\text{it}^+\) | \(\text{rem}\) |
|---|---|---|---|---|
| 1 | 1e-10 | 0.531 | 0.796 | 6.0e-04 |
| 2 | 1e-10 | 0.562 | 0.740 | 0.02 |
| 3 | 1e-10 | 0.547 | 0.739 | 0.056 |
| 4 | 1e-10 | 0.533 | 0.639 | 0.079 |
| 5 | 1e-10 | 0.529 | 0.615 | 0.080 |

| 1 | 1e-10 | 0.534 | 0.803 | 4.0e-04 |
| 2 | 1e-10 | 0.565 | 0.775 | 0.002 |
| 3 | 1e-10 | 0.555 | 0.656 | 0.24 |
| 4 | 1e-10 | 0.546 | 0.637 | 0.015 |
| 5 | 1e-10 | 0.530 | 0.615 | 0.015 |

| 1 | 1e-10 | 0.569 | 0.801 | 0.001 |
| 2 | 1e-10 | 0.558 | 0.737 | 0.12 |
| 3 | 1e-10 | 0.542 | 0.635 | 0.012 |
| 4 | 1e-10 | 0.533 | 0.626 | 0.018 |
| 5 | 1e-10 | 0.534 | 0.622 | 0.018 |
Figure 1: Example 1: Domain $W_\bar{u}$ (blue) described in Theorem 2.5, computed with $(\alpha, \beta) = 10^{-j}(1,0)$, $j = 1/2/3$ (left/middle/right); convergence that is likely faster or slower than described in Theorem 2.5 is depicted in purple; starting points that do not converge within 300 iterations, including due to singularity, are shown in yellow; Theorem 2.5 asserts that the blue area includes a starlike domain with density one at $\bar{u} = 0$.

apparent $\lim_{k \to \infty} \delta_k = 2$ imply r-linear convergence of $(\varepsilon_k)$ by Theorem 3.7; Table 3 confirms this. In contrast, Theorem 3.10 does not apply and it is apparent that $(\varepsilon_k)$ is indeed not q-linearly convergent since $Q_k > 1$ for large values of $k$. Since we have observed this behavior many times in the numerical experiments and since an inspection of $(q_k)$ (including the values not depicted) reveals that $q_k \in [0.53, 0.72]$ for all large $k$, we suspect that it may be possible to prove asymptotic r-linear or non-asymptotic q-linear convergence of $(u^k)$ under assumptions that are weaker than those of Theorem 2.3. The relationship $\lim_{k \to \infty} \zeta_k = o(\|u^k - \bar{u}\|)$ from Theorem 3.5 1) does not hold; since $q_k \leq 0.72$ for all large $k$, we infer that the second relation in (5) must be violated.

Table 4 shows the three series of cumulative runs described in Section 5.1.3. In addition, we consistently find $\|F\|^{-} \approx 4 \times 10^{-101}$, $\|u\|^{-} \approx 6.2 \times 10^{-51}$ and $\|u\|^{+} \approx 1 \times 10^{-50}$. The results of Table 4 are in agreement with the theoretical results of this work. For instance, in all three series the values of $\zeta^{+}$ imply that when $\alpha$ is sufficiently small, we have $\lim_{k \to \infty} \zeta_k = o(\|u^k - \bar{u}\|)$.

5.2.3 Example 3: Singular Jacobian with Assumption 2.1 violated

We modify $F$ from Example 2 so that it violates Assumption 2.1. Let

$$F : \mathbb{R}^3 \to \mathbb{R}^3, \quad F(u) := \begin{pmatrix} u_1^2 + u_2 + u_3 \\ u_2 - 2u_3^2 \\ 5u_3 + u_2^3 \end{pmatrix}.$$ 

This modification does not affect $F'(0)$, but yields $P_N(F''(0)(\phi, \phi)) = 0$, so the last requirement of Assumption 2.1 is violated. In the sense of [Gri85, Section 2], $\bar{u} = 0$ is a regular second order singularity. Theoretical results for Broyden’s method on this type of singularity are not available.

The results of a single run of Algorithm BMP with $(\alpha, \beta) = (0.1, 0)$, but with $B_0$ is obtained by a Broyden update, are shown in Table 5. Table 6 displays the three cumulative series described in Section 5.1.3, where we always find $\|F\|^{-} \approx 4 \times 10^{-101}$, $\|u\|^{-} \approx 3.5 \times 10^{-34}$ and $\|u\|^{+} \approx 4.6 \times 10^{-34}$. As differences to Example 2 we note that $\lim_{k \to \infty} \delta_k = 3$, $\lim_{k \to \infty} q_k \approx 0.75488$ is the real root of $t^3 + t^2 - 1$, and $\lim_{k \to \infty} Q_k \approx 0.5698$ is the square of this root. These limits are to be expected; the first by Taylor expansion of $F$, the second by the convergence rate of Broyden’s method.
Numerical experiments

Table 3: Example 2: Single run with \((\alpha, \beta) = (0.1, 0.1)\)

| \(k\) | \(\|F_k\|\) | \(\|u_k\|\) | \(r_k\) | \(q_k\) | \(c_{\alpha-1}\) | \(R_k\) | \(Q_k\) | \(\delta_k\) | \(c_k\) | \(A_{ij}\) | \(A_{ij}\) | \(\|E_k\|\) |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 0 | 2.2e-01 | 1.3e-01 | 0.133 | -1 | -1 | -1 | -1 | 7.1e-01 | 2.4e-03 | 2.5e-01 | 8.9e-01 |
| 1 | 9.2e-02 | 2.7e-02 | 0.163 | 0.199 | 8.1e-01 | 0.902 | -1 | 1.088 | 4.7e-01 | 8.6e-02 | 1.5e-01 | 8.2e-01 |
| 2 | 1.9e-02 | 2.7e-02 | 0.300 | 1.020 | 5.3e-01 | 0.809 | 0.643 | 1.192 | 5.4e-01 | 1.3e-02 | 1.3e-01 | 6.4e-01 |
| 3 | 2.2e-03 | 4.8e-02 | 0.467 | 1.763 | 8.1e-02 | 0.534 | 0.153 | 1.699 | 1.3e-01 | 5.3e-02 | 1.1e-01 | 6.4e-01 |
| 4 | 0.0e-02 | 2.0e-01 | 0.637 | 2.199 | 2.0e-01 | 0.766 | 3.245 | 1.709 | 1.0e-01 | 4.8e-02 | 1.1e-01 | 6.0e-01 |
| 5 | 5.1e-03 | 7.9e-02 | 0.655 | 0.754 | 2.8e-02 | 0.550 | 0.105 | 3.144 | 2.0e-02 | 2.1e-02 | 1.1e-01 | 6.0e-01 |
| 6 | 5.9e-02 | 2.5e-01 | 0.821 | 3.189 | 3.4e-01 | 0.856 | 12.2 | 1.619 | 2.3e-02 | 1.1e-01 | 2.8e-01 | 6.3e-01 |
| 7 | 3.4e-03 | 6.1e-01 | 0.704 | 0.240 | 1.8e-02 | 0.665 | 0.053 | 3.348 | 2.0e-02 | 1.1e-01 | 2.6e-01 | 6.2e-01 |
| 8 | 2.4e-03 | 4.9e-02 | 0.715 | 0.806 | 2.0e-01 | 0.838 | 11.4 | 1.357 | 4.2e-03 | 9.2e-02 | 1.1e-01 | 6.0e-01 |
| 9 | 8.4e-04 | 2.7e-02 | 0.696 | 0.545 | 3.8e-02 | 0.721 | 0.186 | 1.859 | 7.5e-03 | 6.5e-02 | 1.1e-01 | 6.0e-01 |

Table 4: Example 2: The same three series of cumulative runs as in Example 1

| \(j\) | \(\|F\|\) | \(q^+\) | \(q^-\) | \(Q^+\) | \(Q^-\) | \(\delta^+\) | \(\zeta^-\) | \(\zeta^+\) | \(A_1\) | \(A_2\) | \(A_3\) | \(\|E\|\) | \(i^-\) | \(i^+\) | rem |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 1 | 1e-100 | 0.6180 | 0.6180 | 0.6180 | 0.6180 | 1.991 | 1.992 | 5e-1579 | 1e-286 | 3e-86 | 4e-19 | 3e-03 | 1e-13 | 208 | 255 |
| 2 | 1e-100 | 0.6180 | 0.6180 | 0.6180 | 0.6180 | 1.991 | 1.992 | 1e-1809 | 9e-474 | 2e-91 | 1e-22 | 4e-06 | 4e-16 | 204 | 246 |
| 3 | 1e-100 | 0.6180 | 0.6180 | 0.6180 | 0.6180 | 1.991 | 1.992 | 5e-1864 | 1e-634 | 6e-92 | 1e-23 | 4e-09 | 1e-16 | 201 | 245 |
| 4 | 1e-100 | 0.6180 | 0.6180 | 0.6180 | 0.6180 | 1.991 | 1.992 | 3e-2280 | 1e-761 | 6e-105 | 2e-31 | 4e-12 | 7e-22 | 194 | 237 |
| 5 | 1e-100 | 0.6180 | 0.6180 | 0.6180 | 0.6180 | 1.991 | 1.992 | 5e-2236 | 1e-924 | 9e-101 | 6e-30 | 4e-15 | 6e-21 | 188 | 230 |
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Table 5: Example 3: Single run with \((\alpha, \beta) = (0.1, 0)\) and \(B_0\) obtained by a Broyden update

| \(k\) | \(|F_k|^1\) | \(|u_k|^1\) | \(\delta_k\) | \(\varphi_k\) | \(\varepsilon_{k-1}\) | \(R_k\) | \(Q_k\) | \(\zeta_k\) | \(A_k^1\) | \(A_k^2\) | \(A_k^3\) | \(\|F_k\|^1\) |
|------|------------|------------|----------|-----------|------------|-------|-------|--------|-------|-------|-------|-------|
| 0    | 3.5e-01    | 7e-01      | -1       | -1        | -1         | -1    | -1    | 7.1e-01 | 0     | 2.1e-02 | 1.4e-01 |
| 1    | 5.4e-03    | 7.0e-03    | 0.224    | 5.0e-02   | 2.349     | 7.6e-03 | 3.0e-04 | 3.8e-02 | 1.2e-01 |
| 2    | 3.1e-03    | 7.8e-02    | 0.427    | 4.735     | 2.376     | 9.2e-02 | 6.1e-04 | 4.6e-02 | 1.1e-01 |
| 3    | 3.3e-04    | 6.7e-02    | 0.501    | 0.865     | 1.761     | 2.3e-03 | 6.1e-04 | 1.6e-02 | 1.1e-01 |
| 4    | 5.0e-02    | 6.0e-02    | 0.549    | 0.736     | 0.375     | 0.237  | 2.2e-03 | 6.0e-04 | 1.1e-02 |
| 5    | 5.5e-05    | 3.8e-02    | 0.579    | 0.760     | 0.409     | 0.628  | 2.217   | 2.3e-04 | 5.8e-04 |
| 6    | 2.3e-05    | 2.8e-02    | 0.602    | 0.755     | 0.423     | 0.524  | 0.285   | 7.2e-05 | 5.1e-04 |
| 7    | 1.0e-05    | 2.1e-02    | 0.619    | 0.754     | 0.441     | 0.585  | 0.320   | 8.2e-06 | 4.0e-04 |
| 8    | 4.3e-06    | 1.6e-02    | 0.633    | 0.755     | 0.453     | 0.568  | 0.356   | 2.4e-06 | 2.7e-04 |

Table 6: Example 3: The same three series of cumulative runs as in Example 1 and 2

| \(j\) | \(|F|^1\) | \(q^1\) | \(q^2\) | \(Q^1\) | \(Q^2\) | \(\delta^1\) | \(\delta^2\) | \(\zeta^1\) | \(\zeta^2\) | \(A^1\) | \(A^2\) | \(A^3\) | \(|F|^1\) | \(|u|^1\) | \(\text{rem.}\) |
|------|-------|------|------|------|------|-------|-------|------|--------|-------|-------|-------|-------|-------|--------|
| 1    | 1e-100 | 0.7549 | 0.5698 | 0.5608 | 2.952 | 2.957 | 4e-1766 | 1e-321 | 3e-104 | 2e-03  | 2e-13  | 128    | 0.355 | 0.0   |
| 2    | 1e-100 | 0.7549 | 0.5698 | 0.5608 | 2.952 | 2.957 | 1e-1838 | 4e-594 | 1e-104 | 2e-01  | 2e-14  | 223    | 333   | 0.0   |
| 3    | 1e-100 | 0.7549 | 0.5698 | 0.5608 | 2.952 | 2.957 | 2e-2080 | 3e-836 | 1e-111 | 6e-27  | 6e-12  | 215    | 342   | 0.0   |
| 4    | 1e-100 | 0.7549 | 0.5698 | 0.5608 | 2.952 | 2.957 | 2e-506  | 2e-1766| 3e-44  | 8e-07  | 4e-01  | 220    | 430   | 0.0   |
| 5    | 1e-100 | 0.7549 | 0.5698 | 0.5608 | 2.952 | 2.957 | 2e-709  | 7e-297 | 9e-72  | 3e-10  | 5e-04  | 207    | 285   | 0.0   |

for \(n = 1\) (note that the asymptotic rate \(\lim_{k \to \infty} q_k = \sqrt{5} - 1\) that holds under Assumption 2.1 is also the same as for \(n = 1\), see [Die03], and the third after straightforward modifications in the proof of Lemma 3.9, see also [Man21, Lemma 5 2]. From a high-level view, however, the behavior is quite similar to the previous examples and we expect that the results of this work can be generalized to the case that \(P_N(F^1(M)(\bar{u})(\phi, \ldots, \phi)) = 0\) for all \(1 \leq M \leq m\) and some \(m \geq 1\) with \(P_N(F^{m+1}(\bar{u})(\phi, \ldots, \phi)) \neq 0\).
The results of a single run are displayed in Table 7, while the usual series of cumulative runs is at least by [Man21, Lemma 3]. Perhaps not coincidentally, it is known that that (2)

For instance, the values of

\[
\begin{align*}
5.2.4 \text{ Example 4: Regular Jacobian} \\
  & \text{For comparison we consider an example in which } F' (\vec{u}) \text{ is regular. Let} \\
  & F : \mathbb{R}^3 \to \mathbb{R}^3, \quad F (u) := \left( \begin{array}{c} 
(1 + u_1) \frac{e^{u_1}}{e^{u_1} + 1} \frac{e^{u_2}}{e^{u_2} + 1} \frac{e^{u_3}}{e^{u_3} + 1} \\
\end{array} \right).
\end{align*}
\]

The results of a single run are displayed in Table 7, while the usual series of cumulative runs is shown in Table 8. The results differ significantly from those obtained in the previous examples. For instance, the values of \( q^- \) and \( q^+ \) depict \( q \)-superlinear convergence of \( (u^k) \) to \( \bar{u} \), which is further underlined by the iteration numbers \( it^- \) and \( it^+ \) that are much lower in this example. The values of \( Q^+ \) indicate that \( (\varepsilon_k) \) is not \( q \)-linearly convergent, in general. In Table 7 we notice that \( (\delta_k) \) does not converge. It is unknown whether the iterates of Broyden’s method admit a \( q \)-order larger than one, but in this example this seems to be the case: The bound \( \delta^- \approx 1.13 \) suggests a \( q \)-order of approximately 1.13 for \( (\|u^k - \bar{u}\|) \), which implies an \( r \)-order of 1.13 for \( (\varepsilon_k) \) by [Man21, Lemma 3]. Perhaps not coincidentally, it is known that \( (\|u^k - \bar{u}\|) \) has an \( r \)-order of at least \( 2^{1/(2n)} \approx 1.122 \) (this follows from Gay’s theorem [Gay79b, Theorem 3.1]). No single runs had to be removed from the cumulative runs except for \( (\alpha, \beta) = (0.1, 0.1) \), where 1883 runs were removed.
Table 8: Example 4: The same three series of cumulative runs as in Example 1–3

| $j$ | $\|F\|^*$ | $q^-$ | $q^+$ | $R^-$ | $R^+$ | $Q^-$ | $Q^+$ | $\delta^-$ | $\delta^+$ | $\Lambda_1$ | $\Lambda_2$ | $\Lambda_3^+$ | $\|E\|$ | it $^-$ | it $^+$ |
|-----|-----------|-------|-------|-------|-------|-------|-------|-----------|-----------|-----------|-----------|------------|-------|-------|-------|
| 1   | 1e-1000   | 1e-240| 3e-30 | 6e-10 | 0.05  | 4e-88 | 8e+14 | 1.14      | 1.28      | 2e-1003   | 2e-11     | 5e-02      | 4e-09 | 22    | 32    |
| 2   | 1e-1000   | 2e-232| 8e-35 | 5e-09 | 0.02  | 8e-90 | 8e+08 | 1.13      | 1.27      | 1e-1003   | 6e-12     | 5e-04      | 1e-07 | 22    | 27    |
| 3   | 1e-1000   | 7e-238| 7e-50 | 5e-11 | 0.003 | 2e-75 | 4e+07 | 1.13      | 1.27      | 2e-1004   | 1e-14     | 5e-06      | 5e-10 | 21    | 24    |
| 4   | 1e-1000   | 5e-248| 4e-59 | 1e-11 | 4e-4  | 1e-92 | 6e+07 | 1.13      | 1.29      | 5e-1005   | 5e-16     | 5e-08      | 2e-11 | 21    | 23    |
| 5   | 1e-1000   | 6e-253| 1e-63 | 4e-12 | 6e-5  | 6e-104| 1e+09 | 1.14      | 1.30      | 4e-1005   | 3e-18     | 5e-10      | 3e-14 | 19    | 21    |
| 1   | 1e-1000   | 1e-241| 9e-02 | 9e-08 | 0.97  | 9e-90 | 1e+11 | 1.08      | 1.42      | 4e-1004   | 4e-10     | 2.2        | 3e-03 | 30    | 97    |
| 2   | 1e-1000   | 3e-231| 1e-29 | 2e-08 | 0.06  | 2e-93 | 6e+12 | 1.13      | 1.27      | 1e-1003   | 9e-10     | 5e-02      | 5e-04 | 27    | 31    |
| 3   | 1e-1000   | 7e-239| 1e-38 | 4e-09 | 0.016 | 3e-88 | 8e+10 | 1.14      | 1.28      | 3e-1003   | 1e-10     | 5e-03      | 8e-05 | 25    | 28    |
| 4   | 1e-1000   | 4e-250| 8e-35 | 6e-10 | 0.016 | 4e-99 | 4e+08 | 1.13      | 1.28      | 9e-1004   | 6e-12     | 5e-04      | 7e-06 | 24    | 26    |
| 5   | 1e-1000   | 2e-215| 5e-40 | 5e-09 | 0.009 | 2e-85 | 4e+08 | 1.13      | 1.27      | 2e-1003   | 2e-12     | 5e-05      | 6e-07 | 23    | 25    |

6 Summary

We have shown that for certain singular equations the combination of Broyden’s method with a preceding Newton–like step guarantees convergence for all starting points in a starlike domain with density 1; likewise for some accelerated schemes. We have proven that for these problems the Broyden matrices converge and the Broyden steps violate uniform linear independence. Numerical experiments confirmed the results and suggested some extensions. The code is freely available.
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