IMAGE MILNOR NUMBER FORMULAS FOR WEIGHTED-HOMOGENEOUS MAP-GERMS

IRMA PALLARÉS TORRES AND GUILLERMO PEÑAFORT SANCHIS

Abstract. We give formulas for the image Milnor number of a weighted-homogeneous map-germ \((\mathbb{C}^n, 0) \rightarrow (\mathbb{C}^{n+1}, 0)\), for \(n = 4\) and \(5\), in terms of weights and degrees. Our expressions are obtained by a purely interpolative method, applied to a result by Ohmoto. We use our approach to recover the formulas for \(n = 2\) and \(3\) due to Mond and Ohmoto, respectively. For \(n \geq 6\), the method is valid as long as certain multi-singularity conjecture holds.

1. Introduction

The study of \(\mathcal{A}\)-finite singular map-germs \(F: (\mathbb{C}^n, 0) \rightarrow (\mathbb{C}^{n+1}, 0)\) is rich in invariants defined by passing to a stable object. This theory deals with \(\mathcal{A}\)-classes, that is, map-germs up to coordinate changes in source and target. A germ is stable if its \(\mathcal{A}\)-class does not change after a small perturbation, and it is \(\mathcal{A}\)-finite if stability fails at most on an isolated point. Some common invariants associated to \(\mathcal{A}\)-finite germs are the 0-stable invariants, the \(\mathcal{A}_e\)-codimension and the image Milnor number \(\mu_I\). The 0-stable invariants count the number of appearances of particular stable singularity types, the \(\mathcal{A}_e\)-codimension measures the number of parameters of a mini-versal unfolding and \(\mu_I\) counts the rank in the middle dimension of the homology of the image of a stable perturbation. A general reference for singularities of mappings is [17].

All these invariants are hard to compute directly from the definition, but many of them can be computed as dimensions of suitable vector spaces. This accounts for many of the 0-stable invariants and for the \(\mathcal{A}_e\)-codimension (see Section 5), but not so far for \(\mu_I\). This paper is devoted to establishing formulas of a different nature for \(\mu_I\) in the case of weighted-homogeneous map-germs, extending results of Ohmoto and Mond. Apart from being interesting on their own, the formulas for \(\mu_I\) bring us closer to the proof of Mond’s conjecture, (see Conjecture 5.5), which claims that \(\mathcal{A}_e\text{-codim} \leq \mu_I\), with equality in the case of weighted-homogeneous map-germs. Thanks to results from [II Section 7], it suffices to check the statement of the conjecture for a family of finitely determined map-germs with unbound multiplicity. Given such a family, one can compute its \(\mathcal{A}_e\)-codimension via the already
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known formula, the only part missing is the $\mu_I$ computation. It is worth mentioning that the possibility of finding a formula that computes $\mu_I$ as the dimension of a vector space prior to proving Mond’s conjecture is unlikely. This is because there is already a candidate for such a formula found in [4] but, as explained there, proving that it actually computes $\mu_I$ is equivalent to proving Mond’s conjecture. The formulas found here are based on an alternative, more topological approach that goes back to Thom [22] and connects the geometry of singular maps to certain characteristic classes.

T. Ohmoto [18] has adapted these techniques to show the existence of formulas computing the 0-stable invariants and the image Milnor number, for weighted-homogeneous map-germs, for $n \leq 5$, in terms of weights and degrees. The formulas are conjectured to exist for arbitrary $n$, see [7, 8, 18].

The $\mu_I$ formulas predicted by Ohmoto [18] have a specific form; they are rational functions with known denominator, whose numerator is obtained from the $n$-th degree truncation of the Segre-MacPherson Thom polynomial $tp^{SM}(\alpha_{\text{image}})$ series. This series is an extension of the classical Thom polynomial $tp(\eta)$ of a stable singularity type $\eta$. R. Rimány’s restriction method [19] allows to determine $tp(\eta)$ from calculations involving stable types of different dimensions. The method was adapted by Ohmoto [18] to determine $tp^{SM}(\alpha_{\text{image}})$ up to degree three, giving $\mu_I$ formulas for $n = 2$ and 3 (the formula for $n = 2$ was obtained previously by Mond by different methods [14]).

Recent developments have made possible to compute truncations of the series $tp^{SM}(\alpha_{\text{image}})$ in a different manner: the series $tp^{SM}(\alpha_{\text{image}})$ has coefficients $b_\alpha \in \mathbb{Q}$ and variables $s_0$ and $c_i$. If $F: (\mathbb{C}^n, 0) \to (\mathbb{C}^{n+1}, 0)$ is a weighted-homogeneous mapping with grading $(w, d)$, then the image Milnor number $\mu_I(F)$ depends on the evaluation on certain functions $s_0(w, d), c_i(w, d)$ of the $n$-th truncation of $tp^{SM}(\alpha_{\text{image}})$. Our goal is to find the $b_\alpha$ up to degree $n$. For fixed $F$, there is a way to compute $\mu_I(F)$ with the software SINGULAR, based on results in [4] (see also [21]). Having the value of $\mu_I(F)$ and the grading $(w, d)$ of $F$ at hand, one can determine some relations between the coefficients $b_\alpha$. Sampling enough map-germs $F$, one can determine the desired $b_\alpha$. Observe that this interpolative method does not involve the characteristic classes construction of Ohmoto’s approach. Details are found in Section 3. We use this method to recover the formulas known already and to derive new ones for all cases where the theory is established rigorously, that is, for $n = 4$ and 5.

The first steps of the process are easy, consisting only on sampling singularities found in the literature. Indeed, a surprisingly big portion of the interpolation can be completed just by sampling different gradings of stable germs. The challenge starts once the information coming from known singularities has been exhausted. On one hand, map-germs which are too simple do not yield new information about the $b_\alpha$ (for example, the case of $n = 4$ requires sampling at least one map-germ with quintuple points, while the case of $n = 5$ requires considering no less than three map-germs of corank two). On the other hand, degenerate candidates can be too complicated...
to compute their $\mu_I$, or to check $A$-finiteness. The difficulty of this work
strives on navigating between these two extremes. In a series of remarks, we
emphasize on the key strategies that have made our interpolative approach
successful.

2. Formulas for $\mu_I$ and $\# \eta$

In this section we list the formulas for the image Milnor number $\mu_I$ and
0-stable invariants $\# \eta(F)$ of an $A$-finite weighted-homogeneous map-germ
$F: (\mathbb{C}^n, 0) \to (\mathbb{C}^{n+1}, 0)$, for $n = 4$ and 5. The expressions depend on some coefficients $c_{k,n}$ and
$s_{0,n}$ of Chern and Landweber-Novikov classes associated to $F$ (and not on
the classes themselves). For the shake of completeness, these classes are
introduced briefly in Section 3, the proofs being found in subsequent sections.

Definition 2.1. Let $F: (\mathbb{C}^n, 0) \to (\mathbb{C}^{n+1}, 0)$ be a map-germ
$F(x) = (F_0(x), \ldots, F_n(x))$.
We say that $F$ is weighted-homogeneous with weights $w = (w_1, \ldots, w_n)$ and
degrees $d = (d_0, \ldots, d_n)$, if each $F_i$ is a weighted-homogeneous polynomial
of degree $d_i$ with weights $w$.

Image Milnor number for $n = 4$ and 5. Analogously to the classical
hyper-surface setting of Milnor [13], the homotopy of the image of stable
perturbation of a map-germ gives a well defined invariant. Let $F: (\mathbb{C}^n, 0) \to (\mathbb{C}^{n+1}, 0)$ be an $A$-finite map-germ and $f_y$ a stable perturbation of $F$. By
[15], the disentanglement $X_y$ of $F$ has the homotopy type of a wedge of $n$-
spheres, and the number $\mu_I(F)$ of such spheres is the image Milnor number
of $F$.

As mentioned in the Introduction, Ohmoto has shown that, for weighted-
homogeneous map-germs, $\mu_I$ can be expressed in terms of the weights and
degrees for $n \leq 5$. The restriction $n \leq 5$ comes from what follows: certain
results are only known for Morin singularities, that is, for stable corank 1
map-germs. In dimensions $n \leq 5$, all stable germs have corank 1. This
suggests that Ohmoto’s work (and also the methods of the present paper)
should work for corank 1 singularities of higher dimensions.

The $\mu_I$ expression for $n = 2$ was obtained by Mond [14] with a different
approach. Ohmoto in [18] recovers the formula for $n = 2$ and obtains the
one for $n = 3$. The following theorem, whose proof will be given in Section
4, includes the two remaining cases.

Theorem 2.2. Let $F: (\mathbb{C}^n, 0) \to (\mathbb{C}^{n+1}, 0)$ be a weighted-homogeneous $A$-
finite map-germ with weights $w = (w_1, \ldots, w_n)$ and degrees $d = (d_0, \ldots, d_n)$.
If $n = 4$, then

$$
\mu_I(F) = \frac{1}{\sigma_4} \left( \frac{1}{2!} (-s_0 + c_1) \sigma_3 + \frac{1}{3!} (s_0^2 - c_1^2 - c_2) \sigma_2 + \frac{1}{4!} (-s_0^3 - 2s_0^2 c_1 + s_0 c_1^2 + 16s_0 c_2 + 2c_1^3 - 10c_1 c_2) \sigma_1 \right)
$$
admit the expression

\[ + \frac{1}{4!} (s_0^4 + 5s_0^3c_1 + 5s_0^2c_1^2 - 50s_0^2c_2 - 5s_0c_1^2 - 20s_0c_1c_2 + 60s_0c_3 - 6c_1^4 + 34c_1^2c_2 - 64c_1c_3 + 108c_2^2 + 4c_4) \].

If \( n = 5 \), then

\[ \mu_1(F) = -\frac{1}{\sigma_5} (\frac{1}{2!}(-s_0 + c_1)\sigma_4 + \frac{1}{3!}(s_0^2 - c_1^2 - c_2)\sigma_3 + \frac{1}{4!}(-s_0^3 - 2s_0^2c_1 + s_0c_1^2 + 16s_0c_2 + 2c_1^3 - 10c_1c_2)\sigma_2 + \frac{1}{5!}(s_0^4 + 5s_0^3c_1 + 5s_0^2c_1^2 - 50s_0^2c_2 - 5s_0c_1^2 - 20s_0c_1c_2 + 60s_0c_3 - 6c_1^4 + 34c_1^2c_2 - 64c_1c_3 + 108c_2^2 + 4c_4)\sigma_1 + \frac{1}{6!}(-s_0^5 - 9s_0^4c_1 - 25s_0^3c_1^2 + 110s_0^2c_2^2 - 15s_0^2c_1^4 + 270s_0c_1^2c_2 - 240s_2^2c_3 + 62s_0c_1^4 + 16s_0c_1^2c_2 + 24s_0c_1c_3 - 1138s_0c_2^2 + 336s_0c_4 + 24c_1^5 - 156c_1^2c_2 + 276c_1c_3 + 108c_2^2 - 396c_1c_4 + 600c_2c_3 \).

The coefficients \( \sigma_k, c_k \) and \( s_0 \) are determined by \( w \) and \( d \) as follows: For fixed \( n \), set

\[ \sigma_k = \sigma_{k,n} = \sum_{1 \leq j_1 < \ldots < j_k \leq n} w_{j_1} \ldots w_{j_k}, \]

for \( k = 1, \ldots, n \). To obtain the \( c_k = c_{k,n} \), we set

\[ \delta_k = \delta_{k,n} = \sum_{0 \leq i_1 < \ldots < i_k \leq n} d_{i_1} \ldots d_{i_k}, \]

for \( k = 1, \ldots, n + 1 \). Then,

\[ c_{k,n} = \sum_{0 \leq i \leq k} (-1)^{k-i} \delta_i \sum_{|\alpha| = k-i} w^{\alpha}, \]

with the usual multi-index notation for \( \alpha \). Finally, \( s_0 = s_{0,n} \) is the rational function

\[ s_0 = \frac{\delta_{n+1}}{\sigma_n}. \]

**Zero-stable invariants.** For any fixed \( n \), certain stable multi-germs types appear, at most, on isolated points in the target of the stable multi-germs \( F: (\mathbb{C}^n, S) \rightarrow (\mathbb{C}^{n+1}, 0) \). Such a stable type \( \eta \) is called a 0-stable type for the dimensions \((n, n+1)\). Whenever a map-germ \( F \) is stabilised, the target of the stable perturbation exhibits a certain number of multi-germs of type \( \eta \). If \( F \) is \( \mathcal{A} \)-finite, this number is independent of the chosen stabilisation and it is \( \mathcal{A} \)-invariant. This number is called the 0-stable invariant \( \#\eta(F) \). We write \( \#\eta \) for \( \#\eta(F) \) if there is no risk of confusion.

As in the case of the image Milnor number, Ohmoto shows the existence of expressions for the 0-stable invariants of weighted-homogeneous map-germs in terms of \( \sigma_n, s_0 \) and \( c_k \), for \( n \leq 5 \). By \cite{18} Theorem 5.3, the 0-invariants admit the expression

\[ \#\eta(F) = \frac{[tp(\eta)]_n}{\deg(\eta)w_1 \ldots w_n}. \]
The coefficient \( \text{deg}_1(\eta) \) is determined by the repetitions of branches defining \( \eta \) and \([\omega]_n \) stands for the coefficient of the \( n \)-th degree term of \( \omega \). The only non-trivial task is to obtain the Thom polynomial \( tp(\eta) \) in the \( c_k \) and \( s_0 \), which can be accomplished based on works Rimányi [19, 20] and Kazarian [7, 8].

For completeness, we start with the formulas for \( n \leq 3 \), due to Ohmoto.

We use the following notation: the \( A_i \) represent the Morin singularities, that is, \( A_0 \) is a regular map, \( A_1 \) a cross-cap, and so on. The product of \( A_i \) stands for a stable multi-germ whose branches are the factors in the product. For instance, \( A_0^2 A_1 \) consists of two regular branches and a cross-cap.

The only 0-stable invariant for \( n = 1 \) is the number of double points:

\[
\#A_0^2 = \frac{s_0 - c_1}{2!}\sigma_1.
\]

For \( n = 2 \), the number of triple points and cross-caps are:

\[
\#A_0^3 = \frac{s_0^2 - 3s_0c_1 + 2c_1^2 + 2c_2}{3!}\sigma_2,
\]
\[
\#A_1 = \frac{c_2}{\sigma_2}.
\]

Finally, for \( n = 3 \) the invariants are the number of quadruple points and number of transverse incidences of a curve of cross-caps with a regular branch:

\[
\#A_0^4 = \frac{1}{4!}\sigma_3(s_0^3 - 6s_0^2c_1 + 11s_0c_1^2 + 8s_0c_2 - 6c_1^3 - 18c_1c_2 - 12c_3),
\]
\[
\#A_0 A_1^3 = \frac{1}{\sigma_3}(s_0c_2 - 2c_1c_2 - 2c_3).
\]

The invariants for \( n = 4 \), are the number of quintuple points, the incidence of two regular branches and surface of cross-caps, and the number of \( A_2 \) singularities:

\[
\#A_0^5 = \frac{1}{5!}\sigma_4(s_0^4 - 10s_0^3c_1 + 35s_0^2c_1^2 + 20s_0^2c_2 - 50s_0c_1^3 - 110s_0c_1c_2 - 60s_0c_3 + 24c_1^4 + 144c_1^2c_2 + 216c_1c_3 + 48c_2^2 + 144c_4)
\]
\[
\#A_0^2 A_1^2 = \frac{1}{2!}\sigma_4(s_0^2c_2 - 5s_0c_1c_2 - 4s_0c_3 + 6c_1^2c_2 + 14c_1c_3 + 4c_2^2 + 12c_4)
\]
\[
\#A_2 = \frac{1}{\sigma_4}(c_1c_3 + c_2^2 + 2c_4).
\]

The Thom polynomials which lead to the above expressions are obtained by dividing Kazarian’s polynomials \( m_\eta \) by a certain correction coefficient, see Section 2 and 5 of [7] for details.

For \( n = 5 \), the invariants are the incidence of three regular branches and a 3-space of cross-caps, the incidence a regular branch with a curve of \( A_2 \), and the incidence of two three-spaces of cross-caps:

\[
\#A_0^6 = \frac{1}{6!}\sigma_5(s_0^5 - 15s_0^4c_1 + 5s_0^3(17c_1^2 + 8c_2) - 15s_0^2(15c_1^3 + 26c_1c_2 + 12c_3) + 2s_0(137c_1^4 + 607c_1^2c_2 + 164c_2^2 + 738c_1c_3 + 432c_4) - 120(c_1^5 + 10c_1^3c_2 + 10c_1c_2^2 + 25c_1^2c_3 + 12c_2c_3 + 38c_1c_4 + 24c_5)),
\]
\[
\#A^3_0 A_1 = \frac{1}{3! \sigma_3} \left( (s_0^2 c_2 - 3 s_0^2 (3c_1 c_2 + 2c_3) + 2 s_0 (13c_1^2 c_2 + 7 c_2^2 + 24c_1 c_3 + 18 c_4) - 24(c_1^2 c_2 + 4 c_1^2 c_3 + 3c_2 c_3 + 2c_1 (c_2^2 + 4c_4) + 6 c_5) \right),
\]
\[
\#A_0^2 A_2 = \frac{1}{\sigma_3} \left( s_0 (c_1^2 + c_1 c_3 + 2c_4) - 3(c_1^2 c_3 + 2c_2 c_3 + c_1 (c_2^2 + 4c_4) + 4 c_5) \right),
\]
\[
\#A_1^2 = \frac{1}{\sigma_5} (s_0 c_1^2 - 2 c_1^2 c_3 - 4 c_1 c_2^2 - 8 c_1 c_2 - 10 c_1 c_4 - 12 c_5).
\]

In this case, the polynomials \(m_\eta\) cannot be found in Kazarian’s paper; they are obtained by putting together Theorem 5.3 and the corresponding ingredients from the lists about residual classes \(R_\eta\) and classes \(n_\eta\) from [7].

**Relations between 0-stable invariants in corank 1.** The corank of a map germ \(f: (\mathbb{C}^n, 0) \to (\mathbb{C}^{n+1}, 0)\) is

\[
\text{corank}(f) = n - \text{rank}(df_0).
\]

To better relate the corank with the weights and degrees, we restrict ourselves to map-germs in *prenormal form*, that is, for a given \(\mathcal{A}\)-class of rank \(r\), we only consider the representatives \(F: (\mathbb{C}^n \times \mathbb{C}^r, 0) \to (\mathbb{C}^{n+1} \times \mathbb{C}^r, 0)\) of the form

\[
(z, y) \mapsto (f_y(z), y), \quad y \in \mathbb{C}^r.
\]

Consider the germ

\[
f_{y_1, \ldots, y_k}: (\mathbb{C}^{n+k}, 0) \to (\mathbb{C}^{n+1+k}, 0),
\]

obtained by making the parameters \(y_{k+1}, \ldots, y_r\) equal to zero. To such an \(F\), and a 0-stable type \(\eta: \mathbb{C}^{n+k} \to \mathbb{C}^{n+1+k}\), we associate the number

\[
\#\eta = \#\eta(f_{y_1, \ldots, y_k})
\]

if \(f_{y_1, \ldots, y_k}\) is \(\mathcal{A}\)-finite, and \(\#\eta = \infty\) otherwise.

Observe that only the \(\#\eta\) of stable types \(\eta: \mathbb{C}^{n+r} \to \mathbb{C}^{n+1+r}\) are \(\mathcal{A}\)-invariants of \(F\). The numbers \(\#\eta\) for lower dimensional \(\eta\) are just numbers that come in handy.

**Proposition 2.3.** Let \(F: (\mathbb{C}^n, 0) \to (\mathbb{C}^{n+1}, 0)\) be an \(\mathcal{A}\)-finite weighted-homogeneous map-germ of corank 1 in prenormal form, with \(2 \leq n \leq 5\). If \(f_{y_1, \ldots, y_{n-2}}\) is \(\mathcal{A}\)-finite, then

\[
\#A_{0}^{n+1}(F) = \#A_{0}^{n}(f_{y_1, \ldots, y_{n-2}})(d_0 - nw_1)(d_1 - nw_1) \quad \frac{nw_1 w_n}{nw_1 w_n}
\]
\[
\#A_{0}^{n-2} A_1(F) = \#A_{0}^{n-3} A_1(f_{y_1, \ldots, y_{n-2}})(d_0 - (n-1)w_1)(d_1 - (n-1)w_1) \quad \frac{nw_1 w_n}{(n-2)w_1 w_n}
\]
\[
\#A_{0}^{n-2} A_1(F) = \#A_{0}^{n-3} f_{y_1, \ldots, y_{n-2}} \quad \frac{n(n-1)w_1}{nw_n}
\]
\[
\#A_{0}^{n-4} A_2(F) = \#A_{0}^{n-3} A_1(f_{y_1, \ldots, y_{n-2}}) \quad \frac{(n-3)w_1}{nw_n}
\]
\[
\#A_0 A_2(F) = 2 \#A^2_1(F).
\]
\textbf{Proof.} The proof is a case by case calculation. We illustrate the procedure but omit the actual computations as they are simple but too long to be included here. Each formula is obtained as follows: Take the corresponding expressions for \( \#\eta(F) \) and \( \#\eta'(f_{y_1,\ldots,y_{n-2}}) \) in terms of \( c_{i,n}, s_{0,n} \) and \( c_{i,n-1}, s_{0,n-1} \), respectively. Now compare the result of expanding the previous expressions in terms of weights and degrees taking into account the following two things: since \( F \) is a corank 1 mapping, the grading can be taken of the form \((w_1, \ldots, w_n)\) and \((d_0, d_1, w_2, \ldots, w_n)\). Since \( f_0 \) is a slice of \( F \), its grading is \((w_1, \ldots, w_{n-1})\) and \((d_0, d_1, w_2, \ldots, w_{n-1})\). The formula \( \#A_0A_2(F) = 2\#A_1^2(F) \) depends only on the observation about the grading of corank 1 map-germs. \( \square \)

The following diagram indicates when the vanishing of an invariant implies the vanishing of another.

\[
(1) \quad \begin{array}{cccc}
A_0^2 & \rightarrow & A_0^3 & \rightarrow \\
\downarrow & & \downarrow & \\
A_1 & \rightarrow & A_0A_1 & \rightarrow \\
\downarrow & & \downarrow & \\
A_2 & \rightarrow & A_0A_2 & \\
\downarrow & & \downarrow & \\
A_1^2 & \\
\end{array}
\]

For instance, \( \#A_0^2(f_0) = 0 \) implies \( \#A_0^2((f_y, y)) = 0 \), but not the other way around. As another example, for a map-germ \( F: (\mathbb{C}^5, 0) \rightarrow (\mathbb{C}^6, 0) \) given by \( F(z, y_1, \ldots, y_4) = (f_{y_1,\ldots,y_4}(z), y_1, \ldots, y_4) \), the following things are equivalent:

\[
\begin{align*}
\#A_0A_2(F) &= 0, \\
\#A_0^2A_1(f_{y_1,y_2,y_3}, y_1, y_2, y_3) &= 0, \\
\#A_0^3(f_{y_1,y_2,y_3}, y_1, y_2) &= 0.
\end{align*}
\]

\textbf{Remark 2.4.} These relations do not hold in higher corank, as the singularities \( \hat{P}_1 \) and \( \hat{N}_1 \) from Table 5 show. One checks that \( \#A_1^2(\hat{P}_1) = 2 \), \( \#A_0A_2(\hat{P}_1) = 6 \), \( \#A_1^2(\hat{N}_1) = 40 \) and \( \#A_0A_2(\hat{N}_1) = 84 \).

\textbf{Remark 2.5.} The relations between the invariants \( \#\eta(F) \) and \( \#\eta(f_{y_1,\ldots,y_{n-2}}) \) are found by brute force and only for certain cases. However, the expressions for \( c_{k,n} \) and \( s_{0,n} \) can be studied in greater generality.

If \( F \) is a weighted-homogeneous 1-parameter unfolding, and hence \( d_n = w_n \), from the geometric construction giving rise to the functions \( \sigma, s_0 \) and \( c_k \) follows

\[
c_{k,n}(w_1, \ldots, w_n, d_0, \ldots, d_{n-1}, w_n) = c_{k,n-1}(w_1, \ldots, w_{n-1}, d_0, \ldots, d_{n-1}),
\]

for all \( k \), and that

\[
s_{0,n}(w_1, \ldots, w_n, d_0, \ldots, d_{n-1}, w_n) = s_{0,n-1}(w_1, \ldots, w_{n-1}, d_0, \ldots, d_{n-1}).
\]
In the case general case of mappings with $w_n \neq d_n$, the previous equalities suggest the existence of a function $q(w, d)$ in variables $w$ and $d$ satisfying

$$c_{k,n}(w, d) = c_{k,n-1}(w_1, \ldots, w_{n-1}, d_0, \ldots, d_{n-1}) + (d_n - w_n)q(w, d).$$

Indeed, a little combinatorics shows

$$c_{k,n} = c_{k,n-1} + (d_n - w_n)\sum_{i=0}^{k-1}(-1)^iw_i^kc_{k-i,n-1}$$

and

$$s_{0,n} = s_{0,n-1}\frac{d_n}{w_n}.$$ 

### 3. Ohmoto’s Image Milnor Number Formulas

We give some theoretical background from [18] and explain our methods used to prove formulas in Theorem 2.2. The method is illustrated in detail for $n = 2$ and briefly for $n = 3$.

**Characteristic classes and image Milnor number.** Our interpolation method is based entirely on Proposition 3.1 which is an immediate consequence of Ohmoto’s Theorem 3.2. The reader should bear in mind that Proposition 3.1 expresses $\mu_I$ in terms of weights and degrees, exclusively. This allows for the interpolation method to be applied blindly, independently of its origins in the theory of characteristic classes.

For $\alpha = (\alpha_0, \ldots, \alpha_n)$ we let $\|\alpha\| = \alpha_0 + \sum_{k=1}^nk\alpha_k$ and $c^\alpha = s_0^{\alpha_0}c_1^{\alpha_1}\cdots c_n^{\alpha_n}$.

**Proposition 3.1.** There are unique $b_\alpha \in \mathbb{Q}$, with $0 \neq \alpha \in \mathbb{N}^6$, such that any $A$-finite weighted homogeneous map-germ $F: (\mathbb{C}^n, 0) \to (\mathbb{C}^{n+1}, 0)$, with $n \leq 5$, satisfies

$$\mu_I(F) = (-1)^n\sum_{\|\alpha\| \leq n}b_\alpha c^\alpha \sigma_{n-\|\alpha\|}. \quad (2)$$

The remaining of the section is devoted to explaining how Proposition 3.1 derives immediately from the following result.

**Theorem 3.2.** [18, Theorem 6.20] Let $F: (\mathbb{C}^n, 0) \to (\mathbb{C}^{n+1}, 0)$ be $A$-finite and $n \leq 5$. The Euler characteristic of the image of a stable perturbation $F_y$ of $F$ is

$$\chi(\text{Im}(F_y)) = \frac{[c(E_0) \cdot tp^{SM}(\alpha_{\text{image}})(c(F))]_n}{[c_n(E_0)]_n}. \quad (3)$$

Observe that the left hand side of Equation (2) is $\mu_I(F) = (-1)^n(\chi(\text{Im}(F_y)) - 1)$. Now we proceed to describe the ingredients in the right hand side of Formula (3).

Let $\ell$ be the dual tautological line bundle over $\mathbb{P}^\infty$. Associated to the grading $(w, d)$, there are the two bundles

$$E_0 := \ell^{\otimes w_1} \oplus \cdots \oplus \ell^{\otimes w_n} \quad \text{and} \quad E_1 := \ell^{\otimes d_0} \oplus \cdots \oplus \ell^{\otimes d_n}.$$

The cohomology of $\mathbb{P}^\infty$ is isomorphic to the polynomial ring $\mathbb{Z}[a]$ and, under this isomorphism, the total Chern class of $\ell$ is $c(\ell) = 1 + a$. From this
we obtain the total Chern classes
\[ c(E_0) = \prod_{j=1}^{n}(1+w_ja) \quad \text{and} \quad c(E_1) = \prod_{i=0}^{n}(1+d_ia). \]

One can construct a universal map \( \tilde{F} : E_0 \to E_1 \) whose restriction to a
each fiber is \( \mathcal{A} \)-equivalent to \( F \). By abuse of notation, one writes \( c(F) \)
for the total Chern class \( c(\tilde{F}) = c(F^*TE_1 - TE_0) \) of the virtual normal
bundle. One checks that
\[
c(F) = \prod_{i=0}^{n}(1+d_ia),
\]
The functions \( \sigma_j(w,d), \delta_i(w,d) \) and \( c_k(w,d) \) from Section 2 are precisely the
coefficients in the graded decompositions
\[
c(E_0) = 1 + \sigma_1a + \cdots + \sigma_na^n,
\]
\[
c(E_1) = 1 + \delta_1a + \cdots + \delta_{n+1}a^{n+1},
\]
\[
c(F) = 1 + c_1a + c_2a^2 + c_3a^3 + \ldots.
\]
The term \( t\rho_{SM}(\alpha_{\text{image}}) \) is the Segre-MacPherson Thom polynomial of the
constructible function \( \alpha_{\text{image}} \). This is an extension of the classical Thom
polynomial in the following sense:

The classical Thom polynomial \( 22 \) of a stable mono-singularity type
\( \eta : (\mathbb{C}^n,0) \to (\mathbb{C}^{n+k},0) \) is the unique polynomial \( t\rho(\eta) \in \mathbb{Z}[c_1,c_2,\ldots] \) such
that, for any stable map \( f : M^m \to N^{m+k} \), the following holds
\[
\text{Dual}[\eta(f)] = t\rho(\eta)(c(f)).
\]
The left hand side of the equality is the Poincaré dual of the fundamental
class of the closure of the singularities of type \( \eta \) exhibited by \( f \). The right
hand side is the evaluation of \( t\rho(\eta) \) in the total Chern class \( c(f) = c(f^*TN - TM) \) of the virtual normal bundle of \( f \).

For multi-singularity types \( \eta \), the definition was extended by Kazarian
\( 7 \) to Thom polynomials \( t\rho(\eta) \) depending on further variables \( s_1 \). They
satisfy the analogous property
\[
\text{Dual}[\eta(f)] = t\rho(\eta)(s_1(f),c(f)).
\]
Here, the class \( s_1(f) \) is the Landweber-Novikov class of \( f \); it is defined by
\[
s_1(f) = f^*f_*(c_1(f)^i_1c_2(f)^i_2 \ldots),
\]
for the multi-index \( I = (i_1,i_2,\ldots) \). The 0-th Landweber-Novikov class of \( f \)
is \( s_0(f) = f^*f_*(1) = \frac{c_{iop}(f^*TN)}{c_{iop}(TM)} \). For simplicity, we consider the evaluation
of \( t\rho(\eta) \) in the Chern classes \( c_i(f) \) and the class \( s_0(f) \). In particular, the
universal map above gives
\[
s_0(F) = \frac{c_{n+1}(E_1)}{c_n(E_0)} = s_0a.
\]
The Segre-MacPherson Thom polynomial \( t\rho_{SM}(\eta) \) is the unique series
in \( s_0, c_i \) satisfying the following similar property \( 13 \). Let \( i : X \hookrightarrow M \)
be a closed embedding of an algebraic subvariety \( X \) in an algebraic manifold
\( M \). Consider \( \mathcal{F}(X) \) the abelian ring of constructible functions on \( X \). The
Chern-Schwartz-MacPherson natural transformation \([\mathbb{I}]\) determines a morphism \(c_*: F(X) \to H_*(X)\). The Segre-Schwartz-MacPherson class of the embedding \(i\) is

\[ s^{SM}(X, M) := c(i^*TM)^{-1} \cap c_*(I_X). \]

The above mentioned property satisfied by \(tp^{SM}(\eta)\) is

\[ \text{Dual} (i_*s^{SM}(\eta(f)), M) = tp^{SM}(\eta)(s_0(f), c(f)). \]

The Segre-MacPherson Thom polynomial has the form \(tp^{SM}(\eta) = tp(\eta) + \text{higher degree terms}\). The definition of Segre-MacPherson Thom polynomials extends to certain constructible functions \(\alpha\), so that \(tp^{SM}(\eta) = tp^{SM}(\eta)\). For \(f: M \to N\), there is such a constructible function \(\alpha_{image}\), determined by \(I_{f(M)} = f_*(\alpha_{image})\).

Finally, \([c(E_0) \cdot tp^{SM}(\alpha_{image})(s_0(F), c(F))]_n\) stands for the \(n\)-th degree part of the series \(c(E_0) \cdot tp^{SM}(\alpha_{image})(s_0(F), c(F))\) in the variable \(a\) (note that, by abuse of notation, the term \(tp^{SM}(\alpha_{image})(s_0(F), c(F))\) appears in \([18]\) as \(tp^{SM}(\alpha_{image})\)).

**How to obtain the \(\mu_I\) formulas.** We write the multi-indices \(\alpha \in \mathbb{N}^6\) of Proposition 5.1 only up to their last non zero entry. For example, we write \((0, 1)\) for \(\alpha = (0, 1, 0, 0, 0, 0)\).

Our strategy is based on the following simple interpolation idea: pick any \(A\)-finite map-germ \(F\), with known image Milnor number. Every possible weights \(w\) and degrees \(d\) of \(F\) determine values \(\sigma_k, s_0\) and \(c_k\), and the formula yields a linear equation in the variables \(b_\alpha\). The data

\[ \tau(F) := (w, d, \mu_I(F)) \]

will be called a sample of \(F\). The \(b_\alpha\) are determined after sampling singularities as many times as the number of \(b_\alpha\), provided that each sample gives an equation which is independent from the preceding ones.

The initial cases are somehow trivial, because the literature contains enough singularities to complete the interpolation. The difficulties arise in \(n \geq 4\), due to the lack of \(A\)-finite map-germs with known \(\mu_I\). The key points of our interpolation strategy are contained in Remarks 3.3 and 3.4 Proposition 5.5 and 5.8.

Ohmoto’s formula for \(n = 2\) (see [18] Example 6.21) can be rewritten as

\[ \mu_I(F) = \frac{1}{\sigma_2} \left( \frac{1}{2!} (-s_0 + c_1)\sigma_1 + \frac{1}{3!} (s_0^2 - c_1^2 - c_2) \right). \]

To recover the formula, we need to determine the six \(b_\alpha\) with \(\|\alpha\| \leq 2\), hence we must find six samples giving rise to independent equations. Again, all maps will be chosen in prenormal form. Since the computations involved often become hard, we want to sample the simplest singularities first.

We start in corank 0, that is, with \(d_1 = w_1\) and \(d_2 = w_2\). Since corank 0 map-germs are regular, we know \(\mu_I(F) = 0\). Replacing \(d_1\) and \(d_2\) by \(w_1\) and \(w_2\), the formula \([2]\) reads

\[ 0 = \frac{d_0((b_{02} + b_{11} + b_2)d_0 + (b_{01} + b_1)(w_1 + w_2))}{w_1w_2}. \]
The regular map

\[ R: (z, y) \mapsto (0, z, y) \]

admits samples \( \tau_1(R) = ((1, 1), (1, 1, 1), 0) \) and \( \tau_2(R) = ((1, 1), (2, 1, 1), 0) \).

By substitution, it follows

\[ b_{02} + b_{11} + b_2 = b_{01} + b_1 = 0. \]

**Remark 3.3.** Different samples of a same singularity may give independent equations. Observe that 1) this is exactly what happened with \( \tau_1(R) \) and \( \tau_2(R) \), and it will continue to happen for all higher degrees. However, 2) let \((w, d)\) and \((w', d')\) be two gradings of a map-germ \( F \). If \((w', d') = \lambda(w, d)\), for \( \lambda \in \mathbb{Q} \), then the samples \( \tau_1(F) = (w, d, \mu_1(F)) \) and \( \tau_2(F) = (w', d', \mu_1(F)) \) give rise to the same equation on \( b_0 \). This is because the coefficients of each \( b_0 \) in Formula (2) are homogeneous rational functions of degree zero in the weights and degrees.

3) Two representatives \( F \) and \( F' \) of the same \( A \)-class may produce different sets of samples. For example, the representative \((z, z, y)\) in the \( A \)-class of \( R \) admits \( \tau_1(R) \) as a sample but not \( \tau_2(R) \). The map \((z^2, z, y)\) admits the opposite combination. An strategy to find better representatives is to eliminate monomials in the coordinate functions. For instance, the cross-cap \((z^2, z^3 + yz, y)\) is 2-determined and by eliminating the \( z^3 \) term, the resulting representative admits more samples.

We claim that no further independent equations can be found by sampling the regular map \( R \). This is because for any \( b_0 \), satisfying the above equations, the right hand side of equation (4) vanishes. Having exhausted \( R \), we must move to the case where \( d_1 \neq w_1 \), and the simpler such singularities are the map-germs of corank 1.

Every singular map-germ has \( \#A_1 > 0 \), but we still want to start with the simpler ones, having \( \#A_0^3 = 0 \) and \( \#A_1 \) as low as possible. Consider the cross-cap, parameterised as

\[ A_1: (z, y) \mapsto (z^2, yz, y), \]

and the samples

\[ \tau_1(A_1) = ((1, i), (2, i + 1, i), 0). \]

The samples \( \tau_1(A_1) \) and \( \tau_2(A_1) \) give equations

\[ 0 = 8b_1 + 6b_{01} + 16b_2 + 12b_{11} + 9b_{02} + b_{001} \]

and

\[ 0 = 9b_1 + 6b_{01} + 18b_2 + 12b_{11} + 8b_{02} + b_{001}, \]

respectively. We show now that no more independent equations can be obtained from map-germs having \( \#A_1 = 1 \) and \( \#A_0^3 = 0 \). The idea is to look at the expressions of these invariants for corank 1 germs:

\[ \#A_1 = \frac{(d_0 - w_1)(d_1 - w_1)}{w_1 w_2}, \quad \#A_0^3 = \frac{(d_0 - 2w_1)(d_1 - 2w_1)}{6w_1^2}. \]

If \( \#A_1 \) does not vanish, the condition \( \#A_0^3 = 0 \) implies \( d_0 = 2w_1 \) or \( d_1 = 2w_1 \) and, by a permutation of the coordinate functions of the map-germ, we may choose \( d_1 = 2w_1 \). Replacing \( d_1 \) by \( 2w_1 \) in the expression \( \#A_1 = 1 \), we obtain \( w_2 = d_0 - w_1 \). Eliminating four of the \( b_0 \) by means of the previous equations and imposing the conditions \( d_1 = 2w_1 \) and \( d_2 = w_2 = d_0 - w_1 \), we obtain a
closed expression for $\mu_I$, independent of the remaining $b_\alpha$. This means that the last two $b_\alpha$ cannot be found by taking samples satisfying such conditions. This illustrates another key point of the interpolation strategy:

**Remark 3.4.** The numbers $\#\eta$ may be used to decide whether a singularity has been exhausted.

Since the cross-cap is the only singular stable mono-germ for dimensions $(2, 3)$, from now on we need to take non-stable map-germs into account. A known singularity with $\#A_1 = 2$ and $\#A_3^0 = 0$ is $S_1 : (z, y) \mapsto (z^2, z^3 + y^2z, y)$.

It is well known that $S_1$ has $A_0^e$-codimension one and, since Mond’s conjecture holds for $n \leq 2$ (see [16, 3]), this number is precisely $\mu_I(S_1)$.

After one sampling of $S_1$, one checks easily that we need a sample with $\#A_3^0 \neq 0$. The interpolation is finished after sampling Mond’s map-germ $H_2 : (z, y) \mapsto (z^3, z^5 + yz, y)$, which has $\mu_I(H_2) = 2$.

Table 1 contains numbers associated to the interpolation samples. Horizontal lines separate changes in corank. The number $d_0$ is only included for $\tau_1(R)$ and $\tau_2(R)$, because it does not carry any clear geometric information about the rest of singularities. The $\infty$ symbol means that $\#A_3^0$ is not well defined for the corresponding slice. For higher $n$, there will be too many associated numbers, and we will include only the essential ones, based on Diagram (1).

| Sample | $d_0$ | $\#A_0^2$ | $\#A_1$ | $\#A_3^0$ |
|--------|-------|------------|---------|-----------|
| $\tau_1(R)$, $i = 1, 2$ | $i$ | 0 | 0 | 0 |
| $\tau_1(A_1)$, $i = 1, 2$ | $\infty$ | 1 | 0 |
| $\tau(S_1)$ | 1 | 2 | 0 |
| $\tau(H_2)$ | 4 | 2 | 1 |

**Table 1.** Numbers associated to the samples for $n = 2$.

The $\mu_I$ formula for $(\mathbb{C}^3, 0) \to (\mathbb{C}^4, 0)$ (see [18, Example 6.22]) reads

$$\mu_I(F) = -\frac{1}{\sigma_3} \left( \frac{1}{2!} (-s_0 + c_1) \sigma_2 + \frac{1}{3!} (s_0^2 - c_1^2 - c_2) \sigma_1 + \frac{1}{4!} (-s_0^3 - 2s_0^2c_1 + s_0c_1^2 + 16s_0c_2 + 2c_1^3 - 10c_1c_2) \right).$$

Observe that, from the $b_\alpha$ with $\|\alpha\| \leq 3$ to be found, we already know the ones with $\|\alpha\| \leq 2$. This leaves us with the seven unknown $b_\alpha$.

The first equations are obtained automatically from the following result, based on sampling trivial unfoldings of stable singularities of smaller dimensions.

**Proposition 3.5.** Let $F : (\mathbb{C}^n, 0) \to (\mathbb{C}^{n+1}, 0)$ be a weighted-homogeneous stable map-germ and let $(w, d)$ be a grading of $F$. With the notations above,
the coefficients $b_\alpha$ satisfy

$$0 = \sum_{\|\alpha\| \leq n+r} b_\alpha c^\alpha \left( \sum_{k=0}^{n+r-\|\alpha\|} \binom{k}{r} \sigma_{n+r-\|\alpha\|-k} \right),$$

for all $r \geq 0$.

**Proof.** Observe that any trivial $r$-parameter unfolding of $F$ is also stable and admits the grading $((w,1,\ldots,1),(d,1,\ldots,1))$. The result follows putting together Proposition 3.1, Remark 2.5 and the equality

$$\sigma_{\ell,n+r}(w,1,\ldots,1) = \sum_{k=0}^{\ell} \binom{k}{r} \sigma_{\ell-k}(w).$$

Applying this property to the $(w,d)$ from $\tau_1(R)$, $\tau_1(A_1)$ and $\tau_2(A_1)$ with $r = 1$, we obtain three independent equations.

Notice that, for $r = 1$, the equation from $\tau_2(R)$ is not independent of the one from $\tau_1(R)$. The sample $\tau_3(A_1)$ which did not produce an independent equation for $n = 2$, does give a new equation for $n = 3$, that is, for $r = 1$. We have used the singularities from Table 2 to finish the interpolation. That is, Houston’s and Kirk’s singularities $P_1$ and $P_2$ [6], and Sharland’s singularity $\hat{B}_3$ [1].

| Label | Map-germ | $\mu_I$ |
|-------|----------|---------|
| $P_1$ | $(z(z^3 + y), z(z^2 + x), y, x)$ | 1 |
| $P_2$ | $(z(z^4 + y), z(z^2 + x), y, x)$ | 2 |
| $\hat{B}_3$ | $(y^2 + xz, z^2 - xy, y(y^2 + z^2) + z(y^2 - z^2), x)$ | 33 |

Table 2. Singularities sampled beside $R$ and $A_1$ for $n = 3$.

From the diagram [1], it follows that the crucial invariants are the ones in the following table:

| Sample | $\#A_1$ | $\#A_0A_1$ | $\#A_0^4$ |
|--------|---------|------------|-----------|
| $\tau_1(R)$ | 0 | 0 | 0 |
| $\tau_i(A_1)$, $i = 1,2,3$ | 1 | 0 | 0 |
| $\tau(P_1)$ | 3 | 2 | 0 |
| $\tau(P_2)$ | 2 | 3 | 0 |
| $\tau(\hat{B}_3)$ | 5 | 16 | 1 |

Table 3. Numbers associated to the samples for $n = 3$.

Notice that the singularities in Table 2 have corank 1, with the exception of Sharland’s singularity $\hat{B}_3$ of corank 2. However, the interpolation method can be completed without resort to corank 2 map-germs. We may use the singularity

$$F: (z, y, x) \mapsto (z^4 - xz, (y + z)^5 + xz^2, y, x).$$
The previous map-germ of corank 2 was included in order to avoid justifying that $F$ is $\mathcal{A}$-finite with $\mu_1(F) = 52$. Criteria for $\mathcal{A}$-finiteness and computation of $\mu_I$ will be discussed in Section 5.

4. Ohmoto’s $\mu_I$ Formulas for $n = 4, 5$

Here we sketch the steps to prove Theorem 2.2. The same interpolation idea used for $n = 2, 3$ applies just as fine for $n = 4, 5$ but, as far we know, the examples found in the literature do not suffice to complete the associated system of equations.

As it turns out, it is not always easy to produce $\mathcal{A}$-finite singularities giving new independent equations. One has to bear in mind that checking $\mathcal{A}$-finiteness and computing $\mu_I$ are often computationally unfeasible tasks.

For $\mathcal{A}$-finiteness, we use a geometric criteria based on multiple points. For $\mu_I$, we first compute the $\mathcal{A}_e$-codimension (for which commutative algebra algorithms exist), then we justify that the germ satisfies Mond’s conjecture, ensuring the equality of $\mu_I$ and the computed $\mathcal{A}_e$-codimension.

The $\mu_I$ formula for $n = 4$. From Proposition 3.5 applied to $R$ and $A_1$, for $r = 2$, we find five independent equations from $\tau_1(R)$ and $\tau_i(A_1)$, for $i = 1, \ldots, 4$. One can check that no more samples from singularities $\#A_1 = 1$ can be used.

Our next move is to consider the stable singularity $A_2: (z, y, x, t) \mapsto (z^3 + tz, yz^2 + xz, y, x, t)$ with samples $\tau_i(A_2) = ((1, i + 1, 2, i), (3, i + 2, i + 1, 2, i), 0)$. Three new equations arise from $\tau_1(A_2)$, $\tau_2(A_2)$ and $\tau_3(A_2)$. One checks that map-germs with $\#A_2 \leq 1$ and $\#A_2^5A_1 = 0$ do not provide new information. Also, nothing new comes from map-germs that the authors could find in the literature. We consider the new map-germs

$L_1: (z, y, x, t) \mapsto (z^4 - tz, (y + z)^6 + xz, y, x, t),$

$L_2: (z, y, x, t) \mapsto (z^4 + xz^2 + tz, (y + z)^5 + (x^2 + ty)z, y, x, t),$

which have $\#A_2^5 = 0$ and $\mu_1(L_1) = 39$ and $\mu_1(L_2) = 87$. At this point, it is not possible to obtain further equations if $\#A_2^5 = 0$. We take another map-germ

$L_3: (z, y, x, t) \mapsto (z^5 - tz, (y + z)^7 + xz, y, x, t),$

with $\mu_1(L_3) = 178$. To avoid disrupting the flow of the explanation, the $\mu_1$ values and $\mathcal{A}$-finiteness of $L_1$, $L_2$ and $L_3$ will be justified in Section 5. The singularities $L_i$ were not our first candidates for the interpolation. In Remark 5.8 we explain what brought us to them.

At this stage, one can check that it is necessary to introduce map-germs of corank 2. For instance, Sharland’s

$\hat{D}_1: (z, y, x, t) \mapsto (y^2 + xz + (x^2 + t)y, yz, z^2 + y^3 + t^2y, x, t),$

which is known to have $\mu_1(\hat{D}_1) = 27$ [1]. This finishes the proof of Theorem 2.2 for $n = 4$, except from the claimed $\mathcal{A}$-finiteness and image Milnor numbers of $L_1$, $L_2$ and $L_3$. 
Remark 4.1. If one does not care about introducing more map-germs of corank 2, \(L_1\) and \(L_2\) can be interchanged by Sharland’s \(\hat{E}_1\) and \(\hat{K}_1\) \([1]\). It is however unavoidable to study the \(A\)-finiteness and the \(\mu_I\) of at least one new map-germ. This is because the system of equations cannot be closed without resorting to a map-germ with \(A_0^i \neq 0\), such as \(L_3\).

\[
\begin{array}{cccc}
\tau_1(R) & \#A_1 & \#A_2 & \#A_0^2A_1 \\
\tau_i(A_1), i = 1, \ldots , 4 & 1 & 0 & 0 \\
\tau_i(A_2), i = 1, 2, 3 & \infty & 1 & 0 \\
L_1 & 15 & 8 & 12 \\
L_2 & 12 & 12 & 12 \\
L_3 & 24 & 15 & 60 \\
\hat{D}_1 & \infty & 9 & 0
\end{array}
\]

Table 4. Numbers associated to the samples for \(n = 4\).

The \(\mu_I\) formula for \(n = 5\). There are 19 unknown \(b_a\) to be determined. We will need six new map-germs and to establish their \(A\)-finiteness and \(\mu_I\) values.

Again, Proposition \([3,5]\) is applied a number of times, in this case to \(\tau_1(R)\), \(\tau_i(A_1)\), for \(i = 1, \ldots , 5\), and \(\tau_i(A_2)\), for \(i = 1, \ldots , 4\). Next samples need to satisfy \(\#A_2 > 1\) and hence they cannot be stable. By a similar argument, at least three map-germs of corank 2 will be necessary to close the formula. These will be Sharland’s map-germs \([1]\), \(\hat{M}_1, \hat{P}_1\) and \(\hat{N}_1\) with image Milnor numbers 13, 24, 1400 and coordinate functions as in Table 5.

\[
\begin{array}{ll}
Label & Map-germ \\
M_{1,1} & (y^2 + xz + (x^2 + s)y, yz + ty, z^2 + y^3 + s^2y, x, t, s) \\
\hat{P}_1 & (y^2 + (x + s)z, z^2 + xy, y^3 + s^2y + z^3 + yz^2 + tz, x, t, s) \\
\hat{N}_1 & (y^3 + (x^4 + t)y + xz, (y + s)z, z^2 + y^5 + s^3y^2 + (t^2 + s^4)y, x, t, s)
\end{array}
\]

Table 5. Sharland’s singularities of corank 2.

Once \(\hat{M}_{1,1}, \hat{P}_1\) and \(\hat{N}_1\) are included, no other known singularity will contribute an independent equation. We produce the new non-stable map-germs of corank 1 found in Table 6, whose \(A\)-finiteness and \(\mu_I\) are determined case by case. Again, the singularities \(L_i\) and \(Q_i\) were not our first examples for the interpolation. We shall explain the details in the following section.

This finishes the interpolation for \(n = 5\). Table 7 contains the numbers associated to the samples.

\[^*\text{There seems to be a typo in Sharland’s parameterisation of } \hat{N}_1. \text{ Our term } x^4y \text{ replaces her } x^2y, \text{ inconsistent with the claim that } \hat{N}_1 \text{ unfolds } \hat{E}_1.\]
Label | Map-germ | \( \mu_1(F) \)
--- | --- | ---
\( \tilde{L}_2 \) | \((z^4 + tz + xz^2 + s^3z, (y + z)^3 + x^2z + tyz + s^2z^3, y, x, t, s)\) | 321
\( \tilde{L}_1 \) | \((z^4 - tz + s^2z^2, (y + z)^6 + xz + s^3z^3, y, x, t, s)\) | 149
\( Q_1 \) | \((z^4 + tz^2 + tyz + s^3z, (y + z)^7 - xz + s^4z^3, y, x, t, s)\) | 711
\( Q_2 \) | \((z^5 - xz + tz^2 + s^2z, (y + z)^5 + sz^3 + xz, y, x, t, s)\) | 144
\( Q_3 \) | \((z^5 + (x^2 + t)z - sz^2 +xz^3, (y + z)^6 + s(txz - t^2, y, x, t, s)\) | 654
\( Q_4 \) | \((z^8 - xz + sz^3, (y + z)^6 + tz - sz^2, y, x, t, s)\) | 862

Table 6. Some new \( \mathcal{A} \)-finite singularities.

| Sample | \#A_1 | \#A_2 | \#A_0A_2 | \#A_3A_1 | \#A_5 |
|---|---|---|---|---|---|
| \( \tau_1(R) \) | 0 | 0 | 0 | 0 | 0 |
| \( \tau_i(A_1), i = 1, \ldots, 5 \) | 1 | 0 | 0 | 0 | 0 |
| \( \tau_i(A_2), i = 1, \ldots, 4 \) | \( \infty \) | 1 | 0 | 0 | 0 |
| \( \tau(\tilde{L}_2) \) | 12 | 12 | 0 | 0 | 0 |
| \( \tau(\tilde{L}_1) \) | 15 | 8 | 24 | 0 | 0 |
| \( \tau(Q_1) \) | 18 | 15 | 60 | 0 | 0 |
| \( \tau(Q_2) \) | 16 | 12 | 24 | 4 | 0 |
| \( \tau(Q_3) \) | 20 | 30 | 60 | 20 | 0 |
| \( \tau(Q_4) \) | 35 | 24 | 90 | 120 | 3 |
| \( \tau(M_{1,1}) \) | 3 | 6 | 0 | 0 | 0 |
| \( \tau(P_1) \) | 5 | 6 | 6 | 0 | 0 |
| \( \tau(N_1) \) | 5 | 33 | 84 | 0 | 0 |

Table 7. Numbers associated to the samples for \( n = 5 \).

5. \( \mathcal{A} \)-finiteness, stabilisations and image Milnor number

The remaining map-germs whose \( \mathcal{A} \)-finiteness we must justify have corank 1 and can be studied in terms of their multiple point spaces, thanks to work by Marar and Mond [10].

**Definition 5.1.** Let \( F : (\mathbb{C}^n, 0) \to (\mathbb{C}^p, 0) \) be a map-germ of corank one in the prenormal form \( F(z, y) = (f(z, y), y) \), with \( y \in \mathbb{C}^{n-1} \) and \( z \in \mathbb{C} \). The \( k \)-multiple point spaces \( D^k(F) \), are the zero locus in \( \mathbb{C}^k \times \mathbb{C}^{n-1} \) of the iterated divided differences

\[
\begin{align*}
  f_j[z_1, z_2, y] &= \frac{f_j(z_2, y) - f_j(z_1, y)}{z_2 - z_1}, \\
  f_j[z_1, z_2, z_3, y] &= \frac{f_j[z_1, z_3, y] - f_j[z_1, z_2, y]}{z_3 - z_2}, \\
  &\vdots \\
  f_j[z_1, \ldots, z_k, y] &= \frac{f_j[z_1, \ldots, z_{k-2}, z_k, y] - f_j[z_1, \ldots, z_{k-2}, z_{k-1}, y]}{z_k - z_{k-1}},
\end{align*}
\]

for \( 1 \leq j \leq p - n + 1 \).
Theorem 5.2. [Marar and Mond [10], Theorem 2.14] With the above notations,

i) $F$ is stable if and only if each $D^k(F)$ is smooth of dimension $kn - (k - 1)p$.

ii) $F$ is $A$-finite if and only if each $D^k(F)$ is a complete intersection of dimension $kn - (k - 1)p$ with isolated singularity, or it is contained in the origin.

This criterion has been used for $L_1, L_2, L_3, \tilde{L}_1, \tilde{L}_2$ and $Q_1, \ldots, Q_4$, by means of a SINGULAR [23] implementation of the divided differences.

Remark 5.3. In certain cases, stable unfoldings are too complicated for the computations we need to perform. For these maps it is worth spending some time in finding a stabilisation, which are unfoldings involving only one parameter. A germ $F = (F_y, y)$ is a stabilisation if $F_{y_0}$ is stable for $y_0 \in \mathbb{C} \setminus \{0\}$.

We do not know a method to produce stabilizations other than just trial and error, but a candidate can be checked to be a stabilization in the following way:

Let $J_y$ be the relative jacobian ideal of $I^k(F)$, i.e. the ideal generated by the divided differences of an unfolding $F(z, y) = (F_y(z), y)$. To be precise, $J_y$ is generated by the maximal minors of the matrix of partial derivatives, only with respect to $z$, of the generators of $I^k(F)$. Inspection of the divided differences gives the equality

$$D^k(F) \cap \{y = y_0\} = D^k(F_{y_0}).$$

By Theorem 5.2 the germ $F_{y_0}$ is stable for all $y_0 \neq 0$ if and only if

$$D^k(F) \cap V(J_y) \subseteq \{y = 0\}.$$

This can be checked with the help of SINGULAR, as follows.

Proposition 5.4. With the previous notations, $F$ is a stabilization of $F_0$ if and only if $y \in \sqrt{J_y + I^k(F)}$.

This method has been used to find stabilizations $(\mathbb{C}^6, 0) \to (\mathbb{C}^7, 0)$ of $Q_2, Q_3$ and $Q_4$ mapping $(z, y, x, t, s, u)$, respectively, to

$$(z^5 + u^2 z^3 + tz^2 + (s^2 - x)z, (y + z)^5 + sz^3 + (u^4 + x)z, y, x, t, s, u),$$

$$(z^5 + (u^2 + x)z^3 - sz^2 + (x^2 + t)z, (y + z)^6 - tz^2 + (u^5 + sx)z, y, x, t, s, u),$$

$$(z^8 + syz^3 + u^6 z^2 - xz, (y + z)^6 + u^2 z^4 + sz^2 + tz, y, x, t, s, u).$$

This covers the required techniques to check $A$-finiteness and find stabilization and stable unfoldings. Because of its topological nature, computing $\mu_I$ directly is a hard task; we do it via Mond’s conjecture [15].
**Conjecture 5.5.** Let $F : (\mathbb{C}^n, 0) \to (\mathbb{C}^{n+1}, 0)$ be an $A$-finite map-germ in Mather’s nice dimensions [12]. Then

$$\mu_I(F) \geq A_e \text{-codim}(F),$$

with equality in the weighted-homogeneous case.

**Remark 5.6.** Mond’s conjecture is known to be true in some cases. As explained in Section 3, it holds for $n \leq 2$, but also for fold map-germs, by work of Houston [5], and for singularities of corank 1 with $A_e$-codimension 1, by work of Cooper, Mond and Atique [2].

Our strategy to compute $\mu_I$ for a weighted-homogeneous germ is based on results from [4] and consists on computing $A_e$-codim$(F)$ first and then justifying that Mond’s conjecture holds for $F$. The $A_e$-codimension of weighted-homogeneous $A$-finite map-germs can be computed with SINGULAR, as follows: let $F : (\mathbb{C}^n, 0) \to (\mathbb{C}^{n+1}, 0)$ be an $A$-finite map-germ. Let $g \in \mathcal{O}_{n+1}$ be a function-germ such that $g = 0$ is a reduced equation for the image of $F$, and let $J(g)$ be the jacobian ideal of $g$. Then

$$A_e \text{-codim}(F) = \dim_{\mathbb{C}} \frac{(f^*)^{-1}(J(g) : \mathcal{O}_n)}{J(g)}.$$

To check that Mond’s conjecture holds for $F$, let $\mathcal{F} : (\mathbb{C}^n \times \mathbb{C}^r, 0) \to (\mathbb{C}^{n+1} \times \mathbb{C}^r, 0)$ be either a stable unfolding or a stabilisation of $F$. Let $G$ be an equation of the image of $F$ and $\mathcal{G}$ be an equation of the image of $\mathcal{F}$ which specialises to $G$. Let

$$M_y(\mathcal{G}) = \frac{J(\mathcal{G})}{J_y(\mathcal{G})},$$

where $J(\mathcal{G})$ is the jacobian ideal and $J_y(\mathcal{G})$ the relative jacobian ideal of $\mathcal{G}$.

**Theorem 5.7** ([4], Theorem 6.1). Let $F$ and $M_y(\mathcal{G})$ be as above. If $M_y(\mathcal{G})$ is a Cohen-Macaulay module, then $F$ satisfies Mond’s conjecture.

We have used this criterion on stable unfoldings of our new samples, with the exception of $Q_2$, $Q_3$ and $Q_4$ where computations became unfeasible. Mond’s conjecture for these three examples was checked by means of the stabilisations above, instead of stable unfoldings.

**Remark 5.8.** As pointed out before, the new singularities used for interpolation in the cases $n = 4$ and 5 were not our first candidates. Observe that not all choices of $(w,d)$ have $A$-finite map-germs associated to them (for example, all $(w,d)$ for which the $\mu_I$ formula predicts a non-integer value). The first $A$-finite germs we found had extremely high $A_e$-codimension, making impracticable to check Mond’s conjecture for them. Our strategy was 1) assume that Mond’s conjecture holds for these maps. 2) Use their conjectured values of $\mu_I$ to obtain a candidate $\mu_I$ formula. 3) Use a computer to find weights and degrees $(w,d)$ with small (conjectured) $\mu_I$ values and such that they determine enough linearly independent equations. 4) Try to find $A$-finite candidates for these $(w,d)$ and check that they satisfy Mond’s conjecture. 5) Reproof the $\mu_I$ formula by sampling these new examples.
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