AK-score: Accurate protein-ligand binding affinity prediction using the ensemble of 3D-convolutional neural network
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ABSTRACT

Accurate prediction of the binding affinity of a protein-ligand complex is essential for efficient and successful rational drug design. In this work, a new neural network model that predicts the binding affinity of a protein-ligand complex structure is developed. Our new model predicts the binding affinity of a complex using the ensemble of multiple independently trained networks that consist of multiple channels of 3D convolutional neural network layers. Our model was trained using the 3740 protein-ligand complexes from the refined set of the PDBbind database and tested
using the 270 complexes from the core set. The benchmark results show that the correlation coefficient between the predicted binding affinities by our model and the experimental data is higher than 0.72, which is comparable with the state-of-the-art binding affinity prediction methods. In addition, our method also ranks the relative binding affinities of possible multiple binders of a protein quite accurately. Last, we measured which structural information is critical for predicting binding affinity.

**Introduction**

Predicting the binding affinity of a protein-ligand complex plays a central role in drug design and discovery. In order for a molecule to be a lead molecule for drug discovery, generally, it is required to bind with a target protein tightly. However, the experimental measurement of protein-ligand binding affinity is difficult and time-consuming, which is one of the major bottlenecks of the drug discovery process. If one can predict the affinity of a specific ligand to a target protein quickly and accurately, the efficiency of virtual screening would be significantly improved. Thus, to accelerate the drug discovery process, many computational binding affinity prediction methods have been developed.

Generally, computational methods for binding affinity prediction are classified into three categories: 1) physics-based, 2) empirical, and 3) knowledge-based methods. The first approach mainly uses theoretically rigorous binding free calculations based on forcefield models. The strongest advantage of physics-based methods is that, with the help of the state-of-the-art forcefield models, they predict the binding free energies of arbitrary small-molecule ligands to a protein with an average error of about 1 kcal/mol\(^1\text{–}^4\). However, rigorous free energy calculations require a significant amount of computational resources. With state-of-the-art molecular dynamics (MD)
code running on a graphics processing unit, binding free energies of only one or two ligands can be calculated depending on the sizes of a ligand and a protein. Such computational burden hinders the use of MD and free energy calculations for high-throughput screening of drug-like molecules.

The empirical scoring functions have been extensively used in many protein-ligand docking programs and virtual screening processes\textsuperscript{5,6}. They approximate protein-ligand interactions using equations consisting of several physics-based terms, mimicking van der Waals interaction, solvation free energy, electrostatic interactions, and etc. The parameters of the physics-based terms are generally fitted with experimental data to reproduce measured binding affinity values. Because of the simplicity of calculation and their close relationship with physics-based interactions, empirical scoring functions are still actively developed.

Recently, due to the recent emergence of deep-learning methods, more accurate data-driven predictions have become possible in various scientific disciplines\textsuperscript{7,8}. For protein-ligand binding affinity prediction, many deep-learning-based methods have been suggested\textsuperscript{9–12}. Ragoza et al. suggested a small network consisting of three sequential layers of 3D convolutional neural network (3D-CNN) with pooling layers\textsuperscript{11}. Similarly, Stepniewska-Dziubinska et al. developed a binding affinity prediction model consisting of three consecutive 3D-CNN layers followed by three dense layers\textsuperscript{12}. Jiménez et al.\textsuperscript{9} developed a binding affinity prediction model, $K_{\text{deep}}$, based on the SqueezeNet architecture\textsuperscript{13}, which was originally designed for image classification. The $K_{\text{deep}}$ model consists of multiple 3D-CNN with about 1.3 million parameters. Zhang et al.\textsuperscript{14} developed the DeepBindRG model, which uses the 2D representation of a protein-ligand interface and the ResNet architecture\textsuperscript{15}. Similarly, Zheng et al.\textsuperscript{10} also converted a protein-ligand binding structure into a 2D tensor with a single channel and processed it through three 2D-CNN layers and four dense layers.
In this paper, we present a new protein-ligand binding affinity prediction model inspired by the ResNext architecture\textsuperscript{16}, which was originally developed for accurate image classification. In addition to using a novel network architecture compared to previous models, we demonstrate that an ensemble-based approach, using an average of multiple predictors instead of a single predictor, significantly improves prediction quality. The advantage of an ensemble approach is that it does not require further modification of network architectures and can be readily applicable to most existing models. The benchmark results using the CASF-2016 dataset show that the performance of our model is comparable to the best existing scoring functions. We also analyzed relative feature importance to gain insights on which physical properties are most essential in determining binding affinity.

**Methods**

**Data set**

The protein-ligand binding affinity data for training and testing the network was adopted from the PDBBind database\textsuperscript{17,18}. As of August 2018, the refined set of the database contains the experimental binding affinities of 3767 protein-ligand complexes. Among them, the manually curated core set containing 290 high-resolution data was used for testing. The remaining 4055 complexes grouped as the refined binding affinities were used as a training set.

**Convolutional Neural Network**

To utilize the power of the convolutional neural networks, the structures of protein-ligand complexes were represented as three-dimensional (3D) grids. For each protein-ligand complex, the center of mass of the complex was set to the origin and the neighboring atomic environment
was embedded into a 3D-grid whose edge length is 30 Å. Along the X, Y, and Z-axes, 30 grid boxes were generated with a spacing of 1.0 Å. To capture the pattern of protein-ligand interactions, for each grid box, atomic number density was calculated using the following density function.

\[ n(r) = 1 - \exp \left[ 1 - \left( \frac{r_{vdw}}{r} \right)^{12} \right], \]

where \( r_{vdw} \) is the van der Waals radius of an atom and \( r \) is a distance from an atom to the center of a grid.

Atoms were classified into 8 classes, and they were represented as the different channels of the input data. We treated atoms from proteins and ligands separately, which leads to 16 real-valued channels representing the aggregated number density of each protein-ligand complex. The description of the atom-types used in this study is listed in Table 1.

**Table 1.** Atom types used to classify atoms forming protein-ligand binding sites.

| Atom type               | Definition                                                                 |
|-------------------------|-----------------------------------------------------------------------------|
| Hydrophobic             | Aliphatic or aromatic C                                                     |
| Aromatic                | Aromatic C                                                                  |
| Hydrogen bond donor     | Donor 1 H-bond or Donor S Spherical H with NA, NS, OA, OS, SA              |
| Hydrogen bond acceptor  | Acceptor 1 H-bond or S Spherical N; Acceptor 2 H-bonds or S Spherical O;   |
|                         | Acceptor 2 H-bonds S                                                       |
| Positive                | ionizable Gasteiger positive charge                                         |
| Negative                | ionizable Gasteiger negative charge                                         |
Metallic | Mg, Zn, Mn, Ca, or Fe
---|---
Excluded Volume | All atom types

To reduce the orientation dependency of a complex structure, we augmented the number of data set by rotating a grid with all 24 possible rotational operations.

Network architecture

![Network architecture diagram](image)

**Figure 1.** (a) The overall architecture of the network. The complete network mainly consists of 14 stacked layers of an ensemble-based residual block. (b) The structure of each residual block is illustrated. A residual block consists of three stacks of convolutional layers combined with batch normalization and ReLU activation layers. In the middle of the block, each channel is distributed to 16 3D-convolutional layers and processed in a parallel way. Conv3D: 3D convolutional neural network layer, BN: Batch Normalization layer, RL: Residual Layer.
The main component of our network is an ensemble-based residual network, which was used in the RexNext model for image recognition. The overall structure of the network is illustrated in Figure 1 and the structure of each residual block is shown in Figure 1-(b). At each residual block, each channel is distributed to multiple convolutional layers and processed in a parallel way. The number of parallel residual networks is also called cardinality. In this study, we used 16 Conv3D layers for each residual block. We call our network architecture, AK-score (Arontier-Kangwon docking scoring function).

The ReLU activation function was used. All weight parameters were initialized with the He_normal initialization scheme. The model loss was calculated with mean absolute error (MAE) between the experimental and predicted binding affinities in a kcal/mol unit. For parameter optimization, the Adam optimizer was used with the following parameters, beta-1 = 0.99 and beta-2=0.999. The model was trained with multiple learning rates to test the effect of the learning rate on the final prediction quality. Learning rates of 0.0001, 0.0005, 0.0007, and 0.0010 were tested. While training the network, the whole dataset was randomly permuted.

**Ensemble prediction**

To enhance prediction accuracy, we employed an ensemble prediction scheme, obtaining the final prediction value from the average of multiple independently trained models. In many machine-learning tasks, the parameters of each prediction model are optimized from initial random values. When the number of parameters is large, the final parameter set does not converge generally. To reduce possible such biases, we trained multiple networks independently and checked whether the average of multiple predictions yields better predictions.

**Performance Assessment**
To assess the performance of our model, we compared our model with the previously suggested 3D-CNN based binding affinity prediction model. We implemented the K_deep model, which is based on SqueezeNet architecture, which was used for image classification. The model was trained with the same parameters reported in the reference. All models reported in this study are implemented in Keras-2.2.4 with Tensorflow-1.13.1 backend\textsuperscript{19}.

We compared the performance of models using multiple criteria. The CASF-2016 benchmark set has been used as a common ground for a comparison of various docking models\textsuperscript{18}. The accuracy of protein-ligand docking prediction is generally measured in three aspects: 1) scoring, how well predicted binding affinity values are correlated with experimental values? 2) ranking, how well relative binding propensities are predicted? 3) docking, whether correct docking poses are correctly identified to have lower energy than decoys? To assess the scoring power of a model, the Pearson correlation coefficient is calculated. To assess the ranking power, Spearman, Kendall tau, and Predictive index (PI) values are used. For the assessment of docking power, whether the ligand with the true binding ligand is included in the top1, top2 and top3 percent predictions of possible decoys.

**Results & Discussion**

**Binding affinity prediction accuracy**

We performed three different types of experiments based on AK-score architecture: AK-score-single, AK-score-small, and AK-score-ensemble. AK-score-single uses a single prediction network as shown in Figure 1. AK-score-small uses only 10 features, which exclude relatively sparse features than the others: positive, negative, and metallic (Table 1). AK-score-ensemble uses an average of 20 independently trained networks as the final prediction value. The mean absolute
error (MAE) and root mean squared error (RMSE) between predicted and experimental values of various models trained with different learning rates are listed in Table 2. For comparison, the results of the other 3D-CNN-based deep-learning model, the K_{deep} model, implemented by our group are also provided.

The benchmark results show that the AK-score-ensemble model yields the most accurate prediction results. Among the tested models, AK-score-ensemble has the lowest accuracy metric values with an MAE of 1.01 kcal/mol and an RMSE of 1.29 kcal/mol. Compared with a single model, the average errors of the ensemble model are lower by about 0.1 kcal/mol. In addition, when compared with the K_{deep} model, AK-score-ensemble has a lower average error by 0.2 kcal/mol. Our results also show that choosing the best learning rate improves MAE by about 0.05 kcal/mol and RMSE by 0.10 kcal/mol.

Table 2. Assessment of prediction accuracy of ResNext-ensemble, ResNext, and K_{deep} using the PDBbind-2016 dataset and mean absolute error and root mean square error metrics.

| Model            | Learning Rate | MAE     | RMSE    |
|------------------|---------------|---------|---------|
| K_{deep}         | 0.0001        | 1.131   | 1.462   |
|                  | 0.0005        | 1.200   | 1.519   |
|                  | 0.0006        | 1.164   | 1.534   |
|                  | 0.0010        | 1.219   | 1.536   |
| AK-score single  | 0.0001        | 1.159   | 1.511   |
|                  | 0.0005        | 1.101   | 1.415   |
|                  | 0.0007        | 1.130   | 1.425   |
|                  | 0.0010        | 1.110   | 1.406   |
We also assess the performance of our models based on three criteria used in the CASF-2016 dataset, scoring, ranking, and docking power (Table 2). In all three criteria, the AK-score-ensemble model shows the best performance. Scoring power is indicated by the Pearson correlation coefficient between predicted and experimental values. Overall, AK-score models result in higher correlation values than the $K_{\text{deep}}$ model. Among all the tested models, only AK-score-ensemble yields a correlation coefficient value higher than 0.8. In terms of ranking power, the AK-score models outperform the $K_{\text{deep}}$ model on average. Among them, the AK-score-ensemble model results in the highest rank correlation coefficients. For docking power, the difference in prediction performance of the $K_{\text{deep}}$ and the AK-score-single model is not as prominent as in the other criteria. However, the prediction results of the AK-score-ensemble model are clearly better than those of the $K_{\text{deep}}$ model.

**Table 3.** A comparison of prediction accuracy with the CASF-2016 dataset.

| Model          | Scoring | Ranking | Docking |
|----------------|---------|---------|---------|
|                | learning rate | Pearson (R) | Spearman (SP) | Kendall (tau) | Predictive (PI) | Top1 (%) | Top2 (%) | Top3 (%) |
| $K_{\text{deep}}$ | 0.0001  | 0.738   | 0.539   | 0.435   | 0.559   | 24.8      | 38.5      | 52.2      |
|                | 0.0005  | 0.709   | 0.486   | 0.389   | 0.535   | 29.1      | 39.9      | 49.6      |
|                | 0.0006  | 0.701   | 0.528   | 0.439   | 0.558   | 29.1      | 39.9      | 49.6      |
|                | 0.0010  | 0.715   | 0.479   | 0.400   | 0.492   | 24.8      | 36.3      | 44.6      |
| AK-score single | 0.0001  | 0.719   | 0.572   | 0.456   | 0.600   | 34.9      | 48.6      | 56.1      |
An ensemble of networks improves the quality of prediction

We investigated the change of prediction quality by the number of networks. The results show that overall the prediction accuracy increases as more networks are used. In all three quality metrics, scoring, ranking and docking power, the accuracy rapidly increases from a single network to five networks. In terms of the scoring power, the Pearson R correlation coefficient between experiments and predictions increases until the number of networks reaches 25 (Figure 3-(a)). When a single network is used, the correlation coefficient is 0.74. However, when the average of five networks is used, the value becomes higher than 0.80. After 10 networks, the improvement becomes modest but is kept until 25 networks are used. Similarly, the ranking power keeps improving until 25 networks are used. All three ranking measures, SP, tau and PI, are improved consistently when the ensemble average of networks (Figure 3-(b)). These results clearly show that using the ensemble of prediction networks significantly improves prediction quality, which is a simple and straightforward way to improve prediction accuracy without further exploration of various network architectures.
Figure 2. The change of prediction quality by the size of the ensemble of networks. (a) Scoring power is measured by the Pearson correlation coefficient between the experimental and predicted binding affinities. (b) Ranking power is measured by three rank correlation coefficients, Spearman (SP), Kendall tau (tau), and Predictive Index (PI).

Comparison with existing scoring functions

The benchmarking result of AK-score shows that its prediction accuracy is comparable with the best existing scoring functions based on the CASF-2016 dataset. The CASF-2016 dataset provides the pre-calculated prediction results of known scoring functions, which allows a fair comparison of our model with existing scoring functions using the exact same test set. In terms of scoring power, the highest correlation coefficient obtained with AK-score is 0.828, which is a little higher than the best value obtained with vina-RF20, 0.816. In addition, the ranking power of AK-score, 0.736, is slightly worse than the best value by vina-RF20, 0.761, which corresponds to the second place among the tested scoring functions.
Figure 3. Benchmark results of AK-score with existing protein-ligand binding affinity scoring functions. (a) AK-score shows the highest scoring power than existing scoring functions. (b) AK-score is ranked right after the known best performing function vina-RF20.

Comparisons between the experimental binding affinities and predicted values obtained with AK-score-ensemble, X-score, and Autodock vina are displayed in Figure 4. Overall, the results of the AK-score-ensemble model correlates well with experimental values compared to all tested complexes with a correlation coefficient of 0.827. On the other hand, the X-score and Autodock results are showing biases clearly. On average, the X-score significantly underestimates absolute binding affinities, which is indicated by a small slope coefficient of a regression line. The Autodock-vina results are showing a better correlation than X-score, but they are also underestimated than the experimental values to some degree. In summary, it is clear that AK-score-ensemble outperforms the widely used empirical scoring functions in absolute binding
Affinity prediction.

Figure 4. The scatter plots of the experimental binding affinities and prediction results obtained with (a) AK-score-ensemble, (b) Autodock vina, and (c) X-score are depicted.

Assessment of feature importance

To obtain chemical and biological insights from the trained networks, it is necessary to identify which atomic features play important roles in determining the binding affinity of a protein-ligand complex. To achieve this goal, we performed additional experiments that perform predictions by 1) making the values of a specific channel zero or 2) randomly shuffling the values of a channel. The rationale of the second experiment is based on the conjecture that making all values of a channel zero may be too drastic loss of information and conserving the average and variance of values of a channel may be important for making reasonable predictions.

Overall, from both experiments, the excluded volumes of a ligand and a binding-site are identified to be the most important features in determining the binding affinity of a protein-ligand complex (Figure 4). In other words, the shape complementarity between a binding-site and a ligand is most important in determining the binding affinity of a complex. When excluded volume information of a ligand is missing, the average binding affinity prediction accuracy deteriorates by 1.4 kcal/mol (Figure 4-(a)). Following the excluded volume information, the hydrophobic atom
The information of a ligand and a binding-site is identified to be the second important factor. For a binding-site, the hydrogen acceptor atoms of a binding-site play the third important role. Interestingly, for ligands, aromatic atoms play the third important role. In the shuffling experiment, the overall trend is similar to that of the zeroing experiment, but the average decrease in prediction accuracy is smaller (Figure 4-(b)). The most prominent difference is that, for a binding-site, the relative importance of the hydrogen bond acceptor atoms becomes larger than that of hydrophobic atoms.

**Figure 5.** Feature importance calculation results measured by the loss of prediction accuracy, the increase of mean absolute error of predictions in kcal/mol (Y-axis). (a) A channel corresponding to a feature (X-axis) is filled with zero. (b) The values of a channel corresponding to a feature are randomly shuffled.

**Conclusion**
We developed a new binding affinity prediction model, AK-score, by combining a multi-branched deep-learning network architecture and an ensemble predictor approach. Our model predicts the binding affinity of a protein-ligand complex with a high accuracy, which is comparable to the best existing scoring functions in terms of scoring and ranking power. Our results suggest that an ensemble-based approach, using the average of multiple independently trained models, is a straightforward but powerful approach. A similar approach may be applicable to existing machine-learning-based models. In addition, our study gives an insight into the relative importance of atoms based on their chemical properties. The feature importance tests show that, for a ligand, the excluded volume of atoms, the spatial distribution hydrophobic and aromatic atoms are critical in determining binding affinity. For a protein, the excluded volume of atoms, and the distribution of hydrophobic atoms and hydrogen bond acceptors are identified to be important factors. We believe that our results provide useful guidelines for the development of next-generation deep-learning-based protein-ligand scoring functions.
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