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Abstract
We prove Menshov type “correction” theorems for sequences of compact operators, recovering several results of Fourier series in trigonometric and Walsh systems. The paper clarifies the main ingredient that is important in the study of such “correction” theorems. That is the weak-$L^1$ estimate for the maximal Fourier sums of indicator functions of some specific sets.
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1 Introduction

The modifications of functions in order to improve convergence properties of their Fourier series is an old issue in Fourier analysis. A well-known modification method is the change of function values on a set of small measure. Menshov’s two classical theorems ([14,15], see also [1]) were crucial in this study.

Theorem A (Menshov [14]) For any continuous function $f \in C(\mathbb{T})$ and $\varepsilon > 0$, there is a function $g \in C(\mathbb{T})$ whose trigonometric Fourier series is uniformly convergent and $|\{ f(x) \neq g(x) \}| < \varepsilon$.

Observe that in the statement of this theorem, the initial function $f$ can be equivalently taken to be an arbitrary finite-valued measurable function, and this follows from the well-known theorem of Luzin on continuous modification of measurable functions.
Besides, one can see that in this theorem the modification set \( \{ f \neq g \} \) depends on the initial function. In the next theorem of Menshov, the initial function is modified on a given everywhere dense open set, but the resulting Fourier series is almost everywhere convergent instead of uniformly convergent.

**Theorem B** (Menshov [15]) *Let* \( f \in L^1(\mathbb{T}) \) *and* \( G \subset \mathbb{T} \) *be an everywhere dense open set. Then there is a function* \( g \in L^1(\mathbb{T}) \) *with an a.e. convergent Fourier series such that* \( \{ g(x) \neq f(x) \} \subset G \).

An elegant proof of Theorem A was given by Olevskii in [16], where one can also find a nice review of some other related results. Extensions of Theorem A for Walsh and other multiplicative systems were proved in the papers [2,10,13]. The papers [11] and [12] consider the analogue of Theorem A for trigonometric and general orthonormal matrices.

It is well known that one cannot claim \( L^1 \)-norm convergence in Theorem B instead of a.e. convergence. Nevertheless, Grigoryan [5] proved the existence of an open set \( G \) of small measure serving as a correction set for \( L^1 \)-convergence of Fourier series. Namely:

**Theorem C** (Grigoryan [5]) *For any* \( \varepsilon > 0 \) *there exists an open set* \( G_\varepsilon \subset (\mathbb{T}) \) *with* \( |G_\varepsilon| < \varepsilon \) *such that for any* \( f \in L^1(\mathbb{T}) \) *one can find a function* \( g \in L^1(\mathbb{T}) \) *whose Fourier series converges in* \( L^1 \)-norm *and* \( \{ g(x) \neq f(x) \} \subset G_\varepsilon \).

Note that the full statement of this theorem in [5] provides also some control on the Fourier coefficients of the resulting function \( g \). Grigoryan [6] extended the result of Theorem C for complete orthonormal systems of bounded functions. The following result of Grigoryan–Navasardyan is a version of Theorem C for Walsh systems.

**Theorem D** (Grigoryan and Navasardyan [9]) *For any* \( \varepsilon > 0 \) *there exists an open set* \( G_\varepsilon \subset [0, 1] \) *with* \( |G_\varepsilon| < \varepsilon \) *such that for any* \( f \in L^1[0, 1] \) *one can find a function* \( g \in L^1[0, 1] \) *whose Walsh–Fourier series converges in* \( L^1 \)-norm, \( \{ g(x) \neq f(x) \} \subset G_\varepsilon \), *and the sequence of absolute values of the Fourier-Walsh coefficients of* \( g \) *is decreasing.*

A likewise problem for almost everywhere convergence with a weaker monotonicity condition on the Fourier coefficients was considered in [7] (see also [4]). That is:

**Theorem E** (Grigoryan [7]) *For any* \( \varepsilon > 0 \) *there exists an open set* \( G_\varepsilon \subset [0, 1] \) *with* \( |G_\varepsilon| < \varepsilon \) *such that for any* \( f \in L^1[0, 1] \) *one can find a function* \( g \in L^1[0, 1] \) *whose Walsh–Fourier series is a.e. convergent, \( \{ g(x) \neq f(x) \} \subset G_\varepsilon \), *and the sequence of absolute values of nonzero Fourier–Walsh coefficients of* \( g \) *is decreasing.*

Grigoryan–Sargsyan [8] recently proved the analogue of Theorem E for the Vilenkin systems of bounded type.

In this paper, we consider similar problems for sequences of compact operators with additional properties that are common for the partial sum operators of Fourier series. To state the main results, we need some definitions and notation. Intervals in our definitions are the intervals of the form \( [a, b) \subset [0, 1) \). A set \( G \subset [0, 1) \) is said to be a finite-interval set if it is a union of a finite number of intervals. The indicator function of a set \( G \) will be denoted by \( I_G \).
**Definition 1** A sequence of functions \( f_n \in L^1(0, 1) \) is said to be weakly convergent to a function \( f \in L^1(0, 1) \) if

\[
\lim_{n \to \infty} \int_0^1 f_n g = \int_0^1 f g
\]

for any \( g \in L^\infty(0, 1) \). We denote this relation by \( f_n \overset{w}{\to} f \).

**Definition 2** A bounded linear operator \( U : L^1(0, 1) \to L^1(0, 1) \) is said to be compact if \( \|U(f_n) - U(f)\|_1 \to 0 \) whenever \( f_n \overset{w}{\to} f \).

**Definition 3** A countable family \( I \) of intervals is said to be a basis if

1) \([0, 1) \in I,
2) \text{ for any } \Delta = [a, b) \in I, \text{ there are infinitely many integers } l > 0 \text{ such that } [a + |\Delta|(j - 1)/l, a + |\Delta|j/l) \in I, \ j = 1, 2, \ldots, l.

For a sequence of bounded linear operators

\[
U_n : L^1(0, 1) \to L^\infty(0, 1), \ n = 1, 2, \ldots,
\]

we write

\[
U^* f(x) = \sup_n |U_n f(x)|.
\]

We shall consider operator sequences (1.1) satisfying the following properties, where \( 1 < p < \infty \):

(A) each \( U_n \) is a compact operator,
(B) \( \|U_n(f) - f\|_p \to 0 \) as \( n \to \infty \) for every \( f \in L^p \),
(C) \( U_n(I_G) \) converges almost everywhere for any interval \( G \),
(D) for any \( 0 < \varepsilon < 1 \), there is a sequence of finite-interval sets \( G_l = G_l(\varepsilon) \subset [0, 1) \), \( l = 1, 2, \ldots \), such that

\[
\alpha \varepsilon \leq |G_l| \leq \varepsilon,
\]

\[
|G_l|^{-1} \cdot I_{|G_l|} \overset{w}{\to} I_{[0,1)} \text{ as } l \to \infty,
\]

and there is a basis \( J \) such that for any \( \Delta \in J \) and \( \lambda > 0 \), we have

\[
\lambda \cdot |\{U^*(I_{G_l \cap \Delta}) > \lambda\}| \leq \beta \cdot |G_l \cap \Delta|, \ l = 1, 2, \ldots,
\]

where \( 0 < \alpha < 1, \beta > 0 \) are constants depending only on \( U_n \).

**Theorem 1** Let an operator sequence \( U_n : L^1(0, 1) \to L^\infty(0, 1) \) satisfy the properties (A), (B) and \( \varepsilon > 0 \). Then there is an open set \( G_{\varepsilon} \subset (0, 1) \) such that \( |G_{\varepsilon}| < \varepsilon \) and for
every function \( f \in L^1(0, 1) \) one can find a \( g \in L^1(0, 1) \) with \( \{ f(x) \neq g(x) \} \subset G \) and satisfying

\[
\| U_n g - g \|_1 \to 0.
\]

If \( U_n \) satisfies also conditions (C) and (D), then we will additionally have

\[
U_n g(x) \to g(x) \text{ almost everywhere.}
\]

A slight change in the statement of property (D) allows us to prove the full analogue of Menshov’s Theorem B for sequences of compact operators. So in the next theorem instead of property (D) we shall suppose that

(D*) for every \( 0 < \varepsilon < 1 \) and everywhere dense open set \( U \) there is a sequence of finite-interval sets \( G_l \subset U, \ l = 1, 2, \ldots \), such that \( |G_l| \leq \varepsilon \) and relations (1.3) and (1.4) hold.

**Theorem 2** Let an operator sequence \( U_n : L^1(0, 1) \to L^\infty(0, 1) \) satisfy the properties (A), (B), (C), and (D*) and \( U \subset [0, 1) \) be an everywhere dense open set. Then for every \( f \in L^1(0, 1) \), there is a function \( g \in L^1(0, 1) \) such that \( g(x) = f(x), \ x \in G \), and

\[
U_n g(x) \to g(x) \text{ almost everywhere.}
\]

**Corollary 1** Let \( f \in L^1[0, 1] \) and \( G \subset [0, 1] \) be an everywhere dense open set. Then there is a function \( g \in L^1[0, 1] \) whose Fourier series with respect to a Walsh system (in a given bounded type Vilenkin system) converges a.e. and \( \{ g(x) \neq f(x) \} \subset G \).

**Corollary 2** Let \( \{ \phi_n \in L^\infty(0, 1) : n = 1, 2, \ldots \} \) be a basis in \( L^p(0, 1) \), \( 1 < p < \infty \), and \( \varepsilon > 0 \). Then there exists an open set \( G \subset (0, 1) \) with \( |G| < \varepsilon \) such that for any \( f \in L^1(0, 1) \) one can find a function \( g \in L^1(0, 1) \), whose Fourier series in \( \{ \phi_n \} \) converges in \( L^1 \)-norm and \( \{ g(x) \neq f(x) \} \subset G \).

It is well known that the partial sum operators of Fourier series in classical orthogonal systems satisfy the properties (A), (B) and (C), while the weak-\( L^1 \)-condition (1.4) is more delicate. We will see in the last section that properties (D) and (D*) are satisfied for trigonometric, Walsh and for the bounded type Vilenkin systems. The proof of those properties are based on the corresponding propositions (Propositions 1, 3) showing weak type estimates for the maximal partial sum operators of indicator functions of “uniformly distributed” finite-interval sets. These results are interesting in themselves. The trigonometric case is more delicate. These propositions clarify the main ingredient, which is important in the study of such “correction” theorems.

Hence, Corollary 1 immediately follows from the combination of Theorem 2 and Proposition 4. Likewise, the combination of Theorem 2 and Proposition 2 implies Menshov’s Theorem B.

As for Corollary 2, which is the extension of the analogous theorem for complete orthonormal systems from [6], it immediately follows from Theorem 1.
Finally, note that Theorem 1 partially implies Theorems C, D, and E as well as some other results of papers [4,6,8], without claiming the monotonicity conditions of the Fourier coefficients.

2 Proof of Theorems

Before stating the main lemma, we will need the following:

Remark 1 An example of sets $G_l(\varepsilon)$ satisfying (1.2) and (1.3) is very simple. One can choose

$$G_l(\varepsilon) = \bigcup_{k=0}^{l-1} \left[ \frac{k}{l}, \frac{k+\varepsilon}{l} \right).$$  \hfill (2.1)

Remark 2 If the operators $U_n$ satisfy properties (A) and (C) and the sequence of finite interval sets $G_n$ satisfy (1.3) and (1.4), then we will have the same weak type inequality (1.4) for any $G \in \mathcal{I}$. Indeed, given $\lambda > 0$, using a.e. convergence of $U_n(I_G)$, one can find an integer $m$ such that

$$\left| \left\{ \sup_{n > m} |U_n(I_G)| > \lambda \right\} \right| < \frac{|G|}{\lambda}. \hfill (2.2)$$

The compactness of $U_n$ and the weak convergence property (1.3) easily yield

$$|G_k|^{-1} \cdot |G_k \cap G| \to |G| \text{ as } k \to \infty,$$

$$\left\| U_n \left( |G_k|^{-1} \cdot I_{G_k \cap G} \right) - U_n(I_G) \right\|_1 \to 0 \text{ as } k \to \infty.$$

Thus, applying also (1.4), we get

$$\left| \left\{ \sup_{1 \leq n \leq m} |U_n(I_G)| > \lambda \right\} \right| \leq \limsup_{k \to \infty} \left\{ \sup_{1 \leq n \leq m} \left| U_n \left( \frac{I_{G_k \cap G}}{|G_k|} \right) \right| > \lambda \right\}$$

$$\leq \limsup_{k \to \infty} \left| \left\{ U^* \left( \frac{I_{G_k \cap G}}{|G_k|} \right) > \lambda \right\} \right|$$

$$\leq \limsup_{k \to \infty} \left( \frac{\beta |G_k|^{-1} |G_k \cap G|}{\lambda} \right) = \frac{\beta |G|}{\lambda}.$$

Combining (2.2) with this, we will get

$$\left| \left\{ U^*(I_G) > \lambda \right\} \right| \lesssim \frac{|G|}{\lambda}.$$

Here and throughout, the notation $a \lesssim b$ will stand for the inequality $a \leq c \cdot b$, where $c > 0$ is a constant depending only on the parameters of the operator sequence $U_n$ that
can appear in the statements of properties (A)-(D*). We shall say \( f \) is a step function if it can be written in the form

\[
 f(x) = \sum_{k=1}^{l} a_k \mathbf{I}_{\Delta_k}(x), \quad a_k \neq 0, \quad k = 1, 2, \ldots, l,
\]

(2.3)

where \( \Delta_k \) are pairwise disjoint intervals, and we say it is a \( J \)-step function if each \( \Delta_k \) is from a given basis \( J \).

**Lemma 1** Let a sequence of bounded linear operators (1.1) satisfy conditions (A) and (B). Then for any choice of numbers \( 0 < \varepsilon, \eta < 1 \) and a step function \( f(x) \), there is a step function \( g(x) \) such that

\[
 |\{g(x) \neq f(x)\}| \leq \varepsilon, \quad (2.4)
\]

\[
 \|U_n(g)\|_1 \lesssim \|g\|_1 \leq 2\|f\|_1, \quad n = 1, 2, \ldots. \quad (2.5)
\]

If in addition \( U_n \) satisfies (C) and (D) and \( f \) is a \( J \)-step function, then we will also have

\[
 t \cdot |\{U_n^*(g) > t\}| \lesssim \|f\|_1, \quad \eta < t < 1. \quad (2.6)
\]

**Proof** First we shall prove the basic part of the lemma, supposing that all conditions (A), (B), (C), and (D) hold simultaneously. Hence, let \( f(x) \) be a \( J \)-step function of the form (2.3). By the definition of \( J \), each interval from \( J \) can be split into smaller intervals from \( J \). Thus we can suppose that all \( \Delta_k \) in (2.3) satisfy

\[
 \Delta_k \in J, \quad |\Delta_k| < \delta, \quad k = 1, 2, \ldots, l,
\]

(2.7)

where \( \delta > 0 \) can be arbitrarily small. Choose a sequence of finite-interval sets \( G_m \) satisfying the conditions of property (D) corresponding to a number \( \varepsilon/2 \). Using weak convergence property (1.3), we have \( |G_m \cap \Delta_k|/|G_m| \to |\Delta_k| \) for any \( k = 1, 2, \ldots, l \). Thus, applying (1.2), one can check that the sets \( G_m^{(k)} = G_m \cap \Delta_k \) can satisfy the inequalities

\[
 \frac{\alpha \varepsilon}{4} |\Delta_k| \leq |G_m^{(k)}| \leq \varepsilon |\Delta_k|, \quad m > m_0,
\]

(2.8)

and we have

\[
 \lambda_m^{(k)}(x) = a_k \left( \mathbf{I}_{\Delta_k}(x) - \frac{|\Delta_k| \cdot \mathbf{I}_{G_m^{(k)}}(x)}{|G_m^{(k)}|} \right) \overset{w}{\to} 0 \text{ as } m \to \infty \quad (2.9)
\]

for any fixed \( k \), where \( a_k \) are the coefficients from (2.3). Applying (2.7) and the lower bound in (2.8), one can easily check that \( \|\lambda_m^{(k)}\|_p \lesssim \max |a_k| \cdot (\delta/\varepsilon^{p-1})^{1/p} \) and so we can fix a smaller enough \( \delta \) in (2.7) to ensure

\[
 \|\lambda_m^{(k)}\|_p \leq \|f\|_1, \quad k, m = 1, 2, \ldots. \quad (2.10)
\]
Using (1.4) and the remark before the lemma, we conclude
\[
|\{ U^*(\lambda_m^{(k)}) > \lambda \} | \leq |\{ U^*(a_k I_{G_m^{(k)}}) > \lambda / 2 \} | \\
+ \left| \left\{ U^* \left( \frac{a_k |\Delta k|}{|G_m^{(k)}|} \right) > \lambda / 2 \right\} \right| \\
\lesssim \frac{|a_k||\Delta k|}{\lambda} + \frac{|a_k||\Delta k||G_m^{(k)}|}{\lambda |G_m^{(k)}|} \lesssim \frac{|a_k||\Delta k|}{\lambda}.
\] (2.11)

For any number \( \xi > 0 \), one can inductively construct integers \( 1 \leq N_1 < \cdots < N_l \) and \( 1 \leq m_1 < m_2 < \cdots < m_l \) such that
\[
\left\| U_n \left( \lambda_{m_j}^{(j)} \right) - \lambda_{m_j}^{(j)} \right\|_1 < \xi, \quad n \geq N_j, \quad 1 \leq j \leq l,
\] (2.12)
\[
\left\{ \sup_{m \geq N_j} | U_m \left( \lambda_{m_j}^{(j)} \right) - \lambda_{m_j}^{(j)} | > \frac{\eta}{4l} \right\} < \xi, \quad 1 \leq j \leq l,
\] (2.13)
\[
\left\| U_n \left( \lambda_{m_j}^{(j)} \right) \right\|_1 < \frac{\xi}{N_j - 1}, \quad n \leq N_{j-1}, \quad 2 \leq j \leq l,
\] (2.14)

and those are constructed in the order \( m_1, N_1, m_2, N_2, \ldots, m_l, N_l \). For (2.12) the property (B) is used, while (2.13) follows from a.e. convergence property (C). The inequality (2.14) is based on the compactness of operators \( U_n \) combined with (2.9).

We define the desired function by
\[
g(x) = \sum_{j=1}^l \lambda_{m_j}^{(j)}(x),
\]
choosing \( \xi \) to be a small enough number. From (2.8) and (2.9), we immediately get
\[
\|g\|_1 \leq 2\|f\|_1, \quad |\{ g(x) \neq f(x) \}| = \sum_{j=1}^l |G_m^{(j)}| \leq \varepsilon.
\] (2.15)

For our further convenience, we set \( N_0 = 0, N_{l+1} = \infty, \lambda_{m_{l+1}}^{(l+1)} \equiv 0 \), and assume \( \sum_{a=b}^b = 0 \) whenever \( a > b \). Applying the Banach–Steinhaus theorem, from property (B) we get \( \|U_n\|_{L^p \to L^p} \leq M \) and so by (2.10),
\[
\left\| U_n \left( \lambda_{m_j}^{(j)} \right) \right\|_1 \leq \left\| U_n \left( \lambda_{m_j}^{(j)} \right) \right\|_p \leq M \|\lambda_{m_j}^{(j)}\|_p \lesssim \|f\|_1.
\] (2.16)

Then, using also (2.12), (2.14), and (2.15), for
\[
N_{k-1} < n \leq N_k, \quad k = 1, 2, \ldots, l + 1
\] (2.17)
and for a small enough $\xi$ ($\xi < \|f\|_1/l$), we conclude

$$\|U_n(g)\|_1 \leq \sum_{j=1}^{k-1} \left| U_n\left(\lambda_{m_j}^{(j)}\right) \right| + \sum_{j=k}^{l} \left| U_n\left(\lambda_{m_j}^{(j)}\right) \right|$$

$$\leq \sum_{j=1}^{k-1} \lambda_{m_j}^{(j)} + \sum_{j=1}^{k-1} \left| U_n\left(\lambda_{m_j}^{(j)}\right) - \lambda_{m_j}^{(j)}\right| + \sum_{j=k+1}^{l} \left| U_n\left(\lambda_{m_j}^{(j)}\right) \right|$$

$$\leq \|g\|_1 + l\xi + \frac{l\xi}{N_k} + \|f\|_1 \leq 4\|f\|_1,$$

(2.18)

which implies (2.5). To prove (2.6) we let $n$ be an arbitrary positive integer and let it satisfy (2.17). We have

$$|U_n(g)| \leq \sum_{j=1}^{l} \left| U_n\left(\lambda_{m_j}^{(j)}\right) \right|$$

$$\leq \sum_{j=1}^{k-1} \left| \lambda_{m_j}^{(j)} \right| + \sum_{j=1}^{k-1} \left| U_n\left(\lambda_{m_j}^{(j)}\right) - \lambda_{m_j}^{(j)}\right| + \sum_{j=k+1}^{l} \left| U_n\left(\lambda_{m_j}^{(j)}\right) \right|$$

$$\leq \|g\|_1 + \sum_{j=1}^{l} \sup_{m \geq N_j} \left| U_m(\lambda_{m_j}^{(j)}) - \lambda_{m_j}^{(j)}\right|$$

$$+ \sum_{s=1}^{l-1} \sum_{j=s+1}^{l} \sum_{m=N_{s-1}+1}^{N_s} \left| U_m(\lambda_{m_j}^{(j)}) \right| + \sup_{1 \leq j \leq l} U^*(\lambda_{m_j}^{(j)})$$

$$= A_1 + A_2 + A_3 + A_4.$$

Observe that each of the functions $A_i$, $i = 1, 2, 3, 4$, is independent of $n$, and so we can write

$$U^*g(x) \leq A_1(x) + A_2(x) + A_3(x) + A_4(x).$$

(2.19)

For $A_1 = \|g\|$, we write Chebyshev’s inequality

$$\left| \{x \in (0, 1) : A_1(x) > t/4\} \right| \leq \frac{\|g\|_1}{t} \leq \frac{2\|f\|_1}{t}, \quad t > 0.$$

(2.20)
Then, applying (2.13), for $t > \eta$ and a small enough $\xi$ ($\xi < \|f\|_1/l$), we get

$$
|\{x \in (0, 1) : A_2(x) > t/4\}| \leq |\{x \in (0, 1) : A_2(x) > \eta/4\}|
\leq l \cdot \xi \leq \|f\|_1, \quad t > \eta.
$$

(2.21)

From (2.14) with $\xi < \|f\|_1/l^2$, it follows that

$$
\|A_3\|_1 \leq l^2 \cdot (N_s - N_{s-1}) \cdot \frac{\xi}{N_s} \leq \|f\|_1,
$$

and then, again writing Chebyshev’s inequality, we will get

$$
|\{x \in (0, 1) : A_3(x) > t/4\}| \lesssim \frac{\|f\|_1}{t}, \quad t > 0.
$$

(2.22)

Applying (2.11) we obtain

$$
|\{A_4(x) > t/4\}| \leq \sum_{j=1}^{l} |\{U^* (\lambda^{(j)}_{m_j}) > t/4\}|
\lesssim \sum_{j=1}^{l} \frac{|a_j| |\Delta_j|}{t} = \frac{\|f\|_1}{t}.
$$

(2.23)

Combining (2.19), (2.20), (2.21), (2.22), and (2.23), we obtain (2.6), which completes the proof of the basic part of the lemma.

Now suppose that only properties (A) and (B) hold and $f$ is an arbitrary step function. So the lemma claims to find a function $g$ satisfying (2.4) and (2.5). To do it we need to review once again the proof of the basic part of the lemma with slight changes described below. As before, we shall consider the step function (2.3), where $\Delta_k, k = 1, 2, \ldots, l$ are arbitrary intervals satisfying (2.7) for small enough $\delta$, but the sets $G_m^{(k)}$ should be defined differently, that is

$$
G_m^{(k)} = G_m(\varepsilon) \cap \Delta_k,
$$

where $G_m(\varepsilon)$ is the set defined in (2.1). This gives a slight change in the definition of the function $g$, but $g$ will still satisfy (2.4) and (2.5). To proceed with the proof, one needs to omit inequalities (2.11) and (2.13) obtained from conditions (C) and (D) and neglect the part of the proof concerning the bound (2.6). \hfill \Box

**Proof of Theorem 1** Let $f_k(x), k = 1, 2, \ldots$, be a sequence of step functions that is everywhere dense in $L^1(0, 1)$. In the case of extra conditions of the theorem, we take $f_k$ to be a $J$-step function, where $J$ is the basis from the statement of condition (D). Existence of a such a sequence follows from the properties of basis $J$. Applying the lemma for $\varepsilon_k = \varepsilon \cdot 2^{-k}$ and $\eta_k = 4^{-k}$, we find a sequence of step functions $g_k(x)$ and sets $E_k \subset (0, 1)$ such that

$$
\varepsilon \cdot 2^{-k} \cdot \|f_k\|_1 \leq \|g_k\|_1.
$$

(2.24)
\[ \| \{ f_k(x) \neq g_k(x) \} \| < \varepsilon \cdot 2^{-k}, \quad (2.24) \]
\[ \| U_n g_k \|_1 \lesssim \| g_k \|_1 \lesssim \| f_k \|_1, \quad n = 1, 2, \ldots, \quad (2.25) \]
\[ \| \{ U^* g_k(x) > t \} \| \lesssim \frac{\| f_k \|_1}{t}, \quad t > 4^{-k}, \quad (2.26) \]

where the last inequality holds in the case of extra conditions, and it will only be used in the proof of a.e. convergence. Using (2.24), we can fix an open set \( G \) such that \( |G| < \varepsilon \) and

\[ \bigcup_{k \geq 1} \{ f_k(x) \neq g_k(x) \} \subset G. \quad (2.27) \]

We claim that \( G \) is the desired set that establishes the theorem. Let \( f \in L^1(0, 1) \) be an arbitrary function. We may suppose that \( \| f \|_1 = 1 \). One can see that there exists a subsequence \( f_{n_k} \) such that

\[ \left\| \sum_{k=1}^{n} f_{n_k} - f \right\|_1 \to 0, \]
\[ \| f_{n_k} \|_1 \lesssim 4^{-k}, \quad k = 1, 2, \ldots. \quad (2.28) \]

Set

\[ g = \sum_{k=1}^{\infty} g_{n_k}. \quad (2.29) \]

From (2.25) and (2.28), it follows that

\[ \| g_{n_k} \|_1 \lesssim \| f_{n_k} \|_1 \lesssim 4^{-k}, \quad (2.30) \]

and so the series (2.29) converges in \( L^1 \). By (2.27) we have \( \{ f(x) \neq g(x) \} \subset G \). Since \( U_n \) is a bounded operator on \( L^1 \), we have \( U_n(g) = \sum_{k=1}^{\infty} U_n(g_{n_k}) \) in the sense of \( L^1 \)-convergence. Given \( \delta > 0 \), we can fix an integer \( l \) such that \( 4^{-l} < \delta \). Then, by (2.25) we will have

\[ \sum_{k=l+1}^{\infty} \| U_n(g_{n_k}) \|_1 \lesssim \sum_{k=l+1}^{\infty} \| g_{n_k} \|_1 \lesssim \delta. \quad (2.31) \]

On the other hand, applying property (B), for a bigger enough integer \( n_0 \), we obtain

\[ \sum_{k=1}^{l} \| U_n(g_{n_k}) - g_{n_k} \|_1 \leq \sum_{k=1}^{l} \| U_n(g_{n_k}) - g_{n_k} \|_p \leq \delta, \quad n \geq n_0. \quad (2.32) \]
Hence, from (2.30) and (2.31) for \( n \geq n_0 \) we get
\[
\|U_n(g) - g\|_1 \leq \sum_{k=1}^{l} \|U_n(g_{nk}) - g_{nk}\|_1 + \sum_{k=l+1}^{\infty} (\|U_n(g_{nk})\|_1 + \|g_{nk}\|_1) \lesssim \delta,
\]
(2.33)
which implies \( L^1 \) convergence of \( U_n(g) \) to \( g \). To prove a.e. convergence, first note that from property (C) it follows that
\[
\lim_{n \to \infty} U_n \left( \sum_{k=1}^{m} g_{nk} \right) = \sum_{k=1}^{m} g_{nk} \text{ a.e.}
\]
(2.34)
for any fixed \( m \). Given numbers \( \lambda > 0 \), set \( t_k = \lambda \cdot 2^{-k-1} \) and choose \( m \) satisfying the conditions
\[
2^{-m} < \lambda^2 \text{ and } t_k \geq 4^{-n_k} = \eta_{nk}, \quad k > m.
\]
In the case of extra conditions (C) and (D), applying (2.26),(2.28), (2.30) and (2.34), we obtain
\[
\left\| \limsup_{n \to \infty} |U_n(g) - g| > \lambda \right\| \leq \left\| \limsup_{n \to \infty} \left| U_n \left( \sum_{k=m+1}^{\infty} g_{nk} \right) - \sum_{k=m+1}^{\infty} g_{nk} \right| > \lambda \right\|
\leq \left\| \sum_{k=m+1}^{\infty} U^\ast (g_{nk}) > \lambda/2 \right\| + \left\| \sum_{k=m+1}^{\infty} |g_{nk}| > \lambda/2 \right\|
\leq \sum_{k=m+1}^{\infty} \left\| \left\{ U^\ast (g_{nk}) > t_k \right\} \right\| + \frac{2}{\lambda} \sum_{k=m+1}^{\infty} \| g_{nk} \|_1
\lesssim \frac{1}{\lambda} \sum_{k=m+1}^{\infty} 2^k \cdot \| f_{nk} \|_1 + \lambda
\lesssim \lambda.
\]
Since \( \lambda > 0 \) can be chosen to be arbitrarily small, this immediately implies a.e. convergence of \( U_n(g) \) and completes the proof of the theorem. \qed

The proof of Theorem 2 is based on the following lemma, analogous to Lemma 1. Instead of hypothesis (D), Lemma 2 uses (D*) and claims the same properties as Lemma 1 except the inequality \( \|U_n(g)\|_1 \lesssim \|g\|_1 \).
Lemma 2 Let $U \subset [0, 1)$ be an everywhere dense open set, and let a sequence of bounded linear operators (1.1) satisfy conditions (A), (B), (C), and (D*). Then for any number $0 < \eta < 1$ and a $3$-step function $f(x)$, there is a step function $g(x)$ such that

$$\{g(x) \neq f(x)\} \subset U,$$

$$\|g\|_1 \leq 2\|f\|_1, \quad n = 1, 2, \ldots,$$

$$t \cdot |\{U^*(g) > t\}| \lesssim \|f\|_1, \quad \eta < t < 1.$$  \hspace{1cm} (2.35)

Proof The proof of this lemma is a literal repetition of the proof of Lemma 1 with slight changes. Namely, the sets $G_m$ and so $G_m(k)$ should be chosen from a given open set $U$, according to property (D*) instead of (D). So in (2.8) we will have only an upper bound for the measures of $G_m(k)$, but instead we will have (2.35). Hence the inequalities (2.10), (2.16), and finally (2.18) will fail; that is why the bound $\|U_n(g)\|_1 \lesssim \|g\|_1$ is missing in Lemma 2. None of the mentioned inequalities used in the proofs of the other relations of Lemma 1 are the same as in Lemma 2. With this we can finish the proof of Lemma 2. \hfill \square

Proof of Theorem 2 The proof of Theorem 2 is based on Lemma 2 and reflected in the proof of Theorem 1. Indeed, instead of (2.24) we will have the condition $\{g_k(x) \neq f_k(x)\} \subset U$, which will imply $\{g(x) \neq f(x)\} \subset U$. Besides, the lack of condition $\|U_n\|_1 \lesssim \|g\|_1$ in Lemma 2 will only affect the $L^1$-convergence property of operators. Namely, we will not have the inequalities (2.31), (2.32), and (2.33), but they are not needed in the proof of a.e. convergence. So the Theorem 2 follows. \hfill \square

3 Weak Type Estimates and Fourier Series

3.1 Trigonometric System

We shall consider the trigonometric system $\{e^{2\pi inx}\}$ on $[0, 1)$. Denote by $S_n(x, f)$ the partial sums of Fourier series of a function $f$, and let

$$S^*(x, f) = \sup_{n \geq 0} |S_n(x, f)|.$$

For an interval $\Delta = [a, b) \subset [0, 1)$ and an integer $l$, define the partition

$$\Delta_k = [a + (k - 1)d, a + kd), \quad d = \frac{b - a}{l} \quad k = 1, 2, \ldots, l.$$

Set $\delta_k = [t_k - d\varepsilon/2, t_k + d\varepsilon/2)$, where $t_k = a + (2k - 1)d/2$ is the center of $\Delta_k$ and $0 < \varepsilon < 1$, and write

$$G_l = G_l(\Delta, \varepsilon) = \bigcup_{k=1}^l \delta_k.$$  \hspace{1cm} (3.1)

Springer
The following proposition shows a weak-$L^1$ inequality for the indicator functions of such sets deriving (D) and (D*) conditions for the partial sum operators of trigonometric Fourier series.

**Proposition 1** There is an absolute constant $c > 0$ such that for any set $G = G_t(\Delta, \varepsilon)$ of the form (3.1), the inequality

$$|\{S^*(x, I_G) > \lambda\}| \leq c \cdot \frac{|G|}{\lambda}, \quad \lambda > 0,$$

(3.2)

holds.

**Proof of Proposition 1** We shall use the well-known formula

$$S_n(x, f) = \int_0^1 \frac{\sin 2\pi n(x - t)}{x - t} f(t) dt + O(\|f\|_1),$$

(3.3)

where the integral (that is the modified partial sum) will be denoted by $\tilde{S}_n(x, f)$. We also set

$$\tilde{S}^*(f, x) = \sup_{n \geq 1} |\tilde{S}_n(x, f)|.$$

Using (3.3), one can observe that it is enough to prove (3.2) for $\tilde{S}^*$ instead of $S^*$. First let us show (3.2) when $G$ consists of a single interval $\delta = [\alpha, \beta)$. If $x \in \mathbb{T} \setminus \bar{\delta}$, then we have

$$|\tilde{S}_n(x, I_\delta)| \lesssim \int_\alpha^\beta \frac{dt}{|x - t|} = \ln \left(1 + \frac{|\delta|}{\text{dist}(x, \delta)}\right) < \frac{|\delta|}{\text{dist}(x, \delta)}, \quad x \in \mathbb{T} \setminus \bar{\delta}. \quad (3.4)$$

From the uniform boundedness of the integrals $\int_0^b \frac{\sin at}{t} dt$, $a > 0$, we can conclude

$$|\tilde{S}_n(x, I_\delta)| \leq c, \quad x \in \delta, \quad (3.5)$$

where $c > 0$ is an absolute constant. If $\lambda > c$, then from (3.4) and (3.5) we obtain

$$|\{x \in \mathbb{T} : \tilde{S}^*(x, I_\delta) > \lambda\}| = |\{x \in \mathbb{T} \setminus \delta : \tilde{S}^*(x, I_\delta) > \lambda\}| \leq \left| \left\{ x \in \mathbb{T} \setminus \delta : \frac{|\delta|}{\text{dist}(x, \delta)} > \lambda \right\} \right| = \frac{2|\delta|}{\lambda}.$$

If $0 < \lambda \leq c$, then we have

$$|\{x \in \mathbb{T} : \tilde{S}^*(x, I_\delta) > \lambda\}| \leq |\delta| + |\{x \in \mathbb{T} \setminus \delta : \tilde{S}^*(x, I_\delta) > \lambda\}| \leq \frac{(2 + c)|\delta|}{\lambda}. \quad (3.6)$$
which completes the proof of (3.2) in the single interval case. Now take an arbitrary set $G$ of the form (3.1). Without loss of generality, we can suppose $\varepsilon < 1/3$. Using the structure of $G$, one can easily check that for $x \in \mathbb{T} \setminus \bar{\Delta}$, we have

$$|\tilde{S}_n(x, I_G)| \lesssim \int_{G} \frac{dt}{|x - t|} \lesssim \varepsilon \int_{\text{dist}(x, \Delta) + |\Delta|} \frac{dt}{|x - t|} \leq \frac{\varepsilon |\Delta|}{\text{dist}(x, \Delta)} = \frac{|G|}{\text{dist}(x, \Delta)}.$$

Thus we get

$$|\{x \in \mathbb{T} \setminus \Delta : \tilde{S}^*(x, I_G) > \lambda\}|$$

$$\lesssim \left| \left\{ x \in \mathbb{T} \setminus \Delta : \text{dist}(x, \Delta) < \frac{|G|}{\lambda} \right\} \right| \lesssim \frac{|G|}{\lambda}. \quad (3.6)$$

If $x \in \Delta$, then we have $x \in \Delta_k(x)$ for some $k(x)$. We set $L = \{1, 2, \ldots, l\}$. Splitting the partial sum integral, we write

$$\tilde{S}_n(x, I_G) = \int_{\delta_{k(x)}} \frac{\sin 2\pi n(x - t)}{x - t} dt + \sum_{j \in L : j \neq k(x)} \int_{\delta_j} \frac{\sin 2\pi n(x - t)}{x - t} dt$$

$$= u_n(x) + v_n(x). \quad (3.7)$$

Applying the inequality in the single interval case, we get

$$|\{x \in \Delta : \sup_n |u_n(x)| > \lambda\}| = \sum_{k=1}^{l} |\{x \in \Delta_k : \sup_n |u_n(x)| > \lambda\}|$$

$$= \sum_{k=1}^{l} |\{x \in \Delta_k : \tilde{S}^*(x, I_{\delta_k}) > \lambda\}|$$

$$\lesssim \frac{l \varepsilon d}{\lambda} = \frac{|G|}{\lambda}. \quad (3.8)$$

For the function $v_n$, we have

$$|v_n(x)| \leq \left| \sum_{j \in L : j \neq k(x)} \int_{\delta_j} \frac{e^{2\pi in(x - t)}}{x - t} dt \right| = \left| \sum_{j \in L : j \neq k(x)} \int_{\delta_j} \frac{e^{-2\pi in(t + tj)}}{x - t - tj} dt \right|$$

$$= \int_{-\varepsilon d/2}^{\varepsilon d/2} \sum_{j \in L : j \neq k(x)} \frac{e^{-2\pi in(t + tj)}}{x - t - tj} dt. \quad (3.9)$$
If \( t \in [-\varepsilon d/2, \varepsilon d/2] \), then
\[
\sum_{j \in L: j \neq k(x)} \left| \frac{1}{x - t - t_j} - \frac{1}{t_k(x) - t_j} \right| \lesssim \sum_{j \in L: j \neq k(x)} \frac{d}{|t_k(x) - t_j|^2} \lesssim \frac{1}{d}. \tag{3.10}
\]

Further, one can write the unique decomposition \( n = \frac{m}{d} + n^* \), where \( m \) is a positive integer and \( n^* \in [-1/2d, 1/2d) \). By definition, we have \( t_j = a - d/2 + dj \), and so we get
\[
e^{-2\pi int_j} = e^{-2\pi \frac{m}{d} t_j} \cdot e^{-2\pi i \frac{m}{d} (a-d/2)} \cdot e^{-2\pi i \frac{m}{d} (a-d/2)} \cdot e^{-2\pi i n^* t_j}
\[
e^{-2\pi int_j} = e^{-2\pi i \frac{m}{d} (a-d/2)} \cdot e^{-2\pi i n^* t_j}.
\]

From this and (3.10), we obtain
\[
\left| \sum_{j \in L: j \neq k(x)} \frac{e^{-2\pi in(t+t_j)}}{x - t - t_j} \right| = \left| \sum_{j \in L: j \neq k(x)} \frac{e^{-2\pi int_j}}{x - t - t_j} \right| = \left| \sum_{j \in L: j \neq k(x)} \frac{e^{-2\pi in^* t_j}}{t_k(x) - t_j} \right| + \frac{1}{d}
\]
\[
\lesssim \left| \sum_{j \in L: 0 < |j-k(x)| \leq v(n)} \frac{e^{-2\pi in^* t_j}}{t_k(x) - t_j} \right| + \frac{1}{d}
\]
\[
\lesssim \left| \sum_{j \in L: |j-k(x)| > v(n)} \frac{e^{-2\pi in^* t_j}}{t_k(x) - t_j} \right| + \frac{1}{d}, \tag{3.11}
\]

where \( v(n) = [1/d|n^*|] \). For the estimation of the second sum, recall the well-known inequality
\[
\left| \sum_{k=0}^{m} a_k e^{ikx} \right| \leq \frac{a_1}{|\sin(x/2)|},
\]
which holds whenever \( a_1 \geq a_2 \geq \cdots \geq a_m \geq 0 \) and \( 0 < |x| \leq \pi \). So, using \( |n^*| \leq 1/2d \) under an additional condition \( |n^*| > 0 \), we get
\[
\left| \sum_{j \in L: |j-k(x)| > v(n)} \frac{e^{-2\pi in^* t_j}}{t_k(x) - t_j} \right| \leq \frac{2}{(v(n) + 1)d} \cdot \frac{1}{|\sin(\pi dn^*)|}
\]
\[
\lesssim \frac{d|n^*|}{d} \cdot \frac{1}{d|n^*|} = \frac{1}{d}. \tag{3.12}
\]
The condition $|n^*| > 0$ is not a restriction, since for a small enough $|n^*|$ in the left side of (3.12) we will have an empty sum. To estimate the first sum in (3.11), without loss of generality we can suppose that $k(x) \leq l/2$ and write

$$r = r(x, n) = \min\{k(x) - 1, v(n)\}.$$  

Observe that $\{j \in \mathbb{Z} : 0 < |j - k(x)| \leq r(x, n)\} \subset L$, and we get

$$\sum_{j \in L: 0 < |j - k(x)| \leq r(x, n)} \frac{e^{2\pi i n^*(t_k(x) - t_j)}}{t_k(x) - t_j} = \sum_{j = 1}^{r(x, n)} \left( \frac{e^{2\pi i n^*(t_k(x) - t_k(x) - j)}}{t_k(x) - t_k(x) - j} + \frac{e^{2\pi i n^*(t_k(x) - t_k(x) + j)}}{t_k(x) - t_k(x) + j} \right) = \sum_{j = 1}^{r(x, n)} \left( \frac{e^{2\pi i n^*(t_k(x) - t_k(x) - j)}}{t_k(x) - t_k(x) - j} - \frac{e^{-2\pi i n^*(t_k(x) - t_k(x) - j)}}{t_k(x) - t_k(x) - j} \right) = 2 \sum_{j = 1}^{r(x, n)} \left( \frac{\sin 2\pi n^*(t_k(x) - t_k(x) - j)}{t_k(x) - t_k(x) - j} \right) \leq r(x, n) \cdot n^* \leq v(n) \cdot n^* \leq \frac{1}{d}.$$  

Thus we obtain

$$\sum_{j \in L: 0 < |j - k(x)| \leq v(n)} \frac{e^{-2\pi i n^* t_j}}{t_k(x) - t_j} = \sum_{j \in L: 0 < |j - k(x)| \leq v(n)} \frac{e^{2\pi i n^*(t_k(x) - t_j)}}{t_k(x) - t_j} \leq \sum_{j \in L: 0 < |j - k(x)| \leq r(x, n)} \frac{e^{2\pi i n^*(t_k(x) - t_j)}}{t_k(x) - t_j} + \sum_{j \in L: r(x, n) < |j - k(x)| \leq v(n)} \frac{1}{|t_k(x) - t_j|} \leq \frac{1}{d} + \frac{1}{d} \cdot \frac{\ln \min\{v(n), l\}}{r(x, n) + 1}. \quad (3.13)$$

Note that in the case $v(n) < k(x)$, we have $r(x, n) = v(n)$, so in the last estimate we will have just $1/d$. Combining this with (3.9), (3.12), and (3.13), we obtain $|v_n(x)| \lesssim \varepsilon$. In the case $k(x) \leq v(n)$, we have $r(x, n) = k(x) - 1$, and so from (3.9) and (3.13) we get

$$|v_n(x)| \lesssim \varepsilon + \varepsilon \cdot \ln \frac{1}{r(x, n) + 1} \leq \varepsilon + \varepsilon \cdot \ln \frac{l}{k(x)} = \gamma(x), \quad (3.14)$$
and hence the inequality (3.14) holds for every \( x \in \Delta \). Thus, for \( \lambda > 2\varepsilon \) with an appropriate constant \( c > 0 \), we have

\[
|\{ x \in \Delta : \sup_n |v_n(x)| > c \cdot \lambda \}| \lesssim |\{ x \in \Delta : \gamma(x) > \lambda \}|
\]

\[
\lesssim \left| \left\{ x \in \Delta : \varepsilon \ln \frac{l}{k(x)} > \lambda/2 \right\} \right|
\]

\[
= \left| \left\{ x \in \Delta : k(x) < \frac{l}{e\lambda/2\varepsilon} \right\} \right|
\]

\[
\leq \left| \left\{ x \in \Delta : k(x) < \frac{2l\varepsilon}{\lambda} \right\} \right|
\]

\[
\lesssim \frac{2l\varepsilon}{\lambda} \cdot d
\]

\[
= \frac{2|G|}{\lambda}.
\]  

(3.15)

If \( \lambda \leq 2\varepsilon \), then we will trivially have

\[
|\{ x \in \Delta : \sup_n |v_n(x)| > c \cdot \lambda \}| \leq |\Delta| = \frac{|G|}{\varepsilon} \leq \frac{2|G|}{\lambda}.
\]  

(3.16)

Combining (3.6), (3.7), and (3.8) with the last estimates (3.15) and (3.16), we deduce (3.2).

\[\square\]

Proposition 2  The partial sum operators of trigonometric Fourier series satisfy conditions (D) and \((D^*)\).

Proof  To show condition (D), we choose \( \mathcal{J} \) to be the family of all intervals from \([0, 1)\). From Proposition 1 it follows that the set sequence \( G_l = G_l([0, 1), \varepsilon) \) (see (3.1)) satisfies condition (D). Now let \( U \) be an everywhere dense open set. Observe that for any \( l \in \mathbb{N} \) there exists a number \( \alpha \) such that \( t_k = \alpha + k/l \in U \) for each \( k = 1, 2, \ldots, l \). Since \( U \) is open, for small enough \( 0 < \delta < \varepsilon \) we will have \( G_l = \bigcup_{k=1}^l [t_k - \delta, t_k + \delta] \subset U \). One can easily check that now the sequence \( G_l \) satisfies condition \((D^*)\).  

\[\square\]

3.2 Walsh and Vilenkin Systems

Now consider the Walsh system. We shall use the integral formulas of the partial sums

\[
S_m(x, f) = \sum_{n=0}^{m-1} a_n(f) w_n(x) = \int_0^1 D_m(x \oplus t) f(t) dt,
\]

where

\[
D_m(x) = \sum_{k=1}^{m-1} w_k(x)
\]

\[\square\] Springer
is the Dirichlet kernel and $\oplus$ denotes the dyadic summation. We shall suppose that every function and set on $[0, 1)$ is 1-periodically continued. For a set $E \subset [0, 1)$ and an integer $n > 0$, we set

$$E(n) = \{x \in [0, 1) : nx \in E\}.$$

The following properties of the Dirichlet kernel are well known (see [3]):

$$D_{2^n}(x) = \begin{cases} 2^n & \text{if } x \in \Delta_1^{(n)} = [0, 2^{-n}), \\ 0 & \text{if } x \in [0, 1) \setminus \Delta_1^{(n)}, \end{cases}$$

$$|D_m(x \oplus y)| \leq \frac{1}{|x - y|}, \quad x, y \in [0, 1).$$

(3.17)

(3.18)

Let $\phi(x)$ be the function $1/x$ on $[0, 1)$ periodically continued. Then, from (3.18) (with $y = 0$), it immediately follows that

$$|D_m(2^n x)| \leq \phi(2^n x), \quad x \in [0, 1), \quad m = 1, 2, \ldots.$$ 

(3.19)

We shall consider the dyadic intervals

$$\Delta_k^{(n)} = \left[\frac{k - 1}{2^n}, \frac{k}{2^n}\right), \quad 1 \leq k \leq 2^n, \quad n = 0, 1, 2, \ldots.$$

Given $\Delta = \Delta_k^{(n)}$ and integers $r > 0$ and $1 \leq t \leq 2^r$, define the sequence

$$G_l(\Delta, r, t) = \Delta \cap (\Delta_l^{(r)} (2^t)), \quad l = 1, 2, \ldots.$$ 

(3.20)

The following statement is the analogue of Proposition 1 for Walsh systems.

**Proposition 3** There is an absolute constant $c > 0$ such that for any set $G = G_l(\Delta, r, t)$ of the form (3.20), the inequality

$$|\{S^n(x, I_G) > \lambda\}| \leq c \cdot \frac{|G|}{\lambda}, \quad \lambda > 0,$$

(3.21)

holds.

**Proof** First observe that $\Delta_l^{(r)} (2^t)$ consists of $2^l$ component dyadic intervals. Moreover, in each $\Delta_l^{(j)}$, $j = 1, 2, \ldots, 2^l$, there is only one such interval. So in the case $n > l$, the sets $G_l(\Delta, r, t)$ may either be empty or consist of a single dyadic interval. In the first case, the inequality (3.21) is trivial. If $G$ is a dyadic interval, say $\Delta_l^{(m)}$, then

$$S_k(x, I_G) = \begin{cases} I_G(x) & \text{if } k \geq 2^m, \\ 2^{-m} D_k \left(x \oplus \frac{j-1}{2^m}\right) & \text{if } k < 2^m. \end{cases}$$
So, according to (3.18) we will have $|S^*(x, I_G)| \leq 2^{-m} \cdot |x - (j - 1)/2^m|^{-1}$; then

$$ |\{S^*(x, I_G) > \lambda\}| \leq \{ |x - (j - 1)/2^m| < \frac{1}{2^m \lambda} \} \leq \frac{2}{2^m \lambda} = \frac{2|G|}{\lambda}, $$

which immediately implies (3.21).

Hence, we can consider the case $l \geq n$. Without loss of generality we can suppose that $t = 1$ in the definition of the set $G$. Using (3.20) and (3.17), one can easily check that

$$ 2^{-n} D_{2^n} \left( x \oplus \frac{k - 1}{2^n} \right) = I_\Delta(x), $$

and then

$$ I_G(x) = 2^{-n-r} D_{2^r} \left( 2^l \cdot x \right) \cdot D_{2^n} \left( x \oplus \frac{k - 1}{2^n} \right). $$

Using multiplicative properties of Walsh functions, we get

\begin{align*}
D_{2^r} \left( 2^l \cdot x \right) &= \sum_{j=0}^{2^r-1} w_j \left( 2^l \cdot x \right) = \sum_{j=0}^{2^r-1} w_{j \cdot 2^i} (x), \\
D_{2^n} \left( x \oplus \frac{k - 1}{2^n} \right) &= \sum_{i=0}^{2^n-1} w_i \left( x \oplus \frac{k - 1}{2^n} \right) = \sum_{i=0}^{2^n-1} w_i \left( \frac{k - 1}{2^n} \right) \cdot w_j (x).
\end{align*}

Thus we get

$$ I_G(x) = 2^{-n-r} \sum_{j=0}^{2^r-1} \sum_{i=0}^{2^n-1} w_i \left( \frac{k - 1}{2^n} \right) w_{j \cdot 2^i} (x). \quad (3.22) $$

For the spectrums of Walsh polynomials from (3.22), we have

\begin{align*}
\text{spec} \left( \sum_{i=0}^{2^n-1} w_i \left( \frac{k - 1}{2^n} \right) w_{j \cdot 2^i} (x) \right) \\
= \{ j \cdot 2^l, j \cdot 2^l + 1, \ldots, j \cdot 2^l + 2^n - 1 \},
\end{align*}

and so they are increasing with respect to $j$, since we have $l \geq n$. So for a given integer $m$, each of those spectrums is either wholly or partially included in $[0, m]$. Moreover, at most one of them can be partially included. Using this observation, the $m'$th partial sum of $I_G$ can be split into two sums, collecting the indexes of wholly included spectrums in the first sum and the rest in the second sum. Namely, for some integers $0 \leq p < 2^r$, $0 \leq q \leq 2^n$, depending on $m$, we will have
\[
S_m(x, I_{G_i}) = 2^{-n-r} \sum_{j=0}^{p-1} \sum_{i=0}^{2^n-1} w_i \left( \frac{k-1}{2^n} \right) w_{j,2^l+i}(x) \\
+ 2^{-n-r} \sum_{i=0}^{q-1} w_i \left( \frac{k-1}{2^n} \right) w_{p,2^l+i}(x) \\
= 2^{-n-r} D_p \left( 2^l \cdot x \right) \cdot D_{2^n} \left( x \oplus \frac{k-1}{2^n} \right) \\
+ 2^{-n-r} \cdot w_{p,2^l}(x) \sum_{i=0}^{q-1} w_i \left( x \oplus \frac{k-1}{2^n} \right), \\
= 2^{-n-r} D_p \left( 2^l \cdot x \right) \cdot D_{2^n} \left( x \oplus \frac{k-1}{2^n} \right) \\
+ 2^{-n-r} \cdot w_{p,2^l}(x) D_q \left( x \oplus \frac{k-1}{2^n} \right),
\]

where we assume \( \sum_{a} b = 0 \) wherever \( a > b \). So, applying (3.19) and (3.17), we can say

\[
|S_m(x, I_{G_i})| \leq 2^{-r} \cdot I_{\Delta}(x) \cdot \left| D_p \left( 2^l \cdot x \right) \right| \\
+ 2^{-n-r} \cdot \left| D_q \left( x \oplus \frac{k-1}{2^n} \right) \right| \\
\lesssim 2^{-r} I_{\Delta}(x) \phi(2^l \cdot x) + \frac{1}{2^{n+r} |x - (k-1)/2^n|} \\
= A(x) + B(x),
\]

(3.23)

where \( A(x) \) and \( B(x) \) are independent of \( m \). According to the definition of function \( \phi \) and condition \( l \geq n \), we have

\[
|\{x \in [0, 1) : A(x) > \lambda\}| \\
= |\{x \in \Delta : \phi(2^l x) > 2^r \lambda\}| = \frac{|\Delta|}{2^r \lambda} = \frac{|G_l|}{\lambda}.
\]

(3.24)

To estimate \( B(x) \), we write

\[
|\{x \in [0, 1) : B(x) > \lambda\}| = \left| \left\{ x \in \Delta : |x - (k-1)/2^n| < \frac{1}{2^{n+r} \lambda} \right\} \right| \\
\leq \frac{2}{2^{n+r} \lambda} = \frac{2|G_l|}{\lambda}.
\]

(3.25)

Combining (3.23), (3.24), and (3.25), we get (3.21).

\[ \square \]

As in the trigonometric case, Proposition 3 implies

\[ \Box \]
Proposition 4 *The partial sum operators of Walsh series satisfy conditions (D) and (D*).*

**Proof** We chose $\mathcal{I}$ to be the family of all intervals from $[0, 1)$. From Proposition 3 it follows that the sequence of sets $G_l = G_l([0, 1), r, 1)$ defined in (3.20) and with $r = \lceil \log_2(1/\varepsilon) \rceil + 1$ satisfies condition (D).

If $U$ is an everywhere dense open set, then for any integer $l > 0$, we find a point $x \in [0, 2^{-l})$ such that $V = \{x + j2^{-l} : j = 0, 1, \ldots, 2^l - 1\} \subset U$. Obviously, for any $r$ one can find $1 \leq t \leq 2^r$ such that $V \subset \Delta_l^{(r)}(2^l)$. Thus, for a large enough integer $r$, satisfying also $r < \log_2(1/\varepsilon)$, we can have $G_l = \Delta_l^{(r)}(2^l) \subset U$. On the other hand, for any dyadic interval $\Delta = \Delta_k^{(n)}$ we have (see (3.20))

$$G_l \cap \Delta = G_l(\Delta, r, t) = \Delta \cap \Delta_l^{(r)}(2^l).$$

So, according to Proposition 3, these sets satisfy the weak inequality (1.4), and so we will have condition (D*). \(\Box\)

**Remark 3** Analogously, weak type estimate (3.21) and so properties (D) and (D*) can be proved also for general Vilenkin systems of bounded type. For the sake of simplicity we considered only the Walsh system case.
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