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Abstract

As the importance of identifying misinformation is increasing, many researchers focus on verifying textual claims on the web. One of the most popular tasks to achieve this is fact verification, which retrieves an evidence sentence from a large knowledge source such as Wikipedia to either verify or refute each factual claim. However, while such problem formulation is helpful for detecting false claims and fake news, it is not applicable to catching subtle differences in factually consistent claims which still might implicitly bias the readers, especially in contentious topics such as political, gender, or racial issues. In this study, we propose ClaimDiff, a novel dataset to compare the nuance between claim pairs in both a discriminative and a generative manner, with the underlying assumption that one is not necessarily more true than the other. This differs from existing fact verification datasets that verify the target sentence with respect to an absolute truth. We hope this task assists people in making more informed decisions among various sources of media.

1 Introduction

With an ever-increasing amount of textual information on the web, many researchers have focused on detecting misinformation from diverse sources, such as detecting fake news (Potthast et al., 2018) and rumor tweets (Zubiaga et al., 2016; Kochkina et al., 2018). In particular, the fact verification task (Thorne et al., 2018; Aly et al., 2021) has become popular due to its utility and the availability of reliable datasets such as FEVER (Thorne et al., 2018).

For contentious topics, however, fact verification alone is not sufficient; comparing and contrasting claims from the opposing sides is necessary to gain an unbiased understanding of the topic. Note that this observation is not limited to subjective claims. Even objective claims can be used to bolster subjective opinions of the author by means of framing and selective presentation of relevant facts. For example, consider claims A and B in Figure 1 which are extracted from news articles by the Washington Post and CBS, respectively. Each claim, though seemingly objective, presents a biased view of the topic favoring a particular side: About the copyright dispute between Google and Oracle, claim A favors Oracle while claim B assists Google’s side.

In this paper, we present ClaimDiff, a novel dataset consisting of 2,204 pairs of claims extracted from news articles on 137 contentious topics.¹ The dataset is designed to support two tasks, determining whether a claim strengthens (ClaimDiff-S) or weakens (ClaimDiff-W) another claim. ClaimD-

¹The articles were collected from allsides.com, licensed under a Creative Commons Attribution-NonCommercial 4.0 International License.
iff focuses on recognizing the relationship and comparison between two claims on a topic; this is distinguished from existing tasks such as fact verification—verifying the veracity of a claim using evidence sentences/documents—and stance detection—identifying the stance of a claim toward a topic. Also, while ClaimDiff targets sentence-level relations, models trained on it can be used to conduct document-level analyses as shown in Figure 2.

As an initial study on ClaimDiff, we present fine-tuned BERT / T5 (Devlin et al., 2019; Raffel et al., 2020), prompt-tuned T5 (Lester et al., 2021), and zero-shot T0 (Sanh et al., 2021) as baselines. We further investigate the rationale generation abilities of fine-tuned rationale baselines.

Contributions of our work as follows:

• We present ClaimDiff, a novel dataset for comparing claims on contentious topics. This complements existing work focused on the factuality and the verification of claims.

• We present competitive baselines for the dataset, leveraging fine-tuned, prompt-tuned, and zero-shot approaches. Existing models fail to reach the human performance, with the F1 gaps of 13% (ClaimDiff-S) and 32% (ClaimDiff-W). ClaimDiff further provides stance labels with rationales that help to build explainable models.  

• We extend the ClaimDiff to document-level to compare two news articles. This can be further applicable to building an assistant system for readers to obtain information from diverse views in an efficient and unbiased way.

2 Related Works

Dealing with Misinformation With a massive amount of information on the web, detecting and avoiding misinformation received intense interest. Existing works introduced benchmarks with a broad spectrum of sources, including rumors in social media (Potthast et al., 2018; Kochkina et al., 2018) and fake news (Zubiaga et al., 2016). Other researchers focus on dealing with an exploding amount of misinformation on global events, such as the COVID-19 pandemic (Saakyan et al., 2021; Jiang et al., 2021; Alam et al., 2021). While many previous benchmarks aim to detect the wrong information on unverified sources, our work targets subtle differences in verified sources, leading to biased views on contentious topics.

Claim Verification Claim verification or fact verification verifies the factuality of the target sentence with respect to an absolute truth from verified sources. Automatic claim verification shows remarkable progress with the introduction of rich claim verification datasets (Vlachos and Riedel, 2014; Thorne et al., 2018; Hanselowski et al., 2019; Aly et al., 2021; Khan et al., 2022). Existing claim verification datasets introduce many variants, including shift in domains and languages of claims; claims from political sources (Wang, 2017), scientific claims (Wadden et al., 2020), climate change-related claims (Leippold and Diggelmann, 2020), Arabic claims (Baly et al., 2018; Alhindi et al., 2021), and Danish claims (Nørregaard and Derczynski, 2021). Our assumption is different from claim verification in that one claim is not necessarily more true than the other, resulting the need for comparison between claims rather than verification.

Stance Detection Stance detection aims to predict the stance of a claim toward a specific topic between agreeing or opposing perspectives. Mohammad et al. (2016) propose SemEval challenges to predict the stance of tweets toward target keywords. Derczynski et al. (2017) further presents a sub-challenge to detect the stance of corresponding threads of rumor tweets. Many other benchmarks are introduced with diverse challenges, such as claim-based stance detection (Ferreira and Vlachos,
Table 1: Statistics of ClaimDiff dataset. Test-full indicates raw test dataset over whole article, including neutral claims.

2016; Bar-Haim et al., 2017), stance detection with evidence (Chen et al., 2019), and stance detection over political domains (Li et al., 2021).

3 ClaimDiff

This section formally defines ClaimDiff task (Section 3.1) and then describes how the dataset is constructed (Section 3.2). We also provide the statistics and the analysis of the resulting dataset in Section 3.3 and 3.4.

3.1 Task Description

ClaimDiff consists of two sub-tasks: (1) classifying the relation between the given pair of claims into whether one strengthens or weakens the other, and (2) generating the rationale for the relation. For instance, as shown in Figure 1, claim A and claim B are both about the copyright dispute of codes in the Android operating system. Claim A argues that it is problematic, while claim B argues it is fair use. We want to classify this case into weakens as claim A weakens the other’s argument (claim B). Although, in this case, claim B weakens claim A as well, note that the relation is not guaranteed to be the same in the opposite direction in general.

More formally, given a claim pair \((c_1, c_2)\), the first goal of ClaimDiff is to correctly answer the questions asking whether the difference exists. It is composed of two questions; (i) whether \(c_1\) strengthens \(c_2\) and (ii) whether \(c_1\) weakens \(c_2\) or not. We call each question as ClaimDiff-S and ClaimDiff-W, respectively. Both questions are solved as binary classification tasks. If contents of \(c_1\) strengthen the subjectivity of \(c_2\) or \(c_1\) shares the stance with \(c_2\), the answer for ClaimDiff-S becomes positive. When \(c_1\) weakens the subjectivity of \(c_2\) or \(c_1\) has opposing stance with the other, the result for ClaimDiff-W becomes positive. If \(c_2\) and \(c_1\) do not affect the subjectivity of each other, both become negative. Note that for a single claim pair, either one of ClaimDiff-S or ClaimDiff-W can be positive.

For positive pairs in ClaimDiff-S and ClaimDiff-W, the next goal is rationale generation, which generates the phrases that support the relation. We consider phrases in each claim as rationales, and a single example can have multiple rationales. For instance, in Figure 1, a rationale for ClaimDiff-W is ‘Google stole when it was creating its Android operating system’. The above phrase weakens the perspective claim A, about the view that copying the code was long-settled and good for technical progress.

3.2 Constructing ClaimDiff Dataset

Raw Data Collection We first collected a group of news articles from AllSides\(^3\) headlines. In AllSide headlines, there are groups of news articles about the same topics with different media press. The article groups have a wide political spectrum; each belongs to one of (left, center, and right) political stances. We crawl the headline pages uploaded from 2012-06-01 to 2021-11-21, covering more than 180 media sources. We choose two articles with left and right labels if possible.

To construct the claim pairs, we filtered the sentences from each article. As most claim pairs do not provide overlapping contents, a large proportion of pairs are not related. We apply an additional filtering process using human evaluators\(^4\) to collect the overlapping claim pairs. Each annotator answered the question, ‘Does target sentence overlap with a given sentence?’, where each sentence is from two different articles. Given a single example, three annotators made a response. We collected the pairs if at least two annotators answered given pairs are overlapping.

Annotation Process After the filtering process, we conducted a labeling process with 15 in-house expert annotators to obtain the final data. Given a pair of claims, the annotators were requested to determine the stance among strengthen, weaken and no effect. If they choose strengthen or weaken, the annotators had to choose the phrases that strengthen or weaken the other claim. The overall interface for the data collection process is shown in Appendix.

From three to five participants submitted their responses for each single claim pair. We collected the responses and converted the relation options to scaled values. We first consider strengthen as 1, weaken as -1, and no effect as 0 and av-

\(^3\)https://www.allsides.com/unbiased-balanced-news/
\(^4\)https://www.mturk.com/
average the choices after conversion. We filtered out the pairs with the absolute average values between (0, 0.5), whose relations are ambiguous. The pairs with positive values are mapped into strengthening claims (1 for ClaimDiff-S), and the pairs with negative values are mapped into weakening claims (1 for ClaimDiff-W). If the resulting values are exactly 0, the claims become 0 for both ClaimDiff-S and ClaimDiff-W. We measure the average inner-annotation agreement by Krippendorff’s alpha (Hayes and Krippendorff, 2007) of 0.46 on ClaimDiff-S and 0.47 of ClaimDiff-W.

### Constructing Test-full Dataset
To encounter the real-world distribution over whole articles, we provide an additional test dataset, Test-full, following the distribution over whole article pairs. Test-full can be considered as an unfiltered test dataset, resulting in a high ratio of not related pairs. We collect the negative claim pairs obtained from the previous filtering step, given a set of articles in the test dataset. Over 70% of the claim pairs from article pairs are not related, resulting in a highly skewed distribution. We combine filtered out claim pairs with standard test dataset to construct final Test-full dataset.

### 3.3 Dataset Statistics
As shown in Table 1, ClaimDiff dataset provides overall 1,857 examples, extracted from 274 articles with 137 topics. We extract the pairs from a group of articles sharing the same topic, released by multiple presses. The diverse views on contentious topics can be obtained by collecting the claims written by different authors and presses. Finding the weakening claim pairs is challenging, resulting in less than 8% positive examples in the test-full environment.

### 3.4 Dataset Analysis
This part analyzes strengthening and weakening claim pairs in ClaimDiff. We first provide the subjectivity analysis over claims with positive labels in ClaimDiff-S and ClaimDiff-W. ClaimDiff includes both subjective and objective claims, indicating the proposed task defines more general relation between claims than fact verification. We further present prediction results of the natural language inference (NLI) and fact verification (FEVER) models, showing that previous models do not cover the understanding of nuances.

#### Subjectivity Analysis
To analyze the subjectivity of claims, we randomly sample 50 positive examples from each ClaimDiff-S and ClaimDiff-W test dataset. We manually label each claim in a pair between subjective and objective. The results are shown in Figure 3 (a). Both tasks include subjective and objective claims, while ClaimDiff-W includes a relatively higher proportion of subjective claims. We expect at ClaimDiff-W is more challenging because of not only the skewed distribution but also more diverse composition of claims.

#### Prediction Results of NLI / FEVER Model
To compare the ClaimDiff with previous sentence pair classification tasks such as NLI and FEVER tasks, Figure 3 (b) and (c) present the prediction results of transformer-based models trained on NLI and FEVER. We trained RoBERTa-large (Liu et al.,
2019) on each MNLI(Williams et al., 2018) and FEVER(Thorne et al., 2018), resulting in F1 of 90.2% (MNLI) and 70.1% (FEVER). Note that we only provide the prediction results of positive claim pairs, having strengthens or weakens relation in the test dataset. The MNLI model predicts most claims as neutral pairs on both ClaimDiff-S and ClaimDiff-W, while the FEVER model predicts them as supporting claims. This failure might come from multiple reasons, including the domain shift in claims and the different goals of each task. Figure 3 (c) shows a large ratio of supporting claims in both tasks, indicating the objectivity of given pairs is already verifiable. Strengthen and weaken relations are defined over objectively verified pairs, showing fact verification is not sufficient to catch the proposed differences.

4 Task 1 - S / W Classification

4.1 Experimental Setup

We provide the following baselines according to the learning strategies: (1) fine-tuning pre-trained language models, (2) prompt-tuning, and (3) zero-shot baselines. Implementation details of each model are described in Appendix.

Fine-tuning Baselines We fine-tune pre-trained language models for the sentence classification tasks. Each model takes a pair of claims as inputs and predicts whether the first claim strengthens/weakens the other. We construct the development data by sampling 25% of topics from training data. To measure the test performance, we select hyperparameters and thresholds based on development results. We train two types of pre-trained language models, BERT-base (Devlin et al., 2019) and T5-base (Raffel et al., 2020), on ClaimDiff-S and ClaimDiff-W, respectively.

Prompt-tuning Baselines As the number of training examples is not as large as previous fact verification datasets, we further measure the performance of prompt-tuned models. We train T5(Raffel et al., 2020) based on prompt-tuning method on training data. Following Lester et al. (2021), we concatenate 100 prompt token embeddings and optimize the embeddings while freezing the models. To evaluate the models with a limited number of data, we train the models on 100 positive and negative examples extracted from ClaimDiff-S and ClaimDiff-W, respectively. Like fine-tuned baselines, thresholds are determined by the F1 results on the development split, which is also composed of 100 positive and negative examples. We train T5 models by increasing the size, T5-base, T5-large, and T5-3B.

Zero-shot Baselines We further present the zero-shot performance of large language models, T0 (Wei et al., 2021). We use the same input formats as in prompt-tuned baselines, except for the additional prompt tokens. Unlike previous baselines, the thresholds for both ClaimDiff-S and ClaimDiff-W are 0.5 to test the zero-shot environment.

4.2 Evaluation on ClaimDiff Test

Human Evaluation Following Rajpurkar et al. (2016), we evaluate human performance on ClaimDiff based on the human annotation results. As each example has at least three responses, we randomly sample one response as prediction and leave others as ground truth answers. We follow the same procedures as in Section 3.2. The resulting human performance is shown in Table 2, indicating human is capable to detecting both types of relation, resulting in a significant gap between human and model performance. Even for more challenging ClaimDiff-W, readers can figure out more than half of the weakening nuances while maintaining

| Model       | F1  | Precision | Recall |
|-------------|-----|-----------|--------|
| ClaimDiff-S |     |           |        |
| Random      | 52.50 | 49.23    | 56.26  |
| Human Evaluation | 86.27 | 95.34    | 78.77  |
| BERT-base*  | 73.12 | 58.19    | 98.37  |
| T5-base*    | 72.21 | 56.61    | 99.67  |
| T5-base†    | 69.18 | 57.38    | 86.64  |
| T5-large‡   | 69.03 | 56.55    | 88.60  |
| T0‡         | 61.44 | 69.78    | 54.89  |
| ClaimDiff-W |     |           |        |
| Random      | 30.71 | 22.35    | 49.14  |
| Human Evaluation | 68.29 | 81.01    | 58.56  |
| BERT-base*  | 33.87 | 22.87    | 65.27  |
| T5-base*    | 32.46 | 23.13    | 54.39  |
| T5-base†    | 35.90 | 21.96    | 98.32  |
| T5-large‡   | 35.44 | 21.79    | 94.98  |
| T0‡         | 20.50 | 15.32    | 30.96  |

Table 2: Performance on ClaimDiff test dataset. Human represents the human performance evaluated on test dataset. Each symbol represents: * fine-tuned baselines, † prompt-tuned baselines, and ‡ zero-shot baselines.

Following (Nie et al., 2019), we convert FEVER into NLI-style task, predicting only the labels among Support, Refute, and Not enough info given query and context.
Table 3: Performance measured on Test-full dataset. AP represents the average precision, and P@50 / P@80 represents precision at fixed recall of 50 / 80, respectively.

81.01% of precision.

**Main Results** The overall evaluation results are presented in Table 2. We measure the random performance by randomly sampling the prediction from the uniform distribution. Except for human evaluation, BERT-base results the best F1 on ClaimDiff-S, while prompt-tuned T5 achieves the best results on ClaimDiff-W. T0 performs worst, showing a lower F1 than random predictions on ClaimDiff-W, which might be due to the non-optimal form of prompts. We are still working on finding the optimal prompts for the zero-shot baseline. When comparing with human results, ClaimDiff-W shows a significant gap between humans and models. The possible reasons for the failure are the difficulty of ClaimDiff-W and non-optimal configurations. Solving ClaimDiff-W is more challenging because of a low appearance rate of weakening examples and a more diverse composition of subjective / objective claims.

### 4.3 Evaluation on ClaimDiff Test-full

Test-full represents the distribution of the whole articles, having a high ratio of non-overlapping claims. In the case of Test-full, the critical goal is to detect the informative claim pairs, which have strengthening or weakening relations. We provide additional metrics for Test-full: Average precision (AP), P@50, and P@80. AP measures the area under the precision-recall curve (PR curve), while P@50 and P@80 report the precision of the points whose recall is 50 and 80. All three metrics present the number of how well the model retains the precision while detecting a different amount of positive examples.

We evaluate the same baselines as in Section 4.2 on Test-full. Note that we do not provide human performance on Test-full, as obtaining human annotation over whole articles is costly. T0 results the best F1 on ClaimDiff-S with the highest precision among baselines. Comparing fine-tuned and prompt-tuned baselines, fine-tuned baseline works better with the same number of parameters (T5-base). However, due to the small size of the dataset, fine-tuning larger models on ClaimDiff is challenging, which easily overfits to wrong predictions (e.g., always predicting 0). Although prompt-tuned T5-large is optimized on only 200 examples, it shows the competitive performance with fine-tuned T5-base, showing the effectiveness of bigger models.

### 5 Task 2 - Rationale Generation

We perform rational generation over related pairs, whose relation is positive for one of ClaimDiff-S and ClaimDiff-W. Unlike S / W Detection, we train a single model to generate rationales for both tasks. The performance is also measured on combined sets of ClaimDiff-S and ClaimDiff-W.

#### 5.1 Models

**T5** Since prior works (Narang et al., 2020; Lakhotia et al., 2021) on extractive rationale generation showed strong performance on several ERASER (DeYoung et al., 2020) tasks, we fine-tune the pre-trained T5 model to sequentially generate rationales in a token-by-token fashion. Formally, given claim pairs \((c_1, c_2)\) and the relation label \(r\), our goal is to obtain rationale phrases \(\{e_k\}_{k=1}^K\), \(e_k \in c_1\), that supports the relation. Specifically, the model takes input as “explain claimdiff claim1: \(c_1\) claim2: \(c_2\), and is trained to generate the target sequence represented as “explanation: \(e_1\) ··· explanation: \(e_k\)”. In the case of \(\text{w/ label}\) in Table 4, we additionally append “relation: \(r\)” to the input text, where \(r\) is strengthen or weaken.
Table 4: Rationale generation performance measured on test set. We fine-tuned T5 on two different settings: when strengthen / weaken labels are given as inputs (w/ label) and labels are not given (w/o label).

|                  | Perplexity | TF1    | IOU F1 |
|------------------|------------|--------|--------|
| **w/o label**    |            |        |        |
| T5-base          | 1.65       | 74.08  | 64.57  |
| T5-large         | 1.46       | 75.05  | 65.26  |
| **w/ label**     |            |        |        |
| T5-base          | 1.58       | 68.77  | 60.40  |
| T5-large         | 1.50       | 75.18  | 65.01  |

5.2 Evaluation Metrics

**Perplexity** We report the per-token perplexity of rationales which measures how well the language model predicts the tokens in each rationale. Perplexity is defined as the exponentiated average negative log-likelihood of a sequence. Formally, given tokenized sequence $X = \{x_1, x_2, ..., x_t\}$, the perplexity of $X$ is defined as

$$\text{PPL}(X) = \exp \left\{ -\frac{1}{t} \sum_{i} \log p_{\theta}(x_i|x_{<i}) \right\}$$  (1)

**Token F1 (TF1)** Following Lakhotia et al. (2021), we compute the TF1 scores between ground-truth rationales and generated rationales. TF1 calculates the token-level F1 score, which measures the number of overlapping tokens between two rationales. Following DeYoung et al. (2020), we use spaCy tokenizer\(^6\) to compute the F1 score.

**Intersection over Union F1 (IOU F1)** IOU F1, present by DeYoung et al. (2020), computes the F1 score on matched predictions. IOU F1 first checks whether predicted rationales match ground-truth rationales by calculating the intersection of union (IOU). IOU is the value that computes the number of overlapping tokens divided by the union of tokens. If IOU is larger than the threshold, the predicted explanation becomes a matched prediction. In this work, we set the threshold as 0.5.

5.3 Results

In table 4, we show the results of fine-tuned T5 model trained on rationale generation. Following DeYoung et al. (2020), we report extractive measures (TF1 and IOUF1), as the ground-truth rationales are extracted phrases from each claim. We further measure the generative score (perplexity) over the generated rationales. Note that we choose perplexity because rationales are in the form of phrases rather than complete sentences. T5-large consistently provides better results than T5-base for both w/ label and w/o label settings. The injection of labels degrades the performance of T5-base, while the T5-large shows a slight improvement. The increasing number of parameters is also beneficial for incorporating additional label information.

6 Conclusion

This paper introduces ClaimDiff, a dataset for comparing claims on contentious topics in a discriminative and generative manner. When dealing with contentious topics, even the objective claims might lead the subjective views of events. To catch these subtle differences, we need to compare two claims rather than verify the objectivity. We experiment with pre-trained language model baselines with fine-tuned, prompt-tuned, and zero-shot approaches. The results show a significant room for improvement with over 30% gap between human and model performance. We further provide document-level ClaimDiff and demo with document-level baselines.\(^2\) We hope this work to be an initial study for providing a service for readers to obtain an unbiased understanding of contentious topics.
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