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Abstract: Interest in statistical analysis of remote sensing data to produce measurements of environment, agriculture, and sustainable development is established and continues to increase, and this is leading to a growing interaction between the earth science and statistical domains. With this in mind, we reviewed the literature on statistical machine learning methods commonly applied to remote sensing data. We focus particularly on applications related to the United Nations World Bank Sustainable Development Goals, including agriculture (food security), forests (life on land), and water (water quality). We provide a review of useful statistical machine learning methods, how they work in a remote sensing context, and examples of their application to these types of data in the literature. Rather than prescribing particular methods for specific applications, we provide guidance, examples, and case studies from the literature for the remote sensing practitioner and applied statistician. In the supplementary material, we also describe the necessary steps pre and post analysis for remote sensing data; the pre-processing and evaluation steps.

Keywords: machine learning; statistical methods; remote sensing; satellite imagery; big data; agriculture; sustainable development

1. Introduction

The development of Statistical Machine Learning (SML) methods and computational algorithms to analyse remote sensing data has been expanding for over half a century. An early example is the Laboratory for Applications of Remote Sensing (LARS), which was established in 1960. This centre produced crop identification based on the Apollo satellite spectral data and automated analysis as early as 1969, and machine implemented multispectral analysis in 1970 [1]. Since then, machine learning techniques applicable to remote sensing data have continued to develop and, as more data from quality sensors are becoming freely available, additional applications of these data are being explored.

A current key focus of remote sensing data analysis in the statistical research community is deriving environmental and agricultural statistics. Land use, land cover change, crop identification, deforestation, and water quality are some examples of statistics that are currently being derived from remote sensing data analysis. The use of remote sensing data for deriving these types of statistics and metrics is also topical internationally, as it conforms to the United Nations 2030 Agenda for Sustainable Development [2,3]. Use of remote sensing data for monitoring and supporting implementation of the Sustainable Development Goals, targets, and indicators is being explored and encouraged by the United Nations through global working groups [4], and National Statistical Organisations, such as Statistics Canada [5], are also producing these types of analyses. There is also growing interest internationally about using remote sensing data and other big data sources to examine the relationship between...
environmental and socio-economic indicators, such as poverty [6,7], and between environmental and economic indicators through ecosystem accounting, with the latter using the United Nations System of Environmental-Economic Accounting framework as the global standard [8].

This interest in measuring natural resources and official statistics from freely available big data sources has led to an interface between the statistical and remote sensing disciplines, and a growing number of useful resources and frameworks are being produced as a result. Examples include the Committee on Earth Observation Satellites (CEOS) 2018 handbook; Satellite earth observations in support of the sustainable development goals [9]; and the United Nations Satellite Imagery Task Team 2017 handbook on Earth Observations for Official Statistics [10]. Other useful guides for practitioners tailored to specific applications include the World Bank’s book; Earth Observation for Water Resources Management [11]; and the United Nations Food and Agriculture Organisation’s handbook on remote sensing for agricultural statistics. There is a growing body of literature from global institutes and in the research community from this multidisciplinary perspective, as we will describe further in this paper.

Given the established and increasing interest in these types of analyses and the wide range of tools and techniques available, it is timely to review the SML methods that have emerged as the most popular and appropriate approaches for remote sensing applications. Noting that there is usually no one true or correct approach, it is also of interest to consider approaches to selecting an appropriate method for a given problem. In this paper, we address these needs by providing the remote sensing and statistical practitioner with an overview of methods for analysing remote sensing data, guidance on how to select methods for particular problems, and how to evaluate the results of these analyses. We also provide references and case studies for further reading.

2. Remote Sensing for Environmental and Agricultural Statistics and SDG Indicators

Statistical analyses of remote sensing data to measure changes in natural and managed resources, such as water bodies, crops, and forests, over time has been in practice for decades. There is currently a focus on the use of remote sensing data analysis for deriving environmental and agricultural statistics.

A common example of environmental statistics that can be derived from remote sensing data is forest cover change and deforestation. Algorithms have been used to map afforestation and deforestation from Landsat satellite imagery data [12], and to assess patterns of deforestation and forest fragmentation over time using land cover maps derived from Landsat satellite imagery [13]. An example of monitoring forest change globally using satellite imagery data is the Global Forest Change map by Hansen, Potapov, Moore, Hancher et al. [14]. Forest loss, forest cover loss, and the gain and percentage of tree cover are identified from a time series analysis of Landsat images and depicted on an interactive global map in Google Earth Engine. For more information and to view the map, see https://earthenginepartners.appspot.com/science-2013-global-forest [14].

Examples of agricultural statistics that can be derived from remote sensing data include crop identification and crop yield. For example, [15] used high-temporal-resolution Geostationary Ocean Colour Imagery (GOCI) satellite data for monitoring the development of paddy rice in South Korea. For further information about using remote sensing data for crop identification and crop yield generally, refer to the FAO Handbook on Remote Sensing for Agriculture Statistics [16].

As mentioned in the introduction, the use of remote sensing data for monitoring and supporting implementation of the Sustainable Development Goals, targets, and indicators is being explored and encouraged by the United Nations through a range of avenues. The UN Committee of Experts on Global Geospatial Information Management (UN-GGIM) is leading the development of global geospatial information and encouraging its use to monitor the SDGs because these data are freely available, can enable more timely statistical outputs, and provide global data coverage [9]. CEOS have identified that remote sensing can supply high quality data about the condition and features of many natural resources, such as oceans, crops, forests, ecosystems, and snow, and man-made resources, such as built up areas and roads [9]. These, and many other environmental features relevant to the SDGs, can be measured and monitored through the use of remote sensing data. The applications of statistical
machine learning methods to remote sensing data described in this review are related to a number of Sustainable Development Goals. These are briefly described in Table 1. A complete summary of all the SDGs that are measurable by remote sensing data is provided in Table S1 in the supplementary material. An extensive table of the SDG targets and indicators that can be directly or significantly measured by remote sensing is published by CEOS in their report, Satellite Earth Observations in Support of the Sustainable Development Goals [9] (pp. 13–19). For a review of the role that remote sensing data can contribute to the Sustainable Development Goals, see Anderson et al. (2017) [2].

Table 1. Remote sensing data, as used to measure UN Sustainable Development Goals.

| Sustainable Development Goal | Sustainable Development Target Description | Remote Sensing Application and Indicator |
|-----------------------------|-------------------------------------------|----------------------------------------|
| Goal 2: End Hunger          | End hunger, achieve food security and improved nutrition, and promote sustainable agriculture. By 2030, ensure sustainable food production systems and implement resilient agricultural practices that increase productivity and production, that help maintain ecosystems, that strengthen capacity for adaptation to climate change, extreme weather, drought, flooding, and other disasters, and that progressively improve land and soil quality. | Crop area estimation, crop yield, land cover classification, extreme weather event detection. Indicator 2.4.1 Proportion of agricultural area under productive and sustainable agriculture. |
| Goal 6: Clean water and sanitation | Ensure availability and sustainable management of water and sanitation for all. By 2020, protect and restore water-related ecosystems, including mountains, forests, wetlands, rivers, aquifers, and lakes. | Water quality monitoring. Indicator 6.6.1 Change in the extent of water-related ecosystems over time. Indicator 6.3.2 Proportion of bodies of water with good ambient water quality. |
| Goal 15: Life on land       | Protect, restore, and promote sustainable use of terrestrial ecosystems, sustainably manage forests, combat desertification, halt and reverse land degradation, and halt biodiversity loss. By 2020, ensure the conservation, restoration, and sustainable use of terrestrial and inland freshwater ecosystems and their services, in particular forests, wetlands, mountains, and drylands, in line with obligations under international agreements. | Forest cover monitoring, deforestation detection. Indicator 15.1.1 Forest area as a proportion of total land area. Indicator 15.3.1 Proportion of land that is degraded over total land area. Indicator 15.4.2 Mountain Green Cover Index. |

Source: [9,17].

3. Conducting SML Analyses

There are generally three main steps in the analysis of remote sensing data, namely, pre-processing, analysis, and evaluation [10]. The focus of this review is on the analysis step, although we include a short discussion of the pre-processing step in the supplementary material section 1. Included in the supplementary materials are Figure S1 which illustrates a range of free, analysis ready remote sensing data products, and Figure S2 which illustrates steps in an accuracy assessment process for map data.

The analysis step involves the following considerations:

Overall aim: Definition of the overall aim, such as producing a Sustainable Development Goal indicator; and definition of the corresponding statistical estimates, predictions, or inferences that are to be obtained from the analysis.

Data: Determination of which subset of the stored data will be used in the analysis, and whether the analysis will be based solely on the remote sensing data or in combination with other data sources.
Analytic method: Selection of a general approach and specific technique for extracting the required quantities, based on the aim and available data. This will be a focus of this review.

4. Analysis Step

Once pre-processing has been performed or an analysis ready dataset has been selected, the practitioner needs to determine their analytic approach and method (or methods) most appropriate to the specific problem. To assist in this process, the following questions should be considered:

1. Of what phenomena is knowledge required, and what measures are required to provide this knowledge?
2. What statistics will be used to estimate these measures? and
3. What data are required to obtain these statistics?

The answers to the first two questions will vary depending on the aim of the analysis. In addressing the third question, it is important to recognise that not all of the available data are necessarily required for a particular analysis. A good data management structure will allow either the aggregation of relevant data for analysis, or alternatively provide the tools to access datasets from different databases stored in different (virtual) locations. There are advantages and disadvantages of both of these approaches. Identifying only relevant data for the analysis helps to guard against the generation of spurious results due to the inclusion of superfluous information.

In addition to identifying the type of analytic problem, it is necessary to choose an analytic approach or combination of approaches. Analytic approaches can be broadly categorised as statistical machine learning methods, informed statistical machine learning methods, physics based methods, and object based methods.

Statistical machine learning methods are methods that can be used to establish statistical relationships between remotely sensed covariates and a variable of interest without there necessarily being a causal or even known relationship. Informed statistical machine learning methods are similar, however, there is some knowledge about the relationship or the covariates involved. Physics based methods require detailed knowledge about the relationship being modelled. Object based methods can be used as a pre-analysis step to segment satellite images into homogenous groups or as a method of analysis, without requiring knowledge of the relationship being modelled.

The choice of analytic approach depends on the available data and degree of understanding of the physical processes underlying the relationship between the remote sensing inputs and the target estimates. For example, if there is a strong understanding of the biological or physical processes, then a physics-based approach is appropriate, otherwise a statistical machine learning approach may be more suitable. If data are available and there is knowledge of the process, then informed statistical machine learning methods can be used. There are a number of ways methods can be categorised, and this is just one approach based on a collaboration between members of the remote sensing, statistical, and machine learning communities [10].

The methods described in the paper are under the first three categories; statistical machine learning, informed statistical machine learning, and physics based methods are all pixel based, that is, applied at a per pixel level. These methods could also be applied to objects, for example, using a boosted regression tree to classify objects made up of many pixels into land cover type. However, in this review, a selection of object based methods are only described in the relevant sections. There are benefits to performing object based methods to cluster pixels prior to analysis to cope with finer resolution satellite imagery and reduce the dimensionality of the data i.e., analysing 50 objects or clusters rather than thousands of individual pixels. It is important to recognise and account for the fact that any choice of method, at any level of resolution, will introduce some error in measurement and/or uncertainty.
4.1. Statistical Machine Learning Methods

Statistical machine learning methods, also referred to as empirical methods, can be defined as cases where a statistical relationship is established between the spectral bands or frequencies used and the variable measured (field-based) without there necessarily being a causal relationship. This relationship can be parametric, semi-parametric, or nonparametric [10].

The main advantages of SML approaches are that they provide a mathematically rigorous way of describing sampling and model error, estimating and predicting outcomes of interest and relationships between variables, and quantifying the uncertainty associated with these estimates and predictions. They can also be used to test hypotheses under specified assumptions, and some models, such as decision trees, have few assumptions. Disadvantages are the required ground truth data to train the model or verify model results (unlike the physics-based models). This reliance on ground truth data also means they may be difficult to extrapolate or transfer to other contexts [18,19].

There are many statistical machine learning algorithms that perform different tasks. Some of the algorithms that are relevant to remote sensing data as applied to Sustainable Development Goal targets are grouped according to four main analytic aims: Classification, clustering, regression, and dimension reduction (Figure 1). An overview of these methods and their applications, including references for further reading, is provided in Table 2, Section 8.

![Categories of methods](image)

**Figure 1.** Statistical machine learning methods for analysis of remote sensing and other data, collated according to the analytic aim.

4.2. Informed Statistical Machine Learning Methods

Informed statistical machine learning methods, also referred to as semi-empirical methods, combine knowledge about the process with SML or empirical models. This knowledge can be about the process itself or about the variables that are included in the process. These methods have been used for remote sensing data analysis for over a decade [10]. For example, [20] used Landsat 7 Enhanced Thematic Mapper image data to map selected water quality and substrate cover type parameters. Dekker et al. [19] describe a semi-empirical approach to water quality detection, in which knowledge about the spectral characteristics of some of the parameters is used to refine the statistical model. In their example, only a subset of variables is used in the model, with well-chosen spectral areas and appropriate wavebands or combinations of wavebands. The authors highlight the popularity and
utility of these approaches, but also caution they still require ground truth data. While semi-empirical methods are arguably more transferable than purely empirical models (since they contain information about the process), they can still be limited by the generality of the data used to build them.

Tripathy et al. (2014) also use a semi-empirical method, which incorporates physiological measures, spectral measures, and spatial features for estimating wheat yield [21]. The authors note that while spectral (empirical) and physics-based (mechanistic) models based on vegetation indices are widely used, they are respectively limited by being data-intensive and complex. Their semi-empirical approach is proposed as an intermediate method.

4.3. Physics Based Methods

Physics based models are based on detailed knowledge of the system that is being modelled. They can be built without data, or data can be used to calibrate the model parameters. This method is suitable for automation across large areas provided that the model is appropriately and accurately parameterised [10].

Biophysical and geophysical models that utilise remote sensing data have been developed and applied to a wide range of problems for over 15 years. An early example is the extension of a PHYSGROW plant growth model to include NOAA and NASA satellite data products to create forage production maps for a large landscape. The remote sensing derived inputs were gridded to daily temperature, rainfall, and a normalised difference vegetation index (NDVI), with cokriging to take advantage of spatial autocorrelation [22]. The authors concluded that the mapped surfaces of the cokriging output could successfully identify areas of drought and argued these maps could be used as part of a geographic information system (GIS), ‘which could then be linked to economic models, natural resource management assessments, or used for drought early warning systems’ [22].

Phinn et al. (2005) pioneered the use of these methods in a marine context, using Landsat 7 Enhanced Thematic Mapper image data to map selected water quality and substrate cover type parameters [20]. There are now many examples of these types of models. For instance, Watts et al. (2014) [23] extended a terrestrial flux model that allows for satellite data as primary inputs to estimate CO₂ and CH₄ fluxes, and Gow (2016) combined satellite observations of land surface temperature with a surface energy balance model to estimate groundwater use by vegetation [24]. These physics-based approaches are typically based on sophisticated algorithms that consider sensor performance and multiple environmental impacts from the atmosphere and sea surface, as well as the optical properties of the water body and seafloor. For more information, see Wettle et al. (2013) [25].

4.4. Object Based Image Analysis

Object based image analysis for remote sensing data involves grouping pixels into homogenous segments or objects which can be analysed instead of analysing individual pixels. These segments have additional information to individual pixels, such as mean, variance, and mean ratio values per band [26]. Aggregating pixels into segments also makes it less computationally expensive to work with finer resolution satellite imagery, which is becoming available as the quality of sensors increases. The algorithms that perform this type of image segmentation are divided into four categories: Point-based, edge-based, region-based, and combined [26] (p. 3). Some examples of region-based object based image analysis are [27,28], which employed region-based segmentation for modelling cyclone impacts, with the latter paper evaluating cyclone risks for present and future climate change scenarios. The authors of reference [29] implemented an Object Based Image Analysis (OBIA) approach to segment QuickBird satellite imagery, classifying segments based on spatial, spectral (brightness and colour), and texture characteristics to identify new buildings in Ghana.

Geographic Object Based Image Analysis (GEOBIA) is an extension of object based image analysis, which, in the remote sensing field, involves classifying segments of pixels based on geographical information, topology, relative, and absolute locations in addition to their spectral information [30].
5. Categories of Statistical Machine Learning Methods

As indicated in Figure 1, four of the most common aims of remote sensing data analyses are classification, clustering, regression, and dimension reduction. The four categories of methods, as applied to remote sensing data, can be described as follows.

5.1. Classification

A classification method is applicable if the overall aim is to accurately allocate objects to a discrete (usually small) set of known classes or groups. This allocation is based on a set of input variables. In the literature, these are also called explanatory variables, factors, predictor variables, independent variables, covariates, or attributes. In this review, we will refer to these as the input variables or covariates. A set of data containing input variables and the response variable, also called the output variable, are used to develop or ‘train’ the model. This model can then be applied to test datasets that contain only the input variables. An example is the categorisation of pixels in an image into crop types based on a training dataset that contains variables extracted from the images (the input variables) and ground truth crops (the output variable) at a set of sites. The crop classification model that is developed can then be applied to the rest of the image where ground truth data are not available to classify the crop type.

5.2. Clustering

A clustering method is applicable if the aim is to combine objects into groups or classes based on a set of input variables. Clustering is an unsupervised learning method, which does not require a training data set [31]. Unlike classification, we do not know the output variable or classes. Therefore, we need to work out a measure of similarity between the objects and a way of grouping them according to these similarities. We can specify the number of groups (clusters), or also make this unknown and estimate the number of groups as part of the analysis. The analysis can be used to make decisions about the objects that were clustered or to predict cluster membership for new objects. An example is the allocation of pixels into groups based on a set of input variables extracted from an image. These groupings can then be inspected, described, and compared in terms of their characteristics.

5.3. Regression

A regression method is applicable if the aim is estimation or prediction of a response variable based on a set of covariates. This is similar to classification methods, but the response is continuous instead of categorical. Like classification methods, the regression model is developed or trained based on a set of input variables for which the response is known. An example of regression is accurately estimating or predicting crop yield based on variables extracted from a remote sensing image. In this case, crop yield is a continuous variable, rather than the crop type classes described as in the above classification example.

As shown in Figure 1, there is a wide range of regression methods, ranging from simple linear regression and logistic regression to currently popular methods, such as neural networks. For example, the neural networks category of methods includes artificial neural networks, convolutional neural networks, and deep neural networks. Of these, convolutional neural networks and deep neural networks (deep learning) are commonly used for imagery applications, such as classifying satellite images on a pixel level to improve maps [32] and integrate multiple types of remote sensing data spectrally to monitor land surface changes [33]. Other examples of neural networks for land use/land cover classification include [34–38]. Recently, Mayfield, Smith, Gallagher, and Hockings (2017) [39] used artificial neural networks to produce deforestation risk maps for Madagascar and Mexico.

Deep learning is becoming a method of choice for remote sensing analysis due to its predictive capability, although this accuracy comes at the cost of explanatory capacity. An example is the long short term memory neural network (LSTM), which is trained on historical satellite images, then used
to predict new time series data (see Table 2). The LSTM is one of many neural network algorithms that now exist, and there are many others, including recurrent neural networks, VGG networks, and autoencoder models. These deep learning neural networks have been applied to remote sensing data in a number of ways, including classifying hyperspectral images, detecting anomalies in images, classifying terrain in synthetic aperture radar (SAR) images, and extracting features and classifying satellite images [40]. We describe neural networks in Table 2, Section 8. For a detailed review of deep learning for remote sensing, see Zhu et al. (2017) [40].

5.4. Dimension Reduction

A dimension reduction method is applicable if there are many variables that can be extracted from remote sensing data (and other data sources), and the aim is to construct a small set of new variables that contain all (or most) of the information contained in the original (large) set of input variables. These new variables can be used as inputs into other analyses or they can be end products in their own right. For example, they may be inspected to gain a better understanding of important variables or interpreted as ‘features’ or ‘indices’ (e.g., two satellite reflectance variables are combined to give a single vegetation index variable, VI). This is an unsupervised learning process since there is no response variable to estimate.

6. Statistical Machine Learning Methods for Time Series Data

The above methods can be used for analysis at a point in time or over time. Remote sensing data is often collected at regular intervals, for example, new satellite images are captured every 16 days by the Landsat 7 and 8 satellites [10], which means there is a time series of remote sensing data available. Performing analyses over time is important for measuring progress of the Sustainable Development Goals. The number of time periods considered might be small or large, depending on the analytic aim. Examples of these aims are comparisons of before-after outcomes, for example, comparing water quality or forest cover as a result of an extreme weather event and estimation; and comparison of trends over time, for example, monitoring annual land use change over decades or crop growth over a number of seasons.

If the aim is comparison of before-after outcomes, then it is typical to have a small number of remote sensing datasets corresponding to a small number of time periods. For these types of data, common approaches are to analyse the data for each time period using the methods described in Section 7; for example [12], take the difference in pixel or object values between the satellite imagery data for two periods of interest and analyse the differences using methods described in Section 7, and another example [41] is to include the time period as a covariate in the methods, as described in Section 7 [42].

If the aim is to estimate or compare trends over time, then it is typical to have a larger time series of datasets. For example, the aim may be to monitor land use changes or urban expansion over a decade, changes in water bodies during and after an extreme weather event, and so on.

Many forms of remotely sensed data, particularly from satellites, are collected over time. Although adding a temporal dimension increases the data size substantially, this can be managed by careful selection of data. For example, based on a priori knowledge regarding particular crop growth cycles. Including a temporal dimension in the analysis can add a wealth of useful insights, such as substantially more accurate crop classification as well as estimation and prediction of crop yield.

There are many approaches to analysing time series data. Fulcher et al. (2013) [43] analysed over 9000 time-series analysis algorithms and annotated collections of over 35,000 real-world and model generated time series. They developed a resource which automates the selection of useful methods for time-series classification and regression tasks and connects methods based on their empirical behavior. This can sometimes result in novel recommendations about model choice for the practitioner by drawing similarities between seemingly unrelated methods or methods outside those commonly...
used in their discipline that are suited to their data and problem. Some examples of the types of questions that can be answered using this resource are:

- how do scientific methods relate to one another?
- is there any structure in my time-series dataset? and
- which methods will be helpful to classify time series in a particular dataset?

A useful diagram of these and other questions that can be answered by using Fulcher et al.’s tool is available via the blog Systems and Signals Group [44].

The different methods for analysing remote sensing data collected over time can also be classified according to whether the aim is classification, clustering, regression, or dimension reduction.

6.1. Classification

To classify time series data, it is necessary to establish how to compare them. A common approach to comparing curves is through alignment matching. Two methods for alignment matching are instance-based comparison, which involves computing the distance between the series at a set of points along the series [45], and feature-based comparison [45,46], which involves comparing a set of features, such as those obtained by principal components analysis. Other approaches for classifying curves can be categorised as comparative approaches, such as clustering and principal components analysis, and model-based approaches, such as cubic splines, harmonic analysis, and state space models.

6.2. Clustering

As previously described in Section 5.2, the overall aim is to combine objects into groups or classes based on a set of input variables. Three main groups of methods for clustering time series data are as follows [47]:

1. Work directly on time series data either in frequency or time domain.
   The most common similarity measures used for direct comparison of time series include correlation, distance between data points, and information measures. Hierarchical clustering and k-means methods are then applied to these measures.
2. Work indirectly with features extracted from time series.
   The most common features extracted from time series data include points identified visually, via transformations of the data, or via dimension reduction. The most common distance measure is the Euclidean distance, although Kullback-Liebler and geometric distances are also used.
3. Work with models built from the time series.
   The most common time series models include moving average (MA), autoregressive (AR) and autoregressive moving average (ARMA) models and variants, State Space Models (SSM) which are a form of hidden Markov models (HMM), and fuzzy set methods.

6.3. Regression

Time series regression aims to predict a future response based on the response history from relevant predictors. Common methods that are used for this purpose are parametric time series models that capture temporal dynamics, which are listed above (MA, AR, ARMA, and HMM), and nonparametric convolutional neural networks, which are an extension of static neural networks, adapted to describe data over time. Another common aim for time series regression is interpolation of missing data within the spatial and temporal span of the data. For example, cloud cover is a common reason for missing data in remote sensing images [48]. Splines are widely used for both spatial and temporal interpolation.
6.4. Dimension Reduction

A common approach to dimension reduction of temporal data is principal components analysis (PCA). One application is to perform PCA to reduce dimensionality of satellite imagery prior to further statistical analysis. McCord et al. [49] used PCA after pre-processing Landsat and RedEye remote sensing data and before fitting a Bayesian additive regression tree model to classify landcover. This approach is also used to classify remote sensing data into output classes, such as land cover and crop types. An example of PCA applied to a time series of enhanced vegetation index (EVI) values is described in [50]. Another approach to dimension reduction of temporal data is factor analysis. An example of factor analysis applied to vegetation indices over time is described in Liu et al. [51].

7. Ensemble Approaches

Recent trends in machine learning and remote sensing analyses centre on the combination of multiple SML methods to form hybrid approaches. These ensemble approaches are also known by other names, such as multiple classifier systems for classification problems [52,53]. Ensemble methods fall into two categories: Serial (or concatenation) and parallel.

Serial combination refers to the methods being combined in a serial fashion—the results of the first analysis are used as inputs into the next analysis, and so on [54]. The final output (classification, estimate, clustering, dimension reduction, etc.) is determined by the output of the final method in the series.

Parallel combination refers to the approach that applies multiple methods to the data simultaneously; with the final output determined using some kind of decision rule [54]. The most popular decision rule for continuous outcomes is the simple average of all of the methods. For multiple classifier systems, the most popular rule is the majority vote, whereby the final class membership is the one which the majority of classifiers predict. The output of the methods can also be weighted by its estimated accuracy using a training set. Other decision rules include Bayesian averaging, fuzzy integration, and consensus theory [52].

An example of the combination of different methods for improved classification is given by [55]. The authors combined probabilistic modelling, in the form of logistic regression, with traditional remote sensing approaches to obtain maps of small-scale cropland. While the various methods are well established, the authors argued that the novelty of their approach is in the sequence of their application and the way in which they are combined. An example of the combination of different methods for improved clustering in remotely sensed images is given by [56]. In this paper, the authors propose a merger of K-means and Gaussian mixture models, whereby the former method is used to identify starting points for the latter method and EM (expectation maximisation) is employed for analysis.

Other examples of recent work in the remote sensing literature utilising a multiple classifier systems approach include Huang and Zhang (2013) [57], Li et al. (2012) [58], Roy et al. (2014) [59], Bigdeli et al. (2015) [60], Samat et al. (2014) [61], and Clinton et al. (2015) [62].

8. Overview of Methods

In Table 2, we describe types of methods that are useful for remote sensing data analysis and provide references to examples of their application in the remote sensing literature. The methods are listed by analytic aim category as described in Figure 1.
Table 2. Summary of methods for remote sensing data analysis and applications.

| Method Description | Applications |
|--------------------|--------------|
| Logistic and Multinomial Regression | Bavaghar (2015) [63] used logistic regression on satellite imagery data to estimate the location and extent of deforestation based on variables, such as slope, distance to roads, and residential areas, and highlights in particular the ability to quantify the uncertainty in predictions as a strength of the approach. An overall 75% correct classification rate was obtained, with an estimate of 12% deforestation of the total study site over the 27 years from 1967 to 1994. Hyandye et al. (2015) [64] used multinomial logistic regression to determine how land use/land cover class in Usangu, Tanzania was influenced by a set of covariates; slope, elevation, distance from roads, distance from rivers, population density, annual rainfall, Normalized Difference Vegetation Index (NDVI), and soil types. The authors used the multinomial model, run on Landsat of data across multiple years, to obtain the probable change in land use/land cover given a one unit change in these covariates. |
| Support Vector Machines (SVM) | Some papers that examine the use of SVMs for analysis of remote sensing data include Szuster (2011) [65] for land use and land cover classification in tropical coastal zones; Mathur and Foody (2008) [66] for crop classification; and Shao and Lunetta (2012) [36] for land classification. Wu and Wang (2009) [67] and Hastie, Tibshirani, and Friedman (2008) [31] provide helpful explanations of kernels and guidance on how to select an appropriate kernel for SVMs. |

Logistic and Multinomial Regression
Types of generalised linear models (glm). Logistic regression is used when the response variable is categorical with two levels (vegetation/not vegetation, high/low, present/absent). Multinomial logistic regression is used when the response variable has more than two levels (trees/grass/bare ground/crop/water, high/medium/low).

Support Vector Machines (SVM)
SVMs are a class of non-parametric supervised classification techniques. In their simplest form, 2-class SVMs are linear binary classifiers. The term, “support vector”, refers to the points lying on the separation margin between the data groups or classes. SVMs can be used to map the support vectors in higher dimensional feature spaces to make them more separable, and then classified in the original input space. Kernel functions are used to define this mapping from the input space to the feature space.
| Method Description | Applications |
|--------------------|--------------|
| Classification and Regression Trees (CART) A supervised classification technique that represents class memberships as “leaves” and input variables are “nodes”. Branches are formed from these nodes based on splitting the values of the input variables to best group the data. A classification tree is a member of the family of decision tree methods, which include regression trees, boosted trees, bagged trees, and so on. The main advantage of classification trees in particular, and decision trees in general, is they are simple and easy to understand. Due to their computational simplicity they can be applied to large amounts of data. | Lawrence and Wright (2001) employed this method to classify land cover in the Yellowstone ecosystem in the USA, based on Landsat TM imagery. Otukei and Blaschke (2010) [68] used a maximum likelihood classifier, support vector machine, and decision trees to identify land cover change in satellite imagery. They found decision trees generally outperformed the other two methods and had an accuracy of over 85%. More recent references to decision trees and remote sensing include Sharma et al. (2013) [69], Al-Obeidat et al. (2015) [70], and Chasmer et al. (2014) [71]. |
| Random forest A type of classification tree method, which is a set of ‘shallow’ trees constructed from many random samples. The method combines the results of these trees to classify or predict values. | dos Reis et al. (2018) [72] applied a number of methods to mapping the basal area and volume of Eucalyptus forest in Brazil, and found random forest was the best method for this spatial prediction, compared with multiple linear regression, SVM, and artificial neural network methods. Schmidt et al. (2016) [73] compared a number of methods for classifying crop/no crop in Australia using Landsat imagery, and found that random forests provided the best accuracy and robustness. |
| K nearest neighbour (K-nn) A well-known and popular nonparametric classification technique due to their relative simplicity. In their simplest form, an observation is classified according to a majority vote of its k nearest neighbours. That is, an object’s class is assigned to it by the most common class among its k nearest neighbours, where k is generally a small positive integer. Although nearest neighbour methods are conceptually appealing and computationally fast, they are not always the best model for remote sensing data and are sometimes combined with other methods in this context. | McRoberts et al. (2007) [74] employed k-nn methodology for forest inventory mapping and estimation using Landsat imagery to derive 12 satellite image-based predictor variables, NDVI, and the Tassel Cap (TC) transformations (brightness, greenness, wetness). Ver Hoef and Temesgen (2013) [75] compared k-nn and spatial linear models for forestry applications and preferred the spatial model. However, their accuracy and predictive capability can be improved by combining them with other models. For example, Blanzieri and Melgani (2008) [76] preferred a combination of k-nn and SVM methods for classification of remote sensing images. |
Table 2. Cont.

| Method Description | Applications |
|--------------------|--------------|
| Intra or sub-pixel classification | Zhang et al. (2015) [77] propose a stratified temporal spectral mixture analysis (STSMA) for cropland area estimation using MODIS time-series data. Discussion of advantages and disadvantages of SMA for analysis of remotely sensed data are given by Thenkabail [78]. |

**Analytic Aim: Clustering**

| Method Description | Applications |
|--------------------|--------------|
| Mixture models | de Melo et al. (2003) [79] used mixture models for supervised classification of remote sensing multispectral images in an area of Tapajós River in Brazil, and Walsh (2008) [80], who combine secondary forest estimates derived from remote sensing data and a household survey to characterise causes and consequences of reforestation in an area in the Northern Ecuadorian Amazon. More recently, Tao et al. (2016) [81] employed a Gaussian mixture model to estimate and map urban land cover using remote sensing images with very high resolution. |

| K-means | Usman (2013) [82] used a k-means approach to classify high resolution satellite imagery data into classes, which were then determined to farmland, bare land, and built up areas. Yuan et al. (2015) used k-means to cluster land use in remotely sensed data that had already been pre-processed using functional analysis. |

| Agglomerative clustering | Kamarudin et al. (2017) [83] used hierarchical agglomerative cluster analysis on remote sensing, GIS, and a river hydrographic survey to develop a stream classification system for tropical areas in Peninsular Malaysia. |

Intra or sub-pixel classification
These methods can be used to address the issue of so-called “mixed” pixels; pixels that display characteristics of more than one group. Mixed pixels are mainly a concern in coarse (e.g., MODIS) or moderate (e.g., Landsat) resolution remotely sensed data. The two most common approaches in the remote sensing literature to the mixed pixel classification problem are spectral mixture analysis (SMA) and soft, or fuzzy, classifiers.

Zhang et al. (2015) [77] propose a stratified temporal spectral mixture analysis (STSMA) for cropland area estimation using MODIS time-series data. Discussion of advantages and disadvantages of SMA for analysis of remotely sensed data are given by Thenkabail [78].

Analytic Aim: Clustering

Mixture models
Models based on the premise that observed data arise from various sources or groups. Each group is assumed to have a particular distribution. The mixture model is then a weighted sum of these distributions, where the weights correspond to the proportion of observations in the population that belong to that group; this can also be interpreted as the probability that an observation belongs to a particular group. These methods are also known as soft, or fuzzy, classifiers.

de Melo et al. (2003) [79] used mixture models for supervised classification of remote sensing multispectral images in an area of Tapajós River in Brazil, and Walsh (2008) [80], who combine secondary forest estimates derived from remote sensing data and a household survey to characterise causes and consequences of reforestation in an area in the Northern Ecuadorian Amazon. More recently, Tao et al. (2016) [81] employed a Gaussian mixture model to estimate and map urban land cover using remote sensing images with very high resolution.

K-means
One of the most common clustering approaches used in machine learning. The algorithm assumes the data is drawn from K different clusters and assigns each unlabeled point to the closest group centre, which are recalculated until no changes occur. K-means can also be used for dimension reduction; a value of k is chosen, which is large but much smaller than the original number of pixels, and the resultant clusters are then used for further classification, regression or other analysis.

Usman (2013) [82] used a k-means approach to classify high resolution satellite imagery data into classes, which were then determined to farmland, bare land, and built up areas. Yuan et al. (2015) used k-means to cluster land use in remotely sensed data that had already been pre-processed using functional analysis.

Agglomerative clustering
A popular clustering method. The algorithm starts with each point as its own cluster and iteratively merges the closest clusters until a stopping rule is reached.

Kamarudin et al. (2017) [83] used hierarchical agglomerative cluster analysis on remote sensing, GIS, and a river hydrographic survey to develop a stream classification system for tropical areas in Peninsular Malaysia.
| Method Description | Applications |
|--------------------|--------------|
| **Linear regression** | Liao (2017) [84] used linear regression to determine the impact of energy consumption on surface temperature in urban areas. The focus of the study was on 32 major cities in China and used the sum of nighttime lights in each province. Schmidt et al. (2016) [73] used linear regression to predict reflectance at $t_0$ in synthetic spectral images based on archived satellite images. |
| One of the most common empirical models. The response variable is used in its natural form or it is transformed to be more symmetric, for example, through a log transformation if the distribution is very skew. The response is then estimated by a linear combination of covariates. These covariates can take their original form or be transformed to describe non-linear relationships between the response variable and covariates e.g., polynomial transformation to describe nonlinear relationships with the response or combinations of covariates to describe interactions. | |
| **Boosted Regression Trees** | Safari et al. (2017) [86] used boosted regression trees to estimate carbon stocks in forests based on Landsat 8 satellite images and field data. They found this method was outperformed by random forest and support vector machine algorithms in terms of $R^2$ and root mean square error (RMSE), but produced less biased results than the support vector machine. Youssef et al. (2016) [87] applied boosted regression tree algorithms to satellite images to produce landslide susceptibility maps. |
| A boosted regression tree is a combination of single decision trees. This provides the added benefit of boosting, which improves the predictive performance by combining simple tree models. Elith et al. (2008) [85] describe benefits of boosted regression trees, including the ability to fit complex nonlinear relationships and handle interaction effects between predictors. These models can also accommodate missing data and do not require data transformation or the removal of outliers. | |
| **State Space Models** | State space models have been employed for crop estimation and prediction for over 15 years. For example, Wendroth et al. (2003) [88] used this approach to predict the yield of barley across a landscape. More recently, Schneibel et al. (2017) [89] applied the method to annual Landsat time series data, with the aim of detecting dry forest degradation processes in South-Central Angola. |
| A common form of spatio-temporal model that can provide a natural setting for analysing time series of remote sensing data, particularly if the process to be modelled can be viewed as one that is spatially evolving through time. | |
Table 2. Cont.

| Method Description                                                                 | Applications                                                                                                                                 |
|-----------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| **Neural Networks**                                                                | Kavzoglu and Mather (2003) [90] used artificial neural networks to identify land use/land cover for remote sensing data in England, and provide a set of guidelines for practitioners for designing and using artificial neural networks in remote sensing image classification. Recent examples of classification using neural networks for remote sensing data are given by Srivastava et al. (2012) [90], Shao and Lunetta (2012) [36], and Wang et al. (2014) [38]. Kong et al. (2018) [91] apply a long short-term memory (LSTM) neural network to predict forest fire based on a time series of Modis satellite images. To detect fire events, the authors applied the method to a composite time series instead of a single-pixel time series and examined changes in the vegetation index, GEMI (Global Environment Monitoring Index). Reddy and Prasad (2018) [92] use LSTM to predict NDVI across different terrains, including coastal and inland regions. |
| Popular classification methods and can also be used for regression. When represented graphically, a neural network is arranged in a number of layers; an input layer of predictor variables, one or more layers of hidden nodes, which each represent an activation function acting on a weighted input of the previous layers' outputs, and an output layer. The output layer may be a single layer in the case of regression or in the case of classification, will consist of a node for each possible output category. They are typically 'trained' or quantified via a back-propagation algorithm, which is similar to gradient descent, and iteratively adjust the weights of the graph after seeing each new data point. This updating of the weights moves the neural network toward some local minima in the parameter space in relation to the training accuracy. |                                                                                                                                           |

**Analytic Aim: Dimension Reduction**

| Principal Components Analysis (PCA)                                               | Bodruddoza and Fujimitsu (2012) applied PCA to Landsat satellite imagery to identify mineral deposits in and around the Kiju volcano in Japan [93] |
|-----------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| This method creates linear combinations of covariates, such that the new combinations (termed components) encapsulate a large amount of the information or variation in the data. Each component has an eigenvalue ('eigen' means 'own' or 'specific') that indicates the proportion of variation explained by the component, and a set of weights attached to each input variable (the eigenvector) that indicates the relative importance of each variable in the component. | An example of PCA applied to a time series of enhanced vegetation index (EVI) values is described in Potgieter et al. (2007) [52]. EVI from 16-day MODIS satellite imagery within the cropping period (i.e., April–November) was investigated to estimate the crop area for wheat, barley, chickpea, and total winter cropped area for a case study region in North East Australia. |

**Functional Data Analysis (FDA)**

| FDA is a nonparametric method for describing and classifying curves, in which each sample point in the time series is considered to be a function observed along an underlying continuum (e.g., time). This provides great flexibility in describing the underlying curve. | Escabias et al. (2005) [94] used an FDA method for logistic regression. In this paper, the authors modelled the relationship between the risk of drought and curves of temperatures. Cardot et al. (2003) also used a functional logistic regression model to predict land use based on the temporal evolution of coarse-resolution remote sensing data. Liu et al. (2012) [51] used rotating functional factor analyses to improve estimation of periodic temporal trends in remote sensing data, applied to a six-year time series at eight-day intervals of vegetation index measurements obtained from remote sensing images. |
9. Conclusions

This review has shown there is clearly an interface between the earth science and statistical domains, as remote sensing data continues to become more freely available and interest in deriving key environmental, social, and agricultural metrics continues to grow at the researcher, institute, and country level. We have described four key categories of statistical machine learning methods for analysing remote sensing data; namely, regression, classification, clustering, and dimension reduction. Following a discussion about the type of estimates that can be obtained from remote sensing data, the focus turned to two of the three broad steps in analysing remote sensing data, techniques for analysing the data, and the critical evaluation of the analysis results.

A range of references has been provided to demonstrate the relevance of the methods described and their practical application to these data. The areas of application focused on those relevant to monitoring the Sustainable Development Goals, and range across agricultural and environmental statistics to other fields, such as water quality detection and urban growth. We also provide references for the technical details of the methods described here.

The choice of method used for analysis of remote sensing data depends on a number of factors; the nature and amount of training data, amount of ground truth data, type of estimates and inferences required, and availability of software and computing power for modelling.

The following overall statements can be made. SML methods are useful if there is sufficient training and calibration data, if a model-based approach is required, and if the assumptions of the models are tenable. Some machine learning methods are non-parametric and, therefore, do not require the traditional regression assumptions, which makes them useful in many cases. Informed statistical machine learning methods are useful if the conditions for statistical machine learning methods are fulfilled and, additionally, if there is some expert knowledge about the input variables and system. Physics-based methods are useful if there is a deep knowledge about the system under consideration and/or if there is a lack of calibration or training data.

Comparisons between various SML methods are often made, as multiple methods can be applied to the same data. Advantages and disadvantages of the different methods depend on the nature of the problem. Some examples of these comparisons are Hogland et al. [95], Shao and Lunetta [36], Otukei and Blaschke [68], Szuster et al. [65], Yang et al. [96], and Melgani and Bruzzone [97].

As the use of remote sensing data for measuring the Sustainable Development Goals and producing official statistics increases, the need for practitioners to have an understanding of both the earth science and statistical side of producing these metrics will continue to increase. Research using remotely sensed data is also increasing, and as available sensors change and more data sources become freely available, future work will likely include more ensemble methods and new approaches to performing these remote sensing analyses.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-4292/10/9/1365/s1. These materials describe the pre-processing and evaluation steps referred to in section 3, and the application of remote sensing data to sustainable development goals referred to in section 2. Figure S1: CEOS Data Cube products by status, Figure S2: Adapted process for processing map data from raw form to interpreting statistical outputs, Table S1: Earth observation and geospatial information resources for SDG monitoring.
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