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Abstract—This paper presents a dialect identification (DID) system based on the transformer neural network architecture. The conventional convolutional neural network (CNN)-based systems use the shorter receptive fields. We believe that long range information is equally important for language and DID, and self-attention mechanism in transformer captures the long range dependencies. In addition, to reduce the computational complexity, self-attention with downsampling is used to process the acoustic features. This process extracts sparse, yet informative features. Our experimental results show that transformer outperforms CNN-based networks on the Arabic dialect identification (ADI) dataset. We also report that the score-level fusion of CNN and transformer-based systems obtains an overall accuracy of 86.29% on the ADI17 database.

Index Terms—dialect identification, transformer, self-attention, convolutional neural network, Arabic dialects

I. INTRODUCTION

Dialect identification (DID) is the task to identify different dialects within the same language family and can be considered as a special topic of language identification (LID). However, DID is generally more challenging than common LID tasks, since the similar dialects often share the close feature space, such as the acoustic, linguistic, and speaker characteristics. The valuable outcomes from the DID are useful to train the language and dialect-specific acoustic model for automatic speech recognition (ASR). Thus, DID is an essential technology in voice-interactive smart devices, such as Google Home, Alexa, Siri, etc.

The Multi-Genre Broadcast (MGB) challenge\(^1\) is a series of evaluations of several speech technologies, which include speaker diarization, speech recognition, DID and lightly supervised alignment using multimedia database \(^1\). The regional Arabic dialects capture the common base of character sets and phonetic inventory, whereas the dialects are mutually unintelligible. This makes DID a challenging research problem. Arabic dialect identification-17 (ADI17)\(^2\) is one of the two tracks in the latest MGB-5 challenge. The task aims to identify one of 17 Arabic dialects from the speech audios collected from YouTube. In this paper, we use the ADI17 dataset for DID task\(^2\).

In the literature, it is observed that longer temporal information contributes to phonotactic information, which is very important for language and dialect recognition \(^2\)–\(^4\). In particular, several research studies use phone recognition followed by the language model technique to use phonotactic information for language identification task \(^3\)–\(^6\). Similarly, long range information based features are found to be useful for detection tasks \(^7\)–\(^9\). Along a similar direction, lexical features are used together with audio features to formulate a vector-space model or n-gram for the Arabic DID task \(^10\), \(^11\). However, in a multi-dialect scenario, automatic speech recognition is far from perfect \(^11\). Furthermore, the absence of unified orthographic rules or Arabic language makes it difficult to train and evaluate \(^1\), \(^12\).

A. Related Work in DID

Recent studies show that end-to-end DID consist convolutional neural network (CNN) and residual network (ResNet) for DID improve performance over the traditional approaches \(^10\), \(^13\)–\(^15\). These studies indicate that there is scope for further detailed analyses of end-to-end frameworks on DID research. In this context, we believe that the transformer model can be useful as it has the ability to learn the temporal sequence information with no sequential operation in execution \(^16\). In addition, the longer temporal information captured using the self-attention mechanism in the transformer may help the DID task. With this motivation, we propose an end-to-end DID system using a transformer model in this paper. To reduce the computation requirement in self-attention, we use a downsampling approach to reduce the length of sequence and thereby the number of operations.

The rest of the paper is organized as follows: Section \(\text{II}\) describes the structure of two end-to-end DID models including the acoustic features we examined as well as the processing method to support consideration of Transformer in this work. The details of the experimental setup are discussed in Section \(\text{III}\). Section \(\text{IV}\) describes the experimental results with analysis. Finally, Section \(\text{V}\) concludes the work with future research directions.

II. TRANSFORMER-BASED DID SYSTEM

Next we formulate a transformer based DID system. We first describe the neural network (NN) architecture and computational challenges associated with the self-attention layer. The architecture of the transformer is widely popular due to the self-attention operation that does not use recurrent, and convolution operations \(^16\). The self-attention mechanism can relate and learn the dependencies along a longer speech sequence. The transformer was initially proposed on the machine translation, and further applied to speech recognition.

---

1http://www.mgb-challenge.org
2https://arabicspeech.org/mgb5
3http://groups.csail.mit.edu/shs/downloads/adi17
Several studies used the transformer model to perform acoustic modeling. In this paper, we follow the speech-transformer model described in [17]. In the DID task, we only use the encoder components from the speech transformer model as a feature extractor. It is to be noted that our objective is to identify the dialect, which does not fall under sequence to sequence problems such as speech recognition.

A. Computational Issues in Transformer

Self-attention mechanism represents the core computing unit in transformer model, that processes every input speech frame. For speech, the number of frames is much larger than the input dimension, thus it requires more computation than the conventional CNN. Assuming that transformer performs mapping from one sequence \( \{x_1, \ldots, x_n\} \) to another sequences having same length \( \{z_1, \ldots, z_n\} \), such that \( x_i, z_i \in \mathbb{R}_d \). The comparison of complexity in self-attention layers and convolution layers is shown in Table I. Both the convolutional layer and the self-attention layer have a constant number of sequentially executed operations [16]. Therefore, both of them can perform parallel computation that recurrent networks cannot. However, it is found that the computational complexity is related to quadratic order of the length, i.e., \( O(n^2d) \) where \( n \) and \( d \) are the length of the input sequence and dimension of input, respectively. This may not be important for text sequence in natural language processing (NLP) tasks as text sequence length is lesser than the length of speech sequence [16]. Moreover, the adjacent frames in speech are more correlated than the adjacent words in text sequence.

There have been studies to address this sequence length problem in transformer architecture. Some studies used restricted context to compute the self-attention rather than using entire audio length [18], [19]. Downsampling and frame reduction are such examples [17], [20]–[22]. Similarly, the use of sub-sampling and pooling is presented in [23] for ASR. Others describe the use of convolutional layers to perform downsampling [24], [25]. For recurrent architecture-based ASR, some studies also follow the similar approaches known as Low Frame Rate (LFR) [26]–[28]. In this context, we follow the method in [17] that performs stacking and subsampling to reduce the number of frames to overcome the computational issue.

We believe that the introduction of downsampling technique into DID has two advantages. Firstly, since the speech feature sequence is longer than the word sequence. When we introduced the transformer model from machine translation to DID, reducing the frames rate can significantly improve the calculation efficiency. Secondly, there is no clear boundary between the speech frames, which may be difficult for the encoder layers of the speech transformer to calculate the similarity of adjacent frames. After the acoustic features are stacked and down-sampled, acoustic features will produce more sparse but useful information that is beneficial to DID.

B. Neural Network Architecture

The structure of the transformer-based DID system is shown in Fig. 1. As discussed earlier, there is a need to modify the sequence length to reduce the complexity. First, we perform downsampling to reduce the number of input lengths as suggested in [17]. Then, to preserve the positional information in the sequence, we add positional encoding representation to the input encoding. There are many options for position coding [29], [30]. Here, we choose sinusoidal functions to obtain the positional encoding [16]:

\[
P_{E_{\text{pos},2i}}(pos) = \sin(pos/10000^{2i/d_{\text{model}}}) \tag{1}
\]

\[
P_{E_{\text{pos},2i+1}}(pos) = \cos(pos/10000^{2i/d_{\text{model}}}) \tag{2}
\]

where \( pos \) and \( i \) represent the position and dimension, respectively. The encoder is composed of a stack of \( N = 4 \) identical layers, where each layer contains two sublayers. The first sub-layer does multi-head self-attention (MHA) operation, while the second sublayer is a position-wise fully connected feed-forward network. The residual connections are used around each sublayers, and it is followed by a layer normalization operation. For MHA, the number of heads \( h = 8 \) are used. The MHA allows the model to focus on information from different acoustic representation, which is used in all sublayers and embedding layers in the model produce an output having dimension, \( d_{\text{model}} = 512 \). As showed in Fig. 1, the output of encoder layers are taken by a global average pooling layer to calculate the mean and and standard deviation, and obtain a fixed dimension representation. After global average pooling, the fixed-length output is then given to two additional fully connected layers with 512 and 64 nodes, respectively and followed by classification layer with 17 nodes corresponds to the number of dialects.

| Layer Type                  | Complexity/Layer | Maximum Path Length |
|-----------------------------|------------------|---------------------|
| Self-Attention              | \( O(n^2 \cdot d) \) | \( O(1) \)          |
| Convolutional (contiguous kernels) | \( O(k \cdot n \cdot d^2) \) | \( O(n/k) \) |
III. EXPERIMENTAL SETUP

A. Dataset

The ADI17 dataset is provided by the MGB5 organization, which contains 17 dialects of Arab countries. These dialects are collected from YouTube [1], [51]. The training set contains about 3,000 hours of data, and the test set and dev set are about 280 hours of data. As these data are collected in the channel of a specific country, it may contain some label errors, which is conducive to unsupervised learning. After manual calibration and verification, 57 hours of data is selected as the test set and dev set for performance evaluation. At the same time, these data are divided into three testing sub-categories according to the duration of the segments: short duration (< 5s), medium duration (5-20s), and long duration (>20s). More detailed information about the dataset is available in [1]. It is also observed that the training set of ADI is very unbalanced in terms of the number of train spoken utterances per dialect. The Iraq (IRA) dialect has a large number (291,123) of utterances. On the other hand, the Jordanian (JOR) dialect has a very low number (5514) of utterances.

B. Experimental Parameters

In this paper, we use the Kaldi toolkit [32] to extract 80-dimensional Fbank features from Arabic dialect audio. The features are extracted with 25 ms frame-length and 10 ms frame-shift. Then cepstral mean and variance normalization is performed to the original features. We applied the down-sampling approach as discussed earlier to process the speech sequence. For implementation, we set the down-sampling factor is \( n = 3 \), and the stacking factor is \( m = 4 \) as that in [17]. This will reduce the number of frames by 3 and increased the input dimension by 4, i.e., 320 from 80 dimensional Fbank features.

The transformer-based model contains 4 encoder layers, which are configured as \( h = 8 \) attention heads, \( d_{model} = 512 \) model dimension and \( d_{inner} = 2048 \) inner-layer dimension, followed by a pooling layer and two fully connected layers, with the hidden nodes 512 and 64, respectively. We use stochastic gradient descent (SGD) optimizer with a momentum of 0.8. The initial value of the learning rate is set to 0.001, and we reduce the learning rate whenever the validation accuracy plateaus. In the training stage, we set the mini-batch size at 10. The CNN-based network has the same configuration as [1]. The structure of the CNN-based DID system is shown in Fig. 2. The output from softmax can be used directly as a score for each Arabic dialect. The performance is measured in terms of % accuracy. Next, we present the experimental results using a transformer-based DID system. The source code is available at [6].

IV. EXPERIMENTAL RESULTS

It can be seen from Table II that downsampling contributes to about 7% accuracy improvement. This may be because the adjacent frames in a speech before downsampling are highly correlated and produce redundant information, which does not provide essential information needed in the DID task. Using this downsampling approach, the self-attention mechanism of the encoder can be more effective by reducing the length of the speech sequence and thus speed up the training task. The speech sequence processed by the downsampling approach can generate more useful information, which is beneficial to our dialect recognition. When using downsampling, the real-time factor (RTF) of the system can be accelerated by about 1.5 times as the number of frames reduced by 3.

Table III shows the results of the CNN-based and transformer-based DID systems. We can observe that our transformer-based DID system is slightly better than the baseline in terms of overall accuracy. To compare with similar acoustic features, we also experiment with the CNN based system trained on Fbank features. We observe relatively better performance by transformer than CNN. Especially, the transformer-based DID system is better in the cases for medium and long duration. For the shorter duration (< 5s) of test speech utterance does not provide more discriminatory features for dialect identification. This is due to the downsampling used while input feature processing for transformer-based DID system. In addition, it is commonly observed across different systems that as duration of test speech increases, the performance in accuracy improves. The results show that our model is slightly better than the CNN and has an accuracy of about 4-5% higher than the CNN model. Although the transformer model uses the attention mechanism to capture global information and can improve the learning ability of long-term dependencies, the consideration of the relation between the position of the input sequence is relatively simple, so the performance on the long sequence is not as good as expected. It indicates that studying the nature of the position sequence of sentences in the transformer may be a very important direction, which can further improve the performance of the transformer model.

Next, we conduct an experiment on the score-level fusion of two systems. We averaged the scores obtained from the classification layers of CNN and transformer systems. The results of score-level fusion are shown in Table III. It is observed that the overall accuracy of the fusion system is 86.29% that outperforms the baseline system used in [1].
TABLE II

| Downsampling | Dev <5sec | 5sec~20sec | >20sec | Overall | Test <5sec | 5sec~20sec | >20sec | Overall |
|--------------|-----------|------------|--------|---------|-----------|------------|--------|---------|
| Yes          | 75.97%    | 86.39%     | 92.17% | 83.17%  | 76.21%    | 86.01%     | 90.58% | 82.54%  |
| No           | 66.87%    | 78.09%     | 83.06% | 74.51%  | 69.43%    | 79.27%     | 83.13% | 75.97%  |

TABLE III

| Systems      | Dev <5sec | 5sec~20sec | >20sec | Overall |
|--------------|-----------|------------|--------|---------|
| CNN          | 78.17%    | 82.77%     | 89.72% | 78.17%  |
| Transformer  | 75.97%    | 86.39%     | 92.17% | 83.17%  |
| Fusion       | 78.19%    | 88.41%     | 94.04% | 85.25%  |

Fig. 3. Effect of score-level fusion of CNN and transformer-based DID system

From Table III, we perform further investigations into the error patterns for utterances of different duration. It is observed that the longer duration of data leads to improved performance.

The overall accuracy after score-level fusion is increased by 3-4% as compared to the transformer-based system. To understand the confusion across different dialects, we further analyzed confusion across different miss classifications. Fig. 3 shows the DID performance for each dialect. The performance is shown for all three systems, namely, CNN, transformer and the score-level fusion system. It is observed that score-level fusion gives better performance in terms of accuracy for the majority of all 17 dialects. We can observe that the classification accuracy for most of the dialect is above 85% except for JOR, QAT and QMA. Among all the 17 dialects, the IRA obtains 96.2% accuracy which is the best performance, followed by LEB dialect with an accuracy of 95.4%. It is easy to notice that the dialect JOR is the most confusing dialect, with an accuracy of only 68.5%, and is most often confused with PAL (6.1%) and LEB (5.1%). The second confusing dialect is SYR, which has an accuracy of 76.8% and is most often confused with EGY (5.7%). As discussed earlier in section III-A that ADI data has unbalanced nature in terms of utterances available. It is also observed that performance of dialect identification is affected by the number of training utterances used. It was observed that the IRA dialect has relatively better performance while the JOR has poor performance. The IRA dialect has a larger number of utterances, while the JOR dialect has the least number of utterances.

TABLE IV

| Systems                     | Dev | Eval |
|-----------------------------|-----|------|
| i-vector                    | 59.7% | 60.3% |
| x-vector                    | 71.0% | 72.1% |
| E2E (x-vector)              | 76.6% | 77.8% |
| E2E (Softmax)               | 83.0% | 82.0% |
| E2E (Tuplemax)              | 78.6% | 78.6% |
| E2E (AM-Softmax)            | 62.5% | 63.7% |
| Transformer                 | 83.17% | 82.54% |
| CNN-Transformer (fusion)    | 85.25% | 86.29% |

Table IV shows the experimental results with different state-of-the-art DID systems. The systems such as i-vector and x-vector are inspired by speaker verification and use logistic regression for scoring. These are not trained as an end-to-end (E2E) manner and are not as good as E2E systems. Transformer-based DID system presented in this paper is
comparable with E2E (softmax). We believe that the longer temporal information captured using the self-attention mechanism in transformer helps in improving the performance of DID system.

V. CONCLUSIONS

In this paper, we proposed a transformer-based DID system. We observed that long-term information captured using the transformer model can help in DID performance. To lower the computational cost by reducing the number of frames for self-attention layer, we used the downsampling based approach. This approach also eliminated the redundant adjacent Fbank features. We observed relatively better performance transformer-based DID system than CNN-based DID system for medium and long duration of test speech. This is expected as the transformer has the capability to learn the long time dependencies, where as CNN-based system has shorter convolution filters. Further, we perform the score-level fusion of CNN and transformer-based DID systems to analyse the DID performance for different dialects. The future work will focus on using additional resources such as ASR, lexical information and phonotactic modeling approaches together with audio data for the DID task.
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