WebCaricature: a benchmark for caricature face recognition
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\textbf{ABSTRACT}

Caricatures are facial drawings by artists with exaggeration on certain facial parts. The exaggerations are often beyond realism and yet the caricatures are still recognizable by humans. With the advent of deep learning, recognition performances by computers on real-world faces has become comparable to human performance even under unconstrained situations. However, there is still a gap in caricature recognition performance between computer and human. This is mainly due to the lack of publicly available caricature datasets of large scale. To facilitate the research in caricature recognition, a new caricature dataset is built. All the caricature images and face images were collected from the web. Compared with two existing datasets, this dataset is of larger size and has various artistic styles. We also offer evaluation protocols and present baseline performances on the dataset. Specifically, four evaluation protocols are provided: restricted and unrestricted caricature verifications, caricature to photo and photo to caricature face identifications. Based on the evaluation protocols, three face alignment methods together with five kinds of features and nine subspace and metric learning algorithms have been applied to provide the baseline performances on this dataset. Main conclusion is that there is still a space for improvement in caricature face recognition.

\textcopyright 2017 Elsevier Ltd. All rights reserved.

1. Introduction

In the past few years, face recognition performance, even in unconstrained environments, has improved rapidly. For instance, recognition accuracy on the LFW dataset has reached 99\%, which even outperforms most humans \cite{1}. However, there seems still a significant gap in caricature recognition performance between computer and human. Caricatures are facial drawings by artists with exaggerations of certain facial parts. The exaggerations are often beyond realism and yet the caricatures are effortlessly recognizable by humans. In some cases, people find that caricatures with exaggerations are easier to recognise compared to real face photos. However, this is not the case for computers. Caricatures have long fascinated psychologists, neuroscientists and now computer scientists and engineers in their seemingly and grossly distorted views of veridical faces but still possessing distinctively recognizable features of the subjects \cite{2, 3, 4}. Studying caricatures can offer insights to how face recognition is robustly performed. The study of caricature face recognition can also lead to better understanding of human perception of faces. With this objective, we have collected and set up a dataset of caricatures to promote and facilitate the study of caricature face recognition. Besides, we have provided face landmark annotations on this dataset, as well as evaluation protocols and baseline performance for comparison.

Currently, there are only two public available caricature datasets \cite{5}, \cite{6}. The first set \cite{5} includes pairs of caricature and photo of 196 subjects. There were two sources in this dataset. The first was from commissioning artists to drew caricatures (from photos) and resulting in 89 caricatures. The second was via the Google image search and 107 image pairs were collected in this way. The second dataset \cite{6} includes caricature and photo pairs of 200 people. All the caricatures of this dataset are hand drawn black and white caricatures and of a single artistic style. Therefore, it is obvious that the existing caricature datasets are limited in subject size and artistic style. To motivate the better study of caricature face recognition, we have built a dataset of larger size with 6042 caricatures and 5974 photographs in total. These caricatures and photographs are from 252 persons. While building this dataset, the main focus
Main contributions of this paper are as follows:

A new caricature dataset of 252 persons is built. For each person, there are average 33 photos and 57 caricatures from various sources of the Internet. For each image in the dataset, we also provide 17 labeled facial landmarks. This is the largest caricature dataset available so far. For each person, we collected as many caricatures as possible to include as many artists as possible to have the variability in caricature style and exaggeration. To find what is more intrinsic for recognizing caricatures and related photos, we thus tried to cover more intra-personal variations than more subjects. As all the caricature images are collected from the web, the caricatures are of diverse artistic styles. Besides, the illumination conditions, pose, expressions, occlusions and age gaps in the caricature and photo modalities were not controlled. All these factors make the caricature recognition problem realistic and generic.

With this dataset, we also provide four basic experimental protocols. They are, restricted and unrestricted caricature verifications, caricature to photo and photo to caricature identifications, offering a way for fair comparison of any future work. Besides, we present a new framework for caricature face recognition, including caricature face detection, facial landmark detection, caricature face alignment, feature extraction and feature matching. Challenges for each of these steps are discussed.

With the framework and evaluation protocols, baseline performances are also provided. Specifically, we verified from the following aspects. For caricature and photo face alignment, we tested three methods. For feature extraction, four hand-crafted features and one deep learning based feature are tested. With respect to feature matching, nine subspace and metric learning methods are applied for comparison, including both single-modal and cross-modal based methods. A conclusion is that deep learning based feature performs the best. However their performance can be further improved with subspace or metric learning. Besides, there is still a space for improvement, even for deep learning based methods.

2. Related Work

2.1. Caricature Face Recognition

Currently, there is limited work on caricature face recognition. The work of [5] proposed to use qualitative features to solve the problem. The qualitative features were labeled by human via Amazon’s Mechanical Turk service, and were then combined with logistic regression (LR), multiple kernel learning (MKL), and support vector machines (SVM) to calculate the similarity of a caricature and a photo. A dataset was released in this work, where there are 196 pairs of caricatures and photos. Authors in [2] proposed to learn a facial attribute model. These facial attribute features were then combined with low-level features for recognition using canonical correlation analysis (CCA). An attribute dataset for the dataset of [5] is released, in which each photo and caricature were labeled with 73 attribute features. Abaci and Akgul [6] proposed a method to extract facial attribute features for photos. For caricatures, the attribute features were manually labeled. Then the weights of these attribute features were learned by a genetic algorithm (GA) or LR for recognition. In this paper, the authors released a dataset of 200 pairs of caricatures and photos. All the caricatures of this dataset are line drawing caricatures. Crowley et al. [8] proposed to use fisher vector (FV) and convolutional neural network (CNN) representations combined with discriminative dimensionality reduction (DDR) or SVM classifiers to retrieve similar paintings given a query photo. The paintings studied in this work are of many painting media (oil, ink, watercolor) and various styles (caricature, pop art, minimalist). Two datasets have been built but are not publicly available. The first dataset is from the website DeviantArt. The second dataset is from National Portrait Gallery (NPG). A summary of these existing and related work is given in Table 1.

From the above, it is evident that currently there is little work on caricature face recognition, despite its imperative value to face perception and recognition is commonly recognised. This is largely due to limited datasets available and limited scale of the current caricature datasets. Therefore, we have built a new dataset to facilitate the study on caricature recognition.

2.2. Heterogeneous Face Recognition

Caricature face recognition is a special case of heterogeneous face recognition where the two matching face images are of different modalities. According to the way to remove modality variations, there are generally three kinds of approaches to the recognition problem.

The first is image synthesis based methods. The main idea is to map images of one modality into another by image synthesis [9, 10]. The second is modality invariant feature extraction based methods [11, 12]. Designed feature descriptors or deep learning methods are used to extract face features that are invariant to modality change. The last is common subspace based methods, which try to find a common subspace for face
features of two modalities. Then the recognition is performed in the common subspace, as the projections to the common subspace are sought to remove modality variations. Related work includes common discriminant feature extraction (CDFE) [13], coupled spectral regression (CSR) [14] and so on.

Different from the existing heterogeneous face recognition applications, caricatures have exaggerated face parts, making caricatures beyond realism. Such exaggerations do not seem to cause difficulties to humans in recognition. However, this is not the case for computers. Thus it is important to study caricatures in terms of revealing features that are more intrinsic for face recognition.

3. Dataset Collection

3.1. Collection Process

For collecting both face images and caricatures, we first drew up a list of names of celebrities. For each of these people, we manually searched for their caricatures and photos and saved these images. All the photos were searched using the Google image search. For caricatures, they are mainly from Google image search and Pinterest. After all the images were downloaded, a program was written to remove duplicated caricatures and photos. This was done by extracting features of caricatures and faces of photos, two features with a large similarities were picked out. We then manually checked if they came from duplicated images. This resulted in a dataset of 252 people with a total of 6042 caricatures and 5974 photographs. For each subject, its number of caricatures ranges from 1-114 and number of photos from 7-59.

3.2. Labeling Information

For each caricature, 17 landmarks were manually labeled as shown in Fig. 2. The first four landmarks are face contours. The next four are eye brows. Landmarks 9-12 are eye corners. The 13th landmark is the nose tip. The 14th-17th are mouth contours.

The labeling procedure for photo was different. For each photo, we firstly used the facial landmark detection software provided by Face++ [15]. This software could locate 83 face landmarks, from which we used the 2nd-17th face landmarks that correspond to our manual labeled landmarks for caricatures. The first landmark was labeled manually for each photo.

Table 1. Summary of existing work on caricature recognition.

| Dataset Information | Number of subjects | Images | Available | Features | Learning Method |
|---------------------|--------------------|--------|-----------|----------|----------------|
| Klare et al. [5]    | 196 subjects       | 392 images | Yes       | Attribute feature | LR/MKL/SVM |
| Ouyang et al. [7]   | -                  | -      | -         | Attribute feature/low-level feature | CCA |
| Abaci and Akgul [6] | 200 subjects       | 400 images | Yes       | Attribute feature | GA/LR |
| Crowley et al. [8]  | Dev: 1,088 subjects NPG: 188 subjects Train: 496 subjects | Dev: 8,528 images NPG: 3,128 images Train: 257,000 images | No | FV/CNN feature | DDR/SVM |
| This paper          | 252 subjects       | 12,016 images | Yes | Gray/LBP/Gabor/CNN feature | 9 Subspace learning and metric learning methods |

Note that there were some photos the software did not label well or failed to locate the landmarks. For those cases, we manually corrected the labeling or manually labeled them with the same scheme as for caricatures. After the above two processes, 17 landmarks for each caricature and photo were obtained.

4. Recognition Framework and Challenges

As reviewed in Section 2, most existing work on caricature recognition tries to extract descriptive attributes or qualitative features for recognition. In this paper, we illustrate how to solve the recognition problem without using attributes, as they are subjective and require extensive manual labeling. The recognition framework is shown in Fig. 3. The process is similar to the traditional face recognition process. However, there are challenges at almost each step in this case.

4.1. Caricature Face Detection and Landmark Localization

The first step of the recognition process is to perform caricature face detection and landmark localization. For the detection task, as caricatures can vary greatly in artistic styles and facial appearances. It is more difficult to find the detection patterns of caricatures compared with real faces in photos. And for the task of localizing landmarks, the shapes of caricatures and the positions of eyes, noses and mouths can be exaggerated and sometimes appear at odd positions beyond realism which can make existing localization techniques fail to localize. Although this paper is developed for studying caricature face recognition. Our dataset provides 17 landmarks for each caricature, researches on caricature detection and landmark localization can also be done on our dataset.
Fig. 3. Caricature face recognition framework used in this paper. First step is face detection and landmark localization. Then faces are aligned. Three alignment methods are tested. With aligned face images, features are extracted. As illustrated, two kinds of feature extraction methods are tested, hand-crafted and convolutional neural network based. Last step is to measure the similarity of extracted features.

4.2. Face Alignment

The second step is face alignment. For this process, the objective is to make the eyes, noses or mouths appear at the same position on two cropped face images, such that the two images are comparable. Three alignment methods were tested in this paper. The alignment process of the first method was to rotate the image first to make two eyes in horizontal positions. After, the image was resized to make eye distance of 75 pixels. Then the cropped region was defined by making the eye center to the upside of the bounding box 70 pixels and the left side of the bounding box 80 pixels. The bounding box is of size $160 \times 200$. This alignment method is denoted as eye location based (short for Eye in the following section). In the second alignment method, the first two steps were the same. Then small regions of $40 \times 40$ centered at the labeled 17 landmarks were cropped out. This alignment method is denoted as landmark based (Landmark for short). The third alignment method was done according to the face contour (defined by the face landmarks 1-4). Then this bounding box was enlarged by a scale of 1.2 in both width and height. With the enlarged bounding box, the face image inside the bounding box was resized to $160 \times 200$. This alignment method is denoted as bounding box based (Box for short).

Fig. 4. Illustration of misaligned problem. First row, cropped original images. Second row, aligned face images according to eye locations.

The above alignment methods work well for traditional face recognition. However, in caricature face recognition, as faces are exaggerated. Even after alignment is applied, caricatures can still be misaligned. An illustration of the misaligned caricatures after applying the first alignment method (eye-based) is given in Fig. 4. As can be seen, photos are fairly well aligned. The eyes of caricatures are also aligned well. However, there are mismatches in the nose and mouth areas. Thus for caricature face recognition, more sophisticated alignment methods need to be developed.

4.3. Feature Representation

For face feature extraction, we have tested two kinds of methods. The first is hand-crafted feature extraction. The second is convolutional neural network (CNN) based. For hand-crafted features, four kinds of features were tested, including gray, local binary pattern (LBP) [16], Gabor [17] and SIFT [18]. For CNN, we used the trained model VGG-Face [19]. In our experiments, the feature extraction process was the same for caricatures and photos.

Currently, all the tested feature extraction methods are not cross-modal based. For caricature face recognition, it is important to learn or to find features that are invariant to modality changes.

4.4. Matching Algorithm

The last step is to compute the similarity of two sets of features to decide whether they are from the same person. As the features to be matched are highly influenced by modality changes, removing modality variations presents a challenge for developing matching algorithms for this application. For this step, nine subspace and metric learning methods were tested, including both single modal and cross-modal based methods.

5. Evaluation Protocols

Generally, face recognition can be categorized into two categories: face verification and face identification. For face verification, the objective is to judge whether two face images are from the same person. For face identification, the task is to find the identity of a face image from a set of face images. To promote the study of both caricature face verification and identification, four experimental protocols covering both scenarios are developed.
5.1. Caricature Face Verification

The task of caricature face verification is to verify whether a caricature and a photo are from the same person. Therefore, the algorithm is presented with a pair of images and the output is yes or no. To evaluate the performance of caricature face verification, we have built up two settings which are similar to the settings of LFW [20]. One is image restricted setting and the other is image unrestricted setting. While building up these two settings, the training and testing data are made separated.

In image restricted setting, there are two views. View 1 is for parameter tuning and View 2 is for testing. Pairs of images are provided with the information on whether the pairs of images are from the same person. There is no extra identity information. For training, only the provided pairs should be used. In image unrestricted setting, there are also two views. In this setting, training images together with person identities are given. Therefore, as much as pairs can be formulated for training.

For view 1 of both restricted and unrestricted settings, the proportion of subjects in training and testing were set to near 9:1. For view 2, 10 fold cross validation is used. Therefore, to report results on view 2, training has to be done for ten times. Each time, 9 folds of the data should be used for training and the remaining fold for testing.

For these two settings, researchers are encouraged to use the receiver operating characteristic (ROC) curve, VR@FPR=0.1% and VR@FPR=1% to report performances, where VR@FPR=0.1% corresponds to verification rate (VR) with false positive rate (FPR) equal to 0.1%, and VR@FPR=1% denotes VR with FPR of 1%.

5.2. Caricature Face Identification

The task of caricature face identification can be formulated into two settings. One is to find the corresponding photos of a given caricature from a photo gallery (denoted as Caricature to Photo or C2P). The second is to find the corresponding caricatures of a given photo from a set of caricatures (denoted as Photo to Caricature or P2C).

For each of the two settings, there are two views. View 1 is developed for parameter tuning and view 2 for testing. While generating data for these two views, subjects were evenly split to training and testing sets. For view 2, the dataset is randomly split for ten times. Thus for results reporting, the algorithm should run for ten times and report the average results. Besides, for C2P, photos are used as gallery and caricatures are used as probe. For each subject in the gallery set, only one photo is selected. Reversely, for P2C, caricatures are used as gallery and each subject has only one caricature in the gallery.

For these two settings, we encourage researchers to use the cumulative match curve (CMC) for evaluation and report average Rank-1 and Rank-10 results.

6. Baseline Performances

Following the established evaluation protocols and the caricature face recognition framework, we evaluated three alignment methods, five feature extraction methods and nine subspace and metric learning methods. Results are summarized into two parts, verification results and identification results.

Table 2. Results of various alignment methods under restricted and unrestricted settings.

| Method            | Restricted | UnRestricted |
|-------------------|------------|--------------|
|                   | FAR@0.1%   | FAR@1%       | AUC           |           |
| Gray              | 0.0058     | 0.0478       | 0.6198       |           |
| Gray-Landmark     | 0.0210     | 0.0745       | 0.7124       |           |
| Gray-Box          | 0.0104     | 0.0465       | 0.6626       |           |
| SIFT              | 0.0278     | 0.1046       | 0.7383       |           |
| SIFT-Landmark     | 0.0467     | 0.1539       | 0.7766       |           |
| SIFT-Box          | 0.0296     | 0.0915       | 0.7195       |           |
| VGG              | 0.2142     | 0.4028       | 0.8957       |           |
| VGG-Box           | 0.2842     | 0.5553       | 0.9463       |           |

Table 3. Results of various feature extraction methods under restricted and unrestricted settings.

| Method | Restricted | UnRestricted |
|--------|------------|--------------|
|        | FAR@0.1%   | FAR@1%       | AUC           |           |
| Gray   | 0.0058     | 0.0478       | 0.6198       |           |
| LBP    | 0.0033     | 0.0192       | 0.6002       |           |
| Gabor  | 0.0323     | 0.0975       | 0.7158       |           |
| SIFT   | 0.0278     | 0.1046       | 0.7383       |           |
| VGG    | 0.2142     | 0.4028       | 0.8957       |           |
| VGG-Box| 0.1924     | 0.4088       | 0.8980       |           |

6.1. Verification Results

6.1.1. Influence of Alignment Methods

Results of the three alignment methods discussed in Section 4.2 are firstly provided in Table 2. The three alignment methods were combined with three feature extraction methods. For extracting Gray features, the resulting aligned face images or patches are simply reshaped into vectors. Under the eye location based and bounding box based alignment settings, to extract SIFT features, the 160 × 200 image is partitioned into patches of 40 × 40 with a step size of 20. A 32-dimension SIFT feature is extracted in each patch. Under the landmark based alignment setting, SIFT feature is extracted in each patch and all the features are concatenated. To extract CNN features, the model of VGG-Face is used. Note the landmark based alignment method is not applicable with VGG-Face, as it is developed for extracting features of the entire face. While using VGG-Face, the aligned images are resized to 224, all three color
channels are kept.

In Table 2 the resulting feature vectors are combined with the principle component analysis (PCA) \([21]\) for evaluation. From the table, for hand-crafted features, it is obvious that landmark based feature extraction obtains the best performance compared with the other two. The results of eye location based and bounding box based methods are comparable. In some cases, eye location based results are a slightly better, while in other cases, bounding box based methods are better. This illustrates that landmark based method is the best for alleviating misalignment problem. However, for deep learning based feature, the bounding box based alignment method is much better than eye location based method. This is perhaps because that the bounding box based alignment can crop the whole face into the aligned image. The cropped face image of eye location based method sometimes misses some parts of the face such as chin and mouth due to exaggerations in caricatures. The deep learning based methods may have some kind of mechanisms to alleviate this misalignment problem. Thus the results of bounding box based alignment are better.

### 6.1.2. Evaluation of Different Feature Extraction Scheme

Then we compared various feature extraction methods, including Gray, LBP, Gabor, SIFT and CNN. For all these feature extraction, we used the same eye location based alignment method for fair comparison. Gray, SIFT and CNN feature extractions are the same as the procedures in the previous section. For LBP feature extraction, uniform LBP was used and LBP was extracted in patches of 40 \times 40 with a step size of 8 pixels. Gabor feature was extracted by resizing the face image to 128 \times 128 and 40 Gabor filters were used, of 8 orientations and 5 scales. After filtering the images, all the filtered image were down sampled to its \(\frac{1}{4}\) of its original size. All the extracted features were then combined with PCA for dimension reduction.

From Table 3 SIFT feature is almost the best among hand-crafted features. Gabor is the next. The results of LBP and Gray are similar. Results of VGG-Face are the best and there is a significant improvement over the SIFT. Note that VGG-Face was not fine-tuned for this application. Still the performance is much better than that of any hand-crafted features. However, the results of VGG-Face for FAR=0.1% and FAR=1% are respectively 0.2142 and 0.4028 for image restricted setting and 0.1924 and 0.4088 for image unrestricted setting. For these two evaluation protocols, there is still rooms for improvement even with deep learning.

### 6.1.3. Evaluation of Different Learning Methods

In this section, we tested several single view subspace learning methods including PCA \([21]\), kernel discriminant analysis (KDA) \([22]\) and multi-view subspace learning methods such as, canonical correlation analysis (CCA) \([23]\), multi-view discriminant analysis (MvDA) \([24]\), coupled spectral regression (CSR) \([14]\), kernel coupled spectral regression (KCSR) \([14]\). State-of-the-art single view metric learning methods including KISSME \([25]\), information-theoretic metric learning (ITML) \([26]\) and large margin nearest neighbor (LMNN) \([27]\).

For these experiments, as verified in the previous section, landmark based alignment and SIFT were used in this configuration for comparing all the subspace learning methods. Before applying these methods, PCA was also applied. Results are summarized in Table 4. As the restricted setting only provides with that two images are either of same class or not and some algorithms such as KDA, LMNN, MvDA, CSR, KCSR requires explicit label information for each image, these methods are not applicable for the image restricted setting. From Table 4 the restricted setting part, the best result was achieved by ITML. For unrestricted setting, the best and second best results were achieved by CSR and KCSR. In summary, the results after applying learning methods are all better than that of Eu-

| Method | FAR=0.1% | FAR=1% | AUC | Unrestricted | FAR=0.1% | FAR=1% | AUC |
|--------|----------|--------|-----|--------------|----------|--------|-----|
| Euclidean | 0.0212 | 0.0828 | 0.6613 | 0.0256 | 0.0840 | 0.6611 |
| PCA | 0.0467 | 0.1539 | 0.7766 | 0.0443 | 0.1524 | 0.7800 |
| KDA | - | - | - | 0.0662 | 0.2423 | 0.8746 |
| KissME | 0.0455 | 0.1215 | 0.7236 | 0.0456 | 0.1466 | 0.7812 |
| ITML | **0.0508** | **0.1807** | **0.8407** | 0.0535 | 0.1848 | 0.8276 |
| LMNN | - | - | - | 0.0659 | 0.2137 | 0.8419 |
| CCA | 0.0477 | 0.1296 | 0.7753 | 0.0502 | 0.1766 | 0.8118 |
| MvDA | - | - | - | 0.0141 | 0.0829 | 0.7534 |
| CSR | - | - | - | **0.1176** | 0.3186 | 0.8868 |
| KCSR | - | - | - | 0.1166 | **0.3200** | **0.8882** |

| Method | FAR=0.1% | FAR=1% | AUC | Unrestricted | FAR=0.1% | FAR=1% | AUC |
|--------|----------|--------|-----|--------------|----------|--------|-----|
| SIFT-Landmark-TML | 0.0508 | 0.1807 | 0.8407 | **0.0508** | **0.1807** | **0.8407** |
| VGG-Eye-PCA | 0.2142 | 0.4028 | 0.8957 | **0.2142** | **0.4028** | **0.8957** |
| VGG-Eye-TML | 0.1897 | 0.4172 | 0.9114 | **0.1897** | **0.4172** | **0.9114** |
| VGG-Box-PCA | 0.2842 | 0.5553 | 0.9463 | **0.2842** | **0.5553** | **0.9463** |
| VGG-Box-TML | **0.3494** | **0.5722** | **0.9541** | **0.3494** | **0.5722** | **0.9541** |
| SIFT-Landmark-KCSR | 0.1166 | 0.3200 | 0.8882 | **0.1166** | **0.3200** | **0.8882** |
| VGG-Eye-PCA | 0.1924 | 0.4088 | 0.8980 | **0.1924** | **0.4088** | **0.8980** |
| VGG-Eye-KCSR | 0.2346 | 0.4857 | 0.9246 | **0.2346** | **0.4857** | **0.9246** |
| VGG-Box-KCSR | 0.3207 | 0.5676 | 0.9459 | **0.3207** | **0.5676** | **0.9459** |
| VGG-Box-KCSR | **0.3909** | **0.6582** | **0.9629** | **0.3909** | **0.6582** | **0.9629** |
6.2. Identification Results

6.2.1. Influence of Alignment Methods

Results of alignment methods under the identification setting are summarized in Table 6. The evaluation performance measures used include Rank-1 and Rank-10. Under the two identification based settings, for hand-crafted features, landmark based alignment is the best. The results of eye location and bounding box based alignment methods are comparable with each other. For the deep learning based features, bounding box based alignment method is the best.

6.2.2. Evaluation of Different Feature Extraction Scheme

Under caricature to photo and photo to caricature identification settings, four hand-crafted and one CNN based feature extraction methods are also compared. The alignment method used for this experiments was eye location based. Results in Table 7 show that SIFT is the best among the four hand-crafted features. VGG-Face is much better than SIFT.

6.2.3. Evaluation of Different Learning Method

Influence of different subspace learning methods were also tested. All the nine methods tested in Section 6.1.3 were applied here with the same features. From Table 8 CSR and KCSR achieved similarly the best results. The best rank-1 performance for C2P setting is only 25.18 ± 1.39 and 23.42 ± 1.57 for P2C setting. This means that there is a huge space for improvement for these two settings with traditional face recognition process. Further studies on caricature face recognition will certainly provide findings that can also help reveal more intrinsic clues for traditional face recognition.

6.2.4. Summary of Results

A summary of the better combinations of the methods at three stages are given in Table 9. The results of deep learning feature based methods outperform the hand-crafted features based method to a large extent. Another observation is that the results of VGG-Face features can be further improved with KCSR. This is mainly because VGG-Face is trained using only photos and may not be able to deal with modality variations. With the help of KCSR to remove modality variations, the performance can be improved. The last is that although deep learning based methods achieve good results. The results of FAR=0.1% and FAR=1% are still far from satisfactory, indicating that there is still space for improvement.

7. Conclusions

A caricature dataset of 252 person with 6024 caricatures and 5974 photos is collected. Together, facial landmarks, evaluation protocols and baseline performances are provided on the dataset. Specifically, four evaluation protocols are built. Following these settings, a set of face alignment methods, hand-crafted and deep learning features, and various subspace and metric learning methods are tested. Among all the methods, the best is the bounding box based alignment method combined with VGG-Face feature extraction. The performance of this feature can be further improved with metric learning and subspace learning methods. With this dataset and from the baseline evaluations, there are several future directions. Caricature face recognition also provides fundamental clues for traditional face recognition.
landmark detection is of great interest and is a key step for caricature recognition. As the performance on this dataset is still far from saturated, future work and research on caricature face feature extraction and cross-modal metric learning methods are also promising directions.
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