MODELLING OF INTERFACIAL FLOWS BASED ON AN EXPLICIT VOLUME DIFFUSION CONCEPT

A PREPRINT

B. Wang*, M. J. Cleary, A. R. Masri
School of Aerospace, Mechanical and Mechatronic Engineering
The University of Sydney
Sydney 2006, NSW, Australia
bosen.wang@sydney.edu.au

April 21, 2021

ABSTRACT

A novel volume of fluid model (VoF) called explicit volume diffusion (EVD) is developed for the simulation of interfacial flows, including those with turbulence and primary spray atomisation. The EVD model is derived by volume averaging the VoF equations over a physically-defined length scale. This introduces unclosed sub-volume flux, sub-volume stress and volume averaged surface tension force. Sub-volume fluctuations arise due to both turbulent motions and other interface dynamics which can, in general, occur in both laminar and turbulent flows. Both of these types of fluctuations are attenuated by the volume averaging process. The sub-volume flux is closed by a gradient diffusion model and involves an explicit volume diffusion coefficient that is linked to the physical length scale. The sub-volume stress closure introduces an explicit volume viscosity augmented by turbulent viscosity in turbulent flows. The volume averaged surface tension force closure is based on fractal properties of wrinkled sub-volume interfaces. These closures are evaluated through a priori analysis of resolved flow simulations for a series of two-dimensional laminar and three-dimensional turbulent interfacial shear flows. Subsequently, full EVD simulations are validated for these shear flows and for a laboratory airblast spray jet. Numerical convergence is demonstrated by keeping the physical length scale constant while reducing the numerical grid size so that numerical diffusion diminishes and becomes overwhelmed by the explicit volume diffusion. A sensitivity analysis is also conducted for variations in the physical length scale, which is compared to the boundary layer thickness on the light fluid side of the interface.
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1 Introduction

Spray flows are common in many engineering applications including agricultural spraying, medical and pharmaceutical technologies, food production, additive manufacturing and various combustion engines. Spray atomisation is an interfacial physical process which is the result of competing inertial, viscous and surface tension (or capillary) forces. The relative magnitudes of these forces are quantified by the dimensionless Weber number, $We$, which is the ratio of inertial to surface tension forces and the Ohnesorge number, $Oh$, which is the ratio of viscous to surface tension forces. In addition to the Weber number, the Reynolds numbers of the two phases and their momentum ratio classify the breakup regimes [1, 2]. There are primary and secondary stages of atomisation, and each has a number of regimes which produce quite different downstream droplet morphology. The primary stage is characterised by growth of interfacial instabilities such as shear-driven Kelvin-Helmholtz instabilities that result in protrusions in the interface that may subsequently lead to secondary acceleration-driven Rayleigh-Taylor instabilities. This is followed by the disintegration of the continuous liquid stream into discrete elements that may be long ligaments, irregular-shaped blobs or spherical droplets [3]. In the secondary atomisation stage, these discrete liquid elements break further into smaller fragments and become increasingly spherical. The larger the value of
which is a sub-volume artefact, is modelled through closures for the sub-volume flux and sub-volume stress. These closures are required for primary atomisation or secondary atomisation and subsequent droplet dispersion. The latter typically adopt hybrid Eulerian-Lagrangian schemes in which the droplets evolve as point particles. Computational models for primary atomisation are usually based on the single-fluid paradigm in which the liquid-gas mixture is treated as a continuum with common velocity and thermodynamic properties at each spatial location. The main single-fluid approaches are the volume-of-fluid (VoF) method, the level set (LS) method and the diffuse-interface (DI) method. Each approach has been assessed for a range of different multiphase flows. Comprehensive comparisons of the performance of these three methods are presented in. The LS method and some DI methods do not intrinsically conserve mass and additional numerical corrections are required. An earlier DI method by Cahn and Hilliard has intrinsic mass conservations, however, discretisation of a required physi-cal length scale. The volume averaged volume fraction is resolved by the grid and interface topology, affected by numerical diffusion. The concept is based on volume averaging of the instantaneous V ofF equations over a computational domain.

The complexity and multiscale nature of atomisation make both experimental and computational studies of atomisation very challenging. Detailed reviews are provided by and only a few highlights are mentioned here. Chigier et al. and Lasheras et al. used high-speed visualization techniques to identify breakup regimes based on Reynolds number, Weber number and momentum ratio. Marmottant and Villermaux established correlations for the lengths of interfacial longitudinal and transverse waves in airblast spray jets and these were confirmed through direct measurements in high Weber number cases by Singh et al.. Matas et al. and Fuster et al. investigated primary instabilities in planar liquid sheets and demonstrated the accuracy of analytical linear instability theory. Advanced optical techniques in planar liquid sheets and demonstrated the accuracy of analytical linear instability theory.

The purpose of the present contribution is to formulate a new volume-of-fluid type computational model which treats interfacial dynamics in a physically realistic way, converges with refinement of the grid, and is not unduly affected by numerical diffusion. The concept is based on volume averaging of the instantaneous VoF equations over a physically-defined length scale. The volume averaged volume fraction is resolved by the grid and interface topology, which is a sub-volume artefact, is modelled through closures for the sub-volume flux and sub-volume stress. These closures are required for primary atomisation or secondary atomisation and subsequent droplet dispersion. The latter typically adopt hybrid Eulerian-Lagrangian schemes in which the droplets evolve as point particles. Computational models for primary atomisation are usually based on the single-fluid paradigm in which the liquid-gas mixture is treated as a continuum with common velocity and thermodynamic properties at each spatial location. The main single-fluid approaches are the volume-of-fluid (VoF) method, the level set (LS) method and the diffuse-interface (DI) method. Each approach has been assessed for a range of different multiphase flows. Comprehensive comparisons of the performance of these three methods are presented in. The LS method and some DI methods do not intrinsically conserve mass and additional numerical corrections are required. An earlier DI method by Cahn and Hilliard has intrinsic mass conservations, however, discretisation of a required fourth-order derivative term is quite challenging. The VoF method, which is the focus of the present work, is mass conserving but it excessively smears the sharp interface through grid dependent numerical diffusion. Accurate solutions using VoF generally require very well resolved grids and high computational cost making it most suitable for fundamental studies of canonical flow configurations.

Large eddy simulation (LES), in which the large scale motions are resolved and the small dissipative and interfacial scales are modelled, have a more acceptable computational cost. However, LES of two-phase interfacial flows is still at a very early stage of development and to our knowledge the research community has not yet reached a consensus about the governing equations or sub-grid closures. Many LES of interfacial flows simply adopt concepts and closures that were developed initially for single phase LES. For example, standard turbulent viscosity and turbulent diffusivity models are widely used for the sub-grid terms in the filtered velocity and liquid volume fraction equations. However, the inherent assumptions that scale similarity and the energy cascade are uninterrupted across the interface are highly questionable. Attempts have been made to model sub-grid interface dynamics in a more physically realistic way. Liovic and Lakehal and Herrmann addressed sub-grid surface tension modelling based on curvature estimates at the grid scale and an auxiliary level set approach, respectively. Hecht and Anez et al. suggested a hybrid strategy that aims to sharpen the interface through the application of a compression velocity along continuous regions of the interface and to use turbulent diffusion to account for sub-grid liquid dispersion in the regions with discrete ligaments and droplets. The artificial compression term aims to compensate for numerical diffusion which can be dominant due to the absence of volume fraction molecular diffusion. The addition of the turbulent diffusivity, even if it is physically unjustified near the interface, may improve the convergence behaviour to an extent but this diminishes as the grid/filter scale is refined. A criterion based on the local interface curvature was proposed to determine where the interface is continuous but this too has been found to be highly grid dependent. It should be noted that good numerical convergence studies in the LES of interfacial flows are very scarce.

The purpose of the present contribution is to formulate a new volume-of-fluid type computational model which treats interfacial dynamics in a physically realistic way, converges with refinement of the grid, and is not unduly affected by numerical diffusion. The concept is based on volume averaging of the instantaneous VoF equations over a physically-defined length scale. The volume averaged volume fraction is resolved by the grid and interface topology, which is a sub-volume artefact, is modelled through closures for the sub-volume flux and sub-volume stress. These
closures are obtained through the introduction of a volume diffusivity and thus the model is called the explicit volume
diffusion (EVD) model. This volume diffusivity is finite only in the vicinity of the interface and, importantly, is
dependent on the physical and explicitly defined length scale and independent of the numerical grid. The physically
defined volume diffusivity is employed to account for a "diffusion" between the two immiscible fluids otherwise the
Bachelor scale of volume fraction is infinitely small and numerical diffusion dominates the interface topology. A
closure for the volume averaged surface tension force is also formulated. The volume averaging is relevant to laminar
and turbulent flows. Where turbulence is present, additional turbulent viscosity and turbulent diffusivity appear but the
latter does not act on the interface region. The sub-volume closures are validated initially based on an a priori
analysis of resolved flow simulations (RFS) of a series of 2D laminar and 3D turbulent interfacial shear flows. Further validation
for the shear layer cases is performed through numerical solution of the EVD transport equations while varying the
volume length scale and grid resolution to test accuracy and demonstrate numerical convergence. Suggestions are given
for selecting the volume length scale based on the interfacial boundary layer thickness. Finally the EVD model is
validated against existing experimental data for a turbulent airblast ethanol spray jet.

2 Formulation of the explicit volume diffusion model

In this section the EVD model equations are derived. We consider the case of two immiscible fluids, one denoted as the
heavy fluid (typically a liquid) and the other as the light fluid (typically a gas), which are quantified by volume fractions.
The instantaneous Navier-Stokes and volume fraction transport equations are averaged over a volume with a physically
defined length scale. Density weighted (Favre) averaging is used, although the conventional (Reynolds) average is
of interest and a conversion is made for the purposes of observation. Volume averaging introduces unclosed terms
involving the sub-volume fluctuations of the velocity and volume fractions and closure models are developed below.

2.1 Volume averaged transport equations

The VoF concept is based on the idea that two immiscible fluids can be modelled as a single fluid having singular values
of thermodynamics, transport and flow properties. The density, \( \rho \), and dynamic viscosity, \( \mu \), at each point in space and
time are

\[
\rho = \alpha \rho_h + (1 - \alpha) \rho_l, \quad (1)
\]

\[
\mu = \alpha \rho_h \nu_h + (1 - \alpha) \rho_l \nu_l. \quad (2)
\]

The superscripts \( h \) and \( l \) denote the heavy and the light fluids, respectively, and \( \nu \) is the kinematic viscosity. The volume
fraction of the heavy fluid is \( \alpha \) and the volume fraction of the light fluid is \( 1 - \alpha \). The single fluid transport equations
for continuity, momentum and volume fraction are

\[
\frac{\partial \rho}{\partial t} + \frac{\partial \rho u_i}{\partial x_i} = 0, \quad (3)
\]

\[
\frac{\partial \rho u_i}{\partial t} + \frac{\partial \rho u_i u_j}{\partial x_j} = -\frac{\partial p}{\partial x_i} + \frac{\partial \tau_{ij}}{\partial x_j} + F_{s,i} + \rho g_i, \quad (4)
\]

\[
\frac{\partial \rho \alpha}{\partial t} + \frac{\partial \rho u_i \alpha}{\partial x_i} = 0. \quad (5)
\]

Here, \( u, p \) and \( g \) denote velocity, pressure and gravitational acceleration, respectively, \( t \) is time and \( x_i \) is the spatial
coordinate in the \( i \)th direction. We select this version of the VoF equations (e.g., [49]) to obtain an evident sub-volume
flux term by Favre volume averaging and thus to introduce an explicit volume diffusion model even though some other
equivalent formulations exist. The viscous stress, \( \tau_{ij} \), reads as

\[
\tau_{ij} = \mu \left[ 2 S_{ij} - \frac{2}{3} \frac{\partial u_k}{\partial x_k} \delta_{ij} \right], \quad (6)
\]

where \( S_{ij} \) is the strain rate tensor,

\[
S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right), \quad (7)
\]

where \( \delta \) is a Kronecker delta function. \( F_{s,i} \) is the surface tension force and the details of its modelling are delayed to a
later section. Since the fluids are immiscible and phase change is not considered here, the real interface is sharp and the
volume fractions in the interior of the heavy and light fluids are \( \alpha = 1 \) and \( \alpha = 0 \), respectively. Due to numerical
diffusion associated with discretisation of Eq. (5), numerical solutions of the above equations inevitably produce
locations where $0 < \alpha < 1$ such that the interface is an artificial continuum. Computational values of $\alpha$ and the other flow and thermodynamics properties represent numerical averages within the grid cells and they are highly dependent on the grid resolution [50, 51]. With greater grid refinement the interface topology becomes more detailed and, in general, the resolved flow dynamics change.

We can average the above transport equations over physically defined volumes, $V$, that are independent of the grid, in an attempt to replace the grid dependent continuum interface with a grid independent continuum interface with characteristic length scale $l_v \sim V^{1/3}$. Within a fixed volume centred at point $x_0$, the volume averaged value of an arbitrary function $\phi$ is given by

$$\hat{\phi} = \frac{1}{V} \int_V \phi(x', t) \, dx',$$

(8)

where $x'$ is a local coordinate centred at $x_0$ and the integral is performed over all coordinate directions. $\hat{\phi}$ represents a conventional (or Reynolds) volume average. Since the volumes can encompass both fluids with vastly different densities it is convenient for the derivation of subsequent sub-volume closures to introduce density weighted (or Favre) volume averaging,

$$\hat{\rho}\phi = \frac{\rho\phi}{\rho}.$$  

(9)

At the sub-volume scale, the fluctuations relative to the Reynolds and Favre volume averaged quantities are

$$\phi' = \phi(x_0, t) = \phi - \hat{\phi},$$

(10)

and

$$\phi'^{\alpha} = \phi'^{\alpha}(x_0, t) = \phi - \hat{\phi},$$

(11)

respectively. The use of fixed volumes centred at $x_0$ implies that

$$\hat{\phi} = \phi, \quad \phi' = 0,$$

(12)

$$\hat{\phi} = \phi, \quad \phi'^{\alpha} = 0,$$

(13)

which is convenient in the subsequent manipulations as it avoids unclosed cross interactions between volume averaged fields and sub-volume fluctuations. The definition given by Eq. (8) is mathematically similar to a top-hat spatial filtering operation that is commonly used in LES of turbulent flows. The conceptual difference is that the volume averaging is not specifically linked to the filtering of turbulent frequencies above a certain cut-off value. Rather the volume averaging attenuates fluctuations that result from interfacial dynamics that can occur in both laminar and turbulent flows. Similar volume averaging concepts that can be applied to multiphase flow with discontinuity due to the existence of interface can be found in [52, 53]. Note that the hat and paren (curved overline) notations $\hat{\phi}$ and $\hat{\rho}\phi$ are distinct from the symbols traditionally used for Reynolds and Favre statistical averaging and filtering in turbulent flows, viz. $\overline{\phi}$ and $\overline{\rho}\phi$. Also, the fluctuations are denoted here by backward sloping primes whereas forward sloping primes are generally used for turbulent notations.

Volume averaging Eqs (3) - (5) gives

$$\frac{\partial \hat{\rho}}{\partial t} + \frac{\partial \hat{\rho}u_i}{\partial x_i} = 0,$$

(14)

$$\frac{\partial \hat{\rho}u_i}{\partial t} + \frac{\partial \hat{\rho}u_i u_j}{\partial x_j} = \frac{\partial \hat{\rho}}{\partial x_i} + \frac{\partial \hat{\tau}_{ij}}{\partial x_j} - \frac{\partial \hat{\tau}^{\alpha}_{ij}}{\partial x_j} + \dot{F}_{s,i} + \hat{\rho}g_i,$$

(15)

$$\frac{\partial \hat{\rho}u_i}{\partial t} + \frac{\partial \hat{\rho}u_i \alpha}{\partial x_i} = \frac{\partial J^{\alpha}_{ij}}{\partial x_i}.$$  

(16)

The volume averaged single fluid density and viscosity are

$$\hat{\rho} = \hat{\alpha}\rho^h + (1 - \hat{\alpha})\rho^l,$$

(17)

and

$$\hat{\mu} = \hat{\alpha}\rho^h \nu^h + (1 - \hat{\alpha})\rho^l \nu^l.$$  

(18)
Reynolds volume averages of terms involving $\rho$ in Eqs (14)-(16) have been replaced with Favre volume averages through the application of Eq. (9) and this eliminates unclosed forces arising from sub-volume variations of density and dynamic viscosity [54]. The volume averaged viscous stress is expressed as

$$\hat{\tau}_{ij} = \hat{\mu} \left[ 2\hat{S}_{ij} - \frac{2}{3} \frac{\partial \hat{u}_i}{\partial x_j} \delta_{ij} \right]$$  \hspace{1cm} (19)

where $\hat{S}_{ij}$ is the volume averaged strain rate tensor, viz.

$$\hat{S}_{ij} = \frac{1}{2} \left( \frac{\partial \hat{u}_i}{\partial x_j} + \frac{\partial \hat{u}_j}{\partial x_i} \right).$$  \hspace{1cm} (20)

Through relations for the conservation of mass of the heavy fluid, the Favre volume averaged solutions to the above equations are easily converted to the physically meaningful Reynolds averaged forms that are of physical interest through

$$\hat{\alpha} = \frac{\hat{\rho} \hat{\alpha}}{\rho}.$$  \hspace{1cm} (21)

Volume averaging of the transport equations introduced new terms for the sub-volume flux,

$$J_{\alpha,i}^{va} = \hat{\rho} \hat{\alpha} \hat{u}_i$$  \hspace{1cm} (22)

and the sub-volume stress,

$$\tau_{ij}^{va} = \hat{\rho} \hat{\alpha} \hat{u}_i \hat{u}_j.$$  \hspace{1cm} (23)

Closure models for these along with a model for the volume averaged surface tension force, $\hat{F}_{s,i}$, are presented in the following three subsections.

2.2 A closure for sub-volume flux

Since the interface between the two fluids is sharp, the volume fraction field at the sub-volume scale has a bimodal probability density function (PDF) and this fact can be used to find a closure for the sub-volume flux. A similar approach has been used for modelling the unclosed sub-filter flux and stress for turbulent premixed flames based on a thin flame assumption [55]. The PDF of volume fraction is denoted by $P_\alpha(A)$ where $A$ is the sample space variable for the random variable $\alpha$. Since $P_\alpha(A)$ is bimodal and bounded between zero and one, the normalisation constraint is simplified as

$$\int_{-\infty}^{\infty} P_\alpha(A) dA = P_\alpha(A = 1) + P_\alpha(A = 0) = 1.$$  \hspace{1cm} (24)

Following on from this we can define the joint PDF of velocity and volume fraction that satisfies

$$\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P_{u,\alpha}(U, A) dU dA = \int_{-\infty}^{\infty} P_{u,\alpha}(U, A = 1) dU + \int_{-\infty}^{\infty} P_{u,\alpha}(U, A = 0) dU = 1,$$  \hspace{1cm} (25)

where $U$ is the sample space variable for the random velocity variable $u$. Next we introduce the conditional PDF of $u$ subject to the condition that $\alpha = A$ which is denoted as $P_{u|\alpha}(U \mid \alpha = A)$ and abbreviated as $P_{u|\alpha}(U \mid A)$ and defined by

$$P_{u|\alpha}(U \mid A) = \frac{P_{u,\alpha}(U, A)}{P_\alpha(A)}.$$  \hspace{1cm} (26)

Since $P_\alpha(A)$ is bimodal, $P_{u|\alpha}(U \mid A)$ takes finite values only at $A = 1$ and $A = 0$ and therefore its normalisation constraint is simplified to

$$\int_{-\infty}^{\infty} P_{u|\alpha}(U \mid A = 1) dU = \int_{-\infty}^{\infty} P_{u|\alpha}(U \mid A = 0) dU = 1.$$  \hspace{1cm} (27)

Through these conditional PDF definitions, the (unconditional) volume averaged velocity can be expressed as

$$\hat{u} = \hat{\alpha} \hat{u}^h + (1 - \hat{\alpha}) \hat{u}^l,$$  \hspace{1cm} (28)

where

$$\hat{u}^h = \int_{-\infty}^{\infty} U P_{u|\alpha}(U \mid A = 1) dU$$  \hspace{1cm} (29)
and
\[ \hat{u}_i^l = \int_{-\infty}^{\infty} U P_{u_i|\alpha}(U \mid A = 0) \, dU. \]  

(30)

are the conditional mean velocities in the heavy and light fluids, respectively. Within the pure fluids where there are no density variations, the Favre and Reynolds volume averages are equivalent so that \( \hat{u}_i^h = \hat{u}_i^l \).

Using an expression similar to Eq. (28), the sub-volume correlation of the fluctuations of volume fraction and velocity in direction \( i \) can be expanded as
\[ \overline{\alpha^nu_i^n} = \hat{\alpha} \hat{\alpha}^nu_i^n + (1 - \hat{\alpha}) \alpha^nu_i^l. \]  

(31)

The terms \( \overline{\alpha^nu_i^n} \) and \( \alpha^nu_i^l \) can be derived in a similar routine as shown by Eqs (29) and (30). With an additional associate of Eq. (11), Eq. (31) can be derived as
\[ \overline{\alpha^nu_i^n} = \hat{\alpha} \int_{-\infty}^{\infty} (1 - \hat{\alpha}) (u_i - \bar{u}_i) P_{u_i|\alpha}(U_i \mid A = 1) \, dU_i \\
+ (1 - \hat{\alpha}) \int_{-\infty}^{\infty} (0 - \hat{\alpha}) (u_i - \bar{u}_i) P_{u_i|\alpha}(U_i \mid A = 0) \, dU_i. \]  

(32)

Multiplying by density gives a new expression for the sub-volume flux,
\[ J_{\alpha,i}^{\nu a} = \hat{\rho} \overline{\alpha^nu_i^n} = \hat{\rho} \hat{\alpha} (1 - \hat{\alpha}) \left( \bar{u}_i^h - \bar{u}_i^l \right), \]  

(33)

and introduces the unclosed term \( \bar{u}_i^h - \bar{u}_i^l \) which is called the mean drift velocity. Equation (33) reveals that sub-volume inhomogeneity of both the volume fraction and the drift velocity lead to sub-volume flux. These inhomogeneities are caused by interface dynamics which occur in laminar as well as turbulent flows.

To close Eq. (33), a gradient diffusion model is proposed,
\[ J_{\alpha,i}^{\nu a} = -\hat{\rho} D_V \frac{\partial \hat{\alpha}}{\partial x_i}, \]  

(34)

where \( D_V \) is called the explicit volume diffusion coefficient that scales as
\[ D_V \sim \left| \frac{Q}{E} \right|^{3/2} \hat{\alpha} (1 - \hat{\alpha}) \left| \bar{u}_i^h - \bar{u}_i^l \right| \frac{1}{|\nabla \hat{\alpha}|}, \]  

(35)

which implies that the mean drift velocity in direction \( i \) is modelled using the magnitude of the mean drift velocity vector (which still needs to be closed) and the normalised volume fraction gradient in direction \( i \),
\[ \bar{u}_i^h - \bar{u}_i^l = -\left| \frac{Q}{E} \right|^{3/2} \left| \bar{u}_i^h - \bar{u}_i^l \right| \frac{1}{|\nabla \hat{\alpha}|} \frac{\partial \hat{\alpha}}{\partial x_i}. \]  

(36)

Here, \( \left| \frac{Q}{E} \right| \) is a coherent structure function [56, 57] with \( Q \) being the well-known second invariant of the velocity gradient tensor,
\[ Q = \frac{1}{2} \left( \overline{W_{ij}} \overline{W}_{ij} - \overline{S_{ij}} \overline{S}_{ij} \right), \]  

(37)

and \( E \) being the magnitude of a velocity gradient tensor,
\[ E = \frac{1}{2} \left( \overline{W_{ij}} \overline{W}_{ij} + \overline{S_{ij}} \overline{S}_{ij} \right). \]  

(38)

\( \overline{W_{ij}} \) is the vorticity tensor given by
\[ \overline{W}_{ij} = \frac{1}{2} \left( \frac{\partial \hat{u}_j}{\partial x_i} - \frac{\partial \hat{u}_i}{\partial x_j} \right). \]  

(39)

High values of \( |Q/E| \) characterise regions of high vorticity such as in homogeneous or strong shear turbulence, while low values characterise regions of low vorticity which are typical in laminar or mildly turbulent flows. It is introduced in the present model to give the correct limiting behaviour of the interface. Prior to the appearance of interfacial instabilities, the curvature of the interface approaches zero. There, \( |Q/E| \to 0 \) and as a result \( D_V \to 0 \) ensuring that there is not any spurious interfacial flux at the sub-volume scale and no excessive volume diffusion. This effect is
similar to that of the damping function for sub-grid turbulent viscosity proposed in [35, 58]. As instabilities generate interfacial curvature $|Q/E|$ and hence $D_V$ increase smoothly to thicken the volume averaged interface.

As derived in detail below, the magnitude of the mean drift velocity is found to scale with the root mean square (rms) of sub-volume velocity fluctuations, $|u_V^n| = \sqrt{\overline{u^n}^2}$, and these are obtained by application of the sub-volume conditional PDF concept,

$$\overline{u^n}^2 = \hat{\alpha} u^{n,h} + (1 - \hat{\alpha}) u^{n,l}$$

$$= \hat{\alpha} \int_{-\infty}^{\infty} (u - \tilde{u})^2 P_{u|A}(U \mid A = 1)dU$$

$$+ (1 - \hat{\alpha}) \int_{-\infty}^{\infty} (u - \tilde{u})^2 P_{u|A}(U \mid A = 0)dU$$

$$= \hat{\alpha} (1 - \hat{\alpha}) (u^{h} - \tilde{u})^2 + \hat{\alpha} (u^{n,h})^2 + (1 - \hat{\alpha}) (u^{n,l})^2. $$

Here, $u^{n,h} = u^h - \tilde{u}^h$ and $u^{n,l} = u^l - \tilde{u}^l$ are conditional fluctuations in the pure heavy and light fluids streams, respectively, and $(u^{n,h})^2$ and $(u^{n,l})^2$ are the sub-volume variances. It follows that

$$|\tilde{u}^h - \tilde{u}^l| = \sqrt{\overline{u^n}^2 - \hat{\alpha} (u^{n,h})^2 - (1 - \hat{\alpha}) (u^{n,l})^2}.$$ 

Away from the interface within the pure heavy fluid stream $(u^{n,h})^2 = \overline{u^n}^2$ and within the pure light fluid stream $(u^{n,l})^2 = \overline{u^n}^2$. Therefore we have the two limiting relations,

$$\lim_{\hat{\alpha} \to 1} \left[ \sqrt{\overline{u^n}^2 - \hat{\alpha} (u^{n,h})^2 - (1 - \hat{\alpha}) (u^{n,l})^2} \right] = 0,$$

and

$$\lim_{\hat{\alpha} \to 0} \left[ \sqrt{\overline{u^n}^2 - \hat{\alpha} (u^{n,h})^2 - (1 - \hat{\alpha}) (u^{n,l})^2} \right] = 0,$$

which imply that $|\tilde{u}^h - \tilde{u}^l|$, and hence $D_V$, are non-zero only in the interface region. From empirical observation of interfacial regions of resolved flow simulations (see a priori analysis in Section 4.2), we introduce the functional approximation

$$\sqrt{\overline{u^n}^2 - \hat{\alpha} (u^{n,h})^2 - (1 - \hat{\alpha}) (u^{n,l})^2} \sim \sqrt{\hat{\alpha} (1 - \hat{\alpha})} \overline{u^n} \sim \sqrt{\hat{\alpha} (1 - \hat{\alpha})} |u_V^n|,$$

The sub-volume root mean square of velocity fluctuations, $|u_V^n|$, is formulated as a Smagorinsky-Lilly type model, [59, 60],

$$|u_V^n| = C_{SL} l_V \sqrt{2\bar{S}_{ij} S_{ij}},$$

where $C_{SL}$ is a constant. This model takes inspiration from sub-filter turbulence closures but here it covers fluctuations due to both interface dynamics and turbulence (if it is present). Most importantly, the model for $|u_V^n|$ is linked to the explicit volume length scale, $l_V$, and is strictly independent of the numerical grid scale. In the vicinity of a sharp interface, the sub-volume velocity fluctuations are highly anisotropic. This fact is not contradicted by Eq. (45) which implies only that the magnitude of the sub-volume velocity fluctuations scale with the volume averaged strain rate. This is physically plausible because both velocity fluctuations and strain rate are positively correlated with the drift velocity between the phases.

Although $|\nabla \hat{\alpha}|$, which appears in the denominator of Eq. (45) for $D_V$, is known from the solution for $\hat{\alpha}$, it can lead to destabilisation of the numerical solution as it approaches zero away from the interface. It is noted again that $D_V$ itself is also zero away from the interface. We therefore employ the approximation

$$|\nabla \hat{\alpha}| \sim \frac{\sqrt{\hat{\alpha} \overline{u^n}^2}}{l_V} \sim \frac{\sqrt{\hat{\alpha} (1 - \hat{\alpha})}}{l_V},$$

(46)
where \( \sqrt{\alpha^2} = \sqrt{\alpha (1 - \alpha)} \) is a property of the bimodal sub-volume distribution of \( \alpha \).

Substituting Eqs (41) and (44) - (46) into Eq. (35), the model for the explicit volume diffusion coefficient can finally be expressed as

\[
D_V = C_{\text{av}} \left( \frac{Q}{E} \right)^{3/2} \hat{D}_V \sqrt{\alpha (1 - \alpha)} \sqrt{2S_{ij} S_{ij}}. 
\]  

(47)

Note that the constant \( C_{\text{av}} \) incorporates \( C_{\text{SL}} \) in Eq. (45) but the latter is retained as it is used in modelling of other terms in the coming subsections. Suitable values for both constants are determined by \textit{a priori} analysis in Section 4.2.

2.3 A closure for sub-volume stress

Based on the Boussinesq viscosity assumption that was demonstrated for free shear flows with turbulent/non-turbulent interface \[61\], the sub-volume stress here is assumed to be proportional to the strain rate through a volume viscosity, \( \nu_V \),

\[
\tau_{ij}^{\text{va}} = -2\hat{\rho}_{\nu V} S_{ij},
\]

(48)

where \( \nu_V \) is a new term called the explicit volume viscosity. Where \( 0 < \hat{\alpha} < 1 \) in the interface region, \( \nu_V \) is approximated from the explicit volume diffusion coefficient via a Schmidt number,

\[
\nu_V = D_V S_{CV}. 
\]

(49)

Away from the interface, in the interior of the pure fluid streams where \( \hat{\alpha} = 1 \) or \( \hat{\alpha} = 0 \), sub-volume fluctuations of velocity are not zero, especially in turbulent flows. This is in contrast to sub-volume fluctuations of the volume fraction which are zero. Therefore the explicit volume viscosity away from the interface can be modelled by a conventional subgrid turbulence model and, here, the Smagorinsky model is used\[59\],

\[
\nu_V = \nu_t = C_s \hat{D}_V \sqrt{2S_{ij} S_{ij}},
\]

(50)

where the constant \( C_s \) is taken as 0.01927. Other turbulence models are also possible. To account for the reduction in turbulent dissipation as the distance to the interface decreases, a smooth blending function is applied so that the effective turbulent viscosity is given by

\[
\nu_t^{\text{eff}} = \Omega(\alpha) \nu_t,
\]

(51)

where

\[
\Omega(\alpha) = 1 - 4\hat{\alpha} (1 - \hat{\alpha}).
\]

(52)

The choice of this function takes inspiration from the the sensor function that is commonly used in modelling turbulent premixed flames where the flame is considered as an interface \[62\]. Finally, the sub-volume stress is modelled as

\[
\tau_{ij}^{\text{va}} = -2\hat{\rho} \left( D_V S_{CV} + \nu_t^{\text{eff}} \right) S_{ij}.
\]

(53)

The explicit volume Schmidt number, \( S_{CV} \), will be calibrated by an \textit{a priori} analysis in Section 4.2.

2.4 A closure for volume averaged surface tension force

The surface tension force in VoF formulations is commonly modelled by the continuum model of Brackbill et al. \[63\], and volume averaging this model gives

\[
\vec{F}_{s,i} = \sigma \kappa_{ni} \delta_s,
\]

(54)

where \( \sigma \) is the surface tension coefficient, \( \kappa = -\nabla \cdot n \) is the interface curvature found through the unit normal vector \( n = \frac{\nabla \alpha}{|\nabla \alpha|} \), and \( \delta_s = |\nabla \alpha| \) is an interface detecting function. This continuum surface tension model has been widely used and validated for LES and DNS of spray atomisation in macroscopic configurations \[64, 40, 41, 65, 37\]. However, a closure accounting for the sub-grid fluctuations of surface tension force is a long-standing challenge which is the focus of the present study. Integrating over an explicit volume and simplifying we have

\[
\vec{F}_{s,i} = \sigma \mathbf{1} \int_V \kappa_{ni} |\nabla \alpha| dV.
\]

(55)

Following the \((n - 1)\) - dimensional Hausdorff approach for obtaining the integral of the modulus of a gradient \[66\], the volume integral can be transformed to the surface integral over iso-surfaces of \( \alpha \),

\[
\vec{F}_{s,i} = \sigma \mathbf{1} \int_0^1 d\alpha \int_{A_\alpha} \kappa_{ni} dA = \sigma \mathbf{1} \int_{A_\alpha} \kappa_{ni} dA.
\]

(56)
The surface integral can be replaced by the surface averaged value of the integrand (denoted by $\langle \cdot \rangle_s$) multiplied by the interfacial surface area and with further approximation leads to

$$\int_{A_s} \kappa n_i dA = \langle \kappa n_i \rangle_s A_s \approx \hat{\kappa} n_i A_s. \quad (57)$$

It should be noted Eq. (57) can be found in [69] but the derivation was not provided there. Here, $\hat{\kappa} = -\nabla \cdot \hat{n}$ denotes the curvature of the volume averaged interface with $\hat{n} = \frac{\nabla \hat{\alpha}}{|\nabla \hat{\alpha}|}$. Once again applying the $(n-1)$-dimensional Hausdorff approach, the surface density is obtained as $\Sigma = |\nabla \hat{\alpha}|$. The surface area of the interface is modelled using the surface density, $\Sigma$, as

$$A_s = \hat{\Sigma} V = |\nabla \hat{\alpha}| V. \quad (58)$$

A dynamic wrinkling factor, $\Xi$, is now used for the ratio of the surface density to the resolved interface indicator function, $|\nabla \hat{\alpha}|$ [68], and combining it with a fractal interface model [69] gives,

$$\Xi = \frac{\hat{\Sigma}}{|\nabla \hat{\alpha}|} = \left(1 + \frac{l_V}{l_\sigma}\right)^{D_f-2}, \quad (59)$$

where $l_\sigma$ is the interface cut-off length scale and $D_f$ is the fractal dimension of the interface. The fractal dimension is a natural property of the interface. As a first attempt it is assumed to be constant and is estimated about 7/3 for naturally wrinkled interfaces [70]. Here, the cut-off length scale is defined as a scale at the interface where the surface tension force can balance the inertial force of the heavy fluid induced by the sub-volume velocity fluctuations. Therefore, a critical sub-volume Weber number is given by

$$We_{h,c} = \frac{\rho_h |u_i|^2 l_\sigma}{\sigma} \sim 1. \quad (60)$$

and thus

$$l_\sigma \sim \frac{\sigma}{\rho_h |u_i|^2}. \quad (61)$$

Using Eqs. (56-61), the volume averaged surface tension force becomes

$$\hat{F}_{s,i} = C_{sf} \left(1 + \frac{l_V \rho_h |u_i|^2}{\sigma}\right)^{1/3} \sigma \hat{n_i} |\nabla \hat{\alpha}|. \quad (62)$$

The modelling constant, $C_{sf}$, is determined in the a priori analysis in Section 4.2

### 3 Numerical implementation

The EVD model has been implemented in a new solver called evdFoam that is incorporated into OpenFOAM [71]. The volume averaged transport equations are discretised on numerical grids and grid fields are solved directly, including $\hat{\rho}^\Delta$, $\hat{\alpha}^\Delta$ and $\hat{u}_i^\Delta$ where $\Delta$ represents the length scale of the grid cell. A second mesh of length scale $l_V \geq \Delta$ is defined and integrating each of the grid quantities over the volume gives the corresponding volume integrated values such as $\hat{\rho}^V$, $\hat{\alpha}^V$ and $\hat{u}_i^V$. They are used for computing the explicit volume diffusion coefficient. For example, the volume integrated volume fraction and velocity are given by

$$\hat{\alpha}^V = \int_V \frac{\hat{\rho}^\Delta \hat{\alpha}^\Delta dV}{\hat{\rho}}, \quad (63)$$

$$\hat{u}_i^V = \int_V \frac{\hat{\rho}^\Delta \hat{u}_i^\Delta dV}{\hat{\rho}}. \quad (64)$$

They are taken as inputs for Eq. (47) for the calculation of $D_i^V$. The values of volume diffusion on the grid, $D_i^\Delta$, that are used in the discretised transport equations are obtained from $D_i^V$ by linear interpolation. In the interface region $l_V$ is generally larger than $\Delta$ (discussion of this later) such that the volume averaged interface region is resolved by the LES grid. In the interior of each fluid it is convenient and logical to make the two scales equal.

Some additional explanations are needed about the implementation of the volume averaged surface tension model given by Eq. (62). The magnitude of the integrated surface tension force on the explicit volume mesh, $\hat{F}_{s,V}$ is firstly computed by using the volume integrated values of the corresponding parameters in Eq. (62), and then the
The numerical schemes in *evdFoam* are adapted from the previously validated standard OpenFOAM solver called *interFoam* [72]. A forward Euler scheme is used for the discretisation of the unsteady time derivatives. The convection and diffusion terms are discretised through second-order central difference schemes, with the exception of the convection of volume fraction which is solved using the multidimensional universal limiter for explicit solution (MULES) algorithm [73] that is based on the flux corrected transport (FCT) technique [74]. MULES guarantees boundedness of volume fraction fields for immiscible interfaces with large liquid/gas density ratios and a limited mass flux is obtained as input for solving the momentum equation. The volume averaging operation and the numerical implementations do not violate the intrinsic mass conservation of the VoF algorithm. This has been demonstrated by simulations of interfacial shear flows in Section 4 where the total volume fraction is shown to remain constant during the simulations. In the test cases investigated here, the maximum interface Courant number is \( Co_i = 0.25 \) but the numerical method integrates the volume fraction over four sub-steps such that it is effectively 0.0625. At the same time the maximum flow Courant number is \( Co_f = 0.75 \). Reducing both Courant numbers to \( Co_i = Co_f = 0.1 \) does not affect the numerical solutions.

4 Validation of EVD based on interfacial shear layer cases

A series of 2D laminar and 3D turbulent interfacial shear flows are constructed to validate the EVD model. For comparison purposes, a database is generated by resolved flow simulations (RFS) that are described in detail below. Initially this data is used in an *a priori* analysis to demonstrate the accuracy of the closures for sub-volume velocity fluctuations, sub-volume flux, sub-volume stress and volume averaged surface tension force, and to provide estimates for the unknown model constants. Subsequently, EVD simulations are performed to validate the overall model and its numerical implementation.

4.1 Resolved flow simulations and case setup

A high-fidelity RFS database is generated through the VoF method with the addition of an artificial compression term to counter the effects of numerical diffusion and sharpen the interface [33, 73]. This numerical model is part of OpenFOAM’s *interFoam* solver. A comprehensive assessment of this method is presented in [72] where, subject to sufficient resolution, it has been demonstrated to capture the physics of interfacial flows in similar flow configurations to those investigated here. We have separately validated the VoF artificial compression method (abbreviated as VoF-AC) for the canonical flow case of Popinet [75] but this is not shown here for brevity. As a further test of the accuracy of VoF-AC for RFS, the Appendix contains a comparison against the *isoAdvector* method [76] in which an iso-surface concept is used to reconstruct the unresolved interface inside grid cells as an alternative to artificial compression. An important advantage of using the VoF-AC approach to generate RFS data and for validations of EVD is that both solvers use the same numerical schemes thus eliminating those a potential source of difference. Note that the VoF-AC method is not intended for under-resolved simulations, such as LES or RANS, where turbulent fluctuations need to be accounted for. A recent study by Anez et al. [47] proposed a hybrid VoF-AC and turbulent diffusion method. The present EVD model overcomes the problems of numerical diffusion without the need for artificial compression (which is a numerical concept), and some turbulent simulations are presented below.

In VoF-AC the volume fraction transport equation is given by [33, 73]

\[
\frac{\partial \alpha}{\partial t} + \frac{\partial \alpha u_i}{\partial x_i} + \frac{\partial (1 - \alpha) u_r}{\partial x_i} = 0, \tag{65}
\]

where

\[
u_r = C_r |u_i| \frac{\nabla \alpha}{|\nabla \alpha|} \tag{66}
\]

is a compression velocity and the model parameter \( C_r = 1 \) which is the standard value although values between 1 and 4 have been used elsewhere [73]. In the VoF approach, values of \( \alpha \) other than zero and one are generated only by numerical diffusion, and due to there not being any diffusion in a molecular sense, the numerical diffusion can be dominant and grid convergence can be elusive. The artificial compression term in Eq. (65) contains the weighting \( \alpha (1 - \alpha) \) which is non-zero only for \( 0 < \alpha < 1 \).

Five interfacial shear-layer cases characterised by different Reynolds numbers and different heavy and light
The initial Reynolds number is defined as $Re = UH/\nu$. The scale $H$ is evaluated as shown in Fig. 2 and is based on the profile of mean volume fraction in the transverse direction and spatially averaged in the other directions. It is defined as the length scale corresponding to the range of values $0.01 < \frac{t_\tau}{t_f} < 0.99$. As can be seen in the figure, $H$ is approximately the same at three different instants in time; namely, $\tau = 1, 1.6$ and $2.2$, where $\tau = t/t_f$ and $t_f = (L_x/U)$ is the time normalised by the characteristic domain flow through time where $L_x$ is the domain length in the streamwise direction. Past work suggests that three-dimensional turbulent motions arise for $Re$ between 3000 and 6500. Therefore, in the present study the 2D simulations denoted as C1 - C3 are classified as laminar flows and, and C4 and C5 are 3D turbulent cases. In C1 we set $U = 10$ m/s. Then, in C2 the Reynolds number is reduced by increasing $\nu$ by a factor of 10 while for C3 we set $U = 20$ m/s to increase $Re_0$ relative to C1 while $Re$ at later times is approximately the same. For C4 and C5 we set $U = 72.5$ m/s while the density ratio varies by a factor of 10 and $Re$ differs.

For the laminar cases C1 - C3, the RFS have a grid resolution of $2000 \times 1200$ in the streamwise and transverse directions, respectively. The thickness of the boundary layer on the light fluid side of the interface is resolved by at least 45 cells (see Section 4.3.1). The fidelity is very high compared to some previous simulations.

**Table 1:** Interfacial shear-layer cases. $Re_0$ is the initial Reynolds number, $Re$ is the outer-scale Reynolds number and $\rho_h/\rho_l$ is the heavy to light fluid density ratio.

| Case | Dimension | $Re_0$ | Re  | $\rho_h/\rho_l$ |
|------|-----------|--------|-----|-----------------|
| C1   | 2D        | 320    | 2368| 10              |
| C2   | 2D        | 32     | 156 | 10              |
| C3   | 2D        | 640    | 2144| 100             |
| C4   | 3D        | 2224   | 30570| 10             |
| C5   | 3D        | 2224   | 23437| 100            |

Figure 1: Flow configuration at initial conditions (left) and after the shear layer has developed (right). Images are for a RFS of C1.
A priori assessment of sub-volume closures

In this section, the statistics from the resolved flow simulations are used for the evaluation of the sub-volume closures through an a priori analysis in which the model input parameters are taken from the RFS data and the model output quantity is compared to the equivalent RFS quantity. The EVD are not being solved in this stage of the validation. To avoid redundancy, only C1, C2 and C4 are considered here but later, when the EVD model is validated as a whole, all five cases are used.

4.2.1 Sub-volume velocity fluctuations

Figures 4 and 5 compare the model for sub-volume rms of velocity fluctuations, $|u^v|$ given by Eq. (45) with the data extracted from resolved flow simulations for C1, C2 and C4. Since it appears in the closures for the explicit volume
Figure 3: Volume fraction fields for RFS of C1 - C5.

diffusion diffusion coefficient and viscosity, $D_V$ and $\nu_V$, and the volume averaged surface tension force, $|u_V^{''}|$ is a critical part of the EVD model. The validity of the closure and the most suitable value for the model constant $C_{SL}$ are assessed through examination of mean values conditioned on $\hat{\alpha}$ which are presented in Fig. 4 for C1 with three different values of the explicit length scale, $l_v$, and at three time instants. For convenience $l_v$ is expressed as a multiple of $\Delta_{RFS}$, but in general it is selected independently of the grid. The modelled $|u_V^{''}|$ shown by lines are for $C_{SL} = 0.33$ and are in good agreement with the RFS data shown by symbols for all $l_v$ and all times. The RFS data is filtered over an explicit volume of size $V \sim l_v^3$. To demonstrate that the RFS data is converged, statistical results at $\tau = 1.6$ are also shown for the more refined grid with half the base grid scale, i.e. $0.5\Delta_{RFS}$. Although not shown, the grid convergence at the other time instants is of similar quality.

The validity of the model for $|u_V^{''}|$ is shown for C2 and C4 with lower and higher Reynolds numbers, respectively, in Fig. 5. Again, the agreement with the RFS data is good and the results correctly scale as $l_v$ is varied. It should be noted $C_{SL} = 0.66$ is suggested for matching the results of C4 in turbulent flows. Higher $C_{SL}$ can be attributed to the turbulent fluctuations in addition to the fluctuations due to interface dynamics. Importantly, the function shape given by Eq. (45) is good and provides predictions independent of the volume size and laminar/turbulent flow regimes. All of the results indicate that the highest values of $|u_V^{''}|$ occur near the middle of the $\alpha$ range; that is, in the middle of the interfacial region where volume fraction inhomogeneity is greatest. $|u_V^{''}|$ decreases to a non-zero value near $\hat{\alpha} = 0$ due
to the existence of a relatively thick boundary layer which extends from the interface out into the pure light fluid stream. Conversely, the boundary layer on the heavy fluid side of the interface is very thin such that the laminar heavy fluid

Figure 4: RMS of sub-volume of velocity fluctuations conditionally averaged on volume fraction for C1 with three different values of $l_V$ and at three different times. Symbols represent filtered RFS data for two different grid resolutions, and lines represent model results using Eq. (45) with $C_{SL} = 0.33$.

stream is almost not disturbed. Therefore, $|u_V|$ approaches zero near $\alpha = 1$. With an increase in the volume length scale, $|u_V|$ become larger.

Figure 5: RMS of sub-volume of velocity fluctuations conditionally averaged on volume fraction for C2 at $\tau = 1.6$ (top row) and C4 at $t_j = 40$ (bottom row) with three different values of $l_V$. Symbols represent filtered RFS data, and lines represent model results using Eq. (45) with $C_{SL} = 0.33$ for C2 (laminar) and $C_{SL} = 0.66$ for C4 (turbulent).
4.2.2 Sub-volume flux

The sub-volume flux is modelled by the gradient diffusion model according to Eq. (34) which contains the explicit volume diffusion coefficient, $D_V$, modelled by Eq. (47) for which the constant $C_{au}$ requires calibration. The flux is a vector field and therefore to simplify the comparison between the model and the RFS data we take its divergence,

$$\frac{\partial}{\partial x_i} J_{\alpha,v}^i = \frac{\partial}{\partial x_i} \tilde{\rho} \alpha u_i^n = \frac{\partial}{\partial x_i} \left( -\tilde{\rho} D_V \frac{\partial \tilde{\alpha}}{\partial x_i} \right). \quad (67)$$

This divergence conditionally averaged on $\tilde{\alpha}$ is shown for both the model predictions and the filtered RFS data in Fig. 6 for C1 at three different times and in Fig. 7 for C2 and C4 at single time instants. The results are again shown for three different values of $l_V$. An additional set of results is shown for C1 at $\tau = 1.6$ with the refined RFS grid scale, indicating grid convergence for this statistical quantity. The sensitivity of the model to the constant $C_{au}$ in the range 0.25 to 1 is also presented and helps to demonstrate the congruence of the trends predicted by the model and given by the RFS data. The selection of $C_{au}$ is somewhat subjective and no single value produces the best match everywhere. In the remainder of this work we choose $C_{au} = 0.25$ which appears to give the overall best fit of the model with the data. More importantly, the model reproduces the correct trends with increasing $l_V$ and with volume fraction variations with the divergence of the sub-volume flux increasing from negative values at low $\tilde{\alpha}$ to positive values at high $\tilde{\alpha}$. The model also produces the correct trends over the wide range of Reynolds numbers between C2 and C4 independent of laminar or turbulent regimes. This confirms the general validity of the explicit volume diffusion concept although it is important to note that the model does not capture all of the detailed and sharp variations in the divergence, especially for C1 at $\tau = 1$. This is caused by the presence of a relatively small number of intact long heavy-fluid ligaments along the interface (see Fig. 3(a)) that lead to insufficient statistical samples to produce a smooth profile. However, this is alleviated at later times as the shear layer develops and ligaments breakup and the model results at $\tau = 2.2$ are very good. A similar finding can be made for C2 in Fig. 7 (1st row) corresponding to a lack of statistical variety of the ligaments (see Fig. 3(d)).

4.2.3 Sub-volume stress

The sub-volume stress is modelled according to Eq. (53) introducing the explicit volume Schmidt number, $Sc_V$, and an effective turbulent viscosity, $\nu_t^{eff}$, that is given by Eq. (51). Since the stress is a tensor, the divergence is obtained for
Figure 7: Divergence of sub-volume flux conditionally averaged on volume fraction for C2 at $\tau = 1.6$ (top row) and C4 at $t_j = 40$ (bottom row) with three different values of $l_V$. Symbols represent filtered RFS data, and lines represent model results using Eqs (34) and (47) with $C_{au} = 0.25$, 0.5 and 1.

Figure 8: Divergence of sub-volume stress conditionally averaged on $\tilde{\alpha}$ for C1, C2 and C4 for three values of $l_V$. All model results are for $SCV = 3$. The results C1 at $\tau = 1.6$ are also shown for the RFS with double the resolution in all dimensions. Although there is more scatter in these results than for sub-volume velocity rms and
sub-volume flux, the variation with refinement of the RFS grid remains relatively small indicating that the sub-volume stress statistics are generally converged. With a few statistical exceptions, the model results for C1 correctly predict the overall trends for the variation of the divergence of sub-volume flux with \( \alpha \) and with variations in \( l_V \). for different volume length scales except for few protrusive points. The generally good performance of the model with a decrease in \( Re \) (case C2) and an increase in \( Re \) into the turbulent regime (case C4) is retained as shown in Fig. 9. For case C4, the sub-volume stress near the pure heavy and light fluid streams (i.e. \( \alpha \to 0 \) and 1) approaches a non-zero value. There, \( D_V \to 0 \) but the sub-volume closure still provides satisfactory predictions since the effective turbulent viscosity is included for modelling as described by \( \nu^eff \).

Figure 9: Divergence of sub-volume stress conditionally averaged on volume fraction for C2 at \( \tau = 1.6 \) (top row) and C4 at \( l_j = 40 \) (bottom row) with three different values of \( l_V \). Symbols represent filtered RFS data for two different grid resolutions, and lines represent model results using Eqs (53) and (51) with \( ScV = 3 \).

### 4.2.4 Volume averaged surface tension force

The final model to be validated by a priori analysis is the closure for volume averaged surface tension force that is given by Eq. (52). The assessment is conducted based on the magnitude of the force. Figures 10 and 11 show results for the force magnitude conditionally averaged on \( \alpha \) for C1, and C2 and C4, respectively. All results are with the constant \( C_{sf} = 1.8 \). For C1, once again refinement of the RFS grid is checked and the results confirm low sensitivity and convergence of the conditional statistics of this volume averaged surface tension force. The model has satisfactory agreement with the RFS data and the trend with increasing \( l_V \). Similar quality agreement is observed for C1, C2 and C4 with different Reynolds numbers. For the turbulent C4 flow, the magnitude of volume averaged surface tension is relatively small for \( \alpha < 0.5 \). As seen in Fig 3(f) heavy fluid fragments are dispersed throughout the light fluid stream above the interface and upon integrating these elements over the explicit volumes both the average volume fraction and average surface tension force are relatively small, as expected. In the mixed region but closer to the heavy fluid side (i.e where \( \alpha \to 1 \)), the force magnitude increases due to the intact interface. These values decrease with increasing \( l_V \) and return to zero inside the interface. For the laminar flow cases, C1 and C2, the elongate ligaments are the dominant flow patterns and consequently several irregular peaks arise in the volume averaged surface tension force statistics near the interface region.

### 4.3 Results of EVD simulations

Having tested the sub-volume closures by a priori analysis, the next step is to conduct full EVD simulations for cases C1 - C5 using the CFD implementation described in Section 3. Comparisons between the EVD results and filtered RFS data are made, but unlike the a priori analysis above, in the present section no model input parameters are taken form the RFS data. Numerical convergence of the EVD model is demonstrated by reducing the numerical cell size while keeping the explicit volume scale, \( l_V \), constant. The accuracy of EVD relative to the RFS is discussed and sensitivity to variations in \( l_V \) is also investigated.
4.3.1 Selecting the explicit volume length scale

In the a priori analysis in Section 4.2, the validity of the sub-volume closures was demonstrated for different volume scales varying as a multiple of the grid scale of RFS. However, in practice $l_V$ needs to be selected based on the physical scales of the flow. The characteristic physical length scales related to the evolution of interfacial flows include wave lengths defined longitudinally along the interface, wave amplitudes and interface boundary layer thicknesses. Additionally, there are scales associated with turbulence (if it exists). During the growth of interfacial instabilities, explicit volume diffusion smears the volume fraction in the direction normal to the interface and the wave amplitude is...
therefore an obvious physical length scale to which the explicit volume length scale, \( l_V \), should be associated. Both the wave length and amplitude are functions of the interface boundary layer thickness that develops in both fluids normal to the interface. Marmottant and Villermaux \([3]\) have found that the interfacial shear instabilities are controlled mainly by the boundary layer thickness in the light fluid. This boundary thickness is defined by \([3]\)

\[
\zeta \approx 5.6 H Re_1^{-0.5}
\]

(69)
in laminar flows and is given by

\[
\zeta \approx 74 H Re_1^{-0.75}
\]

(70)
in turbulent flows. Here, \( Re_1 = U_l H/\nu_l \) with \( H \) being the outer scale of the shear layer as explained in Section 4.1, and \( U_l \) and \( \nu_l \) denote the velocity and kinematic viscosity of the light fluid, respectively. The boundary thickness for the cases investigated here is computed and listed in Table 2, along with its ratio to the initial wavelength, \( \lambda_1 \) or \( \lambda_2 \), and relative to RFS grid scale, \( \Delta_{RFS} \). Previous studies \([84, 85]\) have indicated that at least two numerical cells are required to resolve the light fluid boundary layer and to accurately predict interfacial wave dynamics and the table shows that the RFS database has very well resolved interface boundary layers. For EVD simulations, we suggest that the explicit volume length scale be selected such that \( l_V \leq \zeta \) since the alternative (i.e. \( l_V > \zeta \)) would result in excessive smearing and artificial expansion of the boundary layer and potentially changed interfacial dynamics. Finer grids are needed to obtain numerical convergence when reducing \( l_V \) that leads to high computational cost. The initial wave lengths, \( \lambda_1 \) and \( \lambda_2 \), are artificial scales (see Section 4.1 and Fig. 1) which are different from the characteristic wave length scales. The ratio of the characteristic wave length to the boundary layer thickness is constant and is proportional to \( (\frac{H}{\nu})^{\frac{1}{2}} \) \([3, 7]\).

Table 2 also lists \( l_V \) normalised by \( \Delta_{RFS} \) for the five cases. In the first set of results we use \( l_V/\Delta_{RFS} = 40 \) for the laminar cases C1, C2 and C3, and \( l_V/\Delta_{RFS} = 8 \) for the two turbulent cases. Results for \( l_V/\Delta_{RFS} = 20 \) and 80 for C1 and \( l_V/\Delta_{RFS} = 200 \) for C2 are also presented to test sensitivity.

4.3.2 EVD simulations of turbulent shear layer cases

Figure 12 shows qualitative comparisons of the volume fraction fields from both RFS and EVD simulations for C1 at \( T / \tau_0 = 1.6 \). These EVD simulations are for \( l_V = 40 \Delta_{RFS} \) and different grid sizes are used; \( \Delta = 2 \Delta_{RFS} \) and \( \Delta = 4 \Delta_{RFS} \). Figures 12(a) and 12(c) present the volume fraction fields on the numerical grids, \( \tilde{\alpha} \Delta \). Inspection of Figs. 12(b) and 12(c) which are the EVD results with different grids, shows that the ligament and vortex structures are, overall, very similar as is expected of numerically converged model results. A quantitative analysis of convergence is conducted below. In the bottom row, Figs. 12(d) and 12(f) the RFS and EVD results have been integrated over the volume scale of \( l_V = 40 \Delta_{RFS} \) to obtain the volume integrated volume fraction, \( \bar{\alpha} V \). The ligaments are smeared by explicit volume diffusion but keep their general form. The overall similarity between the RFS and EVD integrated fields is rather good, but three minor differences are briefly discussed. Firstly, the ligament marked by the red square box is more elongated into the upper stream in the RFS. For EVD with \( \Delta = 2 \Delta_{RFS} \) (Fig. 12(c)), one ligament appears in the corresponding location nearby but does not extend as far vertically, while for \( \Delta = 4 \Delta_{RFS} \) (Fig. 12(b)), a much flatter ligament appears at that location. Secondly, the red triangular box indicates a thick and curved liquid core whereas both EVD results have a relatively thin and flat protrusion. Thirdly, the three vortices marked by red circles are filled with the light fluid (\( \tilde{\alpha} \sim 0 \)) in the RFS but in the EVD explicit volume diffusion has smeared the volume fraction fields and \( \tilde{\alpha} > 0 \).

As a contrast to Fig. 12, the volume fraction fields for EVD with the explicit length scale halved to \( l_V = 20 \Delta_{RFS} \) are shown in Fig. 13 for two different grids, \( \Delta = 2 \Delta_{RFS} \) and \( \Delta = 4 \Delta_{RFS} \). Significant grid sensitivity is evident and convergence is not obtained. Specifically, for \( \Delta = 4 \Delta_{RFS} \) the three vortices are closed but for \( \Delta = 2 \Delta_{RFS} \) three ligaments stretched out from the lower positions and extend well into the upper stream. The reason for the lack of numerical convergence is well understood. As \( l_V \) is reduced so is the explicit volume diffusion and the numerical

| Cases | C1 | C2 | C3 | C4 | C5 |
|-------|----|----|----|----|----|
| \( \zeta / \lambda_1 \) | 0.12 | 0.31 | 0.057 | 0.00035 | 0.00033 |
| \( \zeta / \lambda_2 \) | 0.12 | 0.31 | 0.057 | | |
| \( \zeta / \Delta_{RFS} \) | 96 | 248 | 45.6 | 11.7 | 11 |
| \( l_V / \Delta_{RFS} \) | 20, 40, 80 | 40, 200 | 40 | 8 | 8 |
Figure 12: Grid based and volume integrated volume fraction fields for C1 using RFS and EVD with \( l_V = 40 \Delta_{RFS} \) and \( \Delta = 2\Delta_{RFS} \) and \( \Delta = 4\Delta_{RFS} \).

Figure 13: Grid based volume fraction fields for C1 using EVD with \( l_V = 20\Delta_{RFS} \) and \( \Delta = 2\Delta_{RFS} \) and \( \Delta = 4\Delta_{RFS} \).

diffusion, which is always present, is relatively large and dominant. These results indicate that \( l_V \) needs to be carefully chosen as discussed above.

Quantitative assessment of numerical convergence and predictive accuracy against the RFS data are now conducted for the EVD model with \( l_V = 40\Delta_{RFS} \) alongside the standard VoF model without artificial compression (VoF) and VoF with artificial compression (VoF-AC) which are commonly used in simulations that may be under-resolved. Volume integrated volume fraction along three transverse lines normal to the interface at \( x = -0.7, -0.1, 0.85 \), are shown for C1 at \( \tau = 1.6 \) in Fig. 14. At \( x = -0.7 \), the grid sensitivity is generally good but with some scatter for \( 0 < y/L_y < 0.15 \). In contrast the VoF convergence at that location is poor with a significant shift in the profile for the most refined VoF grid. At \( x = -0.1 \), the convergence of the EVD with refinement from the coarsest grid, \( \Delta = 8\Delta_{RFS} \), to the finest grid, \( \Delta = 2\Delta_{RFS} \), is clearly demonstrated. The coarse grid result is an outlier but the results for \( \Delta = 2\Delta_{RFS} \) and \( 4\Delta_{RFS} \) are very similar to each other and capture the volume averaged RFS data quite well especially in the multi-layered ligament region of the flow \( y/L_y > 0.05 \), although there is some underprediction for \( -0.05 < y/L_y < 0 \). For VoF at \( x = -0.1 \) no numerical convergence is evident as the grid is refined. At \( x = 0.85 \) the EVD results are once again rather insensitive to the grid except for some statistical error for \( y/L_y > 0.12 \) where the RFS data is overpredicted. The VoF convergence is also reasonable at \( x = 0.85 \) although not as good as for the EVD for which even the \( \Delta = 8\Delta_{RFS} \) is converged. VoF-AC presents a slightly better convergence at \( x = -0.7 \) than VoF since the peak values at \( y/L_y = 0.05 \) for \( \Delta = 2\Delta_{RFS} \) and \( 4\Delta_{RFS} \) coincide. However, the profiles of VoF-AC at the other two positions diverge evidently. Compared with the results of VoF, the grid resolutions even impose a stronger
effect on the results.

The comparisons of transverse volume fraction profiles for C1 at a later time, \( \tau = 2.2 \), are shown in Fig. 15. At \( x = -0.7 \), EVD converges for the three grids from \( y/L_y > 0 \) onwards but is not as strong at \(-0.1 < y/L_y < 0\), although the trends are consistent and in good agreement with the RFS. An apparent divergence occurs over the range \( 0.1 < y/L_y < 0.2 \) for VoF. At \( x = -0.1 \), the EVD exhibits good overall numerical convergence between the \( \Delta = 2\Delta_{RFS} \) and \( 4\Delta_{RFS} \) grids, however, VoF results diverge over the spatial range \(-0.05 < y/L_y < 0\) and \( y/L_y > 0.15 \). The EVD profiles are smoother than the volume averaged RFS data and this is artifact of the explicit volume diffusion. However, the EVD generally captures the spatial variations and the locations of crests and troughs in the volume fraction profile that result from the presence of ligaments. At \( x = 0.85 \), the convergence vanishes for VoF but is preserved well for EVD. Similarly, the profiles given by EVD are smooth and are qualitatively consistent with the RFS data although trough and peak amplitudes are underpredicted due to explicit volume diffusion. An apparent underestimate can be seen in the spatial range \(-0.05 < y/L_y < 0.05\) where the volume diffusion leads to a smoother interface region than the RFS. Again VoF-AC gives evident diverging results.

Figure 16 shows images of the instantaneous volume fraction fields for C2 with a lower Reynolds number than C1 and C3 with a higher density ratio than C1. Comparisons are made between EVD with \( l_V = 40\Delta_{RFS} \) on two different grids, \( \Delta = 2\Delta_{RFS} \) and \( \Delta = 4\Delta_{RFS} \), and RFS data. A high degree of similarity can be seen between both EVD results and the RFS fields for the wave patterns and ligament positions. One noticeable difference occurs for C2 in which the tips of ligaments in the EVD simulations are long and have curved profiles. Quantitative comparisons are shown in Fig. 17 and the profiles at \( x = -0.7, -0.1 \) and 0.85 are examined as was the case for C1. Overall the results indicate very good numerical convergence with refinement of the grid from \( \Delta = 8\Delta_{RFS} \) to \( \Delta = 2\Delta_{RFS} \). The grid independence at \( x = -0.7 \) for C3 is not as strong. The rate of convergence in these cases is faster than for case C1 as seen by the fact that even the coarsest grid, \( \Delta = 8\Delta_{RFS} \), produces consistent results. Furthermore, it can be seen that the EVD solutions are accurate relative to the RFS data.
Figure 15: Volume integrated volume fraction along three transverse lines by EVD with $l_V = 40\Delta_{RFS}$, VoF, VoF-AC and RFS for C1 at $\tau = 2.2$. The $y$ axis is normalised by the transverse width of the domain, $L_y$.

**C2, C3 $\tau = 1.6$**

Figure 16: Grid based and volume integrated volume fraction fields for C2 (1st row) and C3 (2nd row) using RFS and EVD with $l_V = 40\Delta_{RFS}$ and $\Delta = 2\Delta_{RFS}$ and $\Delta = 4\Delta_{RFS}$.

A further brief check on the sensitivity to the value of $l_V$ is conducted for C1 and C2, this time by increasing $l_V$ towards the boundary layer thickness, $\zeta$ (see Table 2), whereas above a reduction in $l_V$ was considered. Profiles of volume fraction for C1 with $l_V = 80\Delta_{RFS}$ are presented for different times and locations in Figs 18 and 19. The results for
Figure 17: Volume integrated volume fraction along three transverse lines by EVD with $l_V = 40\Delta_{RFS}$ and RFS for C2 and C3 at $\tau = 1.6$. The y axis is normalised by the transverse width of the domain, $L_y$.

Figure 18: Volume integrated volume fraction at $x = -0.1$ by EVD with $l_V = 80\Delta_{RFS}$ and RFS for C1 at $\tau = 1.6$ and 2.2. The y axis is normalised by the transverse width of the domain, $L_y$.

Figure 19: Volume integrated volume fraction at $x = 0.85$ and -0.7 by EVD with $l_V = 80\Delta_{RFS}$ and RFS for C1 at $\tau = 1.6$. The y axis is normalised by the transverse width of the domain, $L_y$.

$\Delta=2\Delta_{RFS}$ and $4\Delta_{RFS}$ show good similarity and convergence with grid refinement is evident. Agreement with the RFS is also good. For C2 with a lower Reynolds number, grid convergence for $l_V = 200\Delta_{RFS}$ is very convincing (see Fig. 20). Overall, increasing $l_V$ does not essentially affect the numerical convergence, but rather smooths the volume fraction fields and thickens the resolved interface. Further analysis of sensitivity to $l_V$ is conducted against for the airblast ethanol spray jet as shown in Section 5.
Figure 20: Volume integrated volume fraction at $x = -0.1$ by EVD with $l_V = 200\Delta_{RFS}$ and RFS for C2 at $\tau = 1.6$ and 2.2. The y axis is normalised by the transverse width of the domain, $L_y$.

For the EVD simulations of the two cases in the turbulent regime, C4 and C5, the volume length scale is $l_V = 8\Delta_{RFS}$. Numerical convergence is tested for the average volume fraction integrated over the statistically homogeneous $x-z$-plane as presented in Fig. 21. For C4 with a moderate density ratio of 10, the EVD results converge for numerical cell sizes no larger than $2\Delta_{RFS}$ and give comprehensive predictions of the RFS data. For $\Delta = 4\Delta_{RFS}$ a large underestimate is observed for $y/L_y < -0.1$ and a slight overprediction starts from $y/L_y > -0.1$ onwards. This indicates that the lower resolution EVD results cause the heavy fluid to roll up producing more ligaments and fragments in the upper stream. For C5 with a larger density ratio of 100, EVD converges rapidly with grid refinement and gives very good agreement with the RFS.

Figure 21: Mean volume fraction in the transverse direction for C4 and C5 at $t_j = 60$ from RFS and EVD.

5 Validation of EVD based on an airblast ethanol spray on Sydney needle spray burner

5.1 Experimental and computational setup

The EVD approach is now validated for a turbulent airblast ethanol spray jet case that has been investigated experimentally with the two-angle backlit imaging technique on the Sydney needle spray burner [7, 14]. The ethanol is injected from a needle with diameter $d_j = 686 \mu m$ and the concentric airblast tube has diameter $D = 10$ mm. In the case investigated here, called N-ES2, the needle and airblast exit planes are flush. Key flow parameters and fluid physical properties are shown in Table 3 where $U_a$ and $U_e$ represent the mean injection velocities of the air and ethanol, respectively. Density and kinematic viscosity of liquid ethanol and air are also presented. The surface tension coefficient of the ethanol and air interface is set to be $\sigma = 0.02239\text{kg/s}^2$. The jet Weber number based on the interfacial drift velocity is 35 that is calculated by $We = \rho_a (U_a - U_e)^2 d_j/\sigma$.

A three-dimensional cylindrical domain is created for computations with axial length of $L_x = 50\text{mm}$ and diameter of $D_{in} = 5\text{mm}$. To reduce the computational cost, the diameter of the computational domain is half the experimental airblast diameter, $D$, and this is sufficient to cover the spray primary breakup region without undue effects from
the numerical boundary conditions. The turbulence intensity and integral length scale of airblast are taken from the experimental data as 0.11\(U_e\) and 0.125\(D\), respectively. A weaker turbulence intensity of 0.05\(U_e\) is imposed on the liquid jet which is a typical turbulent pipe flow value (experimental data is not available) and the integral length scale is again set to 0.125\(d_j\). The inflow turbulent perturbations for both the air and ethanol streams are generated by a digital filter [83].

From Eq. (70) where the characteristic length scale is the width of the annular gap of the jet, the characteristic boundary thickness on the gas side of the interface is approximated as \(\zeta = 198 \, \mu m\). For the base case simulations the explicit volume length scale in the interface region is \(l_V = 190 \, \mu m\) which is just smaller than \(\zeta\). This current definition of \(l_V\) is linked to the boundary thickness on the gas side of the interface at the vicinity of the jet exit. In the primary breakup region, the boundary thickness tends to become larger in the downstream such that the volume length scale can resolve it well. Three different grid resolutions containing 1.1, 2.3 and 4.5 million cells are used to discretise the EVD transport equations. The liquid jet diameter and the annular gap are discretised by 14, 18 and 24 cells, and 40, 50 and 62 cells, respectively. The expansion ratio of the largest and smallest cell size in the radial direction is 1.5 which leads to characteristic cell widths near the interface being 49 \(\mu m\), 38 \(\mu m\) and 30 \(\mu m\). The axial length of the domain is resolved by 1000, 1250 and 1575 cells, respectively, that ensures the axial lengths of the cells to be almost identical to the characteristic cell widths near the interface. The corresponding grid to explicit length ratios are \(\Delta/l_V = 0.26, 0.2\) and 0.16, respectively. Another larger value \(l_V = 320 \, \mu m\) is tested below which is larger than \(\zeta\) and for this case \(\Delta/l_V\) values for the three numerical grids are 0.154, 0.12, 0.096. The larger \(l_V\) will increase explicit volume diffusion and should accelerate numerical convergence on coarser grids. However, it could excessively smear the interface and is expected to give a less accurate prediction.

5.2 Results

Figure 22 shows instantaneous volume fraction fields along the centre plane of the computational domain. Figures 22(a)-22(c) present the grid-based Reynolds volume averaged volume fractions, \(\bar{\alpha}^\Delta\), on the three LES grids. The Favre volume averaged volume fraction, \(\hat{\alpha}^\Delta\), is the quantity that is solved directly and is shown in Fig. 22(d) for the 2.3M cell grid, while \(\alpha^\Delta\) are the physically interesting fields that are obtained from \(\hat{\alpha}^\Delta\) via Eq. (21). There are stark differences between the \(\alpha^\Delta\) and \(\hat{\alpha}^\Delta\) fields in Fig. 22 which is owing to the large density ratio of about 670. In these images the interface instability gradually grows and the liquid core tends to deviate from the centre line at about \(x = 0.0125 \, m\). At about \(x = 0.02 \, m\) the liquid core breaks up into large irregular objects and subsequently into various ligaments and small liquid objects. The volume integrated volume fraction, \(\tilde{\alpha}^\Delta\), for 2.3M is presented in Fig. 22(e). Compared with the grid-based volume fraction fields, the interfaces are considerably smoothed due to volume averaging but the other features remain visible.

Figure 23 shows instantaneous, grid-based fields for the explicit volume diffusion coefficient given by Eq (47) and effective turbulent viscosity given by Eq. (51). The former increases smoothly between the inflow boundary on the left (where it is zero) and \(x = 0.01 \, m\). More specifically, the evolution of \(D_V\) in this near nozzle region of the jet is mainly controlled by the coherent structure function \(|Q/E|\) (see Eq. (47)). As discussed in Section 2.2 due to the non-existent or very low curvature along this continuous interface region leads to \(|Q/E| \to 0\) and thus \(D_V \to 0\) as well. However, there is high turbulent shear velocity due to the airflow that leads to high values of \(\nu'_{y_1} \frac{\partial \alpha}{\partial x}\) which produces instability growth and the gradual onset of the curvature which in turn increases \(D_V\). Downstream of \(x = 0.01 \, m\) there is rapid increase of \(D_V\) in the interfacial region and this is sustained until about \(x = 0.03 \, m\) coinciding with the breakup of liquid jet into large ligaments. There are large inhomogeneities in the volume fraction field over this part of the flow leading to high values of \(\sqrt{\alpha (1 - \alpha)}\) and high strain rates that produce high values of \(D_V\). For \(x > 0.03 \, m\), the explicit volume diffusion coefficient decreases to low values due to small turbulence fluctuations and small volume fraction gradients.

Figure 24 shows axial and radial profiles of mean and rms of volume fraction for \(l_V = 190 \, \mu m\) compared with experimental data. The rms magnitudes are consistent with the experimental error bars provided for the mean data. Overall there is excellent convergence of axial and radial fields with grid refinement with the 2.3M and 4.5M lines essentially on top of each other for both the mean and rms fields. These converged results provide satisfactory predictions of the spray breakup and the evolution of the mean volume fraction along the axial direction. There is underestimation

| Case | \(U_e\) (m/s) | \(U_r\) (m/s) | \(\rho_a\) (kg/m\(^3\)) | \(\rho_e\) (kg/m\(^3\)) | \(\nu_a\) (m\(^2\)/s) | \(\nu_e\) (m\(^2\)/s) | \(\sigma\) (kg/s\(^2\)) | \(W_e\) |
|------|--------------|--------------|-----------------|-----------------|-----------------|-----------------|-----------------|------|
| N-ES2 | 36 | 4.3 | 1.178 | 789 | 1.567e-05 | 1.521e-06 | 0.02239 | 35 |

Table 3: Parameter setup for the experimental airblast ethanol spray, N-ES2.
Figure 22: Comparisons of instantaneous volume fraction fields on different LES grids for N-ES2. The $x$-axis is added to the bottom of Fig. 22(a) with the unit of meter.

Figure 23: Instantaneous explicit volume diffusion coefficient and effective turbulent viscosity on the LES grid with 2.3 million cells for N-ES2.
from \(x/D_{in} = 4\) onwards but the predictions remain within the experimental uncertainty. The position of the highest rms is very well predicted at about \(x/D_{in} = 4\) but the magnitude of the peak value is overpredicted. Upstream and downstream of this peak value, the predictions of rms are generally good.

Figure 24: Axial and radial profiles of mean (1st row) and rms (2nd row) of volume fraction for N-ES2. Radial profiles are shown at two axial stations normalised by the diameter of the computational domain, \(D_{in}\). Experimental data [14] includes error bars. The explicit volume length scale is \(l_V = 190 \mu m\).

To test sensitivity to \(l_V\), Fig. 25 presents results for simulations with \(l_V = 320 \mu m\) which is larger than the boundary layer thickness, \(\zeta = 198 \mu m\). Once again convergence with grid refinement is clearly demonstrated for both the mean and rms profiles. Due to \(\Delta/l_V\) being smaller in this case than for the case with \(l_V = 190 \mu m\), the magnitude of numerical diffusion compared with explicit volume diffusion is expected to be smaller. This is evident in Fig. 25 where even the 1.1M cells case is in excellent agreement with the results for the two more refined grids, especially for the axial mean profile. However, for \(l_V = 320 \mu m\), the rate of decay of volume fraction is too fast and in the region \(3 < x/D_{in} < 5\) there is more noticeable underprediction of the mean relative to the data and the predictions dip outside the margin of error. A visible deviation beyond the error limits of experimental measures is approximately located in

Figure 25: Axial and radial profiles of mean (1st row) and rms (2nd row) of volume fraction for N-ES2. Radial profiles are shown at two axial stations normalised by the diameter of the computational domain, \(D_{in}\). Experimental data [14] includes error bars. The explicit volume length scale is \(l_V = 320 \mu m\).
3 < x/D_{in} < 5. It is likely that with this much larger value of l_V the smearing of the interface and boundary layer is excessive causing the liquid volume fraction to decay too rapidly.

6 Conclusions

This paper has formulated and validated a new model for interfacial flows based on a novel explicit volume diffusion (EVD) concept. The governing equations have been derived by volume averaging the volume of fluids (VoF) transport equations over a physically-defined volume length scale, l_V, that is independent of the numerical grid scale. Unlike conventional turbulence filtering, the sub-volume fluctuations due to both interface dynamics and turbulence (if it exists) are attenuated in the EVD model through the process of volume averaging which introduces unclosed terms into the transport equations for the sub-volume flux, sub-volume stress and volume averaged surface tension force. A gradient diffusion closure for the sub-volume flux was proposed which makes use of the relations for a bimodal probability density function (PDF) for the sub-volume volume fraction fields which have a sharp interface between the two fluids. The derivation reveals that the sub-volume flux exists in both turbulent and laminar flows because it is induced by inhomogeneous volume fraction fields and the mean drift velocity. The gradient diffusion model includes an explicit volume diffusion coefficient that is linked to the physical volume scale, sub-volume fluctuations of volume fraction, volume filtered strain rate and an additional coherent structure function based on the normalised Q-criterion. The sub-volume stress was closed by introducing an explicit volume viscosity that is correlated with the explicit volume diffusion coefficient by a model Schmidt number. This acts in the interface region and, in turbulent flows, it is augmented by an effective turbulent viscosity away from the interface. The volume averaged surface tension force is modelled based on fractal properties of wrinkled sub-volume interfaces.

These newly derived closures were initially validated and their constants were calibrated by an a priori analysis of resolved flow simulations (RFS) for a series two-dimensional laminar and three-dimensional turbulent interfacial shear flows. This analysis demonstrated the functionally correct behaviour of the model closures for variations in Reynolds number, density ratio and l_V. The EVD model and CFD implementation was subsequently used for simulating the interfacial shear flows without input from the RFS. The numerical grids were refined while keeping l_V constant to demonstrate numerical convergence. Numerical convergence can be achieved if l_V is sufficiently large compared with the grid spacing. Higher viscosity and large density ratio are likely to lead to faster convergence. The length scale l_V is a physical model input parameter and it is suggested being no larger than the boundary layer thickness on the light fluid side of the interface. As long as l_V and the ratio of l_V to the grid scale is sufficiently large to ensure volume diffusion overwhelming numerical diffusion, varying l_V does not essentially affect the numerical convergence.

Finally, the EVD method was validated against an experimental airblast ethanol spray jet. The explicit volume diffusion coefficient was shown to have the correct physical behaviour and is zero in regions of the flow with no interface curvature. Sub-volume viscosity is not zero, however, due to turbulent fluctuations of velocity at the sub-volume scale and this contributes to the growth of interfacial instabilities and curvature. Downstream of this point the explicit volume diffusion was shown to increase and be sustained over the parts of the flow with significant liquid breakup and large volume fraction fluctuations. Numerical convergence was demonstrated for the airblast case through refinement of the numerical grid with constant l_V. Agreement of the predictions with the experimental data for both the mean and rms of volume fraction along the jet axis was good for a case with l_V a little smaller than the characteristic light fluid boundary layer thickness. For another case with larger l_V, the explicit volume diffusion coefficient increased and numerical convergence with grid refinement was stronger. However, larger errors relative to the experimental mean volume fraction measurements were present, especially in the liquid core breakup region of the flow.
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This appendix compares RFS of two VoF-based solvers with different interface sharpening approaches for interfacial shear flow case C1. The first approach uses artificial compression (VoF-AC) that is described in Section 4.1 and which was used as an EVD validation data set in Sections 4.2 and 4.3. The second approach, called isoAdvector, uses an iso-surface model to reconstruct the interface at the sub-grid scales. Figure 26 shows qualitative comparisons of volume fraction fields for the two approaches. Close similarity between the two sets of predictions can be observed at all three times, with the characteristic interfacial flows structures, including the unclosed vortexes sheltered by elongated ligaments extending into the upper stream, appearing in both. For a quantitative comparison, Fig. 27 shows conditionally averaged sub-volume velocity rms, divergences of sub-volume flux and sub-volume stresses, and volume averaged surface tension force extracted from both the VoF-AC and isoAd simulations of C1 with $l_V = 16\Delta RFS$ at $\tau = 1.6$. A priori model closures are also shown. The consistency of these statistical quantities produced by both models is clear, although there are some fairly small point to point differences.

![Figure 26: Comparisons of the instantaneous volume fraction fields for C1 in resolved flow simulations using VoF-AC (1st row) and isoAdvector (2nd row).](image)
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