Spin relaxation at the singlet-triplet crossing in a quantum dot
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We study spin relaxation in a two-electron quantum dot in the vicinity of the singlet-triplet crossing. The spin relaxation occurs due to a combined effect of the spin-orbit, Zeeman, and electron-phonon interactions. The singlet-triplet relaxation rates exhibit strong variations as a function of the singlet-triplet splitting. We show that the Coulomb interaction between the electrons has two competing effects on the singlet-triplet spin relaxation. One effect is to enhance the relative strength of spin-orbit coupling in the quantum dot, resulting in larger spin-orbit splittings and thus in a stronger coupling of spin to charge. The other effect is to make the charge density profiles of the singlet and triplet look similar to each other, thus diminishing the ability of charge environments to discriminate between singlet and triplet states. We thus find essentially different channels of singlet-triplet relaxation for the case of strong and weak Coulomb interaction. Finally, for the linear in momentum Dresselhaus and Rashba spin-orbit interactions, we calculate the singlet-triplet relaxation rates to leading order in the spin-orbit interaction, and find that they are proportional to the second power of the Zeeman energy, in agreement with recent experiments on triplet-to-singlet relaxation in quantum dots.
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I. INTRODUCTION

The interest to the electron spin in semiconductors has revived in recent years due to potential applications in spintronics1–3 and quantum computing4–6. On the way to building spin-based qubits, a number of interesting spin-related phenomena have been studied experimentally in semiconductor quantum dots. For instance, single-shot read-out of an individual electron spin in a quantum dot has been demonstrated7–9, optically programmable electron spin memory using arrays of self-assembled quantum dots has been implemented10, entanglement of a two-electron correlated state has been predicted11 and accessed in transport measurements12, mixing of singlet and triplet states in double quantum dots (due to hyperfine interaction with nuclear spins) has been studied13–15, direct access to the spin-orbit interaction in nanowires has been demonstrated16. The use of electron spin in quantum information requires long spin coherence times. Identifying the mechanisms that govern spin decay in nanostructures is very important. Knowledge about the dominant mechanism can help one build structures with the least coupling of spin to the environment and therefore increase the spin lifetimes by orders of magnitude.

In semiconductor quantum dots16 the electron spin interacts with the environment via a number of interactions. The spin-orbit, hyperfine, and Zeeman interactions are extremely relevant for the coherent spin dynamics. The decoherence time $T_2$ is limited by two kinds of processes: (i) spin-flip processes and (ii) dephasing processes. The relaxation time $T_1$ is determined only by spin-flip processes. The characteristic relaxation time $T_1$ is typically very long in semiconductors. Recently, $T_1$ was measured in electrostatically defined lateral GaAs quantum dots5,6 observing $T_1$ from 100 $\mu$s to 1 s, depending on the strength of the external magnetic field. In self-assembled InGaAs quantum dots7 $T_1$ varies from 100 $\mu$s to 20 ms. Dephasing of spin occurs due to environmental changes that affect the phase of a coherent superposition of “spin up” and “spin down” states. In a Zeeman field, the process (i) is associated with exchanging energy with the environment, whereas the process (ii) is purely elastic and results from adiabatic (with respect to Zeeman energy) dynamics of the environment.

There are two major mechanisms that govern the electron spin lifetimes in quantum dots. The spin-orbit interaction is responsible for the spin relaxation $(1/T_1)$, limiting the spin coherence time to $T_2 < 2T_1$. The hyperfine interaction is responsible for the spin dephasing and gives the main contribution to the decoherence rate $(1/T_2)$. The decoherence time $T_2$ (averaged over many runs) has recently been accessed in experiment17 finding $T_2 \approx 10$ ns and $T_2 \approx 1$ $\mu$s for a GaAs quantum (double-) dot, in agreement with theory18,19. The hyperfine interaction has recently been investigated experimentally in Refs. 10,12,13.

In GaAs quantum dots, the electrons are strongly confined in one direction and can be described by a two-dimensional Hamiltonian. The spin-orbit interaction is related to the absence of inversion symmetry, either in the elementary crystal cell or at the heterointerface, and is described by the spin-orbit terms in the electron Hamiltonian19,20 that are linear in the two-dimensional
electron momentum. These terms can be removed in the case of localized electrons by a spin-dependent unitary transformation, for the case of delocalized electrons see Ref. [25]. As a result, the contribution to the spin-flip rate proportional to the second power of the spin-orbit coupling constant appears only if one takes into account the Zeeman splitting in the electron spectrum. This results in unusually low spin-flip rates. For a quantum dot defined in a two-dimensional electron layer, the linear in momentum terms in the spin-orbit interaction are dominant, provided the dot lateral size $\lambda$ is much larger than the layer thickness $d$ ($\lambda \gg d$).

The spin-orbit interaction in quantum dots is a weak perturbation on top of the dot confining potential. The spin-orbit length $\lambda_{SO}$—the distance a bulk electron travels until its spin precesses around in the spin-orbit field—is typically much larger than the quantum dot lateral size $\lambda$. The spin-orbit interaction introduces small corrections ($\sim \lambda/\lambda_{SO}$) to the spin states of the quantum dot and, more importantly, mediates a coupling between the spin and the electron orbital bath. Thus, for example, the electron spin couples efficiently to acoustic phonons. Coupling to a functioning QPC has also been considered. Recent experiments suggest that the spin-phonon coupling dominates the spin relaxation in GaAs quantum dots in strong magnetic fields ($B \gtrsim 1$ T). In contrast to spin relaxation, spin dephasing due to spin-orbit interaction is inefficient in GaAs quantum dots, leading to $T_2 \approx 2T_1$ for a realistic system with $\lambda/\lambda_{SO} \ll 1$.

The spin-orbit interaction can also be used as a means of control over the electron spin in quantum dots. An oscillating electric field couples to the electron spin via the spin-orbit interaction and produces an electric-dipole-induced spin resonance in the quantum dot. The coupling of spin to electric fields can be envisioned as being due to a spin-electric moment of electron. A dipole-dipole coupling between such moments is usually much stronger than the magnetic dipole-dipole coupling and occurs between distant spin-1/2 quantum dots coupled with each other only through the Coulomb interaction.

Two-electron quantum dots provide a unique possibility to verify the dominant mechanisms of spin relaxation in quantum dots. The two-particle ground state is a singlet at zero magnetic field. The triplet level is separated from the singlet by a sizable energy ($E_{TS} \sim 1$ meV in GaAs quantum dots). In an orbital magnetic field $B$, the singlet and triplet levels can be brought to intersection at $B \sim 1$ T in GaAs quantum dots. The singlet-triplet splitting, $E_{TS} = E_T - E_S$, was studied as a function of magnetic field in a number of experiments (see e.g. Refs. [21,22,30,31]). Furthermore, by applying an in-plane component of magnetic field, one can control the Zeeman energy $E_Z$ independently of $E_{TS}$. The triplet-to-singlet relaxation was studied in Refs. [30,31,32,33] with the help of a pulsed relaxation measurement technique. In Ref. [30], the spin lifetime reached up to 200 $\mu$s and was limited by cotunneling processes. In Ref. [31], the spin lifetime reached 2.6 ms and showed a clear $E_Z^2$ dependence.

In the present paper, we consider a two-electron quantum dot and calculate the triplet-to-singlet relaxation rates, applying the method used in Refs. [21,22] to the two-electron case. We emphasize the necessity of three ingredients for the spin relaxation,

\[
\text{spin relaxation} = \text{spin-orbit} \times \text{Zeeman} \times \text{orbital bath},
\]

where “orbital bath” stands for any environmental bath that couples to the electron charge. As an example of orbital bath, in this paper, we consider the electron-phonon interaction, which governs the spin relaxation in single-electron GaAs quantum dots. As in the single-electron problem, the effect of the spin-orbit interaction cancels at the lowest order in the absence of the Zeeman field. As a result, the lowest-order singlet-triplet relaxation rates are proportional to $E_Z^3$, as observed in experiment.

In the two-electron case studied here, the Coulomb interaction between electrons plays an important role and the relaxation rates depend on the scale $E_{TS}$, which can be varied by magnetic fields. In the case of acoustic phonons, an enhancement of spin relaxation is expected at a characteristic scale $E_{TS} \sim \hbar s/\lambda$, where $s$ is the speed of sound and $\lambda$ is a lateral size of the quantum dot. For the simplicity of discussion, we do not resolve the Zeeman splitting of the triplet level until the end of this section. In the regime $E_Z \ll E_{TS} \ll \hbar s/\lambda$, we obtain a relaxation rate $\propto E_Z^3 E_{TS}^3$ in contrast to the dependence $\propto E_Z^6$ found in the single-electron quantum dots. Note that the experimental technique used in Ref. [31] allows one to study spin relaxation across the singlet-triplet crossing and thus to probe a wide range of energy scales $E_Z^3 \lesssim 1$ meV.

The spin-orbit interaction gives rise to avoided crossings of the singlet and triplet levels in a magnetic field. For the linear in momentum spin-orbit interaction, we find that the singlet undergoes avoided crossings with the triplets $|T_s\rangle$, and the energy gap which determines the anti-crossing is given by $\Delta \approx E_Z (r_{12}/\lambda_{SO})$, where $r_{12}$ is the average distance between the electrons. $r_{12}$ is an increasing function of the Coulomb interaction strength $\lambda/\hbar \omega$ (ratio of dot confinement size to effective Bohr radius), and therefore, the energy gap $\Delta$ is enhanced by Coulomb interaction. At an avoided crossing, the spin selection rules are maximally violated and one would expect a strong coupling of spins to the orbital bath. The anti-crossing energy $\Delta$ is, however, very small compared to the optimal phonon-emission energy $\hbar s/\lambda$, and the spin-flip rate is, therefore, extremely small at the avoided crossing. [The suppression occurs here mainly due to a small density of states of acoustic phonons at the phonon emission energy $\hbar \omega = \Delta$.] As a result, the maximum of spin relaxation takes place away from the point of avoided crossing, at an energy $E_{TS}$ satisfying $|E_{TS}| \sim \hbar s/\lambda$. The spin relaxation rate has, therefore, a non-monotonous behavior as function of the magnetic field around the singlet-triplet transition. In the case con-
considered here (small Zeeman energy $E_Z \ll \hbar s/\lambda$), a max-
mum in the spin relaxation rate occurs on each side of the
singlet-triplet transition, i.e. at energies $E_{TS} \simeq \pm \hbar s/\lambda$.

The Coulomb interaction has two competing effects on
the singlet-triplet relaxation. On the one hand, it en-

hances the mixing between the singlet and $|T_\#\rangle$-triplet
states. This enhancement happens, as mentioned above,
through the renormalization of the energy gap $\Delta$. On
the other hand, the Coulomb interaction reduces the dif-
cerence between the singlet and triplet charge densities,
$|\Psi_S(r)|^2$ and $|\Psi_T(r)|^2$. This effect is easy to under-
stand on the example of a double dot. With increasing
the strength of the Coulomb interaction the double occu-
pancy of the electrons on one and the same quantum
dot decreases and the charge distributions of the singlet
and triplet states become alike. The parameter that con-
trols the double occupancy in the double dot is the ratio
of interdot tunnel coupling to the onsite Coulomb repul-
sion. In the case of the single dot with two electrons, the
role of this parameter is played by the ratio $a^2_{12}/\lambda$. Thus,
in the limit $a^2_{12}/\lambda \ll 1$ the charge distributions of sin-
glet and triplet coincide. Therefore, the sensitivity of the
singlet and triplet states to environmental fluctuations
that couple to the electron charge is decreased by the
Coulomb interaction. The mechanism of spin relaxation
in the limit of strong Coulomb interaction is governed
by virtual transitions to states outside the singlet-triplet
sector.

Spin relaxation in a two-electron quantum dot has been
studied theoretically in Refs. 35,36,37,38. In Refs. 35,36
the spin-orbit interaction Hamiltonian was truncated to
the subspace of the lowest lying singlet and triplet states
under consideration, despite the fact that the matrix
elements of the spin-orbit interaction, being proportional
to the electron momentum and hence to the transition en-
ergy $[\mathbf{p} = (im^* /\hbar)(\mathbf{E}_n - \mathbf{E}_m)\mathbf{r}_{nm}]$, couple increasingly
strongly to states higher in energy. As a result, an im-
portant contribution to the spin transition amplitudes has
been overlooked in Refs. 35,36. This contribution can-
cels out the triplet-to-singlet relaxation amplitudes cal-
culated in Refs. 35,36 at the first-order of spin-orbit in-
teraction and in the absence of a Zeeman splitting. Fur-
thermore, Ref. 36 reports a magnitude of the singlet-triplet
avoided-crossing splitting on the order of the matrix el-
ements of the spin-orbit interaction divided by the orbital
level spacing ($\Delta \sim E_{Zm}/\lambda/\hbar$). Here, $\lambda$ is the coupling
constant of the linear in momentum Dresselhaus spin-orbit
interaction (neglecting the Rashba interaction for simplicity)
and we have assumed that $r_{12} \simeq \lambda$, which corresponds
to a weak or moderate Coulomb interaction strength.
In Refs. 37,38 the spin-relaxation rates have been computed
numerically and the spin-orbit interaction has therefore
been accounted for to high orders of perturbation the-
ory in a sufficiently large subspace of states. Our re-
results on the relaxation rates agree with those reported
in Refs. 37,38 in the regime where the second and higher
order in spin-orbit interaction contributions to relaxation
amplitudes can be neglected. Parametrically, this regime
 corresponds to Zeeman splittings much larger than the
spin-orbit interaction matrix elements, $E_Z \gg \hbar \beta/\lambda$.

The paper is organized as follows. In Sec. II we intro-
duce the model Hamiltonian, which we analyze in great
detail throughout the paper. In Sec. III we find the
energy spectrum and the wave functions of the two interact-
ing electrons in the absence of spin-orbit interaction using
a variational method. In Sec. IV we evaluate the matrix
elements of the spin-orbit interaction with the wave func-
tions found in Sec. III. In Sec. V we revisit the problem
of energy spectrum and wave functions of two electrons,
but this time in the presence of the spin-orbit interaction.

In Sec. V A we show that without a Zeeman splitting no
spin relaxation occurs inside any singlet-triplet subspace
at the first order in spin-orbit interaction (i.e. second
order for the rates) for coupling of spin to any orbital
bath. In Sec. V B we consider a finite Zeeman splitting
and evaluate the energy spectrum and wave functions of the
two interacting electrons in the presence of the spin-
orbit interaction. Here, we obtain the avoided crossings
between the singlet and triplet levels as mentioned above.
Because of the avoided crossings, the total spin is not a
conserved quantity and spin relaxation takes place be-
tween the quantum dot eigenstates under the action of
potential fluctuations (e.g. electron-phonon interaction).
In Sec. V C we consider the admixture of excited states
to the singlet and triplet under consideration and show
that together with the phonon potential these virtual pro-
cesses give rise to an additional channel of spin relaxation
inside the singlet-triplet subspace. In Sec. VI we
introduce the quantum dot relaxation rates, which we evalu-
ate in subsequent subsections. In Sec. VI A we evaluate
the singlet-triplet relaxation rates and discuss the effect
of the Coulomb interaction on the relaxation rates in a
variety of regimes. In Sec. VI B we evaluate the triplet-
triplet relaxation rates and find that, for typical GaAs
quantum dot with moderate strength of Coulomb inter-
action, the rates are comparable to the spin-flip rates in
the one-electron regime and at the same Zeeman split-
ting. The paper contains also a number of appendices
which complement the main text. In Appendix A we
study the variational parameters introduced in Sec. III
and used throughout the paper. In Appendix B we give
crossover formulae for important parameters governing
the singlet-triplet crossing. In Appendix C we estimate
the fidelity of our variational method and show that it is
exact in the limiting cases of strong and weak Coulomb
interaction. In Appendix D we calculate the matrix el-
ements of the remainder of our variational treatment.
These matrix elements allow us to estimate the fidelity
in Appendix C and can be used to improve our vari-
ational treatment.
II. HAMILTONIAN

We consider two interacting electrons in a quantum dot described by the Hamiltonian

\[ H_0 = H_d + H_{SO} + H_Z, \]  
\[ H_d = \sum_{i=1,2} \left( \frac{\mathbf{p}_i^2}{2m^*} + \frac{m^* \omega_0^2 r_i^2}{2} \right) + \frac{e^2}{\kappa |r_1 - r_2|}, \]  
\[ H_{SO} = \sum_{i=1,2} \left[ \beta (-p_i^a \sigma_i^a + p_i^b \sigma_i^b) + \alpha (p_i^a \sigma_i^b - p_i^b \sigma_i^a) \right], \]  
\[ H_Z = \frac{1}{2} g \mu_B \mathbf{B} \cdot (\sigma_1 + \sigma_2), \]

where \( \mathbf{r}_j = (x_j, y_j) \) is the \( j \)-th electron radius-vector and \( \mathbf{p}_j = -i\hbar \partial / \partial \mathbf{r}_j + (e/c) \mathbf{A}(\mathbf{r}_j) \) is the kinetic momentum, with \( \mathbf{A}(x_j, y_j) = (-y_j, x_j) \mathbf{B}_z/2 \) being the vector-potential; \( \sigma_j = (\sigma_j^x, \sigma_j^y, \sigma_j^z) \) are Pauli matrices. The spin-orbit coupling is given by the Hamiltonian \( [3] \), where the term proportional to \( \beta \) originates from the bulk Dresselhaus spin-orbit coupling, which is due to the absence of inversion symmetry in the GaAs lattice; the term proportional to \( \alpha \) represents the Rashba spin-orbit coupling, which can be present in quantum wells if the confining potential (in our case along the \( z \)-axis) is asymmetric. The axes \( x \) and \( y \) point along the main crystallographic directions in the (001) plane of GaAs. The magnetic field \( \mathbf{B} = B(\cos \varphi \sin \theta, \sin \varphi \sin \theta, \cos \theta) \) determines the spin quantization axis and the magnitude of the Zeeman splitting, \( E_Z = g \mu_B B \), where \( g \) is the electron \( g \)-factor in GaAs. The orbital effect of \( \mathbf{B} \) is given by the component \( B_z = B \cos \theta \) entering in \( \mathbf{A}(\mathbf{r}) \), and it allows one to control the singlet-triplet splitting \( E_{TS} = E_{TS}(B_z) \). In this work, we use a parabolic confining potential for the quantum dot, which is not necessarily the case in experiment. The use of the parabolic confinement allows us, however, to give numerical estimates for the spin relaxation rates in the presence of the Coulomb interaction between the electrons. We discuss the generality of our results and the validity of the parabolic approximation for the dot confinement in Sec. [VII].

We consider the acoustic phonons as a major source of orbital fluctuations in the quantum dot. The potential of acoustic phonons reads

\[ U_{ph}(\mathbf{r}_1, \mathbf{r}_2) = \sum_{\mathbf{q}_i} \frac{F(q_i)}{2 \rho \omega \omega_0^2 / \hbar} (e^{i \beta q_i} - i q \Xi_{q_i}) \times (e^{i q_1 \cdot \mathbf{r}_1} + e^{i q_1 \cdot \mathbf{r}_2}) (b_{q_1}^\dagger + b_{q_1}), \]

where \( b_{q_1}^\dagger \) creates an acoustic phonon with wave vector \( \mathbf{q} = (q_1, q_2) \), branch index \( j \), and dispersion \( \omega_0 \); \( \rho \) is the sample density (volume is set to unity in [5]). The factor \( F(q_i) \) equals unity for \( |q_i| < d^{-1} \) and vanishes for \( |q_i| > d^{-1} \), where \( d \) is the width of the 2D layer. We take into account both the piezoelectric \( (\beta q_i) \) and deformation potential \( (\Xi_{q_i}) \) kinds of electron-phonon interaction [26].

Apart from coupling to the acoustic phonons, the electron spin couples also to a variety of other degrees of freedom in the quantum dot environment, e.g. spins of nuclei, excitations on the Fermi surface (in surrounding metallic gates and 2DEGs), shot noise of a QPC, charge switches of impurities, fluctuations in the electrostatic confinement (noisy gates), \( B \)-field fluctuations, magnetic impurities, etc. Different sources of spin decay can be relevant in different regimes and also depending on the type of the experimental setup. In the quantum dots, in which the spin relaxation has been measured so far, a good agreement is obtained with the theoretical predictions of Refs. [21][22], which are derived from the combine effect of the electron-phonon, spin-orbit, and Zeeman interactions. On the other hand, the relaxation rates obtained from other mechanisms, such as coupling to a functioning QPC, nuclear spins alone [17][18] and in combination with electron-phonon interaction [20][41] etc., show that these mechanisms can be relevant only in special regimes, which are usually harder to achieve in experiment. We, therefore, consider the phonons as the orbital bath in this paper. We note, however, that our method is quite general and many other fluctuating potentials can also be considered as long as they are Markovian with respect to the spin.

III. ENERGY SPECTRUM AND WAVE FUNCTIONS

We consider here the Schrödinger equation \( H_0 |\mathbf{n}\rangle = E_n |\mathbf{n}\rangle \), with \( H_d \) given in Eq. (2), and find the energies and wave functions of two interacting electrons. We use the separation of variables in the Schrödinger equation in terms of the center of mass, \( \mathbf{R} = (\mathbf{r}_1 + \mathbf{r}_2)/2 \), and the relative motion, \( \mathbf{r} = \mathbf{r}_1 - \mathbf{r}_2 \), coordinates. The wave functions can then be written as \( |\mathbf{n}\rangle = |NM| |nm\rangle \), with

\[ |NM\rangle = R_{NM}(R)e^{iM\varphi_R}/\sqrt{2\pi}, \quad M = 0, \pm 1, \pm 2, \ldots, \]
\[ |nm\rangle = R_{nm}(r)e^{im\varphi_R}/\sqrt{2\pi}, \quad m = 0, \pm 1, \pm 2, \ldots, \]

where \( \varphi_R \) and \( \varphi \) are the polar angles of \( \mathbf{R} \) and \( \mathbf{r} \), resp. Note that \( \mathbf{r}_1 \leftrightarrow \mathbf{r}_2 \) corresponds to \( \varphi_R \rightarrow \varphi_R + \pi \). Thus, \( m = 0, \pm 2, \pm 4, \ldots \) refers to singlet states (symmetric orbital wave function), and \( m = \pm 1, \pm 3, \pm 5, \ldots \), to triplet states (antisymmetric orbital wave function). The radial component in Eq. (5) reads [22]

\[ R_{NM}(R) = \sqrt{\frac{2N!}{(N+|M|)!}} \frac{R_{NM}^{|M|}}{\Lambda^{|M|+1}} L_N^{(|M|)}(R^2/\Lambda^2) e^{-R^2/2\lambda^2}, \]

where \( L_N^{(|M|)} \) is a Laguerre polynomial \( (N = 0, 1, 2, \ldots) \) and \( \Lambda = \sqrt{\hbar/2m^*\omega} \), with \( \omega = \sqrt{\omega_0^2 + \omega^2 / 4} \) and the cyclotron frequency \( \omega_c = eB_z/m^*c \). The radial component in Eq. (7) is given by \( R_{nm}(r) = f_{nm}(r)/\sqrt{r} \), where the function \( f_{nm}(r) \) obeys the Schrödinger equation \( H_m f_{nm}(r) = \varepsilon_{nm} f_{nm}(r) \), with the Hamiltonian

\[ H_m = \frac{\hbar^2}{m^*} \left( -\frac{\partial^2}{\partial r^2} + \frac{m^2}{r^2} - \frac{1}{4a_B r} \right) + \frac{m^* \omega^2}{4} r^2, \]
where \( a_B^* \) is the Bohr radius and \( r = |r_1 - r_2| \). Another length scale in the problem is \( \lambda = \sqrt{2\hbar/m^*}\omega_c \), which gives the characteristic extension of \( f_{nm}(r) \) in the absence of interaction (\( a_B^* \gg \lambda \)). The functions \( f_{nm}(r) \) obey the boundary conditions \( f_{nm}(0) = f_{nm}(\infty) = 0 \), and are normalized as follows

\[
\int_0^\infty f_{nm}(r)f_{n'm}(r)dr = \delta_{nn'}.
\]

(10)

The energy spectrum of the Hamiltonian (2) is given by

\[
E_{NMnm} = \hbar \omega (2N + |M| + 1) + \hbar \omega_c (M + m) + \varepsilon_{nm},
\]

where \( \varepsilon_{nm} \) are the eigenvalues of \( \mathcal{H}_m \) in Eq. (9). Note that the quantum number \( m \) enters in \( \mathcal{H}_m \) as a parameter. We apply a variational method to find the ground state of \( \mathcal{H}_m \). We apply a variational method to find the ground state energy and wave function of \( \mathcal{H}_m \), we obtain the complete set of functions

\[
f_{nm}(r) = \frac{\sqrt{2\Gamma(n + 1 + \sqrt{m^2 + \gamma})}}{n!\Gamma^2(1 + \sqrt{m^2 + \gamma})} \frac{\lambda^{1+\sqrt{m^2+\gamma}}}{\lambda^{1+\sqrt{m^2+\gamma}}} \frac{1}{\sqrt{4\pi^3}} F_1 \left( -n, 1 + \sqrt{m^2 + \gamma}; r^2/\lambda^2 \right),
\]

where \( n = 0, 1, 2, \ldots \), \( \lambda = \sqrt{2\hbar/m^*}\omega_c \), \( \Gamma(z) \) is the gamma function, and \( F_1(a, b; z) \) is the confluent hypergeometric function of the first kind; \( \gamma \geq 0 \) and \( \tilde{\omega} \) are variational parameters. Next, we evaluate the ground state energy of the Hamiltonian (2), using \( f_{om}(r) \) as a trial wave function, i.e. we calculate \( \varepsilon_{om} = \langle f_{om}|H_m|f_{om} \rangle \) and obtain

\[
\varepsilon_{om} = \hbar \omega \left( 1 + \frac{m^2 + \gamma/2}{\sqrt{m^2 + \gamma}} + \frac{\lambda}{2a_B^*} \right) \Gamma(1/2 + \sqrt{m^2 + \gamma}) \left( 1 + \frac{\sqrt{m^2 + \gamma}}{2a_B^*} \right) \sqrt{\omega^2 - \tilde{\omega}^2}. \]

(13)

Minimizing \( \varepsilon_{om} \) in Eq. (13) with respect to \( \gamma \) and \( \tilde{\omega} \), we obtain the ground state energy and wave function of \( \mathcal{H}_m \) within the variational method. A detailed analysis of the dependence of \( \tilde{\omega} \) and \( \gamma \) on the Coulomb interaction strength \( \lambda/a_B^* \) is given in Appendix A. In the limit of vanishing Coulomb interaction (\( \lambda/a_B^* \rightarrow 0 \)), we obtained \( \gamma = 0 \) and \( \tilde{\omega} = \omega_c \), as expected. In the limit of strong Coulomb interaction (\( \lambda/a_B^* \gg 1 \)), the variational parameter \( \gamma \) increases like \( \gamma = (3/4)(\lambda/2a_B^*)^{3/2} \), whereas \( \tilde{\omega} \) tends to a constant \( \tilde{\omega} = \sqrt{3}\omega_c/2 \).

Now we focus on the singlet-triplet crossing, between the singlet state \( |S\rangle = |0000\rangle \) and the triplet state \( |T\rangle = |000, -1\rangle \), which occurs with applying an orbital magnetic field \( B_z \) in the presence of the Coulomb interaction (the Zeeman interaction is set to zero here). Using Eq. (11), we obtain for the singlet-triplet splitting \((E_{TS} \equiv E_T - E_S)\)

\[
E_{TS} = \frac{\hbar}{2} \delta \sqrt{\omega_c^2 + 4a_B^*} - \frac{\hbar \omega_c}{2},
\]

(14)

where \( \omega_c = eB_z/m^*c \) and \( \delta = (\varepsilon_{S1} - \varepsilon_{T1})/\hbar \omega_c \). The Coulomb interaction enters in \( \delta = \delta(\lambda/a_B^*) \) and, for vanishing strength of the Coulomb interaction, we have \( \delta(0) = 1 \). Furthermore, in leading order, we have \( \delta = 1 - \sqrt{\pi}\lambda/4a_B^* \), for \( \lambda/a_B^* \ll 1 \), and \( \delta = (2a_B^*/\lambda)^{2/3} \), for \( \lambda/a_B^* \gg 1 \). A crossover formula and a plot for \( \delta(\lambda/a_B^*) \) are given in Appendix B.

Singlet-triplet splitting in two-electron quantum dots has been studied experimentally down to zero magnetic fields. In relation to such measurements, we would like to point out the following observation. The derivative of \( E_{TS} \) (considering only the ground singlet and first excited triplet states) with respect to \( \omega_c \) in the limit \( \omega_c \rightarrow 0 \) has a universal value

\[
\frac{\partial E_{TS}}{\partial \omega_c} \bigg|_{\omega_c \rightarrow 0} = -\frac{\hbar}{2},
\]

(15)

for all quantum dots with circular symmetry. This result follows from the identity \( \partial E_\omega/\partial \omega_c = (\partial H/\partial \omega_c)_{nm} \), which is valid in general for any Hamiltonian \( \mathcal{H} \) dependent on a parameter \( \omega_c \). For the two-electron case considered here we have \( H = H_d \)

\[
\frac{\partial H_d}{\partial \omega_c} \bigg|_{\omega_c \rightarrow 0} = \frac{1}{2} \sum_{i=1,2} |r_i \times p_i|_z,
\]

(16)

where we used the cylindrical gauge. Taking into account conservation of the \( z \)-component of the orbital angular momentum for circularly symmetric quantum dots, we have that \( E_{TS} \) of the ground singlet and first excited triplet obeys Eq. (15).

According to Eq. (14), if \( \delta = 1 \), the singlet-triplet crossing does not occur even for arbitrarily large \( B_z \), i.e. there is no singlet-triplet crossing without Coulomb interaction. The singlet-triplet crossing takes place at \( B_z = B_z^* \), due to the orbital effect of \( B \), in the presence of Coulomb interaction. For strong Coulomb interaction, we have \( \delta \ll 1 \) and the singlet-triplet crossing occurs at a small value of \( B_z \), \( B_z^* \ll \omega_0 m^*c/e \), and thus, one can neglect the magnetic field dependence in \( \lambda \) and \( \tilde{\omega} \). In this case, the degeneracy field is given by \( B_z^* = 2\delta\omega_0 m^*c/e \), or equivalently by \( \omega_c^* = \omega_0(2a_B^*/\lambda_0)^{2/3} \), where \( \omega_c^* = eB_z^*/m^*c \) and \( \lambda_0 = \sqrt{2\hbar/m}\omega_0 \). For weak Coulomb interaction, the singlet-triplet degeneracy occurs at \( \omega_c^* = 2\pi^{-1/3}\omega_0 (2a_B^*/\lambda_0)^{2/3} \). A crossover formula and a plot for \( \omega_c^* \) are given in Appendix B.

The accuracy of our variational method is discussed in Appendix C. We remark that our variational method is exact in the limiting cases of weak and strong Coulomb interaction. In the crossover regime (\( \lambda/a_B^* \sim 1 \)), the overlap of the ground state wave function \( f_{om}(r) \) with the exact one is close to unity (see Appendix C).

Finally, the remaining part of \( \mathcal{H}_m \), which was not captured by the variational method, is studied analytically.
in Appendix D]. With the matrix elements calculated there, one can, in principle, find also the wave functions \( f_{nm}(r) \) of the excited states \( (n > 0) \). However, in the crossover regime \( (\lambda / a_p^2 \sim 1) \), no expansion parameter is present and an exact diagonalization of \( \mathcal{H}_m = \mathcal{H}_m + V \) is required. In this paper, we will not need knowledge of the excited states.

IV. MATRIX ELEMENTS OF \( H_{SO} \)

The spin-orbit Hamiltonian \( H_{SO} \) in Eq. \( \text{(3)} \) connects different spin components and orbital wave functions. The matrix elements of \( H_{SO} \) read

\[
\langle n's | H_{SO} | n'\prime s' \rangle = i (E_n - E_{n'}) \sum_{j=1,2} \langle n | \xi_j | n' \rangle \cdot \langle s | \sigma_j | s' \rangle ,
\]

where \( E_n \) and \( | n \rangle = |N M n m \rangle \) are, respectively, the eigenenergies and eigenfunctions of \( H_d \) (see Sec. III), and \( s \) stands for the spin quantum numbers of two electrons. The vector \( \xi_j \) has a simple form in the coordinate frame:

\[
x' = (x + y)/\sqrt{2}, \quad y' = -(x - y)/\sqrt{2}, \quad z' = z,
\]

where \( \lambda \pm = h/m^* (\beta \pm \alpha) \) are the spin-orbit lengths. To obtain \( \text{(17)} \), we used the definition of momentum, \( p_j = (im^*/\hbar) [H_d, r_j] \), with \( H_d \) given in Eq. \( \text{(2)} \). Note that, due to the linear in \( p \) form of \( H_{SO} \), the matrix elements vanish at the point of singlet-triplet degeneracy \( \frac{\hbar}{2} \).

The spin states of two electrons \( | s \rangle \) are the singlet (\( S \)) and triplet (\( T \)) states:

\[
| S \rangle = \frac{1}{\sqrt{2}} (| \uparrow \downarrow \rangle - | \downarrow \uparrow \rangle , \quad | T_+ \rangle = | \uparrow \uparrow \rangle, \quad | T_- \rangle = | \downarrow \downarrow \rangle, \quad | T_0 \rangle = \frac{1}{\sqrt{2}} (| \uparrow \downarrow \rangle + | \downarrow \uparrow \rangle)
\]

where arrows in the first (second) place denote the spin state of the first (second) electron. Using the representation in terms of \( R = (r_1 + r_2)/2 \) and \( r = r_1 - r_2 \), we write

\[
\sum_{j=1,2} \xi_j \cdot \sigma_j = \xi^R \cdot \Sigma + \frac{1}{2} \xi^\prime \cdot \sigma,
\]

where \( \Sigma = \sigma_1 + \sigma_2 \) and \( \sigma = \sigma_1 - \sigma_2 \), and also \( \xi^R = (\xi_1 + \xi_2)/2 \) and \( \xi^\prime = \xi_1 - \xi_2 \), then it is easy to see that the following matrix elements vanish

\[
\langle S | H_{SO} | S \rangle = \langle T_0 | H_{SO} | T_0 \rangle = \langle T_+ | H_{SO} | T_- \rangle = 0.
\]

Next, since the operator \( \Sigma \) is nonzero only in the triplet subspace and \( \sigma \) only between the singlet and triplets, all matrix elements of \( H_{SO} \) in the triplet subspace are proportional to \( \xi^R \), and those connecting singlet and triplet are proportional to \( \xi^\prime \). For a magnetic field along \( l = B/B \), we thus have

\[
\langle nT_\pm | H_{SO} | n'T_\pm \rangle = \pm 2i (E_n - E_{n'}) \langle n | \xi^R | n' \rangle \cdot l,
\]

\[
\langle nT_\pm | H_{SO} | n'T_0 \rangle = i\sqrt{2} (E_n - E_{n'}) \langle n | \xi^R | n' \rangle \cdot (X \mp iY),
\]

where \( X, Y \) and \( Z = l \) are unit vectors in a coordinate frame with \( Z \) along the spin quantization axis. One possible choice of \( X \) and \( Y \) is: \( X = (\sin \varphi', -\cos \varphi', 0) \) and \( Y = (\cos \varphi' \cos \theta, \sin \varphi' \cos \theta, -\sin \varphi') \), where \( \varphi' = \varphi - \pi/4 \) and we wrote vectors in the frame \((x', y', z)\). Note that for the vector \( l \) in this frame we have \( l = (\cos \varphi' \sin \theta, \sin \varphi' \sin \theta, \cos \theta) \). The matrix elements of \( \xi^R \) can be easily evaluated using the wave functions in Eqs. \( \text{(4)} \) and \( \text{(3)} \). To avoid extra phase factors due to the \((\pi/4)\)-rotation in going from \((x, y, z)\) to \((x', y', z)\), we replace \( \varphi_R \rightarrow \varphi_R' \) and \( \varphi \rightarrow \varphi' \) in Eqs. \( \text{(9)} \) and \( \text{(10)} \), respectively. Thus, e.g., we have \( R_{x'z} = R_{x'z} \pm i R_{y'z} = R e^{i\pi/4} R_{y'z} \) and \( |N M \rangle = R_{nm}(R) e^{iM \varphi_R'}/\sqrt{2\pi} \). Then, the matrix elements \( \langle NM | \xi^R | N'M' \rangle \) of the vector

\[
\xi^R = \left( i \frac{R_+ - R_+}{2\lambda_-}, \frac{R_- - R_+}{2\lambda_+}, 0 \right)
\]

are given in terms of the following matrix elements,

\[
\langle NM | R_{\pm} | N'M' \rangle = \Lambda \delta_{M,M'+1} \left( \delta_{N,N'} \sqrt{N + |M| + |M'| + 1} - \delta_{N+|M|,N'+|M'|} \sqrt{N + N' + 1} \right).
\]

In particular, for the ground state \( N' = M' = 0 \), we have only \( \langle 0, \pm 1 | R_{\pm} | 00 \rangle = \Lambda \) non-zero, which yields

\[
\langle NM | \xi^R | 00 \rangle = \sum_{\pm} \frac{\Lambda}{2} \delta_{N,0} \delta_{M, \pm 1} \left( \mp i\lambda_-^\prime, \lambda_+^\prime, 0 \right).
\]
which gives
\begin{align}
\langle nT_0 | H_{SO} | n'S \rangle &= i(E_n - E_{n'}) (n|\xi'|n') \cdot l, \tag{29}
\langle nT_\pm | H_{SO} | n'S \rangle &= \mp i \sqrt{2} (E_n - E_{n'}) \\
&\times (n|\xi'|n') \cdot (X \mp iY), \tag{30}
\end{align}
where $X$ and $Y$ have been defined above. Analogously to the previous case, we express $\xi'$ in terms of $r_\pm = r_{x',y'} \pm ir_{y',x'}$,

\[\xi' = \begin{pmatrix} r_+ - r_+ & r_+ - r_+ \\ 2\lambda_- & 2\lambda_+ \end{pmatrix}, \tag{31}\]

which allows us to evaluate $\langle nm|\xi'|n'm'\rangle$, provided we know $\langle nm|r_\pm|n'm'\rangle$. Using the wave function in Eq. (7), we obtain

\[\langle nm|r_\pm|n'm'\rangle = \delta_{m,m'} \int_0^\infty r_fnm(r)\tilde{f}'nm'(r) dr, \tag{32}\]

where we recalled that $R_{nm}(r) = \tilde{f}_{nm}(r)/\sqrt{r}$, with $\tilde{f}_{nm}(r)$ given in Eq. (12). The function $f_{nm}(r)$ contains the variational parameters $\gamma$ and $\lambda$, which are determined from the minimum of the ground state energy of $\mathcal{H}_m$ in Eq. (9), for each $|m|$ independently. Therefore, apart from the explicit dependence on $|m|$ in Eq. (12), the function $f_{nm}(r)$ depends on $|m|$ also via $\gamma$ and $\lambda \sim \sqrt{1/\omega}$. In what follows, we provide $\gamma$ and $\lambda \sim \sqrt{1/\omega}$ with an index $m$. We thus rewrite Eq. (12) in the following form

\[ f_{nm}(r) = \sqrt{2\Gamma(n + t_m) \Gamma(n + t_{m'})} \exp \left( -\frac{r^2}{2\lambda_m^2} \right) F_1 \left( -n, t_m; \frac{r^2}{\lambda_m^2} \right), \tag{33}\]

where $t_m = 1 + \sqrt{m^2 + \gamma_m}$ and $\lambda_m = \sqrt{2h/m\omega_m}$. Then, evaluating the integral in Eq. (32), we obtain $\lambda_{mm'}$.

\[\langle nm|r_\pm|n'm'\rangle = \lambda_{mm'} \delta_{m,m'} \int \frac{\Gamma(n + t_m)\Gamma(n' + t_{m'})}{n!n'!\Gamma(t_m)\Gamma(t_{m'})} \frac{F_2}{2} \left( \frac{1 + t_m + t_{m'}}{n, n'}; -n, -n'; t_m, t_{m'}; \frac{2\lambda_{m''}^2}{\lambda_m^2 + \lambda_{m''}^2}; \frac{2\lambda_{m''}^2}{\lambda_{m'}^2 + \lambda_{m''}^2} \right), \tag{34}\]

where $F_2(\alpha; \beta; \gamma, \gamma'; x, y)$ is a hypergeometric function of two variables, see below. In Eq. (34), we used the notation

\[\lambda_{mm'} = \frac{\lambda_m^{1+t_m} \lambda_{m'}^{1+t_{m'}}}{\Gamma(t_m)\Gamma(t_{m'})} \frac{2^{1+t_m+t_{m'}}}{\lambda_m^2 + \lambda_{m'}^2} \frac{\Gamma \left( \frac{1 + t_m + t_{m'}}{2} \right)}{\Gamma \left( \frac{1}{2} \right)}. \tag{35}\]

We note that the diagonal part of $\lambda_{mm'}$ gives the average distance between the electrons in a state with $n = 0$,

\[\langle r \rangle_m = \lambda_{mm} = \lambda_m^{1/4} = \lambda(\gamma/2a_B)^{1/3}, \tag{36}\]

In particular, for strong Coulomb interaction, we have

\[\langle r \rangle_m = \lambda_m \gamma_m^{1/4} = \lambda(\gamma/2a_B)^{1/3}, \tag{37}\]

The function $F_2(\alpha; \beta; \gamma, \gamma'; x, y)$ used in Eq. (34) is defined by the series $\sum_{k,j=0} (\gamma)_k (\gamma')_j (\gamma')_j [k + j]^k x^k y^j$, which gives $|x| + |y| < 1$ to guarantee convergence. In our case, however, we have $x = 2\lambda_{m'}^2/\lambda_m^2$ and $y = 2\lambda_{m'}^2/\lambda_{m'}^2$, which gives $|x| + |y| > 1$. Nevertheless, the series in Eq. (37) contains a finite number of terms, and thus converges. Indeed, since the second and third arguments of $F_2(\alpha; \beta; \gamma, \gamma'; x, y)$ in Eq. (34) are negative integers, $\beta = -n$ and $\beta' = -n'$, the Pochhammer symbols $\beta_k$ and $\beta'_k$ in Eq. (37) are identically zero for $k > n$ and $l > n'$, and thus, the summation in Eq. (37) ends at $k = n$ and $l = n'$. Finally, we note that, in particular, for $n = n' = 0$, Eq. (34) gives

\[\langle 0m|r_\pm|0m'\rangle = \lambda_{mm} \delta_{m,m'} \tag{38}\]

In the absence of Coulomb interaction, Eq. (34) reduces to a simpler expression, as given in Eq. (27), but with capital letters replaced by lower-case ones.

V. ELECTRON STATES WITH SPIN-ORBIT INTERACTION

Using the results of Sections III and IV, we proceed now to construct a perturbation theory in the vicinity of the singlet-triplet crossing. We assume that the spin-orbit interaction in the quantum dot is weak. As we show below, the small parameter of our perturbation theory is
given by the average distance between the electrons in the dot divided by the spin-orbit length, \( \langle r \rangle_m / \lambda_{SO} \ll 1 \), where \( \langle r \rangle_m \) is given in Eq. (34) and \( \lambda_{SO} \) is the smallest absolute value of \( \lambda_\pm = \hbar/m^*(\beta \pm \alpha) \).

Next, we consider separately the case of zero and finite Zeeman interaction. We show that, in the absence of the Zeeman interaction, the effect of the spin-orbit interaction cancels out at the first order of perturbation theory, similarly to the one-electron quantum dots. In the presence of a Zeeman splitting, we derive an effective spin-orbit interaction and analyze first its matrix elements between the states of the lowest in energy singlet-triplet subspace. These matrix elements lead to avoided crossings inside the singlet-triplet subspace and allow for the potential fluctuations (e.g. electron-phonon interaction) to cause direct transitions between the quantum dot eigenstates. Finally, we analyze the matrix elements, which involve states outside of the considered singlet-triplet subspace. These matrix elements allow for virtual transition to occur, during which the spin state may be changed. We show that the triplet-triplet relaxation is fully governed by such virtual transitions.

### A. Case of zero Zeeman interaction \((g = 0)\)

We consider the Hamiltonian \( H = H_d + H_{SO} \). In this case, the matrix elements of the spin-orbit interaction vanish at the singlet-triplet degeneracy point, see Eq. (17), and we can use perturbation theory for the non-degenerate case up to a close vicinity of the singlet-triplet degeneracy point. We have to make sure only that, within each degenerate multiplet, such as a triplet, the basis states are chosen correctly. For this, we write down the correction to the dot Hamiltonian in the second order of \( H_{SO} \).

\[
\Delta H^{(2)} = \frac{1}{2} \left[ \left( \hat{L}_d^{-1} H_{SO} \right), H_{SO} \right] = \frac{\hbar}{m^* \lambda_- \lambda_+} \sum_j (x_j p_{jy} - y_j p_{jx}) \sigma_{jz}, \tag{39}
\]

where \( \hat{L}_d A = [H_d, A] \) for \( \forall A \), and the \( z \)-axis is perpendicular to the plane of the 2DEG. Going to the relative coordinates in Eq. (39) and neglecting transitions between levels which never intersect, we obtain

\[
\Delta H^{(2)} \approx \frac{\hbar^2}{2m^* \lambda_- \lambda_+} \left[ \ell_z^R + \ell_z^l + \frac{eB_z}{\hbar c} \left( R^2 + \frac{r^2}{4} \right) \right] \Sigma_z, \tag{40}
\]

where \( \ell_z^R = -i \partial / \partial R_r \) and \( \ell_z^l = -i \partial / \partial \varphi_r \) and we have used the cylindrical gauge \( \mathbf{A}(\mathbf{r}) = \frac{1}{2} (\mathbf{B} \times \mathbf{r}) \). Equation (40) gives a spin-orbit induced spin-splitting of the dot energy levels. This splitting can be viewed as an effective Zeeman energy which sets the quantization axis along the \([001]\) crystallographic direction. The terms which we neglected in Eq. (40) are proportional to \( \sigma_z = \sigma_{1z} - \sigma_{2z} \) and thus violate the symmetry of a Zeeman interaction. However, since these terms are purely off-diagonal, their contribution goes to higher orders.

The leading order correction to the two-electron wave function can be easily found using the matrix elements of \( H_{SO} \) calculated in Section IV. We choose the unit vectors \( \mathbf{X}, \mathbf{Y} \) and \( \mathbf{Z} = l t \) to point along the axes \( x', y' \) and \( z \), respectively (this fixes our spin measurement frame). The singlet and triplet states in the first order of \( H_{SO} \) then become,

\[
|SNMnm\rangle' = |SNMnm\rangle + |NM\rangle \frac{m^*}{\hbar} \sqrt{2} \sum_{n'} \{ |n', m - 1\rangle (|T_+\rangle \alpha + |T_-\rangle \beta) \langle n', m - 1|r_-|nm\rangle
+ |n', m + 1\rangle (|T_-\rangle \alpha + |T_+\rangle \beta) \langle n', m + 1|r_+|nm\rangle \},
\]

\[
|T_{\pm}NMnm\rangle' = |T_{\pm}NMnm\rangle - |SNM\rangle \frac{m^*}{\hbar} \sqrt{2} \sum_{n'} \{ |n', m + 1\rangle \alpha(n', m \pm 1|r_\mp|nm) + |n', m \mp 1\rangle \beta(n', m \mp 1|r_\mp|nm) \}
\pm |T_0Nm\rangle \sqrt{2m^*} \hbar \sum_{N'} \{ |N', M \mp 1\rangle \alpha(N', M \mp 1|R_\pm|NM) + |N', M \mp 1\rangle \beta(N', M \mp 1|R_\mp|NM) \},
\]

\[
|T_0NMnm\rangle' = |T_0NMnm\rangle + |nm\rangle \frac{2m^*}{\hbar} \sqrt{2} \sum_{N'} \{ |N'M + 1\rangle (|T_-\rangle \alpha - |T_+\rangle \beta) \langle N', M + 1|R_+|NM\rangle
- |N'M - 1\rangle (|T_+\rangle \alpha - |T_-\rangle \beta) \langle N', M - 1|R_-|NM\rangle \}. \tag{43}
\]

We note that Eqs. (41), (42) and (43) can be rewritten in the following general form

\[
|ns\rangle' = (1 - S) |ns\rangle, \tag{44}
\]

\[
S = i \xi^R \cdot \Sigma + \frac{i}{2} \xi^I \cdot \sigma = i \sum_{j=1,2} \xi_j \cdot \sigma_j, \tag{45}
\]
which can be viewed as a spin-dependent gauge transformation $|\text{ns}'\rangle = \exp(-S)|\text{ns}\rangle$ in leading order of $S$. We note that this transformation is identical to that used for a single-electron quantum dot, with the only difference that we sum over electrons here. Using the states in Eq. (44), it is easy to see that the matrix elements of any scalar potential, such as, e.g., the electron-phonon interaction in Eq. (45), are diagonal in the spin index,

$$
(\text{ns}|e^S U_{\text{ph}}(r_1, r_2) e^{-S}|\text{n's}') = (U_{\text{ph}})_{\text{nn', ns'}} \delta_{ss'},
$$

(46)

because $S$ in Eq. (45), being a function of coordinates only, commutes with scalar potentials. Thus, the spin degrees of freedom in the quantum dot decouple from all scalar potential fluctuations in the first order of $H_{SO}$. Next, we discuss the validity of this statement for quantum dots of arbitrary shape.

We arrived at Eqs. (44) and (45) by considering the harmonic confining potential. For this confining potential and any other one possessing a center of inversion in the $(x, y)$-plane, the diagonal in orbit part

$$
S_{\text{ns, ns'}} = i \sum_j (\xi_j)_{\text{nn'}} \cdot (\sigma_j)_{\text{ss'}}
$$

(47)

is identically zero for all orbital states $|n\rangle$, or it can be made so by shifting the origin of coordinates. This allowed us to choose the quantization axis for all orbital levels equally (along $z$), as required by the interaction (40). We now consider a dot confining potential of an arbitrary shape, for which $S_{\text{ns, ns'}}$ in Eq. (47) is not necessarily zero. We also allow for an arbitrary number of electrons in the quantum dot. As we show below, the transformation (44) takes then the form

$$
|\text{ns}'\rangle = (1 - S_Q) e^{-S_P}|\text{ns}\rangle,
$$

(48)

where $S_P$ and $S_Q$ are some operators, respectively, diagonal and off-diagonal in the Hilbert space of $H_d$, i.e. $PS_P = S_P$ and $QS_Q = S_Q$, with $Q = 1 - P$ and $PA = \sum_n A_{nn'}|n\rangle \langle n'|$ for all $A$. Here, we assume for simplicity that the Hamiltonian $H_d$ has no orbital degeneracies (otherwise one had to regroup the sets $n$ and $s$ such that $E_n$ were non-degenerate). The order of the two transformations in Eq. (48) corresponds to applying first the non-degenerate perturbation theory (transformation $1 - S_Q$) and then the degenerate one (transformation $e^{-S_P}$).

We start with writing down the following formally exact equality of the Schrieffer-Wolff transformation:

$$
e^S (H_d + H_{SO}) e^{-S} = H_d + \Delta H,
$$

(49)

where $S = -S^\dagger$ is chosen such that $PH_d = \Delta H$. The Hamiltonian $H' = H_d + \Delta H$ is diagonal in the basis of $H_d$ and has the same energy spectrum as the Hamiltonian $H = H_d + H_{SO}$; the latter is diagonal in a basis related by $\exp(-S)$ to the basis of $H_d$. Since in our case $PH_{SO} = 0$ and thus $\Delta H = O(H_{SO}^2)$, it follows from Eq. (49) that

$$
[H_d, S] = H_{SO}
$$

in leading order of $H_{SO}$. In matrix form, the latter equation reads

$$
(E_n - E_{n'}) S_{\text{ns, ns'}} = i (E_n - E_{n'}) \sum_j (\xi_j)_{\text{nn'}} \cdot (\sigma_j)_{\text{ss'}},
$$

(50)

where we used Eq. (17) for matrix elements of $H_{SO}$. Clearly, for $E_n \neq E_{n'}$, we obtain from Eq. (50) that $S_{\text{ns, ns'}} = i \sum_j (\xi_j)_{\text{nn'}} \cdot (\sigma_j)_{\text{ss'}}$, which coincides with what one obtains from Eq. (48). Further, we note that the fully diagonal part $S_{\text{ns, ns'}}$ gives rise to phase factors, which can be absorbed into the definition of basis states. These phase factors, obviously, do not affect the spin relaxation, and can be chosen arbitrarily. The diagonal in orbit part $S_{\text{ns, ns'}}$ remains undefined by Eq. (49), because the perturbation $H_{SO}$ does not lift the spin degeneracy in the first order ($PH_{SO} = 0$). Next, we split the transformation (49) into a product,

$$
e^{-S} \approx (1 - S_Q) e^{-S_P},
$$

(51)

where we retain only the leading order of $S_Q$. For $S_Q$, we again have $[H_d, S_Q] = H_{SO}$, which now gives

$$
S_Q = (1 - P) \sum_j i \xi_j \cdot \sigma_j,
$$

(52)

where the factor $(1 - P)$ zeroes out the diagonal in orbit part. Note that $S_Q$ does not, in general, commute with scalar potentials and, unless $SP$ can be chosen such as in Eq. (17), there can be, in principle, spin relaxation in the first order of $H_{SO}$.

As we have seen above, the spin splitting in the dot is given by $\Delta H$ in Eq. (49) and occurs in the second or higher orders of $H_{SO}$. From Eq. (49), one obtains at the leading order

$$
\Delta H = \frac{P}{2} [S_Q, H_{SO}] + O(H_{SO}^3).
$$

(53)

The operator $S_P$ is chosen such that $\Delta H$ is diagonal also in the spin subspace of each orbital level. Therefore, $S_P$ depends on the details of $H_d$, i.e. on the confining potential and the number of electrons in the quantum dot. Next we briefly discuss $\Delta H$ for the two-electron case considered in this paper.

The fine structure of a two-electron quantum dot in the absence of orbital degeneracy (such as singlet-triplet degeneracy) is described by a Hamiltonian of the following form

$$
\Delta H = A \cdot \Sigma + \sum_{\mu\nu} B_{\mu\nu} \Sigma_\mu \Sigma_\nu,
$$

(54)

where $A_\mu$ and $B_{\mu\nu} = B_{\nu\mu}$ are operators diagonal in the orbital space of $H_d$. In Eq. (54), we did not include energy shifts of the singlet levels, since they are negligible on the scale of the dot level spacing. On the same reason, we also neglect the triplet shifts by setting $\sum_\mu B_{\mu\mu} = 0$. The term $A \cdot \Sigma$ in Eq. (54) can be viewed as a spin-orbit
induced Zeeman interaction. In leading order, \( A \) is perpendicular to the 2DEG and can be found from Eq. (10), which remains valid also in this case. On average \( A \) has the following magnitude
\[
\langle A \rangle = \frac{h \omega_0}{4 \lambda} \sum_{j=1,2} \langle r_j^2 \rangle,
\]
where \( \langle \ldots \rangle \) denotes averaging over many orbital levels. Note that \( A \) vanishes at zero magnetic field due to time reversal symmetry. The remaining terms (second order in \( \Sigma \)) in Eq. (53) describe on-site spin anisotropy. For a given triplet level, we can choose a coordinate frame in which \( \langle n | B_{\mu \nu} | n \rangle \sim \delta_{\mu \nu} \), and since \( \sum_{\mu} B_{\mu \nu} = 0 \), there remain only two independent components of \( B_{\mu \nu} \). We note that \( B_{\mu \nu} \) is of higher order in \( H_{SO} \) than \( A \); however, since the spin anisotropy interaction is time-reversal invariant, \( B_{\mu \Sigma} \Sigma_{\mu} \) are the only terms left at zero magnetic field.

We now discuss the relevance of the fine structure (54) to spin relaxation in the quantum dot. We have seen above that, for quantum dots without center of inversion in the \((x, y)\)-plane, the spin-orbit interaction can, in principle, lead to spin coupling to potential fluctuations at the first order of \( H_{SO} \). First, however, we mention several cases when this coupling results in zero relaxation rates for two electrons and at \( g = 0 \). We stress that the statements below are formulated for the case of a linear in the electron momentum \( H_{SO} \).

(i) There can be no relaxation between singlet and triplet states due to spin-bath coupling at the first order of \( H_{SO} \) and in the absence of Zeeman splitting. Indeed, \( S_{nm, ns} \) in Eq. (17) has no matrix elements between any singlet and triplet states of the quantum dot. The right-hand side of Eq. (17) can be rewritten as follows
\[
\mathcal{P} \sum_{j=1,2} i \xi_j \cdot \sigma_j = i \mathcal{P} \xi^R \cdot \Sigma,
\]
using the symmetry with respect to exchange of electrons. As a result, the singlet state is block-diagonal in coupling to scalar potential fluctuations [cf. Eq. (10)], i.e. a singlet can relax only to a singlet.

(ii) There can be no relaxation between spin states belonging to one and the same orbital level in the first order of \( H_{SO} \) without Zeeman interaction. This is obvious since \( \mathcal{P} | S_Q, U_{ph} \rangle = 0 \), see Eq. (10), with \( S \rightarrow S_Q \).

After (i) and (ii) we are now left only with transitions between triplet states of different orbital levels. Let the triplet states be fine-split with some characteristic energy \( \Delta_{fs} \). This fine splitting can be calculated from the Hamiltonian (54), using coupling constants obtained from the perturbation theory expansion of Eq. (10). However, for the sake of making a simple argument here, we assume \( \Delta_{fs} \) to be an independent parameter. Clearly, if \( \Delta_{fs} = 0 \), we are free to construct any linear combination of states within a triplet; so we can recover Eqs. (11), (15) and (46), which yield no spin relaxation. To be more rigorous, we formulate an additional condition when there is no spin decay in the first order of \( H_{SO} \).

(iii) If the orbital relaxation time \( \tau \) is much shorter than \( h/\Delta_{fs} \), then the spin relaxation between triplet states belonging to different orbital levels is suppressed. As mentioned above, note that, for \( \Delta_{fs} \ll h/\tau \), one can choose to work with the states in Eqs. (44) and (45) instead of the true eigenstates (48), because the internal evolution of the states (44), occurring due to the fine structure splitting \( \Delta_{fs} \), is slower than the lifetime \( \tau \). Thus, the spins can be considered as decoupled from the potential fluctuations during the time \( \sim h/\Delta_{fs} \). As a result, the spin relaxation occurs due to coupling at the second or higher orders of \( H_{SO} \).

Finally, we conclude that spin relaxation due to spin-bath couplings at the first order of \( H_{SO} \) and in the absence of the Zeeman interaction is possible only between spin triplet states belonging to different orbital levels and only if \( \Delta_{fs} > h/\tau \). The interaction which causes spin relaxation is proportional to \( (\xi_{nn}^R - \xi_{mm}^R) \cdot \Sigma \), where \( n \) and \( m \) denote the orbital states involved in the relaxation process. We do not consider this mechanism in further detail here, since it refers to an asymmetric quantum dot, which goes beyond our model.

### B. Case of finite Zeeman interaction \((g \neq 0)\): Degenerate perturbation theory

We consider now the Hamiltonian \( H = H_d + H_Z + H_{SO} \) in the vicinity of a singlet-triplet crossing. We assume the Zeeman splitting \( E_Z = g \mu_B B \) to be large compared to both the fine structure splitting \( \Delta_{fs} \) and the level broadening \( h/\tau \). This allows us to set the spin quantization axis along the applied magnetic field \( B \). In Section \( \nabla A \), we found the wave functions of two electrons in the quantum dot for the case without Zeeman interaction. It is convenient now to use these functions as basis states for studying the effect of Zeeman interaction. We perform the following unitary transformation \( 22,23,24 \)
\[
\tilde{H} = e^{i \phi}(H_d + H_Z + H_{SO})e^{-i \phi},
\]
with \( S_Q \) given in leading order in Eq. (52). After this transformation, a basis state \( |ns \rangle \), associated with the Hamiltonian \( H \), will correspond to the basis state \( |ns \rangle' = (1 - S_Q) |ns \rangle \), associated with the Hamiltonian \( H = H_d + H_Z + H_{SO} \). In first order of \( H_{SO} \), it is straightforward to obtain
\[
\tilde{H} = H_d + H_Z + H_{SO} \tag{57}
\]
\[
H_{Z}^{SO} = E_Z \sum_j [l \times Q \xi_j] \cdot \sigma_j \tag{58}
\]
where \( l = B/B \) is the spin quantization direction, and \( E_Z = g \mu_B B \) is the Zeeman energy. The projector \( Q \) zeroes out the diagonal part of \( \xi_j \). Below, we consider the harmonic confining potential, for which we achieve \( Q \xi_j = \xi_j \) by choosing the origin of coordinates in the dot center. In Eq. (58), we can rewrite the sum over two electrons in terms of the relative coordinates,
\[
\sum_j [l \times \xi_j] \cdot \sigma_j = [l \times \xi^R] \cdot \Sigma + \frac{1}{2} [l \times \xi^R'] \cdot \sigma \tag{59}
\]
The first term on the right-hand side of Eq. (59) admixes only triplet states with different orbital wave functions and is, therefore, responsible for triplet-to-triplet relaxation. This term can be taken into account by means of perturbation theory for the non-degenerate case. In contrast, the second term on the right-hand side of Eq. (59) is strong at the singlet-triplet crossing, since it connects singlet and triplet states which are degenerate. For this term, we use perturbation theory for the degenerate case. The matrix elements of $H_{SO}^Z$ in Eq. (58), therefore, read

$$\langle nT_\pm | H_{SO}^Z | n'T_0 \rangle = \mp i\sqrt{2} \xi E_{Z} \langle n | \xi | n' \rangle \cdot (X \mp iY),$$  \hspace{1cm} (60)$$

$$\langle nT_\pm | H_{SO}^Z | n'S \rangle = \frac{i}{\sqrt{2}} E_{Z} \langle n | \xi | n' \rangle \cdot (X \mp iY),$$ \hspace{1cm} (61)$$

$$\langle nT_0 | H_{SO}^Z | n'S \rangle = \langle nT_+ | H_{SO}^Z | n'T_+ \rangle = 0,$$ \hspace{1cm} (62)

where $X$ and $Y$ are unit vectors in the plane perpendicular to the applied magnetic field $B$ (see Sec. IV). Note that, according to Eq. (62), there is no admixture between any singlet $|S\rangle$ and triplet $|T\rangle$ states, as well as between any triplet states: $|T_\pm\rangle$ and $|T_-\rangle$. This will have an effect on the spin relaxation rates in Sec. VI A, where the corresponding rates for the transitions $S \leftrightarrow T_0$ and $T_\pm \leftrightarrow T_\pm$ are found to be zero in leading order in spin-orbit interaction. Next, we use Eqs. (60) and (61) to find the two-electron wave functions for the lowest in energy singlet-triplet crossing in the quantum dot.

We consider first a close vicinity of the singlet-triplet crossing, where the contribution of strong matrix elements is dominant. Substituting Eq. (31) into Eqs. (60)−(62) and using Eq. (58), we obtain for $|\Psi_S\rangle = |0000S\rangle$ and $|\Psi_{T_0 \pm}\rangle = |000, -1, T_{0, \pm}\rangle$ the following expression

$$\langle \Psi_{T_\pm} | H_{SO}^Z | \Psi_S \rangle = \frac{i E_Z \lambda_{1,0}}{2 \sqrt{2}} \left[ \left( \frac{\cos \theta}{\lambda_0} - \frac{1}{\lambda_+} \right) \cos \varphi' + i \frac{1}{\lambda_0} \left( \frac{\cos \theta}{\lambda_+} \sin \varphi' \right) \right],$$ \hspace{1cm} (63)$$

$$\langle \Psi_{S,T_\pm} | H_{SO}^Z | \Psi_{T_0} \rangle = \langle \Psi_{T_+} | H_{SO}^Z | \Psi_{T_-} \rangle = 0,$$ \hspace{1cm} (64)

where we used the convention for $X$ and $Y$ given below Eq. (24). Next, introducing $\Delta_\pm \equiv |\langle \Psi_{T_\pm} | H_{SO}^Z | \Psi_S \rangle|$, we obtain

$$\Delta_\pm = \frac{|E_Z| \lambda_{1,0}}{2 \sqrt{2}} \sqrt{\frac{1 - l_0^2}{\lambda_0^2} + \frac{\cos^2 \theta}{\lambda_+^2} + \frac{2l_+}{\lambda_0 \lambda_+}},$$ \hspace{1cm} (65)

where $l = (\cos \varphi' \sin \theta, \sin \varphi' \sin \theta, \cos \theta)$ gives the dependence of $\Delta_\pm$ on the direction of the magnetic field. Note that, since we are considering a particular singlet and triplet, namely $|\Psi_S\rangle = |0000S\rangle$ and $|\Psi_{T_0 \pm}\rangle = |000, -1, T_{0, \pm}\rangle$, the directions of $l$, for which these levels intersect each other in the absence of Zeeman and spin-orbit interactions, correspond to $l$ lying in the northern hemisphere ($\theta > \pi/2$). For $l$ in the southern hemisphere ($\theta < \pi/2$), a different triplet, $|000, 1, T_{0, \pm}\rangle$, lies lower in energy than the considered one. Nevertheless, we shall follow the triplet $|\Psi_{T_0 \pm}\rangle = |000, -1, T_{0, \pm}\rangle$ to all values of $B$ and directions of $l$, since it makes the following consideration simpler. Note that the results for the other triplet, $|000, 1, T_{0, \pm}\rangle$, are obtained by replacing $B_z \rightarrow -B_z$, which, in particular, corresponds to replacing $\Delta_\pm \rightarrow \Delta_\mp$.

The quantities $\Delta_\pm$ in Eq. (65) give the strength of the singlet-triplet mixing. The Coulomb interaction enters in Eq. (63) through the length scale $\lambda_{1,0}$. Note that $\lambda_{1,0} \sim \lambda_{0,0,1_1}$ for all values of $\lambda/a_B$. One can interpret $\lambda_{1,0}$ as an average distance between the electrons, $\lambda_{1,0} \sim \langle r \rangle$. In the limit of strong Coulomb repulsion, all three quantities $\lambda_{0,0}, \lambda_{1,0}$, and $\lambda_{1,1}$, converge to one another and become equal to $\langle r \rangle = \lambda/(2a_B^2)^{1/3}$. The average distance between the electrons is increased by the presence of the Coulomb interaction (see Eq. (66)). Therefore, we expect that the Coulomb interaction generally enhances the effects related to the spin-orbit interaction. In particular, this enhancement is expected to be strong in quantum dots with large $\lambda/a_B$.

The singlet-triplet crossing is shown schematically in Fig. 1. The triplet splits into three levels, $E_{T_\pm} = E_T + |E_Z|$ and $E_{T_0} = E_T$, due to the Zeeman interaction. We assume a negative $g$-factor, i.e. $E_Z = -|E_Z|$, which is the case for GaAs. The avoided crossing of the singlet state $|\Psi_S\rangle$ with the triplets $|\Psi_{T_1}\rangle$ occurs due to the interaction $H_{SO}^Z$, with the matrix elements given in Eq. (64). The splitting energies are the doubled $\Delta_\pm$ in Eq. (65). Note that the degeneracy of the singlet state with the triplet $|\Psi_{T_0}\rangle$ at the crossing point is not lifted. This degeneracy, however, can be lifted in higher orders of $H_{SO}^Z$. Next, we consider the interaction between the states: $|\Psi_S\rangle, |\Psi_{T_+}\rangle,$ and $|\Psi_{T_-}\rangle$. And since the state $|\Psi_{T_0}\rangle$ couples to neither of these states, see Eq. (65) and the discussion thereafter, we disregard it here. Writing the wave function in the form

$$|\Psi\rangle = a|\Psi_S\rangle + b|\Psi_{T_+}\rangle + c|\Psi_{T_-}\rangle,$$ \hspace{1cm} (66)
we obtain the following set of equations
\[
\begin{pmatrix}
E_S - E & W_{ST_+} & W_{ST_-} \\
W_{T_+ S} & E_{T_+} - E & 0 \\
W_{T_- S} & 0 & E_{T_-} - E
\end{pmatrix}
\begin{pmatrix}
a \\
b \\
c
\end{pmatrix}
= 0,
\] (67)
where \( W_{ST_\pm} \) stands for \( \langle \Psi_S | H^{SO}_Z | \Psi_{T_\pm} \rangle \). The characteristic equation reads
\[
E_S - E - \frac{\Delta^2_+}{E_{T_+} - E} - \frac{\Delta^2_-}{E_{T_-} - E} = 0,
\] (68)
where \( E_{T_\pm} = E_T \mp |E_Z| \), and \( E_S \) and \( E_T \) are the energies of singlet \( |\Psi_S\rangle \) and triplet \( |\Psi_{T_\pm}\rangle \), respectively. Since \( \Delta_\pm \ll |E_Z| \), we can solve Eq. (68) in the secular approximation. Setting in turn \( \Delta_- \) and \( \Delta_+ \) to zero in Eq. (68), we find the following expressions, for the lower (+) and upper (−) solid curves in Fig. 1:
\[
E_{\pm} = \frac{1}{2} \left[ E_{T\pm} \mp E_S \mp \sqrt{\left( E_{T\pm} - E_S \right)^2 + 4\Delta^2_\pm} \right].
\] (69)
Next, multiplying Eq. (68) by \( (E_{T_+} - E)(E_{T_-} - E) \) and dividing the obtained polynomial by \( E^2 - (E_+ + E_-)E + E_+ E_- \), we obtain in leading order the solution for the S-shaped curve in Fig. 1:
\[
E_0 = E_T + \frac{1}{2} \sqrt{(E_{T_+} - E_S)^2 + 4\Delta^2_+} - \frac{1}{2} \sqrt{(E_{T_-} - E_S)^2 + 4\Delta^2_-}.
\] (70)
We note that, in the case of positive \( g \)-factor, i.e. \( E_Z = |E_Z| \), one should modify Eqs. (69) and (70) as follows: \( E_{T\pm} \rightarrow E_{T_\mp} \) and \( \Delta_\pm \rightarrow \Delta_\mp \). Finally, the wave function of a level with the eigenenergy \( E = E_{\pm}, E_0 \) is given by Eq. (69), with the coefficients
\[
b = \frac{\langle \Psi_{T_+} | H^{SO}_Z | \Psi_S \rangle}{E - E_{T_+}} a, \quad c = \frac{\langle \Psi_{T_-} | H^{SO}_Z | \Psi_S \rangle}{E - E_{T_-}} a,
\]
\[
a = \left[ 1 + \frac{\Delta^2_+}{(E - E_{T_+})^2} + \frac{\Delta^2_-}{(E - E_{T_-})^2} \right]^{-1/2}.
\] (71)
Equation (68) together with Eqs. (69)–(71) allows one to calculate transition rates between quantum dot levels under the action of a perturbation. As a perturbation, in the next Section, we consider the electron-phonon interaction.

Now, we return to Eq. (65) and consider the particular case when the magnetic field \( \mathbf{B} \) is perpendicular to the 2DEG plane (\( \theta = 0 \)). Then, according to Eq. (65), we have \( \Delta_+ = |E_Z| \lambda_{1,0} m^* \alpha / \hbar \sqrt{2} \) and \( \Delta_- = |E_Z| \lambda_{1,0} m^* \beta / \hbar \sqrt{2} \). These expressions, in principle, allow one to access the Rashba (Dresselhaus) coupling constant \( \alpha (\beta) \) separately in a measurement of \( \Delta_+ (\Delta_-) \). Accessing \( \alpha \) and \( \beta \) separately was, so far, possible only by analyzing the weak (anti)localization data in diffusive 2DEGs.\(^{32}\) The splittings \( 2\Delta_\pm \) can, in principle, be deduced from transport spectroscopy of the quantum dot. GaAs quantum dots have, however, a fairly small splitting. To give an estimate, we take typical GaAs values: \( \lambda_{1,0} = 100 \text{ nm} \) for the inter-electron distance, \( h/m^* \beta = 8 \text{ nm} \) for the spin-orbit length\(^{27}\) and a magnetic field \( B = 10 \text{ T} \) (with \( g = -0.44 \)); as a result, we obtain \( 2\Delta_- \approx 20 \mu \text{ eV} \). A different possibility to access \( \Delta_\pm \) is to measure the spin relaxation times and to deduce the strength of the spin-orbit interaction therefrom.

Alternatively, if \( |\lambda_-| > |\lambda_+| \), we find that \( \Delta_+ = 0 \) for \( \cos \theta = \lambda_- / \lambda_+ \) and \( \phi = 0, \pi \), provided \( |\lambda_+| > |\lambda_-| \). Alternatively, if \( |\lambda_-| > |\lambda_+| \), we find that \( \Delta_+ = 0 \) for \( \cos \theta = \lambda_- / \lambda_+ \) and \( \phi = \pi/2, 3\pi/2 \). Similarly for \( \Delta_- \), we have the same expressions, but with \( \cos \theta \rightarrow -\cos \theta \). In Fig. 2 we plot the angular dependence of \( \Delta_+ \) given in Eq. (65), calculated for the ratio \( \lambda_+ / \lambda_- = 2 \). A similar figure can be obtained also for \( \Delta_- \) in Eq. (65), by reflecting Fig. 2 in the \((x,y)\)-plane. Clearly, the “magic angles” can be used to determine the relative strength between the Rashba \( \alpha \) and Dresselhaus \( \beta \) coupling constants (recall that \( 1/\lambda_{1,0} = m^*(\beta \pm \alpha) / \hbar \)).

The angular dependence of the splittings \( \Delta_\pm \) in Eq. (65) is specific to the circular symmetry of the harmonic confining potential used above. In the opposite
and \( \theta \) negligible. For the plot we assumed \( \bar{r} \) to be negligible. For the plot we assumed \( \bar{r}_{x}\lambda_{+}/\bar{r}_{y}\lambda_{-} \) to be negligible. For the plot we assumed \( \bar{r}_{x}\lambda_{+}/\bar{r}_{y}\lambda_{-} = 2 \).

The degree of asymmetry needs to be large enough, such that in a magnetic field causing the singlet-triplet crossing can occur in this case at a value of one direction, or to a double quantum dot. The singlet-triplet crossing can occur in this case at a value of one direction, or to a double quantum dot. The singlet-triplet crossing can occur in this case at a value of one direction, or to a double quantum dot.

In Sec. V B we have taken into account the matrix elements \( \langle 72 \rangle \) by means of the degenerate perturbation theory and we obtained two avoided crossings between the singlet and the triplet \( \langle \Psi_{T}\rangle \). We expect that accounting for these \( (\text{strong}) \) matrix elements should be sufficient in the majority of cases and it should give the dominant channel of spin relaxation in the vicinity of the singlet-triplet crossing. To complete our analysis of the first order in \( H_{SO} \) contributions to the spin relaxation, we must also consider the rest of the matrix elements in Eqs. \( \langle 60 \rangle \) and \( \langle 61 \rangle \). We call these matrix elements weak. The weak matrix elements, despite the fact that they do not induce strong mixing between singlet and triplet states, can, in principle, govern the spin relaxation in special cases, when the strong matrix elements become, on some reason, inefficient. Examples of such cases include: positions far away from the singlet-triplet crossing, where \( E_{TS} \) is comparable to the energy distance to other excited states; magnetic field \( B \) along a “magic angle”; and the limit of strong Coulomb interaction.

We use perturbation theory for the non-degenerate case and account for the admixture of distant in energy states to the singlet-triplet subspace under consideration. For these we first separate the weak matrix elements from the Hamiltonian into a perturbation (cf. Eq. \( \langle 57 \rangle \)),

\[
\bar{H} = \bar{H}_{0} + \bar{V}_{w},
\]

\[
\bar{H}_{0} = H_{d} + H_{Z} + \mathcal{P}_{ST} H_{SO}^{Z},
\]

\[
\bar{V}_{w} = (1 - \mathcal{P}_{ST}) H_{SO}^{Z},
\]

where \( \mathcal{P}_{ST} \) projects onto the singlet-triplet subspace, \( \mathcal{P}_{ST}A = \sum_{\mu\nu} A_{\mu\nu}|\mu\rangle\langle\nu|, \) with \( \mu, \nu \in (\Psi_{S}, \Psi_{T}, \Psi_{T_{0}}) \) and \( \forall A \). Note that all the strong matrix elements are included into \( \bar{H}_{0} \), whereas all the weak ones into \( \bar{V}_{w} \). Next, we transform \( \bar{H} \) to \( \bar{H}' = \bar{H}_{0} + \bar{H}_{w} + \mathcal{O}(H_{SO}^{Z}) \). At the same time, by doing this transformation, we correct the basis states to take into account the perturbation \( \bar{V}_{w} \) leading order.

Considering now the phonon potential \( U_{ph}(\mathbf{r}_{1}, \mathbf{r}_{2}, t) \), we apply the same unitary transformations, \( U'_{ph} = (1 + S_{w}) U_{ph}(1 - S_{w}) \), and obtain

\[
U_{ph} \rightarrow U_{ph} + [S_{w}, U_{ph}].
\]

The transformation matrix \( S_{w} \) can, formally, be written as follows

\[
S_{w} = 1 - \mathcal{P}_{ST} + \mathcal{O}(H_{SO}^{Z}),
\]

where \( \mathcal{P}_{ST} = [H_{d}, A] \) and \( \mathcal{O}(H_{SO}^{Z}) \), for \( \forall A \). For simplicity, we assume small Zeeman splittings, \( E_{Z} \ll \hbar \omega_{0} \), which is usually the case for GaAs quantum dots.
Neglecting then the Liouvillian \( \hat{L}_Z \) in the denominator of Eq. (77) and going to relative coordinates, we obtain

\[
S_ω = E_Z \left\{ \frac{1}{L_d} |l \times \xi^R| \cdot Σ + \frac{1 - P_{2T}}{2L_d} |l \times \xi^F| \cdot σ \right\}.
\]

(78)

The first term in Eq. (78) is easy to evaluate for the harmonic confinement and because the Coulomb interaction does not couple to the coordinate \( R \). It gives

\[
E_Z |l \times \xi^R| \cdot Σ = \frac{-E_Z}{2m^*ω_0^2} |l \times D^R| \cdot Σ + f(R),
\]

(79)

\[
D^R := (\lambda_+^{-1} \partial/\partial R_y', \lambda_+^{-1} \partial/\partial R_z', 0),
\]

(80)

where \( f(R) \) is a function of coordinates only, which drops out upon substitution of \( S_ω \) into Eq. (70). The second term in Eq. (78) is more difficult to evaluate and it is the subject of a separate publication.

We note here that the first term in Eq. (78) is responsible for the triplet-triplet relaxation. In combination with the phonon potential (or any other orbital bath), it results in finite relaxation rates for the transitions \( T_+ \leftrightarrow T_0 \) and \( T_- \leftrightarrow T_0 \). The transition \( T_k \leftrightarrow T_- \) is, however, forbidden at the first order of \( H_{SO} \), because it requires a change of spin \( \Delta S = 2 \). We evaluate the triplet-triplet relaxation rates in Sec. VI B.

The second term in Eq. (78) is similar by nature to the first term, however, it gives rise to singlet-triplet relaxation. In the vicinity of the singlet-triplet (avoided) crossing, there is a strong admixture between the singlet and triplet states inside the singlet-triplet subspace, see Sec. VI B. Therefore, the second term can be neglected, except for special cases mentioned above. The second term contributes, due to its spin symmetry, to the transitions \( T_+ \leftrightarrow S \) and \( T_- \leftrightarrow S \), as also the strong matrix elements do. In this paper, we neglect the contribution of the second term to the spin relaxation.

VI. PHONON-INDUCED SPIN RELAXATION

The spin dynamics, decoherence, and relaxation are described by the quantum dot density matrix \( ρ(t) \). Within the Bloch-Wangsness-Redfield theory,32 the density matrix obeys a set of linear differential equations,

\[
\frac{d}{dt}ρ_{αα'}(t) = -iω_{αα'}ρ_{αα'}(t) + \sum_{ββ'} R_{αα'ββ'}ρ_{ββ'}(t),
\]

(81)

where \( R_{αα'ββ'} = (R_{α'αββ'})^* \) are time-independent constants, which form the Redfield tensor, and \( ω_{αα'} = (E_α - E_α')/ℏ \) are the transition frequencies, with \( E_α \) being the energy of the level \( α \). Equations (81) are usually derived microscopically using the Born-Markov approximation.32

In this approximation, the system-bath coupling is assumed to be sufficiently weak, so that the next-to-leading order Born terms contribute at times when the density matrix has already reached its equilibrium value within the desired accuracy. Additionally, the bath correlation time \( τ_c \) is assumed to be much shorter than the characteristic times occurring in Eq. (81). As a matter-of-fact, the evolution of the density matrix on times shorter or comparable to \( τ_c \) is not described by Eq. (81) and is rarely of practical interest. For the phonon bath considered in this paper, the correlation time \( τ_c \) is extremely short. It is the time it takes for a phonon to traverse a distance equal to the quantum dot size, i.e., \( τ_c = (r)/s \), where \( r \) is the average distance between the electrons and \( s \) is the speed of sound in the sample. For GaAs quantum dots, we estimate \( τ_c \approx 10 \text{ ps} \). At the same time, the characteristic spin relaxation times in GaAs quantum dots range from 100 μs to 1 s, as measured experimentally.5,6,7,30,31,33

In the Born-Markov approximation, the Redfield tensor reads

\[
R_{αα'ββ'} = \Gamma^+_ββ'_αα + \Gamma^-_ββ'_αα - δ_{αα'} \sum_γ \Gamma^-_βγγ_βγ = \Gamma^+_ββ'_αα - \Gamma^-_ββ'_αα \sum_γ \Gamma^-_βγγ_βγ,
\]

(82)

where \( (Γ^+_ββ'_αα)^* = Γ^-_ββ'_αα \) are given as follows

\[
Γ^+_αα'_ββ' = \int_0^∞ \frac{dt}{ℏ^2} e^{-iω_{αα'}t} \langle α|U_{int}(t)|α'⟩ \langle β|U_{int}|β'⟩,
\]

(83)

\[
Γ^-_αα'_ββ' = \int_0^∞ \frac{dt}{ℏ^2} e^{-iω_{αα'}t} \langle α|U_{int}|α'⟩ \langle β|U_{int}(t)|β'⟩.
\]

(84)

Here, the bar denotes averaging over the bath degrees of freedom, \( |α⟩ \) is a state of the quantum dot, and \( U_{int} \) is the interaction between the quantum dot and the bath. The time dependence of \( U_{int}(t) \) is taken with respect to the bath only, \( U_{int}(t) = \exp(iH_{B}/ℏ)U_{int} \exp(-iH_{B}/ℏ) \), where \( H_B \) is the Hamiltonian of the bath. In the expressions above it is assumed that \( U_{int}(t) = 0 \).

In our case, the system-bath interaction is obtained from the transformation in Eq. (70)

\[
U_{int}(t) = U_{ph}(t) + [S_ω, U_{ph}(t)],
\]

(85)

with \( S_ω \) given in Eq. (78). The time dependence of the phonon potential \( U_{ph}(t) \) is governed by the Hamiltonian of the free phonons,

\[
H_B ≡ H_{ph} = \sum_{q_j} ℏω_{q_j} (b^+_j b_j + 1/2),
\]

(86)

where the index \( j \) runs over the three branches of acoustic phonons. The optical phonons can be neglected, usually \( |E_{TS}|, |E_Z| < ℏω_{opt} \), where \( ℏω_{opt} \) is the energy of optical phonons. The acoustic phonon potential can be
rewritten in terms of relative coordinates as follows

\[
U_{\text{ph}}(R, r, t) = \sum_{q_j} M_{q_j} F(q_j) e^{\alpha q_j R} \cos \left( q_{||} \cdot r / 2 \right) \times \left[ b_{q_j}^*(t) + b_{q_j}(t) \right],
\]

\[
M_{q_j} = \sqrt{2 \hbar \beta \omega_{q_j}} (\epsilon_{\beta q_j} - i q \Xi_{q_j}),
\]

where \( b_{q_j}(t) = b_{q_j} \exp(-i \omega_{q_j} t) \) gives the time dependence mentioned above for \( U_{\text{ph}}(t) \). The averaging over the bath (denoted by bar in Eqs. (83) and (84)) is evaluated as a thermodynamic mean using the free phonon statistical operator

\[
\rho_{\text{ph}} = Z_{\text{ph}}^{-1} e^{-H_{\text{ph}}/T},
\]

where \( T \) is the temperature in units of energy (\( k_B = 1 \)) and \( Z_{\text{ph}} \) is the phonon partition function.

In addition to the Born-Markov approximation, a further important simplification arises in the case of the spin-phonon coupling considered here. The elements of the Redfield tensor \( R_{\alpha \alpha' \beta \beta'} \) are much smaller than the corresponding transition frequencies \( \omega_{\alpha \alpha'} \) for \( \alpha \neq \alpha' \). One can then expand in terms of \( R_{\alpha \alpha' \beta \beta'}/\omega_{\alpha \alpha'} \ll 1 \) in the characteristic equation of the master equation (81). At the zeroth order, the off-diagonal part of \( \rho(t) \) decouples from the master equation (81) and can be considered separately. The diagonal part, then, obeys the Pauli master equation

\[
\frac{d}{dt} \rho_{\alpha \alpha}(t) = \sum_{\beta} R_{\alpha \alpha' \beta \beta'} \rho_{\beta \beta}(t) - \sum_{\beta} \left[ \Gamma_{\alpha \beta} \rho_{\beta \beta}(t) - \Gamma_{\beta \alpha} \rho_{\alpha \alpha}(t) \right],
\]

where \( \Gamma_{\alpha \beta} \) is obtained from Eqs. (83) and (84) as follows

\[
\Gamma_{\alpha \beta} = \Gamma^+_{\beta \alpha \alpha \beta} + \Gamma^-_{\beta \alpha \alpha \beta}.
\]

In our notation, \( \Gamma_{\alpha \beta} \) is the probability per unit time to transit from state \( \beta \) to state \( \alpha \). For the rates \( \Gamma_{\alpha \beta} \) the time integral can be extended to \( -\infty \) in the lower bound, arriving at the Fermi "golden rule" rate

\[
\Gamma_{\alpha \beta} = \int_{-\infty}^{+\infty} \frac{dt}{\hbar} e^{-i \omega_{\alpha \beta} t} \langle \beta | U_{\text{int}}(t) | \alpha \rangle \langle \alpha | U_{\text{int}} | \beta \rangle.
\]

Provided the bath is at thermal equilibrium (which is our assumption), the rates \( \Gamma_{\alpha \beta} \) obey the detailed balance equation

\[
\Gamma_{\alpha \beta} = \Gamma_{\beta \alpha} \exp \left( \frac{E_{\beta} - E_{\alpha}}{T} \right).
\]

Before proceeding, we summarize our main results from Sec. V regarding the admixture processes contributing to spin relaxation. The admixture processes are illustrated in Fig. 4, where the arrows denote finite relaxation rates occurring either due to the direct mixing inside the singlet-triplet subspace (Sec. V B) or due to virtual excitations to states outside the singlet-triplet subspace (Sec. V C). In Fig. 4(a), we show the processes which we take into account in our treatment, whereas in Fig. 4(b) we show the processes which we neglect. The neglected processes were discussed in Sec. V C. Finally, we remark that the following relaxation rates are identically zero at the leading order of spin-orbit interaction

\[
\Gamma_{ST_0} = \Gamma_{T_+ T_-} = 0,
\]

as well as the reverse rates which follow from the detailed balance (92).

A. Singlet-triplet relaxation rates

The Hilbert space of our system is spanned by \( N = 4 \) states: \( |\Psi_S\rangle, |\Psi_{T_+}\rangle, |\Psi_{T_-}\rangle \) and \( |\Psi_{T_0}\rangle \). However, all of

![FIG. 4: (Color online) Spin relaxation processes accounted for (a) and neglected (b) in our treatment. The arrows show transitions between states of the lowest in energy singlet-triplet subspace. The excited states (upper row) are involved only in virtual transitions as intermediate states. (a) We take into account the strong matrix elements, which mix the singlet-triplet subspace inside itself, allowing phonon-induced transitions to occur between the singlet and two triplet states. We denote these transitions by the lower-most arrows, where the product \( H^2 \phi_0 U_{\text{ph}} \) next to the arrows denotes that the transition occurs under the simultaneous action of \( H^2 \phi_0 \) and \( U_{\text{ph}} \). Additionally, we take into account the weak matrix elements for the triplet-triplet transition. In contrast to the singlet-triplet transition, a triplet-triplet transition requires the participation of an excited state. During the virtual process, \( H^2 \phi_0 \) and \( U_{\text{ph}} \) act separately on the two halves of the process (e.g. going up with \( H^2 \phi_0 \) and coming down with \( U_{\text{ph}} \)). We denote this difference by placing \( H^2 \phi_0 \) and \( U_{\text{ph}} \) on opposite sides of the arrow. Note that \( H^2 \phi_0 \) connects states with different spin, whereas \( U_{\text{ph}} \) with the same. (b) Transitions between the singlet and triplet states due to the weak matrix elements are neglected. These processes are relevant only in special cases mentioned in the text (see Sec. V C).](image)
these states, except $|\Psi_{T_0}\rangle$, are mixed with one another by the interaction $H^{SO}_z$ in Eq. (58). In Sec. VII B we found the eigenstates and the corresponding energies of the quantum dot in the presence of $H^{SO}_z$. The eigenstates are given in Eq. (60), with the coefficients in Eq. (71), and the renormalized energy levels are given in Eqs. (69) and (70). Here, we calculate the relaxation rates between these eigenstates, taking into account only the mixing due to the strong matrix elements of $H^{SO}_z$.

We proceed by letting $U_{\text{int}} = U_{\text{ph}}$ and focusing on the states

$$|\Psi_0\rangle, |\Psi_+\rangle, |\Psi_-\rangle,$$

which are linear combinations of the singlet $|\Psi_S\rangle$ and two triplet $|\Psi_{T_1}\rangle$ states, as shown in Eq. (60). Then, it is straightforward to obtain the matrix elements of $U_{\text{ph}}$,

$$\langle\Psi_{\alpha}|U_{\text{ph}}|\Psi_\beta\rangle = a_\alpha a_\beta \left[ \langle \psi S | U_{\text{ph}} | \psi S \rangle - \langle \psi T | U_{\text{ph}} | \psi T \rangle \right] + \delta_{\alpha\beta} \langle \psi T | U_{\text{ph}} | \psi T \rangle,$$

where $\alpha = 0, \pm$ labels the considered eigenstates, and $|\psi S(T_i)\rangle$ is the singlet (triplet) orbital wave function. The coefficients $a_\alpha$ read

$$a_\alpha = \left[ 1 + \frac{\Delta^2}{(E_\alpha - E_{T_2})^2} \right]^{-1/2},$$

where $E_\alpha = E_0, E_\pm$ are the exact solutions of Eq. (63).

The last term in Eq. (95) is irrelevant for our further discussion, since we consider only $\Gamma_{\alpha\beta}$ with $\alpha \neq \beta$. Thus, from the first line in Eq. (95), we see that this mechanism of spin relaxation relies on the difference between the singlet and triplet charge profiles, $|\psi S(r_1, r_2)|^2 - |\psi T(r_1, r_2)|^2$. We show below that the Coulomb interaction has a strong effect on the magnitude of this difference, making the singlet and triplet charge distributions look the same in the limit of strong Coulomb interaction ($\lambda/a_\beta^3 \gg 1$). Thus, we expect this mechanism to be most efficient in quantum dots with weak and moderate Coulomb interaction ($\lambda/a_\beta^3 \lesssim 1$), and less efficient in quantum dots with strong Coulomb interaction and in double quantum dots.

Using the wave functions found in Sec. III, we evaluate next the following form-factor

$$F_{\text{ST}}(q||) = \langle \psi S | e^{i q \cdot R} \cos \left( \frac{q \cdot r}{2} \right) | \psi S \rangle - \langle \psi T | e^{i q \cdot R} \cos \left( \frac{q \cdot r}{2} \right) | \psi T \rangle.$$

For the wave functions $|\psi S\rangle = |0000\rangle$ and $|\psi T\rangle = |000, -1\rangle$, we obtain

$$F_{\text{ST}}(q||) = e^{-\frac{q^2 q^2}{4}} \left[ e^{-\frac{q^2 q^2}{4}} F_1 \left( -\sqrt{1 + \gamma_1}; 1; \frac{q^2 q^2}{16} \right) - e^{-\frac{q^2 q^2}{4}} F_1 \left( -\sqrt{1 + \gamma_1}; 1; \frac{q^2 q^2}{16} \right) \right],$$

where $\gamma_m$ and $\tilde{\lambda}_m$, with $m = 0, 1$, are the variational parameters found in Appendix A. Note that $F_{\text{ST}}$ is independent of the in-plane angle of the emitted phonon, due to the the circular symmetry of the confining potential. In the absence of Coulomb interaction ($\gamma_m = 0$ and $\lambda = \lambda$), Eq. (98) reduces to the following expression ($\lambda/a_\beta^3 = 0$)

$$F_{\text{ST}}(q||) = \frac{\hbar q^3}{8 m^* \omega} e^{-\frac{q^2 \omega^2}{2 m^* \omega}},$$

where we used that $\lambda = \sqrt{2 \hbar m^* \omega}$ and $\Lambda = \hbar / 2 m^* \omega$. Note that the function $F_{\text{ST}}(q||)$ in Eq. (99) has a single scale, $q|| \sim 4 m^* \omega / h$. For strong Coulomb interaction, however, we find that $F_{\text{ST}}(q||)$ has two scales; an additional scale arises due to the Coulomb interaction and it is given by $q|| \sim 1/\langle r \rangle$, where $\langle r \rangle = \lambda (\lambda/2 a_\beta^3)^{1/3}$. In the limit $\lambda/a_\beta^3 \gg 1$, we find $F_{\text{ST}}(q||)$ from Eq. (97) for both $q|| \ll 1/\langle r \rangle$ and $q|| \gg 1/\langle r \rangle$, and then match the two asymptotes into the following crossover function ($\lambda/a_\beta^3 \gg 1$)

$$F_{\text{ST}}(q||) = q|| a_\beta^3 \frac{3}{3} J_1 \left( \frac{q||}{\langle r \rangle} \right) e^{-\frac{(1+\sqrt{3} a_\beta^3 q||^3)}{2}},$$

where we used that $J_1(x)$ is a Bessel function of the first kind. We checked numerically that Eq. (100) coincides with Eq. (98) in the whole range of $q||$ for $\lambda/a_\beta^3 \gg 1$. By comparing Eq. (100) to Eq. (99), we find that the maximal value of $F_{\text{ST}}(q||)$ scales like $\propto (a_\beta^3/\lambda)^{7/6}$ for strong Coulomb interaction. In Fig. 5, we plot $F_{\text{ST}}(q||)$ as a function of $q|| \lambda/a_\beta^3 = 0, 1, 3$, which shows that $F_{\text{ST}}(q||)$ gets suppressed by the Coulomb interaction for $\lambda/a_\beta^3 \gg 1$. In addition, we also plot $10^3 F_{\text{ST}}(q||)$ for $\lambda/a_\beta^3 = 10^3$, which shows that $F_{\text{ST}}(q||)$ oscillates on the scale of $\Delta q|| = 1/\langle r \rangle$, see also Eq. (100).

Next, we find the relaxation rates $\Gamma_{\alpha\beta}$ by substituting Eq. (35) into Eq. (91) and averaging over phonons at
where \( N_w = (e^{hω/T} - 1)^{-1} \). The subscripts LA and TA on the left-hand side in Eqs. (102)-(104) correspond to the dot electrons interacting with either a longitudinal acoustic (LA) or a transverse acoustic (TA) phonon. The superscripts give the mechanism of the electron-phonon interaction: deformation potential (DP) or piezoelectric (PE). In Eq. (101), we have taken into account only the acoustic phonons. The optical phonons can be neglected due to their large excitation energy \( (hω_{LO} ≈ 37 \text{ meV} \text{ and } hω_{TO} ≈ 34 \text{ meV} \text{ at } T = 0 \text{ in GaAs}) \). For the acoustic phonons, we used a linear dispersion relation, \( ω_{qj} = s_j q \), which requires that the transition energy \( hω_{qj} \) be much smaller than the Debye energy (\( ~30 \text{ meV} \)). In practice, the linear dispersion relation is fairly accurate for \( hω_{LA} < 23 \text{ meV} \) and \( hω_{TA} < 8 \text{ meV} \), in GaAs. In this material, the speed of sound is \( s_1 = 4.73 \times 10^5 \text{ cm/s} \) for LA phonons, and \( s_2 = s_3 = 3.35 \times 10^5 \text{ cm/s} \) for TA phonons. As mentioned above, we take into account both the deformation-potential (\( Ξ_0 = 6.7 \text{ eV} \)) and piezoelectric (\( h_14 = -0.16 \text{ C/m}^2 \)) mechanisms of electron-phonon interaction. Finally, we assume a dielectric constant \( κ = 13.1 \) and a crystal mass density \( ρ_c = 5.3 \text{ g/cm}^3 \).

We consider further the relaxation rates: \( Γ_{+,0}, Γ_{0,-}, \) and \( Γ_{+,−} \). The other relaxation rates are either zero, in this approximation, or can be found from the detailed-balance principle in Eq. (92). Note that the states \(| Ψ_± \rangle \) and \(| Ψ_0 \rangle \) are linear combinations of the singlet \(| Ψ_S \rangle \) and triplet \(| Ψ_T \rangle \) states, as given in Eq. (69). Also recall that the triplet state \(| Ψ_T \rangle \) decouples for these approximations, and hence it is long lived. To analyze the relaxation rates \( Γ_{+,0}, Γ_{0,-}, Γ_{+,−} \), we first consider the factor \( a_0^2 a_3^2 \) in Eq. (101) separately. As before, we assume \( Δ_± ≪ E_Z \), or equivalently \( ⟨ r ⟩ ≪ λ_SO \). In addition, we also assume that \( Δ_+ \) and \( Δ_− \) do not differ much from each other, i.e. \( Δ_± ≫ Δ_T / E_Z \). Under these assumptions and for \( E_Z = − |E_Z| \), we obtain the following expressions for \( a_0^2 a_3^2 \).

\[
2a_0^2 a_3^2 = \frac{Δ_+^2}{J_±^2 + 4Δ_±^2} \left( 1 + \frac{J_±}{ J_±^2 + 4Δ_±^2} \right),
\]

\[
4a_0^2 a_3^2 = \left( 1 + \frac{J_±}{ J_±^2 + 4Δ_±^2} \right) \left( 1 - \frac{J_±}{ J_±^2 + 4Δ_±^2} \right),
\]

where \( J_± = E_T ± E_S \) (or \( J_± = E_T S ± E_Z \)). In case of \( E_Z = |E_Z| \), one should replace \( J_± \) by \( J_± \) and \( Δ_± → Δ_± \) in Eqs. (105) and (106). In Fig. 8 we plot \( a_0^2 a_3^2 \) versus \( B \) across the singlet-triplet crossing in a model specified in the caption of the figure.

| \( E_T S > |E_Z| \) | \( E_T S ≈ |E_Z| \) | \( |E_Z| > E_T S > −|E_Z| \) | \( E_T S ≈ −|E_Z| \) | \( E_T S < −|E_Z| \) |
|------|------|------|------|------|
| \( a_0^2 a_3^2 \) | \( Δ_±^2 / (E_T S − |E_Z|)^2 \) | 1/4 | \( Δ_±^2 / (E_T S − |E_Z|)^2 \) | \( Δ_±^2 / (E_T S − |E_Z|)^2 \) |
| \( a_0^2 a_3^2 \) | \( Δ_±^2 / (E_T S − |E_Z|)^2 \) | \( Δ_±^2 / (E_T S − |E_Z|)^2 \) | 1/4 | \( Δ_±^2 / (E_T S − |E_Z|)^2 \) |
| \( a_0^2 a_3^2 \) | \( Δ_±^2 / (E_T S + |E_Z|)^2 \) | \( Δ_±^2 / (E_T S + |E_Z|)^2 \) | \( Δ_±^2 / (E_T S + |E_Z|)^2 \) | \( Δ_±^2 / (E_T S + |E_Z|)^2 \) |

TABLE 1: The factor \( a_0^2 a_3^2 \) in different regimes of \( E_T S \). We assume here \( E_Z = − |E_Z| \), however, the table can also be used for \( E_Z = |E_Z| \) after replacing \( Δ_± → Δ_± \).
we find that $a^2 a^2$ as a function of $E_{TS}$ has two maxima, at $E_{TS} \approx \pm E_Z$, see Fig. (111). The upper bounds on these maxima read: $a^2 a^2 < \Delta^2/4E_Z^2$ for the maximum at $E_{TS} = \pm E_Z$, and $a^2 a^2 < \Delta^2/4E_Z^2$ for the maximum at $E_{TS} \approx \pm E_Z$. In the region between the maxima ($-E_Z < E_{TS} < E_Z$), the factor $a^2 a^2$ is strongly suppressed owing to the selection rule of $H_{SO}$, as discussed above. We summarize our results for $a^2 a^2$ and $a^2 a^2$ in Table (11) for a number of limiting cases. Except for the two regions of avoided crossing, at $E_{TS} = \pm E_Z$, one of the three factors $a^2 a^2$ is always suppressed compared to the other two. As a result, for most values of $E_{TS}$, there are only two relaxation rates of interest, which correspond to transitions between the triplet states $|\Psi_{T_2}\rangle$ and the singlet $|\Psi_S\rangle$.

We turn now to analyzing the terms in the square brackets in Eq. (111). The spin-orbit interaction enters here indirectly, via the transition frequency $\omega_{\beta\alpha}$. The latter is considerably influenced (renormalized) by spin-orbit coupling only at the points of avoided crossing ($E_{TS} = \pm E_Z$). Each rate $\tilde{\Gamma}(w)$ in Eqs. (112) - (114) is thus independent of the spin-orbit coupling and can be studied separately as a function of the transition frequency $w$. For simplicity, we assume $T = 0$, which allows only spontaneous emission of phonons to occur ($N_w = 0$). In the low frequency limit, $w \ll s/\langle r \rangle$, we obtain from Eqs. (112) - (114)

$$\tilde{\Gamma}^{DP}_{La}(w) \propto w^7, \quad \tilde{\Gamma}^{PE}_{La(Ta)}(w) \propto w^5.$$  

Such a frequency scaling is valid for all quantum dots that have confining potentials with in-plane inversion symmetry, $U(x,y) = U(-x,-y)$. For such quantum dots, the form-factor $F_{ST}(q_0)$ is real and scales as $F_{ST}(q_0) \propto q_0^2$ at $q_0 \ll 1/\langle r \rangle$. In contrast, for asymmetric quantum dots, the terms $\tilde{\Gamma}^{DP}_{La}(w) \propto w^5$ and $\tilde{\Gamma}^{PE}_{La(Ta)}(w) \propto w^3$ are possible in the leading order of $w$. For our quantum dot, with $U(x,y) = m\omega_0^2(x^2 + y^2)/2$, we obtain explicitly ($w \ll s/\langle r \rangle$)

$$\tilde{\Gamma}^{DP}_{La}(w) = \frac{\varepsilon^2 w^7 \lambda^4}{240\pi\hbar\rho_{SO}^2} A_0(\lambda/a_B^*),$$  

$$\tilde{\Gamma}^{PE}_{La}(w) = \frac{2\pi^2 \hbar^2 w_5 \lambda^4}{385\rho_{SO}^2} A_0(\lambda/a_B^*),$$  

$$\tilde{\Gamma}^{PE}_{Ta}(w) = \frac{26\pi^2 \hbar^2 w_5 \lambda^4}{3456\rho_{SO}^2} A_0(\lambda/a_B^*),$$

where $A_0(\lambda/a_B^*) \leq 1$ is a suppression factor, due to the Coulomb interaction, given by

$$A_n(\lambda/a_B^*) = \frac{\hbar^2 e^{\gamma_m} \lambda m}{\pi^2 \lambda^4} \left[ (1 + \sqrt{1 + \gamma_1}) \frac{\lambda^4}{\lambda^2} - (1 + \sqrt{m}) \frac{\lambda^4}{\lambda^2} \right].$$
we find the triplet-to-singlet relaxation rates $\tilde{\Gamma}_{\pm}$ also note that for weak Coulomb interaction, we have $\tilde{\Gamma}_{\pm} \approx A_5(\lambda/a_B)$. Inset: the factor $A_5(\lambda/a_B)$ on a larger scale.

We plot $A_0(\lambda/a_B)$ as a function of $\lambda/a_B$ in Fig. 7 (solid curve). In limiting cases, we obtain

$$A_0(x) = \begin{cases} 1 - \frac{x}{2}, & x \ll 1, \\ \frac{1}{2} \left(\frac{2}{x}\right)^{3/4}, & x \gg 1. \end{cases} \quad (112)$$

Thus, the Coulomb interaction has a strong effect on the spin relaxation rates.

Assuming $E_Z \ll E_{TS} \ll \hbar s/\langle r \rangle$ and $E_{TS}, -E_Z > 0$, we find the triplet-to-singlet relaxation rates ($\Gamma_{ST+} \equiv \Gamma_{+0}$ and $\Gamma_{ST-} \equiv \Gamma_{+-}$)

$$\Gamma_{ST\pm} = \frac{13\pi e^2 h^2}{13860 \hbar^2 \rho c_s^2 A^2_0} A_2(\lambda/a_B^*), \quad (113)$$

where we introduced two effective spin-orbit lengths,

$$\frac{1}{\Lambda_{\pm}} = \sqrt{\frac{1 - I_{\pm}^z}{\lambda^2} - \frac{1 - I_{\pm}^y}{\lambda^2_+} + \frac{2I_{\pm}}{\lambda_+ \lambda_-}}. \quad (114)$$

In Eq. (113), we retained only the piezoelectric interaction with transverse phonons ($\Gamma_{\text{PE}}^{\mp}$), because it gives the largest rate for GaAs quantum dots. The suppression factor $A_2(\lambda/a_B^*)$ is shown in Fig. 7 (dashed curve). For weak Coulomb interaction, we have $A_2(\lambda/a_B^*) \approx 1 - 0.203 (\lambda/a_B^*)^2$, and, for strong Coulomb interaction, we have $A_2(\lambda/a_B^*) = (4/9)(\lambda/2a_B^*)^{-2/3}$. Thus, in this case, the effect of Coulomb interaction is to reduce the singlet-triplet relaxation rates. This reduction is despite the fact that the Coulomb interaction enhances the spin-orbit effects in the quantum dot, e.g., the splittings $\Delta_{\pm}$ in Eq. (65), see also Fig. 1. The enhancement of spin-orbit effects occurs due to an effectively larger quantum-dot size, $\lambda_{1,0} \approx \langle r \rangle$. Note that $\lambda_{1,0}/\lambda = 1 + (\sqrt{3}/8)(\lambda/a_B^*)^2$, for $\lambda/a_B^* \ll 1$, and $\lambda_{1,0}/\lambda = (\lambda/2a_B^*)^{1/3}$, for $\lambda/a_B^* \gg 1$. Also note that $A_2(\lambda/a_B^*) = (\lambda_{1,0}/\lambda)^2 A_0(\lambda/a_B^*)$, and therefore $(\lambda_{1,0}/\lambda)^2$ can be viewed as an enhancement factor and $A_0(\lambda/a_B^*)$ as a suppression factor. The suppression factor $A_0(\lambda/a_B^*)$ originates from the form-factor $F_{ST}(q_{||})$ in Eq. (93), which is sensitive to the difference $|\psi_s(r_1, r_2)|^2 - |\psi_T(r_1, r_2)|^2$, see Eq. (94). The Coulomb interaction makes the singlet and triplet charge profiles look more similar to each other, and thus, reduces the relaxation rates. An additional reduction of relaxation rates stems from $E_{TS}$, which enters Eq. (113). The dependence of $E_{TS}$ on the Coulomb interaction strength is studied in Section III see Eqs. (13) and (12).

Assuming now $|E_{TS} - |E_Z|| \ll \Delta_+$ and $|E_Z| \ll \hbar s/\langle r \rangle$, we obtain three relaxation rates,

$$\Gamma_{+,0} = \frac{13\sqrt{2}\pi e^2 h^2}{13860 \hbar^2 \rho c_s^2 A^2_0} A_5(\lambda/a_B^*), \quad (115)$$

$$\Gamma_{0,-} = \frac{26\pi^2 e^2 h^2}{3465 \hbar^2 \rho c_s^2 A^2_0} A_2(\lambda/a_B^*), \quad (116)$$

where the factor $A_5(\lambda/a_B^*) \geq 1$ is shown in Fig. 7 (dashed curve). Note that $A_5(\lambda/a_B^*) = 1 + (3\sqrt{3}/8)(\lambda/a_B^*)$, for $\lambda/a_B^* \ll 1$, and $A_5(\lambda/a_B^*) = (4/9)(\lambda/2a_B^*)^{1/3}$, for $\lambda/a_B^* \gg 1$. The relaxation rate $\Gamma_{+,0}$ in Eq. (115) is enhanced by the Coulomb interaction, via the factor $A_5(\lambda/a_B^*) \geq 1$, whereas the relaxation rates $\Gamma_{0,-}$ and $\Gamma_{+,+}$ are suppressed, due to the factor $A_2(\lambda/a_B^*) \leq 1$, in the previous regime. The enhancement due to the factor $A_5(\lambda/a_B^*)$ is not significant for a realistic structure, however, it confirms our picture that there are two competing effects of the Coulomb interaction on the singlet-triplet relaxation, as described above. In the case of $A_5(\lambda/a_B^*)$, the increase of the quantum dot size ($\langle r \rangle \approx \lambda_{1,0}$) wins over the suppression due to $f_{00}(r) - f_{01}(r)$.

Considering further $E_{TS} \ll E_Z \ll \hbar s/\langle r \rangle$, we obtain

$$\Gamma_{+,0} = \frac{13\pi e^2 h^2}{13860 \hbar^2 \rho c_s^2 A^2_0} A_5(\lambda/a_B^*), \quad (117)$$

$$\Gamma_{0,-} = \frac{13\pi e^2 h^2}{13860 \hbar^2 \rho c_s^2 A^2_0} A_2(\lambda/a_B^*), \quad (118)$$

where $A_2(\lambda/a_B^*)$ was analyzed above. Again, we see that the Coulomb interaction reduces the relaxation rates in this regime.

On the triplet side of the crossing ($E_{TS} < 0$), one can use Eqs. (115) and (116) with $\Gamma_{+0} \leftrightarrow \Gamma_{0-}$ and $\Lambda_+ \rightarrow \Lambda_-$ for the regime $E_{TS} \approx -|E_Z| \ll \hbar s/\langle r \rangle$, and Eqs. (113) with $\Gamma_{ST0} \rightarrow \Gamma_{ST\pm}$ and $E_{TS} \rightarrow |E_{TS}|$ for the regime $E_{TS} \approx E_{TS} \ll \hbar s/\langle r \rangle$.

So far, we have considered only the regimes of small transition frequencies, $w \ll s/\langle r \rangle$. The quantities $\tilde{\Gamma}(w)$ in Eqs. (102)–(103) are functions of the transition frequency $w$, and contain several scales of $w$: $s/\langle r \rangle$, $s/\lambda$ and $s/d$. In principle, $s/\langle r \rangle$ can be much smaller than $s/\lambda$, provided the Coulomb interaction is strong enough. In the regime $s/\langle r \rangle \ll w \ll s/\lambda$, we find oscillations of $\tilde{\Gamma}(w)$ as function of $w$ with a period $\Delta w \sim s/\langle r \rangle$, see Fig. 8.
obtained using the form-factor in Eq. (100), for a fairly large value of the Coulomb interaction strength, \( \lambda/a_B^* = 10^3 \).

These oscillations stem from the oscillations of \( F_{ST}(q) \) in Fig. 5. Note, however, that a fairly large strength of the Coulomb interaction is required to observe these oscillations. The reason for this is that \( \langle r \rangle = \lambda(\lambda/2a_B^* \rangle^{1/3} \) scales weakly (power 1/3) with \( \lambda/a_B^* \gg 1 \). In a typical GaAs structure with \( \lambda/a_B^* \approx 5 \), there is not sufficient room between the scales \( s/(r) \) and \( s/\lambda \) for these oscillations to occur.

In the regime \( s/\lambda \ll w \ll s/d \), we find

\[
\hat{\Gamma}_{DP}^{L_A}(w) \propto w, \\
\hat{\Gamma}_{DP}^{P_E}(w) \propto w^{-5}, \\
\hat{\Gamma}_{DP}^{P_E}(w) \propto w^{-3}.
\]

These scaling laws are universal in the sense that the power of \( w \) does not depend on the dot confining potential, provided \( \lambda \) is understood as the smallest lateral scale. The phonon of frequency \( w \) is emitted at an angle \( \vartheta \approx \arcsin(s/\lambda w) \) to the \( z \)-axis. From Eqs. (102)–(104), we obtain

\[
\hat{\Gamma}_{DP}^{DP}(w) = \frac{\pi\ell_0}{2\rho_c w}\left(\lambda/a_B^*\right), \\
\hat{\Gamma}_{DP}^{PE}(w) = \frac{1728\pi e^2\ell_0^2 s_2^2}{\lambda^2 \rho_c \lambda^6 w^5} B_1(\lambda/a_B^*), \\
\hat{\Gamma}_{DP}^{PE}(w) = \frac{96\pi e^2\ell_0^2 s_2}{\lambda^2 \rho_c \lambda^3 w^3} B_3(\lambda/a_B^*),
\]

where the suppression factors \( B_n(\lambda/a_B^*) \) are shown in Fig. 6. We note that \( B_n \approx (\lambda/a_B^*)^{-7/3} \) at \( \lambda/a_B^* \gg 1 \).

Next one can consider again different regimes given in Table 1 and using Eq. (101) obtain relaxation rates for different mechanisms of electron-phonon interaction. We skip this part here and consider only the experimentally most relevant regime \( E_{TS} \approx E_Z, \hbar s/\lambda \). For GaAs, we estimate \( \hbar s_2/\lambda \approx 22 \mu eV \) for \( \lambda = 100 \) nm. Retaining only the deformation potential mechanism, we obtain using

\[
E_{TS} = \frac{16\pi e^2 \rho_c s_1^2 E_{TS} \Lambda^2_{\perp}}{16\pi e^2 \rho_c s_1^2 E_{TS} \Lambda^2_{\parallel}} B_1(\lambda/a_B^*),
\]

for \( E_{TS} \gg 0 \). On the other side of the crossing (\( E_{TS} < 0 \), we have the same expression, but with \( \Gamma_{S,T} \rightarrow \Gamma_{S,T}, -s \) and \( E_{TS} \rightarrow |E_{TS}| \). Finally, we note that \( (\lambda_1,0) \) is not a monotonically decaying function of \( \lambda/a_B^* \), see inset of Fig. 6 and thus the Coulomb interaction reduces the relaxation rates.

In the regime \( w \gg s/d \), the scaling of \( \hat{\Gamma}(w) \) with \( w \) is non-universal, in the sense that it depends on the quantum dot lateral and transverse confinement potentials. Considering the quantity

\[
\max_{\vartheta} \left| \mathcal{F}_{ST}(\frac{w}{s_2} \sin \vartheta) F_{\vartheta}(\frac{w}{s_2} \cos \vartheta) \right|,
\]

one can find a line \( \vartheta(w) \) in the \((w,\vartheta)\)-plane such that for a given \( w \) the product of form-factors is maximal at \( \vartheta = \vartheta(w) \). Then, except for the special cases: \( \vartheta(w) = 0, \pi/2 \), the phonon emission is peaked at \( \vartheta(w) \). The scaling of \( \hat{\Gamma}(w) \) with \( w \) follows the square of the expression in Eq. (126), up to some prefactors which are power-law in \( w \). In the case of our harmonic lateral confinement, the form-factor \( F_{ST}(q) \) decays Gaussian-like at \( q \gg 1/\lambda \). Provided the transverse form-factor \( F(q) \) has not a stronger decay law, then the least-suppression line is \( \vartheta = 0 \). The phonons are then emitted at an angle close to 0, \( \pi \) (more precisely at \( \vartheta \approx \arcsin(s/\lambda w) \)). The scaling of \( \hat{\Gamma}(w) \) with \( w \) follows the scaling of \( |F(w/s)|^2 \), up to prefactors which are power-law in \( w \). In the other extreme case, when \( F(q) \) has a stronger decay law (at \( q \gg 1/d \) than \( F_{ST}(q) \), then \( \vartheta(w) \approx \arccos(s/dw) \) and \( \hat{\Gamma}(w) \propto |F_{ST}(w/s)|^2 \). Thus, the regime of large transition frequencies (\( w \gg s/d \)) allows one to learn about the dot confinement, however the singlet-triplet relaxation rates are strongly suppressed in this regime. For GaAs,
we estimate that the singlet-triplet energy \( E_{TS} \) needs to be larger than \( \hbar s_2/d \approx 0.4 \text{ meV} \) at \( d = 5 \text{ nm} \), for this regime to be accessible.

To summarize this section, we present the calculated relaxation rates as functions of the magnetic field \( B \). For an in-plane magnetic field \( B = (0, B\|, 0) \), we show the relaxation rates in Fig. 10. Only a single avoided crossing (at \( E_{TS} = -E_Z \)) is present in this case, see inset of Fig. 10. The states \( \Psi_{T_+} \) and \( \Psi_S \) are strongly intertwined with each other, which results in a large relaxation rate between these states. For the parameters used in Fig. 10, the relaxation between \( \Psi_{T_+} \) and \( \Psi_S \) (see \( \Gamma_{+,0} \) in Fig. 10) is about 10$^3$ times stronger than the relaxation between \( \Psi_{T_-} \) and \( \Psi_S \). At \( E_{TS} = -E_Z \), the relaxation rate \( \Gamma_{+,0} \) has a dip, because the phonon-emission energy \( hw = 2\Delta_+ \) is very small (\( \Delta_+ < \hbar s/\lambda \)) at this point. We note in the dip of the value of \( \Gamma_{+,0} \) in the dip depends strongly on \( \Delta_+ \), as it can be seen after rewriting Eq. (118) as follows,

\[
\Gamma_{+,0} = \frac{208\pi e^2 h^2 \Delta_+^4 \lambda^4 A_0}{3465\kappa^2 \omega^2 \rho_s s^2_d},
\]

(127)

The sensitivity of \( \Delta_+ \) to the magnetic field direction, illustrated in Figs. 2 and 3, can be used here to tune \( \Gamma_{+,0} \) by orders of magnitude. It is also important to note that at this point (\( E_{TS} = -E_Z \)) the eigenstates \( |\Psi_0\rangle \) and \( |\Psi_+\rangle \) are approximately given by

\[
|\Psi_+\rangle \approx \frac{1}{\sqrt{2}} (|\Psi_S\rangle + |\Psi_{T_+}\rangle),
\]

(128)

\[
|\Psi_0\rangle \approx \frac{1}{\sqrt{2}} (|\Psi_S\rangle - |\Psi_{T_+}\rangle),
\]

(129)

where \( |\Psi_S\rangle = |S\rangle|\Psi_S\rangle \) and \( |\Psi_{T_+}\rangle = |T_+\rangle|\psi_T\rangle \), with \( |\psi_S(T)\rangle \) being the singlet (triplet) orbital wave function. In Eqs. (128) and (129), we neglected terms \( \propto O(\lambda/\lambda_{SO}) |\Psi_{T_+}\rangle \). Thus, at this degeneracy point (and in its vicinity), there is no spin selectivity in coupling to potential fluctuations, because the spin is not a quantum number here, see Eqs. (128) and (129). While the phonon-induced relaxation is suppressed at small frequencies, the coupling to some other degrees of freedom in the solid state (e.g., 1/f-noise, noisy gates, B-field fluctuations, particle-hole excitations on the Fermi sea, etc.) can dominate the relaxation between \( |\Psi_0\rangle \) and \( |\Psi_+\rangle \). The relaxation rate is given by the orbital (charge) relaxation rate at the energy \( hw = 2\Delta_+ \). Furthermore, since the states \( |\Psi_0\rangle \) and \( |\Psi_+\rangle \) are difficult to discriminate and prepare by the currently used techniques, it is more convenient to study relaxation at the avoided crossing point by means of the Ramsey fringes. Then the relaxation rate in Eq. (129) appears as a decoherence rate. The required rise (fall) time of pulses for tuning to the degeneracy point should be smaller than \( \pi/(2\Delta_+) \approx 200 \text{ ps} \) for \( \Delta = 100 \text{ meV} \), which is feasible experimentally (note that \( E_{TS} \) can be tuned by electrical gates on sort timescales, while keeping \( E_Z \) constant).

Far away from the dip in Fig. 10, say to the left (\( |E_Z| < E_{TS} \)), the relaxation rates read

\[
\Gamma_{ST_\pm} = \frac{\Xi_0^2 \Delta_+^2 B_1}{2\pi h^2 \rho_s s^2 \lambda^2 (E_{TS} \mp |E_Z|)^2},
\]

(130)

where we assumed the regime \( s/\lambda \ll w \ll s/d \), with \( w = (E_{TS} \mp |E_Z|)/\hbar \), and took into account only the deformation potential mechanism. The latter approximation is valid only for large transition frequencies \( w \), typically \( w^2 > 10\pi e |h_{14}| s^2 /\kappa \Xi_0 \lambda \). At smaller \( w \) the piezoelectric TA mechanism gives the largest contribution to the relaxation rates. Thus, the rate \( \Gamma_{ST_+} \) turns to

\[
\Gamma_{ST_+} = \frac{96\pi h^2 \epsilon^2 h_{14}^2 s_2 \Delta_+^2 B_3}{\kappa^2 \rho_s \lambda^4 (E_{TS} - |E_Z|)^5},
\]

(131)

as \( E_{TS} - |E_Z| \) is decreased, but still remaining in the regime \( s/\lambda \ll (E_{TS} - |E_Z|)/\hbar \ll s/d \).

For a magnetic field perpendicular to the 2DEG plane, \( B = (0, B\perp, 0) \), the relaxation rates have a richer behavior, because more than one avoided crossing can occur in this case, see for example Fig. 11. Furthermore, \( \Delta_+ \) and \( \Delta_- \) can strongly differ from each other, due to their different dependence on the B-field direction, see Eq. (65). In Fig. 11 we plot the relaxation rates as functions of the magnetic field \( B\perp \), which is tuned across the singlet-triplet crossing. Two avoided crossing occur at \( B \approx 0.85 \text{ T} \) (\( E_{TS} = |E_Z| \)) and at \( B \approx 1.1 \text{ T} \) (\( E_{TS} = -|E_Z| \)). We choose \( \lambda_\perp = 2\lambda_\parallel \), which means that \( \Delta_- = 3\Delta_+ \), see Eq. (65). The relaxation rates increase strongly as one approaches the neighborhood of the singlet-triplet transition from either side (maxima of rates correspond to the optimal phonon emission condition: transition energy on the order of \( \hbar s/\lambda \)). In contrast to the case of in-plane field (see Fig. 10), both relaxation rates are strongly affected here. Although the
overall behavior of the rates in Fig. 11 is more complicated than in Fig. 10, the behavior of the rates in the vicinity of an avoided crossing is not much different. For definiteness, let us consider the avoided crossing on the left-hand side, occurring at $B \approx 0.85$ T or equivalently at $E_{FS} = -E_Z = |E_Z|$. There, the rate $\Gamma_{+0}$ exhibits a dip as a function of $B_z$, whereas the rate $\Gamma_{+1}$ ($\Gamma_{0-1}$) decreases (increases) abruptly at the point of avoided crossing. The occurrence of the dip is explained, as before, by the suppression of phonon emission at small energies $\hbar \omega = 2\Delta_s \ll \hbar s/\lambda$; see also Eq. (197). This behavior is similar to the behavior of the rate $\Gamma_{+0}$ in Fig. 10. The abrupt dependence of the rates $\Gamma_{+1}$ and $\Gamma_{0-1}$ on $B_z$ at the avoided crossing is due to the fact that the transition occurs between a distant level $|\Psi_+\rangle \approx |\Psi_{T_0}\rangle$ onto two closely spaced levels $|\Psi_+\rangle$ and $|\Psi_0\rangle$, which change from $|\Psi_+\rangle \approx |\Psi_S\rangle$ and $|\Psi_0\rangle \approx |\Psi_{T_0}\rangle$ on the left-hand side of the avoided crossing to $|\Psi_+\rangle \approx |\Psi_{T_0}\rangle$ and $|\Psi_0\rangle \approx |\Psi_S\rangle$ on the right-hand side. Obviously, the transition between $|\Psi_{T_0}\rangle$ and $|\Psi_{T_0}\rangle$ is forbidden due to the spin selection rules, and therefore, the rate $\Gamma_{0-1}$ ($\Gamma_{+1}$) is suppressed on the left-hand side (right-hand side) of the avoided crossing. As one sweeps the magnetic field across the avoided crossing the rate $\Gamma_{+1}$ ($\Gamma_{0-1}$) decreases (increases) in the neighborhood $-\Delta_+ \lesssim E_{FS} + E_Z \lesssim \Delta_+$. This increase/decrease appears abrupt on the scale of the plot, because $\Delta_+$ is very small for GaAs ($\Delta_+ \ll E_Z$). Note that the same abrupt-change behavior is present for the rates $\Gamma_{+1}$, $\Gamma_{0-1}$ in Fig. 10. The second avoided crossing (at $B \approx 1.1$ T) in Fig. 11 shows an analogous behavior with the rate $\Gamma_{0-1}$ exhibiting a dip and the rates $\Gamma_{+1}$ and $\Gamma_{+1}$ interchanging their roles. We thus conclude that the physics of the singlet-triplet relaxation for perpendicular and parallel B-fields is very much alike, although the case of perpendicular field is richer because two avoided crossings take place. As for tilted magnetic fields, we did not find any qualitative difference as to the case of a perpendicular field, as long as two avoided crossings were present in the considered B-field range.

### B. Triplet-triplet relaxation rates

Away from the singlet-triplet crossing, the triplet consists of three levels symmetrically split by the Zeeman energy, $E_{T_\pm} = E_T \pm E_Z$ and $E_{T_0} = E_T$. The transition between $|T_+\rangle$ and $|T_0\rangle$ is forbidden at the first order of $H_{SO}$, as we mentioned already in Eq. (193). The transition between $|T_0\rangle$ and $|T_\pm\rangle$ is allowed and occurs due to virtual processes with going to states outside the singlet-triplet subspace (see Fig. 2(a) and Sec. V C). At the singlet-triplet (avoided) crossing the states $|T_0\rangle$ mix with the singlet state (see Sec. V B). We are, therefore, entitled to consider the relaxation of $|T_0\rangle$ onto the eigenstates

$$|\Psi_0\rangle = a_0 |\Psi_S\rangle + b_0 |\Psi_{T_0}\rangle + c_0 |\Psi_{T_+}\rangle,$$

where $a_0 = \pm$ labels the eigenstates and the coefficients $a_0$, $b_0$, and $c_0$ were found in Sec. V B. Next, we use $U_{int}$ given in Eq. (195) with $S_w$ given in Eq. (197). In Eq. (198), we retain only the first term (see Fig. 4 and discussion in Sec. V C). We evaluate first the matrix elements of $U_{int}$ with respect to the unmixed states. As a result, we obtain

$$\langle \Psi_{T_\pm} \mid U_{int}(t) \mid \Psi_{T_0}\rangle = \mp \frac{i}{\sqrt{2}} E_Z (X \mp iY) \cdot \Omega(t),$$

where $\Omega = (\Omega_x, \Omega_y, 0)$ is a dimensionless quantum fluctuating field. Its components are given by

\[
\Omega_x(t) = \frac{-i}{m^* \omega_0^2 \lambda_0} \sum_{q_j} q_j M_{q_j} F_T(q_j) F(q_j) \left[ \mathbf{i} \mathbf{b}^q_{q_j}(t) + \mathbf{b}^q_{q_j}(t) \right],
\]

\[
\Omega_y(t) = \frac{-i}{m^* \omega_0^2 \lambda_0} \sum_{q_j} q_j M_{q_j} F_T(q_j) F(q_j) \left[ \mathbf{i} \mathbf{b}^q_{q_j}(t) + \mathbf{b}^q_{q_j}(t) \right],
\]

where $\mathbf{q} = (q_y, q_z)$ and $q_\parallel = (q_x, q_y)$. In Eq. (134),

\[
F_T(q_\parallel) \text{ denotes the following form-factor,}
\]

\[
F_T(q_\parallel) = \langle \psi_T \mid e^{iq_\parallel \mathbf{R}} \cos(q_y \mathbf{r}/2) \mid \psi_T \rangle.
\]
We evaluate $\mathcal{F}_T(q_\parallel)$ for the triplet state $|\psi_T\rangle = |000, -1\rangle$ and obtain

$$\mathcal{F}_T(q_\parallel) = e^{-\frac{1}{2}\eta_1^2(\lambda^2 + \hat{\lambda}_1^2)}F_1\left(-\sqrt{1 + \gamma_1, 1; \frac{q_1^2\hat{\lambda}_1^2}{16}}, \right),$$

(136)

where $\gamma_1$ and $\hat{\lambda}_1$ are the variational parameters for $m = 1$ studied in Appendix A. Note that $\mathcal{F}_T$ is independent of the in-plane angle of the emitted phonon, due to the circular symmetry of the confining potential.

Next we use the states in Eq. (122) and the matrix elements (133) to evaluate the relaxation rates according to Eq. (91),

$$\Gamma_{\alpha T_0} = (1 - a_\alpha^2)\Gamma^{(0)}_{\alpha T_0} + 2\text{Re}[b_\alpha c^*_\alpha]\Gamma^{(1)}_{\alpha T_0} + 2i\text{Im}[b_\alpha c^*_\alpha]\Gamma^{(2)}_{\alpha T_0},$$

(137)

The first term in Eq. (137) gives the triplet-triplet relaxation without accounting for interference between the two processes in Eq. (138). The other two terms in Eq. (137) are due to the interference, and are therefore relevant only close to the singlet-triplet crossing. Away from the singlet-triplet crossing the first term alone gives the triplet-triplet relaxation rates. To shorten notations, we consider further $\Gamma^{(0)}_{\alpha\beta}$, where either $\alpha \equiv T_0$ or $\beta \equiv T_0$. We find

$$\Gamma^{(0)}_{\alpha\beta} = \frac{E_\beta^2\lambda^3_{\alpha\beta}}{2\pi\hbar\rho_c (m^*\omega_0^3\Lambda_{SO})}\sum_j \int_0^{\pi/2} d\vartheta \sin^3 \vartheta \left| F\left(\frac{\omega_{\beta\alpha}}{s_j}, \sin \vartheta \right) \right|^2 \left(e^{2\beta_{\vartheta}\vartheta} + \frac{\omega_{\beta\alpha}^2}{s_j^2} \bar{\xi}_j^2\right),$$

(138)

where $\omega_{\beta\alpha} = (E_\beta - E_\alpha)/h$ is the transition frequency. The effective spin-orbit length $\Lambda_{SO}$ is defined as follows

$$\frac{1}{\Lambda_{SO}} = \sqrt{\frac{1 - I_2^2}{\lambda^2} + \frac{1 - I_2^2}{\lambda^2}},$$

(139)

In Eq. (138), the summation runs over the acoustic phonon branches, with $j = 1, 2, 3$ corresponding, respectively, to longitudinal and two transverse polarizations. The quantities $\beta_{\vartheta j}$ and $\bar{\xi}_j$ in Eq. (138) are introduced as follows

$$\begin{bmatrix} \bar{\beta}_{2 \vartheta} \\ \bar{\xi}_j \end{bmatrix} = \frac{1}{\pi} \int_0^{2\pi} d\phi \cos^2 \phi \begin{bmatrix} |\beta_{q j}|^2 \\ |\xi_{q j}|^2 \end{bmatrix}.$$  

(140)

After integrating over the phonon angle $\phi$ we obtain explicitly

$$\bar{\xi}_1 = \xi_0, \quad \bar{\xi}_2 = \bar{\xi}_3 = 0,$$

$$\bar{\beta}_{1 \vartheta} = \frac{3\sqrt{2}\pi h}{\kappa} \sin^2 \vartheta \cos \vartheta,$$

$$\bar{\beta}_{2 \vartheta} = \frac{\sqrt{2}\pi h}{\kappa} \sin 2\vartheta,$$

$$\bar{\beta}_{3 \vartheta} = \frac{\sqrt{2}\pi h}{\kappa} (3 \cos^2 \vartheta - 1) \sin \vartheta.$$  

(141)

We note that the explicit form of $\bar{\beta}_{2 \vartheta}$ and $\bar{\beta}_{3 \vartheta}$ depends on the choice of transverse phonon polarizations, whereas $\bar{\beta}_{2 \vartheta}^2 + \bar{\beta}_{3 \vartheta}^2$ is independent of this choice.

The quantities $\Gamma^{(1)}_{\alpha T_0}$ and $\Gamma^{(2)}_{\alpha T_0}$ in Eq. (137) do not have the meaning of rates, but rather of corrections to the rate. They are, therefore, not positively defined. We find for $\Gamma^{(1)}_{\alpha T_0}$ and $\Gamma^{(2)}_{\alpha T_0}$ similar expressions as for $\Gamma^{(0)}_{\alpha T_0}$ in Eq. (138), but with a different geometrical prefactor. To obtain $\Gamma^{(1)}_{\alpha T_0}$ and $\Gamma^{(2)}_{\alpha T_0}$ from Eq. (138), one has to replace the factor $1/\Lambda_{SO}^2$ by

$$\begin{bmatrix} \Lambda_{SO}'' \end{bmatrix} = \begin{bmatrix} \frac{1}{\lambda^2} & \frac{1}{\lambda^2} \\ \frac{1}{\lambda^2} & \frac{1}{\lambda^2} \end{bmatrix} \cos 2\varphi' - \frac{I_2^2}{\lambda^2} - \frac{I_2^2}{\lambda^2},$$

$$\begin{bmatrix} \Lambda_{SO}' \end{bmatrix} = \begin{bmatrix} \frac{1}{\lambda^2} & \frac{1}{\lambda^2} \end{bmatrix} \sin 2\varphi',$$

(142)

(143)

respectively. Here, $\varphi'$ is the azimuthal angle of $l$.

Next, we evaluate the product $b_\alpha c^*_\alpha$ using Eqs. (71) and (63). The resulting expression (with separated real and imaginary parts) reads

$$b_\alpha c^*_\alpha = \frac{E_\beta^2\lambda^2_{1,0} a^2_\alpha}{8E_{\alpha T_z}E_{\alpha T_\perp}} \left[ \begin{bmatrix} \Lambda_{SO}' \end{bmatrix}^{-2} + i \begin{bmatrix} \Lambda_{SO}'' \end{bmatrix}^{-2} \right],$$

(144)

where $E_{\alpha T_z} = E_\alpha - E_{T_z}$. Using Eq. (144) and the proportionality of $\Gamma^{(1)}_{\alpha T_0}$ and $\Gamma^{(2)}_{\alpha T_0}$ to $\Gamma^{(0)}_{\alpha T_0}$, we obtain for the rate in Eq. (137)

$$\Gamma^{(0)}_{\alpha T_0} = 1 - a_\alpha^2 \left[ 1 - \frac{E_\beta^2\lambda^2_{1,0} a^2_\alpha}{4E_{\alpha T_\perp}E_{\alpha T_z}} \left( \frac{1}{\Lambda_{SO}} + \frac{1}{\Lambda_{SO}} \right) \right].$$

(145)

The latter equation allows one to evaluate the relaxation rate $\Gamma^{(0)}_{\alpha T_0}$ knowing the “bare” rate $\Gamma^{(0)}_{\alpha T_0}$, which in its turn can be calculated from Eq. (138). The physical meaning of $\Gamma^{(0)}_{\alpha T_0}$ becomes clear if one considers taking the avoided
crossing splittings $\Delta_\pm$ to zero, while keeping the virtual transitions (weak matrix elements) finite. Then, there exist only two rates, $\Gamma_{T,T_0}$ and $\Gamma_{T_0,T_+}$. The reverse rates are trivially given through the detailed balance equation (22). Due to spin-symmetry, these rates are equal to each other, $\Gamma_{T_-,T_0} = \Gamma_{T_0,T_+}$, and can be considered as a function of the transition frequency. This function is nothing but the rate $\Gamma^{(0)}_{a_0}$ in Eq. (138), note that the only dependence on the indices $a$ and $b$ in $\Gamma^{(0)}_{a_0}$ is through the transition frequency $\omega_{\alpha\beta}$. Therefore, $\Gamma^{(0)}_{a_0}$ has the meaning of the “bare” triplet-triplet relaxation rate.

The “bare” rate $\Gamma^{(0)}_{a_0}$ is closely related to the one-electron spin-flip rate. To illustrate this, we briefly outline the derivation of the one-electron rate. It is straightforward to verify that, for one-electron case, Eq. (133) takes the following form

$$\langle \Psi_\uparrow | U_{\text{int}}(t) | \Psi_\downarrow \rangle = -i E_Z (X - iY) \cdot \Omega_1(t),$$

(146)

where $\Omega_1(t)$ is the field acting on a single electron. An expression for $\Omega_1(t)$ can be obtained from Eq. (134) by replacing $F_T(q||) \to \frac{1}{2} F_0(q||)$. Here, $F_0(q||)$ is the single-electron form-factor, given by

$$F_0(q||) = \langle \psi_0 | e^{i q \cdot r_1} | \psi_0 \rangle = e^{-\frac{1}{2} q^2 \lambda^2_d},$$

(147)

where we assumed that the dot is in its ground state $\psi_0(r_1) = \lambda_d^{-1} \frac{1}{\sqrt{2}} \exp \left( -r_1^2 / 2 \lambda^2_d \right)$, with $\lambda_d = \sqrt{\hbar / m^* \omega}$. The spin-flip rate is then given by the following expression (assuming $E_Z = |E_Z|$ and denoting $\omega_Z = |E_Z| / \hbar$)

$$\Gamma_{T,0} = \frac{\hbar \omega_Z^2}{4 \pi r_e (m \omega^2_A \Delta_{SO})^2} \sum_j \int_0^{\pi/2} d\theta \sin^3 \theta s_j^3 \left| F_0 \left( \frac{\omega_Z \sin \theta}{s_j} \right) F \left( \frac{\omega_Z \cos \theta}{s_j} \right) \right|^2 \left( e^{2 j_\|} + \frac{\omega_Z^2 \bar{\Xi}}{s_j^2} \right),$$

(148)

Note that Eqs. (138) and (145) are very similar to each other, differing only by $|F_T(q||)|^2 \to \frac{1}{2} |F_0(q||)|^2$ in going from Eq. (138) to (145). The form-factors $F_T(q||)$ and $F_0(q||)$ differ significantly only at large strengths of the Coulomb interaction. In the absence of the Coulomb interaction, Eq. (138) gives

$$F_T(q||) = \left( 1 - \frac{1}{16} q||^2 \lambda^2 \right) e^{-\frac{1}{8} q||^2 \lambda^2},$$

(149)

which differs from Eq. (147) only by the prefactor in the parentheses. Note that $\lambda = \sqrt{2} \lambda_d$ and $F_1(-1, 1; x) = 1 - x$. For strong Coulomb interaction, we find the following (approximate) crossover expression for $F_T(q||)$, by matching the limits of small and large $q||$,

$$F_T(q||) = J_0 \left( \frac{q||}{2} \right) e^{-(1+\sqrt{1+(8 \pi \lambda^2_d)})},$$

(150)

Equation (150) differs from Eq. (147) both by the prefactor and the argument of the exponent. We note that, since the form-factor $F_T(q||)$ is integrated over its argument in Eq. (138), the resulting rate is, by order of magnitude, equal to the one-electron spin-flip rate in Eq. (145), except for the case of strong Coulomb interaction. In the case of strong Coulomb interaction, a new frequency scale, $\omega \sim s_j / r_1$, emerges in the triplet-triplet relaxation, analogously to the singlet-triplet relaxation studied in Sec. VI A.

Finally, we note that for weak spin-orbit coupling the interference terms in Eq. (137) can be neglected, since they are smaller by at least one power of $\lambda / \lambda_{SO}$ as compared to the first term. In this case, the triplet-triplet relaxation is governed by the transitions $T_- \leftrightarrow T_0$ and $T_0 \leftrightarrow T_+$, both of which occurring at the same rate. For weak spin-orbit coupling, it is also hard to discriminate between eigenstates and bare states at the points of avoided crossings in usual spin relaxation experiments. Therefore, for the accessible regions, the factor $1 - a_\alpha$ is either zero or unity. Thus, we arrive at a single non-zero rate $\Gamma_{T_-,T_0} = \Gamma_{T_0,T_+}$, which is obtained by evaluating $\Gamma^{(0)}_{a_0}$ in Eq. (138) at the transition frequency $\omega_{\beta\alpha} = |E_Z| / \hbar$, for $E_Z = -|E_Z|$. The reverse rate $\Gamma_{T_+,T_0} = \Gamma_{T_0,T_-}$ is obtained by multiplying the result by $|E_Z| / \hbar$.

VII. CONCLUSIONS

In this paper, we studied spin relaxation in a quantum dot with two electrons. The spin relaxation occurs, as in the case of single-electron quantum dots, due to a combined effect of the spin-orbit, Zeeman, and electron-phonon interactions. We focused on the vicinity of a singlet-triplet crossing, which occurs with applying an orbital magnetic field, considering thus relaxation between states of the singlet-triplet subspace. We found that the spin-orbit interaction induces avoided crossings between the singlet $|S\rangle$ and the triplet states $|T_\pm\rangle$ as the quantum dot is tuned across the singlet-triplet crossing. At the same time, the degeneracy at the crossing of the singlet $|S\rangle$ and the triplet state $|T_0\rangle$ is not lifted at the first order of the spin-orbit interaction. This result has the implication that the spin relaxation occurs efficiently
only between the following states:
\[ S \leftrightarrow T_+, \quad S \leftrightarrow T_- , \quad (151) \]
\[ T_0 \leftrightarrow T_+, \quad T_0 \leftrightarrow T_- . \quad (152) \]

Close to an avoided crossing point, the singlet and triplet \((T_\pm)\) states are superimposed with each other and form, thus, states of no definite spin. We find, nevertheless, that the phonon emission is inefficient in this case for typical GaAs quantum dots, because the transition energy is too small for the spin-phonon coupling to be relevant. As usual, the strongest coupling to the phonons occurs at the “optimal phonon” emission energy. This energy is on the order of \(h\omega/\lambda_d\), which is the energy of an acoustic phonon with the wavelength equal to the dot size \(\lambda_d\).

The Coulomb interaction between the electrons has a number of effects on the spin relaxation. Firstly, the Coulomb interaction affects the relaxation rates via the singlet-triplet energy \(E_{TS}\), because the relaxation rates depend strongly on \(E_{TS}\). The singlet-triplet energy \(E_{TS}\) is sensitive to the Coulomb interaction and it is generally smaller than in the non-interacting case. Moreover, the singlet-triplet crossing \((E_{TS} = 0)\) is possible in finite orbital magnetic fields only if the Coulomb interaction is present. Secondly, the Coulomb interaction modifies the form-factor of the spin-phonon interaction and introduces a new frequency scale (for strong Coulomb interaction) in the relaxation rates, \(\omega \sim s/\langle r \rangle\), where \(\langle r \rangle\) is the average distance between the electrons and \(s\) is the speed of sound. Finally, the spin admixture mechanism that allows for the singlet-triplet relaxation to occur is essentially different in the limits of weak and strong Coulomb interaction. For weak Coulomb interaction, superimposing states inside the singlet-triplet subspace is sufficient for obtaining efficient singlet-triplet relaxation. For strong Coulomb interaction, this mechanism becomes inefficient. Despite the fact the states in the singlet-triplet subspace are strongly admixed to each other, the orbital parts of the wave functions of the singlet and triplet become similar to each other. More precisely, the electron charge distributions in the singlet and triplet states converge onto each other in the limit of strong Coulomb interaction. Therefore, a different admixture mechanism, which was neglected in this paper, is responsible for singlet-triplet relaxation in the limit of strong Coulomb interaction.

We modeled the quantum dot by a circularly symmetric harmonic confining potential and took into account the Coulomb interaction with a high accuracy using a variational method. The quantum dots used in experiment might, of course, not have a harmonic confining potential and not even have circular or inversion symmetry. We, therefore, indicate here which of our results change if the quantum dot confinement assumes a different form. Our results about the spin relaxation rates remain qualitatively the same for any confining potential. This refers to the non-monotonic dependence of the spin relaxation rates on the magnetic field shown in Figs. 10 and 11.

The expressions in Eqs. (102), (103) and (104), as well as in Eq. (158), are valid only for circularly symmetric confining potentials. If the confining potential has no circular symmetry, then an additional integration over the in-plane angle \(\phi\) of the emitted phonon is present in each of these expressions. The dependence on the form of the dot confinement enters in the relaxation rates through the form-factors \(F_{ST}(q)\) and \(F_T(q)\). In Eqs. (103) and (150), the form-factors were evaluated for the harmonic confinement and in the presence of the Coulomb interaction. An important difference between confining potentials with and without center of inversion for the singlet-triplet relaxation was mentioned below Eq. (107). In the limit \(q \to 0\), one obtains \(F_{ST}(q) \sim q^3\) for confining potentials with a center of inversion. If no center of inversion is present, then \(F_{ST}(q) \sim q^2\), i.e. the singlet-triplet form-factor is proportional to the first power of \(q\). As a result, in the limit of vanishing phonon transition energy, \(w \to 0\), the singlet triplet relaxation rates for the case of a confinement without inversion symmetry have a weaker \(w\)-dependence (two powers of \(w\) less) than for the case of a confinement with inversion symmetry. The scale of \(w\) where the crossover takes place is determined by the degree of asymmetry of the potential. The dependence of the avoided splitting gaps \(\Delta_{\pm}\) on the direction of the magnetic field is also sensitive to the form of the confining potential. Two limiting cases, namely of a circularly symmetric dot and of an elongated dot (or a double dot), have been considered in Sec. V A (cf. Fig. 2 and Fig. 3). The matrix elements of the spin-orbit interaction have general forms given in Eqs. (23), (25), and (30), which are valid for an arbitrary shape of the dot confinement. They can be used to express \(\Delta_{\pm}\) in terms of the matrix elements \(\langle \mathbf{n}|\xi'\mathbf{n}'\rangle\) of a dot with an arbitrary confining potential, as long as the characteristic extension of the orbital wave function is much smaller than \(\lambda_{SO}\). In Sec. V A we have not assumed any specific form of the quantum dot potential, however, we restricted our analysis to quantum dots that have no orbital degeneracies of the two-particle levels.

Another important assumption made in this paper is that the spin orbit interaction is linear in the electron momentum. This type of the spin-orbit interaction is most commonly used for GaAs quantum dots, since the confinement in the normal to the 2DEG direction (\(z\)-axis) is strongest. In Sec. V A we showed that, for this type of spin-orbit interaction at the leading order, no spin relaxation occurs within the singlet-triplet subspace without the presence of a Zeeman splitting. As a result, the lowest-order singlet-triplet relaxation rates are proportional to the second power of the Zeeman energy, in agreement with the experiments on triplet-to-singlet relaxation in quantum dots.

In conclusion, we found strong variations of the spin relaxation rates (by many orders of magnitude) across the singlet-triplet crossing, with extremely large values (1–100 s) of spin lifetimes at the avoided crossing points.
APPENDIX A: VARIATIONAL PARAMETERS $\tilde{\omega}$ AND $\gamma$

Here, we study the variational parameters $\tilde{\omega}$ and $\gamma$ that minimize the energy $\varepsilon_{0m}$ in Eq. (13). We derive asymptotic expressions for $\tilde{\omega}$ and $\gamma$ in the limits of strong ($\lambda/a_B^* \gg 1$) and weak ($\lambda/a_B^* \ll 1$) Coulomb interaction. Equating to zero the derivatives of $\varepsilon_{0m}$ in Eq. (13) with respect to $\tilde{\omega}$ and $\gamma$, we obtain two equations

$$ (1 + x)y^4 - 1 - m^2 x - y \frac{\lambda}{2a_B^*} \frac{\Gamma(1/2 + x)}{\Gamma(x)} = 0, \quad (A1) $$

$$ x^2 y^4 - m^2 x - y \frac{\lambda}{2a_B^*} \frac{\Gamma(1/2 + x)}{\Gamma(x)} \left[ \Psi(1 + x) - \Psi(1/2 + x) \right] = 0, \quad (A2) $$

where $x = \sqrt{m^2 + \gamma}$, $y = \tilde{\lambda}/\lambda = \sqrt{\tilde{\omega}/\omega}$, and $\Psi(x)$ is the digamma function. Solving Eqs. (A1) and (A2) with respect to $x$ and $y$ gives the variational parameters $\gamma$ and $\tilde{\omega}$ as functions of the Coulomb interaction strength $\lambda/a_B^*$.

We consider first the case $m = 0$. For weak Coulomb interaction ($\lambda/a_B^* \ll 1$), we expand Eq. (A2) in terms of $x \ll 1$ and obtain

$$ x = \frac{2 \ln 2 - \pi^{-1/2} y^3 a_B^* /\lambda}{4 \ln^2 2 + \pi^2/3} \quad \frac{x}{(A3)} $$

Note that, for $\lambda/a_B^* < y^3 /2\sqrt{\pi} \ln 2$, Eq. (A3) gives $x < 0$, whereas by definition $x = \sqrt{m^2 + \gamma} \geq 0$. In this case, the minimum of energy in Eq. (13) is achieved at $\gamma = 0$ and, thus, Eq. (A2) should be replaced by $x = 0$ for $\lambda/a_B^* \leq y^3 /2\sqrt{\pi} \ln 2$. Setting $x = 0$ in Eq. (A1), we obtain an equation for $y$,

$$ y^4 - y - 1 = 0, \quad (A4) $$

which is valid for $\lambda/a_B^* \leq y^3 /2\sqrt{\pi} \ln 2$. Considering simultaneously the equality $\lambda/a_B^* = y^3 /2\sqrt{\pi} \ln 2$ and Eq. (A4), we find that $\lambda/a_B^*$ has a critical value, $\lambda/a_B^* \equiv \xi_c$, given by

$$ \xi_c = \frac{1}{2\sqrt{\pi} \ln 2} \left( \frac{4 \ln 2}{4 \ln 2 - 1} \right)^{3/4} \approx 0.57, \quad (A5) $$

at which $\tilde{\omega}$ and $\gamma$ are non-analytic functions of $\lambda/a_B^*$. Clearly, such a critical point is not present in the exact eigenstates of the Hamiltonian (10), and it is an artifact of the variational ansatz we use. In the interval $0 \leq \lambda/a_B^* \leq (\lambda/a_B^*)_c$, we have $\gamma = 0$ and $\tilde{\omega} = \omega/y^4$, where $y$ is the positive solution of Eq. (A4). Although we can solve Eq. (A4) analytically for $y$, it is more convenient to present here an expansion for $\tilde{\omega}$ in terms of $\lambda/a_B^*$,

$$ \frac{\tilde{\omega}}{\omega} = 1 - \sqrt{\pi} \frac{\lambda}{a_B^*} + \frac{\pi^2}{16 a_B^*^2} - \frac{7\pi^{3/2}}{512 a_B^*^3} + \ldots. \quad (A6) $$

Note that, since $\lambda/a_B^* \leq (\lambda/a_B^*_c) \approx 0.57$, Eq. (A6) converges with a good accuracy: e.g., at $\lambda/a_B^* = (\lambda/a_B^*_c)$, the four terms in the series (A6) give $\tilde{\omega}/\omega \approx 0.797$, whereas the exact result reads $\tilde{\omega}/\omega = e^{1/4} - 1/4 \ln 2 \approx 0.799$.

To the right of the critical point (A5), both Eqs. (A1) and (A2) are valid for $m = 0$, and we can use them to study two limiting cases: (i) the neighborhood of the critical point (A5) for $\lambda/a_B^* \geq (\lambda/a_B^*_c)$ and (ii) the limit of strong Coulomb interaction ($\lambda/a_B^* \gg 1$). Excluding $\lambda/a_B^*$ from Eqs. (A1) and (A2), we express $y$ as a function of $x$ only,

$$ \frac{1}{y^2} = 1 + x - \frac{1}{2} \left[ \Psi(1 + x) - \Psi(1/2 + x) \right]. \quad (A7) $$

Next we substitute $y$ from Eq. (A7) into Eq. (A2) and obtain

$$ \frac{a_B^*}{\lambda} = \frac{\Gamma(1/2 + x)}{\Gamma(1 + x)} \frac{1}{\Gamma(1 + x)} \left[ \Psi(1 + x) - \Psi(1/2 + x) \right]^{1/4} \times \left[ \left( 1 + x \right) \Psi(1 + x) - \Psi(1/2 + x) \right] - 1/2 \right]^{3/4}. \quad (A8) $$

Equation (A8) gives $a_B^*/\lambda$ as a function of $x$. The inverse function allows one to find $x$ as a function of $a_B^*/\lambda$, and then, from Eq. (A7), also $y$ as a function of $a_B^*/\lambda$. Expanding Eqs. (A8) and (A7) for $x \ll 1$, which corresponds to the case (i), we find for $\sqrt{\gamma} = x$ and $\tilde{\omega}/\omega = 1/y^2$ in leading order,

$$ \sqrt{\gamma} = C_0 \left( \frac{1}{\xi_c} - \left( \frac{a_B^*}{\lambda} \right) \right) + \ldots, \quad (A9) $$

$$ \tilde{\omega} = \omega \left( \frac{\tilde{\omega}}{\omega} \right)_c + C_1 \left( \frac{1}{\xi_c} - \left( \frac{a_B^*}{\lambda} \right) \right) + \ldots, \quad (A10) $$

where $\xi_c$ is given in Eq. (A5), $(\tilde{\omega}/\omega)_c = \sqrt{1 - 1/4 \ln 2}$, and the coefficients $C_0$ and $C_1$ read

$$ C_0 = \frac{(2/\pi)^{1/2} (\ln 2)^{3/4} (4 \ln 2 - 1)^{1/4}}{8 \ln 2 - 5} \approx 0.16, \quad (A11) $$

$$ C_1 = \frac{\pi^2}{24 \ln^2 2} \frac{C_0}{\sqrt{4 - 1/4 \ln 2}} \approx 0.014. \quad (A12) $$

Note that the value $\tilde{\omega}/\omega = (\tilde{\omega}/\omega)_c$ at $\lambda/a_B^* = \xi_c$ is the minimum of $\tilde{\omega}/\omega$ as a function of $\lambda/a_B^*$ [see also Eq. (A10) and the text below it].

Next we turn to the case of strong Coulomb interaction ($\lambda/a_B^* \gg 1$). Here, we have $x \gg 1$ and by expanding Eq. (A7) in terms of $1/x$ we obtain

$$ \frac{\tilde{\omega}}{\omega} = \frac{1}{y^2} = \frac{\sqrt{3}}{2} + \frac{1}{16 \sqrt{3} x} + \frac{11}{768 \sqrt{3} x^2} + \ldots. \quad (A13) $$
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Expanding Eq. (A8) for large \( x \), and inverting the obtained series by means of iteration, we find for \( \gamma = x^2 \),

\[
\gamma = \frac{3}{4} \left( \frac{\lambda}{2a_B^*} \right)^{4/3} - \frac{7}{8\sqrt{3}} \left( \frac{\lambda}{2a_B^*} \right)^{2/3} - \frac{7}{288} + \ldots 
\]

Then, Eq. (A13) can be rewritten as follows

\[
\frac{\tilde{\omega}}{\omega} = \frac{\sqrt{3}}{2} - \frac{1}{24} \left( \frac{2a_B^*}{\lambda} \right)^{2/3} - \frac{1}{192\sqrt{3}} \left( \frac{2a_B^*}{\lambda} \right)^{4/3} + \ldots . 
\]

To summarize for the case \( m = 0 \), the variational parameters \( \gamma \) and \( \tilde{\omega} \) as functions of the Coulomb interaction strength \( \lambda/a_B^* \) are given, respectively, by \( \gamma = 0 \) and Eq. (A6) in the interval \( 0 \leq \lambda/a_B^* \leq \xi_c \), by Eqs. (A9) and (A10) in the neighborhood of \( \lambda/a_B^* = \xi_c \) (for \( \lambda/a_B^* \geq \xi_c \)), and by Eqs. (A14) and (A15) in the limit \( \lambda/a_B^* \gg 1 \).

We consider now the case \( |m| \geq 1 \), and without loss of generality we assume \( m = |m| \). Here, we find that \( \gamma \) and \( \tilde{\omega} \) are analytic functions of \( \lambda/a_B^* \). We thus consider only the limit of weak and strong Coulomb interaction. Proceeding similarly to the previous case, we find from Eqs. (A11) and (A2) the following relations [cf. Eqs. (A17) and (A8)],

\[
y^4 = \frac{2}{(1 + m^2/x^2) \Delta \Psi(x) - m^2/x^2} - \frac{2(1 + x)\Delta \Psi(x) - 1}{\Delta \Psi(x) - 1}, 
\]

\[
a_B^* \lambda = \frac{x^2 \Gamma(1/2 + x)}{(x^2 - m^2)\Gamma(1 + x)} \left[ \left( \frac{1 + m^2}{x^2} \right) \Delta \Psi(x) - \frac{m^2 - 2m^2}{2x^2} \right]^{1/4} \times \left[ \left( 1 + x \right) \Delta \Psi(x) - \frac{1}{2} \right]^{3/4}, 
\]

where \( \Delta \Psi(x) = \Psi(1 + x) - \Psi(1/2 + x) \) and \( x \) takes values in the interval \( 0 < x < \infty \).

In the limit of weak Coulomb interaction \( \lambda/a_B^* \ll 1 \), we expand the right-hand side of Eqs. (A16) and (A17) in terms of \( x - m \approx \gamma / 2m \ll 1 \), and obtain in leading order

\[
\gamma = \sqrt{2/(2m - 1)} \left[ \left( 1 + m \right) \Delta \Psi(m) - \frac{1}{2} \right] \frac{\lambda}{a_B^*} + \ldots , \quad (A18)
\]

\[
\frac{\tilde{\omega}}{\omega} = 1 - \sqrt{2/(2m - 1)} \left[ \left( 1 - m \right) \Delta \Psi(m) \right] \frac{\lambda}{a_B^*} + \ldots , \quad (A19)
\]

where \( \Delta \Psi(m) = 2\ln 2 - \sum_{k=1}^{m-1} \frac{1}{k(k+1)} \). In particular for the case \( |m| = 1 \), we obtain \( \gamma = \sqrt{2/(2\ln 2 - 5/4)}(\lambda/a_B^*) \) and \( \tilde{\omega}/\omega = 1 - \sqrt{2/(3/2 - 2\ln 2)}(\lambda/a_B^*) \).

In the limit of strong Coulomb interaction \( \lambda/a_B^* \gg 1 \), we expand the right-hand side of Eqs. (A16) and (A17) in terms of \( x \gg 1 \), and as a result we obtain

\[
\gamma = \frac{3}{4} \left( \frac{\lambda}{2a_B^*} \right)^{4/3} - \frac{7}{8\sqrt{3}} \left( \frac{\lambda}{2a_B^*} \right)^{2/3} - \frac{72m^2 - 7}{288} + \ldots , \quad (A20)
\]

\[
\frac{\tilde{\omega}}{\omega} = \frac{\sqrt{3}}{2} - \frac{1}{24} \left( \frac{2a_B^*}{\lambda} \right)^{2/3} + \frac{48m^2 - 1}{192\sqrt{3}} \left( \frac{2a_B^*}{\lambda} \right)^{4/3} + \ldots . \quad (A21)
\]

Note that in Eqs. (A20) and (A21) the dependence on \( m \) arises only in the last terms. Thus, for strong Coulomb interaction, the radial part of the wave function in Eq. (7) [see also Eq. (12)] is weakly depending on the quantum number \( m \).

In Fig. 12 we plot \( \gamma \) and \( \tilde{\omega}/\omega \) as functions of \( \lambda/a_B^* \) and \( \log_{10}(\lambda/a_B^*) \), respectively, both for the singlet state \( m = 0 \) and the triplet states \( m = \pm 1 \). Note that, for the singlet state \( m = 0 \), the parameters \( \gamma \) and \( \tilde{\omega} \) behave non-analytically at the point \( \lambda/a_B^* = \xi_c \approx 0.57 \), where \( \xi_c \) is given in Eq. (A5). Nonetheless, the energy of the \( m = 0 \) state, calculated according to Eq. (B2), is a smooth function of \( \lambda/a_B^* \), i.e. it has a continuous first derivative with respect to \( \lambda/a_B^* \).

**APPENDIX B: CROSSOVER FORMULAE FOR \( \delta \) AND \( \omega^*_c \)**

The singlet-triplet splitting \( E_{TS} \) defined in Eq. (14) contains an interaction parameter

\[
\delta = \frac{\varepsilon_{nm} - \varepsilon_{00}}{\hbar \omega}, \quad (B1)
\]

where the energies \( \varepsilon_{nm} \) are the eigenvalues of \( H_m \) in Eq. (9). The parameter \( \delta \) shows by how much the energy levels are renormalized by the Coulomb interaction.

In Fig. 13(a), we plot the parameter \( \delta \) as a function of \( \lambda/a_B^* \), calculated with the help of Eq. (13) (solid curve). For analytic calculations, it is convenient to use the following formula

\[
\delta(\lambda/a_B^*) = \frac{\sqrt{1 + c(\lambda/a_B^*)^3/2}}{(1 + b(\lambda/a_B^*)^{17/12})}, \quad (B2)
\]

where \( b = \frac{4\sqrt{\pi}}{3} \approx 0.31 \) and \( c = 2^{-2/3}b^{17/6} \approx 0.023 \).

We obtained Eq. (B2) by matching the asymptotes of \( \delta \).
Coulomb interaction, and is accurate within 7% for the cases of strong and weak Coulomb interaction. Therefore, Eq. (B2) is exact in the limits of weak and strong Coulomb interaction, and is accurate within 7% in the crossover region \(b^{-1} \lesssim \lambda/a_B \lesssim e^{-2/3}\). We plot \(\delta(\lambda/a_B)\) given by Eq. (B2) in Fig. 13(a) (dotted curve).

The singlet-triplet splitting \(E_{TS}\) in Eq. (14) goes to zero at a value of cyclotron frequency \(\omega^*_c\). In Fig. 13(b), we plot the ratio \(\omega^*_c/\omega_0\) as a function of \(a_B^*/\lambda_0\); the dotted curve corresponds to using the following crossover function

\[
\frac{\omega^*_c}{\omega_0} = \left[1 + \left(\frac{2}{\pi^{1/3}} - 1\right) F(\lambda_0/a_B^*)\right] \left(\frac{\lambda_0}{2a_B^*}\right)^{-2/3},
\]

where \(F(x) = \frac{1 + 0.11x^2}{1 + 0.3x^{2/3}}\). The crossover function (B3) was obtained, similarly to Eq. (B2), with the help of asymptotic expressions for \(\omega^*_c\) and \(\gamma\) from Appendix A for the limits of weak and strong Coulomb interaction.

**APPENDIX C: FIDELITY OF VARIATIONAL METHOD**

We discuss now the accuracy of our variational method. We rewrite Eq. (9) in the following form

\[
\mathcal{H}_m = \hat{\mathcal{H}}_m + V,
\]

where \(\hat{\mathcal{H}}_m\) has the eigenvalues \(\tilde{\varepsilon}_{nm} = \hbar\omega(2n + 1 + \sqrt{m^2 + \gamma})\) and the eigenfunctions given in Eq. (12). The perturbation

\[
V = \frac{\hbar^2}{m^*} \left(\frac{1}{a_B^* r} - \frac{\gamma}{r^2}\right) + \frac{m^*}{4} (\omega^2 - \omega_0^2) r^2,
\]

is expected to be “small” when the variational method works, with “small” meaning that the off-diagonal matrix elements of \(V\) are much smaller than the level spacing (the diagonal part of \(V\) needs not be small). We can show that indeed \(V \ll \mathcal{H}_m\) in the case \(\lambda/a_B^* \ll 1\), and also in the case \(\lambda/a_B^* \gg 1\) for transitions involving the ground state. As for intermediate strengths of the Coulomb interaction \((\lambda/a_B^* \sim 1)\), there is no small parameter in the problem, which can justify the assumption \(V \ll \mathcal{H}_m\). Nonetheless, we calculate the matrix elements of \(V\) (see Appendix D) between the ground and excited states, and find that they are numerically small, as compared to the level spacing \(2\hbar\omega\). In particular, we find that the matrix element \(\langle f_m|V|f_0\rangle\) is identically zero, if the variational parameter \(\tilde{\omega}\) minimizes the energy of the ground state in Eq. (13) [see also Eq. (A1)]. Furthermore, we determine an upper bound on the absolute value of any of the remaining matrix elements \((n \geq 2)\). We find that, in both \(m = 0\) and \(|m| = 1\) cases, the matrix element \(\langle f_{2,m}|V|f_{0m}\rangle\) has the largest value in the crossover region \(\lambda/a_B^* \sim 1\). If measured in terms of the level spacing \(2\hbar\omega\), this upper bound is approximately 0.1 and 0.03, for the \(m = 0\) and \(|m| = 1\) cases, respectively. Next, we characterize the accuracy of our variational method in terms of the fidelity

\[
F = \left|\langle \Psi | \tilde{\Psi} \rangle \right|^2,
\]

where \(\Psi(r) \equiv f_{0m(r)}\) is the exact ground state of \(\mathcal{H}_m\), and \(\tilde{\Psi}(r) \equiv f_{0m(r)}\) is the corresponding wave function calculated with the help of the variational method. We estimate the fidelity, using the perturbation theory expansion

\[
f_{0m(r)} = \tilde{f}_{0m(r)} + \sum_{n=1}^{\infty} \frac{\tilde{f}_{nm}|V|\tilde{f}_{0m}}{\tilde{\varepsilon}_{0m} - \tilde{\varepsilon}_{nm}} \tilde{f}_{nm}(r) + \ldots.
\]
where we retain terms up to the second order in $V$ (not shown). Thus, we obtain the infidelity

$$1 - F = \frac{1}{2} \sum_{n,m=1}^{\infty} \left| \frac{\langle f_{nm} | V | f_{0m} \rangle}{2n\hbar \omega} \right|^2,$$  \hspace{1cm} (C5)

where we dropped the $n = 1$ term, due to its zero contribution. The matrix elements $V_{nm} = \langle f_{nm} | V | f_{nm} \rangle$ are calculated in Appendix D. In Fig. 14 we plot $\log(1 - F)$ as a function of $|m| = 0, 1$, with $\log(x)$ being the decimal logarithm of $x$. Figure 14 shows that our variational method is fairly accurate, even in the crossover region $\lambda/a_B^* \sim 1$. Finally, we note that in Eqs. (C4) and (C5) we did not include the diagonal part of $V$ in the energy denominators. More accurately, one has to take this part into account as well, since $V_{nn}$ can be comparable to the level spacing $\hbar \omega$. However, it turns out that the difference $V_{nn} - V_{00} \geq 0$ monotonically increases with $n$ in the whole range of $\lambda/a_B^*$. Therefore, when we replaced $2n\hbar \omega - 2n\hbar \omega + V_{nn} - V_{00}$ in Eq. (C5), we obtained only an insignificant reduction of $1 - F$ for $\lambda/a_B^* \sim 1$ on the scale of Fig. 14 (not shown).

**APPENDIX D: MATRIX ELEMENTS OF $V$**

We calculate first the matrix elements $\langle f_{nm} | V | f_{om} \rangle$ ($n \geq 0$), with $V$ given in Eq. (C2) and the wave functions $\tilde{f}_{nm}(r)$ in Eq. (12). We divide the perturbation into three terms,

$$V_{nm} = \langle f_{nm} | V | f_{0m} \rangle = V_{n0}'' + V_{n0}'',\hspace{1cm}$$

(D1)

corresponding, respectively, to the terms proportional to $1/r$, $1/r^2$ and $r^2$ in Eq. (C2). For the term $V' = \hbar^2/m^*a_B^*r$, we obtain

$$V_{n0}' = \frac{\hbar^2}{m^*a_B^* \lambda} \sqrt{2(2n - 1)!} \frac{2\pi (t - 1/2)}{\sqrt{n! \Gamma(t) \Gamma(n + t)}}.\hspace{1cm}$$

(D2)

Here and below we use the notation $t = 1 + \sqrt{m^2 + \gamma}$. For the term $V'' = \hbar^2/\gamma/m^*r^2$, we obtain

$$V_{n0}'' = \frac{\hbar^2}{m^* \lambda} \frac{\gamma}{(t - 1)!} \sqrt{\frac{n! \Gamma(t)}{\Gamma(n + t)}}.\hspace{1cm}$$

(D3)

Finally, for the term $V''' = 4m^*(\omega^2 - \tilde{\omega}^2)r^2$, we obtain

$$V_{n0}''' = \frac{m^* \lambda^2}{4} (\omega^2 - \tilde{\omega}^2) \left[ \delta_{n,0} - \sqrt{t} \delta_{n,1} \right].\hspace{1cm}$$

(D4)

where $\delta_{nm}$ is the Kronecker $\delta$-symbol. We note that in the case $n = 1$, we have $\langle f_{1m} | V | f_{0m} \rangle = 0$, due to Eq. (A1).

Next, we consider the general case,

$$V_{nm} = \langle f_{nm} | V | f_{nm} \rangle = V_{n0}'' + V_{n0}' + V_{nn}'',\hspace{1cm}$$

(D5)

with the same division of the perturbation into three as in Eq. (D1). For the first part, we obtain

$$V_{n0}'' = \frac{\hbar^2}{m^*a_B^* \lambda} \sqrt{\frac{(t)_{n} (t)_{n'}}{n!n'^!}} \sum_{k=0}^{n} \sum_{l=0}^{n'} \frac{(t)_{k+l-1} (-n)_{k} (-n')_{l}}{(t)_{k}(t)_{l}k!!},\hspace{1cm}$$

(D6)

where $(x)_{n} = \Gamma(x + n)/\Gamma(x)$ is the Pochhammer symbol. For the second part, we obtain

$$V_{n0}' = \frac{\hbar^2}{m^*a_B^* \lambda} \sqrt{\frac{\Gamma(t)n}{n!n'^!}} \sum_{k=0}^{n} \sum_{l=0}^{n'} \frac{(t)_{k+l-1} (-n)_{k} (-n')_{l}}{(t)_{k}(t)_{l}k!!}.\hspace{1cm}$$

(D7)

We note that for $n' = n$ we have $V_{n0}' = V_{00}''$ for all values of $n$. Finally, for the last part, we obtain

$$V_{nn}' = \frac{\hbar^2}{m^*a_B^* \lambda} \sqrt{\frac{(2n + t) \Gamma(n't)}{n(n + t)!}} \left[ \delta_{n,n'} - \sqrt{n(n + t)} \delta_{n,n'-1} \right].\hspace{1cm}$$

(D8)

We note that for $n' = 0$ Eqs. (D6), (D7) and (D8) coincide with Eqs. (D2), (D3) and (D4), respectively.
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