Regional averaged control problems with minimum energy constrained by distributed parabolic systems
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Abstract

This paper study the regional average controllability problems governed by distributed parabolic systems. We establish the definition and characterization of a system which is regional averaged controllable. The averaged regional control problem with minimum energy is considered and solved using HUM (Hilbert uniqueness method). Thereafter, the case of regional gradient averaged controllability is treated.
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1. Introduction

Controllability arise in several areas in real-life problems, therefore, several researchers have to work on the development of the methods as well on the establishment of this concept. Following this, there are several works dedicatory to the control and analysis of the parabolic distributed systems, for examples, [2–4]. In the last decades, several researches have been devoted to the study of the problem of regional controllability [8] and also of the gradient controllability [7, 9, 10].

In real-life problems, parameter-dependent system modeling is a difficult processes. In this case of unknown value parameter, it is long process to control each implementation of the system by a single control (using an independent control of the parameter). The average controllability introduced by Zuazua [14], purpose to check the averaged state of a parameterized system instead of the state against the unknown parameter. Moreover, the problem of average controllability has recently been introduced in finite dimensional linear systems [5] and in partial differential equations [6].

In this paper, we discuss the regional averaged optimal control problems constrained by distributed parabolic systems. We use the average parameter dependent \( \sigma \) in a real interval \((a, b)\), which brings us back to the idea introduced by Zuazua [14] as a particular case of our problem when \( a = 0 \) and \( b = 1 \).
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We begin the paper by giving in the second section a general mathematical formulation and definitions of averaged control problems with minimum energy constrained by distributed parabolic systems. In the third section, we define and solve the problem of regional averaged controllability with minimum energy. The proposed solution characterized using an extend approach of the HUM approach. The fourth section is devoted to the regional gradient averaged control problem with minimum energy.

2. Statement of the problem

Let $\Omega$ be an open regular bounded set of $\mathbb{R}^n$ with boundary $\partial \Omega$. Consider the state-space system

$$\begin{cases}
\frac{du}{dt} = A(\sigma)u + Bp, & \Omega \times (0, T), \\
u = 0, & \partial \Omega \times (0, T), \\
u(0) = u_0 & D(A(\sigma)),
\end{cases}$$

(2.1)

where $A(\sigma)$ is an operator on the state space depending on the uncertainly parameter $\sigma \in [a, b]$ generates a strongly continuous semi-group $(S(t, \sigma))_{t \geq 0}$ on $L^2(\Omega)$. and $B$ is a control operator in $L(L^m, L^2(\Omega))$ considered to be independent of $\sigma$ and $p \in L^2(0, T, R^m)$ is a distributed control which does not depend on $\sigma$, $L^2(0, T, R^m)$ is a space of controls. $u_0 \in L^2(\Omega)$ are independent of the parameter $\sigma$. $u_p(t, \sigma)$ denote the solution of the first equation given by

$$u_p(t, \sigma) = S(t, \sigma)y_0 + \int_0^t s(t - s, \sigma)Bp(s)ds,$$

(2.2)

where we suppose $\omega \subset \Omega$ and $u_d \in L^2(\omega)$.

Next, we formulate the notion of regional averaged controllability which can be found using the regional controllability definitions introduced by El Jai in [3] averaged controllability proposed by Zuazua in [14].

Definition 2.1.

1. The system (2.1) is called $\omega$-exactly regionally averaged controllable to $u_d \in L^2(\omega)$ if there exists a control $p \in L^2(0, T, R^m)$ independent of the parameter $\sigma$ such that

$$u_d = \frac{1}{b-a}\int_a^b u_p(T, \sigma)d\sigma.$$

2. The system (2.1) is called $\omega$-approximately regionally averaged controllable for all $\varepsilon > 0$ if there exists a control $p \in L^2(0, T, R^m)$ independent of the parameter $\sigma$ such that

$$\left\| \frac{1}{b-a}\int_a^b u_p(T, \sigma)d\sigma - u_d \right\| \leq \varepsilon.$$

Remark 2.2. Clearly the definitions notify that we are only interested in steering the state average (relative to such a parameter) to the desired state over the subregion $\omega$.

Let for each $\sigma \in [a, b]$

$$H_{\sigma}: L^2(0, T, R^m) \to L^2(\Omega),$$

$$H_{\sigma}p = \int_0^T s(T - s, \sigma)Bp(s)ds,$$

(2.3)

and let the restriction function defined by

$$\chi_{\omega} : L^2(\Omega) \to L^2(\omega)$$

$$u \mapsto u|_{\omega},$$
where the adjoint is defined by
\[
\chi_\omega^* : L^2(\omega) \to L^2(\Omega),
\]
\[
u \to \begin{cases} u \text{ in } \omega, \\ 0 \text{ in } \Omega \setminus \omega, \end{cases}
\]
The system (2.1) is \(\omega\)-exactly regionally averaged controllable if
\[
\text{Im} \chi_\omega \frac{1}{b-a} \int_a^b H_\sigma d\sigma = L^2(\omega), \tag{2.4}
\]
The system (2.1) is \(\omega\)-approximately regionally averaged controllable if
\[
\text{Im} \chi_\omega \frac{1}{b-a} \int_a^b H_\sigma d\sigma = L^2(\omega). \tag{2.5}
\]

**Remark 2.3.**

1. We can remark that the regional average controllability is weaker than the regional controllability, since we just control the average of the state.
2. The definition that we discuss concerned the transfer of the average of the state subject to the unknown parameter on a region \(\omega\).

**Proposition 2.4.** The system (2.1) is \(\omega\)-exactly regionally averaged controllable if and only if
\[
\ker \chi_\omega + \text{Im} \frac{1}{b-a} \int_a^b H_\sigma d\sigma = L^2(\Omega). \tag{2.6}
\]
The system (2.1) is \(\omega\)-approximately regionally averaged controllable if and only if
\[
\ker \chi_\omega + \text{Im} \frac{1}{b-a} \int_a^b H_\sigma d\sigma = L^2(\Omega). \tag{2.7}
\]

**Proof.** The proof of this proposition is a simple exercise of Controllability. The equalities (2.6) and (2.7) follows from (2.1) with (2.5). The details are straightforward and therefore omitted here. \(\square\)

### 3. Regional averaged controllability problem

Now, we list averaged control problem with the minimum energy that guarantee the transfer of the average solution to a desired state on \(\omega\). The approach developed in this paper is an extension of HUM approach \([4]\). fHUM approach consists on putting the regional controllability problem as a particular case of the Global controllability problem see \([3]\) for instance.

Let us consider the system (2.1) and \(A \in L^2(\Omega)\)
\[
\begin{cases}
\frac{du}{dt} = A(\sigma) u + Bp & t \in (0, T), \\
u = 0 & \partial \Omega \times (0, T), \\
u(0) = u_0 \in D(A(\sigma)).
\end{cases} \tag{3.1}
\]

Note that, using \([4]\), we can proof that (3.1) admit a unique solution \(u_p \in L^2(\Omega)\).

Let
\[
\min_{p \in L^2(0, T)} p^* = \|p\|_{L^2(0, T)},
\]

such that
\[
u_d = \frac{1}{b-a} \int_a^b u_p(T, \sigma) d\sigma \text{ in } \omega, \tag{3.2}
\]
where $u_d \in L^2(\omega)$ is a desired target at time $T$. Let $G$ be a set (closed subspace) of $L^2(\Omega)$ given by

$$G = \{u \in L^2(\Omega); u = 0 \text{ in } \omega\}.$$ 

The problem is to search if there exist a minimum norm of the control $p \in L^2(0, T, \mathbb{R}^m)$ such that $u - u_d \in G$. Furthermore, we introduce the parameter dependent adjoint system in which the data at the final time $t = T$, $v \in G^*$ are independent of the uncertainty parameter $\sigma$.

$$\frac{dv}{dt} = -A^*(\sigma)v \quad t \in (0, T),$$

with

$$G^* = \{v \in L^2(\Omega); v = 0 \text{ in } \Omega \setminus \omega\},$$

and let

$$\|v^0\|^2_{G^*} = \frac{1}{b - a} \int_a^b \|B^* v(t)\|^2 \, dt \, d\sigma,$$

we also consider

$$\frac{d\varphi}{dt} = -A(\sigma)\varphi + BB^* \int_a^b v(t) \, d\sigma, \quad t \in (0, T),$$

and define an operator $M$ by

$$Mv^0 = P(\int_a^b \varphi(t, \sigma)) \, d\sigma,$$

where

$$P = \chi_{a\omega}^* \chi_{\omega}.$$

$M$ is affine and can be wrote as

$$Mv^0 = P\left(\frac{1}{b - a} \int_a^b \varphi_0(t) \, d\sigma + \frac{1}{b - a} \int_a^b \varphi_1(t) \, d\sigma\right),$$

where

$$\frac{d\varphi_0}{dt} = A(\sigma)\varphi_0(t), \quad \varphi_0(0) = u_0,$$

and

$$\frac{d\varphi_1}{dt} = -A(\sigma)\varphi_1 + BB^* \int_a^b v(t) \, d\sigma, \quad \varphi_1(0) = 0.$$ 

Now, let the operator $\Theta : G \to G^0$ defined by

$$\Theta v^0 = P(\varphi_1(t)).$$

Therefore, the regional averaged controllability problem imply to solve the equation

$$\Theta v^0 = \chi_{a\omega}^* u_d - P\left(\frac{1}{b - a} \int_a^b \varphi_0(t) \, d\sigma\right).$$

**Proposition 3.1.**

1. If the system is $\omega$ averaged regionally approximately controllable then (3.4) define a norm.
2. The operator $\Theta$ defined by (3.7) is a positive definite operator.
Proof.

1. Let \( v^0 \) such that \( \|v^0\|^2_{G^*} = 0 \), then

\[
\frac{1}{b-a} \int_a^b \int_0^T \|B^*v(t)\|^2 dt d\sigma = 0,
\]

from which one can conclude that \( B^*v(t) = 0 \).

While the system (3.1) is \( \omega \) averaged approximately regionally controllable, then the kernel of the operator \( H^*\chi^*_\omega \) is zero see [3]. Such kernel can be characterize by \( B^*S(T-t, \sigma)v^0 = 0 \) which gives \( v^0 = 0 \) and (3.4) is a norm.

2. By an easy calculus and using (3.7) on can prove that

\[
(\Theta v^0, v^0)_{G^*G} = \|v^0\|^2_{G^*},
\]

which show that \( \Theta \) is a positive definite operator.

\( \square \)

Proposition 3.2. If the system (3.1) is \( \omega \)-approximately averaged regionally controllable then the equation (3.8) has a unique solution \( v^0 \in G^0 \) and the control \( p^*(t) = B^*v(t) \) is the minimum of the problem (3.2).

Proof. If we consider (3.1) augmented with the control \( p^*(t) = B^*v(t) \) and using the equations (3.6), (3.7), we conclude that

\[
u_d = \frac{1}{b-a} \int_a^b \int_0^T u_p(T, \sigma) d\sigma \text{ in } \omega.
\]

For the uniqueness of optimal control, one can choose two optimal controls \( p, q \) and using easy calculus prove that derivative of the cost is

\[
\frac{2}{b-a} \int_a^b \int_0^T (p^*, p - q) dt d\sigma = 0,
\]

and this establishes the optimality of \( p^* \).

\( \square \)

4. Gradient average controllability problem

Let \( u_p(.) \) be the solution to (2.1) excited by a control \( p \) and suppose that (2.1) has a unique solution such that \( u_p(T) \in H^1(\Omega) \) see [1]. For \( \omega \in \Omega \), we consider

\[
\Lambda_\omega \quad (L^2(\Omega))^n \rightarrow (L^2(\omega))^n
\]

where the adjoint is defined by

\[
\Lambda^*_\omega \quad (L^2(\omega))^n \rightarrow (L^2(\Omega))^n
\]

\[
u \quad \rightarrow \begin{cases} u \text{ in } \omega \\ 0 \text{ in } \Omega \setminus \omega. \end{cases}
\]

Let \( \nabla \) be the operator given by

\[
\Lambda_\omega \quad H^1(\Omega) \rightarrow (L^2(\Omega))^n
\]

\[
u \quad \rightarrow \nabla u = \left( \frac{\partial u}{\partial x_1}, \ldots, \frac{\partial u}{\partial x_n} \right),
\]

with adjoint \( \nabla^* \).

Definition 4.1.

1. The system (2.1) is said to be \( \omega \)-exactly regionally gradient averaged controllable to \( u^g_d \in (L^2(\omega))^n \) if there exists a control \( p \in L^2(0, T, \mathbb{R}^m) \) independent of the parameter \( \sigma \) such that

\[
u^g_d = \Lambda_\omega \nabla \left( \frac{1}{b-a} \int_a^b u_p(T, \sigma) d\sigma \right).
\]
2. The system (2.1) is said to be $\omega$-approximately regionally averaged controllable for all $\varepsilon > 0$ if there exists a control $p \in L^2(0, T, \mathbb{R}^m)$ independent of the parameter $\sigma$ such that

$$\left\| \Lambda_\omega \nabla \left( \frac{1}{b-a} \int_a^b u_p(T, \sigma) d\sigma \right) - u_d^g \right\| \leq \varepsilon.$$ 

Let for each $\sigma \in [a, b]$

$$H^g_\sigma : L^2(0, T, \mathbb{R}^m) \rightarrow H^1(\Omega),$$

$$H^g_\sigma p = \int_0^T s(T-s, \sigma) Bp(s) ds. \quad (4.1)$$

Then the system (2.1) is $\omega$-exactly ($\omega$-approximately) regionally averaged gradient controllable if and only if

$$\text{Im} \Lambda_\omega \nabla \left( \frac{1}{b-a} \int_a^b H^g_\sigma d\sigma \right) = (L^2(\omega))^n \text{ resp. } (\text{Im} \Lambda_\omega \nabla \left( \frac{1}{b-a} \int_a^b H^g_\sigma d\sigma \right) = (L^2(\omega))^n. \quad (4.2)$$

Now, we are apple to state the next proposition

**Proposition 4.2.** The system (2.1) is $\omega$-exactly regionally averaged gradient controllable if and only if

$$\text{Ker} \Lambda_\omega + \text{Im} \Lambda_\omega^* \Lambda_\omega \nabla \left( \frac{1}{b-a} \int_a^b H^g_\sigma d\sigma \right) = (L^2(\Omega))^n. \quad (4.3)$$

The system (2.1) is $\omega$-approximately regionally averaged gradient controllable if and only if

$$\text{Ker} \chi_\omega + \text{Im} \Lambda_\omega^* \Lambda_\omega \nabla \left( \frac{1}{b-a} \int_a^b H^g_\sigma d\sigma \right) = (L^2(\Omega))^n. \quad (4.4)$$

**Proof.** The proof of this proposition is a simple exercise of Controllability. The equalities (4.3) and (4.4) follows from (2.1) with (2.5). The details are straightforward and therefore omitted here. \hfill $\square$

So, to explore an approach devoted to the computation of an optimal control for system (2.1) to a given gradient in the subregion $\omega$. Given $u^g \in (L^2(\omega))^n$, we set

$$\begin{cases}
\frac{du}{dt} = A(\sigma)u + \Lambda_D f_p & t \in (0, T), \\
u = 0 & \partial \Omega \times (0, T), \\
u(0) = u_0 \in D(A(\sigma)).
\end{cases} \quad (4.5)$$

Note that, using [4], we can proof that (4.5) admit a unique solution $u_p \in L^2(\Omega)$. Let

$$\min_{p \in L^2(0, T)} p^* = \|p\|^2_{L^2(0, T)},$$

such that $u_d = \nabla \left( \frac{1}{b-a} \int_a^b u_p(T, \sigma) d\sigma \right)$ in $\omega$,

where $u_d \in L^2(\omega)$ is a desired target at time $T$. Let $G$ be a set (closed subspace) of $L^2(\Omega)$ given by

$$G = \{u \in L^2(\Omega); u = 0 \text{ in } \omega\}.$$ 

The problem is to search if there exist a minimum norm control $p \in L^2(0, T, \mathbb{R}^m)$ such that $u_p - u_d \in G$. Furthermore, we introduce the parameter dependent adjoint system in which the data at the final time $t = T$, $v \in G^*$ are independent of the uncertainty parameter $\sigma$. 


Let the system for $v^0 \in G^*$
\[
\begin{cases}
  \frac{dv}{dt} = -A^*(\sigma)v & t \in (0, T), \\
  v(T) = v^0,
\end{cases}
\]
(4.7)

We assume that it has a unique solution $v \in L^2(0, T; H_0^2(\Omega)) \cap C^3(\Omega \times (0, T))$. For a given $v^0 \in G^*$, we consider system (4.7) and define the mapping
\[
v^0 \in G^* \rightarrow \|v^0\|^2_{G^*} = \frac{1}{b-a} \int_a^b \int_0^T \left( \sum_{i=1}^n < f, \frac{\partial v}{\partial x_i} >_{L^2(D)} \right)^2 dt d\sigma,
\]
(4.8)

which is a semi-norm on $G^*$. We denote the completion of the set $G^*$ with respect to the norm (4.8) again by $G^*$ and consider the system
\[
\begin{cases}
  \frac{du}{dt} = A(\sigma)u + \Lambda_D f \sum_{i=1}^n < f, \frac{\partial v}{\partial x_i} >_{L^2(D)}^2 & t \in (0, T), \\
  u = 0 & \partial \Omega \times (0, T), \\
  u(0) = u_0 \in \Omega,
\end{cases}
\]
(4.9)

which may be decomposed in the following two systems
\[
\begin{cases}
  \frac{du}{dt} = A(\sigma)u_1, & t \in (0, T), \\
  u = 0, & \partial \Omega \times (0, T), \\
  u(0) = u_0 \in \Omega,
\end{cases}
\]
(4.10)

and
\[
\begin{cases}
  \frac{du}{dt} = A(\sigma)u_2(x, t, \sigma) + \Lambda_D f \sum_{i=1}^n < f, \frac{\partial v}{\partial x_i} >_{L^2(D)}^2, & t \in (0, T), \\
  u = 0, & \partial \Omega \times (0, T), \\
  u(0) = u_0 \in \Omega.
\end{cases}
\]
(4.11)

Let $\wedge$ be the operator defined by
\[
\wedge : G^* \rightarrow G^*,
\]
\[
v_0 \mapsto \frac{1}{b-a} \int_a^b P \left( \sum_{i=1}^n \frac{\partial u_2(x, t, \sigma)}{\partial x_i} (T) \right) d\sigma,
\]
(4.12)

where $P = \Lambda^*_u \Lambda_\omega$. With this notation the regional average gradient control on $\omega$ leads to solving the equation
\[
\wedge v_0 = -\frac{1}{b-a} \int_a^b P (\Lambda_\omega(g_d) i - \sum_{i=1}^n \frac{\partial u_1(x, t, \sigma)}{\partial x_i} (T)) d\sigma.
\]
(4.13)

**Proposition 4.3.** If the system (4.5) is $\omega$-approximately averaged gradient regionally controllable then the equation (4.13) has a unique solution $v^0 \in G^0$ and the control $p^*(t) = < F, \nabla v(t) >$ is the minimum of the problem (4.6).

**Proof.** By the same way as the proof of proposition (3.1), one can prove that (4.8) is a norm and that (4.12) is a well definite positive operator. If we consider (4.5) augmented with the control $p^*(t) = < F, \nabla v(t) >$ and using the equations (4.7), (4.12), we conclude that $u_d = \nabla \left( \frac{1}{b-a} \int_a^b u_p(T, \sigma) d\sigma \right)$ in $\omega$.

For the uniqueness of optimal control, one can choose two optimal controls $p, q$ and using easy calculus prove that derivative of the cost is
\[
\frac{2}{b-a} \int_a^b \int_0^T (p^*, p - q) dt d\sigma = 0,
\]
and this establishes the optimality of $p^*$. □
5. Conclusion

Regional controllability treats many problems using independent parameter systems. In this document, we introduce the notion of regional averaged controllability which allows us to consider optimal control problems using dependent parameter systems. We give the definitions and establish the necessary conditions for the regional averaged controllability and the regional averaged gradient controllability of linear systems. We define the averaged optimal control problem and the averaged gradient optimal control problem with minimum energy. We propose the solutions of such problems using an extension of HUM. The paper opens a wide way of research studying other types of semi-linear or nonlinear systems. The proposed method can be generalized to the case of hyperbolic distributed systems, the average controllability of hyperbolic systems can be considered as in [11–13].
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