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Target-driven visual navigation is essential for many applications in robotics, and it has gained increasing interest in recent years. In this work, inspired by animal cognitive mechanisms, we propose a novel navigation architecture that simultaneously learns exploration policy and encodes environmental structure. First, to learn exploration policy directly from raw visual input, we use deep reinforcement learning as the basic framework and allow agents to create rewards for themselves as learning signals. In our approach, the reward for the current observation is driven by curiosity and calculated by a count-based approach and temporal distance. While agents learn exploration policy, we use temporal distance to find waypoints in observation sequences and incrementally describe the structure of the environment in a way that integrates episodic memory. Finally, space topological cognition is integrated into the model as a path planning module and combined with a locomotion network to obtain a more generalized approach to navigation. We test our approach in the DMlab, a visually rich 3D environment, and validate its exploration efficiency and navigation performance through extensive experiments. The experimental results show that our approach can explore and encode the environment more efficiently and has better capability in dealing with stochastic objects. In navigation tasks, agents can use space topological cognition to effectively reach the target and guide detour behaviour when a path is unavailable, exhibiting good environmental adaptability.

Humans and many animals can learn a variety of skills by interacting with their environment, and one useful skill is navigation. Navigation has been widely studied in psychology and neuroscience since 1948 when Tolman introduced the concept of cognitive maps to explain the detour behaviour of rats. Until now, there has been no clear answer to the exact form of cognitive map. However, it is undeniable that animals can build a cognitive model of their environment from raw sensory input and use it to support subsequent actions such as finding food, shelter, or a mate.

Recently, deep reinforcement learning (DRL), a method that integrates the perceptual capability of deep learning (DL) with the decision-making capability of reinforcement learning (RL), has been used to solve control tasks in high-dimensional state space. Relying on a learning framework that can create a direct mapping from raw sensory input to action output, DRL has impressive results in target-driven navigation tasks. Zhu combined pretrained ResNet with a Siamese actor-critic architecture to accomplish target-driven visual navigation. This approach has a good generalization to new targets, but it lacks memory units and performs poorly in complex environments. Mnih proposed an asynchronous RL method and used it to train a model that was combined with long short-term memory (LSTM) network, for navigating in 3D mazes. Jaderbery studied the effects of various auxiliary tasks and found that denser reward feedback was helpful in learning navigation policy. Mirowski constructed a stacked LSTM framework that learns target-driven behaviour in conjunction with depth prediction and loop closure classification tasks and showed that data efficiency and task performance can be greatly improved when additional navigation-related signals are provided. To better transfer learned navigation skills to new environments, Ye introduced a model that includes a custom object recognition module. In this way, the agent can recognize a target regardless of where the image of the object comes from. Although the agent can reach 4 different targets in a scene, it is still not applicable to new environments. Yang proposed a framework that combines a pretrained ResNet with a word encoder to solve the generalization problem in visual semantic navigation. In their setup, they used a graph convolutional network (GCN) to encode semantic priors. It is worth noting that...
noting that this semantic approach is not a good choice for visual navigation tasks, since the target is specified by the image rather than the semantic label. Devo\textsuperscript{12} proposed a novel architecture consisting of two networks, the first of which aims to explore the environment and the other at locating the target. The experimental results show that the agent can transfer learned skills to new environments without fine-tuning. These methods prove that DRL is an effective framework to learn navigation policy, only through vision. However, mapless methods require retraining or at least fine-tuning the model to deal with changes in the environment. In the real world, this operation can be time-consuming or even impossible to complete. Therefore, we want to encode the structure of the environment while the agent learns control policy to better deal with the problems posed by dynamic elements. To cover the state space as soon as possible, we prefer to obtain an exploration policy during the interaction.

As we mentioned above, target-driven behaviour can be obtained based on specified targets and corresponding rewards in the environment; however, what should drive the exploration policy? By reading the literature on cognitive mechanisms in animals\textsuperscript{1-15}, we found that curiosity is one of the motivations for animals to spontaneously explore their environment. Many AI agents take curiosity as an internal mechanism to push them to make sense of the world. Bellemare\textsuperscript{16} proposed a pseudo-count method that generalizes count-based exploration to the non-tabular case, and this method improves the efficiency of agent exploration in some difficult games, especially the game named Montezuma’s Revenge. Ostrovski\textsuperscript{17} replaced the model providing the pseudo-count in Belle-mann’s method with PixelCNN and showed excellent exploration performance in many Atari games. In addition, they found that the mixed Monte Carlo update is a powerful facilitator for exploration. Tang\textsuperscript{18} combined a hash table with classical count-based exploration to compute a novelty bonus for states, and this combination allowed the method to reach near state-of-the-art performance on various continuous DRL benchmarks. Houthooft\textsuperscript{19} introduced an exploration method that creates intrinsic reward by maximizing the information gain of an agent’s beliefs about the dynamics of the environment, which shows superiority in simple video games but still struggles in complex environments. Relying on the theory that new states are more easily distinguished from other states, Fu\textsuperscript{20} used an exemplar model to detect novelty during interaction and combined it with a count-based method to guide exploration in egocentric observation. Pathak\textsuperscript{21} proposed an intrinsic curiosity module (ICM) that calculates intrinsic rewards based on prediction errors to push the agent in VizDoom and Super Mar Bros to explore the environment more efficiently, but it does not work when the agent observes something unpredictable.

The ICM model has given us some insight in building a curiosity-driven approach to exploration, but since predicting the future is harder than retrieving things from memory, we do not use prediction errors as a source of reward. Our reward function is related to episode memory\textsuperscript{22} and consists of two parts: (1) the frequency with which an agent reaches a waypoint is recorded, and these counts are then used to calculate the reward according to the classical count-based method; (2) we also take temporal distance\textsuperscript{23,24} as the basis for assigning rewards, with reward size determined by the environmental steps between the current observation and those in memory. Additionally, we encode the structure of the environment during exploration, and instead of constructing metric maps in previous studies\textsuperscript{25-28}, we use a topological map to represent the state space. This space cognition can be used to gradually cover the environment by integrating observation sequences and as a planning module for navigation systems. Finally, we complement space cognition with a locomotion network that allows the agent to move between waypoints. Our contributions are as follows:

1. A novel navigation architecture that synchronizes learning exploration policy and encoding environmental structure.
2. An intrinsic motivation construct method that guides agents to spontaneously explore the environment and outperforms existing methods in terms of exploration efficiency.
3. Space topological cognition encodes the environmental structure by integrating observational sequences, which agents can use to deal with dynamic blockages without retraining or fine-tuning.

**Background**

**Reinforcement learning foundation.** Standard RL assumes that the agent interacts with the environment in many discrete time steps. At each time step $t$, the agent observes a state $s_t (s \in S)$ and chooses an action $a_t (a \in A)$ based on its policy $\pi$, where $\pi$ is a mapping from the state to the action. In return, the agent enters the next state $s_{t+1}$ and receives a scalar reward $r_t$. This process is continuous until the maximum time steps of an episode or a terminal state are reached. The reward $R_t = \sum_{k=0}^{\infty} \gamma^k r_{t+k}$ is the accumulated return from time step $t$ with discount factor $\gamma \in (0, 1]$. The target of the agent is to maximize the expected return from each state $s_t$, and there are two common methods to do this: value-based and policy-based methods.

The value function $V^\pi (s_t)$ is the expected return of the following policy $\pi$ from state $s_t$, and the more familiar action-value function $Q^\pi (s_t, a_t) = E[R_t | s_t = s, a]$ is defined as the expected return of choosing action $a$ in state $s$ and the following policy $\pi$. In many RL approaches, the action-value function is represented by a function approximator, the famous one being Deep Q Network (DQN)\textsuperscript{25}, which aims to approximate the optimal action-value function by a convolutional neural network (CNN). In contrast to the value-based method, the policy-based method directly parameterizes the policy $\pi (a_t | s_t; \theta)$ and updates the parameter $\theta$ by the gradient ascent on $E[R_t]$. An example of such algorithms is REINFORCE\textsuperscript{26}, which updates the policy parameter $\theta$ in the direction $\nabla_\theta \log \pi (a_t | s_t; \theta)$.

As mentioned above, the value-based method and policy-based method have the same ultimate goal, but they use different methods to obtain policies, and each has its advantages and disadvantages. To combine the advantages of both, the actor-critic (AC)\textsuperscript{27} algorithm is proposed. Within the framework, the actor and critic are represented by policy $\pi$ and value function $V^\pi (s_t)$, respectively, and advantage estimation $A(s_t, a_t) = Q(s_t, a_t) - V(s_t)$.
is used to scale the policy gradient. The operation diagram of the AC algorithm is shown in Fig. 1, which is an iterative optimization process.

**Asynchronous advantage actor-critic algorithm.** The asynchronous advantage actor-critic (A3C) algorithm is an online RL learning method that maintains policy $\pi (a_t|s_t; \theta )$ and value function $V(s_t; \theta_v)$ during interaction and relies on parallel actor-learners to provide accumulated updates. Similar to n-step Q-learning variant, A3C operates in the forward view and uses the same mixed n-step return to update the policy and value function after every $t_{\text{max}}$ actions or when a terminal state is reached. The update is performed by the estimation of advantage function $A(s_t, a_t; \theta, \theta_v)$ given by $R_t - V(s_t; \theta_v)$, where $R_t = \sum_{i=0}^{k-1} \gamma^i r_{t+i} + \gamma^k V(s_{t+k}; \theta_v)$ and $k \in (0, t_{\text{max}}]$. Furthermore, although the parameters $\theta$ of policy $\pi (a_t|s_t; \theta )$ and $\theta_v$ of value function $V(s_t; \theta_v)$ are computed and updated separately, sharing some parameters and adding entropy regularization terms have been shown to help in learning control policies.

In the A3C algorithm, each agent interacts with the environment independently. Due to the random initialization of parameters, the observed state, actions taken and rewards achieved are different between parallel agents, as shown in Fig. 2, thus enabling asynchronous update and reducing the relevance of the training samples. Similar to other nonsynchronous methods, the loss function of the policy and value function are calculated by Eqs. (1) and (2), respectively:

$$f_{\pi} (\theta ) = \log \pi (a_t|s_t; \theta )(R_t - V(s_t; \theta_v))$$

(1)
The losses of each agent are collected and the global network is updated using the standard non-centered RMSProp, as shown in Eqs. (3) and (4). After each update, the global network transmits the policy and value function to each agent.

\[ f_{\pi}(\theta) = (R_{t} - V(s_{t}; \theta_{v}))^{2} \]  

(2)

The losses of each agent are collected and the global network is updated using the standard non-centered RMSProp, as shown in Eqs. (3) and (4). After each update, the global network transmits the policy and value function to each agent.

\[ g = \alpha g + (1 - \alpha)\nabla \theta^{2} \]  

(3)

\[ \theta \leftarrow \theta - \eta \nabla \theta / \sqrt{g + \varepsilon} \]  

(4)

where \( g \) is the moving average of the elementwise squared gradients, \( 0 \leq \alpha \leq 1 \) is a hyperparameter, \( \eta \) is the learning rate and \( \varepsilon \) is a constant added to maintain numerical stability.

**Nav A3C model.** A prominent application of the A3C algorithm in the navigation field is Nav A3C3, which is an end-to-end framework that incorporates multiple objectives. Similar to the A3C algorithm, Nav A3C maximizes accumulated return through actor-critic architecture and uses policy \( \pi (a_{t} | s_{t}; \theta) \) and value function \( V(s_{t}; \theta_{v}) \) to select actions.

Details about the architecture of Nav A3C are shown in Fig. 3. Its encoder is a three-layer convolutional neural network, and to address the memory requirement, Nav A3C employs a stacked LSTM after that. The inputs to this model include: the agent observation \( o_{t} \in \mathbb{R}^{3 \times W \times H} \) (where \( W \) and \( H \) are the width and height of the image), the velocity \( v_{t} \in \mathbb{R}^{6} \), the previous action \( a_{t-1} \in \mathbb{R}^{A} \) and the previous reward \( r_{t-1} \in \mathbb{R} \). Inside the model, the first LSTM layer receives the reward, and the velocity and previously selected action are fed directly to the second recurrent layer. The policy and value functions share all intermediate representations, and each of them is computed by a linear layer. In addition, two auxiliary tasks are used in the Nav A3C model, which we also illustrate in Fig. 3: \( D_{1} \) and \( D_{2} \) are designed to use additional losses to provide depth information about the environment, and the loop closure classification task (L). In the Nav A3C + \( D_{2} \) (L) model, which incorporates auxiliary tasks, the agent is trained by applying a weighted sum of the gradients coming from A3C, the gradients from depth prediction and the gradients from loop closure.

**Navigation method**

In the following sections, we introduce all the components of our method. The first section describes how to create rewards for the agent and use them to guide exploration behaviour. Then, the method for encoding the environment with episode memory as inputs is presented, and finally, the target-driven navigation approach is illustrated.

**Learning exploration policy.** Temporal correlation network. The temporal correlation network (TC-network, \( \phi_{TC} \)) is trained to compute the temporal distance between observations, which is essential for creating rewards and encoding environments. Additionally, the visual perception tasks, including agent location and target detection, rely on this network.

Conceptually, we view the TC-network as a classification task: the network is trained to assign high similarity to temporally close observation pairs and low similarity to temporally distant observation pairs. The architecture of the TC-network is shown in Fig. 4, which consists of two parts: an embedding part \( \phi_{E} \), which is based on ResNet-18\(^{33} \) and used to encode visual input, and a comparator part \( \phi_{C} \) that takes the features as input, and outputs the temporal correlation coefficient \( tc \) between observations (such as \( o_{i} \) and \( o_{j} \)):

\[ tc = \phi_{TC}(o_{i}, o_{j}) = \phi_{C}(\phi_{E}(o_{i}), \phi_{E}(o_{j})) \]  

(5)
The training samples of the TC-network are triples $(o_i, o_{i+k}, y_{ik})$, which consist of two observations and a binary label. These observations are considered close ($y_{ik} = 1$) if they are separated by at most $k$ steps. Negative examples are pairs where the two observations are separated by at least $M \cdot k$ steps, and the hyperparameter $M$ is necessary to create a gap between positive and negative examples. Finally, the network is trained with logistic regression losses to output the probability of positive classes.

**Formulate reward function.** Everyone knows that agents cannot take near-optimal actions until they fully explore their environment or construct a cognitive model of the world\(^{34}\), but the basic question is how to obtain an efficient exploration policy. Relying on simple action entropy maximization as a source of exploration behaviour is difficult in complex environments, and annotating each environment with a hand-designed dense reward is not scalable. One available alternative is curiosity-driven exploration\(^{35}\), which is inspired by biological mechanisms and uses intrinsic motivation to guide exploration. Across different fields, many theorists have suggested the pattern of intrinsic motivation, including empowerment\(^{36}\), surprise\(^{37}\), and novelty\(^{38}\). The way we make up the reward function is based on novelty theory, which shows the animal can reward itself for something novel. Furthermore, our reward function consists of two novelty reward types, both of which are related to episodic memory.

The first part of our reward function is calculated based on a count-based method, and for those models that use the same approach, the novelty of a state-action pair is derived from the number of times the agent visits the pair. Such approaches require an enumerable environmental representation to prevent dimensional explosion problems, which is why the count-based method is not practical for high-dimensional state spaces since most states occur only once. Our approach discretizes the state space by TC-network $\phi_{TC}$: $S \rightarrow W$ and uses waypoints $ow$ ($ow \in W$) to represent the environment. States are mapped to waypoints, so their occurrences can be counted by the corresponding waypoints. These counts are then used to calculate the novelty reward according to classical count-based exploration theory, and such reward $r_{cb}: S \rightarrow R$ is defined as:

$$r_{cb}(o^c, o^w) = \alpha \sqrt{n(\phi_{TC}(o^c, o^w))}$$

where $\alpha \in \mathbb{R} \geq 0$ is the reward coefficient, $o^c$ is the current observation, and $o^w$ is the waypoint. For every mapping $o^c \rightarrow o^w (o^w \in W)$ found, the corresponding $n(\phi_{TC}(o^c, o^w))$ is increased by one. You might be thinking that the count-based method can effectively calculate the novelty reward for each state that has mappings. However, if the mapping does not exist, in other words, the current observation is in the unexplored part of the environment, then how is the reward calculated? That is the next question we want to address.

As described above, animals can reward themselves when they see something novel, but the size of the reward varies with the effort put in by the agent. This idea can be formalized as giving rewards to observations outside the already explored part of the environment, and the magnitude of the reward is proportional to the shortest temporal distance between the current observation and the waypoints. Therefore, the other part of our reward function $r_{td}: S \rightarrow R$ is defined as:

$$r_{td}(o^c, o^w) = \min_{o^w \in W} \left\{ \frac{\beta}{\phi_{TC}(o^c, o^w)} \right\}$$

where $\beta \in \mathbb{R} \geq 0$ is the reward coefficient, $o^c$ is the current observation, and $o^w (o^w \in W)$ is the waypoint stored in memory. The reward function $r^r(o^c, o^w)$ is defined as the sum of the two novelty reward types.

**Figure 4.** The TC-network model.
The reward calculation process is shown in Fig. 5. To determine the novelty rewards of current observations, we must keep track of what has been explored in the environment. Waypoints buffer provides a good choice, they store instances of the past and can update in time as regions are explored.

Learning model. DRL provides an effective framework to enable agents to acquire a control policy for a particular task\(^\text{39}\), and in our method, it is used as the basic method for learning exploration policy. Our learning model is shown in Fig. 6, with an architecture that references the Nav A3C model and makes some adjustments to fit the exploration task. One of the most obvious changes occurs in the structure of the encoder and the memory unit. Because our method does not utilize auxiliary tasks, it does not require a stacked LSTM network to store additional environmental information. The 1-layer LSTM can satisfy the memory requirement, and the convolutional encoder can be relaxed from 3 to 2 layers. To further reduce the training complexity, our convolutional layers output 16 and 32 features, respectively, instead of 32 and 64 for the Nav A3C model. The input to this model includes: the observation \(o_t \in \mathbb{R}^{3 \times W \times H}\) (where \(W\) and \(H\) are the width and height of the image), the previous action \(a_{t-1} \in \mathbb{R}^{|A|}\), and the previous reward \(r_{t-1} \in \mathbb{R}\). At every time step \(t\), action \(a_t\) is selected to maximize reward \(r_t\). It should be noted that the reward \(r_t\) does not include any reward from the environment, except for these two types of novelty rewards. We use the A3C algorithm with n-step look-ahead values to tune the policy \(\pi(a_t | s_t; \theta)\) and value function \(V(s_t; \theta)\) and a regularization penalty for entropy to prevent premature convergence. During the training process, many agent instances interact in parallel with many environmental instances.

Space topological cognition. Episodic memory is one of the sources of our cognition of the world and the basis for animals’ encoding their environment. However, encoding the environment using these observation sequences remains a problem due to their complexity and redundancy. Inspired by the grid cells found in the rat brain, we proposed the concept of waypoints. Waypoints are a special class of observations, each of which can represent a state space within a temporal distance. Relying on the TC-network, we can find waypoints in episodic memory and use them to encode the environment during exploration, and the encoding process can be divided into two stages.

In the initial stage, we need to encode the exploration sequence, as there are no waypoints stored in memory. Assume the agent lasts for \(T\) time steps in an episode and produces an observation sequence \((o_1, o_2, ..., o_T)\). Taking the first elimination of redundant observations as an example, the temporal correlation coefficient between \(o_1\) and the others in the sequence is obtained via the TC-network:

\[
tc^1 = \phi_{TC}(o_1, o_i)
\]
where $t_{c1}$ represents the temporal correlation coefficient of the first iteration and $i \in [2, T]$. According to the threshold $t_{c\theta}$, the observations adjacent to $o_1$ are omitted, and the simplified diagram is shown in Fig. 7. This is the first iteration where all the retained observations cannot be mapped to observation $o_1$, so $o_1$ is the first waypoint $o_1^w$ stored in memory. Then, the sequence is continuously simplified with the retained observations and in the same way until the last observation.

It is worth noting that our method follows the order of observation, and the waypoints within the memory are stored incrementally and connected in theory. However, the agent’s movement is realized by the locomotion network, and the connection between waypoints should be considered to determine whether it applies to the locomotion network. In two cases, we connect waypoints with an edge: if the corresponding waypoints are reachable according to the judgement of the TC-network, or if they are within certain time steps:

\[ e = 1 \Leftrightarrow \phi_{TC}(o_i^w, o_j^w) > t_{cre} \lor |i - j| \leq k \]  

(10)

where $e$ is the connection relationship between waypoints, $o_i^w$ and $o_j^w$ are waypoints, and $t_{cre} \in (0.5, t_{c\theta})$ is the threshold of reachability. The first edge type corresponds to temporal distance, while the second type corresponds to natural spatial adjacency between locations, and both connection types are acceptable for the locomotion network.

In the extension stage, as shown in Fig. 8, we need to continuously discover waypoints in the current exploration trajectory and use them to extend the space cognition.

Therefore, each observation in the current sequence $(o_1, o_2, ..., o_T)^c$ needs to be compared with the waypoints to obtain the temporal correlation coefficient between them:

\[ t_{cc} = \phi_{TC}(o_i^c, o_j^w) \]  

(11)

where $t_{cc}$ represents the temporal correlation coefficient between the current sequence and waypoints, $o_i^c (i \in [1, T])$ is the observation in the current sequence, and $o_j^w (j \in [1, n])$ is the waypoint stored in memory. If all observations in the current sequence can be represented by waypoints, there is no need to update the space.
cognition. Conversely, if there are observations that cannot be mapped by waypoints, then these observations become new waypoints and are added to the memory. At this point, the edges connecting the new waypoints need to be created:

\[ o_{c,i-1} \] is the previous observation of \( o_{c,i} \), \( o_{c,i} \) \((i \in [2, T])\) is the added waypoint from the current sequence, and \( o_{w,j} \) \((j \in [1, n])\) is a waypoint in the memory.

**Navigation implementation.** \( \text{Locomotion network.} \) The purpose of the locomotion network (L-network, \( \phi_L \)) is to assist the agent in completing the motion between waypoints, which maps a pair of observations \((o_i, o_j)\) and produces probabilities \( P(o_i, o_j) \in R^{|A|} \).

Since the input to the L-network are images, the first thing that comes to our mind is the use of inter-frame difference\(^4\) to predict actions, whose salient feature is its real-time nature. However, this approach always runs into trouble in two areas: limited prediction accuracy and easy distraction. To overcome these problems, we use feature space rather than pixel-level inputs to predict actions, and objects encoded by the L-network can be classified into three types: (1) objects that can be influenced by the agent’s actions, (2) objects that cannot be influenced by the agent’s actions but whose actions can influence the agent, and (3) objects that are completely unrelated to the agent’s actions. A good feature space for predicting actions should be closely related to (1) and (2) and not interfered with by (3). The latter is because if there is a variation that is unconsidered for the agent’s actions, then the agent has no incentive to know about it.

In contrast to manually designed features, we use a deep neural network (DNN)\(^4\) to generate features automatically. The L-network model is shown in Fig. 9, which is an end-to-end framework with a forward-inverse structure. One advantage of this framework is that actions are not separated from features but learned together, thus ensuring that there is no incentive for features to encode any objects that cannot influence or are not influenced by the agent’s actions. Inside the model, the forward part \( \phi_F \) is a deep convolutional encoder based on ResNet-18 that calculates the raw observations \((o_i, o_j)\) as feature vectors; the inverse part \( \phi_I \) takes the features as input and produces the probabilities of actions:

\[ P = \phi_L(o_i, o_j) = \phi_I(\phi_F(o_i), \phi_F(o_j)) \] (13)

The training samples of the L-network are similar to those of the TC-network in that it contains a pair of observations separated by \( k \) steps and an action: \((o_{j}, o_{j+k}, a_{o})\), where the action corresponds to the first observation. Training the L-network amount to the learning function \( \phi_L \) is defined as:

\[ \hat{a}_{o} \Leftrightarrow P = \phi_L(o_{i}, o_{i+k}; \theta_L) \] (14)

where \( \hat{a}_{o} \) is the prediction of action \( a_{o} \), and the neural network parameters \( \theta_L \) are trained to optimize \( \min_{\theta_L} \text{loss}(\hat{a}_{o}, a_{o}) \) in a supervised fashion, with a softmax output layer and the cross-entropy loss.

---

**Figure 9.** The L-network model.
Goal reaching process. The navigational tasks are performed in an episodic setting where each episode lasts for fixed time steps. In an episode, the agent uses the space topological cognition constructed during exploration to find an available path to achieve the goal, so we first need to know where the path begins and ends. The location method is shown in Fig. 10. Relying on the TC-network and environmental memory, we can use the goal images \( o^g \) collected during the training process to obtain the location of the goal (red circle) and use the current observation \( o^c \) to locate the agent (yellow circle).

After obtaining the locations of the agent and the goal, we use Dijkstra’s algorithm\(^43\) to find the shortest path between waypoints \( o^w_s \) and \( o^w_g \), marked in red in the topological cognition (Fig. 10) and denoted by Formula (15):

\[ \langle o^w_s, o^w_1, ..., o^w_g \rangle, o^w_s = o^c, o^w_g = o^g \]  

(15)

However, this is not the end of the story. Since space topological cognition is learned in barrier-free environments, the planned paths produced by it are only applicable in non-blocking environments. When there are blockages in the state space, especially a blockage presents in the navigation path (the black blockage in Fig. 10), the agent will stay in front of the blockage. To deal with this situation, space topological cognition must be updated in time according to changes in the environment. In our method, this adjustment is achieved by changing the path cost of unavailable connections between waypoints. During navigation, if the goal is not reached within a certain number of time steps, it proves that there are blockages in the planned path. We need to find the connections that traverse blockages and set their path cost to infinity, thus ensuring that unavailable connections cannot be used for path planning. The new path needs to be replanned based on the revised space cognition. Since waypoints are interconnected and there may be multiple blockages in the environment, reaching the goal is a dynamic process, the flow of which is shown in Fig. 11.

Experiment

In this section, we evaluate the performance of our method on exploration and goal reaching tasks and compare it to relevant baselines.

Experiment setup. Experimental environment. We test our approach and relevant baselines in multiple mazes in DMlab\(^44\), and an illustration of an agent navigating towards a goal in the environment is shown in Fig. 12. In this 3D simulation environment, the agent perceives the environment from a first-person perspective and has access to additional environmental information such as inertial information and local depth information. The action space is discrete while allowing fine control and includes 6 actions: move forwards/backwards, turn left/right, turn left/right + move forwards. The environment runs at 60 frames per second and extrinsic rewards are achieved by reaching apple (worth +1 point) and goal (worth +10 points) in the environment. If the goal is reached, the agent is respawned to a new start location, and the episode does not end until a fixed number of time steps. The software environment for this experiment is Ubuntu 18.04, and the hardware environment is a DELL T7920 workstation with 64 GB RAM, an Intel Xeon Gold 5118 CPU and two Nvidia RTX 2080TI graphics cards. All programs in the experiment were implemented in the Python language.

Baselines. In experiments in which agents were guided to produce exploration behaviour, we compared our method to a baseline set that also had intrinsic motivation as a motivator for exploration. The simplest baseline is the basic RL algorithm trust region policy optimization (TRPO)\(^45\), which relies on the heuristic \( \epsilon \)-greedy method to encourage exploration. Then, we use VIME\(^19\) as a comparator, which is based on a Bayesian neural network (BNN), to perceive dynamic changes in the environment and obtain an exploration policy by maximiz-
ing this information gain. The third baseline is a classifier-centric approach called EX \(^2\), which explores novelty detection relying exclusively on a discriminatively trained exemplar model. Finally, as a sanity check, we also reproduce the state-of-the-art curiosity method ICM\(^2\), which makes predictions in the feature space and formulates curiosity as the error of its actions.

In goal reaching experiments, we take three models equipped with the DRL framework as baselines. One is the well-known feedforward model DQN\(^2\), the other is the recurrent model Deep Recurrent Q Network (DRQN)\(^5\), and the last is Nav A3C\(^3\), which has been mentioned before. In addition, the enhanced version Nav A3C + D\(_2\)L, which jointly learns goal-driven behaviour with auxiliary tasks, is reported in the experiments.

Model implementation. The architecture details of our learning model are as follows. It has two convolutional layers: the first layer has \(8 \times 8\) filters applied with stride \(4 \times 4\) and 16 feature maps, while the second layer has \(4 \times 4\) filters with stride \(2 \times 2\) and 32 feature maps. This is followed by a fully-connected layer with 256 units, and all three layers are followed by a ReLU nonlinearity unit. After that, an LSTM layer with 256 units is used to take the CNN-encoded observation, previous action and reward as input, and the policy and value function are linear projections of the LSTM layer output.

For the TC-network and L-network, their inputs are two observations, each of which is processed by the ResNet-18 encoder and produces a 512-dimensional feature vector. The TC-network first concatenates these features and then puts them in a fully connected network with 4 hidden layers, each with 512 units and a ReLU nonlinearity unit, to predict whether the two observations are adjacent to each other. Likewise, the L-network processes these features together after concatenating them in series. The fully-connected part consists of 2 hidden layers, each with 512 units and a ReLU nonlinearity unit, and a softmax layer with 6 outputs, which correspond to all available actions of the agent.

Hyperparameters. During the exploration, we choose the commonly used A3C algorithm as the basic RL approach and take \(84 \times 84\) RGB observations at 3 frame intervals (4 repetitions of each action) as input. There are 8 workers equipped with a non-centered RMSprop that interact with the environment in parallel. The learning rates are sampled from a log-uniform distribution between 0.0001 and 0.005, and the entropy costs are sampled from a log-uniform distribution between 0.0005 and 0.01.

Figure 11. Flowchart of the procedure for reaching the goal.

Figure 12. Simulation environment. (a) Go forwards. (b) Apple. (c) Goal. (d) Door.
The inputs to the TC-network and L-network are two RGB images at resolution $160 \times 120$ pixels, and all the training data are generated by agents themselves. During the training process, we randomly sample a mini-batch of 64 observation pairs from the replay buffer $B$ and perform an update using the Adam optimizer with learning rate $\alpha = 0.0001$.

**Parameter selection experiment.** We are interested in agents that can spontaneously explore and encode the environment, but some parameters need to be set in advance before testing the performance of our approach. These parameters are related to two aspects, the training details of the TC-network and L-network, and the key factors of the reward function, and we identify them in the maze shown in Fig. 13.

**Sample separation parameter.** In training the TC-network, a threshold $k$ is needed to distinguish between positive and negative sample pairs, and the training samples of the L-network are also distinguished by this value. Therefore, we conduct an experiment by varying $k$ from 1 to 10 and show its effects on these networks. The training results of the TC-network and L-network (1.5 M interaction quantity) are averaged over the top 5 random hyperparameters, and the proportion of waypoints is calculated based on the corresponding TC-network and 30 random observation sequences. Table 1 shows that the training effect of the TC-network is closely related to the difference between positive and negative samples. At the beginning, the accuracy of the TC-network is low due to the small differences between samples. Then, the prediction ability increases with $k$, but the accuracy decreases again when the threshold is greater than a value. Compared with the TC-network, the performance of the L-network decreases continuously with the growth of $k$, especially after $k > 4$. Finally, the number of waypoints decreases as $k$ increases, but when $k$ is greater than a value, as we mentioned before, the predictive power of the TC-network reaches a bottleneck, leading to an increase in the number of waypoints.

The experimental results create a dilemma because the TC-network and L-network are key to the encoding environment and navigation, and we must keep them in good condition. However, we also support storing as few waypoints as possible during the interaction. After comprehensive consideration, we choose data separated by 4 time steps as training samples.

**Interaction volume parameter.** In addition to the threshold $k$, the amount of interaction with the environment is another important parameter in the pretraining phase. In our method, the complexity of the sample consists of two parts: pretraining and online learning. Exploration behaviour is performed through online learning without concern for sample size, but the pretraining effect is related to the number of samples. Table 2 shows the relationship between the interaction volume and the network performance, and the results are averaged over the top 5 random hyperparameters. As shown in Table 2, the accuracy of the TC-network increases with the expansion of the training data and decreases when the network is in an overfitting state. Similarly, the prediction accuracy of

| Threshold $k$ | TC-network (%) | L-network (%) | Waypoints proportion (%) |
|---------------|----------------|--------------|--------------------------|
| 1             | 88.68          | 95.74        | 31.25                    |
| 2             | 91.53          | 95.26        | 22.34                    |
| 3             | 93.06          | 93.42        | 16.27                    |
| 4             | 92.32          | 91.04        | 12.51                    |
| 5             | 90.87          | 86.35        | 11.63                    |
| 7             | 86.59          | 80.73        | 12.48                    |
| 10            | 81.93          | 75.68        | 12.65                    |

Figure 13. Parameter selection environment.
the L-network improves as the interaction volume increases, but the percentage of growth gradually decreases. To train efficiently and maintain the good performance of both networks, the number of pretrained interactions is set as 2.5 M.

In summary, the TC-network and L-network can learn useful controllers based on the trajectories of randomly acting agents and use them for visual perception tasks and short-range navigation. However, since all samples in the pretraining phase are from the same environment, this inevitably leads to a lack of generality in these networks. Therefore, during the subsequent exploration, we collect data from different environments to train these networks twice.

Reward function parameter. Our reward function \( r \) is an augmented reward that includes two types of novelty rewards. To weigh the effects between them, we test the effects of different parameter sets that are set \( \alpha + \beta = 1 \) and sampled within the same interval (0.1) and show two main results: the episode reward (novelty rewards achieved by the agent within 1800 time steps) and the number of interactions required to encode the environment. The results are averaged over the top 5 random hyperparameters and summarized in Fig. 14 after normalization of the data (the lowest result is taken as the criterion). As shown in Fig. 14, relying on a type of novelty reward, where \( \alpha, \beta = (0.0, 1.0) \) or \( \alpha, \beta = (1.0, 0.0) \), the agent can generate various exploration behaviours. However, their exploration is less efficient than agents who use both novelty rewards, which is why these agents require more interaction to encode the environment. Additionally, we can explain the experimental results in terms of the composition of the reward function. Our reward function consists of two parts, each of which focuses on one direction: (1) the count-based method focuses on novelty rewards for already explored environments and encourages the agent to reach seldom visited waypoints, (2) the temporal distance method focuses on calculating novelty rewards for unexplored state spaces and tries to push the agent to distant places. Therefore, it is useful to use these two rewards to guide the exploration.

Among all the agents, the one equipped with parameter sets \( \alpha, \beta = (0.2, 0.8) \) shows the best exploration efficiency and requires less interaction to encode the environment, so we choose \( \alpha = 0.2 \) and \( \beta = 0.8 \) in the following experiment. In addition, unlike the pretraining stage, agents no longer act randomly but learn the exploration policy in the environment (Fig. 13), which is the basis for fine-tuning in the other mazes.

**Exploration method experiment.** This experiment aims to quantitatively evaluate the exploration performance of different learning approaches and training patterns and to illustrate their effects on the efficiency of the encoding environment. The test environments are shown in Fig. 15, where Maze-1 and Maze-2 are inspired by rodent spatial cognition experiments; the former consists of three paths of different lengths, and the latter

| Sample size | TC-network (%) | L-network (%) |
|-------------|----------------|---------------|
| 300 K       | 80.35          | 82.91         |
| 500 K       | 82.42          | 86.57         |
| 1 M         | 87.95          | 90.83         |
| 2.5 M       | 92.63          | 93.78         |
| 5 M         | 91.02          | 93.94         |

**Table 2.** The experimental results of the interaction volume parameter.
consists of a central corridor and six arms. Maze-3 is a common maze that includes different obstacles and multiple paths. There are no extrinsic rewards (such as a goal or fruit) in these mazes.

The performance of each method is evaluated by a uniform count-based reward that is calculated based on the area explored by the agent in an episode. The learning process is presented as an episodic reward/training step diagram, where the agent must explore the environment as much as possible within a time limit of 7200 steps (equivalent to 2 min). At the end of each episode, the agent is respawned into a new location and has to explore the environment again.

Learning exploration from scratch. In our first set of experiments, all exploration policies are learned from scratch. Since the TC-network and L-network require an additional 2.5 M data to complete the pretraining, for a fair comparison, we shift the curves for our method by the number of environmental steps taken to train these networks.

The training curves (averaged over the top 5 random hyperparameters) are shown in Fig. 16. Through the analysis, we draw some conclusions. First, the VIME method achieves good results on simple and clean images in the Atari game but performs poorly in all test mazes. This is because BNN is not sufficient for constructing a dynamic model based on the first-person perspective, so the agents only perform some reactive behaviours during the learning process. The worst case occurs in Maze-1, where this generative model explores areas even smaller than the random-action agent. Second, EX$^2$ is more suitable for challenging image-based environments than VIME, which generates coherent exploration behaviour and guides the agent to reach alcoves of the end in Maze-2. However, EX$^2$ requires a large number of interactions to train the exemplar model, leading it to obtain rewards below 300 in the early training phase. Because of the limited capability of the classifier, as the structure of the maze becomes more complex, more regions are ignored by the agent because they are not rewarded with the novelty they deserve. Finally, for both ICM and our method, they achieved exploration policy greatly exceeding the prior exploration techniques, which proves that both methods are suitable for high-dimensional continuous state spaces. The efficiency of exploration between them is more evident in Maze-3. Because this environment includes many obstacles and hidden areas, relying on prediction errors alone tends to produce dead spots for exploration. Our method, in contrast, generates intrinsic rewards based on episode memory that can drive the agent to explore every corner of the environment. It is also important to note that although the final rewards obtained by ICM and our method in Maze-1 and Maze-2 are almost identical, our method can push the agent to reach distant states and discover more areas through the same interaction.

Table 3 collects the results averaged over the 5 best performances in the learning process. As seen in Table 3, the rewards achieved and the maximum exploration rate increased as the exploration efficiency increased, and
the detailed results for each method are described below. To our surprise, the basic exploration method TRPO, whose behaviour relies on random actions, still covers half of Maze-1 and obtains almost equal rewards to the VIME method in Maze-2. For the second baseline, because the generative model lacks proper inference about environmental dynamics, it is unable to consciously explore the environment and act like purposeless people. The following methods show better performance in high-dimensional visual environments, with EX2 achieving at least 70% coverage in the first two mazes and allowing the agent to reach more than 50% of the area in Maze-3; ICM guides the agent to gain complete cognition of Maze-1 and Maze-2, but it requires a large number of interactions to stabilize the exploration behaviour, and this reasonable policy is not guaranteed in Maze-3. Compared with previous methods, our approach maintains an effective exploration policy in each test maze and uses it to drive agents to cover the environment. Additionally, our method outperforms other methods both in terms of exploration efficiency and the quantity of training data required for policy convergence, a phenomenon evident in Maze-1 and Maze-2.

In addition, as seen in Table 4 (the results are averaged over 3 times), the accuracy of the TC-network and L-network completed in the pretraining stage decreases rapidly in the new test environments. If we insist on not making any adjustments to them, the performance of subsequent encoding and navigation will definitely suffer. We also find that training these networks for each maze is not a wise choice, because this targeted method, while yielding better predictive power, increases the cost of pretraining exponentially and pushes back the process of encoding the environment. Therefore, we train the TC-network and L-network twice in a fine-tuned manner. This is an online method that randomly draws training data from new test environments while learning exploration policy. Generalized training hurts the accuracy of these networks, but this reduction is acceptable for visual perception and navigation tasks (staying above 90%), and the training process can be performed in a 2.5 M interaction (equivalent to a pretraining phase) and does not interfere with the agent’s exploration of the mazes.

| Environment | Method | Reward | The maximum exploration ratio within an episode (%) | The interaction required to encode environment (training step/1e6) |
|-------------|--------|--------|--------------------------------------------------|------------------------------------------------------------|
| Maze-1      | TRPO   | 327.36 | 55.29                                            | ∞                                                          |
|             | VIME   | 321.14 | 53.58                                            | ∞                                                          |
|             | EX2    | 489.27 | 82.43                                            | ∞                                                          |
|             | ICM    | 584.59 | 100.00                                           | 7.93                                                       |
|             | Ours   | 586.32 | 100.00                                           | 4.72                                                       |
| Maze-2      | TRPO   | 232.47 | 41.02                                            | ∞                                                          |
|             | VIME   | 228.34 | 39.98                                            | ∞                                                          |
|             | EX2    | 425.73 | 74.56                                            | ∞                                                          |
|             | ICM    | 567.28 | 100.00                                           | 8.07                                                       |
|             | Ours   | 571.87 | 100.00                                           | 5.15                                                       |
| Maze-3      | TRPO   | 243.49 | 41.73                                            | ∞                                                          |
|             | VIME   | 276.54 | 47.82                                            | ∞                                                          |
|             | EX2    | 339.62 | 58.35                                            | ∞                                                          |
|             | ICM    | 532.27 | 91.64                                            | ∞                                                          |
|             | Ours   | 579.65 | 100.00                                           | 6.54                                                       |

Table 3. The experimental results of learning exploration from scratch.

| Method         | Environment | TC-network (%) | L-network (%) |
|----------------|-------------|----------------|---------------|
| Pre-training   | Parameter selection | 92.36% | 93.78% |
| Maze-1         | 84.52%      | 89.84%         |
| Maze-2         | 85.14%      | 87.43%         |
| Maze-3         | 78.32%      | 89.15%         |
| Targeted training | Maze-1     | 93.16% | 93.12% |
| Maze-2         | 92.67%      | 94.58%         |
| Maze-3         | 92.03%      | 93.24%         |
| Generalization training | Maze-1/Maze-2 | 90.89% | 92.43% |
| Maze-1/Maze-3  | 91.35%      | 92.52%         |
| Maze-2/Maze-3  | 90.62%      | 91.97%         |
| Maze-1/Maze-2/Maze-3 | 90.28% | 91.64% |

Table 4. The secondary training results for the TC-network and L-network.
Learning exploration with fine-tuning method. In the previous section, we showed that the ICM module and our approach can guide agents to explore the environment efficiently. However, this policy is learned from beginning to end in a maze, and we wonder if the fine-tuning method that plays an important role in the generalization training of TC-network and L-network is useful for learning exploration policy. To investigate this issue, we take as input the exploration policy obtained in the parameter selection experiment of the reward function, fine-tune them with intrinsic motivation and extrinsic reward, and compare their training effects with those of the basic method (results produced by learning from scratch).

Fine-tuning with intrinsic motivation. Figure 17 (results are averaged over the top 5 random hyperparameters) shows that both ICM and our method can end random exploration earlier and obtain a more stable control policy after training in combination with the fine-tuning method, but there are differences in the effects of the fine-tuning method on exploration policy across the test mazes. From Table 5 (results are averaged over the 5 best performances in the learning process) we see that in Maze-1 there is no significant difference between the scratch learning mode and the fine-tuned learning mode, both in terms of the rewards achieved and the number of interactions required to cover the environment, but we also find something interesting in the learning curve. Due to the relatively simple structure of Maze-1, the exploration policy can be quickly acquired from scratch. The fine-tuning approach, in which behaviour such as wall walking and obstacle avoidance hidden in its initial parameters, instead results in some mismatches in the early training phase. In Maze-2, the fine-tuning approach significantly speeds up the training efficiency of ICM and allows the policy to converge with fewer interactions compared to learning from scratch, but its contribution to our approach is weak. The role of fine-tuning can be better illustrated in Maze-3, and this impact can be seen in two main ways: one is the performance of the ICM module, where the exploration efficiency increases again after the first policy stabilization; the other is the application of fine-tuning to further reduce the number of interactions needed to encode the maze.

Most importantly, the experimental results show that the fine-tuning approach cannot always play a positive role and sometimes interferes with the learning process, especially in simple environments. In contrast, the fine-tuning approach works more prominently in complex environments, where it can use pretrained policy as input to guide the agent to better adapt to the new environment.

| Environment | Method         | Reward | The maximum exploration ratio within an episode (%) | The interaction required to encode environment (training step/1–6) |
|-------------|----------------|--------|---------------------------------------------------|---------------------------------------------------------------|
| Maze-1      | ICM + scratch  | 584.59 | 100.00                                            | 7.93                                                          |
|             | Ours + scratch | 586.32 | 100.00                                            | 4.72                                                          |
|             | ICM + fine-tuning | 585.16 | 100.00                                            | 7.58                                                          |
|             | Ours + fine-tuning | 585.45 | 100.00                                            | 5.14                                                          |
| Maze-2      | ICM + scratch  | 567.28 | 100.00                                            | 8.07                                                          |
|             | Ours + scratch | 571.87 | 100.00                                            | 5.15                                                          |
|             | ICM + fine-tuning | 566.34 | 100.00                                            | 6.49                                                          |
|             | Ours + fine-tuning | 568.25 | 100.00                                            | 4.81                                                          |
| Maze-3      | ICM + scratch  | 532.27 | 91.64                                              | ∞                                                              |
|             | Ours + scratch | 579.65 | 100.00                                            | 6.54                                                          |
|             | ICM + fine-tuning | 573.49 | 100.00                                            | 7.23                                                          |
|             | Ours + fine-tuning | 572.86 | 100.00                                            | 4.73                                                          |

Table 5. The experimental results of fine-tuning with intrinsic motivation.
Fine-tuning with extrinsic rewards. The reader should keep in mind that the present experiment placed extrinsic rewards in the test setting and used them as drivers to guide exploration. Extrinsic rewards were in the form of goals (Fig. 12b, value + 10) and apples (Fig. 12c, value + 1), whose positions were fixed within an episode and varied randomly across episodes. If the goal is reached, the agent respawns to a new starting position and must explore the maze again, with the performance of each method still measured by the uniform reward it receives within an episode (the area explored was calculated by the count-based method).

We note some particular results in Fig. 18 (results are averaged over the top 5 random hyperparameters) and Table 6 (results are averaged over the 5 best performances in the learning process). Compared to the former method, using extrinsic rewards to conduct fine-tuning reflects a more negative effect; it not only slows down the training process but also confuses the difference between exploration and navigation. This performance impairment is at the root of the policy change because touching the goal can be perceived as achieving a large intrinsic reward during exploration, which makes the state containing the extrinsic attractive reward and the agent wants to reach it consistently. Additionally, since the agent is reset to a new starting position when reaching the goal, the purpose of fine-tuning appears to be to find the goal rather than to explore the environment. This is why agents can quickly gain great rewards in the early training stage, but still need more interaction to complete the exploration, a phenomenon that is very prominent in Maze-1 and Maze-2. The worst happens in Maze-3, where there is no way to cover the entire environment in one episode.

Thus, extrinsic rewards, which are specific objects in the environment, tend to be limited in number and are better suited to lead agents to goal-driven behaviour. In contrast, intrinsic motivation is distributed throughout the state space, and this drive can propel the agent to reach unfamiliar states in the environment and obtain a goal-independent exploration policy.

"Noisy-TV" experiment. In the above text, we observe that the ICM method outperforms other baselines and achieves almost the same performance as our method in the first two test mazes. However, the "couch potato" problem, shown in the noisy-TV experiment, remains a hard problem for this prediction-based curiosity approach. Our method relies on agent observation and memory to guide exploration, and this experiment aims to provide more evidence to verify whether it is more robust to stochastic objects.

The noisy-TV experiment was implemented as follows. In all test environments, the TV was on the agent's frontal display, and its position was fixed within an episode and randomly reset in different episodes. At each step, a random image with a resolution of $21 \times 21$ is displayed on the TV screen, which is independent of the

| Environment | Method         | Reward | The maximum exploration ratio within an episode (%) | The interaction required to encode environment (training step/1–6) |
|-------------|----------------|--------|---------------------------------------------------|---------------------------------------------------------------|
| Maze-1      | ICM + scratch  | 584.59 | 100.00                                            | 7.93                                                          |
|             | Ours + scratch | 586.32 | 100.00                                            | 4.72                                                          |
|             | ICM + fine-tuning | 583.74 | 100.00                                           | 9.13                                                          |
|             | Ours + fine-tuning | 586.56 | 100.00                                         | 7.24                                                          |
| Maze-2      | ICM + scratch  | 567.28 | 100.00                                            | 8.07                                                          |
|             | Ours + scratch | 571.87 | 100.00                                            | 5.15                                                          |
|             | ICM + fine-tuning | 514.63 | 89.46                                           | ∞                                                              |
|             | Ours + fine-tuning | 569.44 | 100.00                                         | 6.83                                                          |
| Maze-3      | ICM + scratch  | 532.27 | 91.64                                            | ∞                                                              |
|             | Ours + scratch | 579.65 | 100.00                                            | 6.34                                                          |
|             | ICM + fine-tuning | 483.16 | 82.95                                           | ∞                                                              |
|             | Ours + fine-tuning | 542.68 | 92.63                                         | ∞                                                              |

Table 6. The experimental results of fine-tuning with extrinsic reward.
agent’s actions and occupies one of the four quadrants observed by the agent, and each pixel in the image is sampled from \([0, 255]\) uniformly sampled.

The experimental results collected in Fig. 19 (results are averaged over the top 5 random hyperparameters) and Table 7 (results are averaged over the 5 best performances in the learning process) show that the performance of both the ICM and our method decreases after adding the randomness source, and it is the ICM that is most affected. While learning from scratch, ICM quickly exhausts its curiosity and stops exploring, and the fine-tuning approach can facilitate exploration to some extent, but the resulting policy is still unsatisfactory. You can see that some parts of the state space cannot be modelled at all, such as leaves blowing in a breeze or the noisy-TV used in this experiment. Their prediction errors remain high and show an irresistible attraction to the agent, which causes the ICM approach to fall into the curiosity trap and degenerate into undesired behaviour. It is clear that the motion of the leaves and the images of the TV are insignificant for exploration, and it is useless for the agent to continue to be curious about them. Therefore, we searched for curiosity based on memory rather than prediction. Relying on comparisons with the past, the agent does not remain curious about such random objects and overcomes the “couch potato” problem. The experimental results show that our method allows reasonable exploration of the environment and acquisition of complete memory for all tested mazes, although the presence of noisy-TV slows down learning. In addition, other causes of environmental randomness will be further discussed in our future work.

**Goal reaching experiment.** In navigational tasks, we compare our approach with a set of navigation models equipped with the DRL framework, including DQN, DRQN, Nav A3C, and an enhanced version of Nav A3C + D2L. Since space topological cognition is done during exploration, it can be used directly to achieve the goal. For a fair comparison, we trained these models using the same training steps used to learn the exploration policy and save the trained models as baselines. The environment applied in section “Fine-tuning with extrinsic rewards” was used to train these models and conduct subsequent goal reaching experiments. Instead of using the extrinsic reward obtained by the agent within an episode (5000 time steps) to evaluate navigation efficiency, we used the percentage of success in reaching the goal at different time steps as a benchmark for comparison.

**Static maze experiment.** In this experiment, the structure in the environment does not change except for the positions of the agent and the target, and we ensure that all operations in our approach are valid. Target localiza-
tion is performed only once at the beginning of an episode, and the only remaining computational operation is
the agent's self-localization.

As shown in Fig. 20 (results are averaged over 30 times), due to the randomness of the target location across
episodes, DQN simply obtains some reactive or wall-following policy held by the encoder weights, which makes
it difficult to derive an effective navigation policy for this method and makes it more desirable to enter the target
state when the agent is localized near the target. The DRQN model is equipped with an LSTM and compensates
for the memory deficit of the DQN, which remembers the target location and returns as many times as possible
in an episode, but it requires a large number of time steps to find the target for the first time. Additional informa-
tion (agent-relative velocity, action and reward) is used in the Nav A3C model, and these inputs further improve
the navigation efficiency. When combined with ground-truth depth map and loop closure, it achieves a similar
performance to our approach in the first two test mazes. However, this phenomenon changes in Maze-3 because
the structure of this environment is more complex, the contribution of depth information to the selection of
actions decreases, and the navigation efficiency of Nav A3C + D2L shows a decreasing trend, while our method
still maintains an efficient navigation policy.

Table 8 (the results are averaged over random 30 episodes in the testing process) presents the navigation
performance of each model in more detail, and we note some particular results for different test environments.
First, there is no doubt that the memory function is crucial for navigation, and the absence of a memory func-
tion significantly reduces the number of times an agent reaches a goal and the rewards it achieves within an
episode. Such a result is more pronounced in environments requiring explicit memory, such as Maze-2, where
the DRQN model has almost twice as much reward as the DQN model. Second, although the DRQN model
outperforms the DQN model in terms of navigation efficiency in all test mazes, the DRQN model still requires
a significant number of time steps to reach the goal. We believe the reason for this is due to the inability of the
agent to clearly identify some observations, which supports the addition of additional inputs and depth informa-
tion to consolidate the mapping relationship between states and actions. Finally, it can be seen from the collected
data that the map-less approach is an alternative to the map-based approach in simple environments, but the
performance of the former decreases in Maze-3, indicating that the map-based approach can better handle the
increased complexity of the state space.

| Environment | Method     | The number of times to reach the goal within an episode | The reward achieved within an episode |
|-------------|------------|--------------------------------------------------------|-------------------------------------|
| Maze-1      | DQN        | 0.65                                                   | 8.74                                |
|             | DRQN       | 0.82                                                   | 11.53                               |
|             | Nav A3C    | 1.39                                                   | 17.28                               |
|             | Nav A3C + D2L | 1.72                                               | 20.34                               |
|             | Ours       | 1.68                                                   | 19.87                                |
| Maze-2      | DQN        | 0.53                                                   | 7.82                                |
|             | DRQN       | 0.94                                                   | 13.16                               |
|             | Nav A3C    | 1.57                                                   | 18.45                               |
|             | Nav A3C + D2L | 2.28                                               | 24.93                               |
|             | Ours       | 2.15                                                   | 23.75                                |
| Maze-3      | DQN        | 0.62                                                   | 8.53                                |
|             | DRQN       | 0.78                                                   | 10.65                               |
|             | Nav A3C    | 1.18                                                   | 14.29                               |
|             | Nav A3C + D2L | 1.32                                               | 17.84                               |
|             | Ours       | 1.67                                                   | 19.58                                |

Table 8. The goal reaching experimental results in static mazes.
In this section, we discuss the performance of each method in state space with dynamic blockages. The test environments have the same layout as Maze-1 but with additional blockages in the maze, whose locations are shown in Fig. 21 (there are still available paths within the maze). We then use the space topological cognition and navigation model obtained in Maze-1 to conduct experiments in the environments shown in Fig. 21.

In fact, as seen in Fig. 22 (the results are averaged over 30 times), adding dynamic blockages to Maze-1 affects the navigation efficiency of all methods. However, the impact of blockages is fatal for map-less methods compared to map-based methods. For DQN and DRQN, these methods prefer to use reactive behaviour to find the target. Therefore, if the agent is separated from the target by a blockage, it will stall at the blockage until the end of the episode, which makes the success rate much lower. Nav A3C and Nav A3C + D2L are also affected, and both of them lose the guarantee of reaching the target when the blockage appears at position A or B, although they have excellent performance in the non-blocking state space. This degradation in performance is more obvious in the last environment because there are two blockages, and the probability of the agent and the target being separated by the blockage increases significantly. Similarly, the success rate of our approach decreases because our approach requires more time steps to guide the agent around the blockage.

Table 9 (results are averaged over 30 random episodes during the test) shows the same trend as in Fig. 22. For all methods the number of times they reach the goal and the rewards achieve decreases as blockages appear, with the methods without maps being the most affected. In particular, the rewards of DQN and DRQN decrease by nearly 30% when blockages are placed at either location A or B and by nearly half in environments that included two blockages. Additionally, the presence of blockages exposes the shortcomings of Nav A3C and Nav A3C + D2L, especially in the case where the agent and the target are placed at both ends of the blockage, where agents constantly attempt to break through the blockage, resulting in a significant decrease in their frequency of reaching the target. Relying on the memory of the environment structure and dynamic path planning mechanism, our approach ensures that the agent can find an available path to reach the goal. Specifically, the agent can correct the topological memory during navigation and use it to bypass blockages A and B. However, due to the increased navigation distance, our approach often requires the entire episode to reach the goal, which results in lower rewards.

Conclusion

In this work, we proposed a novel navigation architecture consisting of intrinsic motivation exploration and space topological cognition. The goal of the first component of our approach is to explore the environment, while the goal of the other component is to encode the environment, and they are specifically designed to work together. Experimental results and analyses highlight the role of reward function and training patterns in learning exploration policy. Additionally, we investigated the navigation performance of agents equipped with space topological cognition in static and semi-dynamic environments.
Our approach is inspired by the cognitive mechanism of animals, which can explore their environment and encode its structure in a synchronized manner. For AI agents, to accomplish spontaneous exploration from raw visual inputs, we used DRL as the basic learning framework and allowed agents to create rewards for themselves. Considering the limitations of prediction-based exploration methods, our reward function is computed based on episode memory and includes two types of novel rewards. Space topological cognition is populated by waypoints during exploration, which is also found in episode memory. Such spatial cognition can be used to gradually cover the environment by integrating exploration sequences and as a planning module for the navigation system.

Although our approach successfully learns exploration policy through the end-to-end DRL framework, the capacity of the 1-layer LSTM can be stretched in very large environments due to its limited memory. In the future, it will be important to increase the LSTM or utilize external memory to improve the capability of our learned model. Moreover, in our approach, the size of spatial cognition grows linearly with the area explored. Again, this can become a problem when navigating in very large environments. A possible solution is secondary sampling, where only the most informative or discriminative waypoints are stored. Finally, we see future work in migrating our approach to the real world and comparing it with vision-based SLAM methods.

### Data availability

The datasets used or analyzed during the current study are available from the corresponding author on reasonable request.
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### Table 9

| Environment          | The number of times to reach the goal within an episode | The reward achieved within an episode |
|----------------------|--------------------------------------------------------|--------------------------------------|
| **Non-blocking**     | DQN 0.65                                               | 8.74                                 |
|                      | DRQN 0.82                                              | 11.53                                |
|                      | Nav A3C 1.39                                           | 17.28                                |
|                      | Nav A3C + D2L 1.72                                     | 20.34                                |
|                      | Ours 1.68                                              | 19.87                                |
| **Block at A**       | DQN 0.51                                               | 7.34                                 |
|                      | DRQN 0.58                                              | 8.06                                 |
|                      | Nav A3C 0.95                                           | 11.52                                |
|                      | Nav A3C + D2L 0.93                                     | 11.48                                |
|                      | Ours 1.28                                              | 14.73                                |
| **Block at B**       | DQN 0.47                                               | 7.15                                 |
|                      | DRQN 0.63                                              | 8.32                                 |
|                      | Nav A3C 0.96                                           | 11.86                                |
|                      | Nav A3C + D2L 0.95                                     | 11.54                                |
|                      | Ours 1.32                                              | 15.06                                |
| **Block at A and B** | DQN 0.38                                               | 5.74                                 |
|                      | DRQN 0.43                                              | 6.28                                 |
|                      | Nav A3C 0.85                                           | 10.64                                |
|                      | Nav A3C + D2L 0.89                                     | 11.37                                |
|                      | Ours 1.15                                              | 13.21                                |
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