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Abstract

The interchange process is a random permutation model that was introduced as a way to study the quantum Heisenberg model. For this model, progress had been made on some specific graphs: trees, the hypercube, the Hamming graph, the complete graph and the two block graph. Here we show that for large enough parameters, both the interchange process and the quantum Heisenberg model have macroscopic clusters on random d-regular graphs. Such a result was only known for the complete graph and the two blocks graph.

1 Introduction and statement of the results

In this paper we will be interested in two similar models: the interchange model and the quantum Heisenberg model (see [8] and [17] for a more thorough presentation of both models). The interchange model was introduced by Harris in [11] and was first used to study the quantum Heisenberg model by Tóth in [16]. Both models can be seen as models of random permutations and it is the point of view we will adopt. The questions that arise when looking at both models concern the cycles of the random permutation: whether two points are in the same cycle, whether there are infinite/macroscopic clusters or only finite small clusters. For both models a simple comparison with percolation tells us that in any dimension there are no infinite cycles for small enough parameters (theorem 6.1 of [8]). For the quantum model, we have a Mermin-Wagner theorem ([13]) which can be interpreted as the absence of infinite cycles in dimension 1 and 2 for any choice of parameters, and we even have polynomial decay of the probability that two vertices are in the same cycle ([3]). We also have that for a slightly different model, the anti-ferromagnetic quantum Heisenberg model, on $\mathbb{Z}^d$ with $d \geq 5$, for large enough weights we have the existence of macroscopic clusters ([7]), because of reflection positivity. Surprisingly this is only known for the anti-ferromagnetic model, not for the usual quantum Heisenberg model. On the complete graph, it was shown that for a parameter larger than 1/2, there are macroscopic cycles for the interchange model and their sizes are given by a Poisson-Dirichlet measure (when the size of the complete graph goes to infinity) in [15]. Similarly, for the quantum Heisenberg model on the two-block graph (a generalization of the complete graph) it was recently shown that there is a sharp phase transition between finite cycles and macroscopic cycles in [6]. On trees, for the interchange model, if the degree is high enough, it is shown that there is a sharp phase transition between finite and infinite cycles ([2],[10],[9]), but we do not have the existence of macroscopic cycles. For the interchange process, the existence of macroscopic clusters has been shown on the complete graph ([5]), the Hamming graph ([14],[11]) and the hypercube ([12] but here the large clusters are only of size $n^{1/2}$, they are not exactly macroscopic) using a similar method.
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In those case the number of cycles is compared to the number of clusters of percolation through a coupling. Here we will use a different but similar technique (percolation is not involved, but we use a lot of the same estimates) to show the existence of macroscopic clusters on $d$-regular graphs for both the interchange process and the quantum Heisenberg model for large enough parameters. For the quantum Heisenberg model, we use the log-convexity of the partition function to get a precise result. Because we do not have an equivalent for the interchange process, our result needs some averaging. Now we will define precisely the models before stating our results. Here we will use the random permutation representation of both models and for our purpose it is actually simpler to start by the interchange model and then introduce the permutation representation of the Heisenberg model.

As both models deal with transposition we need to define a few notations first. For any pair of vertices $(x, y)$, we will call $r_{x,y}$ the transposition that exchanges $x$ and $y$ (identity if $x = y$). For any two permutations $\sigma_1$ and $\sigma_2$, we will call $\sigma_1.\sigma_2$ the composition of the two permutations $(\sigma_1.\sigma_2(x) := \sigma_1(\sigma_2(x)))$. For any permutation $\sigma$ on a finite set, $N(\sigma)$ will be the number of cycles of $\sigma$. The interchange model is defined as follows: we take a finite graph $(V, E)$ and define a continuous-time jump process $(X_t)_{t \in [0, \infty)}$ on the set of permutations of $V$ where $X$ jumps from $\sigma$ to $r_{x,y}.\sigma$ at a rate $W_{x,y}$. Now, for the quantum model, we need an extra parameter $\theta \in (0, \infty)$, and we can define the partition functions $Z_\theta$ by:

$$Z_\theta(t) := \mathbb{E} \left( \theta^{N(X_t)} \right).$$

From this we can define the probability $\mathbb{P}_{\theta,t}$ by:

$$\mathbb{P}_{\theta,t}(A) := \frac{1}{Z_\theta(t)} \mathbb{E} \left( \theta^{X_t} 1_A \right).$$

For any choice of $\theta$ and $t$, we will call $\mathbb{E}_{\theta,t}$ the expectation associated with $\mathbb{P}_{\theta,t}$. Even though adding this $\theta$ term may seem to make the interchange model more complicated, when $\theta$ is an integer, the partition function is just the trace of the exponential of a matrix which gives a lot of information. Furthermore, the special case $\theta = 2$ corresponds to the quantum Heisenberg model. In all these models, what we will look at is the existence of macroscopic cycles, that is to say cycles with a size equal to a positive fraction of the total size of the underlying graph. This only makes sense in the limit when the size of the graphs go to infinity.

We get the existence of such macroscopic cycles on $d$-regular graphs. For any integer $d$, a $d$-regular graph is a graph where all vertices have degree $d$. For given $n$ and $d$, we will call $p_{n,d}$ the uniform probability measure on $d$-regular graphs of size $n$. We define the following function to simplify the statements of the theorems.

**Definition 1.** For any $\theta \in (0, \infty)$ and any $d > 2(1 + \theta)$, we define $T(\theta, d)$ by:

$$T(\theta, d) = \frac{2\theta \log(\theta)}{(\theta - 1)(d - 2(1 + \theta))} \text{ if } \theta \neq 1$$

$$T(1, d) = \frac{2}{d - 4}.$$

The value of $T$ for $\theta = 1$ is such that $T$ is continuous.

We first state our result when $\theta$ is an integer greater or equal to 2 as the result is simpler to understand. In this case we show that for $d > 2(1 + \theta)$, there are macroscopic clusters after time $T(\theta, d)$.

**Theorem 1.** Set $\theta \in \mathbb{N} \setminus \{0, 1\}$ and $d \in \mathbb{N} \cap (2\theta + 1, \infty)$. For any $\eta > 0$, let $A_\eta$ be the event that there is a macroscopic cycle of size larger than $\eta|V|$. For all $t > T(\theta, d)$, there exists $\epsilon, \eta > 0$ such that:

$$p_{d,n} \left( \mathbb{P}_{\theta,t}(A_\eta) \geq \epsilon \right) \xrightarrow{n \to \infty} 1.$$
In the other cases, the result we get is not as straightforward. The idea is that instead of having macroscopic clusters for a parameter larger than $T(\theta, d)$, we get that in any interval $[a, a + T(\theta, d)]$ there are parameters (that may depend on $n$) where we have macroscopic clusters.

**Theorem 2.** Set $\theta \in (0, \infty)$. For any $\eta > 0$, let $A_\eta$ be the event that there is a macroscopic cycle of size larger than $\eta|V|$. For any $d > 2(1 + \theta)$ and $\epsilon < \frac{d-2}{2}$, there exists $\eta > 0$ such that for any $b \geq a > 0$:

$$p_{d,n} \left( \int_{t=a}^{b} \mathbb{P}_{\theta,t}(A_\eta) dt \geq \frac{(b-a) \left( \frac{d}{2} -(\theta + 1)(1+\epsilon) \right) - T(\theta, d)(\frac{d}{2} - (1+\theta))}{(1+\theta) \left( \frac{d}{2} - (1+\epsilon) \right)} \right) \xrightarrow{n \to +\infty} 1. \quad (5)$$

For any $\delta > 0$, there exists $\eta, c > 0$ such that for any $a \geq 0$:

$$p_{d,n} (\exists t \in [a, a + T(\theta, d) + \delta], \text{ such that } \mathbb{P}_{\theta,t}(A_\eta) \geq c) \xrightarrow{n \to +\infty} 1. \quad (6)$$

## 2 A preliminary result for $d$-regular graphs

A practical way to study $d$-regular graphs is the random pairing. For any $n > 0$, such that $nd$ is even, we take a uniform random pairing of $\{1, \ldots, d\} \times \{1, \ldots, n\}$. Then, for any $i, j \in V$ we put as many vertices between $i$ and $j$ as their are pairs of the form $\{(i, a), (j, b)\}$ in our random pairing. Then if we condition on having no multiple edges or loops (edges from a vertex to itself) we get a $d$-regular graph chosen uniformly at random. A nice result of [4] tells us that for any $d$, as $n$ goes to infinity, the probability that there are no loops or multiple edges goes to $e^{-\frac{d^2}{2n}}$. This means that if we can get estimates for the random pairing, we can also easily get them for $d$-regular graphs. In this section, we want to show that with probability going to one as $n$ goes to infinity, all the subsets of a $d$-regular graph up to a given size ($\eta n$ for some $\eta > 0$) do not have much more edges than vertices. This will be the main ingredient for our results.

**Lemma 2.0.1.** Set $\epsilon > 0$. For the random pairing model with $nd$ vertices, for a given subset $V$ of size $dv$ with $\frac{v}{n} \leq \frac{\epsilon}{2d} \cdot \frac{1}{2}$ we have:

$$\mathbb{P}(|E_V| \geq (1+\epsilon)v) \leq e^{-\log(\frac{\epsilon}{2d}) (1+\frac{\epsilon}{2})v}. \quad (7)$$

**Proof.** The idea is the following. At every step we pick a vertex of $V$ that has not been paired. We pick uniformly at random (among the non paired vertices) which vertex it is paired with. It is simple to see that at every step the probability that the vertex is paired with a vertex inside $V$ is smaller or equal to $\frac{d}{dv} = \frac{\epsilon}{n}$. This means that $|E_V|$ is stochastically dominated by a binomial of parameters $(dv, \frac{\epsilon}{n})$. We therefore have for any $\lambda > 0$:

$$\mathbb{E} \left( e^{\lambda|E_V|} \right) \leq \left( 1 + (e^\lambda - 1) \frac{v}{n} \right)^{dv} \leq e^{dv(e^\lambda - 1)\frac{v}{n}}. \quad (8)$$

This means that for any $\alpha, \lambda > 0$:

$$\mathbb{P}(|E_V| \geq \alpha v) \leq e^{dv(e^\lambda - 1)\frac{v}{n} - \lambda \alpha v} = e^{-\lambda v \left( \frac{a - d e^\lambda}{x} \right)} \leq e^{-\lambda v \left( a - d e^\lambda \right)}. \quad (9)$$

By taking $\alpha = 1 + \epsilon$ and $\lambda = \log(\frac{\epsilon}{2d} \frac{v}{n}) \geq 0$, we get:

$$\mathbb{P}(|E_V| \geq (1+\epsilon)v) \leq e^{-\log(\frac{\epsilon}{2d}) (1+\frac{\epsilon}{2})v}. \quad (10)$$

\[\square\]
Lemma 2.0.2. Let \( d \in \mathbb{N} \setminus \{0, 1, 2\} \) be an integer larger than 2. Let \( G_{n,d} \) be a random \( d \)-regular graph chosen according to the measure \( p_{n,d} \). For any \( \epsilon > 0 \), there exists a constant \( C \) such that, for \( k \in (1, n) \cap \mathbb{N} \):

\[
\binom{n}{k} \leq C \left( \frac{n}{k} \right)^k \left( \frac{n}{n-k} \right)^{n-k}.
\] (11)

Proof. By Stirling formula, there exists a constant \( E \) such that, for \( k \in (1, n) \cap \mathbb{N} \):

\[
\frac{n!}{k! (n-k)!} \leq \left( \frac{2n}{e} \right)^n.
\]

The random pairing model has a probability of giving a \( d \)-regular graph uniformly bounded from below in \( n \) this means that there exists a constant \( C' \) such that:

\[
P_d(n) \leq \sum_{k=2}^{n} C' \binom{n}{k} \left( \frac{n}{k} \right)^k \left( \frac{n}{n-k} \right)^{n-k} e^{-\log \left( \frac{2n}{e} \right) (1+\frac{1}{2}) k}
\]

\[
= C' \sum_{k=2}^{n} e^{k \log \left( \frac{n}{k} \right) + (n-k) \log \left( \frac{n}{n-k} \right) - (1+\frac{1}{2}) k \log \left( \frac{2n}{e} \right) - (1+\frac{1}{2}) \log \left( \frac{n}{k} \right)}
\]

\[
= C' \sum_{k=2}^{n} e^{k \log \left( \frac{n}{n-k} \right) - (1+\frac{1}{2}) k \log \left( \frac{2n}{e} \right) - (1+\frac{1}{2}) \log \left( \frac{n}{k} \right) \text{ for } \eta \text{ small enough}}
\]

\[
= C' \sum_{k=2}^{n} e^{-k \log \left( \frac{n}{n-k} \right) - (1+\frac{1}{2}) \log \left( \frac{2n}{e} \right)}
\]

\[
\leq C' \sum_{k=2}^{n} e^{-k \log \left( \frac{n}{n-k} \right) - (1+\frac{1}{2}) \log \left( \frac{2n}{e} \right) \text{ for } \eta \text{ small enough}}
\]

From this we have the desired result. \( \square \)

3 Interchange model

The proofs of our results are similar but unfortunately we need to apply the same methods to different quantities so we need to split the proofs between the interchange model and the quantum case. In both cases, we need the following definition.

Definition 2. For any finite graph \((V,E)\) and any permutation \(\sigma\) of \(V\) we define \(E^\sigma\) as the set of edges of \(E\) with both endpoints in the same cycle of \(\sigma\). That is to say if \((C_i)_{i \in \{1,\ldots,k\}}\) are the cycles of \(\sigma\) then:

\[
E^\sigma := \bigcup_{i \in \{1,\ldots,k\}} \{ \{x,y\} \in E, \text{ such that } x, y \in C_i \}. \] (13)

The reason we look at this set is because it characterizes whether the number of cycles of \(X_t\) will tend to increase or decrease. More precisely, we have the following result.

Lemma 3.0.1. For any finite graph \((V,E)\), any permutation \(\sigma\) and any edge \(\{x,y\}\), we have:

\[
N(\tau_{x,y},\sigma) = \begin{cases} N(\sigma) + 1 & \text{if } \{x,y\} \in E^\sigma \\ N(\sigma) - 1 & \text{if } \{x,y\} \not\in E^\sigma \end{cases} \] (14)
Proof. It is easy to see that the cycles of $\sigma$ and $\tau_{x,y}\sigma$ are the same except for those that contain $x$ or $y$. If $\{x, y\} \in E^s_n$ then $x$ and $y$ are in the same cycle in sigma but this cycle is split in two in $\tau_{x,y}\sigma$ so we get $N(\tau_{x,y}\sigma) = N(\sigma) + 1$. Conversely, if $\{x, y\} \notin E^s_n$ then $x$ and $y$ are in two distinct cycles in sigma but these cycles are merged in $\tau_{x,y}\sigma$ so we get $N(\tau_{x,y}\sigma) = N(\sigma) - 1$. \hfill \square

From this we have that if $|E^s_n|$ is small then the number of cycles of $X$ will tend to decrease with time. Furthermore, if there is no macroscopic cycle, our result on $d$-regular graphs implies that $|E^s_n|$ will be small and therefore the number of cycles will tend to decrease. Then the arguments boils down to saying that the number of cycles is between 1 and $n$ so it can only decrease for so long and this means that there has to be a macroscopic cluster after a reasonable amount of time. We start by proving our result for the interchange model.

Lemma 3.0.2. Let $(V, E)$ be a finite graph with the following property: there exists $\epsilon, \eta > 0$ such that for any subset $S$ of $V$ if $|S| \leq \eta|V|$ then the number of edges inside $S$ (that we will note $E_S$) satisfies $|E_S| \leq (1 + \epsilon)|S|$. Then if $A_\eta$ is the event that there is a cycle larger than $\eta|V|$ we have:

$$2(|E| - (1 + \epsilon)|V|) \frac{1}{s} \int_{t=a}^{a+s} \mathbb{P}_t(A_\eta)dt \geq |E| - \left(2(1 + \epsilon) + \frac{1}{s}\right)|V|.$$  \hspace{1cm} (15)

Proof.

$$\frac{\partial}{\partial t} \mathbb{E}(N(X_t)) = \mathbb{E}_t \left(2|E^s_n| - |E|\right)$$
$$= \mathbb{E}_t \left((2|E^s_n| - |E|)1_{A_\eta}\right) + \mathbb{E}_t \left((2|E^s_n| - |E|)(1 - 1_{A_\eta})\right)$$
$$\leq |E|\mathbb{P}_t(A_\eta) + \mathbb{E}_t \left((2(1 + \epsilon)|V| - |E|)1_{A_\eta}\right)$$
$$= |E|\mathbb{P}_t(A_\eta) + (2(1 + \epsilon)|V| - |E|)\mathbb{E}_t \left((1 - 1_{A_\eta})\right)$$
$$= (2(1 + \epsilon)|V| - |E|) + 2(|E| - (1 + \epsilon)|V|)\mathbb{P}_t(A_\eta).$$  \hspace{1cm} (16)

Then we have that $0 \leq N(X_t) \leq |V|$. Therefore for any $a \geq 0$ and $s > 0$:

$$\frac{1}{s} \int_{t=a}^{a+s} \frac{\partial}{\partial t} \mathbb{E}(N(X_t))dt = \frac{\mathbb{E}(N(X_{a+s})) - \mathbb{E}(N(X_a))}{s} \geq -\frac{|V|}{s}. $$  \hspace{1cm} (17)

By putting the two inequalities together, we get:

$$\frac{1}{s} \int_{t=a}^{a+s} (2(1 + \epsilon)|V| - |E|) + 2(|E| - (1 + \epsilon)|V|)\mathbb{P}_t(A_\eta)dt \geq -\frac{|V|}{s}. \hspace{1cm} (18)$$

Therefore:

$$(2(1 + \epsilon)|V| - |E|) + 2(|E| - (1 + \epsilon)|V|)\frac{1}{s} \int_{t=a}^{a+s} \mathbb{P}_t(A_\eta)dt \geq -\frac{|V|}{s}. \hspace{1cm} (19)$$

Finally:

$$2(|E| - (1 + \epsilon)|V|) \frac{1}{s} \int_{t=a}^{a+s} \mathbb{P}_t(A_\eta)dt \geq |E| - \left(2(1 + \epsilon) + \frac{1}{s}\right)|V|. \hspace{1cm} (20)$$

\hfill \square
We see that if the set of edges is large enough compared to the set of vertices, this gives us a lower bound on the average of \( P_t(A_\eta) \) on intervals. Unfortunately, the interval need to be large enough for the rightmost term to be positive so we only get result on average for some times, not for a given time. This result is similar to the one obtained on the hypercube in [12]. Now we have everything we need to get our main result for \( d \)-regular graphs in the case \( \theta = 1 \).

**Lemma 3.0.3.** Set \( d \geq 5 \). For any \( \eta > 0 \) and any finite graph \( (V, E) \), let \( A_\eta \) be the event that there is a macroscopic cycle of size larger than \( \eta |V| \). For any \( \epsilon \in (0, \frac{d-2}{2}) \), there exists \( \eta > 0 \) such that for any \( a \geq 0 \) and any \( s > 0 \):

\[
p_{d,n} \left( \frac{s}{a} \int_{t=a}^{a+s} P_t(A_\eta) dt \geq \frac{d - 2 \left(2(1 + \epsilon) + \frac{1}{2}\right)}{2(d - 2(1 + \epsilon))} \right) \rightarrow 1. \tag{21}
\]

For any \( \delta > 0 \), there exists \( \eta, c > 0 \) such that for any \( a \geq 0 \):

\[
p_{d,n} \left( \frac{s}{a} \int_{t=a}^{a+s} P_t(A_\eta) dt \geq c \right) \rightarrow 1. \tag{22}
\]

**Proof.** By lemma 2.0.2, for any \( \epsilon > 0 \), there exists \( \eta > 0 \) such that the probability that a \( d \)-regular graph with \( n \)-vertices has no subset \( S \) of size smaller than \( \eta n \) with more than \( (1 + \epsilon)|S| \) edges goes to 1 as \( n \) goes to infinity. Let \( (V, E) \) be such a graph, by lemma 3.0.2 we have:

\[
2(|E| - (1 + \epsilon)|V|) \frac{s}{a} \int_{t=a}^{a+s} P_t(A_\eta) dt \geq |E| - \left(2(1 + \epsilon) + \frac{1}{s}\right)|V|. \tag{23}
\]

For our graph, we have \( |V| = n \) and \( |E| = \frac{nd}{2} \) so:

\[
2 \left(\frac{nd}{2} - (1 + \epsilon)n\right) \frac{s}{a} \int_{t=a}^{a+s} P_t(A_\eta) dt \geq \frac{nd}{2} - \left(2(1 + \epsilon) + \frac{1}{s}\right)n. \tag{24}
\]

If \( \epsilon < \frac{d-2}{2} \) we get:

\[
\frac{1}{s} \int_{t=a}^{a+s} P_t(A_\eta) dt \geq \frac{d - 2 \left(2(1 + \epsilon) + \frac{1}{2}\right)}{2(d - 2(1 + \epsilon))}. \tag{25}
\]

For any \( \delta > 0 \), by taking \( \epsilon = \frac{(d-4)(1+\delta(d-4))}{8(2+\delta(d-4))} < \frac{d-4}{8} \) and the corresponding \( \eta \) we get:

\[
\int_{t=a}^{a+s} P_t(A_\eta) dt \geq \frac{2}{d-4} + \delta \frac{d - 4 - \left(\frac{(d-4)(1+\delta(d-4))}{2(2+\delta(d-4))} + \frac{d-4}{2+\delta(d-4)}\right)}{2(d - 2(1 + \frac{d-4}{8}))} \tag{26}
\]

\[
= \frac{(d - 4)(1 + \delta(d - 4))}{8 + \frac{d}{2}(d - 4)} > 0.
\]

Now we can look at the quantum case. The ideas are the same but instead of looking at the expectation of the number of cycles we look at the partition function.
Lemma 3.0.4. Set $\epsilon, \theta, \eta > 0$, with $\theta \neq 1$. Let $(V, E)$ be a graph such that any subset $S$ of $V$ of size smaller than $\eta n$ has less than $(1 + \epsilon)|S|$ edges. Let $A_\eta$ be the event that $X_t$ has a cycle of size larger than $\eta|V|$. For any $t \geq 0$:

$$\frac{\theta}{\theta - 1} \frac{\partial}{\partial t} \log(Z_\theta(t)) \leq ((\theta + 1)(1 + \epsilon)|V| - |E|) + (1 + \theta) (|E| - (1 + \epsilon)|V|) \mathbb{P}_{\theta,t}(A_\eta).$$

(27)

Proof. We have:

$$\frac{\partial}{\partial t} Z_\theta(t) = \sum_{e \in E} \mathbb{E}_t \left( \theta^{N_{\tau_e} X_t} - \theta^{N(X_t)} \right)$$

$$= \sum_{e \in E} \mathbb{E}_t \left( \theta^{N(X_t)} \left( \theta^{N_{\tau_e} X_t} - N(X_t) - 1 \right) \right)$$

$$= \sum_{e \in E} \mathbb{E}_t \left( \theta^{N(X_t)} \left( (\theta - 1) e_{\in E_{\tau_e} X_t} + \left( \frac{1}{\theta} - 1 \right) e_{\notin E_{\tau_e} X_t} \right) \right)$$

$$= \mathbb{E}_t \left( \theta^{N(X_t)} \left( (\theta - 1)|E_{\tau_e} X_t| - \frac{\theta - 1}{\theta} (|E| - |E_{\tau_e} X_t|) \right) \right)$$

$$= \frac{\theta - 1}{\theta} \mathbb{E}_t \left( \theta^{N(X_t)} \left( (\theta + 1)|E_{\tau_e} X_t| - |E| \right) \right)$$

(28)

Now we introduce the event $A_\eta$:

$$\mathbb{E}_t \left( \theta^{N(X_t)} \left( (\theta + 1)|E_{\tau_e} X_t| - |E| \right) \right)$$

$$= \mathbb{E}_t \left( \theta^{N(X_t)} \left( (\theta + 1)|E_{\tau_e} X_t| - |E| \right) 1_{A_\eta} \right) + \mathbb{E}_t \left( \theta^{N(X_t)} \left( (\theta + 1)|E_{\tau_e} X_t| - |E| \right) (1 - 1_{A_\eta}) \right)$$

$$\leq \mathbb{E}_t \left( \theta^{N(X_t)} \theta|E| 1_{A_\eta} \right) + \mathbb{E}_t \left( \theta^{N(X_t)} \left( (\theta + 1)(1 + \epsilon)|V| - |E| \right) (1 - 1_{A_\eta}) \right)$$

$$= Z_\theta(t) \theta|E| \mathbb{P}_{\theta,t}(A_\eta) + ((\theta + 1)(1 + \epsilon)|V| - |E|) Z_\theta(t) (1 - \mathbb{P}_{\theta,t}(A_\eta))$$

$$= ((\theta + 1)(1 + \epsilon)|V| - |E|) Z_\theta(t) + ((\theta + 1)|E| - (\theta + 1)(1 + \epsilon)|V|) Z_\theta(t) \mathbb{P}_{\theta,t}(A_\eta).$$

(29)

Thus we have

$$\frac{\theta}{\theta - 1} \frac{\partial}{\partial t} \log(Z_\theta(t)) \leq ((\theta + 1)(1 + \epsilon)|V| - |E|) + (1 + \theta) (|E| - (1 + \epsilon)|V|) \mathbb{P}_{\theta,t}(A_\eta).$$

(30)

The proof of theorem 2 for general $\theta$ is similar to the proof of lemma 3.0.3 for the case $\theta = 1$.

Proof of theorem 2 The case $\theta = 1$ is done in lemma 3.0.3. We now focus on the case $\theta \neq 1$. The first thing to notice is that the number of cycles of $X_t$ is between 0 and $|V|$ so:

$$0 \leq \frac{\theta}{\theta - 1} \log(Z_\theta(t)) \leq |V| \frac{\theta \log(\theta)}{\theta - 1}.$$

(31)

This means that for any $a \geq 0$ and $s > 0$ we get:

$$\int_{t=a}^{a+s} \frac{\theta}{\theta - 1} \frac{\partial}{\partial t} \log(Z_\theta(t)) \, dt \geq -|V| \frac{\theta \log(\theta)}{\theta - 1}.$$

(32)

Then, by lemma 3.0.4 we have for any $0 \leq a < b$:

$$\int_{t=a}^{a+s} \frac{\theta}{\theta - 1} \frac{\partial}{\partial t} \log(Z_\theta(t)) \leq s ((\theta + 1)(1 + \epsilon)|V| - |E|) + (1 + \theta) (|E| - (1 + \epsilon)|V|) \int_{t=a}^{a+s} \mathbb{P}_{\theta,t}(A_\eta) \, dt.$$

(33)
By putting the two together we get:

\[
\begin{align*}
s ((\theta + 1)(1 + \epsilon)|V| - |E|) + (1 + \theta) \left( |E| - (1 + \epsilon)|V| \right) \int_{t=a}^{a+s} \mathbb{P}_{\theta,t}(A_\eta) dt & \geq -|V| \frac{\theta \log(\theta)}{\theta - 1}. \tag{34}
\end{align*}
\]

By lemma \[2.0.2\] for any \( \epsilon > 0 \), there exists \( \eta > 0 \) such that the probability that a d-regular graph with \( n \)-vertices has no subset \( S \) of size smaller than \( \eta n \) with more than \( (1 + \epsilon)|S| \) edges goes to 1 as \( n \) goes to infinity. Let \((V, E)\) be such a graph, we have \( |V| = n \) and \( |E| = \frac{nd}{2} \) so:

\[
\begin{align*}
s \left( (\theta + 1)(1 + \epsilon)n - \frac{nd}{2} \right) + (1 + \theta) \left( \frac{nd}{2} - (1 + \epsilon)n \right) \int_{t=a}^{a+s} \mathbb{P}_{\theta,t}(A_\eta) dt & \geq -\frac{\theta \log(\theta)}{\theta - 1}.
\end{align*}
\]

Which is equivalent to:

\[
\begin{align*}
(1 + \theta) \left( \frac{d}{2} - (1 + \epsilon) \right) \int_{t=a}^{a+s} \mathbb{P}_{\theta,t}(A_\eta) dt & \geq s \left( \frac{d}{2} - (\theta + 1) + (1 + \epsilon) \right) - \frac{\theta \log(\theta)}{\theta - 1}.
\end{align*}
\]

If \( \epsilon < \frac{d-2}{2} \) we get:

\[
\begin{align*}
\int_{t=a}^{a+s} \mathbb{P}_{\theta,t}(A_\eta) dt & \geq s \left( \frac{d}{2} - (\theta + 1) + (1 + \epsilon) \right) - \frac{\theta \log(\theta)}{\theta - 1}.
\end{align*}
\]

If \( d > 2(\theta + 1) \), set \( s_d := \frac{\theta \log(\theta)}{(\theta - 1)(\frac{d}{2} - (\theta + 1))} \). For any \( \delta > 0 \), by taking \( \epsilon = \frac{\delta}{2(s_d + \delta)} - \frac{\theta \log(\theta)}{(\theta - 1)(\frac{d}{2} - (\theta + 1))} \) and the corresponding \( \eta \) we get for any \( a \geq 0 \):

\[
\begin{align*}
\int_{t=a}^{a+s_d + \delta} \mathbb{P}_{\theta,t}(A_\eta) dt & \geq \frac{d}{2} - (\theta + 1) \left( \frac{d}{2} - (1 + \epsilon) \right) \delta > 0.
\end{align*}
\]

Now, we give the main ingredient for the quantum case.

**Lemma 3.0.5.** We have that for all \( \theta \in \mathbb{N}^* \), \( Z_\theta(t) \) is log-convex in \( t \).

**Proof.** For \( \theta = 1 \) the result is trivial. For \( \theta \geq 2 \), there exists a symmetric matrix \( H_\theta \) such that \( Z_\theta(t) = \text{Tr} \left( e^{t H_\theta} \right) \) (theorem 2.3 of \[17\]). This means that it is a linear combination with positive coefficients of exponential functions which is always log-convex.

This result allows us to get a much more precise statement when \( \theta \) is an integer. We now give the proof of theorem \[1\].

**Proof of theorem**\[1\] We have \( 1 \leq N(X_t) \leq |V| \) and therefore \( 0 \leq \log \left( Z_\theta(t) \right) \leq |V| \log(\theta) \). We also have \( \log \left( Z_\theta(0) \right) = |V| \log(\theta) \). This means that for any \( t \):

\[
\frac{1}{|V|} \log(Z_\theta(t)) - \frac{1}{|V|} \log(Z_\theta(0)) \geq -\frac{\log(\theta)}{t}.
\]

(39)

Because the partition function is log-convex, we have:

\[
\frac{1}{|V|} \log(Z_\theta(t)) - \frac{1}{|V|} \log(Z_\theta(0)) \leq \frac{1}{|V|} \frac{\partial}{\partial t} \log \left( Z_\theta(t) \right).
\]

(40)
By putting the two together, we get:

\[
\frac{1}{|V|} \frac{\partial}{\partial t} \log \left( \frac{Z_\theta(t)}{|V|} \right) \geq - \frac{\log(\theta)}{t}.
\] (41)

By lemma 3.0.4 we then have:

\[
\frac{1}{|V|} \left( (\theta + 1)(1 + \epsilon)|V| - |E| \right) + (1 + \theta) \left( |E| - (1 + \epsilon)|V| \right) \mathbb{P}_{\theta,t}(A_\eta) \geq - \frac{\theta \log(\theta)}{(\theta - 1)t}. \] (42)

By lemma 2.0.2, for any \( \epsilon > 0 \), there exists \( \eta > 0 \) such that the probability that a d-regular graph with \( n \)-vertices as no subset \( S \) of size smaller than \( \eta n \) with more than \( (1 + \epsilon)|S| \) edges goes to 1 as \( n \) goes to infinity. Let \((V, E)\) be such a graph, we have \(|V| = n\) and \(|E| = \frac{n^2}{2}\) so:

\[
\left( (\theta + 1)(1 + \epsilon) - \frac{d}{2} \right) + (1 + \theta) \left( \frac{d}{2} - (1 + \epsilon) \right) \mathbb{P}_{\theta,t}(A_\eta) \geq - \frac{\theta \log(\theta)}{(\theta - 1)t}. \] (43)

And therefore:

\[
\mathbb{P}_{\theta,t}(A_\eta) \geq \frac{d/2 - (1 + \theta)(1 + \epsilon) - \frac{\theta \log(\theta)}{(\theta - 1)t}}{(1 + \theta) \left( d/2 - 1 - \epsilon \right)}.
\] (44)

We will write \( t_d := \frac{2\theta \log(\theta)}{(\theta - 1)} \frac{1}{d/2 - 1 - \epsilon}. \) We see that for any \( \delta > 0 \) there exists \( \epsilon > 0 \) such that:

\[
\frac{d/2 - (1 + \theta)(1 + \epsilon) - \frac{\theta \log(\theta)}{(\theta - 1)(t_d + \delta)}}{(1 + \theta) \left( d/2 - 1 - \epsilon \right)} > 0.
\] (45)

This means that for any \( \delta > 0 \), there exists \( \epsilon, \eta > 0 \) such that

\[
\liminf_{n \to \infty} \mathbb{P}_{\theta,t_d+\delta}(A_\eta) \geq \frac{d/2 - (1 + \theta)(1 + \epsilon) - \frac{\theta \log(\theta)}{(\theta - 1)(t_d + \delta)}}{(1 + \theta) \left( d/2 - 1 - \epsilon \right)} > 0.
\] (46)

\[ \square \]
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