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A B S T R A C T

Surface reconstruction is a fundamental problem in 3D graphics. In this paper, we propose a learning-based approach for implicit surface reconstruction from raw point clouds without normals. Our method is inspired by Gauss Lemma in potential energy theory, which gives an explicit integral formula for the indicator functions. We design a novel deep neural network to perform surface integral and learn the modified indicator functions from un-oriented and noisy point clouds. We concatenate features with different scales for accurate point-wise contributions to the integral. Moreover, we propose a novel Surface Element Feature Extractor to learn local shape properties. Experiments show that our method generates smooth surfaces with high normal consistency from point clouds with different noise scales and achieves state-of-the-art reconstruction performance compared with current data-driven and non-data-driven approaches. The source code is available at https://github.com/Submanifold/LMIRecon.
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1. Introduction

Surface reconstruction has been extensively studied for more than three decades due to its rich applications [1]. Many elegant classical (non-data-driven) implicit approaches can generate high-fidelity surfaces when the input contains orientated normals with global consistency [2,3,4,5,6,7]. However, it is not a trivial task to obtain accurately oriented normals from raw point clouds. What is more, non-data-driven methods usually do not have a mechanism to distinguish noise. Thus, their performance degenerates when the scanning noise is large or the per-point normal estimation is inaccurate.

In recent years, deep learning has gradually extended to increasing 3D geometric problems such as point cloud classification, segmentation, normal estimation, and surface reconstruction [9,10,11,12,13,14,15,16]. Previous studies indicate that deep neural networks can be good representations of implicit functions, and some data-driven methods for implicit representation have been proposed [15,17,18]. However, many of them are data-specific, specializing in particular categories, and have poor generalizability. Reconstructing high-quality surfaces from arbitrary un-oriented point clouds with complex geometric topology remains a challenging problem.

Points2Surf [8] is an outstanding and representative work to directly estimate the implicit functions for arbitrary point clouds without normals. It learns the absolute distance through a detailed local patch and learns the sign from a global sampling. Points2Surf has good generalizability and adapts to different noise scales. However, it may produce bumpy surfaces with ripples and cause a decrease in normal consistency when we observe the reconstruction details.

Motivated by Gauss lemma in potential energy theory [19,20], we propose a method to directly learn modified indicator functions from raw point clouds. Gauss lemma indicates that the indicator value can be expressed as an explicit surface integral when given a proper kernel function. GR [7] is a classical reconstruction method based on Gauss lemma. It can generate high-quality surfaces with clean input and avoid overfitting to noisy sample points to a certain extent. However, this method requires globally oriented normals and relies heavily on the normal accuracy, especially orientation consistency. As shown in Fig. 2, GR can generate a high-quality surface when the sampling is clean and the input normals are accurate. However, its performance degrades greatly when the normal estimation is...
Fig. 1. Comparison of our method with Screened Poisson Surface Reconstruction (SPR) \([5]\) and Points2Surf \([8]\). They are representative approaches for non-data-driven and data-driven reconstruction, respectively. SPR tends to overfit the noisy points when the input point cloud is unclean. Points2Surf may produce bumpy surfaces with ripples. Our method can generate smooth surfaces with better normal consistency from raw and noisy inputs.

If we use the traditional way to process the surface integral in Gauss lemma as GR, we will encounter the same severe singularity problems near the surface. That is, the integrand tends to infinity. A complicated refinement process is always required for approximation. Even so, the noise and the inaccurate normals still affect the results. Thus, we leverage the powerful learning ability of neural networks. We propose a novel Surface Element Feature Extractor (SEF Extractor), which aggregates local shape properties for accurate calculation in the singular area. Performing global surface integral by the neural network is also a novel problem. In this work, we process it by aggregating the point-wise contributions in the network. To obtain accurate point-wise information, we concatenate features with different scales from local to global latent. The indicator prediction is obtained by the sum of the point-wise values. Through this approach, we have access to an effective mechanism for supervising the global latent vector and distributing the potential errors to sample points so as to produce robust and smooth reconstructions.

We conduct sufficient experiments on different datasets with varying noise, different sampling densities and artifacts. The results indicate that our method outperforms the existing data-driven and non-data-driven approaches on reconstruction from un-oriented point clouds, especially with greater advantage in normal consistency.

2. Related Works

Surface reconstruction from point clouds is an extensively studied topic in computer graphics. Many outstanding algorithms are available. In this section, we briefly review several existing data-driven and non-data-driven implicit-based approaches that are most relevant to us.

2.1. Implicit representation

An implicit function \(f : \mathbb{R}^3 \rightarrow \mathbb{R}\) is defined in three-dimensional Euclidean space and the surface can be presented
as a level set of the implicit function. This function is always encoded on a volumetric grid or an octree, and can also be represented by a neural network [15, 17]. The commonly used implicit functions include indicator functions [3, 5, 7] and signed distance functions [21, 4, 8]. The traditional indicator function has value zero outside the surface and value one inside. Thus, it is discontinuous near the surface. To address this problem, Kazhdan et al. [3, 5] apply a smooth filter to the normal field. Lu et al. [7] utilize a modified Gauss formula to construct a relatively smooth function near the surface. Different from these traditional methods, we use a neural network to directly learn the modified indicator functions with good properties.

2.2. Non-data-driven reconstruction

Non-data-driven surface reconstruction has a history of more than three decades. It often requires normals with consistent orientation or inside/outside information, which is not trivial to be obtained from raw point clouds. The representative one is Poisson Surface Reconstruction [3, 5, 6], which establishes Poisson equations to solve the indicator function whose gradient is close to the vector field. Calakli et al. [4] apply optimization methods to approximate a smooth signed distance function of the surface. Fuhrmann et al. [22] assign a compactly supported basis function to each point and constructs the implicit function through the sum of the basic functions. GR [7] is a non-data-driven method also motivated by Gauss lemma. It obtains the indicator value at the query point through the surface integral of the modified kernel function. VIPSS [23] is a recent classical reconstruction method that does not require normals and achieves good results in sparse and sketch samplings. However, the time complexity of this method is proportional to the cubic of the point number. The process may take a few days even if the point number is about twenty or thirty thousand.

2.3. Data-driven reconstruction

With the rapid development of deep learning in 3D geometry [9, 10], researchers have become increasingly interested in data-driven approaches. Mescheder et al. [15] implicitly represent 3D surface as the continuous decision boundary of a neural network classifier. Peng et al. [16] improve this work by combining the strengths of convolutional neural networks with implicit representations. DeepSDF [17] learns the latent spaces of shapes. It compiles the entire shape into a single latent vector and regresses the continuous signed distance function from the latent codes. However, this approach is data-specific and cannot adapt to generalize reconstruction problems. Chabova et al. [24] use local shape latent vectors to decompose the overall complex shape into simple local shapes. However, it lacks global information. Thus, it can not infer a global and object-level latent description. Atzman et al. [25] and Zhao et al. [26] propose sign agnostic learning approaches for surface reconstruction, which push a network to fit a signed version of the unsigned function when given proper initialization of network weights. However, they need to operate a reinitialized network for each shape. Points2Surf [8] is the work most relevant to us. It learns the absolute distance through the local patch and obtains the inside/outside information from the global sampling. However, it is not good at normal consistency and may produce bumpy surfaces with ripples.

3. Preliminary

Our network is designed mainly based on Gauss lemma in potential energy theory [19, 20]. We first introduce Gauss lemma in this section and identify how we modify the traditional indicator function for better training.

Gauss Lemma: If \( \Omega \) is an open and bounded set in \( \mathbb{R}^3 \). For any \( x \in \mathbb{R}^3 \), \( y \in \partial \Omega \), let \( \chi(x) \) be the following surface integral of \( \partial \Omega \):

\[
\chi(x) = \int_{\partial \Omega} \frac{\partial G}{\partial N(y)}(x, y)dS(y),
\]

where \( \vec{N}(y) \) denotes the outward unit normal vector at \( y \), \( dS(y) \) represents the surface element and \( G \) is the fundamental solution of Laplacian equation in \( \mathbb{R}^3 \). That is, for \( x, y \in \mathbb{R}^3 \),

\[
G(x,y) = \frac{1}{4\pi ||x-y||^3}.
\]

Then, the result of the integral \( \chi(x) \) is exactly the indicator function

\[
\chi(x) = \begin{cases} 0 & x \in \mathbb{R}^3 \setminus \Omega \\ \frac{1}{2} & x \in \partial \Omega \\ 1 & x \in \Omega \end{cases}
\]

The derivate in Equation [1] has the following expression:

\[
\frac{\partial G}{\partial N(y)}(x, y) = -\frac{1}{4\pi} \frac{(x-y) \cdot \vec{N}(y)}{||x-y||^3}.
\]

The above indicator function is discontinuous. Thus, we modify the indicator function and smoothen it near the surface. The ideal function is linear near the surface, while keeping the ordinary zero-one function away from the surface. Specifically,

\[
\tilde{\chi}(x) = \begin{cases} 0 & d(x, \Omega) < -w \\ \frac{1}{2} + \frac{d(x, \Omega)}{2w} & |d(x, \Omega)| \leq w \\ 1 & d(x, \Omega) > w \end{cases}
\]

where \( d(x, \Omega) \) is the signed distance of \( x \) to \( \Omega \) (positive inside and negative outside), \( w \) is a small and fixed width coefficient. We take \( \tilde{\chi}(x) \) as the objective function to learn.

4. Method

4.1. Motivations

Given a 3D point cloud \( P = \{p_1, p_2, ..., p_n\} \), our goal is to reconstruct a watertight surface \( S \) to express its shape. Therefore, we aim to train a network that can predict the modified indicator function \( \tilde{\chi}_S(x) \) for point clouds from arbitrary shapes.

Gauss lemma indicates that for a query point \( x \in \mathbb{R}^3 \), the indicator value of \( x \) can be directly obtained by surface integral. If \( x \) is near the surface and moves from inside to outside,
as shown in Fig. [3] the indicator value changes from one to zero. The change is mainly contributed by the curve close to \( x \). If we use different colors to distinguish between positive and negative contributions to the integral, we can notice that the contributions of the yellow curve on Fig. [3](b) change from positive to negative when the query point moves from inside to outside. This mainly causes the changes in the indicator value. This indicates that local surface properties account for the major contributions to the final result. Therefore, we need a dense sampling near the query point.

Similar to Points2Surf [8], for each query point \( x \), we take a local patch \( p^x \) and a global sub-sample \( p^s \) from the original point cloud \( P \). The set \( p^x \) is composed of the \( n_d \)-nearest neighbors of \( x \) (\( n_d = 200 \) in our experiments). \( p^s \) is obtained by uniformly sampling \( n_s \) points from the entire point cloud (\( n_s = 1000 \) in our experiments). The dashed box in Fig. [4] visualizes our sampling approach. The blue balls represent the local patch and the yellow balls represent the global sub-sample. We center \( p^x \) and \( p^s \) at the query point. Thus, we do not need to input the query point into the network explicitly. Then, our model can be expressed as a function \( f_\theta : \mathbb{R}^{3n_s} \times \mathbb{R}^{3n_d} \rightarrow \mathbb{R} \). We are looking to train the parameters \( \theta \) of the network, such that, given any sample \( p^x \) and \( p^s \), \( f_\theta(p^x, p^s) \) can better approximate \( \chi \) for points close to \( x \).

Let \( \mathcal{Y} = \{ y_i \}_{i=1}^N \subset \mathcal{S}\Omega \) be a sample point cloud of the surface. To perform surface integral in Gauss Lemma, we write Equation 1 in the form of point-wise contributions.

\[
\chi(x) = \sum_{i=1}^N \frac{1}{4\pi ||x - y_i||^3} \cdot \hat{N}(y_i) \cdot \sigma(y_i),
\tag{6}
\]

The first part is only related to the query point \( x \) and sample point \( y_i \). Thus, it can be expressed by point features. The second part approximates the surface element and is related to local properties. Hence, we need to learn local features from the nearest neighbors. The second part is about the normals. The estimation of the unsigned normals only needs local properties, whereas the estimation of the signs still requires global information. We can learn a global latent vector to compile and summary the entire shape. We aggregate features with different scales from local to global to obtain accurate point-wise contributions. In this way, we implicitly apply Gauss lemma in the neural network.

4.2. Overview

The overall network architecture is visualized in Fig. [4]. Horizontally, the network has two parallel branches, corresponding to patch feature branch and shape feature branch, respectively. Shape feature branch takes the global sub-sample as input. It learns the overall shape properties and makes a rough estimation for the indicator value. Patch feature branch takes the local patch sample as input, compiling local information for accurate indicator prediction.

Vertically, the network has three main modules, namely, point and local feature module, global feature module, and indicator prediction module. They correspond to three different consecutive stages. Point and local feature module mainly learns the local properties of each point. In this module, we propose a novel Surface Element Feature Extractor (SEF Extractor), which aggregates the point features itself with the features of its spatial \( k \)-nearest neighbors in the sampling set \((p^x, p^s)\) and obtains the local properties through a miniature symmetric network. This extractor also corresponds to the surface element \( dS(y) \) and the normal \( \hat{N}(y) \) in Gauss lemma (also \( \sigma(y) \) and \( \hat{N}(y) \) in Equation 3). The specific details of this module will be discussed in Section 4.3. Global feature module mainly compiles the global latent vector. The specific details of this module will be discussed in Section 4.4. In the indicator prediction module, we concatenate features with different scales and perform surface integral throughout the sum of the point-wise contributions in the network. The final prediction will be given in this module. The specific details of this module will be discussed in Section 4.5.

4.3. Point and local feature module

Our goal in this module is to extract point and local features. In particular, we need accurate local shape information for points close to \( x \). Notice that we center all the sub-samples to \( x \), so the indicator value is rotation invariant corresponding to the coordinate origin. Thus, we apply a point Spatial Transformer Networks (STN) [27] to all the sub-samples. Several multilayer perceptrons (MLPs) are applied to obtain the 64-dimensional point features. However, point features are insufficient to compile the local properties. Local properties usually include the local shape details, sampling density, and local noise scales. Only with these information can we learn the normals and the surface elements. Thus, we propose a novel SEF Extractor to aggregate local information. This name comes from the surface element \( dS(y) \) in Gauss lemma. The detailed architecture of the SEF Extractor is presented in Fig. [5].

The key idea of the SEF Extractor is to learn local shape properties via the spatial \( k \)-nearest neighbors (KNNs). For each point, we concatenate the features of itself and the features of its spatial KNNs in the sampling set \((p^x, p^s)\). They are fed into a miniature symmetric network consisting of several MLPs and a symmetric max pooling operation to learn a 64-dimensional vector as the local features for each point. Then, we concatenate the local features with the point features and finally output a 128-dimensional vector. This vector contains sufficient local information. From Equation 1, we notice that \( \frac{\partial dS(y)}{\partial \hat{N}(y)} \) drops quickly when \( x \) moves away from \( y \). Thus, we only apply the SEF Extractor to the patch feature branch, which usually accounts for the major contributions to the final indicator prediction. The parameters of the MLPs are shared among all the \( n_d \)
Fig. 4. Our network architecture. The network has two parallel branches horizontally and consists of three main modules vertically. To apply Gauss lemma in our network, we propose a novel Surface Element Feature Extractor (SEF Extractor) for learning the local shape properties and we sum the point-wise contributions to process the surface integral in the network.

4.4. Global feature module

We aim to learn the latent description of shapes in this module. We aggregate point features by max pooling as PointNet [9] and obtains 1024-dimensional patch and shape features. Then, we concatenate them to obtain the 2048-dimensional global features. The latent vector is computed by applying several fully connected layers to the global features. The parameters of the fully connected layers are different for patch feature branch and shape feature branch. We will further concatenate the global latent vector with local features for accurate point-wise contributions and indicator value predictions.

Note that outward normals are required for the Gauss Lemma. We need the global latent vector to determine inward or outward. Qi et al. [9] indicate that the global latent vector tends to summarize an entire shape with a sparse set of key points. This description can be used to explain why the global latent vector can be applied to determine the orientation of normals and the signs of indicator values. The idea of shape summarizing is also reflected in some classical methods. For example, Huang et al. [29] create thinned and evenly distributed sets of points for oriented normal estimation and point consolidation.

4.5. Indicator prediction module

In this module, we concatenate the features of different scales from local to global latent for each point. In the patch feature branch, we concatenate the point features (64 dim), local features (64 dim), and the global latent vector (1024 dim). In this manner, we comprehensively aggregate properties with different scales, such as local shape details, sampling density, noise scales, and orientation information. Referring to Equation 6, we obtain sufficient information for accurate point-wise contributions. For the shape feature branch, we only concatenate the point features and the global latent vector. We perform the surface integral by aggregating the point-wise contributions in the neural network. In the shape feature branch, the indicator value is roughly estimated. And in the patch features branch,
we further enhance and refine the final result. Therefore, we still need several fully connected layers to combine patch and shape features before obtaining the final predictions.

Points2Surf [8] directly predicts the signed distance at a query point from the latent codes. By contrast, we reuse the latent vector for accurate point-wise information. We in turn use the orientation of each point to supervise the global latent codes. Thus, the surface generated by our approach is smooth and shows good normal consistency. The SEF Extractor we proposed is also helpful for distinguishing noise.

Our network is end-to-end. During training, we directly apply L2 regression to the aforementioned modified indicator function $\tilde{\chi}(x)$ in Equation 5. This is simple and effective. The surfaces are generated by applying Marching Cubes algorithm [30, 31] to the modified indicator functions.

5. Experiments

5.1. Overview

We conduct plenty of experiments on various datasets with different noise scales to validate the efficacy of our method in terms of accuracy, geometric details, and generalizability. We also examine the ability of our method to manage artifacts and very sparse samplings. We first present an overview of our experiments.

Datasets

ABC [32]: The ABC dataset is a big collection of Computer-Aided Design (CAD) models for geometric deep learning. The models exhibit high quality with accurate normals. We use this dataset for training and evaluation.

Famous: This dataset contains 22 well-known shapes in geometry processing, such as the Stanford Bunny and the Utah teapot. Erler et al. [8] compiled these shapes together and called them Famous dataset. We only use this dataset for testing, i.e., no training data is selected from this dataset. Thus, we primarily use this dataset to examine the generalizability of different methods.

ThreeDScans [33]: This dataset contains high-quality life-like sculptures. We use it to examine the capability of different methods to construct objects with complex geometric topology. This dataset is also used only for testing.

Baselines

SPR [5]: Screened Poisson Surface Reconstruction (SPR) is regarded as the gold standard for non-data-driven surface reconstruction. It requires oriented normals for input. Thus, we utilize the recent PCPNet [13] with multi-scale architecture to estimate normals directly from raw point clouds due to its robust to noise.

GR [7]: GR is a non-data-driven reconstruction method based on the modified Gauss formula. It also requires oriented normals with global consistency.

CON [16]: Convolutional Occupancy Networks (CON) is a learning-based method that combines convolutional encoders with implicit occupancy decoders. It can learn the occupancies directly from raw point clouds without normals.
Points2Surf (P2S): Points2Surf (P2S) is a representative learning-based approach for general surface reconstruction (not data-specific and generalized to various shapes). We use it as a critical baseline. It combines a detailed local patch and a coarse global sampling to learn the signed distance function directly for arbitrary point clouds without normals.

**Metrics**

**Two-way chamfer distance (CD):** Two-way chamfer distance (CD) is a simple and popular metric that sums the nearest-neighbor distance between two densely sampled point sets for each mesh. The formula for calculating CD is given as follow:

\[
CD(A, B) = \frac{1}{|A|} \sum_{p \in A} \min_{p' \in B} \|p - p'\|_2 + \frac{1}{|B|} \sum_{p' \in B} \min_{p \in A} \|p - p'\|_2. \tag{7}
\]

**Normal consistency error (NCE):** Chamfer distance is insufficient for estimating the smoothness and accuracy of mesh normals. Hence, we also estimate the normal consistency error (NCE) between the reconstructed and ground truth meshes. Normal consistency is the mean cosine similarity between the normals of the sampled points from the ground truth mesh and the nearest face on the reconstructed mesh. NCE is defined as one minus normal consistency. The formula for calculating NCE is given as follow:

\[
NCE(A, GT) = 1 - \frac{1}{|GT|} \sum_{(p, n) \in GT} |n_i \cdot n_j|, \tag{8}
\]

where \(n_j\) is the normal of the face closest to \(p_i\) in \(A\).

**Data preparation**

For the ABC dataset, we randomly select 7495 watertight meshes for training and 100 for testing. The richness of training shapes is critical for accurate global feature learning. We normalize each mesh, scaling its longest length to 1.0 and randomly sampling 20,000 to 80,000 points on the surface. The sampling density can also be flexibly selected according to needs.
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*Fig. 7. Qualitative comparison on the ABC var-noise dataset.*

To ensure that our method can adapt to different noise scales, and simultaneously, obtain a smooth and consistent mesh under a relatively clean sample, we randomly select 10% perfect shapes without noise. For other shapes, we randomize a noise ratio \(\alpha_p\) for each shape. That is, the ratio with noise is \(\alpha_p\) and the ratio without noise is \(1 - \alpha_p\) for all sample points of this shape. We also randomize a noise amplitude within \([0.02, 0.04]\) for each shape and add randomized Gaussian noise for each noisy point. Here, an amplitude \(\beta\) refers to a point-wise Gaussian noise with a maximum value of \(\beta\) and a standard deviation of \(\frac{\beta}{2}\). For each shape, we randomly sample 800 query points near the surface and 200 in the entire unit cube for training. Then, we have 1000 different training samples \((p^s_i, p^t_i)\) for each shape and up to \(7 \times 10^6\) training samples with varying noise in total. We use the trimesh library \([34]\) to calculate the signed distance functions (SDFs). Then, the ground-truth indicator functions can be obtained by putting SDFs into Equation \(5\). We set the grid size to \(\frac{1}{100}\) and the width coefficient \(w\) to 4 times the grid size in Equation \(5\).

### 5.2. Results

To demonstrate the efficacy of our approach, we first compare the results of our reconstructions with those of the state-of-the-art data-driven and non-data-driven methods mentioned.

| Method   | ABC no-noise CD | ABC no-noise NCE | ABC no-noise BCR | ABC var-noise CD | ABC var-noise NCE | ABC var-noise BCR |
|----------|-----------------|------------------|-----------------|-----------------|------------------|------------------|
| CON      | 1.742           | 0.102            | 2%              | 1.627           | 0.094            | 6%               |
| GR       | 1.703           | 0.109            | 0%              | 1.707           | 0.135            | 0%               |
| SPR      | 1.588           | 0.052            | 33%             | 1.633           | 0.070            | 10%              |
| P2S      | 1.126           | 0.048            | 2%              | 1.132           | 0.056            | 4%               |
| Ours     | **1.110**       | **0.042**        | **63%**         | **1.118**       | **0.049**        | **80%**          |

### Table 1. Quantitative comparison on the ABC test dataset. We multiply the CD value by 100. Our method achieves the best results on both clean data and noisy data. Among the 100 test shapes, our method exhibits the best normal consistency among all the methods in 63 and 80 shapes respectively.
Table 2. Quantitative comparison on the Famous dataset. The Famous dataset is only used for testing. The results show that our method achieves good generalizability and is robust to noise.

| Method | Famous no-noise | Famous var-noise |
|--------|-----------------|-----------------|
|        | CD   | NCE | BCR  | CD   | NCE | BCR  |
| CON    | 3.983 | 0.241 | 0%   | 4.189 | 0.246 | 0%   |
| GR     | 1.631 | 0.103 | 0%   | 1.706 | 0.122 | 0%   |
| SPR    | 1.359 | **0.081** | **68.2%** | 1.380 | 0.102 | 22.7% |
| P2S    | 1.235 | 0.094 | 0%   | 1.258 | 0.102 | 0%   |
| Ours   | **1.226** | 0.082 | 31.8% | **1.253** | **0.091** | **77.3%** |

in Section 5.1 on the ABC test dataset and Famous dataset. For Points2Surf [8], we use the same training and test data as those in our network and apply uniform sub-samples, which is the best sampling method for them. We train at the same time in the same environment on the computing server with 4 Tesla V100 SXM2 GPUs until both ours and theirs fully converge. All the following results are better than directly using the trained models they provided on our test data. For CON [16], when testing on the ABC test dataset, to achieve a fair comparison, we train their network on the ABC training dataset by using the default parameters. When experimenting on the Famous dataset, we directly use the model they trained on ShapeNet [35]. For classical methods SPR [5] and GR [7], we utilize the recent PCPNet [13] with multi-scale architecture to estimate the normals for input. The no-noise version contains all clean data. For the var-noise version, we randomize the noise ratio and amplitude for each shape and add point-wise Gaussian noise as described earlier.

Quantitative comparisons in the ABC and Famous datasets are provided in Table 1 and Table 2, respectively. Notably, we multiply the CD value by 100. To demonstrate that normal consistency is a universal advantage of our method, i.e., our method is generally better, we calculate the Best consistency rate (BCR) of each method. BCR indicates the proportion of achieving the best normal consistency on a dataset. For example, the BCR of our method in the ABC var-noise dataset is 80%. That is, our method achieves the best normal consistency among all the methods in 80 of the 100 test shapes. The quantitative comparisons show that our method exhibits a comprehensive and well-rounded performance on both clean data and noisy data. Compared with data-driven methods CON and Points2Surf, our approach can generate surfaces with smaller CD and better normal consistency in all the test sets. Compared with traditional methods SPR and GR, our approach does not depend on normal estimation and is more robust to noise.

Fig. 6 and Fig. 7 illustrate the qualitative comparisons of different methods on the ABC no-noise and var-noise datasets respectively. Fig. 8 and Fig. 9 show the results on the Famous dataset. We can observe that CON fails to generate detailed geometric topology due to its plane projection with insufficient resolution. Many thin and regular objects in the ABC dataset can degenerate plane projection and produce poor results, making the average value on ABC clean data even worse than that on noisy data. GR requires dense sampling to reconstruct detailed information. It also relies heavily on normal accuracy and is considerably affected by inaccurate normal estimations, particularly of the orientation. SPR can generate high-quality results with accurate sampling and normals. However, it is also affected by inaccurate normal orientation and its performance degrades when sampling is noisy. Points2Surf mainly suffers from inconsistency and generates bumpy surfaces with ripples. Contrastingly, our method can generate high consistent surfaces without losing geometric details and sharp corners.

Notably, the normal consistency of SPR on the Famous no-noise dataset is outstanding. One reason for such result is that some of the training shapes used by PCPNet are selected from
the Famous dataset. Therefore, the normal input of SPR is highly accurate for these shapes.

To verify the robustness of our method further, we also perform experiments at varying levels of noise amplitude on the Famous dataset. In these experiments, we add Gaussian noise to all the sample points. An amplitude $\beta$ indicates that we add point-wise Gaussian noise with a maximum value of $\beta$ and a standard deviation of $\beta/3$. We evaluate the CD and NCE of different methods on $\beta = 0.01, 0.02, 0.04$. The results are presented in Table 3. Our method achieves the best results in all three amplitudes. As noise increases, our method exhibits better robustness. To perceive the noise of the point cloud, we should learn the local and overall shapes expressed by the point cloud. This information is compiled into local features and the global latent vector. We concatenate point features, local features and global latent vector in the network. Resultantly, we have enough information to perceive the noise scale of the point cloud. This explains why our method is more robust to noise.

To demonstrate that our method can adapt to complex geometric structures, we also conduct experiments on sculptures in the ThreeDScans dataset [33]. Fig. 10 visually compares the reconstruction results. Our method can generate available surfaces from raw point clouds even if the original shapes have complex geometric topology.

5.3. Ablation study on SEF Extractor

To validate the effectiveness of the SEF Extractor, which we utilize to improve our learning of local properties, we conduct experiments on the neighbor size $k$ in the SEF Extractor. Table 4 provides the relative values of NCE with the same amount of training. If we eliminate the SEF Extractor, i.e., we only concatenate point features and global features, then we cannot obtain precise point-wise contributions and the accuracy is reduced. We perform experiments on $k = 5, k = 10, k = 20$, and determine that $k = 10$ achieves the best results. The SEF Extractor is a symmetric sub-network, that is, the weights of the $k$ points are the same. Hence, an excessively large $k$ may be redundant and cause difficulties for network training and local details learning. Meanwhile, an extremely small $k$ is insufficient for distinguishing noise and negatively affects the local shape learning. Accordingly, we select $k = 10$ in all the previous experiments.

Fig. 9. Qualitative comparison on the Famous var-noise dataset.

| Method | Famous n-0.01 | Famous n-0.02 | Famous n-0.04 |
|--------|--------------|--------------|--------------|
|        | CD    | NCE    | CD    | NCE    | CD    | NCE    |
| CON    | 3.989  | 0.242  | 4.137  | 0.245  | 4.570  | 0.252  |
| GR     | 1.644  | 0.110  | 1.689  | 0.125  | 1.870  | 0.151  |
| SPR    | 1.365  | 0.094  | 1.382  | 0.110  | 1.441  | 0.145  |
| Points2Surf | 1.241  | 0.097  | 1.264  | 0.105  | 1.382  | 0.143  |
| Ours   | 1.237  | 0.086  | 1.256  | 0.094  | 1.327  | 0.117  |
Fig. 10. Qualitative comparison on the ThreeDScans dataset. The first example is a clean sampling and the second example is a noisy sampling.

Table 4. Ablation study of the neighbor size $k$ in the SEF Extractor.

| Method          | ABC var-noise NCE (relative) | Famous var-noise NCE (relative) |
|-----------------|------------------------------|---------------------------------|
| No SEF Extractor| 1.12                         | 1.05                            |
| $k = 5$         | 1.05                         | 1.10                            |
| $k = 10$        | **1.00**                     | **1.00**                        |
| $k = 20$        | 1.18                         | 1.09                            |

5.4. Comparison with explicit reconstructions

Most of explicit reconstruction methods use Delaunay triangles or Voronoi diagrams to reconstruct triangle meshes \[36, 28, 37\]. They usually do not need normals either. However, explicit reconstruction methods usually tend to fit every sampling point. Thus, it is difficult for them to manage noisy inputs. In this section, we conduct a qualitative comparison with \[28\], which defines a novel shape-hull graph and provides a Delaunay sculpting algorithm for closed surface reconstruction. We directly use the source code published by the authors with default parameters.

The results are shown in Fig. 11. The first and the second examples are clean samplings and the third example is a noisy sampling. Delaunay sculpting can reconstruct high-quality meshes when the point clouds are clean and do not contain thin structures. However, its performance degenerates when thin structures exist or the input is noisy. Contrastingly, our method can handle these inputs. In the first example, we also generate the sharp edges better.

5.5. Managing artifacts and sparse samplings

In addition to noise, other artifacts can also exist. For example, sampling point clouds may have holes caused by missing parts such as the bottom of a statue which cannot be scanned by the scanner. Thus, we want to close the holes caused by missing parts in the point clouds. For data-driven approaches, the best way to flexibly solve artifacts is to construct similar artifacts in the training data so that the network can learn to address this problem. Here, we take missing parts as a representative. We can also use the same approach to manage different types of artifacts. During training, we randomly add holes with a radius of $[0, 0.3]$ to $50\%$ of the ABC training data and supervise them by the original indicator values. The model trained in this way can adapt well to point clouds with missing parts. We compare our methods with SPR \[5\] of two different normal estimation methods (PCA realized by Meshlab \[38\] and PCPNet proposed by Guerrero et al. \[13\]). The results are shown in Fig. 12. Our method can effectively close the holes in the point clouds.

Besides, our requirements for sampling density may vary by task. In this section, we conduct experiments on sparsely sampled point clouds. We use the ABC dataset for training and Famous dataset for testing. The sampling points of the training data is $[1000, 5000]$. In this experiment, we set the local patch size $n_d$ in the network to 30 and the neighbor size $k$ in the SEF Extractor to 5. Fig. 13 shows our reconstructions. We generate smooth surfaces with sparsely sampled point clouds. The sampling points of the two examples are 3131 and 2317. The point cloud in the ear of the second example is very sparse and the shape is relatively sharp, but our method can still tackle it well. This experiment shows that we can manage varying inputs as long as performing training set sampling according to our needs. When the sampling density of the test data significantly differs from the training set, we can not expect good results.
6. Conclusion

In this work, we introduce a deep learning approach for directly learning modified indicator functions from un-oriented point clouds. We apply the Gauss lemma to deep learning for the first time. Our network learns precise local properties, combines features of different scales, and performs surface integral by aggregating the point-wise contributions in the network. Sufficient experimental results demonstrate that our method can generate smooth and accurate reconstructions under noisy inputs. Moreover, it outperforms current state-of-the-art data-driven and non-data-driven approaches.

Our method still has some limitations, many of them are also common in deep learning approaches. Our method is not fast as it takes about 200 s to reconstruct a mesh in our environment. Nevertheless, the time complexity does not increase obviously with the point number and we do not need normals. Although our method can generate a relatively smoother surface compared with existing deep learning methods, predictions between query points are still independent of one another. This may result in some fragmented artifacts near the surface for some complex shapes. See the second example of Fig. 5. For further improvement, we need to supervise the high-order properties of the implicit function, such as the gradient. Utilizing high-order properties between query points is also an interesting future direction for learning-based implicit representations.
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Fig. 12. Qualitative comparison on the data with missing parts. Our method can effectively close the holes caused by missing parts.

Fig. 13. Our reconstructions of sparsely sampled point clouds.