Abstract. The main result of this article is a Pfaffian formula for the partition function of the dimer model on any graph $\Gamma$ embedded in a closed, possibly non-orientable surface $\Sigma$. This formula is suitable for computational purposes, and it is obtained using purely geometrical methods. The key step in the proof consists of a correspondence between some orientations on $\Gamma$ and the set of pin$^-$ structures on $\Sigma$. This generalizes (and simplifies) the results of a previous article (Cimasoni and Reshetikhin in Commun Math Phys 275:187–208, 2007).
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1. Introduction

A dimer configuration on a graph $\Gamma$ is a choice of a family of edges of $\Gamma$, called dimers, such that each vertex of $\Gamma$ is adjacent to exactly one dimer. Assigning weights to the edges of $\Gamma$ allows to define a probability measure on the set of dimer configurations. The study of this measure has undergone spectacular advances in the past few years (see in particular [7,8]) but one of the fundamental results on which these rely dates back from the early 60s. Back then, P. W. Kasteleyn [9,10] showed that the partition function of the dimer model on a planar graph is equal to the Pfaffian of a signed-adjacency matrix, the signs being determined by an orientation of the edges of $\Gamma$ called a Kasteleyn orientation. For the square lattice on the torus, Kasteleyn showed that the partition function can be written as a linear combination of four Pfaffians, corresponding to the four (equivalence classes of) Kasteleyn orientations on such a graph. In the general case of a graph embedded in an orientable surface of genus $g$, there are exactly $2^{2g}$ equivalence classes of such orientations, and Kasteleyn stated that the partition function can be written as a linear combination of $2^{2g}$ Pfaffians [10,11].

A combinatorial proof of this fact for all oriented surfaces was first obtained much later by Galluccio-Loebl [5] and Tesler [17], independently. (See also [4].)

The number of equivalence classes of Kasteleyn orientations on a graph $\Gamma$ embedded in $\Sigma$ is also equal to the number of equivalence classes of spin
structures on $\Sigma$. An explicit construction relating a spin structure on a surface with a Kasteleyn orientation on a graph with dimer configuration was suggested in [13]. In [3], N. Reshetikhin and the author investigated further the relation between Kasteleyn orientations and spin structures (see Theorem 3.5 and Corollary 3.6 below). We also used this relation together with the identification of spin structures with quadratic forms to give a purely geometric proof of the Pfaffian formula for closed oriented surfaces. Our final formula can be roughly expressed as follows: given a graph $\Gamma$ embedded in a closed oriented surface $\Sigma$ of genus $g$, the partition function of the dimer model on $\Gamma$ is given by

$$Z = \frac{1}{2^g} \sum_{\xi \in \text{Spin}(\Sigma)} (-1)^{\text{Arf}(\xi)} \text{Pf}(A^\xi),$$

where $\text{Spin}(\Sigma)$ denotes the set of equivalence classes of spin structures on $\Sigma$, $\text{Arf}(\xi) \in \mathbb{Z}_2$ is the Arf invariant of the spin structure $\xi$, and $A^\xi$ is the signed-adjacency matrix given by the Kasteleyn orientation corresponding to $\xi$. (See Theorem 3.8 below for the precise statement).

This formula obviously does not hold for graphs embedded in non-orientable surfaces, as neither spin structures nor Kasteleyn orientations make sense in this setting. And yet, the dimer model on such graphs has been the focus of some research, leading to Pfaffian-type formulae in several special cases. (See e.g. [14,15] where the authors study square lattices in the Möbius band and the Klein bottle.)

The purpose of the present article is to extend our geometric approach of the dimer model to any graph embedded in (possibly) non-orientable surfaces. The main idea is to replace spin structures by pin$^-$ structures on $\Sigma$, and to find a natural correspondence between these pin$^-$ structures and some orientations on $\Gamma \subset \Sigma$ (that we also call Kasteleyn orientations) – see Theorem 5.3 and Corollary 5.4. We then make use of the identification of pin$^-$ structures on $\Sigma$ with quadratic enhancements of the intersection form on $H_1(\Sigma; \mathbb{Z}_2)$ to obtain the Pfaffian formula. It can be expressed as follows: given a graph $\Gamma$ embedded in a closed possibly non-orientable surface $\Sigma$,

$$Z = \frac{1}{2^{b_1/2}} \sum_{\eta \in \text{Pin}^-(\Sigma)} \exp(i \pi/4)^{\beta(\eta)} \text{Pf}(A^\eta),$$

where $b_1 = \dim H_1(\Sigma; \mathbb{Z}_2)$, $\text{Pin}^-(\Sigma)$ denotes the set of equivalence classes of pin$^-$ structures on $\Sigma$, $\beta(\eta) \in \mathbb{Z}_8$ is the Brown invariant of the pin$^-$ structure $\eta$, and $A^\eta$ is the matrix given by the Kasteleyn orientation corresponding to $\eta$. (See Theorem 6.1 below.)

This formula is mostly interesting from a theoretical point of view, but does not seem very convenient for computational purposes. To this end, we obtain the following more usable result. Let $\Gamma$ be a graph embedded in a closed possibly non-orientable surface $\Sigma$ such that $\Sigma \setminus \Gamma$ consists of open 2-discs. Recall that such a surface is of the form $\Sigma_g$, $\Sigma_g \# \mathbb{R}P^2$ or $\Sigma_g \# K$, where $\Sigma_g$ denotes the orientable
surface of genus $g$ and $\mathcal{K}$ the Klein bottle. Let $\{\alpha_i\}$ be a set of simple closed curves on $\Sigma$, transverse to $\Gamma$, whose classes form a basis of $H_1(\Sigma; \mathbb{Z}_2) \subset H_1(\Sigma; \mathbb{Z}_2)$. If $\Sigma = \Sigma_g \# \mathcal{K}$, fix two disjoint simple closed curves $\beta_1, \beta_2$ on $\Sigma$, transverse to $\Gamma$, disjoint from the $\alpha_i$'s, whose classes form a basis of $H_1(\mathcal{K}; \mathbb{Z}_2)$ in $H_1(\Sigma; \mathbb{Z}_2)$. Let $K$ be some well-chosen Kasteleyn orientation on $\Gamma \subset \Sigma$ (see Theorems 3.9 and 6.3), and for any $\epsilon = (\epsilon_1, \ldots, \epsilon_{2g}) \in \mathbb{Z}_2^{2g}$, let $K_\epsilon$ denote the orientation obtained from $K$ as follows: invert the orientation $K$ on the edge $e$ of $\Gamma$ each time $e$ intersects $\alpha_i$ with $\epsilon_i = 1$. Finally, if $\Sigma = \Sigma_g \# \mathcal{K}$, let $K'_\epsilon$ be obtained by inverting $K_\epsilon$ on $e$ each time the edge $e$ intersects $\beta_1$.

**THEOREM.** The partition function of the dimer model on $\Gamma$ is given by

$$Z = \frac{1}{2^g} \left| \sum_{\epsilon \in \mathbb{Z}_2^{2g}} (-1)^{\sum_{i < j} \epsilon_i \epsilon_j \alpha_i \cdot \alpha_j} \left( \text{Re}(\text{Pf}(A^K_{\epsilon})) + \text{Im}(\text{Pf}(A^K_{\epsilon})) \right) \right|,$$

if $\Sigma = \Sigma_g$ or $\Sigma_g \# \mathbb{R} P^2$, and by

$$Z = \frac{1}{2^g} \left| \sum_{\epsilon \in \mathbb{Z}_2^{2g}} (-1)^{\sum_{i < j} \epsilon_i \epsilon_j \alpha_i \cdot \alpha_j} \left( \text{Im}(\text{Pf}(A^K_{\epsilon})) + \text{Re}(\text{Pf}(A^{K'}_{\epsilon})) \right) \right|,$$

if $\Sigma = \Sigma_g \# \mathcal{K}$, where $A^K_{\epsilon}$ is the (complex-valued) weighted-adjacency matrix associated to the orientation $K_\epsilon$.

It should be mentioned that Tesler’s combinatorial method [17] is also valid for graphs in non-orientable surfaces. Moreover, his approach yields an algorithm of the same complexity as ours, as both require the computation of $2^{2-\chi(\Sigma)}$ Pfaffians of dimension the number of vertices of $\Gamma$. However, Tesler’s final result consists of an algorithmic way to compute the partition function, but not in a closed formula as the one obtained here.

Let us conclude this introduction with one last remark. It is well known that the partition function of the Ising model on a graph $\Gamma \subset \Sigma$ can be expressed as the partition function of the dimer model on another graph embedded in the same surface $\Sigma$. Therefore, our results could be used to compute the partition function of the Ising model on graphs in non-orientable surfaces. (See [2] for an attempt to solve this problem using transfer matrices.) However, we do not address this question in the present article.

The article is organized as follows. In Section 2, we introduce the dimer model and review Kasteleyn’s theory. For didactical reasons, we devote Section 3 to the orientable case: we first recall the main ideas of [3], then present a greatly simplified correspondence between spin structures and Kasteleyn orientations. We also prove both versions of the Pfaffian formula stated above, in the orientable case. Our hope is that the reader will benefit from this warm up case before moving on.
to the core of the article, which lies in Sections 4–6. There, we first extend the definition of a Kasteleyn orientation to graphs embedded in non-orientable surfaces (Section 4), then show that these correspond naturally to pin$^-$ structures on the surface (Section 5), and eventually prove the Pfaffian formulae (Section 6).

2. Dimers and Pfaffians: Kasteleyn’s Theory

Let $\Gamma$ be a finite connected graph. A dimer configuration (or perfect matching) on $\Gamma$ is a choice of edges of $\Gamma$, called dimers, such that each vertex of $\Gamma$ is adjacent to exactly one of these edges. We shall denote by $\mathcal{D}(\Gamma)$ the set of dimer configurations on $\Gamma$. An edge weight system on $\Gamma$ is a positive real-valued function $w$ on the set of edges of $\Gamma$. Such a system defines a probability distribution on $\mathcal{D}(\Gamma)$ by

$$\text{Prob}(D) = \frac{w(D)}{Z},$$

where $w(D) = \prod_{e \in D} w(e)$ and

$$Z = \sum_{D \in \mathcal{D}(\Gamma)} w(D).$$

This probabilistic measure is the Gibbs measure for the dimer model on the graph $\Gamma$ with weight system $w$, and $Z$ is the associated partition function.

Given a fixed edge-weighted graph $\Gamma$, the aim is to compute the associated partition function. Note that if $w$ is everywhere equal to one, this amounts to computing the number of dimer configurations on $\Gamma$.

Kasteleyn’s method is based on the following beautifully simple computation. If there exists a dimer configuration, then the number of vertices of $\Gamma$ is even. Enumerate them by $1, 2, \ldots, 2n$, and fix an orientation $K$ of the edges of $\Gamma$. Let $A^K = (a^K_{ij})$ denote the associated weighted skew-adjacency matrix; this is the $2n \times 2n$ skew-symmetric matrix whose coefficients are given by

$$a^K_{ij} = \sum_{e} \varepsilon^K_{ij}(e)w(e),$$

where the sum is on all edges $e$ in $\Gamma$ between the vertices $i$ and $j$, and

$$\varepsilon^K_{ij}(e) = \begin{cases} 
1 & \text{if } e \text{ is oriented by } K \text{ from } i \text{ to } j; \\
-1 & \text{otherwise.}
\end{cases}$$

Recall that the Pfaffian of a skew-symmetric matrix $A = (a_{ij})$ of size $2n$ is given by

$$\text{Pf}(A) = \sum_{[\sigma] \in \Pi} (-1)^{\sigma} a_{\sigma(1)\sigma(2)} \cdots a_{\sigma(2n-1)\sigma(2n)},$$

where the sum is on the set $\Pi$ of matchings of $\{1, \ldots, 2n\}$, $\sigma$ is a permutation of $\{1, \ldots, 2n\}$ representing the matching $[\sigma]$, and $(-1)^{\sigma} \in \{\pm 1\}$ denotes the signature of $\sigma$. In the case of $A^K$, a matching of $\{1, \ldots, 2n\}$ contributes to the Pfaffian if
and only if it is realized by a dimer configuration on $\Gamma$, and this contribution is $\pm w(D)$. More precisely,

$$\text{Pf}(A^K) = \sum_{D \in D(\Gamma)} \varepsilon^K(D)w(D),$$  \hspace{1cm} (1)

where the sign $\varepsilon^K(D)$ can be computed as follows: if the dimer configuration $D$ is given by edges $e_1, \ldots, e_n$ matching vertices $i_\ell$ and $j_\ell$ for $\ell = 1, \ldots, n$, let $\sigma$ denote the permutation sending $(1, \ldots, 2n)$ to $(i_1, j_1, \ldots, i_n, j_n)$, and set

$$\varepsilon^K(D) = (-1)^\sigma \prod_{\ell=1}^n \varepsilon^K_{i_\ell j_\ell}(e_\ell).$$  \hspace{1cm} (2)

The problem of expressing $Z$ as a Pfaffian now boils down to finding an orientation $K$ of the edges of $\Gamma$ such that $\varepsilon^K(D)$ does not depend on $D$.

Obviously, any dimer configuration $D$ can be considered as a cellular 1-chain $D \in C_1(\Gamma; \mathbb{Z}_2)$ such that $\partial D = \sum_v v$, the sum being on all vertices of $\Gamma$. Hence, given any two dimer configurations $D, D'$, their sum $D + D'$ is a 1-cycle. The connected components of this 1-cycle are disjoint simple loops of even length; let us denote them by $\{C_i\}_i$. An easy computation shows that

$$\varepsilon^K(D)\varepsilon^K(D') = \prod_i (-1)^{n^K(C_i)+1},$$  \hspace{1cm} (3)

where $n^K(C_i)$ denotes the number of edges of $C_i$ where a fixed orientation of $C_i$ differs from $K$. (Since $C_i$ has even length, the parity of this number is independent of the orientation of $C_i$.) Therefore, we are now left with the problem of finding an orientation $K$ of $\Gamma$ such that, for any cycle $C$ of even length such that $\Gamma\setminus C$ admits a dimer configuration, $n^K(C)$ is odd. Such an orientation was called admissible by Kasteleyn; nowadays, the term of Pfaffian orientation is commonly used. By the discussion above, if $K$ is a Pfaffian orientation, then $Z = |\text{Pf}(A^K)|$.

Kasteleyn's early triumph was to prove that every planar graph admits a Pfaffian orientation. More precisely, let $\Gamma$ be a graph embedded in the plane. Each face $f$ of $\Gamma \subset \mathbb{R}^2$ inherits the (say, counterclockwise) orientation of $\mathbb{R}^2$, so $\partial f$ can be oriented as the boundary of the oriented face $f$.

**Kasteleyn's Theorem.** [10,11] Given $\Gamma \subset \mathbb{R}^2$, there exists an orientation $K$ of $\Gamma$ such that, for each face $f$ of $\Gamma \subset \mathbb{R}^2$, $n^K(\partial f)$ is odd. Furthermore, such an orientation is Pfaffian.

An amazing consequence of this result is that it enables to compute the partition function of the dimer model on a planar graph in polynomial time.

There is no hope to extend this result to the general case. Indeed, some graphs (such as the complete bipartite graph $K_{3,3}$) do not admit a Pfaffian orientation. More generally, enumerating the dimer configurations on a graph is a \#P-complete
3. The Pfaffian Formula for Graphs on Orientable Surfaces

In [3], N. Reshetikhin and the author derived a Pfaffian formula for graphs embedded in closed orientable surfaces. However, the central argument – that is, the correspondence between Kasteleyn orientations and spin structures – was quite intricate. Also, the Pfaffian formula did not appear to be very convenient to use in practice. In this section, we shall present a more transparent correspondence and recall the other main steps of the proof. We shall also give another version of the Pfaffian formula, more suitable for computational purposes (see Theorem 3.9). As stated in the introduction, our hope is that the reader will benefit from this warm up case before moving on to the more involved case presented in Sections 4 to 6.

3.1. KASTELEYN ORIENTATIONS

Throughout this section, $\Sigma$ will denote a closed connected surface endowed with an orientation that will be pictured counterclockwise. By a surface graph, we mean a graph $\Gamma$ embedded in $\Sigma$ as the 1-skeleton of a cellular decomposition $X$ of $\Sigma$. This simply means that the complement of $\Gamma$ in $\Sigma$ consists of open 2-discs. We shall use the same notation $X$ for the surface graph and the cell complex realizing it. Note that any finite connected graph can be realized as a surface graph.

An orientation $K$ of the 1-cells of a surface graph $X$ is called a Kasteleyn orientation on $X$ if, for each 2-cell $f$ of $X$, the following condition holds: the number $n^K(\partial f)$ of edges in $\partial f$ where $K$ disagrees with the orientation on $\partial f$ induced by the counterclockwise orientation on $f$, is odd. Given a Kasteleyn orientation on $X$, there is an obvious way to obtain another one: pick a vertex of $X$ and flip the orientation of all the edges adjacent to it. Two Kasteleyn orientations are said to be equivalent if they can be related by such moves. Let us denote by $K(X)$ the set of equivalence classes of Kasteleyn orientations on $X$.

PROPOSITION 3.1. A surface graph $X$ admits a Kasteleyn orientation if and only if $X$ has an even number of vertices. In this case, the set $\mathcal{K}(X)$ is an $H^1(\Sigma; \mathbb{Z}_2)$-torsor, that is, it admits a freely transitive action of the group $H^1(\Sigma; \mathbb{Z}_2)$. \hfill $\square$

The proof can be found either in [3, Section 4], or in Section 4 of the present article where the more general Theorem 4.3 is proved. This proposition implies that, if $X$ has an even number of vertices, then it admits exactly $2^{2g}$ equivalence classes of Kasteleyn orientations, where $g$ is the genus of $\Sigma$. It actually also implies the following.

COROLLARY 3.2. A surface graph of genus $g$ with an even number $V$ of vertices admits exactly $2^{2g+V-1}$ Kasteleyn orientations.
Proof. By Proposition 3.1, it is sufficient to prove that, given any orientation $K_0$, the number of orientations equivalent to $K_0$ is equal to $2^{V-1}$. Let $\mathcal{P}(X^0)$ denote the set of subsets of the vertices of $X$, and let $\varphi: \mathcal{P}(X^0) \to \{K | K \sim K_0\}$ be given by $\varphi(S) = K$, the orientation obtained from $K_0$ by changing the orientation around all vertices of $S$. The map $\varphi$ is obviously surjective. Using the fact that $X$ is connected, one easily checks that $\varphi(S) = \varphi(S')$ if and only if $S = S'$ or $S$ and $S'$ form a partition of $X^0$. Hence, $\varphi$ is two to one, proving the claim. \square

3.2. DISCRETE SPIN STRUCTURES

Let us now recall several general facts about spin structures on a compact oriented surface $\Sigma_1$, referring to [3, Section 5.2] for details. We assume throughout that $\Sigma_1$ is endowed with a fixed Riemannian metric.

First of all, it is well known that the set $\text{Spin}(\Sigma_1)$ of equivalence classes of spin structures on $\Sigma_1$ is an $H_1(\Sigma_1; \mathbb{Z}_2)$-torsor. Also, any spin structure can be described by a vector field on $\Sigma_1$ with isolated zeroes of even index; conversely, any such vector field defines a spin structure. Finally, a theorem of D. Johnson [6] asserts the existence of an $H_1(\Sigma_1; \mathbb{Z}_2)$-equivariant bijection from $\text{Spin}(\Sigma_1)$ onto the set $\mathcal{Q}(\Sigma_1)$ of quadratic forms on $H_1(\Sigma_1; \mathbb{Z}_2)$. (Recall that such a form is a map $q: H_1(\Sigma_1; \mathbb{Z}_2) \to \mathbb{Z}_2$ such that $q(x + y) = q(x) + q(y) + x \cdot y$ for all $x, y \in H_1(\Sigma_1; \mathbb{Z}_2)$, where $\cdot$ denotes the intersection form. The set $\mathcal{Q}(\Sigma_1)$ is clearly an $H_1(\Sigma_1; \mathbb{Z}_2)$-torsor.) More explicitly, given a spin structure $\xi \in \text{Spin}(\Sigma_1)$ and a vector field $Y$ representing it, then the associated quadratic form $q_\xi: H_1(\Sigma_1; \mathbb{Z}_2) \to \mathbb{Z}_2$ is defined as follows. Represent a class $\alpha \in H_1(\Sigma_1; \mathbb{Z}_2)$ by a collection of disjoint oriented regular simple closed curves $C_1, \ldots, C_m$ in $\Sigma$ avoiding the zeroes of the vector field $Y$, and set

$$q_\xi(\alpha) = \sum_{i=1}^{m} (w_{C_i}(Y) + 1) \quad (\text{mod 2})$$

where $w_{C_i}(Y)$ denotes the winding number of the vector field $Y$ with respect to the tangential vector field along $C_i$.

Now, the game consists in trying to encode combinatorially a spin structure on a surface $\Sigma$, or equivalently, a vector field on $\Sigma$ with isolated zeroes of even index. Let us begin by fixing a cellular decomposition $X$ of $\Sigma$.

- To construct a (unit length) vector field along the 0-skeleton $X^0$, we just need to specify one tangent direction at each vertex of $X$. Such an information is given by a dimer configuration $D$ on $X^1$: at each vertex, point in the direction of the adjacent dimer.
- This vector field along $X^0$ extends to a unit vector field on $X^1$, but not uniquely. Roughly speaking, it extends in two different natural ways along each edge of $X^1$, depending on the sense of rotation of the resulting vector field. We shall encode this choice by an orientation $K$ of the edges of $X^1$, together with the following convention: moving along an oriented edge, the tangent vector first
rotates counterclockwise until it points in the direction of the edge, then rotates clockwise until it points backwards, and finally rotates counterclockwise until it coincides with the tangent vector at the end vertex. This is illustrated in Figure 1.

- Each face of $X$ being homeomorphic to a 2-disc, the unit vector field defined along $X^1$ naturally extends to a vector field $Y^K_D$ on $X$, with one isolated zero in the interior of each face. Recall that in order for this vector field to define a spin structure, each zero needs to be of even index. The following lemma implies that this is the case if and only if $K$ is a Kasteleyn orientation.

**LEMMA 3.3.** For each face $f$ of $X$, the index of the zero of $Y^K_D$ in $f$ has the parity of $n^K(\partial f) + 1$.

**Proof.** By definition, the index of this zero is equal to $w_{\partial f}(Y^K_D)$, the winding number of the vector field $Y^K_D$ along $\partial f$ (with respect to a constant vector field along $f$). If $K'$ is obtained from $K$ by changing the orientation along one edge $e$ of $\partial f$, then $w_{\partial f}(Y^K_D) - w_{\partial f}(Y^{K'}_D)$ is equal to the winding number of the vector field obtained as follows: first move along $e$ in one direction as described in Figure 1, and then back along $e$ in the opposite direction using again the construction of Figure 1. Using the fact that the vector field is determined at vertices by a dimer configuration, one easily checks that this winding number is equal to $\pm 1$. Since the right-hand side of the equation $w_{\partial f}(Y^K_D) = n^K(\partial f) + 1 \pmod{2}$ also changes when replacing $K$ by $K'$, it may be assumed that $n^K(\partial f) = 0$. In this case, $K$ orients each edge of $\partial f$ counterclockwise around $f$, and the resulting vector field is isotopic to the vector field pointing outwards along $\partial f$. The winding number of this vector field along $\partial f$ being equal to 1, the equality is proved. \qed

Hence, a dimer configuration $D$ on $X^1$ and a Kasteleyn orientation $K$ on $X$ determine a spin structure on $\Sigma$, i.e: a quadratic form $q^K_D: H_1(\Sigma; \mathbb{Z}_2) \to \mathbb{Z}_2$. It can be computed as follows.

**LEMMA 3.4.** The quadratic form $q^K_D: H_1(\Sigma; \mathbb{Z}_2) \to \mathbb{Z}_2$ is characterized by the following property: if $C$ is an oriented simple closed curve on $X^1$, then

$$q^K_D([C]) = n^K(C) + \ell_D(C) + 1 \pmod{2},$$

where $\ell_D(C)$ is the number of edges of $D$ in $C$. \qed
where $\ell_D(C)$ denotes the number of vertices in $C$ such that the adjacent dimer of $D$ points out to the left of $C$.

**Proof.** Since $H_1(\Sigma; \mathbb{Z}_2) = H_1(X; \mathbb{Z}_2)$, any element in $H_1(\Sigma; \mathbb{Z}_2)$ can be represented by a 1-cycle in $X^1$. The map $q^K_D$ being a quadratic form, its value on such a cycle is determined by its value on simple closed curves in $X^1$. Let $C$ be such a curve. By construction, $q^K_D([C])$ is equal to $w_C(Y^K_D) + 1$, so we are left with the proof that $w_C(Y^K_D) \equiv n^K(C) + \ell_D(C) \pmod{2}$. By the argument given at the beginning of the proof of Lemma 3.3, the parity of $w_C(Y^K_D)$ changes when $K$ is inverted along one edge of $C$. Since the same obviously holds for $n^K(C) + \ell_D(C)$, it may be assumed that $n^K(C) = 0$. Furthermore, the parity of $w_C(Y^K_D)$ also changes when a dimer pointing out to the left of $C$ is replaced by a dimer either on $C$, or pointing out to the right of $C$. Hence, it may be assumed that $\ell_D(C) = 0$ as well. But in this case, $Y^K_D$ is isotopic to the vector field pointing constantly to the right of $C$, so $w_C(Y^K_D) = 0$. This proves the lemma.

We can now state our correspondence theorem. It is a straightforward consequence of Lemma 3.4 (the same way – in [3] – Proposition 1 and Corollary 2 follow from Theorem 3).

**THEOREM 3.5.** Let $X$ be a cellular decomposition of an oriented closed surface $\Sigma$. Then, any dimer configuration $D \in \mathcal{D}(X^1)$ induces an $H^1(\Sigma; \mathbb{Z}_2)$-equivariant bijection

$$
\psi_D : \mathcal{K}(X) \to \mathcal{Q}(\Sigma) = \text{Spin}(\Sigma), \quad [K] \mapsto q^K_D
$$

from the set of equivalence classes of Kasteleyn orientations on $X$ to the set of equivalence classes of spin structures on $\Sigma$. Furthermore, given another dimer configuration $D' \in \mathcal{D}(X^1)$, $\psi_{D'}$ is obtained from $\psi_D$ by action of the Poincaré dual to $[D + D'] \in H_1(\Sigma; \mathbb{Z}_2)$.

As stated above, the correspondence depends on the choice of $D \in \mathcal{D}(X^1)$. This can be remedied as follows. Let $\mathcal{B} = \{\alpha_i\}$ denote a family of closed curves in $\Sigma$, transverse to $X^1$, whose classes form a basis of $H_1(\Sigma; \mathbb{Z}_2)$. Given any $D \in \mathcal{D}(X^1)$, let $\varphi^K_D \in H^1(\Sigma; \mathbb{Z}_2) = \text{Hom}(H_1(\Sigma; \mathbb{Z}_2), \mathbb{Z}_2)$ be given by $\varphi^K_D([\alpha_i]) = \alpha_i \cdot D$ for $1 \leq i \leq 2g$. Finally, let $q^K_{\mathcal{B}} \in \mathcal{Q}(\Sigma)$ be defined by $q^K_{\mathcal{B}} = q^K_D + \varphi^K_D$.

**COROLLARY 3.6.** Let $X$ be a cellular decomposition of an oriented closed surface $\Sigma$ such that $X^1$ admits a dimer configuration $D$. Then, the map

$$
\psi_{\mathcal{B}} : \mathcal{K}(X) \to \mathcal{Q}(\Sigma) = \text{Spin}(\Sigma), \quad [K] \mapsto q^K_{\mathcal{B}}
$$

is an $H^1(\Sigma; \mathbb{Z}_2)$-equivariant bijection which does not depend on $D$. 
**Proof.** This map is obviously an $H^1(\Sigma; \mathbb{Z}_2)$-equivariant bijection, as it is obtained from $\psi_D$ via translation by $\phi_B^D \in H^1(\Sigma; \mathbb{Z}_2)$. Furthermore, given $D, D' \in D(X^1)$,

$$(\phi_B^D + \phi_B^{D'})([\alpha_i]) = \alpha_i \cdot (D + D') = [\alpha_i] \cdot [D + D'].$$ 

In other words, $\phi_B^D + \phi_B^{D'}$ is equal to $[D + D']^\ast$, the Poincaré dual to $[D + D']$. Since $\psi_{D'} = \psi_D + [D + D']^\ast$, it follows that $\psi_B = \psi_D + \phi_B^D$ does not depend on $D$. \hfill \Box

This whole paragraph shows that Kasteleyn orientations should be understood as “discrete spin structures” on surfaces. This terminology is already present in the literature: according to Mercat [16], a discrete spin structure on $X$ is a double cover $p: \tilde{X} \to X$ whose restriction to $p^{-1}(\partial f)$ is the non-trivial double cover, for any face $f$ of $X$. As Mercat points out, such a cover is encoded by the homomorphism $\mu: Z_1(X) \to \mathbb{Z}_2$ which maps a 1-cycle $C \subset X$ to $\mu(C) = 0$ if and only if $C$ lifts to a cycle $\tilde{C}$ in $\tilde{X}$. The correspondence with our point of view is straightforward: given a Kasteleyn orientation $K \in \mathcal{K}(X)$, the associated $\mu_K$ is simply given by $\mu_K(C) = n^K(C)$.

### 3.3. The Pfaffian Formula

The aim of the previous paragraph was to give a natural correspondence between Kasteleyn orientations and spin structures. But as a direct consequence of Lemma 3.4, we also obtain immediately the following non-trivial combinatorial result.

**Proposition 3.7.** Let $K$ be a Kasteleyn orientation on $X$, and $D$ be a dimer configuration on $X^1$. Given a homology class $\alpha \in H_1(\Sigma; \mathbb{Z}_2)$, represent it by oriented simple closed curves $C_1, \ldots, C_m$ in $X^1$. Then, the equality

$$q^K_D(\alpha) = \sum_{i=1}^m (n^K(C_i) + \ell_D(C_i) + 1) + \sum_{1 \leq i < j \leq m} C_i \cdot C_j \pmod{2}$$

determines a well-defined quadratic form $q^K_D: H_1(\Sigma; \mathbb{Z}_2) \to \mathbb{Z}_2$. \hfill \Box

We shall now use this combinatorial information, together with the results and notation of Section 2, to derive our Pfaffian formula.

Let $\Gamma$ be a finite connected graph endowed with an edge weight system $w$. If $\Gamma$ does not admit any dimer configuration, then the partition function $Z$ is obviously zero. So, let us assume that $\Gamma$ admits a dimer configuration $D_0$. Enumerate the vertices of $\Gamma$ by $1, 2, \ldots, 2n$ and embed $\Gamma$ in a closed orientable surface $\Sigma$ of genus $g$ as the 1-skeleton of a cellular decomposition $X$ of $\Sigma$. 

Since $\Gamma$ has an even number of vertices, the set $\mathcal{K}(X)$ is an $H^1(\Sigma; \mathbb{Z}_2)$-torsor. For any Kasteleyn orientation $K$, the Pfaffian of the associated weighted skew-adjacency matrix satisfies

$$\varepsilon^K(D_0)\text{Pf}(A^K) \overset{(1)}{=} \sum_{D \in \mathcal{D}(\Gamma)} \varepsilon^K(D_0)\varepsilon^K(D)w(D),$$

$$\overset{(3)}{=} \sum_{D \in \mathcal{D}(\Gamma)} (-1)^{\sum_i (n^K(C_i) + 1)}w(D),$$

where the $C_i$’s are the connected components of the cycle $D + D_0 \in C_1(X; \mathbb{Z}_2)$. Note that given any vertex of $C_i$, the adjacent dimer of $D_0$ lies on $C_i$, so that $\ell_{D_0}(C_i) = 0$. Since the cycles $C_i$ are disjoint, Proposition 3.7 gives

$$\sum_i (n^K(C_i) + 1) = \sum_i (n^K(C_i) + \ell_{D_0}(C_i) + 1) = q^K_{D_0}([D + D_0]).$$

Therefore, every element $[K]$ of $\mathcal{K}(X)$ induces a linear equation

$$\varepsilon^K(D_0)\text{Pf}(A^K) = \sum_{\alpha \in H_1(\Sigma; \mathbb{Z}_2)} (-1)^{q^K_{D_0}(\alpha)}Z_\alpha(D_0),$$

where $Z_\alpha(D_0) = \sum_{[D + D_0] = \alpha} w(D)$, the sum being over all $D \in \mathcal{D}(\Gamma)$ such that $[D + D_0] = \alpha$. It is an easy exercise to solve this linear system of $2^g$ equations with $2^g$ unknowns, and to obtain the following formula for $Z = \sum_\alpha Z_\alpha(D_0)$. (See [3, Theorem 5] for details.)

**THEOREM 3.8.** Let $\Gamma$ be a graph embedded in a closed oriented surface $\Sigma$ of genus $g$ such that $\Sigma \setminus \Gamma$ consists of open 2-discs. Then, the partition function of the dimer model on $\Gamma$ is given by the formula

$$Z = \frac{1}{2^g} \sum_{[K] \in \mathcal{K}(X)} (-1)^{\text{Arf}(q^K_{D_0})}\varepsilon^K(D_0)\text{Pf}(A^K),$$

where the sum is taken over all equivalence classes of Kasteleyn orientations, and $\text{Arf}(q) \in \mathbb{Z}_2$ denotes the Arf invariant of the quadratic form $q$. Furthermore, the sign $(-1)^{\text{Arf}(q^K_{D_0})}\varepsilon^K(D_0)$ does not depend on $D_0$. \hfill \Box

Note that for a fixed $D_0$, and for any element of $\mathcal{K}(X)$, one can always choose a Kasteleyn orientation in this equivalence class such that $\varepsilon^K(D_0) = 1$. By Theorem 3.5, this leads to the formula stated in the introduction:

$$Z = \frac{1}{2^g} \sum_{\xi \in \text{Spin}(\Sigma)} (-1)^{\text{Arf}(\xi)}\text{Pf}(A^\xi),$$

where $A^\xi$ is the matrix $A^K$ for any Kasteleyn orientation $K$ such that $q^K_{D_0} = \xi$ and $\varepsilon^K(D_0) = 1$. 

This formula is reminiscent of \[1,\] Equation 6.9, drawing a strong analogy between the dimer model on \(\Gamma\) and the bosonic Quantum Field Theory on the compact Riemann surface \(\Sigma\). However, as it stands here, it is not very convenient for computational purposes. Indeed, it seems to require the choice of a dimer configuration \(D_0\), which is often in practice very hard – if not impossible – to find. Also, the computation of each quadratic form can be very tedious. Nevertheless, we shall now show that this formula can actually be used in a very efficient way to compute the partition function \(Z\).

Let \(\mathcal{B}\) be a set of simple closed curves on \(\Sigma\), transverse to \(\Gamma\), whose classes form a basis of \(H_1(\Sigma; \mathbb{Z}_2)\). Fix a Kasteleyn orientation \(K\) on \(\Gamma \subset \Sigma\) which satisfies the following property: for any \(\alpha_i \in \mathcal{B}\), let \(C_i\) denote the oriented 1-cycle in \(\Gamma\) having \(\alpha_i\) to its immediate left, and meeting every vertex of \(\Gamma\) adjacent to \(\alpha_i\) on this side. We require \(n^K(C_i)\) to be odd for each \(i\). (There are in fact two possible choices for \(C_i\), corresponding to the two sides of \(\alpha_i\), but the parity condition above does not depend on which one is chosen.) Finally, for any \(\epsilon = (\epsilon_1, \ldots, \epsilon_{2g}) \in \mathbb{Z}_2^{2g}\), let \(K_\epsilon\) denote the Kasteleyn orientation obtained from \(K\) as follows: invert the orientation \(K\) on the edge \(e\) of \(\Gamma\) each time \(e\) intersects \(\alpha_i\) with \(\epsilon_i = 1\).

**Theorem 3.9.** Let \(\Gamma\) be a graph embedded in a closed oriented surface \(\Sigma\) of genus \(g\) such that \(\Sigma \setminus \Gamma\) consists of open 2-discs, and fix a set of simple closed curves \(\{\alpha_i\}\) on \(\Sigma\), transverse to \(\Gamma\), whose classes form a basis of \(H_1(\Sigma; \mathbb{Z}_2)\). Then, the partition function of the dimer model on \(\Gamma\) is given by the formula

\[
Z = \frac{1}{2^g} \left| \sum_{\epsilon \in \mathbb{Z}_2^{2g}} (-1)^{\sum_{i<j} \epsilon_i \epsilon_j \alpha_i \cdot \alpha_j} \text{Pf}(A^{K_\epsilon}) \right|,
\]

where \(K_\epsilon\) are the Kasteleyn orientations described above.

**Proof.** If \(\Gamma\) does not admit any dimer configuration, then Equation (1) implies that \(\text{Pf}(A^{K_\epsilon}) = 0\) for all \(\epsilon\), and our equality holds. Therefore, it may be assumed that there exists a \(D \in \mathcal{D}(\Gamma)\). In particular, \(\Gamma\) has an even number of vertices, so \(\mathcal{K}(X)\) is an \(H^1(\Sigma; \mathbb{Z}_2)\)-torsor by Proposition 3.1. The set \(\{K_\epsilon\}_{\epsilon \in \mathbb{Z}_2^{2g}}\) is constructed to contain one element in each equivalence class of Kasteleyn orientations, so Theorem 3.8 gives the equality

\[
Z = \frac{1}{2^g} \left| \sum_{\epsilon \in \mathbb{Z}_2^{2g}} (-1)^{\text{Arf}(q_D^{K_\epsilon})} \text{Arf}(q_D^K) \text{Pf}(A^{K_\epsilon}) \right| = \frac{1}{2^g} \left| \sum_{\epsilon \in \mathbb{Z}_2^{2g}} (-1)^{\text{Arf}(q_D^{K_\epsilon}) + \text{Arf}(q_D^K)} \text{Pf}(A^{K_\epsilon}) \right|. \quad (\star)
\]
By [3, Lemma 1],
\[
\operatorname{Arf}(q^K_D) + \operatorname{Arf}(q^K_{\bar{D}}) = q^K_D([\Delta_\epsilon]),
\]
where the Poincaré dual \([\Delta_\epsilon]^*\) of \([\Delta_\epsilon] \in H_1(\Sigma; \mathbb{Z}_2)\) is required to satisfy \(q^K_D + [\Delta_\epsilon]^* = q^K_{\bar{D}}\). By Theorem 3.5, this is equivalent to \(K + [\Delta_\epsilon]^* = K_\epsilon\). The very definition of \(K_\epsilon\) implies that \(\Delta_\epsilon = \sum_i \epsilon_i \alpha_i\) represents the right homology class. On the other hand, one easily checks the equality
\[
\epsilon^K_\epsilon(D) \epsilon^K(D) = (-1)^{\Delta_\epsilon \cdot D}.
\]
We thus obtain that the coefficient in (⋆) corresponding to \(\epsilon\) is equal to
\[
(-1)^{q^K_D([\Delta_\epsilon]) + \Delta_\epsilon \cdot D} = (-1)^{q^K_{\bar{D}}([\Delta_\epsilon])} = (-1)^{q^K_D(\sum_i \epsilon_i [\alpha_i])},
\]
using the notation of Corollary 3.6. Since \(q^K_{\bar{D}}\) is a quadratic form,
\[
q^K_{\bar{D}}(\sum_i \epsilon_i [\alpha_i]) = \sum_i \epsilon_i q^K_{\bar{D}}([\alpha_i]) + \sum_{i < j} \epsilon_i \epsilon_j \alpha_i \cdot \alpha_j.
\]
Therefore, it remains to check that \(q^K_{\bar{D}}([\alpha_i])\) vanishes for all \(i\). To do so, consider the oriented closed curve \(C_i\) in \(\Gamma\) having \(\alpha_i\) to its immediate left, and meeting every vertex of \(\Gamma\) adjacent to \(\alpha_i\) on this side. Obviously, \(C_i\) and \(\alpha_i\) are homologous, and by construction, \(\ell_D(C_i) = \alpha_i \cdot D\). Therefore,
\[
q^K_{\bar{D}}([\alpha_i]) = q^K_{\bar{D}}([C_i]) = n^K(C_i) + \ell_D(C_i) + \alpha_i \cdot D + 1 = n^K(C_i) + 1.
\]
We have chosen \(K\) precisely so that this number is even for every \(i\).

4. Kasteleyn Orientations in the Non-Orientable Case

We shall now generalize the methods and results of Section 3 to the case of graphs embedded in (possibly) non-orientable closed surfaces. Once again, all the concepts will be presented in an intrinsic way, allowing us to give geometrical proofs with no combinatorial argument.

Let us begin with the generalization of the notion of Kasteleyn orientation. Throughout this section, \(\Sigma\) will designate a possibly non-orientable closed connected surface, \(X\) a cellular decomposition of \(\Sigma\), and \(\Gamma\) its 1-skeleton.

4.1. EXTENSION OF THE DEFINITION OF A KASTELEYN ORIENTATION

The definition of a Kasteleyn orientation on \(X\) given in Section 3.1 does not make sense in the present setting, as the faces of \(X\) are not oriented. We will hence work in the orientation cover of \(\Sigma\), that is, the twofold cover \(\tilde{\Sigma} \rightarrow \Sigma\) determined by the first Stiefel–Whitney class \(w_1 = w_1(\Sigma) \in H^1(\Sigma; \mathbb{Z}_2)\) of \(\Sigma\). We shall denote by \(\tilde{X}\) the cellular decomposition of the orientable surface \(\tilde{\Sigma}\) induced by \(X\) and \(\pi\).
The extension of the notion of a Kasteleyn orientation requires a labelling of the vertices of $\tilde{X}$ with signs, which is a little tedious to define intrinsically. Following our general approach, we will now state this intrinsic definition, but the reader impatient to work with examples should replace this paragraph with Remark 4.2.

Let us fix a 1-cocycle $\omega \in C^1(X; \mathbb{Z}_2)$ which represents $w_1$. This consists simply in a decomposition of the edges of $\Gamma$ into 0-edges and 1-edges, such that the local orientation of $\Sigma$ is preserved along a 1-cycle if and only if this cycle contains an even number of 1-edges. The choice of such an $\omega$ determines a labelling of the vertices of $\tilde{X}$ with signs $\pm$'s such that each vertex of $X$ is covered by two vertices with opposite signs, and $\omega(e) = 0$ if and only if the two endpoints of a lift of $e$ have the same label. Note that this labelling is uniquely determined by $\omega$ up to a global swap of all the signs. It induces an orientation on $\tilde{X}$: simply paste together a local orientation (say, counterclockwise) near the vertices labelled $+$ and the opposite (clockwise) local orientation near the vertices labelled $-$.

Any orientation $K$ of the edges of $X$ lifts to an orientation $\tilde{K}$ of the edges of $\tilde{X}$. Given a face $f$ of $X$, and a lift $\tilde{f}$, consider the number

$$c^K(\tilde{f}) = n^K(\partial \tilde{f}) + \# \text{edges in } \partial \tilde{f} \text{ joining two vertices labelled } -1 \text{ } +1,$$

where $\partial \tilde{f}$ is oriented as the boundary of the oriented face $\tilde{f}$. (As before, $n^K(\partial \tilde{f})$ denotes the number of edges in $\partial \tilde{f}$ where $\tilde{K}$ disagrees with the orientation of $\partial \tilde{f}$.) Using the fact that $\partial \tilde{f}$ contains an even number of 1-edges, one easily checks that the parity of $c^K(\tilde{f})$ does not depend on the choice of the lift $\tilde{f}$ of $f$. For the same reason, the parity of $c^K(\tilde{f})$ is unchanged if one swaps all the signs of the vertices of $\tilde{X}$, as this also reverses the orientation of $\tilde{X}$.

Therefore, the parity $c^K(f) \in \mathbb{Z}_2$ of the number $c^K(\tilde{f})$ only depends on $K$, $f$ and $\omega$. By analogy with the orientable case, we shall call it the Kasteleyn curvature of $K$ at $f$. An orientation $K$ is a Kasteleyn orientation on $(X, \omega)$ if it has zero curvature.

As usual, we shall say that two orientations are equivalent if they can be obtained from each other by flipping the edge orientations around a set of vertices. If $K$ is Kasteleyn, and $K'$ is equivalent to $K$, then $K'$ is obviously Kasteleyn. We shall denote by $\mathcal{K}(X, \omega)$ the set of equivalence classes of Kasteleyn orientation on $(X, \omega)$.

**Remark 4.1.** Recall that a surface $\Sigma$ is orientable if and only if $w_1$ vanishes. In this case, $\omega=0$ provides a natural choice, and a Kasteleyn orientation on $(X, 0)$ is simply a Kasteleyn orientation on $X$ as defined in Section 3.1. Therefore, $\mathcal{K}(X, 0)$ is nothing but $\mathcal{K}(X)$. Once again, Sections 4–6 should be understood as a generalization of the previous one, which corresponds to the case $\omega=0$.

**Remark 4.2.** When working with examples, it is often convenient to represent the surface $\Sigma$ as a planar polygon $P$ with some pairs of sides identified, and to draw
\(\Gamma\) in \(P\) intersecting \(\partial P\) transversally. Such a representation of \(X\) induces a natural cocycle \(\omega \in C^1(X; \mathbb{Z}_2)\) representing the first Stiefel–Whitney class of \(\Sigma\): Let us call a side of \(\partial P\) a 1-side if the corresponding identification does not preserve the orientation of \(P\). For an edge \(e\) of \(\Gamma\), simply define \(\omega(e)\) to be the parity of the intersection number of \(e\) with all the 1-sides of \(P\).

For this \(\omega\), it is easy to check whether a given orientation \(K\) of \(\Gamma\) is Kasteleyn or not: Take one counterclockwise-oriented copy of \(P \supset \Gamma\) with vertices labelled +, one clockwise-oriented copy of \(P \supset \Gamma\) with vertices labelled −, glue these two polygons along their 1-sides according to the prescribed identifications, and make the remaining side identifications in each copy of \(P\). The result is the oriented surface \(\tilde{X}\), where one can compute the Kasteleyn curvature. Let us illustrate this on an example.

**Example.** Let \(P\) denote the model of the Klein bottle \(\mathcal{K}\) given by a hexagon with sides identified according to the word \(a^2bc^2b^{-1}\). Note that the 1-sides are exactly the four sides of \(\partial P\) corresponding to the letters \(a\) and \(c\). Now, consider the square lattice \(\Gamma\) embedded in \(P\) as illustrated in Figure 2, and let \(X\) denote the induced cellular decomposition of \(\mathcal{K}\). The graph \(\Gamma\) admits exactly six edges \(e\) with \(\omega(e) = 1\). These are the six edges crossing the 1-sides of \(\partial P\). One easily checks that the orientation of the edges of \(\Gamma\) given by the arrows in Figure 2 is a Kasteleyn orientation on \((X, \omega)\).

### 4.2. COUNTING KASTELEYN ORIENTATIONS

The main result of this section is the following generalization of Proposition 3.1.

**Theorem 4.3.** There exists a Kasteleyn orientation on \((X, \omega)\) if and only if \(X\) has an even number of vertices. In this case, \(\mathcal{K}(X, \omega)\) is an \(H^1(\Sigma; \mathbb{Z}_2)\)-torsor.

The proof of the first part will rely on the following result.
Lemma 4.4. Given any orientation $K$ of $\Gamma$ and any $\omega \in C^1(X; \mathbb{Z}_2)$ representing $w_1$, the sum $\sum_{f \subset X} c^K(f)$ has the same parity as the number of vertices of $\Gamma$.

Proof. Throughout this demonstration, all integers and equalities are to be considered modulo 2. Let $V$ (resp. $E_0, E_1, F$) denote the number of vertices (resp. 0-edges, 1-edges, faces) in $(X, \omega)$. Given a face $\tilde{f}$ of $\tilde{X}$, let $n^K_+ (\partial \tilde{f})$ be the number of clockwise-oriented edges in $\partial \tilde{f}$ joining two vertices labelled $+$. Similarly, let $m^K_- (\partial \tilde{f})$ be the number of counterclockwise-oriented edges in $\partial \tilde{f}$ joining two vertices labelled $-$. Finally, let $m^K_1 (f)$ be the number of 1-edges in $\partial f$ oriented in a fixed direction around $f$. (Since $\partial f$ has an even number of 1-edges, this number is independent of the choice of this direction.) Fixing a lift $\tilde{f}$ of each face $f$ of $X$, we can compute

$$\sum_{f \subset X} c^K(f) = \sum_{\tilde{f}} (n^K_+ (\partial \tilde{f}) + m^K_- (\partial \tilde{f})) + \sum_{f \subset X} m^K_1 (f) + F.$$  

Each 0-edge contributes exactly 1 in the first sum of the right-hand side, which is therefore equal to $E_0$. It remains to check that the second sum is equal to $E_1 + \chi(\Sigma)$, as it implies

$$V + \sum_{f \subset X} c^K(\tilde{f}) = V + E_0 + E_1 + \chi(\Sigma) + F = 0.$$  

First note that $S := E_1 + \sum_{f \subset X} m^K_1 (f)$ is independent of $K$: indeed, reversing $K$ along an edge changes the contribution to $S$ of both adjacent faces. Hence, it can be assumed that $K$ is the orientation given by a global numbering of the vertices of $X$. Furthermore, one easily checks that $S$ remains constant when an edge $e$ is added that subdivides a face $f$ of $X$ in two. (Note that $\omega(e)$ is determined by $\omega(e')$ for $e' \subset \partial f$.) Therefore, we can assume that $X$ is a triangulation of $\Sigma$. But for a triangular face $f$, and with $K$ as above, the coproduct $\omega \cup \omega$ satisfies

$$(\omega \cup \omega)(f) + m^K_1 (f) = \begin{cases} 1 & \text{if } \partial f \text{ has two 1-edges;} \\ 0 & \text{if } \partial f \text{ has no 1-edge.} \end{cases}$$

Summing over all faces, and using the fact that $w_1^2 = \chi(\Sigma)$, we obtain the equality

$$\chi(\Sigma) + \sum_{f \subset X} m^K_1 (f) = E_1,$$

which concludes the proof.

Proof of Theorem 4.3. Given any orientation $K$ of $\Gamma$, let $c^K \in C^2(X; \mathbb{Z}_2)$ be its Kasteleyn curvature. $K$ is Kasteleyn if and only if $c^K = 0$, in which case the number of vertices $V$ of $\Gamma$ is even by Lemma 4.4. Conversely, if $V$ is even, then $\sum_{f \subset X} c^K(f) = 0$ by the same lemma. This implies that $c^K$ is a coboundary, that is, there exists a $\phi \in C^1(X; \mathbb{Z}_2)$ such that $c^K = \delta \phi$. Consider now the orientation
$K^\phi$ which coincides with $K$ on an edge $e$ if and only if $\phi(e)=0$. Given any face $f$ of $X$, we have the following equality modulo 2:

$$(\delta \phi)(f)=\phi(\partial f)=\sum_{e \subset \partial f} \phi(e)=c^K(f)+c^{K^\phi}(f).$$

Since $c^K=\delta \phi$, it follows that $c^{K^\phi}=0$, that is, $K^\phi$ is a Kasteleyn orientation.

Let us now prove the second statement, assuming that $K(X,\omega)$ is non-empty. The action of an element $[\phi] \in H^1(\Sigma; \mathbb{Z}_2)=H^1(X; \mathbb{Z}_2)$ on $[K] \in K(X,\omega)$ is defined by $[K]+[\phi]=[K^\phi]$, with $K^\phi$ as above. Since $\phi$ is a cocycle, the equation displayed above shows that $K^\phi$ is Kasteleyn if and only if $K$ is. Note also that $K^\phi$ is equivalent to $K$ if and only if $\phi$ is a coboundary. Therefore, this action of $H^1(\Sigma; \mathbb{Z}_2)$ on $K(X,\omega)$ is well-defined, and free. Finally, given two Kasteleyn orientations $K$ and $K'$, let $\phi$ denote the 1-cochain taking value 0 on an edge $e$ if and only if $K$ and $K'$ agree on $e$. Obviously, $K'=K^\phi$, and $\phi$ is a cocycle by the identity displayed above. Therefore, the action is freely transitive.

**Remark 4.5.** By the proof of Lemma 4.4, the ultimate reason for the existence of a Kasteleyn orientation on $X$ is the vanishing of the cohomology class $w_1^2+w_2$ in $H^2(\Sigma; \mathbb{Z}_2)$. This is nothing but the obstruction to the existence of a pin$^-$ structure on the manifold $\Sigma$.

The proof of this theorem actually provides us with an algorithm to construct all equivalence classes of Kasteleyn orientations on a given surface graph $(X,\omega)$ with an even number of vertices.

- Start with any orientation $K_0$ of $\Gamma$, and compute its Kasteleyn curvature $c^{K_0}$, for example, using Remark 4.2.
- By Lemma 4.4, $c^{K_0}(f)=1$ for an even number of faces. Pick two of them, join their interior with a curve $\gamma$ in $\Sigma$ intersecting $\Gamma$ transversally, and invert the orientation of an edge of $\Gamma$ each time it crosses $\gamma$. The Kasteleyn curvature of the resulting orientation vanishes at these two faces, and remains unchanged elsewhere. This inductively leads to a Kasteleyn orientation $K$.
- To construct the other Kasteleyn orientations, consider a family of closed curves $\alpha_1,\ldots,\alpha_{b_1}$ intersecting $\Gamma$ transversally, and representing a basis of $H_1(\Sigma; \mathbb{Z}_2)$. For any subset $I \subset \{1,\ldots,b_1\}$, let $K^I$ denote the orientation obtained from $K$ by inverting the orientation of an edge of $\Gamma$ each time it crosses some $\alpha_i$ with $i \in I$. These $K^I$ represent all equivalence classes of Kasteleyn orientations on $(X,\omega)$.

**4.3. DEPENDANCE ON THE CHOICE OF $\omega$**

The definition of a Kasteleyn orientation depends on the choice of the cocycle $\omega$ representing the first Stiefel–Whitney class of $\Sigma$. However, two such choices can be naturally related as follows.
PROPOSITION 4.6. Given $\omega, \omega'$ representing the first Stiefel–Whitney class $w_1$, there is an $H^1(\Sigma; \mathbb{Z}_2)$-equivariant bijection

$$\varphi_{\omega'\omega} : \mathcal{K}(X, \omega) \rightarrow \mathcal{K}(X, \omega')$$

which satisfies the relations $\varphi_{\omega\omega} = \text{id}$ and $\varphi_{\omega'\omega} \circ \varphi_{\omega'\omega} = \varphi_{\omega'\omega}$.

Proof. Let $\omega, \omega' \in C^1(X; \mathbb{Z}_2)$ be two representatives of $w_1$. Since $\omega$ and $\omega'$ are cohomologous, they can be obtained from one another by flipping all 0's and 1's around the vertices in some set $S$. To prove the proposition, it is enough to check that flipping around one vertex $v$ induces an $H^1(\Sigma; \mathbb{Z}_2)$-equivariant map $\varphi_v : \mathcal{K}(X, \omega) \rightarrow \mathcal{K}(X, \omega + \delta v)$ such that $\varphi_v \circ \varphi_v = \text{id}$ and $\varphi_v \circ \varphi_v = \varphi_v \circ \varphi_v$ for any two vertices $v, v'$. Indeed, we can then define $\varphi_{\omega'\omega}$ as the composition (in any order) of all the $\varphi_v$'s with $v \in S$.

Let $\varphi_v$ be defined by $\varphi_v([K]) = [K']$, where $K'$ agrees with $K$ on an edge $e$ unless $v \in \partial e$ and $\omega(e) = 1$. It is easy but tedious to check that if $K$ is Kasteleyn on $(X, \omega)$, then $K'$ is Kasteleyn on $(X, \omega + \delta v)$. On the other hand, it is then obvious that $\varphi_v$ is a well-defined equivariant map. The identity $\varphi_v \circ \varphi_v = \varphi_v \circ \varphi_v$ is also immediate. Finally, $\varphi_v \circ \varphi_v$ maps $[K]$ to the class of $K''$, the orientation obtained from $K$ by flipping the orientations of all the edges adjacent to $v$. Hence, $K''$ and $K$ are equivalent, so $\varphi_v \circ \varphi_v$ is the identity.

5. Kasteleyn Orientations as Discrete pin$^-$ Structures

5.1. BASIC FACTS ABOUT PIN$^-$ STRUCTURES

We shall now informally review several general facts about pin$^-$ structures, which are the natural generalization of spin structures to non-orientable manifolds. We refer to [12] for details and proofs.

Recall that Pin$^-(n)$ is a topological group which is a double cover of the orthogonal group $O(n)$. A pin$^-$ structure on an n-dimensional Riemannian manifold $M$ is a pin$^-$ structure on its frame bundle $P_O \rightarrow M$, that is, a principal Pin$^-(n)$-bundle $P \rightarrow M$ together with a 2-fold covering map $P \rightarrow P_O$ which restricts to Pin$^-(n) \rightarrow O(n)$ on each fiber. The obstruction to putting a pin$^-$ structure on $M$ is $w_2 + w_1^2 \in H^2(M; \mathbb{Z}_2)$. If this class vanishes, then the set Pin$^-(M)$ of equivalence classes of pin$^-$ structures on $M$ is an $H^1(M; \mathbb{Z}_2)$-torsor. The following special case of [12, Lemma 1.7] will be essential for our purpose: there is an $H^1(M; \mathbb{Z}_2)$-equivariant bijection between Pin$^-(M)$ and the set of equivalence classes of spin structures on $\xi \oplus \det \xi$, where $\xi$ denotes the tangent bundle of $M$ and $\det \xi$ the determinant line bundle. (Note that $\det \xi$ is simply the line bundle corresponding to the orientation cover $\tilde{M} \rightarrow M$ viewed as a principal $O(1)$-bundle.)

The two-dimensional case is particularly easy to deal with. First of all, any compact surface $\Sigma$ admits a pin$^-$ structure, as $w_2$ and $w_1^2$ are both equal to the Euler characteristic of $\Sigma$ modulo 2. Hence, the set Pin$^-(\Sigma)$ is an $H^1(\Sigma; \mathbb{Z}_2)$-torsor.
Furthermore, a spin structure on $\xi \oplus \det \xi$ is nothing but a trivialisation of this bundle. Let $\lambda : E(\lambda) \to \Sigma$ denote the determinant line bundle, and let $p : TE(\lambda) \to E(\lambda)$ be the tangent bundle of its total space. By the following commutative diagram of bundles,

$$\begin{array}{ccc}
TE(\lambda) & \longrightarrow & E(\xi \oplus \lambda) \\
\downarrow p & & \downarrow \xi \oplus \lambda \\
E(\lambda) & \longrightarrow & \Sigma
\end{array}$$

$\xi \oplus \lambda$ is the restriction of the tangent bundle of $E(\lambda)$ to $\Sigma$. (Here, $\Sigma$ embeds in $E(\lambda)$ as the 0-section of $\lambda$.) Therefore, a pin$^-$ structure on a surface $\Sigma$ is a trivialisation over $\Sigma$ of the vector bundle $TE(\lambda) \to E(\lambda)$.

Finally, Johnson’s theorem [6] generalizes to non-orientable surfaces as follows. (Again, we refer to [12] for a proof.) A function $q : H_1(\Sigma; \mathbb{Z}_2) \to \mathbb{Z}_4$ is called a quadratic enhancement of the intersection form if $q(x+y) = q(x) + q(y) + 2(x \cdot y)$ for all $x, y \in H_1(\Sigma; \mathbb{Z}_2)$, where $\cdot$ denotes the intersection form, and $2 : \mathbb{Z}_2 \to \mathbb{Z}_4$ the inclusion homomorphism. One easily checks that the set $\text{Quad}(\Sigma)$ of such quadratic enhancements admits a freely transitive action of $H^1(\Sigma; \mathbb{Z}_2) = \text{Hom}(H_1(\Sigma; \mathbb{Z}_2); \mathbb{Z}_2)$ given by $\phi \ast q = q + 2\phi$. The statement generalizing Johnson’s theorem is the following: There is an $H^1(\Sigma; \mathbb{Z}_2)$-equivariant bijection $\text{Pin}^-(\Sigma) = \text{Quad}(\Sigma)$.

More explicitly, consider an element of $\text{Pin}^-(\Sigma)$, that is, a trivialisation of the tangent bundle $p : TE(\lambda) \to E(\lambda)$ over $\Sigma$. Then, the corresponding quadratic enhancement $q : H_1(\Sigma; \mathbb{Z}_2) \to \mathbb{Z}_4$ is determined by its value on the class of an embedded circle $C$ in $\Sigma$; this value is obtained as follows. Let $\tau$ denote the restriction of $p$ to $p^{-1}(C)$. Obviously, the pin$^-$ structure induces a trivialisation $s$ of $\tau$. Note also that $\tau = TC \oplus v(C \subset \Sigma) \oplus v(\Sigma \subset E(\lambda))$, where $v$ denotes the normal bundle. Pick $x \in C$, and orient these three line bundles at $x$ so that the induced orientation on $\tau$ agrees with the one given by $s$. Now, the orientation of $TC$ determines a trivialisation $\sigma$ of this line bundle. Pick a framing $s'$ of $v(C \subset \Sigma) \oplus v(\Sigma \subset E(\lambda))$ such that $\sigma \oplus s'$ is homotopic to $s$. Then, $q([C])$ is given by the class modulo 4 of $h_{s'}(C) + 2$, where $h_{s'}(C)$ denotes the number of right half twists that $v(C \subset \Sigma)$ makes with respect to $s'$ in a complete traverse of $C$.

5.2. ENCODING A PIN$^-$ STRUCTURE

Let us try to encode combinatorially a pin$^-$ structure on a surface $\Sigma$, that is, a trivialisation of $TE(\lambda) \to E(\lambda)$ over $\Sigma$. First note that, if $\varphi : \tilde{\Sigma} \to \tilde{\Sigma}$ denotes the involution of the orientation cover of $\Sigma$, then $E(\lambda)$ can be expressed as the quotient of $\tilde{\Sigma} \times \mathbb{R}$ by the action of $\varphi \times -\text{id}$. Therefore, a pin$^-$ structure on $\Sigma$ is equivalent to a trivialisation of $T\tilde{\Sigma} \times \mathbb{R} \to \tilde{\Sigma}$, invariant under the action of $d\varphi \times -\text{id}$. This is what we will encode.

Fix a cellular decomposition $X$ of $\Sigma$ and a representative $\omega \in C^1(X; \mathbb{Z}_2)$ of $w_1$. As mentioned in Section 4, $\omega$ determines a labelling of the vertices of $X$ with signs,
such that $\omega(e) = 0$ if and only if the two endpoints of a lift of $e$ have the same label. This in turn induces an orientation on $\widetilde{X}$.

- To construct a framing of $T\widetilde{\Sigma} \times \mathbb{R} \to \widetilde{\Sigma}$ over $\widetilde{X}^0$, fix a dimer configuration $D$ on $X^1$. This lifts to a dimer configuration $\widetilde{D}$ on $\widetilde{X}^1$ which determines a (unit length) vector field $s_1$ along vertices of $\widetilde{X}$. It can be completed by a vector field $s_2$, so that $(s_1(x_+), s_2(x_+))$ is a positive orthonormal basis of $T_{x_+}\widetilde{\Sigma}$ and $(s_1(x_-), s_2(x_-))$ is a negative orthonormal basis of $T_{x_-}\widetilde{\Sigma}$. Setting $s_3(x_\pm) = \pm 1$ gives a framing $s = (s_1, s_2, s_3)$ of $T\widetilde{\Sigma} \times \mathbb{R} \to \widetilde{\Sigma}$ over $\widetilde{X}^0$, which is clearly invariant under the action of $d\varphi \times -\text{id}$.

- To extend this framing to the 1-skeleton of $\widetilde{X}$, fix an orientation $K$ of the edges of $X^1$. If $e$ denotes a 0-edge oriented from a vertex $x$ to a vertex $y$, then the framing along the lift $\widetilde{e}$ between $x_\pm$ and $y_\pm$ is defined as follows. Moving along $\widetilde{e}$, first make a right-hand rotation of the framing around the axis $s_3$ until $s_1$ points in the direction of the edge; then make a left-handed half twist around $s_3$ so that $s_1$ points backward; finally, make a right-hand rotation around $s_3$ until $s_1$ coincides with $s_1(y_\mp)$. This construction is illustrated in Figure 3.

If $e$ denotes a 1-edge oriented from $x$ to $y$, then the framing along $\widetilde{e}$ between $x_\pm$ and $y_\mp$ is defined as follows. First make a right-hand rotation around the axis $s_3$ until $s_1$ points in the direction of the edge; then make a right-handed half twist around $s_2$; finally, make a left-hand rotation around $s_3$ until $s_1$ coincides with $s_1(y_\mp)$. This is illustrated in Figure 4.

- Given a cocycle $\omega$, a dimer configuration $D$ on $X^1$ and an orientation $K$ of the edges of $X^1$, we now have a well-defined framing $s = s(\omega, D, K)$ of $T\widetilde{\Sigma} \times \mathbb{R} \to \widetilde{\Sigma}$ over $\widetilde{X}^1$, invariant under the action of $d\varphi \times -\text{id}$, which we wish to extend to the whole of $\widetilde{X}$. Let $\widetilde{f}$ be a face of $\widetilde{X}$, and let us fix a constant framing of $T\widetilde{\Sigma} \times \mathbb{R}$ over $\widetilde{f}$. Then, the restriction of $s$ to $\partial \widetilde{f}$ defines a loop $s(\partial \widetilde{f})$ in $SO(3)$. The framing $s$ extends to $\widetilde{f}$ if and only if the homotopy class $[s(\partial \widetilde{f})]$ is trivial in $\pi_1(SO(3)) = \mathbb{Z}_2$. We shall simply denote by $[\widetilde{f}]$ this class in $\mathbb{Z}_2$. 
PROPOSITION 5.1. Given any face $f$ of $X$ and any lift $\tilde{f}$ of $f$ in $\tilde{X}$, $[\tilde{f}]$ is equal to the Kasteleyn curvature $c^K(f) \in \mathbb{Z}_2$. Hence, $s$ extends to $\tilde{X}$ if and only if $K$ is a Kasteleyn orientation.

Proof. Given a face $f$ of $X$, recall that

$$c^K(f) = n^\tilde{K}(\partial \tilde{f}) + \#(\text{edges in } \partial \tilde{f} \text{ joining two vertices labelled } -) + 1 \in \mathbb{Z}_2,$$

where $\tilde{f}$ is any lift of $f$. First observe that $[\tilde{f}]$ changes when $K$ is inverted on one edge of $\partial f$. Since the same obviously holds for $c^K(f)$, it may be assumed that all edges in $\partial \tilde{f}$ are oriented counterclockwise, except those joining two vertices labelled with $-$. (In this case, we shall say that $\partial \tilde{f}$ is well-oriented.) It remains to check that $[\tilde{f}] = 1$ whenever $\partial \tilde{f}$ is well-oriented. Let us prove this by induction on $n$, the number of edges in $\partial \tilde{f}$. A face $f$ with $n = 2$ boundary edges is well-oriented if and only if these edges do not have the same orientation. If they do have the same orientation, then the framing obviously extends to the whole of $\tilde{f}$, so that $[\tilde{f}] = 0$. By the observation above, it follows that $[\tilde{f}] = 1$ if $\partial \tilde{f}$ is well-oriented. The case $n = 3$ can be checked by direct inspection. Consider now a face $\tilde{f}$ with $n \geq 4$ boundary edges. Using one more time the observation above, we have

$$[\tilde{f}] = \left[ \begin{array}{c} \text{pentagon} \\ \text{triangle} \\ \text{triangle} \\ \text{triangle} \end{array} \right] = \left[ \begin{array}{c} \text{pentagon} \\ \text{triangle} \end{array} \right] + \left[ \begin{array}{c} \text{triangle} \end{array} \right] + \left[ \begin{array}{c} \text{triangle} \end{array} \right] + 1,$$

where the orientation of the new edge is chosen so that the resulting triangle is well-oriented. By induction, $[\tilde{f}] = 1 + 1 + 1 = 1$, and we are done. \qed

Therefore, a dimer configuration $D$ on $X^1$ and a Kasteleyn orientation $K$ on $(X, \omega)$ determine a pin$^-$ structure on $\Sigma$, that is, a quadratic enhancement that we shall denote by $q_{D,K,\omega}^\Sigma : H_1(\Sigma; \mathbb{Z}_2) \to \mathbb{Z}_4$. It is characterized by the following property.
**PROPOSITION 5.2.** Let $C$ be an oriented simple closed curve on $X^1$. Then,

$$q_D^{K,\omega}([C]) = 2(n^K(C) + \ell_D^{\omega}(C) + 1) + \omega(D \cap C) - \omega(C \setminus D) \quad (\text{mod } 4),$$

where $\ell_D^{\omega}(C)$ denotes the number of vertices $x$ in $C$ such that the following condition holds: $(C, D)$ induces a local orientation at $x \in \Sigma$ which lifts to the positive orientation of $\tilde{\Sigma}$ at $x_+$ (or equivalently, to the negative one at $x_-$).

**Proof.** Let $s = s(\omega, D, K)$ denote the framing of $T\tilde{\Sigma} \times \mathbb{R} \to \tilde{\Sigma}$ over a lift $\tilde{C}$ of $C$, as constructed above. Let $s'$ be a trivialisation of $\nu(\tilde{C} \subset \tilde{\Sigma}) \oplus \nu(\tilde{\Sigma} \subset \tilde{\Sigma} \times \mathbb{R})$ such that $s$ is homotopic to $\sigma \oplus s'$, where $\sigma$ denotes the trivialisation of $T\tilde{C}$ given by the orientation of $\tilde{C}$. Then, $q_D^{K,\omega}([C])$ is equal to the class modulo 4 of $h_{s'}(\tilde{C}) + 2$, where $h_{s'}(\tilde{C})$ denotes the number of right half twists that $\nu(\tilde{C} \subset \tilde{\Sigma})$ makes with respect to $s'$ in a complete traverse of $\tilde{C}$. Hence, we are left with the proof of the equality

$$h_{s'}(\tilde{C}) \equiv 2(n^K(C) + \ell_D^{\omega}(C)) + \omega(D \cap C) - \omega(C \setminus D) \quad (\text{mod } 4). \quad (*)$$

Note that this equation makes sense for any orientation $K$ of the edges of $X^1$, not only for Kasteleyn orientations; we shall prove it for every orientation. Note also that if $s$ and $s_0$ denote two framings over $\tilde{C}$, then they define a loop in $SO(3)$, and the difference $h_{s'}(\tilde{C}) - h_{s'}(\tilde{C})$ is equal to twice the class of this loop in $\pi_1(SO(3)) = \mathbb{Z}_2$. In particular, if $K_0$ is obtained by reversing the orientation $K$ on one edge of $C$, and $s, s_0$ denote the induced framings over $\tilde{C}$, then $h_{s'}(\tilde{C}) - h_{s'}(\tilde{C}) = 2$ by the observation at the beginning of the proof of Proposition 5.1. Hence, $h_{s'}(\tilde{C})$ changes by $\pm 2$ when $K$ is inverted along one edge of $C$. Since the same obviously holds for the right-hand side of $(*)$, it may be assumed that $n^K(C) = 0$. Furthermore, $h_{s'}(\tilde{C})$ also changes by $\pm 2$ when a dimer of $D$ pointing out to the left of $\tilde{C}$ at a vertex $x_+$ (resp. to the right of $\tilde{C}$ at a vertex $x_-$) is replaced by a dimer pointing out to the right of $\tilde{C}$ (resp. to the left). This follows from the following computation, which makes use of Proposition 5.1:

$$h_{s'}\left(\begin{array}{c}
\begin{array}{c}
\bullet
\end{array}

\end{array}\right) - h_{s_0'}\left(\begin{array}{c}
\begin{array}{c}
\bullet
\end{array}

\end{array}\right) = 2\left[\begin{array}{c}
\begin{array}{c}
\circlearrowright
\end{array}

\end{array}\right] = 2c^K\left(\begin{array}{c}
\begin{array}{c}
\circlearrowright
\end{array}

\end{array}\right) = 2.$$

Since the same holds for the right-hand side of $(*)$, it may be assumed that $\ell_D^{\omega}(C) = 0$. Similar arguments allow us to assume that no dimer of $D$ lies in $C$, so that $\omega(D \cap C) = 0$ and $\omega(C \setminus D) = \omega(C)$. Hence, it may be assumed that $K$ agrees everywhere with the orientation on $C$, and that the dimer of $D$ adjacent to a vertex $x \in C$ always lies outside $C$, so that the local orientation at $x \in C$ induced by $(C, D)$ lifts to the negative orientation at $x_+$ (and the positive one at $x_-)$.
is homotopic to a framing of the form $\sigma \oplus s'$, with $s'$ making one right half twist along each 1-edge. Therefore, $h_{s'}(\tilde{C}) = -\omega(C)$, and the proposition is proved. □

5.3. THE CORRESPONDENCE THEOREM

We can now state our correspondence theorem, which generalizes Theorem 3.5 to the (possibly) non-orientable case.

**THEOREM 5.3.** Let $X$ be a cellular decomposition of a closed surface $\Sigma$, and let $\omega \in C^1(X; \mathbb{Z}_2)$ be a representative of the first Stiefel–Whitney class $w_1$. Then, any dimer configuration $D \in \mathcal{D}(X^1)$ induces an $H^1(\Sigma; \mathbb{Z}_2)$-equivariant bijection

$$
\psi_D^\omega : \mathcal{K}(X, \omega) \to \text{Quad}(\Sigma) = \text{Pin}^-(\Sigma), \quad [K] \mapsto q_D^{K,\omega}
$$

from the set of equivalence classes of Kasteleyn orientations on $(X, \omega)$ to the set of equivalence classes of pin$^-$ structures on $\Sigma$. Furthermore, given another dimer configuration $D' \in \mathcal{D}(X^1)$, $\psi_D^{\omega}$ is obtained from $\psi_D^\omega$ by action of the Poincaré dual to $[D + D'] \in H_1(\Sigma; \mathbb{Z}_2)$. Finally, given another representative $\omega'$ of $w_1$, the following diagram is commutative,

$$
\begin{array}{ccc}
\mathcal{K}(X, \omega) & \xrightarrow{\varphi_{\omega,\omega'}} & \mathcal{K}(X, \omega') \\
\downarrow{\psi_D^\omega} & & \downarrow{\psi_D^{\omega'}} \\
\text{Pin}^-(\Sigma) & & \text{Pin}^-(\Sigma)
\end{array}
$$

where $\varphi_{\omega,\omega'}$ is the equivariant bijection defined in Proposition 4.6.

**Proof.** Given fixed $\omega \in C^1(X; \mathbb{Z}_2)$ and $D \in \mathcal{D}(X^1)$, the construction above associates to each Kasteleyn orientation $K$ on $(X, \omega)$ a quadratic enhancement $q_D^{K,\omega} \in \text{Quad}(\Sigma)$ which is determined by the equality in Proposition 5.2. Therefore, we only need to check our statements for the evaluation of these quadratic enhancements on the homology class of simple closed curves in $X^1$.

If $K'$ is equivalent to $K$, then $n^{K'}(C) = n^K(C)$ for any oriented simple closed curve $C$ in $X^1$. Therefore, $q_D^{K',\omega}$ is equal to $q_D^{K,\omega}$ and we have a well-defined map $\psi_D^\omega : \mathcal{K}(X, \omega) \to \text{Quad}(\Sigma)$. Furthermore, if $K^\phi$ is the orientation obtained from $K$ by action of a cocycle $\phi \in C^1(X; \mathbb{Z}_2)$ – recall the proof of Theorem 4.3 – then $n^{K^\phi}(C) = n^K(C) + \phi(C)$. Hence, $q_D^{K^\phi,\omega} = q_D^{K,\omega} + 2[\phi]$, so $\psi_D^{\omega}$ is $H^1(\Sigma; \mathbb{Z}_2)$-equivariant.

Now, let $D, D'$ be two dimer configurations on $X^1$, and consider the associated quadratic enhancements $q_D^{K,\omega}$ and $q_{D'}^{K,\omega}$. For an oriented simple closed curve $C$ in $X^1$, Proposition 5.2 leads to the equality

$$(q_D^{K,\omega} - q_{D'}^{K,\omega})([C]) \equiv 2(\ell_D^{\omega}(C) + \ell^{\omega}_{D'}(C) + \omega(C \cap (D + D'))) \pmod{4},$$
where $D + D'$ denotes the disjoint simple cycles obtained by adding $D, D' \in C_1(X; \mathbb{Z}_2)$. Using the definition of $\ell^\omega_D(C)$, one checks that

$$\ell^\omega_D(C) + \ell^\omega_D(C) + \omega(C \cap (D + D')) \equiv C \cdot (D + D') \pmod{2}.$$ 

Therefore, $q^{K,\omega}_{D'} = q^{K,\omega}_D + 2[D + D']^*$, showing the second claim.

Let us finally prove the equality $\psi^\omega_D \circ \varphi_{\omega'} = \psi^\omega_D$. By construction of $\varphi_{\omega'\omega}$, one only needs to check the following: given a Kasteleyn orientation $K$ on $(X, \omega)$, an oriented simple closed curve $C$ in $X^1$, and a vertex $x \in C$, we have the equality $q^\omega_K([C]) = q^\omega_{K'}([C])$, where $\omega'$ is obtained from $\omega$ by changing the 0’s and 1’s labelling all edges adjacent to $x$, and $K'$ is obtained from $K$ by inverting the orientation of all the edges $e$ adjacent to $x$ such that $\omega(e) = 1$. By Proposition 5.2, the difference $\Delta = q^\omega_K([C]) - q^\omega_{K'}([C]) \in \mathbb{Z}_4$ is given by

$$2(n^K(C) + n^{K'}(C)) + 2(\ell^\omega_D(C) + \ell^\omega_{D'}(C)) + (\omega - \omega')(D \cap C) + (\omega' - \omega)(C \setminus D).$$

The first term above is equal to $2(\omega(e_1) + \omega(e_2))$, where $e_1, e_2$ denote the two edges of $C$ adjacent to $x$. If neither $e_1$ nor $e_2$ is a dimer of $D$, then

$$\Delta = 2(\omega(e_1) + \omega(e_2)) + 2 + \omega'(e_1) + \omega'(e_2) - \omega(e_1) - \omega(e_2) =$$

$$= (\omega(e_1) + \omega'(e_1) + 1) + (\omega(e_2) + \omega'(e_2) + 1).$$

Each of these terms is equal to 2, so the sum is zero modulo 4. On the other hand, if one of these edges (say, $e_1$) is a dimer of $D$, then

$$\Delta = 2(\omega(e_1) + \omega(e_2)) + \omega(e_1) - \omega'(e_1) + \omega'(e_2) - \omega(e_2) \equiv$$

$$\equiv (\omega(e_2) + \omega'(e_2)) - (\omega(e_1) + \omega'(e_1)) \pmod{4}.$$

Each of these terms is equal to 1, so the difference is zero. \qed

As stated above, the correspondence depends on the choice of $D \in \mathcal{D}(X^1)$. This can be remedied as follows. Let $B = \{\alpha_i\}$ denote a family of closed curves in $\Sigma$, transverse to $X^1$, whose classes form a basis of $H_1(\Sigma; \mathbb{Z}_2)$. Given any $D \in \mathcal{D}(X^1)$, let $\varphi^D_B \in H^1(\Sigma; \mathbb{Z}_2) = \text{Hom}(H_1(\Sigma; \mathbb{Z}_2), \mathbb{Z}_2)$ be given by $\varphi^D_B(\alpha_i) = \alpha_i \cdot D$. Finally, define $q^\omega_K \in \text{Quad}(\Sigma)$ by the equality $q^\omega_K = q^\omega_D + 2\varphi^D_B$.

**COROLLARY 5.4.** Let $X$ be a cellular decomposition of a closed surface $\Sigma$ such that $X^1$ admits a dimer configuration $D$, and let $\omega \in C^1(X; \mathbb{Z}_2)$ be a representative of the first Stiefel–Whitney class $w_1$. Then, the map

$$\psi^\omega_B : \mathcal{K}(X, \omega) \to \text{Quad}(\Sigma) = \text{Pin}^- (\Sigma), \quad [K] \mapsto q^\omega_K$$

is an $H^1(\Sigma; \mathbb{Z}_2)$-equivariant bijection which does not depend on $D$. Furthermore, given another representative $\omega'$ of $w_1$, we have the equality $\psi^\omega_B \circ \varphi_{\omega'\omega} = \psi^\omega_B$.

**Proof.** The demonstration of Corollary 3.6 extends verbatim. \qed
6. The Pfaffian Formula in the Non-Orientable Case

We shall now use the previous section to derive the Pfaffian formula in the general case of a graph embedded in a possibly non-orientable surface.

Let \( \Gamma \) be a finite connected graph endowed with an edge weight system \( w \). If \( \Gamma \) does not admit any dimer configuration, then the partition function vanishes. Let us therefore assume that \( \Gamma \) admits a dimer configuration \( D_0 \). Enumerate the vertices of \( \Gamma \) by \( 1, 2, \ldots, 2n \) and embed \( \Gamma \) in a closed surface \( \Sigma \) as the 1-skeleton of a cellular decomposition \( X \) of \( \Sigma \). Finally, let us fix an \( \omega \in C^1(X; \mathbb{Z}_2) \) representing the first Stiefel–Whitney class of \( \Sigma \).

Since \( \Gamma \) has an even number of vertices, Theorem 4.3 ensures that the set \( \mathcal{K}(X, \omega) \) is an \( H^1(\Sigma; \mathbb{Z}_2) \)-torsor. In particular, there exists a Kasteleyn orientation \( K \) on \( (X, \omega) \). We define an associated skew-symmetric matrix \( A^K,\omega \) as follows: its coefficients are given by

\[
    a_{jk} = \sum_{e} \varepsilon_{jk}^K(e)i^{\omega(e)}w(e),
\]

where the sum is on all edges \( e \) in \( \Gamma \) between the vertices \( j \) and \( k \), and \( \varepsilon_{jk}^K(e) = +1 \) (resp. \(-1\)) if \( e \) is oriented by \( K \) from \( j \) to \( k \) (resp. from \( k \) to \( j \)). In short, it is exactly the matrix defined by Kasteleyn, but with all weights of the 1-edges multiplied by \( i = \sqrt{-1} \). Given a dimer configuration \( D \), we shall simply denote by \( \omega(D) \) the sum \( \sum_{e \subset D} \omega(e) \). Recall also the notation \( \varepsilon^K(D) = \pm 1 \) introduced in Equation (2).

Finally, recall that any quadratic enhancement \( q: V \to \mathbb{Z}_4 \) of a non-singular bilinear form on a \( \mathbb{Z}_2 \)-vector space \( V \) has a well-defined Brown invariant \( \beta(q) \in \mathbb{Z}_8 \) (see e.g. [12]). It is given by the equality

\[
    \exp(i\pi/4)^{\beta(q)} = \frac{1}{\sqrt{|V|}} \sum_{x \in V} i^q(x).
\]

**THEOREM 6.1.** The partition function of the dimer model on \( \Gamma \) is given by the formula

\[
    Z = \frac{(-i)^{\omega(D_0)}}{2^{b_1/2}} \sum_{[K] \in \mathcal{K}(X, \omega)} \exp(i\pi/4)^{\beta(q^K_{D_0})} \varepsilon^K(D_0) \text{Pf}(A^K,\omega),
\]

where \( b_1 = \dim H_1(\Sigma; \mathbb{Z}_2) \) and \( \beta(q) \) denotes the Brown invariant of the quadratic enhancement \( q \). Furthermore, each term of this sum depends only on the class of \( K \) in \( \mathcal{K}(X, \omega) \), but neither on the choice of a representative of this class, nor on the choice of \( D_0 \).
Proof. Given any Kasteleyn orientation $K$ of $\Gamma$, we have

$$\varepsilon^K(D_0)i^{-\omega(D_0)}\text{Pf}(A^{K,\omega}) \overset{\text{(1)}}{=} \sum_{D \in \mathcal{D}(\Gamma)} \varepsilon^K(D_0)\varepsilon^K(D) i^{\omega(D)-\omega(D_0)} w(D)$$

$$\overset{\text{(3)}}{=} \sum_{D \in \mathcal{D}(\Gamma)} (-1)^{\sum_j (n^K(C_j)+1)} i^{\omega(D)-\omega(D_0)} w(D)$$

$$= \sum_{D \in \mathcal{D}(\Gamma)} i^{\sum_j (2n^K(C_j)+2+\omega(C_j \setminus D_0)-\omega(C_j \cap D_0))} w(D),$$

where the $C_j$’s are the disjoint cycles forming $D + D_0$. At any vertex of $C_j$, the adjacent dimer of $D_0$ lies on $C_j$, so $\ell^K_{D_0}(C_j) = 0$. Since the cycles $C_j$ are disjoint, Proposition 5.2 gives

$$\sum_j (2n^K(C_j)+2+\omega(C_j \setminus D_0)-\omega(C_j \cap D_0)) = -\sum_j q_{D_0}^{K,\omega}([C_j]) = -q_{D_0}^{K,\omega}([D + D_0]).$$

Therefore, every element $[K]$ of $\mathcal{K}(X, \omega)$ induces a linear equation

$$\varepsilon^K(D_0)i^{-\omega(D_0)}\text{Pf}(A^{K,\omega}) = \sum_{\alpha \in H_1(\Sigma; \mathbb{Z}_2)} i^{-q_{D_0}^{K,\omega}(\alpha)} Z_{\alpha}(D_0),$$

where $Z_{\alpha}(D_0) = \sum_{[D + D_0]=\alpha} w(D)$, the sum being over all $D \in \mathcal{D}(\Gamma)$ such that $[D + D_0]=\alpha$. One can solve this linear system of $2^{h_1}$ equations with $2^{h_1}$ unknowns as in [3, Theorem 5], obtaining

$$Z_{\alpha}(D_0) = \frac{1}{2^{h_1}} \sum_{[K]} i^{q_{D_0}^{K,\omega}(\alpha)} \varepsilon^K(D_0)i^{-\omega(D_0)}\text{Pf}(A^{K,\omega}).$$

The final formula for $Z$ is now obtained by summing over all $\alpha \in H_1(\Sigma; \mathbb{Z}_2)$, and using the definition of the Brown invariant.

If $K$ and $K'$ are equivalent Kasteleyn orientations, then $q_{D_0}^{K,\omega} = q_{D_0}^{K',\omega}$. In particular, these two quadratic enhancements have the same Brown invariant. On the other hand, $\varepsilon^K(D_0) = (-1)^{\mu} \varepsilon^K'(D_0)$ and $\text{Pf}(A^{K,\omega}) = (-1)^{\mu} \text{Pf}(A^{K',\omega})$, where $\mu$ is the number of vertices of $\Gamma$ around which the orientation was flipped. Therefore, the term corresponding to $[K]$ in the statement of the theorem does not depend on the choice of the representative in the equivalence class $[K]$.

Let us finally check that the coefficient $i^{-\omega(D_0)} \exp(i\pi/4) \beta(q_{D_0}^{K,\omega}) \varepsilon^K(D_0)$ does not depend on $D_0$. Let $D$ be another dimer configuration on $\Gamma$. By [12, Lemma 3.7] (where the sign needs to be corrected), and by the second part of Theorem 5.3,

$$\beta(q_{D_0}^{K,\omega}) - \beta(q_{D}^{K,\omega}) = 2q_{D_0}^{K,\omega}([D + D_0]).$$
On the other hand, we know by the beginning of the proof that
\[ \varepsilon^K(D_0)\varepsilon^K(D) i^\omega(D)-\omega(D_0) = i^{-q_{D_0}^K}(D+D_0) \]
This concludes the proof of the theorem. \( \square \)

Note that for any fixed \( D_0 \), one can always find an \( \omega \) such that \( \omega(D_0) = 0 \). Furthermore, for any equivalence classe in \( K(X, \omega) \), one can choose its representative \( K \) to satisfy \( \varepsilon^K(D_0) = 1 \). This leads to the formula stated in the introduction:
\[ Z = \frac{1}{2^{b_1/2}} \sum_{\eta \in \text{Pin}^-} \exp(i\pi/4)\beta(\eta)\text{Pf}(A^\eta), \]
where \( A^\eta \) is \( A^{K,\omega} \) for any Kasteleyn orientation \( K \) on \( (X, \omega) \) such that \( q_{D_0}^{K,\omega} = \eta \) and \( \varepsilon^K(D_0) = 1 \).

**Remark 6.2.** Of course, the right-hand side of the equality in Theorem 6.1 does not depend on the choice of \( \omega \) representing \( w_1 \), as the left-hand side does not. Using the last part of Theorem 5.3, one can make this statement a little more precise. Given any two choices \( \omega, \omega' \), let \( \varphi_{\omega'}^{\omega}: K(X, \omega) \to K(X, \omega') \) be the equivariant bijection of Proposition 4.6. Then, the summand corresponding to \( [K] \) in the Pfaffian formula given by \( \omega \) is equal to the summand corresponding to \( \varphi_{\omega'}^{\omega}([K]) \) in the Pfaffian formula given by \( \omega' \).

We finally come to the generalization of Theorem 3.9, that is, the more hands-on version of the Pfaffian formula. Recall that closed non-orientable surfaces fall into two categories.

(i) If \( \chi(\Sigma) \) is odd, then \( \Sigma \) is the connected sum of an orientable surface \( \Sigma_g \) of genus \( g \geq 0 \) with a projective plane \( \mathbb{R}P^2 \). A matrix of the modulo 2 intersection form is given by \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \oplus g \oplus (1) \).

(ii) If \( \chi(\Sigma) \) is even, then \( \Sigma \) is the connected sum of \( \Sigma_g \) with a Klein bottle \( \mathbb{K} \).

The modulo 2 intersection form admits the matrix \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \oplus (1) \).

Let \( \mathcal{B} = \{\alpha_j\} \) be a set of simple closed curves on \( \Sigma \), transverse to \( \Gamma \), whose classes form a basis of \( H_1(\Sigma; \mathbb{Z}_2) \subset H_1(\Sigma; \mathbb{Z}_2) \). If \( \Sigma \) has odd (resp. even) Euler characteristic, we also fix one simple closed curve \( \beta_1 \) (resp. two disjoint simple closed curves \( \beta_1, \beta_2 \)) on \( \Sigma \), transverse to \( \Gamma \), disjoint from the \( \alpha_j \)'s, whose class forms a basis of \( H_1(\mathbb{R}P^2; \mathbb{Z}_2) \) (resp. \( H_1(\mathbb{K}; \mathbb{Z}_2) \)) in \( H_1(\Sigma; \mathbb{Z}_2) \). Define \( \omega \in C^1(X; \mathbb{Z}_2) \) by \( \omega(e) = e \cdot \sum_\ell \beta_\ell \). It clearly represents the first Stiefel–Whitney class of \( \Sigma \).

Fix a Kasteleyn orientation \( K \) on \( (X, \omega) \) so that \( n^K(C_\gamma) \) is odd for each \( \gamma \in \{\alpha_j, \beta_\ell\} \), where \( C_\gamma \) is an oriented closed curve in \( \Gamma \) associated to \( \gamma \) as follows. Let \( \Gamma' \subset \Sigma' \) denote the surface graph \( \Gamma \subset \Sigma \) cut along \( \cup_\ell \beta_\ell \), and endow \( \Sigma' \) with the
counterclockwise orientation. For \( \gamma = \alpha_j \), \( C_\gamma \) is the oriented 1-cycle in \( \Gamma' \subset \Sigma' \) having \( \alpha_j \) to its immediate left, meeting every vertex of \( \Gamma' \) adjacent to \( \alpha_j \) on this side. (Moving \( \beta_\ell \) if needed, it may be assumed that \( C_\gamma \) is disjoint from \( \sqcup \ell \beta_\ell \) so that \( C_\gamma \) is a 1-cycle in \( \Gamma' \).) For \( \gamma = \beta_\ell \), \( C_\gamma \) is the oriented 1-cycle in \( \Gamma \) given by one edge of \( \Gamma \) intersecting \( \beta_\ell \) once, together with the oriented curve in \( \Gamma' \) joining the two endpoints of \( e \in \Gamma' \) and having \( \beta_\ell \) to its immediate left in \( \Sigma' \). (If \( \chi(\Sigma) \) is even, it may be assumed that \( C_\beta_\ell \) is disjoint from \( \beta_\ell' \) for \( \{\ell, \ell'\} = \{1, 2\} \).

For any \( \epsilon = (\epsilon_1, \ldots, \epsilon_{2g}) \in \mathbb{Z}_2^{2g} \), let \( K_\epsilon \) denote the Kasteleyn orientation obtained from \( K \) by inverting the orientation \( K \) on the edge \( e \) of \( \Gamma \) each time \( e \) intersects \( \alpha_j \) with \( \epsilon_j = 1 \). Finally, if \( \Sigma \) has even Euler characteristic, let \( K'_\epsilon \) be obtained by inverting \( K_\epsilon \) on \( e \) each time the edge \( e \) intersects \( \beta_1 \).

**THEOREM 6.3.** Let \( \Gamma \) be a graph embedded in a closed non-orientable surface \( \Sigma \) such that \( \Sigma \setminus \Gamma \) consists of open 2-discs. Then, the partition function of the dimer model on \( \Gamma \) is given by

\[
Z = \frac{1}{2^g} \sum_{\epsilon \in \mathbb{Z}_2^{2g}} (-1)^{\sum_{j<k} \epsilon_j \epsilon_k \alpha_j \cdot \alpha_k} \left( \text{Re}(\text{Pf}(A_{K_\epsilon})) + \text{Im}(\text{Pf}(A_{K'_\epsilon})) \right),
\]

if \( \Sigma = \Sigma_g \# \mathbb{R} P^2 \), and by

\[
Z = \frac{1}{2^g} \sum_{\epsilon \in \mathbb{Z}_2^{2g}} (-1)^{\sum_{j<k} \epsilon_j \epsilon_k \alpha_j \cdot \alpha_k} \left( \text{Im}(\text{Pf}(A_{K_\epsilon})) + \text{Re}(\text{Pf}(A_{K'_\epsilon})) \right),
\]

if \( \Sigma = \Sigma_g \# \mathcal{K} \).

**Proof.** If \( \Gamma \) does not admit any dimer configuration, then all Pfaffians vanish by Equation (1) and our equalities hold. Therefore, it may be assumed that there exists a \( D \in \mathcal{D}(\Gamma) \). In particular, \( \Gamma \) has an even number of vertices, so \( \mathcal{K}(X, \omega) \) is an \( H^1(\Sigma; \mathbb{Z}_2) \)-torsor by Theorem 4.3. For \( \eta = \eta_1 \in \mathbb{Z}_2 \) (resp. \( \eta = (\eta_1, \eta_2) \in \mathbb{Z}_2^2 \)), let \( K_{\epsilon, \eta} \) be obtained from \( K_\epsilon \) by inverting the orientation of an edge each time it intersects \( \beta_1 \) with \( \eta_1 = 1 \) (resp. and \( \beta_2 \) with \( \eta_2 = 1 \)). The set \( \{K_{\epsilon, \eta}\}_{(\epsilon, \eta) \in \mathbb{Z}_2^{b_1}} \) clearly contains one element in each equivalence class of Kasteleyn orientations. Setting \( \zeta = \exp(i\pi/4) \) and dropping the superscript \( \omega \)'s, Theorem 6.1 implies

\[
Z = \frac{(-i)^{\omega(D)}}{2^{b_1/2}} \sum_{(\epsilon, \eta) \in \mathbb{Z}_2^{b_1}} \zeta^{\beta(q_D^{K_{\epsilon, \eta}})} \epsilon^{K_{\epsilon, \eta}}(D) \text{Pf}(A_{K_{\epsilon, \eta}}) = \left( \sum_{(\epsilon, \eta) \in \mathbb{Z}_2^{b_1}} \epsilon^{\beta(q_D^{K_{\epsilon, \eta}})-\beta(q_D^K)} \zeta^{K_{\epsilon, \eta}}(D) \epsilon^K(D) \text{Pf}(A_{K_{\epsilon, \eta}}) \right). (**) \]
By [12, Lemma 3.7],
\[ \beta(d^K_{\epsilon,\eta}) - \beta(d^K_D) = -2q^K_{\Delta_{\epsilon,\eta}}, \]
where \([\Delta_{\epsilon,\eta}] \in H_1(\Sigma; \mathbb{Z}_2)\) is determined by the fact that its Poincaré dual \([\Delta_{\epsilon,\eta}]^*\) satisfies \(q^K_D + 2[\Delta_{\epsilon,\eta}]^* = q^K_{\epsilon,\eta}\). By Theorem 5.3, this is equivalent to requiring that \(K + [\Delta_{\epsilon,\eta}]^* = K_{\epsilon,\eta}\). The definition of \(K_{\epsilon,\eta}\) implies that
\[ \Delta_{\epsilon,\eta} = \sum_{j} \epsilon j \alpha_j + \sum_{\ell} \eta \ell \beta_\ell \]
represents the right homology class. Using the equality
\[ \varepsilon^{K_{\epsilon,\eta}}(D)\varepsilon^K(D) = (-1)^{\Delta_{\epsilon,\eta}}D \]
and the notation of Corollary 5.4, we obtain that the coefficient in (**) corresponding to \((\epsilon, \eta)\) is equal to
\[ \varepsilon^{-2q^K_{\Delta_{\epsilon,\eta}}} - 4\Delta_{\epsilon,\eta} D = (-i)q^K_{\Delta_{\epsilon,\eta}}. \]
Since \(q^K_B\) is a quadratic enhancement, and given the assumptions on the intersections of the cycles of \(B\), it follows
\[ q^K_B([\Delta_{\epsilon,\eta}]) = \sum_j \epsilon j q^K_B([\alpha_j]) + 2 \sum_{j < k} \epsilon j \epsilon k \alpha_j \cdot \alpha_k + \sum_\ell \eta \ell q^K_B([\beta_\ell]). \]
We have chosen \(K\) precisely so that \(q^K_B([\alpha_j]) = 0\) and \(q^K_B([\beta_\ell]) = -1\). Indeed, for \(\gamma = \alpha_j\), \(C_\gamma\) is constructed to satisfy \(\ell^K_D(C_\gamma) = D \cdot \gamma\) and \(\omega(e) = 0\) for any edge \(e\) of \(C_\gamma\). Therefore, the four terms of the sum
\[ q^K_B([\gamma]) = q^K_B([C_\gamma]) = 2(n^K(C_\gamma) + 1) + 2(\ell^K_D(C_\gamma) + D \cdot \gamma) + \omega(D \cap C_\gamma) - \omega(C_\gamma \setminus D) \]
vanish. Similarly, for \(\gamma = \beta_\ell\), \(C_\gamma\) is constructed to satisfy \(\ell^K_D(C_\gamma) = D \cdot \gamma - \chi_D(e)\), where \(\chi_D(e) = 1\) is the edge \(e\) of \(C_\gamma\) crossing \(\gamma\) is occupied by a dimer of \(D\), and \(0\) otherwise. Since \(\omega(D \cap C_\gamma) - \omega(C_\gamma \setminus D) = 2\chi_D(e) - 1\) and \(n^K(C_\gamma)\) is odd, it follows that \(q^K_B([\gamma]) = q^K_B([C_\gamma])\) is equal to \(-1\) as claimed. Hence, we have the equality
\[ Z = \frac{1}{2^{b_1/2}} \left| \sum_{(\epsilon, \eta) \in \mathbb{Z}_2^{b_1}} (-1)^{\sum_{j < k} \epsilon j \epsilon k \alpha_j \cdot \alpha_k} \sum_{\ell} \epsilon \ell \eta \ell \epsilon^K \eta^K \right|. \]
In the case of odd Euler characteristic, \(A^K_{\epsilon,1}\) is nothing but the complex conjugate of \(A^K_{\epsilon} = A^K_{\epsilon,0}\). Therefore,
\[ Z = \frac{1}{2^{b_1/2}} \left| \sum_{\epsilon \in \mathbb{Z}_2^{2g}} (-1)^{\sum_{j < k} \epsilon j \epsilon k \alpha_j \cdot \alpha_k} \left( \text{Pf}(A^K_{\epsilon}) + i \text{Pf}(A^K_{\epsilon}) \right) \right| = \frac{1}{2^g} \left| \frac{1 + i}{\sqrt{2}} \sum_{\epsilon \in \mathbb{Z}_2^{2g}} (-1)^{\sum_{j < k} \epsilon j \epsilon k \alpha_j \cdot \alpha_k} \left( \text{Re}(\text{Pf}(A^K_{\epsilon})) + \text{Im}(\text{Pf}(A^K_{\epsilon})) \right) \right|. \]
The case of even Euler characteristic is obtained similarly, using the fact that $A^{K_{e,1.1}}$ (resp. $A^{K_{e,0.1}}$) is the complex conjugate of $A^{K_{e,0.0}} = A^{K_e}$ (resp. $A^{K_{e,1.0}} = A^{K'_e}$).

**Example.** Recall the graph $\Gamma$ embedded in the Klein bottle as illustrated in Figure 2. With the notation introduced above, the cycles $\beta_1$ and $\beta_2$ can be chosen to be the sides $a$ and $c$. Furthermore, we can pick the oriented 1-cycles $C_{\beta_1}$ and $C_{\beta_2}$ as illustrated in Figure 5. If $K$ denotes the Kasteleyn orientation given in Figure 2, then both $n^K(C_{\beta_1}) = 1$ and $n^K(C_{\beta_2}) = 3$ are odd as required. Therefore, Theorem 6.3 gives

$$Z = \left| \Im\left( \text{Pf}(A^K) \right) + \Re\left( \text{Pf}(A^{K'}) \right) \right|,$$

where $K'$ is obtained from $K$ by inverting the orientation of the three edges of $\Gamma$ that cross $\beta_1$. Note that $\Gamma$ is a bipartite graph, as illustrated in Figure 5. Therefore, the Pfaffians can be computed by

$$\text{Pf}(A^K) = \text{Pf}\left( \begin{pmatrix} 0 & M \\ -M^T & 0 \end{pmatrix} \right) = (-1)^{k(k-1)/2} \det(M),$$

where $M$ is a square matrix of size $k$. In our case, we need to compute the determinant of two square matrices of size 15 (with 60 non-zero coefficients each). Eventually, the number of dimer configurations on the graph $\Gamma$ is equal to

$$Z = \left| \Im(\det(M)) + \Re(\det(M')) \right| = 20,072.$$

As a point of comparison, the $(5 \times 6)$-square lattice embedded in the torus (that is, the graph $\Gamma$ above, but with the boundary identification $a^2bc^2b^{-1}$ replaced by $acbc^{-1}a^{-1}b^{-1}$) has 9,922 dimer configurations. Finally, the planar $(5 \times 6)$-square lattice (that is, the graph $\Gamma$ without the edges meeting the boundary of the hexagon) admits 1,183 dimer configurations.
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