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Abstract

This paper presents high order accurate discontinuous Galerkin (DG) methods for wave problems on moving curved meshes with general choices of basis and quadrature. The proposed method adopts an arbitrary Lagrangian-Eulerian (ALE) formulation to map the acoustic wave equation from the time-dependent moving physical domain onto a fixed reference domain. For moving curved meshes, weighted mass matrices must be assembled and inverted at each time step when using explicit time stepping methods. We avoid this step by utilizing an easily invertible weight-adjusted approximation. The resulting semi-discrete weight-adjusted DG scheme is provably energy stable up to a term which converges to zero with the same rate as the optimal $L^2$ error estimate. Numerical experiments using both polynomial and B-spline bases verify the high order accuracy and energy stability of proposed methods.
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1. Introduction

Efficient and accurate simulations of wave propagation have a wide range of applications in science and engineering, from seismic and medical imaging to rupture and earthquake simulations. Moving meshes appear when simulating problems with moving domains or boundaries [1,2], e.g., wave scattering from moving or vibrating boundaries [3,4]. Another application of moving mesh methods is to resolve sharp
wave fronts or localized features by clustering mesh grid points in certain area with large solution variations (dynamic r-adaptivity) [5, 6, 7].

In this work, we use an arbitrary Lagrangian-Eulerian (ALE) formulation of partial differential equations (PDEs) to account for mesh motion. The ALE method [8, 9, 10, 11] is a generalization of the Lagrangian and Eulerian methods, which allows mesh grid point move arbitrarily. The basic idea of the ALE transformation is to map governing equations from a time-dependent physical domain $\Omega_t$ to a fixed reference domain $\hat{\Omega}$.

Recently, discontinuous Galerkin (DG) methods based on the ALE framework have been developed for their advantages of high order approximation on arbitrary unstructured meshes [12, 13, 14]. A variety of DG spectral element methods (DG-SEM) for wave propagation on moving domains can be found in [12, 15, 4, 3]. However, it is known that DG methods for problems on curvilinear meshes [16] can be unstable even with static domains, and care must be taken to ensure stability for moving curved meshes. Several approaches have been proposed to ensure energy stability of high order DG-type formulations. For constant coefficient hyperbolic systems, Nikkar and Nordström [17] develop a high order, fully discrete, conservative and energy stable finite difference scheme using summation-by-parts (SBP) operators both in time and space. In [12], Kopriva et al. proposed a provably stable semi-discrete DG-SEM approximation on moving hexahedral meshes by averaging the conservative form and a non-conservative form of the equation. However, this method requires the use of tensor product elements and tensor product Legendre-Gauss-Lobatto quadrature. For moving meshes with non-curved triangular elements, Fu et al. [14] construct an ALE-DG method by assuming mesh motion is restricted to affine time-dependent mappings.

In this paper, we are interested in constructing more general stable DG formulations on moving curved meshes without restrictions on element type, quadrature, or choice of local approximation space. During mesh motion, affine elements may become curved elements, so the determinant of the Jacobian matrix given by the ALE transformation is time-dependent and spatially varying. In this case, we must construct and invert a high order weighted mass matrix on each element at every time step. In order to reduce the computational cost, we build upon a weight-adjusted DG (WADG) formulation [18], which is low storage, energy stable, and high order accurate for static
heterogeneous media \cite{18} \cite{19} and curvilinear meshes \cite{20} \cite{21}. We then extend this WADG formulation to moving curved meshes, and prove that it is energy stable up to a term which converges to zero with the same rate as the optimal $L^2$ error estimate. We also introduce a novel penalty flux (a blend of upwind and Lax-Friedrichs fluxes \cite{22}) for moving meshes. The proposed ALE-DG method can be applied on unstructured triangular and quadrilateral meshes using high order polynomial and non-polynomial bases. We implement numerical experiments using both polynomial and B-spline bases to verify the high order accuracy and energy stability of proposed methods.

The reminder of this paper is organized as follows: In Section 3, we derive an ALE formulation of a conservation law for the wave equation on moving meshes. In Section 4, we use the constant solution on moving meshes to show results of energy conservation for the proposed ALE-DG methods using standard Galerkin approach and weight-adjusted approach, respectively. In Section 5, we propose an ALE-DG method for the acoustic wave equation with a novel penalty flux. In Section 6, we present numerical experiments to verify energy stability and high order accurate of the proposed methods.

2. Mathematical notation

In this section, we introduce mathematical notation that will be used in the following sections. In this paper, we restrict ourselves to two-dimensional problems, but all results can be directly extended to three dimensions.

We assume that the fixed non-curved reference domain $\hat{\Omega}$ is exactly represented by a triangulation $\hat{\Omega}_0 = \bigcup_{k=1}^{K} D^k$, which consists of $K$ non-overlapping elements. Each element $D^k$ is the image of the reference element $\hat{D}$ under an affine mapping $\Phi^k$

$$\hat{x} = \Phi^k \hat{r}, \quad \hat{x} \in D^k, \quad \hat{r} \in \hat{D},$$

where $\hat{x} = (\hat{x}_1, \hat{x}_2)$ are coordinates on the $k$th element and $\hat{r} = (r, s)$ are coordinates on the reference element. In this work, the reference element is taken to be bi-unit right triangle,

$$\hat{D} = \{(r, s) \geq -1, \quad r + s \leq 0\}.$$
Over each element $D^k$, we define the approximation space $V_h(D^k)$ as

$$V_h(D^k) = V_h(\hat{D}) \circ (\Phi^k)^{-1} = \{ \hat{v}_h \circ (\Phi^k)^{-1}, \hat{v}_h \in V_h(\hat{D}) \},$$

where $V_h(\hat{D})$ is a polynomial approximation space of degree $N$ on the reference element defined by

$$V_h(\hat{D}) = P^N(\hat{D}) = \{ r^i s^j, \ 0 \leq i + j \leq N \}.$$

We will also consider quadrilateral meshes and non-polynomial approximation spaces such as splines in Section 7.2.

For simplicity, we denote the $L^2$ inner product over $D^k$ and over surface of $\partial D^k$ as

$$(u, v)_{L^2(D^k)} = \int_{D^k} uv, \quad \langle u, v \rangle_{L^2(\partial D^k)} = \int_{\partial D^k} uv.$$

We define the jump and average of a scalar variable $p$ across element interfaces as

$$\|p\| = p^+ - p, \quad \{p\} = \frac{1}{2} (p^+ + p),$$

where $p^+$ and $p$ are the neighboring and local traces of the solution over each face, respectively. The jump and average of a vector variable $u$ are defined component-wise as follows

$$\|u\|_i = \|u_i\|, \quad \{u\}_i = \frac{1}{2} \{u_i\}.$$

### 3. Arbitrary Lagrangian-Eulerian formulations

To take into account mesh motion and deformation, we use an arbitrary Lagrangian-Eulerian (ALE) formulation in this work. In this section, we derive an ALE formulation of conservation laws for the first-order system of two-dimensional acoustic wave equations. We assume constant wavespeed $c = 1$ and write the acoustic wave equation into a conservative matrix form

$$\frac{dq}{dt} + \sum_i \frac{\partial f_i}{\partial x_i} = 0, \quad (1)$$
where

\[
q = \begin{pmatrix} p \\ u \\ v \end{pmatrix}, \quad f_1 = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} p \\ u \\ v \end{pmatrix}, \quad f_2 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix} \begin{pmatrix} p \\ u \\ v \end{pmatrix}.
\]

In the ALE formulation, we need to map the fixed reference domain \(\hat{\Omega} = (\xi_1, \xi_2) \in \hat{\Omega}\) with time \(\tau\) onto the time-dependent physical domain \(\Omega_t = (x_1, x_2) \in \Omega_t\) with time \(t\). We assume this two coordinate systems are connected through a transformation as illustrated in Figure 1

\[ t = \tau, \quad x = X(\hat{x}, \tau). \]

This transformation can be described by the following Jacobian matrix

\[
\frac{\partial (x, t)}{\partial (\xi, \tau)} = \begin{pmatrix} \frac{\partial x_1}{\partial \xi_1} & \frac{\partial x_1}{\partial \xi_2} & \frac{\partial x_1}{\partial \tau} \\ \frac{\partial x_2}{\partial \xi_1} & \frac{\partial x_2}{\partial \xi_2} & \frac{\partial x_2}{\partial \tau} \\ 0 & 0 & 1 \end{pmatrix}, \quad J = \left| \frac{\partial (x, t)}{\partial (\hat{x}, \tau)} \right|.
\]

From this transformation, we obtain the following relationship between differential operators on the physical element and on the reference domain

\[
\frac{\partial}{\partial t} = \frac{\partial}{\partial \tau} + \sum_j \frac{\partial \xi_j}{\partial \tau} \frac{\partial}{\partial \xi_j}, \quad \frac{\partial}{\partial x_i} = \sum_j \frac{\partial \xi_j}{\partial x_i} \frac{\partial}{\partial \xi_j}, \quad i = 1, 2.
\]
Now, we replace differential operators in (1) by (2)

\[
\frac{dq}{d\tau} + \sum_j \frac{\partial \xi_j}{\partial t} \frac{dq}{\partial \xi_j} + \sum_i \sum_j \frac{\partial \xi_j}{\partial x_i} \frac{\partial f_i}{\partial \xi_j} = 0. \tag{3}
\]

Multiplying by \(J\), we obtain that

\[
J \frac{dq}{d\tau} + \sum_j \frac{\partial \xi_j}{\partial t} \frac{dq}{\partial \xi_j} + J \sum_i \sum_j \frac{\partial \xi_j}{\partial x_i} \frac{\partial f_i}{\partial \xi_j} = 0. \tag{4}
\]

Then, we rewrite (4) as

\[
\frac{dqJ}{d\tau} - \frac{dJ}{d\tau} q + \sum_j \frac{\partial \xi_j}{\partial t} \frac{dqJ}{\partial \xi_j} - \sum_j \frac{\partial \xi_j}{\partial t} \frac{dJ}{\partial \xi_j} q + \sum_j \sum_i \frac{\partial \xi_j}{\partial x_i} \frac{\partial f_i}{\partial \xi_j} - \sum_i \sum_j \frac{\partial \xi_j}{\partial x_i} \frac{\partial f_i}{\partial \xi_j} = 0. \tag{5}
\]

For continuous geometric mappings, \(J\) satisfies both the well-known metric identities

\[
\sum_j \frac{\partial \xi_j}{\partial x_i} \frac{\partial J}{\partial \xi_j} = 0, \tag{6}
\]

and the Geometric Conservation Law (GCL) \([24]\)

\[
\frac{dJ}{d\tau} + \sum_j \frac{\partial \xi_j}{\partial t} \frac{dJ}{\partial \xi_j} = 0. \tag{7}
\]

Simplifying (5) using (6) and (7), we obtain an equivalent conservation law to (1) on \(\hat{\Omega}\)

\[
\frac{dqJ}{d\tau} + \sum_j \frac{\partial \xi_j}{\partial t} \frac{dqJ}{\partial \xi_j} + \sum_j \sum_i \frac{\partial \xi_j}{\partial x_i} \frac{\partial f_i}{\partial \xi_j} = 0. \tag{8}
\]

In two dimensions, (8) is equivalent to

\[
\begin{pmatrix}
  pJ \\
  uJ \\
  vJ
\end{pmatrix}
\tau + \begin{pmatrix}
  A_1 \begin{pmatrix}
    p \\
    u \\
    v
  \end{pmatrix} \\
  A_2 \begin{pmatrix}
    p \\
    u \\
    v
  \end{pmatrix}
\end{pmatrix}_{\xi_1} + \begin{pmatrix}
  A_2 \begin{pmatrix}
    p \\
    u \\
    v
  \end{pmatrix}
\end{pmatrix}_{\xi_2} = 0, \tag{9}
\]
where

\[
A_1 = \begin{pmatrix}
\frac{\partial \xi_1}{\partial t} & \frac{\partial \xi_1}{\partial x_1} & \frac{\partial \xi_1}{\partial x_2} \\
\frac{\partial \xi_2}{\partial t} & 0 & \frac{\partial \xi_2}{\partial x_1} \\
\frac{\partial \xi_2}{\partial x_2} & 0 & \frac{\partial \xi_2}{\partial x_2}
\end{pmatrix}, \quad A_2 = \begin{pmatrix}
\frac{\partial \xi_2}{\partial t} & \frac{\partial \xi_2}{\partial x_3} & \frac{\partial \xi_2}{\partial x_2} \\
\frac{\partial \xi_3}{\partial t} & 0 & \frac{\partial \xi_3}{\partial x_1} \\
\frac{\partial \xi_3}{\partial x_2} & 0 & \frac{\partial \xi_3}{\partial x_2}
\end{pmatrix}.
\]

Then, (9) can be simply rewritten as

\[
\frac{dq}{d\tau} + \frac{\partial}{\partial \xi_1} (A_1 q) + \frac{\partial}{\partial \xi_2} (A_2 q) = 0.
\]

In Section 5, we will derive the ALE-DG formulation for the two-dimensional acoustic wave equation. In the next section, we discuss the energy stability of a skew-symmetric ALE-DG formulation for the constant solution on moving meshes.

4. A skew-symmetric ALE-DG formulation for mesh motion

In this section, we use a simple case, i.e., a constant solution on a moving mesh to illustrate energy conservation for a skew-symmetric ALE-DG formulation on moving meshes. Consider the equation

\[
\frac{du}{dt} = 0.
\]

In the ALE formulation, we transfer (11) from the time-dependent physical domain \(x = (x_1, x_2)\) with time variable \(t\) onto a fixed reference domain \(\tilde{x} = (\xi_1, \xi_2)\) with time variable \(\tau\). By setting \(f = 0\) in (8), we obtain the corresponding system on the reference domain

\[
\frac{\partial u}{\partial \tau} + \tilde{\nabla} \cdot (uJ\tilde{x}_r) = 0,
\]

\[
\frac{\partial J}{\partial \tau} + \tilde{\nabla} \cdot (J\tilde{x}_r) = 0.
\]

Clearly, since \(du/dt = 0\),

\[
\frac{d}{dt} \|u\|^2 = 0,
\]

and the system is energy conservative. We replicate this using a DG discretization for the reference system (12). Multiplying by test functions \(v, w\) and integrating over \(D^k\),
we have
\[
\left( \frac{\partial u_j}{\partial \tau}, v \right)_{L^2(D^p)} + \left( \tilde{\nabla} \cdot (u J \tilde{x}_t), v \right)_{L^2(D^p)} = 0, \\
\left( \frac{\partial J}{\partial \tau}, w \right)_{L^2(D^p)} + \left( \tilde{\nabla} \cdot (J \tilde{x}_t), w \right)_{L^2(D^p)} = 0. 
\]
\text{(13)}

Integrating the spatial derivative in the first equation by parts twice and using the central flux \( u^* = \{\{u\}\} \), we obtain the strong DG formulation
\[
\left( \frac{\partial (u J)}{\partial \tau}, v \right)_{L^2(D^p)} + \left( \tilde{\nabla} \cdot (u J \tilde{x}_t), v \right)_{L^2(D^p)} + \frac{1}{2} \left( \|u\| J \tilde{x}_t \cdot n, v \right)_{L^2(\partial D^p)} = 0, \\
\left( \frac{\partial J}{\partial \tau}, w \right)_{L^2(D^p)} + \left( \tilde{\nabla} \cdot (J \tilde{x}_t), w \right)_{L^2(D^p)} = 0. 
\]
\text{(14)}

where \( n \) is the outward normal vector on the reference element. To show energy conservation, we use a simple trick to rewrite the first equation in (14) into a skew-symmetric form
\[
\left( \frac{\partial (u J)}{\partial \tau}, v \right)_{L^2(D^p)} + \frac{1}{2} \left( \|u\| J \tilde{x}_t \cdot n, v \right)_{L^2(\partial D^p)} + \frac{1}{2} \left\{ \left( \tilde{\nabla} \cdot (u J \tilde{x}_t), v \right)_{L^2(D^p)} + \left( \tilde{\nabla} \cdot (J \tilde{x}_t) u, v \right)_{L^2(D^p)} + \left( J \tilde{x}_t \cdot \tilde{\nabla} u, v \right)_{L^2(D^p)} \right\} = 0. 
\]

Integrating the second volume term by parts yields
\[
\left( \tilde{\nabla} \cdot (u J \tilde{x}_t), v \right)_{L^2(D^p)} = \langle u J \tilde{x}_t \cdot n, v \rangle_{L^2(\partial D^p)} - \left( u J \tilde{x}_t, \tilde{\nabla} v \right)_{L^2(D^p)}. 
\]
\text{(15)}

The DG formulation on the reference domain becomes
\[
\left( \frac{\partial (u J)}{\partial \tau}, v \right)_{L^2(D^p)} + \frac{1}{2} \langle u^* J \tilde{x}_t \cdot n, v \rangle_{L^2(\partial D^p)} + \frac{1}{2} \left\{ \left( \tilde{\nabla} \cdot (u J \tilde{x}_t), v \right)_{L^2(D^p)} + \left( J \tilde{x}_t \cdot \tilde{\nabla} u, v \right)_{L^2(D^p)} - \left( u J \tilde{x}_t, \tilde{\nabla} v \right)_{L^2(D^p)} \right\} = 0, \\
\left( \frac{\partial J}{\partial \tau}, w \right)_{L^2(D^p)} + \left( \tilde{\nabla} \cdot (J \tilde{x}_t), w \right)_{L^2(D^p)} = 0. 
\]
\text{(16)}
In numerical experiments, the term $\hat{\nabla} \cdot (J \hat{x}_t)$ in (16) is computed by applying the divergence operator to the $L^2$ projection of non-polynomial function $J \hat{x}_t$, since $J \hat{x}_t$ may not be a polynomial of degree $N$. Note that the evolved variables are $uJ$ and $J$. It remains to specify how $u$ is determined given $uJ$ and $J$, which is the primary difference between standard DG and weight-adjusted DG. In the following sections, we discuss energy conservation using standard DG and WADG approaches, respectively.

4.1. Energy conservation using DG methods

We start with energy conservation for (16) using the DG method where weighted mass matrices are used. In the standard DG method, $u$ is defined as the solution to

$$(u, vJ)_{L^2(D^k)} = ((uJ), v)_{L^2(D^k)}, \quad \forall v \in V_h(D^k)$$

which is equivalent to

$$M^k_J u = M^k (uJ), \quad u = (M^k_J)^{-1} M^k (uJ).$$

Here $u, uJ$ are the expansion coefficients of polynomial $u$ and $uJ$. The weighted mass matrix $M^k_J$ and the mass matrix $M^k$ on element $\hat{D}$ are given by

$$M^k_J = \int_{D^k} \phi_j^k \phi_i^k J = J^k \int_{D} \phi_j \phi_i J = J^k M_J, \quad M^k = \int_{D^k} \phi_j^k \phi_i^k = J^k \int_{D} \phi_j \phi_i = J^k M,$$

where $\{\phi_i^k\}, \{\phi_i\}$ are basis functions spanning $V_h(D^k)$ and $V_h(\hat{D})$, respectively. The constant $J^k$ is the Jacobian of affine mapping $\Phi^k$ between the reference element and element $D^k$. In practice, we will use the matrix $M_J$ and $M$, which are referred to weighted mass matrix and mass matrix on $\hat{D}$, such that

$$u = (M^k_J)^{-1} M^k (uJ) = (M_J)^{-1} M (uJ).$$

In order to show energy conservation, we take

$$v = u, \quad w = \frac{1}{2} \Pi_N (u^2).$$
Note that, since \( \frac{\partial J}{\partial t}, \hat{\nabla} \cdot (J \hat{x}_t) \in P^N \), we have
\[
\left( \frac{\partial J}{\partial t}, \frac{1}{2} \Pi_N (u^2) \right)_{L^2(D^k)} = \left( \frac{\partial J}{\partial t}, \frac{1}{2} u^2 \right)_{L^2(D^k)},
\]
\[
\left( \hat{\nabla} \cdot (J \hat{x}_t), \frac{1}{2} \Pi_N (u^2) \right)_{L^2(D^k)} = \left( \hat{\nabla} \cdot (J \hat{x}_t), \frac{1}{2} u^2 \right)_{L^2(D^k)}.
\]

Then, summing (16) over all elements
\[
\sum_k \left( \frac{\partial (uJ)}{\partial \tau}, u \right)_{L^2(D^k)} + \sum_k \frac{1}{2} \left( \hat{\nabla} \cdot (J \hat{x}_t), u, u \right)_{L^2(D^k)}
\]
\[
+ \sum_k \frac{1}{2} \left\{ \left( J \hat{x}_t \cdot \hat{\nabla} u, u \right)_{L^2(D^k)} - \left( uJ \hat{x}_t, \hat{\nabla} u \right)_{L^2(D^k)} + \langle u^+ J \hat{x}_t \cdot n, v \rangle_{L^2(D^k)} \right\} = 0 ,
\tag{17}
\]
\[
\sum_k \left( \frac{\partial u^2}{\partial \tau}, \frac{1}{2} u^2 \right)_{L^2(D^k)} + \sum_k \left( \hat{\nabla} \cdot (J \hat{x}_t), \frac{1}{2} u^2 \right)_{L^2(D^k)} = 0 ,
\]

For simplicity, we define the skew-symmetric term \( S(u, v) \)
\[
S(u, v) = \sum_k \frac{1}{2} \left\{ \left( J \hat{x}_t \cdot \hat{\nabla} u, v \right)_{L^2(D^k)} - \left( uJ \hat{x}_t, \hat{\nabla} v \right)_{L^2(D^k)} + \langle u^+ J \hat{x}_t \cdot n, v \rangle_{L^2(D^k)} \right\},
\]

such that the first equation in (17) becomes
\[
\sum_k \left( \frac{\partial (uJ)}{\partial \tau}, u \right)_{L^2(D^k)} + \sum_k \frac{1}{2} \left( \hat{\nabla} \cdot (J \hat{x}_t), u, u \right)_{L^2(D^k)} + S(u, u) = 0 .
\]

When taking \( v = u \), we immediately find that
\[
\left( J \hat{x}_t \cdot \hat{\nabla} u, u \right)_{L^2(D^k)} - \left( uJ \hat{x}_t, \hat{\nabla} u \right)_{L^2(D^k)} = 0 .
\]

The surface contribution from the boundary is zero given reflective boundary conditions, i.e., \( u = 0 \). Moreover, for any element-element interface, the sum of surface contributions from both neighboring physical elements is
\[
\langle u^+ J \hat{x}_t \cdot n, u \rangle_{L^2(\partial D^k)} + \langle u^+ J \hat{x}_t \cdot (-n), u^+ \rangle_{L^2(\partial D^k)} = 0 .
\]

Therefore, when choosing \( v = u \), the skew-symmetric term vanishes \( S(u, u) = 0 \).
Note that, assuming continuity in time,

\[
\left( \frac{\partial (uJ)}{\partial \tau} , u \right)_{L^2(D)} - \frac{1}{2} \left( \frac{\partial J}{\partial \tau} , u^2 \right)_{L^2(D)} = \frac{\partial}{\partial \tau} \left( (uJ) , u \right)_{L^2(D)} - \frac{1}{2} \left( \frac{\partial J}{\partial \tau} , u^2 \right)_{L^2(D)}
\]

\[
= \frac{\partial}{\partial \tau} \left( u , uJ \right)_{L^2(D)} - \left( u , \frac{\partial u}{\partial \tau} \right)_{L^2(D)} - \frac{1}{2} \left( \frac{\partial J}{\partial \tau} , u^2 \right)_{L^2(D)}
\]

\[
= \left( \frac{\partial u}{\partial \tau} , uJ \right)_{L^2(D)} + \frac{1}{2} \left( \frac{\partial J}{\partial \tau} , u^2 \right)_{L^2(D)} .
\]

Therefore,

\[
\frac{1}{2} \frac{\partial}{\partial \tau} \| u \|^2_J = \frac{1}{2} \frac{\partial}{\partial \tau} (u , uJ)_{L^2(\Omega_h)} = \left( \frac{\partial u}{\partial \tau} , uJ \right)_{L^2(\Omega_h)} + \frac{1}{2} \left( \frac{\partial J}{\partial \tau} , u^2 \right)_{L^2(\Omega_h)} .
\]

Subtracting the second equation from the first equation in (17), we obtain

\[
\frac{1}{2} \frac{\partial}{\partial \tau} \| u \|^2_J + S(u, u) + \sum_k \frac{1}{2} \left( \left( \nabla \cdot (J \bar{x}_t) u , u \right)_{L^2(D)} - \left( \nabla \cdot (J \bar{x}_t) , u^2 \right)_{L^2(D)} \right) = 0.
\]

(18)

By skew-symmetry of \( S(u,v) \) and the fact that

\[
\left( \nabla \cdot (J \bar{x}_t) u , u \right)_{L^2(D)} = \left( \nabla \cdot (J \bar{x}_t) , u^2 \right)_{L^2(D)} ,
\]

when integrals are computed using quadrature, we have the following result.

**Theorem 4.1.** The skew-symmetric formulation (16) using the standard DG method is energy conservative in the sense that

\[
\frac{1}{2} \frac{\partial}{\partial \tau} \| u \|^2_J = 0.
\]

(19)

4.2. Weight-adjusted DG methods

Note that, when using the standard DG approach, we encounter the matrix \( M_J \) when computing original solution \( u \) from evolving variables \( uJ \) and \( J \). At each time step, the inversion of the reference weighted mass matrices \( M_J \) is required. When \( J \)
is approximated by a constant over each element, we are able to apply \((M_J)^{-1}\) for all elements using a single reference mass matrix inverse \(M^{-1}\) with scale factor \(1/J\). By definition, we have
\[
(M_J)^{-1} = \frac{1}{J} M^{-1}.
\]
However, when \(J\) possesses sub-element variations, inverses of weighted mass matrices become distinct from element to element. Typical implementations require precomputation and storage of these weighted mass matrix inverses \([25, 26]\), which significantly increases the storage cost of high order schemes.

To address this issue, we approximate the weighted mass matrix using an easily-invertible weight-adjusted approximation \([18, 27, 20]\), which is energy stable and high order accurate for sufficiently regular weighting functions. The weight-adjusted approximation \(\tilde{M}_J\) is given by
\[
M_J \approx \tilde{M}_J = M \left( M_{1/J} \right)^{-1} M.
\]
The inverse of the approximation is then
\[
(M_J)^{-1} \approx \left( \tilde{M}_J \right)^{-1} = M^{-1} M_{1/J} M^{-1}.
\]
Note that the weighting function now only appear in \(M_{1/J}\), which can be applied in a low-storage quadrature-based manner using sufficiently accurate quadrature rules. We choose simplicial quadratures that are exact for polynomials of degree \(2N + 1\) \([28]\), and let \(r_i^q, w_i\) denote the quadrature points and weights on the reference element \(\hat{D}\).

We define the reference interpolation matrix \(V_q\) as
\[
(V_q)_{ij} = \phi_j(r_i^q),
\]
whose columns consist of values of basis functions at quadrature points. Then,
\[
M = V_q^T \text{diag}(w) V_q, \quad M_J = V_q^T \text{diag}(w) \text{diag}(d) V_q, \quad d_i = J \left( \Phi^{q} r_i^q, \tau \right).
\]
where \(X(\Phi^k x^q, \tau)\) are quadrature points on the physical element at time \(\tau\), and \(d\) denote the values of the Jacobian at these quadrature points. Using the weight-adjusted approximation, we have

\[
u = (M_J)^{-1} M (uJ) \approx M^{-1} M_{1/J} (uJ) .
\]

We need to apply the product of an unweighted mass matrix inverse and a weighted mass matrix, which can be done using quadrature-based matrices as follows:

\[
M^{-1} M_{1/J} = P_q \text{diag} (d) V_q, \tag{20}
\]

where \(P_q = M^{-1} V_q T \text{diag} (w)\) is a quadrature discretization of the polynomial \(L^2\) projection operator on the reference element. Since \(P_q\) and \(V_q\) are reference operators, the application of the weight-adjusted approximation only require \(O(N^2)\) storage for values of the Jacobian at quadrature points for each element. In contrast, using standard DG approach, storing the weighted mass matrix inverses or factorizations requires \(O(N^d)\) storage on each element. For a general \(d\) dimensional element, the cost of matrix assembly using quadrature and solving the resulting matrix system are both \(O(N^{3d})\) over each element.

4.3. Energy conservation using WADG methods

The proof of energy conservation for WADG methods is slightly different from the proof of energy conservation for DG methods. Using the weight-adjusted approximation to the weighted mass matrix, we can derive an upper bound for the energy variation to show an asymptotic discrete energy conservation property. Note that unlike standard DG, the energy for WADG is measured in the norm \(||\cdot||_{1/J}\), which is defined as

\[
E = ||uJ||^2_{1/J} = \left( \frac{uJ}{J}, (uJ) \right)_{L^2(\tilde{\Omega})} .
\]

In numerical implementations, the field variables are \(uJ\) and the Jacobian \(J\), which are evolved at each time step. In WADG, we replace weighted mass matrices by
weight-adjusted mass matrices

\[ M_J \approx M (M_{1/J})^{-1} M, \]

and solve \( u \) through

\[ u = M^{-1} M_{1/J}(uJ), \]

which is equivalent to defining \( u \) as the solution to

\[ (u, v)_{L^2(D^k)} = \left( \frac{(uJ)}{J}, v \right)_{L^2(D^k)}, \quad \forall v \in V_h(D^k). \]

Thus, using WADG, we have

\[ u = \Pi_N \tilde{u}, \quad \tilde{u} = \frac{(uJ)}{J}, \]

where \( uJ, J \in P^N \) and \( \Pi_N \) is the \( L^2 \) projection operator onto degree \( N \) polynomials.

In this section, we only use properties of the \( L^2 \) projection operator which hold when integrals are approximated using quadrature.

To show discrete energy conservation, we follow the way used in the previous section with slight modifications. In (17), we choose

\[ v = u, \quad w = \frac{1}{2} \Pi_N (\tilde{u}^2), \]

and sum over elements

\[ \sum_{k} \left( \frac{\partial (uJ)}{\partial \tau}, u \right)_{L^2(D^k)} + S(u, u) + \sum_{k} \frac{1}{2} \left( \tilde{\nabla} : (J\tilde{x}_t) u, u \right)_{L^2(D^k)} = 0, \]

\[ \sum_{k} \frac{1}{2} \left( \frac{\partial J}{\partial \tau}, \Pi_N (\tilde{u}^2) \right)_{L^2(D^k)} + \sum_{k} \frac{1}{2} \left( \tilde{\nabla} : (J\tilde{x}_t), \Pi_N (\tilde{u}^2) \right)_{L^2(D^k)} = 0. \]

Again, by skew-symmetry of \( S(u, v) \),

\[ S(u, u) = 0. \]
Now, we subtract the second equation in (21) from the first equation:

\[
\sum_k \left( \frac{\partial(uJ)}{\partial\tau}, u \right)_{L^2(D^k)} - \sum_k \frac{1}{2} \left( \frac{\partial J}{\partial\tau}, \Pi_N(\tilde{u}_2) \right)_{L^2(D^k)} + \sum_k \frac{1}{2} \left( \tilde{v} \cdot (J\tilde{x}), u \right)_{L^2(D^k)} - \sum_k \frac{1}{2} \left( \tilde{v} \cdot (J\tilde{x}), \Pi_N(\tilde{u}_2) \right)_{L^2(D^k)} = 0.
\]

(22)

Note that

\[
\frac{\partial}{\partial\tau} |uJ|_{1/J}^2 = \sum_k \frac{\partial}{\partial\tau} \left( \frac{(uJ)}{J}, (uJ) \right)_{L^2(D^k)} + \sum_k \frac{(uJ)}{J} \frac{\partial}{\partial\tau} \left( \frac{(uJ)}{J} \right)_{L^2(D^k)} = 2 \sum_k \left( \tilde{u}, \frac{\partial (uJ)}{\partial\tau} \right)_{L^2(D^k)} - \sum_k \frac{\partial J}{\partial\tau} \left( \frac{(uJ)}{J} \right)_{L^2(D^k)}.
\]

Since \(uJ\) and \(J\) are degree \(N\) polynomials in space on \(D^k\), \(\frac{\partial uJ}{\partial t}, \frac{\partial J}{\partial t} \in P^N\), and we can use properties of the \(L^2\) projection operator to show

\[
\frac{\partial}{\partial\tau} |uJ|_{1/J}^2 = 2 \sum_k \left( \tilde{u}, \frac{\partial (uJ)}{\partial\tau} \right)_{L^2(D^k)} - \sum_k \frac{\partial J}{\partial\tau} \left( \frac{(uJ)}{J} \right)_{L^2(D^k)}.
\]

Therefore, from (22), we have

\[
\frac{\partial}{\partial\tau} |uJ|_{1/J}^2 + \sum_k \left( \tilde{v} \cdot (J\tilde{x}), u \right)_{L^2(D^k)} - \sum_k \left( \tilde{v} \cdot (J\tilde{x}), \Pi_N(\tilde{u}_2) \right)_{L^2(D^k)} = 0.
\]

For the last term, we have

\[
\left( \tilde{v} \cdot (J\tilde{x}), \Pi_N(\tilde{u}_2) \right)_{L^2(D^k)} = \left( \tilde{v} \cdot (J\tilde{x}), \tilde{u}_2 \right)_{L^2(D^k)} = \left( \tilde{v} \cdot (J\tilde{x}), \tilde{u}, \tilde{u} \right)_{L^2(D^k)}.
\]
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\[
\frac{\partial}{\partial \tau} ||uJ||^2_{1/J} + \sum_k \left( \hat{\nabla} \cdot (J \hat{x}_k) u, u \right)_{L^2(\mathcal{D}^k)} - \sum_k \left( \hat{\nabla} \cdot (J \hat{x}_k) \bar{u}, \bar{u} \right)_{L^2(\mathcal{D}^k)} = 0.
\]

Integrating over time, we obtain

\[
\int_0^T \frac{\partial}{\partial \tau} ||uJ||^2_{1/J} + \sum_k \int_0^T \left( \hat{\nabla} \cdot (J \hat{x}_k) u, u \right)_{L^2(\mathcal{D}^k)} - \sum_k \int_0^T \left( \hat{\nabla} \cdot (J \hat{x}_k) \bar{u}, \bar{u} \right)_{L^2(\mathcal{D}^k)} = 0.
\]

Therefore,

\[
\left| ||uJ(\cdot,T)||^2_{1/J} - ||uJ(\cdot,0)||^2_{1/J} \right| \leq \sum_k \int_0^T \left| \left( \hat{\nabla} \cdot (J \hat{x}_k) u, u \right)_{L^2(\mathcal{D}^k)} - \left( \hat{\nabla} \cdot (J \hat{x}_k) \bar{u}, \bar{u} \right)_{L^2(\mathcal{D}^k)} \right| \leq \max_{t \in [0,T]} ||\hat{\nabla} \cdot (J \hat{x}_k)||_\infty \sum_k \int_0^T \left| \left( u, u \right)_{L^2(\mathcal{D}^k)} - \left( \bar{u}, \bar{u} \right)_{L^2(\mathcal{D}^k)} \right| \leq \max_{t \in [0,T]} ||\hat{\nabla} \cdot (J \hat{x}_k)||_\infty \sum_k \int_0^T \left| \left( \bar{u}, u - \bar{u} \right)_{L^2(\mathcal{D}^k)} \right|.
\]

(23)

Since \( u = \Pi_N \bar{u} \), we have

\[
\left\langle u, u - \bar{u} \right\rangle_{L^2(\mathcal{D}^k)} = \left\langle u, \Pi_N \bar{u} - \bar{u} \right\rangle_{L^2(\mathcal{D}^k)} = 0,
\]

by the fact that \( \Pi_N \) is an orthogonal projection operator. Thus, from (23), we can derive
that

\[
\left\| uJ(\cdot, T) \right\|_{l_1/J}^2 - \left\| uJ(\cdot, 0) \right\|_{l_1/J}^2 \leq \max_{t \in [0, T]} \left\| \nabla \cdot (J \hat{x}_t) \right\|_{H_2} \sum_k \int_0^T \left\| \nabla (\tilde{u}, u - \tilde{u})_{L^2(D^k)} \right\| \leq \max_{t \in [0, T]} \left\| \nabla \cdot (J \hat{x}_t) \right\|_{H_2} \sum_k \int_0^T \left\| \nabla (\tilde{u}, u - \tilde{u})_{L^2(D^k)} \right\|
\]

For the last inequality, we use the standard interpolation estimate for sufficiently regular functions [18]

\[
\left\| \hat{u} - \Pi_N \tilde{u} \right\| L^2 \leq C(t)h^{2N+2} \left\| u \right\|_{H^{N+1}(D^k)}^2,
\]

where \( \left\| \cdot \right\|_{H^{N+1}} \) denotes the \( L^2 \) Sobolev norm of degree \( N + 1 \). Assuming \( C(t) \) is bounded such that \( C(t) \leq C_{\text{max}} \) for \( t \in [0, T] \) (which is true if the regularity of \( \tilde{u} \) does not change for \( t \in [0, T] \)), then

\[
\left\| uJ(\cdot, T) \right\|_{l_1/J}^2 - \left\| uJ(\cdot, 0) \right\|_{l_1/J}^2 \leq \max_{t \in [0, T]} \left\| \nabla \cdot (J \hat{x}_t) \right\|_{H_2} \max_{t \in [0, T]} \left\| u \right\|_{H^{N+1}(\hat{\Omega}_h)} \sum_k \int_0^T h^{2N+2}
\]

Therefore, we obtain the following theorem.

**Theorem 4.2.** The skew-symmetric formulation [16] using the WADG method has an upper bound for the energy variation given by

\[
\left\| uJ(\cdot, T) \right\|_{l_1/J}^2 - \left\| uJ(\cdot, 0) \right\|_{l_1/J}^2 \leq Ch^{2N+2}, \tag{24}
\]

for fixed \( T \) and sufficiently regular solution \( u(x, t) \).

Theorem 4.2 implies that, for sufficiently regular solutions, the skew-symmetric DG discretization [16] is asymptotically energy conservative as we shrink the mesh.
size or increase the order of approximation. Although this is not strictly energy conservative, the result is sufficient to ensure energy boundedness and stability in practice. In Section 6 we verify the validation of this upper bound using numerical experiments.

In the next section, I will use the similar techniques to derive a skew-symmetric DG formulation for the acoustic wave equation on moving meshes.

4.4. Energy equivalence using both standard DG and WADG approaches

In Section 4.1 and 4.3 we discussed energy conservation for the ALE-DG formulation (16) using standard DG and weight-adjusted DG approach. Note that we use two different energy norms \( \| \cdot \|_J \) and \( \| \cdot \|_{1/J} \) to measure energy variation. In this part, we show that the two measures of energy \( \| u \|_J \) and \( \| u \|_{1/J} \) are equivalent when using weight-adjusted DG approach, such that

\[
c_1 \| u \|_J \leq \| u \|_{1/J} \leq c_2 \| u \|_J,
\]

where \( u \) is defined through

\[
(u, v)_{L^2(D^k)} = \left( \frac{(u)_{1/J}}{J}, v \right)_{L^2(D^k)}, \quad \forall v \in V_h(D^k).
\]

We first assume \( J \) is bounded over \( \hat{\Omega}_h \) by

\[
0 < J_{\min} \leq J \leq J_{\max}.
\]

By definition,

\[
\| u \|^2_{1/J} = \sum_k \left( \frac{(u)_{1/J}}{J}, (u)_{1/J} \right)_{L^2(D^k)} = \sum_k (\Pi_N u, (u)_{1/J})_{L^2(D^k)} = \sum_k (u, (u)_{1/J})_{L^2(D^k)}.
\]

On element \( D^k \), we multiply and divide by \( J \) to get

\[
(u, (u)_{1/J})_{L^2(D^k)} = \left( u, \frac{(u)_{1/J}}{J} \right)_{L^2(D^k)} \leq J_{\max} \left( u, \frac{(u)_{1/J}}{J} \right)_{L^2(D^k)} = J_{\max} \left( u, \Pi_N \frac{(u)_{1/J}}{J} \right)_{L^2(D^k)}.
\]
Thus,
\[(u, (uJ))_{L^2(D^k)} \leq J_{\text{max}} (u, u)_{L^2(D^k)}.
\]

Multiplying and dividing by \(J\) again gives
\[(u, (uJ))_{L^2(D^k)} \leq J_{\text{max}} (u, u)_{L^2(D^k)} = \frac{J_{\text{max}}}{J_{\text{min}}} (u, uJ)_{L^2(D^k)}.
\]

Therefore,
\[
\|uJ\|_1^2 / J_{\text{min}} \leq \sum_k \frac{J_{\text{max}}}{J_{\text{min}}} (u, uJ)_{L^2(D^k)} = \frac{J_{\text{max}}}{J_{\text{min}}} \|u\|_J^2.
\]

On the other hand,
\[
(u, (uJ))_{L^2(D^k)} = \left( u, \frac{(uJ)}{J} \right)_{L^2(D^k)} \geq J_{\text{min}} \left( u, \frac{(uJ)}{J} \right)_{L^2(D^k)} = J_{\text{min}} (u, uJ)_{L^2(D^k)}.
\]

And
\[
(u, (uJ))_{L^2(D^k)} \geq J_{\text{min}} (u, u)_{L^2(D^k)} = J_{\text{min}} \left( u, \frac{uJ}{J} \right)_{L^2(D^k)} \geq J_{\text{min}} \frac{J_{\text{max}}}{J_{\text{min}}} (u, uJ)_{L^2(D^k)}.
\]

So
\[
\|uJ\|_1^2 / J_{\text{min}} \geq \sum_k \frac{J_{\text{min}}}{J_{\text{max}}} (u, uJ)_{L^2(D^k)} = \frac{J_{\text{min}}}{J_{\text{max}}} \|u\|_J^2.
\]

Finally, we end up with the following theorem:

**Theorem 4.3.** Using the weight-adjusted DG method, energy measured by these two aforementioned norms are equivalent,

\[
\sqrt{\frac{J_{\text{min}}}{J_{\text{max}}}} \|u\|_J \leq \|uJ\|_1 / J \leq \sqrt{\frac{J_{\text{max}}}{J_{\text{min}}}} \|u\|_J,
\]

where \(u, uJ \in P^N\) are connected through

\[
(u, v)_{L^2(D^k)} = \left( \frac{(uJ)}{J^2}, v \right)_{L^2(D^k)}, \quad \forall v \in V_h \left( D^k \right).
\]

Note that, by Theorem 4.2, the energy computed by \(\|uJ\|_1 / J\) is bounded at time \(T\). Therefore, we can immediately conclude that energy computed by \(\|u\|_J\) is also...
5. Novel DG methods for wave propagation on moving meshes

In this section, we present an ALE-DG formulation for wave propagation on moving curved meshes. Similar to the previous section, we use a skew-symmetric formulation under which we can easily prove energy stability. We start with (10) and the geometric conservation Law (GCL)

\[
\begin{align*}
\frac{d(qJ)}{d\tau} + \frac{\partial}{\partial \xi_1} (A^1 q) + \frac{\partial}{\partial \xi_2} (A^2 q) &= 0, \\
\frac{\partial J}{\partial \tau} + \hat{\nabla} \cdot (J \hat{x}_r) &= 0,
\end{align*}
\]

(25)

where

\[
A^1 = \begin{pmatrix}
\frac{\partial \xi_2}{\partial t} J & \frac{\partial \xi_1}{\partial t} J & \frac{\partial \xi_1}{\partial x_2} J \\
\frac{\partial \xi_1}{\partial t} J & \frac{\partial \xi_2}{\partial t} J & 0 \\
\frac{\partial \xi_1}{\partial x_2} J & 0 & \frac{\partial \xi_1}{\partial t} J
\end{pmatrix}, \quad A^2 = \begin{pmatrix}
\frac{\partial \xi_1}{\partial t} J & \frac{\partial \xi_1}{\partial x_2} J & \frac{\partial \xi_2}{\partial t} J \\
\frac{\partial \xi_1}{\partial x_2} J & \frac{\partial \xi_2}{\partial t} J & 0 \\
\frac{\partial \xi_2}{\partial x_2} J & 0 & \frac{\partial \xi_2}{\partial t} J
\end{pmatrix}.
\]

To construct a variational formulation, we multiply the above equation by test functions \(w, \theta\) and integrate over \(D^k\)

\[
\begin{align*}
\left( \frac{d(qJ)}{d\tau}, w \right)_{L^2(D^k)} &= -\left( \frac{\partial}{\partial \xi_1} (A^1 q), w \right)_{L^2(D^k)} - \left( \frac{\partial}{\partial \xi_2} (A^2 q), w \right)_{L^2(D^k)}, \\
\left( \frac{\partial J}{\partial \tau}, \theta \right)_{L^2(D^k)} &= -\left( \hat{\nabla} \cdot (J \hat{x}_r), \theta \right)_{L^2(D^k)}.
\end{align*}
\]

(26)
Now, we rewrite (26) into a skew-symmetric form

\[ \left( \frac{d(qJ)}{d\tau}, w \right)_{L^2(D)} = -\frac{1}{2} \left( A^1 \left( \frac{\partial}{\partial \xi_1} q \right), w \right)_{L^2(D)} + \frac{1}{2} \left( A^1 q, \frac{\partial}{\partial \xi_1} w \right)_{L^2(D)} - \frac{1}{2} \left( \frac{\partial}{\partial \xi_1} A^1 q, w \right)_{L^2(D)} - \frac{1}{2} \left( A^1 q, \frac{\partial}{\partial \xi_1} w \right)_{L^2(D)} \]

(27)

\[ \left( \frac{\partial J}{d\tau}, \theta \right)_{L^2(D)} = -\frac{1}{2} \left( \frac{\partial}{\partial \xi_1} A^1 q, \theta \right)_{L^2(D)} - \frac{1}{2} \left( A^1 q, \frac{\partial}{\partial \xi_1} \theta \right)_{L^2(D)} - \frac{1}{2} \left( \frac{\partial}{\partial \xi_1} A^1 q, \theta \right)_{L^2(D)} - \frac{1}{2} \left( A^1 q, \frac{\partial}{\partial \xi_1} \theta \right)_{L^2(D)} \]

(28)

where \( q^* \) is the numerical flux and \( \vec{n} = (\vec{n}_1, \vec{n}_2) \) is the reference normal vector. We combine all surface terms together and obtain

\[ \left( \frac{d(qJ)}{d\tau}, w \right)_{L^2(D)} = -\frac{1}{2} \left( \frac{\partial}{\partial \xi_1} (A^1 q), w \right)_{L^2(D)} + \frac{1}{2} \left( q, \frac{\partial}{\partial \xi_1} (A^1 w) \right)_{L^2(D)} - \frac{1}{2} \left( \frac{\partial}{\partial \xi_1} A^1 q, w \right)_{L^2(D)} - \frac{1}{2} \left( A^1 q, \frac{\partial}{\partial \xi_1} w \right)_{L^2(D)} - \frac{1}{2} \left( \frac{\partial}{\partial \xi_1} A^1 q, w \right)_{L^2(D)} - \frac{1}{2} \left( A^1 q, \frac{\partial}{\partial \xi_1} w \right)_{L^2(D)} \]

(28)

\[ \left( \frac{\partial J}{d\tau}, \theta \right)_{L^2(D)} = -\frac{1}{2} \left( \frac{\partial}{\partial \xi_1} A^1 q, \theta \right)_{L^2(D)} - \frac{1}{2} \left( A^1 q, \frac{\partial}{\partial \xi_1} \theta \right)_{L^2(D)} - \frac{1}{2} \left( \frac{\partial}{\partial \xi_1} A^1 q, \theta \right)_{L^2(D)} - \frac{1}{2} \left( A^1 q, \frac{\partial}{\partial \xi_1} \theta \right)_{L^2(D)} \]

(28)

where \( A_n = A^1 \vec{n}_1 + A^2 \vec{n}_2 \).

The choice of numerical fluxes is important for DG methods. Traditional upwind numerical fluxes, which are based on solvers for local Riemann problems, are difficult to compute analytically, e.g., for anisotropic elastic media [29]. There is also no guarantee of energy stability for upwind fluxes in the presence of sub-cell media heterogeneities. Instead of the upwind flux, we use the so-called penalty flux in our proposed DG scheme for wave equations on moving meshes. This penalty flux will penalize the
residual of appropriate continuity conditions and add numerical dissipation to damp out spurious components of the solution. The choice of penalty fluxes is simple and straightforward, as it is constructed based only on appropriate continuity conditions. In this work, I propose a new penalty flux for the ALE-DG formulation, which is provably consistent, energy stable and has a simple form. The proposed penalty flux is motivated by the surface term in (28) and is given by

$$q^* = q^+ - \tau_q A_n[q].$$  \hspace{1cm} (29)$$

where $\tau_q \geq 0$ is penalty parameter. The proposed penalty flux can be considered as an extension of the standard penalty flux \cite{22} for static meshes since it will reduce to the standard penalty flux if there is no mesh motion. In the following sections, I will prove the consistency and energy stability for this choice of penalty flux. In Section 6, we present numerical experiments to verify the high order accuracy of the proposed DG method.

5.1. Consistency

In this part, we prove that the DG formulation (28) with numerical fluxes (29) is consistent under appropriate continuity conditions. Assume that $q$ is exact solution of the acoustic wave equation, and that stable and consistent boundary conditions as described in [13, 27] are imposed through consistent modifications of the numerical flux. Now, we integrate the volume terms in (28) involving derivatives of test functions by parts again. Then, plugging these exact solutions into (28) causes the volume terms to vanish. Consistency follows if the numerical flux terms also vanish. After integration by parts, the flux term become

$$\left\langle q^* - q, A_n w \right\rangle = \left\langle A_n \left( q^+ - q \right), w \right\rangle = \left\langle A_n \left( [q] - \tau_q A_n [q] \right), w \right\rangle$$

The exact solutions across inter-element interfaces should satisfy $[q] = 0$, and we can immediately conclude

$$\left\langle q^* - q, A_n w \right\rangle = 0.$$
Therefore, all numerical flux terms vanish and the skew-symmetric ALE-DG formulation with penalty flux (29) is consistent.

5.2. Energy stability

The formulations (28) with numerical fluxes (29) can also be shown to be energy stable for \( \tau_q \geq 0 \). For simplicity, we assume zero homogeneous Dirichlet boundary conditions on \( \partial \Omega \) in the proof of energy stability. Similarly, using DG methods, we take

\[ w = q, \quad h = \frac{1}{2} \Pi_N (q^T q) \]

in formulation (28) and sum over elements. The first equation becomes

\[
\left( \frac{d (qJ)}{d\tau} , q \right)_{L^2(\hat{\Omega}_h)} = -\frac{1}{2} \left( \left( \frac{\partial}{\partial \xi_1} A^1 \right) q , q \right)_{L^2(\hat{\Omega}_h)} - \frac{1}{2} \left( \left( \frac{\partial}{\partial \xi_2} A^2 \right) q , q \right)_{L^2(\hat{\Omega}_h)} - \sum_k \frac{1}{2} (q^T A_n q)_{L^2(\partial D^k)}.
\] (30)

The second equation becomes

\[
\frac{1}{2} \left( \frac{\partial}{\partial \tau} , \Pi_N (q^T q) \right)_{L^2(\hat{\Omega}_h)} = -\frac{1}{2} \left( \hat{\nabla} \cdot (J \hat{x}_t) , \Pi_N (q^T q) \right)_{L^2(\hat{\Omega}_h)}.
\] (31)

Again, since \( \frac{\partial}{\partial \tau} , \hat{\nabla} \cdot (J \hat{x}_t) \in P^N \), then (31) is equivalent to

\[
\frac{1}{2} \left( \frac{\partial}{\partial \tau} , q^T q \right)_{L^2(\hat{\Omega}_h)} = -\frac{1}{2} \left( \hat{\nabla} \cdot (J \hat{x}_t) , q^T q \right)_{L^2(\hat{\Omega}_h)}.
\] (32)

Subtracting (32) from (30) gives, on the left hand side

\[
\left( \frac{d (qJ)}{d\tau} , q \right)_{L^2(\hat{\Omega}_h)} - \frac{1}{2} \left( \frac{\partial}{\partial \tau} , q^T q \right)_{L^2(\hat{\Omega}_h)} = \frac{1}{2} \frac{d}{d\tau} (q^T q , J)_{L^2(\hat{\Omega}_h)} = \frac{1}{2} \frac{d}{d\tau} (\|p\|^2 + \|u\|^2 + \|v\|^2),
\]
and on the right hand side

\[
\text{RHS} = -\frac{1}{2} \left( \left( \frac{\partial}{\partial \xi_1} A^1 \right) q, q \right)_{L^2(\hat{\Omega}_h)} - \frac{1}{2} \left( \left( \frac{\partial}{\partial \xi_2} A^2 \right) q, q \right)_{L^2(\hat{\Omega}_h)} + \frac{1}{2} \left( \hat{\nabla} \cdot (\hat{J} \hat{x}_t) \cdot q^T q \right)_{L^2(\hat{\Omega}_h)} - \sum_k \frac{1}{2} \left( q^*, A_n q \right)_{L^2(\partial \Omega^k)}.
\] (33)

By the metric identity (6), we have

\[
\frac{\partial}{\partial \xi_1} A^1 + \frac{\partial}{\partial \xi_2} A^2 = \begin{bmatrix}
\hat{\nabla} \cdot (\hat{J} \hat{x}_t)

\hat{\nabla} \cdot (\hat{J} \hat{x}_t)

\hat{\nabla} \cdot (\hat{J} \hat{x}_t)
\end{bmatrix},
\]

such that the last volume term equals to

\[
\frac{1}{2} \left( \hat{\nabla} \cdot (\hat{J} \hat{x}_t) \cdot q^T q \right)_{L^2(\hat{\Omega}_h)} = \frac{1}{2} \left( \left( \frac{\partial}{\partial \xi_1} A^1 \right) q, q \right)_{L^2(\hat{\Omega}_h)} + \frac{1}{2} \left( \left( \frac{\partial}{\partial \xi_2} A^2 \right) q, q \right)_{L^2(\hat{\Omega}_h)}.
\]

Plugging this into (33), we see that all volume integral contributions vanish.

Now we plug in expression from (29) for numerical flux \( q^* \) and consider surface integral contributions

\[
\text{RHS} = -\sum_k \frac{1}{2} \left( q^* - \tau q A_n \| q \| A_n q \right)_{L^2(\partial \Omega^k)}.
\] (34)

By considering surface contributions from both neighboring elements, we obtain the desired theorem.

**Theorem 5.1.** The skew-symmetric ALE-DG formulation (28) using the DG method is energy stable in the following sense

\[
\frac{1}{2} \frac{\partial}{\partial \tau} \left( \| p J \|^2_{1/J} + \| u J \|^2_{1/J} + \| v J \|^2_{1/J} \right) = -\tau q \| q \|^T A_n A_n \| q \| \leq 0.
\] (35)

To show near energy stability using weight-adjusted DG methods, we take

\[
w = q, \quad h = \frac{1}{2} \Pi_N (q^T q),
\]
where
\[ \tilde{q} = \begin{bmatrix} \tilde{p} \\ \tilde{u} \\ \tilde{v} \end{bmatrix}, \quad \tilde{p} = \frac{pJ}{J}, \quad \tilde{u} = \frac{uJ}{J}, \quad \tilde{v} = \frac{vJ}{J}. \]

In this case, (33) becomes
\[
\text{RHS} = -\frac{1}{2} \left( \nabla \cdot (J\tilde{x}_t), q^T q \right)_{L^2(\tilde{\Omega}_h)} + \frac{1}{2} \left( \nabla \cdot (J\tilde{x}_t), \tilde{q}^T \tilde{q} \right)_{L^2(\tilde{\Omega}_h)} - \frac{1}{2} \sum_k \langle q^*, A_n q \rangle_{L^2(\partial D^k)}.
\] (36)

Using the same approach in Section 4.3, we can bound (36) by
\[
\left| \frac{1}{2} \left( \nabla \cdot (J\tilde{x}_t), q^T q \right)_{L^2(\tilde{\Omega}_h)} - \frac{1}{2} \left( \nabla \cdot (J\tilde{x}_t), \tilde{q}^T \tilde{q} \right)_{L^2(\tilde{\Omega}_h)} \right| \leq C t h^{N+2} \leq C_{\text{max}} h^{N+2}.
\]

Combining this upper bound with surface integral contributions (34), we obtain the following result.

**Theorem 5.2.** The skew-symmetric ALE-DG formulation (28) using the WADG method is energy stable up to a term which converges to zero under mesh refinement in the following sense
\[
\frac{1}{2} \frac{\partial}{\partial \tau} \left( \|p\|^2_J + \|u\|^2_J + \|v\|^2_J \right) \leq C h^{N+2} - \tau_h \|q\|^T A_n^T A_n \|q\|. \] (37)

6. Numerical experiments

In this section, we examine the accuracy and performance of the proposed method on moving meshes. We first run numerical experiments to verify the asymptotic energy conservation property discussed in Section 4. Then, we discuss the high order accuracy of our method for analytic solutions of the acoustic wave equation. Numerical experiments will be implemented on triangular meshes using degree \( N \) polynomials.
6.1. Energy conservation for mesh motion

In Section 4, we obtained the energy estimate
\[
||u_J(\cdot, T)||^2_{l}/J - ||u_J(\cdot, 0)||^2_{l}/J \leq Ch^{2N+2},
\]
which indicates that, for any fixed \(T\), the variation in energy will be bounded by some term that converges to zero with the same rate as the optimal \(L^2\) error estimate as \(h\) decreases. We numerically verify this result in 1D and 2D using degree \(N\) polynomial approximation spaces.

6.1.1. One-dimensional mesh motion

For our one-dimensional experiments, we choose the final time \(T = 0.5\) and the computational domain \([-1, 1]\). We prescribe mesh motion by
\[
x = \xi + \frac{1}{4} \sin (\pi \tau) (1 - \xi) (1 + \xi).
\]
Under this mapping, the physical domain remains \([-1, 1]\), but the interior coordinates change in time in a non-affine manner. We consider \(\partial u/\partial t = 0\) and the solution
\[
u(x, t) = \sin (\pi x),
\]
with periodic boundary conditions. We compute the difference in energy between \(t = 0\) and \(t = T\) for both standard DG methods (build and invert weighted mass matrices at each time step) and weight-adjusted DG (WADG) methods. We fix the order of approximation \(N = 2\) for the standard DG method. In all figures, the mesh size \(h\) refers to the mesh size on the fixed reference domain \(\hat{\Omega}\).

From Figure, we observe that the convergence behavior of energy variation \(\Delta E\) is exactly what we expect from Theorem 4.2. For WADG, we achieve the convergence rate \(O(h^{2N+2})\) predicted in (24). We also include the change in energy for the standard DG method to demonstrate that the skew-symmetric semi-discretely formulation (16) is energy conservative if we use the standard weighted mass matrices. Note that the change in energy is not exactly zero because the proof of energy conservation is semi-
discrete, not fully discrete. The energy variation can be further reduced if we decrease the time step size, or if relaxation Runge-Kutta methods are used \[30\]. Thus, for the one-dimensional case, our numerical results are consistent with Theorem 4.1 and 4.2 on energy conservation.

\[\Delta E = \text{constant} \times h^{2/m} \quad \text{for} \quad m = 1, 2, 3\]

**Figure 2**: Energy variation of sufficiently regular solutions for different orders of approximation.

6.1.2. Two-dimensional mesh motion

In our 2D experiments, we choose the final time \( T = 0.5 \) and the computational domain \([-1, 1] \times [-1, 1]\). We run experiments using the following mesh motion

\[
x_1 = \xi_1 + \frac{1}{4} \sin(\pi \tau) \sin(\pi \xi_1) (1 - \xi_1)(1 + \xi_1),
\]

\[
x_2 = \xi_2 + \frac{1}{4} \sin(\pi \tau) \sin(\pi \xi_2) (1 - \xi_2)(1 + \xi_2),
\]

which results in time-dependent curvilinear meshes. Again, the physical domains remain the same as the reference domain. We consider \( \partial u / \partial t = 0 \) and the constant solution

\[u(x_1, x_2, t) = \sin(\pi x_1) \cos(\pi x_2),\]

with periodic boundary conditions.

From Figure 2b, we can see that the convergence rate of the energy variation is consistent with the energy estimate \[24\]. The energy variation for standard DG method
with \( N = 2 \) is presented as well, and the result is smaller than \( O(10^{-12}) \), which is very close to machine epsilon.

6.2. ALE-DG for wave propagation

In this section, we investigate the accuracy of the ALE-DG method for analytic solutions of the acoustic wave equation. We implemented two-dimensional simulations of the acoustic wave equation on moving meshes to check convergence behavior and energy stability. We simulate wave propagation until final time \( T = 1.5 \) with mesh motion given by \( (39) \).

In this setting, we assume homogeneous media such that \( c = 1 \). We choose the pressure \( p(x,t) \) to be

\[
p(x,t) = \sin(\pi x_1) \sin(\pi x_2) \cos\left(\sqrt{2} \pi t\right),
\]

and solve for \( u(x,t), v(x,t) \) which satisfy (1)

\[
\begin{align*}
  u(x,t) &= -\frac{\sqrt{2}}{2} \cos(\pi x_1) \sin(\pi x_2) \sin\left(\sqrt{2} \pi t\right) \\
  v(x,t) &= -\frac{\sqrt{2}}{2} \sin(\pi x_1) \cos(\pi x_2) \sin\left(\sqrt{2} \pi t\right)
\end{align*}
\]

In the first experiment, we check energy stability for both central fluxes and penalty fluxes by setting the penalty parameter to \( \tau_q = 0 \) and \( \tau_q = 1 \). From Figure 3a, we observe the expected \( O(h^{2N+2}) \) convergence rate for \( \Delta E \). In Figure 3b, the result is slightly different from Figure 3a as we add energy dissipation in this case. We can see that the effect of energy dissipation becomes smaller and smaller as we decrease the mesh size. This makes sense because the dissipation is proportional to solution jumps across element interfaces, which decreases as the mesh size decreases. Moreover, we can find that the dissipation dominates the change in energy due to WADG methods. Similar to previous results for solutions of \( \partial u / \partial t = 0 \) under mesh motion, the proposed skew-symmetric WADG method is again energy conservative for the wave equation up to a term which converges to zero with the same rate as the optimal \( L^2 \) error estimate.
In the second experiment, we check the convergence of the $L^2$ error for both central and penalty fluxes (see Figure 4). The rate of convergence for penalty fluxes is close to the theoretical rate $O(h^{N+2})$ [31], which is faster than that for central fluxes. To better illustrate performance of the proposed method, we simulate wave propagation
triggered by a Gaussian pulse at point $x = (0.1,0.1)$ as follows

$$p_0(x_1,x_2) = e^{-100((x-0.1)^2+(y-0.1)^2)}.$$  

The wave simulation is conducted on a static domain with a moving mesh, whose motion is given by (39). We will also simulate on the same domain with a static mesh for comparison. Figure 5 shows the pressure $p$ at times $T = 0.5$ and $T = 0.9$ on both moving and static mesh. We observe that the numerical result on a moving mesh is slightly underresolved near wave fronts, and this can be eliminated as we increase the order of approximation. Overall, our proposed method can easily handle mesh motion and the yielding results agree with the reference solution on a static mesh.
6.3. Energy conservation for discontinuous solutions

In this section, we investigate energy conservation for discontinuous or under-resolved solutions on moving meshes. We first consider $\partial u / \partial t = 0$ and constant solutions

$$u(x,t) = \begin{cases} 
\sin(\pi x), & \text{if } x \leq 0, \\
\cos(\pi x), & \text{if } x > 0,
\end{cases}$$

for 1D experiment and

$$u(x_1, x_2, t) = \begin{cases} 
\sin(\pi x_1) \cos(\pi x_2), & \text{if } x_1 \leq 0, \\
\cos(\pi x_1) \cos(\pi x_2), & \text{if } x_1 > 0,
\end{cases}$$

for 2D experiment. We choose the final time $T = 0.5$ and periodic boundary conditions. We use the same computational domains and mesh motion in Section 6.1.1 and 6.1.2.

In Section 4.3, for sufficiently regular solution $u$, we have shown that there exists an upper bound for the energy variation using WADG method given by

$$\left| \left| \left| u \right| \right|_{1/J}^2 - \left| \left| u \right| \right|_{1/J}^2 \right| \leq Ch^r,$$

where $r = 2N + 2$. However, from Figure 7 when solutions are not sufficient regular, the rate $r$ is much lower than that for sufficiently regular solutions and becomes independent of the order of approximation $N$. When we use the standard DG method, the skew-symmetric semi-discretely formulation remains energy conservative for
Next, we simulate 1D and 2D wave propagation with discontinuous initial conditions and reflective boundary conditions. We set initial conditions in 1D to be

\[ p_0 = \begin{cases} 
\sin(\pi x), & \text{if } x \leq 0, \\
\cos(\pi x), & \text{if } x > 0,
\end{cases}, \quad u_0 = 0, \]

and in 2D to be

\[ p_0 = \begin{cases} 
\sin(\pi x_1) \cos(\pi x_2), & \text{if } x \leq 0, \\
\cos(\pi x_1) \cos(\pi x_2), & \text{if } x > 0,
\end{cases}, \quad u_0 = 0, \quad v_0 = 0. \]

We first implement with a central flux \((\tau_q = 0)\) and observe similar convergence rates for WADG methods as previous experiments for discontinuous constant solutions in Figure 8. Then, we use a penalty flux \((\tau_q = 1)\) and investigate energy dissipation for discontinuous initial conditions. From Figure 9, we can find that the changes in energy using DG and WADG methods are similar, which is consistent with the observation for sufficiently regular solutions in the previous section. In Figure 10, we present the visualization of discontinuous solutions using DG and WADG methods. We can observe that results given by DG and WADG are almost identical, which suggests that in
practice, weight-adjusted DG behaves similarly to DG. Furthermore, the results when using central fluxes for both DG and WADG methods appear to show spurious oscillations in the solution. These oscillations are not present when using penalty fluxes, which suggests that the dissipation introduced by penalty fluxes is sufficient to remove spurious numerical artifacts while retaining accuracy.

7. Application to multi-patch DG isogeometric analysis on quadrilateral meshes

Isogeometric analysis is used to integrate NURBS-based computer representations of geometry directly into the finite element method, with the goal of addressing geometric bottlenecks into the finite element framework [32]. Discretizations using B-spline bases possesses advantages over traditional finite element methods, including the elimination of geometric approximation errors, greater efficiency per degree of freedom, and a larger maximum stable time-step size for explicit time-stepping schemes [33]. Here, we apply the proposed ALE-DG formulation on moving quadrilateral meshes using B-spline bases to demonstrate its generality [34][35][36].

Since B-spline bases are non-polynomial, common techniques for moving curved meshes, like mass-lumping, can lose high order accuracy or stability. However, using
the weight-adjusted approach, the proposed method is able to deliver high order accuracy and near energy stability for polynomial bases and B-spline bases as well. For the weight-adjusted approximation to the curved mass matrix, high-dimensional B-spline polynomial interpolation and $L^2$ projection operators can be efficiently applied as the Kronecker product of corresponding one-dimensional B-spline operators, while the standard weighted mass matrix in standard DG does not share the same property.

### 7.1. B-spline bases

B-spline basis functions are constructed from an ordered knot vector $\mathbb{H}$

$$\mathbb{H} = \{-1 = \eta_1, \ldots, \eta_{2N+H+1} = 1\}, \quad \eta_i \leq \eta_{i+1}.$$  

The unique knots in $\mathbb{H}$ define $H$ non-overlapping sub-elements over which the spline space of degree $N$ is defined. B-spline basis functions (see Figure 11) are constructed recursively through the Cox-de Boor recursion formula

$$B_i^0(x) = \begin{cases} 1, & \eta_i \leq x \leq \eta_{i+1}, \\ 0, & \text{otherwise}, \end{cases}$$

$$B_i^k(x) = \frac{x - \eta_i}{\eta_{i+N} - \eta_i} B_{i+1}^{k-1}(x) + \frac{\eta_{i+N+1} - x}{\eta_{i+N+1} - \eta_{i+1}} B_{i+1}^{k-1}(x).$$
In the case when the denominator vanishes

\[ \eta_{i+N} - \eta_i = 0 \quad \text{or} \quad \eta_{i+N+1} - \eta_{i+1} = 0, \]

we set the corresponding ratios via

\[ \frac{x - \eta_i}{\eta_{i+N} - \eta_i} = 0 \quad \text{or} \quad \frac{\eta_{i+N+1} - x}{\eta_{i+N} - \eta_{i+1}} = 0. \]

The resulting B-spline basis functions have local support and span a piecewise polynomial space of degree \( N \). In this work, we restrict ourselves to the open knot vectors (see Figure 12) where the first and last knots are repeated \( N \) times

\[ \eta_1 = \cdots = \eta_{N+1}, \quad \eta_{N+H+1} = \cdots = \eta_{2N+H+1}. \]
We denote the size of sub-elements in B-spline experiments by \( h = h_{\text{sub}} / H \), where \( h_{\text{sub}} \) is the maximum distance between spline knots, i.e., the element size. In case of open knots vectors, the resulting B-spline base contains exactly \( N + H \) basis functions. In particular, for \( H = 1 \), this B-spline base recovers the degree \( N \) Bernstein polynomial base. We define the one-dimensional degree \( N \) B-spline approximation space over the reference interval \( \hat{D} = [-1, 1] \) as

\[
V_h(\hat{D}) = \text{span}\{B^N_i(x)\}_{i=1}^{N+H}.
\]

![Figure 11: Visualization of B-spline bases of different degrees.](image)

We can extend one-dimensional B-spline bases to \( d \) dimensions through a tensor product construction. For example, B-spline basis functions \( B^N_{ij}(x_1, x_2) \) in two dimensions and \( B^N_{ijk}(x_1, x_2, x_3) \) can be defined as

\[
B^N_{ij}(x_1, x_2) = B^N_i(x_1) B^N_j(x_2), \quad B^N_{ijk}(x_1, x_2, x_3) = B^N_i(x_1) B^N_j(x_2) B^N_k(x_3),
\]
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where $1 \leq i, j, k \leq N + H$. The $d$-dimensional local B-spline approximation space of order $N$ is given by

$$V_h \left( \mathcal{D} \right) = \text{span} \{ B_N^{ij}(x) \}_{i=1}^{(N+H)^d},$$

where $B_N^{ij}x$ denotes the $i$th tensor product spline in $d$ dimensions.

7.2. Numerical experiments under B-spline bases

In this section, we discuss the extension of the proposed method to quadrilateral meshes using B-spline bases. We start with the energy conservation test for the mesh motion, then compute rates of convergence for wave propagation using analytic solutions. For fair comparisons between results given by B-spline and polynomial bases, we fix the number of “macro” elements ($K = 2$ for 1D and $K = 16$ for 2D) for B-spline experiments and increase the number of sub-elements. The mesh motions for 1D and 2D are given by

$$x = \xi + \frac{1}{4} \sin(\pi \tau) (1 - \xi) (1 + \xi),$$

and

$$x_1 = \xi_1 + \frac{1}{4} \sin(\pi \tau) \sin(\pi \xi_1) (1 - \xi_1) (1 + \xi_1),$$

$$x_2 = \xi_2 + \frac{1}{4} \sin(\pi \tau) \sin(\pi \xi_2) (1 - \xi_2) (1 + \xi_2),$$

separately. We first examine the energy variation for constant solutions on moving meshes for $\partial u / \partial t = 0$. From Figure 13a and 13b we observe that the change in energy converges to zero at a rate of $O(h^{2N+2})$ in both 1D and 2D, as predicted by Theorem 4.2. Furthermore, we investigate energy conservation for wave simulations with central fluxes, and results are given in Figure 14a and 14b. We find that the change in energy converges to zero faster for B-splines than for polynomial bases.

Next, we investigate the accuracy of the proposed method by comparing numerical results with analytic solutions of the acoustic wave equation. In Figure 15a and 15b we show the rate of convergence to analytic solutions for central fluxes and penalty fluxes. These all converge rapidly with convergence rates close to the theoretical rate.
$\Delta E \approx O(h^{N+\frac{1}{2}})$. These observations demonstrate good performance of B-spline bases.

8. Conclusion and future work

In this paper, we propose an arbitrary Lagrangian-Eulerian discontinuous Galerkin (ALE-DG) method, which is high order accurate and energy stable up to a term which converges to zero with the same rate as the optimal $L^2$ error estimate. We use the
weight-adjusted approach to deal with variable geometries arising from mesh motion. When paired with a skew-symmetric semi-discrete DG formulation, we are able to derive a convergent upper bound for the energy variation. The proposed method is applicable to a wide range of element types and basis functions, which we demonstrate using numerical experiments for both polynomial and B-spline bases on curved triangular and quadrilateral meshes. We numerically verify the energy conservation for the ALE-DG method, and results are consistent with the theoretical upper bound. We also investigate the accuracy of wave simulations and obtain optimal convergence rates.
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