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Abstract
We study quantum graphs corresponding to isotropic lattices with quasiperiodic coupling constants given by the same expressions as the coefficients of the discrete surface Maryland model. The absolutely continuous and the pure point spectra are described. It is shown that the transition between them is governed by the Hill operator corresponding to the edge potential.
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1. Introduction

The present paper is devoted to the spectral analysis of a special class of quasiperiodic interactions on quantum graphs. We are going to show how some topics of the theory of discrete quasiperiodic operators can be transferred to the quantum graph case using the operator-theoretic tools.

Let us introduce first a class of discrete quasiperiodic potentials. Take a positive integer \( d \), pick \( d_1 \in \{0, \ldots, d\} \) and set \( d_2 := d - d_1 \). In what follows we represent any \( m \in \mathbb{Z}^d \) as \( m = (m_1, m_2) \) with \( m_1 \in \mathbb{Z}^{d_1} \) and \( m_2 \in \mathbb{Z}^{d_2} \). Pick now \( g \neq 0 \), \( \omega \in \mathbb{R}^{d_2}, \varphi \in \mathbb{R} \) with \( \varphi \neq \omega m_2 \mod \frac{1}{2}, m_2 \in \mathbb{Z}^{d_2} \) (1)

and set

\[ \alpha(m) := g \tan(\omega m_2 + \varphi), \quad m \in \mathbb{Z}^d. \] (2)

Consider also the discrete Laplacian \( \Delta \) in \( l^2(\mathbb{Z}^d) \) given by

\[ \Delta_d f(m) = \sum_{m' \mid |m-m'| = 1} f(m'). \]

The operators of the form \( H = \Delta_d + \alpha \) are usually referred to as Maryland-type models.
The paper [12] dealt with the case $d = d_2 = 1$ which provided the first explicit example of a difference quasiperiodic operator having a dense pure point spectrum everywhere; this operator is often referred to as the classical Maryland model. Later the class of such Hamiltonians was considerably extended in several directions, e.g. to the multidimensional case and to more general unperturbed operators, see e.g. [1, 9].

The papers [2, 3, 13] studied the situation $0 < d_1 < d$; in this case the potential is supported by a subspace, and the corresponding operator is referred to as the surface Maryland model. The quasiperiodic perturbation leaves unchanged the absolutely continuous spectrum of the unperturbed operator (i.e. of the Laplacian) but produces (under some incommensurability conditions) a dense pure point spectrum on the rest of the real line.

On the other hand, discrete operators are closely related to the quantum graph models, i.e. differential operators acting on geometric configurations consisting of segments, see e.g. [6, 11, 14, 15]. The aim of the present paper is to provide an analog of the surface Maryland model for quantum graphs and to study its spectral properties. The work is a natural continuation of our previous paper [18] where we considered the full-space Maryland quantum graph model ($d_1 = 0$).

We are studying an isotopic quantum graph lattice, and the above coefficients $\alpha(m)$ determine the strengths of the $\delta$-potentials placed at the corresponding vertices. We note that coupling constants at the vertices may be used to approximate rather general Schrödinger operators, see e.g. [8, 16]. The spectral problem for the quantum graph can then be reduced to a nonlinear spectral problem for an energy-dependent surface Maryland model using the theory of self-adjoint extensions [5]. The reduced operator is then studied using a combination of the machinery of Weyl functions [5] and the constructions of [2, 9] for the corresponding discrete operators. We describe the regions of the pure point and the absolutely continuous spectra and show that their location is controlled by the one-dimensional Hill operator associated with the potential on the edges. We believe that the problem is also of interest for the theory of self-adjoint extensions, as it provides an explicit example of a transition between different spectral types described using the Weyl functions, which is an extremely difficult problem in the general setting [4].

2. Model operator and main results

As mentioned in section 1, we are studying the simple quantum graph lattices. The vertex set is $\mathbb{Z}^d$, and the edges are between nearest neighbors. The length of each edge is 1, and each edge carries the differential operator $-d^2/dx^2 + q$ with the same real $L^2$-potential $q$, and the boundary conditions at the vertices are of the $\delta$-type with the coupling constants given by (2). Let us introduce a notation to handle this situation in detail.

The set of graph vertices is $\mathbb{Z}^d$, $d \geq 2$ (i.e. we explicitly need a multidimensional lattice). By $h_j$, $j = 1, \ldots, d$, we denote the standard basis vectors of $\mathbb{Z}^d$. For technical reasons we need an orientation on each edge. Two vertices $m, m'$ are connected by an oriented edge $m \rightarrow m'$ iff $m' = m + h_j$ for some $j \in \{1, \ldots, d\}$; this edge is denoted as $(m, j)$ and one says that $m$ is its initial vertex and $m' = m + h_j$ is its terminal vertex.

Replace now each edge $(m, j)$ by a copy of the segment $[0, 1]$ in such a way that 0 is identified with $m$ and 1 is identified with $m + h_j$. In this way we arrive at a certain topological set carrying a natural metric structure. The quantum state space of the system is

$$\mathcal{H} := \bigoplus_{(m, j) \in \mathbb{Z}^d \times \{1, \ldots, d\}} \mathcal{H}_{m, j}, \quad \mathcal{H}_{m, j} = L^2[0, 1],$$

and the vectors $f \in \mathcal{H}$ will be denoted as $f = (f_{m, j})$, $f_{m, j} \in \mathcal{H}_{m, j}$, $m \in \mathbb{Z}^d$, $j = 1, \ldots, d$. 
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To introduce a Schrödinger operator acting in $\mathcal{H}$ let us fix a real-valued potential $q \in L^2[0, 1]$ and some real constants $\alpha(m), m \in \mathbb{Z}^d$. Set $A := \text{diag}(\alpha(m))$; this is a self-adjoint operator in $\ell^2(\mathbb{Z}^d)$. Denote by $H_A$ the operator acting as
\[
(f_{m,j}) \mapsto (-f''_{m,j} + q f_{m,j}),
\]
on functions $f = (f_{m,j}) \in \bigoplus_{m,j} H^2[0, 1]$ satisfying the following boundary conditions:
\[
f_{m,j}(0) = f_{m-h_j,k}(1) =: f(m), \quad j, k = 1, \ldots, d, \quad m \in \mathbb{Z}^d
\]
(which means the continuity at all vertices) and
\[
f'(m) = \alpha(m) f(m), \quad m \in \mathbb{Z}^d.
\]
where
\[
f'(m) := \sum_{j=1}^d f'_{m,j}(0) - \sum_{j=1}^d f'_{m-h_j,j}(1).
\]
The constants $\alpha(m)$ are usually referred to as Kirchhoff coupling constants and interpreted as the strengths of zero-range impurity potentials placed at the corresponding vertices, cf [6]. The zero coupling constants correspond hence to the ideal couplings.

We are going to study the above operator $H_A$ for the coupling constants $\alpha(m)$ given by (2) where $1 \leq d_1 < d$. This operator will be noted simply by $H$.

To formulate the results we need some additional constructions. Denote by $s$ and $c$ the solutions to $-\gamma'' + q \gamma = s$ satisfying $s(0; z) = c'(0; z) = 0$ and $s' (0; z) = c(0; z) = 1, z \in \mathbb{C}$, and set $\eta(z) := s(1; z) + c'(1; z)$. Consider an auxiliary one-dimensional Hill operator
\[
L = -\frac{d^2}{dx^2} + Q, \quad Q(x + n) = q(x), \quad (x, n) \in [0, 1) \times \mathbb{Z}.
\]
It is known that $\text{spec } L = \eta^{-1}((-2, 2])$ and the spectrum is absolutely continuous and has a band structure, i.e. is a locally finite union of segments.

The following theorem summarizes propositions 5, 6, 10 and 13 below and contains the main results.

**Theorem 1.** For any $\omega$ and $\varphi$ one has $\text{spec } L \subset \text{spec } H$. If the components of $\omega$ are rationally independent, then the spectrum of $H$ in $\eta^{-1}((-2, 2])$ is purely absolutely continuous. If $\omega$ satisfies additionally the Diophantine condition
there are $C, \beta > 0$ with $|\omega m_2 - r| \geq C|m_2|^{-\beta}$ for all $m_2 \in \mathbb{Z}^d \setminus \{0\}, \quad r \in \mathbb{Z}$,

then the spectrum of $H$ covers the whole real line and is pure point outside $\text{spec } L$.

As easily seen, the absolutely continuous spectrum of $H$ just coincides with the spectrum of $L$ (which is independent of the quasiperiodic perturbation), and, under the additional assumptions, the rest of the spectrum is pure point. It is interesting to mention that a similar interlaced spectrum was found recently in a completely different model involving singular potentials [7].

### 3. Resolvents for quantum graphs

Denote by $S$ the operator acting as (3a) on the functions $f$ satisfying only the boundary conditions (3b). On the domain of $S$ one can define linear maps
\[
f \mapsto \Gamma f := (f(m))_{m \in \mathbb{Z}^d} \in \ell^2(\mathbb{Z}^d), \quad f \mapsto \Gamma^* f := (f'(m))_{m \in \mathbb{Z}^d} \in \ell^2(\mathbb{Z}^d).
\]
By direct calculation one can see that for any \( f, g \in \text{dom} S \) there holds \( \langle f, Sg \rangle = \langle (\Gamma f), (\Gamma' g) \rangle = (\Gamma f, (\Gamma' g) \rangle \) and that for any \( \xi, \xi' \in \mathbb{Z}^d \) there exists \( f \in \text{dom} S \) with \( \Gamma f = \xi \) and \( \Gamma' f = \xi' \). From the operator-theoretic point of view \((\mathbb{Z}^d, \Gamma, \Gamma')\) is a boundary triple for \( S \) and hence a powerful machinery based on the Krein resolvent formula applies [5].

Note that the restriction of \( S \) to the vectors \( f \) satisfying \( \Gamma f = 0 \) is just the direct sum of the operators \(-d^2/dx^2 + q\) with the Dirichlet boundary conditions over all the segments. The spectrum of \( H^0 \) is a discrete set and will be referred to as the Dirichlet spectrum of the graph. In its turn, the operator \( H \) is the restriction of \( S \) to the vectors \( f \) satisfying \( \Gamma' f = A \Gamma f \) where \( A = \text{diag}(\alpha(m)) \).

Let \( z \notin \text{spec} H^0 \). For \( g \in \mathcal{G} \) denote by \( \gamma(z)g \) the unique solution to the abstract boundary value problem \((S - z)f = 0\) with \( \Gamma f = g \). In our case one can easily calculate

\[
(\gamma(z)\xi)_{(m, j)}(t) = \frac{1}{s(1; z)}\left( (\xi(m + h_j)s(t; z) + \xi(m)s(1; z)c(t; z)
-c(1; z)s(t; z)) \right), \quad t \in [0, 1], \quad (m, j) \in \mathbb{Z}^d \times \{1, \ldots, d\}.
\]

The map \( \gamma(z) \) is called the \( \gamma \)-field associated with the boundary triple. The corresponding Weyl function \( M(z) \) is defined by \( M(z) := \Gamma' \gamma(z) \), i.e.

\[
M(z) := a(z)(\Delta_d - d\eta(z)), \quad a(z) := \frac{1}{s(1; z)}.
\]

There exists the following relation between the operators \( H \) and \( H^0 \), see [5, section 1] for more details.

**Proposition 2.** For \( z \notin \text{spec} H^0 \cup \text{spec} H \) the operator \( M(z) - A \) acting on \( \mathcal{G} \) has a bounded inverse defined everywhere, and

\[
(H - z)^{-1} = (H^0 - z)^{-1} - \gamma(z)(M(z) - A)^{-1}\gamma(z)^*.
\]

One has

\[
\text{spec} H \setminus \text{spec} H^0 = \{z \in \mathbb{R} \setminus \text{spec} H^0 : 0 \in \text{spec}(M(z) - A)\},
\]

and for \( z \in \mathbb{R} \setminus \text{spec} H^0 \) there holds \( \ker(H - z) = \gamma(z) \ker(M(z) - A) \). The maps \( \gamma \) and \( M \) depend analytically on their argument (outside of \text{spec} \( H^0 \)). \( M(z) \) satisfies \( M(\bar{z}) = \overline{M(z)} \) and

\[
\text{for any non-real } z \text{ there is } c_z > 0 \text{ with } \frac{\text{Im } M(z)}{\text{Im } \bar{z}} \geq c_z \text{ and }
\]

\[
M'(\lambda) = \gamma(\lambda)^*\gamma(\lambda) > 0 \text{ for } \lambda \in \mathbb{R} \setminus \text{spec } H^0.
\]

Furthermore,

\[
\gamma(z)^*f = 0 \quad \text{for any } \ f \in \text{ran } \gamma(z)^{\perp}.
\]

We will also use a similar formula relating the resolvents of \( H \) and \( H_0 \) (i.e. the operator corresponding to the zero coupling constants at all the vertices). Note that the operator \( H_0 \) formally corresponds to the case \( d_1 = d \). As shown in [17], there holds \( \text{spec } H_0 = \text{spec } L \cup \text{spec } H_0 \). Using theorem 1.32 in [5] one arrives at

**Proposition 3.** Denote by \( P \) the operator \( \mathbb{Z}^d \ni (m_1, m_2) \mapsto m_2 \in \mathbb{Z}^{d_2} \) and introduce the operators \( v(z) = \gamma(z)P \) considered as a maps from \( \mathbb{Z}^{d_2} \) to \( \mathcal{H} \) as well as \( B = -PA^{-1}P \) and \( N(z) = -PM(z)^{-1}P \) considered as operators in \( \mathbb{Z}^{d_2} \). Then there holds

\[
(H_0 - z)^{-1} - (H - z)^{-1} = v(z)(N(z) - B)^{-1}v^*(\bar{z}).
\]
The set \( \text{spec } H \setminus \text{spec } H_0 \) consists exactly of \( z \in \mathbb{R} \setminus \text{spec } H_0 \) such that \( 0 \in \text{spec}(N(z) - B) \), and the same correspondence holds for the eigenvalues, i.e. \( z \in \mathbb{R} \setminus \text{spec } H^0 \) there holds \( \ker(H - z) = \nu(z) \ker(N(z) - B) \).

For \( z \notin \text{spec } H_0 \), the maps \( \nu(z) \) and \( N(z) \) satisfy the same properties listed in proposition 2 as \( \gamma(z) \) and \( M(z) \).

By proposition 2, outside of the discrete set \( \text{spec } H_0 \), the spectrum of \( H \) consists of the real \( z \) satisfying \( 0 \in \text{spec}(M(z) - A) \) or, taking into account the explicit form (6),

\[
0 \in \text{spec}(a(z)(\Delta_d - 2d\eta(z)) - A).
\]

Note that the operator on the right-hand side is exactly the Maryland-type model mentioned in section 1. In [2] the following was proved.

**Proposition 4.** For any \( b \neq 0 \) the operator \( G := \Delta_d + \beta A \) has the following spectral properties:

1. \([−2d, 2d] \subset \text{spec } G;\)
2. if the components of \( \omega \) are rationally independent, then the spectrum of \( G \) in the interval \((−2d, 2d)\) is purely absolutely continuous;
3. for Diophantine \( \omega \) (see theorem 1) the rest of the real line is covered by the dense pure point spectrum.

Transferring this proposition to the operator \( M(z) - A \) one obtains

- \( 0 \in \text{spec}(M(z) - A) \) for \( |\eta(z)| \leq 2;\)
- if the components of \( \omega \) are rationally independent, then the spectrum of \( M(z) - A \) in the interval \( a(z)(−2d - d\eta(z), 2d - d\eta(z)) \) is purely absolutely continuous;
- for Diophantine \( \omega \) the rest of the real line is covered by the dense pure point spectrum.

Recall that the set \( |\eta(z)| \leq 2 \) coincides with the spectrum of \( L \). Therefore, using the first of the above three properties and proposition 2 one immediately obtains

**Proposition 5.** \( \text{spec } L \subset \text{spec } H. \)

While for each fixed \( z \) the operator \( M(z) \) is of Maryland type, the dependence on \( z \) is nonlinear. Furthermore, the proposition 2 does not allow to conclude about the spectral nature of \( H \) from that of \( M(z) - A \) (see [4] for a discussion of this correspondence within the framework of the general theory of self-adjoint extensions); as for now, such a relationship is only available under special conditions for the configuration and the coupling constants [5] which only hold in the case \( d_1 = d \), i.e. for the zero coupling constants; the case \( d_1 < d \) we are interested in is not covered. Hence to obtain a satisfactory description of the spectral properties of \( H \) we need to repeat some constructions from [2, 9] and to combine them with the resolvent formulae given in propositions 2 and 3. For the study of the pure point spectrum for the full-space Maryland model on quantum graphs, this idea was used already in [18] and earlier in [10] for point interaction Hamiltonians in the Euclidean space.

### 4. The absolutely continuous spectrum

In this section we will first repeat some constructions for [2, 3] for the operator \( M(z) \) taking into account the nonlinear dependence on the spectral parameter and then insert this into the resolvent formula of proposition 2.
Below we will use actively the Fourier transform. Denote $S^1 := \{ z \in \mathbb{C} | |z| = 1 \}$ and $T^n := S^1 \times \ldots \times S^1 \subset \mathbb{C}^n$. For $\theta = (\theta_1, \ldots, \theta_n) \subset \mathbb{C}^n$ and $p = (p_1, \ldots, p_n) \in \mathbb{Z}^n$ we write $\theta^p := \theta_1^{p_1} \ldots \theta_n^{p_n}$, and in this context $k \in \mathbb{Z}$ will be identified with the vector $(k, \ldots, k) \in \mathbb{Z}^n$, i.e. $\theta^{-1} := \theta_1^{-1} \ldots \theta_n^{-1}$ etc. We denote by $F_n$ the Fourier transform carrying $\ell^2(\mathbb{T}^n)$ to $L^2(\mathbb{T}^n)$,

$$F_n \psi(\theta) = \sum_{n \in \mathbb{Z}^n} \psi(n) \theta^p, \quad F_n^{-1} f(n) = \frac{1}{(2\pi)^n} \int_{\mathbb{T}^n} f(\theta) \theta^{-n} d\theta.$$  

Each $\theta \in \mathbb{T}^n$ will be represented as $\theta = (\theta_1, \theta_2)$ with $\theta_1 \in \mathbb{T}^d$ and $\theta_2 \in \mathbb{T}^d$.

Without loss of generality assume $g > 0$ (otherwise one can change the signs of $\omega$ and $\varphi$).

Consider the operator $L(z) := M(z) - A = M(z) + P \varphi P$, where $\varphi$ is an operator in $\ell^2(\mathbb{Z}^d)$ acting as $\varphi f(m_2) = -g \tan(\omega m_2 + \varphi) f(m_2)$, $m_2 \in \mathbb{Z}^d$. For $\Im z \neq 0$ the operator $M(z)$ is invertible (as its imaginary part is non-degenerate) and one has

$$L(z)^{-1} = M(z)^{-1} - M(z)^{-1} T(z) M(z)^{-1}, \quad T(z) = v - T(z) M(z)^{-1} v.$$  

Obviously one can write $T(z) = P t(z) P$ where the operator $t(z)$ acting in $\ell^2(\mathbb{Z}^d)$ satisfies

$$t(z) = v + t(z) N(z) v.$$  

Formally one has $t(z) = v (1 - N(z) v)^{-1}$ and it is needed to show that the operator in question is really invertible.

Let $U$ be the unitary operator in $\ell^2(\mathbb{Z}^d)$ defined by the relation

$$(u f)(m_2) = e^{-2\pi i m_2^1} f(m_2),$$

then, denoting $\chi := e^{-2\pi i \varphi}$, one can write

$$v = \frac{1 - \chi U}{1 + \chi U}.$$  

As $\Im N(z) \geq 0$ for $\Im z \geq 0$, the operator $i + g N(z)$ is invertible for such $z$. Hence, for $\Im z \geq 0$ after a simple algebra one obtains

$$1 - N(z) v = (g N(z) + i (1 - b(z) \chi U) (i (1 + \chi U))^{-1}$$

where $b(z) = (g N(z) - i) (i + g N(z))^{-1}$. In order to represent the inverse operator in terms of the Neumann series it is sufficient to show that $|b(z)| < 1$ for some $z$. To see this, it is useful to pass to the Fourier representation.

For $\lambda \in \mathbb{C}$ denote $G_d(\lambda) := (\Delta_d - \lambda)^{-1}$. Recall that in the Fourier representation $\Delta_d$ becomes the multiplication by the function $\Delta_d(\theta) = \sum_j (\theta_j + \theta_j^{-1})$, hence the matrix of $G_d(\lambda)$ is given by

$$G_d(\mathbf{m} - \mathbf{m'}; \lambda) = \frac{1}{(2\pi i)^d} \int_{\mathbb{T}^d} \frac{\theta^{-\mathbf{m}} \theta^{-\mathbf{m'}}^{-1}}{\Delta_d(\theta) - \lambda} d\theta.$$  

On the other hand, the matrix of the operator $N(z)$ is $N(\mathbf{m}_2 - \mathbf{m}_2'; z) = -a(z)^{-1} G_d((0, \mathbf{m}_2) - (0, \mathbf{m}_2'); d\eta(z))$, hence

$$N(\mathbf{m}_2 - \mathbf{m}_2'; z) = -a(z)^{-1} \frac{1}{(2\pi i)^d} \int_{\mathbb{T}^d} \theta_2^{-\mathbf{m}_2} \theta_2^{-\mathbf{m}_2'}^{-1} d\theta_2 \int_{\mathbb{T}^d} \frac{\theta_1^{-1} d\theta_1}{\Delta_d(\theta) - d\eta(z)}$$

$$= -a(z)^{-1} \frac{1}{(2\pi i)^d} \int_{\mathbb{T}^d} G_d(0; d\eta(z) - \Delta_d(\theta_2)) \theta_2^{-\mathbf{m}_2} \theta_2^{-\mathbf{m}_2'}^{-1} d\theta_2. \quad (12)$$

In particular, it is clear that in the Fourier representation $N(z)$ is the multiplication by the function

$$N(\theta_2; z) = -a(z)^{-1} G_d(0; d\eta(z) - \Delta_{d} (\theta_2)). \quad (13)$$
As \( \text{Im} N(z) > 0 \) for \( \text{Im} z > 0 \), the imaginary part \( \text{Im} N(\theta_2; z) \) is positive for such \( z \). The operator \( b(z) \) in the Fourier representation becomes the multiplication by the function

\[
b(\theta_2, z) = \frac{gN(\theta_2, z) - i}{gN(\theta_2, z) + 1},
\]

hence \( \|b(z)\| = \sup_{\theta_2} |b(\theta_2, z)| < 1 \) for \( \text{Im} z > 0 \). Therefore, one can represent

\[
t(z) = v(1 - N(z)v)^{-1}
= -g(1 - \chi U)(1 - b(z)\chi U)^{-1}(gN(z) + i)^{-1}
= -g(1 - \chi U) \sum_{m=0}^{\infty} \chi^m(b(z)U)^m
= -g(gN(z) + i)^{-1}(1 - 2i \sum_{m=1}^{\infty} (gN(z) + i)^{-1}U(b(z)U)^{m-1})
\]

and one has

\[
(M(z) - A)^{-1} = M(z)^{-1} - M(z)^{-1} Pt(z) PM(z)^{-1}.
\]

After these preparations we can prove

**Proposition 6.** Denote \( I := \eta^{-1}((-2, 2)) \). If the vector \( \omega \) has rationally independent components, then the operator \( H \) has only absolutely continuous spectrum in \( I \).

**Proof.** According to the general spectral theory we need to show that there exists a dense subset \( \mathcal{L} \) of \( \mathcal{H} \) such that the limit \( \lim_{\gamma \to 0^+} \text{Im} \langle f, (H - \lambda - i\varepsilon)^{-1} f \rangle \) exists and is finite for all \( g \in \mathcal{L} \) and \( \lambda \in I \).

Represent

\[
\mathcal{H} = \mathcal{H}_0 + \mathcal{H}_1, \quad \mathcal{H}_0 := \left( \bigcup_{\gamma(z) \neq 0} \gamma(z)(\ell^2(\mathbb{Z}^d)) \right) \perp \mathcal{H}_1 := \mathcal{H}_0^\perp;
\]

in other words, \( \mathcal{H}_1 \) is the closure of the linear hull of the set \( \{\gamma(z)\varphi : \text{Im} z \neq 0, \varphi \in \ell^2(\mathbb{Z}^d)\} \).

By the Krein resolvent formula, for any \( f \in \mathcal{H}_0 \) and any \( z \) with \( \text{Im} z \neq 0 \) one has \( \gamma^*(z)f = 0 \). Hence, by (7), there holds \( (H - z)^{-1} f > (H^{0^\ast z})^{-1} f \), hence \( \lim_{\gamma \to 0^+} \text{Im} \langle f, (H - \lambda - i\varepsilon)^{-1} f \rangle = 0 \), because \( (H^0 - \lambda)^{-1} \) is a bounded self-adjoint operator.

Consider the vectors \( f = \gamma(\xi)h \) for \( h = (M(\xi) - A)^{-1}\xi, \text{Im} \xi \neq 0 \). These vectors form a dense subset in \( \mathcal{H}_1 \), since \( \xi \) runs over a dense subset of \( \ell^2(\mathbb{Z}^d) \). By elementary calculations (see e.g. section 3 in [5]) one can write

\[
(H - \lambda - i\varepsilon)^{-1} f = \frac{1}{\xi - \lambda - i\varepsilon} (f - \gamma(\lambda + i\varepsilon)(M(\lambda + i\varepsilon) - A)^{-1}\xi).
\]

Hence it is sufficient to show that \( \lim_{\gamma \to 0^+} \text{Im} \langle \delta_m, (M(\lambda + i\varepsilon) - A)^{-1}\delta_m \rangle \) exists and is finite for any \( \mathbf{m} \in \mathbb{Z}^d \). In view of the series representation for \( (M(z) - A)^{-1} \) it is sufficient to show that the series converges for real \( z \in I \) and not only for \( \text{Im} z > 0 \). On the other hand, \( (M(z) - A)^{-1} = a(z)^{-1}(\Delta_d - d\eta(z) - a(z)^{-1}A)^{-1} \), and it is shown in [2, theorem 3.1] that \( \text{Im} \langle \delta_m, (\Delta_d - c - bA)^{-1}\delta_m \rangle \) exists and is finite for any \( c \in (-2d, 2d) \) and any \( b \in \mathbb{R} \). This completes the proof. \( \square \)
5. The pure point spectrum

In this section we will use the second version of the resolvent formula, equation (11). Hence for \( z \notin \text{spec } H_0 \) we have the equivalence \( z \in \text{spec } H \) iff \( 0 \in \text{spec}(N(z) - B) \). Here \( N \) is a translationally invariant operator in \( L^2(\mathbb{Z}^d) \) whose matrix elements are given by (12), and the operator \( B \), as already mentioned below, in the multiplication by the sequence \( g^{-1} \tan(\omega m_1 + \varphi + 1/2) \). It is useful to set \( g' = -g, \omega' = -\omega, \varphi' = -\varphi - 1/2 \), then \( B \) becomes a multiplication by \(-g' \tan(\omega'(m_2 + \varphi')) \) with \( g' > 0 \).

To alleviate the notation, below we will write \( d \) instead of \( d_2 \) and drop the indices for \( g', \omega' \) and \( \varphi' \) as this does not lead to confusions.

In [9] the operators of the following form were considered: \( G = G_0 + B \), where \( G_0 \) is a translationally invariant operator in \( L^2(\mathbb{Z}^d) \) given by

\[
G\xi(m) = \sum_{m' \in \mathbb{Z}^d} a(m - m')\xi(m'),
\]

with the coefficients satisfying an exponential bound

\[
|a(m)| \leq c_1 \exp(-c_2|m|), \quad c_1, c_2 > 0, \quad \text{for all } m \in \mathbb{Z}^d.
\]

It was shown that the spectrum of such operators covers the whole real line and is pure point. For each fixed \( z \notin \text{spec } H_0 \) the reduced operator \( N(z) - B \) is of the above type and hence has a pure point spectrum dense everywhere. On the other hand, one is not able to transfer these results directly to the quantum graph Hamiltonian \( H \) using just the machinery of self-adjoint extensions. Hence, like in the previous section, we need to repeat some constructions of [9] and then combine them with the resolvent formula of proposition 3. Note that the constructions below appear to be almost identical to those of [18] where we studied the full space quantum graph Maryland model (but with a different operator \( N \)) because of the similar structure of the resolvent.

Introduce the operators

\[
D(z) := (N(z) - ig)^{-1}, \quad C(z) := -(N(z) + ig)(N(z) - ig)^{-1},
\]

they are defined at least for \( z \) with \( \text{Re } z \notin \text{spec } H_0 \) and \( |\text{Im } z| \) sufficiently small. One can write for such \( z \) the identity

\[
N(z) - B = D(z)^{-1}(1 - \chi C(z)U)(1 + \chi U)^{-1}.
\]

Recall that under the Fourier transform \( N(z) \) becomes the multiplication by the function \( N(\Theta, z) \) given by (13), the operators \( D(z) \) and \( C(z) \) become the multiplications by \( D(\Theta, z) := (N(\Theta, z) - ig)^{-1} \) by \( C(\Theta, z) := -(N(\Theta, z) + ig)(N(\Theta, z) - ig)^{-1} \), respectively, and \( U \) becomes a shift operator, \( U_k(\Theta) = ke^{-2\pi i\Theta_1}, \ldots, e^{-2\pi i\Theta_d}) \).

Consider an arbitrary segment \([a, b] \subset \mathbb{R} \setminus \text{spec } H_0 \). Recall that the spectrum of \( H_0 \) coincides with the spectrum of \( L \) up to the discrete set \( \text{spec } H^0 \). Equation (8), the analyticity of \( g' \), and the self-adjointness of \( N(z) \) for real \( z \) imply the existence of \( \delta' > 0 \) such that \( |\text{Im } N(z)| \leq g/2 \) for \( z \in Z := \{z \in \mathbb{C} : |\text{Im } z| \leq \delta', \text{Re } z \in [a, b] \} \). At the same time, this means that \( |\text{Im } N(\Theta, z)| \leq g/2 \) for \( z \in Z \). As follows from the integral representation, \( N(\Theta, z) \) can be continued to an analytic function in \( Z \times \Theta, \Theta := \{\Theta \subset \mathbb{C}^d : r < |\Theta| < R \}, 0 < r < 1 < R < \infty \). Choosing \( r \) and \( R \) sufficiently close to \( 1 \) one immediately sees that the function

\[
C(\Theta, z) := \frac{g^2 - (\text{Im } N(\Theta, z))^2 - (\text{Re } N(\Theta, z))^2 + 2i\text{Re } N(\Theta, z)}{|N(\Theta, z) - ig|^2}
\]

does not take values in \((\infty, 0)\) for \((\Theta, z) \in \Theta \times Z \). Therefore, the function \( f(\Theta, z) := \log C(\Theta, z) \) is well defined and analytic in \( \Theta \times Z \), where \( \log \) denotes the principal branch of
the logarithm. The Diophantine property (5) implies (see [9, lemma 3.2]) that the operator $1 - U$ is a bijection on the set of functions $v$ analytic in $\Theta$ with

$$\int_{T^d} v(\theta) \theta^{-1} d\theta = 0.$$ 

Hence the function $t(\theta, z) := (1 - U)^{-1}(f(\theta, z) - f_0(z))$ is well defined and analytic in $Z \times \Theta$, where

$$f_0(z) := \frac{1}{(2\pi i)^d} \int_{T^d} f(\theta, z) \theta^{-1} d\theta. \quad (17)$$

**Lemma 7.** The function $f_0$ is analytic in $Z$,

$$\text{Re } f_0(z) < 0 \quad \text{for } \text{Im } z > 0, \quad (18)$$

$$\text{Re } f(\theta, z) = \text{Re } t(\theta, z) = \text{Re } f_0(z) = 0 \quad \text{for } \text{Im } z = 0. \quad (19)$$

For real $\lambda$ one has $f_0(\lambda) = 2i\sigma(\lambda)$, where

$$\sigma(\lambda) = \frac{1}{(2\pi i)^d} \int_{T^d} \arctan \frac{N(\theta, \lambda)}{g} \theta^{-1} d\theta. \quad (20)$$

The function $\sigma$ is real valued, strictly increasing, and continuously differentiable on $[a, b]$.

**Proof.** The analyticity of $f_0$ follows from its integral representation. Equation (18) follows from (17) if one takes into account the inequalities $\text{Im } N(\theta, z) > 0$ for $\text{Im } z > 0$ and $\text{Re } \log z < 0$ for $|z| < 1$. Equalities (18) follows from (17) and the real-valuedness of $N(\theta, z)$ for real $z$.

By elementary calculations, for $x \in \mathbb{R}$ and $y > 0$ one has

$$g_1(x) := \frac{1}{2i} \log \frac{i y + x}{i y - x} = \arctan \frac{x}{y} =: g_2(x). \quad (21)$$

In fact, this follows from

$$g_1'(x) = g_2'(x) = \frac{y}{x^2 + y^2}$$

and $g_1(0) = g_2(0) = 0$. Equation (20) obviously implies $f_0(\lambda) = 2i\sigma(\lambda)$ for $\lambda \in \mathbb{R}$. Furthermore, as follows from (21),

$$\sigma'(\lambda) = \frac{1}{(2\pi i)^d} \int_{T^d} \frac{gN_1^2(\theta, \lambda)}{N(\theta, \lambda)^2 + g^2} \theta^{-1} d\theta,$$

and, by (9), $\sigma'(\lambda) > 0$. \hfill $\square$

An immediate corollary of the analyticity of $f_0$ and of (18) is

**Lemma 8.** There exists $\varepsilon_0 > 0$ such that $|e^{f_0(\lambda)\xi} - 1| \leq 2 |e^{f_0(\lambda+i\varepsilon)\xi} - 1|$ for all $\xi \in S^1$, $\lambda \in [a, b]$, and $\varepsilon \in [0, \varepsilon_0]$. 

Denote by $t(z)$ and $f(z)$ the multiplication operators by $t(\theta, z)$ and $f(\theta, z)$ in $L^2(T^d)$, respectively. By definition of $t(\theta, z)$ for any $x \in L^2(T^d)$

$$e^{J(x)} e^{f_0(\lambda)U} e^{-t(\xi)} U \psi(\theta) = e^{f(\theta, z)} e^{f_0(\lambda)U} \exp(-t(z, e^{-2\pi i\xi_1} \theta_1, \ldots, e^{-2\pi i\xi_d} \theta_d)) U \psi(\theta)$$

$$= \exp(t(\theta, z) - Ut(\theta, z) + f_0(\theta, z)) U \psi(\theta, z)$$

$$= e^{J(x)} U \psi(\theta) = C(z) U \psi(\theta). \quad (22)$$
Therefore, one can rewrite equation (16) as
\[ N(z) - B = D(z)^{-1} e^{\delta(z)} (1 - e^{\delta(z)} \chi U) e^{-\delta(z)} (1 + \chi U)^{-1}. \] (23)

**Proposition 9.** The set of the eigenvalues of \( H \) in \([a, b]\) is dense and coincides with the set of solutions \( \lambda \) to
\[ \sigma(\lambda) = \pi(\omega m + \varphi) \mod \pi, \quad m \in \mathbb{Z}^d. \] (24)
Each of these eigenvalues is simple, and for any fixed \( \lambda(m) \) and \( \lambda(m') \) for \( m \neq m' \).

**Proof.** As follows from proposition 2 and the resolvent formula (11), the eigenvalues \( \lambda \) of \( H \) outside \( \text{spec} \ H_0 \) are determined by the condition \( \ker(N(\lambda) - B) \neq 0 \), and their multiplicity coincides with the dimension of the corresponding kernels. Equation (22) shows that the condition \( (N(\lambda) - B)u = 0 \) is equivalent to \( (1 - e^{\delta(\lambda)} \chi U) e^{-\delta(\lambda)} (1 + \chi U)^{-1} u = 0 \), or, denoting \( v := e^{-\delta(\lambda)} (1 + \chi U)^{-1} u \), \( (1 - e^{\delta(\lambda)} \chi U)v = 0 \), which can be rewritten as
\[ \chi U v = e^{-\delta(\lambda)} v, \quad v \neq 0. \] (25)
As \( \chi U \) has the simple eigenvalues \( e^{-2\pi i m \omega + \varphi}, m \in \mathbb{Z}^d \), and the corresponding eigenvectors form a basis, equation (25) implies (24) if one takes into account the identity \( f_0(\lambda) = 2i\sigma(\lambda) \) proved in lemma 7. The rest follows from the monotonicity of \( \sigma \), the inclusion \( \text{ran} \sigma \subset (-\pi/2, \pi/2) \), and the arithmetic properties of \( \omega \) and \( \varphi \), see (1) and (5).

As \([a, b]\) was an arbitrary interval from \( \mathbb{R} \setminus \text{spec} H_0 \), one has an immediate corollary.

**Proposition 10.** The pure point spectrum of \( H \) is dense in \( \mathbb{R} \setminus \text{spec} H_0 \).

Now it remains to show that the spectrum of \( H \) in the interval considered is pure point.

Take some \( \alpha > 0 \). For any \( \delta > 0 \) we denote
\[ \mathbb{S}_\delta^1 = \bigcup_{m \in \mathbb{Z}^d} \{ \xi \in \mathbb{S}^1 : |\text{Arg} \xi - \text{Arg} e^{2\pi i m \omega}| \leq \delta (1 + |m|)^{-d-\alpha} \}, \quad \tilde{\mathbb{S}}_\delta^1 := \mathbb{S}^1 \setminus \mathbb{S}_\delta^1. \]
Clearly, there holds
\[ |1 - \xi e^{-2\pi i m \omega}| \geq 2\pi^{-1} \delta (1 + |m|)^{-d-\alpha}, \quad \xi \in \mathbb{S}_\delta^1, \quad m \in \mathbb{Z}^d. \] (26)

Let \( \Delta \subset [a, b] \) be an interval whose ends are not eigenvalues of \( H \). Consider the mapping \( h : \lambda \mapsto \chi e^{\delta(\lambda)} \). By lemma 7, \( h \) is a diffeomorphism between \( \Delta \) and \( h(\Delta) \). By proposition 9 one has \( h(\lambda(m)) = e^{2\pi i m \omega} \). Take an arbitrary \( \delta > 0 \) and denote
\[ \Delta_\delta := \Delta \cap h^{-1}(\mathbb{S}_\delta^1), \quad \tilde{\Delta}_\delta := \Delta \cap h^{-1}(\tilde{\mathbb{S}}_\delta^1) \equiv \Delta \setminus \Delta_\delta. \]
Clearly, \( \Delta_\delta \) is a countable union of intervals and the limit set \( \bigcap_{\delta > 0} \Delta_\delta \) coincides with the set of all the eigenvalues \( \bigcup_{m}(\lambda(m)) \).

**Lemma 11.** There exists \( \varepsilon_0 > 0 \) such that for any \( \delta > 0 \) and any \( n \in \mathbb{Z}^d \) there exists \( C > 0 \) such that
\[ \|N(\lambda + i\varepsilon) - B\|^{-1} \delta_n \leq C \] (27)
for all \( \lambda \in \tilde{\Delta}_\delta \), and \( \varepsilon \in (0, \varepsilon_0) \).

**Proof.** Rewrite equation (23) in the form
\[ (N(z) - B)^{-1} = (1 + \chi U) e^{\delta(z)} (1 - e^{\delta(z)} \chi U)^{-1} e^{-\delta(z)} D(z). \]
Note that the Fourier transform of \( \delta_n \) is the function \( \theta \mapsto \theta^n \). Denote \( \Psi(z; \theta) := e^{-i(\theta; z) B(\theta; z) \theta^t} \). Due to the analyticity one can estimate uniformly in \( z \):
\[
|\psi_z(m)| \leq C' e^{-\rho |m|}, \quad C', \rho > 0, \quad \psi_z := F^{-1}_d \Psi, \quad \| (1 + \chi U) e^{i(\gamma)} \| \leq C'.
\]
Therefore, (27) follows from the inequality
\[
\| (1 - e^{i(\gamma)} \chi U)^{-1} \psi \| \leq C. \tag{28}
\]
Assume that \( \delta_0 \) satisfies the conditions of lemma 8, then uniformly for \( \lambda \in \Delta \) and \( \varepsilon \in (0, \delta_0) \) one has
\[
\left| F^{-1}_d \left( 1 - e^{i(\gamma)} \chi U \right)^{-1} \psi \right|(m) = \left| (1 - e^{i(\gamma)} \chi e^{2\pi i \omega m})^{-1} \psi_{\lambda + i \varepsilon} \right|(m) \leq 2 \left| (1 - e^{i(\gamma)} \chi e^{2\pi i \omega m})^{-1} \right| |\psi_{\lambda + i \varepsilon}(m)|.
\]
As in our case \( h(\lambda) \equiv \chi e^{i(\gamma)} \in H_1 \), due to (26) we have
\[
\left| (1 - e^{i(\gamma)} \chi e^{2\pi i \omega m})^{-1} \right| \leq \frac{\pi}{2 \delta} (1 + |m|)^{d \omega}.
\]
Finally,
\[
\| (1 - e^{i(\gamma)} \chi U)^{-1} \psi \|^2 = \sum_{m \in \mathbb{Z}^d} \left| F^{-1}_d \left( 1 - e^{i(\gamma)} \chi U \right)^{-1} \psi \right|(m)^2 \leq \left( \frac{\pi C'}{\delta} \right)^2 \sum_{m \in \mathbb{Z}^d} (1 + |m|)^{d \omega} e^{-2 \rho |m|} < \infty,
\]
and (28) is proved. \( \square \)

Now we are able to estimate the spectral projections corresponding to \( H \).

**Lemma 12.** For any \( f \in \mathcal{H} \) and any \( \delta > 0 \) one has
\[
\lim_{\varepsilon \to 0^+} \int_{\Delta_{\delta}} \| (H - \lambda - i \varepsilon)^{-1} f \|^2 \, d\lambda = 0. \tag{29}
\]

**Proof.** Here we are going to use proposition 2. First note that due to \( \Delta_{\delta} \subset \mathbb{R} \setminus \text{spec } H_{0} \) one has
\[
\lim_{\varepsilon \to 0^+} \int_{\Delta_{\delta}} \| (H_{0} - \lambda - i \varepsilon)^{-1} f \|^2 \, d\lambda = 0 \quad \text{for any } f \in \mathcal{H}.
\]
Similar to (15) let us consider the decomposition
\[
\mathcal{H} = \mathcal{H}_0 + \mathcal{H}_1, \quad \mathcal{H}_0 := \left( \bigcup_{\text{Im } z \neq 0} v(z)(\ell^2(\mathbb{Z}^d)) \right)^{\perp}, \quad \mathcal{H}_1 := \mathcal{H}_0^{\perp};
\]
As previously, by (11), for any \( f \in \mathcal{H}_0 \) and any \( z \) with \( \text{Im } z \neq 0 \) one has \( v^*(z) f = 0 \). Hence, by (7), there holds \( (H - z)^{-1} f = (H_{0} - z)^{-1} \) and (30) implies (29) for \( f \in \mathcal{H}_0 \).

Now it is sufficient to show (30) for vectors \( f = v(\zeta) h \) for \( h = (N(\zeta) - B)^{-1} \delta_m, m \in \mathbb{Z}^d, \text{Im } \zeta \neq 0 \). The operators \( (N(\zeta) - B)^{-1} \) have dense range (coinciding with \( \text{dom } B \)), hence the linear hull of such vectors \( f \) is dense in \( \mathcal{H}_1 \). By elementary calculations (see e.g. section 3 in [5]) one rewrites equation (7) as
\[
(H - \lambda - i \varepsilon)^{-1} f = \frac{1}{\zeta - \lambda - i \varepsilon} (f - v(\lambda + i \varepsilon)(N(\lambda + i \varepsilon) - B)^{-1} \delta_m). \tag{31}
\]
Due to lemma 11 we have \( \| (N(\lambda + i\varepsilon) - B)^{-1} \delta_m \| \leq C \) with some \( C > 0 \), for all \( \lambda \in \tilde{\Delta}_\delta \) and sufficiently small \( \varepsilon \), and (31) implies
\[
\| (H - \lambda - i\varepsilon)^{-1} f \| \leq \| f \| + C \| \nu(\lambda + i\varepsilon) \| \frac{1}{\| \xi - \lambda - i\varepsilon \|},
\]
and due to the analyticity of \( \gamma \), one can estimate \( \| (H - \lambda - i\varepsilon)^{-1} f \| \leq C' \) with some \( C' > 0 \) for all \( \lambda \in \tilde{\Delta}_\delta \) and sufficiently small \( \varepsilon \). This obviously implies (29).

Proposition 13. The spectrum of \( H \) outside \( \text{spec } L \) is pure point.

Proof. We are going to show that for any \( f \in \mathcal{H} \) and any interval \( \Delta \subset \mathbb{R} \setminus \text{spec } H_0 \) the spectral measure \( \mu_f \) associated with \( H \) and \( f \) satisfies \( \mu_f(\Delta) = \mu_f(\Delta \cap \bigcup_m \{\lambda(m)\}) \); this proves that all the spectral measures are pure point.

By the Stone formula, for any set \( X \) which is a countable union of intervals whose ends are not eigenvalues of \( H \) one has
\[
\mu_f(X) = \lim_{\varepsilon \to 0^+} \frac{\varepsilon}{\pi} \int_X \| (H - \lambda - i\varepsilon)f \|^2 d\lambda.
\]
Using lemma 12, for any \( \delta > 0 \) we estimate
\[
\mu_f(\Delta) = \lim_{\varepsilon \to 0^+} \frac{\varepsilon}{\pi} \int_\Delta \| (H - \lambda - i\varepsilon)f \|^2 d\lambda
= \lim_{\varepsilon \to 0^+} \frac{\varepsilon}{\pi} \int_{\Delta_\delta} \| (H - \lambda - i\varepsilon)f \|^2 d\lambda + \lim_{\varepsilon \to 0^+} \frac{\varepsilon}{\pi} \int_{\tilde{\Delta}_\delta} \| (H - \lambda - i\varepsilon)f \|^2 d\lambda
= \lim_{\varepsilon \to 0^+} \frac{\varepsilon}{\pi} \int_{\Delta_\delta} \| (H - \lambda - i\varepsilon)f \|^2 d\lambda = \mu_f(\Delta_\delta).
\]
As \( \delta \) is arbitrary and \( \bigcap_{\delta > 0} \Delta_\delta = \bigcup_m \{\lambda(m)\} \), the theorem is proved.
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