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ABSTRACT As 3D technologies advance rapidly, 3D printing, 3D animation, and 3D Movie are springing out in different areas. It becomes a remarkable challenge to generate a large number of 3D models effectively and efficiently. This paper proposes a novel editing method based on the feature lines of images (i.e., image contour and principal axis) for generating new 3D models. Our method takes as input an existing 3D model (as the original model) and an image selected by the user (or a sketch hand-drawn by the users), and performs the model editing to generate a new 3D model. In particular, our method first takes as input an original 3D model and an image selected by the user. Second, the selected image is processed to produce the feature lines, i.e., contour and principal axis of the image. Third, the silhouette of the original model from a given view is acquired, and projected on a projection plane to produce a contour and principal axis of the model, which is the feature lines of the original model. Fourth, by comparing the feature lines of the image and the original model, the constraint conditions are established to control the editing of the 3D model. Finally, 3D model editing is conducted through the as-rigid-as-possible mesh deformation to produce a new 3D model with the appearance resembling the selected image. Furthermore, this paper proposes an energy function to guide the detailed model editing, and measure the similarity between the generated 3D model and the corresponding image. We have conducted extensive experiments to evaluate the proposed method. The results show that comparing with the existing editing methods in literature, the proposed model editing method is able to construct various types of 3D models more effectively and more efficiently.

INDEX TERMS 3D original model, energy function, feature lines, image, mesh deformation.

I. INTRODUCTION

The development of 3D printing technology and the maturity of 3D animation technology and the computer-aided design technology require more 3D models. It imposes a great challenge to acquire a large number of 3D models efficiently and effectively. 3D models can be acquired not only by a 3D scanning equipment such as Kinect, but also by the 3D model editing technique [1], [2]. Model editing is an important research topic in computer graphics. It finds a wide range of applications such as animation, cinematography, games, computer aided design (CAD), 3D printing, medical diagnosis and treatment, virtual reality, mixed reality and so on.

Model editing is most useful at the early stage of modelling in that it can provide basic 3D models in various applications [1]–[4]. Nowadays, most model editing methods are based on some existing 3D models, aiming to achieve the high efficiency of 3D model geometric design. The model editing method works by transforming the existing 3D models to construct novel 3D models with different appearances. The model editing process often welcomes the users’ interaction to express their creative ideas. This way, it can achieve high quality and high efficiency of 3D model reuse.

There are abundant digital images on the Internet, which are easily accessible. Contours of images or graphics can be used to sketch the main features of a shape. People often use such a simple and fast sketching method to express their visualized thoughts. This is also why designers often...
implement their design with hand-drawn sketches in the early modeling stage [2], [3]. 3D remodeling based on hand-drawn sketches or images has become an important research topic in computer graphics and computer vision [5]–[10]. Developing more efficient and accurate image-based 3D model editing methods is always a major research direction in the topic. There are some existing works in the literature. Hu et al. [5] propose a method to control the surface mesh deformation by drawing the sketches of the orthographic projection of three-dimensional model. This method only supports the deformation guided by the hand-drawn sketches. So it is difficult to obtain the satisfactory deformation results for non-professional designers. Also, because this method uses the Laplace deformation algorithm, it is easy to produce the distortion for large deformation and it is insensitive to rotations. Hou et al. [7] propose a learning based image registration method, and utilize a Convolutional Neural Network (CNN) architecture to learn the regression function capable of mapping 2D image slices to a 3D canonical atlas space. The target of their method is mainly Magnetic Resonance Imaging (MRI). Shin et al. [10] propose a method that reconstructs the 3D terrain model from the contour lines on the 2D map. However, it is more suitable for generating 3D terrain models, not for other types of 3D model. Wu et al. [8] proposed the method of reconstructing a 3D object from a single image. The method, called SliceNet, proposes to generate 2D slices of a 3D shape sequentially with shared 2D deconvolution parameters. Their method is suitable for the reconstruction of 3D objects, similar to our method. However, the object that the algorithm can be applied to is limited to the model type established in the deep learning process. Our method does not have such a limitation, and so has a wider range of applications. Fu et al. [26] proposed to realize the mesh deformation by comparing natural lines such as axis, contour line and cross-section line of 3D models with the image contour and skeleton. However, their editing method only considers the distance and does not make use of the angle feature in the process of establishing the feature line comparison. Also, it needs to compare the deformation of cross-section lines several times. Therefore, the effect and efficiency of their method are not as good as our method. In light of the above discussion, this paper proposes a new model editing method that uses the two-dimensional images or hand-drawn sketches to guide the editing of 3D models. Our method can generate 3D models with different geometric shapes that incorporate the users’ visualized thoughts in hand-drawn sketches or the visual feature of the 2D images selected by the users.

In this editing process, the user begins by extracting some feature lines of the target object from images containing natural or artificial objects. The feature lines include the contour and the principal axis of the target object. Next, the viewpoint of the existing original model is selected. According to the relationship between the points on the model and the lines of sight, the contour of the model is acquired. The model contour is composed of the common boundary trajectory of the visible and invisible parts of the model under the view [11].

Based on the feature points on the image contour, the constraint condition of the mesh deformation is determined from the correspondence between the image contour and the plane projection of the model contour. Finally, the improved as-rigid-as possible mesh deformation algorithm is performed to generate a model with a different appearance. Figure 1 shows the results from an editing process that uses the proposed
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method, where Fig. 1a shows a 3D original model (top figure) and contour projection of model (bottom figure).

Figure 1b is the target object acquired from the image and the outer contour of the object. Figure 1c is the resulting 3D models after editing the original model in Fig. 1a using the proposed method under the guidance of the image in Fig. 1b. The generated model is a 3D model and can be viewed from different angles. The two figures in Fig. 1c are the projections from two perspectives of the generated 3D model. The 3D editing method proposed in this work is able to generate the 3D models which are more similar to the target objects in the selected 2D images than those generated by the existing methods in the literature. At the same time, our method is more efficient and can generate new models in much less time than the existing methods.

The rest of this paper is organized as follows. In Section II, the related work is reviewed. In Section III, an overview of our image-based mesh editing technique is presented firstly, and then our image-based mesh editing technology is presented in detail. The experimental results are presented and discussed in Section IV. Section V concludes this paper and also discusses our research plan in future.

II. RELATED WORK

In this section, we review the related research studies from the following three aspects: 1) the image processing techniques regarding image optimization, segmentation and contour extraction of the objects in images; 2) the differential-based mesh deformation algorithms; and 3) the image-based (or sketch-based) 3D model editing techniques.

A. IMAGE PROCESSING

In computer image processing, many mature and well-established algorithms in image filtering, sharpening, target recognition, and segmentation of 2D images have been developed [12]–[18].

The image segmentation technology, which is still evolving, acquires the target objects based on image texture and edge information [12], and then uses an outer boundary tracking algorithm based on the topological analysis to detect object contours [14].

Arbeláez et al. [15] propose a new idea for contour detection and image segmentation, which makes use of a spectral clustering method and local clues to generate a global framework of a 2D image. Martin et al. [17] propose a method that constructs a linear model based on the color, light and texture of an image, applies the edge detection operator to extract edges, removes stray redundant edges depending on the contour feature of the target object. Finally the edge repairing is performed to produce the final contour of the target object.

B. DIFFERENTIAL MESH DEFORMATION ALGORITHM

Differential mesh deformation algorithm, which is an important research subject in 3D model editing, marks a breakthrough in the development of 3D model editing.

The differential-based mesh deformation technique originated from the Laplacian differential coordinate-based mesh deformation algorithm proposed in 2004 by Sorkine et al. [19], Lipman et al. [20]. It works by mapping the Cartesian coordinate representation of the mesh vertices in the input model to the Laplacian coordinate representation. The latter represents the vertices of the mesh as an approximation of the average curvature of the vertices. In the process of mesh deformation, the local features of the model surface are preserved because of the constancy of the Laplacian coordinates, thereby achieving the constancy of local details on the surface. However, this method has a drawback in that it does not provide rotational invariance. If rotation is involved in mesh deformation, shape distortion will occur.

Sorkine and Alexa [21] propose an as-rigid-as-possible mesh deformation algorithm, which achieves the improvement by introducing the parameter $R_i$ into the energy function of the Laplacian differential mesh deformation, aiming to rectify the inadequacy of rotation invariance. Tang et al. [22] propose to couple the local and non-local factors for guiding the mesh deformation to the entire surface while preserving the global shape and local attributes of the surface to a maximum degree. Yu et al. propose the Poisson energy equation deformation technique [23], which works by changing the vector field to the scalar field of the original mesh. This technique, as a mesh editing framework, not only achieves the mesh deformation, but finds satisfactory applications in mesh splicing and denoising. However, with this technique the deformation distortion is owing to its translation invariance. The translation process does not change the gradient field of the model. So the Poisson method is not sensitive to translation. More recently, Chen et al. [24] propose a rigidity-preserving shape deformation algorithm, which is capable of controlling the rigidity and allows the resizing of the neighborhood by means of automatic learning of objects in the deformation database. This method enhances the consistency of adjacent rigid transformation.

C. IMAGE-BASED 3D MODEL EDITING METHOD

The 3D model editing method based on images or hand-drawn sketches provides a powerful paradigm for model editing. A few contours can often sketch the main features of an object. Designers have been accustomed to such a simple and fast sketching method to express their design ideas. Therefore, it would be useful to use the designers’ hand-drawn sketches (or the images selected by the designers) to guide the model editing. In this subsection, we review the related research in this direction.

Zimmermann et al. [3] propose a sketch-based surface mesh editing method that is capable of preserving features of the mesh. First, the user determines the appropriate view and sketches around the silhouette. Second, the system segments the silhouette area of the projected surface, identifies the best matching part among all silhouette segments, derives the vertices in the surface mesh corresponding to the silhouette part, and selects a sub-region of the mesh to be modified.
Finally, the system uses the sketch and the vertex positions that are appropriately modified, together with the sub-meshes, to achieve the mesh deformation. This mesh editing method will produce distortion when large-scale deformation is carried out. Our proposed method strives to reduce the distortion in the process.

Hu et al. [5] propose a method for model designers to sketch on the orthographic projection and control the deformation of surface mesh. First, they obtain the contour of the orthogonal view projection of the model and sketch the desired contour on the orthographic projection plane. Based on the relationship between the original projected contour and the hand-drawn contour by the designer, the model is edited with the Laplacian deformation method. The Laplacian deformation algorithm for the surface mesh is insufficient in rotational sensitivity. In addition, the feature extraction method used in their paper for the hand-drawn contour considers the distance only. We believe that there is still room to extract the feature information more comprehensively.

Tan et al. [25] propose a method to use an image to drive the stylized deformation of a 3D mesh. This method represents an image as a planar mesh and establishes a correspondence between the planar mesh and the original mesh model, and then completes the style transfer for the original model by learning the image style, which results in a model that is the same style as the image. Their method is more suitable for the deformation of the same type of objects. In addition, in general the model editing methods proposed in the existing work consider either the image-guided or the sketch-guided model editing. The method proposed in this paper works with both guiding mediums for model editing.

Fu et al. [26] put forward the parametric mesh deformation of the model by comparing the natural lines such as axis, contour and cross-section in the Cartesian coordinate system. Their editing method misses the angle feature in the process of model deformation, and has to compare natural lines many times. The mesh editing method proposed in this paper exploits the contour comparison to construct the constraint conditions, and then uses the Laplace coordinates to maintain the local stability of the model. At the same time, the energy equation is used as the objective function to constrain the mesh deformation and limit the number of deformation iterations. In the process of deformation, our method not only maintains the angles well, but also provides higher deformation efficiency and accuracy.

Shin et al. [10] propose a method that reconstructs geometric models from the contour lines on 2D map. They consider the reconstruction for simple regions without branches, where only one tiling operation is needed to generate the triangular strips. If there are some branches in the contours, it partitions the contour lines into several sub-contours according to the number of vertices and their spatial distribution. However, their method is more suitable for the generation of 3D terrain model, not suitable for other types of 3D model.

Hou et al. [7] propose a learning based image registration method, and utilize a Convolutional Neural Network (CNN) architecture to learn the regression function capable of mapping 2D image slices to a 3D canonical atlas space. Their method is used for quantitative analysis of simulated Magnetic Resonance Imaging (MRI) and fetal brain imagery with synthetic motion. Wu et al. [8] propose an algorithm to reconstruct a 3D object from a single image. Their algorithm depends on much prior knowledge of 3D shapes and uses the deep learning method. They propose a method called SliceNet, which sequentially generates 2D slices of 3D shapes with shared 2D deconvolution parameters. Their method is suitable for the reconstruction of 3D objects, similar to our method. However, SliceNet needs to use CNN to learn prior knowledge before 3D reconstruction. Moreover, the reconstructed object is of the same type as the model of prior knowledge. In other words, the object that the algorithm can be applied to is limited by the model type established in the deep learning process. However, our method does not have such restrictions and can be applied to any type of models. Therefore, our method has a wider scope of application. In our experiments, we can use different types of 3D models, such as human body, teapot, airplane and so on.

Based on the discussions in previous sections, we summarize the differences of the related works including our method in Table 1.

### III. OUR METHOD

In this section, we first give an overview of our method, and then present the details in subsequent subsections.

Huge amounts of image data are available on the Internet, which can be used by designers to guide the creation of 3D models. Designers creating a 3D model from scratch are faced with problems such as poor precision, low efficiency, and considerable computational complexity. For this reason, new models are mostly acquired by means of editing existing models. The proposed method obtains feature lines of the target object by processing the hand-drawn sketches or the selected image containing the target object. It then identifies feature points on the contour line by analyzing local extremum nature and connectivity. From the contour of the object, its features, such as size, shape, and structure of the target object, can be estimated.

When processing a 3D original model, we first select the view and the region of interest. Then, the contour of the region from this view as well as the projection and the feature lines of the contour are acquired. Note that in our method, we have to select a standard front view of a 3D model, which affects the result of model editing. In the method, we first establish the triangle through the feature points on the contour and the principal axis of the target object. Then the contour of the 3D model is projected on the selected view to obtain the projected contour line. According to the length proportion principle, the corresponding image feature points are found on the projected model contour line, which are used as the control points. The triangle similar to the triangle in the image is established with the projection axis of the model contour being an edge, so as to locate the target position of the control...
TABLE 1. Comparison of image-based 3D model reconstruction methods.

| References | Function | Principle | Applicable model |
|------------|----------|-----------|-----------------|
| Fast Reconstruction of 3D Terrain Model from Contour Lines on 2D Maps [19] | Using contour lines on 2D map to create 3D terrain models. | Generating a triangle strip with single tiling operation for simple matching region that does not contain branch structures in the contour of 2D map. | large-scale virtual environment rendering |
| 2D and 3D Deformable Models with Narrow Band Region Energy [14] | A narrow band region approach in explicit deformable models for 2D and 3D image segmentation. | Proposing a new narrow band region term for explicit deformable models driven by energy minimization. | real medical Data. |
| 3D Reconstruction in Canonical Co-ordinate Space from Arbitrarily Oriented 2D Images[3] | 3D reconstruction from arbitrarily oriented 2D Images | By utilizing a Convolutional Neural Network (CNN) architecture to learn the regression function capable of mapping 2D image slices to a 3D canonical atlas space. | Magnetic Resonance Imaging (MRI) |
| SLICENET: Slice-Wise 3D Shapes Reconstruction from Single Image[8] | 3D shape reconstruction from a single image | Using the deep learning method to capture prior knowledge of 3D shapes; using the shared 2D deconvolution parameters to generate 2D slices of 3D shapes. | ordinary 3D models; but the models have to be of the same type as those learned in the CNN training |
| Our proposed method | 3D model reconstruction from a single image | A similar triangle relationship is established between the feature line of image contour and the feature line of model contour projection; The changes of the control points during model deformation are obtained to constrain the mesh deformation. | ordinary 3D models |

point and consequently obtain its position change. However, if we cannot obtain the standard front view of the model but have to use another view, the position of the main axis will change in the contour projection, and the correct control point and the target position of the control point cannot be found.

The next step is the core step of the proposed method: comparing the feature lines of the image with those of the projection of the model’s contour. The correspondence between the two curves is used to establish the constraint condition, which is used to guide the deformation (editing) of the model. This results in a new 3D model different from the original one.

In this paper, if the original model is rotationally symmetric, then the image-guided model editing can be performed from multiple views each differing by 90 degrees. Otherwise, only one view of the original model is selected before carrying on the model editing. Because the model editing algorithm proposed in this paper uses a single image to guide the model editing. Comparing the contour of the image with the contour of a single view of the 3D model is sufficient to determine the change of control points. Multiple views of the model will not improve the accuracy of the model deformation results.

Figure 2 illustrates the main procedure of our method. Our method begins with dividing the target object O shown in Fig. 2a and extracting the target object’s feature lines, i.e., the contour and the principal axis, as shown in Fig. 2b. Next, a suitable view is selected for the original 3D model as shown in Fig. 2e; the region of interest P is determined, and the contour of the region is acquired and projected onto the projection plane to produce the feature lines of the 3D model, i.e., the contour and the principal axis of the 3D model, as shown in Fig. 2f. According to the length ratio constraint between the image contour and the model contour projection, which will be presented in detail in subsection III.C, the vertex correspondence is established, as shown in Fig. 2c and Fig. 2g. Then, using the similar triangle relationship proposed in this paper (presented in subsection III.C), the constraints of model editing are established, as shown in Fig. 2d and Fig. 2h. Finally, with the assistance of the as-rigid-as possible mesh deformation algorithm, the mesh deformation is converted to the optimization process of an energy function (presented in subsection III.D), which completes the deformation of the interested region. As the result, a model with a different appearance is generated, as shown in Fig. 2i.

In the following subsections, we will detail how to use the target image to guide the 3D model editing process. The user begins with inputting a 2D image containing the target object O, and then selects the original model from the 3D model database. The region of interest $P = (V, E, F)$ in the original model is chosen, where $P$ represents a triangular mesh of $n$ vertices; $V = \{v_0, v_1, \ldots, v_{n-1}\}$ is the set of $n$ vertices; $E$ is the set of edges between the vertices in $V$; $F$ is the set of triangles formed by the edges in $E$. The Cartesian coordinates of a vertex are denoted by $p_i = (x_i, y_i, z_i)$.

The proposed method aims to use the feature lines of the target object $O$ in the image to guide the deformation of the region of interest $P$ and obtain a different surface mesh $P'$.  

### A. EXTRACTION OF IMAGE CONTOUR

Nowadays, a large number of pictures containing various natural and artificial objects are available on the Internet. It is also very easy for users to take pictures of real-world objects. These pictures provide the abundant resources for the research in this paper.
It is very important that the target image should contain a target object \( O \) that is completely unmasked. The image meeting this requirement is firstly sharpened using the Laplacian operator. Then, the detection of a significant target is performed based on the difference between the foreground area and the background area of the target [27]. Next, the target object \( O \) is cut out from the image by the grab cut [12] method. The contour line of the object \( O \) is extracted [15] and subsequently normalized. The centroid and the principal axis of the contour are obtained [28]. The principal axis is the axis corresponding to the largest eigenvalue of the autocorrelation matrix obtained from the contour vertices. Figure 3 shows the result of the pre-processing, and the result of cutting and extracting of feature lines from the image, where Fig. 3a shows the original 2D image, Fig. 3b shows the target object extracted and cut out from the image, and Fig. 3c shows the feature lines, including the contour and the principal axis of the target object extracted from Fig. 3b.

As shown in Fig. 3, the proposed model editing method defines the outer contour of the target object as the target reference line.

**B. EXTRACTING FEATURE LINES OF THE ORIGINAL MODEL**

The user selects an original model and chooses the region \( P \) to be edited. Typically, the region should be a simple, component-level unit suitable for editing. For a simple model such as the one shown in Fig. 1, the entire model can be chosen as the region of interest. Then, we select a viewpoint, and the trajectory of the common boundary of the visible and invisible parts of the model is taken as the contour of this original model [11]. The contour of the original model obtained through Equation (1) is a sequence of discontinuous depth. As shown in Fig. 4, \( s_0 \) is the coordinate of the midpoint on the shared edge of the adjacent patch on the model surface.
The contour obtained here is projected onto the selected projection plane. The projection contour is normalized to obtain its centroid and principal axis. Figure 5 shows the projection plane. The projection contour is normalized to consists of the shared edges of visible and invisible surfaces. It faces away from the line of sight. The contour of the model the face is positive, this face faces the line of sight; otherwise it faces away from the line of sight. The contour of the model consists of the shared edges of visible and invisible surfaces.

The contour obtained here is projected onto the selected projection plane. The projection contour is normalized to obtain its centroid and principal axis. Figure 5 shows the feature lines extracted from a 3D original model by using the above steps, where (a) shows the original 3D model and (b) shows the projected contour and the principal axis of the model.

As shown in Fig. 5, the proposed model editing method defines the contour projection of the region as the editable source line.

C. CONSTRAINT FOR MODEL EDITING
The model editing method proposed in this paper firstly defines the target reference line in the image or the sketch, and then defines the editable source line of the interested region in the model. The constraint condition for model editing is then established by comparing the above two curves.

The first step of this method is to build up the set \( T \) of feature points on the target reference line [29]. Then, based on the length proportion between the curves, the points of the editable source line corresponding to all the points in the set \( T \) are identified one by one and saved to the point set \( T' \). Suppose the full length of the target reference line is \( H \) and the full length of the editable source line is \( H' \).

Let point \( A \) be the intersection point between the principal axis and the upper segment of the target reference line. We select a point \( t_i \) from the set \( T \). The length from \( A \) to \( t_i \) towards the clockwise direction on the target reference line is denoted by \( d(t_i) \). Assume that point \( A' \) is the intersection point between the principal axis and upper segment of the editable source line (on the original model).

\[
d(t_i) = \left| \frac{d'(t_i)}{H'} \cdot H \right|
\]

The above steps define the point \( t_i' \) on the editable line (saved in the set \( T' \)), which corresponds to the feature point \( t_i \) in the set \( T \) of the target reference line. This correspondence is part of the constraint condition for the subsequent model editing. The correspondence between the two sets is as shown in Fig. 6, where Fig. 6a shows the set \( T \) of feature points obtained on the target reference line, and Fig. 6b shows the set \( T' \) of corresponding points on the editable source. Let point \( B \) (or \( B' \)) be the intersection point of the principal axis of the target reference line (or the editable source line) and the lower segment of the target reference line (or the editable source line). \( C \) is a point (assume it is \( t_i'' \)) in the set \( T \). Points \( A \), \( B \) and \( C \) form a triangle \( \Delta ABC \). We then find such a point \( C'' \) for the source model that the triangle \( \Delta A'B'C'' \) is similar to \( \Delta ABC \). \( C'' \) is saved to the set \( T'' \) as the i-th vertex \( t_i'' \) in set \( T'' \). So \( t_i'' \) in the set \( T'' \) corresponds to \( t_i \) in the set \( T \).
the contour of the 3D model (i.e., the source reference line), each of which corresponds to a point in the set \( T \) according to the length proportion principle; iii) \( T'' \): a set of points found on the 2D projection of the input 3D model. Each point in \( T'' \) corresponds to a point in \( T \) based on the principle of similar triangles.

The aim of the mesh deformation (i.e., model editing) is to move the point \( t_1' \) in the set \( T \) to \( t_1'' \) in the set \( T'' \). Namely, \( t_1'' \) is the control point for mesh deformation while \( t_1' \) is the target position that \( t_1'' \) should be moved to. In addition to moving the points in \( T \), all points in the mesh of the 3D model are moved to the appropriate positions based on the deformation rules presented in subsection III.D. The points in the sets \( T \) and \( T'' \) form the constraint of other points’ movement (i.e., the constraint of model editing).

Figure 7 illustrates how to use the principle of similar triangles to determine \( C'' \) based on a point \( C \) on the target reference line. Since triangles \( \triangle ABC \) and \( \triangle A''B''C'' \) are similar, the corresponding angles of the two triangles are identical, and the length of the corresponding sides of the two triangles are proportional.

The position of the point \( C'' \) identified by the principle of similar triangles shows not only the change in the distance of the vertices (points) in the set \( T' \) as in the previous research, but also the change in the direction of these vertices.

When the positions of three points of a triangle \( \triangle ABC \) are known, the angles \( U \) and \( V \) of the triangle (shown in Fig. 7a) can be determined by the cosine theorem. Assume the lengths of the side \( BC, AC \) and \( AB \) are \( a, b \) and \( c \), respectively. Angles \( U \) and \( V \) can be calculated by Equations (3) and (4), respectively:

\[
U = \cos^{-1}\left(\frac{b^2 + c^2 - a^2}{2bc}\right) \quad (3)
\]

\[
V = \cos^{-1}\left(\frac{c^2 + a^2 - b^2}{2ca}\right) \quad (4)
\]

If \( \triangle A''B''C'' \) is similar to \( \triangle ABC \), they will have the same arrangement relationship. Namely, when the three vertices of \( \triangle ABC \) are arranged clockwise, the three vertices of \( \triangle A''B''C'' \) are also arranged clockwise. The Cartesian coordinates of points \( A'' \) and \( B'' \) are \((x'', y''_A)\) and \((x'', y''_B)\), respectively. The Cartesian coordinates of points \( A, B \) and \( C \) are \((x_A, y_A)\), \((x_B, y_B)\) and \((x_C, y_C)\), respectively. After angles \( U \) and \( V \) are calculated by Equations (3) and (4), Equations (5), (6) and (7) can be applied to determine the coordinates \((x''_C, y''_C)\) of point \( C'' \).

\[
sign(x) := \begin{cases} 
-1, & \text{if } x < 0 \\
1, & \text{if } x > 0 
\end{cases}
\]

where \( x = AB \times AC = |x_B - x_A, y_B - y_A| \times |x_C - x_A, y_C - y_A| \). Note that if \( A, B \) and \( C \) are in an anti-clockwise order in terms of their coordinates, then \( x > 0 \) if they are clockwise, \( x < 0 \).

\[
x''_C = \frac{x''_A \cot V + x''_B \cot U + (y''_A - y''_B) \sign(x)}{\cot U + \cot V} \quad (6)
\]

\[
y''_C = \frac{y''_A \cot V + y''_B \cot U + (x''_B - x''_A) \sign(x)}{\cot U + \cot V} \quad (7)
\]

The existing methods in literature [25], [26] use the length proportion principle to locate the deformed position of the points in the input 3D model. Our similar triangle-based method can capture not only the distance similarity, but also the angle similarity between the generated model and the target object in the selected 2D image. The similarity between the projected contour of the generated 3D model and that of the target object (in the selected 2D image) can be quantified by the metric of Laplacian distance between the two curves defined in [30]. We have conducted the experiments using the similarity metric (presented in Section IV); the results verify that the 3D models generated based on the principle of similar triangles are more similar to the target 2D objects than those generated by the existing editing method. Moreover, since our method can exploit more info (angle), our method is faster than the existing methods too. The experimental results regarding this are also presented in Section IV.

D. DEFORMATION

The model editing method proposed in this paper falls into the methodology of As-Rigid-As-Possible (ARAP) mesh deformation [21]. The as-rigid-as-possible mesh deformation improves the Laplacian differential mesh deformation by introducing a parameter \( R_i \) into the energy function of the Laplacian differential mesh deformation. Local rigidity is the basic principle of mesh deformation. The as-rigid-as-possible mesh deformation generates the models with different appearances by using the position change of control points defined on the mesh to generate the position change of other vertices of the mesh.

The proposed model editing method first uses the points, which are 2D points, in the set \( T' \) to find the corresponding 3D vertices in the original model, which are used as a set of control points in the model editing. Because all the points in the set \( T' \) come from the plane projection of the model contour, each feature point \( t_i' \) contained in the set \( T' \) corresponds to a point in the model contour, that is, a vertex in the model. According to the coordinates of \( t_i' \), we find the corresponding
3D vertices on the original model as the control points of the later model deformation. These 3D points are saved in the set $D^s$ (the superscript "s" represents source). In the method presented in section III.C, we have obtained the set $T''$. Similarly, we use the 2D points in $T''$ to find the corresponding 3D points in the space of the 3D model, which are saved in the set $D^d$ ("d" means deformation). Note that the depth of the vertices contained in set $D^d$ is the same as the depth of the corresponding points in set $D^s$. The points in the set $D^d$ are the points that the corresponding points in the set $D^s$ should be deformed into. The position changes from the points in $D^s$ to the corresponding point in $D^d$ are used to control the mesh deformation of an interested region $P$ on the input 3D model.

The topology of $P$, which is a triangle mesh, is determined by $n$ vertices $\{v_i\}$ and a set of edges $\{e_{ij}\}$ between the vertices. Assume $P$ is deformed into $P'$. The deformed mesh $P'$ is defined by $\{v'_i\}$. We denote the set of vertices connected to vertex $v_i$ by $N(i)$, which we call the one-ring neighbors of $v_i$. Each vertex $v_i$ and its one-ring neighborhood form a unit, the ARAP energy of the unit is generated by the non-rigid transformation between $v_i$ and $v'_i$ in the deformation.

The deformed energy function $E(P, P')$ of the entire mesh $P$ is obtained by summing up the ARAP energy of each vertex unit, which is formulated as Equation (8), where $n$ is the number of vertices contained in $P$, $v_i$ is a vertex in the region $P$, $N_i$ is a set of adjacent vertices of $v_i$, $v'_i$ is the vertex position after deformation, and $R_i$ is a rotation matrix that describes the local rotation of each vertex and its one-ring neighborhood. $\alpha_{ij}$ is a cotangent weight, which prevents the surface from discrete deviation. $\alpha_{ij}$ can be calculated by Equation (9). In Equation (9), $\alpha_{ij}$ and $\beta_{ij}$ are the angles opposite of the mesh edge $e_{ij}$, where $e_{ij}$ is determined by Equation (10).

$$E(P, P') = \sum_{i=1}^{n} \sum_{j \in N(i)} \alpha_{ij} \left\| (v'_i - v'_j) - R_i(v_i - v_j) \right\|^2$$  \hspace{1cm} (8)$$

$$\alpha_{ij} = \frac{1}{2} \left( \cot \alpha_{ij} + \cot \beta_{ij} \right)$$ \hspace{1cm} (9)

$$e_{ij} = v_i - v_j$$ \hspace{1cm} (10)

We aim to find such positions $\{v'_i\}$ of $P'$ that minimize $E(P, P')$ in (8), subject to the deformation constraints defined in $D^s$ and $D^d$. Since $v_j$ (or $v'_j$) is the one-ring neighbour of $v_i$ (or $v'_i$), the local features of the surface can be preserved as much as possible after the deformation.

However, since the energy function $E(P, P')$ is obtained by summing up the energy of each individual vertex unit (i.e., a vertex and its one-ring neighborhood), we find that the deformation can be trapped into the local optimum, i.e., reducing the energy of each individual vertex unit as much as possible, which may generate the distortion in the deformed model. We show this phenomenon in our experiments presented in Section IV.

In order to overcome this problem, we introduce a global energy function in this work, denoted by $E_c(P, P')$, to measure the energy difference of the entire region $P$ before and after the deformation of the mesh in the model editing process, which acts as another (soft) constraint to control the structural stability of the model.

$$E_c(P, P') = \|v_m - v'_m\|^2$$ \hspace{1cm} (11)

In this paper, we combines Equations (8) and (11) and propose an energy optimization framework as in (12) to transform the mesh deformation into a quadratic minimization problem:

$$E_{IARAP}(P, P') = E(P, P') + \gamma E_c(P, P')$$ \hspace{1cm} (12)

In Equation (12), the coefficient $\gamma$ is used to balance the influence of the global and the local constraints in the mesh deformation. We have carried out the experiments to investigate the impact of $\gamma$, and identify the optimal empirical value of $\gamma$ that can generate the best deformation result. The experimental results are presented in section IV.A. We also carried out the experiments to evaluate the effectiveness of incorporating the global energy function defined in (11). The experimental results are presented in Section IV.C.

Solving the unknown vertex $V' = \{v_i'\}$ in Equations (11) and (12) is a non-linear optimization problem for solving unknown $\{R_i\}$ and $\{v'_i\}$. Inspired by the method proposed by Sorkine O [21], we adopt an iterative flip-flop optimization in this paper to solve the combined energy function $E_{IARAP}(P, P')$. First, the vertices of mesh remain fixed and the unknown rotation matrix $\{R_i\}$ is solved using Singular Value Decomposition (SVD).

The covariance matrix $S_i$ is established as follows.

$$S_i = \sum_{j \in N(i)} \omega_{ij} e_{ij} e_{ij}^T = P_i D_i P_i^T$$ \hspace{1cm} (13)

where $D_i$ is a diagonal matrix containing the cotangent weight $\omega_{ij}$, $P_i$ and $P_i'$ are $3 \times |N(v_i)|$ matrices with edges $e_{ij}$ and $e_{ij}'$ as their columns, respectively. Using the singular value decomposition of $S_i = U_i \Sigma_i V_i^T$, $R_i$ can be obtained by Equation (14).

$$R_i = V_i U_i^T$$ \hspace{1cm} (14)

We find positions $V'$ that minimize $E_{IARAP}(P, P')$ for a fixed set of rigid transformations. Then for the previously solved $V'$, we continue to obtain the rotation matrices $\{R_i\}$, as described in Equations (13) and (14). We repeat the process of solving $\{R_i\}$ and $V'$ iteratively until the minimum of $E_{IARAP}(P, P')$ is reached.

When the rotation matrices $R_i$ are fixed, the energy function $E_{IARAP}(P, P')$ is a quadratic equation of $\{v'_i\}$. Therefore, in order to obtain the minimum value of the energy function $E_{IARAP}(P, P')$, we set the partial derivatives of $E_{IARAP}(P, P')$ to zero w.r.t. each $v'_i$ i.e., $\frac{\partial E_{IARAP}}{\partial v'_i} = 0$. This way, we build a set of linear equations to solve the optimal grid points ($\omega_{ij} = \omega_{ij}$).
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The partial derivative of $E_{IARAP}(P, P')$ can be derived as follows.

$$\frac{\partial E_{IARAP}}{\partial v'_i} = \frac{\partial}{\partial v'_i} \left( E(P, P') + \gamma E_c(P, P') \right)$$

$$= \sum_{j \in N(i)} \omega_{ij} \left( \|v'_i - v'_j\| - R_i (v_i - v_j) \right)^2 + \gamma \|v_m - v_m'\|^2$$

$$= \sum_{j \in N(i)} 2 \omega_{ij} \left( (v'_i - v'_j) - R_i (v_i - v_j) \right) - \frac{2 \gamma}{n^2} (v_i - v'_i)$$

$$= \sum_{j \in N(i)} 2 \omega_{ij} \left( (v'_i - v'_j) - R_i (v_i - v_j) \right) - 2 \gamma \sum_{j \in N(i)} \left( v_i - v'_j \right)$$

$$+ \frac{2 \gamma}{n^2} v'_i - \frac{2 \gamma}{n^2} v_i$$

Since $\frac{\partial E_{IARAP}}{\partial v'_i} = 0$, we can derive the following sparse linear equation set:

$$\omega_{ij} \sum_{j \in N(i)} \left( v'_i - v'_j \right) + \frac{2 \gamma}{2n^2} v'_i$$

$$= \frac{\omega_{ij}}{2} \sum_{j \in N(i)} \left( R_i + R_j \right) (v_i - v_j) + \frac{\gamma}{2n^2} v_i$$ (15)

Equation (15) can be simplified to Equation (16), which can then be solved to obtain the mesh vertex set $\{v'_i\}$ such that the energy function $E_{IARAP}(P, P')$ is minimized.

$$LV' + \frac{\gamma}{2n^2}IV' = b + \frac{\gamma}{2n^2}IV$$ (16)

where $L$ is the discrete Laplace-Beltrami operator applied to $V'$; $I$ is an $n$-order unit matrix; $b$ is an $n$-vector whose $i$-th row is $\sum_{j \in N(i)} (R_i + R_j) (v_i - v_j)$.

According to the method described above, we iteratively solve $R$ and $V$ using Equations (14) and (16), and finally obtain the mesh vertices that minimize the deformation energy in Equation (12). For non-rotationally symmetric models, such as aircraft or dolls, deformation can be performed directly at a specified view. For rotationally symmetric models such as vases or cups, the contour of the model is projected and deformed with multiple views. In our experiment, two adjacent views have the difference of 90 degrees. An object such as mug and teapot in Fig. 6 can be segmented first so that the handle and the main body are separated using the method in [31]. Then the main body is independently deformed using the method presented above. Finally, the deformed body of the object and other parts are fused to obtain the desired model using the method in [32].

**IV. EXPERIMENTS**

In this section, we first conduct the experiments to investigate the impact of the weight $\gamma$ in our energy function defined in Equation (12), which consequently identifies the empirical value of $\gamma$ that generates the best deformation result. Next, we evaluate the model editing method proposed in this paper, and compare it with the existing methods in literature [25], [26]. Moreover, we use the assessment function based on the 2D Laplacian operator to compare the similarity between the edited model and the guide object in the selected image, which can validate the effectiveness of using our principle of similar triangles to locate the deformed positions of the feature points in the input 3D model.

We carried out all experiments using a graphic workstation with Intel Core i5-7300 2.50 GHZ CPU, 8-GB RAM, and NVIDIA GeForce GTX 1050 Graphics Cards. The C++-based OpenGL and CGAL libraries are installed in the graphic workstation to implement the proposed 3D model editing method. The matrix was solved using the sparse Cholesky solver in the TAUCS library [33] and the standard SVD implementation [34].

The models in the experiments are from the classification grid database of SHREC12 [35] and the Princeton University dataset [36].

**A. EMPIRICAL STUDIES OF THE PARAMETER $\gamma$**

In Equation (12), the parameter $\gamma$ is used as the weight to balance the effect of local and global constraints. We conducted the empirical studies to determine the value of $\gamma$.

The work in [30] presents a distance metric $E_a$ to measure the similarity between two curves. The lower value of $E_a$ indicates that two curves are more similar. In this work, the two curves are the projection of the contour of the edited model $P'$ and the contour of the target object $O$ (2D image). The metric $E_a$ is calculated by Equation (17), where $L_p(v_i)$ is the Laplacian coordinate of point $v_i$ on a 3D mesh, $T$ is the set of vertices on the contour of the target object $O$, and $T''$ is the set of vertices in the projection of the contour of the edited model $P'$. $L_p(v_i)$ is calculated by Equation (18), where $v_{i-1}, v_{i+1}$ are the adjacent points to $v_i$ on the curve. Essentially, the metric $E_a$ calculates the distance in the Laplacian coordinates between two curves.

$$E_a = \sum_{v_i \in T, v'' \in T''} \|L_p(v_i) - L_p(v''_i)\|^2$$ (17)

$$L_p(v_i) = v_i - (v_{i-1} + v_{i+1})/2$$ (18)

In the experiments, we set different values of $\gamma$ in our 3D editing method. After the editing is completed, we calculate the value of $E_a$. For a lesser value of $E_a$, there is a higher level of similarity between the edited model and the target 2D image. The experimental results are presented in Table 2. It can be seen from this table that when $\gamma$ is very small such as 0.05, which means that the impact of local constraint (i.e., the vertex unit consisting of a vertex and its one-ring neighborhood) dominates in our energy function defined in equation (12), $E_a$ is relatively big. It suggests that...
TABLE 2. Comparison of deformation similarity $E_a$ with different values of $\gamma$.

| Model     | $\gamma = 0.05$ | $\gamma = 0.1$ | $\gamma = 0.15$ | $\gamma = 0.2$ | $\gamma = 0.25$ | $\gamma = 0.3$ | $\gamma = 0.35$ | $\gamma = 0.4$ |
|-----------|-----------------|----------------|-----------------|----------------|----------------|----------------|----------------|---------------|
| air plane | 0.083           | 0.061          | 0.035           | 0.051          | 0.076          | 0.093          | 0.118          | 0.135         |
| bear      | 0.143           | 0.133          | 0.12            | 0.123          | 0.125          | 0.129          | 0.131          | 0.131         |
| cup       | 0.172           | 0.169          | 0.167           | 0.169          | 0.170          | 0.173          | 0.183          | 0.187         |
| teapot    | 0.036           | 0.027          | 0.021           | 0.045          | 0.063          | 0.072          | 0.08           | 0.087         |
| wine glass| 0.049           | 0.032          | 0.015           | 0.037          | 0.054          | 0.061          | 0.078          | 0.086         |

only considering the local constraint does not obtain the best deformation effect. As $\gamma$ increases, $E_a$ decreases. $E_a$ reaches the minimal value when $\gamma = 0.15$. As $\gamma$ increases further, $E_a$ increases again. Therefore, 0.15 can be regarded as the best empirical value for $\gamma$. In the following experiments in this section, we set $\gamma = 0.15$ to achieve the best deformation effect.

B. THE EFFECTIVENESS OF OUR 3D EDITING METHOD

The model editing method proposed in this paper has been tested by model designers with different level of proficiency. They selected an original 3D model from the model database and defined the region of interest in the model, and then selected an image or hand-drawn sketch. Then, the proposed method is applied to edit the model. Various types of models including airplanes, dolls, mugs, vases, etc are edited. The experimental results are shown in Fig. 8 and Fig. 9. Column (a) in Fig. 8 and Fig. 9 show the original 3D models selected by users, and column (b) show images the selected by users to guide model editing. Note that the second row of column (b) in Fig. 8 is the hand-drawn sketches, while others in column (b) are the selected 2D images. Column (c) shows the deformed models obtained by our method from the original models in column (a), guided by the images in column (b). Column (d) shows the deformed models observed from different perspectives. Column (e) and (f) shows the deformed models obtained by the methods in [26] and [25], respectively. It can be seen from Column (e) that the models edited by the method in [26] produce some noticeable distortions. For example, the nose bridge of the bear in Fig. 8 collapses and the rim of the cup in Fig. 9 curls. The models edited by the method in [25] contain some distortions too. For example, the wings of the airplane in Fig. 8f, the teapot and the cup in Fig. 9f are obviously out of shape. In contrast, it can be seen from Fig. 8 and Fig. 9 that no matter a 3D model is rotationally symmetric or not, our method generates the satisfactory model editing result compared with other methods. In addition, as shown in the second and third rows of Fig. 9, our method can also obtain the satisfactory results for complex models that need to be decomposed into simpler parts first as discussed at the end of Section III.D.

In addition to the visual effect of the edited models observed in Fig. 8 and Fig. 9, we also calculated the value of the distance metric $E_a$ defined in Equation (16) to quantify the effectiveness of our method. Table 3 compares the values of $E_a$ between our method and the methods in [25] and [26].
FIGURE 9. The editing results for rotationally symmetric models; a) Original 3D models; b) Input 2D images; c) Results of deformation; d) results from different perspectives; e) results from literature [26]; f) results from literature [25].

TABLE 3. The similarity between the contours of the deformed model and the target object.

| Model    | Points | $E_a$ | $E_a$ in [25] | $E_a$ in [26] |
|----------|--------|-------|---------------|---------------|
| airplane | 6701   | 0.035 | 0.189         | 0.245         |
| bear     | 12561  | 0.12  | 0.193         | 0.206         |
| wine glass | 1401  | 0.167 | 0.171         | 0.195         |
| cup      | 15198  | 0.021 | 0.098         | 0.12          |
| teapot   | 13434  | 0.015 | 0.082         | 0.093         |

It can be observed from the table that the value of $E_a$ achieved by our method is much lower than that by the methods in [25] and [26] for all models. This result indicates that our method can generate a model which is much more similar to the target 2D image than the methods in literatures [25] and [26]. The reason is because our similar triangle-based method captures not only the distance similarity, but also the angle similarity between the selected 2D image and the edited model.

In addition, the method proposed in this paper is compared with a piece of industrial software called Magic3D. Magic3D uses a different way of generating 3D models. It does not use the 2D image or sketches to guide the deformation, but directly establishes the deformation constraints by manually selecting control points on the 3D model and locating the control point target position. Therefore, Magic3D requires the users to have good experience in establishing the deformation constraints. The comparison results are shown in Figure 10. In Fig.10, Column (a) shows the original 3D models for editing; column (b) shows the images selected by the user to guide the model editing; column (c) shows the deformation model obtained by our method under the guidance of the image in column (b); column (d) shows the deformation results obtained by a user who has not mastered how to set the deformation constraints yet when using Magic3D; column (e) shows the deformation results obtained by a skilled 3D model designer using Magic3D. Comparing columns (d) and (e), we can see that the professional level of the model designer directly affects the quality of deformation results generated by Magic3D. When an unskilled user uses Magic3D to edit 3D models, the deformation results may be greatly distorted. For example, the limbs of the edited models in column (d) are severely distorted. Compared with Magic3D, our method uses 2D images to generate deformation constraints automatically. With our method, it is much easier for the inexperienced users to obtain satisfactory model editing results.

C. EFFECTIVENESS OF GLOBAL ENERGY FUNCTION

In this section, we conduct the experiments to evaluate the effectiveness of incorporating the global energy function defined in Equation (12). The top row of Fig. 11 is the deformation models using our energy equation $E_{	ext{IARAP}}$, which
incorporates the global energy function. The bottom row is the deformation models only using the energy function $E(P, P')$ that only considers the local constraints [21]. It can be seen from the figure that our optimized energy equation can generate the deformed model with less distortion. For example, see the outstretched right leg of the model in the first column of Fig. 11. In general, we can see from the second row of Fig. 11 that the vertex distribution of these deformation results is uneven and there exists poor distortion. However, the deformation in the first row, generated by incorporating the global energy function, makes the vertex distribution more uniform and the distortion is not noticeable.

**D. EFFICIENCY OF OUR 3D EDITING METHOD**

In this subsection, we conduct the experiments to compare the running time of our method with the existing methods in literature [25] and [26]. The results are listed in Table 4. It can be seen from this table that our editing method is much faster than other methods in Table 4. The reason why our 3D editing method is faster is because the method in [26] has to run the process of comparing the outlines and cross-sections of 3D shapes multiple times in order to determine the starting position and the target position of the feature point. The method in [25] has to model a 2D illustration as a planar mesh and represent the shape with four components: the object contour,
the context curves, user-specified features and local shape details, then establish the vertex correspondence between the input model and the 2D illustration, and finally formulate the shape deformation as a style-constrained differential mesh editing problem. However, our method only compares the model contour and the image contour once to determine the starting position (the set $T'$) and the target position (the set $T''$) of the control points. The differential deformation can then be carried out. As the result, our method can run faster while generating more realistic deformation effect as shown in Fig. 8, Fig. 9, Fig. 10 and Table 4.

The running time for processing the models is shown in Table 4.

**TABLE 4.** Model editing time(second).

| Model  | Faces/ Points | Total time of our method | Total time of the method in [25] | Total time of the method in [26] |
|--------|---------------|--------------------------|----------------------------------|---------------------------------|
| air plane | 13398/6701   | 6.42                     | 20.35                            | 15.46                           |
| bear   | 25118/12561  | 7.93                     | 21.56                            | 13.87                           |
| cup    | 30396/15198  | 4.84                     | 16.88                            | 10.65                           |
| teapot | 26864/13434  | 3.99                     | 15.73                            | 11.03                           |
| wine glass | 2750/1401   | 3.36                     | 13.26                            | 9.86                            |

The focus of our future research is on rectifying the defects of the existing model editing method. First the user has to manually select the view, which limits the applicability of the method in this paper. We plan to improve the method by enabling automatic view selection. In addition, the proposed method obtains the target position of the control point through the comparison with the 2D contour, and directly uses the depth of the control point defined on the original 3D model contour to restore the target position of the control point from 2D coordinates to 3D coordinates. By doing so, the actual depth of the points on the deformed model may differ from the ideal depth of points on the object in the 2D image. In future, we plan to use the deep learning technique to obtain the ideal depth of points on the object based on 2D images, and use it to restore the target position depth of control points, based on which a better deformed 3D model can be generated.
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