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ABSTRACT

Mapping the evolution of galaxy colours, from blue star-forming to red passive systems, is fundamental to understand the processes involved in galaxy evolution. To this end, we reconstruct the colour evolution of low-redshift galaxies, combining stellar templates with star formation and metallicity histories of galaxies from the Galaxy And Mass Assembly survey and \texttt{SHARK} semi-analytic model. We use these colour histories to robustly characterise the evolution of red and blue galaxy populations over cosmic time. Using a Gaussian Mixture Model to characterise the colour distribution at any given epoch and stellar mass, we find both observations and simulations strongly favour a model with only two populations (blue and red), with no evidence for a third “green” population. We map the evolution of mean, weight, and scatter of the blue and red populations as a function of both stellar mass and lookback time. Using our simulated galaxy catalogue as a testbed, we find that we can accurately recover galaxies colour histories up to a lookback time of \( 6 \) Gyr. We find that both populations show little change in the mean colour for low-mass galaxies, while the colours at the massive end become significantly redder with time. The stellar mass above which the galaxy population is predominantly red decreases by 0.3 dex in the last 5 Gyrs. We find a good agreement between observations and simulations, with the largest tension being that massive galaxies from \texttt{SHARK} are too blue (a known issue with many galaxy evolution models).

Key words: galaxies: evolution – software: simulations – techniques: photometric

1 INTRODUCTION

Galaxies in the Local Universe display a bimodal distribution in observed optical colours (e.g., Strateva et al. 2001; Hogg et al. 2002; Blanton et al. 2003; Baldry et al. 2004, 2006; Driver et al. 2006), with a well-defined low-scatter “red” population (the so-called “red sequence”) and a broader “blue” population (known as the “blue cloud”). When colours are corrected for dust reddening, which confuses intrinsically red galaxies with blue but dust-obscured galaxies, this bimodality becomes even more striking (Taylor et al. 2015, hereafter T15). This bimodality also shows a marked dependency on stellar mass, with a higher fraction of massive galaxies being red (e.g., Baldry et al. 2004; Peng et al. 2010; T15), and a secondary dependence on the environment, where galaxies in low-density environments are more commonly blue (e.g., Kauffmann et al. 2004; Baldry et al. 2006; Peng et al. 2010; Davies et al. 2019b). However, these populations do not retain the same characteristics with redshift, as the global distribution of galaxies becomes bluer and the dominance of the blue cloud increases with lookback time (e.g., Wold et al. 2003; Bell et al. 2004; Williams et al. 2009). Conversely, red galaxies are typically more massive and become a larger fraction of the total galaxy population with time, which implies that galaxies form blue and at some point become red as the universe evolves (e.g., Faber et al. 2007). A fundamental goal for understanding galaxy evolution is explaining how and why this change from blue to red takes place.

For the intrinsic colour of a galaxy to be red, it requires the absence of blue stars, which have far shorter lifespans than their red counterparts (e.g., Schaller et al. 1992). This happens when a galaxy has stopped forming stars long enough that the last blue stars have exhausted themselves and only the red stars remain. This process of star formation slowing down and finally ceasing is commonly referred to as “quenching” (e.g., Blanton 2006; Borch et al. 2006; Faber et al. 2007; Fang et al. 2013; Moustakas et al. 2013; Peng et al.
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which occurs when galaxies no longer have a ready supply of gas for star formation. There are a variety of physical processes that can facilitate the quenching process, such as active galactic nuclei (AGN) feedback (e.g., Springel et al. 2005; Bower et al. 2006; Croton et al. 2006; Hopkins et al. 2006; Somerville et al. 2008), supernovae feedback (e.g., Springel et al. 2005; Dalla Vecchia & Schaye 2012; Lagos et al. 2013), ram-pressure stripping (e.g., Crowd et al. 2005; Machacek et al. 2006; Kawata & Mulchaey 2008; McCarthy et al. 2008) or strangulation (e.g., Balogh et al. 2000; Kereš et al. 2005; Dekel & Birnboim 2006; Peng et al. 2015). While we have a good understanding of these mechanisms, in practice we know very little about which mechanism dominates the quenching of galaxies in specific populations as defined by e.g. morphology, environment or stellar mass, and how the prevalence of these processes changes with time. As such, the astrophysical mechanisms that drive galaxies to transition from the blue cloud to the red sequence, and their prevalence as a function of other galaxy properties is far from clear (e.g., Wetzel et al. 2013; Schawinski et al. 2014; Hahn et al. 2017; Bell et al. 2019, 2021).

The region between the red and blue populations, which is commonly referred to as the “green valley”, is sparsely populated (e.g., Martin et al. 2007; Wyder et al. 2007). This has been suggested as evidence that, whichever mechanisms are responsible for transforming galaxies from blue to red, must be rapid (relative to cosmic timescales, e.g., Schawinski et al. 2014; Bremer et al. 2018). Results from simulations however suggest that different quenching mechanisms have different timescales, such as stellar feedback being significantly slower than AGN feedback or environmental effects (~4 Gyr compared to ~2 Gyr, e.g., Trayford et al. 2016; Nelson et al. 2018; Wright et al. 2019). Hence, the study of the timescales of these colour changes, from an observational perspective can provide unique constraints on the physical mechanisms behind star formation quenching.

Although we can observe and measure the colours of different galaxy populations at different lookback times, the inference of the colour transformation of galaxies is difficult, as it is unclear how to connect the observed properties across cosmic time. In particular, a major challenge is how to connect red galaxies to their blue progenitors, avoiding the effects of progenitor bias (e.g., van Dokkum & Franx 1996; Kaviraj et al. 2009; Bell et al. 2015). Instead of trying to establish a connection between galaxy samples at different cosmic times, another possible approach would be to reconstruct the evolutionary history of a given sample. This evolution is encoded in the light emitted by its stars, which can be extracted with the use of spectral energy distribution (SED) fitting techniques. These methods use of single stellar population (SSP) spectral templates, with a combination of these SSPs modelling the stellar light emission of galaxies, plus models for other physical processes like dust attenuation and re-emission (e.g., see the reviews by Walcher et al. 2011 and Conroy 2013).

To limit the number of free parameters required for SED fitting, some model is also required for the star formation history of the galaxy (SFH), which restricts the possible combination of stellar templates. SFH models are commonly divided between those that assume a single functional form for the SFH (referred to as "parametric", e.g., Carnall et al. 2019) and those that assume a more complex model ("non-parametric", e.g., Pacifici et al. 2012; Iyer & Gawiser 2017; Leja et al. 2019a). While highly desirable, the inclusion of an evolving gas-phase metallicity (metallicity history, ZH) is uncommon in SED fitting tools\(^1\) and more so its use in the literature\(^2\). Allowing for this is physically well-motivated, as the existence of the stellar mass-star formation-metallicity plane indicates that the metallicity of a galaxy will change as they grow (e.g., Lara-López et al. 2010, 2013; Brown et al. 2016, 2018). This will lead to different SSP templates being used, compared to assuming a fixed metallicity, which will affect the predicted colour evolution and therefore on the colour transition timescales. Under the assumption that the IMF does not evolve with time (common in extragalactic studies, e.g., Taylor et al. 2011; Schaye et al. 2015; Lagos et al. 2018; Bellstedt et al. 2020b), the fitted SFH and ZH combined with the chosen SSP templates then offer a straightforward reconstruction of the intrinsic galaxy SED at any point backwards in time. In the particular case of inferring colour transition timescales, a flexible smooth model for the SFH is highly desirable, as a piece-wise SFH can lead to artefacts in reconstructed colour evolution.

In this work we make use of the Galaxy And Mass Assembly (GAMA; Driver et al. 2011; Liske et al. 2015) survey and the SHARK semi-analytic model (SAM) of galaxy formation (Lagos et al. 2018, hereafter L18) to reconstruct the colour evolution of galaxies using SED fitting. In particular, we aim to answer the following question:

(i) how have the colours of the local blue and red galaxy populations evolved with time?

This is critical to understand the timescales on which galaxies transition from the blue cloud to the red sequence (the subject of a future paper; Bravo et al. in preparation).

There are also three other important and related questions that we must first address to answer the above:

(ii) how well can we reconstruct the colour evolution of galaxies from their panchromatic SEDs?

(iii) how can we best define the blue and red populations across cosmic time?

(iv) is the green valley the superposition of the blue and red populations, or a third population on its own?

The use of simulations to answer question (ii) is crucial, as they offer a test-bed for our reconstruction techniques and a way of identifying and quantifying their limitations. The best approach is to characterise the galaxy populations in both observations and simulations with the same technique and quantify the differences. Although the presence of two colour populations is well documented, there is no clear agreement across literature examples on a quantitative definition (e.g., Schawinski et al. 2014; T15; Trayford et al. 2016; Bremer et al. 2018; Nelson et al. 2018).

This is especially critical, as the details of the adopted methodology can have a strong effect when inferring the colour transition timescales. Strongly connected to this is the nature of the “green valley”, as the inclusion of a third “green” population will impact any quantitative description of both blue and red populations. Evidence suggests that it is not a population of its own, but the overlap of the blue and red populations (e.g., Schawinski et al. 2014; T15). However, it is worth exploring again, using our exact methodology, whether we find evidence of a third population across cosmic time. Finally, as we recreate the colour evolution of galaxies in simulations, we also test how well theoretical models reproduce the
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inferred colour evolution. While predictions have been made from simulation for the colour evolution and colour transition timescales (e.g., Trayford et al. 2016; Nelson et al. 2018; Wright et al. 2019), direct comparisons with equivalent observational results have not been attempted.

The rest of this work is ordered as follows. We describe the data used in this work in Section 2. Using this data, we present our method to study the colour evolution in Section 3. We discuss the results presented in this work in Section 4. Finally, we summarise the findings of this work in Section 5. In this work, we adopt the Planck Collaboration et al. (2016) ΛCDM cosmology, with values of matter, baryon, and dark energy densities of Ω_m = 0.0488, and Ω_Λ = 0.6879, respectively, and a Hubble parameter of H_0 = 67.51 km s^{-1} Mpc^{-1}.

2 GALAXY CATALOGUES

In this work, we use the same galaxy sample presented in Bellstedt et al. (2020b), hereafter B20b, together with a similarly selected sample of galaxies from SHARK.

2.1 Observed catalogues (GAMA)

GAMA is a spectroscopic redshift survey that targeted ~ 300,000 galaxies in five fields (total of ~ 285 deg^2), selecting galaxies with r_ap < 19.8 (save one field, G23, selected with i_ap < 19.0), for which achieved ~ 98% completeness. From this survey, we combine the most recent version of the GAMA redshift catalogue (Liske et al. 2015) with the galaxy property catalogue derived from SED fitting by B20b, which used the latest photometry available from Bellstedt et al. (2020a). The use of the B20b sample limits the available fields from five to the three equatorial (G09, G12 and G15, ~ 180 deg^2). From this point, we will refer to this data set as GAMA.

Briefly, the majority (~ 85%) of the GAMA redshifts were measured using the AAOmega spectrograph (Saunders et al. 2004; Sharp et al. 2006) and the Two-degree Field (2dF; Lewis et al. 2002) fibre plate on the Anglo-Australian Telescope (AAT). These redshifts were obtained by cross-correlating the observed spectra with spectral templates using the Autoz software (Baldry et al. 2014). The remaining redshifts were collected from previous surveys covering the GAMA footprint (see Liske et al. 2015 for a detailed description). All redshifts were then assigned a quality flag (nQ), ranging from 0 (worst) to best (4), with ~ 90% of the galaxies with nQ ≥ 3.

The new photometry catalogue by Bellstedt et al. (2020a) was built from GALEX+VST+VISTA+WISE+Herschel (Martin et al. 2005; Arnaboldi et al. 2007; Wright et al. 2010; Pilbratt et al. 2010; Sutherland et al. 2015) imaging, using the software ProFound (Robotham et al. 2018). A combination of r and z filters were used for source finding, with the photometry measured using the segments defined during source finding for bands FUV to W2, and the positions of these segments for PSF photometry from W3 to S500. B20b then combined this new photometry catalogue with the existing redshifts to perform SED fitting on a sub-sample of the survey (galaxies with nQ ≥ 3, z < 0.06 and r < 19.5) to recover galaxy properties and star formation/metallicity histories (SFH/ZH).

was done using ProSpect4 (Robotham et al. 2020), a high-level SED generator, whose design has influences from existing spectral fitting codes like MAGPHYS (da Cunha et al. 2008) and CIGALE (Noll et al. 2009; Boquien et al. 2019). ProSpect uses a combination of either the GALAXEV (Bruzual & Charlot 2003) or E-MILES (Vazdekis et al. 2016) Stellar Population Synthesis (SSP) libraries with the Charlot & Fall (2000) multi-component dust attenuation model and the Dale et al. (2014) dust re-emission templates, under the assumption of a Chabrier (2003) Initial Mass Function (IMF).

From the wide variety of choices of functional forms for the characterisation of the star formation and metallicity histories (SFH and ZH, respectively) that ProSpect offers, B20b used:

- the GALAXEV SSP library.
- massfunc_snorm_trunc, a parametric description of the SFH using a skewed and truncated Gaussian distribution, as the functional form for the SFH, with m_SFR, m_peak, m_total, and m_mskew as free parameters to fit.
- Zfunc_massmap_lin, a linear map between the metallicity increase and the stellar mass growth, to parameterise the ZH, fitting Zfinal, the final metallicity.
- \( \tau_{birth} \), \( \tau_{screen} \), \( \alpha_{birth} \) and \( \alpha_{screen} \) dust parameters as free parameters within the fitting.
- \( \text{pow}_{birth} = \text{pow}_{screen} = -0.7 \), the default value in ProSpect.
- 13.4 Gyr as the maximum age for star formation, demanding that stars form after \( z \sim 11 \).

To fit the parameters, B20b used a Covariance Matrix Adaptation genetic algorithm to make an initial estimate of the parameter. Then a Component-wise Hit And Run Metropolis Markov-Chain Monte Carlo algorithm was used with 10,000 steps to determine the best-fitting SFH, ZH and dust parameters. While the observed colours from GAMA are affected by noise, this noise is taken into account in the SED fitting process (i.e., all intrinsic colours are noiseless by construction). This means that the intrinsic colours recovered with ProSpect are robust against this noise and that it is fair to compare them to the results directly from our simulations. For the rest of this work, we will refer to the sample of galaxies from B20b as simply GAMA.

2.2 Simulated catalogues (SHARK)

In this work, we use the semi-analytic model (SAM) SHARK (L18), which has been shown to reproduce a wide variety of observations (Amarantidis et al. 2019; Davies et al. 2019a; Lagos et al. 2019, 2020; Chauhan et al. 2019, 2020, 2021; Bravo et al. 2020). Most critical for this work are the excellent predictions of observed number counts, luminosity functions (Lagos et al. 2019, 2020) and low-redshift colour distributions (Bravo et al. 2020). Briefly, a SAM generates and evolve galaxies using dark matter (DM) only N-body simulations, by following a set of equations that described the relevant physical processes to galaxy evolution. What follows is a brief description of the base DM-only simulation, SHARK, and how we generate in post-process the SEDs for these simulated galaxies using ProSpect.

For this work we use the SURFS suite of DM-only simulations (Elahi et al. 2018), which adopts a ΛCDM (Planck Collaboration et al. 2016) cosmology and span a range of box length of 40 – 210 h^{-1} Mpc (cMpc being comoving megaparsec) and particle mass of
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4. $13 \times 10^7$ to $5.90 \times 10^9$, reaching up to 8.5 billion particles. This simulation suite was run with a memory lean version of the GADGET2 code on the Magnus supercomputer at the Pawsey Supercomputing Centre. We use the same simulation as in L18, L210N1536, with a box size of $210 \, h^{-1} \text{cm}^3$, 1,536$^3$ DM particles, a particle mass of $2.21 \times 10^8 \, h^{-1} M_\odot$, and a softening length of $4.5 \, h^{-1} \text{ckpc}$. SURFS produced 200 snapshots for each simulation, with a typical time-span between snapshots in the range of $\approx 6 - 80$ Myr. The halo catalogues for the SURFS suite were constructed using the 6D FoF finder VELOCiTA$^2$R (Poulton et al. 2018; Caiñas et al. 2019; Elahi et al. 2019a), and for the halo merger trees TreeFrog (Elahi et al. 2019b). The design of L210N1536 ensures that the merger histories for haloes of $\approx 10^{11} \, M_\odot$ are strongly numerically converged. We refer the reader to L18 for more details on the construction of the merger trees and halo catalogues used in this work.

These catalogues are the input for SHARK, which populates these halo catalogues with galaxies and evolves them following prescriptions for key physical processes that shape the formation and evolution of galaxies. Among these processes are the collapse and merging of DM haloes, gas accretion to both halo and galaxy, star formation, black hole growth, feedback by stellar and AGN, galaxy mergers, disc instabilities and environmental processes affecting the gas supply of satellite galaxies. Most of these processes can be modelled by a choice of different prescriptions built into SHARK, which uses the best-fit dust prior for both opacities, with $f_{\text{dust}}$ in a comparable (but not equal) manner to B20b. These catalogues are the input for SHARK, which populates these halo catalogues with galaxies and evolves them following prescriptions for key physical processes that shape the formation and evolution of galaxies. Among these processes are the collapse and merging of DM haloes, gas accretion to both halo and galaxy, star formation, black hole growth, feedback by stellar and AGN, galaxy mergers, disc instabilities and environmental processes affecting the gas supply of satellite galaxies. Most of these processes can be modelled by a choice of different prescriptions built into SHARK, which uses the best-fit dust prior for both opacities, with $f_{\text{dust}}$ in a comparable (but not equal) manner to B20b.

We use VIPERFiSH $^6$, a light wrapper around ProSPECT, to generate the SEDs. From the discretely-valued SFH and $Z_H$ at the observation snapshot, it first calculates the stellar light emission for each galaxy. Next, it accounts for dust screening and re-emission, where young stars (age less than 10 Myr) are attenuated by the dust in birth clouds, and then all stars are attenuated by the diffuse interstellar medium (ISM). While ProSPECT currently includes several models to account for the AGN contribution to the SEDs, with the Fritz et al. (2006); Feltre et al. (2012) model, in particular, providing a good match to existing observations (Thorne et al. 2022), we do not attempt to include this effect in SHARK. We note also that this is a recent addition, and therefore B20b did not include an AGN component in their analysis (also justified by the negligible occurrence of AGN at such low redshift). We leave how to connect the central black hole properties in SHARK to the AGN SEDs in ProSPECT for future work.

Following Lagos et al. (2019); Bravo et al. (2020), we use their parameterisation model for dust $^7$, which uses the best-fit dust fraction-to-gas metallicity ratio from Rémy-Ruyer et al. (2014) to calculate $\Sigma_{\text{dust}}$, and then apply the Charlot & Fall (2000) parameters $\Sigma_{\text{dust}}$-dependency found in Trayford et al. (2020). For a more detailed description, we refer the reader to Sections 2.1 and 3.1 of Lagos et al. (2019).

The GAMA sample from B20b was chosen to be a volume-limited sample, which means that creating a synthetic lightcone is not required to reproduce this sample. Instead, to expand the number of simulated galaxies available we choose our galaxies directly from one of the simulation snapshots, specifically snapshot 195 ($z = 0.0668$). We select galaxies by the GAMA magnitude selection of $r < 19.8$, for which all galaxies in the box are assumed to be at the redshift of the snapshot.

As we will also fit these galaxies with ProSPECT (see next subsection), due to the computational cost of SED generation and fitting we are not able to use the full simulation box to draw a galaxy sample. For parallelisation purposes, the merger trees from the simulation are provided divided into 64 “subvolumes”, each containing a similar number of random selection from across the simulation box (i.e., a “subvolume” is not selected based on halo position in the box). We choose to use five random subvolumes in this work, to balance between a large sample and the computational cost of SED generation and fitting. This yields a total sample of $\approx 30,000$ GAMA-like galaxies, five times more than our observations and $\approx 50$ times more than that used by Robotham et al. (2020).

### 2.3 Fitted simulations (SHARK$_{\text{fit}}$)

Of special interest for this work is how the reconstructed colour evolution from observational data is informed by the SED modelling choices built into ProSPECT. In particular, the assumption of a skewed Normal functional form for the SFH and of a linear map from the mass growth to the $Z_H$. For this purpose, we also fitted the synthetic SEDs generated for SHARK with ProSPECT, in a comparable (but not equal) manner to B20b.

We use the same functional forms for the SPH and $Z_H$ (massfunc_snorm_trunc and Zfun_massmap_lin) but modify the priors for metallicity and dust parameters. We set a log-Uniform prior for both opacities, with $-6 < \log_{10}(\tau_{\text{BC}}), \log_{10}(\tau_{\text{SM}}) < \log_{10}(5)$, which matches the range of opacities used to generate the SEDs for SHARK (instead of the narrower $-2.5$ to 1 range used by B20b and Thorne et al. 2021, the latter hereafter T21). The dust temperature parameters ($\alpha_{\text{BC}}$ and $\alpha_{\text{SM}}$ are fixed to 1 and 3, respectively, as per the generative SHARK SEDs (B20b and T21 used a Gaussian prior of mean 2 and standard deviation of 1). We expand the log-Uniform prior for $Z_{\text{final}}$ used by B20b and T21 to cover the gas-phase metallicities in SHARK, setting the prior range to $-4 < \log_{10}(Z_{\text{final}}) < -0.3$.

For the photometry errors, for each SHARK galaxy we match to the 5 GAMA galaxies with the most similar observed flux, and then randomly choose one from which
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$^5$ This is done by setting output_sf_histories = true on the SHARK configuration file.

$^6$ https://github.com/asgr/Viperfish

$^7$ Called EAGLE-rr RR14 in Lagos et al. (2019), and T20-RR14 in Bravo et al. (2020).

$^8$ This is an order of magnitude higher than the highest metallicity in the galaxy templates, which is the reason for the use of this value as a limit by B20b and T21. ProSPECT defaults to the highest metallicity template in such cases, which means that this will not impact the fitting for young stellar populations. The main reason for this increase is allowing the use of high-metallicity templates for older stellar populations, as some SHARK galaxies do reach the template limit long before they have built all of their current stellar mass.
we draw its photometry error and assign it to the SHARK galaxy. This is done in a filter-by-filter basis, i.e., different filters of a single SHARK galaxy are matched to different GAMA galaxies. Finally, we generate a perturbed photometry by drawing fluxes from a Normal distribution centred on the true flux and standard deviation equal to the GAMA-drawn error. We note that we required a much larger number of fitting steps compared to B20b and T21 for these fits (~ 30 times the total number of steps).

The recovery of the gas-phase metallicity shows different behaviours above and below the maximum metallicity available in the GALAXEV templates (Z = 0.05). Below this limit, the metallicities are well-recovered, with only a weak trend with true metallicity and a reasonable scatter (~ 0.25 dex). For metal-rich galaxies, running median approaches the template limit, with few galaxies reaching the 1:1 line. We also use this template set to generate the SHARK photometry, so this is not the result of any handicap set upon ProSPECT but of old stellar populations being intrinsically harder to fit (Conroy 2013). Despite these results, we should note that the SFH is not as well-recovered. We further discuss this in Section A, which also include a more in-depth exploration of the consequences of our choice of SFH/Z/H for the SED fits. While this complicates the interpretation of some of our results, these fits still provide valuable insight into the dependency of our results on our modelling choices.

3 MODELLING THE COLOUR EVOLUTION OF GALAXIES

The first step in studying galaxy colours is to define the colour we wish to explore. The results from Strateva et al. (2001) and Martin et al. (2007) lead to both NUV and $u$ being common choices across the literature for the “blue” band, as they provide the best separation between the colour populations. As we are using intrinsic colours derived from either SED fitting or SAM generation, we are technically free to choose any band, as long as it is within the spectral range of the ProSPECT stellar templates. However, fitted SEDs depend on the quality of the photometry for each band, which means that not all parts of the intrinsic SED will be equally reliable. (For GAMA, the UV photometry from GALEX has larger uncertainties compared to the optical photometry from VST, due to both fewer photon counts and larger point spread function. This translates to poorer fit constraints in NUV compared to $u$, and as such, we choose the latter as our “blue” band. We then pair this with $r$ as our “red” band, generating colours in $u - r$ (a choice shared with Strateva et al. 2001; Baldry et al. 2004; Schawinski et al. 2014; Trayford et al. 2016; Bremer et al. 2018). Our tests comparing specific star formation rates (sSFR) and $u - r$ with all three samples show a narrow linear relation down to $\sim 10^{-11}$ yr$^{-1}$ (though SHARK does exhibit more scatter), at which point $u - r$ saturates.

At the core of this work then lies the choice of how to define a blue and red population in our $u - r$ colour space. There is a wide variety of literature choices on how to separate these populations (e.g., Schawinski et al. 2014; T15; Trayford et al. 2016; Bremer et al. 2018; Nelson et al. 2018; Wright et al. 2019), most of which are simple selection functions drawn by eye (i.e., defining a minimum colour for a galaxy to be blue). Since we will use our presented population model in future work to explore the colour transition timescales of galaxies (Bravo et al., in preparation), defining a single hard cut in colour (like in Bell et al. 2003; Baldry et al. 2004;
Peng et al. (2010) to separate between blue and red populations is not appropriate. Such a classification is binary, with galaxies being either blue or red, with an effectively instantaneous transition timescale. The measurement of a timescale then requires a boundary region where galaxies are tagged as neither blue nor red. To overcome this, we devise a new method for tracking the blue and red populations over time, which can then be used to probabilistically assign galaxies to either population at a given epoch.

3.1 Model overview

To study the colour evolution of galaxies from both GAMA and SHARK we use a method inspired by T15, who studied the observed $z \sim 0$ colour population in GAMA. Briefly, their starting point was the assumption, corroborated in their analysis, that the colour distribution is well-represented by two Gaussians at any stellar mass. Then, they assumed that the means and standard deviations are a function of stellar mass, using a fairly flexible model (two smoothly-joined line segments). As their interest was in the stellar mass functions, they implicitly parameterised the fractions of each Gaussian by assuming a double Schechter function (Schechter 1976) for each population. Finally, they also assumed a model to bias against “bad” data. In total, the T15 model contains 40 free parameters. To obtain the best fitting values of these parameters they used a Markov chain Monte Carlo sampling to explore the parameter space, which for their sample of $\sim 26,000$ galaxies required $\sim 90,000$ CPU hours of computation.

The challenge for this work is that we aim to also study the time evolution of these parameterisations, which makes for a more complex fitting process. Combined with our total sample of 67,000 galaxies to fit at 91 evolutionary time steps, which is a total of $\sim 6,100,000$ implied data points, means that the method described by T15 is too computationally expensive for our work. We simplify this model by ignoring both stellar mass function, which we do not intend to explore, and the “bad” data modelling. Since these choices are based on some of our results, we will defer our justifications for ignoring stellar mass function and “bad” data modelling to Sections 3.4.1 and 3.3, respectively. A simple two-parameter description for the fractions, the minimum required to include a stellar mass dependency, would bring the number of free parameters of the T15 model down to 27. However, even with this simplification, using a simple linear model for the time evolution of each parameter would double this number, and this may not be enough to model the true measured colour evolution. This is exacerbated by our desire to also test fitting three populations instead of just two (to evaluate the existence of a third “green” population).

For this reason, we further reduce the computation cost by splitting our fitting into multiple simple steps. This greatly reduces computation time at the cost of requiring careful control of every step, to avoid fitting errors cascading throughout our method. Given the significant number of steps in our method, and the necessity to introduce 21 equations with 51 variables involved, here we first provide an explanation of our nomenclature system, followed by a simple overview of this method. We provide Table 1 as a quick reference for the nomenclature scheme we adopt.

For the parameterisation as a function of stellar mass, we use first-order polynomials for the means and standard deviations, where $\alpha$ indicates the first-order term and $\beta$ the zeroth-order. As an example, $\alpha_{\mu_B}$ then represents the slope as a function of stellar mass of the means of the blue population ($\mu_B$). The parameterisation of the fractions as a function of stellar mass does not follow this convention, as we use a noticeably different parameterisation, for which the parameters have a different physical interpretation. For the temporal parameterisation, we use a numbered subscript to indicate the order, though note that it is not necessarily indicative of a polynomial expression, as we use a greater variety of functional forms for these fits. I.e., $\alpha^{0}_{0\mu_B}$ is the zeroth order of the time evolution of the slope as a function of stellar mass ($\alpha_{\mu_B}$) of the mean of the blue population ($\mu_B$).

Our method can be summarised by the following steps:

(i) The foundation of this work are the SFHs and $Z\text{Hs}$ of the galaxies in our three samples: GAMA, SHARK and SHARK$_{eq}$.

(ii) Given these SFHs and $Z\text{Hs}$, we use ProSpect to reconstruct the stellar mass and model the SED (to derive intrinsic colour) of each low-redshift galaxy at a range of prior lookback times (from 1 to 10 Gyr, in 100 Myr steps).

(iii) At every time step we divide the galaxies in stellar mass bins with 0.3 dex width, chosen as the best balance between a robust measurement of the colour distribution for $\log_{10}(M_*/M_\odot) \in [9, 11]$ and a good number of bins sampling the red population.

(iv) We fit the colour distribution in each stellar mass bins using a two- or three-component Gaussian Mixture Model (GMM).

(v), (vi) We assign the Gaussians as being blue or red (or green for the three-component fit). We then fit the means, as a function of stellar mass, and parameterise the time evolution of these fits.

(vii) As the number of galaxies in each bin rapidly decays as one moves away from the median stellar mass, the fits do not show a smooth evolution between time steps (an expected outcome of individually fitting each mass bin). To obtain a smoother evolution for the standard deviations and fractions we re-fit our GMM, this time fixing the means to values calculated with the evolution fit in the previous step.

(viii), (ix), (x), (xi) We fit the standard deviations and fractions in the same manner as the means.

Figure 2 also provides a visual representation of these steps. We need to justify our choice of parameterising the time evolution linearly with lookback time. The challenge is that SED fitting favours a (roughly) logarithmic scale in lookback time, as galaxy SEDs are more sensitive to recent star formation than to older stellar populations, while most cosmological simulation use a logarithmic scale in cosmic time that becomes sparser at recent times (including SURFS, as described in Section 2.2). A linear scale in lookback time will emphasise the poorly constrained reconstruction at early times from SED fitting, but this is done to avoid overly interpolating the galaxy evolution at recent times from our simulations. For both parameterisations of the dependence with lookback time and stellar mass, we choose the functions that with the fewest free parameters ensures both a good representation of the data and a stable parameter evolution with time.

Panel (xii) of Figure 2 provides a schematic representation of the resulting parameterisation of the colour populations. The dotted lines indicate the means of each population, the widths show the standard deviations and the shading shows the fractions. What follows for the remainder of this section is a detailed presentation of how we implement this method, together with the results from which we construct the representation of the colour evolution in our galaxy samples shown in Figure 11, the main summary of our results.

---

9 Quotation marks as in T15.
Figure 2. Schematic representation of the methodology employed in this work, using our two-component fit as an example. Our starting point (i, described in Section 2) are the SFHs and ZHSs of the galaxies in each sample, retrieved either directly from SHARK (Section 2.2) or through SED fitting with ProSpect (GAMA and SHARK data, Sections 2.1 and 2.3). From these, we generate the stellar mass and colour histories for these galaxies (ii, Section 3.2), for every 100 Myr from 1 to 10 Gyr of lookback time, using the generative mode of ProSpect. At each of these time steps, we bin the galaxies in stellar mass bins of a width 0.3 dex, and use a two- or three-component GMM to fit the colour distribution in each mass bin (iii and iv, Section 3.3). We then fit the blue and red populations with linear relations as a function of mass, and then we fit the slope and value at $M_\star = 10^{9.5}$ $M_\odot$ ($M_\star = 10^{10.5}$ $M_\odot$) for the blue (red) population as a function of time (v and vi, Section 3.3.1). We show as an example a representation of the time evolution of the slope of the red means ($\alpha_R^{\mu}$). Next, we use these fits to fix the means of the components in our GMM and refit the populations (vii and vi, Section 3.3.1). From these refits, we then first parameterise the dependency of the fractions and standard deviations on stellar mass (viii and x, Section 3.4.1 for the fractions and 3.4.2 for the standard deviations), followed by fits to the time evolution of these parameters (ix and xi, Sections 3.4.1 and 3.4.2). As example, we display a representation of the time evolution of two parameters: the mass where both populations have equal fractions ($M_{LB}$), and the slope of the standard deviation as a function of stellar mass for the blue population ($\sigma_B^{\mu}$). With these parameterisations, we have a full description of the populations as a function of time (xii, Section 4), where the dotted lines show the means, the width show the standard deviations and the shading the fractions.
Relevant equations in section 4.4.6 of L18.

Since at any time step we reconstructing the evolution of this sample presents is how to model galaxies, and not selecting different galaxies at different lookback times. We remark that with this method we are following the \( Z \) being that we restrict the SFH and the synthetic SEDs described in Section 2.2, the big distinction in its generative mode, in a similar manner to how we generated from the remaining stellar mass with \( f_{\text{recycled}} \) (see Robotham et al. 2020 for details). For GAMA and \( \text{shark} \text{fit} \) we calculate the remaining stellar mass with \text{ProSPECT}, which uses the lookup tables from the GALAXEV templates. For the colours, we use \text{ProSPECT} in its generative mode, in a similar manner to how we generated the synthetic SEDs described in Section 2.2, the big distinction being that we restrict the SFH and \( ZH \) to the lookback time of each time step. We remark that with this method we are following the colour evolution across cosmic time of the same set of low-redshift galaxies, and not selecting different galaxies at different lookback times.

While \textbf{B20b} selected the GAMA sample such that it is volume-limited, this does not ensure mass completeness. The challenge that reconstructing the evolution of this sample presents is how to model the evolution of the mass completeness. Since at any time step we have the same galaxies, we define mass completeness by tracking the galaxies around the mass completeness limit at observation time. The samples from GAMA and \( \text{shark}\text{fit} \) differ slightly in their mass completeness, with the former having a higher completeness limit. We then select all galaxies in a 0.2 dex range around the mass completeness limit for each sample \((9.0 < \log_{10}(M_*/M_\odot) < 9.2) \) for GAMA and \( 8.9 < \log_{10}(M_*/M_\odot) < 9.1 \) for \text{shark}\text{fit}), and trace their evolution with time.

We show the evolution of these galaxies in Figure 3. We find that \text{shark} and \text{shark}\text{fit} are in excellent agreement for lookback times below \( \sim 3 \) Gyr, but start to diverge considerably by 4 Gyr. This is driven by the slower mass build-up in our \text{ProSPECT} fits compared to \text{shark} galaxies, which we explore in further detail in Section A. For the reader interested in the technical aspect of SED fitting, discussed in detail in Section 2.3, we also show the median evolution of \text{shark}\text{fit} galaxies in the same mass range of GAMA. GAMA and \text{shark}\text{fit} are in remarkable agreement in the evolution of the dispersion, while dispersion is markedly smaller in \text{shark}, which shows that not all differences stem from the quality of our SED fits in \text{shark}\text{fit}. This points to the modelling choices we make (following \textbf{B20b} and T21), the parameterisation of the SFHs specifically, as the source of this increased scatter. As the medians are in reasonable agreement (when accounting for SFH differences) this is evidence that they are the more reliable tracer. For this reason,

![Table 1. Summary of the variables that describe our galaxy colour population model. This is a Gaussian Mixture Model, which are described by a set of 6 parameters as shown in the left column: the fraction that the blue and red populations contribute to the combined PDF, the means of each population, and the standard deviations of each population. We model these parameters as a function of stellar mass, with a logistic curve for the fractions and linear relations for the means and standard deviations, which are shown in the middle column. For the fractions, \( M_\tau \) is the stellar mass at which \( f_{\text{B}} = f_{\text{R}} \), and \( k \) is the sharpness of the transition from blue- to red-dominated (as a function of stellar mass). For the means and standard deviations, \( \alpha \) is the slope and \( \beta \) the normalisation. We further model these 10 parameters as a function of lookback time, where the number index represents the order of the term, e.g., \( \alpha_{0,0,0} \) is the zeroth-order term of the time evolution of the slope of the red population standard deviation as a function of stellar mass. These are shown in the right column.](image)

| GMM parameter | log$_{10}(M_\star)$ dependence | \( t_\text{lookback} \) dependence | Relevant equations |
|---------------|---------------------------------|----------------------------------|-------------------|
| \( f_{\text{B,R}} \) | \( M_\tau \) \( f_{\text{B}} \) \( f_{\text{R}} \) | \( k \) \( k_0 \) \( k_1 \) \( k_2 \) | 1, 10, 11, 12, 13 |
| \( \alpha_{\mu,(\text{B,R})} \) | \( \alpha_{\mu B} \) \( \alpha_{\mu R} \) | \( \alpha_{\mu 0} \) \( \alpha_{\mu 1} \) \( \alpha_{\mu 2} \) | 2, 3, 4, 5, 6, 7, 8, 9 |
| \( \beta_{\mu,(\text{B,R})} \) | \( \beta_{\mu B} \) \( \beta_{\mu R} \) | \( \beta_{\mu 0} \) \( \beta_{\mu 1} \) \( \beta_{\mu 2} \) | 2, 3, 14, 15, 16, 17, 18, 19 |
| \( \alpha_{\sigma,(\text{B,R})} \) | \( \alpha_{\sigma B} \) \( \alpha_{\sigma R} \) | \( \alpha_{\sigma 0} \) \( \alpha_{\sigma 1} \) \( \alpha_{\sigma 2} \) \( \alpha_{\sigma 3} \) | 2, 3, 4, 5, 6, 7, 8, 9 |
| \( \beta_{\sigma,(\text{B,R})} \) | \( \beta_{\sigma B} \) \( \beta_{\sigma R} \) | \( \beta_{\sigma 0} \) \( \beta_{\sigma 1} \) \( \beta_{\sigma 2} \) \( \beta_{\sigma 3} \) | 2, 3, 4, 5, 6, 7, 8, 9 |

\[ f_{\text{recycled}} = 0.46 \] for the Chabrier (2003) IMF used in \text{shark}, as described in section 4.4.6 of L18.
we use the medians to define the mass completeness for each sample as a function of time.

3.3 Unconstrained GMM and means parameterisation

We start with an unconstrained GMM fit to all stellar mass bins with at least 30 galaxies. These fits were carried out using the normalmixEM function from the mixtools R package, and are be described by:

\[ P(u-r) = f_B P_B(u-r) + f_R P_R(u-r) \] (1)

\[ P_B(u-r) = \frac{1}{2\sigma_B} \exp \left( -\frac{1}{2} \frac{(u-r-\mu_B)^2}{\sigma_B^2} \right) \] (2)

\[ P_R(u-r) = \frac{1}{2\sigma_R} \exp \left( -\frac{1}{2} \frac{(u-r-\mu_R)^2}{\sigma_R^2} \right) \] (3)

where \( P(u-r) \) is the fitted PDF describing the colour distribution, composed by the weighted addition of the Gaussian distributions \( P_B(u-r) \) and \( P_R(u-r) \), representing the blue and red populations. These are weighted by \( f_B \) and \( f_R \), which are defined such that \( f_B + f_R = 1 \). The sets \( \{\mu_B, \sigma_B\} \) and \( \{\mu_R, \sigma_R\} \) are the means and standard deviations of \( P_B(u-r) \) and \( P_R(u-r) \), respectively. In this step, the set of free parameters is then \( \{f_B, f_R, \mu_B, \sigma_B, \mu_R, \sigma_R\} \). It is worth noting that, in the definitions presented, for a cleaner correlation between our approach and that of T15, as we consider the existence of a red population only when 1) there is a local minimum in the combined PDF between the means of both Gaussians and 2) the separation between means is at least 0.5 mag. Where this is not the case we consider the dominant component as tracing the blue population, with the secondary accounting for non-Gaussianities. It may seem that requiring the presence of a local minimum between the means of the two GMM components and a minimum separation

not capturing a unique (continuous) population, but small residuals of the blue and red (hence the use of \( x \) substrates instead of \( G \)). Interestingly, this seems to roughly reproduce the "bad" data modelling of T15, who find that it captures \( \sim 3\% \) of their sample. This poses the question of why we exclude such population, as it could still help capturing the other two populations. The logic behind this model in T15 is to not only to reduce the effect of strong outliers in the colour-mass plane in the parameterisation of the population, but also to capture features that are not easily represented with a two-component GMM. This means that it will capture features that we would classify as part of the blue or red populations, which is particularly noticeable in the low-mass end (<10^9.5 M⊙) of the blue population (see Figure 411).

We are further justified by the fact that we impose a mass completeness limit, which removes low mass galaxies from our sample, which given our near volume-complete sample are also the ones with a noisier photometry. This contrasts with citetaylor2015, who correct for incompleteness in the low-mass regime, which enhances the influence of low SNR data. This, combined with the small population being assigned to the third population (<10%), are the reasons why we will only present and discuss results for the two-component GMM fits.

The left column of Figure 4 shows three examples of these fits for GAMA. For the bluer component, the slope as a function of stellar mass \( (\sigma_B \mu_B) \) increases at lower lookback times, which is driven by the high-mass end becoming redder, while near the mass completeness limit the locus remains nearly constant. By contrast, the redder components (not merged with the bluer) show a weaker evolution, showing a shallower slope at recent times, driven by the reddening of the low-mass end. Near the completeness limit, both components show significant overlap, though it is clear that the redder Gaussian is becoming redder with time.

To parameterise the means of both populations, we first need to choose which stellar mass bins and GMM components to use. Firstly, to remove poor fits we discard all fits for which the reduced chi-square \( (\chi^2_\nu) \) is outside the range [0.85,1.1], which removes a median of one mass bin per time step. Our choice of this non-symmetric range comes from a detailed inspection of the GMM [unconstrained] fits. Fits with \( \chi^2_\nu \) values of 0.85-0.90 tend to properly capture the red population at low stellar masses, while those in the 1.10-1.15 range are driven by one of the two components being a poor fit, leaving a significant part of the true distribution unaccounted for12.

We then apply further selection criteria to the GMM fits that pass our \( \chi^2_\nu \) selection. First, we have the second significant difference between our approach and that of T15, as we consider the existence of a red population only when 1) there is a local minimum in the combined PDF between the means of both Gaussians and 2) the separation between means is at least 0.5 mag. Where this is not the case we consider the dominant component as tracing the blue population, with the secondary accounting for non-Gaussianities. It may seem that requiring the presence of a local minimum between the means of the two GMM components and a minimum separation

11 This can also be seen in Figure 7 of T15, which is discussed in their sections 6.3 and 9.3.4.
12 We remark that, as stated before, this is not evidence of a third ("green") population, as a third component does not improve these fits. Instead, this is a consequence of our approach of fitting each time step and mass bin individually, which leads to poorer fits where one of the populations is strongly dominant.
between the means is redundant, but they complement each other. The former ensures a strong distinction between populations, while the latter removes the rare occurrences of spurious narrow fits. This could be roughly replicated by setting a minimum value for the standard deviation or fractions of the components, but either would also more strongly impact the red population. We set the limit to 0.5 mag based on the results from the unconstrained GMM fits.

For the GMM fits that pass our criterion of having two distinct populations, we impose further checks on the individual components. We set a maximum for the standard deviations, which can be no greater than 0.3 mag, to ensure a clean selection for both populations. Small variations to this limit have no strong effect, but changes larger than ~ 0.1 mag lead to significantly larger uncertainties in our parameterisation of means. Finally, we remove the fits at very high masses, which have a small number of galaxies (< 0.5% of the full sample), only considering means from fits below $10^{10.5}$ and $10^{11}$ $M_\odot$ for the blue and red populations, respectively. The result

---

**Figure 4.** Example of the results from the unconstrained (left column) and constrained (right column) GMM fits to GAMA data at three time steps (1, 3 and 5 Gyr, from top to bottom). Each panel shows the distribution of rest-frame intrinsic $u-r$ colours and stellar mass, together with a display of the resulting fits from the GMM. Histogram bins show the 2D PDF, with colour range optimised for each panel to display the relative distribution of galaxies. The position of the markers shows the mean ($\mu_{(B,R)}$) of each Gaussian component. The inner colour of the markers shows the fractions ($f_{(B,R)}$), following the colour bar shown on the right. The vertical bars show the standard deviation ($\sigma_{(B,R)}$). The grey shaded regions show the stellar masses below the mass completeness limit.
3.3.1 Means parameterisation

We use the following equations to fit the means as a function of stellar mass, at every time step:

\[
\mu_B = \alpha_{\mu B} \log_{10}(M_*/10^{9.5} \text{M}_\odot) + \beta_{\mu B} \tag{4}
\]

\[
\mu_R = \alpha_{\mu R} \log_{10}(M_*/10^{10.5} \text{M}_\odot) + \beta_{\mu R} \tag{5}
\]

where \(\{\alpha_{\mu B}, \beta_{\mu B}\}\) are the slope of the means as a function of stellar mass, and \(\{\alpha_{\mu R}, \beta_{\mu R}\}\) are the value of the means at \(M_*=\{10^{9.5} \text{M}_\odot, 10^{10.5} \text{M}_\odot\}\). Figure 5 shows that, given our choices to select points as accurately representing each population, these parameterisations provide a good representation of the data.

Based on the observed evolution of the mean parameters seen in Figure 6 we decide to fit \(\mu_B\) with a first-order polynomial as a function of lookback time, with the others parameters fit with a third-order polynomial (\(\alpha_{\mu B}, \beta_{\mu B}, \beta_{\mu R}\)). These fits were carried out with the curve_fit function from the scipy Python package, as with all other non-GMM fits in this work. The equations used for the fits are:

\[
\begin{align*}
\alpha_{\mu B} &= \alpha_{3\mu B} t_{LB}^3 + \alpha_{2\mu B} t_{LB}^2 + \alpha_{1\mu B} t_{LB} + \alpha_{0\mu B} \\
\beta_{\mu B} &= \beta_{3\mu B} t_{LB}^3 + \beta_{2\mu B} t_{LB}^2 + \beta_{1\mu B} t_{LB} + \beta_{0\mu B} \\
\alpha_{\mu R} &= \alpha_{1\mu R} t_{LB} + \alpha_{0\mu R} \\
\beta_{\mu R} &= \beta_{3\mu R} t_{LB}^3 + \beta_{2\mu R} t_{LB}^2 + \beta_{1\mu R} t_{LB} + \beta_{0\mu R}.
\end{align*}
\]

Starting with the blue population, while both SHARK and SHARK\textsubscript{GAMA} show matching slopes at low lookback times, the same is not true above ~ 5 Gyr, where they are in tension in the sign of the slope. Note that SHARK\textsubscript{GAMA} and GAMA are well-matched with GAMA. This strongly suggests that the slope of the blue population in GAMA is likely set by our chosen SFH model, as due our use of a skewed Normal does not allow a large degree of variation on the SFH/ZH of early blue galaxies. In theory, a more flexible SFH model could recover this, but recovering the evolution of ~8-12 Gyr old stellar populations is intrinsically hard, so we do not expect this to significantly improve with other SFH parameterisations. We can conclude that SHARK produces a blue population whose colour is not as strongly dependent on stellar mass as in observations at low lookback times, but no firm conclusion can be drawn at older times.

The normalisation of the blue population means is systematically lower for SHARK\textsubscript{GAMA} than SHARK, with the discrepancy increasing with lookback time, albeit with overall small differences (reaching ~ 0.1 mag at ~ 8 Gyr). This reinforces the interpretation that our modelling choices play a role at early times, but the more recent evolution of the blue population is well-captured. More significant is the difference between GAMA and SHARK/SHARK\textsubscript{GAMA} at recent times, with our observations suggesting a redder blue population than our simulations. Since figure 15 of L18 shows that the stellar metallicities in SHARK are in good agreement with observations, this difference suggests a difference in the stellar ages between the blue galaxies in SHARK and GAMA.

In contrast to the blue population, there is a good agreement between GAMA and SHARK\textsubscript{GAMA} for the red population mean parameters at all lookback times. This is a strong indication that the position of this colour population is dictated by our modelling choices for the SED fits. Since \(u-r\) is not sensitive to sSFR below ~10\textsuperscript{-11}yr, this is mostly indicative of possible limitations to the ZH modelling we adopt.
3.4 Constrained GMM and standard deviation/fractions parameterisation

With $\mu_{(B,R)}$ fully parameterised, we then repeat the GMM fits using these parameterisations to fix the means. The right column of Figure 4 displays the results of this refit, which in comparison with the left column shows that our parameterisation is well behaved. Not shown in the Figure is that this refit does affect the fits in a statistical sense, as the $\chi^2$ values increase in spread (from $0.9 - 1.1$ to $0.8 - 1.2$), with the values now showing a clear trend in stellar mass (higher $\chi^2$ with higher $M_\star$). This trend should not come as a surprise, as it is clear that the red population has greatly decreased contribution to the overall population at low masses, so by forcing only one of the Gaussians to account for most of the population (as seen by comparing the fractions between columns) a smaller value is expected. At higher masses, our assumption of linearity is not ideal, as small offsets can be seen in the means between columns, which leads to our refits to account for most, but not all, of the colour distribution. We remark that this change is small, so this does not provide a strong argument against this parameterisation of the fractions. Furthermore, our definition of blue and red is not purely phenomenological, as we are not asking which two Gaussian components best describe the colour distribution, but which two “distinct” components do.

From Figure 4 it can be seen that, as with the means, not all fits provide meaningful information. As an example, the fractions and standard deviations of the red components below $\sim 10^{9.5} M_\odot$ in the bottom-right panel indicate that they are being used to fit a small residual population from the main (blue) population, with no identifiable red population. As with the means, we make several selection cuts. We retain the same selection criteria of distinguishable populations (local minimum present between means), quality of fit ($\chi^2$) and maximum stellar mass as before, only mildly increasing the maximum standard deviation allowed to 0.4 mag.

3.4.1 Fractions parameterisation

From these fits we first proceed to parameterise the fractions ($f_B - f_R$) and standard deviations ($\sigma_B, \sigma_R$) of the distributions. For the fractions, we first fit them logistic curves as a function of the fractions.
stellar mass:

\[
\begin{align*}
    f_R &= \frac{1}{1 + e^{k \frac{\log(M_\star) - M_T}{\log(M_\star)}}} \\
    f_B &= 1 - f_R
\end{align*}
\]

where \(M_T\) is the stellar mass where both populations have equal fractions and \(k\) defines the sharpness of the transition. This parameterisation naturally models two populations where one dominates above \(M_T\) and the other below, with the benefit of only requiring two free parameters for a description of both. Figure 7 shows three examples of these fits for GAMA, which shows that this model is well justified by the data, even for points that have not been used to fit the free parameters. As with the mean parameterisation, we find only a weak change in the \(\chi^2\) values when using this parameterisation. This is the reason why we do not adopt the more complex stellar mass function modelling used by T15, two parameters are enough to describe our data.

Based on evolution of \(M_T\) and \(k\) seen in Figure 8 we fit the time evolution of these parameters using the third-order polynomials:

\[
M_T = M_{3T} t_{LB}^3 + M_{2T} t_{LB}^2 + M_{1T} t_{LB} + M_{0T},
\]

\[
k = k_3 t_{LB}^3 + k_2 t_{LB}^2 + k_1 t_{LB} + k_0.
\]

\(\text{shark}\) and \(\text{shark}_\text{D}^\prime\) exhibit consistent transition masses \((M_T)\) at recent \((\lesssim 2 \text{ Gyr})\) and early \((\gtrsim 9 \text{ Gyr})\) lookback times but diverge in between, showing that the oldest red galaxies are being modelled correctly but the rest of the population build-up is delayed. Compared to our simulations, for which \(M_T\) decreases by \(-1\) dex, we find a comparatively weak evolution of this parameter in GAMA. Interestingly, our finding that \(M_T\) in \(\text{shark}\) is lower by \(-0.3\) dex than in GAMA at recent times \((t_{LB} \lesssim 2 \text{ Gyr})\) is in tension with the results from Bravo et al. (2020), where a more qualitative assessment we found \((\text{in dust-attenuated } g - i)\) the opposite to be true \((\text{shark} \text{ transitioning } \sim 0.3\) dex higher\). While there are caveats in this comparison, mainly that here we use a subset of one simulation and intrinsic \(u - r\) colour instead of the GAMA lightcone and attenuated \(g - i\), this suggests that the driver of this difference is our dust model in \(\text{shark}\).

Figures 5 and 13 of T15 suggest that we should expect this transition mass to be in good agreement with the characteristic mass of the stellar mass function \((M_\star)\). For this purpose, we also include the measured evolution of \(M_\star\) found by T21, measured from the Deep Extragalactic Visible Legacy Survey (DEVILS Davies et al. 2018). We find these values to be in remarkable agreement with our measured evolution of \(M_T\), given that we are reconstructing the evolution of \(M_T\) from low-redshift data, while T21 directly measured \(M_\star\) at every lookback time indicated by the data in the Figure. While there are no available fits of Schechter functions to the stellar mass function from \(\text{shark}\), figure 5 from L18 suggest that \(M_\star \approx 10^{10.5} M_\odot\) for \(z \approx 1\), in good agreement with our measured \(M_T\) for \(\text{shark}\). This is strong evidence that we are justified in our simpler model for the relative fraction of blue/red galaxies compared to T15.

The sharpness of the transition in \(\text{shark}_\text{D}^\prime\) shows a weak evolution with lookback time, indicating that in this sample the assembly of the red population is fully captured only with the change in the transition mass. This is in contrast to GAMA and \(\text{shark}\), which exhibit comparatively little evolution in the transition mass (below \(-8\) Gyr for \(\text{shark}\)), with the assembly of the red population being captured by a strong decrease in the sharpness of the transition. This difference suggest that, as with the transition mass, \(\text{shark}\) and \(\text{shark}_\text{D}^\prime\) are in reasonable agreement at recent/early lookback times, but diverge strongly in the \(-4-8\) Gyr range. The poor agreement between GAMA and \(\text{shark}_\text{D}^\prime\) suggest that this tension is not the result of the assumed SFHZ/H for our SED fits, but that this is a consequence of the dust parameters we assume for our fits (see Section A).

\footnote{Our use of absolute magnitude and apparent magnitudes in Bravo et al. (2020) is of secondary concern, as in both cases we are dealing with low redshifts, which are also roughly comparable, \(z = 0.0668\) compared to \(0.003 < z < 0.12\) in Bravo et al. (2020).}
stellar mass end. Examining all three samples we find that sensible lower limits are 0.12 and 0.08 mag for the blue and red populations respectively, as at no time step the values from the selected GMM fits go below the mentioned limits for any of our samples.}

17 We tested using second-order polynomials, but the second-order term were markedly unstable, strongly fluctuating around zero as a function of lookback time (for all samples). This suggests that our data is not constraining enough for such parameterisation. Still, just a simple linear model is not enough, particularly for Shark, which exhibits a flat dependency of the standard deviation on stellar mass in the lowest 2-3 stellar mass bins. Not being able to constrain second-order fits, and with linear fits underpredicting the dispersion in some cases, we decided to add this floor. Since the floor is essentially a third free parameter (that we choose to fix), this model is equivalent in degrees of freedom to a second-order polynomial.

Figure 8. Time evolution of the blue/red population fractions parameterisation. Curves and markers as in Figure 6. The top panel shows the evolution of the transition mass and time evolution fit ($M_\star$, Equations 10 and 12), together with the measured evolution of the stellar mass function characteristic mass ($M^*$) from table D1 of T21. The bottom panel shows the evolution of the sharpness of the transition and the time evolution fit ($k$, Equations 10 and 13) in the same manner. The error bars indicate the uncertainty in the fitted parameters.

Figure 9. Example of the parameterisation of the standard deviations of the Gaussian components ($\sigma_{B,R}$), as a function of stellar mass. Lookback times, shaded areas and points and curve colours as in Figure 5. Curves defined by Equations 14 and 15.

### 3.4.2 Standard deviations parameterisation

Katsianis et al. (2019); Davies et al. (2019a, 2022) found that the galaxy star-forming main sequence displays a local minimum dispersion at $\sim 10^9 M_\odot$, which can be well described by a second-order polynomial. We considered a similar choice for the parameterisation of the standard deviation of the blue population, but we find no evidence of a similar behaviour above our chosen mass limit, as shown in Figure 9.

For this reason, we have fitted both standard deviations using linear relations as a function of mass:

$$
\sigma_B = a_{\sigma_B} \log_{10}(M_\star/10^9 M_\odot) + \beta_{\sigma_B} \tag{14}
$$

$$
\sigma_R = a_{\sigma_R} \log_{10}(M_\star/10^{10.5} M_\odot) + \beta_{\sigma_R} \tag{15}
$$

where $\{a_{\sigma_B}, a_{\sigma_R}\}$ are the slopes of the relation and $\{\beta_{\sigma_B}, \beta_{\sigma_R}\}$ the values of the standard deviations at $M_\star = \{10^9.5 M_\odot, 10^{10.5} M_\odot\}$. One limitation of this approach, as seen in Figure 9, is that we run the risk of under-predicting the standard deviations at either stellar mass end. Examining all three samples we find that sensible
These values are between \( \sim 20\% \) of the lower limits we establish, which allows some flexibility for the minimum in our parameterised evolution, while still avoiding artificially low parameterised values.

Similar to the means, based on the results shown Figure 10 we decide to fit with third-order polynomials for all parameters save the slope as function of stellar mass for the red population (\( \sigma_{R,R} \)), for which we use a polynomial of lower order (second-order in this case). These equations are:

\[
\begin{align*}
\sigma_{R,B} &= \sigma_{05}B_{LB}^3 + \sigma_{02}B_{LB}^2 + \sigma_{01}B_{LB} + \sigma_{00}B, \\
\beta_{R,B} &= \beta_{03}B_{LB}^3 + \beta_{02}B_{LB}^2 + \beta_{01}B_{LB} + \beta_{00}B, \\
\alpha_{R,R} &= \alpha_{02}R_{LB}^2 + \alpha_{01}R_{LB} + \alpha_{00}R, \\
\beta_{R,R} &= \beta_{03}R_{LB}^3 + \beta_{02}R_{LB}^2 + \beta_{01}R_{LB} + \beta_{00}R.
\end{align*}
\]

The similar slopes of the blue standard deviation between SHARK and SHARKfit suggest that this is not strongly sensitive to the modelling choices in ProSpect, though we cannot fully rule this out as SHARKfit straddles between GAMA and SHARK at recent times (\( t_{LB} \leq 3 \text{ Gyr} \)). The strongest evidence for any effect is at early times (\( t_{LB} \gtrsim 8 \) Gyr), where GAMA and SHARKfit come into good agreement. The normalisation of the standard deviation of the blue population shows similar results, with a better agreement between SHARK and SHARKfit than either to GAMA. Both parameters of the standard deviation of the red population (\( \alpha_{R,R} \) and \( \beta_{R,R} \)) show a similar trend to what we find for the slope of means of the blue population (\( \alpha_{R,B} \)), where at recent times they are in better agreement with SHARK but at early times with GAMA, pointing to another aspect encoded in the modelling choices in ProSpect.

4 DISCUSSION

As mentioned earlier, before we can address the main question (i), there are three related questions (ii-iv) we must first consider. To answer these questions, Figure 11 presents a schematic view of the evolution of both blue and red populations for our samples and how they translate into probability maps, and Figure 12 shows an example
Figure 11. Top set of panels: Schematic representation of the evolution, drawn using the parameterisations presented in Section 3 (3.3 and 3.4 in particular). The top row shows the populations at a lookback time of 6 Gyr, the bottom at 1 Gyr. Each column corresponds to one of our galaxy samples: GAMA (left, orange), SHARK (middle, cyan) and SHARK fit (right, purple). The lines indicate the mean of each population as a function of stellar mass (colour-coded by the population they trace, blue or red), the shaded areas the 1-sigma width of the population as a function of mass, and the opacity shows the relative contribution of each population to the full population at a given stellar mass (lighter colours indicating a smaller contribution). Bottom set of panels: Contour map of the probability for a galaxy of being red ($P_R$), as a function of stellar mass, colour and time. Note the smaller range in $u - r$ compared to the top group of panels, which is to highlight the transition zone. The grey-shaded areas in all panels indicate the mass completeness limit for each sample and lookback time. An animated version of this Figure is available in the supplemental material.
of these probability maps to each sample in both colour-mass and sSFR-mass planes.

4.1 (ii) How well we can reconstruct the colour evolution of galaxies from their panchromatic SEDs?

We can utilise the results from shark to discern which aspects of the colour evolution we can recover with ProSPECT (where shark and shank match) from those that we cannot (where shank matches GAMA). The one challenge to such analysis is the evolution of the fraction parameterisation, where outside of narrow time windows, shank is in tension with both GAMA and shank. While clear in our measurements, we note that the effect of this tension in the populations is subtler than suggested by Figure 8, as shown by the top set of panels in Figure 11. The match between shank and shank at recent and early times suggests that the difference is not likely to be a consequence of the modelling in ProSPECT, instead likely an outcome of our particular SED fits to shank, which we explore in more detail in Section A.

Regarding the means, we see clear evidence that the position of the red population is set by the modelling choices in ProSPECT, and to some degree for the blue population. Starting with the latter, shank is in agreement with shank at recent times (≤ 4 Gyr), but at early times (≥ 8 Gyr) it is closer to GAMA, particularly for the slope of the means. This suggests that we are able to reconstruct the position of the blue population a few Gyr into the past, but beyond that the reconstruction is biased. The latter is likely a result of combining the reduced constraining power of galaxy SEDs as a function of stellar age with the skewed Normal SFH we use in ProSPECT. Regarding the means of the red population, Figures 11 and 12 show that shank is well-matched to shank only for low-mass galaxies, with more massive ones being recovered as too red. This mismatch is the outcome of assuming a fixed value of ηISM and ηISM, which is not only a poor representation of these values in shank (figure 4 from Lagos et al. 2019), but also sets the slope of the red population.

As with the means, we see different behaviours for the match between shank and GAMA/shank for the blue and red populations. The standard deviation of the blue population in shank is consistently in better agreement with shank than GAMA, suggesting, at best, small biases in the recovery of this aspect of the colour population evolution. For the red population, we see a similar behaviour to the slope of the means of the blue population, where shank broadly agrees well with shank at recent times but with GAMA at longer lookback times. In practice, this sets an upper limit for the trustworthiness of our reconstruction, which we estimate at t_{LB} ~ 6 Gyr, given that shank and shank are broadly similar up to that lookback time. We will use this time limit in Bravo et al. (in preparation).

4.2 (iii) How can we best define the blue and red populations across cosmic time?

We can fully describe the galaxy colour distribution in our three galaxy samples (GAMA, shank and shank) as a combination of two Gaussians. At a given stellar mass and time, the parameters of these Gaussians (means, fractions and standard deviations) can be accurately described by simple functional forms with only two free parameters. For the means, this is not only in line with the well-established colour-magnitude relation for both early- and late-type galaxies (e.g., Baum et al. 1959; Faber 1973; Visvanathan & Sandage 1977; Bower et al. 1992), but also with the results shown for GAMA by T15 in the overlapping mass range. Also broadly aligned with T15 is our finding of linear relations between the width of the Gaussians and stellar mass. We, however, expand over previous work in showing that these results hold at earlier cosmic times as well as at z ~ 0.

Together the means and standard deviations produce a fairly simple description of the blue and red populations, as can be seen in the upper panels of Figure 11. The inclusion of fractions in our modelling unlocks the more complex distribution of the probability of a galaxy being red that is seen in the bottom (top) panels of Figure 11 (12). These show that a statistically-driven selection of blue and red galaxies can not be replicated by the more simple selection criteria that are common in literature (e.g., Gonçalves et al. 2012; Smethurst et al. 2015; Bremer et al. 2018; Philipps et al. 2019). Figure 12 shows that this classification will not lead to a clean separation in sSFR-mass, but still remains fairly well-defined.

4.3 (iv) Is the green value a superposition of the blue and red populations, or a population on its own?

In agreement with the results from Schawinski et al. (2014) and T15, we do not find evidence for a separate green population at any cosmic time. Hence, the green valley is only a product of the overlap of the blue and red populations. The presence of this overlap between the blue and red populations indicates that galaxies become red before they reach a colour close to the mean of the red population, suggesting that the transformation from blue to red happens on shorter timescales than the transition from being confidently-classified as blue to confidently classified as red.

While small, the overlap between the two populations also indicates that there are blue (red) galaxies that are redder (bluer) than the bluest (reddest) galaxies of the blue (red) population. While that statement may seem contradictory, it points to an intrinsic difference between both populations that it is not fully captured just by colour and stellar mass. This reinforces what was already suggested by Schawinski et al. (2014), that the processes responsible for transforming a blue galaxy into a red galaxy are not the same, or at least operate differently, to those that make a blue galaxy a comparatively red member of the blue population.

Figure 12 shows that the overlap between the two populations is remarkably narrow, as indicated by the regions where the shading in the Figure transitions from blue to red. This narrow transition is similar to the results seen in figure 11 of T15 but unlike classifications used to measure the timescale on which galaxies cross the green valley by e.g., Gonçalves et al. (2012); Smethurst et al. (2015); Bremer et al. (2018). The expectation from this is that we will measure shorter transition timescales than previous literature using similar methods, which we will explore in Bravo et al. (in preparation).

4.4 (i) How have the colours of the local blue and red populations evolve with time?

We find that both blue and red massive galaxies become redder with time, while smaller galaxies remain a similar colour through cosmic time, in agreement with the cosmic SFH results in B20b. These two results combined are consistent with the idea of downsizing (e.g., Cowie et al. 1996; Kodama et al. 2004; Neistein et al. 2006; Fontanot et al. 2009; Gonçalves et al. 2012). This suggests that small galaxies follow evolutionary paths that are not directly affected by the age
of the Universe, while massive galaxies become noticeably more metal-rich, less star-forming, or a mix of both, with cosmic time. Another almost constant quantity with time is the width of the colour distribution of each population, which suggests that, for a given mass, the variety of evolutionary paths that galaxies follow to reach said mass is invariant with cosmic time. The sharpness of the transition from blue- to red-dominated decreases with time, which implies that the quenching timescale for galaxies near the transition mass becomes larger with time. At the low-mass end, the near static nature of both populations suggests the timescales are near time-invariant for these galaxies.

5 CONCLUSIONS

In this work we have introduced a novel method to reconstruct the colour evolution of low-redshift galaxies, using the SED fitting software ProSPECT. We then present a method to classify galaxies into colour populations and characterising their evolution in time. We test these methods using simulated galaxies from SHARK, testing both the predicted evolution from the simulation and how our reconstructing method matches the true evolution when the answer is known beforehand.

Our main findings can be summarised as:

- We can to reconstruct the evolution of galaxies up to a lookback time of ~ 6 Gyr, from where our results become driven by the modelling choices we adopt for the SED fitting.
- We find no evidence of a green galaxy population, with the green valley being a mix of blue and red galaxies.
- While in good qualitative agreement, small but measurable tensions in the colour evolution of galaxies are apparent at the quantitative level between simulations and observations.
- At a fixed stellar mass, we observe a strong colour evolution for massive galaxies, both blue and red, while low-mass galaxies remain of a similar colour.
- We find that galaxies reaching a given stellar mass display a variety of evolutionary paths that is invariant with time, as encoded in the almost complete lack of evolution of the width of the populations.
- We find further evidence for the red population assembling from the high-mass end down.

These results will serve as the foundation for Bravo et al. (in preparation), where we will use this statistical model of the colour population to select present-day red galaxies and study the timescales for their transition from blue to red galaxies.
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error budget to that we could produce a better recovery of the SFH by fixing the transition mass. Figure A2 shows no obvious signals of a poor recovery for a subset of the galaxies in the log-likelihood distribution, which combined with the previously mentioned tensions lead us to assert that in this work we provide the best SED fitting results for galaxies. The conclusion from this analysis is that we find in general good agreement between the true galaxy properties in SHARK and the best-fit results from fitting said galaxies with ProSpect. Figure A1 shows that the recovered SHARK galaxies are too star-forming between 3 and ~10 Gyr of lookback time. This poor recovery of the SFH explains what we see in Figure 8, as the first peak in the stacked SFH in shark fits the early red population that agrees with SHARK, but the shift of the stacked SFH towards younger ages delays the downward evolution of the transition mass. Figure A2 shows no obvious signals of a poor recovery for a subset of the galaxies in the log-likelihood distribution of the fits, e.g., there is no clear evidence for any group of galaxies being stuck in relatively poor fits.

In our extensive exploration of our fitting procedure, we found that we could produce a better recovery of the SFH by fixing the error budget to 10% of the flux (instead of drawing errors from the best-fit results from fittingsaidgalaxies). The conclusion from this analysis is that we find in general good agreement between the true galaxy properties in SHARK and the best-fit results from fitting said galaxies with ProSpect. Figure A1 shows that the recovered SHARK galaxies are too star-forming between 3 and ~10 Gyr of lookback time. This poor recovery of the SFH explains what we see in Figure 8, as the first peak in the stacked SFH in SHARK fits the early red population that agrees with SHARK, but the shift of the stacked SFH towards younger ages delays the downward evolution of the transition mass. Figure A2 shows no obvious signals of a poor recovery for a subset of the galaxies in the log-likelihood distribution of the fits, e.g., there is no clear evidence for any group of galaxies being stuck in relatively poor fits.

In our extensive exploration of our fitting procedure, we found that we could produce a better recovery of the SFH by fixing the error budget to 10% of the flux (instead of drawing errors from the best-fit results from fittingsaidgalaxies), but that leads to trade-offs in the recovery of other properties. The stellar mass recovery proved strongly insensitive to large errors. The conclusion from this analysis is that we find in general good agreement between the true galaxy properties in SHARK and the best-fit results from fitting said galaxies with ProSpect. Figure A1 shows that the recovered SHARK galaxies are too star-forming between 3 and ~10 Gyr of lookback time. This poor recovery of the SFH explains what we see in Figure 8, as the first peak in the stacked SFH in SHARK fits the early red population that agrees with SHARK, but the shift of the stacked SFH towards younger ages delays the downward evolution of the transition mass. Figure A2 shows no obvious signals of a poor recovery for a subset of the galaxies in the log-likelihood distribution of the fits, e.g., there is no clear evidence for any group of galaxies being stuck in relatively poor fits.

In our extensive exploration of our fitting procedure, we found that we could produce a better recovery of the SFH by fixing the error budget to 10% of the flux (instead of drawing errors from the best-fit results from fittingsaidgalaxies), but that leads to trade-offs in the recovery of other properties. The stellar mass recovery proved strongly insensitive to large errors. The conclusion from this analysis is that we find in general good agreement between the true galaxy properties in SHARK and the best-fit results from fitting said galaxies with ProSpect. Figure A1 shows that the recovered SHARK galaxies are too star-forming between 3 and ~10 Gyr of lookback time. This poor recovery of the SFH explains what we see in Figure 8, as the first peak in the stacked SFH in SHARK fits the early red population that agrees with SHARK, but the shift of the stacked SFH towards younger ages delays the downward evolution of the transition mass. Figure A2 shows no obvious signals of a poor recovery for a subset of the galaxies in the log-likelihood distribution of the fits, e.g., there is no clear evidence for any group of galaxies being stuck in relatively poor fits.
these results is that we cannot fully recover the galaxy evolution predicted by SHARK using ProSpect.

The readers familiar with existing literature on SED fitting may recognise that simpler parametric SFH models lead to similar stellar age biases (Iyer & Gawiser 2017; Leja et al. 2019; Lower et al. 2020; e.g.), which raises the question of whether this is also true for the more flexible skewed-Normal SFHs that we use in ProSpect. While other work using ProSpect with this SFH model have found good agreement with previous literature on a variety of measurements (e.g., Bellstedt et al. 2020, 2021; Thorne et al. 2021), we acknowledge that we have not directly addressed this topic. A deep exploration of the differences between models is outside the scope of this work, so here we only offer sufficient evidence to demonstrate that our choice of a parametric SFH is not the cause for our failure to better reconstruct the evolution of SHARK galaxies.

A1 Exploring parametric versus non-parametric SFHs with GAMA galaxies

To test this, we will use the non-parametric SFH model included in ProSpect, which uses 5-segment piece-wise constant SFH. This models is formally defined by 11 free parameters, six that define the lookback time limits of each segment plus five for the SFR in each segment, but we leave the former fixed at their default values and only fit the latter. A critical challenge for this test is that fitting our SHARK sample proved to be a factor of ~ 100 more computationally expensive compared to GAMA galaxies, so we will use the latter for the test. This decision means that we will not be able to compare to a ground truth, but comparing the skewed-Normal model with the piece-wise constant model should make clear if the former leads to biases in stellar age.

**Figure A1.** Comparison of the evolution of the sSFRs from SHARK and SHARKfit. Left and right panels: the solid line indicates the running median, while the shaded areas the ranges between different pairs of running percentiles. Middle panel: both the running medians and the region between the running 20th-80th running percentiles for both SHARK and SHARKfit. Line colours as in Figure 3.

Since ProSpect is unique in the literature in the use of an evolving ZH, this is another potential source of differences, so here we compare the results obtained from three SFH/ZH combinations:

- **Parametric + evolving metallicity (PcZ):** Skewed-Normal SFH combined with a ZH linearly mapped from the mass growth. This is the combination that was the focus of Robotham et al. (2020) and used by Bellstedt et al. (2020b, 2021); Thorne et al. (2021) and this work.
- **Non-parametric + evolving metallicity (NPcZ):** Piece-wise constant SFH combined with a ZH linearly mapped from the mass growth. This is a novel combination which enables a direct comparison between the SFH models.
- **Non-parametric + constant metallicity (NPcZ):** Piece-wise constant SFH combined with a constant ZH with the metallicity value being a parameter to be fit. This combination offers a direct comparison to prior uses of non-parametric models in the literature.

**Figure A2.** Log-likelihood distribution of the SED fits to our SHARK galaxy sample.

---

15 Called mass.func.b5 in Robotham et al. (2020).
19 The default values for the transition between segments are: 0, 0.1, 1, 5, 9, and 13 Gyr.
20 We used a log-Uniform prior range $10^{-7}-10^{3}$ $M_{\odot}$yr$^{-1}$ for each star formation bin.
Figure A3 shows a comparison between the recovered stellar masses, colours and gas-phase metallicities for the three combinations of models. Both PeZ and NPeZ SFH/ZH combinations show a remarkable agreement for all properties, with small biases and scatter. These results show that our choice of SFH does not lead to the disagreements seen in previous literature between parametric and non-parametric SFHs for stellar masses (e.g., Iyer & Gawiser 2017; Carnall et al. 2019; Leja et al. 2019a,b; Lower et al. 2020). The comparison between our choice of SFH/ZH (PeZ) to that common in literature using non-parametric SFHs (NPcZ) does show...
tension between stellar masses and gas-phase metallicities, where the stellar masses from the latter combination are weakly biased low compared to the former (by \( \sim 0.15 \) dex), and the metallicities show no correlation between the two models.

To evaluate for stellar age biases, we show in Figure A4 the total cumulative stellar mass formed for each model combination\(^{21}\). Once we account for the reduced amount of stellar mass formed by the NPeZ model, both PeZ and NPeZ model are in remarkable agreement. This indicates that our choice of SFH/ZH does not show a bias in stellar ages when compared with literature examples of non-parametric SFHs. Equally remarkable is that both PeZ and NPeZ are biased toward younger ages when compared with the NPeZ combination. These results suggest that this combination (non-parametric SFH + evolving ZH) deserves to be explored in future work, but for the scope of this work they are enough evidence that the SFH we recover from SHARK is not a direct consequence of using a parametric SFH.

### APPENDIX B: TABULATED EVOLUTION PARAMETERS

Table B1 shows the best fit parameters for Equations 6, 7, 8, 9, 12, 13, 16, 17, 18 and 19.

This paper has been typeset from a TeX/LaTeX file prepared by the author.

---

\(^{21}\) These are the result of integrating the stacked SFH of each model.

---

For all SHARK galaxies that have reached the red population \( (P_R > 0.98) \) at any point in time, we find that \( \sim 30\% \) of the galaxies that reached the red population have left it at some point, half of which still remained more likely to be red than blue (i.e., \( \sim 15\% \) crossed \( P_R > 0.5 \)). Only \( \sim 10\% \) reached again the blue population \( (P_R < 0.02) \). These results show that we are guaranteed not to be able to properly model the evolution of some galaxies in SHARK, but this a rare enough occurrence to not affect the overall population evolution\(^{22}\), as only \( \sim 3\% \) of the galaxies become red to then rejuvenate.

Ruling out rejuvenation does not answer why we are not able to recover the evolution of SHARK galaxies. Exploring the correlation between true and recovered galaxy properties we found that galaxies above \( \sim 10^{10.5} M_\odot \) are systematically fit with stellar populations that are too red, yet their metallicity are systematically under-predicted. Their dust opacities are also under-predicted, which to some degree balances out the too-red stellar population. This is driven by the assumption we make that \( \eta_{\text{ISM}} \) has a fixed value (the same assumption made by B20b and T21). This is not true for SHARK, as we calculate these values in a per-galaxy basis\(^{23}\).

Since recovery of dust becomes more challenging for red colours, this leads to the mean of the massive end of the red population being set by our choice of \( \eta_{\text{ISM}} \). We find that setting a lower value for \( \eta_{\text{ISM}} \) leads to an improved colour recovery. This improvement is a consequence of massive SHARK galaxies being bulge-dominated \( (B/T \gtrsim 0.8) \), which are predicted with steeper ISM attenuation slopes than the default value in Prospekt\(^{24}\) (see figure 4 of Lagos et al. 2019). We also found that fitting this value instead does not lead to an improvement compared to the defaults assumed for GAMA, suggesting that degeneracies with other parameters may be at play. We leave for future work to test if whether this is also true for GAMA, and if so what is the best approach to treat these parameters.

---

\(^{22}\) We would not be justified in our choice of SFH should we be interested in reconstructing the evolution of these galaxies.

\(^{23}\) For the birth clouds in SHARK \( \eta_{\text{BC}} \) is fixed to the same default value in Prospekt. \( \eta_{\text{BC}} = -0.7 \).

\(^{24}\) The disc attenuation slope predicted in SHARK is in better agreement with the default value.
| Parameter | GAMA | SHARK |
|-----------|------|-------|
| $\alpha_{\mu B}$ | $-2.30\times 10^{-6}$ | $1.825\times 10^{-3}$ |
| $\beta_{\mu B}$ | $-7.70\times 10^{-4}$ | $8.639\times 10^{-7}$ |
| $\alpha_{\mu R}$ | $\times$ | $\times$ |
| $\beta_{\mu R}$ | $-8.42\times 10^{-4}$ | $-2.83\times 10^{-5}$ |
| $M_T$ | $6.197\times 10^{-4}$ | $5.575\times 10^{-3}$ |
| $k$ | $2.477\times 10^{-3}$ | $2.32\times 10^{-2}$ |
| $\alpha_{\nu B}$ | $-1.686\times 10^{-4}$ | $-1.674\times 10^{-2}$ |
| $\beta_{\nu B}$ | $3.038\times 10^{-4}$ | $2.868\times 10^{-4}$ |
| $\alpha_{\nu R}$ | $\times$ | $\times$ |
| $\beta_{\nu R}$ | $7.031\times 10^{-4}$ | $-1.301\times 10^{-4}$ |

Table B1. Values for the time evolution parameterisation of the means (Section 3.3.1, Equations 6-7), weights (Section 3.4.1, Equations 12-13) and standard deviations (Section 3.4.2, Equations 16-19).