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Abstract—We consider the design and analysis of spatially coupled sparse regression codes (SC-SPARCs), which were recently introduced by Barbier et al. for efficient communication over the additive white Gaussian noise channel. SC-SPARCs can be efficiently decoded using an Approximate Message Passing (AMP) decoder, whose performance in each iteration can be predicted via a set of equations called state evolution. In this paper, we give an asymptotic characterization of the state evolution equations for SC-SPARCs. For any given base matrix (that defines the coupling structure of the SC-SPARC) and rate, this characterization can be used to predict whether AMP decoding will succeed in the large system limit. We then consider a simple base matrix defined by two parameters (ω, Λ), and show that AMP decoding succeeds in the large system limit for all rates \( R < C \). The asymptotic result also indicates how the parameters of the base matrix affect the decoding progression. Simulation results are presented to evaluate the performance of SC-SPARCs defined with the proposed base matrix.

I. INTRODUCTION

We consider communication over the memoryless additive white Gaussian noise (AWGN) channel, in which the output \( y \) is generated from input \( x \) according to \( y = x + w \). The noise \( w \) is Gaussian with zero mean and variance \( \sigma^2 \), and the input \( x \) has an average power constraint \( P \). If \( x_1, x_2, \ldots, x_n \) are transmitted over \( n \) uses of the channel then

\[
\frac{1}{n} \sum_{i=1}^{n} x_i^2 \leq P.
\]

The Shannon capacity of this channel is given by \( C = \frac{1}{2} \ln (1 + \frac{P}{\sigma^2}) \) nats/transmission.

Sparse superposition codes, or sparse regression codes (SPARCs), were introduced by Joseph and Barron [1], [2] for efficient communication over the AWGN channel. These codes have been proven to be reliable at rates approaching \( C \) with various low complexity iterative decoders [2]–[4]. As shown in Fig. 1, a SPARC is defined by a design matrix \( A \) of dimensions \( n \times ML \), where \( n \) is the code length and \( M, L \) are integers such that \( A \) has \( L \) sections with \( M \) columns each. Codewords are generated as linear combinations of \( L \) columns of \( A \), with one column from each section. Thus a codeword can be represented as \( A\beta \), with \( \beta \) being an \( ML \times 1 \) message vector with exactly one non-zero entry in each of its \( L \) sections. The message is indexed by the locations of the non-zero entries in \( \beta \). The values of the non-zero entries are fixed a priori.

Since there are \( M \) choices for the location of the non-zero entry in each of the \( L \) sections, there are \( M^L \) codewords. To achieve a communication rate of \( R \) nats/transmission, we therefore require

\[
M^L = e^{nR} \quad \text{or} \quad nR = L \ln M.
\]

In the standard SPARC construction introduced in [1], [2], the design matrix \( A \) is constructed with i.i.d. standard Gaussian entries. The values of the non-zero coefficients in the message vector \( \beta \) then define a power allocation across sections. With an appropriately chosen power allocation (e.g., one that is exponentially decaying across sections), the feasible decoders proposed in [2]–[4] have been shown to be asymptotically capacity-achieving. The choice of power allocation has also been shown to be crucial for obtaining good finite length performance with the standard SPARC construction [5].

Spatially coupled (SC) SPARCs, where the design matrix is composed of blocks with different variances, were recently proposed in [6]–[9]. In these works, an approximate message passing (AMP) algorithm was used for decoding, whose performance can be predicted via a recursion known as state evolution. The state evolution recursion was analyzed for a certain class of SC-SPARCs by Barbier et al. [6], using the potential function method introduced in [10], [11]. It was shown in [6] that for any \( R < C \), state evolution predicts vanishing probability of decoding error in the limit of large code length.

As in [6], we analyze the AMP decoder for SC-SPARCs via the associated state evolution recursion. However, the analysis in this paper does not use the potential function method;
rather, it is based on a simple asymptotic characterization of the state evolution equations (Lemmas 1 and 2). This characterization gives insight into how the parameters defining the spatial coupling influence the decoding progression. For a given coupling matrix, the result can be used to determine whether reliable AMP decoding is possible in the large system limit. (In the rest of the paper, the terminology ‘large system limit’ or ‘asymptotic limit’ refers to \((L, M, n)\) all tending to infinity such that \(L \ln M = nR\).)

Using a simple base matrix inspired by protograph-based spatially coupled LDPC constructions, we show that state evolution predicts reliable AMP decoding for all rates \(R < C\), and bound the number of iterations required in the large system limit (Proposition 1). We also present numerical simulation to evaluate the finite length performances of SC-SPARCs constructed using the proposed base matrix.

We note that the results in this paper do not constitute a complete proof that SC-SPARCs are capacity-achieving. For this, one has to further show that the mean-squared error of the AMP estimates converges almost surely to the corresponding state evolution prediction. Obtaining such a result by extending the AMP analysis techniques for standard SPARCs [4], [12] is part of ongoing work.

II. SPATIALLY COUPLED SPARC CONSTRUCTION

In a spatially coupled (SC) SPARC, the design matrix \(A\) (see Fig. 1) consists of independent zero-mean normally distributed entries whose variances are specified by a base matrix \(W\) of dimension \(L_R \times L_C\). The matrix \(A\) is obtained from the base matrix \(W\) by replacing each entry \(W_{rc}\), for \(r \in [L_R], c \in [L_C]\), by an \(M_R \times M_C\) block with i.i.d. entries \(\sim N(0, \frac{1}{L} W_{rc}(j))\). \(L\) (the set \(\{1, 2, \ldots, k\}\)) is denoted by \([k]\). See Fig. 2 for an example, and note that \(n = L_R M_R\) and \(ML = L_C M_C\).

From the construction, the design matrix has independent normal entries
\[
A_{ij} \sim N\left(0, \frac{1}{L} W_{r(i)c(j)}\right) \quad \forall \ i \in [n], \ j \in [ML].
\] (3)

The operators \(r(\cdot) : [n] \rightarrow [L_R]\) and \(c(\cdot) : [ML] \rightarrow [L_C]\) map a particular row or column index to its corresponding row or column block index. Conversely, we define operators \(\mathcal{R}(\cdot)\) and \(\mathcal{C}(\cdot)\) which map row and column block indices to the set of row and column indices they correspond to, i.e.,
\[
\mathcal{R}(r) = \{(r-1)M_R + 1, \ldots, rM_R\} \quad \text{for} \ r \in [L_R],
\]
\[
\mathcal{C}(c) = \{(c-1)M_C + 1, \ldots, cM_C\} \quad \text{for} \ c \in [L_C].
\] (4)

Therefore, \(|\mathcal{R}(r)| = M_R\) and \(|\mathcal{C}(c)| = M_C\), for \(r \in [L_R]\) and \(c \in [L_C]\). We also require \(L_C\) to divide \(L\), resulting in \(\frac{L}{L_C}\) sections per column block.

The non-zero coefficients of \(\beta\) (see Fig. 1) are all set to 1, i.e., \(c_1 = c_2 = \ldots = c_L = 1\). Then, for any base matrix \(W\), it can be shown that the entries must satisfy
\[
\frac{1}{L R_C} \sum_{r=1}^{L_R} \sum_{c=1}^{L_C} W_{rc} = P
\] (5)
in order to satisfy the average power constraint in (1).

The trivial base matrix with \(L_R = L_C = 1\) corresponds to a standard (non-SC) SPARC without power allocation [1], while a single-row base matrix \(L_R = 1, L_C = L\) is equivalent to standard SPARCs with power allocation [2], [4]. In this paper, we use the following base matrix inspired by the coupling structure of SC-LDPC codes constructed from protographs [13].

**Definition 1:** An \((\omega, \Lambda)\) base matrix \(W\) for SC-SPARCs is described by two parameters: coupling width \(\omega \geq 1\) and coupling length \(\Lambda \geq 2\omega - 1\). The matrix has \(L_R = \Lambda + \omega - 1\) rows, \(L_C = \Lambda\) columns, with each column having \(\omega\) identical non-zero entries. For an average power constraint \(P\), the \((r, c)\)th entry of the base matrix, for \(r \in [L_R], c \in [L_C]\), is given by
\[
W_{rc} = \begin{cases} 
    P \cdot \frac{\Lambda + \omega - 1}{\omega} & \text{if} \ c \leq r \leq c + \omega - 1, \\
    0 & \text{otherwise}.
\end{cases}
\] (6)

The base matrix in Fig. 2 has parameters \(\omega = 3\) and \(\Lambda = 7\).

Each non-zero entry in an \((\omega, \Lambda)\) base matrix \(W\) corresponds to an \(M_R \times (ML/L_C)\) block in the design matrix \(A\). Each block can be viewed as a standard (non-SC) SPARC with \(\frac{L}{L_C}\) sections (with \(M\) columns in each section), code length \(M_R\), and rate \(R_{inner} = \frac{(L/L_C) \ln M}{M}\) nats. Using (2), the overall rate of the SC-SPARC is related to \(R_{inner}\) according to
\[
R = \frac{\Lambda}{\Lambda + \omega - 1} R_{inner}.
\] (7)

With spatial coupling, \(\omega\) is an integer greater than 1, so \(R < R_{inner}\), which is often referred to as a rate loss. The rate loss depends on the ratio \((\omega - 1)/\Lambda\), which becomes negligible when \(\Lambda\) is large w.r.t. \(\omega\).

**Remark 1:** SC-SPARC constructions generally have a ‘seed’ to jumpstart decoding. In [6], a small fraction of sections of \(\beta\) are fixed a priori — this pinning condition is used to analyze the state evolution equations via the potential function method. Analogously, in the construction in [9], additional rows are introduced in the design matrix for the blocks corresponding...
to the first row of the base matrix. In an \((\omega, \Lambda)\) base matrix, the fact that the number of rows in the base matrix exceeds the number of columns by \((\omega - 1)\) helps decoding start from both ends. The asymptotic state evolution equations derived in Sec. IV-A show how AMP decoding progresses in an \((\omega, \Lambda)\) base matrix.

III. AMP decoder

The decoder aims to recover the message vector \(\beta \in \mathbb{R}^{ML}\) from the channel output sequence \(y = Ax + w \in \mathbb{R}^n\). Approximate Message Passing (AMP) [14], [15] refers to a class of iterative algorithms that are Gaussian/quadratic approximations of loopy belief propagation for certain high-dimensional estimation problems (e.g., compressed sensing and low-rank matrix estimation). For decoding SC-SPARCs, we use the following AMP decoder, which is similar to the one used in [9], and can be derived from the Generalized Approximated Message Passing algorithm [15] by using the variances specified by the base matrix for the blocks of \(A\).

Given the channel output sequence \(y\), the AMP decoder generates successive estimates of the message vector, denoted by \(\beta^t \in \mathbb{R}^{ML}\), for \(t = 0, 1, \ldots\). It initialises \(\beta^0\) to the all-zero vector, and for \(t \geq 0\), iteratively computes

\[
\begin{align*}
\varepsilon^t & = y - Ax + \hat{b}^t \odot z^{t-1} \\
\beta^{t+1} & = \eta \left( \beta^t + \psi^t \odot \left[ A^T (\varepsilon^t \odot (\bar{\psi}^t)^{-1}) \right] \right),
\end{align*}
\]

(8)

where \(\odot\) is the Hadamard (element-wise) product, and \(z^{-1}\) is set to the all zero vector. The vector \((\bar{\psi}^t)^{-1}\) denotes the element-wise inverse of \(\bar{\psi}^t \in \mathbb{R}^n\). The vectors \(\hat{b}^t \in \mathbb{R}^n\) and \(\bar{\psi}^t \in \mathbb{R}^n\) are obtained by repeating \(M_R\) times each entry of \(b^t \in \mathbb{R}^{L_R}\) and \(\psi^t \in \mathbb{R}^{L_R}\). Similarly, \(\bar{\psi}^t \in \mathbb{R}^{ML}\) is obtained by repeating \(M_C\) times each entry of \(\psi^t \in \mathbb{R}^{LC}\). The vectors \(\varepsilon^t, \psi^t, b^t\) in (8) are computed as follows:

\[
\varepsilon^t = \frac{L}{M_R} \left[ W^T (\psi^t)^{-1} \right]^{-1},
\]

(9)

and for \(r \in [L_R]\),

\[
\begin{align*}
\psi_r^t & = \left\| z_{R(r)} \right\|_2^2 / M_R, \\
b_r^t & = \frac{1}{L_C} \left[ \sum_{c=1}^{L_C} W_{rc} \left( 1 - \frac{||\beta_{G(c)}^t||_2}{L/L_C} \right) \right] (\psi_r^{t-1})^{-1}. 
\end{align*}
\]

(10)

Finally, let \(sec(\ell)\) denote the set of column indices in the \(\ell^{th}\) section, i.e., \(sec(\ell) := \{(\ell - 1)M + 1, \ldots, \ell M\}\) for \(\ell \in [L]\). The denoising function \(\eta : \mathbb{R}^{ML} \times \mathbb{R}^{ML} \rightarrow \mathbb{R}^{ML}\) is written as \(\eta = (\eta_1, \ldots, \eta_{ML})\), where for \(j \in [ML]\) such that \(j \in sec(\ell)\),

\[
\eta_j(s, \bar{c}) = \frac{e^{s_j / \gamma_j}}{\sum_{j' \in sec(\ell)} e^{s_{j'} / \gamma_{j'}}}.
\]

(12)

Notice that \(\eta_j(s, \bar{c})\) depends on all the components of \(s\) and \(\bar{c}\) in the section containing \(j\).

When the change in \(\beta^t\) (or one of the other parameters) across successive iterations falls below a pre-specified tolerance, or the decoder reaches a maximum allowed iteration number, we take the latest AMP estimate, and set the largest entry in each section to 1 and the remaining entries to zero. This gives the decoded message vector, denoted by \(\hat{\beta}\).

**Interpretation of the AMP decoder:** The first argument of the \(\eta(\cdot, \cdot)\) in (8), denoted by \(s^t\), can be viewed as a noisy version of \(\beta\). In particular, the entry \(s_t^t\) is approximately distributed as \(\beta + \sqrt{\xi_t} Z\), where \(Z\) is a standard normal random vector independent of \(\beta\). Recall that \(\beta_{G(c)} \in \mathbb{R}^{MC}\) is the part of the message vector corresponding to column block \(c\) of the design matrix. Then, for \(c \in [LC]\), the scalar \(\xi_t^c\) is an estimate of the noise variance in block \(c\) of the effective observation \(s^t\), i.e., \(\xi_t^c \approx \frac{1}{M_C} ||\beta_{G(c)}^t - \beta_{G(c)}||_2^2\). Under the above distributional assumption, the denoising function \(\eta_j^t\) in (12) is the minimum mean squared error (MMSE) estimator for \(\beta_j\), i.e.,

\[
\eta_j(s, \bar{c}) = \mathbb{E} \left[ \beta_j | s = \beta + \bar{c} Z \right], \quad \text{for } j \in [ML],
\]

where the expectation is calculated over \(\beta\) and \(Z\), with the location of the non-zero entry in each section of \(\beta\) being uniformly distributed within the section.

The vector \(z^t \in \mathbb{R}^n\) in (8) is a residual vector, modified with the ‘Onsager’ term \(b^t \odot z^{t-1}\). This term arises naturally in the derivation of the AMP algorithm, and is crucial for good decoding performance. For intuition about the role of the Onsager term, see [16, Sec. I-C] and [11, Sec. VI]. Finally, for \(r \in [LR]\), the scalar \(\psi_r^t\) is an estimate of the variance of the \(r^{th}\) block of the residual \(z_{R(r)}^t\). The residual has approximately zero mean, hence (10) is used to estimate its variance.

The key difference between the AMP decoder in (8) and the one for standard (non-SC) SPARCs in [4] is that in the latter case, the variance \(\psi^t\) is a scalar that does not depend on the row index of the base matrix.

IV. PERFORMANCE OF THE AMP DECODER

The performance of a SPARC decoder is measured by the **section error rate**, defined as \(E_{sec} := \frac{1}{M} \sum_{\ell=1}^{M} 1\{\beta_{sec(\ell)} \neq \beta_{sec(\ell)}\}\). Here \(I\) is the indicator function and \(\beta_{sec(\ell)}\) is the length \(M\) vector corresponding to the \(\ell^{th}\) section of the message vector. If the AMP decoder is run for \(T\) steps, then the section error rate can be bounded in terms of the **normalized mean square error** (NMSE) \(\frac{1}{T} ||\beta - \beta||_2^2\) of the AMP decoder [4]. The NMSE can be predicted using a recursion called state evolution. For an SC-SPARC defined by base matrix \(W\), state evolution (SE) iteratively defines vectors \(\psi^t \in \mathbb{R}^{LR}\) and \(\psi^t \in \mathbb{R}^{LC}\) as follows. Initialize \(\psi_0^t = 1\) for \(c \in [LC]\), and for \(t = 0, 1, \ldots\), compute

\[
\phi_r^t = \sigma^2 + \frac{1}{L_C} \sum_{c=1}^{L_C} W_{rc} \psi_c^t, \quad r \in [LR],
\]

(13)

\[
\psi_c^{t+1} = 1 - \mathcal{E}(\tau_c^t), \quad c \in [LC],
\]

(14)

where \(\tau_c^t = \frac{1}{m_M} \left[ \frac{1}{L_C} \sum_{r} W_{rc} \psi_r^t \right]^{-1}\), and

\[
\mathcal{E}(\tau_c^t) = \mathbb{E} \left[ \frac{e^{U_1 / \sqrt{\tau_c^t}}}{e^{U_1 / \sqrt{\tau_c^t}} + e^{-U_1 / \sqrt{\tau_c^t}}} \sum_{j=2}^{M} e^{U_j / \sqrt{\tau_c^t}} \right],
\]

(15)
Normalised Mean Squared Error

This results in the following asymptotic state evolution recursion in (17)-(18) for an \((\omega, \Lambda)\) base matrix \(W\). We now apply it to the \((\omega, \Lambda)\) base matrix introduced in Definition 1. Recall that an \((\omega, \Lambda)\) base matrix has \(L_R = \Lambda + \omega - 1\) rows and \(L_C = \Lambda\) columns, with each column having \(\omega\) non-zero entries, all equal to \(P \cdot \Delta + \omega - 1\).

Lemma 2: The asymptotic SE recursion (17)-(18) is given for a general base matrix \(W\). We now apply it to the \((\omega, \Lambda)\) base matrix introduced in Definition 1. Recall that an \((\omega, \Lambda)\) base matrix has \(L_R = \Lambda + \omega - 1\) rows and \(L_C = \Lambda\) columns, with each column having \(\omega\) non-zero entries, all equal to \(P \cdot \Delta + \omega - 1\).

\[ \begin{align*}
\phi_r^t &= \sigma^2 + \frac{1}{L_C} \sum_{c=1}^{L_C} W_{rc} \hat{\psi}_c^t, \quad r \in [L_R], \\
\psi_c^{t+1} &= 1 - \left\{ \frac{1}{L_R} \sum_{r=1}^{L_R} W_{rc} \phi_r^t > 2R \right\}, \quad c \in [L_C],
\end{align*} \]

where \(\bar{\phi}, \bar{\psi}\) indicate asymptotic values.

Remark 2: The term \( \frac{1}{L_R} \sum_{r=1}^{L_R} W_{rc} \phi_r^t \) in (16) represents the average signal to effective noise ratio after iteration \(t\) for the column index \(c\). If this quantity exceeds the prescribed threshold of \(2R\), then the \(t^\text{th}\) block of the message vector, \(\beta_{C(c)}\), will be decoded at the next iteration in the large system limit, i.e., \(\psi_c^{t+1} = 0\).
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For the simulations, we used a Hadamard based design matrix $\kappa$ instead of a Gaussian one as it gives significant reduction in running time and required memory, with very similar error performance [4], [9].

Fig. 4 compares the average section error rate (SER) of spatially coupled SPARCs with standard (non-SC) SPARCs, both with and without power allocation (PA). The code length is the same for all three codes, and the power allocation was designed using the algorithm proposed in [5]. Comparing standard SPARCs without PA and SC-SPARCs, we see that spatial coupling significantly improves the error performance: the rate threshold below which the SER drops steeply to a negligible value is higher for SC-SPARCs. We also observe that at rates close to $C$, standard SPARCs with PA have lower SER than SC-SPARCs. However, as the rate decreases, the drop in SER for standard SPARCs with PA is not as steep as that for SC-SPARCs. Additional simulation results, showing the effect of changing $\omega$ while keeping $\Lambda$ fixed, are given in [17, Sec. V].
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