A new method incorporating deep learning with shape priors for left ventricular segmentation in myocardial perfusion SPECT images
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Abstract

\textbf{Background:} The assessment of left ventricular (LV) function by myocardial perfusion SPECT (MPS) relies on accurate myocardial segmentation. The purpose of this paper is to develop and validate a new method incorporating deep learning with shape priors to accurately extract the LV myocardium for automatic measurement of LV functional parameters.

\textbf{Methods:} A segmentation architecture that integrates a three-dimensional (3D) V-Net with a shape deformation module was developed. Using the shape priors generated by a dynamic programming (DP) algorithm, the model output was then constrained and guided during the model training for quick convergence and improved performance. An MPS dataset, including 31 subjects without or with mild ischemia, 32 subjects with moderate ischemia, and 12 subjects with severe ischemia, were retrospectively analyzed; myocardial contours were manually annotated as the ground truth. A stratified 5-fold cross-validation was used to train and validate our models. Left ventricular end-systolic volume (ESV), end-diastolic volume (EDV), ejection fraction (LVEF), and scar burden were measured from extracted myocardial contours to evaluate the clinical performance.

\textbf{Results:} Results of our proposed method agree well with those from the ground truth. Our proposed model achieved a Dice similarity coefficient (DSC) of 0.9573±0.0244, 0.9821±0.0137, and 0.9903±0.0041, a Hausdorff distances (HD) of 6.7529±2.7334 mm, 7.2507±3.1952 mm, and 7.6121±3.0134 mm in extracting the endocardium, myocardium, and epicardium, respectively. The correlation coefficients between LVEF, ESV, EDV, stress scar burden, and rest scar burden measured from the optimal model in the stratified 5-fold cross-validation and those from the ground truth were 0.92, 0.958, 0.952, 0.972, and 0.958, respectively.

\textbf{Conclusion:} Our proposed method achieved a high accuracy in extracting LV myocardial contours and assessing LV function. Future studies will further improve our method and investigate the values of LV parameters measured from our method in a clinical environment.
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1. Introduction

Coronary artery disease (CAD) is currently one of the diseases with the highest morbidity and mortality in the world [1]. Gated myocardial perfusion SPECT (MPS) is widely used for non-destructive diagnosis of CAD due to its excellent efficacy/cost ratio in assessing left ventricular function [2]. For quantitative analysis of the left ventricle (LV) in MPS, the endocardium, myocardium, and epicardium must be accurately delineated on perfusion images, followed by measurement of LV functional parameters [3]. Manual segmentation is time-consuming and lacks reproducibility [6]. Therefore, it is quite necessary to develop a precise, reproducible, and fully automated segmentation algorithm to improve the accuracy of quantitative analysis.

Currently, commercial software extracts the endocardial and epicardial surfaces by identifying the maximum myocardial counts and then applies a Gaussian fit with empirical standard deviation or threshold method to estimate the myocardial profile [7]. However, this method produces errors in assessing myocardial functions. In particular, left ventricular ejection fraction (LVEF) is often overestimated in patients with small hearts, and the error is more pronounced in female than in male [9].

Traditional image processing techniques have demonstrated good performance in cardiac image segmentation, such as atlas-based methods and model-based methods [12-15]. In recent years, deep learning models, which automatically learn high-level features of the potential distribution of data, have already outperformed traditional image segmentation algorithms in both accuracy and time efficiency [16]. Wang et al. [17] proposed the model by a multi-class three-dimensional (3D) V-Net to automatically extract the endocardium and epicardium in gated MPS, which exhibits excellent segmentation performance. The average Dice similarity coefficients (DSC) values of the model in the endocardium, myocardium, and epicardium of normal patients were 0.907, 0.926 and 0.965, respectively. Hausdorff distance (HD) for the endocardium was 8.402 mm and for the epicardium was 8.631 mm. Wen et al. [18] generated a preliminary dataset based on the dynamic programming (DP) tool and then manually adjusted the data with significant errors before using a U-Net network to extract the myocardial contours. The DSCs of this model on gated MPS images for endocardium, myocardium, and epicardium segmentation were 0.9222, 0.9580, and 0.9748, respectively. The HDs were 7.4767 mm, 7.7911 mm, and 8.0003 mm, respectively. Nevertheless, these deep learning methods still need to be improved for accurate LV segmentation in MPS. The object shapes extracted from traditional image segmentation algorithms have shown great success as prior knowledge in refining the deep learning models for medical image segmentation [19]. Combining the prior knowledge reduces the potential output space of model partitioning and speeds up the convergence during the model training [22]. However, prior knowledge is generally used as the model's input and is not easily obtained.

This study proposed a new deep learning-based method, called dynamic-programming shape-transformation V-net (DP-ST-V-Net). The innovations and our contributions are listed as follows:

(1) The myocardial contours generated by a DP algorithm were incorporated into the network as the prior knowledge, which significantly improved the accuracy of LV segmentation results.

(2) A novel segmentation architecture was proposed, which integrated a spatial transform network (STN) into a 3D V-Net to constrain and guide the model for segmentation. By deforming the shape prior, reliable segmentation results were produced.

2. Materials and methods

The proposed segmentation process is shown in Fig. 1. Firstly, the MPS image and the shape prior obtained by a DP algorithm are used as the dual-channel input of the V-Net to generate the coarse segmentation results, as shown in step 1. Then the output of the V-Net is used as the input of a STN, and the
STN network is trained to improve the segmentation results according to the shape prior generated by the DP algorithm, as shown in step 2. Finally, the V-Net and STN are combined to train the entire DP-ST-V-Net network, as shown in step 3.

Fig. 1. Proposed workflow for DP-ST-V-Net. The network consists of a V-Net and a STN. V-Net is used to extract the LV contours, and STN improves the V-Net output results. Shape prior generated by DP is used to restrict the search space and optimize the results. \( \lambda \) is the spatial transformation parameter generated by STN, and the probability map is non-rigidly transformed according to \( \lambda \).

2.1 Image acquisition and pre-processing

Seventy-five patients (47 males and 28 females, age 38 to 83 years, mean age 62.18±11.67 years old) were retrospective enrolled. They underwent MPS from March 2014 to August 2017 in the Jiangsu Provincial Hospital, China. The study was approved by the hospital’s Medical Ethics Committee, and all patients signed an informed consent form.

Each patient underwent 8 frames of ECG-gated rest and stress SPECT imaging after the injection of 20-30 mCi Tc-99m sestamibi. Thus, a total of 1200 3D MPS image volumes (75 patients × 2 [rest or stress] × 8) with a voxel size of 6.4 mm × 6.4 mm × 6.4 mm were available for this study. Patients were classified into three categories by clinical cardiologists based on medical conditions and MPS images at the enrollment: 31 subjects without ischemia or with mild ischemia, 32 subjects with moderate ischemia, and 12 subjects with severe ischemia.

During data preprocessing, each 3D MPS image volume was first cut longitudinally to generate 32 2D long-axis slices, as shown in Fig. 2 [24], and then each slice was automatically cropped into 32 × 32 pixels. In addition, data augmentation, including random scaling, flipping, and rotation, was performed on the 3D volume to increase the sample size and reduce overfitting during model training. The endocardium, myocardial, and epicardium were manually annotated by experienced operators and confirmed by clinical cardiologists, and then used as the ground truth.

The dataset including de-identified MPS images and manual annotations is publicly available at https://github.com/MIILab-MTU/SPECTMPISeg. A 5-fold cross validation method was used to train our model and evaluate the segmentation results. For each fold, four-fifths of the data was used for training and the other fifth is used for testing. To ensure the consistency of the training and test set, stratified random sampling was performed so that subjects with different ischemia conditions were randomly selected according to their proportions. For fair comparison, both our proposed method and benchmark models were trained and validated using the same data.
2.2 Shape prior generation

The automatic generation of shape prior information is a complex problem. Even if acquired, inaccurate shape priors may mislead the model and make it collapse during the training process. Compared with machine learning methods, the most obvious advantages of the DP algorithm are the simplicity and efficiency. In the DP procedure [24], the MPS images are first transformed from the original Cartesian coordinates to polar coordinates. Then the endocardial and myocardial contours are initially determined using the DP algorithm. After correcting the LV valve plane, the endocardial and epicardial contours are also determined. Relevant studies have proved that this method has achieved good results in the LV myocardium segmentation using gated MPS images [24]. Therefore, the myocardial contours generated by the DP algorithm are suitable for generating the shape priors in this study.

2.3 Proposed DP-ST-V-Net model for LV myocardial segmentation

The DP-ST-V-Net consists of a 3D V-Net for extracting myocardial contours and a shape deformation module to improve the output of the V-Net, as shown in Fig. 3.
2.3.1 The proposed V-Net module

The V-Net in this work is an end-to-end volume-based 3D image segmentation method, as shown in Fig. 3(a). The original SPECT image and the binary shape prior mask are first cropped to a cubic with the size of $32 \times 32 \times 32$ pixels to prevent them from being affected by the background area and then simultaneously input into the V-Net. The model's output is a probability map of the LV myocardial contour with the same size as the original image.

In detail, the V-Net consists of an encoder that extracts low-level and high-level features and a decoder that restores features. Both the encoder and the decoder contain multiple stages. As the image goes through the network, its resolution first decreases and then increases. The encoder is divided into multiple stages, and each stage contains two to three convolutional layers. The convolutional layer in the white block contains a kernel with a size of $5 \times 5 \times 5$ and a stride of 1, resulting in the same resolution of the output feature maps but increasing the number of channels. Then, a convolutional layer in the blue block contains a kernel with a size of $2 \times 2 \times 2$, and a stride of 2 is employed to reduce the resolution by half. After performing the convolution, the resolution of the feature maps is doubled using the deconvolution layers. Finally, a dropout layer [25] is added before the last convolutional layer, and the probability value is set to 0.8 to avoid over-fitting.

2.3.2 Shape deformation module

While the segmentation results generated by the DP algorithm have already achieved high performance, several predicted contours are not completely falling within the ideal position. Especially for some small heart patients, their valve planes cannot be generated accurately using DP algorithms [26]. However, inputting shape prior information generated by DP into V-Net reduces segmentation accuracy and affects the model performance. To address this problem, the shape deformation module is used to restrict the output of V-Net based on shape prior information to improve the accuracy of segmentation results.

The shape deformation module is implemented by STN [27], as shown in Fig. 3(b). It utilizes the automatically learned spatial transformation parameters to spatially align the shape prior into the ground truth, reducing the impact of the image on the segmentation task due to the spatial transformation. The objective function includes the difference between the transformed images, and the corresponding ground truth is utilized to optimize the network weights. The input of the STN is the V-Net segmentation result and the generated shape prior. They form a dual-channel feature map with the size of $32 \times 32 \times 32 \times 2$. The output of the STN model is 12 parameters, representing the non-rigid affine transformation, as defined in $\lambda$. The whole shape deformation module contains 7 convolutional layers for extracting image features. The Flatten layer converts the extracted feature maps into a one-dimensional feature vector, which is then generated by the fully connected layer into a corresponding transformation matrix.

In the DP-ST-V-Net model, the original SPECT image is denoted as $S$, and the shape prior generated by DP is denoted as $D$. The manually delineated myocardial contour is denoted as $Y$, the V-Net output is denoted as $Y'$, the result after performing the affine transformation is denoted as $Y''$, and their sizes are of $L \times W \times H$, where $L$, $W$ and $H$ represent the length, width, and height of the input image, respectively. The output result $Y''$ of V-Net and the shape prior $D$ form a two-channel image as STN input. The output of the STN model is the parameters of the affine transformation matrix $\lambda$.

The STN is divided into three parts: localization net, grid generator, and sampler. The localization net $f_{loc}$ is used to generate the transformation parameters $\lambda_{x,y,z}$, representing the coordinates of each pixel in the image. The images $Y'$ and $D$ are the input of the localization network. After performing the convolution and flattening the feature maps, the spatial transformation parameters are generated as follows:
The grid generator constructs a sampling grid based on the transform parameters predicted by the localization net. The input image is passed through the grid generator to obtain the affine transform function \( T_{\lambda_{x,y,z}} \). Assuming that each pixel coordinate of the feature image is \( (x_i', y_i', z_i') \), each pixel coordinate of the target image \( Y' \) is \( (x_i', y_i', z_i') \), and \( t \) denotes the output target, the correspondence between \( (x_i', y_i', z_i') \) and \( (x_i', y_i', z_i') \) is obtained as

\[
\begin{pmatrix}
x_i'' \\
y_i'' \\
z_i''
\end{pmatrix} = T_{\lambda_{x,y,z}}(G) = A_{\lambda_{x,y,z}} \begin{pmatrix}
x'_i \\
y'_i \\
z'_i
\end{pmatrix} = \begin{bmatrix}
\lambda_{11} & \lambda_{12} & \lambda_{13} & \lambda_{14} \\
\lambda_{21} & \lambda_{22} & \lambda_{23} & \lambda_{24} \\
\lambda_{31} & \lambda_{32} & \lambda_{33} & \lambda_{34}
\end{bmatrix} \begin{pmatrix}
x'_i \\
y'_i \\
z'_i
\end{pmatrix}, \quad i \in [1,\ldots,L \times W \times H],
\]

where \( A_{\lambda_{x,y,z}} \) is the affine relationship, and the output of \( G \) is the target pixel location.

Based on the above processing results, the sampling transformation of each coordinate point of the output feature map is completed. Cubic spline interpolation is used to calculate the sampling coordinates to prevent overflow of the coordinate positions, so that the coordinates of the voxels fall within the integer grid, as shown in Eq. (3),

\[
Y_i^n = \sum_{l} \sum_{w} \sum_{h} Y_{lwh}^n \max\left(0,1-|x_i'-l|\right) \max\left(0,1-|y_i'-w|\right) \max\left(0,1-|z_i'-h|\right),
\]

\[
\forall \ i \in [1,\ldots,L \times W \times H],
\]

where \( n \) represents the number of channels of the feature map, and \( Y_{lwh}^n \) is the coordinate of the position \((L, W, H)\) of the input feature map \( Y' \) at the channel \( n \). The STN, composed of the above three parts, which can be inserted into the neural network independently and trained jointly in the network to modify the parameters to complete the affine transformation of the feature information.

### 2.4 Loss function and optimization

#### 2.4.1 Loss function

DP-ST-V-Net contains a V-Net network segmenting the LV myocardial contour and a shape deformation module. In order to optimize the weight of each network and improve the model’s performance, we employ three loss functions in Fig. 4.
Fig. 4. Loss function for DP-ST-V-Net.

1. Loss function for V-Net

To train the V-Net network, a sigmoid cross entropy loss function is used to minimize the difference between the output \( y' \) and the ground truth \( y \) of the V-Net network, as shown in Fig. 4 for the loss 1. Suppose the activation function of ground truth \( y \) is \( V \), then the loss function of V-Net is designed as follows

\[
V = \text{sigmoid}(Y_{\text{sub}}),
\]

\[
L_{V-\text{Net}} = \sum_{l} \sum_{w} \sum_{h} (-Y'_{\text{sub}} \log V - (1 - Y'_{\text{sub}}) \times \log (1 - V)) + \|W_1\|_2,
\]

where \( W_1 \) represents all the weights in the V-Net network, and \( \|W_1\|_2 \) represents the \( L_2 \) norm of \( W_1 \) for regularization.

2. Loss function for shape deformation module

The gold standard is unknown for affine transformation parameters output by STN networks. Therefore, in this study, the STN output parameters \( \lambda \) are used to perform the affine transform using the output \( y' \) of V-Net. Then the weight of the shape deformation module is finely optimized by the difference between the transformed probability image \( y' \) and the ground truth \( y \), as shown in Fig. 4 for the loss 2. Another sigmoid cross entropy loss function minimizes the difference between \( y' \) and \( y \) as shown in Eq. (5),

\[
V = \text{sigmoid}(Y_{\text{sub}}),
\]

\[
L_{\text{Deformation}} = \sum_{l} \sum_{w} \sum_{h} (-Y'_{\text{sub}} \log V - (1 - Y'_{\text{sub}}) \times \log (1 - V)) + \|W_2\|_2,
\]

where \( W_2 \) represents the ownership weight of the shape deformation module.
3. Loss function for overall objective

Finally, to train the global network, the V-Net network and the shape deformation module are jointly trained, as the loss3 in Fig. 4, with a loss function defined in Eq. (6),

\[ V = \text{sigmoid}(Y_{\text{th}}) \],

\[ L_{\text{Global}} = AL_{\text{V-Net}} + BL_{\text{Deformation}} + C\|W\| \]

\[ = \sum_{i} \sum_{w} \sum_{h} \left( -Y_{\text{th}} \log V - (1-Y_{\text{th}}) \times \log (1-V) - Y_{\text{th}} \times \log V - (1-Y_{\text{th}}) \times \log (1-V) \right) + \|W_1\| + \|W_2\| \quad (6) \]

where \( \|W\| \) represents all the weights of the DP-ST-V-Net network. \( A, B, \) and \( C \) are the hyperparameter balanced V-Net, shape transformation module, and \( L_2 \) regularization, respectively.

The V-Net and shape deformation module contain 7.4 and 1.21 million weights, respectively. An \( L_2 \) regularization term is added to each objective function to prevent model overfitting and accelerate convergence.

2.4.2 Optimization strategy

To improve the model’s performance, a multi-step training strategy is designed, as shown in Algorithm 1. Eq. (4) is used as the loss function in the first stage. During this period, only the V-Net network is optimized. The shape deformation module is randomly initialized and has a fixed weight value. Eq. (5) is used as the loss function in the second stage. V-Net weights are fixed, and only the shape deformation module is trained. In the third stage, DP-ST-V-Net is trained jointly using Eq. (6) as the loss function. During the training period, Adam Optimizer is used to optimize the network structure, with a total training epoch of 3000 and a batch size of 8.

Algorithm 1
DP-ST-V-Net multi-step training strategy

| Input: S: Cropped SPECT raw images; Y: Manual depiction of the LV myocardial contour; \( \epsilon \): Number of epochs during training; |
| Output: DP-ST-V-Net for training; |
| Step1: Epoch is set to 0.1 \( \epsilon \) - 0.2 \( \epsilon \), V-Net is trained using Eq. (4) as the loss function; |
| Step2: Epoch is set to 0.2 \( \epsilon \) - 0.3 \( \epsilon \), shape deformation module is trained using Eq. (5) as the loss function; |
| Step3: Epoch is set to 0.3 \( \epsilon \) - \( \epsilon \), DP-ST-V-Net is trained using Equation (6) as the loss function. |

2.5 Evaluation metrics

The accuracy of the method is first quantitatively analyzed for measuring the performance of the model segmentation by the well-known evaluation metrics [28], including DSC and HD.

DSC is used to measure the overlap between the model segmentation foreground and the ground truth. If the region predicted by the model is denoted by \( Y' \) and the ground truth region is denoted by \( Y \), the DSC is defined in Eq. (7).
where \( o(Y') \) represents the binarization of the model prediction. The higher the ratio of the overlapping, the closer DSC is to 1. A higher DSC indicates a better model performance.

HD is the maximum distance used to measure the set of the shortest distances between the model segmentation foreground and the ground truth [30]. A smaller HD value indicates a more remarkable similarity between the predicted result and the ground truth. HD is defined in Eq. (8) and Eq. (9):

\[
HD(Y', Y) = \max(h(Y', Y), h(Y, Y'))
\]

where function \( h(A, B) \) represents:

\[
h(A, B) = \min(\max(\|a - b\|), a \in A, b \in B)
\]

To further measure the accuracy of DP-ST-V-Net segmentation, clinical parameters (including myocardial volume, ESV, EDV, LVEF, and scar burden) were calculated using the segmentation results of DP-ST-V-Net, and compared with the ground truth results as well as the results of the commercial software (Emory Cardiac Toolbox 4.0; Atlanta, GA).

The area of the myocardial endocardial surface is generally considered to be the LV cavity. The minimum and maximum endocardial volumes among all phases (0, 1/8... 7/8) represent ESV and EDV, respectively. After obtaining the endocardial surfaces, ESV and EDV are calculated using solid geometry. In particular, the calculated sampling points of ESV and EDV using our method are consistent with the commercial software. LVEF is defined in Eq. (10) [31]:

\[
EF = \frac{EDV - ESV}{EDV}
\]

For quantitative and qualitative assessment of scar burden, the myocardial perfusion distribution is constructed from the myocardium trajectory. The number of abnormal pixels (below the normal threshold for the location of the myocardium is then determined and proportional to the number of pixels in the entire myocardial region so that scar burden can be expressed as a percentage value.

Furthermore, the correlation degree of clinical parameters between DP-ST-V-Net and the ground truth is analyzed by Pearson correlation analysis, and the correlation coefficient \( r \) and P-value were calculated. A correlation coefficient \( r \) value closer to 1 represents a higher accuracy of DP-ST-V-Net. When the P value<0.05, it is considered as being statistically significant. The relative error of the DP-ST-V-Net measurement of myocardial volume shows the magnitude of its deviation from the ground truth result, and its corresponding formula is defined as Eq. (11):

\[
\delta = \frac{\Delta}{L} \times 100\%
\]

where \( \delta \) represents the actual relative error, \( \Delta \) represents the absolute error, and \( L \) represents the ground truth.

Corresponding Bland-Altman plots are drawn to show the absolute error between DP-ST-V-Net and the ground truth and the relationship between the error and myocardial volume size. At the same time, other clinical indicators are calculated in the same method as above to verify the accuracy of DP-ST-V-Net segmentation results.
3. Experimental results

Table 1
Comparison of different segmentation methods on MPS images.

| Method       | Authors                  | Patient type | Endo  | Myo  | Epi  | Endo  | Myo  | Epi  |
|--------------|--------------------------|--------------|-------|------|------|-------|------|------|
| 3D V-Net     | Wang et al. [17]         | Normal       | 0.907 | 0.926| 0.965| 8.402 | N/A  | 8.631|
|              |                          | Abnormal     | 0.910 | 0.927| 0.965| 8.384 | N/A  | 9.310|
| 3D U-Net     | Wen et al. [18]          | All          | 0.9222| 0.9580|0.9748| 7.4767| 7.7911|8.0003|
|              | DP-Net                   | All          | 0.9573|0.9821|0.9903|6.7529|7.2507|7.6121|

Endo Endocardium, Myo Myocardium, Epi Epicardium

Table 1 shows the results of the different segmentation methods in the MPS images. Two baseline models were implemented to demonstrate the validity of DP-ST-V-Net by removing the shape deformation module and shape prior information, respectively. The experimental results are shown in Table 2. Thus, a single-channel (MPS image) input V-Net model (V-Net) was obtained, which removes the shape deformation module and shape prior. The other is a V-Net model (MC-V-Net) with dual-channel (MPS image and shape prior) inputs, which was generated by removing the shape deformation module. Eq. (4) was used as the loss function for V-Net and MC-V-Net during the training process. During the experiments, DP-ST-V-Net, V-Net, and MC-V-Net used the same V-Net structure. Table 2 gives the DSC, HD, training time and test time results of these four segmentation methods for endocardium, myocardium and epicardium segmentation in 75 patients. The time taken to process a 3D MPS volume at a phase (prediction size of 32 × 32 × 32) is used as the test time.

Table 2
Mean DSC, HD, training time (for the training dataset) and test time (for each 3D volume) from 75 patients using DP, V-Net, MC-V-Net, and DP-ST-V-Net segmentation methods.

| Metrics      | Method     | Endocardium | Myocardium | Epicardium |
|--------------|------------|-------------|------------|------------|
|              | DP         | N/A         | N/A        | N/A        |
|              | V-Net      | 32.1869 ± 0.1169 | 32.3561 ± 0.1173 | 32.5595 ± 0.1193 |
|              | MC-V-Net   | 48.0532 ± 0.1473 | 48.1467 ± 0.1485 | 48.1604 ± 0.1487 |
|              | DP-ST-V-Net| 57.9210 ± 0.1822 | 58.0313 ± 0.1832 | 58.0659 ± 0.1848 |
|              |            | 6.7529 ± 2.7334 | 7.2507 ± 3.1952 | 7.6121 ± 3.0134 |
|              | V-Net      | 0.2304 ± 0.0002 | 0.2318 ± 0.0002 | 0.2320 ± 0.0003 |
|              | MC-V-Net   | 3.9724 ± 0.3352 | 6.0029 ± 0.4178 | 7.6635 ± 0.4915 |
|              | DP-ST-V-Net| 4.5899 ± 0.3352 | 6.6463 ± 0.4179 | 8.4202 ± 0.4916 |
As shown in Table 3, for DP-ST-V-Net, all the mean DSC values of the three types of myocardial ischemia severity are greater than 0.95, and the Hausdorff distances are less than 8 mm, which is less than 1.5 voxels since the voxel size is 6.4*6.4*6.4 mm^3. These results quantitatively show that the proposed DP-ST-V-Net achieve a better performance compared to the baseline models.

**Table 3**
Mean DSC and HD values of DP-ST-V-Net in endocardium, myocardium, and epicardium with different severity of myocardial ischemia.

| Metrics | Severity      | Endocardium       | Myocardium       | Epicardium       |
|---------|---------------|-------------------|------------------|------------------|
| DSC     | Normal or Mild| 0.9582 ± 0.0216   | 0.9846 ± 0.0114  | 0.9915 ± 0.0034  |
|         | Moderate      | 0.9571 ± 0.0223   | 0.9854 ± 0.0138  | 0.9894 ± 0.0045  |
|         | Severe        | 0.9563 ± 0.0251   | 0.9821 ± 0.0169  | 0.9872 ± 0.0063  |
| HD (mm) | Normal or Mild| 6.6855 ± 2.4438   | 7.2412 ± 3.0174  | 7.5360 ± 2.7543  |
|         | Moderate      | 6.7221 ± 2.6492   | 7.2392 ± 3.2146  | 7.6473 ± 2.9492  |
|         | Severe        | 6.7859 ± 2.8432   | 7.2721 ± 3.2264  | 7.6878 ± 3.1277  |

The segmentation results of DP-ST-V-Net, V-Net, MC-V-Net and DP are shown in Fig. 5 (One patient with mild or normal, one patient with moderate and one patient with severe myocardial ischemia were selected). Fig. 6 shows the segmentation results with moderate myocardial ischemia in 4 different gated phases. The slices at the same location are selected in each gated phase.
Fig. 5. Segmentation result images. From left to right are one normal or mild, one moderate, and one severe myocardial ischemia patient. The first row shows the original MPS image; the second row shows the ground truth; the third row shows the myocardial contours obtained by the DP; and in rows 4-6, the myocardial contours were obtained by DP, DP-ST-V-Net, MC-V-Net and V-Net, respectively.

Fig. 6. Images of segmentation results for a patient with moderate disease. The first two rows show the manually outlined myocardial contours at four gated phases during loading and resting. The last two rows
are the segmentation results of DP-ST-V-Net at four gated phases during the loading and resting states, respectively.

Fig. 7 shows that the myocardial volume of a patient calculated by the four segmentation methods during one cardiac cycle is shown. The myocardial volume measured by DP-ST-V-Net is 169.58cc, which is underestimated by 0.685% compared to the 170.75cc measured by the ground truth. DP-ST-V-Net is a more accurate reflection of myocardial volume than the baseline model. Notably, data from other patients are compared in the same method, and experimental results are similar. Therefore, this method can accurately quantify changes in myocardial volume within a cardiac cycle.

![Correlation analysis of LV volume measured by DP-ST-V-Net and the ground truth during different phases.](image)

**Fig. 7.** Correlated changes in LV myocardial volume measured at different phases using four segmentation methods in one patient are compared with ground truth myocardial volume.

Correlation analysis of LV volume measured by DP-ST-V-Net and the ground truth during different phases, the calculated r values are shown in Fig. 8. The r value for each phase is greater than 0.89 and the P-value is less than 0.001, indicating a significant linear correlation between the DP-ST-V-Net and the ground truth. Correlation analysis of the segmentation results of DP-ST-V-Net with ground truth in Gate#0 and Gate#3 are shown in Fig. 9, and the relative error of the corresponding LV volume is plotted as a Bland-Altman plot. The mean correlation coefficient between the calculated LV myocardial volume and the ground truth in all patients for each phase is 0.9434 ± 0.0339, with a mean relative error of -0.86 ± 2.88%. The correlation coefficient between the volume size and the volume error for all phase measurements is 0.187 (P=0.262).
**Fig. 8.** R values are calculated by DP-ST-V-Net and ground truth for measuring the LV myocardial volume in each phase.

**Fig. 9.** Correlation analysis and relative error between DP-ST-V-Net and ground truth measurement of LV myocardial volume at Gate#0 and Gate#3.

To verify the feasibility of the DP-ST-V-Net method in evaluating clinical parameters, the segmentation results were used to calculate LVEF, ESV, and EDV, and the correlation analysis was performed and compared with ground truth and commercial software results, as listed in Table 4. Fig. 10 shows the results of the correlation analysis of LVEF between the four segmentation methods and ground truth and professional software, respectively. Comparing the r values, the correlation between DP-ST-V-Net and ground truth and professional software is better. There is a strong correlation between DP-ST-V-Net and ground truth (r=0.920, P<0.001), and a strong correlation with professional commercial software (r=0.799, P<0.001). As shown in Fig. 11, DP-ST-V-Net achieves a higher correlation between male LVEF and ground truth (r=0.913, P < 0.001) and a higher correlation between female LVEF and ground truth (r=0.914, P < 0.001) than the baseline models. Furthermore, Similar studies were performed on EDV and ESV using the same method, as shown in Fig. 12 and Fig. 13. The EDV and ESV results were calculated between DP-ST-V-Net and ground truth. DP-ST-V-Net and professional commercial software show a better correlation than the other baseline models.

| Correlation r Value | Severity | LVEF   | ESV    | EDV    |
|---------------------|----------|--------|--------|--------|
| DP-ST-V-Net –       | Normal or | 0.9243 | 0.9604 | 0.9543 |
| Ground Truth | Mild       | Moderate   | Severe    |
|--------------|------------|------------|-----------|
|              | 0.9221     | 0.9577     | 0.9512    |
|              | 0.9178     | 0.9601     | 0.9514    |

| DP-ST-V-Net – Commercial Software | Normal or Mild       | Moderate   | Severe    |
|----------------------------------|----------------------|------------|-----------|
|                                  | 0.8144               | 0.8654     | 0.9347    |
|                                  | 0.8015               | 0.86       | 0.9316    |
|                                  | 0.78433              | 0.8632     | 0.9324    |

**Fig. 10.** Correlation analysis of calculated LVEF between DP-ST-V-Net, MC-V-Net, V-Net, DP and ground truth and commercial software, respectively.

**Fig. 11.** Correlation analysis of DP-ST-V-Net and ground truth to calculate LVEF in 27 males and 18 females.

**Fig. 12.** Correlation analysis of the calculated ESV between DP-ST-V-Net, MC-V-Net, V-Net, DP and ground truth and commercial software, respectively.
Fig. 13. Correlation analysis of the calculated EDV between DP-ST-V-Net, MC-V-Net, V-Net, DP and ground truth and commercial software, respectively.

In Fig. 14, for the 75 stress MPIs, the Pearson correlation coefficients are 0.972 in scar burden; for the 75 rest MPIs, the Pearson correlation coefficients are 0.958 in scar burden, both data are statistically significant.

Fig. 14. Correlation analysis of scar burden calculated by DP-ST-V-Net and ground truth. A scar sample is defined as less than 50% of the maximum uptake and scar burden is the percentage of the scar samples in the LV myocardium.

4. Discussion

4.1 Performance analysis

The contours of the proposed method for LV segmentation in cardiac MPS images are in good agreement with the ground truth. As listed in Table 1, the mean DSCs of myocardial contours delineated by DP-ST-V-Net are all greater than 0.95, and the HD values are less than 8 mm (image voxel size: 6.4 mm × 6.4 mm × 6.4 mm). Compared with other MPS segmentation methods in the table, the DSC value of this method is significantly improved, and the HD value is significantly decreased. Ablation experiments are performed to investigate whether the introduction of shape priors and shape deformation modules is
effective. As listed in Table 2, by adding two modules in sequence, the performance of the model is gradually improved. Therefore, adding shape prior and shape deformation modules can effectively improve the performance of the model. The results of contour segmentation are similar for the three categories of myocardial ischemic severity, as listed in Table 3, which demonstrates that the DP-ST-V-Net has a high degree of similarity between its output contours and ground truth during segmentation of the myocardium regardless of severity of myocardial ischemia in the patient.

The endocardium tends to be smaller than the LV myocardium and epicardium. Thus, the background region is favored during model output, and the segmented region is ignored. DP-ST-V-Net shows good performance even in recognizing endocardial contours, outperforming most current LV myocardial segmentation methods in gated MPS images. As shown in Fig. 5 and Fig. 6, the DP-ST-V-Net segmentation contours agree well with the ground truth.

4.2 Clinical analysis

Quantification of LV function parameters is critical for determining appropriate treatment plans and predicting the occurrence of adverse events [32]. However, when commercialized software commonly used clinically processes MPS images, it generally requires a specialized physician to perform correction or intervention. This is time-consuming and dependent on the subjective experience of the physician. Therefore, a reliable segmentation method is essential for the quantitative analysis of gated MPS images.

Two of the difficulties of LV segmentation in MPS images are avoiding errors caused by extracardiac activity and reduced developer uptake: (1) In cardiac perfusion studies, the reduction of myocardial blood flow and myocardial activity will reduce the uptake of imaging agents, and some myocardial regions cannot be displayed, which affects the identification of myocardial contours. (2) Problems such as right ventricular myocardial hypertrophy will interfere with the heart, resulting in distortion of the myocardial boundary. Applying DP-ST-V-Net performs well on data with different myocardial ischemia severities, as shown in Table 3. The results show that the proposed segmentation algorithm is equally effective regardless of the severity of myocardial ischemia in the patient.

The measurements extracted from this study are clinically significant. Decreased LVEF is associated with heart failure. The increase of LV myocardial volume reflects the damage of myocardium, and diseases such as hypertension, coronary heart disease, diabetes and chronic renal failure can cause the increase of myocardial volume [33]. Changes in the endocardial surface between EDV and ESV can further estimate wall motion. Related studies have demonstrated that existing methods of calculating LV myocardial volume often overestimate small heart volumes and underestimate large heart volumes, and that LVEF is more likely to be overestimated in female patients. In the experimental results, the mean correlation coefficient between measured volume size and volume error in 75 patients is 0.187 (P=0.262), which is not statistically significant. In Fig. 10, the correlation coefficient of DP-ST-V-Net for calculating LVEF for males is 0.931 (P<0.001) and for females is 0.926 (P<0.001), and there is only a minor difference between the correlations. It can be inferred that the DP-ST-V-Net is able to accurately measure LV volume and LVEF regardless of myocardial size and patient's gender.

Validation of the LVEF does not imply validation of the EDV and ESV measurements on which the LVEF is based. For example, when calculating volume ratios for LVEF calculation purposes, the errors determined by EDV and ESV are offset (errors are expected to appear in the same general direction) [8]. Despite these issues, the findings show that the measurements of absolute LV cavity from DP-ST-V-Net are in good agreement with the ground truth results.

For LVEF, the correlation coefficient between the DP-ST-V-Net segmentation results and the commercial program calculation is 0.799. The correlation with EDV is strong (r=0.941), and the result with ESV is different (r=0.863). From this, it can be inferred that the measurement differences in LVEF are mainly due to ESV. This may be due to different methods of calculating ESV in commercial software. Studies have shown that the correlation between EFs determined using different two commercial software
may be around 0.800 \cite{34}. Therefore, the results based on the commercial software should be regarded as only a benchmark rather than a gold standard in the current study.

In addition to measurement of LV volumes and LVEF, scar burden, a common clinical parameter for assessment of LV function \cite{35}, is also measured for validation of LV myocardial segmentation. Figure 14 shows that scar burden measured from DP-ST-V-net results agrees with that from the ground truth, suggesting a strong promise of clinical use of our proposed method.

4.3 Future study

The V-Net output needs to be refined based on a shape prior. Thus, a reliable shape prior is vital to the model's overall performance. Studies have shown that the DP algorithm has good accuracy in segmenting the LV myocardium. Therefore, it is appropriate to choose the myocardial contours generated by DP as a shape prior. However, it is evident from Table 1 that the DP is slightly less accurate when segmenting the endocardial region. In future studies, other methods are chosen to generate shape priors to compensate for the inaccuracy of DP in identifying endocardium.

In addition, more data from patients with different pathological abnormalities will be included for a more comprehensive evaluation. Data outlined by other physicians (e.g., multiple physician consensus profiles) will be used as training and testing data sets to further evaluate the clinical application of the method. More importantly, our approach will be applied to the measurement of important clinical parameters on MPS \cite{35} and image fusion to improve cardiac resynchronization therapy for heart failure \cite{36} and coronary revascularization for CAD \cite{37}.

5. Conclusion

Our proposed method achieved a high accuracy in extracting LV myocardial contours and assessing LV function. Future studies will further improve our method and investigate the values of LV parameters measured from our method in a clinical environment.
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