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Abstract

This paper introduces the concept of random context representations for the transition probabilities of a finite-alphabet stochastic process. Processes with these representations generalize context tree processes (a.k.a. variable length Markov chains), and are proven to coincide with processes whose transition probabilities are almost surely continuous functions of the (infinite) past. This is similar to a classical result by Kalikow about continuous transition probabilities. Existence and uniqueness of a minimal random context representation are shown, in the sense that there exists a unique representation that “looks into the past as little as possible” in order to determine the next symbol. Both this representation and the transition probabilities can be consistently estimated from data, and some finite sample adaptivity properties are also obtained (including an oracle inequality). In particular, the estimator achieves minimax performance, up to logarithmic factors, for the class of binary renewal processes whose arrival distributions have bounded moments of order $2 + \gamma$.
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I. INTRODUCTION

Consider a stationary stochastic process $X := (X_n)_{n \in \mathbb{Z}}$ where each $X_n$ takes values in a finite alphabet $A$. Generally speaking, this process has infinite memory in the sense that its transition probabilities,

$$p(a|x_{-\infty}^{-k}) := \mathbb{P}(X_0 = a|X_{-\infty}^{-1} = x_{-1}^{-1}),$$

depend on the whole infinite past $x_{-\infty}^{-1} = (\ldots, x_{-2}, x_{-1}) \in A^{\mathbb{Z}}$, as well as on the next symbol $a \in A$. This is in contrast with Markov chains, where the transition probabilities depend only on the $k$ last steps of the process, for some fixed $k$ called the order of the chain.

Markov chains are simple and concrete processes that are amenable to analysis and estimation. By contrast, processes with infinite memory are both natural and important, in theory as well as in practice. This motivates the study of families of processes that, while potentially having infinite memory, retain some characteristics of Markov chains. Two examples stand out in the literature.

1) Random Markov chains: for these processes, the distribution of $X_0$ given the past is determined by first sampling a random variable $K_0 \in \mathbb{N}$ independently of $X_{-\infty}^{-1}$ and then setting

$$\mathbb{P}(X_0 = a|X_{-\infty}^{-1} = x_{-1}^{-1}, K_0 = k) = p_k(a|x_{-1}^{-1}),$$

where $p_k$ is a pre-specified transition kernel of order $k$. In other words, the transition probabilities are mixtures of Markov transitions with different orders. Kalikow [1] introduced these processes and showed that $X$ is a random Markov chain if and only if its transition probabilities depend continuously on the past (cf. Remark 2 below). Kalikow also noted that any continuous specification of transition probabilities corresponds to at least one process $X$. Such processes continue to attract much interest under the heading of “g-measures” [2–5].

2) Variable length Markov chains, or context tree processes: this is similar to the above, except that this time $K_0$ is an almost-surely finite stopping time for the filtration $\{\sigma(X_{-k}^{-1})\}_{k \geq 1}$. That is to say, for any $k \in \mathbb{N}$, whether or not $K_0 = k$ depends on $X_{-k}^{-1}$ but not on anything else. There is no simple characterization of context tree processes, but several interesting classes such as renewal and Markov renewal processes are of this form. A key feature of these models, which motivated Rissanen [6] to define them, is that a VLMC model can be much more succinct than a standard order $k$ Markov model: it allows for large order parameters for “difficult” pasts and smaller parameters for easier pasts. This built-in sparsity property also comes with a natural tree structure that is advantageous for algorithms. Estimators such as Rissanen’s original Context algorithm and BIC-penalized maximum likelihood have been introduced and analyzed [7–12]. VLMCs have been applied in Data Compression [6, 13], Genomics [7, 14, 15] and Linguistics [16], among other fields.
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A. Our contribution

In this paper we initiate the study of a common generalization of these two classes of processes. As we will see, this new class is mathematically natural and has good estimators. Moreover, the class of processes described by this generalization is extremely broad: in fact, there seem to be no known examples of ergodic processes outside of this class (cf. the final section of [17]).

The new class is called random context processes. We retain the basic idea that the transition probability depends on the $K_0$ last symbols, but require that $K_0$ be a randomized stopping time. That is, we require that, almost surely, $K_0 < +\infty$ and for all $k \in \mathbb{N}$,

$$\mathbf{P} (K_0 \leq k \mid X^{-1}_{-\infty}) = \mathbf{P} (K_0 \leq k \mid X^{-1}_{-k}).$$

A more formal definition will be given in Section III Modulo some technicalities, this new definition corresponds to taking mixtures of context tree representations (cf. Remark 5 below), and is a natural hybrid between random Markov chains and context tree processes. Randomized stopping times have appeared before in the literature on Markov chains [18].

We prove several results about this class of processes.

a) Structural results: We prove that a stationary stochastic process $\mathbf{X}$ is a random context process if and only if its transition probabilities are almost surely continuous functions of the infinite past. We also show that there exists a well-defined minimal random context representation, whose $K_0$ is stochastically dominated by any other choice of randomized stopping time that is compatible with $\mathbf{X}$. In this sense, the minimal representation “looks as little as possible into the past” in order to determine the next symbol. In order to prove these results, a crucial idea is to introduce certain minormants of the transition probabilities, which are defined in Section III and used throughout the paper.

b) Strongly consistent estimation: we construct an estimator for the transition probabilities and for the distribution of the minimal $K_0$. The estimator tries to mimic the minimal random context representation by estimating the minorants mentioned above. The intuition behind it is that mimicking minimality leads to succinct estimators and should translate into favorable statistical properties. In fact, we will show that our estimates are strongly consistent if $\mathbf{X}$ is ergodic.

c) Finite samples: adaptivity and oracle inequalities: We also prove a finite sample adaptive property of our estimator. Considering the minimal random context representation of the process $\mathbf{X}$, we show that there exists a positive $C > 0$ such that, with high probability, simultaneously for all infinite pasts $x$, the total variation distance $d_{TV} (\mathbf{P} (\mid x), \hat{\mathbf{P}}_n (\mid x))$ between real and estimated transition probabilities is bounded by

$$\inf_{L \in \mathbb{N}} \left\{ \mathbf{P} (K_0 > L \mid X^{-1}_{-\infty} = x) + C \sqrt{\frac{|A| \ln n}{N_{n-1}(x^{-1}_L)}} \right\},$$

where $N_{n-1}(x^L_1)$ counts the number of occurrences of $x^L_1$ in $X^n_{1}$ (we let the quantity in curly brackets be $+\infty$ when $N_{n-1}(x^{-1}_L) = 0$). This follows from Theorem 2 below (cf. the discussion in subsection VII-A1). This result can be viewed as an oracle inequality where the reference class of estimates consists of “truncated” versions of the transition probabilities; moreover, the non-standard penalty term above, which depends on the empirical quantity $N_{n-1}(x^{-1}_L)$, is advantageous in applications. These and other issues are discussed in Subsection VII-A2 below.

d) Near minimax optimality for renewal processes: As an illustration of our adaptivity results, we show that our estimator for the transition probabilities is minimax optimal (up to a $\sqrt{\ln n}$ term) for the class of binary renewal processes with bounded $2 + \gamma$ moments ($\gamma > 0$), with a natural loss function. This is the content of Theorem 3 below. Binary renewal processes are a natural and popular non-parametric family of context tree sources where we expect adaptivity to different pasts to be useful, as the optimal representation of a renewal process is very far from a complete binary tree. This intuition is confirmed by Theorem 4. Quite surprisingly, we could not find any results similar to this one in the literature.

B. Comparison with previous results

Our structural results are related to the large body of work on random Markov chains, also known as $g$-measures. Existence of a process with given continuous transition probabilities is easy to show [11], and most papers have centered on uniqueness problems: given $p$, how many compatible $\mathbf{X}$ are there? See e.g. [2]–[5] for some significant results. When $p$ is allowed to be discontinuous, as in this paper, even the existence problem can be fairly delicate: see [17], [19] for some recent results and open questions, including whether there exist processes that are not a.s. continuous. In any case, we do not address existence and uniqueness problems here; all our results start from a pre-existing process.

On the estimation side, there is a vast literature on the problem of estimating context tree models [7]–[12]. The vast majority of those papers considers model section via Rissanen’s original Context algorithm or the BIC criterion, both of which rely on the Kullback-Leibler distance (see [11] for a unified analysis of the two estimators). Using the KL divergence is appealing from a coding-theoretic or MDL perspective, but seems to require fairly strong assumptions on the process, such as continuity of the transition probabilities, strong mixing properties and/or that all transition probabilities are lower bounded by a positive constant. These assumptions are violated in many important settings, including that of binary renewal processes which we consider in Section IX. Our framework circumvents the KL distance entirely and avoids such assumptions while obtaining
strong results. In particular, Theorem 4 on near minimax estimation for renewal processes seems to be the first result of its kind.

In terms of techniques, we employ a tool of potential independent interest: an “economical” form of Freedman’s inequality for martingales; see Lemma 5 for details and Remark 10 for comments on why the “economy” is crucial for our application.

C. Potential applications

Although our focus is on basic theoretical problems, we believe that random context representations might be useful in applied settings where context trees have been successful. For concreteness, we discuss two such examples. In RNA sequencing, RNA molecules are modeled by context tree processes, and the inferred trees and probabilities are used to cluster proteins into families [7], [14], [15]. In Linguistics, context tree models have been used to ascertain the existence of different rhythmic patterns in European and Brazilian Portuguese [16].

Our approach offers two potential advantages in both settings. Firstly, our transition probability estimates come with explicit oracle-type guarantees for finite samples. Secondly, a random context representation contains more information than context trees. To explain this, we note that a context length of

\[
1 \leq k
\]

is an infinite past. Finally, we use the measure that

\[
\text{strength}
\]

of these dependencies. Overall, it seems that applications of RCRs, as well as the attendant theory, deserve further study.

D. Organization

The remainder of the paper is organized as follows. Section II introduces our notation. Section III presents the main definitions of almost sure continuity and random context representations, together with another definition that bridges the two. In Section IV we prove the structural results on a.s. continuity and (minimal) random context representations. Section V introduces our estimator for the transition probabilities. Strong consistency and adaptivity results are discussed in Section VIII and Section VII respectively. Binary renewal processes and our nearly minimax bound for them are presented in Section IX. The appendix contains some technical results that are used in the main text.

II. Notation

In this paper the alphabet is a non-empty finite set \( A \). \( \mathbb{N} = \{0, 1, 2, \ldots \} \) is the set of natural numbers, \( \mathbb{Z} \) is the set of integers, and \( \mathbb{Z}_-, \mathbb{Z}_+ \) are the sets of negative and positive integers, respectively (0 does not belong to \( \mathbb{Z}_+ \) or \( \mathbb{Z}_- \)).

\( d_{TV} \) denotes the total variation metric over probability measures over the same finite or countable set \( S \):

\[
d_{TV}(p, q) := \frac{1}{2} \sum_{a \in S} |p(a) - q(a)|
\]

\[
= \sum_{a \in S} (p(a) - q(a))^+ + (q(a) - p(a))^+.
\]

Note that the first equality in the display is a definition, whereas the second and third are theorems that we will use repeatedly. The set \( S \) will be implicit in most cases.

\( X := (X_n)_{n \in \mathbb{Z}} \in A^\mathbb{Z} \) will always denote a stationary stochastic process with alphabet \( A \). We say \( X \) is binary if \( A = \{0, 1\} \).

\( A^* \) is the set of all finite strings over \( A \) (including the empty string \( o \)). The length of \( w \in A^* \) is denoted by \(|w|\). For \( w \in A^* \setminus \{o\} \) and \( 1 \leq i \leq |w| \), \( w_i \) is the \( i \)-th character in \( w \), and if \( i \leq j \leq |w| \), \( w^j_i \) is the substring consisting of symbols from \( w_i \) to \( w_j \). We also set \( w^0_i = o \) when \( j < i \).

For \( w \in A^* \) and \( a \in A \), \( wa \) is the string obtained by concatenating \( w \) and \( a \); that is, \( wa \) has length \(|w|+1 \), \((wa)_i = w_i \) for \( 1 \leq i \leq |w| \) and \((wa)_{|w|+1} = a \).

We define a partial order on \( u, w \in A^* \) as \( u \leq w \) if \( w \) is a suffix of \( u \), that is \(|w| \leq |u| \) and \( u^{[|w|]}_{|w|} = w \). Note that \( o \preceq w \) always.

\( A^\mathbb{Z}_- \) is the set of infinite pasts, i.e. of sequences \( x = (\ldots, x_{-3}, x_{-2}, x_{-1}) \) of elements of \( A \), indexed by the negative integers. Given \( x \in A^\mathbb{Z}_- \) and \( i, j \in \mathbb{Z}_- \), we define \( x_i \) and \( x^j_i \) similarly to above. We will often write \( x_{-\infty}^{-1} \) instead of \( x \) to emphasize that \( x \) is an infinite past. Finally, we use \( P_{past} \) to denote the measure that \( X_{-\infty}^{-1} \) induces over \( A^\mathbb{Z}_- \).

We write

\[
\text{supp}^*(X) := \{ w \in A^* : P\left(X_{-|w|}^{-1} = w\right) > 0 \}.
\]

For \( a \in A \) and \( w \in \text{supp}^*(X) \), we define

\[
p(a|w) := P\left(X_0 = a \mid X_{-|w|}^{-1} = w\right).
\]
We define similarly \( p(a|x_{-\infty}^{-1}) = P_X(a | X_{-\infty}^{-1} = x_{-\infty}^{-1}) \) for \( x_{-\infty}^{-1} \in A^{Z_-} \), in the usual measure theoretic sense of conditional probabilities. We will often use the fact that \( p(a|X_{-\infty}^{-1}) = \lim_{k \to +\infty} p(a|X_k^{-1}) \) almost surely, which is a consequence of the Martingale Convergence Theorem.

One final convention: \( \alpha/0 = +\infty \) for any positive real number \( \alpha \).

### III. Definitions

In this section we compile three notions that will be fundamental in all that follows, and make some simple comments on them.

#### A. Almost sure continuity

Given a stationary process \( X \) and a finite string \( w \in \text{supp}^*(X) \), we denote the continuity rate at \( w \) as follows.

\[
ct(w) := \sup_{w' \in \text{supp}^*(X), w' \succeq w} d_{TV}(p(\cdot|w'), p(\cdot|w)).
\]

**Definition 1**: We say that \( X \) is almost surely (a.s.) continuous if \( ct(X_k^{-1}) \to 0 \) as \( k \to +\infty \) for almost every realization of the process.

**Remark 1 (Relationship to context tree processes)**: It may be shown that a context tree process is precisely a process such that: \( P_X \{ (X_k^{-1}) = 0 \text{ for some } k \in \mathbb{N} \} = 1 \). In this case one can show that taking \( L(x) = \inf \{ k \in \mathbb{N} : ct(x_k^{-1}) = 0 \} \) is a choice of stopping time achieving the context tree property: that is,

\[
\text{for } P_{\text{past-a.e. } x \in A^{Z_-}}, \forall a : p(a|x) = p(a|x_{-1}^{-1}(x)).
\]

**Remark 2 (Relationship to continuity and mixing properties)**: Define

\[
ct(k) := \sup_{w \in \text{supp}^*(X) : |w| = k} ct(w) \text{ (for } k \in \mathbb{N}).
\]

We say \( X \) is continuous if \( ct(k) \to 0 \) as \( k \to \infty \). If is known that, under certain assumptions, continuity has may have consequences for the mixing properties of the process. For instance, Comets et al. [20] have shown that, if \( \sum_{n=0}^{\infty} \inf_{w} p(a|w) \geq \delta \) and \( ct(k) \leq C k^{-\alpha(1+\alpha)} \) for constants \( C, \alpha, \delta > 0 \), then the process \( X \) is \( \phi \)-mixing with polynomial rate \( \approx k^{-\alpha} \). On the other hand, there seem to be no known examples of processes that are not a.s. continuous [17], so “\( ct(X_k^{-1}) \to 0 \) almost surely” (and non-uniformly) is compatible with many different kinds of mixing hypotheses.

### IV. Random context representations

Our next definition formalizes our discussion in the Introduction.

**Definition 2**: A stationary, \( A \)-valued process \( \mathbf{X} = (X_n)_{n \in \mathbb{Z}} \) has a random context representation if there is a stationary process \( (Y_n, K_n)_{n \in \mathbb{N}} \), with \( (Y_n, K_n) \in A \times (\mathbb{N} \cup \{+\infty\}) \) for all \( n \in \mathbb{Z} \), with the following properties: (i) \( Y_n, K_n \) and \( (X_n)_{n \in \mathbb{Z}} \) have the same distribution; (ii) \( K_0 < +\infty \) almost surely; and (iii) almost surely, for all \( a \in A, K \in \mathbb{N} \):

\[
P \{ Y_0 = a, K_0 \leq k \mid Y_{-\infty}^{-1} \} = P \{ Y_0 = a, K_0 \leq k \mid Y_{-k}^{-1} \}.
\]

The process \( (Y_n, K_n)_{n \in \mathbb{Z}} \) is called a random context representation (RCR) of \( (X_n)_{n \in \mathbb{Z}} \). A process with a RCR is called a random context process.

**Remark 3**: Notice that whether or not \( X \) has a random context representation is determined entirely by the distribution of the process. Therefore, whenever we discuss RCRs we will assume that \( Y_n = X_n \) for all \( n \in \mathbb{N} \). We may do this even when we discuss two or more representations for the same process (i.e. the two representations may be defined in the same probability space).

**Remark 4 (Relationship with other classes of processes)**: It follows from this definition that:

\[
P \{ K = k \mid X_{-\infty}^{-1} = x_{-\infty}^{-1} \} = \lambda_k(x_{-k}^{-1}),
\]

and

\[
P \{ X_0 = a \mid K = k, X_{-\infty}^{-1} = x_{-\infty}^{-1} \} = p_k(a|x_{-k}^{-1})
\]

almost surely, where \( \lambda_k : A^k \to [0,1] \) and \( p_k : A \times A^k \to [0,1] \) is an order \( k \) Markov transition kernel. The fact that \( K_0 < +\infty \) almost surely corresponds to:

\[
\sum_{k=0}^{\infty} \lambda_k(x_{-k}^{-1}) = 1 \text{ for } P_{\text{past-a.e. } x_{-\infty}^{-1} \in A^{Z_-}}.
\]

Random Markov chains correspond to having \( \lambda_k \) constant (i.e.. independent of \( x_{-k}^{-1} \)). Context tree processes correspond to the particular case where each \( \lambda_k(x_{-k}^{-1}) \in \{0,1\} \) almost surely, because this corresponds to saying that \( 1_{(K_0=k)} \) is entirely determined by \( X_{-k}^{-1} \). Thus random context processes generalize these two previous classes.
Remark 5 (Mixtures of context tree transitions): Using the notation of the previous remark, we define, for \( x \in A^\mathbb{Z}^- \) and \( \theta \in (0, 1) \):

\[
L_\theta(x) := \inf \left\{ k \in \mathbb{N} : \theta < \sum_{i=0}^{k} \lambda_i(x_{-i}^{-1}) \right\}.
\]

If the inf is not well defined, we set \( L_\theta(x) = +\infty \). By the previous remark, \( L_\theta(X_{-\infty}^{-1}) \) is an a.s. finite stopping time for the filtration \( \{\sigma(X_k^{-1})\}_{k \in \mathbb{N}} \). A simple calculation shows that

\[
P\left( X_0 = a \mid X_{-\infty}^{-1} = x_{-\infty}^{-1} \right) = \sum_{k \in \mathbb{N}} \lambda_k(x_k^{-1}) p_k(a|x_k^{-1}) = \int_0^1 p_{L_\theta(x)}(a|x_{-\infty}^{-1}) \, d\theta.
\]

In other words, \( p(k \mid X_{-\infty}^{-1}) \) can be written as a mixture of transition probabilities which are consistent with the stopping times \( L_\theta \). This is essentially a mixture of the transition probabilities of context trees.

A. Minorants for the transition probabilities

It turns out that a process is a.s. continuous if and only if it is a random context process (cf. Theorem 1). The main bridge between the two concepts will be the following definition: for \((a, w) \in A \times \text{supp}^*(X)\),

\[
p_-(a|w) := \inf_{w' \in \text{supp}^*(X) : w' \succeq w} p(a|w').
\]

For simplicity, we extend this definition to \( \tilde{w} \in A^* \setminus \text{supp}^*(X) \) by setting \( p_-(a|\tilde{w}) = p_-(a|w) \) where \( w \) is the longest suffix of \( \tilde{w} \) that belongs to \( \text{supp}^*(X) \) (this is always well defined because \( o \in \text{supp}^*(X) \)). We note that with this definition \( p(a|w) \) is increasing with \( w \).

\[
\forall a \in A, \forall w, \tilde{w} \in A^* : \tilde{w} \succeq w \Rightarrow p_-(a|\tilde{w}) \geq p_-(a|w).
\]

The intuition for this quantity is that, given a past \( X_{-\infty}^{-1} \), \( p_-(a|X_{-k}^{-1}) \) is the best lower bound for \( p(a|X_{-\infty}^{-1}) \) that one can obtain from \( X_{-k}^{-1} \). This is made precise by Proposition 3 below.

Remark 6: The quantity

\[
\gamma_k := \inf_{|w|=k} \sum_{a \in A} p_-(a|w)
\]

plays a major role in the aforementioned paper of Comets et al. [20] (cf. Remark 2), who also noted (implicitly) a version of Proposition 3 below.

V. Structural results

The goal of this section is to prove our main structural theorem about random context processes.

Theorem 1: A stationary process \( X = (X_n)_{n \in \mathbb{Z}} \) with finite alphabet \( A \) has a random context representation if and only if it is almost surely continuous. Moreover, in that case there exists a so-called minimal random context representation \( (X_n, \tilde{K}_n)_{n \in \mathbb{Z}} \) such that for all \((a, k) \in A \times \mathbb{N}\),

\[
P\left( \tilde{K}_0 \leq k, X_0 = a \mid X_{-\infty}^{-1} \right) = p_-(a|X_{-k}^{-1}) \text{ a.s.,}
\]

and any other RCR \( (X_n, \hat{K}_n)_{n \in \mathbb{N}} \) will satisfy

\[
P\left( \hat{K}_0 \leq k \mid X_{-\infty}^{-1} \right) \leq P\left( K_0 \leq k \mid X_{-\infty}^{-1} \right) \text{ a.s.}
\]

Finally, an RCR \( (X_n, \hat{K}_n)_{n \in \mathbb{N}} \) achieving almost sure equality in (4) must satisfy (3) for all \((a, k) \in A \times \mathbb{N}\) (with \( \hat{K}_0 \) replacing \( K_0 \)).

Before we move on to proofs, let us explain in what sense Theorem 1 implies that there exists an unique minimal representation. Recall that a real-valued random variable \( U \) is stochastically dominated by \( V \) if for all \( t \in \mathbb{R} \), \( P(U \leq t) \geq P(V \leq t) \). This is interpreted as saying that \( V \) is “larger” than \( U \), an idea that can be made precise via coupling. What (4) means is that, conditionally on \( X_{-\infty}^{-1} \), the distribution of \( \hat{K}_0 \) in the minimal representation is stochastically dominated by the conditional law of \( K_0 \) in any other RCR. Moreover, a.s. equality holds in (4) if and only if the conditional distribution of \( X_0, K_0 \) coincides a.s. with that of \( X_0, \hat{K}_0 \).

In the remainder of the section we prove Theorem 1. Some preliminary results are collected in Subsection V-A. We prove that “RCR ⇒ a.s. continuous” in Subsection V-B. The reverse implication and the construction of the minimal representation are given in Subsection V-C. The proof finishes with the results in Subsection V-D.
A. Preliminary propositions

In the first proposition, we relate a.s. continuity to the minorants.

**Proposition 1:** For any process $X$ and any $w \in \text{supp}^*(X)$,

$$1 - \frac{\sum_{a \in A} p_-(a|w)}{|A|} \leq \text{ct}(w) \leq 1 - \sum_{a \in A} p_-(a|w).$$

In particular, $X$ is almost surely continuous if and only if $\lim_{k \to +\infty} \sum_{a \in A} p_-(a|X_{-k}^{-1}) = 1$.

**Proof:** The last assertion is a clear consequence of the preceding inequalities, which we now prove. Given any $w' \in \text{supp}^*(X)$ with $w' \geq w$, and any $a \in A$ we have $p(a|w), p(a|w') \geq p_-(a|w)$. This implies:

$$d_{\text{TV}}(p(\cdot|w'), p(\cdot|w)) = \sum_{a \in A} (p(a|w') - p(a|w))_+$$

$$(p(a|w') \geq p_-(a|w)) \leq \sum_{a \in A} (p(a|w') - p_-(a|w))_+$$

$$(p(a|w') \geq p_-(a|w)) = \sum_{a \in A} (p(a|w') - p_-(a|w))$$

$$\left(\sum_{a \in A} p(a|w') = 1\right) = 1 - \sum_{a \in A} p_-(a|w).$$

Taking the sup over $w' \geq w$ in the support gives $\text{ct}(w) \leq 1 - \sum_{a \in A} p_-(a|w)$. To get the lower bound in the Proposition, note that, for the same set of $w'$, $p(a|w') \geq p(a|w) - d_{\text{TV}}(p(\cdot|w'), p(\cdot|w)) \geq p(a|w) - \text{ct}(w)$. Taking the infimum over these $w'$ gives $p_-(a|w) \geq p(a|w) - \text{ct}(w)$, and summing over $a \in A$ gives

$$\sum_{a \in A} p_-(a|w) \geq \sum_{a \in A} (p(a|w) - \text{ct}(w)) = 1 - |A| \text{ct}(w)$$

or equivalently

$$\text{ct}(w) \geq 1 - \frac{\sum_{a \in A} p_-(a|w)}{|A|}.$$

The next result shows that one may recover the transition probabilities from the minorants $p_-$ assuming a.s. continuity.

**Proposition 2:** If $X$ is almost surely continuous, then for all $a \in A$, the following identity holds almost surely:

$$p(a|X_{-\infty}^{-1}) = \lim_{k \to +\infty} p_-(a|X_{-k}^{-1}).$$

**Proof:** In this proof we assume that $X_{-\infty}^{-1}$ belongs to the set of pasts such that $p(a|X_{-\infty}^{-1}) = \lim_{k \to +\infty} p(a|X_{-k}^{-1})$. This set has probability 1 (cf. the comments in the end of Section [II]).

Notice first of all that (2) implies that $\lim_{k \to +\infty} p_-(a|X_{-k}^{-1})$ always exists. Secondly, for all $k \leq \ell$ and all $a \in A$, $p(a|X_{-\ell}^{-1}) \geq p_-(a|X_{-k}^{-1})$, and taking the limit in $\ell \to +\infty$ and then in $k \to +\infty$ gives:

$$\forall a \in A : p(a|X_{-\infty}^{-1}) \geq \lim_{k \to +\infty} p_-(a|X_{-k}^{-1}). \quad (5)$$

Now assume $X_{-\infty}^{-1}$ is such that we have a strict inequality above for some $a \in A$. Then clearly:

$$1 = \sum_{a \in A} p(a|X_{-\infty}^{-1})$$

$$> \sum_{a \in A} \lim_{k \to +\infty} p_-(a|X_{-k}^{-1})$$

$$= \lim_{k \to +\infty} \sum_{a \in A} p_-(a|X_{-k}^{-1}).$$

Therefore, assuming (5) is strict for some $a$ implies that $X_{-\infty}^{-1}$ belongs to the zero measure set where $\lim_{k \to +\infty} \sum_{a \in A} p_-(a|X_{-k}^{-1}) < 1$ (cf. Proposition [I]). It follows that equality holds in (5) a.s. for all $a \in A$. \[\Box\]

Finally, we make precise our intuition for $p_-(a|X_{-k}^{-1})$: that by looking $k$ symbols into the past, we can only know that $p(a|X_{-\infty}^{-1}) \geq p_-(a|X_{-k}^{-1})$.

**Proposition 3:** For all $w \in \text{supp}^*(X)$, all $a \in A$, and all random context representations $(X_n, K_n)_{n \in \mathbb{Z}}$ of $X = (X_n)_{n \in \mathbb{Z}}$:

$$p_-(a|w) \geq P(K_0 = |w|, X_0 = a \mid X_{-|w|}^{-1} = w). \quad (6)$$
Proof: Take some \( u \in \text{supp}^* (X) \) with \( u \geq w \). Note that \( p(a|u) = \mathbf{P} \left( X_0 = a \mid X_{-|u|}^{-1} = u \right) \geq (I) \), where

\[
(I) := \mathbf{P} \left( X_0 = a, K_0 \leq |w| \mid X_{-|w|}^{-1} = u \right).
\]

We claim that \((I) = \mathbf{P} \left( K_0 \leq |w|, X_0 = a \mid X_{-|w|}^{-1} = w \right)\). To see this we first rewrite

\[
(I) = \frac{\mathbf{E} \left[ \mathbf{P} \left( X_0 = a, K_0 \leq |w| \mid X_{-|w|}^{-1} \right) 1_{\left\{ X_{-|w|}^{-1} = u \right\}} \right]}{\mathbf{P} \left( X_{-|w|}^{-1} = u \right)}.
\]

We may use the definition of RCR to replace \( X_{-\infty}^{-1} \) by \( X_{-|w|}^{-1} \) inside the above expectation:

\[
(I) = \frac{\mathbf{E} \left[ \mathbf{P} \left( X_0 = a, K_0 \leq |w| \mid X_{-|w|}^{-1} \right) 1_{\left\{ X_{-|w|}^{-1} = u \right\}} \right]}{\mathbf{P} \left( X_{-|w|}^{-1} = u \right)}.
\]

It is well-known that measure theoretic conditional probability of an event \( \mathbf{P} \left( E \mid X_{-|w|}^{-1} \right) \) equals the usual conditional probability \( \mathbf{P} \left( E \mid X_{-|w|}^{-1} = w \right) \) almost surely in the cylinder set \( \{ X_{-|w|}^{-1} = w \} \). Since \( u \geq w \), \( \{ X_{-|w|}^{-1} = w \} \) contains the event \( \{ X_{-|w|}^{-1} = u \} \), we deduce the claimed identity

\[
(I) = \mathbf{P} \left( X_0 = a, K_0 \leq |w| \mid X_{-|w|}^{-1} = w \right).
\]

It follows that for all \( u \geq w, u \in \text{supp}^* (X) \),

\[
p(a|u) \geq (I) = \mathbf{P} \left( X_0 = a, K_0 \leq |w| \mid X_{-|w|}^{-1} = w \right).
\]

Taking the infimum over \( u \) finishes the proof.

\[\square\]

Remark 7: Note that the proof of Proposition \ref{prop:rcr} shows that \( p(a|x_{-1}^{-1}) \geq p_{-\cdot} (a|x_{-1}^{-1}) \) almost surely. For some later results it will be convenient to have \( p(a|x) \geq p_{-\cdot} (a|x_{-1}^{-1}) \) for all \( x \in \mathbb{Z}^{-} \). To achieve this, we redefine the transition probabilities for \( (x,a) \in \mathbb{Z}^{-} \times A \) as follows

\[
p(a|x) = \lim_{k \to +\infty} p_{-\cdot} (a|x_{-1}^{-1})
\]

\[+ \left( 1 - \sum_{b \in A} \lim_{k \to +\infty} p_{-\cdot} (b|x_{-1}^{-1}) \right) \frac{1}{|A|}
\]

This is well defined and measurable, since \( p_{-\cdot} (a|x_{-1}^{-1}) \) is increasing with \( k \). For the same reason, \( p(a|x) \geq p_{-\cdot} (a|x_{-1}^{-1}) \) always holds. Proposition \ref{prop:rcr} implies this (re)definition of \( p \) is a valid choice of regular conditional probabilities.

B. \( \text{RCR} \Rightarrow \text{A. s. continuous} \)

Lemma 1: Suppose \( X = (X_n)_{n \in \mathbb{N}} \) has a random context representation. Then \( (X_n)_{n \in \mathbb{N}} \) is a. s. continuous.

Proof: By Proposition \ref{prop:rcr} we need to show is that the non-decreasing sequence \( \{ \sum_{a \in A} p_{-\cdot} (a|X_{-1}^{-1}) \}_{k \in \mathbb{N}} \) converges to 1 almost surely. Since \( 0 \leq \sum_{a \in A} p_{-\cdot} (a|X_{-1}^{-1}) \leq 1 \), there is no question that the sequence always converges, and one may deduce from the dominated convergence theorem that \( \sum_{a \in A} p_{-\cdot} (a|X_{-1}^{-1}) \to 1 \) if and only if the next condition is satisfied:

\[
\text{(want)} \lim_k \mathbf{E} \left[ \sum_{a \in A} p_{-\cdot} (a|X_{-1}^{-1}) \right] = 1.
\]

To prove \eqref{eq:lemma1}, fix a RCR \( (X_n, K_n)_{n \in \mathbb{N}} \) for \( X \) and use Proposition \ref{prop:rcr} to obtain that, for all \( k \in \mathbb{N} \),

\[
\sum_{a \in A} p_{-\cdot} (a|X_{-1}^{-1}) \geq \sum_{a \in A} \mathbf{P} \left( K_0 \leq k, X_0 = a \mid X_{-1}^{-1} \right)
\]

\[= \mathbf{P} \left( K_0 \leq k \mid X_{-1}^{-1} \right).
\]

Taking expectations and then limits, we have that \( \lim_k \mathbf{E} \left[ \sum_{a \in A} p_{-\cdot} (a|X_{-1}^{-1}) \right] \) is at least \( \lim_k \mathbf{E} \left[ \mathbf{P} \left( K_0 \leq k \mid X_{-1}^{-1} \right) \right] \) is at least \( \lim_k \mathbf{P} \left( K_0 \leq k \right) \),

which equals 1 because \( K_0 < +\infty \) almost surely. This implies \eqref{eq:lemma1} and finishes the proof.

\[\square\]
C. A.s continuous ⇒ RCR + minimal representation

Lemma 2: If \((X_n)_{n \in \mathbb{N}}\), then it has a RCR \((X_n, K_n)_{n \in \mathbb{Z}}\) with the following property: for all \(a \in A\) and \(k \in \mathbb{N}\),

\[
P(X_0 = a, K_0 \leq k \mid X_{-\infty}^{-1}) = p_-(a \mid X_{-k}^{-1}) \text{ a.s.} \tag{8}
\]

Proof: We may assume that the same probability space where \(X\) is defined supports a sequence \((U_n)_{n \in \mathbb{Z}}\) of i.i.d. random variables that are uniform over \([0, 1]\) and independent from \(X\). We define \(K_n\) as follows: define the set

\[
S_n := \left\{ k \in \mathbb{N} : U_n \leq \frac{p_-(X_n \mid X_{n-1}^{-1})}{p(X_n \mid X_{n-1}^{-1})} \right\},
\]

and set \(K_n = +\infty\) if \(S_n = \emptyset\), or \(K_n = \min S_n\) otherwise (this definition makes sense whenever \(p(X_n \mid X_{n-1}^{-1}) > 0\), which happens a.s.; set \(K_n = +\infty\) also when \(p(X_n \mid X_{n-1}^{-1}) = 0\).

We claim that \((X_n, K_n)_{n \in \mathbb{Z}}\) is a RCR for \(X\). To see this, note that \(K_n\) is clearly measurable for all \(n \in \mathbb{N}\), and that the process \((X_n, K_n)_{n \in \mathbb{Z}}\) is stationary because \((X_n, U_n)_{n \in \mathbb{Z}}\) is stationary and \((X_n, K_n) = f(X_n, U_n)\), for all \(n\), where \(f\) is a fixed measurable function which we do not bother to specify explicitly.

To check that \(K_0 < +\infty\) a.s., recall from Proposition 2 that \(p_-(X_0 \mid X_{-k}^{-1})/p(\overline{X}_0) \xrightarrow[k \to +\infty]{} 1\) a.s. as \(k \to +\infty\). Therefore, if \(U_0 < 1\) (which happens almost surely), there a.s. is some \(k\) such that \(U_0 \leq p_-(X_0 \mid X_{-k}^{-1})/p(\overline{X}_0)\), and the set \(S_0\) defined above is non-empty.

We now prove (8). The main point, which follows from the definition of \(K_n\), is that, in the full probability event where \(p(X_0 \mid X_{-\infty}^{-1}) > 0\),

\[
K_0 \leq k \iff U_0 \leq \frac{p_-(X_0 \mid X_{-k}^{-1})}{p(X_0 \mid X_{-\infty}^{-1})}.
\]

Since \(U_0\) is independent from the process \(X\), we deduce that, almost surely,

\[
P(K_0 \leq k \mid X_0^0) = \frac{p_-(X_0 \mid X_{-1}^{-1})}{p(X_0 \mid X_{-\infty}^{-1})}
\]

In particular, whenever \(a \in A\) is such that \(p(a \mid X_{-\infty}^{-1}) > 0\),

\[
P(X_0 = a, K_0 \leq k \mid X_{-\infty}^{-1})
= E\left[1_{(X_0 = a)} \frac{p_-(X_0 \mid X_{-k}^{-1})}{p(X_0 \mid X_{-\infty}^{-1})} \mid X_{-\infty}^{-1}\right]
= \frac{p_-(a \mid X_{-k}^{-1})}{p(a \mid X_{-\infty}^{-1})} P(X_0 = a \mid X_{-\infty}^{-1})
= \frac{p_-(a \mid X_{-k}^{-1})}{p(a \mid X_{-\infty}^{-1})} p(a \mid X_{-\infty}^{-1})
= p_-(a \mid X_{-k}^{-1}).
\]

This proves (8) when \(p(a \mid X_{-\infty}^{-1}) > 0\). The identity can be trivially extended to the case \(p(a \mid X_{-\infty}^{-1}) = 0\), as \(p_-(a \mid X_{-k}^{-1}) = 0\) a.s. for all \(k \in \mathbb{N}\) (cf. Proposition 1) and the fact that \(p_-(a \mid X_{-1}^{-1})\) increases with \(k\).

To sum up, we have shown that \((X_n, K_n)_{n \in \mathbb{N}}\) is a stationary process with \(K_0 < +\infty\) a.s. that satisfies (8). In particular, we have expressed the conditional probability of \((X_0, K_0) = (a, k)\) given the past as a function of \(X_{-1}^{-1}\), namely \(p_-(a \mid X_{-k}^{-1})\). Standard theory implies that \(P(X_0 = a, K_0 \leq k \mid X_{-\infty}^{-1}) = P(X_0 = a, K_0 \leq k \mid X_{-1}^{-1})\) is \(p_-(a \mid X_{-k}^{-1})\) almost surely, for all \(k \in \mathbb{N}\), and therefore \((X_n, K_n)_{n \in \mathbb{Z}}\) is indeed a RCR for \(X\), with the conditional distribution of \(X_0, K_0\) specified by (8). ■

D. Wrapping up

We now have all the elements necessary to prove Theorem 1.

Proof of Theorem 1: The equivalence between almost sure continuity and existence of an RCR is contained in Lemmas 1 and 2. The representation called minimal, which achieves (3) in the Theorem, is presented in Lemma 2. To prove its minimality and uniqueness, take another representation \((X_n, K_n)_{n \in \mathbb{Z}}\). Proposition 3 implies:

\[
P(X_0 = a, K_0 \leq k \mid X_{-\infty}^{-1}) \leq p_-(a \mid X_{-k}^{-1}),
\]
and summing the two sides over \( a \in A \) gives (4). The same reasoning implies that, for any \((a, k) \in A \times \mathbf{N}\):

\[
P \left( P \left( X_0 = a, \hat{K}_n \leq k \mid X_{-\infty}^{-1} \right) < p_-(a|X_{-\infty}^{-1}) \right) > 0
\]

implies

\[
P \left( P \left( \hat{K}_n \leq k \mid X_{-\infty}^{-1} \right) < \sum_{a \in A} p_-(a|X_{-\infty}^{-1}) \right) > 0.
\]

Therefore, any representation achieving a.s. equality in (4) must satisfy (3) almost surely.

\[\blacksquare\]

VI. Estimation: definitions and basic properties

From now on we consider estimation problems for a.s. continuous processes. Throughout this section, \( X = (X_n)_{n \in \mathbf{Z}} \) is the process and \((X_n, K_n)_{n \in \mathbf{Z}}\) is the minimal random context representation afforded by Theorem I. We will assume that the data for estimation is presented in the form of a size \( n \) sample \( X^n_1 \). In a nutshell, we will estimate the transition probabilities indirectly, by trying to estimate the minorants \( p_- \) instead of \( p \), and this will also allow us to estimate the distribution of \( K_0 \) given \( X_{-\infty}^{-1} \).

We need a few simple definitions before we present our estimator. For any string \( w \in A^* \), we let \( N_j(w) \) denote the number of occurrences of \( w \) as a substring of \( X_1^n \):

\[
N_j(w) := \# \left\{ |w| \leq j : X_{i-|w|+1}^i = w \right\}.
\]

Notice that \( N_j(o) = j \) for the empty string \( o \). For \( w \in A^* \) and \( a \in A \), we define the empirical transition probabilities as follows

\[
\hat{p}_n(a|w) := \begin{cases} 
\frac{N_n(wa)}{N_{n-1}(w)}, & \text{if } N_{n-1}(w) > 0; \\
\frac{1}{|A|}, & \text{otherwise.}
\end{cases}
\]

(9)

A. Definition of the estimator

Our estimation procedure consists of several steps.

1) Counting and confidence radii: For each pair \((w, a) \in A^* \times A\) we compute \( N_{n-1}(w) \), \( N_n(a) \) and \( \hat{p}_n(a|w) \). We also compute empirical confidence radii \( \widehat{c}_n,\delta(w, a) \) when \( N_{n-1}(w) > 0 \). Given a pre-specified confidence parameter \( \delta > 0 \), we set

\[
t_{*, n}(\delta) := \ln \left( \frac{|A| (14 + 2 \log_2 n) \left( 1 + \frac{n^2}{2} \right)}{\delta} \right),
\]

(10)

and define

\[
\widehat{c}_{n, \delta}(w, a) := 2 \sqrt{\hat{p}_n(a|w) \frac{t_{*, n}(\delta)}{N_{n-1}(w)}} + (2 + \sqrt{2}) \frac{t_{*, n}(\delta)}{N_{n-1}(w)},
\]

(11)

If \( N_{n-1}(w) = 0 \), we set \( \widehat{c}_{n, \delta}(w, a) = 1 \). (It is not actually necessary to compute \( \widehat{c}_{n, \delta}(w, a) \) in this case, but it is convenient to ignore this for the time being.)

2) Preliminary estimator for \( p_- \): We define:

\[
\hat{p}_{n, \delta, -}(a|w) = \min_{w' \in A^*, w' \geq w} \left( \hat{p}_n(a|w') + \widehat{c}_{n, \delta}(w', a) \right).
\]

(12)

Note that \( \hat{p}_{n, \delta, -}(a|w) \) is increasing as a function of \( w \) (with the partial order \( \preceq \)).
3) Excessive bias and truncation.: Given an infinite past $x = x_{-\infty}^{-1} \in \mathbb{Z}^-$, recall that $N_{n-1}(\cdot) = 0$ implies $\hat{c}_{n,\delta}(x_{-k}^{-1}, a) = 1$. This implies the definition below makes sense.

$$ \hat{h}_n(x_{-\infty}^{-1}) := \min \left\{ h \in \mathbb{N} : \sum_{a \in A} \hat{p}_{n,\delta,-}(a|x_{-h}^{-1}) \geq 1 \right\}. $$

$\hat{h}_n(x_{-\infty}^{-1})$ will be our “empirical truncation point”, where the bias introduced by adding $\hat{c}_{n,\delta}(w, a)$ in (12) becomes excessive. Notice that, if $\hat{h}_n(x) > 0$, then

$$ \hat{Z}_n(x) := \sum_{b \in A} \left( \hat{p}_{n,\delta,-}(b|x_{-\hat{h}_n(x)}^{-1}) - \hat{p}_{n,\delta,-}(b|x_{-\hat{h}_n(x)+1}^{-1}) \right) > 0. $$

In fact this remains true even if $\hat{h}_n(x) = 0$ if we adopt the convention that $\sum_{b \in A} \hat{p}_{n,\delta,-}(b|x_{+1}^{-1}) = 0$ (we will adopt this from now on). We will also use the definition

$$ \hat{z}_n(x) := 1 - \sum_{b \in A} \hat{p}_{n,\delta,-}(b|x_{-\hat{h}_n(x)+1}^{-1}), $$

noting that $0 \leq \hat{z}_n(x) \leq \hat{Z}_n(x)$.

4) The actual estimates: We define our estimate for $p(a|x_{-\infty}^{-1})$ as follows.

$$ \hat{P}_n(a|x_{-\infty}^{-1}) := \left( 1 - \frac{\hat{z}_n(x)}{\hat{Z}_n(x)} \right) \hat{p}_{n,\delta,-}(a|x_{-\hat{h}_n(x)+1}^{-1}) + \left( \frac{\hat{z}_n(x)}{\hat{Z}_n(x)} \right) \hat{p}_{n,\delta,-}(a|x_{-\hat{h}_n(x)}^{-1}). $$

(13)

One may check that $\hat{P}_n(\cdot|x_{-\infty}^{-1})$ is a bona fide probability distribution over $A$ for all $x_{-\infty}^{-1} \in \mathbb{Z}^-$. Our definitive estimates for the $p_-$ are as follows.

$$ \hat{P}_{n,\delta,-}(a|x_{-k}^{-1}) := \left\{ \begin{array}{ll} \hat{p}_{n,\delta,-}(a|x_{-k}^{-1}), & k < \hat{h}_n(x_{-\infty}^{-1}); \\ \hat{P}_n(a|x_{-\infty}^{-1}), & k \geq \hat{h}_n(x_{-\infty}^{-1}). \end{array} \right. $$

Finally, we have our estimate for the conditional cumulative distribution function of $K_0$:

$$ \hat{F}_{n,\delta}(k|x_{-k}^{-1}) := \sum_{a \in A} \hat{P}_{n,\delta,-}(a|x_{-k}^{-1}). $$

Remark 8 (Computation of the estimator): One way to compute this estimator is to keep an enhanced suffix tree for $X^n$, where each node $w$ of the tree stores the values of $N_{n-1}(w)$ and $N_n(wa)$ for $a \in A$. While in principle the estimator involves $w'$ that do not appear in the sample, we have $\hat{c}_{n,\delta}(w', a) = 1$ in those cases, and we may disregard these values in computing $\hat{P}_n(\cdot|x)$ in those cases. This then a matter of walking down the tree and computing the appropriate quantities. This can be trivially implemented in $O(|A|^2n^2)$ time and requires $O(|A|n)$ space.

B. Basic results on the estimator

In this subsection we introduce some of the basic mathematical properties of our estimator. This will culminate with the main theorems on strong consistency (Theorem 3) and adaptivity (Theorem 2). The first result is a fairly simple proposition.

Proposition 4: Given $x = x_{-\infty}^{-1} \in \mathbb{Z}^-$, we have the inequalities

$$ \hat{p}_{n,\delta,-}(a|x_{-\hat{h}_n(x)+1}^{-1}) \leq \hat{P}_{n,\delta,-}(a|x) \leq \hat{p}_{n,\delta,-}(a|x_{-\hat{h}_n(x)}^{-1}). $$

Moreover, $\hat{F}_{n,\delta}(k|x_{-k}^{-1}) = \min\{1, \sum_{a \in A} \hat{p}_{n,\delta,-}(a|x_{-k}^{-1})\}$ for all $k \in \mathbb{N}$.

Proof: By the definition of $\hat{P}_n(a|x)$, and the fact that $0 \leq \hat{z}_n(x)/\hat{Z}_n(x) \leq 1$, we see at once that $\hat{P}_n(a|x)$ is a convex combination of

$$ \hat{p}_{n,\delta,-}(a|x_{-\hat{h}_n(x)+1}^{-1}) \text{ and } \hat{p}_{n,\delta,-}(a|x_{-\hat{h}_n(x)}^{-1}). $$
This gives the claimed inequalities for \( \hat{P}_n(a|x) \) once we recall that \( \tilde{P}_{n,\delta}^{-}(a|x_{-k}^{-1}) \) is increasing with \( k \). In order to compute \( \tilde{F}_{n,\delta}(x_{-k}^{-1}) \), we consider two cases.

\[
\begin{align*}
k < \hat{h}_n(x) & \Rightarrow \sum_{a \in A} \tilde{P}_{n,\delta}^{-}(a|x_{-k}^{-1}) < 1, \\
\tilde{P}_{n,\delta}^{+}(a|x_{-k}^{-1}) &= \tilde{P}_{n,\delta}^{-}(a|x_{-k}^{-1}) , \\
\text{and} \quad \tilde{F}_{n,\delta}(k|x_{-k}^{-1}) &= \sum_{a \in A} \tilde{P}_{n,\delta}^{-}(a|x_{-k}^{-1}); \\
k \geq \hat{h}_n(x) & \Rightarrow \sum_{a \in A} \tilde{P}_{n,\delta}^{-}(a|x_{-k}^{-1}) \geq 1, \\
\tilde{P}_{n,\delta}^{+}(a|x_{-k}^{-1}) &= \tilde{P}_{n}(a|x_{-k}^{-1}) , \\
\text{and} \quad \tilde{F}_{n,\delta}(k|x_{-k}^{-1}) &= \sum_{a \in A} \tilde{P}_{n}(a|x_{-k}^{-1}) = 1.
\end{align*}
\]

The next Lemmas are more technical and we defer their proofs to the Appendix. We need two important definitions to state them. For \((w, a) \in A^* \times A\) with \( N_{n-1}(w) > 0 \), define what one might call “semi-empirical probabilities”.

\[
\pi_n(a|w) := \frac{\sum_{i=1}^n 1_{\{x_i = w\}} p(a|x_i^{i-1})}{N_{n-1}(w)},
\]

(14)

For completeness, we set \( \pi_n(a|w) = 1/|A| \) when \((w, a) \in A^* \times A\) and \( N_{n-1}(w) = 0 \). Define also the good event:

\[
\text{Good} := \bigcap_{(w, a) \in A^* \times A} \left\{ \frac{|\pi_n(a|w) - \tilde{P}_n(a|w)|}{\tilde{C}_{n,\delta}(w, a)} \leq \tilde{C}_{n,\delta}(w, a) \right\}
\]

(15)

**Lemma 3 (Proven in Subsection [A-B]):** When Good holds, the following property holds almost surely: for all \( w, w' \in A^* \) with \( w' \geq w \),

\[
p_{-}(a|w) \leq \tilde{P}_{n,\delta}^{-}(a|w) \leq \pi_n(a|w') + 2\tilde{C}_{n,\delta}(w', a).
\]

**Lemma 4 (Proven in Subsection [A-C]):** \( P(\text{Good}) \geq 1 - \delta \).

VII. Finite sample adaptivity of the estimator

In this section we prove our main result on the adaptive nature of our estimator. Recall our convention that \( \alpha/0 = +\infty \) for \( \alpha > 0 \).

**Theorem 2 (Adaptivity):** Given a stationary process \( X = (X_n)_{n \in \mathbb{Z}} \), a sample size \( n \in \mathbb{N} \), and a confidence parameter \( \delta \in (0, 1) \), the estimator defined in Subsection [VI-A] satisfies the following property with probability \( \geq 1 - \delta \): for every \( x = x_{-\infty}^{-1} \in A^{\mathbb{Z}} \),

\[
\begin{align*}
d_{TV}(p(\cdot|x), \hat{P}_n(\cdot|x)) \\
&\leq \inf_{L \in \mathbb{N}} \left\{ 1 - \sum_{a \in A} p_{-}(a|x_{-L}^{-1}) + c \sqrt{\frac{|A| t_{*,n}(\delta)}{N_{n-1}(x_{-L}^{-1})}} \right\}
\end{align*}
\]

where \( t_{*,n}(\delta) \) was defined in (10) and \( c = (8 + 2\sqrt{2}) \) is universal. (Here we assume that \( p \) is as defined in Remark [2].)

This result is interesting in its own right, and will also be used in the proof of Theorem [3] on strong consistency. Since its statement might not be entirely transparent, we briefly discuss it before presenting the proof in Subsection [VII-B].

A. Some aspects of the result

1) **On the bound in the Theorem:** The optimization over \( L \) in the RHS of (16) may be restricted to \( L \in \mathbb{N} \) with \( N_{n-1}(x_{-L}^{-1}) > 0 \). Clearly, the bound is vacuous unless \( |A| \ll n \), and we may simplify the bound as follows

\[
\begin{align*}
&\inf_{L \in \mathbb{N}} \left\{ 1 - \sum_{a \in A} p_{-}(a|x_{-L}^{-1}) + C \sqrt{\frac{|A| \ln(n|\delta)}{N_{n-1}(x_{-L}^{-1})}} \right\}
\end{align*}
\]

with \( C > 0 \) universal. Another point is that taking \( L \) with \( N_{n-1}(x_{-L}^{-1}) \leq \ln n \) gives vacuous results. In particular, when the transition probabilities are lower bounded by some constant \( a > 0 \), \( N_{n-1}(x_{-L}^{-1}) \) decays exponentially with \( L \), and the range of useful \( L \) is restricted to \( O(\ln n) \). On the other hand, there are processes where taking much larger \( L \) is desirable. This is the case with the renewal processes discussed in Theorem [4] below.
2) Why Theorem \([2]\) is an oracle inequality: Let \((X_n, K_n)_{n \in \mathbb{N}}\) be the minimal RCR of \(X = (X_n)_{n \in \mathbb{N}}\). Take a symbol \(\not \in A\) and, for each \(L \in \mathbb{N}\), define a conditional distribution \(p_L(\cdot|x)\) on \(A \cup \{?\}\) as follows:

\[
p_L(a|x) := \begin{cases} p-(a|x^{-1}_L), & a \in A; \\ 1 - \sum_{b \in A} p-(b|x^{-1}_L), & a = \?.
\end{cases}
\]

Equivalently, \(p_L(\cdot|x^{-1}_L)\) is the law of a random symbol \(\tilde{X}_n\), where \(\tilde{X}_0 = X_0\) if \(K_0 \leq L\) and \(\tilde{X}_0 = ?\) if \(K_0 > L\). Clearly,

\[
d_{TV}(p(\cdot|x), p_L(\cdot|x)) = \sum_{a \in A \cup \{?\}} (p_L(a|x) - p(a|x))_+
\]

\[
= 1 - \sum_{a \in A} p-(a|x^{-1}_L).
\]

This definition allows us to rephrase Theorem \([2]\) as an oracle inequality: with probability \(\geq 1 - \delta\), for all \(x \in A^{Z-}\):

\[
d_{TV}(p(\cdot|x), \hat{P}_n(\cdot|x)) \leq \inf_{L \in \mathbb{N}} \left\{ d_{TV}(p(\cdot|x), p_L(\cdot|x)) + c \sqrt{\frac{|A|}{N_{n-1}(x^{-1}_L)}} \right\}.
\]

That is, for any given past \(x\) the estimate for \(p(\cdot|x)\) is as good as the best estimate of the form \(p_L(\cdot|x)\) up to a penalty term that is of the order \(\sqrt{\ln(n|A|)/\delta}/N_{n-1}(x^{-1}_L)\). Note that this is a sharp inequality: the constant in front of \(d_{TV}(p(\cdot|x), p_L(\cdot|x))\) in the RHS is 1. Moreover, it is “pastwise” in the sense that \(L\) achieving the infimum in the RHS of (18) may depend on \(x\).

3) The sample-dependent penalty term: Note that the second term in the RHS of both (16) and (13) depends on an empirical quantity \(N_{n-1}(x^{-1}_L)\). This is not standard, but we view it as a blessing in disguise. On the other hand, (13) holds under essentially no assumptions, and this is essential for our strong consistency result (Theorem \([3]\)).

On the other hand, given appropriate mixing rates for the process, it is often possible to replace \(N_{n-1}(x^{-1}_L)\) by \(n \mathbb{P} \left( X^{-1}_L = x^{-1}_L \right)\) for all \(L\) that are not “too large”. This implies that, if we are so inclined, we may replace the empirical \(N_{n-1}(x^{-1}_L)\) term with its non-empirical counterpart over a restricted range of \(L\). The key point, however, is that Theorem \([2]\) accommodates this restriction without any a-priori knowledge about the decay of mixing coefficients of \(X\).

4) How to apply the Theorem to context tree processes: Recall from Remark \([1]\) that a process is a context tree process if and only if the continuity rates \(\text{ct}(X^{-1}_k)\) satisfy \(\mathbb{P} \left( \text{ct}(X^{-1}_k) = 0 \right) = 1\). Combining this remark with Proposition \([1]\) shows that this holds if and only if for \(\mathbb{P}_{\text{past}}\text{-a.e. } x \in A^{Z-}\) there exists a \(L(x) \in \mathbb{N}\) such that \(p-(a|x^{-1}_L) = p(a|x)\). Plugging this back into the Theorem gives the following holds with probability \(\geq 1 - \delta\): for \(\mathbb{P}_{\text{past}}\text{-a.e. } x \in A^{Z-}\) with \(N_{n-1}(x^{-1}_L(x)) > 0\)

\[
d_{TV}(p(\cdot|x), \hat{P}_n(\cdot|x)) \leq C \sqrt{\frac{|A| \log(n|A|/\delta)}{N_{n-1}(x^{-1}_L(x))}},
\]

with \(C > 0\) universal. This is not necessarily the best way to apply (16) for any given process: a smaller value of \(L\), with greater bias, might be compensated by a much smaller “variance” term. However, (19) suffices to prove nearly minimax bounds for renewal processes (Theorem \([3]\)).

5) How to apply the Theorem to random Markov chains: For random Markov chains one can check that \(1 - \sum_{a \in A} p-(a|x^{-1}_L) \to 0\) when \(L \to +\infty\), uniformly in \(x\). This implies that, if \(X\) is ergodic, the RCR of (16) may be made uniformly small for all \(x \in \text{supp}(X)\), by taking a large \(L\) and then letting \(n \to +\infty\). We omit the details, since a similar argument is given in the first part of the proof of Theorem \([3]\) below.

B. Proof of the adaptivity theorem

Proof of Theorem \([2]\) Given \((w, a) \in A^* \times A\), consider the events

\[
E^+_{w,a} := \{p-(a|w) \leq \hat{p}_{n,\delta}-(a|w)\},
\]

\[
E^-_{w,a} := \{\hat{p}_{n,\delta}-(a|w) \leq \inf_{w' \geq w} (\hat{P}_n(a|w') + 2c \hat{f}_{n,\delta}(w', a))\}\).
\]

Also set \(E = \cap_{(w, a) \in A^* \times A} (E^+_{w,a} \cap E^-_{w,a})\). Combining Lemma \([5]\) and Lemma \([4]\) reveals \(\mathbb{P} (E) \geq \mathbb{P} (\text{Good}) \geq 1 - \delta\). The upshot is that the following deterministic statement implies the Theorem.

When \(E\) holds, (10) is satisfied.
To do this, we assume from now on that $E$ holds and proceed to prove (16). It suffices to show that given any infinite past $x \in A^{\mathbb{Z}^-}$ and any number $L \in \mathbb{N}$ with $N_{n-1}(x_{-L}^{-1}) > 0$, 

$$d_{TV}(p(\cdot | x), \hat{P}_n(\cdot | x)) = \sum_{a \in A} (p(a|x) - \hat{P}_n(a|x))_+$$

Therefore 

$$1 - \frac{|A| t_{s,n}(\delta)}{N_{n-1}(x_{-L}^{-1})}.$$ 

To prove (20) we consider the cases $L < \hat{h}_n(x)$ and $L \geq \hat{h}_n(x)$ separately.

**Case 1 - $k < \hat{h}_n(x)$**. Proposition 4 gives

$$\hat{P}_n(a|x) \geq \hat{p}_{n,\delta,\cdot}(a|x_{-h_n(x)+1}^{-1}).$$

Under the event $E$ we also have $L < \hat{h}_n(x)$ and

$$\hat{p}_{n,\delta,\cdot}(a|x_{-h_n(x)+1}^{-1}) \geq p_{-}(a|x_{-h_n(x)+1}^{-1}),$$

so that

$$p_{-}(a|x_{-h_n(x)+1}^{-1}) \geq p(a|x_{-L}^{-1})$$

because $p(a|w)$ increases with $w$. We deduce that

$$\hat{P}_n(a|x) \geq p_{-}(a|x_{-L}^{-1}),$$

and the formulae for total variation distance imply

$$d_{TV}(p(\cdot | x), \hat{P}_n(\cdot | x)) = \sum_{a \in A} (p(a|x) - \hat{P}_n(a|x))_+$$

$$\leq \sum_{a \in A} (p(a|x) - p_{-}(a|x_{-L}^{-1}))_+$$

$$(p \geq p_{-}) = \sum_{a \in A} (p(a|x) - p_{-}(a|x_{-L}^{-1}))$$

$$\sum_{a} p(a|x) = 1 = 1 - \sum_{a \in A} p_{-}(a|x_{-L}^{-1}).$$

So (20) holds in this case.

**Case 2 - $L \geq \hat{h}_n(x)$**. In this case we observe that, when $E$ holds,

$$\hat{p}_{n,\delta,\cdot}(a|x_{-h_n(x)}^{-1}) \leq \overline{p}_n(a|x_{-L}^{-1}) + 2\overline{c}_n,\delta(x_{-L}^{-1}, a).$$

Moreover, Proposition 4 gives

$$\hat{P}_n(a|x) \leq \hat{p}_{n,\delta,\cdot}(a|x_{-h_n(x)}^{-1}).$$

Therefore

$$\hat{P}_n(a|x) \leq \overline{p}_n(a|x_{-L}^{-1}) + 2\overline{c}_n,\delta(x_{-L}^{-1}, a).$$

We may combine this with the inequality $\overline{p}_n(a|x_{-L}^{-1}) + 2\overline{c}_n,\delta(x_{-L}^{-1}, a) \geq p_{-}(a|x_{-L}^{-1})$, which follows from $E$. Putting all of these inequalities together shows that, for any $a \in A$

$$(\hat{P}_n(a|x) - p(a|x))_+ \leq \overline{p}_n(a|x_{-L}^{-1}) + 2\overline{c}_n,\delta(x_{-L}^{-1}, a) - p_{-}(a|x_{-L}^{-1}).$$

Adding these bounds and checking the formula for $d_{TV}$ allows us to conclude that

$$d_{TV}(p(\cdot | x), \hat{P}_n(\cdot | x)) = \sum_{a \in A} (\overline{p}_n(a|x) - p_{-}(a|x_{-L}^{-1}))$$

$$+ 2 \sum_{a \in A} \overline{c}_n,\delta(x_{-L}^{-1}, a)$$

$$= \sum_{a \in A} \overline{p}_n(a|x_{-L}^{-1}) = 1 - \sum_{a \in A} p_{-}(a|x_{-L}^{-1})$$

$$+ 2 \sum_{a \in A} \overline{c}_n,\delta(x_{-L}^{-1}, a).$$
We will now to bound the sum $2 \sum_{a \in A} \widehat{c}_n, \delta (x_{-1}^1, a)$ assuming $N_{n-1} (x_{-1}^1) > 0$. First we recall

$$\widehat{c}_n, \delta (x_{-1}^1, a) \leq 2 \frac{\tilde{\rho}_n(a|x_{-1}^1) \cdot t_{s,n}(\delta)}{N_{n-1}(x_{-1}^1)} + (2 + \sqrt{2}) \frac{t_{s,n}(\delta)}{N_{n-1}(x_{-1}^1)}. \quad (23)$$

We wish to add the values in the RHS of $(23)$ over $a$. We will use the following bound (proven via Cauchy-Schwartz):

$$\sum_{a \in A} \sqrt{\hat{\rho}_n(a|x_{-1}^1)} \leq \sqrt{|A|} \sum_{a \in A} \hat{\rho}_n(a|x_{-1}^1)$$

$$(\sum_a \hat{\rho}_n(a|x_{-1}^1) = 1) = \sqrt{|A|}.$$ 

This gives a bound for the sum of $\widehat{c}_n, \delta (x_{-1}^1, a)$

$$2 \sum_{a \in A} \widehat{c}_n, \delta (x_{-1}^1, a) \leq 4 \frac{|A| t_{s,n}(\delta)}{N_{n-1}(x_{-1}^1)} + (4 + 2\sqrt{2}) \frac{|A| t_{s,n}(\delta)}{N_{n-1}(x_{-1}^1)}.$$

If $|A| t_{s,n}(\delta) \leq N_{n-1}(x_{-1}^1)$, we obtain

$$2 \sum_{a \in A} \widehat{c}_n, \delta (x_{-1}^1, a) \leq (8 + 2\sqrt{2}) \frac{|A| t_{s,n}(\delta)}{N_{n-1}(x_{-1}^1)},$$

and combining this with $(22)$ gives the inequality $(20)$. If on the other hand $|A| t_{s,n}(\delta) > N_{n-1}(x_{-1}^1)$, the RHS of $(20)$ is larger than one, whereas the LHS is upper bounded by one, so $(20)$ is trivially true. In either case, we have shown that $(20)$ holds whenever $L \geq \hat{h}_n(x)$ and $N_{n-1}(x_{-1}^1) > 0$. Since the bound is trivial when $N_{n-1}(x_{-1}^1) = 0$, and the case $L < \hat{h}_n(x)$ has been taken care of, this finishes the proof.

**VIII. STRONG CONSISTENCY**

The main result of this section is that our estimator is strongly consistent under ergodicity.

Theorem 3 (Strong consistency): Assume $X$ is a stationary, ergodic and almost surely continuous process. For each $n \in \mathbb{N}$, define estimators $\hat{P}_{n, \delta}$, $\hat{P}_{n}$ and $\hat{F}_{n, \delta}$ as above from the sample $X_n^0$, with a choice of $\delta = \delta_n$ satisfying $\sum_{a} \delta_n < +\infty$ and $\lim_n \log(1/\delta_n)/n \rightarrow 0$. Then there exists a set $T \subset A^\mathbb{Z}$ of probability $P_{past}(T) = 1$ such that, with probability 1 over the sample $X_1^{+\infty}$, for all $x \in T$ and $k \in \mathbb{N}$

$$\hat{F}_{n, \delta}(k|x) \rightarrow P \left( K_0 \leq k \mid X_{-\infty}^1 = x \right); \quad (24)$$

$$d_{TV}(p(\cdot|x), \hat{P}_n(\cdot|x)) \rightarrow 0; \quad (25)$$

when $n \rightarrow +\infty$.

Remark 9: The convergence over $x \in T$ is not uniform in general. It would not be hard to show that uniform convergence of our estimator holds a.s. if $X$ is continuous, with $T := A^\mathbb{Z}$.

Proof: The proof consists of three main steps. In Step 1 we define certain events $E, F, G, H$ and prove that they have probability 1. In Step 2, we define $T$ with $P_{past}(T) = 1$. In Step 3 we prove $(24)$ and $(25)$ under the assumption that $E \cap F \cap G \cap H \cap I$ holds. Combining the three steps finishes the proof.

**Step 1 - almost sure events.** Let us first note that for all samples sizes $n$ we may define a corresponding event $\text{Good} = \text{Good}^{(n)}$ via $(15)$. We now define:

$$E := \{ \text{Good}^{(n)} \text{ holds for all large enough } n \}; \quad (26)$$

$$F := \bigcap_{(w,a) \in \text{supp}^*(X) \times A} \left\{ \hat{c}_n, \delta (w, a) \rightarrow 0, \frac{\ln(n/\delta_n)}{\sqrt{N_{n-1}(w)}} \rightarrow 0 \right\}; \quad (27)$$

$$G := \bigcap_{(w,a) \in \text{supp}^*(X) \times A} \left\{ \hat{\rho}_n(a|w) \rightarrow p(a|w) \right\}; \quad (28)$$

$$H := \bigcap_{x \in A^\mathbb{Z}} \left\{ \text{for all large enough } n, \delta = \delta_n \right\}. \quad (29)$$
Let us prove that each of these events has probability 1. We start by showing $P(E^c) = 0$. Indeed,

$$E^c = \{ (\text{Good}^{(n)})^c \text{ infinitely often} \}.$$

Since $P\left( (\text{Good}^{(n)})^c \right) \leq \delta_n$ (by Lemma \ref{lem:borel-cantelli} and $\{\delta_n\}_{n \in \mathbb{N}}$ is summable (by assumption), $P(E^c) = 0$ follows from the first Borel-Cantelli Lemma. By the same token, Theorem \ref{thm:ergodicity} implies that the probability that (16) does not hold for a given $n$ is $\leq \delta_n$, and we may equally deduce that $P(F^c) = 0$.

To argue that $\lim n \to +\infty \frac{N_n(wa)}{n} = P(\text{X}_w = wa)$ holds for all large enough $n$, and therefore, by the definition of $\hat{p}_n(a|w)$, we have that, almost surely,

$$\lim_{n \to +\infty} \hat{p}_n(a|w) = \frac{P(\text{X}_w = wa)}{P(\text{X}_w = w)} = p(a|w). \quad \text{(32)}$$

The a.s. limit (30) suffices to show $P(F) = 1$. To see this, one notes that for all $(w, a) \in \text{supp}^*(X) \times A$, we have that, with probability one,

$$\tilde{\tau}_{n, \delta}(w, a) \text{ is of the order } \sqrt{\frac{\ln(n/\delta_n)}{N_n(wa)} + \frac{\ln(n/\delta_n)}{N_n(wa)}}.$$

By the assumption on $\delta_n$, $\ln(n/\delta_n)/n \to 0$ whereas $N_n(wa)/n$ converges a.s. to a positive limit, so $\tilde{\tau}_{n, \delta}(w, a) \to 0$.

Finally, to prove $P(G) = 1$ we note that, under $E$ (which holds a.s.), $|\overline{\tau}_n(a|w) - \hat{p}_n(a|w)| \leq \tilde{\tau}_{n, \delta}(w, a)$ for all large enough $n$. Moreover, under $F$ (which also has probability 1), $\tilde{\tau}_{n, \delta}(w, a) \to 0$, whereas by (32) we have $\hat{p}_n(a|w) \to p(a|w)$ almost surely. Therefore $\overline{\tau}_n(a|w) \to p(a|w)$ almost surely as well.

**Step 2 - definition of $T$.** This is fairly straightforward. We let $T$ denote the set of all $x \in A^\mathbb{Z}_-$ that satisfy:

$$\forall k \in \mathbb{N}, P\left( \text{X}_{-k} = x_{-k}^{-1} \right) > 0 \text{ and } \lim_{k \to +\infty} p(a|x_{-k}^{-1}) = \lim_{k \to +\infty} p(a|x_{-k}) = p(a|x).$$

The comments in Section II, Proposition \ref{prop:ergodicity} and Remark \ref{rem:ergodicity} imply $P_{\text{past}}(T) = 1$.

**Step 3 -** (24) and (25) hold whenever $E \cap F \cap G \cap H$ holds. We first show that

$$\forall (w, a) \in \text{supp}^*(X) \times A : \hat{p}_{n, \delta}(a|w) \to p_-(a|w). \quad \text{(33)}$$

To see this, fix $(w, a)$ and some $\epsilon > 0$. Choose $w' \in \text{supp}^*(X)$, $w' \geq w$, such that $p(a|w') \leq p_-(a|w) + \epsilon$. Because Good$^{(n)}$ holds for all large enough $n$ (under $E$), Lemma \ref{lem:ergodicity} implies that, with probability 1, there exists $n_0 \in \mathbb{N}$ such that $\forall n \geq n_0$,

$$p_-(a|w') \leq \hat{p}_{n, \delta}(a|w') \leq \overline{\tau}_n(a|w') + 2\tilde{\tau}_{n, \delta}(w', a).$$

Because of $G$, $\overline{\tau}_n(a|w') \to p(a|w') \leq p_-(a|w) + \epsilon$. Because of $F$, $\tilde{\tau}_{n, \delta}(w', a) \to 0$. This implies that for all large $n$,

$$p_-(a|w) \leq \hat{p}_{n, \delta}(a|w) \leq p_-(a|w) + 2\epsilon,$$

and (33) follows because $\epsilon > 0$ is arbitrary.

We are now ready to prove the limit in (24). For this we fix $x \in T$ and $k \in \mathbb{N}$. Note that

$$\hat{F}_{n, \delta}(k|x) = \min \{ 1, \sum_{a \in A} \hat{p}_{n, \delta}(a|x_{-k}^{-1}) \} \text{ by Prop.}\ref{prop:ergodicity}$$

$$\to \min \{ 1, \sum_{a \in A} p_-(a|x_{-k}) \}$$

$$= \sum_{a \in A} p_-(a|x_{-k}) = P(K_0 \leq k \mid X_{-\mathbb{Z}_-} = x).$$

It remains to prove the limit in (25). For this we use the events $H$ and $F$. Fix $x \in T$. Given $L \in \mathbb{N}$, $x_{-L}^{-1} \in \text{supp}^*(X)$ by the definition of $T$. Combining (16) (which holds for large enough $n$ under $H$) with $F$ gives

$$\lim_{n \to +\infty} \sup_{x \in T} d_{\text{TV}}(p(\cdot|x), \hat{F}_n(\cdot|x)) \leq 1 - \sum_{a \in A} p_-(a|x_{-L}^{-1}).$$
When \( x \in \mathcal{T} \), \( p_-(a|x^{-1}_L) \to p(a|x) \) as \( L \to +\infty \), and since \( \sum_{a \in A} p(a|x) = 1 \), this implies:
\[
\lim_{n \to +\infty} d_{TV}(p(\cdot|x), \widehat{P}_n(\cdot|x)) = 0.
\]
Since \( x \in \mathcal{T} \) is arbitrary, this finishes the proof. \( \blacksquare \)

**IX. Minimax results for binary renewal processes**

In this section we recall the definition of binary renewal processes and present our minimax results on them.

**A. Definition and basic properties of binary renewal processes**

**Definition 3:** Let \( \mu \) be a probability distribution on \( \mathbb{Z}_+ = \{1, 2, 3, 4, \ldots \} \) with finite first moment and define
\[
\mu_\geq(k) := \sum_{n \geq k} \mu(n) \ (k \in \mathbb{N} \cup \{0\}).
\]
A stationary binary renewal process with arrival distribution \( \mu \) is a stationary processes \( X = (X_n)_{n \in \mathbb{Z}} \) with alphabet \( A := \{0, 1\} \) with the following property: letting
\[
\{0 \leq \tau_0 < \tau_1 < \tau_2 < \ldots \} = \{n \in \mathbb{N} : X_n = 1\},
\]
the random variables \( \{\tau_0\} \cup \{\tau_i - \tau_{i-1} : i \in \mathbb{Z}_+\} \), are independent and, for all \( k \in \mathbb{N} \)
- \( \mathbb{P}(\tau_0 = k) = \mu_\geq(k)/\sum_{j \in \mathbb{N}} \mu_\geq(j) \);
- \( \mathbb{P}(\tau_i - \tau_{i-1} = k) = \mu(k), \forall i \in \mathbb{Z}_+ \).

Given constants \( \Gamma, \gamma > 0 \), we let \( \mathcal{R}(\Gamma, \gamma) \) denote the family of all stationary binary renewal processes with arrival distribution \( \mu \) satisfying:
\[
\sum_{k \in \mathbb{Z}_+} \mu(k) \ k^{2+\gamma} \leq \Gamma.
\]
We omit the proof of the following simple fact.

**Proposition 5 (Proof omitted):** A stationary binary renewal process \( X \) with arrival distribution \( \mu \) is a context tree process with \( \mathbb{P}_{\text{past}} \)-a.s. finite context length:
\[
L(x^{-1}_\infty) := \inf\{j \in \mathbb{N} : x_{-j} = 1\}.
\]
Moreover, in the event \( L(X^{-1}_\infty) = k \), the following equality holds almost surely:
\[
\mathbb{P}(X_0 = 1 \mid X^{-1}_\infty) = p(1|10^{k-1}) = \frac{\mu(k)}{\mu_\geq(k)}
\]
Finally,
\[
\mathbb{P}(X^{-1}_k = 10^{k-1}) = \frac{\mu_\geq(k)}{\sum_{j} \mu_\geq(j)}.
\]

**B. The near minimax bound**

Given a stationary process \( X \) with transition probabilities \( p \), which induces a measure \( \mathbb{P}_{\text{past}} \) over \( A^{\mathbb{Z}_-} \), and another choice \( q : A^{\mathbb{Z}_-} \times A \to [0, 1] \) of transition probabilities, we define a loss function
\[
\ell_X(q) := \int_{A^{\mathbb{Z}_-}} d_{TV}(q(\cdot|x), p(\cdot|x)) \ d\mathbb{P}_{\text{past}}(x).
\]
In words, \( \ell_X(q) \) measures how close \( q \) is to the true transition probabilities of \( X \), when one averages over infinite pasts.

**Theorem 4:** For any constants \( \Gamma, 0 < \gamma \leq 1 \), there exists a constant \( C > 0 \) such that, for all \( n \geq 3 \), and all processes \( X \in \mathcal{R}(\Gamma, \gamma) \),
\[
\mathbb{P}(\ell_X(\widehat{P}_n) \leq C \sqrt{\frac{\ln n}{n}}) \geq 1 - \frac{C}{n^{1+\gamma/2}},
\]
where \( \widehat{P}_n \) is the estimator defined in Subsection **VI-A** run on a size-\( n \) sample \( X^-_1 \) from \( X \), with the choice of confidence parameter \( \delta = \delta_n := 1/n^2 \).

*Why this is a near-minimax result.* It is well known that binary processes \( X = (X_n)_{n \in \mathbb{N}} \) with i.i.d. symbols are binary renewal processes with geometric arrival distribution. In particular, all i.i.d. Bernoulli processes with \( \mathbb{P}(X_0 = 1) = [1/3, 2/3] \) are contained in \( \mathcal{R}(\Gamma, \gamma) \) when \( \Gamma \geq \Gamma_0(\gamma) \). For large \( n \), consider two i.i.d. processes \( X^{(i)} = (X^{(i)}_n)_{n \in \mathbb{Z}}, i = 1, 2 \), with \( \mathbb{P}(X^{(1)}_0 = 1) = 1/2 \) and \( \mathbb{P}(X^{(2)}_0 = 1) = 1/2 + (1/100 \sqrt{n}) \). As we noted, these processes are both in \( \mathcal{R}(\Gamma, \gamma) \) for large
enough $\Gamma$. A simple calculation shows that the Kullback Leiber distance between $(X(1))^n$ and $(X(2))^n$ is small, and it follows from Pinsker’s Lemma that no procedure can distinguish the two processes with more than a small (constant) probability. In particular, any procedure that attempts to estimate the marginal probabilities of both $(X(1))^n$ and $(X(2))^n$ will obtain an error of more than $1/200\sqrt{n}$ on at least one of the two processes, with probability $\geq \alpha > 0$ independent of $n$. The upshot is that any estimator $\hat{P}_n$ will satisfy

$$\sup_{X \in \mathcal{X}(\Gamma, \gamma)} \mathbb{P}\left(\ell_X(\hat{P}_n) \geq \frac{1}{200\sqrt{n}}\right) \geq \alpha > 0.$$ 

In other words, the typical error bound in Theorem 4 is at most a $O\left(\sqrt{\ln n}\right)$ factor away from optimality.

**Proof of Theorem 4** We fix $X \in \mathcal{X}(\Gamma, \gamma)$, with arrival distribution $\mu$, throughout the proof. We also fix $n \in \mathbb{N}$ and assume $\hat{P}_n$ is defined as in the statement of the Theorem.

The basic strategy in this proof combines elements of Subsections VII-A3 and VII-A4. Namely, we will combine the fact that $X$ is a context tree process (cf. Proposition 5) with the approximation $N_{n-1}(x^{-1}_k) \approx P(X^{-1}_k = x^{-1}_k)$ $n$. The key point is to find the right “cutoff value” $k_*$ for which this is a good approximation, and show that it is indeed good for the vast majority of pasts.

Because we will only obtain rough estimates, we adopt the following convention throughout this proof: $C, C_0, C_1, \cdots > 0$ are constants that are allowed to depend only on $\Gamma, \gamma$, and which may change from line to line.

We begin with some preliminaries. By Proposition 6, $L(x) < +\infty$ and $p(a|x) = p_{\cdot a}L_{\cdot L}\mu_{\cdot L}$-almost-surely. Recalling that $\delta = n^{-2}$, (19) in Subsection VII-A4 may be used to show that $P(E) \geq 1 - n^{-2}$, where:

$$E := \bigcap_{k \in A^\infty} \left\{ d_{TV}(p(\cdot|x), \hat{P}_n(\cdot|x)) \leq C \frac{\log n}{\sqrt{n_{n-1}(x_{-k})}} \right\}. \quad (34)$$

Given $C_0, C_1 > 0$, define:

$$k_* := \max \left\{ k \in \mathbb{N} : \mu_\Gamma(k) \geq C_0 \log n \right\}, \quad (35)$$

as well as the event

$$F := \left\{ \forall 1 \leq k \leq k_* : \frac{n_{n-1}(10k-1)}{n} \geq \frac{\mu_\Gamma(k)}{C_1} \right\} \quad (36)$$

Lemma 6 in the Appendix proves that $P(F) \geq 1 - C n^{-1-\gamma/2}$, hence $P(E \cap F) \geq 1 - C n^{-1-\gamma/2}$. This means that it suffices to prove the following deterministic statement.

*When $E \cap F$ holds,* $\ell_X(\hat{P}_n) \leq C \sqrt{\frac{\ln n}{n}}$.

To prove this, we decompose and bound the loss function:

$$\ell_X(\hat{P}_n) = \sum_{k=1}^{+\infty} \int_{\{L(x) = k\}} d_{TV}(\hat{P}_n(\cdot|x), p(\cdot|x)) d\mu_{\cdot L}(x) \leq \sum_{k=1}^{k_*} \int_{\{L(x) = k\}} d_{TV}(\hat{P}_n(\cdot|x), p(\cdot|x)) d\mu_{\cdot L}(x)$$

$$+ \sum_{k=k_* + 1}^{+\infty} \int_{A^{\infty}} 1_{\{L(x) = k\}} d\mu_{\cdot L}(x) \leq C \sum_{k=1}^{k_*} \int_{\{L(x) = k\}} \frac{\log n}{\sqrt{n_{n-1}(x_{-k})}} d\mu_{\cdot L}(x) \leq C \sum_{k=1}^{k_*} \frac{\mu_{\cdot L}(L(x) = k)}{\sqrt{n \mu_\Gamma(k)}}$$

$$+ \sum_{k=k_* + 1}^{+\infty} \mu_{\cdot L}(L(x) = k) \leq C \sqrt{\frac{\ln n}{n}} \sum_{k=1}^{+\infty} \mu_\Gamma(k). \quad (40)$$
In this derivation, points \((37), (38), (39)\) and \((40)\) need some explaining. First, we bounded \(d_{TV} \leq 1\) for \(k > k_*\) to obtain \((37)\). In \((38)\), we used the event \(E\) to bound \(d_{TV}\) in each term. The event \(F\) was used in \((39)\) to obtain
\[
L(x) = k \Rightarrow x_{-k}^{-1} = 10^{k-1} \Rightarrow N_{n-1}(x_{-k}^{-1}) \geq \frac{\mu_{\geq (k)} n}{C_1} \quad \text{by } F.
\]
Finally, the last inequality \((40)\) follows from two points. Proposition 5 and the fact that \(\mu_{\geq (0)} = 1\) imply \(P_{past}(L(x) = k) \leq \mu_{\geq (k)}\), and this gives bounds on the terms with \(k \leq k_*\) in the sum. For \(k > k_*\) we note that \(\mu_{\geq (k)}\) is decreasing in \(k\) and that \(\mu_{\geq (k+1)} < C \sqrt{\ln n/n}\) (by the definition of \(k_*\)):
\[
\mu_{\geq (k)} \leq \sqrt{\mu_{\geq (k+1)} \mu_{\geq (k)}} \leq \sqrt{\frac{C_0 \log n}{n}} \mu_{\geq (k)}.
\]
This justifies \((40)\), and we will be done once we bound \(\sum k \sqrt{\mu_{\geq (k)}}\) uniformly in terms of \(\Gamma, \gamma\). But this is simple. Our moment assumption on \(\mu\) means that, for any \(k \geq 1\),
\[
\mu_{\geq (k)} = \sum_{i \geq k} \mu(i) \leq k^{-(2+\gamma)} \sum_{i \geq 1} \mu(i) i^{2+\gamma} \leq \Gamma k^{-(2+\gamma)}.
\]
This implies that
\[
\sum_{k \in \mathbb{Z}_-} \sqrt{\mu_{\geq (k)}} \leq \sqrt{\Gamma} \sum_{k \in \mathbb{Z}_-} k^{-(1+\frac{2}{\gamma})} < +\infty.
\]
We conclude from \((40)\) that \(\ell_X(\hat{P}_n) \leq C \sqrt{\ln n/n}\) whenever \(E \cap F\) holds, and this finishes the proof.

**APPENDIX A**

**SOME TECHNICAL RESULTS FOR THE ANALYSIS OF OUR ESTIMATOR**

In this section we introduce a fundamental martingale inequality that is used in the analysis of our estimator, and then prove Lemmas 3 and 4.

**A. The economical Freedman’s inequality**

The following concentration lemma is closely related to Freedman’s classical inequality \([21]\).

**Lemma 5 (Economical Freedman’s inequality):** Let \((M_j, \mathcal{F}_j)_{j=0}^n\) be a martingale such that \(M_0 = 0\) and \(|M_j - M_{j-1}| \leq 1\) for all \(1 \leq j \leq n\). Define the quadratic variation process
\[
V_n := \sum_{j=1}^n E \left[(M_j - M_{j-1})^2 \mid \mathcal{F}_{j-1}\right].
\]
Then for any \(t \geq 1\):
\[
P \left(M_n \geq \sqrt{2t} v + \frac{2t}{3}, V_n \leq v \right) \leq e^{-t} P \left(V_n > 0\right), \tag{41}
\]
and
\[
P \left(M_n \geq 2 \sqrt{V_n t} + t \right) \leq \left[7 + \log_2 n\right] e^{-t} P \left(V_n > 0\right). \tag{42}
\]

A version of the first inequality was proven in \([21]\) without the \(P \left(V_n > 0\right)\) term. The second inequality, with its “empirical variance term” \(V_n\), is analogous to what Freedman used in \([21]\) in a discussion of the Law of the Iterated Logarithm. See also \([22]\) and the more recent papers \([23], [24]\) for related inequalities used in similar contexts. In our setting, adding the \(P \left(V_n > 0\right)\) term turns out to be crucial (cf. Remark 10 below).

**Proof:** We first show how \((42)\) follows from \((41)\). Fix \(t \geq 1\). By our assumption that the increments of the martingale are bounded by 1, we also have \(V_n \leq n\). This means:
\[
A := \{M_n \geq 2 \sqrt{V_n t} + t\} = \bigcup_{i=0}^{5 + \lfloor \log_2 n \rfloor} A_i,
\]
where \(A_0 := A \cap \{V_n \leq 2^{-6}\}\) and \(A_i = A \cap \{2^{i-6} < V_n \leq 2^{i-5}\}\) for \(i \geq 0\). We bound the probabilities of the \(A_i\)'s using \((41)\). For \(i = 0\), note that, if \(t \geq 1\), then:
\[
V_n \leq v_0 := 2^{-5} \Rightarrow 2 \sqrt{V_n t} + t \geq t \geq \sqrt{2 v_0 t} + \frac{2t}{3},
\]
so we can apply the Proposition with \( v = v_0 = 2^{-6} \) to obtain:
\[
P(A_0) \leq P \left( M_n \geq \sqrt{2v_0 t} + \frac{2t}{3}, V_n \leq v_0 \right)
\leq e^{-t} P \left( V_n > 0 \right).
\]

For \( i \geq 1 \) we have:
\[
2^{i-6} < V_n \leq v_i := 2^{i-5} \Rightarrow 2 \sqrt{v_i t} + t \geq \sqrt{2v_i t} + \frac{2t}{3},
\]
so another application of (41) gives
\[
P(A_i) \leq P \left( M_n \geq \sqrt{2v_i t} + \frac{2t}{3}, V_n \leq v_i \right)
\leq e^{-t} P \left( V_n > 0 \right).
\]

Summing these probabilities gives
\[
P(A) \leq \sum_{i=0}^{5 + \lfloor \log_2 n \rfloor} P(A_i) \leq (6 + \lfloor \log_2 n \rfloor) e^{-t} P \left( V_n > 0 \right),
\]
which implies (42) because \( \lfloor x \rfloor \leq x + 1. \)

We now prove (41). Define \( \lambda = \sqrt{2tv + 2t/3} \) and let \( \Psi(x) := e^x - 1 - x \ (x \in \mathbb{R}) \). Choose some \( \theta > 0 \) and note that \( V_n = 0 \Rightarrow M_n = M_0 = 0 \) almost surely. Defining
\[
U_j := e^{\theta M_j - \Psi(\theta) V_j}, \quad j = 0, 1, 2, \ldots, n,
\]
we see that
\[
P \left( M_n > \lambda, V_n \leq v \right) \leq P \left( U_n \geq e^{\lambda - \Psi(\theta) v}, V_n > 0 \right).
\]

We obtain
\[
P \left( M_n > \lambda, V_n \leq v \right) \leq e^{-\theta \lambda + \Psi(\theta) v} E \left[ U_n 1 \{ V_n > 0 \} \right]
\] (43)

We claim that:

**Claim 1:**
\[
E \left[ e^{\theta M_n - \Psi(\theta) V_n} 1 \{ V_n > 0 \} \right] \leq P \left( V_n > 0 \right).
\]

Given this fact, optimizing the RHS of (43) over \( \theta \) (following the steps of Bennett’s inequality in [25, page 24]) finishes the proof.

To prove the Claim, we first note that \((U_j, \mathcal{F}_j)_{j=0}^{n}\) is a supermartingale; this is proven e.g.. in [26, Page 32, Lemma 4]. Now write the event \{\( V_n > 0 \)\} as a disjoint union:
\[
\{ V_n > 0 \} = \bigcup_{i=1}^{n} E_i, \quad \text{where}
\]
\[
E_i := \{ V_i > 0 \text{ and } V_j = 0 \text{ for } j < i \}.
\]

The \( i \)th element in this union is \( \mathcal{F}_{i-1} \)-measurable. Combining this with the supermartingale property gives:
\[
E \left[ U_n 1 \{ V_n > 0 \} \right] = \sum_{i=1}^{n} E \left[ U_n 1 \{ E_i \} \right]
= \sum_{i=1}^{n} E \left[ E \left[ U_n \mid \mathcal{F}_{i-1} \right] 1 \{ E_i \} \right]
\leq \sum_{i=1}^{n} E \left[ U_{i-1} 1 \{ E_i \} \right],
\]

Now note that in event \( E_i \) we have \( V_{i-1} = 0 \) and therefore \( M_{i-1} = 0 \) almost surely. This means that \( U_i = 1 \) a.s. when \( E_i \) holds. Therefore, the expectations in the last display are at most \( P \left( E_i \right) \), and we obtain:
\[
E \left[ U_n 1 \{ V_n > 0 \} \right] \leq \sum_{i=1}^{n} P \left( E_i \right) = P \left( V_n > 0 \right),
\]
as claimed.
B. Inequalities under the good event

We now prove Lemma 3 above.

Proof of Lemma 3. That
\[ \hat{p}_{n,\delta}(a|w) \leq \overline{p}_n(a|w') + 2\overline{c}_n,\delta(w',a) \]
follows from \( \hat{p}_{n,\delta}(a|w) \leq \hat{p}_n(a|w') + \overline{c}_n,\delta(w',a) \) and the fact that \( \hat{p}_n(a|w') \leq \overline{p}_n(a|w') + \overline{c}_n,\delta(w',a) \) in the event Good.

To upper bound \( p_-(a|w) \), fix some \( w' \in \text{supp}^*(X) \) with \( w \preceq w' \). In Good we have the inequality \( \hat{p}_n(a|w') + \overline{c}_n,\delta(w',a) \geq \|p_n(a|w')\|_1 \). Moreover if \( N_{n-1}(w') > 0 \), \( \overline{p}_n(a|w') \) is a convex combination of probabilities \( p(a|X^{n-1}_i) \) with \( X^{n-1}_i = w \). We deduce that \( \overline{p}_n(a|w') \geq p_-(a|w) \) almost surely in Good whenever \( w' \preceq w \) and \( N_{n-1}(w') > 0 \). The same inequality extends to \( N_{n-1}(w') = 0 \) because we have assumed \( \overline{c}_n,\delta(w',a) = 1 \) in this case. The upshot is that
\[ \forall w' \in A^*: w' \preceq w \Rightarrow \overline{p}_n(a|w') + \overline{c}_n,\delta(w',a) \geq p_-(a|w), \]
and taking the infimum over all such \( w' \) finishes the proof.

C. The probability of the good event

We now use the full power of Lemma 5 to prove Lemma 4.

Proof of Lemma 4. We apply Lemma 5 above. Fix a pair \((w, a) \in A^* \times A \). We set \( M_j(w, a) := 0 \) for \( 0 \leq j \leq |w| \). For larger \( j \), we set
\[ M_j(w, a) := \sum_{i=|w|+1}^j (1_{\{X_i = a\}} - p(a|X^{n-1}_i)) 1_{\{X^{n-1}_i = w\}}. \]
The point of this definition is that
\[ N_{n-1}(w) > 0 \Rightarrow \hat{p}_n(a|w) - \overline{p}_n(a|w) = \frac{M_n(w, a)}{N_{n-1}(w)}, \]
as one can check from the definitions of \( \hat{p}_n \) and \( \overline{p}_n \).

Define a filtration via \( F_0 = \{\emptyset, \Omega\} \) and \( F_j := \sigma(X_1, \ldots, X_j), j \geq 1 \). Let us check that the assumptions of Lemma 5 apply, i.e. that \( \{(M_j(w, a), F_j)\}_{j=0}^n \) is a martingale starting from 0, with increments between \(-1, 1\). Firstly, note that \( M_0(w, a) = 0 \) and \( M_j(w, a) - M_{j-1}(w, a) = 0 \) when \( j \leq |w| \). For larger \( j \), the increment \( M_j(w, a) - M_{j-1}(w, a) \) is equal to
\[ (1_{\{X_j = a\}} - p(a|X^{n-1}_j)) 1_{\{X^{n-1}_j = w\}}; \]
which is between \(-1, 1\). Moreover, the conditional expectation of this increment with respect to \( F_{j-1} \) is 0, since \( \{X^{n-1}_j = w\} \in F_{j-1} \) and \( \mathbb{P}(X_j = a|F_{j-1}) = p(a|X^{n-1}_j) \).

We deduce that Lemma 5 does apply. Looking at the increments \( M_j(w, a) - M_{j-1}(w, a) \) again, we see at once that
\[ \mathbb{E}\left[(M_j(w, a) - M_{j-1}(w, a))^2 | F_{j-1}\right] \]
\[ \leq \begin{cases} 0, & j \leq |w|; \\ p(a|X^{n-1}_j) 1_{\{X^{n-1}_j = w\}}, & j > |w|. \end{cases} \]
Adding these bounds gives an upper bound for the quadratic variation \( V_n(w, a) \) of the martingale \( M_n(w, a) \):
\[ V_n(w, a) \leq \sum_{j=|w|+1}^n p(a|X^{n-1}_j) 1_{\{X^{n-1}_j = w\}} = N_{n-1}(w) \overline{p}_n(a|w) \] (by (14)).

Therefore, \( V_n(w, a) > 0 \) implies \( N_{n-1}(w) > 0 \). Setting
\[ \overline{c}(w, a) := 2 \sqrt{\overline{p}_n(a|w) t_{*,n}(\delta) + \frac{t_{*,n}(\delta)}{N_{n-1}(w)}}, \]
when \( N_{n-1}(w) > 0 \), and \( \overline{c}(w, a) = 1 \) otherwise, we see at once that, when \( N_{n-1}(w) > 0 \),
\[ \overline{c}(w, a) N_{n-1}(w) \geq 2 t_{*,n}(\delta) V_n(w, a) + t_{*,n}(\delta). \]
We deduce from (44), Lemma 5 (applied to \( \pm M_n(w, a) \)) and the choice of \( t_{*, n}(\delta) \) in (10) that
\[
P \left( |\mathcal{P}_n(a|w) - \hat{\mathcal{P}}_n(a|w) | \geq \overline{c}(w, a) \right) 
\leq P \left( |M_n(w, a) | \geq 2 \sqrt{t_{*, n}(\delta)} V_n(w, a) + t_{*, n}(\delta) \right) 
\leq 2 \left[ 7 + \log_2 n \right] e^{-t_{*, n}(\delta)} P \left( N_{n-1}(w) > 0 \right) 
= \frac{\delta}{|A| \left( \frac{n^2}{2} + 1 \right)}.
\]
(45)

Now define
\[
\overline{\text{Good}} := \bigcap_{(w,a) \in A^* \times A} \{ |\mathcal{P}_n(a|w) - \hat{\mathcal{P}}_n(a|w) | \leq \overline{c}(w, a) \}.
\]

Applying the union bound to (45), we obtain
\[
1 - P \left( \overline{\text{Good}} \right) \leq \frac{\delta}{\left( \frac{n^2}{2} + 1 \right)} \sum_{w \in A^*} P \left( N_{n-1}(w) > 0 \right).
\]

The sum in the RHS counts the expected number of substrings \( w \in A^* \) that show up in the sample. This number is upper bounded (deterministically) by \( 1 + n^2/2 \), so \( P \left( \overline{\text{Good}} \right) \geq 1 - \delta \).

We will finish the proof by showing that \( \overline{\text{Good}} \subset \text{Good} \).

Comparing these two events, we see that it suffices to prove that, for any \( (w, a) \in A^* \times A \), \( |\mathcal{P}_n(a|w) - \hat{\mathcal{P}}_n(a|w) | \leq \overline{c}(w, a) \) implies \( |\mathcal{P}_n(a|w) - \hat{\mathcal{P}}_n(a|w) | \leq \overline{c}_{n, \delta}(w, a) \). This is trivial when \( N_{n-1}(w) = 0 \), so we assume \( N_{n-1}(w) > 0 \) in what follows.

Set \( x := \mathcal{P}_n(a|w) \), \( y := \hat{\mathcal{P}}_n(a|w) \) and \( \alpha := t_{*, n}(\delta)/N_{n-1}(w) \). With this notation, \( \overline{c}(w, a) = 2\sqrt{\alpha x} + \alpha \). Our starting point is \( |\mathcal{P}_n(a|w) - \hat{\mathcal{P}}_n(a|w) | \leq \overline{c}(w, a) \), which reads
\[
|x - y| \leq 2\sqrt{\alpha x} + \alpha.
\]
(46)

We obtain
\[
x - 2\sqrt{\alpha x} \leq y + \alpha
\]
and completing the square in the LHS gives
\[
(\sqrt{x} - \sqrt{\alpha})^2 \leq (\sqrt{y} + \sqrt{2\alpha})^2.
\]

We deduce
\[
\sqrt{x} \leq \sqrt{y} + (1 + \sqrt{2}) \alpha.
\]

Plugging this back into (46) gives
\[
|\mathcal{P}_n(a|w) - \hat{\mathcal{P}}_n(a|w) | = |x - y| \leq 2\sqrt{\alpha y} + (2 + \sqrt{2}) \alpha,
\]
and the RHS is equal to
\[
2\sqrt{\hat{\mathcal{P}}_n(a|w)} \frac{t_{*, n}(\delta)}{N_{n-1}(w)} + (2 + \sqrt{2}) \frac{t_{*, n}(\delta)}{N_{n-1}(w)} = \overline{c}_{n, \delta}(w, a).
\]

In other words, we have showed the desired implication, which yields \( \overline{\text{Good}} \subset \text{Good} \) and \( P \left( \text{Good} \right) \geq P \left( \overline{\text{Good}} \right) \geq 1 - \delta \), as desired.

Remark 10: Notice that the term in \( P \left( V_n > 0 \right) \) term in Lemma 5 is what ultimately allows us to perform the union bound in the way we do. Instead of adding a penalty term for each \( w \in A^* \) (of which there are infinitely many choices), we ultimately only need to account for those \( w \) that actually show up in the sample. This is a “martingale version” of an idea by Mórvai and Weiss 27, who consider countable alphabet processes with finite contexts. Similar inequalities have appeared in 11, 24.

A more standard alternative to this idea would be to set \( \overline{c}_{n, \delta}(w, a) \approx \sqrt{\left( t(w) + \log\log n/\delta \right)} / N_{n-1}(w) \) for deterministic values \( t(w) \) with \( \sum_{w \in A^*} e^{-t(w)} \leq 1 \). The usual way to achieve this is to take \( t(w) \) linear in \( |w| \); see e.g. 23. This would allow for a union bound without the \( P \left( V_n > 0 \right) \) term, but the near-minimax result in Theorem 4 would not follow, as the corresponding \( \overline{c}_{n, \delta}(w, a) \) would be too large for “deep pasts”.
\textbf{APPENDIX B}

\textbf{A TYPICALITY RESULT FOR RENEWAL PROCESSES}

We recall the definition of the class $\mathcal{R}(\Gamma, \gamma)$ in Section IX

\textbf{Lemma 6:} Let $X = (X_n)_{n \in \mathbb{Z}} \in \mathcal{R}(\Gamma, \gamma)$ with arrival distribution $\mu$. Then there exist $C, C_0, C_1 > 0$ depending only on $\gamma, \Gamma$ such that the following holds. Let $k_*$ as in (35).

\[ k_* := \max \left\{ k \in \mathbb{N} : \mu_{\geq}(k) \geq \frac{C_0 \log n}{n} \right\}, \tag{47} \]

For any $n \in \mathbb{N}, n \geq 3$, the event

\[ F := \left\{ \forall 1 \leq k \leq k_* : N_{n-1}(10^{k-1}) > \frac{\mu_{\geq}(k)}{C_1} \right\} \]

has probability $P(F) \geq 1 - C n^{-1-\gamma/2}$.

\textbf{Proof:} We use the notation introduced in Definition 3 as well as the notation and conventions for constants $C, C_0, C_1, C_2 \ldots$ (depending only on $\Gamma, \gamma$) which we introduced in the proof of Theorem 4. Recall from that section that

\[ \{\tau_0 \leq \tau_1 \leq \tau_2 \leq \ldots\} = \{n \in \mathbb{N} : X_n = 0\} \]

where $\{\tau_0\} \cup \{\tau_i - \tau_{i-1}\}_{i \in \mathbb{Z}^+}$ are independent, with

\[ P(\tau_0 = k) = \frac{\mu_{\geq}(k)}{\sum_{j \geq 0} \mu_{\geq}(j)} \leq \mu_{\geq}(k) \ (k \in \mathbb{Z}^+) \]

and

\[ P(\tau_i - \tau_{i-1} = k) = \mu(k) \ (k \in \mathbb{Z}^+). \]

Our first step in the proof will be to note that there exist $C_3, C_4 > 0$ such that, for all $n \in \mathbb{Z}^+$:

\[ (\text{Step 1}) \ P(\tau_{[n/C_3]} \leq n) \geq 1 - C_4 n^{-1-\gamma/2}. \tag{49} \]

Indeed,

\[ P(\tau_{[n/C_3]} > n) \leq P(\tau_{[n/C_3]} - \tau_0 > n/2) + P(\tau_0 > n/2). \tag{50} \]

The first term in the RHS is a tail bound for an i.i.d.

\[ \sum_{i=1}^{[n/C_3]} (\tau_i - \tau_{i-1}) \]

that has expectation

\[ \sum_{i=1}^{[n/C_3]} E[\tau_i - \tau_{i-1}] \leq \left[ \frac{n}{C_3} \right] E[(\tau_1 - \tau_0)^{1/\gamma}] \leq \frac{n \Gamma^{1/\gamma}}{C_3}. \]

Therefore, if $C_3$ is large enough, the first term in the RHS of (50) is bounded by

\[ P \left( \sum_{i=1}^{[n/C_3]} (\tau_i - \tau_{i-1} - E[\tau_i - \tau_{i-1}]) > n/4 \right), \]

and standard moment inequalities for i.i.d.

\[ P(\tau_{[n/C_3]} - \tau_0 > n/2) \leq \frac{C_4}{n^{1+\gamma/2}}. \tag{51} \]

For the other term in the RHS of (50), we note the exact formula

\[ P(\tau_0 > n/2) = \sum_{k > n/2} \mu_{\geq}(k) \]

and bound the terms in the sum individually:

\[ \mu_{\geq}(k) = \sum_{j \geq k} \mu(j) \leq \frac{\sum_{j > k} j^{2+\gamma} \mu(j)}{k^{2+\gamma}} \leq \frac{\Gamma}{k^{2+\gamma}}. \tag{52} \]
So \( P(\tau_0 > n/2) \leq C_4/n^{1+\gamma/2} \) as well. Combining this bound with (51) and plugging them into (50) gives (49). Now take \( k \in \mathbb{Z}_+ \), \( k \leq k_* \). Note that

\[
\sum_{i=1}^{[n/C_5]} 1\{\tau_i - \tau_{i-1} \geq k\}
\]

is a sum of i.i.d. Bernoulli terms with \( P(\tau_i - \tau_{i-1} \geq k) = \mu_\geq(k) \geq C_6 \ln n/n \). The upshot is that, given any \( \eta = \eta(\Gamma, \gamma) > 0 \), one may choose \( C_0 = C_0(\eta) \) appropriately so as to obtain the next inequality via a Chernoff bound for the binomial distribution (26):

\[
P\left( \sum_{i=1}^{[n/C_5]} 1\{\tau_i - \tau_{i-1} \geq k\} < C_5 \mu_\geq(k) n \right) \leq \frac{C_0}{\eta^k}.
\]

Now (52) implies \( k_* \leq n^{1/(2+\gamma)/C_7} \). Hence by choosing \( \eta \) large enough, we can take an union bound over \( k \leq k_* \) and obtain that

\[
\sum_{i=1}^{[n/C_5]} 1\{\tau_i - \tau_{i-1} \geq k\} \geq C_5 \mu_\geq(k) n \text{ for all } k \leq k_*
\]

with probability at least \( 1 - C n^{-1-\gamma/2} \). The proof finishes once we note that, when (49) and the event in the last display both hold, then \( F \) must also hold: each time \( \tau_i \leq n - 1 \) with \( \tau_i - \tau_{i-1} \geq k \) gives a distinct occurrence of \( 10^{k-1} \) in \( X_{\tau_i}^{\tau_{i-1}} \). This means that \( P(F) \geq 1 - C n^{-1-\gamma} \), as desired.
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