ABSTRACT: There are many studies that have applied data mining to banking. However, the lack of proper data mounts a serious obstacle to the employment of data mining techniques by banks. This paper examines previous data mining research in the field of banking to extract all served entities and attributes required for analytical purposes, categorize these attributes and ultimately present a data model for analysis. After analyzing a wide range of data mining applications in banking, 28 entities with 423 attributes were identified and the final proposed entity-relationship model was drawn. Also, a checklist was provided based on the model for auditing data gap in banks and applied to a real case. The results of this paper can be seen as a supportive tool for improving bank's business intelligence maturity from the data perspective and enabling managers for analyzing data requirement of information systems.
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sions collect a large amount of information every day including customer information, transaction details, risk profiles, credit card details, collateral details, compliance, anti-money laundering information and Swift messages. Thousands of decisions are made on a daily basis including issues related to credits, fraud, investment, money laundering and illegal financial. A manager needs to obtain different reports to make critical decisions by adopting various banking system tools [6]. Using data mining techniques to analyze patterns and trends, bank managers can predict how customers react to new rates or which customers are likely to accept new products.

There are several applications of data mining in the banking system. For example, the use of logistic regression, Classification and Regression Tree (CART) and Cascade Correlation Neural Network (CCNN) to build knowledge-based scoring models [17; 18] reveal how big data analytics is being successfully recruited in the banking sector to explore facets such as the spending pattern of customers, channel usages, customer segmentation and profiling, product cross selling, sentiment, feedback analysis, security and fraud management. Credit risk represents the main trend in banking. There is also a growing interest in bankruptcy and fraud prediction. Customer retention seems to be associated, though weakly, with targeting, justifying bank offers to reduce customer churn [4].

Credit risk assessment for secured loans is a critical operation [19] that is aimed at identifying necessary factors to assess credit risk, and generate a new decision tree model based on C 5.0 method. It seeks to reduce the number of non-performing loans [20], develop Monte Carlo experiments based on known techniques and algorithms and implement a linear mixed model (LMM) as a new contribution to calculate the credit risk of financial companies [21].

Studied determinants of deposit pricing using various methods such as multivariate adaptive regression splines, support vector regression, artificial neural networks, classification and regression trees and random forest highlight the importance of customer- and account-specific characteristics in the determination of deposit rates. Also, it has been shown that depositors who forge a multi-faceted and long-term relationship with a bank seem to benef it from higher deposit rates as a reward for being a core depositor. [22] proposed a model for predicting liquidity risk using Artificial Neural Networks and Bayesian Networks. Their model predicts liquidity risk by identifying its triggering factors. [5] examined support vector machines (SVM) and random forests with logistic regression to detect fraud using real data obtained from international credit card payment transactions. Random forests excelled other techniques in terms of performance, though logistic regression, artificial neural networks, classification and regression trees and fuzzy logic produced decent results as well. [23] studied the Taiwan Bank using Bayesian classification and association rule to identify the signs of fraudulent accounts and the patterns of fraudulent transactions. Detection rules were developed based on identified signs and applied to the design of a fraudulent account detection system. Applying clustering techniques to money transferring data in Vietnamese banks, [24] proposed some approaches to money laundering detection techniques. They presented a system for detecting money laundering using the CLOPE algorithm.

[25] studied the Bank of England and proposed a model based on fuzzy logic and data mining algorithms to characterize the factors of e-banking phishing websites. The techniques are evaluated by classifying diverse phishing types and defining six criteria to attack e-banking phishing websites in a layered structure. In a case study on Spanish Bank, [26] reviewed various methods and techniques
of determining the important variables required for financial institutions to predict probable levels of trust among e-banking users. To do so, they employed the most recent advances in machine learning and soft-computing, including a new selection operator for multi-objective genetic algorithms. The proposed method yielded optimum results in terms of optimization and the highest punctuation by the experts. [13] in a case study of European private banks, proposed a dynamic customer churn prediction framework for generating training data from customer records to predict customer churn within multiple horizons by standard classifiers. [27], in a case study of Portage Bank, proposed a data mining response model supported by random forests to reinforce the definition of target customers. They compared the performance of an underdamping method (the Easy Ensemble algorithm) with an oversampling method (the Synthetic Minority Oversampling technique) besides exploring the importance of attribute features included in the response model. Random forests supported by an underdamping algorithm demonstrated an excellent prediction performance compared to other techniques. [28] in a study of the Turkish bank developed an applicable and detailed model for customer lifetime value (CLV). The results of the least square estimation (LSE) and artificial neural network (ANN) were compared to select the best performing forecasting tool to predict the potential CLV. The LSE-based linear regression model was selected due to its more desirable performance. The proposed model contained not only profit and cost-oriented indicators, but also other indicators rarely used in the literature. [29] looked at the account data of customers and their credit card transactions in Taiwan Bank to discover interesting patterns in the data with the goal of providing clues about incentives that a company can offer as a marketing strategy to its customers. A two-stage behavioral scoring model was presented with a cascade involving self-organizing map (SOM) and an Apriori association rule inducer. [30] applied a fuzzy data mining technique called Fuzzy Association Rule Mining II (FARM II) to help Hong-Kong County Bank improves its services and retains customers by discovering customer’s hidden patterns. [31] applied the particle swarm optimization (PSO) to obtain suitable parameter settings for the support vector machine (SVM) and decision tree (DT), selecting a subset of useful features in order to predict bank performance. According to the experimental results, their proposed approaches significantly enhanced the accuracy of classification. [32] predicted bank failure in the U.S. banking sector using extreme gradient boosting (XGBoost) by drawing on the annual series of 30 financial ratios in 156 national commercial banks in the United States. [33] applied Extreme Gradient Boosting to 25 annual series data of financial ratio to identify a set of key indicators that help predict and thwart bank failure in the Eurozone banking sector. In a study on the Bank of America, [34] used four data mining methods including logistic regression, decision tree, neural network, and k-nearest neighbor to predict bank failure. [15] in a study on 102 branches of a large private bank, presented an intelligent integrated decision support system (DSS) by merging data mining tools (RST, ANN, MLP, GA, and CVTT), DEA and K-Means for the prediction and optimization of complex personnel efficiency. [35] proposed a data warehousing architecture for effective risk analysis in banking. Moreover, they presented a hash-based technique for data reconciliation. In a study on an Iranian bank, [36] classified 18 branches of a certain bank to determine cash sufficiency in bank’s branches. Using hierarchical clustering and Bayesian hierarchical clustering in identical clusters, they estimated the amounts of cash received and used by each branch through neural network.

2.2. Data Model and Entity

Data model is a method for defining real-world information requirements and make them understandable to the organization’s shareholders. In addition, data modeling enables database specialists to draw on information requirements for implementation of a computer database system in order to support the organization. Therefore, a data model provides a major tool for communication with users as well as database system design for developers [37]. The entity type is like the concept of a class in an object-oriented design. An entity type can represent a set of people, places, objects, events or concepts. Examples of entity type in an ordering system include customer, order and tax [38]. An entity is represented by a set of attributes. Attributes are descriptive properties possessed by each entity, including name, last name, address and telephone for the customer entity [39]. The ER model is one of the best known tools for database logic design. This model is understandable by non-professionals and can be easily visualized. Besides, their entities and their relationship are visual, which can display the user’s information requirements in a natural manner. Database systems are typically modeled using an entity-relationship diagram (model) as a design for the stored real data [40].

3. Research Methodology

This is an applied research in terms of its purpose [41]. It looks for an entity-relationship data model to identify the current data gap in banks and financial institutions. With respect to the implementation process, the present research is qualitative [42]. We have adopted the content analysis method, which is used to categorize texts and create relevant and controllable data [43]. In this research, we reviewed available valid academic papers in the field of banking with the aim of using data mining. In the first step, keywords including “data mining in banking”, “application of data mining in bank”, “money laundering in bank + data mining”, “credit in bank + data mining”, etc., were searched in scientific including Scopus, Emerald, Science Direct, Taylor, and Google Scholar to find the most relevant articles in recent years that had applied data mining to various areas of banking such as money laundering, credit assessment, marketing, and so forth. We
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have tried to include at least one paper for each application. Some areas such as “customer relationship management”, “marketing”, and “bank performance review” have been overlooked in recent years. In such cases, this paper only studies a few papers with common themes because the research goal is to cover various application of data mining. A total of 17 applications were reviewed by studying 30 academic papers. Figure 1 shows the number of articles reviewed for each DM application.

The articles were reviewed to examine the type of data attributes used. For this purpose, an Excel file was created to collect and analyze articles’ information. In this file, the “Research” sheet was created with columns such as “row”, “title”, “year”, “authors”, “algorithm”, “sampling method”, “attributes”, “performance indicators”, “software”, “data”, “goals”, “results”, and “business purposes” to determine and access the required data. Then, based on the extracted attributes, the initial entities were identified. We then interviewed the banking experts to confirm or reject the entities and their relevant attributes. A total of 12 interviews were conducted with 10 experts (Table 1) from various departments of a bank including customers and public banking, finance and support, banking affairs, credit affairs, corporate banking, IT and international affairs and the bank’s IT partner. IT experts generally had experience and knowledge about all domains of banking and non-IT experts had expertise in their own professional field. Each interview lasted from 30 min to 2 h.

After the final validation of the entities, attributes and their relationships, the main entity-relationship model was extracted with 28 entities and 423 attributes.

To apply the validated data model, one of the Iranian banks was selected. The evaluation was conducted using a questionnaire and a checklist based on the model. The questionnaire was divided into three parts including demographic information, recorded entities and relevant attributes from the entity-relationship model, and business goals of banks to be used for the data mining. The model attributes were presented through a checklist and experts responded to the questionnaire and checklist.
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**Figure 1. Frequency diagram of data mining applications**

| Organizational Position | Sex    | Age | Experience | Education | Row |
|------------------------|--------|-----|------------|-----------|-----|
| Expert                 | Male   | 46  | 19         | M.Sc.     | 1   |
| Department head        | Male   | 43  | 18         | M.Sc.     | 2   |
| Expert                 | Female | 36  | 10         | B.Sc.     | 3   |
| Expert                 | Female | 37  | 12         | B.Sc.     | 4   |
| Expert                 | Male   | 34  | 9          | M.Sc.     | 5   |
| Expert                 | Male   | 45  | 15         | M.Sc.     | 6   |
| Expert                 | Male   | 50  | 17         | M.Sc.     | 7   |
| Expert                 | Male   | 46  | 19         | M.Sc.     | 8   |
| Department head        | Male   | 52  | 22         | Ph.D.     | 9   |
| Expert                 | Female | 40  | 12         | B.Sc.     | 10  |
| Expert                 | Female | 39  | 16         | B.Sc.     | 11  |

**Table 1. Specifications of Experts**
4. Data Analysis

4.1. Developing the Data Model for Analytical Application of Data Mining in Banks

We reviewed the articles and extracted their information items to analyze the extracted attributes. Then, entities, attributes, and inter-entities relationships were designed and the relevant entity relationship model was drawn. The initial model consisted of 40 entities and 600 attributes, which were eventually reduced to 28 entities and 423 attributes after the model review by experts.

Figure 2 shows the relationship between entities as well as the strength of such relationships. The strength of relationship between entities is displayed as the connection degree on the side of each entity. For example, to display the strength of relationship between “Bank” and “Employee”, sign *..1 is shown on the bank side, meaning that a bank can have multiple employees, but an employee only belongs to one bank. Also, the sign *..* regarding the association between the entities of “granting facilities” and “guarantors,” which can have several interpretations if read from each side of this relation, means that a granted facility can have several guarantors, and each guarantor, based on his creditworthiness, can be a guarantor of several facilities. In fact, it is worth noting that the sign of the strength of relationship is written near each entity to allow interpreting the relation from the side. For example, regarding the relationship between “Branch” and “Employee”, the sign *...1 is shown on the side of the branch, meaning that a branch can have several employees, but the reverse is not true, for an employee only belongs to one branch.

Since there were a large number of entities and attributes, it was not possible to display all of them in this paper. In Figure 2, only entities have been shown. As a supplement to Figure 2, Table 2 shows the attributes of each entity and its connections to other entities. We have shown only two entities in Table 2 as examples.

4.2. Checklist for Auditing the Availability of Appropriate Data/Attributes for Analytical Applications

To audit a specific bank in terms of the availability of required data (attributes) for data mining, a checklist was developed based on the entity-relationship model. In Table

| Attribute | Relationships with other entities |
|-----------|----------------------------------|
| One-to-One | One-to-Many | Many-to-One | Many-to-Many |
| (Car Ownership) (Tax Payer) (Number of Dependents) (Number of Cars) (Telephone) (Gender) (Income) .... | Deposit Opening, Customer Club, Province | - | Branch, Marketing, Service |

| Attribute | Relationships with other entities |
|-----------|----------------------------------|
| One-to-One | One-to-Many | Many-to-One | Many-to-Many |
| . | .... | ... | ... |

| Attribute | Relationships with other entities |
|-----------|----------------------------------|
| One-to-One | One-to-Many | Many-to-One | Many-to-Many |
| (Economic Value Added) (Current Portfolio Value) (Size) (Equity) (Capital Strength) | - | Employee, Branch, Service, Deposit, Facility | - |

Table 2. Entity specifications
| Entity | Attribute                                      | Are entity and relevant attributes registered in Bank “A”? | information system that register entity and attributes |
|--------|------------------------------------------------|----------------------------------------------------------|-------------------------------------------------------|
| Bank   | Bank                                           | ×                                                        | Core banking                                          |
|        | Economic Value Added                           | ✓                                                       | Core banking                                          |
|        | Current Portfolio Value                        | ×                                                        |                                                       |
|        | Size                                           | ×                                                        |                                                       |
|        | ...                                            | ×                                                        |                                                       |
| Customer | Office                                         | ✓                                                       | Core banking                                          |
|        | Financial Expenses                             | ×                                                        |                                                       |
|        | Province/State                                 | ✓                                                       | Core banking                                          |
|        | Parent Information                             | ✓                                                       | Core banking                                          |
|        | Email                                          | ✓                                                       | Core banking                                          |
|        | Address                                        | ✓                                                       | Core banking                                          |
|        | A Flag For Car Ownership                       | ×                                                        |                                                       |
|        | A Flag For Car Ownership                       | ×                                                        |                                                       |

Table 3. Results of running auditing checklist for Bank “A”
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Figure 2. Final entity-relationship diagram
3, only a short part of this checklist is presented. By giving this checklist to a bank’s experts, one can find what entities and attributes were recorded in bank databases and which entities and attributes were missing. In this way, the data gap in considered bank will be determined. IT professionals can use the data gap report for future development of information systems. In other words, the checklist served as a practical tool and guide for bank managers to improve their data maturity and move towards intelligent banking, considering that data lays the ground for analytical purposes.

4.3. Model Validation
To validate the proposed entity-relationship model, we conducted some interviews with experts in several rounds.

Firstly, after identifying the required entities from the literature, we conducted some sequential interviews to find whether the list of entities and their related attributes were corrected or not. Then we modified the entities and related attributes according to expert’s comments after each interview and went to the next interview until the list of identified entities and their related attributed was confirmed by the experts.

Secondly, we checked the relationship among entities through some sequential interviews with experts. After correcting the relationships according to the expert’s comments, the final entity-relationship model was developed which is presented in figure 2.

5. Case Study
To illustrate the application of the data model presented in this article, one of the Iranian banks was selected for evaluation. Since we are not permitted to publish the name of this bank, it is referred to as Bank “A” in this paper. In this section, Bank “A” is audited using the final entity-relationship model. To do this, based on the relevant checklist of entity-relationship model, Bank “A” is investigated to check the existence of any attributes of data model.

Using the final entity-relationship model, we found that some entities including “Bank”, “Customer Club”, “Rate”, “Service”, “Service Interruption”, “Calendar”, and “Access Level” were absent in the Bank’s data model, and the “Marketing” entity comprised attributes other than those mentioned in the final entity-relationship model.

According to the Bank’s experts, the “Rate” entity could be integrated into the “Deposit” and “Facility” entities, but the attributes obtained in this research suggest the importance of having a “Rate” entity. The results of auditing revealed that the bank’s portals (Internet shopping in Bank “A”) have not been considered in existing entities modeled for the Bank “A”. During auditing, attributes associated with portal operations, mobile banking and Internet banking were merged into “Account Transactions” and “Card Transactions” entities. Hence, given the importance of portals for customers to use bank services, we proposed the addition of Service” and “Service Interruptions” entities to existing entities. With respect to the “Calendar” entity, the experts declared that the calendar information could be obtained from the system, but according to the final proposed data model (Figure 2), several attributes such as “Branch Liquidity Calculation” were extracted for this entity, which is of significant importance for the banking.

The “Access Level” entity is related to the “Service” entity, and points mentioned about the “Service” entity also hold true for that. Other extracted entities were modeled in the existing data model of Bank “A”.

6. Conclusions
This paper, consistent with previous research, found that data mining has diverse applications in banking, including fraud detection, credit assessment, e-banking, customer churn rate, marketing, customer lifetime value, customer satisfaction and loyalty, fraudulent accounts, phishing, customer analysis, bank performance review, customer relationship management, bank failure prediction, cash required in bank branches, money laundering, productivity analysis of the bank’s employees, and bank risk assessment. To apply data mining techniques for the above-mentioned purposes, banks need to store properties/attributes related to the entities including the Bank, Customers, Customer Club, Employees, Employees’ Degree, Branch, Branch Account, Branch Account Transaction, Transaction, Province, City, Rate, Facilities, Lending Facilities, Transaction of Facility Account, Installments, Deposits, Transaction of Deposit Accounts, Opening Deposit, Card, Card Transaction, Service, Service Interruption, Calendar, Property, Guarantor, Marketing, and Access Level.

The entity-relationship model presented in this study exhibits all the entities, attributes, and their relationships. The proposed model was developed based on the content analysis of previous research on data mining applications in banking.

Based on the findings of this research, banks and financial institutions are recommended to analyze their existing data models based on the proposed entity-relationship model. They can also use the checklist linked to this data model, which includes entities, attributes, and inter-entity relationships to evaluate data status. The proposed checklist can be served to discover the existing data gaps in order to maximize the use of analytical applications of data mining in banking. This checklist acts as a practical guide for evaluating the analytical data maturity. In the absence of sufficient essential data (attributes of the model) the data mining efforts will be unsuccessful. Also, according to the results, it is suggested that banks and financial institutions refer to the entity-relationship diagram in Figure 2 for the development of banking information systems to consider non-existing
attributes in the future and avoid data gaps in data mining efforts.

A review of literature suggested that there are a number of papers about various applications of data mining in banking. In this research, we selected papers that covered various domains of data mining in banking to diversify the topics of DM applications. Therefore, we may have included just one paper out of ten existing papers in one application, which is one of the limitations of this study. At present, a large volume of raw data is collected in banks and stored in various operating systems. Such data can be collected in a data warehouse to perform analyses related to the strategic executive decisions. Hence, it is suggested that researchers perform similar studies based on the results of this research to design a data warehouse architecture. Moreover, it is suggested to perform such a research in other industries and organizations such as healthcare, insurance, etc.
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