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Abstract
Randomized smoothing is a general technique for computing sample-dependent robustness guarantees against adversarial attacks for deep classifiers. Prior works on randomized smoothing against $\ell_1$ adversarial attacks use additive smoothing noise and provide probabilistic robustness guarantees. In this work, we propose a non-additive and deterministic smoothing method, Deterministic Smoothing with Splitting Noise (DSSN). To develop DSSN, we first develop SSN, a randomized method which involves generating each noisy smoothing sample by first randomly splitting the input space and then returning a representation of the center of the subdivision occupied by the input sample. In contrast to uniform additive smoothing, the SSN certification does not require the random noise components used to be independent. Thus, smoothing can be done effectively in just one dimension and can therefore be efficiently derandomized for quantized data (e.g., images). To the best of our knowledge, this is the first work to provide deterministic “randomized smoothing” for a norm-based adversarial threat model while allowing for an arbitrary classifier (i.e., a deep model) to be used as a base classifier and without requiring an exponential number of smoothing samples. On CIFAR-10 and ImageNet datasets, we provide substantially larger $\ell_1$ robustness certificates compared to prior works, establishing a new state-of-the-art. The determinism of our method also leads to significantly faster certificate computation. Code is available at: https://github.com/alevine0/smoothingSplittingNoise.

1. Introduction and Related Works

Adversarial robustness in machine learning is a broad and widely-studied field which characterizes the worst-case behavior of machine learning systems under small input perturbations (Szegedy et al., 2013; Goodfellow et al., 2014; Carlini & Wagner, 2017). One area of active research is the design of certifiably-robust classifiers where, for each input $x$, one can compute a magnitude $\rho$, such that all perturbed inputs $x'$ within a radius $\rho$ of $x$ are guaranteed to be classified in the same way as $x$. Typically, $\rho$ represents a distance in an $\ell_p$ norm: $\|x - x'\|_p \leq \rho$, for some $p$ which depends on the technique used.1

A variety of techniques have been proposed for certifiably $\ell_p$-robust classification (Wong & Kolter, 2018; Gowal et al., 2018; Raghunathan et al., 2018; Tjeng et al., 2019; Zhang et al., 2018; Singla & Feizi, 2020). Among these are techniques that rely on Lipschitz analysis: if a classifier’s logit functions can be shown to be Lipschitz-continuous, this immediately implies a robustness certificate (Li et al., 2019b; Anil et al., 2019). In particular, consider a classifier with logits $\{p_A, p_B, p_C, \ldots\}$, all of which are $c$-Lipschitz. Suppose for an input $x$, we have $p_A(x) > p_B(x) \geq p_C(x) \geq \ldots$. Also suppose the gap between the largest and the second largest logits is $d$ (i.e. $p_A(x) - p_B(x) = d$). The Lipschitzness implies that for all $x'$ such that $\|x - x'\|_p < d/(2c)$, $p_A(x')$ will still be the largest logit: in this ball,

$$p_A(x') > p_A(x) - \frac{d}{2} \geq p_{\text{other}}(x) + \frac{d}{2} > p_{\text{other}}(x'),$$

where the first and third inequalities are due to Lipschitzness. Certification techniques based on randomized smoothing (Cohen et al., 2019; Salman et al., 2019; Zhai et al., 2020; Mohapatra et al., 2020; Jeong & Shin, 2020; Mohapatra et al., 2020; Yang et al., 2020; Lee et al., 2019; Lecuyer et al., 2019; Li et al., 2019a; Teng et al., 2020), are, at the time of writing, the only robustness certification techniques that scale to tasks as complex as ImageNet classification. (See Li et al. (2020) for a recent and comprehensive review and comparison of robustness certification methods.) In randomized smoothing methods, a “base” classifier is used

1Certifiably-robust classifiers for non-$\ell_p$ threat models have also been proposed including sparse ($\ell_0$) adversarial attacks (Levine & Feizi, 2020b; Lee et al., 2019), Wasserstein attacks (Levine & Feizi, 2020c), geometric transformations (Fischer et al., 2020) and patch attacks (Chiang et al., 2020; Levine & Feizi, 2020a; Xiang et al., 2020; Zhang et al., 2020). However, developing improved certified defenses under $\ell_p$ adversarial threat models remains an important problem and will be our focus in this paper.
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to classify a large set of randomly-perturbed versions \((x + \epsilon)\) of the input image \(x\) where \(\epsilon\) is drawn from a fixed distribution. The final classification is then taken as the plurality-vote of these classifications on noisy versions of the input. If samples \(x\) and \(x'\) are close, the distributions of \((x + \epsilon)\) and \((x' + \epsilon)\) will substantially overlap, leading to provable robustness. \(Salman et al. (2019)\) and \(Levine et al. (2019)\) show that these certificates can in some cases be understood as certificates based on Lipschitz continuity where the expectation of the output of the base classifier (or a function thereof) over the smoothing distribution is shown to be Lipschitz.

Randomized smoothing for the \(\ell_1\) threat model was previously proposed by \(Lecuyer et al. (2019)\); \(Mohapatra et al. (2020)\); \(Li et al. (2019a)\); \(Teng et al. (2020)\); \(Lee et al. (2019)\) and \(Yang et al. (2020)\). \(Yang et al. (2020)\) shows the best \(\ell_1\) certification performance (using a certificate originally presented by \(Lee et al. (2019)\)) without experiments). These methods use additive smoothing noise and provide high-probability certificates, with a failure rate that depends on the number of noisy samples. Outside of the setting of certified robustness, practical attacks in the \(\ell_1\) threat model have additionally been studied (\(Chen et al., 2018\)).

In this work, we propose a non-additive smoothing method for \(\ell_1\)-certifiable robustness on quantized data that is deterministic. By “quantized” data, we mean data where each feature value occurs on a discrete level. For example, standard image files (including standard computer vision datasets, such as ImageNet and CIFAR-10) are quantized, with all pixel values belonging to the set \(\{0, 1/255, 2/255, ..., 1\}\). As \(Carlini & Wagner (2017)\) notes, if a natural dataset is quantized, adversarial examples to this dataset must also be quantized (in order to be recognized/saved as valid data at all). Therefore, our assumption of quantized data is a rather loose constraint which applies to many domains considered in adversarial machine learning. We call our method Deterministic Smoothing with Splitting Noise (DSSN). DSSN produces exact certificates, rather than high-probability ones. It also produces certificates in substantially less time than randomized smoothing because a large number of noise samples are no longer required. In addition to these benefits, the certified radii generated by DSSN are significantly larger than those of the prior state-of-the-art.

To develop DSSN, we first propose a randomized method, Smoothing with Splitting Noise (SSN). Rather than simple additive noise, SSN uses “splitting” noise to generate a noisy input \(\tilde{x}\): first, we generate a noise vector \(s\) to split the input domain \([0, 1]^d\) into subdivisions. Then, the noisy input \(\tilde{x}\) is just the center of whichever sub-division \(x\) belongs to. In contrast to prior smoothing works, this noise model is non-additive.

In contrast to additive uniform noise where the noise components \((\epsilon_i's in \epsilon)\) are independently distributed, in SSN, the splitting vector components \((s_i's in s)\) do not need to be independently distributed. Thus, unlike the additive uniform smoothing where noise vectors must be drawn from a \(d\)-dimensional probability distribution, in SSN, the splitting vectors can be drawn from a one-dimensional distribution. In the quantized case, the splitting vector can be further reduced to a choice between a small number of elements, leading to a derandomized version of SSN (i.e. DSSN).

Below, we summarize our contributions:

- We propose a novel randomized smoothing method, SSN, for the \(\ell_1\) adversarial threat model (Theorem 2).
- We show that SSN effectively requires smoothing in one-dimension (instead of \(d\)), thus it can be efficiently derandomized, yielding a deterministic certifiably robust classification method called DSSN.
- On ImageNet and CIFAR-10, we empirically show that DSSN significantly outperforms previous smoothing-based robustness certificates, effectively establishing a new state-of-the-art.

1.1. Prior Works on Deterministic Smoothing

While this work is, to the best of our knowledge, the first to propose a deterministic version of a randomized smoothing algorithm to certify for a norm-based threat model without restricting the base classifier or requiring time exponential in the dimension \(d\) of the input, prior deterministic “randomized smoothing” certificates have been proposed:

- **Certificates for non-norm (\(\ell_0\)-like) threat models.** This includes certificates against patch adversarial attacks (\(Levine & Feizi, 2020a\)) as well as poisoning attacks under a label-flipping (\(Rosenfeld et al., 2020\)) or whole-sample insertion/deletion (\(Levine & Feizi, 2021\)) threat-model. These threat models are “\(\ell_0\)-like” because the attacker entirely corrupts some portion of the data, rather than just distorting it. \(Levine & Feizi (2020a)\) and \(Levine & Feizi (2021)\) deal with this by ensuring that only a bounded fraction of base classifications can possibly be simultaneously exposed to any of the corrupted data. In the respective cases of patch adversarial attacks and poisoning attacks, it is shown that this can be done with a finite number of base classifications. \(Rosenfeld et al. (2020)\’s method, by contrast, is based on the randomized \(\ell_0\) certificate proposed by \(Lee et al. (2019)\), and is discussed below.

- **Certificates for restricted classes of base classifiers.** This includes \(k\)-nearest neighbors (\(Weber et al., 2020\)) (for \(\ell_2\) poisoning attacks) and linear models (\(Rosenfeld et al., 2020\)) (for label-flipping poisoning attacks). In
We will also discuss quantized data. We will use $q$ to be the domain-quantized function $q$ in particular, $\ell_1$ in independent number of quantizations. Let $\lambda = 1$ and parameter $\lambda \in \mathbb{R}^+$. Notation $\mathbb{U}(\delta)$ represents the indicator function, and $\mathbb{B}$ be the vector $[1, 1, \ldots]^T$. In a slight abuse of notation, for $\lambda \in \mathbb{R}$, $\lambda \in \mathbb{R}^+$, let $\lambda \bmod n := z - n \lfloor \frac{z}{n} \rfloor$ where $\lfloor \cdot \rfloor$ is the floor function; we will also use $\lceil \cdot \rceil$ as the ceiling function. For example, $\lambda \bmod 2 = 1.5$.

We will also discuss quantized data. We will use $q$ for the number of quantizations. Let $\mathbb{U}(\lambda) = \{ i/q \mid [aq] \leq i \leq [bq] \}$.

In particular, $[0, 1]_{\lambda}$ denotes the set $\{0, 1/q, 2/q, \ldots, (1 - q)/q, 1\}$. Let $x, x'$ represent two points in $[0, 1]_{\lambda}$. A domain-quantized function $p : [0, 1]_{\lambda} \rightarrow [0, 1]$ is said to be $c$-Lipschitz with respect to the $\ell_1$ norm if:

$$|p(x) - p(x')| \leq c\|x - x'\|_1, \quad \forall x, x'. \quad (2)$$

Let $\mathbb{U}(\lambda) \mathbb{B}$ (uniform on $[0, 1]_{\lambda}$) be the vector $[1, 1, \ldots]^T$. In a slight abuse of notation, for $\lambda \in \mathbb{R}$, $\lambda \in \mathbb{R}^+$, let $\lambda \bmod n := z - n \lfloor \frac{z}{n} \rfloor$ where $\lfloor \cdot \rfloor$ is the floor function; we will also use $\lceil \cdot \rceil$ as the ceiling function. For example, $\lambda \bmod 2 = 1.5$.

We will also discuss quantized data. We will use $q$ for the number of quantizations. Let $\mathbb{U}(\lambda) = \{ i/q \mid [aq] \leq i \leq [bq] \}$.

In particular, $[0, 1]_{\lambda}$ denotes the set $\{0, 1/q, 2/q, \ldots, (1 - q)/q, 1\}$. Let $x, x'$ represent two points in $[0, 1]_{\lambda}$. A domain-quantized function $p : [0, 1]_{\lambda} \rightarrow [0, 1]$ is said to be $c$-Lipschitz with respect to the $\ell_1$ norm if:

$$|p(x) - p(x')| \leq c\|x - x'\|_1, \quad \forall x, x' \in [0, 1]_{\lambda}. \quad (4)$$

where $\delta := x' - x$. The uniform distribution on the set $[a, b]_{\lambda}$ is denoted $\mathbb{U}(\lambda)(a, b)$.

3. Prior Work on Uniform Smoothing for $\ell_1$ Robustness

Lee et al. (2019) proposed an $\ell_1$ robustness certificate using uniform random noise:

**Theorem 1** (Lee et al. (2019)). For any $f : \mathbb{R}^d \rightarrow [0, 1]$ and parameter $\lambda \in \mathbb{R}^+$, define:

$$p(x) := \mathbb{E}_{\epsilon \sim \mathbb{U}(\lambda)}[f(x + \epsilon)]. \quad (5)$$

Then, $p(.)$ is $1/(2\lambda)$-Lipschitz with respect to the $\ell_1$ norm.

Yang et al. (2020) later provided a theoretical justification for the uniform distribution being optimal among additive noise distributions for certifying $\ell_1$ robustness. Yang et al. (2020) also provided experimental results on CIFAR-10 and ImageNet which before our work were the state-of-the-art $\ell_1$ robustness certificates.

Following Cohen et al. (2019), Yang et al. (2020) applied the smoothing method to a “hard” (in Salman et al. (2019)’s terminology) base classifier. That is, if the base classifier returns the class $c$ on input $x + \epsilon$, then $f_c(x + \epsilon) = 1$, otherwise $f_c(x + \epsilon) = 0$. Also following Cohen et al. (2019), in order to apply the certificate in practice, Yang et al. (2020) first takes $N_0 = 64$ samples to estimate the plurality class $A$, and then uses $N = 100,000$ samples to lower-bound $p_A(x)$ (the fraction of noisy samples classified as $A$) with high probability. The other smoothed logit values (e.g., $p_B(x)$, etc.) can then all be assumed to be $\leq 1 - p_A(x)$. This approach has the benefit that each logit does not require an independent statistical bound, and thus reduces the estimation error, but has the drawback that certificates are impossible if $p_A(x) \leq 0.5$, creating a gap between the clean accuracy of the smoothed classifier and the certified accuracy near $\rho = 0$.

We note that the stated Theorem 1 is slightly more general than the originally stated version by Lee et al. (2019): the original version assumed that only $p_A(x)$ is available, as in the above estimation scheme, and therefore just gave the $\ell_1$ radius in which $p_A(x')$ is guaranteed to remain $\geq 0.5$. For completeness, we provide a proof of the more general form (Theorem 1) in the appendix.

In this work, we show that by using deterministic smoothing with non-additive noise, improved certificates can be achieved, because we (i) avoid the statistical issues presented above (by estimating all smoothed logits exactly), and (ii) improve the performance of the base classifier itself.

---

3. More precisely, Yang et al. (2020) suggested that distributions with $d$-cubic level sets are optimal for $\ell_1$ robustness.
4. Our Proposed Method

In this paper, we describe a new method, Smoothing with Splitting Noise (SSN), for certifiable robustness against $\ell_1$ adversarial attacks. In this method, for each component $x_i$ of $\mathbf{x}$, we randomly split the interval $[0, 1]$ into sub-intervals. The noised value $\tilde{x}_i$ is the middle of the sub-interval that contains $x_i$. We will show that this method corresponds closely to the uniform noise method, and so we continue to use the parameter $\lambda$. The precise correspondence will become clear in Section 4.2.1: however, for now, $\lambda$ can be interpreted as controlling (the inverse of) the frequency with which the interval $[0, 1]$ is split into sub-intervals. We will show that this method, unlike the additive uniform noise method, can be efficiently derandomized. For simplicity, we will first consider the case corresponding to $\lambda \geq 0.5$, in which at most two sub-intervals are created, and present the general case later.

**Theorem 2 ($\lambda \geq 0.5$ Case).** For any $f: \mathbb{R}^d \to [0, 1]$, and $\lambda \geq 0.5$ let $\mathbf{s} \in [0, 2\lambda]^d$ be a random variable with a fixed distribution such that:

$$s_i \sim \mathcal{U}(0, 2\lambda), \quad \forall i.$$  

Note that the components $s_1, \ldots, s_d$ are not required to be distributed independently from each other. Then, define:

$$\tilde{x}_i := \min(s_i, 1) + \frac{1}{2} x_i > s_i, \quad \forall i$$

Then $p(\cdot)$ is $1/(2\lambda)$-Lipschitz with respect to the $\ell_1$ norm.

To understand the distribution of $\tilde{x}_i$, we can view $s_i$ as “splitting” the interval $[0, 1]$ into two sub-intervals, $[0, s_i]$ and $(s_i, 1]$. $\tilde{x}_i$ is then the middle of whichever sub-interval contains $x_i$. If $s_i \geq 1$, then the interval $[0, 1]$ is not split, and $\tilde{x}_i$ assumes the value of the middle of the entire interval ($= 1/2$): see Figure 1-a.

**Proof.** Consider two arbitrary points $\mathbf{x}, \mathbf{x}'$ where $\delta := \mathbf{x}' - \mathbf{x}$. Note that $\max(x_i, x'_i) - \min(x_i, x'_i) = |x'_i - x_i| = |\delta_i|$. For a fixed vector $\mathbf{s}$, additionally note that $\tilde{x}_i = \tilde{x}'_i$ unless $s_i$ falls between $x_i$ and $x'_i$ (i.e., unless $\min(x_i, x'_i) \leq s_i < \max(x_i, x'_i)$). Therefore:

$$\Pr_{\mathbf{s}}[\tilde{x}_i \neq \tilde{x}'_i] = \frac{|\delta_i|}{2\lambda}.$$  

(9)

By union bound:

$$\Pr_{\mathbf{s}}[\tilde{x} \neq \tilde{x}'] = \Pr_{\mathbf{s}} \left[ \bigcup_{i=1}^d \tilde{x}_i \neq \tilde{x}'_i \right] \leq \sum_{i=1}^d \frac{|\delta_i|}{2\lambda} = \frac{\|\delta\|_1}{2\lambda}.$$  

(10)

Then:

$$|p(\mathbf{x}) - p(\mathbf{x}')| = |\mathbb{E}_{\mathbf{s}} [f(\tilde{x})] - \mathbb{E}_{\mathbf{s}} [f(\tilde{x}')]| = |\mathbb{E}_{\mathbf{s}} [f(\tilde{x})] - f(\tilde{x}')| + \Pr_{\mathbf{s}}[\tilde{x} \neq \tilde{x}'] \mathbb{E}_{\mathbf{s}} [f(\tilde{x}) - f(\tilde{x}')|\tilde{x} \neq \tilde{x}']$$

$$+ \Pr_{\mathbf{s}}[\tilde{x} = \tilde{x}'] \mathbb{E}_{\mathbf{s}} [f(\tilde{x}) - f(\tilde{x}')|\tilde{x} = \tilde{x}']$$

Because $\mathbb{E}_{\mathbf{s}} [f(\tilde{x}) - f(\tilde{x}')|\tilde{x} = \tilde{x}']$ is zero, we have:

$$|p(\mathbf{x}) - p(\mathbf{x}')| = |\mathbb{E}_{\mathbf{s}} [f(\tilde{x}) - f(\tilde{x}')]| \leq \frac{\|\delta\|_1}{2\lambda} \cdot 1.$$  

(11)

(12)

where in the final step, we used Equation 10, as well as the assumption that $f(\cdot) \in [0, 1]$. Thus, by the definition of Lipschitz-continuity, $p$ is $1/(2\lambda)$-Lipschitz with respect to the $\ell_1$ norm.

It is important that we do not require that $s_i$’s be independent. (Note the union bound in Equation 10: the inequality holds regardless of the joint distribution of the components of $\mathbf{s}$, as long as each $s_i$ is uniform.) This allows us to develop a deterministic smoothing method below.
4.1. Deterministic SSN (DSSN)

If SSN is applied to quantized data (e.g., images), we can use the fact that the noise vector \( s \) in Theorem 2 is not required to have independently-distributed components to derive an efficient derandomization of the algorithm. In order to accomplish this, we first develop a quantized version of the SSN method, using input \( x \in [0, 1]^d \) (i.e., \( x \) is a vector whose components belong to \( \{0, 1/q, \ldots, 1\} \)). To do this, we simply choose each of our splitting values \( s_i \) to be on one of the half-steps between possible quantized input values: \( s \in [0, 2\lambda - 1/q]^d + 1/(2q) \). We also require that \( 2\lambda \) is a multiple of \( 1/q \) (in experiments, when comparing to randomized methods with continuous \( \lambda \), we use \( \lambda' = \lfloor 2\lambda q \rfloor / 2q \)). See Figure 1-b.

**Corollary 1** (\( \lambda \geq 0.5 \) Case). For any \( f : \mathbb{R}^d \to [0, 1] \), and \( \lambda \geq 0.5 \) (with \( 2\lambda \) a multiple of \( 1/q \)), let \( s \in [0, 2\lambda - 1/q]^d + 1/(2q) \) be a random variable with a fixed distribution such that:

\[
\forall i, \quad s_i \sim \mathcal{U}(q)(0, 2\lambda - 1/q) + 1/(2q),
\]

Then, \( p(.\) is \( 1/(2\lambda) \)-Lipschitz with respect to the \( \ell_1 \) norm on the quantized domain \( x \in [0, 1]^d \).

**Proof.** Consider two arbitrary quantized points \( x, x' \) where \( \delta = x' - x \). Again note that \( \max(x_i, x'_i) - \min(x_i, x'_i) = |x'_i - x_i| = |\delta_i| \). For a fixed vector \( s \), additionally note that \( \vec{x}_i = x_i \) unless \( s_i \) falls between \( x_i \) and \( x'_i \) (i.e., unless \( \min(x_i, x'_i) \leq s_i < \max(x_i, x'_i) \)). Note that \( \delta_i \) must be a multiple of \( 1/q \), and that there are exactly \( q \cdot |\delta_i| \) discrete values that \( s_i \) can take such that the condition \( \min(x_i, x'_i) \leq s_i < \max(x_i, x'_i) \) holds. This is out of \( 2\lambda q \) possible values over which \( s_i \) is uniformly distributed. Thus, we have:

\[
\Pr_s[\vec{x}_i \neq \vec{x}'_i] = \frac{|\delta_i|}{2\lambda}
\]

The rest of the proof proceeds as in the continuous case (Theorem 2).

If we required that \( s_i \)’s be independent, an exact computation of \( p(x) \) would have required evaluating \( (2\lambda q)^d \) possible values of \( s \). This is not practical for large \( d \). However, because we do not have this independence requirement, we can avoid this exponential factor. To do this, we first choose a single scalar splitting value \( s_{\text{base}} \); each \( s_i \) is then simply a constant offset of \( s_{\text{base}} \). We proceed as follows:

First, before the classifier is ever used, we choose a single, fixed, arbitrary vector \( v \in [0, 2\lambda - 1/q]^d \). In practice, \( v \) is generated pseudorandomly when the classifier is trained, and the seed is stored with the classifier so that the same \( v \) is used whenever the classifier is used. Then, at test time, we sample a scalar variable as:

\[
s_{\text{base}} \sim \mathcal{U}(q)(0, 2\lambda - 1/q) + 1/(2q).
\]

Then, we generate each \( s_i \) by simply adding the base variable \( s_{\text{base}} \) to \( v_i \):

\[
\forall i, \quad s_i := (s_{\text{base}} + v_i) \mod 2\lambda.
\]

Note that the marginal distribution of each \( s_i \) is \( s_i \sim \mathcal{U}(q)(0, 2\lambda - 1/q) + 1/(2q) \), which is sufficient for our provable robustness guarantee. In this scheme, the only source of randomness at test time is the single random scalar \( s_{\text{base}} \), which takes on one of \( 2\lambda q \) values. We can therefore evaluate the exact value of \( p(x) \) by simply evaluating \( f(\bar{x}) \) a total of \( 2\lambda q \) times, for each possible value of \( s_{\text{base}} \). Essentially, by removing the independence requirement, the splitting method allows us to replace a \( d \)-dimensional noise distribution with a one-dimensional noise distribution. In quantized domains, this allows us to efficiently derandomize the SSN method without requiring exponential time. We call this resulting deterministic method **DSSN**.

One may wonder why we do not simply use \( s_1 = s_2 = s_3 = \ldots = s_d \). While this can work, it leads to some undesirable properties when \( \lambda > 0.5 \). In particular, note that with probability \( (2\lambda - 1) \), we would have all splitting values \( s_i > 1 \). This means that every element \( \vec{x}_i \) would be 0.5. In other words, with probability \( (2\lambda - 1)/(2\lambda) \), \( \bar{x} = 0.5 \cdot 1 \). This restricts the expressivity of the smoothed classifier:

\[
p(x) = \frac{2\lambda - 1}{2\lambda} f(0.5 \cdot 1) + \frac{1}{2\lambda} \mathbb{E} [f(\bar{x})].
\]

This is the sum of a constant, and a function bounded in \([0, 1/(2\lambda)]\). Clearly, this is undesirable. By contrast, if we use an offset vector \( v \) as described above, not every component will have \( s_i > 1 \) simultaneously. This means that \( \bar{x} \) will continue to be sufficiently expressive over the entire distribution of \( s_{\text{base}} \).

**4.2. Relationship to Uniform Additive Smoothing**

In this section, we explain the relationship between SSN and uniform additive smoothing (Yang et al., 2020) with two main objectives:

1. We show that, for each element \( x_i \), the marginal distributions of the noisy element \( \vec{x}_i \) of SSN and the noisy element \( (x_i + \epsilon_i) \) of uniform additive smoothing are directly related to one another. However we show that,
for large $\lambda$, the distribution of uniform additive smoothing $(x_i + \epsilon_i)$ has an undesirable property which SSN avoids. This creates large empirical improvements in certified robustness using SSN, demonstrating an additional advantage to our method separate from determinization.

2. We show that additive uniform noise does not produce correct certificates when using arbitrary joint distributions of $\epsilon$. This means that it cannot be easily determinized in the way that SSN can.

### 4.2.1. Relationship between Marginal Distributions of $\tilde{x}_i$ and $(x_i + \epsilon_i)$

To see the relationship between uniform additive smoothing and SSN, we break the marginal distributions of each component of noised samples into cases (assuming $\lambda \geq 0.5$):

$$
\begin{align*}
  x_i + \epsilon_i & \sim \begin{cases} 
    U(x_i - \lambda, 1 - \lambda) & \text{w. prob.} \frac{1 - x_i}{2\lambda} \\
    U(1 - \lambda, \lambda) & \text{w. prob.} \frac{2\lambda - 1}{2\lambda} \\
    U(\lambda, x_i + \lambda) & \text{w. prob.} \frac{x_i}{2\lambda}
  \end{cases} \\
  \tilde{x}_i & \sim \begin{cases} 
    U(x_i + 1, x_i + \lambda) & \text{w. prob.} \frac{1 - x_i}{2\lambda} \\
    U(1, x_i + 1) & \text{w. prob.} \frac{2\lambda - 1}{2\lambda} \\
    U(\lambda, 1) & \text{w. prob.} \frac{x_i}{2\lambda}
  \end{cases} 
\end{align*}
$$

(20)

(21)

We can see that there is a clear correspondence (which also justifies our re-use of the parameter $\lambda$.) In particular, we can convert the marginal distribution of uniform additive noise to the marginal distribution of SSN by applying a simple mapping: $\tilde{x}_i \sim g(x_i + \epsilon_i)$ where:

$$
g(z) := \begin{cases} 
  \frac{z + \lambda}{2} & \text{if } z < 1 - \lambda \\
  \frac{1}{2} & \text{if } 1 - \lambda < z < \lambda \\
  \frac{z - \lambda + 1}{2} & \text{if } z > \lambda
\end{cases}
$$

(22)

For $\lambda = 0.5$, this is a simple affine transformation:

$$
\tilde{x}_i \sim 1/2(x_i + \epsilon_i) + 1/4
$$

(23)

In other words, in the case of $\lambda = 0.5$, $\tilde{x}_i$ is also uniformly distributed. However, for $\lambda > 0.5$, Equation 20 reveals an unusual and undesirable property of using uniform additive noise: regardless of the value of $x_i$, there is always a fixed probability $\frac{2\lambda - 1}{2\lambda}$ that the smoothed value $x_i + \epsilon_i$ is uniform on the interval $[1 - \lambda, \lambda]$. Furthermore, this constant probability represents the only case in which $(x_i + \epsilon_i)$ can assume values in this interval. These values therefore carry no information about $x_i$ and are all equivalent to each other. However, if $\lambda$ is large, this range dominates the total range of values of $x_i + \epsilon_i$ which are observed (See Figure 2-b.) By contrast, in SSN, while there is still a fixed $\frac{2\lambda - 1}{2\lambda}$ probability that the smoothed component $\tilde{x}_i$ assumes a “no information” value, this value is always fixed ($\tilde{x}_i = 1/2$). Empirically, this dramatically improves performance when $\lambda$ is large. Intuitively, this is because when using uniform additive smoothing, the base classifier must learn to ignore a very wide range of values (all values in the interval $[1 - \lambda, \lambda]$) while in SSN, the base classifier only needs to learn to ignore a specific constant “no information” value 1/2. Figure 2 compares the two representations schematically, and Figure 3 compares the two noise representations visually.

### 4.2.2. Can Additive Uniform Noise Be Determinized?

As shown above, in the $\lambda = 0.5$ case, SSN leads to marginal distributions which are simple affine transformations of the marginal distributions of the uniform additive smoothing. One might then wonder whether we can determinize additive uniform noise in a way similar to DSSN. In particular, one might wonder whether arbitrary joint distributions of $\epsilon$ can be used to generate valid robustness certificates with uniform additive smoothing, in the same way that arbitrary joint distributions of $s$ can be used with SSN. It turns out that this is not the case. We provide a counterexample (for $\lambda = 0.5$) below:

**Proposition 1.** There exists a base classifier $f : \mathbb{R}^2 \rightarrow [0, 1]$ and a joint probability distribution $\mathcal{D}$, such that $\epsilon_1, \epsilon_2 \sim \mathcal{D}$ has marginals $\epsilon_1 \sim U(-0.5, 0.5)$ and $\epsilon_2 \sim \ldots$
Thus, \( p \) is not 1-Lipschitz with respect to the \( \ell_1 \) norm.

**Proof.** Consider the base classifier \( f(z) := 1 \mathbf{1}_{z > 0} \), and let \( z \) be distributed as \( z_1 \sim U(-0.5, 0.5) \) and \( z_2 = 1 \).

Consider the points \( z = [0.8, 0.2]^T \) and \( z' = [0.6, 0.4]^T \). Note that \( \| \delta \|_1 = 0.4 \). However,

\[
\begin{align*}
 p(x) &= \mathbb{E}_{\epsilon \sim \mathcal{D}}[f(x + \epsilon)] = \mathbb{E}_{\epsilon \sim \mathcal{D}}[f(0.8 + 1, 0.2 + 1)] = 1 \\
 p(x') &= \mathbb{E}_{\epsilon \sim \mathcal{D}}[f(x' + \epsilon)] = \mathbb{E}_{\epsilon \sim \mathcal{D}}[f(0.6 + 1, 0.4 + 1)] = 0
\end{align*}
\]

Thus, \( |p(x) - p(x')| > \| \delta \|_1 \).

In the appendix, we provide intuition for this, by demonstrating that despite having similar marginal distributions, the joint distributions of \( x \) and \( x + \epsilon \) which can be generated by SSN and additive uniform noise, respectively, are in fact quite different. An example is shown in Figure 4.

### 4.3. General Case, including \( \lambda < 0.5 \)

In the case \( \lambda < 0.5 \), we split the [0, 1] interval not only at \( s_i \in [0, 2\lambda] \), but also at every value \( s_i + 2\lambda n \), for \( n \in \mathbb{N} \). An example is shown in Figure 5. Note that this formulation covers the \( \lambda \geq 0.5 \) case as well (the splits for \( n \geq 1 \) are simply not relevant).

**Theorem 2 (General Case).** For any \( f : \mathbb{R}^d \rightarrow [0, 1] \), and \( \lambda > 0 \) let \( s \in [0, 2\lambda]^d \) be a random variable, with a fixed distribution such that:

\[
 s_i \sim U(0, 2\lambda), \quad \forall i.
\]

Note that the components \( s_1, ..., s_d \) are not required to be distributed independently from each other. Then, define:

\[
\begin{align*}
 x_i := \min(2\lambda x_i - s_i, 1) \\
 &\quad + \max(2\lambda x_i - s_i - 1, 0), \quad \forall i
\end{align*}
\]

Then, \( p(\cdot) \) is \( 1/(2\lambda\cdot) \)-Lipschitz with respect to the \( \ell_1 \) norm.

The proof for this case, as well as its derandomization, are provided in the appendix. As with the \( \lambda \geq 0.5 \) case, the derandomization allows for \( p(x) \) to be computed exactly using \( 2\lambda \) evaluations of \( f \).

### 5. Experiments

We evaluated the performance of our method on CIFAR-10 and ImageNet datasets, matching all experimental conditions from (Yang et al., 2020) as closely as possible (further details are given in the appendix.) Certification performance data is given in Table 1 for CIFAR-10 and Figure 7 for ImageNet. Note that instead of using the hyperparameter \( \lambda \), we...
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Figure 5. Example of $\tilde{x}$ in the $\lambda < 0.5$ case. In this case, the interval $[0,1]$ is split into sub-intervals $[0,s_1], (s_1,s_1+2\lambda], and (s_1+2\lambda,1]$. $\tilde{x}$ is assigned to the middle of whichever of these intervals $x_i$ falls into.

Figure 6. Comparison of the certification time per image of DSSN and Yang et al. (2020)'s uniform additive noise method. We used a single NVIDIA 2080 Ti GPU.

report experimental results in terms of $\sigma = \lambda/\sqrt{3}$: this is to match (Yang et al., 2020), where this gives the standard deviation of the uniform noise.

We find that DSSN significantly outperforms Yang et al. (2020) on both datasets, particularly when certifying for large perturbation radii. For example, at $\rho = 4.0$, DSSN provides a 36% certified accuracy on CIFAR-10, while uniform additive noise provides only 27% certified accuracy. In addition to these numerical improvements, DSSN certificates are exact while randomized certificates hold only with high-probability. Following Yang et al. (2020), all certificates reported here for randomized methods hold with 99.9% probability: there is no such failure rate for DSSN.

Additionally, the certification runtime of DSSN is reduced compared to Yang et al. (2020)'s method. Although in contrast to Yang et al. (2020), our certification time scales linearly with the noise level, the fact that Yang et al. (2020) uses 100,000 smoothing samples makes our method much faster even at the largest tested noise levels: see Figure 6. For example, on CIFAR-10 at $\sigma = 3.5$, we achieve an average runtime of 0.41 seconds per image, while Yang et al. (2020)'s method requires 13.44 seconds per image.

Yang et al. (2020) tests using both standard training on noisy samples as well as stability training (Li et al., 2019a): while our method dominates in both settings, we find that the stability training leads to less of an improvement in our methods, and is in some cases detrimental. For example, in Table 1, the best certified accuracy is always higher under stability training for uniform additive noise, while this is not the case for DSSN at $\rho < 3.0$. Exploring the cause of this may be an interesting direction for future work.4

In Figure 8, we compare the uniform additive smoothing method to DSSN, as well the randomized form of SSN with independent splitting noise. At mid-range noise levels, the primary benefit of our method is due to derandomization; while at large noise levels, the differences in noise representation discussed in Section 4.2.1 become more relevant. In the appendix, we provide complete certification data at all tested noise levels, using both DSSN and SSN with independent noise, as well as more runtime data. Additionally we further explore the effect of the noise representation: given that Equation 22 shows a simple mapping between (the marginal distributions of) SSN and uniform additive noise, we tested whether the gap in performance due to noise representations can be eliminated by a “denoising layer”, as trained in (Salman et al., 2020). We did not find evidence of this: the gap persists even when using denoising.

6. Conclusion

In this work, we have improved the state-of-the-art smoothing-based robustness certificate for the $\ell_1$ threat model, and provided the first scalable, general-use derandomized “randomized smoothing” certificate for a norm-based adversarial threat model. To accomplish this, we proposed a novel non-additive smoothing method. Determining whether such methods can be extended to other $\ell_p$ norms remains an open question for future work.
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A. Proofs

**Theorem 1 (Lee et al. (2019)).** For any \( f : \mathbb{R}^d \to [0, 1] \) and parameter \( \lambda \in \mathbb{R}^+ \), define:

\[
p(x) := \mathbb{E}_{\epsilon \sim \text{i.i.d}(0, \lambda)} [f(x + \epsilon)].
\]

Then, \( p(.) \) is \((2\lambda)\)-Lipschitz with respect to the \( \ell_1 \) norm.

**Proof.** Consider two arbitrary points \( x, x' \) where \( \delta := x' - x \). We consider two cases.

- Case 1: \( \|\delta\| \geq 2\lambda \): Then, because \( f(\cdot) \in [0, 1] \), and therefore \( p(\cdot) \in [0, 1] \), we have:

\[
|p(x) - p(x')| \leq \frac{\|\delta\|}{2\lambda} \tag{31}
\]

- Case 2: \( \|\delta\| < 2\lambda \): In this case, for each \( i, |\delta_i| < 2\lambda \). Define \( B(x) \) as the \( \ell_{\infty} \) ball of radius \( \lambda \) around \( x \), and \( \mathcal{U}(B(x)) \) as the uniform distribution on this ball (and, similarly \( \mathcal{U}(\cdot) \), on any other set). In other words:

\[
p(x) = \mathbb{E}_{z \sim \mathcal{U}(B(x))} f(z) \tag{32}
\]

Then,

\[
|p(x) - p(x')| = \left| \mathbb{E}_{z \sim \mathcal{U}(B(x))} f(z) - \mathbb{E}_{z \sim \mathcal{U}(B(x'))} f(z) \right|
\]

\[
= \left| \mathbb{E}_{z \sim \mathcal{U}(B(x))} f(z) \sum_{i=1}^{d'} \mathbb{I}_{z \in B(x) \setminus B(x')} \text{sgn}(\delta_i) \right| \tag{33}
\]

Note that:

\[
\mathbb{P}_{z \sim \mathcal{U}(B(x))} \left[ z \in B(x) \right] = \frac{1}{\lambda} \sum_{i=1}^{d} |\delta_i| \tag{34}
\]

Because both represent the probability of a uniform random variable on an \( \ell_{\infty} \) ball of radius \( \lambda \) taking a value outside of the region \( B(x) \cap B(x') \) (which is entirely contained within both balls.) Then:

\[
|p(x) - p(x')| = \frac{\mathbb{P}_{z \sim \mathcal{U}(B(x))} \left[ z \in B(x) \setminus B(x') \right]}{\mathbb{P}_{z \sim \mathcal{U}(B(x))} \left[ z \in B(x) \right]} \times \left| \mathbb{E}_{z \sim \mathcal{U}(B(x)) \setminus B(x')} f(z) - \mathbb{E}_{z \sim \mathcal{U}(B(x'))} f(z) \right| \tag{35}
\]

Where, in the last line, we used the fact that \( f(\cdot) \in [0, 1] \). Let \( \mathcal{V}(S) \) represent the volume of a set \( S \). Note that \( B(x) \cap B(x') \) is a \( d \)-hyperrectangle, with each edge of length

\[
\min(x_i, x_i') + \lambda - (\max(x_i, x_i') - \lambda) = 2\lambda - |\delta_i| \tag{36}
\]

Then following Equation 35,

\[
|p(x) - p(x')| \leq \frac{\mathcal{V}(B(x)) - \mathcal{V}(B(x) \cap B(x'))}{\mathcal{V}(B(x))} \tag{37}
\]

\[
= 1 - \prod_{i=1}^{d} \left( 1 - \frac{2\lambda}{2\lambda} \right)
\]

Note that, for \( 1 \leq d' \leq d \):

\[
\Pi_{i=1}^{d'} \left( 1 - \frac{|\delta_i|}{2\lambda} \right) = \prod_{i=1}^{d'} \left( 1 - \frac{|\delta_i|}{2\lambda} \right) \tag{38}
\]

By induction:

\[
\Pi_{i=1}^{d} \left( 1 - \frac{|\delta_i|}{2\lambda} \right) \geq 1 - \sum_{i=1}^{d} \frac{|\delta_i|}{2\lambda} \tag{39}
\]

Therefore,

\[
|p(x) - p(x')| \leq 1 - \prod_{i=1}^{d} \left( 1 - \frac{|\delta_i|}{2\lambda} \right) \tag{40}
\]

Thus, by the definition of Lipschitz-continuity, \( p \) is \((2\lambda)\)-Lipschitz with respect to the \( \ell_1 \) norm.
Theorem 2 (General Case). For any $f : \mathbb{R}^d \to [0, 1]$, and $\lambda > 0$ let $s \in [0, 2\lambda]^d$ be a random variable, with a fixed distribution such that:

$$s_i \sim U(0, 2\lambda), \ \forall i.$$  \hfill (41)

Note that the components $s_1, \ldots, s_d$ are not required to be distributed independently from each other. Then, define:

$$\tilde{x}_i := \min\left(2\lambda\left\lceil \frac{x_i - s_i}{2\lambda} \right\rceil + s_i, 1\right)$$  \hfill (42)

$$+ \max\left(2\lambda\left\lfloor \frac{x_i - s_i}{2\lambda} \right\rfloor - 1 + s_i, 0\right), \ \forall i$$  \hfill (43)

$$p(x) := \mathbb{E}_s[f(\tilde{x})].$$  \hfill (44)

Then, $p(.)$ is $1/(2\lambda)$-Lipschitz with respect to the $\ell_1$ norm.

Proof. Consider two arbitrary points $x, x'$ where $\delta := x' - x$. We consider two cases.

- Case 1: $\|\delta\|_1 \geq 2\lambda$: Then, because $f(\cdot) \in [0, 1]$, and therefore $p(\cdot) \in [0, 1]$, we have:

$$|p(x) - p(x')| \leq 1 \leq \frac{\|\delta\|_1}{2\lambda}$$  \hfill (45)

- Case 2: $\|\delta\|_1 < 2\lambda$:

In this case, for each $i$, $|\delta_i| < 2\lambda$, and therefore $\left\lceil \frac{x_i - s_i}{2\lambda} \right\rceil$ and $\left\lfloor \frac{x_i - s_i}{2\lambda} \right\rfloor$ differ by at most one. Furthermore, $\left\lceil \frac{x_i - s_i}{2\lambda} \right\rceil$ differs from $\left\lceil \frac{x_i}{2\lambda} \right\rceil$ by at most one, and similarly for $x'_i$. Without loss of generality, assume $x_i < x'_i$ (i.e., $\delta_i = |\delta_i| = x'_i - x_i$).

There are two cases:

- Case A: $\left\lceil \frac{x_i}{2\lambda} \right\rceil = \left\lceil \frac{x'_i}{2\lambda} \right\rceil$. Let this integer be $n$. Then:

$$\left\lceil \frac{x_i - s_i}{2\lambda} \right\rceil = \left\lceil \frac{x'_i - s_i}{2\lambda} \right\rceil = n \iff \frac{x_i + s_i}{2\lambda} < \frac{x'_i + s_i}{2\lambda} - (n-1)$$

(which also implies $\frac{x_i - s_i}{2\lambda} < \frac{x'_i - s_i}{2\lambda} - (n-1)$).

Then $\left\lceil \frac{x_i - s_i}{2\lambda} \right\rceil$ and $\left\lfloor \frac{x_i - s_i}{2\lambda} \right\rfloor$ differ only if $\frac{x_i}{2\lambda} - (n-1) \leq \frac{x'_i}{2\lambda} < \frac{x_i}{2\lambda} - (n-1)$, which occurs with probability $\frac{2\lambda}{x_i}$.

- Case B: $\left\lceil \frac{x_i}{2\lambda} \right\rceil + 1 = \left\lceil \frac{x'_i}{2\lambda} \right\rceil$. Let $n := \left\lceil \frac{x_i}{2\lambda} \right\rceil$. Then $\left\lceil \frac{x_i - s_i}{2\lambda} \right\rceil$ and $\left\lceil \frac{x'_i - s_i}{2\lambda} \right\rceil$ can differ if either:

$$\left\lceil \frac{x_i - s_i}{2\lambda} \right\rceil = n \text{ and } \left\lceil \frac{x'_i - s_i}{2\lambda} \right\rceil = n + 1.$$  

This occurs iff $\frac{x_i + s_i}{2\lambda} < \frac{x'_i + s_i}{2\lambda} - (n-1)$ (which also implies $\frac{x_i}{2\lambda} < \frac{x'_i}{2\lambda} - (n-1)$).

$$\left\lceil \frac{x_i - s_i}{2\lambda} \right\rceil = n - 1 \text{ and } \left\lceil \frac{x'_i - s_i}{2\lambda} \right\rceil = n.$$  

This occurs iff $\frac{x_i + s_i}{2\lambda} \geq \frac{x'_i + s_i}{2\lambda} - (n-1)$ (which also implies $\frac{x_i}{2\lambda} \geq \frac{x'_i}{2\lambda} - (n-1)$).

In other words, $\left\lceil \frac{x_i - s_i}{2\lambda} \right\rceil = \left\lceil \frac{x'_i - s_i}{2\lambda} \right\rceil$ iff:

$$\frac{x_i}{2\lambda} - (n-1) > \frac{s_i}{2\lambda} \geq \frac{x'_i}{2\lambda} - (n-1)$$

Or equivalently:

$$\frac{x_i}{2\lambda} - n + 1 > \frac{s_i}{2\lambda} \geq \frac{x'_i}{2\lambda} - n + \frac{\delta_i}{2\lambda}$$

This happens with probability $1 - \frac{\delta_i}{2\lambda}$. Therefore, $\left\lceil \frac{x_i - s_i}{2\lambda} \right\rceil$ and $\left\lceil \frac{x'_i - s_i}{2\lambda} \right\rceil$ differ with probability $\frac{\delta_i}{2\lambda}$.

Note that $\left\lceil \frac{x_i - s_i}{2\lambda} - 1 \right\rceil$ and $\left\lceil \frac{x'_i - s_i}{2\lambda} - 1 \right\rceil$ differ only when $\left\lceil \frac{x_i - s_i}{2\lambda} \right\rceil$ and $\left\lceil \frac{x'_i - s_i}{2\lambda} \right\rceil$ differ. Therefore in both cases, $\tilde{x}_i$ and $x'_i$ differ with probability at most $\frac{\delta_i}{2\lambda}$. The rest of the proof proceeds as in the $\lambda \geq 0.5$ case in the main text. \hfill \Box

Corollary 1 (General Case). For any $f : \mathbb{R}^d \to [0, 1]$, and $\lambda \geq 0$ (with $2\lambda$ a multiple of $1/q$), let $s \in [0, 2\lambda - 1/q]^d + 1/(2q)$ be a random variable with a fixed distribution such that:

$$s_i \sim U(q) (0, 2\lambda - 1/q) + 1/(2q), \ \forall i.$$  \hfill (46)

Note that the components $s_1, \ldots, s_d$ are not required to be distributed independently from each other. Then, define:

$$\tilde{x}_i := \min\left(2\lambda\left\lceil \frac{x_i - s_i}{2\lambda} \right\rceil + s_i, 1\right)$$  \hfill (47)

$$+ \max\left(2\lambda\left\lfloor \frac{x_i - s_i}{2\lambda} \right\rfloor - 1 + s_i, 0\right), \ \forall i$$  \hfill (48)

$$p(x) := \mathbb{E}_s[f(\tilde{x})].$$  \hfill (49)

Then, $p(.)$ is $1/(2\lambda)$-Lipschitz with respect to the $\ell_1$ norm on the quantized domain $x \in [0, 1]^d(q)$.

Proof. The proof is substantially similar to the proof of the continuous case above. Minor differences occur in Cases 2.A and 2.B (mostly due to inequalities becoming strict, because possible values of $s_i$ are offset from values of $x_i$) which we show here:

- Case A: $\left\lceil \frac{x_i}{2\lambda} \right\rceil = \left\lceil \frac{x'_i}{2\lambda} \right\rceil$. Let this integer be $n$. Then:

$$\left\lceil \frac{x_i}{2\lambda} \right\rceil = \left\lceil \frac{x'_i}{2\lambda} \right\rceil = n \iff \frac{x_i}{2\lambda} < \frac{x'_i}{2\lambda} - (n-1)$$

(which also implies $\frac{x_i}{2\lambda} < \frac{x'_i}{2\lambda} - (n-1)$).

- Case B: $\left\lceil \frac{x_i}{2\lambda} \right\rceil + 1 = \left\lceil \frac{x'_i}{2\lambda} \right\rceil$. Let $n := \left\lceil \frac{x_i}{2\lambda} \right\rceil$. Then $\left\lceil \frac{x_i - s_i}{2\lambda} \right\rceil$ and $\left\lceil \frac{x'_i - s_i}{2\lambda} \right\rceil$ can differ if either:

$$\left\lceil \frac{x_i - s_i}{2\lambda} \right\rceil = n \text{ and } \left\lceil \frac{x'_i - s_i}{2\lambda} \right\rceil = n + 1.$$  

This occurs iff $\frac{x_i + s_i}{2\lambda} < \frac{x'_i + s_i}{2\lambda} - (n-1)$ (which also implies $\frac{x_i}{2\lambda} < \frac{x'_i}{2\lambda} - (n-1)$).

$$\left\lceil \frac{x_i - s_i}{2\lambda} \right\rceil = n - 1 \text{ and } \left\lceil \frac{x'_i - s_i}{2\lambda} \right\rceil = n.$$  

This occurs iff $\frac{x_i + s_i}{2\lambda} \geq \frac{x'_i + s_i}{2\lambda} - (n-1)$ (which also implies $\frac{x_i}{2\lambda} \geq \frac{x'_i}{2\lambda} - (n-1)$).
Then \(\lceil \frac{x_i - s_i}{2\lambda} \rceil \) and \(\lceil \frac{x'_i - s_i}{2\lambda} \rceil \) differ only if \(\frac{x_i}{2\lambda} - (n - 1) < \frac{x'_i}{2\lambda} - (n - 1)\). There are exactly \(q \cdot \delta_i\) discrete values that \(s_i\) can take such that this condition holds. This is out of \(2\lambda q\) possible values over which \(s_i\) is uniformly distributed. Therefore, the condition holds with probability \(\frac{\delta_i}{2\lambda}\).

- Case B: \(\lceil \frac{x_i}{2\lambda} \rceil + 1 = \lceil \frac{x'_i}{2\lambda} \rceil\). Let \(n := \lceil \frac{x_i}{2\lambda} \rceil\). Then \(\lceil \frac{x_i - s_i}{2\lambda} \rceil \) and \(\lceil \frac{x'_i - s_i}{2\lambda} \rceil\) can differ if either:
  - \(\lceil \frac{x_i - s_i}{2\lambda} \rceil = n\) and \(\lceil \frac{x'_i - s_i}{2\lambda} \rceil = n + 1\). This occurs if \(\frac{x_i}{2\lambda} < \frac{x'_i}{2\lambda} - n\) (which also implies \(\frac{x_i}{2\lambda} < \frac{x'_i}{2\lambda} - (n - 1)\)).
  - \(\lceil \frac{x_i - s_i}{2\lambda} \rceil = n - 1\) and \(\lceil \frac{x'_i - s_i}{2\lambda} \rceil = n\). This occurs if \(\frac{x_i}{2\lambda} > \frac{x'_i}{2\lambda} - (n - 1)\) (which also implies \(\frac{x_i}{2\lambda} > \frac{x'_i}{2\lambda} - n\)).

In other words, \(\lceil \frac{x_i - s_i}{2\lambda} \rceil = \lceil \frac{x'_i - s_i}{2\lambda} \rceil\) iff:
\[
\frac{x_i}{2\lambda} - (n - 1) > \frac{s_i}{2\lambda} > \frac{x'_i}{2\lambda} - n
\]

Or equivalently:
\[
\frac{x_i}{2\lambda} - n + 1 > \frac{s_i}{2\lambda} > \frac{x_i}{2\lambda} - n + \frac{\delta_i}{2\lambda}
\]

There are exactly \(q \cdot (1 - \delta_i)\) discrete values that \(s_i\) can take such that this condition holds. This is out of \(2\lambda q\) possible values over which \(s_i\) is uniformly distributed. Therefore, the condition holds with probability \(\frac{1 - \delta_i}{2\lambda}\).

Thus, \(\lceil \frac{x_i - s_i}{2\lambda} \rceil\) and \(\lceil \frac{x'_i - s_i}{2\lambda} \rceil\) differ with probability \(\frac{\delta_i}{2\lambda}\).

\[\square\]

**B. Experimental Details**

For uniform additive noise, we reproduced Yang et al. (2020)’s results directly, using their released code. Note that we also reproduced the training of all models, rather than using released models. For Independent SSN and DSSN, we followed the same training procedure as in Yang et al. (2020), but instead used the noise distribution of our methods during training. For DSSN, we used the same vector \(\nu\) to generate noise during training and test time: note that our certificate requires \(\nu\) to be the same fixed vector whenever the classifier is used. In particular, we used a pseudorandom array generated using the Mersenne Twister algorithm with seed 0, as implemented in NumPy as numpy.random.RandomState. This is guaranteed to produce identical results on all platforms and for all future versions of NumPy, given the same seed, so in practice we only store the seed (0). In Section C, we explore the sensitivity of our method to different choices of pseudorandom seeds.

In a slight deviation from Cohen et al. (2019), Yang et al. (2020) uses different noise vectors for each sample in a batch when training (Cohen et al. (2019) uses the same \(\epsilon\) for all samples in a training batch to improve speed). We follow Yang et al. (2020)’s method: this means that when training DSSN, we train the classifier on each sample only once per epoch, with a single, randomly-chosen value of \(s_{base}\), which varies between samples in a batch.

Training parameters (taken from Yang et al. (2020)) were as follows (Table 2):

| Architecture       | CIFAR-10 | ImageNet |
|--------------------|----------|----------|
| Number of Epochs   | 120      | 30       |
| Batch Size         | 64\(^5\) | 64       |
| Initial Learning Rate | Cosine | Cosine |
| LR Scheduler       | Annealing | Annealing |

*Table 2. Training parameters for experiments.*

For all training and certification results in the main text, we used a single NVIDIA 2080 Ti GPU. (Some experiments with denoisers, in Section D, used two GPUs.)

For testing, we used the entire CIFAR-10 test set (10,000 images) and a subset of 500 images of ImageNet (the same subset used by Cohen et al. (2019)).

When reporting clean accuracies for randomized techniques (uniform additive noise and Independent SSN), we followed Yang et al., 2020 by simply reporting the percent of samples for which the \(N_0 = 64\) initial noise perturbations, used to pick the top class during certification, actually selected the correct class. (Notably, (Yang et al., 2020) does not use an “abstain” option for prediction, as some other randomized smoothing works (Cohen et al., 2019) do.) On the one hand, this is an inexact estimate of the accuracy of the true classifier \(p(x)\), which uses the true expectation. On the other hand, it is the actual, empirical accuracy of a classifier that is being used in practice. This is not an issue when reporting the clean accuracy for DSSN, which is exact.

In DSSN, following Levine & Feizi (2020a) (discussed in 

---

\(^5\)There is a discrepancy between the code and the text of Yang et al. (2020) about the batch size used for training on CIFAR-10: the paper says to use a batch size of 128, while the instructions for reproducing the paper’s results released with the code use a batch size of 64. Additionally, inspection of one of Yang et al. (2020)’s released models indicates that a batch size of 64 was in fact used. (In particular, the “num batches tracked” field in the saved model, which counts the total number of batches used in training, corresponds with a batch size of 64.) We therefore used a batch size of 64 in our reproduction, assuming that the discrepancy was a result of a typo in that paper.
Section 1.1), if two classes tie in the number of “votes”, we predict the first class lexicographically: this means that we can certify robustness up to and including the radius $\rho$, because we are guaranteed consistent behavior in the case of ties. Reported certified radii for DSSN should therefore be interpreted to guarantee robustness even in the $\|x - x\|_1 = \rho$ case. (This is not a meaningful distinction in randomized methods where the space is taken as continuous).

C. Effect of pseudorandom choice of $v$

In Section B, we mention that the vector $v$ used in the derandomization of DSSN, which must be re-used every time the classifier is used, is generated pseudorandomly, using a seed of 0 in all experiments. In this section, we explore the sensitivity of our results to the choice of vector $v$, and in particular to the choice of random seed. To do this, we repeated all standard-training DSSN experiments on CIFAR-10, using two additional choices of random seeds. We performed both training and certification using the assigned $v$ vector for each experiment. Result are summarized in Table 3. We report a tabular summary, rather than certification curves, because the curves are too similar to distinguish. In general, the choice of random seed to select $v$ does not seem to impact the certified accuracies: all best certified accuracies were within 0.65 percentage points of each other. This suggests that our method is robust to the choice of this hyperparameter.

D. Effect of a Denoiser

As shown in Figure 8 in the main text, at large $\lambda$, there is a substantial benefit to SSN which is unrelated to derandomization, due to the differences in noise distributions discussed in Section 4.2.1. However, Equation 22 shows that the difference between uniform additive noise and Independent SSN is a simple, deterministic transformation on each pixel. We therefore wonder whether training a denoiser network, to learn the relationship between $x$ and the noisy sample ($x + \epsilon$ or $\tilde{x}$), would eliminate the differences between the methods. Salman et al. (2020) proposes methods of training denoisers for randomized smoothing, in the context of using smoothing on pre-trained classifiers. In this context, the noisy image first passes through a denoiser network, before being passed into a classification network trained on clean images. We used their code (and all default parameters), in three variations:

1. Stability Denoising: In this method, the pre-trained classifier network is required for training the denoiser. The loss when training the denoiser is based on the consistency between the logit outputs of the classifier on the clean input $x$ and on the denoised version of the noisy input. This is the best-performing method in (Salman et al., 2020). However, note that it does not directly use the pixel values of $x$ when training the denoiser, and therefore might not “learn” the correspondence between clean and noisy samples (Figure 2 in the main text) as easily.

2. MSE Denoising: This trains the denoiser via direct supervised training, with the objective of reducing the mean squared error difference between the pixel values of the clean and denoised samples. Then, classification is done using a classifier that is pre-trained only on clean samples. This performs relatively poorly in (Salman et al., 2020), but should directly learn the correspondence between clean and noisy samples.

3. MSE Denoising with Retraining: For this experiment, we trained an MSE denoiser as above, but then trained the entire classification pipeline (the denoiser + the classifier) on noisy samples. Note that the classifier is trained from scratch in this case, with the pre-trained denoiser already in place (but being fine-tuned as the classifier is trained).

We tested on CIFAR-10, at three different noise levels, without stability training. See Figure 9 for results. Overall, we find that at high noise, there is still a significant gap in performance between Independent SSN and (Yang et al., 2020)’s method, using all of the denoising techniques. One possible explanation is that it is also more difficult for the denoiser to learn the noise distribution of (Yang et al., 2020), compared to our distributions.

E. Additive and splitting noise allow for different types of joint noise distributions

In Section 4.2 in the main text, we showed that, in the $\lambda = 0.5$ case, SSN leads to marginal distributions which are simple affine transformations of the marginal distributions of the uniform additive smoothing noise (Equation 23). However, we also showed (Proposition 1) that, even in this case, certification is not possible using arbitrary joint distributions of $\epsilon$ with uniform additive noise, as it is with SSN. This difference is explained by the fact that, even for $\lambda = 0.5$, the joint distributions of $(x + \epsilon)$ which can be generated by uniform additive noise and the joint distributions of $\tilde{x}$ which can be generated by SSN respectively are in fact quite different.

To quantify this, consider a pair of two joint distributions: $\mathcal{D}$, with marginals uniform on $[-0.5, 0.5]$, and $\mathcal{S}$, with marginals uniform on $[0, 1]$. Let $\mathcal{D}$ and $\mathcal{S}$ be considered equivalent if, for $\epsilon \sim \mathcal{D}$ and $s \sim \mathcal{S}$:

$$\tilde{x} \sim (1/2)(x + \epsilon) + 1/4 \quad \forall x \quad (50)$$

where $\tilde{x}$ is generated using the SSN noise $s$ (compare to Equation 23 in the main text).
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| Seed = 0 | p = 0.5 | p = 1.0 | p = 1.5 | p = 2.0 | p = 2.5 | p = 3.0 | p = 3.5 | p = 4.0 |
|----------|---------|---------|---------|---------|---------|---------|---------|---------|
|          | 72.25%  | 63.07%  | 56.21%  | 51.33%  | 46.76%  | 42.66%  | 38.26%  | 33.64%  |
| (σ)      | (81.50%)| (77.85%)| (71.17%)| (67.98%)| (65.40%)| (65.40%)| (65.40%)| (65.40%)|
|          | @ σ=0.75| @ σ=1.25| @ σ=2.25| @ σ=3.0 | @ σ=3.5 | @ σ=3.5 | @ σ=3.5 | @ σ=3.5 |

| Seed = 1 | p = 0.5 | p = 1.0 | p = 1.5 | p = 2.0 | p = 2.5 | p = 3.0 | p = 3.5 | p = 4.0 |
|----------|---------|---------|---------|---------|---------|---------|---------|---------|
|          | 72.01%  | 62.73%  | 56.03%  | 51.20%  | 46.71%  | 42.45%  | 37.87%  | 33.08%  |
| (σ)      | (81.50%)| (75.64%)| (72.19%)| (72.19%)| (66.93%)| (66.19%)| (66.19%)| (66.19%)|
|          | @ σ=0.75| @ σ=1.5 | @ σ=2.0 | @ σ=3.0 | @ σ=3.5 | @ σ=3.5 | @ σ=3.5 | @ σ=3.5 |

| Seed = 2 | p = 0.5 | p = 1.0 | p = 1.5 | p = 2.0 | p = 2.5 | p = 3.0 | p = 3.5 | p = 4.0 |
|----------|---------|---------|---------|---------|---------|---------|---------|---------|
|          | 72.62%  | 62.79%  | 56.06%  | 51.02%  | 46.85%  | 42.52%  | 38.22%  | 33.53%  |
| (σ)      | (81.19%)| (74.26%)| (70.13%)| (70.13%)| (65.33%)| (65.33%)| (65.33%)| (65.33%)|
|          | @ σ=0.75| @ σ=1.75| @ σ=2.5 | @ σ=2.5 | @ σ=3.5 | @ σ=3.5 | @ σ=3.5 | @ σ=3.5 |

Table 3. Comparison of DSSN using different random seeds to generate v on CIFAR-10. Matching Yang et al. (2020), we test on 15 noise levels (σ ∈ {0.15, 0.25n for 1 ≤ n ≤ 14}). We report the best certified accuracy at a selection of radii ρ, as well as the clean accuracy and noise level of the associated classifier. We find very little difference between the different seed values, with all certified accuracies within ±0.65 percentage points of each other.

### Proposition 2. The only pair of equivalent joint distributions

\( (\mathcal{D}, \mathcal{S}) \sim U^d((-0.5, 0.5), \mathcal{S} \sim U^d(0, 1)) \).

**Proof.** We first describe a special property of SSN (with \( \lambda = 0.5 \)):

Fix a smoothed value \( \tilde{x}' \), and let \( \mathcal{X}' \) be the set of all inputs \( x \) such that \( \tilde{x}' \) can be generated from \( x \) under any joint splitting distribution \( S \). From Figure 2-a in the main text, we can see that this is simply

\[
\mathcal{X}' = \{ x | \tilde{x}'_i \leq x_i/2 + (1/2) \leq \tilde{x}'_i + (1/2) \ \forall i \}. \tag{51}
\]

Notice that to generate \( \tilde{x}' \), regardless of the value of \( x \in \mathcal{X}' \), the splitting vector \( s \) must be exactly the following:

\[
s_i = \begin{cases} 
2\tilde{x}'_i & \text{if } \tilde{x}'_i < 1/2 \\
2\tilde{x}'_i - 1 & \text{if } \tilde{x}'_i \geq 1/2 
\end{cases} \tag{52}
\]

(This is made clear by Figure 1 in the main text.)

If \( x \in \mathcal{X}' \), then \( \tilde{x}' \) will be generated iff this value of \( s \) is chosen. Therefore, given a fixed splitting distribution \( S \), the probability of generating \( \tilde{x}' \) must be constant for all points in \( \mathcal{X}' \).

Now, we compare to uniform additive noise. In order for \( \mathcal{D} \) and \( S \) to be equivalent, for the fixed noised point \( (x + \epsilon)' = 2x - 1/2 \), it must be the case that all points in \( \mathcal{X}' \) are equally likely to generate \( (x + \epsilon)' \). But note from Equation 51 that \( \mathcal{X}' \) is simply the uniform \( \ell_\infty \) ball of radius 0.5 around \( (x + \epsilon)' \). This implies that \( \mathcal{D} \) must be the uniform distribution \( \mathcal{D} \sim U^d(-0.5, 0.5) \), which is equivalent to the splitting distribution \( \mathcal{S} \sim U^d(0, 1) \).

The only case when SSN and uniform additive noise can produce similar distributions of noisy samples is when all noise components are independent. This helps us understand how SSN can work with any joint distribution of splitting noise, while uniform additive noise has only been shown to produce accurate certificates when all components of \( \epsilon \) are independent.

### F. Tightness of Theorem 2

Here, we discuss the tightness of our certification result. Theorem 2 is tight in the following sense:

**Proposition 3.** For any \( \lambda > 0 \) and a random variable \( s \in [0, 2\lambda]^d \), with any fixed distribution such that:

\[ s_i \sim U(0, 2\lambda), \ \forall i, \tag{53} \]

there exists a \( f : \mathbb{R}^d \rightarrow [0, 1] \), such that if we define:

\[
\tilde{x}_i := \frac{\min(2\lambda|\frac{s_i - x_i}{2\lambda}| + s_i, 1)}{2} + \frac{\max(2\lambda|\frac{x_i - s_i}{2\lambda}| - 1 + s_i, 0)}{2}, \ \forall i \tag{54}
\]

\[ p(x) := \mathbb{E}_s[f(\tilde{x})]. \tag{56} \]

Then, \( p(\cdot) \) is not c-Lipschitz with respect to the \( \ell_1 \) norm for any \( c < 1/(2\lambda) \).

In other words, we cannot make the Lipschitz constraint any tighter without some base classifier \( f \) providing a counterexample. Note that this result holds for any legal choice of joint distribution of \( s \).

**Proof.** We consider two cases, on \( \lambda \):

- **Case 1**: \( \lambda < 0.5 \): Consider the following base classifier:

\[ f(\tilde{x}) = \begin{cases} 
1 & \text{if } \tilde{x}_1 > \lambda \\
0 & \text{otherwise.} \tag{57}
\end{cases} \]

Now, consider the points \( x = [0, 0, 0, 0, \ldots] \) and \( x' = [2\lambda, 0, 0, 0, \ldots] \). Note that \( \|x' - x\|_1 = 2\lambda \). From the
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The definition of \( \tilde{\nu} \), we have (with probability 1):
\[
\tilde{x}_1 = \frac{s_1}{2}, \quad \tilde{x}_1' = \min \left( \lambda + \frac{s_1}{2}, \frac{1}{2} \right) + \frac{s_1}{2}
\]

Note that this means that, with probability 1, we have \( \tilde{x}_1 \leq \lambda \), and therefore \( f(\tilde{x}) = 0 \). Similarly, with probability 1, \( \tilde{x}_1' > \lambda \), so \( f(\tilde{x}') = 1 \). Then, for all \( c < 1/(2\lambda) \):
\[
|p(x) - p(x')| = \left| E_{s} [f(\tilde{x})] - E_{s} [f(\tilde{x}')] \right| = (0 - 1) = 1 > c \cdot 2\lambda = c \|x' - x\|
\]

So \( p(\cdot) \) is not \( c \)-Lipschitz.

Case 2: \( \lambda \geq 0.5 \): Consider the following base classifier:
\[
f(\tilde{x}) = \begin{cases} 
1 & \text{if } \tilde{x}_1 > 0.5 \\
0 & \text{otherwise.}
\end{cases} \quad (58)
\]

Now, consider the points \( x = [0, 0, 0, 0, \ldots] \) and \( x' = [1, 0, 0, 0, \ldots] \). Note that \( \|x' - x\|_1 = 1 \). From the definition of \( \tilde{x} \), we have (with probability 1):
\[
\tilde{x}_1 = \frac{\min(s_1, 1)}{2}, \quad \tilde{x}_1' = \frac{\min(s_1, 1) + 1_{s_1 < 1}}{2}
\]

Note that this means that, with probability 1, we have \( \tilde{x}_1 \leq 0.5 \), and therefore \( f(\tilde{x}) = 0 \). On the other hand, \( \tilde{x}_1' > 0.5 \) if \( s \in (0, 1) \) which occurs with probability \( 1/(2\lambda) \). Therefore, for all \( c < 1/(2\lambda) \):
\[
|p(x) - p(x')| = \left| E_{s} [f(\tilde{x})] - E_{s} [f(\tilde{x}')] \right| = (0 - 1/(2\lambda)) = 1/(2\lambda) > c = c \|x' - x\|
\]

So \( p(\cdot) \) is not \( c \)-Lipschitz.

However, the tightness of the global Lipschitz bound on \( p \) does not imply that the final certificate result, on the minimum possible distance from \( x \) to the decision boundary given \( p(x) \), is necessarily a tight bound.

For simplicity, consider a binary classifier, so that the decision boundary is at \( p(x) = 0.5 \). The certificate given by our method can be formalized as a function
\[
\text{cert}(z) := 2\lambda(z - 0.5), \quad (59)
\]

which maps the value of \( p(x) \) to the certified lower bound on the distance to the decision boundary.

A certificate function can be considered tight if, for all \( z \in (0.5, 1.0] \) there exists an \( f, x, x' \) such that:
\[
p(x) = z \quad \|x' - x\|_1 = \text{cert}(z) \quad (60) \quad p(x') = 0.5
\]

Note that, for example, the well-known smoothing-based \( \ell_2 \) robustness certificate proposed by (Cohen et al., 2019) is tight by the analogous definition.

It turns out that our certificate function is not necessarily tight by this definition. In particular, one can show for some valid choice of \( \lambda \) and joint distribution of \( s \) that this definition of tightness does not hold.

For example, consider the case where \( s_1 = s_2 = \ldots = s_d \), and \( \lambda > 1. \) We discuss this scenario briefly in Section 4.1\(^6\); recall (Equation 19) that the smoothed classifier must take the form:
\[
p(x) = \frac{2\lambda - 1}{2\lambda} f(0.5 \cdot \mathbf{1}) + \frac{1}{2\lambda} E_{s} [f(\tilde{x})], \quad \forall x, \quad (61)
\]

which is the sum of a constant, and a function bounded in \([0, 1/(2\lambda)]\). If \( z > 0.5 + 1/(2\lambda) \), this implies that \( \frac{2\lambda - 1}{2\lambda} f(0.5 \cdot \mathbf{1}) > 0.5 \), which implies that \( p(\cdot) > 0.5 \) everywhere. This means that the tightness condition cannot hold for \( z \in (0.5 + 1/(2\lambda), 1] \).

G. Complete Certification Data on CIFAR-10 and ImageNet

We provide complete certification results for uniform additive noise, randomized SSN with independent noise, and DSSN, at all tested noise levels on both CIFAR-10 and ImageNet, using both standard and stability training. For CIFAR-10, see Figures 10, 11, 12, and 13. For ImageNet, see Figure 14.

\(^6\)In that section, we discuss this distribution in the quantized case, but the differences is not relevant to our argument here.
Figure 9. Certified accuracies of models trained with denoisers, for additive uniform noise, SSN with independent noise, and DSSN. See text of Section D for further details on the denoisers used. For $\sigma \geq 2.0$, Independent SSN outperforms (Yang et al., 2020)’s method, suggesting that the difference in noise representations cannot be resolved by using a denoiser. (It may appear as if (Yang et al., 2020)’s method is more robust at large radii for $\sigma = 3.5$ with an MSE denoiser without retraining: however, this is for a classifier with clean accuracy $\approx 10\%$, so this is vacuous: similar results can be achieved by simply always returning the same class.)
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Figure 10. Certification results for CIFAR-10, comparing uniform additive noise, randomized SSN with independent noise, and DSSN, for $\sigma \in \{0.15, 0.25, 0.5, 0.75\}$.
Figure 11. Certification results for CIFAR-10, comparing uniform additive noise, randomized SSN with independent noise, and DSSN, for \( \sigma \in \{1.0, 1.25, 1.5, 1.75\} \).
Figure 12. Certification results for CIFAR-10, comparing uniform additive noise, randomized SSN with independent noise, and DSSN, for $\sigma \in \{2.0, 2.25, 2.5, 2.75\}$.
Figure 13. Certification results for CIFAR-10, comparing uniform additive noise, randomized SSN with independent noise, and DSSN, for $\sigma \in \{3.0, 3.25, 3.5\}$. 
Figure 14. Certification results for ImageNet, comparing uniform additive noise, randomized SSN with independent noise, and DSSN, for $\sigma \in \{0.5, 2.0, 3.5\}$. Note that we see less improvement in reported certified accuracies due to derandomization (i.e., less difference between Independent SSN and DSSN) in ImageNet compared to in CIFAR-10, particularly at large noise levels.