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Keldysh formalism is used to get the current-voltage characteristic of a small system of interacting electrons described by a Hubbard model coupled to metallic wires. The numerical procedure is checked recovering well-known results for an Anderson impurity. When larger interacting regions are considered quite different results are obtained depending on whether the Hubbard part is half-filled or not. At half-filling the existence of an energy gap for charge excitations manifests itself making current exponentially small as a function both of the number of interacting sites and the value of $U$. The behavior changes at large voltages above the gap energy when activated charge transport takes place. On the contrary, for filling factors other than half, current goes through the interacting system suffering just a small amount of scattering at both connections. Conductance depends slightly on $U$ and much more on the filling factor but not on the length of the interacting region.

PACS numbers: 73.23.-b, 73.63.Nm, 72.10.Bg, 71.10.Fd

I. INTRODUCTION

There are several reasons for studying the precise role played by electron–electron interactions in the transport of electric current through small systems connected to metallic electrodes. Among others we can mention quantum dot measurements in the Kondo regime, deviations of the exact conductance quantization in low-disorder quantum wires, possibility of many-body effects in the transport through molecules, or even, quite fundamental discussions about the possibility of quantum dephasing at $T = 0$. Nevertheless, in this contribution we are not particularly concerned with the explanation of any detailed experimental result but with the methodological improvement of the numerical tools that can be used when studying many-body effects on the electric transport in small (either mesoscopic or nanoscopic) devices. For this purpose, we take the simplest interacting model (the one-dimensional Hubbard model) connected to metallic leads and develop a precise numerical recipe to obtain results that make physical sense. Let us refer as direct precursor of our work the contributions by Maslov et al. [1,2] and Schulz and Safi [3] showing that electrons can traverse a Luttinger liquid without suffering scattering. Of particular importance are the works by Oguri et al. [4] which has studied the same model using exact second-order perturbation theory in the interaction concluding that not only transport through a single interacting site shows perfect transmission at half-filling (symmetric Anderson impurity) but transport through any odd number of interacting sites. We will show that our results point to a regular odd/even behavior leading to isolating transport characteristics well described by the existence of a finite energy gap for charge excitations. We will add physical arguments to our numerical results (see subsection III B). Additional theoretical contributions about transport through 1D Hubbard model are collected in Ref. [5]. The theoretical method is presented in the next Section while results are given in Section III. After checking the numerical method for only one interacting site (Anderson impurity), the conductivity of extended interacting systems has been studied both at and below half-filling. The last Section summarizes our findings.

II. THEORETICAL METHOD

The standard setup of transport measurements in mesoscopic systems is considered. Ideal metallic leads are connected to a central part containing the relevant part of the system: interacting electrons in our case. The evaluation of the current–voltage (IV) characteristic of the extended system proceeds in two steps. First, the central interacting part is exactly solved for a given number of electrons and well-defined electrochemical potential profile by means of Lanczos type techniques. Second, Keldysh formalism is used to attach in an approximate but physically appealing way the leads to the central region. Caroli et al. [6] were probably among the first authors using this kind of direct approach for the calculation of the tunneling current through a non–interacting system. The extension of the formalism for the current through an interacting electron region was given by Meir and Wingreen [7]. The formalism depends crucially on the knowledge of the many–body selfenergy describing interaction effects. Our numerical procedure gives a precise recipe for an approximate evaluation of this selfenergy.
A. Finite system

The central region is described by a nearest–neighbors tight–binding Hamiltonian with on–site interaction terms among electrons of different spin. This is the well–known Hubbard model:

\[
\hat{\mathcal{H}} = t \sum_{<i,j>,\sigma} \hat{c}_{i,\sigma}^\dagger \hat{c}_{j,\sigma} + U \sum_i \hat{n}_{i,-\sigma} \hat{n}_{i,\sigma},
\]

where the label \(i\) denotes a generic site in the finite cluster, \(<i,j>\) represents nearest–neighbors pairs, and \(\hat{n}_{i,\sigma} = \hat{c}_{i,\sigma}^\dagger \hat{c}_{i,\sigma}\) gives the number of electrons of spin \(\sigma\) at site \(i\).

The presence of an external electrostatic potential is described by an additional one–electron term:

\[
\hat{\mathcal{H}}_{\text{ext}} = -e \sum_{i,\sigma} \phi_i \hat{n}_{i,\sigma},
\]

being \(\phi_i\) the value of electrostatic potential at site \(i\). Lanczos method allows the calculation of the groundstate of the finite interacting system for a number of sites equal or smaller than fourteen at half–filling (computation is sometimes feasible for larger number of sites when a smaller number of electrons is considered or system symmetries are explicitly used). Once the groundstate is known, a continued fraction expansion of the Green functions in a Lanczos type basis allows their evaluation as a function of energy (see the review by Dagotto for a detailed description). In fact, the four Green functions entering into Keldysh formalism are explicitly calculated in this way. A matrix form with site and Keldysh indices will be used for the whole set of Green functions of the finite cluster:

\[
g = \begin{pmatrix}
g_{--} & g_{-+} \\
g_{+-} & g_{++}
\end{pmatrix}.
\]

Notice that the \(\omega\)–dependence of Green functions is not shown in order to keep notation clearer.

B. Coupled system

Green functions of the extended system (interacting central part plus electrodes) are obtained by means of a Dyson equation. Leads are described by a constant density of states equal to the one at the bandcenter of a non–interacting chain with a hopping equal to \(t\). For example, the Green function at the right end (site \(l\)) of the left electrode is:

\[
 t g_{l,l} = \begin{pmatrix}
i & -2i \\
0 & -i
\end{pmatrix},
\]

for energies below the chemical potential \(\mu_l\) of this electrode and:

\[
g_{l,l} = \begin{pmatrix}
-i & 0 \\
-2i & i
\end{pmatrix},
\]

for energies above \(\mu_l\). Dyson equation is used to couple the central part to the leads when \(U = 0\):

\[
G_0 = g(0) + g(0)T G_0,\]

being the only non–zero elements of the hopping term \(T\) the following:

\[
T_{l,l} = T_{l,1} = T_{l,l+1} = T_{l,l+2} = t_l,
\]

which couple the first site \(1\) of the finite system to the left electrode and

\[
T_{L,r} = T_{L,r} = T_{L,r+1} = T_{L,r+2} = t_r,
\]

coupling the last site \(L\) of the central part to the right electrode. In this way, the non–interacting non–equilibrium Keldysh Green functions of the extended system \(G_0\) can be obtained from the \(U = 0\) solution of the central part \(g(0)\). Many–body interactions are added to \(G_0\) by means of a second Dyson equation:

\[
G = G_0 + G_0 \Sigma G,
\]

where \(\Sigma\) contains all contributions coming from the Hubbard interaction in \(U\). It is numerically obtained as the difference between the non–interacting Green function inverse and the one including \(U\) effects:

\[
\Sigma = [g(0)]^{-1} - [g(U)]^{-1}.
\]

This equation contains all the approximations needed to get the transport properties of the extended many–body system. They are:

i) although \(\Sigma\) is spatially localized (remember that interaction is restricted to the central part), correlation among electrons visiting distant parts of electrodes is not taken into account.

ii) the detailed form of the electrostatic potential inside the sample is not known.

iii) averages within the central part are evaluated using the equilibrium groundstate of the cluster. They may be changed by the presence of an important potential bias inducing a large current through the sample.

Notice the quite different character of the three approximations we are using to get well–defined transport properties through the interacting system. The first one is just a computational limitation that can be eventually overcome with larger mainframes allowing the inclusion
of part of the electrodes until convergence of the self-energy could be reached. The second one is physically more relevant and has to do with Hartree consistency along the system. Although a charge–dependent term could be added to Eq. 10 and iteratively solved, we think that given the unrealistic one–dimensional nature of the model this could lead to numerical difficulties not directly related to physical properties. Therefore, we have preferred the inclusion of an arbitrary fixed form for the electrochemical potential inside the sample and just checked that our main results do not depend qualitatively on the selected profile. The third one is actually the approximation of this method. Naively, one can think that the many–body state of the interacting part when a current is flowing is not related to any state of the isolated system nor even to an easy combination of the groundstate with some excited states. Since the self-energy defined by Eq. (10) directly depends on the state used to calculate Green functions, one should conclude that this is just an uncontrolled approximation that has to be validated a posteriori once results make sense.

Alternatively, many–body contributions to the self-energy can be calculated by perturbation theory. Typically, just the second order diagram is considered. Simultaneous use of equations 6, 9 and 10 gives the main working equation of this paper:

$$G = g(U) + g(U)TG$$

where $G$ is an approximate Keldysh Green function of the non–equilibrium many–body extended system. Eq. 11 has been recently used for the study of Bohm-Aharonov and persistent currents through quantum dots in the Kondo regime and the transport in coupled quantum dots. Seminal works using similar ideas to gather exact solutions of small many–body systems into a lattice are much older.

The explicit form of the global Keldysh Green function is:

$$G = \begin{pmatrix} G^{--} & -G^{-+} \\ -G^{+-} & G^{++} \end{pmatrix}$$

Any interesting physical magnitudes can be obtained from it. For example, the density of states at site $i$ is:

$$N_i(\omega) = -\frac{1}{\pi} Im(G^{-+}_{i,i} - G^{+-}_{i,i})$$

assuming spin degeneracy. If not the case, the spin label should be explicitly considered doubling the size of the Green function matrices. Apart from this technical complication, the spin–dependent formalism remains exactly the same.

The occupied part is directly taken into account by the non–diagonal part of the Keldysh Green function formalism. Therefore, the charge on site $i$ is given by:

$$q_i = \frac{e}{2\pi} \int_{-\infty}^{+\infty} d\omega \, Im(G^{--}_{i,i})$$

In the same way, the current flowing from left electrode to the first site in the central cluster labeled by 1 is:

$$I_{1,1} = \frac{e t_1}{\hbar} \int_{-\infty}^{+\infty} d\omega \, (G^{+-}_{1,1} - G^{++}_{1,1})$$

Differential conductance is obtained as the derivative of the current versus voltage curve:

$$G = \frac{dI}{dV}$$

and will be plotted as a function of the energy window $eV$ opened by the source–drain voltage $V$. In the particular case in which voltage does not change the electrostatic potential inside the interacting region, $G$ will coincide with the function inside integral. This magnitude gives (apart from a constant) the transmission as a function of band energy for a one–electron problem but differs from it in a general case due to the inclusion of inelastic effects. At zero bias, differential conductance and conductance are equal and can be straightforwardly compared with conductance values obtained within linear response theory:

$$G_{dc} = t_1 \left( G^{+-}_{1,1}(\mu) - G^{++}_{1,1}(\mu) \right)$$

where Green functions are evaluated at the equilibrium chemical potential energy $\mu$.

### III. RESULTS

The numerical method described in the previous section is not fully determined. Before giving the results that we believe better describe the physical problem, we have to give the details that allow the calculation of a unique current–voltage (IV) characteristic for the problem.

The first issue is the value of the electrostatic potential entering into the central part. Ideally, one could use Poisson equation to get the potential from a knowledge of the charge distribution. This would imply a self–consistent calculation involving the whole system formed by electrodes and interacting part. As said before, the one–dimensional character of the problem adds both technical and physical complications to the problem. As a consequence, we have preferred the use of a model potential profile that is numerically convenient and does not bias the results. Two choices have been tried, either a constant potential inside the central part (that implies potential discontinuities at the boundaries)
or a linear form matching the value of the potential at electrodes. The first one seems more appropriate for a metallic situation in which the electric field inside the sample vanishes whereas the second choice could describe an isolating behavior that allows the formation of a large electric field inside the central part. Notice that both choices imply the accumulation of charge at the electrode boundaries. Results for the first choice will be presented in the paper although checks have systematically been run to assure that conclusions are model independent.

The second issue has to do with the correct description of the interfaces between electrodes and sample. Since our main approximation to the many-body nature of the problem comes from the use of a selfenergy obtained for a finite system, the inclusion of one or more non–interacting sites within this finite part seems appropriate. Unfortunately, the correct description of a wide band metal requires more than one orbital per site and a precise model for the one–electron hopping elements. Note that the use of a Hamiltonian like (1) with $U = 0$ for the electrodes could produce important deviations from correct results. For example, when electrons traverse the interacting part through the upper Hubbard band at energies around $U$, the electrode should have finite density of states at this energy to allow electronic transport. This is not the case for the chain model with a band between $-2t$ and $+2t$ when $U$ is large enough ($U > 2t$ suffices). The same happens at half–filling when a Kondo–like resonance allows good electronic transmission at $U/2$. In this work in which methodology primes over real world, we will use electrodes described by a single band of $4t$ width but conveniently shifted to allow the electronic current coming from the interacting part. Therefore, when some part of the electrodes is included in the heavy part of the calculation, atomic levels will be 0 when transport is through the lower Hubbard band, $U$ when transport is through the upper Hubbard band and, $U/2$ at half–filling when resonances within the gap could eventually allow the charge transit. Non–interacting sites included in the Lanczos part of the calculation will be referred as interface region or salvage sites in the rest of the paper.

Now, we are prepared to list the numerical steps that are followed to get the current-voltage characteristic of an arbitrary system. First, the groundstate for a given cluster occupation is obtained and, second, the tridiagonal form of all needed Green functions is evaluated. Third, the chemical potential of the finite cluster is obtained from two additional groundstate Lanczos calculations for one more and one less particle (the arithmetic mean is actually used). Fourth, the external voltage difference $V$ is divided in equal parts that are added (subtracted) to the chemical potential (the one obtained in the previous step) of the left (right) electrodes. Five, Eq. (11) is used to obtain the Keldysh Green function that provides the non–equilibrium description of the coupled system. With these ingredients, application of Eq. (15) allows the cal-
culation of the current–voltage characteristic of the whole system.

Although straightforward and non-biased, the sketched numerical recipe implies non–checked approximations. The results presented in subsections B and C provide some credibility to the method because they are physically meaningful and consistent. Nevertheless, we have conducted a more specific test for just a one site system: the one-dimensional Anderson impurity problem.

A. Anderson impurity

In this problem only electrons at one particular site labeled 0 suffer interaction via a Hubbard term. Both the one–electron energy of this particular level and its hopping to nearest–neighbors are usually different from the rest:

\[
\hat{H}_{\text{imp}} = \sum_{<i,j>,\sigma} t_{ij} \hat{c}_{i,\sigma}^\dagger \hat{c}_{j,\sigma} + \epsilon_0 \sum_{\sigma} \hat{n}_{0,\sigma} + U \hat{n}_{0,\sigma} - \hat{n}_{0,-\sigma},
\]

where \( t_{ij} = t \) everywhere except at the impurity site. In effect, \( t_{01} = t_{10} = t_{0\sigma} = t_{\sigma 0} = 0.3t \) have been taken as representative of a weakly connected dot with more or less relevant many–body interactions given by \( U \).

Notice that Hamiltonian (18) describes an infinite chain while Hamiltonian (1) in IIA refers to a finite cluster. Our theoretical method is easily adapted to this problem considering the interacting site plus some additional sites at each side as the finite system while the remaining semiinfinite chains are now the electrodes.

Firstly, the system has been studied at half–filling, i.e., when just one electron occupies the central site. This happens when the impurity level \( \epsilon_0 \) lies at \( -U/2 \). One or more salvage sites have been added to each impurity side to allow the coupling of the spin at the impurity with the spin of the conduction band electrons. An odd number of non–interacting sites should be added to each side as the finite system while the remaining semiinfinite chains are now the electrodes. Since the hopping between impurity and lateral chains is usually much smaller than \( t \), even number of salvage sites giving states in \( \pm \epsilon \) pairs do not couple appreciably to the impurity and are useless for our purpose. In this way, we typically end with a system formed by an odd number of sites with even number of electrons. The corresponding groundstate is a doublet. We take care of the spin degeneracy of the groundstate including a spin index in all Green function matrices that consequently double their dimension. Doing so, final results do not depend on the particular linear combination chosen as the groundstate.

It is well–known that a sharp resonance develops at the Fermi energy giving rise to perfect transmission through
the one site cluster (Kondo resonant tunneling\cite{19}). Figure 11 shows this resonance and how it becomes narrower as interaction $U$ increases. Although differential conductance has been plotted as a function of the conducting energy window $eV$, results for the spectral weight on the impurity site are very similar. The results shown in the figure have been obtained for a finite cluster formed by eleven sites with the impurity at its center after connecting the electrodes. While the $U$ dependence of the resonance width follows the correct trend, an exponentially narrowing of the resonance is not obtained. Actually, the width of the resonance follows a $U^{-2}$ law that is shown in the inset of the Figure.

Secondly, the system has been displaced from half-filling varying the impurity level. The number of electrons in the cluster is fixed by the chemical potential of the metallic band. Typically, we have one electron on every system site except at the impurity which occupation per spin varies from 0 to 1 as its level moves from $+\infty$ to $-\infty$. Transmission at the Fermi level is close to 1 when occupation is close to 0.5 and decreases rapidly when the number of electrons on the impurity site changes. The precise relationship between charge and conductance is determined by the Friedel–Langreth sum rule (see, for example, Eq. (7) of Ref.\cite{19} and Ref.\cite{20}). When the impurity is symmetrically coupled to both semi-infinite chains, the relation is given by:

$$G_\sigma = \sin^2(\pi < n_{0,\sigma} >)$$

Figure 2 gives results for clusters formed by seven and eleven sites connected to half-filled electrodes. Here, the value of $U$ is always $4t$ while the impurity level takes values between $-5t$ and $t$. It can be seen that the fulfillment of the exact relation is excellent regardless the number of sites used to obtain the many-body self-energy\cite{19}.

We conclude that the Anderson impurity is well described by our numerical procedure even though a naive estimation of the extension of correlations suggest many more sites than included in the exact cluster calculation. Notice that although correlation self-energy is local, it produces long distance effects well within the semi-infinite chains. Pictorially, one can say that any state coming from one electrode suffers scattering by the many-body self-energy at the impurity site when traveling to the other electrode. In our scheme, correlation effects among these extended states just come from the components that they have on the finite cluster states that are exactly described by the Lanczos computation.

\textbf{B. Half-filled system}

Half-filling of the Hubbard model happens when the number of electrons equals the number of sites. Half-filled Hubbard model is an isolator because charge excitations occur through an energy gap which is of the order of $U$ for large interaction values\cite{22,23}. This exact result proved by Lieb and Wu using the Bethe ansatz is easily recovered by a finite cluster calculation both for even and odd number of sites (and a corresponding equal number of electrons) in spite of the apparent difficulty of dealing with an odd number of electrons in half the cases. When the number of sites is odd, either an up spin electron or a down spin electron is unpaired but for any choice the total density of states shows a gap. Partial up spin and down spin densities of states are different but share the same gap feature. Integration of these densities of states up to the gap gives the number of up and down spin electrons really present in the system. Figure 12 shows an example density of states for eleven interacting sites while Fig. 13 shows how the gap scaling toward the exact Lieb and Wu result proceeds. Results for clusters formed by even or odd number of sites and electrons scale along different straight lines that converge to the same limit. The gap is systematically smaller for the spin degenerate case. If one finds a spin polarized ground state (and consequently, a spin polarized density of states) uncomfortable, a mixed ground state can be formed as a linear combination of $S_z = \frac{1}{2}$ and of $S_z = -\frac{1}{2}$ states and spin polarization disappears when the weight of both components equals. The gap in the density of states does not change. This behavior has a very simple physical explanation that has very important consequences for transport properties. No matter the spin of electrons, the energy cost for one less or one more electron within the system is about $U$ at half-filling because every site is occupied by just one electron. Transport of electrons through the system implies a change of 1 in the number of electrons of the system and consequently an energy cost of the order of $U$. Electrons having just a bit more energy than the chemical potential in a d.c. experiment are unable to traverse the cluster. More precisely, the Green function of the coupled system develops exponential tails within the Hubbard cluster and conductance should scale toward zero for large enough systems. Our results below give a detailed description of this situation.

Previous paragraph has shown that odd clusters have nothing special in spite of spin degeneracy. Therefore, it is quite surprising that Oguri\cite{15} claims perfect transmission through interacting clusters formed by an odd number of sites larger than one based -at least partially- on spin degeneracy. Notice that the only way of getting perfect transmission is the presence of a state (or resonance) at the chemical potential, i.e., at the gap center in the symmetric case. While this state is absent in an exact cluster calculation, it is present in Oguri’s Green functions because an odd number of one-electron states implies a state at the band center and the exact but just second-order perturbation theory in the electron repulsion $U$ that he performs is unable to open a gap. Precisely, this was the reason given by Oguri for his result in the first paper of the series\cite{15}. What is then the physical reason for perfect transmission across one interacting site (Anderson resonance) but not for three or more interacting sites? Although not a mathematical argument there
is a simple reason for this behavior: states in the whole system can be classified as even or odd according to their reflection symmetry relative to the central atom of the interacting region. When this region is formed by a single atom but only in this particular case, odd states do not couple to the interaction. Then a Fermi picture for the whole interacting groundstate is possible in which some of the occupied states are purely one-electron states. If the last occupied state corresponds to one of these states, perfect transmission appears. This is always the case for an extended system but just happens in our finite cluster that is numerically solved. Nevertheless, scaling proceeds differently for clusters formed by an even number of sites (and electrons) which groundstate is a singlet and clusters of odd numbers of sites (and electrons) which groundstate is a doublet. In the last case, we can speak of Kondo–like systems that show a tendency to form resonances with good transmission properties at the chemical potential energy $U/2$. Just to give a first example, Figure 4 shows the qualitative change in the transport properties of Kondo–like clusters when interface sites are or are not included in the selfenergy calculation: while the conductance of the system that completely ignores the electrodes has a minimum at the chemical potential due to the formation of a pseudogap, transmission is almost maximum over a large energy range when one electrode site is included at each side. Physically, this result can be interpreted saying that the unpaired electron of the small cluster forms a singlet with the band state at the chemical potential only if some electrode sites are included in the calculation of the correlation selfenergy. We will begin showing the behavior of the simpler systems (even number of sites) and come back to the degenerate case (odd number of sites) at the end of the subsection.

Size scaling of the problem at hand is shown in Figure 4. Current–voltage curves have been obtained for Hubbard chains of increasing length (from two to twelve sites) and interaction $U = 4t$. The number of electrons in the chain equals the number of sites. The chemical potential is exactly $U/2$ in this situation. Figure 5 shows an exponential decrease of the current as a function of the length of the interacting part:

$$I \propto \exp(-\alpha L),$$

where $L$ is the length of the interacting region.
which implies

$$\log(I) \propto -\alpha L.$$  

The linear $L$ dependence in the logarithmic scale can be observed for any value of the potential below the gap (which is about $1.75t$ for $U = 4t$). This exponential scaling law is valid for any value of $U$. Consequently, a large enough interacting region completely prohibits current below the gap energy at half-filling.

Figure 6 shows the $U$ dependence of a system formed by twelve sites. From top to bottom the IV curves for $U/t$ values from 1 to 8 (in steps of one unity) have been plotted. It can be seen that the $U$ dependence is quite similar to the previously seen $L$ dependence. As before, current exponentially vanishes as a function of $U$ (for $U$ values larger than $3t$ at this size) for any potential value below the charge gap. The same data have been plotted in Figure 7 in a linear–linear scale to emphasize the behavior of the current for voltages above the gap. It can be seen that an almost linear increase of almost maximum conductance slope takes place regardless the value of $U$. That means that electrons can enter the interacting system at energies in the lower Hubbard band and exit at energies corresponding to the upper Hubbard band suffering just a small amount of scattering. We will discuss this apparent absence of scattering once the results at fillings different from half (metallic situation) are given.

Let us do a detailed comparison with Oguri results for the electronic transport through three and four interacting sites connected to reservoirs. Our results are shown in Fig. 8 and should be compared with panel (a) (corresponding to zero temperature) of Figures 10 and 11 of the mentioned paper. While transmission across the three–sites system are comparable, in particular for energies within the non–interacting band, results for the four–sites system have nothing in common. Our results show the appearance of a pseudogap for the smaller $U$ value and a well-developed gap for $U = 2\pi t$ (larger than the one–electron bandwidth) while Oguri results for this size are similar to the ones for the smaller system. This result is a direct manifestation of the impossibility of forming a gap using the perturbative method of Ref. (5). A closer look of the three–site system shows that our calculated transmission at the bandcenter is not 1 (as has been discussed before) although values close to 1 are reached at other energies.

The size dependence followed by spin–degenerate clusters is exemplified in Figure 9. From top to bottom the size of the interacting part is increased from one site to
seven sites. It is evident that transmission rapidly diminishes with system size: in effect, the result at the bottom shows narrow resonances in a developing gap (dashed line gives the result excluding electrode sites, i.e., avoiding the formation of singlet cluster–band states). Figure 10 shows the dependence on the number of salvage sites included in the Lanczos finite cluster calculation. Conductance at zero bias is given for two, three, five and seven interacting sites for cluster sizes up to fourteen sites. While the addition of salvage sites somewhat diminishes the conductance through two interacting sites, it increases the conductance of systems formed by an odd number of sites. Numerical data have been fitted by parabolas both for simplicity and because an $L^{-1}$ fit has been quite successful describing the gap formation (see Fig. 11). Although an extrapolated value of 1 cannot be excluded for the three sites result, it seems quite difficult that the data for five and seven sites (two lower parabolas) extrapolate to 1.

In conclusion, our results show that when size scaling is correctly taken into account, all systems converge to the same physical behavior at half–filling: current diminishes exponentially at voltages below the charge excitations gap just due to the existence of this gap. Larger $U$ values accelerate the scaling. At the end, no odd–even differences survive. Nevertheless, it is clear that the correct treatment/scaling of Kondo–like systems (formed by any odd number of impurities) requires much more care since results for small systems strongly depend on the details (presence or not of salvage sites, the precise description of these metallic sites, the number of them, etc.).

At this point, a comparison of our results with recently published work studying persistent currents in rings is in order. In these works an interacting model of spinless fermions is studied instead of the Hubbard model to keep computational needs at a minimum level and make possible a clear extrapolation to the case of an infinitely large non–interacting part. Based on a result that has been proved for non–interacting systems, the conductance through a finite interacting region can be obtained from the comparison of the ring currents currents before and after switching on interaction. Here, we will compare the conductances presented in Fig. 2 of Ref. (25) and Fig. 3 of Ref. (26) with the results obtained in our scheme when the Hubbard interaction between electrons of opposite spins at the same site is substituted by the following model of spinless fermions interacting with particles at nearest–neighbors sites:

$$U \sum_{i=1}^{L_s-1} (\hat{n}_i - 1/2)(\hat{n}_{i+1} - 1/2).$$

Let us begin discussing the more conventional case of an even number of sites $L_s$ occupied by $L_s/2$ fermions.
We take $L_s = 6$ (fermions on these sites interact with other fermions at nearest-neighbors sites) and add from one to eight salvage sites at each side of the interacting part (fermions just hop over these sites but no additional interaction exists). First, exact Green functions are calculated for this finite cluster following our standard procedure and then Eq. (11) is used to get approximate Green functions of the infinite connected system. Linear response conductances are obtained from non-diagonal Keldysh Green functions at the chemical potential which is zero at half-filling (see Eq. (17)). Figure 11 shows our results for $U$ values 2 (circles) and 4 (squares) together with polynomial extrapolations to the limit of a large number of salvage sites. Conductance strongly depends on the even/odd character of the number of extra sites added to each side of the chain. Therefore, regression should take care of this particularity but converges to a more or less well-defined value. Our extrapolated conductances nicely agree with the values obtained for rings for both $U$ values. Actually, the oscillatory convergence of the conductance to the infinite size limit gives additional credibility to the existence of a well-defined finite value of the conductance.

Turning now to the case of an odd number of sites $L_s$ and repeating the procedure a first difficulty appears: $L_s/2$ is not an integer number but an integer number of particles is needed to proceed. Fortunately, groundstate energies for occupations $(L_s+1)/2$ and $(L_s−1)/2$ coincide and a linear combination of both degenerate states with equal weight $1/2$ produces a Green function describing perfect half-filling, that is, showing half fermion per site. Using the same linear combination, exact Green functions are obtained for larger clusters that include additional non-interacting sites. Showing a behavior quite dissimilar to the one found for the Hubbard model, conductance of any of these systems is exactly 1 when connected to leads via the Dyson equation. Therefore, conductances for spinless fermions interacting on an odd number of sites perfectly agree with the findings of works (25) and (26). But the initially surprising results have an easy interpretation in view of the strong differences shown by the charge excitation spectra of both model. Figure 12 compares exact density of states of eleven site clusters described either by the Hubbard model (upper panel) or by the spinless interacting model (lower panel).
In both cases $U$ is equal to 4 and a large imaginary part of $0.1t$ has been added to the excitation energy to show the $\delta$–functions of the spectrum. Both are perfectly symmetric around 0 but while the Hubbard model shows a clear gap around the chemical potential, the spinless fermions model has a state at this energy. Moreover, even the existence of a well–defined gap is not so clear for this model. The zero energy excitation comes from the ambiguous number of particles inside the system, i.e., one more or one less particle comes into the system without an energy change. This particular excitation is the responsible -when coupled to the leads- of the perfect transmission at the chemical potential energy. On the other hand, the Hubbard model shows just a particle per site at half–filling and a typical cost for adding or removing one electron is $U/2$. As discussed above, although a dc current can traverse small Hubbard systems, their value systematically diminishes with the size of the system. In short, the particular behavior of the spinless interacting system comes precisely by the substitution of the spin degeneration of the Hubbard model on systems of an odd number of sites by a charge degeneration that allows charge transport at zero energy cost, i.e., finite -actually perfect- dc conductance.

In this way, our whole numerical procedure has been indirectly checked through the comparison to the results obtained by the alternative numerical methods used to get conductances of spinless fermions through small interacting regions.

We would like to close this subsection concluding that while our results support the accepted idea that Hubbard model is an insulator at half–filling\textsuperscript{22} they also give further insight onto the transport of electrons through an interacting region. For example, the large value of the differential conductance for energies above the gap and its independence on the $U$ value comes somewhat as a surprise. While small scattering is quite plausible for small values of $U$, one could expect large scattering for $U$ values as large as twice the one–electron bandwidth.

**C. Metallic system**

Results for systems away from half–filling are presented in this subsection. In this situation, chemical potential is no longer $U/2$ as before and should be obtained for the finite cluster from groundstate calculations with different number of particles. We define:

$$\mu_+ = E_0(N + 1) - E_0(N)$$

$$\mu_- = E_0(N) - E_0(N - 1)$$

where $E_0(N)$ represents the groundstate energy corresponding to $N$ particles and take the arithmetic mean of both:

$$\mu = (\mu_+ + \mu_-)/2$$

The difference between both estimations is typically very small in this case (actually both should coincide away from half–filling in a closed Hubbard chain\textsuperscript{22}). We always have $\mu < U/2$ when the number of particles is smaller than the number of sites. As said at the beginning of this section, this value of the chemical potential is also assumed for the connected system. Numerical result show that this assumption is internally consistent: total number of electrons in the cluster and their spatial distribution hardly depend on the electrodes presence.

The more important result in the metallic case is the length independence of the transport through the interacting part. This is shown by Fig. 13 for the current through eight, twelve and sixteen Hubbard sites at one–
FIG. 13: This figure illustrates the size independence of the metallic behavior of the interacting system at one-quarter-filling. Current–voltage characteristics for lengths eight (dashed line), twelve (continuous line) and sixteen (thick line) are compared.

FIG. 14: This figure illustrates the $U$ dependence of the current–voltage curves in the metallic regime at one-quarter-filling. The correlation selfenergy has been obtained for twelve sites, $U = 4t$ and increasing number of electrons: $Q = 2$ (dotted curve), 4 (long–dashed curve), 6 (thin continuous line), 8 (dot–dashed curve), and 10 (thick continuous curve). Notice that the last three curves are very close to maximum differential conductance (slope 1 in the units of the figure).

FIG. 15: This figure illustrates the metallic behavior of the interacting system at fillings others than half. Results correspond to twelve sites, $U = 4t$ and increasing number of electrons: $Q = 2$ (dotted curve), 4 (long–dashed curve), 6 (thin continuous line), 8 (dot–dashed curve), and 10 (thick continuous curve). Notice that the last three curves are very close to maximum differential conductance (slope 1 in the units of the figure).

quarter filling. For this comparison, a relatively large value $U = 4t$ of the interaction has been chosen. Differences between results corresponding to different lengths are probably measuring the typical precision of our approach. Additional numerical calculations not discussed in this paper help to show that all scattering occurs at the system contacts but not inside the interacting region. Let us proceed to the evaluation of the contact resistance and its dependence on $U$ and filling factor.

Figure 14 gives current–voltage curves for a chain of twelve interacting sites directly connected to metallic electrodes of constant (and large) density of states. The number of electrons within the cluster is always six while $U$ increases from $t$ to $8t$. Scattering at the contacts is always small regardless the large values of $U$ included in the Figure. For example, the result for $U = 8t$ (twice the corresponding non–interacting bandwidth value) at $V = 0.5t/e$ can be explained by a transmission coefficient about 0.87 at each interface. Actually, the approximate independence on $U$ is quite surprising.

Figure 15 gives current–voltage curves for the same system but varying the number of electrons in the cluster from 2 to 12 in steps of 2. In all cases a linear characteristic is obtained (better for small voltages) but the slope of the curve, i.e., the differential conductance, strongly
depends on the filling factor (note that slope of the IV curve is given by the current value at the smaller voltage value in a log–log graph). While differential conductance is close to its maximum value of one quantum for large number of electrons (eight or ten), it is much smaller for small filling factors (two to six electrons in twelve sites). More precisely, average conductance is 0.29 for two electrons, 0.51 for four electrons and 0.69 for six electrons (one–quarter filling factor). Although it is tempting relating these values to experimentally measured values of conductances in clean quantum wires, we think that an improved geometrical model is necessary prior to a realistic comparison with experiments (For example, the presence of several conducting channels that can be active as a function of the Fermi level should be accounted for). Moreover, the consideration of long–range interactions among electrons can also change conclusions. In spite of these difficulties for approaching the real world that will be explored in further work, it seems interesting that the major (may be the unique) dependence of transport across an interacting system comes from the filling factor (from the chemical potential as observed from the electrodes) and not from the value of the interaction.

IV. SUMMARY

A general and computationally convenient method has been implemented for the evaluation of the current–voltage characteristic through interacting regions. The method has been checked studying an isolated Anderson impurity in a linear chain. Two main results have been proved for extended Hubbard systems. First, the isolating behavior at half–filling including the possibility of activated transport for voltage values above the gap. Our results confirm the physical picture obtained studying the scaling of the Drude peak of half–filled Hubbard rings but disagree in important details from previous studies in the same open geometry. For example, Kondo–like systems formed by an odd number of impurities show a resonance transmission that decays exponentially with the number of sites.

Second, good metallic behavior has been obtained away from half–filling when the number of electrons is large enough. In this case, the interacting region allows ballistic transport that is, size independent current for a given voltage, seems to exclude real scattering within the interacting sample and, therefore, exotic consequences of interaction at \( T = 0 \). Although previously reported theoretical estimations of quasi–perfect transmittance are partially confirmed in this one–dimensional metal–Luttinger liquid–metal setup just below half–filling, conductance is smaller at other filling factors. We guess that broader systems allowing several conductance channels are needed to correctly model the experimental phenomena observed in quantum wires.
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