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Abstract

We consider minimum-cardinality Manhattan connected sets with arbitrary demands: Given a collection of points $P$ in the plane, together with a subset of pairs of points in $P$ (which we call demands), find a minimum-cardinality superset of $P$ such that every demand pair is connected by a path whose length is the $\ell_1$-distance of the pair. This problem is a variant of three well-studied problems that have arisen in computational geometry, data structures, and network design: (i) It is a node-cost variant of the classical Manhattan network problem, (ii) it is an extension of the binary search tree problem to arbitrary demands, and (iii) it is a special case of the directed Steiner forest problem. Since the problem inherits basic structural properties from the context of binary search trees, an $O(\log n)$-approximation is trivial. We show that the problem is NP-hard and present an $O(\sqrt{\log n})$-approximation algorithm. Moreover, we provide an $O(\log \log n)$-approximation algorithm for complete $k$-partite demands as well as improved results for unit-disk demands and several generalizations. Our results crucially rely on a new lower bound on the optimal cost that could potentially be useful in the context of BSTs.

1 Introduction

Given a collection of points $P \subseteq \mathbb{R}^2$ on the plane, the Manhattan Graph $G_P$ of $P$ is an undirected graph with vertex set $V(G_P) = P$ and arcs $E(G_P)$ that connect any vertically- or horizontally-aligned points. Point $p$ is said to be Manhattan-connected (M-connected) to point $q$ if $G_P$ contains a shortest rectilinear path from $p$ to $q$ (i.e. a path of length $||p - q||_1$). In this paper, we initiate the study of the following problem: Given points $P \subseteq \mathbb{R}^2$ and demands $D \subseteq P \times P$, we want to find a smallest set $Q \subseteq \mathbb{R}^2$ such that every pair of vertices in $D$ is M-connected in $G_{P \cup Q}$. We call this problem MINIMUM GENERALIZED MANHATTAN CONNECTIONS (MinGMConn), see Figure 1 for an illustration. Variants of this problem have appeared and received a lot of attention in many areas of theoretical computer science, including data structures, approximation algorithms, and
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computational geometry. Below, we briefly discuss them, as well as the implications of our results in those contexts.

**Binary Search Trees (BSTs).** The *Dynamic Optimality Conjecture* [18] is one of the most fundamental open problems in dynamic data structures, postulating the existence of an $O(1)$-competitive binary search tree. Despite continuing efforts and important progress for several decades (see, e.g., [10, 6, 9, 17, 2] and references therein), the conjecture has so far remained elusive, with the best known competitive ratio of $O(\log \log n)$ obtained by Tango trees [10]. Even in the offline setting, the best known algorithm is also a $O(\log \log n)$-approximation; the problem is not even known to be NP-hard. Demaine, Harmon, Iacono, Kane, and Pătraşcu [9] showed that approximating BST is equivalent (up to a constant in the approximation factor) to approximating the node-cost Manhattan problem with “evolving demand” (that is, points added to the solution create demands to all existing points).\(^1\)

The long-standing nature of the $O(\log \log n)$ upper bound could suggest the lower bound answer. However, the understanding of lower bound techniques for BSTs has been completely lacking: It is not even known whether the problem is NP-hard! Our work is inspired by the following question.

Is it NP-hard to (exactly) compute a minimum cost binary search tree?

We are, unfortunately, unable to answer this question. In this paper, we instead present a proof that a natural generalization of the problem in the geometric view (which is exactly our $\text{MinGMConn}$) is NP-hard\(^2\). We believe that our construction and its analysis could be useful in further study of the BST problem from the perspective of lower bounds.

**Edge-Cost Manhattan Problem.** Closely related to $\text{MinGMConn}$ is the edge-cost variant of Manhattan Network [14]: Given $P \subseteq \mathbb{R}^2$, our goal is to compute $Q \subseteq \mathbb{R}^2$ such that every pair in $P$ is $M$-connected in $G_{P \cup Q}$, while minimizing the total lengths of the edges used for the connections. The problem is motivated by various applications in city planning, network layouts, distributed algorithms and VLSI circuit design, and has received attention in the computational geometry community. Since the edge-cost variant is NP-hard [5], the focus has been on approximation algorithms. Several groups of researchers presented 2-approximation algorithms [15, 4], and this has remained the best known approximation ratio. Generalizations of the edge-cost variant have been proposed

---

\(^1\)In fact, the problem stated in [9] is called $\text{MinASS}$ which appears different from Manhattan problem, but they can be shown to be equivalent. Please see Appendix A for a detailed discussion on the equivalence.

\(^2\)Demaine et al. [9] proves an NP-hardness result for $\text{MinGMConn}$ with uniform demands but allowing the input to contain multiple points on the same row. Their result is incomparable to ours.
and studied in two directions: In [8], the authors generalize the Manhattan problem to higher dimension $\mathbb{R}^d$ for $d \geq 2$. The arbitrary-demand case was suggested in [4]. An $O(\log n)$-approximation algorithm was presented in [7], which remains the best known ratio. Our MinGMConn problem can be seen as an analogue of [7] in the node-cost setting. We present an improved approximation ratio of $O(\sqrt{\log n})$, therefore, raising the possibility of similar improvements in the edge-cost variants.

**Directed Steiner Forests (DSF).** MinGMConn is a special case of node-cost directed Steiner forest (DSF): Given a directed graph $G = (V,E)$ and pairs of terminals $D \subseteq V \times V$, find a minimum cardinality subset $S \subseteq V$ such that $G[S]$ contains a path from $s$ to $t$ for all $(s,t) \in D$. DSF is known to be highly intractable, with hardness $2^{\log^{1+\epsilon}|V|}$ unless $\text{NP} \subseteq \text{DTIME}(n^{\text{polylog} n})$ [11]. The best known approximation ratios are slightly sub-linear [3, 12]. Manhattan problems can be thought of as natural, tractable special cases of DSF, with approximability between constant and logarithmic regimes. For more details, see [8].

### 1.1 Our Contributions

In this paper, we present both hardness and algorithmic results for MinGMConn.

**Theorem 1.** The MinGMConn problem is NP-hard, even for an input that contains at most one point per row and column.

This result can be thought of as a first step towards developing structural understanding of Manhattan connectivity with respect to lower bounds. We believe that such an understanding would come in handy in future study of binary search trees in the geometric view.

Next, we present algorithmic results. Due to the BST structures, an $O(\log n)$-approximation is trivial. The main ingredient in obtaining a sub-logarithmic approximation is an approximation algorithm for the case of “few” $x$-coordinates. More formally, we say that an input instance is $s$-thin if the points in $P$ lie on at most $s$ different $x$-coordinates.

**Theorem 2.** There exists an efficient $O(\log s)$-approximation algorithm for an $s$-thin instance $(P,D)$ of MinGMConn.

In fact, our algorithm produces solutions with $O(\log s \cdot |\text{IS}(P,D)|)$ many points, where $|\text{IS}(P,D)| \leq \text{OPT}(P,D)$ is the cardinality of a boundary independent set (a notion introduced below). This theorem is tight up to a constant factor, since there exists an input instance $(P,D)$ on $s$ different columns such that $\text{OPT}(P,D) = \Omega(\text{IS}(P,D) \log s)$; see Appendix C.

This theorem, along with the boundary independent set analysis, turns out to be an important building block for our approximation result, which achieves an approximation ratio that is sublogarithmic in $n$.

**Theorem 3.** There is an efficient $O(\sqrt{\log n})$-approximation algorithm for MinGMConn.

This gives an improvement over the trivial $O(\log n)$-approximation and may grant some new hope with regards to improving the $O(\log n)$-approximation for the edge-cost variants.

We provide improved approximation ratios for settings when the graph formed by the demands has a special structure.

**Theorem 4.** There is an $O(\log \log n)$-approximation algorithm for MinGMConn when the demands form a complete $k$-partite graph.
Another set of such results concerns settings where the demand graph is derived from geometry. Here, points $p, q$ form a demand if they are within a certain distance $r$ (possibly dependent on $p$ and $q$) of each other.

**Theorem 5.** For unit-disk demands, MinGMConn admits an $O(1)$-approximation. For two-disk demands, we can achieve an $O(\log \log n)$-approximation. For (general) disk demands with maximal radius ratio $\Delta$, there is an $O(\log \Delta)$-approximation.

### 1.2 Overview of Techniques

The NP-hardness proof is based on a reduction to 3-SAT. In contrast to the uniform case of MinGMConn, the non-uniform case allows us to encode the structure of a 3-SAT formula in a geometrical manner: we can use demand rectangles to form certain “paths” (see Figure 2). We exploit this observation in the reduction design by translating clauses and variables into gadgets, rectangular areas with specific placement of input points and demands (see Figure 3). Variable gadgets are placed between clause gadgets and a dedicated starting point. The crux is to design the instance such that a natural solution to the intra- and inter-gadget demands connects the starting point to either the positive or the negative part of each variable gadget. And, the M-paths leaving a variable gadget from that part can all reach only clauses with a positive appearance or only clauses with a negative appearance of that variable respectively. We refer to such solutions as boolean solutions, as they naturally correspond to a variable assignment. Additional demands between the starting point and the clause gadgets are satisfied by a boolean solution if and only if it corresponds to a satisfying variable assignment. The main part of the proof is to show that any small-enough solution is a boolean solution.

In the study of any optimization (in particular, minimization) problem, one of the main difficulties is to come up with a strong lower bound on the cost of an optimal solution that can be leveraged by algorithms. For binary search trees, many such bounds were known, and the strongest known lower bound is called an independent rectangle bound (IR). However, IR is provably too weak for the purpose of MinGMConn, that is, the gap between the optimal and IR can be as large as $\Omega(n)$. We propose to use a new bound, which we call vertically separable demands (VS). This bound turns out to be relatively tight and plays an important role in both our hardness and algorithmic results. In the hardness result, we use our VS bound to argue about the cost of the optimal in the soundness case.

Our $O(\sqrt{\log n})$-approximation follows the high-level idea of [1], which presents a geometric $O(\log \log n)$-approximation for BST. Roughly speaking, it argues (implicitly) that two combinatorial properties, which we refer to as (A) and (B), are sufficient for the existence of an $O(\log \log n)$-approximation: (A) the lower bound function is “subadditive” with respect to a certain instance partitioning, and (B) the instance is “sparse” in the sense that for any input $(P, D)$, there exists an equivalent input $(P', D')$ such that $|P'| = O(\text{OPT}(P, D))$. In the context of BST, (A) holds for the Wilber bound and (B) is almost trivial to show.

In the MinGMConn problem, we prove that Property (A) holds for the new VS bound. However, proving Property (B) seems to be very challenging. We instead show a corollary of Property (B): There is an $O(\log s)$-approximation algorithm for MinGMConn, where $s$ is the number of columns containing at least one input point. The proof of this relaxed property is the main new ingredient of our algorithmic result and is stated in Theorem 2. Finally, we argue that this weaker property still suffices for an $O(\sqrt{\log n})$-approximation algorithm. For completeness, in Sections F and G, we discuss special cases (see Theorems 4 and 5) where we prove that Property (B) holds and thus an $O(\log \log n)$-approximation exists.
1.3 Outlook and Open Problems

Inspired by the study of structural properties of Manhattan connected sets and potential applications in BSTs, we initiate the study of MinGMConn by proving NP-hardness and giving several algorithmic results.

There are multiple interesting open problems. First, can we show that the BST problem is NP-hard? We hope that our construction and analysis using the new VS bound would be useful for this purpose. Another interesting open problem is to obtain a $o(\log n)$-approximation for the edge-cost variant of the generalized Manhattan network problem.

Finally, it can be shown that our VS bound is sandwiched between OPT and IR. It is an interesting question to study the tightness of the VS bound when estimating the value of an optimal solution. Can we show that VS is within a constant factor from the optimal cost of BST? Can we approximate the value of VS efficiently within a constant factor?

2 Model & Preliminaries

Let $P \subseteq \mathbb{R}^2$ be a set of points on the plane. We say that points $p, q \in P$ are Manhattan-connected (M-connected) in $P$ if there is a sequence of points $p = x_0, x_1, \ldots, x_k = q$ such that (i) the points $x_i$ and $x_{i+1}$ are horizontally or vertically aligned for $i = 0, \ldots, k-1$, and (ii) the total length satisfies $\sum_{i=0}^{k-1} ||x_i - x_{i+1}|| = ||p-q||$. Typically assume $x(p) < x(q)$ for all $(p,q) \in D$. Here, $x(p)$ and $y(p)$ denote the $x$- and $y$-coordinate of a point $p$, respectively. In our analysis, we sometimes use the notations $[n] := \{1,2,\ldots,n\}$ and $[n]_0 := [n] \cup \{0\}$, where $n \in \mathbb{N}$.

Connection to Binary Search Trees. In the uniform case where all pairs of input points are connected by a demand, i.e. $D = \{(p,q) \mid p,q \in P\}$, this problem is intimately connected to the Binary Search Tree (BST) problem in the geometric model [9]. Here, we are given a point set $P$ and the goal is to compute a minimum set $Q$ such that every pair in $P \cup Q$ is M-connected in $P \cup Q$. Denote by $\text{BST}(P)$ the optimal value of the BST problem.

Independent Rectangles and Vertically Separable Demands. Following Demaine et al. [9], we define the independent rectangle number which is a lower bound on $\text{OPT}(P,D)$. For a demand $(p,q) \in D$, denote by $R(p,q)$ the (unique) axis-aligned closed rectangle that has $p$ and $q$ as two of its corners. We call it the demand rectangle corresponding to $(p,q)$. Two rectangles $R(p,q), R(p',q')$ are called non-conflicting if none contains a corner of the other in its interior. We say a subset of demands $D' \subseteq D$ is independent, if all pairs of rectangles in $D'$ are non-conflicting. Denote by $\text{IR}(P,D)$ the maximum integer $k$ such that there is an independent subset $D'$ of size $k$. We refer to $k$ as the independent rectangle number.

For uniform demands, the problem admits a 2-approximation. Here, the independent rectangle number plays a crucial role. Specifically, it was argued in Harmon’s PhD thesis [16] that a natural greedy algorithm costs at most the independent rectangle number and thus yields a 2-approximation.
In our generalized demand case, however, the independent rectangle number turns out to be a bad estimate on the value of an optimal solution. Instead, we consider the notion of vertically separable demands, used implicitly in [9].

We say that a subset of demands $D' \subseteq D$ is *vertically separable* if there exists an ordering $R_1, R_2, \ldots, R_k$ of its demand rectangles and vertical line segments $\ell_1, \ell_2, \ldots, \ell_k$ such that $\ell_i$ connects the respective interiors of top and bottom boundaries of $R_i$ and does not intersect any $R_j$, for $j > i$.

For an input $(P, D)$, denote by $\text{VS}(P, D)$ the maximum cardinality of such a subset. We call a set of demands $D$ *monotone*, if either $y(p) < y(q)$ for all $(p, q) \in D$ or $y(p) > y(q)$ for all $(p, q) \in D$.

We assume the former case holds as both are symmetrical. In the following, we argue that $\text{VS}$ is indeed a lower bound on $\text{OPT}$ (proof in Appendix B).

**Lemma 6 ([9]).** Let $(P, D)$ be an input for $\text{MINGMCONN}$. If $D$ is monotone, then we have $\text{IR}(P, D) \leq \text{VS}(P, D) \leq \text{OPT}(P, D)$. Thus, in general, $\frac{1}{2} \text{IR}(P, D) \leq \text{VS}(P, D) \leq 2 \cdot \text{OPT}(P, D)$.

The charging scheme described in the proof of Lemma 6 injectively maps a demand rectangle $R$ to a point of the optimal solution that lies in $R$. This implies the following corollary.

**Corollary 7.** Let $D$ be a vertically separable, monotone set of demands and $Q$ a feasible solution. If $|Q| = |D|$, there is a bijection $c: Q \rightarrow D$ such that $q \in R(c(q))$ for all $q \in Q$. In particular, for $Q' \subseteq Q$ there are at least $|Q'|$ demands from $D$ that each covers some $q \in Q'$.

In general, the independent rectangle number and the maximum size of a vertically separable set are incomparable. By Lemma 6, we have $\text{IR}(P, D) \leq 2 \cdot \text{VS}(P, D)$. However, $\text{IR}(P, D)$ may be smaller than $\text{VS}(P, D)$ up to a factor of $n$. To see this, consider $n$ diagonally shifted copies of a demand, e.g. $R_i = R((i, i), (i + n, i + n))$, for $i = 1, \ldots, n$. Here, $\text{IR}(P, D) = 1$ and $\text{VS}(P, D) = n$. Thus, the concept of vertical separability is more useful as a lower bound.

## 3 NP-hardness

In this section, we show Theorem 1 by reducing the $\text{MINGMCONN}$ problem to 3-SAT. In 3-SAT, we are given a formula $\phi$ consisting of $m$ clauses $C_1, C_2, \ldots, C_m$ over $n$ variables $X_1, X_2, \ldots, X_n$, each clause consisting of three literals. The goal is to decide whether $\phi$ is satisfiable. For our reduction, we construct a $\text{MINGMCONN}$ instance $(P_\phi, D_\phi)$ and a positive integer $\alpha = \alpha(\phi)$ such that $(P_\phi, D_\phi)$ has an optimal solution of size $\alpha$ if and only if $\phi$ is satisfiable (Lemmas 15 and 18). This immediately implies Theorem 1. In the following, we identify a demand $d \in D_\phi$ with its demand rectangle $R(d)$. This allows us to speak, for example, of intersections of demands, corners of demands, or points covered by demands.

Our construction of the $\text{MINGMCONN}$ instance $(P_\phi, D_\phi)$ is based on different gadgets and their connections among each other. A gadget can be thought of as a rectangle in the Euclidean plane that contains a specific set of input points and demands between these. We start with a coarse overview of our construction by describing how gadgets are placed and how they interact (Figure 2). We then give the intuition behind our reduction and describe the detailed inner structure of gadgets afterward (Figure 3). Because of space constraints, the actual proof of the NP-hardness is given in Appendix D.

**Overview of the Construction.** For each clause $C_j$, we create a clause gadget $GC_j$ and for each variable $X_i$, a variable gadget $GX_i$. Clause gadgets are arranged along a descending diagonal line, so all of $GC_j$ is to the bottom-right of $GC_{j-1}$. Variable gadgets are arranged in
Figure 2: MinGMConn instance \((P_\phi, D_\phi)\) for \(\phi = (X_1 \lor \neg X_2 \lor X_3) \land (X_1 \lor X_2 \lor \neg X_4) \land (\neg X_1 \lor \neg X_2 \lor X_4)\). Input points are shown as (red, yellow, or black) disks. For clause and variable gadgets, we show only the clause points \(c_j\) and the variable points \(x_i\); their remaining inner points and demands are illustrated in Figure 3. The small black disks represent the connection points \(p_{ij}^+, p_{ij}^−\). Non-SC demands are shown as shaded, orange rectangles, while SC demands are shown as dashed, red rectangles.

the same manner. This avoids unwanted interference among different clause and variable gadgets, respectively. The variable gadgets are placed to the bottom-left of all clause gadgets.

For each positive occurrence of a variable \(X_i\) in a clause \(C_j\), we place a dedicated connection point \(p_{ij}^+ \in P_\phi\) as well as suitable connection demands from \(p_{ij}^+\) to a dedicated inner point of \(GX_i\) and to a dedicated inner point of \(GC_j\). Their purpose is to force optimal MinGMConn solutions to create specific M-paths (going first up and then right in a narrow corridor) connecting a variable to the clauses in which it appears positively. We call the area covered by these two demands a \((positive)\) variable-clause path. Similarly, there are connection points \(p_{ij}^- \in P_\phi\) with suitable demands for negative appearances of \(X_i\) in \(C_j\), creating a \((negative)\) variable-clause path (going first right and then up in a narrow corridor).

Finally, there is a starting point \(S \in P_\phi\) to the bottom-left of all other points. It has a demand to a clause point \(c_j\) in the top-right of each clause gadget \(GC_j\) (an SC demand) and to a variable point \(x_i\) in the bottom-left of each variable gadget \(GX_i\) (an SX demand). The inside of clause gadgets simply provides different entrance points for the variable-clause paths, while the inside of variable gadgets forces an optimal solution to choose between using either only positive or only negative variable-clause paths. We will use these choices inside variable gadgets to identify an optimal solution for \((P_\phi, D_\phi)\) with a variable assignment for \(\phi\). Details about clause and variable gadgets are given in Figure 3 and at the end of this section.

**Intuition of the Reduction.** Our construction is such that the non-SC demands (including the ones within gadgets) form a monotone, vertically separable demand set. Thus, for

\[
D_{SC} := \{ d \in D_\phi \mid d \text{ is not an SC demand} \} \quad \text{and} \quad \alpha = \alpha(\phi) := |D_{SC}|, \tag{1}
\]

Lemma 6 implies that any solution \(Q_\phi\) for \((P_\phi, D_\phi)\) has size at least \(\alpha\).
The first part of the reduction (Lemma 15) shows that if \( \phi \) is satisfiable, then there is an (optimal) solution \( Q_\phi \) of size \( \alpha \). This is proven by constructing a family of boolean solutions. These are (partial) solutions \( Q_\phi \) that can be identified with a variable assignment for \( \phi \) and that have the following properties: \( Q_\phi \) has size \( \alpha \) and satisfies all non-SC demands. Additionally, it can satisfy an SC demand \((S, c_j)\) only by going through some variable \( x_i \), where such a path exists if and only if \( C_j \) is satisfied by the value assigned to \( X_i \) by (the variable assignment) \( Q_\phi \). In particular, if \( \phi \) is satisfiable, there is a boolean solution \( Q_\phi \) satisfying all SC demands. This implies that \( Q_\phi \) is a solution to \((P_\phi, D_\phi)\) of (optimal) size \( \alpha \).

Lemma 18 provides the other direction of the reduction, stating that if there is a solution \( Q_\phi \) for \((P_\phi, D_\phi)\) of size \( \alpha \), then \( \phi \) is satisfiable. Its proof is more involved and is made possible by careful placement of gadgets, connection points, and demands. In a first step, we show that the small size of \( Q_\phi \) implies that different parts of our construction each must be satisfied by only a few, dedicated points from \( Q_\phi \). For example, \( Q_\phi \) has to use exactly \( n \) points to satisfy the \( n \) SX demands \((S, x_i)\). Another result (Proposition 16) about “triangular” instances (e.g., the triangular grid formed by the \( n \) SX demands, see Figure 2) states that, here, optimal solutions must lie on grid lines inside the “triangle”. We conclude that any M-path from \( S \) to a clause point \( c_j \) must go through exactly one variable point \( x_i \). Similarly, we show that the \( 6m \) connection demands (forming the \( 3m \) variable-clause paths) are satisfied by \( 6m \) points from \( Q_\phi \) and, since they are so few, each of these points lies in the corner of a connection demand. This ensures that M-paths cannot cheat by, e.g., “jumping” between different variable-clause paths. More precisely, such a path can be entered only at the variable gadget where it starts and be left only at the clause gadget where it ends.

All that remains to show is that there cannot be two M-paths entering a variable gadget \( GX_i \) (which they must do via \( x_i \)) such that one leaves through a positive and the other through a negative variable-clause path. We can then interpret \( Q_\phi \) as a boolean solution (the variable assignment for \( X_i \) being determined by whether M-paths leave \( GX_i \) through positive or through negative variable-clause paths). Since \( Q_\phi \) satisfies all demands, in particular all SC demands, the corresponding variable assignment satisfies all clauses.

Details of Clause & Variable Gadgets. We recommend to keep Figures 3a and 3b close at hand when reading the following gadget descriptions. The clause gadget \( GC_j \) for clause \( C_j \) contains the clause point \( c_j \) and three (clause) literal points \( \ell_{j1}, \ell_{j2}, \ell_{j3} \). The clause point is in the top-right. The literal points represent the literals of \( C_j \) and form a descending diagonal within the gadget such that positive are above negative literals. For each literal point \( \ell_{jk} \), there is a demand \((\ell_{jk}, c_j)\). Moreover, if \( \ell_{jk} \) is positive and corresponds to the variable \( X_i \), then there is a (positive) connection demand \((p_{ij}, \ell_{jk})\). Similarly, if \( \ell_{jk} \) is negative, there is a (negative) connection demand \((p_{ij}, \ell_{jk})\).

Finally, there is the SC demand \((S, c_j)\).

The variable gadget \( GX_i \) for variable \( X_i \) contains the variable point \( x_i \), two (variable) literal points \( x_i^+, x_i^- \), one demand point \( d_i \), as well as \( n_i^+ \) positive and \( n_i^- \) negative literal connectors \( x_i^{+,k} \) and \( x_i^{−,k} \), respectively. Here, \( n_i^+ \) and \( n_i^- \) are from \([m]\) and denote the number of positive and negative occurrences of \( X_i \) in \( \phi \), respectively. The variable point is in the bottom-left. The literal connectors and the demand point form a descending diagonal in the top-right, with the positive literal connectors above and the negative literal connectors below the demand point. The literal points \( x_i^+, x_i^- \) lie in the interior of the rectangle spanned by \( x_i \) and \( d_i \), close to the top-left and bottom-right corner respectively. They are moved slightly inward to avoid identical x- or y-coordinates. Inside the gadgets, we have demands of the form \((x_i^+, x_i^{+,k})\) and \((x_i^−, x_i^{−,k})\) between literal points and literal connectors, \((x_i^+, d_i)\) and \((x_i^−, d_i)\) between literal points and the demand point, as well as \((x_i, d_i)\) between the variable point and the demand point (an XD demand). Towards the outside, we have
(a) Clause gadget $GC_j$ for $C_j = X_i \lor X_i' \lor \neg X_i''$.

(b) Variable gadget $GX_i$ for $X_i$ occurring twice positively and thrice negatively.

Figure 3: Examples for a clause and a variable gadgets. As in Figure 2, input points are shown as circles and SC demands are shown as dashed, red rectangles. The XD demand $(x_i, d_i)$ is shown as a shaded, yellow rectangle. All remaining (non-SC and non-XD) demands are again shown as shaded, orange rectangles.

the positive/negative connection demands $(x_{ik}^+, p_{ij}^+)$ if the $k$-th positive literal of $X_i$ occurs in $C_j$ and $(x_{ik}^-, p_{ij}^-)$ if the $k$-th negative literal of $X_i$ occurs in $C_j$ as well as the SX demand $(S, x_i)$.

4 An Approximation Algorithm for $s$-Thin Instances

In this section, we present and analyze an approximation algorithm for $s$-thin instances (where points in $P$ lie on at most $s$ distinct $x$-coordinates). In particular, we allow more than one point to share an $x$-coordinate. However, we still require any two distinct points to have distinct $y$-coordinates. We show an approximation ratio of $O(\log s)$, proving Theorem 2.

An $x$-group is a maximal subset of $P$ having the same $x$-coordinate. Note that an $O(\log s)$-approximation for $s$-thin instances can be obtained via a natural “vertical” divide-and-conquer algorithm that recursively divides the $s$ many $x$-groups in two subinstances with roughly $s/2$ many $x$-groups each. (Section E.2 contains a more general version of this algorithm subdividing into an arbitrary number of subinstances.) The analysis of this algorithm uses the number of input points as a lower bound on $\text{OPT}$. However, such a bound is not sufficient for our purpose of deriving an $O(\sqrt{\log n})$-approximation.

In this section, we present a different algorithm, based on “horizontal” divide-and-conquer (after a pre-processing step to sparsify the set of $y$-coordinates in the input via minimum hitting sets). Using horizontal rather than vertical divide-and-conquer may seem counter-intuitive at first glance as the number of $y$-coordinates in the input is generally unbounded in $s$. Interestingly enough, we can give a stronger guarantee for this algorithm by bounding the cost of the approximate solution against what we call a boundary independent set. Additionally, we show that the size of such a set is always upper bounded by the maximum number of vertically separable demands. This directly implies Theorem 2, since $2\text{OPT}$ is an upper bound on the number of vertically separable demands (c.f. Lemma 6). Even more importantly, our stronger bound allow us to prove Theorem 3 in the next section since vertically separable demands fulfill the subadditivity property mentioned in the introduction. In the proof of Theorem 3, an arbitrary $O(\log s)$-approximation algorithm would not suffice.

By losing a factor 2 in the approximation ratio, we may assume that the demands are monotone,
since we can handle pairs with \( x(p) < x(q) \) and \( y(p) > y(q) \) symmetrically.

**Definition 8** (Left & right demand segments). Let \((P, D)\) be an input instance. For \( R(p, q) \in Q \), denote by \( \lambda(p, q) \) the vertical segment that connects \((x(p), y(p))\) and \((x(p), y(q))\). Similarly, denote by \( \rho(p, q) \) the vertical segment that connects \((x(q), y(p))\) and \((x(q), y(q))\). That is, \( \lambda(p, q) \) and \( \rho(p, q) \) are simply the left and right boundaries of rectangle \( R(p, q) \).

**Boundary Independent Sets.** A left boundary independent set consists of pairwise non-overlapping segments \( \lambda(p, q) \), a right boundary independent set of pairwise non-overlapping segments \( \rho(p, q) \). A boundary independent set refers to either a left or a right boundary independent set. Denote by \( \text{IS}(P, D) \) the size of a maximum boundary independent set.

The following lemma implies that it suffices to work with boundary independent sets instead of vertical separability. The main advantage of doing so, is that (i) for \( \text{IS} \), we do not have to identify any ordering of the demand subset, (ii) one can compute \( \text{IS}(P, D) \) efficiently, and (iii) we can exploit geometric properties of interval graphs, as we will do below.

**Lemma 9.** For any instance \((P, D)\) we have that \( \text{IS}(P, D) \leq \text{VS}(P, D) \). Moreover, one can compute a maximum boundary independent set in polynomial time.

**Proof.** Let \( I \subseteq D \) be a maximum boundary independent set, and let \( b \) be the vertical line corresponding to the smallest \( x \)-coordinate of the input points. Assume \( I \) consists of left sides of demand rectangles. Consider all the demands \((p, q) \in I\) where \( \lambda(p, q) \) lies on the vertical line \( b \). Since the left sides of the corresponding demand rectangles form an independent set we can cut them in any order along \( b \) without intersecting any other demand in \( I \). We can then remove these demands and proceed recursively to the next smallest \( x \)-coordinate until all demands have been cut. This completes the proof of the inequality.

Now, we discuss efficient computability. Note that a left (and thus a right or general) maximum boundary independent set can be computed efficiently by determining a maximum independent set of the intervals \( \lambda(p, q) \) for \((p, q) \in D\) along all \( x \)-coordinates separately. The maximum independent set of intervals can be computed in polynomial time [19].

**Algorithm Description.** In Algorithm 1, we present algorithm \textsc{HorizontalManhattan}, which produces a Manhattan solution of cost \( O(\log s) \cdot \text{IS}(P, D) \), where \( s \) is the number of \( x \)-groups in \( P \). The algorithm initially computes a set of “crucial rows” \( \mathcal{R} \subseteq \mathbb{R} \) by computing a minimum hitting set in the interval set \( \mathcal{I} = \{[y(p), y(q)] \mid (p, q) \in D\} \). In particular, the set \( \mathcal{R} \) has the following property. For each \( j \in \mathcal{R} \), let \( \ell_j \) be a horizontal line drawn at \( y \)-coordinate \( j \). Then the lines \( \{\ell_j\}_{j \in \mathcal{R}} \) stab every rectangle in \( \{R(p, q)\}_{(p, q) \in D} \). The following observation follows from the fact that the interval hitting set is equal to the maximum interval independent set.

**Observation 1.** \( |\mathcal{R}| \leq \text{IS}(P, D) \)

After computing \( \mathcal{R} \), the algorithm calls a subroutine \textsc{HorizontalDC} (see Algorithm 2), which recursively adds points to each such row in a way that guarantees a feasible solution.

**Analysis.**

**Lemma 10** (Feasibility). The algorithm \textsc{HorizontalManhattan} produces a feasible solution in polynomial time.
Lemma 11 (Cost). For any $s$-thin instance $(P, D)$, algorithm \textsc{HorizontalManhattan} outputs a solution of cost $O(\log s \cdot \text{IS}(P, D))$.

Proof. Let $r = |\mathcal{R}|$ be the number of rows computed in Algorithm 1. There exists a subset $I \subseteq \mathcal{I}$, also of size $r$, that is an independent set [13]. Define $L = \{ \lambda(p, q) \mid [y(p), y(q)] \in I \}$ to be the set of corresponding left sides of the demands in $I$. In particular, the segments in $L$ are disjoint and $|L| = r$. We upper bound the cost of our solution as follows. For each added point, define a \textit{witness interval}, witnessing its cost. The total number of points is then roughly bounded by the number of witness intervals, which we show to be $O(\log s \cdot \text{IS}(P, D))$.

We enumerate the recursion levels of Algorithm 2 from 1 to $\lceil \log r \rceil$ in a top-down fashion in the recursion tree. In each recursive call, at most $s$ many points are added to $Q$ in line 5—one for each distinct $x$-coordinate. Hence, during the first $\lceil \log r \rceil - \lceil \log s \rceil$ recursion levels at most $s \cdot 2^{\lceil \log r \rceil - \lceil \log s \rceil} = O(s \cdot r^{\frac{1}{2}}) = O(r)$ many points are added to $Q$ in total. We associate each of these points with one unique left side in $L$ in an arbitrary manner. For each of these points, we call
its associated left side the witness of this point.

For any point added to \( Q \) in line 5 in one of the last \( \lceil \log s \rceil \) recursion levels, pick the first (left or right) side of a demand rectangle that led to including this point. More precisely, if, in line 5, we add point \((x(p), m)\) to \( Q \) for the first time (which means that this point has not yet been added to \( Q \) via a different demand) then associate \( \lambda(p, q) \) as a witness. Analogously, if we add \((x(q), m)\) for the first time then associate \( \rho(p, q) \) as a witness.

Overall, we have associated to each point in the final solution a uniquely determined witness, which is a left or a right side of some demand rectangle. Note that any (left or right) side of a rectangle may be assigned as a witness to two solution points (once in the top recursion levels and once in the bottom levels). In such a case we create a duplicate of the respective side and consider them to be distinct witnesses.

Two witnesses added in the last \( \lceil \log s \rceil \) recursion levels can intersect only if the recursive calls lie on the same root-to-leaf path in the recursion tree. Otherwise, they are separated by the median row of the lowest common ancestor in the recursion tree and cannot intersect. With this observation and the fact that the witnesses in \( L \) form an independent set, we can bound the maximum clique size in the intersection graph of all witnesses by \( 1 + \lceil \log s \rceil \).

This graph is an interval graph. Since interval graphs are perfect [13], there exists a coloring in this graph. Hence, there exists an independent set of witnesses of size \( \frac{1}{2(1 + \lceil \log s \rceil)} \) times the cost of the Manhattan solution.

We conclude the section by noting that the proof of Theorem 2 directly follows by combining Lemmata 6, 9 and 11. As mentioned in the introduction, the factor \( O(\log s) \) in Lemma 11 is tight in the strong sense that there is an \( \text{MINGMCONN} \) instance \((P, D)\) with \( s \) distinct \( x \)-coordinates such that \( \text{OPT}(P, D) = \Omega(|S(P, D)| \log s) \). See Appendix C.

5 A Sublogarithmic Approximation Algorithm

In this section, we give an overview of how to leverage the \( O(\log s) \)-approximation for \( s \)-thin instances to design an \( O(\sqrt{\log n}) \)-approximation algorithm for general instances.

**Sub-instances.** Let \((P, D)\) be an instance of \( \text{MINGMCONN} \) and let \( B \) be a bounding box for \( P \), that is, \( P \subseteq B \). Let \( S = \{S_1, \ldots, S_s\} \) be a collection of \( s \) vertical strips, ordered from left to right, that are obtained by drawing \( s - 1 \) vertical lines that partition \( B \). We naturally create \( s + 1 \) sub-instances as follows. (See also Figure 4.) First, we have \( s \) intra-strip instances \( \{(P_i, D_i)\}_{i \in [s]} \) such that \( P_i = P \cap S_i \) and \( D_i = D \cap (S_i \times S_i) \). Next, we have the inter-strip instance \( \pi_S(D) = (P', D') \) where \( P' \) is obtained by collapsing each strip in \( S \) into a single column and \( D' \) is obtained from collapsing demands accordingly. For each point \( p \in P \), denote by \( \pi_S(p) \) a copy of \( p \) in \( P' \) after collapsing. Note that this is a simplified description of the instances that avoids some technicalities. For a precise definition, see Appendix E.

**Sub-additivity of VS.** The following is our sub-additivity property that we use crucially in our divide-and-conquer algorithm.

**Lemma 12.** If \((P, D)\) is an instance of \( \text{MINGMCONN} \) with strip subdivision \( S \), then

\[
\text{VS}(P, D) \geq \text{VS}(\pi_S(P, D)) + \sum_{S \in S} \text{VS}(P \cap S, D \cap (S \times S)).
\]
Proof. Let \((P', D') = \pi_S(P, D)\) be the inter-strip instance. Let \(D'' \subseteq D'\) be a vertically separable demand subset of size \(\text{VS}(P', D')\). Let \(D_1 = \{(p, q) \in D \mid (\pi_S(p), \pi_S(q)) \in D''\}\) be the demand subset of \(D\) corresponding to \(D''\). For any \(S \in \mathcal{S}\), let \(D_S\) be a vertically separable demand subset of \(D \cap (S \times S)\) of cardinality \(\text{VS}(P \cap S, D \cap (S \times S))\). We claim that \(D_1 \cup \bigcup_{S \in \mathcal{S}} D_S\) is a vertically separable demand subset of \(D\). Obviously, its size is equal to the right side of the inequality that we want to prove.

Since \(D''\) is vertically separable, we can sequentially cut it via vertical line segments. W.l.o.g. we may assume that these segments lie on strip boundaries. Observe also that any vertical line segment \(z\) on some strip boundary cuts (intersects) some rectangle \(R(\pi_S(p), \pi_S(q))\) with \((\pi_S(p), \pi_S(q)) \in D''\) if and only if cuts (intersects) \(R(p, q)\) where \((p, q) \in D_1\). Hence, the same sequence of vertical line segments on the strip boundaries that cuts \(D''\) also cuts \(D_1\).

After cutting \(D_1\), process the strips \(S \in \mathcal{S}\) in an arbitrary order and cut the demand set \(D_S\) with segments contained in the interior of \(S\). Obviously, there is no interference between cutting within different strips and none of the segments we used for cutting \(D_1\) intersects any rectangle in \(D_S\) because they lie on the strip boundaries.

**Divide-and-conquer.** Choose the strips \(\mathcal{S}\) so that \(|S| = 2^\sqrt{\log n}\). Thus the inter-strip instance admits an approximation of ratio \(O(\log s) = O(\sqrt{\log n})\); in fact, we obtain a solution of cost \(O(\sqrt{\log n}) \cdot \text{VS}(\pi_S(P, D))\). We recursively solve each intra-strip instance \((P_i, D_i)\), and combine the solutions from these \(s + 1\) sub-instances. (Details on how the solution can be combined are deferred to Appendix E.)

We show by induction on the number of points that for any instance \((P, D)\) the cost of the computed solution is \(O(\sqrt{\log n}) \cdot \text{VS}(P, D)\). (Here, we do not take into account the cost incurred by combining the solutions to the sub-instances.) By induction hypothesis, we have for each \((P_i, D_i)\) a solution of cost \(O(\sqrt{\log n}) \cdot \text{VS}(P_i, D_i)\) since \(|P_i| < |P|\). Note that we cannot use the induction hypothesis for the inter-strip instance since \(|P'| = |P|\), which is why we need the \(O(\log s)\)-approximation algorithm. Using sub-additivity we obtain:

\[
O(\sqrt{\log n}) \left( \text{VS}(\pi_S(P, D)) + \sum_{S \in \mathcal{S}} \text{VS}(P \cap S, D \cap (S \times S)) \right) = O(\sqrt{\log n}) \cdot \text{VS}(P, D).
\]

There is an additional cost incurred by combining the solutions of the sub-instances to a feasible solution of the current instance. In Appendix E we argue that this can be done at a cost of \(O(\text{OPT})\) for each of the \(\log n / \log s = \sqrt{\log n}\) many levels of the recursion. (This prevents us from further improving the approximation factor by picking \(s = 2^{o(\sqrt{\log n})}\)...)
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A BST and Manhattan Problems

**MinASS problem.** Let \( p, q \in \mathbb{R}^2 \) be points that are not horizontally or vertically aligned. Denote by \( \square_{p,q} \) the closed rectangle with two of its corners being \( p \) and \( q \). We say that this rectangle is \( P \)-empty if \( P \cap \square_{p,q} = \{ p, q \} \); otherwise, we say that it is \( P \)-satisfied. We say that a collection of points \( P \subseteq \mathbb{R}^2 \) is arboreally satisfied if, for any pair \( p, q \in P \), the rectangle \( \square_{p,q} \) is \( P \)-satisfied.

In the MinASS problem, we are given a collection of points \( P \subseteq \mathbb{R}^2 \) such that no two points are horizontally or vertically aligned, and our goal is to compute a set \( Q \supseteq P \) such that \( Q \) is arboreally satisfied.

**Theorem 13.** Any set \( Q \subseteq \mathbb{R}^2 \) is arboreally satisfied if and only if there is a Manhattan path connecting every pair \( p, q \in Q \).

**Proof.** The “if” direction is quite obvious: Suppose there is a Manhattan path connecting every pair. Then, consider any \( p, q \in Q \) that is not aligned and \( \square_{p,q} \). Consider any point \( v \notin \{ p, q \} \) on the Manhattan path \( Z \) connecting \( p \) to \( q \). Clearly, \( v \in \square_{p,q} \).

For the “only if” direction, assume that the set \( Q \) is arboreally satisfied but (for contradiction) not Manhattan-connected. Consider points \( p, q \in Q \) that are not \( M \)-connected (if there are many such pairs, choose one that minimizes the \( \ell_1 \)-distance \( ||p - q||_1 \). \( \square_{p,q} \) contains some point \( q' \notin \{ p, q \} \) and point \( q' \) is not at a corner of \( \square_{p,q} \) (otherwise, there would be a Manhattan path \( p \rightarrow q' \rightarrow q \).) Therefore, \( p \) is not aligned with \( q' \) or \( q \) is not aligned with \( q' \). Assume it is the former (the other case is similar). Then \( p \) and \( q' \) is not connected, thus contradicting the choice of \( (p, q) \) since \( ||p - q'||_1 < ||p - q||_1 \). \( \square \)

B Proof of Lemma 6

We repeat the proof from [9] and first show that \( |R(P, D)| \leq VS(P, D) \). Consider a set of independent monotone demands \( R_j = R(p_j, q_j) \), for \( j = 1, \ldots, k \), ordered decreasingly by width. Consider the rectangle \( R_j, j > 1 \), which, among all rectangles intersecting the interior of \( R_1 \), has minimal \( x(p_j) \). Without loss of generality, we may assume that such a rectangle exists (otherwise \( R_1 \) can be separated trivially), and if there are several such rectangles, choose \( j \) as small as possible.
We use the observation that if two non-conflicting rectangles intersect, then one of them crosses the other on two of its sides, either top and bottom, or left and right. If \( p_1 \neq p_j \), then \( x(p_j) > x(p_1) \). Otherwise, \( R_j \) must cross the left and right side of \( R_1 \), a contradiction to \( R_1 \) being the widest rectangle. Hence, we can place a line \( \ell_1 \) connecting top and bottom boundaries of \( R_1 \) just right of \( p_1 \).

If \( p_1 = p_j \) on the other hand, then, by monotonicity and the previous observation, \( x(q_j) < x(q_1) \) and \( y(q_j) > y(q_1) \). We show that there cannot be another rectangle whose interior intersects both \( R_1 \) and the right border of \( R_j \). Suppose there was such a rectangle \( R_k \). If \( R_k \) crosses the left and right sides of \( R_j \), this contradicts the minimality of \( x(p_j) \) for \( R_j \). Therefore, the interior of \( R_k \) could not have intersected the right border of \( R_j \). Hence, we may place \( \ell_1 \) just right of \( q_j \). Repeating the argument for the remaining rectangles, we obtain the statement.

To show the second inequality, \( \text{VS}(P,D) \leq \text{OPT}(P,D) \), consider a vertically separable set of monotone demands, the corresponding demand rectangles \( R_1, R_2, \ldots, R_k \) and their respective separating lines \( \ell_1, \ell_2, \ldots, \ell_k \). Consider an optimal solution \( Q \) that satisfies these demands as well as the Manhattan path it uses to satisfy \( R_i \), that is the Manhattan-path connecting \( p_i \) and \( q_i \). This path must cross \( \ell_i \) at some point horizontally. We associate with \( R_i \) the pair \( a_i, b_i \in P \cup Q \) of points directly right and left of \( \ell_i \) on that path respectively. By the definition of separable demands, for two such point pairs \( (a_i, b_i), (a_j, b_j) \) that lie on the same horizontal line, either \( x(a_i) < x(b_i) \leq x(a_j) < x(b_j) \), or \( x(a_j) < x(b_j) \leq x(a_i) < x(b_i) \). This requires the monotonicity of the demands since it is otherwise possible that the top of some rectangle touches the bottom of another and the same point-pair is considered twice. We conclude that \( k \) point-pairs on the same horizontal line consist of at least \( k + 1 \) distinct points. Moreover, since input-points lie on distinct rows, at most one of these is an input point. We can thus charge each demand \( R_i \) to a distinct auxiliary point in the optimal solution. In fact, we can choose this to be either \( a_i \) or \( b_i \).

C Tightness of Theorem 2

Let \( s \in \mathbb{N} \) be any integer. We show that there exists an \( n \)-point instance \( (P,D) \) on \( s \) columns such that \( \text{IS}(P,D) = \Theta(n) \) while \( \text{OPT}(P,D) = \Omega(n \log s) \). We remark that this tightness holds even when \( D \) is uniform.

There are many ways to prove this result, for instance, we can use the analysis of Wilber [20] adapted to the case with only \( s \) columns. We sketch the proof here.

Let \( W(P) \) denote Wilber’s first bound on \( P \). It was proved in [9] that \( W(P) \leq O(\text{OPT}(P,D)) \), where \( D = P \times P \) represents complete demands.

**Theorem 14.** Let \( P \) be a random sequence of size \( n \) on \( s \) columns. Then \( W(P) = \Omega(n \log s) \) with high probability.

In particular, there exists an input \( P \) with \( W(P) = \Omega(n \log s) \). Since \( \text{IS}(P,D) \leq n \), we have our desired result.

D NP-Hardness Proof for \( \text{MinGMConn} \)

We first observe that \( \alpha \) – the number of non-SC demands \( D_{\overline{SC}} \) – has polynomial size, namely

\[
\alpha = 3m \cdot 4 + n \cdot 4 = 12m + 4n. \tag{2}
\]

To see this, note that each of the \( m \) clause gadgets \( GC_j \) contains 3 literal points \( \ell_{jk} \). Such an \( \ell_{jk} \) “connects” its corresponding positive or negative variable literal point \( x_i^+ \) or \( x_i^- \) to the clause.
point $c_j$ via a dedicated chain of 4 demands (going through a dedicated literal connector and a dedicated connection point). Moreover, for each of the $n$ variable gadgets $GX_i$, we have a demand $(S, x_i)$, a demand $(x_i, d_i)$, and two demands $(x_i^+, d_i)$ and $(x_i^-, d_i)$. Together, these account for all non-SC demands.

We start with the easier direction of the reduction, showing that a satisfiable assignment of $\phi$ gives rise to a MinGMConn solution of size $\alpha$.

**Lemma 15.** If $\phi$ is satisfiable, then there exist solutions to $(P_\phi, D_\phi)$ of size $\alpha$.

**Proof.** Consider the family of (partial) solutions $Q_\phi$ constructed as follows: For each of the $\alpha - n$ non-SC and non-XD demands $d \in D_{SC} \setminus \{(x_i, d_i) \mid i \in [n]\}$, add the top-left corner of demand $d$ to $Q_\phi$, ensuring that $d$ is trivially satisfied. For the $n$ XD demands $(x_i, d_i)$ however, we add either the top-left corner of the demand $(x_i, x_i^+)$ or of the demand $(x_i, x_i^-)$ to $Q_\phi$. Note that in both cases, since $x_i^+$ and $x_i^-$ each have already established a trivial connection to $d_i$, we get a M-path from $x_i$ to $d_i$, satisfying the XD demand $(x_i, d_i)$.

Any (partial) solution $Q_\phi$ constructed in this way has size $\alpha$ (it contains one new point for each non-SC demand), satisfies all non-SC demands, and may or may not satisfy some SC demands. Moreover, there is a natural one-to-one mapping between such partial solutions and variable assignments for $\phi$ (set $X_i = 1$ if and only if $(x_i, d_i)$ is satisfied via $x_i^+$). Now consider which SC demands are satisfied by such a solution/variable assignment $Q_\phi$. Note that $Q_\phi$ yields a M-path from $x_i^+$ to $c_j$ if and only if $C_j$ contains the positive literal $x_i$ (the M-path can then use the corresponding positive variable-clause path). Similarly, $Q_\phi$ produces a M-path from $x_i^-$ to $c_j$ if and only if $C_j$ contains the negative literal $-x_i$. On the other hand, $Q_\phi$ yields a M-path from $S$ to $x_i^+$ if and only if the variable assignment $Q_\phi$ sets $X_i = 1$ and a M-path from $S$ to $x_i^-$ otherwise. Together, we get a M-path from $S$ to $c_j$ if and only if $C_j$ is satisfied via $x_i$ in the variable assignment $Q_\phi$. As a consequence, the solution $Q_\phi$ satisfies exactly those SC demands $(S, c_j)$ for which $C_j$ is satisfied by the variable assignment $Q_\phi$. In summary, $Q_\phi$ is a boolean solution (as defined in Section 3).

Now, if $\phi$ is satisfiable, fix a solution $Q_\phi$ that corresponds to a satisfying variable assignment. From the above it follows that $Q_\phi$ has size $\alpha$ and satisfies all demands in $D_\phi$. \hfill \square

The remainder of this section proves the remaining direction, namely that any solution of size $\alpha$ implies that $\phi$ is satisfiable (Lemma 18). As this turns out to be more involved, we require some preparation. First, we provide a simple result about the structure of “triangular” instances. Afterwards, we describe a partitioning of $(P_\phi, D_\phi)$ and $Q_\phi$ into suitable subinstances/solutions (some of which are triangular). This allows us to argue separately about the structure of these subinstances (triangular instances and the variable-clause paths), which will help us to get the desired result.

**Triangular Instances.** A triangular instance $(P_\Delta, D_\Delta)$ of size $n \in \mathbb{N}$ consists of $n + 1$ input points $P_\Delta = \{p_0, p_1, \ldots, p_n\}$ and of $n$ demands $D_\Delta = \{(p_i, p_i) \mid i \in [n]\}$. The points $p_1, p_2, \ldots, p_n$ form a descending diagonal and lie to the top-right of $p_0$. We refer to the point set $G_\Delta := \{(x, y) \mid \exists i, j \in [n] \colon x = x(p_i), y = y(p_j)\} \cap R(D_\Delta)$ as the (triangular) grid of $(P_\Delta, D_\Delta)$.

Optimal solutions for triangular instances have size $n$, since there are solutions of that size (e.g., the $n$ grid points above $p_0$) and the $n$ demands from $D_\Delta$ are monotone and vertically separable (implying a lower bound of $n$ by Lemma 6). The next proposition states that any optimal solution to a triangular instance lies on the instance’s triangular grid.

**Proposition 16.** Consider a triangular instance $(P_\Delta, D_\Delta)$ of size $n \in \mathbb{N}$. If $Q_\Delta$ has size $n$ and satisfies $D_\Delta$, then $Q_\Delta$ is a subset of the instance’s grid $G_\Delta$. 
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Proof. The proposition holds trivially for $n = 1$, since then the sole solution point must lie either in the top-left or in the bottom-right corner of the sole demand $(p_0, p_1)$. For the case of a contradiction, assume the proposition is not true for all $n \in \mathbb{N} \setminus \{1\}$ and fix the smallest $n$ for which this is the case. So there is a triangular instance $(P_\Delta, D_\Delta)$ of size $n$ as well as a corresponding solution $Q_\Delta$ of size $n$ that contains a non-grid point $q \in Q_\Delta \setminus G_\Delta$. Without loss of generality, assume $p_0 = (0, 0)$.

Depending on the position of $q$, transform $(P_\Delta, D_\Delta)$ into a suitable triangular instance $(P'_\Delta, D'_\Delta)$ of size $n - 1$ with a corresponding solution $Q'_\Delta$ of size at most $n - 1$ containing a non-grid point. Once this is achieved, we immediately get a contradiction to the minimality of $n$.

Consider first the case $x(q) \geq x(p_1)$. We transform $(P_\Delta, D_\Delta)$ into $(P'_\Delta, D'_\Delta)$ by removing both the input point $p_1$ and the demand $(p_0, p_1)$ and by projecting $p_0$ to the $x$-coordinate $x(p_1)$ (not changing its $y$-coordinate). To construct $Q'_\Delta$ from $Q_\Delta$ we project all points with $x$-coordinate at most $x(p_1)$ to $x$-coordinate $x(p_1)$ and remove any points with $y$-coordinate $> y(p_2)$ (which cannot help to connect $p_0$ to any of $p_2, p_3, \ldots, p_n$). One can easily check that $Q'_\Delta$ is a solution for $(P'_\Delta, D'_\Delta)$: Any $M$-path going through one of the projected points remains intact, as the projected point is still reachable from the projection of $p_0$ (by going straight up). Moreover, $|Q'_\Delta| < |Q_\Delta|$, since we either removed the top-left grid point if it was in $Q_\Delta$ (since it has $y$-coordinate $y(p_1) > y(p_2)$) or at least two of the projected points had the same $y$-coordinate (or there could not be a $M$-path from $p_0$ to $p_1$ in $Q_\Delta$), causing them to get merged during the projection. Note that $q \in Q'_\Delta$, since this case assumes $x(q) \geq x(p_1)$, such that $q$ is not affected by the projection. As stated above, we get a contradiction to the minimality of $n$.

The case $y(q) \geq y(p_n)$ yields the same contradiction via a symmetrical argument. Thus, it remains to consider the case that $q$ and all other non-grid points have $x$-coordinate $< x(p_1)$ and $y$-coordinate $< y(p_n)$. Then there must be some $M$-path that leaves either the $x$- or the $y$-axis at some non-grid point $q_1 \in Q_\Delta$ to reach another non-grid point $q_2 \in Q_\Delta$. We consider only the case that $q_1$ lies on the $y$-axis; the other case is proven symmetrically. We transform $(P_\Delta, D_\Delta)$ into $(P'_\Delta, D'_\Delta)$ using the same construction as above (projecting everything left of $p_1$ onto $x(p_1)$). This causes $q_1$ and $q_2$ to merge (giving $|Q'_\Delta| < |Q_\Delta|$) and ensures the existence of a non-grid point in $Q'_\Delta$ (the projection of $q_1$ and $q_2$). Again, as stated above, this yields a contradiction to the minimality of $n$.

Partitioning the Instance & Solution. Consider a solution $Q_\phi$ to $(P_\phi, D_\phi)$ with $|Q_\phi| = \alpha$. We partition $(P_\phi, D_\phi)$ and $Q_\phi$ into suitable subinstances $(P_*, D_*)$ and subinstances $Q_*$ such that the different $(P_*, D_*)$ cover different areas, $Q_*$ solves $(P_*, D_*)$, and $|Q_*| = |D_*|$. This will allow us to argue about the structure of these different subinstances in the proof of Lemma 18 (e.g., by realizing that one of the subinstances is a triangular solution, such that we can apply Proposition 16). For our partitioning, define

- $D_{\text{SC}} = \{ (S, c_{ij}) \mid j \in [m] \}$ (the $m$ $SC$ demands),
- $D_{\text{SX}} = \{ (S, x_i) \mid i \in [n] \}$ (the $n$ $SX$ demands),
- $D_{\text{cd}} = \{ (\ell_j, c_{ij}) \mid j \in [m], k \in [3] \}$ (the $3m$ demands in clause gadgets),
- $D_{\text{con}} = \{ d \in D_\phi \mid \exists i, j : p_{ij}^+ \in d \land p_{ij}^- \in d \}$ (the $6m$ connection demands), and
- $D_{\text{var}} = \{ d \in D_\phi \mid \exists i \in [n] : \{ x_i^+, x_i^-, d_i \} \cap d \neq \emptyset \}$ (the $3m + 3n$ demands in variable gadgets).

With this, we have $D_{\text{SC}} = D \setminus D_{\text{SC}} = D_{\text{SX}} \cup D_{\text{cd}} \cup D_{\text{con}} \cup D_{\text{var}}$. Remember that $\alpha = |D_{\text{SC}}|$ (by definition of $\alpha$) and note that $D_{\text{SC}}$ is monotone and vertically separable (all non-$XD$ demands intersect only at corners, and the $XD$ demands can be separated by a vertical line segment immediately to the right of the variable point $x_i$). Moreover, $Q_\phi$ also has size $\alpha$ and satisfies the demands $D_{\text{SC}} \subseteq D_\phi$. Thus, Corollary 7 implies $Q_\phi \subseteq R(D_{\text{SC}})$. The pairwise intersections of
Proposition 17. \( Q_{\text{con}} \) satisfies each demand \( d \in D_{\text{con}} \) via a dedicated point \( q_d \in Q_{\text{con}} \) that lies in the top-left or bottom-right corner of \( d \).

Proof. The connection demands in \( D_{\text{con}} \) correspond to the horizontal and vertical paths connecting variable and clause gadgets to their connection points, see Figure 2. We call a connection demand \( d \in D_{\text{con}} \) either horizontal or vertical, depending on whether \( d \) leaves a variable/clause gadget horizontally or vertically. Our construction ensures that no point is covered by more than two connection demands and that both the top-left and bottom-right corner of a connection demand are not contained in any other connection demand. Moreover, if two connection demands intersect, one is horizontal and one is vertical.

Assume the statement is not true, so there is a \( d \in D_{\text{con}} \) for which neither its top-left nor its bottom-right corner is in \( Q_{\text{con}} \). We consider only the case that \( d \) is a horizontal connection demand; the vertical case is symmetrical. Then there must be two points \( q_1, q_2 \in Q_{\text{con}} \cap R(d) \) that share the same \( x \)-coordinate. Both of them must be covered by a vertical connection demand \( q \), since otherwise we found two points in \( Q_{\text{con}} \) covered by only one demand from \( D_{\text{con}} \), a contradiction to Corollary 7. If \( Q_{\text{con}} \) contains the top-left or bottom-right corner of \( R(d') \) (which cannot be covered by any other connection demand), we found three points in \( Q_{\text{con}} \) \( (q_1, q_2, \text{and the corner}) \) covered by only two demands from \( D_{\text{con}} \) \( (d \text{ and } d') \), which is again a contradiction to Corollary 7. Thus, \( Q_{\text{con}} \) cannot contain a corner of \( R(d') \), which implies two points \( q_1', q_2' \in Q_{\text{con}} \cap R(d') \) that share the same \( y \)-coordinate. If \( \{q_1, q_2\} \cap \{q_1', q_2'\} \neq \emptyset \), this intersection has size exactly three. But then we found three points in \( R(d) \cap R(d') \), an area that cannot be intersected by a third connection demand, yielding again a contradiction to Corollary 7. So we must have \( \{q_1, q_2\} \cap \{q_1', q_2'\} = \emptyset \). This yields the final contradiction to Corollary 7, since we found four points in \( Q_{\text{con}} \) covered by at most three connection demands from \( D_{\text{con}} \) \( (d, d') \), and a potential third horizontal connection demand covering \( q_1' \) and \( q_2' \).

With this, we are ready to prove the second direction of the reduction:

Lemma 18. If there is a solution to \( (P_\phi, D_\phi) \) of size \( \alpha \), then \( \phi \) is satisfiable.

Proof. Consider a solution \( Q_\phi \) to \( (P_\phi, D_\phi) \) with \( |Q_\phi| = \alpha \). We basically show that \( Q_\phi \) is a boolean solution, such that it corresponds to a satisfying variable assignment for \( \phi \) (since it satisfies all \( SC \) demands). To this end, remember the partitioning of \( (P_\phi, D_\phi) \) and \( Q_\phi \) described above. As detailed above, each \( (P_\bullet, D_\bullet) \) with solution \( Q_\bullet \) satisfies the preconditions of Corollary 7. We use this to argue about the structure of the different \( Q_\bullet \).

We start with the structure of \( Q_{SX} \). Observe that \( (P_{SX}, D_{SX}) \) is a triangular instance of size \( n \) that is satisfied by the solution \( Q_{SX} \) of size \( n \). By Proposition 16, \( Q_{SX} \) lies on the triangular grid.
of \((P_{SX}, D_{SX})\). As an immediate consequence, any M-path that satisfies an SC demand \((S, c_j)\) must go through one of the variable points \(x_i\) (note that no \(q \in Q_{\phi} \setminus Q_{SX}\) can share an \(x\)- or \(y\)-coordinate with \(S\), since none of the demands \(d \in D_{SC} \setminus D_{SX}\) would cover such a \(q\)).

Next, remember that Proposition 17 restricts \(Q_{con}\) to the corners of \(D_{con}\). This implies that a M-path entering \(G_X i\) through \(x_i\) cannot immediately leave \(G_X i\) but must first go through the inside of \(G_X i\). Otherwise, there would be some \(q \in Q_{\phi}\) outside of \(G_X i\) either with \(x(q) = x(x_i)\) and \(y(q) > y(x_i)\) or with \(y(q) = y(x_i)\) and \(x(q) > x(x_i)\). This \(q\) must be covered by some demand \(d \in D_{SC}\), and our construction is such that this can only be done for a \(d \in D_{con}\) (see Figure 2). That is \(q \in Q_{con}\), and Proposition 17 then implies that \(q\) lies in the corner of \(d\). But no corner of a connection demand shares an \(x\)- or \(y\)-coordinate with \(x_i\) (see Figure 2), such that \(q\) cannot exist.

A simple consequence of this is that any M-path entering variable \(G_X i\) (through \(x_i\)) can leave \(G_X i\) only by entering one of the connection demands \((x_{ik}^+, p_{ij}^+)\) or \((x_{ik}^-, p_{ij}^-)\) (see Figure 3b) and must then follow the corresponding variable-clause path to \(GC_j\) (see Figure 2).

So in summary, any M-path from \(S\) to a clause point \(c_j\) must enter some variable gadget \(G_X i\) at \(x_i\), which it then must leave either through a positive or negative variable-clause path to reach a connected clause gadget \(GC_j\). Note that \(Q_{cl}\) guarantees that this M-path actually reaches \(c_j\) (in fact, Proposition 16 implies a strict structure on \(Q_{cl}\), but we do not need this for our proof). In the next and final step, we argue about the structure of \(Q_{var}\), showing that \(x_i\) cannot be connected to both a positive and negative variable-clause path. Once this is shown, we can identify \(Q_{\phi}\) with the variable assignment that assigns \(X_i = 1\) if and only if \(x_i\) is connected to positive variable-clause paths and \(X_i = 0\) otherwise. This implies that \(Q_{\phi}\) is a boolean solution and, since \(Q_{\phi}\) satisfies all \(SC\) demands, that \(\phi\) is satisfiable.

So consider \(Q_{var}\). For any \(i \in [n]\) there must be a dedicated \(q_i \in Q_{var}\) on the left or bottom side of the \(XD\) demand \((x_i, d_i)\) \(\in D_{var}\). We consider only the case that \(q_i\) lies on the bottom side; the other case is symmetrical. Since \((x_i, d_i)\) is the only non-SC demand that covers \(q_i\), Corollary 7 implies that the remaining \(|Q_{var}| - n\) solution points from \(Q_{var}\) lie in \(R(D_{var} \setminus D_{XD})\), where \(D_{XD} := \{(x_i, d_i) | i \in [n]\}\). Thus, the inside of the rectangle formed by \(x_i\) and the point \((x(x_i^-), y(x_i^+))\) is empty (see Figure 3b). But then, the next point \(q_i'\) on the M-path coming from \(x_i\) through \(q_i\) must have \(y(q_i') \geq y(x_i^+)\) or \(x(q_i') \geq x(x_i^-)\). In the former case, \(q_i'\) (which is used by any M-path coming from \(x_i\)) can reach only positive variable-clause paths, while in the latter case only negative variable clause-paths are reachable. As argued above, this finishes the lemma’s statement.

\[\Box\]

## E Sublogarithmic Approximation for MinGMConn

In this section, we present the algorithm underlying Theorem 3, that is, an algorithm with approximation ratio \(O(\sqrt{\log n})\). The idea is to divide the plane into \(s \ll n\) many vertical strips, where \(s\) can be thought of as a function that is sublinear in \(n\). We call demands between points lying within the same strip \(intra\)-strip demands and between points in different strips \(inter\)-strip demands. In order to satisfy the \(intra\)-strip demands, we recursively execute the algorithm (with fixed recursion parameter \(s\)) and exploit that demand pairs in different strips are independent. To satisfy the \(inter\)-strip demands, we project points to the adjacent strip boundaries. This results in an instance with \(s \ll n\) many distinct \(x\) coordinates for which we can apply the algorithm \textsc{HorizontalManhattan} presented in the previous section.

### E.1 Algorithm Description

Before giving an overview of Algorithm 3, we discuss its building blocks and some notation.
Input. The input consists of an instance \((P, D)\) of \textsc{MinGMCNN} and a parameter \(s\) specifying the number of sub-problems (strips) in which the algorithm should divide the instance. As in the previous section, we allow that distinct points in \(P\) have the same \(x\)-coordinate but require distinct \(y\)-coordinates. Again, we may assume monotone demands.

Subdivision into Strips. Let \((P, D)\) be an instance of \textsc{MinGMCNN}. Let \(s \geq 2\) be a positive integer and let \(B\) be a set of \(s - 1\) distinct vertical lines in the plane. The lines in \(B\) partition the plane into a set \(S\) of \(s\) many vertical strips. We call the lines in \(B\) strip boundaries of \(S\), where each strip has one or two strip boundaries (left and right). We call \(S\) a strip subdivision of \((P, D)\) if each boundary of \(S\) is disjoint from \(P\).

Let \(g\) be the number of \(x\)-groups in \(P\). In line 2, we compute a strip division \(S\) such that each strip contains at most \(\lfloor g/s \rfloor\) many \(x\)-groups. We call such a strip subdivision balanced.

Intra-Strip Instances. We first satisfy intra-strip demand pairs (Algorithm 3, Line 4). To this end, we invoke the algorithm recursively for each strip and solve the sub-instance of \((P, D)\), which satisfies all demands in \(D\) lying completely in \(S\) (intra-strip instance). The result is added to our solution \(Q\).

Inter-Strip Instances. Consider an instance \((P, D)\) of \textsc{MinGMCNN} and a strip subdivision \(S\) with strips \(S_1, \ldots, S_s\) ordered left-to-right. For each input point \(p \in P\), there is a unique strip \(S \in S\) containing \(p\). If \(S \neq S_1\), then we denote by \(\pi_S^l(p)\) the horizontal projection of \(p\) to the left boundary of \(S\). Analogously, if \(S \neq S_s\), then we denote by \(\pi_S^r(p)\) the horizontal projection of \(p\) to the right boundary of \(S\). For any subset \(P' \subseteq P\), we define \(\pi_S^l(P') = \{ \pi_S^l(p) \mid p \in P' \setminus S_1 \}\), \(\pi_S^r(P') = \{ \pi_S^r(p) \mid p \in P' \setminus S_s \}\), and \(\pi_S(P') = \pi_S^l(P') \cup \pi_S^r(P')\) as the set of horizontal projections of the points in \(P'\) to left, right, and both strip boundaries of their respective strips in \(S\), respectively.

Define a new instance on the projection \(\pi_S(P)\) of \(P\) to the adjacent strip boundaries by

\[
\pi_S(D) = \{ (\pi_S^l(p), \pi_S^r(q)) \mid (p, q) \in D \text{ and } p, q \text{ lie in different and non-adjacent strips} \},
\]

the “projected” demands. (Recall that we assumed that \(x(p) < x(q)\).) We drop demands within the same strip as they are handled in the respective intra-strip instance and demands from adjacent strips because are projected to the same boundary and thus automatically satisfied. Call \(\pi_S(P, D) := (\pi_S(P), \pi_S(D))\) the inter-strip instance corresponding to \((P, D)\). Note that the input points of this resulting instance share \(s - 1\) many distinct \(x\)-coordinates.

Intuitively, the following lemma states that a feasible solution to the inter-strip distance along with the projected points satisfies all the demand-pairs for which not both points are in the same strip. This fact is used in algorithm and analysis.

Lemma 19. Let \((P, D)\) be an instance with strip subdivision \(S\). If \(Q\) is a feasible solution to the inter-strip instance \(\pi_S(P, D)\), then \(Q \cup \pi_S(P)\) satisfies all demands \((p, q) \in D\) for which \(p\) and \(q\) lie in different strips.

Proof. To see the feasibility of \(Q \cup \pi_S(P)\) consider a demand \((p, q) \in D\) where \(p\) and \(q\) lie in different strips. Observe that we can connect \(p\) to \(\pi_S^l(p)\) directly, then \(\pi_S^l(p)\) to \(\pi_S^r(q)\) via \(Q\), and finally connect \(\pi_S^r(q)\) to \(q\) to obtain a Manhattan path from \(p\) to \(q\). Recall that \(\pi_S^l(p)\) and \(\pi_S^r(q)\) are automatically connected if \(p\) and \(q\) lie in adjacent strips.

Algorithm 3 provides an overview of our algorithm.
Algorithm 3: VerticalManhattan($P, D, s$)

- **input**: MINGMCONN instance $(P, D)$ and a positive integer $s \geq 2$
- **output**: Feasible solution $Q \subseteq \mathbb{R}^2$ for $(P, D)$

1. **if** there is only one $x$-group **then** **return** $\emptyset$;
2. divide the plane $\mathbb{R}^2$ into a collection $S$ of $s$ vertical strips each of which contains roughly the same number of $x$-groups;
3. **foreach** strip $S \in S$ do
4. $Q \leftarrow Q \cup \text{VerticalManhattan}(P \cap S, D \cap (S \times S), s)$;
5. $(P', D') \leftarrow \pi_S(P, D)$;
6. $Q \leftarrow Q \cup \text{HorizontalManhattan}(P', D')$;
7. **return** $Q \cup \pi_S(P)$;

E.2 Analysis

We now proceed to analyze the algorithm. Let us repeat the subadditivity property of vertically separable demands shown earlier, stating that the number of vertically separable demands is at least as much as that of the sum of corresponding numbers in the inter-strip instance and all intra-strip instances together, and in turn at least as much as the sum of numbers of vertically separable demands in all inter-strip instances created by the algorithm.

**Corollary 20.** Let $M$ be the collection of inter-strip instances $(P', D')$ created in line 5 over all recursive calls of the algorithm RecursiveManhattan applied to an instance $(P, D)$ of Generalized Manhattan Connections. We have that

$$\text{VS}(P, D) \geq \sum_{(P', D') \in M} \text{VS}(P', D').$$

**Proof.** Apply Lemma 12 recursively.

Bounding the Cost. We are now ready to prove that Algorithm 3 yields the section’s main result (Theorem 3).

**Proof of Theorem 3.** The feasibility of the solution computed by VerticalManhattan follows by inductively applying Lemma 19 in line 7 and the fact that HorizontalManhattan actually computes a feasible solution to the inter-strip instance $(P', D')$ in line 6.

To bound the cost of the solution, consider the collection $M$ of inter-strip instances $(P', D')$ created in line 5 over all recursive calls of the algorithm RecursiveManhattan applied to input $(P, D, s)$. By Lemma 11 and Corollary 20, we can bound the total cost of points added to our solution in line 6 for solving the inter-strip instances by

$$\sum_{(P', D') \in M} O(\log(s)) \cdot \text{VS}(P', D') \leq O(\log(s)) \cdot \text{VS}(P, D) \leq O(\log(s)) \cdot \text{OPT}(P, D).$$

To bound the cost of points added in Line 7 via projection, note that there are $O(\log n / \log s)$ levels of recursion. Since each point ends up in precisely one sub-instance upon the recursive calls in Line 4 each original input point contributes at most two points to the projection computed in Line 7 at each recursion level. Hence, the overall cost of this step is $O(\log(n / \log s) \cdot |P| = O(\log n / \log s) \cdot \text{OPT}(P, D)$.

Adding these two cost components gives an overall cost of $O(\log s + \log n / \log s) \cdot \text{OPT}(P, D)$. The theorem follows by setting $s = 2^{\log n}$. 
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Towards Better Approximation

In this section, we state some structural properties and show that these would imply a better approximation ratio of $O(\log \log n)$. Furthermore, we prove that those properties hold for a special class of demands.

F.1 Structural Properties for $O(\log \log n)$-approximation

Let $f$ be a lower bound function on $\text{OPT}$, that is $f(P, D) \leq O(\text{OPT}(P, D))$ for any input $(P, D)$. We say that $f$ satisfies subadditivity if for any strip partitioning $S$, we have

$$f(\pi_S(P, D)) + \sum_{S \in S} f(P \cap S, D \cap (S \times S)) \leq f(P, D).$$

For any lower bound function $f$, an $f$-sparsification algorithm is an efficient algorithm that, on input $(P, D)$, produces an instance $(\hat{P}, \hat{D})$ such that (i) any feasible solution $Q$ for $(\hat{P}, \hat{D})$ is feasible for $(P, D)$ as well, and (ii) $|\hat{P}| = O(f(\hat{P}, \hat{D}))$. The following theorem is given implicitly in [1]. The proof is a verbatim adaptation of the original proof and therefore omitted.

**Theorem 21.** Let $f$ be a lower bound function. Assume that $f$ is subadditive and that there exists an $f$-sparsification algorithm. Then there exists an efficient algorithm for MINGMCONN producing a solution of cost at most $O(\log \log n)f(P, D) \leq O(\log \log n)\text{OPT}(P, D)$.

We do not know how to prove the existence of sparsification algorithms for general instances and leave this as an interesting open problem. However, we will show that such an algorithm exists when the demand graph is a complete $k$-partite graph.

The existence of a sparsification algorithm can be seen as a stronger property than the previously considered existence of an $O(\log s)$-approximation algorithm when input points have at most $s$ distinct $x$-coordinates.

**Lemma 22.** If there exists an $f$-sparsification algorithm for an instance $(P, D)$ with at most $s$ distinct $x$-coordinates, then there exists an algorithm that returns a solution with cost at most $O(\log s)f(P, D)$.

**Proof.** The algorithm is as follows. First, apply the $f$-sparsification algorithm on $(P, D)$ to obtain $(P', D')$. Specifically, we have that $|P'| \leq O(f(P, D))$. We say that an $x$-coordinate is active if there is an input point on it. Draw a vertical partitioning line $\ell$ in the middle such that there are $\lceil s/2 \rceil$ active $x$-coordinates to the left of $\ell$ and the rest to the right. Let $S$ consist of the two strips $S_L$, $S_R$ resulting from drawing the line $\ell$. That is the strips $S_L$ and $S_R$ are the regions on the left and right of line $\ell$ respectively. For each point $p \in P'$, we add a point $p'$ to the solution that lies on $\ell$ and is horizontally aligned with $p$. Notice that this satisfies all demands crossing $\ell$. Next, we recurse inside $(P' \cap S_L, D' \cap (S_L \times S_L))$ and $(P' \cap S_R, D' \cap (S_R \times S_R))$. It is easy to see that this algorithm produces a feasible solution.

To analyze the cost, notice that there are $O(\log s)$ levels of recursions. The input instance is called level-$0$ instance and creates 2 sub-instances (called level-$1$ instances) and so on until the last level instances. There are at most $2^j$ level-$j$ instances. Let $I_j$ be the collection of all level-$j$ instances. Note that the instances in $I_j$ lie on $2^j$ different strips which are pairwise disjoint. Additionally, each $(\hat{P}, \hat{D}) \in I_j$ creates $O(f(\hat{P}, \hat{D}))$ points before making recursive calls, so the total cost of level-$j$ recursions is $O(\sum_{(\hat{P}, \hat{D}) \in I_j} f(\hat{P}, \hat{D}))$. Since these instances $(\hat{P}, \hat{D}) \in I_j$ lie on disjoint strips, we have that $O(\sum_{(\hat{P}, \hat{D}) \in I_j} f(\hat{P}, \hat{D})) \leq O(f(P, D))$. 

\[\square\]
The algorithm we use to obtain an $O(\sqrt{\log n})$-approximation in Section 5 can be stated in its generality as follows.

**Theorem 23.** Let $f$ be a lower bound function. Assume that $f$ is subadditive and that there exists an algorithm for MINGMCONN that costs at most $O(\log s)f(P,D)$ for any $s$-thin instance $(P,D)$. Then, there exists an efficient $O(\sqrt{\log n})$ approximation algorithm for MINGMCONN.

### F.2 Complete k-partite Demands

In this section, we consider the special case of instances $(P,D)$ where the demands $D$ form a complete $k$-partite graph. This means, we can partition $P$ into disjoint subsets $S_1, S_2, ..., S_k$ such that $D = S_i \times S_j$ for $i, j \in \{1, ..., k\}$ and $i \neq j$. Again, we allow that points share $x$-coordinates but we assume that all points have distinct $y$-coordinates.

**Lemma 24.** Let $(P,D)$ be an instance with complete $k$-partite demands and $k$-partition $S_1 \cup S_2 \cup ... \cup S_k$. Then there exists an efficient algorithm that computes a complete $k$-partite instance $(\tilde{P}, \tilde{D})$ such that

1. $\tilde{P} \subseteq P$ and $\tilde{D}$ is the complete $k$-partite demand set on $k$-partition $S_1 \cap \tilde{P}, S_2 \cap \tilde{P}, ..., S_k \cap \tilde{P}$
2. any feasible solution $Q$ to $(\tilde{P}, \tilde{D})$ is feasible for $(P,D)$ as well, and
3. $|\tilde{P}| = O(|S(\tilde{P}, \tilde{D})|)$.

**Proof.** An essential demand is a pair $(s_i, s_j) \in \tilde{D}$ where $s_i \in S_i$ and $s_j \in S_j$ with $x(s_i) \neq x(s_j)$, such that the vertical side of the rectangle $R(s_i, s_j)$ containing $s_i$ does not contain any other point from $P \setminus S_j$, and such that the vertical side of $R(s_i, s_j)$ containing $s_j$ does not contain any other point from $P \setminus S_i$. A point is called essential if there exists some essential demand pair involving this point. A point that is not essential is called redundant. Removing a redundant point from the instance is safe in the sense that any feasible solution $Q$ to the reduced instance is also feasible to the original solution. To see this, let $s_i \in S_i$ be a redundant point and let $Q$ be a feasible solution to the reduced instance with point set $P \setminus \{s_i\}$. Let $s_j \in S_j$ and assume w.l.o.g. that $x(s_i) < x(s_j)$ and $y(s_i) < y(s_j)$. Since $s_i$ is redundant there exists a point $s \neq s_i, s \in P \setminus S_j$ on $\lambda(s_i, s_j)$ or a point $s' \neq s_j, s' \in P \setminus S_i$ on $\rho(s_i, s_j)$. Consider first the case that there exists a point $s \neq s_i, s \in P \setminus S_j$ on $\lambda(s_i, s_j)$. Since $Q$ is feasible for $P \setminus \{s_i\}$ there exists a Manhattan path in $(P \setminus \{s_i\}) \cup Q$ from $s$ to $s_j$. This path can be extended to a Manhattan path from $s_i$ to $s_j$ in $P \cup Q$ by adding $s_i$ as a prefix. This establishes feasibility of $Q$ for $P$. Now consider the second case that there exists a point $s' \neq s_j, s' \in P \setminus S_i$ on $\rho(s_i, s_j)$ but no point $s \neq s_i, s \in P \setminus S_j$ on $\lambda(s_i, s_j)$. Let $s'' \in P \setminus S_i$ be the lowest point on $\rho(s_i, s_j)$. Then $(s_i, s'')$ is an essential demand contradicting the assumption that $s_i$ was redundant.

Our algorithm iteratively removes redundant points until we arrive at a subset $\tilde{P} \subseteq P$ in which every point is essential. Thus for each point $p \in \tilde{P}$ there exists an essential demand pair. Assign the vertical side of the corresponding demand rectangle that contains $p$ as witness to $p$.

The intersection graph of the witnesses is an interval graph. We claim that it has clique size at most $4$. Assume to the contrary that there exists some point $q$ (not necessarily a demand point) that is contained in $5$ witnesses (each of which has an associated demand point). W.l.o.g. assume that at least $3$ of the associated demand points lie below $q$. Then there exists a witness (with corresponding demand point $s_i$ and demand pair $(s_i, s_j)$) that contains two points (possibly including $s_i$) such that they belong to a different partition than $s_j \in S_j$. This contradicts the fact that the demand pair $(s_i, s_j)$ corresponding to this witness is essential. This implies that there exists an independent set of witnesses of size at least $|\tilde{P}|/4$ and thus a boundary independent set of size at least $|\tilde{P}|/8$. 
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Combining this lemma with Theorem 21 gives the following result.

**Corollary 25.** There is an $O(\log \log n)$-approximation algorithm for $\text{MinGMConn}$ with complete $k$-partite demands.

## G Geometric Demands

In this section, we consider restricted demands that are defined implicitly by geometry. We present improved approximation algorithms for these instances. First, we start with some definition.

**Definition 26.** Let $(P,D)$ be an input to $\text{MinGMConn}$. The input demand $D$ is uniform in $P$ if, for every pair $p, q \in P$, we have a demand $(p, q) \in D$.

The following theorem was proved in Harmon’s thesis [16].

**Theorem 27.** There is a Greedy algorithm that, on input $(P,D)$ with uniform demand, produces a feasible solution of cost at most $2 \cdot \text{OPT}(P,D)$.

**Definition 28.** Let $(P,D)$ be an input to $\text{MinGMConn}$. The input demand $D$ is called disk demand if, for each point $p \in P$, there exists a radius $r_p$ such that, $(p, q) \in D$ if and only if $||p-q||_1 \leq r_p + r_q$.

In other words, the disk demands are the demands that are defined by an intersection graph of disks. A special case that is of interest to us is the following:

**Definition 29.** We say that the input demand $D$ is a unit-disk demand, if there exists a real number $r$ such that $(p, q) \in D$ if and only if $|p-q|_1 \leq r$.

We will use the following lemma in our algorithms to bound the cost.

**Lemma 30.** For any input such that the demand graph $(P,D)$ is connected, $\text{OPT}(P,D) \geq |P| - 1$.

**Proof.** Let $X$ be the set of points added by an optimal solution. Notice that the Manhattan graph $G_P$ has $|P|$ singleton components. However, the Manhattan graph $G_{X \cup P}$ contains a single component. Removing one point from any Manhattan graph can only break one component into at most two smaller components; more formally, for any point set $Y \subseteq \mathbb{R}^2$ and $p \in Y$, we have that the number of components in $G_{Y-p}$ and that in $G_Y$ differs by at most one. Therefore, we must have that $|X| \geq |P| - 1$.

## G.1 Algorithms for Unit-Disk Demand

Here we present an $O(1)$-approximation algorithm. We assume without loss of generality that $D$ is connected; if not, we could apply the same arguments to each connected component separately.

The algorithm has two steps. First, we draw an arbitrary grid $\mathcal{G}$ where the space between consecutive horizontal and vertical grid lines is exactly $r/2$; so each grid-cell is an $(r/2)$-by-$(r/2)$ cell. Assume that no input points lie on any cell boundaries. Let $C$ be a set of grid cells $C$ such that $C$ contains some input point, that is, $C \cap P \neq \emptyset$. For each grid cell $C \in C$, define the points $P_C = P \cap C$ inside the cell and $D_C$ be the induced demands on the points $P_C$. Observe that for any two points $p, q$ in the same cell $C$, we have $||p-q||_1 \leq r$, so a demand $(p, q) \in D_C$. This means that $(P_C, D_C)$ is in fact an instance with uniform demand. We make the following simple observations.
**Observation 2.** \( \text{OPT}(P, D) \geq \sum_{C \in \mathcal{C}} \text{OPT}(P_C, D_C) \).

Next, we define our solution points which consist of the inner points \( S_1 \) connecting the demands \( D_C \) in the same cell \( C \), and the outer points \( S_2 \) connecting the demands \( (p, p') \in D, p \in C \) and \( p' \in C' \) where \( C \) and \( C' \) are two different grid cells. The inner points \( S_1 \) are defined as follows. For each cell \( C \in \mathcal{C} \), we take the solution \( S_1(C) \) that results from Theorem 27, and then \( S_1 = \bigcup_{C \in \mathcal{C}} S_1(C) \). The outer points \( S_2 \) is also a union of \( S_2(C) \). For each grid cell \( C \in \mathcal{C} \), for each point \( p \in C \) that has some demand with some other point in different cell, if a vertical grid line \( L \) (a line drawn at the \( x \)-coordinate \( x(L) \)) is within distance \( r \) from \( p \), we create a point \((x(L), y(p))\) on line \( L \) (in other words, this is a projection of point \( p \) onto line \( L \).) We do the same for each point \( p \in P_C \) and each horizontal grid line \( L \): If \( L \) is within distance \( r \) from \( p \), create a projected point \((x(p), y(L))\). The set \( S_2(C) \) contains, for each \( p \in P_C \), all such projected points from \( p \).

**Lemma 31** (Feasibility). The solution \( S_1 \cup S_2 \) is feasible for \( (P, D) \).

**Proof.** Consider any point \((p, q) \in D\). If \( p \) and \( q \) are in the same cell, we are done since \( S_1 \) would connect them. If \( p \in C \) and \( q \in C' \) for \( C, C' \in \mathcal{C} \), then consider any grid line \( L \) that separates them, so we have that the distance between \( L \) and \( p \) is at most \( r \) and so is the distance between \( L \) and \( q \). Let \( p' \) and \( q' \) be projections of \( p \) and \( q \) on \( L \). We have a Manhattan path \( p \rightarrow p' \rightarrow q' \rightarrow q \). \( \square \)

**Lemma 32** (Cost). \(|S_1| + |S_2| \leq O(\text{OPT}(P, D))\)

**Proof.** From Theorem 27, we have that \(|S_1| \leq 2 \sum_{C \in \mathcal{C}} \text{OPT}(P_C, D_C) \leq 2 \text{OPT}(P, D)\). Next, for points in \( S_2 \), notice that each point \( p \in P \) creates at most 8 projected points, so we have:

\[ |S_2| = \sum_{C \in \mathcal{C}} |S_2(C)| \leq 8 \sum_{C \in \mathcal{C}} |P_C| \leq 8 |P| \leq 8 \text{OPT}(P, D) + 8 \]

The last inequality follows from Lemma 30. \( \square \)

**G.2 General Disks**

Now we show that any instance with disc demand admits an \( O(\log \Delta) \)-approximation where each \( r_p \in [1, \Delta] \). As in the proof of the unit disk case, we may assume that \( G \) is connected and every input-point in \( P \) is part of some demand.

Let \( h, k \) be minimal and maximal integers respectively such that \( 2^h \leq r_p \leq 2^{k-1} \) for all \( p \in P \). Fix grids \( \Gamma_h \subseteq \Gamma_{h+1} \subseteq \ldots \subseteq \Gamma_k \) of sizes \( 2^{h-1}, 2^h, \ldots, 2^{k-1} \) respectively. For every input point, we place 8 points by projecting a point to the two closest grid lines in each direction. We do this for each of the grids adding in total \( 8n(k - h + 1) = O(n \log \Delta) \) many points.

Additionally, we satisfy the demands within a cell of \( \Gamma_h \) as before by applying the greedy algorithm for each cell separately, using at most \( 2 \cdot \text{OPT} \) points. The statement follows, as \( \text{OPT} \geq \frac{n}{2} \) by Lemma 30.

**G.3 Demands with Two Radii**

In this section, we study the disk demands where there are only two different radii \( r_A < r_B \).

**Definition 33.** Let \((P, D)\) be an input to MINGMCONN. The input demand \( D \) is called two-disk demand if the point set \( P \) is partitioned into two subsets \( A \cup B \), such that every point \( p \in A \) has \( r_p = r_A \); otherwise, \( r_p = r_B \) for each \( p \in B \).
Another demand we are interested in is the following:

**Definition 34.** Let \((P, D)\) be an input to MinGMConn. The input demand \(D\) is called *complete bipartite demand* if \(P\) is partitioned into two subsets \(A \cup B\) such that \((p, q) \in D\) if and only if \(p \in A\) and \(q \in B\).

**Lemma 35.** If there is an \(\alpha\)-approximation for the complete bipartite case, then there is an \(O(\alpha)\)-approximation for two-disk demands. This implies an \(O(\log \log n)\)-approximation for two-disk demand.

*Proof.* Let \((P, D)\) be an input such that \(D\) is a two-disk demand without isolated vertices, i.e., every point in \(P\) is part of at least one demand. Define \(D_A = D \cap (A \times A)\) and \(D_B = D \cap (B \times B)\). Using the algorithm for unit-disk demands, we have an algorithm satisfying \(D_A\) and \(D_B\) using at most \(O(\text{OPT}(A, D_A))\) and \(O(\text{OPT}(B, D_B))\) points respectively, which is together \(O(\text{OPT}(P, D))\).

Consider the grid \(G\) of size \(r_B/2\) used to satisfy \(D_B\). For each point \(p\) in \(A\) consider the cell \(C \in C\) that contains that point. As before, \((p, q) \in D\) only for those points \(q \in C'\) such that \(C\) and \(C'\) are in close proximity (that is, constant grid cells away from each other.) By projecting \(p\) in each direction to the two closest grid lines, we use \(O(\text{OPT}(P, D))\) points and satisfy all demand pairs between \(A\) and \(B\) for which both points lie in different grid cells. Within a cell, the remaining demands are complete bipartite. Hence, if we have an \(O(\alpha)\)-approximation for the complete bipartite case we will have a \(O(\alpha)\)-approximation for this case. \(\Box\)