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Abstract
Handling figurative language like irony is currently a challenging task in natural language processing. Since irony is commonly used in user-generated content, its presence can significantly undermine accurate analysis of opinions and sentiment in such texts. Understanding irony is therefore important if we want to push the state-of-the-art in tasks such as sentiment analysis. In this research, we present the construction of a Twitter dataset for two languages, being English and Dutch, and the development of new guidelines for the annotation of verbal irony in social media texts. Furthermore, we present some statistics on the annotated corpora, from which we can conclude that the detection of contrasting evaluations might be a good indicator for recognizing irony.
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1. Introduction

With the arrival of Web 2.0, technologies like social media have become accessible to a vast amount of people. As a result, they have become valuable sources of information about the public’s opinion. What characterizes social media content is that it is often rich in figurative language (Maynard and Greenwood, 2014; Reyes et al., 2013). Handling figurative language represents, however, one of the most challenging tasks in natural language processing. It is often characterized by linguistic devices such as humor, metaphor and irony, whose meaning goes beyond the literal meaning and is therefore often hard to capture, even for humans. Effectively, understanding figurative language often requires world knowledge and familiarity with the conversational context and the cultural background of the conversation’s participants; information that is difficult to access by machines. Verbal irony is a particular genre of figurative language that is traditionally defined as saying the opposite of what is actually meant (Curcó, 2007; Grice, 1975; McQuarrie and Mick, 1996). Evidently, this type of figurative language has important implications for tasks that handle subjective information, such as sentiment analysis (Maynard and Greenwood, 2014). Sentiment analysis involves the automatic extraction of positive and negative opinions from online texts. It goes without saying that its accuracy can be significantly undermined by the presence of irony, as illustrated by Example 1. (extracted from the SemEval-2015 training corpus for Task 11).

(1) It was so nice of my dad to come to my graduation party. #not

Regular sentiment analysis systems will probably classify this tweet as positive, whereas the intended emotion is undeniably a negative one. The hashtag #not indicates the presence of irony in this example. By contrast, in example 2. (taken from Riloff et al. (2013)), there is no explicit indication of irony present. Nevertheless, the irony is noticeable because given our world knowledge, we know that the act of going to the dentist (for a root canal) is typically an unpleasant situation. This clearly contrasts with the positive expression yay, I can’t wait. Considering this contrast, one may assume that the author is not sincere about the expressed sentiment, but rather wants to be ironic.

(2) Going to the dentist for a root canal this afternoon. Yay, I can’t wait.

If we want to push the state-of-the-art in tasks like sentiment analysis, it is important to build computational models that are capable of recognizing irony so that the actual meaning of an utterance can be understood if it is not the same as the expressed one. In the current research, we aim to understand how verbal irony works and how it can be recognized in social media texts. Based on the classic definition of verbal irony, our hypothesis is that the detection of contrasting evaluations might be a good indicator for recognizing it.

The remainder of this paper is structured as follows. Section 2. gives an overview of existing work on defining and modeling verbal irony. Section 3. presents the data collection and annotation. In Section 3.1., we discuss the different steps of our annotation scheme and include some examples, while Section 3.2. shows the results of an inter-annotator agreement study to assess the annotation guidelines. Section 4. elaborates on the annotated corpus; a number of statistics are presented to provide insight into the data. Finally, Section 5. concludes the paper with some prospects for future research.

2. Related Research

There are many different theoretical approaches to verbal irony. Traditionally, a distinction is made between situational and verbal irony. Situational irony is often referred to as situations that fail to meet some expectations (Lucariello, 1994; Shelley, 2001). Shelley (2001) illustrates this with firefighters who have a fire in their kitchen while they are out to answer a fire alarm. A popular definition of verbal irony is saying the opposite of what is meant (Curcó, 2007; Grice, 1975; McQuarrie and Mick, 1996; Searle, 1978). While a number of studies have stipulated some nuances to and shortcomings of this standard approach (Camp, 2012,
When describing how irony works, many studies have come across the problem of distinguishing between verbal irony and sarcasm. To date, there still exists significant diversity of opinion about the definition of verbal irony and whether and how it is different from sarcasm. On the one hand, some studies consistently use one of both terms (Grice, 1975; Grice, 1978; Sperber and Wilson, 1981), or consider both as essentially the same phenomenon (Attardo, 2000; Attardo et al., 2003; Reyes et al., 2013). Camp (2012, p. 625), for example, elaborates a definition of sarcasm that “can accommodate most if not all of the cases described as verbal irony”. On the other hand, a number of studies claim that sarcasm and verbal irony do differ in some respects and throw light upon the differences between the two phenomena, including ridicule (Lee, 1998), hostility and denigration (Clift, 1999), and the presence of a victim (Kreuz and Glucksberg, 1989). Most of the studies that are discussed here use the term verbal irony generally without specifying whether and how it is differentiated from sarcasm. For this reason, our definition does not distinguish between both phenomena, but rather focuses on a particular form of utterance that can cover both expressions described as verbal irony and expressions that are considered sarcastic.

In contrast to linguistic and psycholinguistic studies on irony, computational approaches to modeling irony are less abundant. Utsumi (1996) describes one of the first forays into the computational modeling of irony. However, their approach assumes an interaction between the speaker and the hearer of irony, which makes it difficult to apply it as a computational model for handling online texts. Nevertheless, with the proliferation of Web 2.0 applications and the considerable amount of data that has come available, irony modeling has received increased interest from the domain of natural language processing. Carvalho et al. (2009) explore the identification of irony through oral and gestural clues in text, including laughter, punctuation marks and onomatopoeic expressions. The authors report accuracies ranging from 45 to 85%. Veale and Hao (2010) propose an algorithm for separating ironic from non-ironic similes. Based on commonly used words and frequent structures in ironic similes, the algorithm manages to identify 87% of the ironic similes. Davidov et al. (2010) build a pattern-based classification algorithm to identify irony in Twitter and Amazon. Reyes et al. (2013) build a classifier to distinguish between ironic and non-ironic tweets. Their approach is based on different four types of features (viz., signatures, unexpectedness, style, and emotional scenarios) and the results are promising: the classifier obtains F-scores of up to 62% and 76% with an imbalanced and a balanced distribution, respectively. Similarly to the work of Reyes et al. (2013), Barbieri and Saigon (2014) investigate the identification of ironic tweets among a set of tweets about a particular topic (viz., education, humor and politics). The authors cast the automatic detection of ironic tweets as a classification problem and make use of a series of lexical features carrying information about word frequency, style (i.e., written vs- spoken), intensity, structure, sentiments, synonyms, and ambiguity. The analysis reveals that their system outperforms a bag-of-words approach when cross-domain experiments are carried out, but not when in-domain experiments are conducted. Kunnenman et al. (2015) constructed a Dutch dataset of tweets. By making use of word n-gram features, their system manages to detect 87% of the ironic tweets in the test set. A careful analysis of the system’s output reveals that linguistic markers of hyperbole (e.g., intensifiers) are strong predictors for irony.

To date, most computational approaches to model irony are corpus-based and make use of categorical labels, such as #irony assigned by the author of the text. To our knowledge, no guidelines have yet been developed for the more fine-grained annotation of verbal irony in social media content without relying on hashtag information. In this research, we focus on irony modeling in English and Dutch Twitter messages. In accordance with the standard definition, we define irony as an evaluative expression whose polarity (i.e., positive, negative) is changed between the literal and the intended evaluation, resulting in an incongruence between the literal evaluation and its context. This definition integrates a number of aspects that are identified as inherent to verbal irony across various studies, including its implicit and evaluative character (Attardo, 2000; Grice, 1975; Kreuz and Glucksberg, 1989; Wilson and Sperber, 1992). Our definition is similar to that of Burgers (2010) in that the irony affects the polarity expressed in the literal and the intended meaning. Unlike Burgers (2010), we prefer the term polarity change to polarity reversal since the expressed sentiment in an ironic statement can also be stronger or less strong (in ironic hyperbole and understatement, respectively) than the intended one.

### 3. Data Collection and Annotation

Most current approaches to modeling irony make use of publicly available social media data including tweets and product reviews (Carvalho et al., 2009; Davidov et al., 2010; Kunnenman et al., 2015). In the case of tweets, classification algorithms are often based on corpora that are built from tweets labeled with hashtag synonyms of #irony or #sarcasm. For the current research, a Twitter dataset was constructed for two different languages, being English and Dutch. Both corpora were collected with the hashtags #irony, #sarcasm (#ironie and #sarcasme in Dutch) and #not. We are aware, however, that irony may also be realized in tweets without any irony-related hashtag. Since no annotation guidelines for verbal irony are available to our knowledge, we elaborated a scheme that presents the different steps for annotating irony in social media text (Van Hee et al., 2015). The scheme allows i) to identify ironic instances in which a polarity change takes place and ii) to indicate contrasting text spans that realize the irony. The following three main annotation steps are taken:

---

2http://twitter.com

3http://twitter.com
1. Based on the definition, indicate for each text whether it is ironic, possibly ironic or not ironic.

2. If the text is ironic:
   - Indicate whether an irony-related hashtag (e.g., #not, #sarcasm, #irony) is required to notice the irony.
   - Indicate the harshness of the irony on a two-point scale (0-1).

3. Annotate contrasting evaluations.

Further details for each annotation step are provided in Section 3.1.

3.1. Annotating Irony in Social Media Text

As a first step in the annotation process, the annotators annotated each tweet as ironic, possibly ironic or non-ironic. According to this annotation scheme, a tweet is considered ironic if it presents a polarity change between the literal and the intended evaluation. The evaluation polarity can be changed in three ways: by using (i) opposition (i.e., the literal evaluation is opposite to the intended evaluation), (ii) hyperbole (i.e., the literal evaluation is stronger than the intended evaluation) or (iii) understatement (i.e., the literal evaluation is less strong than is intended). When annotating irony, annotators thus look for contrasting evaluations. This contrast can be realized by explicit and implicit evaluations (i.e., expressions whose polarity can be inferred through contextual clues and common sense or world knowledge), as irony tends to be implicit (Burgers, 2010).

Figures 1 and 2 show the annotation of contrasting evaluations in brat. The contrast is realized by means of an opposition and a hyperbole, respectively.

![Figure 1: Brat annotation of contrasting (opposition) evaluations.](image1)

![Figure 2: Brat annotation of contrasting (hyperbole) evaluations.](image2)

In the first sentence, cannot wait is a literally positive evaluation (intensified by an exclamation mark). It is contrasted by the act of going to the dentist, which stereotypically is perceived as unpleasant and thus implicitly carries a negative sentiment. The expression super talented in Figure 2 is hyperbolic.

What characterizes Twitter messages is the use of hashtags. Sometimes, these hashtags act as the written equivalent of nonverbal expressions that are used in oral conversations. In the case of irony, the tweet text itself is sometimes not sufficient to notice that the author is being ironic. In other words, only the presence of a hashtag indicates that irony is being used. Figure 3 presents an example where the polarity change is only noticeable by the presence of the hashtag #sarcasm. Annotators indicated this with a red mark.

As mentioned earlier, our definition does not distinguish between irony and sarcasm. However, the annotation scheme allows to signal variants of verbal irony that are particularly harsh (i.e., carrying a mocking or ridiculing tone with the intention to hurt someone), as shown in Figure 4.

![Figure 3: Brat annotation of contrasting evaluations when an irony hashtag is needed.](image3)

![Figure 4: Brat annotation of an evaluation that is harsh.](image4)

Tweets that contain some other form of irony than the one described by our definition were annotated as possibly ironic (see Figures 5 and 6). This category encompasses two subcategories, being situational irony and other. The intuition behind this more fine-grained distinction is that there exist other realizations of verbal irony than the ones carrying contrasting evaluations, one of them being descriptions of ironic situations (i.e., situational irony). The category other encompasses the instances of which the annotators intuitively thought that irony was present, although no polarity change was perceived or no evaluations were present whatsoever.

![Figure 5: Brat annotation of a possibly ironic tweet.](image5)

![Figure 6: Brat annotation of a possibly ironic tweet describing situational irony.](image6)

Despite of having an irony-related hashtag, tweets were considered non-ironic if they do not contain any indication of irony. Additionally, the non-ironic category encompasses tweets in which an irony-related hashtag functions as a negator (e.g., #not) or is used in a self-referential meta-sentence, as shown in Figure 7.

![Figure 7: Brat annotation of a non-ironic tweet.](image7)
3.2. Inter-annotator Agreement

Both corpora were entirely annotated by students in Linguistics and all annotations were done using the brat rapid annotation tool (Stenetorp et al., 2012). A preliminary inter-annotator agreement study was conducted to assess the guidelines for usability and in particular whether changes or additional clarifications were recommended. We calculated inter-annotator agreement statistics based on four annotations. Firstly, we focused on the identification of a tweet as ironic, possibly ironic or non-ironic (irony 3-way). Secondly, we merged the categories possibly ironic and non-ironic into one category versus the category ironic (irony binary). Thirdly, we tested the agreement on the decision whether a hashtag is needed to understand the irony. Finally, we calculated the inter-annotator agreement for the identification of contrasting evaluations. Table 1 presents the results of the first inter-annotator agreement study. Based on this study, some changes were made to the annotation scheme (e.g., a refinement of the definition, the instruction to include verbs in the evaluation text span).

A second inter-annotator agreement study was conducted on a subset of the corpus to assess whether the annotation scheme can be reliably applied to real-world data. For both the English and the Dutch datasets, a subset of the corpus (100 instances) was independently annotated by three annotators with a background in Linguistics.

As shown in Table 2, we averaged the inter-annotator agreement scores of all annotator pairs. We used Cohen’s Kappa (Cohen, 1960), which measures inter-rater agreement for categorical labels and takes chance agreement into account. The results of this study show an acceptable level of agreement between the annotators with scores ranging from moderate to substantial.

| irony | irony | hashtag | polarity |
|-------|-------|---------|----------|
| 3-way | binary | indication | contrast |
| 0.55  | 0.65  | 0.62    | 0.57     |

Table 1: Kappa scores for the first inter-annotator agreement study.

| irony | irony | hashtag | polarity |
|-------|-------|---------|----------|
| 3-way | binary | indication | contrast |
| English | 0.72  | 0.72  | 0.67    | 0.64     |
| Dutch  | 0.77  | 0.84  | 0.60    | 0.63     |

Table 2: Kappa scores for all annotator pairs.

4. Corpus Analysis

In total, 3,000 and 3,179 tweets were annotated for English and Dutch, respectively. Figures 8 and 10 present the statistics for the distribution of the data based on the three main annotation categories, for English and Dutch. As can be inferred from the charts, respectively 57% and 74% of the English and Dutch posts were labeled as ironic according to our definition. In 99% of the cases, irony was realized by means of an opposition between the intended and the expressed evaluation. In only 1% of the ironic tweets, the polarity change was realized through a hyperbole or an understatement. Figures 9 and 11 show that in about half of the ironic tweets, the irony could not be perceived if there had not been an irony-related hashtag (cf. Figure 3). When we investigate the annotation concerning harshness, we observe that about one third of the English and Dutch ironic tweets (31% and 37%, respectively) is considered to be harsh.

Although a major part of the corpus is annotated as ironic, it is interesting to observe that more non-ironic instances were identified in the English corpus when compared to the Dutch corpus (19% versus 6%). We see a number of possible explanations for this difference. Firstly, the hashtag #not occurs more frequently (about twice as much) in the non-ironic English tweets than in the non-ironic Dutch tweets. This can be explained by the fact that in English, the word not has also a grammatical function (e.g., Had no sleep and have got school now #not happy). Secondly, and in line with this observation, their might be an age effect causing some users to write more hashtags than others (for instance #not instead of the regular not). As a matter of fact, statistics on the Twitter demographics in the Netherlands and the United States show that the largest group of Twitter users in the Netherlands is aged between 45 and 54 years, while the largest group of Twitter users in the US is a

4The annotators for the English corpus also annotated the Dutch corpus. All were Dutch native speakers and Master’s students in English.
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lot younger (between 18 and 24 years)\textsuperscript{6}. Finally, for the annotators having Dutch as their native language, it might have been more difficult to recognize irony in an English corpus when compared to the Dutch corpus. Also noteworthy is the different distribution in the category possibly ironic between the two corpora. As is shown in table 3, descriptions of situational irony occur more frequently in the English corpus than in the Dutch one. By contrast, the proportion of tweets labeled as other is larger in the Dutch corpus than in the English corpus. Here as well, we might see an effect of the annotators having Dutch as their mother tongue. Hence, they may have more intuitive sense that irony is being used in Dutch text when compared to English text.

Table 3: Statistics of the English and Dutch annotated corpora.

|            | Dutch         | English        |
|------------|---------------|----------------|
| Total      | non-ironic    | non-ironic     |
|            | total         | total          |
| ironic     | possibly ironic | ironic     |
| situational irony | other verbal irony | situational irony | other verbal irony |
| 2,339      | 496           | 1,703          | 422          |
| 192        | 3,179         | 576            | 3,000        |

More concretely, tweets that are not labeled as ironic by human judges (in spite of having a hashtag denoting irony) will be removed from the positive corpus. Another important objective of our guidelines is to identify specific text spans that realize the irony and hence to explore aspects of verbal irony that are susceptible to computational analysis. An inter-annotator agreement study showed an acceptable agreement among the annotators, which asserts the validity of our guidelines. Section 4. elaborates on the annotated datasets and presents some corpus statistics for both the English and the Dutch datasets. The statistics show that in a major part of the corpora, the irony is realized through contrasting evaluations, which means that this might be a good indicator for recognizing irony.

In future work, we will conduct a more elaborate analysis of the annotated corpora to explore i) how verbal irony is realized when no contrasting evaluations are present (i.e., the tweets in the category other and ii) whether there exists any consistency in what is perceived as harsh and what is not. Furthermore, we will explore the feasibility to automatically detect ironic utterances based on a polarity contrast, for which the annotated data will serve as a training corpus.

5. Conclusion and Future Work

We constructed a dataset of about 3,000 tweets for two languages, being English and Dutch, based on a set of irony-related hashtags. We presented a new annotation scheme for the textual annotation of verbal irony in social media text. The guidelines allow to distinguish between ironic, possibly ironic and non-ironic tweets. As the data is human-labeled, we can limit the amount of noise that is introduced when aggregating ironic data based on hashtags.

More concretely, tweets that are not labeled as ironic by human judges (in spite of having a hashtag denoting irony) will be removed from the positive corpus. Another important objective of our guidelines is to identify specific text spans that realize the irony and hence to explore aspects of verbal irony that are susceptible to computational analysis. An inter-annotator agreement study showed an acceptable agreement among the annotators, which asserts the validity of our guidelines. Section 4. elaborates on the annotated datasets and presents some corpus statistics for both the English and the Dutch datasets. The statistics show that in a major part of the corpora, the irony is realized through contrasting evaluations, which means that this might be a good indicator for recognizing irony.

In future work, we will conduct a more elaborate analysis of the annotated corpora to explore i) how verbal irony is realized when no contrasting evaluations are present (i.e., the tweets in the category other and ii) whether there exists any consistency in what is perceived as harsh and what is not. Furthermore, we will explore the feasibility to automatically detect ironic utterances based on a polarity contrast, for which the annotated data will serve as a training corpus.
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