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Fallback supernovae and the collapsar scenario for long-gamma ray burst and hypernovae have received considerable interest as pathways to black-hole formation and extreme transient events. Consistent simulations of these scenarios require a general relativistic treatment and need to deal appropriately with the formation of a singularity. Free evolution schemes for the Einstein equations can handle the formation of black holes by means of excision or puncture schemes. However, in constrained schemes, which offer distinct advantages in long-term numerical stability in stellar collapse simulations over well above 10⁴ light-crossing time scales, the dynamical treatment of black-hole spacetimes is more challenging. Building on previous work on excision in conformally flat spacetimes, we here present the implementation of a black-hole excision scheme for supernova simulations with the CoCoNuT-FMT neutrino transport code. We describe in detail a choice of boundary conditions that ensures long-time numerical stability, and also address upgrades to the hydrodynamics solver that are required to stably evolve the relativistic accretion flow onto the black hole. The scheme is currently limited to a spherically symmetric metric, but the hydrodynamics can be treated multi-dimensionally. For demonstration, we present a spherically symmetric simulation of black-hole formation in an 85 M⊙ star, as well as a two-dimensional simulation of the fallback explosion of the same progenitor. These extend past 9 s and 0.3 s after black-hole formation, respectively.

I. INTRODUCTION

Typically the final iron core collapse of massive stars eventually results in the formation of a neutron star and a supernova explosion [1]. In a substantial fraction of massive stars, however, iron core collapse will lead to black hole formation. Observations of supernova progenitors indicate that red supergiants with initial masses above 15–18 M⊙ will collapse quietly to black holes [2, 3], and there is now even direct evidence for the disappearance of a red supergiant of ~25 M⊙ [4]. In some cases, black hole formation may not proceed quietly, however. It has long been theorized that the formation of black holes with an accretion disk during the collapse of rapidly rotating massive stars may lead to powerful “hypernova” explosions and long gamma-ray bursts [5, 6] (collapsar scenario). Furthermore, black holes may be formed, regardless of progenitor rotation, if an incipient supernova explosion is not sufficiently energetic to eject the entire stellar envelope and a substantial fraction of the envelope under-
lapses disks and, in particular, fast relativistic outflows. A rigorous relativistic treatment is also required for accurate predictions of the gravitational wave signal from black-hole formation in core-collapse supernovae.

For this reason, there have only been few efforts to consistently simulate collapsars and fallback supernovae through black hole formation in full general relativity. Many simulations of fallback supernovae stop when a black hole is formed, regardless of whether the spacetime was treated in full general relativity \[15\] or using approximate pseudo-Newtonian gravity \[16,17\] up to that point. Chan et al. \[7\], Chan and Müller \[8\] mapped from a relativistic simulation (in the conformally flat approximation \[18,20\]) up to black hole formation to a Newtonian moving mesh code to follow the long-term evolution of fallback supernovae. Two studies have presented axisymmetric (2D) general relativistic simulations beyond black hole formation based on a puncture method, employing either multi-group flux-limited diffusion or \[10\] or a simpler, gray transport scheme \[21\]. While models of collapsars and long gamma-ray bursts \[e.g.\ 22,24\] have long moved beyond the use of modified Newtonian gravity in early studies \[5\], they commonly bypass the pre-collapse phase altogether and insert a black hole at the beginning.

In order to circumvent the problem of numerical singularities or grid stretching in singularity avoiding slicings, two classes of methods have been developed to evolve black hole spacetimes in numerical relativity. Puncture methods \[12,25\] factor out the singular parts of the spacetime from the regular parts. The singular parts are dealt with analytically while the regular parts are allowed to evolve numerically \[26,27\]. On the other hand, excision techniques involve removing a section of the spacetime and imposing boundary conditions on the excised surface \[11,28\]. Applications of puncture and excision schemes have largely been confined to hyperbolic evolution schemes.

Since core-collapse supernovae typically need to cover several $10^6$ light-crossing time scales of the compact object or more, it has been popular to resort to the conformal flatness condition as an elliptic formulation of the Einstein equations for this problem \[29,30\]. While CFC is exact only in spherical symmetry, it enables stable long-term evolution by solving the elliptic constraint equations directly. The CFC approximation is also a stepping stone towards the fully constrained formalism (FCF) \[31\], a non-approximate elliptic-hyperbolic formulation of the Einstein equations in the generalized Dirac gauge. Because of their stability properties and suitability for long-time simulations, adapting such constrained schemes to black hole spacetimes is a major desideratum. However, the elliptic nature of the constraint equations poses challenges in formulating excision or puncture schemes for constrained formulations. Building on earlier work around excision for the black hole initial data problem \[32,34\], an excision scheme based on CFC/FCF was formulated for spherically symmetric spacetimes by Cordero-Carrion et al. \[35\] and applied to several test cases (static black holes, scalar field collapse, collapse of an isolated neutron star). However, the scheme is yet to be applied in full core-collapse supernova simulations with neutrino transport.

In this paper, we implement a modified version of the excision scheme of Cordero-Carrion et al. \[35\] in the CoCoNuT-FMT supernova code. We also present results from simulations of black-hole formation during the collapse of a massive star in spherical symmetry and in axisymmetry (with a spherically symmetric metric) to demonstrate the excision scheme in practice.

Our paper is structured as follows. In Section II, we review the CFC approximation and describe the boundary conditions for the excision scheme, including modifications from the original formulation of Cordero-Carrion et al. \[35\]. Section III provides further details on the numerical implementation of the boundary condition and the solution of the elliptic equations that are specific to CoCoNuT-FMT and more peripheral to the excision method per se. Section IV describes modifications to the hydrodynamics modules of the CoCoNuT-FMT code, which are required to stably model accretion flow across the black hole horizon. In Section V, we present the results of a spherically symmetric (1D) core-collapse supernova simulation of an 85$M_{\odot}$ star. Finally, we show results from an axisymmetric (2D) simulation of a fallback supernova (using the same progenitor) with the excision scheme in Section VI.

Throughout this paper we use geometrized units: $G = c = 1$. Greek indices run from 0 to 3 while Latin indices run from 1 to 3.

II. METRIC EQUATIONS AND EXCISION SCHEME

A. 3+1 Formalism in the conformal flatness approximation

For the numerical solution of dynamical problems, the Einstein equations must be formulated as an evolution problem using spacelike or null foliations. We start from the 3+1 formalism \[36,37\], in which the four-dimensional spacetime is foliated into a continuous sequence of three-dimensional spacelike hypersurfaces. This foliation induces a metric with line element,

$$ds^2 = -\alpha^2 dt^2 + \gamma_{ij}(dx^i + \beta^i dt)(dx^j + \beta^j dt),$$

where $\alpha$ is the lapse function, $\beta^i$ is the shift vector, and $\gamma_{ij}$ is the three-metric on the spacelike hypersurfaces. In this work, we adopt the approximation that the spatial metric is conformally flat (conformal flatness condition, CFC) \[19\] and spherically symmetric (although when assuming spherical symmetry, the former assumption ceases to be an approximation and is just a choice of...
The CFC approximation for relativistic gravity has been used extensively in various general relativistic hydrodynamics codes for many years [23, 33, 34].

The CFC approximation reduces the Einstein equations to a set of elliptic constraint equations. In spherical polar coordinates, the CFC metric is given by,

\[ g_{\mu\nu} = \begin{pmatrix} -\alpha^2 + \beta_i \beta^i & \beta \gamma & \beta \phi & \beta \rho \\ \beta_1 & \phi^4 & 0 & 0 \\ \beta_2 & 0 & \phi \beta^2 & 0 \\ \beta_3 & 0 & 0 & \phi^4 \rho^2 \sin^2 \theta \end{pmatrix}. \] (2)

To determine the conformal factor, \( \phi \), in addition to the lapse, \( \alpha \), and shift vector, \( \beta^i \), the Hamiltonian constraint and momentum constraint are supplemented by a gauge condition, namely maximal slicing, which requires that the trace of the extrinsic curvature \( K_{ij} \) should vanish,

\[ K = \gamma^{ij} K_{ij} = 0. \] (3)

This results in a set of three coupled elliptic equations that describe the spacetime in the presence of a given stress-energy tensor, determined by the matter energy, momentum and stresses at a given time:

\[ \Delta \phi = -2\pi \phi^{-1} \left[ E^* + \frac{\phi^6 K_{ij} K^{ij}}{16\pi} \right], \] (4)

\[ \Delta(\alpha \phi) = 2\pi \alpha \phi^{-1} \left[ E^* + 2S^* + \frac{7\phi^6 K_{ij} K^{ij}}{16\pi} \right], \] (5)

\[ \Delta \beta^i + \frac{1}{3} \nabla^i \nabla_j \beta^j = 16\pi \alpha \phi^{-2} (S^*)^i + 2\phi^{10} K^{ij} \nabla_j \alpha \phi^{-1}, \] (6)

where \( E^* \), \( S^* \) and \( (S^*)^i \) are the conformally rescaled energy density, trace of the stress tensor, and momentum density respectively (which are conserved hydrodynamic variables). The flat-space Laplacian is denoted by \( \Delta = \nabla^i \nabla_i \) where \( \nabla^i \) is the flat space three-metric. At spatial infinity, the metric is flat, meaning \( \phi \to 1 \), \( \alpha \to 1 \) and \( \beta^i \to 0 \). Also note that spherical symmetry causes the angular components of the shift to be zero, i.e., \( \beta_\theta = \beta_\phi = 0 \), as well as the off-diagonals of the extrinsic curvature. In our code, we use a fixed-point iteration [41] based on a multipole expansion [42] for the scalar and vector Poisson equations. The vector Poisson equation for the shift is reduced to scalar Poisson equations following Grandclément et al. [43]. In general, the source terms on the right hand sides are dominated by terms containing hydrodynamic quantities; only for strong gravitational fields do the strongly non-linear curvature terms (e.g. \( K_{ij} K^{ij} \)) become significant.

Prior to black hole formation, the extended CFC (XCFC) formalism of [23] is used as it is robust against the uniqueness issue which sometimes plagues the original CFC approach (Equations [4], [5] and [6]). We prefer not to use the XCFC after black hole formation as it introduces an auxiliary vector \( X^i \), which is difficult to define a boundary condition for. We observe no issues with the uniqueness of the solution in the simulation results.

### B. Boundary conditions for the metric variables

To extend our supernova code, CoCoNuT-FMT, to simulations beyond black hole formation, we follow Cordero-Carrión et al. [35] and perform excision of a spherical region inside the PNS core by imposing suitable boundary conditions on the metric variables at the excision surface. This excision surface lies strictly within the apparent horizon once it forms. The boundary conditions for \( \phi, \alpha \) and \( \beta^j \) respectively, in the original formulation,

\[ \partial_t \phi = -\beta^k \nabla_k \phi + \frac{\phi}{6} \nabla_k \beta^k, \] (7)

\[ \alpha = \frac{\phi^6 (L \beta)^{ij} \pi_{ij}}{2 \tilde{A}^j s_i s_j}, \] (8)

\[ \beta^i s_i = \text{constant}, \] (9)

where \( s_i \) is an outward-directed spacelike unit vector normal to the excision surface, \( (L \beta)^{ij} := D^i \beta^j + D^j \beta^i - \frac{3}{2} \delta^{ij} D_k \beta^k \) and \( \tilde{A}^j \) is the conformally rescaled extrinsic curvature, i.e., \( \tilde{A}^j = \phi^{10} K^j \). Unless otherwise noted, boundary conditions are implied to apply on the excision surface only. We evolve \( \tilde{A}^j \) according to the time evolution equation as given by Cordero-Carrión et al. [44]. Under the assumption of spherical symmetry only the component \( \tilde{A}^{rr} \) has an effect on the boundary conditions and it suffices to integrate,

\[ \frac{\partial \tilde{A}^{rr}}{\partial t} = \beta^r \partial_r \tilde{A}^{rr} + \frac{5}{3} \tilde{A}^{rr} \left( \frac{2}{r} \beta^r + \partial_r \beta^r \right) - 2 \tilde{A}^{rr} \partial_r \beta^r + \frac{2 N \phi^{-6} (\tilde{A}^{rr})^2}{3} - 8\pi N \phi^6 \left( \phi^4 S^{rr} - \frac{S}{3} \right) \]

\[ + \frac{16}{3} N (\partial_r \phi)^2 + \frac{16}{3} \phi \partial_r \phi \partial_r N \]

\[ - \frac{2}{3} \left( \phi \Delta (N \phi) + N \phi \Delta \phi + 2 \partial_r \phi (\phi \partial_r N + N \partial_r \phi) \right), \] (10)
where $S_{rr}$ is the $rr$ component of the stress energy tensor, and $S$ is its trace.

The set of equations (7) - (9) represent one possible gauge choice for the elliptic system. Equation (7) comes from the kinematic relations of Bonazzola et al. [31]. Equation (8) is the result of imposing conformal flatness, hence this relation (or some equivalent equation) is a required feature in the boundary conditions; see Equation (2.14) in Cordero-Carrón et al. [35]. Equation (9) is a choice of gauge. It is possible to make an alternative gauge choice and, indeed, we find a modified gauge condition offers better numerical stability when combined with our hydrodynamics code. Specifically, we find the original boundary conditions to be sensitive to errors in the evolution of $A^{ij}$, and that they can become unstable if $A^{ij} \to 0$. Furthermore, while these boundary conditions do preserve the inward direction of the characteristics of the metric equations inside the apparent horizon, we find that null-characteristics are often produced outside the excision boundary, prompting the boundary to move outward over a duration of hundreds of milliseconds until it encompasses most of the grid (i.e. the apparent horizon becomes thousands of kilometers in radius). This behaviour is not desirable from a numerical point of view. Furthermore, we do not find good long-term conservation of the ADM mass with the original scheme if there is ongoing accretion onto the black hole over time scales of hundreds of milliseconds (as opposed to the test cases in [35], which quickly settled to a vacuum black hole spacetime).

In theory, the excision radius could be kept constant, which may produce a more realistic metric evolution for the original boundary conditions, however this would necessitate being able to handle the extremely relativistic flows near the centre of the grid. CoCoNuT is unable to accurately model hydrodynamics under these conditions and hence, the excision surface must be moved outward where possible, for any set of boundary conditions.

To resolve these issues, we use new boundary conditions for the lapse and radial component of the shift vector on the excision surface. Respectively, these are,

$$\frac{\alpha}{\phi^2 \beta^r} = \text{const.}$$  \hspace{1cm} (11)

$$\hat{\gamma}^{ik} \nabla_k \beta^i + \hat{\gamma}^{kj} \nabla_k \beta^i - \frac{2}{3} \hat{\gamma}^{ij} \nabla_k \beta^k = 2\alpha \phi^{-6} \hat{A}^{ij}. \hspace{1cm} (12)$$

We also change the boundary condition for the conformal factor to explicitly guarantee conservation of the ADM mass, or rather an appropriate change of the ADM mass according to the energy flux through the outer boundary of the grid. The boundary condition for $\phi$ thus changes from a boundary condition on the excision surface to a condition on the outer boundary,

$$\phi'(R) = -\frac{M_{\text{ADM}}}{2R^2}.$$  \hspace{1cm} (13)

where $M_{\text{ADM}}$ is the ADM mass (see [31]), $\beta^r$ is the radial derivative of $\phi$ and $R = 10^{19} \text{ cm}$ is the radius of the outer boundary of the grid. An inner boundary is not required as the solution for $\phi$ is fully determined by the outer boundary condition and the sources on the grid. Equation (10) is still used to evolve $\hat{A}^{ij}$ in each timestep. The motivation behind each of these changes is explained in more detail in the following two sections.

1. Reformulated boundary condition: Lapse and shift

The constraint from the hyperbolic sector imposed in Equation (9) can be trivially rearranged to produce Equation (12), which acts as a boundary condition for $\beta^r$. Some form of this condition must be present in any form of the boundary conditions. This leaves the freedom to manually set the lapse function, instead of the radial component of the shift vector. It is possible, and perhaps is most simple, to impose a constant value of the lapse on the excision boundary, $\alpha(R_{\text{AH}}) = \text{const.}$; set such that $\alpha$ is smooth and continuous in time over the transition from non-excised to excised regimes. While this is the obvious choice, we find that this gauge can fail to preserve the inward-pointing nature of outward-directed light rays inside the apparent horizon. This means that the apparent horizon can vanish if the metric functions, and specifically the boundary conditions, adjust such that,

$$\frac{\alpha}{\phi^2} - \beta^r > 0$$  \hspace{1cm} (14)

inside the excised region. Here the LHS is just the coordinate velocity of radial outward-directed light rays. It is helpful then to consider an inner boundary condition for the lapse function where the “outgoing” null characteristic still point inward at the excision surface. We find that this can be achieved by maintaining the ratio $\alpha/(\phi^2 \beta^r)$, as per Equation (11), where its value is set, once again, by continuity over the transition to the excised metric.

Tests with this boundary condition for the lapse function demonstrated that it prevents instabilities in the metric equations which can otherwise occur if the light cone at the excision surface is not properly pointing inward any more due to the adjustment of the metric as material accretes onto the black hole. It is also simple to implement, and does not involve any derivatives, which makes it efficient to compute and less prone to numerical accuracy problems under the restriction of finite spatial resolution.

The shift vector is now constrained by a Robin boundary condition on the excision surface. We find no particular issues with imposing this boundary condition.

2. Reformulated boundary condition: Conformal factor

We now turn our attention to the boundary condition for the conformal factor, $\phi$. In the original scheme, $\phi$ on the excision boundary is governed by the time evolution equation (7). This approach produces a stable simulation
which performs well in almost every regard. However we found that, using Equation (7), the ADM mass may not be conserved well numerically. The ADM mass, as given by Gourgoulhon [15], is,

$$M_{\text{ADM}} = \frac{1}{16\pi} \lim_{S \to \infty} \int_S (\nabla^i \gamma_{ij} - \nabla_i (J^{kl} \gamma_{kl})) s^i \sqrt{q} \, dy^2,$$

(15)

where $S$ is typically taken as a sphere with induced surface element $\sqrt{q} \, dy^2$ and $s^i$ is an exterior-pointing unit normal to $S$.

Using Equation (7) for the time evolution of $\phi$ on the excision surface produces a steady decline in the ADM mass post-excision, likely partially due to numerical inaccuracies in the metric or matter evolution. This is undesirable as it is analogous to a spurious loss of inertial mass, and hence may affect the dynamics of the collapsing star outside the excision region. This may impact, e.g., the trajectory of the shock in a prompt fallback scenario and generally invalidate the simulation results.

As shown in more detail in Appendix A, ADM mass conservation requires a close cancellation of terms that are of order $\beta^r M_{\text{ADM}}/r^2_{\text{AH}}$ individually. With $\beta^r \sim 0.1$ at the horizon, even a small relative error of $10^{-3}$-$10^{-4}$ will lead to a change of $O(M)$ over $10^4$-$10^5$ light-crossing time scales as required for realistic simulations of black-hole forming supernovae. As a result, Equation (7) is very sensitive to the discretisation error of numerical derivatives and hydrodynamic sources on the excision boundary. Specifically, ADM mass conservation depends critically on the numerical accuracy of the solution for $\beta^r$ and hence on the time evolution of $\hat{A}^{ij}$, which enters the boundary condition for $\beta^r$. Currently, a mix of upwind and centred discretisations are used for the evolution of $\hat{A}^{ij}$, with, for example, the first method treated with an upwind scheme. Tests with potentially more accurate discretisation schemes, such as semi-implicit time integration or a higher-order, five-point stencil for the spatial derivatives in Equation (10), did not yield any noticeable improvements, however.

The consequence of this is that we are not able to achieve the required accuracy in each of the three terms listed previously, and hence the evolution of $\phi$ is inaccurate. This causes the ADM mass to drift.

To prevent this, we instead adopt an ADM-mass conserving scheme for $\phi$, which explicitly holds the ADM mass constant (except for changes due to any energy flux through the outer boundary) by imposing a new boundary condition at the outer boundary of the grid. To obtain this boundary condition we start by rewriting Equation (15) in a simpler form for the current case of a spherically symmetric CFC metric. In spherical symmetry, and with $\gamma_{ij}$ as previously identified, the expression is simplified to

$$M_{\text{ADM}} = -2 \lim_{r \to \infty} \phi^5 (\partial_t \phi) r^2.$$

(16)

In practice, we cannot evaluate this beyond the largest radius in the grid, although in many cases the outer bound-

ary serves as an acceptable proxy for a surface at infinity. A more rigorous solution is obtained by considering that, outside the grid, the energy density and curvature terms in Equation (7) are small and decay sufficiently fast such that an analytic solution is available: $\phi = c_1 r^{-1} + c_2$. Matching this solution to the outer boundary of the grid with $c_1$ and setting $c_2 = 1$ for the correct asymptotic behaviour enables us to approximate the ADM mass at spatial infinity:

$$M_{\text{ADM}} = -2 R^2 \phi'(R),$$

(17)

where $R$ is the radius of the outer boundary and $\phi'$ is the radial derivative of $\phi$.

Equation (13) is the new boundary condition, and acts to fix the radial derivative of $\phi$ on the outer boundary of the grid. This replaces the original boundary condition on the excision surface, Equation (7). There is no tension between this approach and Equation (7) since the evolution of $\phi$ between the two methods must agree analytically, but explicitly imposing ADM mass conservation helps to improve the numerical accuracy of the metric evolution due to better agreement with physical conservation laws.

The ADM mass of the star is expected to gradually decrease by a small amount due to energy losses from neutrinos streaming out of the star (and out of the numerical grid). Since the ADM mass can be expressed as a surface integral at spatial infinity, these neutrinos should always be included as they are always within this surface; however, since they cannot be accounted for once they leave the grid, and only the ADM mass on the grid is relevant, the ADM mass contribution of these neutrinos is removed once they cross the outer boundary. Similarly, material from outer layers of the star falling inwards through the outer boundary will contribute a small increase in ADM mass. In good approximation, this amounts to

$$\frac{\partial M_{\text{ADM}}}{\partial t} = \oint_S \left( \mathbf{F}_n + \mathbf{F}_m \right) \cdot d\mathbf{A},$$

(18)

where $S$ is the outer surface of the numerical grid with surface element $dA$, neutrino flux $\mathbf{F}_n$ and matter flux $\mathbf{F}_m$. This neglects, for example, the contribution of mass outside the grid and small relativistic effects, but is justifiable because of the large radius of the grid boundary which allows us to apply familiar notions of energy conservation. In practice, the neutrino flux across the outer grid boundary is small after black hole formation as the density of the infalling material outside the horizon (and hence the neutrino emission rate) is considerably lower than during the proto-neutron star phase. Nonetheless, the effect is included by decreasing the fixed ADM mass by the neutrino energy flux through the outer boundary. While the matter flux increases with time as the collapse of the outer layers accelerates, it is initially an order of magnitude less than the neutrino flux.
C. Apparent horizon finder

The boundary conditions for the lapse and shift are enforced on a spherically symmetric shell – the excision surface. The radius of this shell is determined by the requirement that it be inside the apparent horizon of the nascent black hole. The mathematical condition for an apparent horizon (marginally trapped surface) is that the expansion, \( \Theta \), of outgoing null congruences should vanish, \[ \Theta(r_{AH}) = \nabla_i s^i - K + s^i s^j K_{ij} = 0 \] (19)

where \( s^i \) is an outward pointing unit normal. This may be written explicitly as an equation for \( \alpha, \phi \), and \( \beta^i \), recalling that maximal slicing is used so \( K = 0 \),

\[
\frac{4}{\phi^3} \frac{\partial \phi}{\partial r} + \frac{2}{\phi^2 r} + 2\alpha \left( \frac{\partial \beta^i}{\partial r} - \frac{\beta^i}{r} \right) = 0, \quad (20)
\]

with \( \Theta(r) < 0 \) inside the apparent horizon surface. The excision surface is placed strictly inside the apparent horizon. Since the characteristics of the metric and fluid equations point inward, there are no consequences for not properly evolving the hydrodynamics inside the excision region. Indeed, other simulation codes may remove this region from the computational domain entirely. The requirements on boundary conditions for hydrodynamic variables are also less demanding as they primarily need only be numerically stable, with physical correctness being less important since the region outside the black hole is physically unaffected by boundary conditions for hyperbolic equations at the apparent horizon. These boundary conditions are discussed further in Section IV A.

The apparent horizon may move throughout the simulation, resulting in the excision surface travelling outward if the negative expansion condition is satisfied by a zone with greater radius. Enabling the excision surface to move can prevent numerical issues which arise when trying to simulate hydrodynamic flows too far inside the black hole. When moving the excision surface, the boundary conditions are redefined based on the new values of the metric variables on the excision surface, i.e., the conformal factor uses \( \phi \) at the new radius as its initial value, the ratio \( \alpha/(\phi^2 \beta^i) \) is reset using the metric quantities at the new radius, and the radial component of the shift is calculated as usual, albeit at the new radius too. We always move the excision surface to as large a radius as possible to avoid numerical issues. This means the excision surface and actual apparent horizon are almost the same, differing in radius by the width of one radial cell at most, keeping the boundary consistently inside the apparent horizon whilst minimising numerical difficulties in the hydrodynamics.

III. NUMERICAL IMPLEMENTATION IN METRIC SOLVER

A. Application of metric boundary conditions

The differential operator in Equation (4) is the flat space Laplacian. Assuming spherical symmetry, this has a kernel consisting of functions of the form \( c_1 r^{-1} + c_2 \) where \( r \) is the radial coordinate and \( c_1, c_2 \) are set by the boundary condition at the excision surface (Equation (5)) and the required asymptotic behaviour \( \phi \to 1 \) as \( r \to \infty \). An iterative multipole expansion is used to generate a solution, \( \phi \), of Equation (4) without explicit boundary conditions (see [41, 42]). Adding the aforementioned element of the kernel to this solution does not change the LHS of Equation (4) since, by definition, these terms vanish under the action of the Laplacian. This method produces a solution to the metric equation which satisfies the required boundary conditions. Boundary conditions for \( \alpha \) and \( \beta^i \) are enforced in a similar manner, although the differential operator applied to \( \beta^i \) has slightly different kernel elements: \( c_1 r^{-2} + c_2 \). The asymptotic values for \( \alpha \) and \( \beta^i \) are 1 and 0 respectively at spatial infinity, as mentioned previously.

B. Reformulated lapse equation

The excision scheme is switched on only once the apparent horizon has formed as per the condition in Equation (20). However, we found that Equations (4, 6) tend to become numerically unstable when the minimum value of \( \alpha \) approaches zero so that the code crashes before an apparent horizon is formed. For small values of \( \alpha \), numerical inaccuracies in the metric solver cause the solution for the lapse to become slightly negative at small radii in subsequent iterations. These are purely numerical effects arising from the discretisation due to the spatial resolution not being very high in the core. Locally negative values of \( \alpha \) then immediately destabilise the hydrodynamics solver.

To avoid this issue, Equation (5) is reformulated in log-space [see also [41],

\[
\Delta \log(\alpha \phi) = 2\pi \phi^{-2} \left[ E_s + 2S_s^* + \frac{7\phi^6 K_{ij}K^{ij}}{16\pi} \right] - \left( \frac{\partial \log(\alpha \phi)}{\partial r} \right)^2. \quad (21)
\]

The Poisson equation is now solved for the term \( \log(\alpha \phi) \). The solution for \( \alpha \phi = \exp(\log(\alpha \phi)) \) is then guaranteed to be strictly positive irrespective of the sign of \( \log(\alpha \phi) \), thus precluding a negative lapse function. Transforming to log-space induces an additional term of \( (\partial/\partial r \log(\alpha \phi))^2 \) which must be included in the source term calculation.

The original scheme and the new formulation should coincide during the collapse before black hole formation when there is no risk of a negative lapse function. In a
test run using an $85M\odot$ black-hole forming progenitor, we found that, from the start of collapse ($t = 0$) to 70 ms post-bounce and $\sim150$ ms prior to black hole formation, the two methods produce solutions with a cumulative fractional difference of at most $2 \times 10^{-4}$, i.e., two simulations, otherwise identical except for the lapse solution method, have lapse solutions which differ by $<0.02\%$ after 0.61 s of simulated time. It is theoretically conceivable that numerical inaccuracies, for instance: numerically evaluating the new radial derivative the logarithm transformation incurs, negatively impact the solution. However, there is no compelling indication of this in our results, e.g., local entropy conservation and ADM mass conservation prior to excision remains on par with the standard formulation of the lapse equation. Hence, we conclude that the reformulated lapse equation provides a robust and reliable means to extend simulations to the point of horizon formation.

IV. MODIFICATIONS TO THE HYDRODYNAMICS SOLVER

The details of the hydrodynamic treatment in CoCoNuT have already been discussed by Dimmelmeier et al. [29] and Müller et al. [30]. We will limit our description to any changes that are required for excision and black hole formation.

A. Hydrodynamic boundary conditions

Placing the excision surface inside the apparent horizon guarantees, in theory, that no hydrodynamic artefacts on the boundary can propagate outwards and pollute the rest of the grid. In practice, sensible values must still be enforced to ensure numerical stability. To minimise changes to the code infrastructure, we implement the boundary conditions at the horizons by populating the cells inside the excision region as ghost zones.

For most variables, e.g., density, pressure, temperature, it is safe to use constant extrapolation into the excised region, i.e., $\rho_{\text{interior}} = \rho_{\text{boundary}}$ in the case of density. The velocity vector requires slightly more finesse, as a poor choice in boundary conditions has been found to produce artefacts in the solution to the relativistic fluid equations. Specifically, we found that a flat velocity profile inside the excised core based on the velocity on the excision surface produces large velocity oscillations just outside the excised region. In the worst case, this can cause the recovery of the primitive variables to crash, as no solution with $v^2 < 1$ can be found. However, naive linear or higher-order extrapolation of the infall velocity is not viable either since this can result in unphysical superluminal velocities ($v^2 > 1$) in the ghost zones.

To suppress oscillations in the infall velocity profile near the black hole, we adopt the following strategy: first, $v^i$ on the boundary is set to the minimum velocity in the four zones immediately outside the excision surface. This ensures that any spurious oscillations causing small, or even positive, velocities are not copied to the boundary where they may cause numerical issues. We then extrapolate the quantity $\phi^2 W v^i$ (essentially the four-velocity components measured in the orthonormalised Eulerian frame) into the ghost zones inside the excision region assuming $\phi^2 W v^i \propto r^{-1/2}$. This procedure ensures that the extrapolated infall velocity increases monotonically towards smaller radii, while ensuring $v^2 < 1$ in the ghost cells, and largely eliminates oscillations in the velocity profile outside the excision surface.

B. Internal energy scheme

During and after collapse to a black hole, one encounters infall velocities that are close to the speed of light and also highly supersonic. For such kinetically-dominated flow, hydrodynamic schemes based on the total energy equation are prone to stability problems [47] because the recovery of the internal energy density from the total energy density becomes inaccurate. We found clear symptoms of such problems in the entropy profiles close to the horizon when using the total energy equation. As a result of an inaccurate determination of the internal energy, entropy conservation is violated in regions of very high infall velocity, resulting to a downward drift of entropy during the infall to the horizon, sometimes compounded by isolated glitches in the entropy profiles from small velocity fluctuations in the infall profile. Eventually, this typically lead to equation of state failures some time after black hole formation.

To address these problems, we also evolve the specific internal energy, $\epsilon$, and overwrite the values of $\epsilon$ from the usual recovery of the primitive variables in regions the Mach number of the flow is very high (see below). Internal energy schemes have been widely used in Newtonian hydrodynamics, and Wilson and Mathews [48] have also derived forms for the specific internal energy evolution equation for use in special and general relativistic hydrodynamics simulations. We use a slight variation of Wilson’s scheme, which we derive in the following.

We start with the first law of thermodynamics for adiabatic flow, which gives the change of $\epsilon$ by $P$ dV work,

$$d\epsilon = -Pd\left(\frac{1}{\rho}\right)$$  \hspace{1cm} (22)

where $P$ is the pressure, and $\rho$ is the fluid density. This leads to the covariant form of the internal energy equation,

$$u^\mu \nabla_\mu \epsilon = -P u^\mu \nabla_\mu \frac{1}{\rho}.$$  \hspace{1cm} (23)

By combining Equation (23) with the continuity equation,

$$\nabla_\mu (\rho u^\mu) = u^\mu \nabla_\mu \rho + \rho \nabla_\mu u^\mu = 0,$$  \hspace{1cm} (24)
where $u$ is the 4-velocity, we can bring the RHS of \(23\) into a more convenient form,
\[
\frac{\partial \epsilon}{\partial t} + \alpha \hat{v}^i \frac{\partial \epsilon}{\partial x^i} = - \frac{P}{\sqrt{\gamma \rho W}} \left[ \frac{\partial \sqrt{-g} u^0}{\partial t} + \frac{\partial \sqrt{-g} u^i}{\partial x^i} \right].
\]
(25)

Here $g$ is the determinant of the metric and $\hat{v}^i = u^i / (\alpha u^0)$. In order to apply the same higher-order finite-volume discretisation to the LHS as for the continuity, momentum, and energy equation, we multiply by $\sqrt{\gamma \rho W}$ to cast the LHS in flux-conservative form. For numerical stability and computational convenience, it is also convenient to eliminate the spatial derivative term $\partial \sqrt{-g} u^i / \partial x^i$ containing the four-velocity in favour of a derivative of the baryonic mass flux $\sqrt{-g} \rho W \hat{v}^i$, which is available from the solution of the Riemann problem at cell interfaces,
\[
\frac{\partial \sqrt{\gamma \rho W} \epsilon}{\partial t} + \frac{\partial \sqrt{\gamma \rho W} \alpha \hat{v}^i \epsilon}{\partial x^i} = - \frac{P}{\rho} \frac{\partial \sqrt{-g} \rho W \hat{v}^i}{\partial x^i}
- P \frac{\partial \sqrt{\gamma} W}{\partial t}
- P \rho \sqrt{\gamma} W \hat{v}^i \frac{\partial \rho^{-1}}{\partial x^i}.
\]
(26)

Here, $\gamma$ is the determinant of the spatial three-metric, $W$ is the Lorentz factor, and $v^i$ is the three-velocity in the Eulerian frame, which is related to $\hat{v}^i$ as $\hat{v}^i = v^i - \beta^i / \alpha$ with $v^i$.

We only use the value of $\epsilon$ obtained from Equation \(26\) if the square of the Eulerian three-velocity satisfies $v^2 > 350 c_s^2$ where $c_s$ is the local sound speed, i.e., only in highly supersonic flow. The factor 350 has no particular physical significance and has been chosen as a compromise that eliminates spurious entropy losses robustly for several hundred milliseconds in our test run, but still restricts the use of the internal energy equation as much as possible (as it violates the strictly conservative nature of the original hydrodynamics scheme). We do not achieve perfect entropy conservation; the old method of calculating the internal energy from the total energy produces a drop in entropy while the new method tends to cause an upward drift in entropy close to the black hole. Such an upward drift is more acceptable than the downward drift found for the original total energy equation, as it does not compromise numerical stability and avoids equation of state failures. Since the drift occurs in the highly supersonic region close to the black hole, it cannot directly affect the infall further upstream. The only minor effect of an upward drift in entropy close to the horizon is through artificially enhanced neutrino emission, which will be discussed later in Section \[V.B\].

C. Neutrino boundary conditions

The fast multigroup neutrino transport scheme described by Müller and Janka \[49\] originally prescribes an inner boundary condition for the neutrino distribution functions at the centre of the simulation domain. During excision, however, this region is not evolved physically and so this boundary condition would become incorrect. Hence, we have moved the boundary condition to the excision surface and minimally altered the underlying physics.

In the original formulation, by a symmetry argument (zero flux at the origin), the value of ingoing and outgoing distribution functions along a ray at the grid centre must be equal. In the excision regime, the constraint we choose is that the outgoing distribution function is zero at the apparent horizon, i.e. the neutrinos are trapped. This introduces a small change to the boundary condition such that the rightmost term of (A10) in Müller and Janka \[49\] now reads,
\[
f_+(r_{\text{AH}}) = - \frac{\psi(r_{\text{AH}})}{\chi(r_{\text{AH}})} + 1.
\]
(27)

Additionally, the neutrino transport is not calculated inside the apparent horizon. No other changes are made to the neutrino transport solver.

V. Code Tests

One-dimensional (1D) core-collapse simulations are inherently unable to include important multi-dimensional processes which play a crucial role in the explosion mechanism \[47\]. However, 1D simulations remain useful, among other purposes, for method verification. We test the excision scheme in 1D using an 85\,M$_\odot$ progenitor \[50\]. This progenitor is a zero-metallicity (Population III) star which experiences oscillatory instability in oxygen shell burning and pair instability during iron core collapse; see also Powell \textit{et al.} \[51\] for further discussion. For this progenitor, core bounce occurs after 0.54\,s of simulation time, and the black hole forms after 0.77\,s. In this 1D simulation the shock is not revived and the black hole forms via direct collapse of the core without fallback. The black hole accretes rapidly after it forms, reaching a final (ADM) mass of 15.2\,M$_\odot$ at the end of the 10\,s simulation. The equation of state (EoS) of Lattimer and Swesty \[52\] (with a compressibility modulus of $K = 220$\,MeV) is used in the high-density regime. Neutrinos are treated using the fast multigroup transport scheme of \[19\].

Profiles of select hydrodynamic quantities and metric variables are shown in Figure \[1\] depicting important phases of the evolution of the collapsing star. Before collapse, the shell structure of the progenitor is evident in both the density and entropy profiles from jumps in these quantities at the shell boundaries, which provide convenient markers for the state of the collapse at later times. The velocity profile at this early time shows weak contraction of the entire star as it starts to collapse, with peak infall velocities of 0.03\,c at a radius of $\sim 2 \times 10^3$\,km. The spacetime is approximately flat during this period, with $\alpha \approx 0 \approx 1$ and $\beta^r \approx 0$. 
FIG. 1: Profiles of the radial velocity (upper left), density (middle left), entropy (lower left), conformal factor ($\phi$; upper right), lapse function ($\alpha$; middle right) and radial component of the shift ($\beta^r$; lower right) at various times throughout the 1D simulation. Colours encode the time from the onset of collapse as indicated in the legend at the top of the figure. Only data outside the apparent horizons are shown after black hole formation. The dashed vertical lines show the radius of the excision surface (if it exists) at a time corresponding to the lines' colour.
As time progresses, the peak infall velocity increases and moves inwards as the collapsing material falls deeper into the star, correspondingly increasing the density in the central region. The distinctive features of the entropy profiles are advected towards the centre as the layers of the star undergo adiabatic infall. Once the central density reaches some critical value, the collapsing core rebounds, forming a shock clearly visible in the velocity profiles at tens to hundreds of kilometers. Shortly thereafter, a characteristic post-bounce entropy profile is established, with a shock-heated PNS mantled at $\gtrsim 6k_B$ nucleon and higher entropies in the neutrino heating region immediately behind the shock. The lapse and conformal factor now markedly differ from unit. The radial component of the shift vector also increases marginally.

As material continues to fall onto the PNS, the growing central density drives the lapse lower still while the peak of $\beta^r$ increases and moves inwards. Eventually, Equation (20) signals the formation of an apparent horizon and therefore a black hole. Dashed vertical lines in Figure 1 show the position of the excision boundary at each time slice. Data are not shown inside the radii of these lines as the extrapolated solution inside the horizon is not physically meaningful in itself and merely serves to guarantee appropriate boundary conditions at the excision surface. Once the black hole forms, the infall velocity approaches the speed of light outside the excision boundary. At a sufficiently late times, the accretion shock has been advected into the apparent horizon; here the shock discontinuity in the radial velocity, and the post-shock peak in the entropy, are no longer visible.

After a period of rapid change just prior to black hole formation, the metric slowly adjusts in the subsequent seconds as material accretes onto the black hole. Most significantly, the conformal factor gradually increases with time at any given radius, reflecting the growing mass of the black hole. The value of $\phi$ on the outward-moving horizon surface only increases slowly and stays below the asymptotic value $\phi = 2$ at the horizon for the static Schwarzschild spacetime in isotropic coordinates. As time continues, the lapse function and shift also adjust slightly. One may contrast this post-formation behaviour with the results of Cordero-Carrión et al. [35]. In their test simulation, the collapsing body is an unstable neutron star surrounded by vacuum. The physical scale of their simulated collapse is thus much smaller and all material on the grid accretes within tens of milliseconds. In their case, the metric in the long term is stationary, unlike this test where continuous accretion prevents a static solution.

In the time slice at 10 s, $\beta^r$ becomes slightly positive at very large radii. This is shown in Figure 1 by the dotted red line representing $-\beta^r$ on the logarithmic scale.

The negative shift is associated with a positive velocity at the same location and time. The development of a small positive velocity is due to the long duration of the simulation, which becomes comparable to the free-fall timescale of the outermost layers, so that the outer boundary condition for hydrodynamic quantities begins to impact the dynamics of these shells. Overall, the solutions for all metric variables appear stable and show no signs of pathological behaviour.

In terms of hydrodynamics at later times, the velocity profiles behave as expected with near free-fall infall (Eulerian) velocities that reach a substantial fraction of the speed of light at the excision surface. Likewise, the density follows the expected power-law profile ($\rho \propto r^{-3/2}$) until close to the horizon, where it starts to deviate from the power-law as the infall velocity becomes highly relativistic. The entropy profiles show good conservation of entropy in the infalling matter up to about two times the excision radius, but there is a substantial increase in the immediate vicinity of the horizon surface. This increase is purely numerical and comes about due to the new prescription for the internal energy described in Section V B for the strongly subsonic regime. While this is clearly a sign of limited accuracy in this regime, the increase is preferable to the drop in entropy that would occur if the total energy equation were used at these high infall velocities. Potential consequences of the spurious rise in entropy must be considered carefully (see Section V B below). Numerical noise in the entropy profiles and, to a lesser extent, radial velocity near the excision surface indicate difficulty in the accurate recovery of the primitive variables from the internal energy in the strongly supersonic regime.

The jump in entropy at $r = 3 \times 10^8$ cm around $t = 10$ s, and dips at previous times at slightly larger radii, are due to nuclear burning. The release of energy increases the entropy of the burned material and produces the sharp feature seen in Figure 1.

Figure 2 shows the evolution of metric quantities at three different radii. The radial shift component $\beta^r$ shows discontinuities at times where the excision surface is moved. Such features occur since the boundary condition for the shift vector does not naturally impose continuity in time if the excision radius is moved. It may be possible to remove these jumps in the future using a method which fixes the shift with Equation (11), and the lapse with Equation (8). There are some barely recognisable jumps in the lapse function also, but the method of fixing a ratio of the lapse, $\lambda/(\phi^2\beta^r)$, each time the excision surface moves minimises any discontinuities. Due to the $1/r$ (for $\phi$ and $\alpha$) and $1/r^2$ (for $\beta^r$) dependence close to the horizon, these discontinuities appear most prominently at the lowest radius shown ($r = 2.6$ km), which is inside the apparent horizon for almost all of the simulated time after black hole formation. At larger radii, the metric mostly depends smoothly on time with $\phi$ generally increasing, and both $\alpha$ and $\beta^r$ tending to decrease.

The metric variables initially seem to be discontinu-

\footnote{Recall that in vacuum, the mass of static, non-rotating black holes is proportional to the surface area $4\pi r_{\text{AH}}^2$ of the horizon.}
FIG. 2: Time evolution of the metric variables \( \phi \) (top), \( \alpha \) (middle), and \( \beta^r \) (bottom) at three different radii. A grey vertical dash-dotted line indicates the time when the black hole forms and the excision scheme is switched on.

ous when the black hole forms. This would be concerning, as continuity of the metric is an important feature. We show in Figure 3 that the sharp jumps in Figure 2 at \( t = 0.77 \) s are primarily due to the very rapid evolution of the metric. Imposing the excision boundary conditions corresponds to noticeable jumps in the metric, however these are small enough to not be a concern. Furthermore, these jumps would appear smaller if each simulation iteration was saved (which is not the case for CoCoNuT), instead tens to hundreds of iterations (where \( dt \) is \( \mathcal{O}(10^{-7}) \)) may pass between outputs, contributing to any apparent discontinuities.

While the apparent horizon is initially detected at a radius of 2.6 km, it gradually moves outwards as material accretes onto the black hole throughout the simulation (see Figure 4). After 10 s of simulated time, the excision surface is at a radius of 11.1 km with the apparent horizon at a similar but slightly larger radius. Figure 4 also shows the mass evolution of the black hole. Here we equate the black hole mass to the ADM mass of the excised region; that is, the ADM mass assuming a vacuum outside the excision region.

### A. ADM mass

The numerical conservation of the ADM mass is a critical indicator for the accuracy of the evolution of the spacetime metric. In the absence of any energy flux out of the system, the ADM should remain constant in time in the 3+1 formalism and is an important indicator for the accuracy of the numerical solution of the metric equations.

Figure 5 shows the fractional change in the ADM mass over the simulation relative to its initial value. By construction, the ADM mass post-excision changes only slightly with a small positive gradient after excision. Most of this gradient can be attributed to the matter flux at the outer boundary. A much smaller amount is due to the neutrino energy flux, also across the outer boundary (see Equation (18)). From the start of excision to \( t = 10 \) s the ADM mass changes only in response to these manual energy inputs and outputs and demonstrates the excellent performance of the ADM-conserving scheme.

Figure 6 zooms in on the evolution of the ADM prior to excision. There is a small increase in ADM mass prior to core bounce, followed by a 0.3% drop before the black hole forms. Most of the decrease in ADM mass is due to strong neutrino emission. The green line in Figure 6 shows the time-integrated energy of radiated neutrinos added to the ADM mass on the grid. While neutrinos explain most of the ADM mass decrease, there is still a residual drift of numerical origin.

### B. Effect of entropy errors on neutrino luminosity

The increase of entropy just outside the excision surface could potentially alter the dynamics of the collapse. Due to the supersonic nature of the infall, the numerical increase cannot affect the hydrodynamics in the region further upstream directly. However, the dynamics could be altered by the artificial increase in the neutrino energy fluxes that result from an overestimation of the entropy and temperature near the horizon, which would then lead to spurious additional neutrino heating at larger radii. Naturally the prediction of neutrino observables could also be affected.

We investigate the impact of the overestimated entropy on the neutrino signal by flattening the entropy profile that is fed into the neutrino transport solver (via extrapolation from outside the flattened region) once the shock
FIG. 3: Evolution of the metric very close to the time of BH formation at $r = 2.6\,\text{km}$. Each point represents the output of the simulation at the finest time resolution we computed. That these points form a smooth curve demonstrates the continuity of the solution. The time of black hole formation ($t = 0$) is shown by the grey dash-dot line.

FIG. 4: Left axis (purple): Evolution of the excision radius with time. The step-like features are a result of moving the excision surface on a grid with finite spatial resolution. Note that the position of the apparent horizon is not explicitly calculated, but it guaranteed to be within one grid spacing (a quantity which varies approximately logarithmically with radius) of the excision radius. Right axis (green): Formal black hole mass (or more precisely ADM mass enclosed within the excision region) as a function of time.

FIG. 5: Relative variation of the ADM mass as a function of time with respect to its initial value (i.e., $t = 0\,\text{s}$). The time of excision is marked by a vertical dashed grey line. Recall that, by construction, the ADM mass is almost perfectly conserved after excision is switched on except for energy fluxes entering or leaving the grid.

has been advected into the black hole. The entire process for this test works as follows: First, the neutrino transport is solved with no manual change to the entropy, resulting in an update to the neutrino components of the hydrodynamic source terms. This ensures that a valid hydrodynamic update is available for the next timestep, and that the reprocessed neutrino transport solution (computed in a subsequent step) does not impact the dynamics. Next, the entropy is flattened by extrapolating inwards by a constant value from the entropy at a radius where the artificial heating is negligible. The neutrino transport is then solved again, this time without recomputing the source terms but updating and recording the neutrino luminosities. This assumes (correctly, as will be shown later) that neutrinos have a strongly diminished impact on the dynamics of the collapse when artificial heating becomes significant. This method pre-
vents any excess neutrino heating in the gain region from anomalously stronger neutrino emission in the vicinity of the apparent horizon. The hydrodynamic solution is not altered explicitly, i.e., the consequences of the overestimated neutrino emission are considered in isolation, with no feedback into the simulation.

Figure 7 shows radial profiles of the neutrino luminosity at the end of the simulation ($t = 10$ s), calculated from the neutrino energy flux. Profiles at other times exhibit very similar characteristics. At smaller radii, the differences in neutrino luminosity between the original simulation results (solid lines) and the case with a flattened entropy profile (dotted lines) are more significant than at larger radii. Additionally, at small radii, the luminosity becomes negative, indicating that the neutrino flux is inward-pointing. Negative luminosities occur further from the core for the flattened entropy profiles; the difference arises because there is less neutrino production with the flattened entropy model, and so the net neutrino flux is dominated by transmission of inward-directed neutrinos produced at larger radii. Outside the vicinity of the black hole, the difference between the baseline and flattened-entropy luminosities is smaller and amounts to about a factor of 3.5 for electron neutrinos. Electron antineutrinos differ a little more, by a factor of 4.5 between the baseline run and the test case with manually enforced entropy conservation, while the heavy-flavour neutrino luminosity is overestimated by a factor of 2 at the outer boundary.

The time dependence of the electron neutrino luminosity is shown in Figure 8. The times of core bounce and black hole formation are marked by a dotted line and a dashed line, respectively. Neutrino luminosities calculated by flattening the entropy profiles outside the excised region once the shock has advected into the black hole (after $t = 0.8$ s) are shown by the dotted lines. The purple lines show the luminosity at the outer boundary, a radius of $10^5$ km, while the green lines show the luminosity at the approximate radius of the shock prior to black hole formation (about 73 km).

At core bounce, the neutrino luminosity peaks at both radii in the range of a few $10^{53}$ erg s$^{-1}$ as the newly-formed PNS immediately starts cooling. The luminosity remains high until black hole formation, at which point the PNS collapses and the apparent horizon quickly engulfs the neutrinosphere. As a result, the electron neutrino luminosity decreases dramatically by over three orders of magnitude, again at both radii; other neutrino species are similarly affected.

The green lines, representing the neutrino luminosity at the approximate shock radius, indicate that, irrespective of the entropy flattening test we performed, neutrino heating in the gain region is abruptly cut off at black hole formation.

Note that the drop in neutrino emission manifests itself immediately at the outer boundary due to our use of a stationary neutrino transport scheme, whereas the drop in neutrino emission would in reality take hundreds of milliseconds to manifest itself on the outer grid boundary due to the finite speed of neutrinos.
hole formation to a level where it becomes dynamically unimportant. Hence there is no concern that the overestimated neutrino luminosities may affect the dynamics of the collapse. The overestimation of the luminosities may still be a concern for the prediction of neutrino observables, but we note that the overestimation only develops shortly after the precipitous drop in neutrino emission, i.e., the steep phase of decline at black hole formation, which may still be observable in neutrino detectors, is less affected by the overestimation. In fact, the use of a stationary neutrino transport scheme is a much more severe approximation when it comes to modelling the abrupt decline in neutrino luminosities. Ideally, one would combine full general relativistic Boltzmann transport and a more accurate hydrodynamic scheme for supersonic infall (e.g., using an entropy evolution equation) to more accurately predict the cut-off of the neutrino signal.

VI. EXCISION IN A 2D SUPERNOVA EXPLOSION MODEL

The primary purpose of a black hole excision scheme for core-collapse supernovae is to enable simulations of fallback explosions or collapsars, which are inherently multi-dimensional scenarios. We therefore briefly present a first two-dimensional test simulation with the new excision scheme in this Section.

We consider the same non-rotating $85M_\odot$ progenitor model as in our 1D test, which has previously been found to undergo shock revival prior to black hole formation in a three-dimensional simulation. In keeping with the restriction to a spherically symmetric metric, this model is representative of the fallback scenario rather than the collapsar scenario for rapidly rotating progenitors, where deviations of the metric from spherical symmetry and from the conformal flatness condition would become relevant.

To avoid prohibitively small time steps due to the CFL condition, we routinely impose spherical symmetry on the hydrodynamics in multi-dimensions simulation with CoCoNuT in the PNS core region near the centre of the grid. This spherical region is initially set to encompass the innermost $\sim 1\text{ km}$. Once the apparent horizon forms, the spherical region is expanded concomitant with the excision surface. Outside this region, we still use multi-dimensional hydrodynamics with the spherically symmetric spacetime.

Figure 9 shows snapshots from a 2D core-collapse supernovae simulation of the $85M_\odot$ progenitor. The shock forms at $0.54\text{ s}$ after the beginning of collapse, the same as in the 1D collapse. The first snapshot at $t = 0.06\text{ s}$ after bounce (Figures 9a and 9d) shows the stalled shock at a radius of $\sim 200\text{ km}$. At this time, convective overturn has developed with plumes on medium scales and insignificant global shock deformation. Whereas the progenitor collapsed to a black hole in 1D without undergoing shock revival, in 2D, support by convection eventually leads to neutrino-driven shock revival about $0.15\text{ s}$ after bounce. Shock expansion is driven by two prominent neutrino-heated high entropy bubbles (Figures 9b and 9e). The PNS still continues to accrete through a prominent downflow near the equator (albeit at a lower rate than in 1D).
while the shock expands, which eventually leads to black hole formation at about 0.31 s post-bounce. Because of the reduced accretion rate after shock revival, black hole formation occurs about 80 ms later than in 1D. At this stage, the shock has already expanded to about 2000 km, driven by the hot bubbles along the north and south polar axis. The shock geometry has become strongly bipolar at the time of black hole formation.

Similar to previous simulations that have followed the long-time evolution of fallback explosions after mapping to a Newtonian code at [7, 8] or some time after the collapse of the PNS [10], the shock and the neutrino-heated bubbles continue to expand after black hole formation, but are continuously decelerated. As a result, much of the material in the hot plumes undergoes fallback onto the black hole. At 0.66 s, three plumes still survive, the biggest of which has expanded to a radius of more than 6000 km along the South polar axis (Figures 9c and 10). 0.35 s after formation, the black hole has grown to 2.7 $M_\odot$. In the 1D run, the mass 0.35 s after the black hole forms is 2.7 $M_\odot$, i.e., black hole growth in the 2D simulation is delayed somewhat because some of the neutrino-heated material is still expanding and because the infall material from the outer shells is transiently slowed down when it is hit by the shock.

The minimum, maximum and mean of the shock radius over all directions are shown as a summary of the trajectory of the asymmetric shock in Figure 10. The shock forms at a radius of tens of kilometers and subsequently expands. It then stalls at approximately 200 km for 100 ms until sufficient heating produces shock revival. Throughout the explosion phase the shock radius steadily increases, almost linearly with time. The trajectory of the shock shows no immediate response to the formation of the black hole (dashed line in Figure 10), however this is expected.

We also examine a diagnostic explosion energy by taking the integral over material with a positive binding energy in line with Müller et al. [53]. The explosion energy is defined as,

$$E_{\text{diag}} = \int_{e_{\text{bind}} > 0} e_{\text{bind}} dV, \quad (28)$$

where the relativistic binding energy $e_{\text{bind}}$ is given by Müller et al. [53] and $dV$ is the volume element in curved space (thus incurring an additional $\sqrt{g}$ term).

As shown in Figure 11, material first becomes unbound about 150 ms after the shock forms. From here, the explosion energy increases by $> 9 \times 10^{50}$ erg in 150 ms until black hole formation. There are three main plumes of material with positive binding energy which contribute to the diagnostic explosion energy. As these rise outwards, they exchange energy with their surroundings, resulting in a decrease in their binding energy.

Figure 12 shows the entropy near the black hole soon after formation. Nearly radial accretion funnels onto the black region, which denotes the excised black hole, display entropies in the range of $\sim 20-50 \ k_B/\text{baryon}$. Like in 1D, there is some numerical increase in entropy of the accretion flow, more so in the downflows of moderately warm shocked material (with original post-shock entropies of $\sim 20 \ k_B/\text{baryon}$) than in hot fallback material from neutrino-heated bubbles, which retains entropies of $\sim 20 \ k_B/\text{baryon}$ almost down to the apparent horizon. Narrow streaks of higher entropy indicate some localized numerical heating of this material as well.

One can also recognize small boundary artifacts just outside the excision surface about $30^\circ \pm 10^\circ$ from the North pole, where the entropy dips slightly just outside the black hole. However, despite some artifacts, accretion onto the black hole proceeds stably.

VII. CONCLUSION

We have introduced an excursion scheme for core-collapse supernova simulations beyond black hole formation with the neutrino radiation hydrodynamics code CoCoNuT-FMT. The excision scheme builds on previous work on excursion within a mixed elliptic-hyperbolic formulation of the Einstein equations by Cordero-Carrion et al. [35], whose excision formalism has been modified slightly to fit specific requirements of long-time core-collapse supernova simulations, such as good ADM mass conservation. Like the excursion scheme of Cordero-Carrion et al. [35], our method is currently limited to a spherically symmetric spacetime metric, but it can be coupled to multi-D hydrodynamics as a first approximation for realistic problems involving black hole formation. We also discussed modifications to the hydrodynamics solver in the CoCoNuT-FMT code that are required to deal with the strongly relativistic accretion flow onto a black hole. These modifications include the use of the relativistic internal energy equation in the highly supersonic regime as well as carefully chosen boundary condition in the ghost cells inside the excision surface.

We have tested the excursion code in spherical symmetry and have also performed a 2D simulation of black hole formation in a fallback supernova as a proof of principle. In 1D, the scheme is able to stably evolve the collapse of a massive star for several seconds after black hole formation. As ADM mass conservation is imposed explicitly via the boundary conditions for the conformal factor, it can accurately follow the growth of the black hole from 2.3 $M_\odot$ to 14.4 $M_\odot$. However, the highly supersonic accretion flow near the excision surface presents some challenges. While using the internal energy equation instead of the total energy equation avoids stability problems, this comes at the price of an upward drift in entropy in the vicinity of black hole.

Our simulations show limitations in several areas, but the most striking is the unphysical behaviour of the entropy near the excision surface. This issue should be addressed at some point in the future to improve these
FIG. 9: Snapshots of radial velocity (top row) and entropy (bottom row) during the collapse and fallback explosion of an 85 $M_{\odot}$ progenitor in 2D. The times shown indicate time post-bounce. Very large negative velocities, $<-0.1c$ and $<-0.05c$ for (b) and (c) respectively, are truncated to more clearly show the expanding shock on the colour scale. Note the differing radial axes in each snapshot.

simulations. As a result, neutrino emission after black hole formation can be overestimated by a factor of several. However, this effect does not strongly come into play after the rapid drop of the neutrino luminosity that is associated with black hole formation, and is dynamically unimportant. The use of an entropy equation for highly supersonic flow may provide a possible remedy in future. Further refinements may come about from a better approximation for the neutrino transport problem or a more accurate equation of state. It may also be possible to relax the spherical symmetry assumption on the space-time metric in the future. These problems may incur a heavy computational cost to solve and will likely require significant high performance computing resources.

In future, the excision scheme in CoCoNuT will be useful to explore fallback supernovae and the collapsar scenario for long gamma-ray bursts in 2D and 3D simulations. As a proof of principle, we have conducted a 2D simulation of black hole formation in a fallback supernova of a 85$M_{\odot}$ progenitor. The model has been run for more than 0.3s after the formation of the apparent horizon, and conforms to the qualitative features seen in previous fallback supernova simulations [7, 8, 10]. Although the energy of the explosion is slowly drained as the shock scoops up bound material, the shock continues to expand at a steady pace.

As the metric equations are currently solved assuming spherical symmetry, the excision scheme is currently most suitable for fallback explosions of progenitors with slow or modest rotations. Applications to black holes with high spin parameter in the collapsar scenario will require a generalisation of the excision scheme to multi-D within the fully-constrained formalism of Bonazzola et al. [31]. Ideally, the hyperbolic evolution equations for the non-conformally flat part of the three-metric and the extrinsic curvature should be fully included. This would also allow for the consistent extraction of gravitational waves around and after black hole formation,
FIG. 10: Trajectory of the shock in the 2D fallback supernova simulation of an 85 $M_\odot$ progenitor as a function of time after bounce. Owing to the asymmetry of the shock we show the minimum, maximum and mean shock radius at each time step. The vertical dashed line marks the time of black hole formation.

FIG. 11: Diagnostic explosion energy for the 2D, fallback supernova model of an 85 $M_\odot$ progenitor. The vertical dashed line marks the time of black hole formation.

when the quadrupole formula is no longer suitable, even with relativistic corrections. In the long term, collapsar simulations should also include fully multi-dimensional Boltzmann neutrino transport [8, 54] and magnetohydrodynamics.
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Appendix A: Time derivative of ADM surface term

Recall from Section V A that the ADM mass in spherical symmetry can be expressed as,

\[ M_{\text{ADM}} = -2R^2 \phi'(R). \]  

(A1)

Although not practical for calculating the ADM mass, it can be insightful to express this in terms of the sources in Equation (4), the elliptic equation for the conformal factor. Simply integrating and substituting into the ADM mass equation, one gets

\[ M_{\text{ADM}} = -2 \int_{r_{\text{AH}}}^{R} r^2 \Delta \phi dr - 2r_{\text{AH}}^2 \phi'(R), \]  

(A2)

where \( r_{\text{AH}} \) and \( R \) are the apparent horizon and outer grid boundary radii respectively. Clearly, Equation (A1) can be substituted into the integral to find the contribution to the ADM mass from the volume of the star. The first term of the left hand side is the contribution to the ADM mass from the bulk of the star, from the apparent horizon to the outer boundary (the outer boundary is equivalent to infinity for our purposes). The second term represents the contribution to the ADM mass from material inside the apparent horizon. As the ADM mass should be constant, the change in the first term should be matched by an equal and opposite change in the second.

We here consider the time derivative of the second term of the left hand side matched by an equal and opposite change in the second. By the black hole. A numerical evaluation of the individual terms illustrates that achieving the correct long-term evolution of the ADM mass requires a near-exact cancellation of terms in the evolution equations that is difficult to achieve in practice. Equation (A4) is dominated by the third and fifth terms. Since \( \partial \phi/\partial r \sim M/r^2 \), the third term is of order \( \beta^r M_P/r_{\text{AH}} \) (by including the \( r_{\text{AH}}^2 \) outside the brackets), i.e., will drive rapid changes of \( M_P \) on the order of a few light-crossing time scales of the black hole if \( \beta^r \gtrsim 0.1 \), unless it is almost cancelled by the other terms. Because \( K^{rr} \sim \beta^r/r \), the fifth term is of a similar order (as confirmed by numerical evaluation). To maintain the mass of a black hole of a few solar masses over ~1 s to within 10%, these two term need to cancel each other almost exactly (or be cancelled by other terms) to an accuracy of about \( 10^{-6} \). Hence it is unsurprising that we find a significant drift of the ADM mass if we do not explicitly force it to be constant (or change according to the energy flux of neutrinos leaving, and material entering, the computational domain).

\[ \frac{\partial M_P}{\partial t} = -2r_{\text{AH}}^2 \left( \frac{\beta^r \Delta \phi - 5 \beta^r \partial \phi}{3r} \frac{\partial \phi}{\partial r} \right) \frac{\partial \beta^r}{\partial r} + \frac{\phi}{6} \Delta \beta^r + \frac{7 \phi \partial \phi \partial \beta^r}{6 \partial r} \]  

(A5)

We note that the first and third term in brackets can be reexpressed in terms of the sources in \( \Delta \phi \) and \( \Delta \beta^r \).

\[ \frac{\partial M_P}{\partial t} = 2r_{\text{AH}}^2 \left( \frac{2\pi \beta^r E^r}{\phi} + \frac{\beta^r \phi \delta K_{ij} K^{ij}}{8} \right) \frac{\partial \beta^r}{\partial r} - \frac{5 \beta^r \partial \phi}{3r} + 2 \partial \phi \left( \phi^r \right) \frac{\partial \alpha}{\phi} - \frac{\phi^r \partial \beta^r}{6 \partial r} \]  

(A6)

This makes it manifest that some of the contributions to the rate of change of \( M_P \) – the first and fourth term in brackets – are due to the flux of matter across the excision surface (including passive advection due to a non-vanishing shift vector).

Equation (A6) effectively describes the mass gained by the black hole. A numerical evaluation of the individual terms illustrates that achieving the correct long-term evolution of the ADM mass requires a near-exact cancellation of terms in the evolution equations that is difficult to achieve in practice. Equation (A4) is dominated by the third and fifth terms. Since \( \partial \phi/\partial r \sim M/r^2 \), the third term is of order \( \beta^r M_P/r_{\text{AH}} \) (by including the \( r_{\text{AH}}^2 \) outside the brackets), i.e., will drive rapid changes of \( M_P \) on the order of a few light-crossing time scales of the black hole if \( \beta^r \gtrsim 0.1 \), unless it is almost cancelled by the other terms. Because \( K^{rr} \sim \beta^r/r \), the fifth term is of a similar order (as confirmed by numerical evaluation). To maintain the mass of a black hole of a few solar masses over ~1 s to within 10%, these two term need to cancel each other almost exactly (or be cancelled by other terms) to an accuracy of about \( 10^{-6} \). Hence it is unsurprising that we find a significant drift of the ADM mass if we do not explicitly force it to be constant (or change according to the energy flux of neutrinos leaving, and material entering, the computational domain).
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