Acoustic Resonance Testing of Glass IV Bottles
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Abstract. In this paper, acoustic resonance testing on glass intravenous (IV) bottles is presented. Different machine learning methods were applied to distinguish acoustic observations of bottles with defects from the intact ones. Due to the very limited amount of available specimens, the question arises whether the deep learning methods can achieve similar or even better detection performance compared with traditional methods.

The results from the binary classification experiments are presented and compared in terms of Balanced Accuracy Rate, F1-score, Area Under the Receiver Operating Characteristic Curve and Matthews Correlation Coefficient metrics.

The presented feature analysis and the employed classifiers achieved solid results, despite the rather small and imbalanced dataset with a highly inconsistent class population.
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1 Introduction

Glass materials are ubiquitous in many areas of everyday life, in the home, industry, medicine, vehicles, etc. The production quality of glass is of the highest importance, however, defects in glass materials may occur in the form of cracks, spots, bubbles and inclusions, holes and abrasions [19].

Different defects will have different impacts on the usage of glass products, while cracks may have little effect on the ordinary household glass, even hairline or micro-sized cracks will have large effects on the glassware used in the pharmaceutical and medical industries.
Therefore, it is necessary to detect the presence of any defects in glass materials by employing non-destructive testing (NDT) in fabrication and in-service inspections to ensure product integrity and reliability.

Common approaches to NDT of glass materials are X-ray Computer Tomography (XCT), optical systems (OS) and acoustic emission testing (AE) [1]. In production, machine vision-based systems are providing reliable defect detection [18], while in-service it would be difficult to deploy equipment and trained operators to track defects and subjectively interpret results. Many studies present such systems [14,21,26,32], where image processing algorithms are used to detect glassware defects.

To the best of our knowledge, machine learning (ML) approaches have not been extensively applied in the field of NDT on glassware and there are fewer studies on it. In one of them [15], the authors applied Convolutional Neural Networks (CNNs) on images to detect defects in the mouth, body and the bottom of glass bottles achieving an average accuracy rate of 98.4%.

Alternatives to image-based systems are Resonance Acoustic Method (RAM) [25], known as Acoustic Resonance Testing (ART) [7] NDT systems. The mechanical vibrations in the structure are produced by impact and transmitted as audible signals carrying information about the object’s material, structure and geometry in their entirety, but alone it will generally not diagnose the location, size, or type of defect.

ART was successfully applied in many areas, such as in automotive production lines [12]. Artificial Neural Networks (ANN) were used for classifying automotive components as intact, without damage or defective with results that completely prevented false positives and only 2.61% of good parts detected as defective [23]. Classification of magnetic tiles (qualified/unqualified) by their acoustic resonance after impact with a metal block was presented in [30].

Impact tests to determine defects in glassware using Fourier analysis of the resonance frequency are presented in [11]. Wavelet packet transforms and ANNs were used for the same problem in [10], achieving an accuracy rate of 96.6% on 3 classes (no glass, good, defective). Smart signal processing in ART is crucial since every defect will produce a corresponding dynamic response depending on its size and the feature analysis should be able to reliably capture the deviations.

In this paper, acoustic resonance testing of glass IV (intravenous) bottles is presented. We collected a small database in trials where a hammer impact was used as excitation. The observation signals were labeled, pre-processed and feature analysis was performed. Different ML approaches were applied, and the results of the binary classification were presented and compared. Since the amount of the collected data is small, the question arises whether deep learning could provide comparable or even better performance against traditional ML methods.

The paper is organized as follows: Sect. 2 describes the selection of glass IV bottles used in the experiments, as well as, the data collection and their organization in a dataset and the employed feature analysis algorithms.
In Sect. 3, we first present the experimental setup and then each of the used ML approaches with their specific parameter configurations. In Sect. 4 we present the achieved results in the classification experiments across different machine learning and feature analysis approaches. We close this paper with concluding remarks in Sect. 5.

Fig. 1. Recording setup with naturally damaged bottles

2 Materials and Methods

The selection of glass IV bottles consists of used and empty ones which are: intact (120), artificially (10) and naturally (3) damaged.

To provide representative examples of defects, different types of damages were artificially introduced to intact bottles in the form of smaller and larger cracks, abrasions and holes. In this case, each specimen has characteristic damage of different sizes and placement.

Bottles with defects that occurred naturally have small (the specimens B1 and B2) to middle size (the specimen B3) hairline cracks on the glass surface.

The bottles have the used rubber cap still on, and there was some intravenous fluid still present in most of them, which influenced their physical structure and consequently defined a unique set of characteristic spectral and temporal features, e.g. vibration properties.
2.1 Data Collection and Organization

The recording sessions were carried out in a soundproof room, where the acoustic responses of the bottles were measured by a microphone array [28].

A human operator was knocking the bottles using a modal hammer on three different locations, a force sensor was used as a recording trigger, ensuring consistent acoustic signal onset across the recordings. The recording setup with two different damaged bottles with marked cracks is presented in Fig. 1.

The acoustic responses were acquired by four high-performance Microtech Gefell MK 301 E microphone cartridges placed horizontally at: \(-125, -25, 25\) and \(125\) mm of the field center, and \(125\) mm vertically from the base. The bottles were placed at a distance of \(30\) cm and a height of \(165\) mm, the holder was aligned by a perforated base plate with the microphone field in the center. The hammer impacts were applied at the positions (20 times on each): \(0, 120\) and \(240\) degrees counter-clockwise rotation, the \(0\) degree position is where the bottle label is aligned with a marked holder.

The dataset contains 8002 observations labeled according to the condition of the IV bottle specimens. The originally damaged bottles were labeled with “B” (broken) - 181 (2.3%), the artificially damaged with “D” (defective) - 602 (7.5%) and the undamaged bottles were labeled with “V” (valid) 7219 (90.2%) observations.

2.2 Feature Analysis

Acoustic response observations were obtained by simple delay-and-sum beam-forming of individual microphone signals, providing more acoustic information than separate ones, at the same time reducing the computational costs of the feature analysis and the classification.

The acoustic resonance observations were transformed into three different feature sets:

1. The raw signal (SIG) observations, where the analog signals were A/D converted to \(48\) kHz, \(16\) bit, little-endian PCM and summed into one single observation with a fixed duration of one second, the dimension of the features is \(48000 \times 1\) elements.

2. The primary feature analysis (PFA) was done over the SIG features, by short-time Fourier transformation with a Blackman window of \(512\), and MEL filter-bank with a triangular transfer function. The feature vector dimension per observation is \(298 \times 30\).

3. Secondary feature analysis (SFA) was performed over the PFA features by their standardization to zero mean and unit variance, computing the delta features and performing Principal Component Analysis (PCA) for size reduction, producing feature vectors with a dimension of \(298 \times 24\).
3 Experiments and Results

The choice of an appropriate machine learning approach should also be based on the following factors:

– tolerance of high dimensionality,
– the capability of exploiting a small dataset, and
– handling of imbalanced datasets.

The objective is to find out which ML approach is best suited for the given dataset: Hidden Markov Models (HMMs), Support Vector Machine (SVM) models or Deep Learning methods.

Stratified 5-fold Cross-Validation (CV) was employed in all experiments, ensuring proper representations of the classes in the train and the test folds. The 95% confidence intervals (CI) for balanced accuracy rate (BAR) [3], the macro average ($\mu$) and standard deviation ($\sigma$) of the F1 score were used as performance metrics. The Area Under the Curve (AUC) and the Matthews Correlation Coefficient (MCC) were calculated, as well. The class weights were applied accordingly in the training procedure to anticipate the highly imbalanced dataset during training.

The objective of Experiment 1 is to classify acoustic responses of intact and artificial damaged bottles. The dataset folds were created by random sampling at the same time ensuring that the train and the test sets do not contain the same signal observations. The class distribution was also taken into account and the classes were accordingly represented in both sets.

In the second experiment (Experiment 2), the training was performed by leaving out a specific group of bottles from the k-fold training runs. They were used as an additional dataset and tested on the models trained for each fold. This represents a real use-case, where few damaged specimens are available. In the case when no damaged specimens are available at all, other ML approaches for one-class or anomaly (outliers) detection have to be considered.

Here, the dataset was divided into disjoint groups: V1, V2, and V3 (each with different 40 bottles from class V), B1, B2, and B3 (each with one bottle from class B). The training was performed in the following combinations:

– training V1, V2, B1, B2, and test V3, B3;
– training V1, V3, B1, B3, and test V2, B2;
– training V2, V3, B2, B3, and test V1, B1.

The false negative rates (FNR) of the observations of natural damaged bottles (“B”) with the 95% CI were calculated. Miss-classifying observations of damaged bottles (positive identification) as observations of intact ones is more critical than the miss-classifying observations of intact bottles as damaged (false positives).

3.1 Hidden Markov Models

Hidden Markov Models (HMM), model the signals as Markov processes where the states emit the observations by a Gaussian probability density function.
Apart from other areas of application (speech and handwriting recognition, bioinformatics, etc.) they were also successfully applied in NDT [27].

In the experiments, the HMMs were created using the dLabPro software [13, 29]. To represent the subtle temporal features, the classes were modeled by five-state forward connected HMMs with exactly one Gaussian probability density function (PDF) and full covariance matrix per state. The model parameters are iteratively estimated by the Viterbi training algorithm alternated with Gaussian splitting, with maximum of 5 splits and a different number of iterations per split.

The similarity measure describes how well a model fits an observation and is estimated by computing neg-log likelihoods (NLLs). The model which yields the highest likelihood defined predicted class label.

### 3.2 Support Vector Machines

SVMs predict class labels by finding the best hyperplane that separates samples of one class from those of the other class. They are very effective in the case where the dimension of the features is much higher than the number of observations in the dataset. The choice of kernel parameters plays an important role in achieving acceptable results for binary classification with SVMs [8].

To train the SVM models, we used the python scikit-learn [20] interface to the well known LIBSVM library [4]. The Radial Basis Function (RBF) was chosen as a kernel because of its good general performance and the SVMs were tuned over a range of the cost ($10^{-4}$ to $10^1$) and the gamma ($10^{-9}$ to $10^1$) parameters.

### 3.3 Deep Neural Networks

Deep Feed-forward (DFFN) and Convolutional Neural Network (CNN) were trained over the feature sets with Keras [5] and Tensorflow [17]. For all employed classifiers random search was performed over the hyper-parameter space in the pre-tests to estimate appropriate architectures and parameter values.

The DFFN architectures consist of an input layer corresponding to the feature vectors, output layer with one unit and softmax activation. They have two fully connected hidden layers: the first with 256 (128 for SFA features) units and the second with the half of units from the first layer, respectively.

The Leaky Rectified Linear Unit (LeakyReLU) [16] was used as the activation function, batch normalization and dropout layers [24] with Adaptive Gradient Algorithm (Adagrad) [9] as the optimization function.

For PFA and SFA features, the CNN architectures have two 2D convolutional layers with 32 filters of size $5 \times 5$, Exponential Linear Unit activation (ELU) [6], followed by batch normalization, dropout, and MaxPooling layers.

The output of the convolutional layers was flattened and feed to a fully connected layer with 90 units and ReLU activation and Adadelta [31] as optimization function.
One dimensional CNN based on the Soundnet architecture [2] was used for the SIG features (Table 1), with Rectified Linear Unit (ReLU) activation, batch normalization, dropout and MaxPooling layers (MPL).

**Table 1.** The configuration of the convolutional and pooling layers applied to raw audio signals.

| Layers | CL1 | MPL1 | CL2 | MPL2 | CL3 | CL4 | CL5 | MPL3 |
|--------|-----|------|-----|------|-----|-----|-----|------|
| Dim.   | 24000 | 3000 | 1500 | 188  | 24  | 12  | 6   | 2    |
| # Filters | 16 | 16 | 32 | 32 | 64 | 128 | 256 | 256 |
| Filter size | 64 | 8 | 32 | 8 | 16 | 8 | 4 | 4 |
| Stride | 2 | 8 | 2 | 8 | 2 | 2 | 2 | 4 |

The output of the convolution layers (with a dimension of 512) was flattened into two fully connected layers with 64 and 32 units respectively, providing a rather small size of trainable parameters (283217) well suited for small datasets. For all of them, the output layer has a softmax activation and binary-cross entropy as a loss function.

To avoid over-fitting which is even more emphasized in the case of a small dataset and larger feature dimensions, proper parameters for optimizer algorithms, training batch size, dropout rate, and early stopping criteria, were discovered during hyperparameter optimization.

The maximum number of epochs was set to 200 with the condition of 10 (DFFNs) or 25 (CNNs) epochs with no improvement (patience parameter) after which the training was stopped. The patience parameter and the high dropout rate allow longer training and better generalization.

### 4 Results and Discussion

The inconsistency of the dataset samples across classes was the main issue as already described in Sect. 2. This influenced the overall resonance frequencies and could mask those related to the condition of the bottle.

Also, the hammer impacts made by a human operator gave inconsistent acoustic resonance responses per specimen. On the other hand, this represents the real use-case, where inexperienced personnel should assess the glassware condition in a non-ideal environment.

#### 4.1 Experiment 1

Table 2 presents the results achieved in Experiment 1, in terms of balanced accuracy rate (BAR) with the 95% confidence intervals and the mean ($\mu$) of the $F_1$ scores across folds with standard deviation ($\sigma$), across all features and classifiers.
Table 2. Balanced Accuracy Rate (%) and F1-score.

| Experiment 1 | SIG | PFA | SFA |
|--------------|-----|-----|-----|
| 95% CI of BAR |     |     |     |
| HMM          | N/A | 91.17$^{+0.86}_{-0.94}$ | 93.90$^{+0.67}_{-0.78}$ |
| SVM          | 89.45$^{+0.93}_{-1.02}$ | 90.85$^{+1.27}_{-1.39}$ | 84.75$^{+1.58}_{-1.62}$ |
| DFFN         | 60.66$^{+1.51}_{-1.49}$ | 82.36$^{+1.62}_{-1.68}$ | 80.80$^{+1.68}_{-1.72}$ |
| CNN          | 86.60$^{+1.47}_{-1.53}$ | 93.05$^{+1.12}_{-1.23}$ | 88.50$^{+1.43}_{-1.47}$ |

F1-score: $\mu$ ($\sigma$)

|          |     |     |     |
| HMM      | N/A | 0.77 (0.01) | 0.83 (0.02) |
| SVM      | 0.74 (0.01) | 0.93 (0.01) | 0.89 (0.01) |
| DFFN     | 0.63 (0.04) | 0.86 (0.02) | 0.84 (0.02) |
| CNN      | 0.87 (0.02) | 0.94 (0.01) | 0.90 (0.02) |

Fig. 2. AUC and MCC across features and classifiers.

The SIG/HMM combination was omitted from the experiments as infeasible due to the dimensionality of the features.

It can be seen that CNN models performed well across all feature types in terms of BAR and better than any other in terms of F1-score, despite small and imbalanced dataset. The models were able to discover patterns that can be interpreted as detectors of dynamic events in the time domain (SIG), as well as, in the time-frequency domain (PFA and SFA). The PFA features have the edge over the raw signals for all classifiers except HMMs, mainly because of the dimensionality reduction which compensates the smaller observation counts.

In the pre-trials with even a smaller dataset (600 samples), the performance gap between the raw signal-based features and the other two for each classifier was even larger. Given more training data, it is expected that CNNs outperform
Figure 2 presents the AUC and the MCC metrics for the binary classification, where the damaged bottle label was chosen as positive, since detecting those observations correctly is more important than the intact ones.

The CNNs are performing equally well as the SVMs which, in general, are more suitable choice for binary classification given the size and nature (imbalanced data) of the dataset.

4.2 Experiment 2

Because they are of higher importance, Table 3 presents only the results for false negative rates on class “B” obtained in Experiment 2. It can be seen that most of the classifier/feature models failed to reliably detect unseen damaged specimens.

The reason is the small amount of the damaged bottles samples (only from two specimens) in the training set and the large variation in the acoustic resonance responses of the intact bottles.

Although class weighting was applied, the characteristic features of damaged bottles were not properly generalized for the unseen specimens.

McNemar’s test [22] showed that there are significant differences in FNR ($p \leq 0.05$) across all classifier-feature combinations, except in the cases: CNN/PFA against HMM/PFA and DFFN/PFA against CNN/SIG.
In general, the CNNs along with HMMs performed better in predicting observations from damaged bottles than other models, particularly with PFA features. In comparison with others, they managed to reliably capture the subtle differences between the damaged and intact bottles.

The CNN/PFA model achieved an overall BAR (%) of $94.94^{+0.68}_{-0.72}$ and FNR (%) of $9.97^{+1.48}_{-1.34}$, while the HMM/PFA achieved overall BAR (%) of $94.36^{+0.67}_{-0.73}$ and FNR (%) of $9.81^{+1.47}_{-1.33}$.

5 Conclusions

Different machine learning approaches in acoustic resonance testing of glass IV bottles are presented. Despite the rather small and imbalanced dataset with highly inconsistent classes, the presented feature analysis, and the employed classifiers achieved solid results.

The HMM and CNN models in combination with handcrafted features achieved the best overall performance in both experiments. Providing a larger amount of data, the CNNs have the potential of improving the prediction of raw signals.

In practical application, when a high detection accuracy is of critical importance, ensemble modeling should be considered. Here multiple models are created on different training sets, and the prediction is performed by aggregating their classification results.

Alternatively, higher detection performance can be achieved using one trained model and combining the predictions from multiple impacts on different positions on a tested specimen. Moreover, the classifier system should be able to detect and adapt to changing environmental conditions and data properties.
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