X-ray multi-modal intrinsic-speckle-tracking
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Abstract

We develop x-ray multi-modal intrinsic-speckle-tracking (MIST), a form of x-ray speckle-tracking that is able to recover both the position-dependent phase shift and the position-dependent small-angle x-ray scattering (SAXS) signal of a phase object. MIST is based on combining a Fokker–Planck description of paraxial x-ray optics, with an optical-flow formalism for x-ray speckle-tracking. Only two images need to be taken in the presence of the sample, corresponding to two different transverse positions of the speckle-generating membrane, in order to recover both the refractive and local-SAXS properties of the sample. Like the optical-flow x-ray phase-retrieval method which it generalises, the MIST method implicitly rather than explicitly tracks both the transverse motion and the diffusion of speckles that is induced by the presence of a sample. Application to x-ray synchrotron data shows the method to be efficient, rapid and stable.
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1. Introduction

In two recent papers [1, 2], a Fokker–Planck [3] formalism was developed for paraxial x-ray optics. The essence of this formalism is to use a two-current continuity equation, to describe paraxial x-ray energy flow downstream of illuminated samples containing both spatially-resolved phase–amplitude fluctuations and spatially-unresolved random micro-structure. The unresolved sample micro-structure bifurcates the x-ray energy transport, both within and downstream of the illuminated sample, into coherent and diffuse channels. The coherent energy-flow channel, downstream of the illuminated sample, is associated with the spatially resolved attenuation and refractive properties of the sample. The diffuse energy-flow channel is associated with ‘local roughness’ [4] modelled by the spatially unresolved random micro-structure within the sample.

The paraxial-optics Fokker–Planck equation [1, 2] is an elliptic second-order partial differential equation that may be viewed as a generalised form of Teague’s transport-of-intensity equation [5] for coherent paraxial optics. This generalisation simultaneously incorporates the additional effects of local incoherent scatter (small-angle x-ray scattering, SAXS [6]), source-size blurring and detector-induced blurring [1, 2]. Such a Fokker–Planck approach to paraxial x-ray optics in its final formulation is somewhat similar to statistical dynamical diffraction theory (SDDT), developed in the 1980s and 1990s by Kato [7, 8] and further developed by others [9–11], to describe dynamical and kinematical dif-
fraction by deformed crystals having chaotically distributed defects. Later a similar statistical approach was applied by Nesterets [12] in the context of phase-contrast x-ray imaging (PCI) of non-crystalline objects. Further parallels include diffuse x-ray scattering from crystals [13], the frozen phonon model of electron diffraction [14], optical scattering from rough surfaces [15] and radiative transport in turbid media [16, 17].

The smallness (or high concentration) of either crystal defects (in SDDT) or object features (in PCI) (here ‘smallness’ is in comparison with the resolution of the detection system) requires one to apply a statistical approach via averaging over a statistical ensemble to describe scattering by some ‘unresolvable’ elements of such systems. Scattering by such ‘unresolvable’ features transfers the propagating energy (intensity) from the coherent channel into the diffuse channel (see also chapter 7.4 in the book by Ishimaru [18]). In the context of PCI, the effect of the diffuse component is usually described in terms of broadening caused by SAXS [16, 19–25]. However, a division into coherent and diffuse components was also intrinsically used (see e.g. equation (1) in Oltulu et al [26]). This transfer of x-ray energy from coherent intensity into diffuse intensity may be comparable with photoelectric absorption loss of this coherent component if the concentration of such defects (in SDDT) [27] or features (in PCI) [12] is high. The diffuse component of intensity can be further re-scattered if the object is thick enough. However, such typically small dynamical effects are neglected for diffuse intensity [28].

A separate but related thread of development is x-ray speckle-tracking [29, 30]. In this x-ray imaging method, speckles produced by a spatially random screen are recorded in the presence of a sample. Comparison of these speckles to those recorded in the absence of the sample, for one or more mask positions, then allows the refractive, attenuating and local-SAXS properties of the sample to be inferred. See the recent review by Zdora [31], together with references cited therein, as well as precedent work in a visible-light context [32–34]. Note also the evident similarities to x-ray Hartmann–Shack sensors [35] and single-grid phase-measurement methods [36, 37], both of which use specially-fabricated rather than random masks.

Multi-modal recovery of phase, intensity and SAXS is enjoying much attention in an x-ray speckle-tracking context, e.g. using the ‘X-ray Speckle-Vector Tracking’ (XSVT) formalism [38], and the formalism of ‘Unified Modulated Pattern Analysis’ (UMPA) [39]. XSVT and UMPA both employ multiple images for multi-modal recovery, although single-image multi-modal x-ray speckle tracking is also possible, using correlation-based approaches [40, 41]. There is an evident trade-off here, as, broadly speaking, measuring more images (e.g. in XSVT and UMPA) gives the benefit of improved spatial resolution at the cost of increased dose to the sample, relative to single-shot approaches. Another formalism requiring only a single speckle image to be taken in the presence of the sample, termed ‘optical flow’ (OF) [42], has very recently been developed for x-ray speckle tracking, however this last-mentioned approach has not been applied to multi-modal analyses [8]. As mentioned earlier, XSVT and UMPA are multi-modal (as are the single-shot methods published in [40, 41]); the present paper makes OF multi-modal by augmenting it from a method able to recover wave-field phase, into a method able to recover both wave-field phase and local-SAXS properties.

OF is here made multi-modal via a Fokker–Planck-type generalisation that incorporates local SAXS, not unlike passing from non-statistical to statistical diffraction theory. An attractive feature of the OF formalism is that it implicitly rather than explicitly tracks speckles, making it computationally much more rapid than more-general methods that rely on correlation analyses and/or error-metric minimisation. Another attractive feature is the complementary approach that the Fokker–Planck extension to OF takes to speckle tracking, being based on a non-iterative closed-form solution of a specified partial differential equation, as distinct from approaches that are based on iteratively minimising an error-metric integral.

We close this introduction with a brief outline of the remainder of the paper. In section 2 we outline the theory underpinning our technique, which we term ‘x-ray multi-modal intrinsic-speckle-tracking (MIST)’. We then apply this formalism, in section 3, to experimental hard x-ray data obtained at the European Synchrotron Radiation Facility (ESRF). We briefly discuss some of the broader implications of our results in section 4, and offer some concluding remarks in section 5.

2. Theory

Assume that a pure-phase-object sample is placed in a spatially-well-resolved reference speckle field, such as that sketched in figure 1. The reference speckle field may be created by passing an x-ray beam through a spatially random membrane. The registered speckle images obey the following Fokker–Planck [3] generalisation of the OF formalism for speckle-tracking [42]. This gives equation (55)
in the theoretical paper by Paganin and Morgan [2], which was proposed but neither solved nor applied in that previous publication, and which forms the Fokker–Planck-type starting-point for the present paper:

\[ I_R(x,y) - I_S(x,y) = \frac{\Delta}{k} \nabla \cdot [I_R(x,y) \nabla \phi(x,y)] - \Delta \nabla^2 \nabla \cdot [D_{\text{eff}}(x,y;\Delta) I_R(x,y)]. \]  

(1)

Here, \( I_R(x,y) \) is a reference speckle image obtained in the absence of a sample, \( I_S(x,y) \) is the corresponding speckle image obtained in the presence of a sample that is by assumption a pure-phase object, \( (x,y) \) denote transverse coordinates in planes perpendicular to the optical axis \( z \), \( \Delta \) is the sample-to-detector distance, \( k \) is the x-ray wave number, \( \phi \) is the phase shift caused by the sample, \( \nabla \phi = (\partial \phi/\partial x, \partial \phi/\partial y) \) is the transverse gradient and \( D_{\text{eff}} \) is the effective diffusion coefficient describing local sample-induced SAXS [1, 2].

The first term, on the right side of equation (1), represents a coherent flow that deforms \( I_R(x,y) \) into \( I_S(x,y) \), with this deformation being induced by the refractive properties of the sample. This coherent flow has two distinct components [42], associated with the two terms in the expansion:

\[ \nabla \cdot [I_R(x,y) \nabla \phi(x,y)] = I_R(x,y) \nabla^2 \phi(x,y) + \nabla \cdot I_R(x,y) \cdot \nabla \phi(x,y). \]  

(2)

Here, the term \( \frac{\Delta}{k} \nabla \cdot [I_R(x,y) \nabla \phi(x,y)] \) describes a lensing contribution in which speckles may be locally magnified or demagnified on account of the curvature \( \nabla^2 \phi(x,y) \) of the object-induced x-ray phase shift. This term will also describe the propagation-based phase contrast (Laplacian of the phase) induced by edges in the sample [45], which will be ‘imprinted’ on top of the speckle (see e.g. [46]). Conversely, the term \( \frac{\Delta}{k} \nabla \cdot I_R(x,y) \cdot \nabla \phi(x,y) \) describes the transverse motion of the speckles that is induced by the sample. Turning to the diffusive channel of the energy flow, we have the second term on the right-hand side of equation (1), which describes the diffusion (visibility reduction) of the speckles that is induced by the unresolved micro-structure within the sample. This sample-induced diffusion is quantified by the position-dependent effective diffusion coefficient \( D_{\text{eff}}(x,y;\Delta) \). Thus, equation (1) is a partial differential equation embodying three separate physical mechanisms for the sample-induced deformation (‘flow’) that maps speckles of the reference image \( I_R(x,y) \) to corresponding speckles \( I_S(x,y) \) measured in the presence of the sample: (i) lensing of speckles; (ii) transverse motion of speckles; (iii) diffusion of speckles.

The Laplacian operator, applied to the second term on the right side of equation (1), yields the following three components for the diffusive component of the sample-induced speckle deformation:

\[ \nabla^2 [D_{\text{eff}}(x,y;\Delta) I_R(x,y)] = D_{\text{eff}}(x,y;\Delta) \nabla^2 I_R(x,y) + I_R(x,y) \nabla^2 D_{\text{eff}}(x,y;\Delta) + 2 \nabla D_{\text{eff}}(x,y;\Delta) \cdot \nabla I_R(x,y). \]  

(3)

We can neglect the second and third terms on the right-hand side of equation (3) on account of the assumption that the position-dependent effective diffusion coefficient \( D_{\text{eff}}(x,y;\Delta) \) is a slowly-varying function of transverse coordinates. We can therefore simplify equation (1) as follows:

\[ I_R(x,y) - I_S(x,y) = \frac{\Delta}{k} I_R(x,y) \nabla^2 \phi(x,y) - \Delta D_{\text{eff}}(x,y;\Delta) \nabla \cdot I_R(x,y). \]  

(4)

where we have also used the approximation previously employed in Pavlov et al [47], namely

\[ \nabla \cdot I_R(x,y) \cdot \nabla \phi(x,y) \approx 0. \]  

(5)

We now explain this last-mentioned approximation in a little more detail. The intensity \( I_R(x,y) \) of the reference speckle image, acquired in the absence of a sample, is produced by a spatially random mask. Therefore, the gradient of such an intensity field will be a vector field that is rapidly changing in both direction and magnitude, as a function of transverse coordinates. Thus, the scalar product of such a random vector field with a more slowly changing gradient of the phase can be neglected. The same approximation can also be explained in geometric terms, by calculating the expectation of the dot product of a pair of two-dimensional vector fields: (i) a random vector field \( r(x,y) \) and (ii) a slowly varying vector field \( s(x,y) \). The expectation (averaged over position coordinates) of such a scalar product \( r(x,y) \cdot s(x,y) \) is a sum of the expectations of the appropriate products of the projections of these two vectors. The expectation of a product of projections of two vectors is equal to the product of the expectations of each of these projections, as the vector fields \( r(x,y) \) and \( s(x,y) \) are statistically independent. Hence we have a product of zero, which is an expectation of the projection of a random vector field, and the expectation of the projection of the slowly varying vector field.

So far in this section, we have considered the ‘forward problem’ of how the sample deforms the reference speckle image \( I_R(x,y) \) into the speckle image \( I_S(x,y) \) that is measured when the sample is present. This physical model for the forward problem enables us to next consider the associated ‘inverse problem’ [48] of inverting the measured intensity data so as to infer information regarding the sample. To this end, observe that equation (4) contains two unknown functions, namely \( \nabla \cdot I_R(x,y) \cdot \nabla \phi(x,y) \) and \( D_{\text{eff}}(x,y;\Delta) \), which can be recovered using measured intensity data corresponding to two different transverse positions (‘#1’ and ‘#2’) of the mask. Thus, we can write a system of simultaneous equations for mask positions #1 and #2, based on equation (4):

\[
\begin{cases}
I_{R_1}(x,y) - I_{S_1}(x,y) = \frac{\Delta}{k} I_{R_1}(x,y) \nabla^2 \phi(x,y) - \Delta D_{\text{eff}}(x,y;\Delta) \nabla \cdot I_{R_1}(x,y), \\
I_{R_2}(x,y) - I_{S_2}(x,y) = \frac{\Delta}{k} I_{R_2}(x,y) \nabla^2 \phi(x,y) - \Delta D_{\text{eff}}(x,y;\Delta) \nabla \cdot I_{R_2}(x,y).
\end{cases}
\]  

(6)

Here, \( I_{R_1}(x,y) \) denotes the reference speckle images corresponding to random masks in positions #1 and #2, with
where \( N = 2 \) pairs of images are used. To improve the dark-field signal quality and robustness to noise with the present technique and to compare it to UMPA and XSVT which require a larger number of speckle image pairs, we also calculated similar images using \( N = 4 \) and \( N = 10 \) pairs of speckle images. To do so, we built a system of equations similar to those in equation (6), but having \( N \) equations corresponding to \( N \) different transverse positions of the speckle-generating mask, rather than only two equations (corresponding to two different transverse positions of the speckle-generating mask). We then solved the system of \( N \) equations for \( \nabla^2 \phi(x,y) \) and \( D_{\text{eff}}(x,y; \Delta) \), by matrix inversion for each pixel, i.e. in the least-squares sense [32] accounting for noise.

For comparison with the MIST dark-field reconstructions that are presented in figure 2(a), figures 2(b) and (c) show the corresponding dark-field images obtained using the UMPA and XSVT methods, respectively. To facilitate further comparison, for dark-field reconstructions obtained using all three methods (MIST, UMPA, XSVT) the contrast to noise ratio \( \text{CNR} \) has been calculated for each reconstruction, as:

\[
\text{CNR} = \frac{\mu_1 - \mu_2}{\sigma_1}. \tag{8}
\]

Here, \( \mu_1 \) and \( \mu_2 \) are average intensities measured in an homogeneous zone outside the sample and in the inset of figure 2, respectively. The parameter \( \sigma_1 \) refers to the standard deviation measured in the homogeneous zone. Note that higher values of \( \text{CNR} \) indicate better image quality. For a small number of image pairs \( (N = 2 \) and \( N = 4 \)), MIST surpasses the two other methods as indicated by the \( \text{CNR} \) metric given in table 1.

In the interior of the sample there is broad agreement in the dark-field features that are evident in the reconstructions obtained using the three different methods. This consistency in the three rows of figure 2 is notable, since the three corresponding reconstruction formalisms (MIST, UMPA, XSVT)—while of course all ultimately based on the same underpinning optical physics—are conceptually and numerically rather different approaches. This consistency is also notable on account of the fact that the domain of applicability, of the UMPA and XSVT formalisms, is broader than the domain of validity of MIST. To counterpoint these consistencies, one can notice that the main difference between MIST and UMPA/XSVT dark-field reconstructions is the more highly contrasted edges of the features with the former technique.

4. Discussion

These obtained results are, to our knowledge, the first experimental implementation of the multi-modal x-ray Fokker-Planck speckle-tracking approach due to Paganin and Morgan [2]. This variant of multi-modal speckle-based x-ray imaging reconstruction takes only a few seconds, which is significantly faster than the XSVT and UMPA approaches. Nevertheless, the results shown in figure 2(a) appear to outperform the results obtained from the same experimental data using more sophisticated approaches (see e.g. figures 2(b) and (c) and figure 7 in the paper by Berujon and Ziegler [38]).
Figure 2. (a)–(c) Recovered dark-field signal $D_{\text{eff}}(x, y; \Delta)$ obtained using the (a) MIST, (b) UMPA and (c) XSVT techniques, with $N = 2, 4, 10$ pairs of images. The chosen window size in the UMPA and XSVT techniques was equal to $5 \times 5$ pixels.

Table 1. Contrast to noise ratio comparison for the different dark-field extraction methods.

| $N$   | CNR | MIST | UMPA | XSVT |
|-------|-----|------|------|------|
| 2     | 10.9| 4.6  | 6.9  |
| 4     | 22.6| 17.9 | 11.6 |
| 10    | 23.1| 30.8 | 17.1 |

Taking into account that the MIST method, described in the present paper, is based on several strong assumptions, the obtained results may contain some artefacts. However, the results obtained by this fast deterministic approach can be used as a starting point for further refinement using more sophisticated (and general) correlation-based techniques, such as XSVT and UMPA. There is an evident trade-off here: (i) XSVT and UMPA have the advantage of greater generality, which comes at the cost of requiring additional images and significantly longer computation times, while (ii) the MIST method of the present paper has the advantage of requiring fewer images and having much more rapid computation times, at the cost of a reduced degree of generality.

It is also worth pointing out that, as our new technique does not explicitly determine the transverse shift of the speckle grains due to phase contrast, we are not restricted by the grain size. The only requirement is that the chosen experimental parameters, namely, the energy, propagation distance and grain size of the mask, should produce a speckle (reference) image. Rather than the resolution of the MIST method being determined by the size of the speckles, it is determined by the average characteristic length scale that is present in the reference speckle image. For smooth speckles in which there is only one characteristic transverse length scale, the size of the speckles will be equal to the average characteristic length scale that is present in the reference speckle images. However, more generally speaking, these length scales may be different, e.g. if (i) the speckles themselves have sharp edges (as can be the case when the speckles are generated via absorption from suitable powders or grains); or (ii) one has 'speckled speckle' [53]. In general, the speckle size provides an upper limit on this characteristic transverse length scale.

Let us now return to a point raised at the end of the previous section. Notwithstanding the strong degree of similarity between the dark-field reconstructions in figure 2, one point...
of difference is in the stronger contrast that is observed at the edges of the berry, in the MIST dark-field reconstructions shown in figure 2(a), when compared to the UMPA and XSVT reconstructions shown in figures 2(b) and (c). We believe this difference to be related to the fact that in the Fokker–Planck formalism, upon which the approach of the present paper is predicated, the position-dependent effective diffusion coefficient has three separate contributions. The first contribution to the effective diffusion coefficient is the local SANS induced by spatially-unresolved sample micro-structure, with this contribution being treated in an ultimately-equivalent albeit conceptually different manner in MIST, UMPA and XSVT. The second contribution to the Fokker–Planck effective diffusion coefficient [1, 2, 4] is the Young–Maggi–Rubinowicz boundary wave [54–58] associated with diffraction from sharp intensity gradients such as sample edges⁹. This second contribution may also be viewed in ray-optics language as being due to Keller-type ‘diffracted rays’, under the viewpoint of the geometrical theory of diffraction [65]. Yet another way of modelling this second contribution is via the asymptotic form of two-dimensional diffraction integrals, in which sharp scattering edges constitute a critical point of the second kind [66]. For a clear example of the diffusive effect of edge-scattered rays, see e.g. figure 2(b) in Groenendijk et al [46], where the illuminating grid pattern has reduced visibility in the vicinity of a sharp sample edge.¹⁰ Regardless of the adopted physical model, the key point regarding this second (edge-diffraction-based) contribution to the effective position-dependent Fokker–Planck diffusion coefficient, is that it provides a distinct mechanism for diffusive photon transport, which is different from the local-SAXS mechanism. While the local-SAXS mechanism is ultimately equivalently treated in the dark-field signal reconstructed by MIST, UMPA and XSVT, the methods treat the edge signal differently, an observation that is consistent with the fact that (i) all three methods give very similar contrast for the dark-field signal that is reconstructed within the interior of the berry, in all panels of figure 2, but (ii) MIST gives a reconstruction that differs from UMPA and XSVT, at the edges of the berry. Finally, we mention a third contribution to the effective diffusion coefficient in the Fokker–Planck formalism, namely that which is due to the effective point-spread function associated with the imaging system [1, 2]. This third contribution is listed for completeness, but is otherwise of marginal relevance here, since its contribution will be negligible in the present context of a Fokker–Planck optical-flow approach to x-ray speckle tracking.

It would be interesting to extend the Fokker–Planck speckle-tracking formalism, upon which the present work is based, to the case of ‘directional dark field’ [67, 68] in which the transverse cross section of the local SANS fan is modelled as being elliptical rather than rotationally symmetric. In this case, the scalar effective diffusion coefficient may be replaced with a symmetric rank-two diffusion tensor [1, 2, 4]:

\[
D_{\text{eff}}(x,y;\Delta) \rightarrow \begin{bmatrix}
D_{\text{eff}}^{(xx)}(x,y;\Delta) & D_{\text{eff}}^{(xy)}(x,y;\Delta) \\
D_{\text{eff}}^{(xy)}(x,y;\Delta) & D_{\text{eff}}^{(yy)}(x,y;\Delta)
\end{bmatrix}.
\] (9)

Following equation (4) in Morgan and Paganin [1] and equation (51) in Paganin and Morgan [2], the above diffusion tensor enables us to write down the following directional-dark-field generalisation of equation (1):

\[
I_R(x,y) - I_S(x,y) = \frac{\Delta}{k} \nabla_{\perp} \cdot [I_R(x,y) \nabla_{\perp} \phi(x,y)] - \Delta \frac{\partial^2}{\partial x^2} [D_{\text{eff}}^{(xx)}(x,y;\Delta)I_R(x,y)] - \Delta \frac{\partial^2}{\partial y^2} [D_{\text{eff}}^{(yy)}(x,y;\Delta)I_R(x,y)] - \Delta \frac{\partial^2}{\partial x\partial y} [D_{\text{eff}}^{(xy)}(x,y;\Delta)I_R(x,y)].
\] (10)

The above equation could be readily solved, in an analogous manner to the method given in the present paper, thereby extending MIST into a method capable of measuring a directional dark-field signal, as quantified by the diffusion tensor in equation (9). Such an investigation would be an interesting avenue for future work.

5. Conclusion

We have developed a fast deterministic variant of x-ray multimodal intrinsic-speckle-tracking, which was validated using experimental data. The obtained reconstruction results are based on only two images of the sample acquired at different positions of the spatially random mask. These reconstructions are comparable in quality to those obtained by computationally slower (multiple-image) albeit significantly more general, explicit x-ray speckle tracking techniques.
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