ATTENTION-BASED NETWORK FOR LOW-LIGHT IMAGE ENHANCEMENT
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ABSTRACT

The captured images under low-light conditions often suffer insufficient brightness and notorious noise. Hence, low-light image enhancement is a key challenging task in computer vision. A variety of methods have been proposed for this task, but these methods often failed in an extreme low-light environment and amplified the underlying noise in the input image. To address such a difficult problem, this paper presents a novel attention-based neural network to generate high-quality enhanced low-light images from the raw sensor data. Specifically, we first employ attention strategy (i.e. spatial attention and channel attention modules) to suppress undesired chromatic aberration and noise. The spatial attention module focuses on denoising by taking advantage of the non-local correlation in the image. The channel attention module guides the network to refine redundant colour features. Furthermore, we propose a new pooling layer, called inverted shuffle layer, which adaptively selects useful information from previous features. Extensive experiments demonstrate the superiority of the proposed network in terms of suppressing the chromatic aberration and noise artifacts in enhancement, especially when the low-light image has severe noise.

Index Terms— Low-Light Image Enhancement, Image Denoising, Attention Mechanism

1. INTRODUCTION

Image brightness is determined by irradiance of the scene and the camera setting. Images captured in the insufficient irradiance environment usually suffer multiple degradations, such as poor visibility, low contrast, unexpected noise. Unfortunately, these images inevitably exist in our daily life, especially at night or indoors. Such images have poor visual effects and are difficult to use as input for other visual tasks such as target detection and recognition. Although the auto-exposure mechanism (e.g. ISO, shutter, flashlight, etc.) can correctly enhance image brightness, it often causes other unexpected artifacts (e.g. noise, blurring, over-saturation, etc.).
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be when suffering serious noise. Different from simply stacking residual layers to enlarge receptive field [5], we design a new block, called mixed attention block, to effectively fuse local and global features in our network. The proposed mixed attention block (i.e. channel attention and spatial attention modules) effectively suppresses undesired chromatic aberration and noise. The channel attention module guides the network to refine redundant color features. The spatial attention module focuses on denoising by taking advantage of the non-local correlation in the image. In addition, considering that the max pooling layer often brings about information loss, we employ a new pooling strategy, called Inverted Shuffle Layer (ISL), to adaptively select important information from feature maps. Overall, our contributions are in three folds:

- We propose an end-to-end network based on mixed attention block to obtain normally exposed high-quality and noise-free images. The mixed attention block includes spatial attention and channel attention, which can take into account local and global information.

- To reduce the information loss and select useful features flexibly, we employ the ISL to replace the max pooling layer.

- We evaluate our method on the SID dataset, and the experimental results demonstrate that our method achieves state-of-the-art performance.

2. RELATED WORK

Obtaining visually-friendly color images from raw images usually requires denoising, enhancement, etc. Therefore, we provide a literature review of the two tasks here.

2.1. Image Denoising

Image denoising is a fundamental task in computer vision. In order to recover clear images from noisy ones, a variety of image priors have been proposed in the past years, including sparsity, low-rank, and self-similarity. Many based on image priors methods have made great progress in image denoising, such as BM3D [7], WNNM [8]. With the development of deep learning, researchers have applied deep neural networks to image denoising in recent years. For example, DnCNN [9] trained a deep residual network and used batch normalization layers to speed up the training process. CBDNet [11] considered the noise in the whole process of imaging and adopted the U-net architecture with a sub-network to estimate noise levels for improving denoising performance.

2.2. Low-light Image Enhancement

Image enhancement has a long history in low-level vision. Histogram equalization and gamma correction are simple but classical methods that usually been applied to increase image contrast. It is obvious that those methods only adjust the contrast of the whole image globally, ignoring local brightness differences.

With the rapid development of deep learning [10, 11, 12], many methods are based on the Retinex theory that assumes an image can be decomposed into illumination and reflectance components. Shen et al. [2] regarded multi-scale Retinex as a feedforward convolutional neural network and proposed MSR-net to learn a mapping between dark and bright images. RetinexNet [13] is another method inspired by the Retinex theory, which first decomposes the image into illumination and reflection components with decompose subnetwork, and then performs image enhancement. Wang et al. [14] proposed using the network to estimate the illumination component of the image, and used the illuminance constraint and the prior in the loss function. Chen et al. [4] considered the low-light image enhancement directly from the raw data. They created the SID dataset and obtained enhanced images in sRGB space with trained U-net. Paras et al. [5] proposed to use residual learning to improve the enhancement performance for decreasing the amount of parameters and alleviating the impact of chromatic aberration.

3. METHOD

Low-light image enhancement from the camera sensor is a complicated problem. Traditional Image Signal Process (ISP) method consists of a series of subtasks (e.g. white balance, demosaicking, denoising, etc.), however, it results in a high noise level and less vivid color [15]. To mitigate these problems, we propose a novel Attention-based Low-light image Enhancement Network (ALEN) which directly converts raw image to color image.

For a given low-light raw image \(I_r\), the estimated color image \(I_c\) can be defined as:

\[ I_c = F(I_r, \theta) \]  

(1)

where \(F\) denotes the proposed network, and \(\theta\) represents the parameters of the network. We present the details of the architecture and loss function in the following.

3.1. Network Architecture

As shown in Fig. 2 our network is in the form of U-net, which demonstrates its advantages in many tasks. The proposed network consists of encoder, decoder and skip connections. In the raw data preprocess layer, inspired by multi-exposure, the image is multiplied by different amplification factors as input. In the encoder part, we employ several mixed attention blocks and ISLs to obtain semantic features. The mixed attention block which contains channel attention and spatial attention is beneficial to remove the color artifacts caused by multiplying amplification ratio. On the other hand, the decoder part
Fig. 2. Overview of our network structure. The network has a data pre-process layer and multiple proposed layers with the form of U-net.

adopts multiple convolutional layers and transposed convolution to restore high-resolution features from semantic features. Finally, the estimated image is obtained after a pixel shuffle operation from a 12-channel feature map.

**Channel Attention Block** Since the feature map of each channel has different contributions to the following network. Therefore, we introduce a channel attention strategy to extract more useful information for low-light image enhancement. The structure of channel attention is illustrated in Fig. 3(c). Like SEblock [16], we first use a global average pooling layer to get a representative value in each channel. Then we use two fully connection layers and activate functions to learn the significance between channels. The first fully connection layer is followed by a ReLU activate function and the second activate function is the Sigmoid function. The proposed channel attention block is well-motivated, it not only removes harmful features of inputs but also highlights the favorable color information.

**Non-local Operation** The larger receptive field is critical in many computer vision tasks. But convolution operation is capable of processing a local neighborhood in space, thus capturing long-range information from feature map demand repeating local operation which is computationally inefficient. Non-local operation is one way to tackle the above issue in recent years. From [17], non-local operation can be expressed as

\[
y_i = \sum_{j=1}^{N} \frac{h(x_i, x_j)}{C(x_i)} G(x_j),
\]

where \( i \) is the query position, and \( j \) is one of \( N \) possible positions in feature map. \( G(x_i) \) denotes the transform of \( x_i \). \( h(x_i, x_j) \) represents the relationship of \( x_i \) and \( x_j \). \( C(x_i) \) is a normalization factor that is the sum of all \( h(x_i, x_j) \) as

\[
C(x_i) = \sum_{j=1}^{N} h(x_i, x_j).
\]

Non-local operation aimed at strengthening the feature representation capability of the network. Equation (2) shows that the result of non-local operation is a weighted sum of features at all positions. Thus, to utilize non-local operation makes the network have a global receptive field via aggregating different position information in a feature map. It is significant to correct the color and suppress noise, especially in a low-light environment, since a wider range of information is able to guide the network to learn what it should be in a seriously degraded scene. The structure is illustrated in Fig. 3(a). In practical applications, non-local operation usually occupies a large memory and computation. Therefore, we adopt to downsample the feature to reduce computational complexity.

**Mixed Attention Block** As discussed above, channel attention block can model the interdependence between channels, while non-local operation can aggregate information from different positions in a feature map. In order to obtain better feature representation, we combine two attention blocks to a mixed attention block. Fig. 3(b) illustrates the structure of mixed attention block. In this block, we first employ non-local operation to obtain features with a wider range of information in the spatial domain. Then we concatenate them and feed the concatenated features to channel attention block to generate final feature representation. With the mixed attention block, the network can make full use of information from different channels and positions in the feature map to produce a more flexible structure.

**Inverted Shuffle Layer** As we all know, the pooling layer usually appears in neural networks for reducing the computation with smaller feature sizes. However, pooling operation usually abandons useful information in the forward process whether it is max pooling or average pooling. Inspired by pixel shuffle in [13], we proposed a new pooling operation, named ISL, which includes inverted shuffle and convolution operation. After an inverted shuffle operation, the size of the feature map reduces to half of the original and the number of channels quadruples. Convolution layer with \( 1 \times 1 \) kernels is performed after the inverted shuffle, which plays a role in selecting useful information while compressing the number of channels. In general, ISL not only has the effect of reducing
4. EXPERIMENT

4.1. Dataset and Evaluation Metrics

We adopt See-in-the-dark (SID) dataset [4] to evaluate the performance of our method. The SID dataset contains 5094 short-exposure images and 424 long-exposure images, which are raw sensor data captured by Sony α7SII and Fujifilm X-T2 in extreme low-light environment. In this dataset, each scene has a sequence of images with different short-exposure time and a long-exposure image as a reference image. The short-exposure times were set between 0.033s and 0.1s. And the long-exposure times of corresponding reference images were set between 10s and 30s. In our experiments, we train and test our network with images captured by Sony camera, and employ PSNR and SSIM to evaluate the network performance for low-light image enhancement.

4.2. Training and Testing

We implemented our network with Pytorch and trained the network with 4000 epochs on the SID dataset. During the training, we used Adam optimizer and set the initial learning rate to 0.0001. The learning rate decreased to 2e-5 after 2000 epochs and to 1e-5 after 3000 epochs. Before feeding to the network, we multiply the image patch by four amplification ratios, which provide multiple brightness images as input together. We set the amplification ratios as \( w = \{0.5, 0.8, 1.0, 1.2\} \), where \( w \) represents the exposure difference between the input and reference images similar to [4]. In each iteration of training, we performed a random crop to get a 512 × 512 patch from the raw image and flipped, rotated or transposed it randomly for data augmentation. The full images are taken as input in the testing for avoiding obvious boundary artifacts. The entire network is conducted on a PC with NVIDIA Tesla V100 GPU with 32 GB of memory.

4.3. Comparison with Other Methods

We compared our method with the following methods, including BM3D [7], SID [4], Residual [5]. For the sake of fairness, we apply the code provided by the authors with recommended parameters setting.

Comparing the results in Fig. 4, it can be observed that the quality of the enhanced images by our network is significantly higher than that of others. The method of SID [4] and Residual [5] generate incorrect color when it removes noise from low-light images. By visually comparison, we have noticed that our method has two improvements in enhancement with other methods. First, our method can recover more details and texture from low-light images with serious noise. As shown in red rectangle of Fig. 4, the images generated by our method look more smooth and satisfactory. Second, our method can restore correct and natural color and avoid color spreading, making the enhanced images more realistic and closer to ground truth. In quantitative comparison, we evaluate the performance of these methods using PSNR and SSIM. Table 1 illustrates the detailed comparison. Our method has significantly higher than that of others. The method of SID [4] and Residual [5] generate incorrect color when it removes noise from low-light images. By visually comparison, we have noticed that our method has two improvements in enhancement with other methods. First, our method can recover more details and texture from low-light images with serious noise. As shown in red rectangle of Fig. 4, the images generated by our method look more smooth and satisfactory. Second, our method can restore correct and natural color and avoid color spreading, making the enhanced images more realistic and closer to ground truth. In quantitative comparison, we evaluate the performance of these methods using PSNR and SSIM. Table 1 illustrates the detailed comparison. Our method has achieved better performance in all subset with different amplification ratio while keeping a small number of parameters, which indicates the effectiveness of proposed method rather than the effect of network parameter.
4.4. Ablation Study

To validate the effectiveness of each component in our network, we performed several experiments and compared the results by adding blocks step by step. In these experiments, the hyper-parameters in the training process of each model were maintained, and all networks were trained 4000 epochs to reach the convergence state.

At first, we used a simple U-net structure similar to [4] as our backbone. Then CAB, MAB and ISL were added into the backbone one by one. We chose PSNR as an indicator to measure the impact of different modules on network performance. The results are shown in Table 2. It can be seen from the comparison of the results in the table that CAB can significantly improve the PSNR of images. Figure 5 illustrates the effect of adding different blocks. Through visual comparison, color artifacts and noise reduced greatly after adding these blocks, which means the blocks have a positive impact on improving image quality.

5. CONCLUSION AND FUTURE WORK

In this paper, we propose an attention-based network to enhance the raw images to obtain color images with high contrast and noiseless. Our method uses the mixed attention block with combining spatial and channel attention to extract features, making the network more efficiency. In addition, we use inverted shuffle layers instead of max pooling layers to retain more information. Experiments demonstrate that our method can generate enhanced images with less noise and color artifacts, achieving the best performance on the SID dataset. In future work, we will explore a more effective attention module to decrease the computation cost and improve the network generalization ability.
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Table 2. Performance of network with different blocks.

| backbone | CAB | MAB | ISL | PSNR |
|----------|-----|-----|-----|------|
| √        | √   | √   |     | 28.57 |
| √        |     | √   |     | 29.49 |
| √        |     | √   | √   | 29.70 |
| √        |     | √   | √   | 29.86 |

Fig. 5. Visualisation of the impact with different modules. (a) is the result of backbone network. (b) and (c) are the outputs with CAB and MAB, respectively. (d) is the reference image.
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