Recognition of Peripheral Lung Cancer and Focal Pneumonia on Chest Computed Tomography Images Based on Convolutional Neural Network
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Abstract
Introduction: Chest computed tomography (CT) is important for the early screening of lung diseases and clinical diagnosis, particularly during the COVID-19 pandemic. We propose a method for classifying peripheral lung cancer and focal pneumonia on chest CT images and undertake 5 window settings to study the effect on the artificial intelligence processing results.

Methods: A retrospective collection of CT images from 357 patients with peripheral lung cancer having solitary solid nodule or focal pneumonia with a solitary consolidation was applied. We segmented and aligned the lung parenchyma based on some morphological methods and cropped this region of the lung parenchyma with the minimum 3D bounding box. Using these 3D cropped volumes of all cases, we designed a 3D neural network to classify them into 2 categories. We also compared the classification results of the 3 physicians with different experience levels on the same dataset.

Results: We conducted experiments using 5 window settings. After cropping and alignment based on an automatic preprocessing procedure, our neural network achieved an average classification accuracy of 91.596% under a 5-fold cross-validation in the full window, in which the area under the curve (AUC) was 0.946. The classification accuracy and AUC value were 90.48% and 0.957 for the junior physician, 94.96% and 0.989 for the intermediate physician, and 96.92% and 0.980 for the senior physician, respectively. After removing the error prediction, the accuracy improved significantly, reaching 98.79% in the self-defined window.

Conclusion: Using the proposed neural network, in separating peripheral lung cancer and focal pneumonia in chest CT data, we achieved an accuracy competitive to that of a junior physician. Through a data ablation study, the proposed 3D CNN can achieve a slightly higher accuracy compared with senior physicians in the same subset. The self-defined window was the best for data training and evaluation.
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Introduction
Chest computed tomography (CT) is an extremely important tool for the early screening of lung diseases and clinical diagnosis, particularly in the current COVID-19 pandemic. Radiologists interpret chest images by recognizing the important radiographic patterns of lung disease. With an increase in the pathogen spectrum, the aging of society, and the wide use of antibiotics, the imaging findings of pneumonia are less
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typical. An example for this is focal pneumonia, which is caused by bacteria or viruses. Such pneumonia can be acute inflammation of the lung or a manifestation of the absorption process of lobar or segmental pneumonia. It is difficult to differentiate peripheral lung cancer (PLC) from focal pneumonia on chest CT, particularly for junior doctors or less experienced radiologists. Clinically and through imaging, focal pneumonia is often misdiagnosed as PLC, and patients may therefore receive unnecessary surgical treatment, which also has a certain impact on the physical and mental health of the patient. It would be helpful if an automated method to assist physicians in classifying these 2 types of lesions could be made available.

With the rapid development of an intelligent diagnosis of medical images, artificial intelligence (AI) methods have been widely used in medical image processing and have accomplished many achievements. AI algorithms have made significant progress in many medical image application scenarios, such as the detection of pulmonary nodules, the classification of benign and malignant pulmonary nodules, the staging of lung cancer, a study on lung cancer prognostication, and spatial and coning technology model. A CNN is designed to make better use of the trained neural network, we compared the classification of interstitial and focal pneumonia on chest CT images and apply window settings of CT values in the process of lobar or segmental pneumonia. It is difficult to differ-
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**Methods**

**Data Collection**

We retrospectively collected patients who underwent chest CT at Beijing Friendship Hospital from March 2013 to March 2018. The CT scanner was a GE Discovery CT 750 HD with scanner parameters of 120 kVp, a 5-mm collimated acquisition with a 0.984–1 pitch, and a reconstructed thickness of 1.25 mm, or a Philips Brilliance iCT with scanner parameters of 120 kVp, a 5-mm collimated acquisition with a 0.915 pitch, and a reconstructed thickness of 1.25 mm. The pixel resolution of each image was 512 × 512 and the scans were conducted without an intravenous contrast. We have de-identified all patient details. The inclusion and exclusion criteria for subjects used in this study are as follows: (1) CT manifestations were either solitary solid pulmonary nodule or solitary consolidation. Solitary solid pulmonary nodule is single, well-defined, opaque, and straight lesion surrounded by air containing lung tissue, which is roughly spherical. Solitary consolidation is single, usually occupies an anatomical unit in morphology, and is distributed according to lobes or segments of the lungs, and generally, the above structures are wedged. (2) Patients with solitary solid pulmonary nodule were diagnosed as PLC, which was pathology-proven (pathological types including adenocarcinoma, squamous cell carcinoma, and small cell carcinoma). (3) Patients with solitary consolidation were clinically diagnosed as focal pneumonia and the solitary consolidation was reexamined and absorbed after treatment. Finally, (4) Patients with other chest lesions, having artifacts such as breathing movements, or with nodule of less than 1 cm, were excluded. For the measurement, we first measure the long-axis diameter of the lesion, then measure the short-axis perpendicular to the long axis on the same CT slice, and finally calculate the average size.

According to the standard, 357 patients were enrolled in the study group. The patients were divided into 2 groups: a PLC group (n = 172) and a focal pneumonia group (n = 185). The 172 cases in the PLC group were obtained from 94 men and 78 women (age range of 32–82 years; mean age of 63 years). The 185 patients in the focal pneumonia group were obtained from 85 men and 100 women (age range of 8–96 years; mean age of 44 years). The locations of each lesion of the 357 patients are listed in Table 1. Examples of these 2 groups are presented in Figure 1. A scan prior to the diagnosis was selected. Ethical approval for this study was obtained from the Medical ethics committee of our hospital (the approval number 2018-P2-100-01). The need for informed consent from all patients was waived because of the retrospective nature of the data acquisition.

**Window Settings**

The application of window width (WW) and window level (WL) technologies in the interpretation of a lung CT is important. WW mainly affects the image contrast, and WL mainly...
affects the brightness of the image (black and white). Under different values of WW and WL, the density contrast of the images will change, the edge morphology of the lesions will be affected, and the apparent size of the mass will be altered.

We calculated the following 5 window settings for the data: (1) the lung window (LW) with WW and WL as (1500, −600), (2) the mediastinal window (MW) as (350, 40), (3) the self-defined window 1 (SW1) as (1000, 40), (4) the self-defined window 2 (SW2) as (1000, −100), and (5) the full window (FW) as (4096, 1024). SW1 is converted from the mediastinal window. We chose the same WL of the MW and expanded the WW to 1000 (in a clinical study, we found that SW1 can consider both the edge of the lesion and the difference in the density of the lesion to a certain extent). SW2 is the shift of SW1. The FW is converted from the CT value range of the Digital Imaging and Communication in Medicine image stored in the CT scan into −1024-3071HU.

Table 1. The Locations of Each Lesion of the 357 Patients.

| The locations of each lesion | The superior lobe of the right lung | The middle lobe of the right lung | The inferior lobe of the right lung | The superior lobe propria of the left lung | The lingual segment of the left lung | The inferior pulmonary lobe of the left lung |
|-----------------------------|------------------------------------|-----------------------------------|------------------------------------|------------------------------------------|--------------------------------------|---------------------------------------------|
| The cases of the PLC group  | 42                                 | 12                                | 43                                 | 37                                       | 13                                   | 25                                          |
| The cases of the focal pneumonia group | 17                                 | 36                                | 50                                 | 13                                       | 21                                   | 48                                          |

Abbreviation: PLC, peripheral lung cancer.

Figure 1. Some examples from the collected dataset. Images (A) and (B) are from one patient, the diagnosis of which is peripheral lung cancer (PLC): (A) The nodule in the upper lobe of the right lung is round-like and with spiculations. (B) A pathological examination shows adenocarcinoma. Images (C) and (D) are from another patient, the diagnosis of which is focal pneumonia: (C) The consolidation in the lower lobe of the right lung shows an irregular shape, with the apex pointed toward the hilar side of the lung. (D) The scan shows that the consolidation was absorbed after 1 month.
After applying the window on the image, the intensity of the images will be converted following Equation (1):

\[
I' = \begin{cases} 
   WL - \frac{WW}{2}, & \text{where } I < WL - \frac{WW}{2} \\
   I, & \text{where } WL - \frac{WW}{2} \leq I \leq WL + \frac{WW}{2} \\
   WL + \frac{WW}{2}, & \text{where } I > WL + \frac{WW}{2} 
\end{cases},
\]

where \(I\) is the original image intensity, and \(I'\) is the image intensity after trimmed by the window.

1. Lung Window (LW): (WW, WL) = (1500, -600). And the intensity of the image will be trimmed into \([-1350, 150]\).
2. Mediastinal Window (MW): (WW, WL) = (350, 40). And the intensity of the image will be trimmed into \([-135, 215]\).
3. Self-defined Window 1 (SW1): (WW, WL) = (1000, 40). And the intensity of the image will be trimmed into \([-460, 540]\).
4. Self-defined Window 2 (SW2): (WW, WL) = (1000, -100). And the intensity of the image will be trimmed into \([-600, 400]\).
5. Full Window (FW): (WW, WL) = (4096, 1024). And the intensity of the image will keep the original range \([-1024, 3071]\).

**Preprocess**

To make training easier, we preprocess training data images before feeding them into the neural network. Because an independent and identically distributed (IID) assumption is the basis of current learning methods, regardless of what kind of model we use in the subsequent learning process, uniformity in the data distribution will significantly help with the learning process.

Our main preprocessing includes the following steps, all of which are conducted in a 3D image space.

**S1: Gaussian denoising.** In some scanned images, some noise is generated in the CT image during the imaging process, as one slice of an example shows in Figure 2A. The noise will significantly affect the subsequent threshold-based segmentation; therefore, we first apply a Gaussian filter with a sigma of 0.5. The image after denoising is shown in Figure 2B. The corresponding histograms are shown in Figure 3A.

**S2: Lung segmentation.** From the histograms of all subjects in the dataset, we can see that the histogram has obvious bimodal characteristics. Therefore, we can conduct a preliminary segmentation based on the threshold method. An example is shown in Figure 3B.

With some morphology post-processing steps, we can obtain coarse segmentation of the lung in a robust manner. An example of this is shown in Figure 4A. The lung mask after 3D rendering is shown in Figure 4B.

To evaluate the performance of these segmentation algorithms, we conducted an experiment on the LUNA16-51 dataset, which has the ground truth of the lung masks of 51 subjects. We then evaluate the Dice coefficient, as shown in Equation (2), for each subject in the dataset, as depicted in Figure 4C. The Dice values are within the range \([0, 1]\). A similarity of 1 means that the 2 segmentations A and B are perfectly matched.

\[
\text{Dice} = \frac{2 \times (A \cap B)}{A + B}
\]

From the results, we can see that all Dice values are greater than 0.96. The mean and standard deviation are 0.9881 \(\pm\) 0.0070,
which proves that our segmentation matches the ground truth extremely well.

**S3: Pose alignment.** From the example shown in Figure 4A, we can see that certain objects may occur in different directions, and not strictly upward, when scanned. The different orientations will definitely affect the subsequent learning process, although we can ease this situation using data augmentation techniques. Therefore, we developed a method for detecting the orientation of the subject based on the lung masks and then align them in a strictly upward direction.

We first selected 5 slices with the largest area of the lung mask. We can then obtain the bottom of both the left and right halves of the lungs. We can then define the orientation for each 2D slice. The average orientation of the 5 slices will be the final orientation of the subject. An example of this is shown in Figure 5.

**S4: Coarse localization.** In addition, with the aligned subject and mask, we can obtain the coarse bounding box of the lung region. The bounding box of the region is padded to a certain extent to ensure that the entire lung is included in the region. An example of this is shown in Figure 6.

According to the segmentation results of the lung parenchyma region, we can obtain the bounding box of the lung parenchyma region, which we cut out as a part of our final input into the neural network. Because the size of the pulmonary parenchymal areas varies from case to case, we need to scale these areas to the same size. Considering the computing complexity and network architecture design, we set the input size as (96, 64, 96).

**Network Architecture**

We used the entire 3D scan as the input and a full 3D CNN as the model for classification. The entire classification workflow is shown in Figure 7. We used 3D ResNet with 18 layers as the backbone of our network. The core idea of ResNet is to introduce an identity connection that skips several layers. In this way, the networks can be increased into deeper layers while avoiding the notorious vanishing gradient problem. Therefore, we chose the 3D ResNet with 18 layers as the backbone. The architecture is illustrated in Fig. 8. In each Conv block, there is one convolution layer with the parameters listed in the block, one batch normalization layer, and one ReLu activation layer. The first parameter in the block, “3 × 3 × 3,” indicates the 3D kernel size, the third parameter, “64, 128, 256, 512,” represents the number of channels, and the last parameter, “/2,” indicates a pooling layer with the stride of 2. Finally, with a global average pool layer and a fully connected layer with 2 outputs, the model can classify the case into 2 different classes: focal pneumonia and PLC. To avoid an overfitting of the training data, we also employed a dropout layer with a ratio of 0.5 before the last fully connected layer (Figure 8).
Figure 4. (A) Example of coarse lung segmentation using threshold-based method. The title of each subfigure represents the index/total number of slices in the subject. (B) 3D rendered lung mask. (C) Dice distances between the threshold-based lung segmentation and the ground-truth of all subjects in the LUNA16-51 dataset.

Figure 5. Example of the orientation alignment of the subject based on the lung mask.
Size Normalization

Because the size of the pulmonary parenchymal areas varies from case to case, before inputting the data into the network, all subjects should be resized to the same size. There are several ways to deal with size differences in the subjects. Other methods normalize them into the same pixel size and retain the original real size of the lung. This method is reasonable if there are sufficient cases in the training set to cover the variations in the real lung size; thus, the model can obtain the ability to handle different lung sizes. However, in our method, we chose to resize all of the
images into the same shape because our training data are not too large. Therefore, we do not need too much data to cover the variation in the real lung size because we have normalized them into the same size. As another reason, we developed a reliable lung segmentation method, as described in “S2: Lung segmentation,” which can be used to coarsely localize the lung region, which makes available a resizing to the same size.

Intensity Window Settings

We used 5 different window settings to analyze the impact on the final classification performance. From Figure 9, we can see the difference between the different window settings.

Data Augmentation

In this experiment, we used 2 different transformations for data augmentation: a random rotation at an angle of [−10, 10] in the axis plane, and adding random Gaussian noise with an average value of zero and a standard deviation of 0.01 (the input intensity was normalized to [−1, 1]).

Experiment Details

The hyperparameters of the network are as follows. An Adam optimizer was used. The initial learning rate was 0.0001, beta 1 = 0.9, beta 2 = 0.999, and the weight decay was 0.001. All experiments were trained for 200 epochs. We conducted our experiments on a computer equipped with an Intel Core i7-8700 CPU and an NVIDIA GTX1080ti GPU. PyTorch was used as the deep learning platform.

Statistical Analysis: IBM SPSS Statistics (version 19) was used for data analysis. We calculated the classification accuracy, made receiver operating characteristic (ROC) curve, and the AUC. The reporting of this study conforms to STARD guidelines.

Results

Classification Under Different Window Settings

First, to evaluate the method proposed above, we conducted experiments on the dataset with different window settings. First, to conduct a cross-validation, the whole dataset was randomly split into 5 folds. We then conducted a 5-fold cross validation. The details, WW, and WL are listed in Tables 2 to 4. It can be seen from the table that different window settings have a certain impact on the final classification result. When the WW was wider, the accuracy improved. The 3D ResNet achieved the highest accuracy of 91.596% in the FW setting.

Comparison to Clinical Physicians

To compare the classification of the 3D ResNet with that of clinical physicians, we involved 3 radiologists with different experiences to interpret the CT images of all cases without knowing the patient information and history. The levels of these 3 radiologists were as follows: (1) a junior doctor, that is, a radiologist with 3 years of subspecialty experience in chest imaging, (2) an intermediate doctor, that is, a radiologist with 5 years of subspecialty experience in chest imaging, and (3) a senior doctor, that is, a radiologist with 10 years of experience in chest imaging. These physicians then scored the images according to the following rules: focal pneumonia, score of 1; likely focal pneumonia, score of 2; borderline, score of 3; likely PLC, score of 4; and PLC, score of 5.
The results showed that the accuracy of 3D ResNet (Full) was 91.596%, and the AUC was 0.946. The accuracies of the junior, intermediate, and senior doctors were 90.48%, 94.96%, and 96.92%, respectively. In addition, the AUCs of the junior, intermediate, and senior doctors were 0.957, 0.989, and 0.980, respectively. The ROC curves are shown in Figure 10. We can see that the average accuracy of 3D ResNet with a FW is slightly higher than that of the junior physicians. This proves that our 3D-CNN can effectively distinguish solitary solid pulmonary nodules from solitary consolidation.

**Data Ablation Study**

In this experiment, we removed several subjects that 3D ResNet predicted as wrong in previous experiments and generated a sub-dataset of 328 cases, as listed in Table 5. We conducted this experiment to explore what caused the lower accuracy of the CNN in comparison to that of the intermediate and advanced physicians in the previous experiment.

We can see that, after removing the error prediction cases, the accuracy improved significantly, reaching 98.79% in SW2. However, the accuracy of all physicians did not change significantly, even for the junior physicians. This means that for the physicians, the removed cases of mispredictions are not difficult for them. There must therefore be other reasons for the incorrect prediction of the CNN. We suppose that this is due to insufficient data. Because a CNN requires sufficient data to train and fit the actual distribution of cases, and our training data are limited (only 357 in total), certain types of cases will not appear in all folds while splitting. Therefore, we assume that if there are more training data, we can obtain better results.

This experiment conducted on the subset also proved this to a certain extent. The results showed that the accuracy of 3D ResNet (SW2) was 98.79%, and the AUC was 0.991. The accuracies of the junior, intermediate, and senior doctors were 91.77%, 95.73%, and 97.26%, respectively. The AUCs of the junior, intermediate, and senior doctors were 0.963, 0.989, and 0.981, respectively. The ROC curves are shown in Figure 10. On the same subset, 3D ResNet can achieve a slightly higher accuracy than the senior physician.

---

Table 2. Classification Results of 5-Fold Cross Validation of 5 Window Settings.

| Window setting   | Fold 1 | Fold 2 | Fold 3 | Fold 4 | Fold 5 | Ave. | AUC  |
|------------------|--------|--------|--------|--------|--------|------|------|
| Lung (1500, −600)| 87.50  | 88.73  | 91.55  | 91.55  | 93.06  | 90.478 | 0.929 |
| Mediastinal (350, 40) | 80.56  | 87.32  | 90.14  | 85.92  | 84.72  | 85.732 | 0.871 |
| SW1 (1000, 40)   | 86.11  | 92.96  | 88.73  | 91.55  | 90.28  | 89.926 | 0.918 |
| SW2 (1000, −100) | 87.50  | 92.96  | 90.14  | 91.55  | 90.28  | 90.486 | 0.923 |
| Full (4096, 1024)| 87.50  | 90.14  | 90.14  | 94.37  | 95.83  | 91.596 | 0.946 |

Abbreviations: AUC, area under the curve; WL, window level; WW, window width. Bold is best.

Table 3. The Details of Subjects in Different Folds of the Original Dataset (357 Subjects in Total).

| Type | Gender | Age | Location | Size (cm) |
|------|--------|-----|----------|-----------|
|      | Group 1 | Group 2 | <50 | ≥50 | SLRL | MLRL | ILRL | ILLL | SLPLL | LSLL | <2 | [2,3) | [3, 4) | ≥4 |
| Fold 1 | 39 | 33 | 41 | 31 | 24 | 48 | 17 | 11 | 19 | 10 | 9 | 6 | 18 | 22 | 16 | 16 |
| Fold 2 | 41 | 30 | 37 | 34 | 28 | 43 | 9 | 10 | 14 | 19 | 10 | 9 | 12 | 24 | 22 | 13 |
| Fold 3 | 37 | 34 | 38 | 33 | 26 | 45 | 5 | 9 | 21 | 15 | 14 | 7 | 12 | 24 | 15 | 20 |
| Fold 4 | 33 | 38 | 31 | 40 | 25 | 46 | 14 | 8 | 15 | 16 | 11 | 7 | 20 | 27 | 6 | 18 |
| Fold 5 | 35 | 37 | 32 | 40 | 26 | 46 | 14 | 10 | 24 | 13 | 6 | 5 | 16 | 25 | 10 | 21 |

Abbreviations: Group 1, the focal pneumonia group; Group 2, the PLC group; SLRL, superior lobe of the right lung; MLRL, the middle lobe of the right lung; ILRL, inferior lobe of the right lung; SLPLL, superior lobe propria of the left lung; LSLL, lingual segment of the left lung; ILLL, inferior lobe of the left lung.

Table 4. The Details of Subjects in Different Folds of the Subset (328 Subjects in Total).

| Type | Gender | Age | Location | Size (cm) |
|------|--------|-----|----------|-----------|
|      | Group 1 | Group 2 | <50 | ≥50 | SLRL | MLRL | ILRL | ILLL | SLPLL | LSLL | <2 | [2,3) | [3, 4) | ≥4 |
| Fold 1 | 34 | 31 | 35 | 30 | 22 | 43 | 16 | 11 | 15 | 10 | 9 | 4 | 18 | 18 | 14 | 15 |
| Fold 2 | 37 | 30 | 34 | 33 | 25 | 42 | 8 | 10 | 14 | 17 | 9 | 9 | 10 | 24 | 21 | 12 |
| Fold 3 | 30 | 33 | 34 | 29 | 24 | 39 | 5 | 9 | 16 | 15 | 13 | 5 | 10 | 23 | 11 | 19 |
| Fold 4 | 28 | 37 | 29 | 36 | 22 | 43 | 12 | 7 | 15 | 15 | 11 | 5 | 18 | 24 | 6 | 17 |
| Fold 5 | 33 | 35 | 29 | 39 | 26 | 42 | 13 | 10 | 22 | 13 | 5 | 5 | 14 | 25 | 8 | 21 |

Abbreviations: Group 1, the focal pneumonia group; Group 2, the PLC group; SLRL, superior lobe of the right lung; MLRL, the middle lobe of the right lung; ILRL, inferior lobe of the right lung; SLPLL, superior lobe propria of the left lung; LSLL, lingual segment of the left lung; ILLL, inferior lobe of the left lung.
Discussion

In our experiments, we designed a 3D CNN to classify PLC and focal pneumonia on chest CT images and applied 5 window settings to study the effect on the AI processing results. We took each case as a whole, extracted the features layer by layer through a 3D convolution, bypassed the location of the lesion, and classified and judged the entire case. In addition, we selected 3 radiologists to score the CT images, calculated the classification accuracy, created the ROC curve, and calculated the AUC. Our neural network achieved an average accuracy of 91.596% in the 5-fold cross-validation.

In recent years, CNNs have been widely used in lung diseases, particularly lung cancer,10–17 and a number of studies have begun to use a CNN to classify more lung diseases. For example, some studies have begun using CNNs to classify interstitial lung diseases.18–20 Lakhani et al. evaluated the efficacy of deep CNNs for detecting tuberculosis on chest radiographs.21 Taylor et al. trained deep convolutional networks to screen for a moderate or large potentially emergent pneumothorax.22 Zech et al. conducted a cross-sectional study on the variable generalization performance of a deep learning model to detect pneumonia on chest radiographs.23 Our accuracy of 91.596% was similar to or higher than that reported above, demonstrating that our 3D-CNN can effectively distinguish between PLC and focal pneumonia. The classification accuracy of our neural network was 91.596%, which was higher than that of junior physicians (90.48%) and was lower than that of the intermediate and senior physicians. In fact, our classification method can improve the efficiency of the image interpretation and can be used in grassroots hospitals lacking senior doctors. It can
also be used in physical examination centers for disease screening.

From the data ablation study, we can see that after removing a few cases of incorrect predictions, the 3D CNN achieved a higher accuracy than that of the senior physician on the same subset. We believe that if we can collect more data, the current results can be improved to a certain extent.

In this study, we used 5 window settings to study the effects on AI processing results. SW1 is converted from the mediastinal window: We chose the same WL of the MW and expanded the WW to 1000 (in a clinical study, we found that SW1 can consider both the edge of the lesion and the difference in the density of the lesion to a certain extent). SW2 is a shift of SW1. Our results prove that after removing the error prediction cases, the accuracy improved significantly, reaching 98.79% in SW2. In other words, the self-defined window2 (1000, -100) was the best choice for data training and evaluation. However, research on this aspect is relatively limited and has not yet reached a consensus. It is hoped that the factors of the window settings can be considered in future AI studies.

Compared to traditional machine learning, deep learning does not require a manual intervention and can run through the entire process from the input image to the final classification. However, although we have spent a lot of energy collecting a relatively large number of cases, it is still limited by the number of training samples. Our study selected patients scanned by 2 CT scanner. Ideally, CT scans of all patients will be collected with consistent acquisition parameters. However, this is a challenge in practice. In addition, our retrospective study involved only PLC and focal pneumonia. For other lung diseases (such as benign nodules, interstitial lung diseases, etc), further research is needed in the future. In the future, we can further use a 3D-CNN to classify other patterns of lesions on a lung CT. For the size of the data set, more data can be included in the future, too.

Conclusion

In conclusion, we designed a 3D-CNN for classifying PLC and focal pneumonia on chest CT to simulate the reading process of radiologists and applied 5 window settings to study the effect on the processing results of the AI. We plan to consider new applications for AI in the area of lung diseases.
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