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Abstract. Video data is often repetitive; for example, the contents of adjacent frames are usually strongly correlated. Such redundancy occurs at multiple levels of complexity, from low-level pixel values to textures and high-level semantics. We propose Event Neural Networks (EvNets), which leverage this redundancy to achieve considerable computation savings during video inference. A defining characteristic of EvNets is that each neuron has state variables that provide it with long-term memory, which allows low-cost, high-accuracy inference even in the presence of significant camera motion. We show that it is possible to transform a wide range of neural networks into EvNets without re-training. We demonstrate our method on state-of-the-art architectures for both high- and low-level visual processing, including pose recognition, object detection, optical flow, and image enhancement. We observe roughly an order-of-magnitude reduction in computational costs compared to conventional networks, with minimal reductions in model accuracy.

Keywords: efficient neural networks; adaptive inference; video analysis

1 Introduction

Real-world visual data is repetitive; that is, it has the property of persistence. For example, observe the two frames in Fig. 1 (a). Despite being separated by one second, they appear quite similar. Human vision relies on the persistent nature of visual data to allocate limited perceptual resources. Instead of ingesting the entire scene at high resolution, the human eye points the fovea (a small region of dense receptor cells) at areas containing motion or detail [51]. This allocation of attention reduces visual processing and eye-to-brain communication.

Processing individual frames using artificial neural networks has proven to be a competitive solution for video inference [55,60]. This paradigm leverages advances in image recognition (e.g., pose estimation or object detection) and processes each frame independently without considering temporal continuity, implicitly assuming that adjacent frames are statistically independent. This assumption leads to inefficient use of resources due to the repeated processing of image regions containing little or no new information.

There has been recent interest in leveraging temporal redundancy for efficient video inference. One simple solution is to skip processing image regions
Fig. 1. Event Neural Networks. (a) Two frames from a video sequence, separated by 1 second. Video source: [45]. Over this time, some areas of the image maintain consistent pixel values (sky region). However, these areas only represent a small fraction of the frame. In other regions, the pixel values change but the textures (vertical lines) or semantics (tree branches) remain the same. Each type of persistence corresponds to a different depth in the neural hierarchy. EvNets leverage temporal persistence in video streams across multiple levels of complexity. (b) EvNets yield significant computation savings while maintaining high accuracy. (c) Event neurons have state variables that encode long-term memory, allowing EvNets to perform robust inference even over long video sequences with significant camera motion. A network without long-term memory (left) fails to correctly track the object due to gradual error accumulation.

Because neural networks extract a hierarchy of features from their inputs, they contain a built-in lens for detecting repetition across many levels of visual complexity. Shallow layers detect low-level patterns, and deep layers detect high-level semantics. Temporal repetition at a given level of complexity translates to persistent values at the corresponding depth in the neural hierarchy [14]. Based on this observation, we propose Event Neural Networks (EvNets), a family of neural networks in which neurons transmit (thereby triggering downstream computation) only when there is a significant change in their activation. By applying this strategy over all neurons and layers, we detect and exploit temporal persistence across many levels of complexity.

One of the defining features of EvNets is that each neuron has state variables that provide it with long-term memory. Instead of re-computing from scratch for every new input, an EvNet neuron accumulates information over time. Long-term memory allows EvNets to perform robust inference over long video sequences containing significant camera motion. See Fig. 1 (c).
We design various structural components for EvNets – both at the individual neuron level (memory state variables) and the network level (layers and transmission policies). We recognize that transmission policies, in particular, are critical for achieving a good accuracy/computation tradeoff, and we describe the policy design space in detail. We show that, with these components, it is possible to transform a broad class of conventional networks into EvNets without re-training. We demonstrate our methods on state-of-the-art models for several high- and low-level tasks: pose recognition, object detection, optical flow, and image enhancement. We observe approximately an order-of-magnitude reduction in arithmetic operations with minimal effects on model accuracy.

Scope and Limitations. In this paper, we focus on the theoretical and conceptual properties of EvNets. Although we show results on several video inference tasks, our goal is not to compete with the latest methods for these tasks in terms of accuracy. Instead, we show that, across a range of models and tasks, EvNets can significantly reduce computational costs without decreasing accuracy.

In most of our analyses we do not assume a specific hardware platform or computation model. We mainly report arithmetic and memory operations (a platform-invariant measure of computational cost) instead of wall-clock time (which depends on many situational variables). An important next step is to consider questions relating to the design of hardware-software stacks for EvNets, in order to minimize latency and power consumption.

2 Related Work

Efficient Neural Networks. There are numerous methods for reducing the computational cost of neural networks. Many architectures have been designed to require fewer parameters and arithmetic operations [18,22,29,41,59]. Another line of work uses low-precision arithmetic to achieve computation savings [8,21,40,49]. Our approach is complementary to both architecture- and precision-based efficiency methods. These methods reduce the cost of inference on a single time step, whereas EvNets eliminate repetitive computation between multiple time steps. Pruning algorithms [15,16,25,26] remove redundant neurons or synapses during training to improve efficiency. Instead of pruning universally redundant neurons, an EvNet adaptively ignores temporally redundant neurons.

Adaptive Networks. Adaptive models modify their computation based on the input to suit the difficulty of each inference. Prior approaches consider an ensemble of sub-networks [20,50], equip a network with multiple exits [19,18], select the input resolution at inference time [7,62,67], or dynamically choose the feature resolution [53]. These methods are designed for image recognition tasks and do not explore temporal redundancy. Further, many require custom tailoring or re-training for each task and architecture. In contrast, EvNets can be readily integrated into many existing architectures and do not require re-training.

Temporal Redundancy. Several recent approaches consider temporal redundancy for efficient video inference. Many take a keyframe-oriented approach,
computing expensive features on keyframes, then transforming those features for the other frames [6,23,44,60,61]. Other methods include using visual trackers [56], skipping redundant frames [13,54], reusing previous frame features [33], distilling results from previous time steps [36], two-stream computation [11], and leveraging video compression [52]. In general, these methods require extensive modifications to the network architecture.

Skip-convolution networks (Skip-Conv) [14] are closely related to EvNets. Skip-Conv reuses activation values that have not changed significantly between frames. However, the algorithm only tracks changes between consecutive frames and thus requires frequent re-initialization to maintain accuracy. Re-initialization leads to reduced efficiency, especially in the presence of camera motion. In contrast, the long-term memory in an EvNet maintains accuracy and efficiency over hundreds of frames, even when there is strong camera motion. See Fig. 1 (c).

Sigma-Delta networks [37] exploit temporal redundancy by quantizing the changes in neuron activations. Sigma-Delta networks have been limited so far to simple tasks like digit classification. Unlike Sigma-Delta networks, EvNets do not require quantization (although they do allow it). Compared to Sigma-Delta networks, EvNets achieve superior accuracy/computation tradeoffs (Fig. 5) and generalize better to challenging, real-world tasks (Fig. 7).

DeltaCNN [39] is concurrent work with similar goals to this paper. Like EvNets, DeltaCNN models have mechanisms for integrating long-term changes. They focus on translating theoretical speedups into GPU wall-time savings by enforcing structured sparsity (all channels at a given location transmit together). Despite its practical benefits, this design is inefficient when there is camera motion. In contrast, we emphasize broad conceptual frameworks (e.g., arbitrary sparsity structure) with an eye toward future hardware architectures (Sec. 6).

Event Sensor Inference. Event sensors [28] generate sparse frames by computing a quantized temporal gradient at each pixel. Many networks designed for inference on event-sensor data have efficient, sparse dynamics [4,34]. However, they make strong assumptions about the mathematical properties of the network (e.g., that it is piecewise linear [34]). EvNets place far fewer constraints on the model and are compatible with a broad range of existing architectures.

Recurrent Neural Networks (RNNs). EvNets use long-term memory to track changes, and are thus loosely connected to RNNs. Long-term memory has been widely adopted in RNNs [17]. Several recent works also propose adaptive inference for RNNs by learning to skip state updates [3] or updating state variables only when a significant change occurs [35,38]. Unlike EvNets, these approaches are tailored for RNNs and generally require re-training.

3 Event Neurons

Consider a neuron in a conventional neural network. Let \( x = [x_1, x_2, \ldots, x_n] \) be the vector of input values and \( y \) be the output. Suppose the neuron composes a linear function \( g \) (e.g., a convolution) with a nonlinear activation \( f \). That is,

\[
g(x) = \sum_{i=1}^{n} w_i x_i; \quad y = f(g(x)),
\]  

(1)
Event Neural Networks

Fig. 2. Sparse, Delta-Based Transmission. (a) Conventional neurons completely recompute their activations on each time step. (b) Value-based event neurons only transmit activations that have changed significantly. However, a value-based transmission can still trigger many computations. (c) Delta-based event neurons only transmit differential updates to their activations.

where \( w = [w_1, w_2, \ldots, w_n] \) contains the weights of the function \( g \). In a conventional network, every neuron recomputes \( f \) and \( g \) for every input frame (Fig. 2 (a)), resulting in large computational costs over a video sequence.

Inspired by prior methods that exploit persistence in activations [3,14,37], we describe a class of event neurons with sparse, delta-based transmission.

Sparse, Delta-Based Transmission. An event neuron transmits its output to subsequent layers only when there is a sufficient change between its current activation and the previous transmission. This gating behavior makes the layer output sparse. However, a value transmission may still trigger many downstream computations (neurons receiving updated input values must recompute their activations from scratch). See Fig. 2 (b). Therefore, instead of transmitting an activation value, an event neuron transmits a delta (differential).

Suppose a neuron receives a vector of incoming differentials \( \Delta_{\text{in}} \) (one element per incoming synapse). \( \Delta_{\text{in}} \) is sparse, i.e., it only contains nonzero values for upstream neurons that have transmitted. The updated \( g \) is given by

\[
g(x + \Delta_{\text{in}}) = g(x) + g(\Delta_{\text{in}}). \quad (2)
\]

Instead of computing \( g(x + \Delta_{\text{in}}) \) from scratch, an event neuron stores the value of \( g(x) \) in a state variable \( a \). When it receives a new input \( \Delta_{\text{in}} \), the neuron retrieves the old value of \( g(x) \) from \( a \), computes \( g(\Delta_{\text{in}}) \), and saves the value \( g(x) + g(\Delta_{\text{in}}) \) in \( a \). This process only requires computing products \( w_i x_i \) for nonzero elements of \( \Delta_{\text{in}} \), i.e., computation scales linearly with the number of transmissions.

The activation function \( f \) is nonlinear, so we cannot update it incrementally like \( g \). Whenever \( a \) changes, we recompute \( f(a) \), then store the updated value in another state variable. \( f \) is usually a lightweight function (e.g., ReLU), so the cost of recomputing \( f \) is far smaller than computing the products \( w_i x_i \).

3.1 Building Event Neurons

An event neuron consists of three state variables, as shown in Fig. 3. The accumulator \( a \) stores the current value of \( g(x) \). The best estimate \( b \) stores the current value of \( f(a) \). The difference \( d \) stores difference between \( b \) and the most
recent output. When a neuron receives a differential update $\Delta_{\text{in}}^{(t)}$ at time $t$ from one or more of its inputs, it updates these state variables as follows:

$$
a^{(t+1)} = a^{(t)} + g(\Delta_{\text{in}}^{(t)}) \quad d^{(t+1)} = d^{(t)} + f(a^{(t+1)}) - b^{(t)} \quad b^{(t+1)} = f(a^{(t+1)}) \quad (3)$$

A neuron transmits an output $\Delta_{\text{out}}$ when some condition on $d$ is satisfied. This condition is defined by the transmission policy. The transmission policy also gives the relationship between $d$ and $\Delta_{\text{out}}$. The policies in this paper simply set $\Delta_{\text{out}} = d$. However, other relationships are possible, and the properties described in Sec. 3.2 hold for other relationships. After a neuron transmits, it sets $d$ to $d - \Delta_{\text{out}}$. See Sec. 4.3 for more details on transmission policies.

### 3.2 Properties of Event Neurons

**Long- and Short-Term Memory.** The state variable $d$ accumulates all not-yet-transmitted corrections to the neuron output. It represents the neuron’s *long-term memory*, whereas $b$ represents its *short-term memory*. Including a long-term memory keeps the neuron from discarding information when it does not transmit. This *error-retention property* grants certain guarantees on the neuron’s behavior, as we demonstrate next.

**Error Retention.** Consider an event neuron receiving a series of inputs over $T$ time steps, $\Delta_{\text{in}}^{(1)}, \Delta_{\text{in}}^{(2)}, \ldots, \Delta_{\text{in}}^{(T)}$. Assume that the state variables $a$, $b$, and $d$ have initial values $a^{(0)}$, $f(a^{(0)})$, and zero, respectively. Let the transmitted output values at each time step be $\Delta_{\text{out}}^{(1)}, \Delta_{\text{out}}^{(2)}, \ldots, \Delta_{\text{out}}^{(T)}$ (some of these may be zero). By repeatedly applying the neuron update rules, we arrive at the state

$$
a^{(T)} = a^{(0)} + g \left( \sum_{t=1}^{T} \Delta_{\text{in}}^{(t)} \right) \quad b^{(T)} = f(a^{(T)}) \quad d^{(T)} = b^{(T)} - b^{(0)} - \sum_{t=1}^{T} \Delta_{\text{out}}^{(t)} \quad (4)$$

See the supplementary material for a detailed derivation. Observe that $d$ is equal to the difference between the actual and transmitted changes in the activation. This is true regardless of the order or temporal distribution of the $\Delta_{\text{in}}$ and...
Because the neuron stores \( d \), it always has enough information to bring the transmitted activation into exact agreement with the true activation \( b \). We can use this fact to bound the error within an EvNet. For example, we can constrain each neuron’s error to the range \([-h, +h]\) by transmitting when \(|d| > h\).

The Importance of Long-Term Memory. For comparison, consider a model in which neurons compute the difference between \( b \) on adjacent time steps, then either transmit or discard this difference without storing the remainder. This is the model used in Skip-Conv [14]. Under this model, the final state of a neuron depends strongly on the order and temporal distribution of inputs.

For example, suppose a neuron transmits if the frame-to-frame difference exceeds a threshold \( \delta \). Consider a scenario where the neuron’s activation gradually increases from 0 to \( 2\delta \) in steps \( 0.1\delta, 0.2\delta, \ldots, 2\delta \). Gradual changes like this are common in practice (e.g., when panning over a surface with an intensity gradient). Because \( 0.1\delta < \delta \), the neuron never transmits and ends in a state with error \(-2\delta\). The neuron carries this error into all of its future computations. Furthermore, because the neuron discards non-transmitted activations, it has no way to know that this \(-2\delta\) error exists.

4 Event Networks

4.1 Building Event Networks

So far, we have considered the design and characteristics of individual event neurons. In this section, we broaden our view and consider layers and networks. A “layer” is an atomic tensor operation (e.g., a convolution). By this definition, \( g \) and \( f \) as defined in Sec. 3.1 correspond to two different layers.

We define three new layer types. An **accumulator layer** consists of a state vector \( a \) that contains the \( a \) variables for a collection of neurons. A **gate layer** contains state vectors \( b \) and \( d \) and the transmission policy. A **buffer layer** stores its inputs in a state vector \( x \) for future use by the next layer; this is required before non-pointwise, nonlinear layers like max pooling. The state vectors \( a, b \) and \( d \) are updated using vectorized versions of the rules in Eq. 3. An accumulator layer converts its input from delta-based to value-based, whereas a gate converts from value-based to delta-based.

To create an EvNet, we insert gates and accumulators into a pretrained network such that linear layers receive delta inputs and nonlinear layers receive value inputs [Fig. 4]. Note that residual connections do not require any special treatment – in an EvNet, residual connections simply carry deltas instead of values. These deltas are added or concatenated to downstream deltas when the residual branch re-joins the main branch (like in a conventional network).

We place a gate at the beginning of the network and an accumulator at the end. At the input gate, we use pixel values instead of \( f(a) \) and update \( b \) and \( d \) at every timestep. At the output accumulator, we update \( a \) sparsely but read all its elements at every frame. Throughout the model, the functions computed by the preexisting layers (the \( f \) and \( g \)) remain the same.
Fig. 4. **Building Event Networks.** We insert accumulators and gates to make the input to linear layers (e.g., convolutions, fully-connected layers) delta-based and the input to nonlinear layers (e.g., ReLU activations) value-based.

4.2 **Network Initialization**

The equations in Sec. 3.1 define how to update the neuron state variables, but they do not specify those variables’ initial values. Consider a simple initialization strategy where \( a = 0 \) and \( d = 0 \) for all neurons. Since the activation function \( f \) is nonlinear, the value of the state variable \( b = f(a) \) may be nonzero. This nonzero \( b \) usually translates to a nonzero value of \( a \) in the next layer. However, we initialized \( a = 0 \) for all neurons. We have an inconsistency.

To address this problem, we define the notion of **internal consistency**. Consider a neuron with state variables \( a, d, \) and \( b \). Let \( b_{\text{in}} \) and \( d_{\text{in}} \) be vectors containing the states of the neurons in the previous layer. We say that a network is in an internally consistent state if, for all neurons,

\[
a = g(b_{\text{in}} - d_{\text{in}}); \quad b = f(a).
\]  

(5)

The simplest way to satisfy these criteria is to flush some canonical input through the network. Starting with neurons in the first layer and progressively moving through all subsequent layers, we set \( a = g(b_{\text{in}}) \), \( b = f(a) \), and \( d = 0 \). In our experiments, we use the first input frame as the canonical input.

4.3 **Transmission Policies**

A **transmission policy** defines a pair of functions \( M(d) \) and \( P(d) \) for each layer. \( M \) outputs a binary mask \( m \) indicating which neurons should transmit. \( P \) outputs the values of \( \Delta_{\text{out}} \). In this subsection, we describe the transmission policy design space. The choice of transmission policy is a critical design consideration, strongly influencing the accuracy and efficiency of the final model.

**Locality and Granularity.** Policies may have different levels of **locality**, defined as the number of elements from \( d \) required to compute each element of \( m \) and \( \Delta_{\text{out}} \). A **global** policy considers all elements of \( d \) when computing each value \( m_i \) and \( \Delta_{\text{out},i} \). A **local** policy considers some strict subset of \( d \), and an **isolated** policy considers only the element \( d_i \).
In addition to its locality, each policy has a granularity. The granularity defines how $m$-values are shared between neurons. A chunked policy ties neurons together into local groups, producing one value of $m$ for each group. Neurons in the same group fire in unison. This might be practically desirable for easy parallelization on the hardware. In contrast, a singular policy assigns every neuron a separate value of $m$, so each neuron fires independently.

**A Linear-Cost Policy.** In this work, we use an isolated, singular policy based on a simple threshold. Specifically,

$$m_i = H(|d_i| - h_i); \quad \Delta_{out,i} = d_i, \quad (6)$$

where $H$ is the Heaviside step function and $h_i$ is the threshold for neuron $i$.

A key advantage of this policy is its low overhead. On receiving an incoming transmission, a neuron evaluates $|d| > h$ (one subtraction) in addition to the usual updates to $a$, $d$, and $b$. Neurons not receiving any updates (e.g., those in a static image region) do not incur any overhead for policy computations. In other words, the policy’s cost is linear in the number of updated neurons. Combined with the linear cost of computing the neuron updates, this results in EvNets whose overall cost scales linearly with the amount of change in the input, not with the quantity of input data received.

This linear cost has important implications for networks processing data from high-speed sensors (e.g., event sensors [28] or single-photon sensors [10]). Here, the differences between adjacent inputs are often minuscule, and the cost of a policy with fixed per-frame overhead (e.g., a Gumbel gate [14]) could come to dominate the runtime. EvNets with a linear-overhead policy are a natural solution for processing this type of high-speed data.

**Policy Design and Quantization.** When a policy is both isolated and singular, we can characterize the functions $M(d)$ and $P(d)$ by scalar functions $M(d_i)$ and $P(d_i)$. Taking the product $M(d_i) \cdot P(d_i)$ gives a response function $R(d_i)$ that describes the overall behavior of the neuron. Fig. 5 (a) illustrates several possible response functions.
Some response functions employ quantization to reduce the cost of computing dot product terms \( w_i x_i \) (Eq. 1). Sigma-Delta networks \([37]\) use a rounding policy to quantize neuron outputs; a neuron transmits if this rounded value is nonzero. This rounding policy has significantly worse accuracy-computation tradeoffs (Fig. 5 (b)) compared to our proposed policy. This might be caused by coupling the firing threshold with the quantization scale. To increase its output precision a Sigma-Delta network must reduce its firing threshold, possibly resulting in unnecessary transmissions.

5 Experiments and Results

EvNets are widely applicable across architectures and video inference tasks. Any network satisfying a few basic requirements (i.e., frame-based and composing linear functions with nonlinear activations) can be converted to an EvNet without re-training. To demonstrate this, we select widespread, representative models for our main experiments: YOLOv3 \([41]\) for video object detection and OpenPose \([5]\) for video pose estimation. Additionally, we conduct ablation experiments and report results on low-level tasks (optical flow and image enhancement).

In the supplement, we include additional results on HRNet \([47]\) for pose estimation. We also include ablations for the effect of layer depth on computation cost, variations in computation over time, the effect of granularity on savings, improved temporal smoothness, and a comparison to simple interpolation.

5.1 Video Pose Estimation

Dataset and Experiment Setup. We conduct experiments on the JHMDB dataset \([24]\) using the widely adopted OpenPose model \([5]\). We use weights pre-trained on the MPII dataset \([2]\) from \([5]\) and evaluate the models on a subset of JHMDB with 319 videos and over 11k frames, following \([14]\). We report results on the combination of the three JHMDB test splits. We use the PCK metric \([58]\) with a detection threshold of \( \alpha = 0.2 \), consistent with prior works \([14]\).

Implementation Details. We resize all videos to \( 320 \times 240 \), padding as needed to preserve the aspect ratio of the content. The joint definitions in MPII (the training dataset for OpenPose) differ slightly from those in JHMDB. During evaluation, we match the JHMDB “neck,” “belly,” and “face” joints to the MPII “upper neck,” “pelvis,” and “head top” joints, respectively.

Baselines. We consider the following baselines, all using the OpenPose model.
- **Conventional**: This is the vanilla OpenPose model without modifications.
- **Skip-Conv**: This is a variant of the Skip-Conv method with norm gates and without periodic state resets.
- **Skip-Conv-8**: This adds state resets to Skip-Conv by re-flushing every 8 frames to reduce the effect of long-term activation drift.

We recognize that Skip-Conv networks can also incorporate a learnable gating function (the Gumbel gate) that uses information from a local window around each neuron. This can also be used for our EvNets (it is local and chunked
rather than isolated and singular), but it requires re-training of the network and can incur a higher computational overhead. To keep the analysis fair, we only compare to the Skip-Conv norm gate.

Results. Fig. 6 (a) presents our results. We vary the policy threshold $h$ to characterize the accuracy/computation Pareto frontier. For both Skip-Conv and EvNets, increasing the threshold reduces the computational cost but increases the error rate. EvNets consistently outperform their direct competitors (Skip-Conv and Skip-Conv reset) on the Pareto frontier, achieving significantly higher accuracy when using a similar amount of computation. Surprisingly, compared to the conventional OpenPose model, EvNets sometimes have slightly better accuracy, even with a large reduction in computation. We hypothesize that this is caused by a weak inter-frame ensembling effect.

Table 1 summarizes the accuracy and computation at the best operating point on the Pareto curve. For each model, we choose the highest threshold that reduces PCK by less than $0.5\%$. To better understand the accuracy-computation tradeoff, we further report the compute and memory overhead of our EvNets (at the best operating point) in Table 2. We report overhead operations both as a number of operations and as a percentage. This percentage gives the ratio between “extra operations expended” and “number of arithmetic operations saved.” For example, an arithmetic overhead of $0.12\%$ indicates that the neuron updates and transmission policy require $0.12$ extra arithmetic operations for every $100$ operations saved. Overall, EvNets add minimal operation overhead and manageable additional memory.

5.2 Video Object Detection

Dataset, Experiment Setup, and Baselines. We evaluate on the ILSVRC 2015 VID dataset [42] using the popular YOLOv3 model [41] with pre-trained weights from [43]. We report all results on the validation set with 555 videos and over 172k frames, using mean Average Precision (mAP) with an IoU threshold of $0.5$ (following previous works [43,41]). We evaluate the same model variants as in Sec. 5.1 (conventional, EvNet, Skip-Conv, and Skip-Conv reset).
Table 1. Accuracy and Computation. Results on the best threshold for each model. We choose the highest threshold that reduces PCK or mAP by less than 0.5%. See the supplement for a complete list of the points shown in Fig. 6.

| Model       | Pose Estimation | Object Detection |
|-------------|-----------------|------------------|
|             | Thresh. | PCK (%) | Operations | Thresh. | mAP (%) | Operations |
| Conventional| 76.40    | 7.055 × 10^{10} | – | 55.38 | 1.537 × 10^{10} |
| Skip-Conv   | 0.01    | 76.03    | 1.027 × 10^{10} | 0.01 | 54.13   | 7.340 × 10^{9} |
| Skip-Conv-8 | 0.01    | 76.21    | 1.092 × 10^{10} | 0.01 | 54.06   | 8.111 × 10^{9} |
| EvNet       | 0.04    | 76.37    | 6.780 × 10^{9}  | 0.08 | 56.19   | 3.061 × 10^{9} |

Table 2. Overhead. “Weights” gives the amount of memory required for model weights. “Variables” gives the amount of memory required for the state variables a, b, and d. “Arithmetic” indicates the number of extra arithmetic operations expended for neuron updates [Eq. 3] and policy-related computations. “Load and Store” indicates the number of extra memory access operations. See the text for an explanation of the percentage notation.

| Model  | Thresh. | Weights | Variables | Arithmetic | Load and Store |
|--------|---------|---------|-----------|------------|----------------|
| OpenPose| 0.04 | 206.8 MB | 346.2 MB | 7.570 × 10^{7} (0.12%) | 1.342 × 10^{8} (0.21%) |
| YOLO   | 0.08  | 248.8 MB | 232.2 MB | 6.417 × 10^{7} (0.52%) | 1.040 × 10^{8} (0.85%) |

Implementation Details. We resize all videos to 224 × 384, padding as needed to preserve the aspect ratio. Unlike OpenPose, YOLOv3 includes batch normalization (BN) layers. BN gives us a convenient way to estimate the distribution of activations at each neuron. We use this information to adjust the threshold values. Specifically, we scale the threshold at each neuron by 1/γ (where γ is the learned BN re-scaling parameter). This scaling makes the policy more sensitive for neurons with a narrower activation distribution, where we would expect equal-sized changes to be more meaningful.

Results. Fig. 6 presents our results with varying thresholds. Again, we observe that our EvNets outperform Skip-Conv variants, and sometimes have slightly higher accuracy than the conventional model with greatly reduced compute cost. Table 1 presents the accuracy and computation at the best operating points.

5.3 Low-Level Vision Tasks

We have so far considered only high-level inference tasks. However, EvNets are also an effective strategy for low-level vision. We consider PWC-Net [46] for optical flow computation and HDRNet [12] for video frame enhancement. For brevity, we only show sample results in Fig. 7 and refer the reader to the supplementary material for more details. As with the high-level models, we observe minimal degradation in accuracy and significant computation savings.
Fig. 7. Versatility of EvNets. We demonstrate that EvNets are an effective strategy for many high- and low-level vision tasks. Across tasks, we see significant computation savings while maintaining high-quality output. This frame shows a person mid-jump. The EvNet tracks the subject correctly under rapid motion.

5.4 Ablation and Analysis

Rounding Policy Comparison. Fig. 5 (b) compares our transmission policy and the rounding policy used in a Sigma-Delta network [37]. We obtain these results by evaluating the fully-connected model from the Sigma-Delta paper (with the authors’ original weights) on the Temporal MNIST dataset [37]. We evaluate EvNets with thresholds of the form $10^p$, where $p \in \{-1.5, -1.4, \ldots, -0.3, -0.2\}$. We obtain results for the Sigma-Delta network using the original authors’ code, which involves training the quantization threshold (the Pareto frontier is a consequence of varying a training penalty scale $\lambda$).

Ablation of Long-Term Memory. Fig. 8 shows the effect of ablating the long-term memory $d$ (resetting it to zero after each input). We evaluate the OpenPose model on the JHMDB dataset. Other than resetting $d$, the two models shown are identical. Both models use a threshold of 0.05. We see that long-term memory is critical for maintaining stable accuracy.

Camera Motion. Global camera or scene motion (e.g., camera shake or scene translation) reduces the amount of visual persistence in a video. We would therefore expect camera motion to reduce the savings in an EvNet. To confirm this, we evaluate the OpenPose and YOLO models on a custom-labeled video dataset. We label the camera motion in each video as “none” (perfectly stationary camera), “minor” (slight camera shake), or “major.” See the supplement for details. We test OpenPose with a threshold of 0.05 and YOLO with a threshold of 0.06. Because this dataset does not have frame-level labels for pose or object detection, we do not explicitly evaluate task accuracy. However, the thresholds we use here give good accuracy on JHMDB and VID. For OpenPose, the computation savings for “none,” “major,” and “minor” camera motion are $17.3 \times$, $11.3 \times$, and $8.40 \times$, respectively. For YOLO, the savings are $6.64 \times$, $3.95 \times$, and $2.65 \times$. As expected, we see a reduction in savings when there is strong camera motion, although we still achieve large reductions relative to the conventional model.
Fig. 8. Ablation of Long-Term Memory. Removing the memory $d$, as considered in Skip-Conv [14], causes a rapid decay in accuracy. Results using the OpenPose model on the JHMDB dataset. See Sec. 5 for details.

Wall-Time Savings. We now show preliminary results demonstrating wall-time savings in EvNets. We consider the HRNet [47] model (see supplementary) on the JHDMB dataset. We evaluate on an Intel Core i7 8700K CPU.

We implement the model in PyTorch. For the EvNet, we replace the standard convolution with a custom sparse C++ convolution. Our convolution uses an input-stationary design (i.e., an outer loop over input pixels) to skip zero deltas efficiently. In the conventional model, we use a custom C++ convolution with a standard output-stationary design (i.e., an outer loop over output pixels). We use a custom operator in the conventional model to ensure a fair comparison, given the substantial engineering effort invested in the default MKL-DNN library. We implement both operators with standard best practices (e.g., maximizing data-access locality). We compile with GCC 9.4 with the -Ofast flag.

For evaluation, we use an input size of 256 $\times$ 256 and an EvNet threshold of 0.1. The EvNet achieves a PCK of 90.46% and runs in an average of 0.3497 s (7.361 $\times$ 10$^8$ ops) per frame. The conventional model achieves a PCK of 90.37% and runs in 1.952 s (1.019 $\times$ 10$^{10}$ ops) per frame.

6 Discussion

Hardware Platforms. Mainstream GPU hardware is designed for parallel, block-wise computation with coarse control flow. EvNets with neuron-level transmission are inefficient under this computation model. In the long term, we expect to achieve the best performance on specialized hardware designed for extreme parallelism and distributed control. It is important to emphasize that event neurons do not need to operate by a shared clock. Each neuron operates independently – consuming new input as it arrives and transmitting output once it is computed. This independence permits an asynchronous, networked execution model in contrast to the ordered, frame-based model in conventional machine learning. Spiking neural networks (SNNs) [31] share this asynchronous computation model and have motivated the development of neuromorphic hardware platforms [19] that could be re-purposed for efficient implementation of EvNets.
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