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\textbf{ABSTRACT}

In this paper, we propose a novel approach to model spatial heterogeneity for epidemic spreading, which combines the relevance of transport proximity in human movement and the excellent estimation accuracy of deep neural network. We apply this model to investigate the effects of various transportation networks on the heterogeneous propagation of COVID-19 in China. We further apply it to predict the development of COVID-19 in China in two scenarios, i.e., i) assuming that different types of traffic restriction policies are conducted and ii) assuming that the epicenter of the COVID-19 outbreak is in Beijing, so as to illustrate the potential usage of the model in generating various policy insights to help the containment of the further spread of COVID-19. We find that the most effective way to prevent the coronavirus from spreading quickly and extensively is to control the routes linked to the epicenter at the beginning of the pandemic. But if the virus has been widely spread, setting restrictions on hub cities would be much more efficient than imposing the same travel ban across the whole country. We also show that a comprehensive consideration of the epicenter location is necessary for disease control.

\textbf{1. Introduction}

Coronavirus disease 2019 (COVID-19) was first detected in Wuhan, Hubei province of China on December 8th, 2019 (Wuhan Municipal Health Commission, 2020). Due to the highly contagious and pathogenic nature of the disease (D’Amico et al., 2020), it is believed that many people in Wuhan became infected in the next 45 days. Before the lockdown of Wuhan on January 23rd, 2020, an estimated 5 million people had left the city, mainly to visit family for Chinese Lunar New Year (Hubei Provincial People’s Government, 2020), thus causing a national epidemic affecting the life of 1.4 billion people across the country (Zou, 2020).

As of February 29th, 2020,\textsuperscript{1} over 330 cities in China had reported up to 79,824 infectious cases, with the spatial distribution shown in Fig. 1. It is clear from the figure that the number of cases varies across regions, demonstrating a geographically differentiated epidemic progression. According to the existing research about infection propagation, such differentiation is determined by various local factors like population density, prevention policy, medical level, transportation, etc. (Lowe et al., 2014; Gulland and Fox, 1992).
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\textsuperscript{1} China’s CDC (Center for Disease Control) started to announce imported infections from foreign countries in March 2020. As the statistical date in this study is decided to be February 29th, 2020, to avoid the effects of international transportation network.
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At the same time, the relationship between infection and such local factors is also highly spatially heterogeneous (Kenneson et al., 2017; Macintyre and Ellaway, 2000). Spatial heterogeneity is a very common feature of infection propagation (Bacchetti and Jewell, 1991; Cazelles and Hales, 2006), it describes the spatially differentiated relationship between infection and local factors. In other words, it means that the importance of a specific factor varies city by city (Gong et al., 2012). For instance, the air transport turnover may play a much more important role in the virus transmission in Beijing than in Hong Kong. However, it has not been adequately taken into account in most relevant studies (K. Wang et al., 2020). On the one hand, none of the prediction methods in the existing literature about COVID-19 propagation has considered spatial heterogeneity, leading to potentially biased forecasts at the city level. On the other hand, even for the more general infection propagation literature, there also exist some insufficiencies in the measures of spatial heterogeneity.

In particular, previous research has pointed out that the spatial heterogeneity of epidemic distribution is resulted from the heterogeneous spatial dependencies between cities (Lin and Wen, 2011). As per Tobler’s First Law of Geography “Everything is related to everything else, but near things are more related to each other” (Tobler, 1970), the dependency is usually measured by Euclidean distance in most cases (Fotheringham et al., 1998). However, with the development of transportation, the Euclidean distance would no longer be suitable to depict how proximate one city is to another. Zhang et al. (2020) have shown that the spread of COVID-19 in China was closely correlated to the routes and the frequencies of domestic air, train and coach services,\(^2\) and Müller et al. (2020) further figure out that the public transport system speeds up the COVID-19’s transmission based on the simulation results in MATSim (Horni et al., 2016; Sun et al., 2021b).

Besides the transportation network itself, people’s movement on the network driven by the social connection is also a key determinant influencing the infection propagation. For instance, the fact that about 3600 people travel from Wuhan to Wenzhou per day for family visit before the Chinese Lunar New Year causes a much higher infectious rate in Wenzhou than in first-tier cities like Beijing and Shanghai. Furthermore, the linkages to the epicenter on the transportation network should be paid more attention to when constructing the spatial dependency, because such links always bring much more infectious risks than others. Therefore, the intercity spatial dependency for measuring the heterogeneous pandemic distribution may not be simply described by a single attribute, but should be constructed incorporating all the above-mentioned attributes (e.g. Euclidean distance, travel time, frequency, people movement, and linkage risk).

Among the approaches to model spatial heterogeneity, the weighted regression model (GWR) has been widely applied thanks to its remarkable power of explanation (Fotheringham et al., 2002). The existing GWR models always use kernel functions to measure the spatial dependency, and these functions perform well in environmental or land-use studies but may not capture the complicated

\(^2\) Several studies have also investigated the role of air transport in the spread of the COVID-19 pandemic internationally and found similar results (e.g., Christidis and Christodoulou, 2020; Sun et al., 2020).
connections between cities in our case (Yang, 2014). That is because the classical kernel function in GWR is suitable to measure the spatial dependency mainly affected by a single factor, but it is hard to take all relevant attributes into account. With this shortcoming in mind, we integrate deep neural network into GWR, which enables us to simulate the inter-city proximity considering the transportation networks, the people movement as well as the linkage risk (Hubbard et al., 2010; Lu et al., 2016). Thus, we propose a novel model called “transport proximity deep neural network weighted regression” (TPDNNWR), which integrates a deep neural network-based kernel function into a geographical weighted regression (GWR) model.

The contributions of the paper are two-fold. On the one hand, with the incorporation of spatial heterogeneity, our model would be the first, as far as we know, that can predict the spatially differentiated propagation of COVID-19 at the city level. This can facilitate our understanding towards how COVID-19 spreads through various transportation networks, and provide some much-needed policy suggestions regarding how to effectively contain the propagation of the virus by altering transportation operations. In particular, our model can accurately identify higher-risk cities, making it possible to impose heterogeneous control policy. On the other hand, we have also made a methodological contribution to the modelling of spatial heterogeneity. As a result, the effects of transportation networks in epidemic propagation can be more precisely examined.

The remainder of the article is organized as follows: Section 2 discusses the related literature; Section 3 introduces the modelling approach; Section 4 describes the collected data; Section 5 introduces the hyper-parameter tuning procedure, and Section 6 reports the results. Section 7 makes the scenario analysis and, finally, Section 8 draws conclusions.

2. Literature review

As demonstrated by Anselin (1988), the relationship between dependent and independent variables in spatial analysis always vary over space, and such variation, aka spatial heterogeneity, is quite complicated. This spatial heterogeneous relationship has been tested in the fields of geography, environment, social economy, tourism, medicine, etc. (Fuentes, 2002; Panek, 2019; Fuleky et al., 2014), which reveals the underlying mechanism behind the heterogeneity in spatial distribution (Fotheringham et al., 1996).

For the geographical distribution of infection cases, the spatial heterogeneous relationship has been found long ago (Zhou et al., 2011), and it has been proved to be affected by socio-economic, environmental and ecological variables (Jones et al., 2008). For instance, Fan and Ying (2005) found that there is a heterogeneous relationship between the number of SARS cases and the city location (environmental variable). Sirisena et al. (2017) showed the effects of climate (environmental variable) as well as population density (socio-econometric variable) on the spatial heterogeneity of the Dengue fever epidemic in Sri Lanka. Besides, other socio-economic variables such as GDP, education, income level, and number of hospital beds were all demonstrated to be important in affecting the spatial heterogenous relationship (Ghosal et al., 2020; Lipner et al., 2017).

In addition to the above-mentioned variables, many studies have shed light on the importance of human connectivity in infection prevalence, due to the fact that people become more mobile with a developed transportation system (Kraemer et al., 2016). As per the results of Reimering et al. (2020) and Hsu and Babiker (2019), the prediction accuracy of infection numbers can be improved by incorporating routes and frequencies of flight and train. Furthermore, based on the statistical analysis, Zhang et al. (2019) pointed out that the cities with imported infectious cases would be attacked more seriously than the epicenter without effective prevention, meanwhile that transfer hubs might suffer higher risks than other cities. That is to say, the transportation network has significant influence on the pandemic propagation, so the spatial dependency should be constructed considering lines and nodes of transportation network.

To model the spatially heterogeneous relationship, Brunsdon et al. (1996) developed the geographical GWR. The model can give out parameters drifting across space using spatial linear regression, so it performs better than ordinary linear regression (OLR) which can only estimate parameters from a universal perspective (Brunsdon et al., 1997). Pu et al. (2017) used GWR to analyze the spatial heterogeneity in the sensitivity of parking fee in different blocks, and showed that the GWR model achieved higher prediction accuracy than the generalized linear model. As per the benefits of GWR, a number of studies have applied it to address spatial heterogeneity in epidemic distribution (Lin and Wen, 2011; Rokhman et al., 2019; Mohammadinia et al., 2017). In the modelling, the local regressive parameters of a specific region are estimated by incorporating its spatial dependency to other regions, and the effects of such dependency is measured by neighborhood weights calculated using kernel functions (Leung et al., 2000).

Various types of kernel functions have been implemented in GWR like Gaussian, Poisson and tri-cube (Song et al., 2016), and researchers have spent much effort in choosing the kernel type and deciding the bandwidth value to improve the data-fitting (Tasyurek and Celik, 2020). Reported by existing literature, the proposed kernel functions performed well in estimating the neighborhood weights when only incorporating mono-element like the Euclidean distance (Dziauddin, 2019). The Euclidean distance may accurately measure the neighboring relation in environmental or land-use study, but would not be appropriate to depict how proximate one city is to the other in our study. In the case study of the SARS and the H1N1 pandemics, Brockmann and Helbing (2013) have proved that the ‘effective distance’ derived from the air transportation network is more efficient than the geographic distance in predicting the epidemic arriving time. Furthermore, Jia et al. (2020) and Zhang et al. (2020) highlight the fact that COVID-19 is to a large extent brought by traffic flow from Wuhan to other cities in China through the public transportation network. In the sense, the transport proximity which has been found to be an important determinant of inter-city traffic flows (e.g., Zhang and Zhang, 2016; Zhang et al., 2018) should be implemented instead of Euclidean distance in this paper.

The transport proximity is similar to the transportation accessibility concept proposed by Koenig (1980), i.e., “the ease with which any destination can be reached from a location, using a particular transport system”. Following the definition, the transport proximity can be recognized as the integrated accessibility which is determined by distance, travel time, travel fare, convenience of all available travel modes (Litman, 2016). Other than the transport proximity, the geographical dependency is also influenced by social connection
but the transport proximity needs to be measured by transport related attributes on the second level. In this sense, we try to update the
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transportation network. Wang et al. (2019) predict the traffic speed for an urban transportation network, and they prove that DNN is
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because the transport proximity, the social connection as well as linkage risk should be fed into the same level of the neural network,
well, so the spirit of GNNWR will be adopted in our research. In addition, our
methods should be explored. Some approaches in the field of measuring accessibility should be mentioned, such as the opportunity
based model (Chen et al. 2011), the potential model (Salze et al. 2011) and the utility model (Nassir et al. 2016). In particular, Sarлас
and Axhausen (2015) proposed a spatial simultaneous autoregressive (SAR) model in which the regional dependency is measured on
the travel time along different type of roads. It is theoretically probable to integrate the above models into GWR, but the estimation and
mathematical proof would be complicated. Instead, Wu (2019) used the neural network to establish a novel “kernel function”, and
integrate it with OLR to build a geographically neural network weighted regression (GNNWR).

The “kernel function” constructed on neural network is more flexible than econometric models in modelling the nonlinear relation
between neighborhood weights and selected attributes. Meanwhile the machine learning algorithm has the nature to help fit the data
well, so the spirit of GNNWR will be adopted in our research. In addition, our “kernel function” may need a hierarchical structure,
because the transport proximity, the social connection as well as linkage risk should be fed into the same level of the neural network,
but the transport proximity needs to be measured by transport related attributes on the second level. In this sense, we try to update the
GNNWR in Wu (2019) using deep neural network (DNN), thus creating a hierarchical “kernel function” involving a transport
proximity.

DNN has received much more attention in transportation research for its high prediction accuracy (Ma et al., 2017). Duan et al.
(2016) find its benefits of solving the traffic data imputation. Yi et al. (2017) apply DNN to distinguish the congestion situation on a
transportation network. Wang et al. (2019) predict the traffic speed for an urban transportation network, and they prove that DNN is
excellent in clarifying the interaction between traffic nodes on transportation network, so this approach will be suitable in modelling
the geographical dependency in our research. More importantly, the flexible structure of DNN has advantages in depicting the hier-
archical “kernel function”. For instance, Wang et al. (2020b) construct a branched DNN structure to propose an alternative-specific
utility function, and Sifringer et al. (2020) create a dedicated hierarchical DNN in describing the nested logit utility function.
Therefore, we will use DNN to model the “kernel function” and to establish a “transport proximity deep neural network weighted
regression” (TPDNNWR) model.

3. Modelling approach

In this section, three models, i.e., OLR, GWR as well as TPDNNWR, will be applied to interpret the heterogeneous relationship
between the number of COVID-19 cases $Y$ and the related explanatory variable $X$ underlying the spatial dependency through a
transportation network. Here, $Y$ is the set of $y_i$ which denotes the infection number of COVID-19 at the spatial point $i$, and $X$ is the set of
$x_{i(k)}$ meaning the $k$th local explanatory variable at the $i$th location. According to existing researches relevant to COVID-19, the local
attributes, including the passenger turnover volume, the transportation frequency and the station volume of air, rail and road
transportation, have positive relations with the number of infectious cases (Hu et al., 2020; Zhang et al., 2020). Hence, we take the
following variables into account: airport turnover volume per day ($m_{iA}$), rail station turnover volume per day ($m_{iR}$), express-way-based
turnover volume per day ($m_{iE}$); airport volume ($n_{iA}$), train station volume ($n_{iB}$), inbound and outbound express way volume ($n_{iB}$); flight
frequency per day ($f_{iA}$) and train frequency per day ($f_{iB}$).

Considering the potential strong correlation between the above variables, they are pre-processed using functions in Table 1 to
generate the final explanatory variables ($x_{i(k)}$) related to local transportation, which are air, rail and road passenger densities,
respectively. Besides, the population density ($z_i$) at spatial point $i$ is also incorporated as per the existing studies about COVID-19
pandemic (Rashed et al., 2020; Sun et al., 2021a). In summary, the first three variables in the table represent the levels of business
for the air, rail and road transportation on the $i$th point, and $x_{i(4)}$ shows the potential risk for local spread.

3.1. OLR and GWR

In order to help interpret the TPDNNWR, we first introduce the mechanism of OLR (ordinary linear regression) and the traditional
GWR model. The OLR model is a classical econometric model, the model formulation is as Eq. (1), where $\beta_0$ is the intercept, $\beta_k$ is
the coefficient, and $\varepsilon$ is the error term following the Normal distribution. In the studies of Büla et al. (1995), Liu et al. (2011), Küchenhoff
et al. (2020), etc., the OLR has been applied to interpret the importance of different attributes to the infection in a global context.

| $x_{i(k)}$ | Variables | Function |
|-----------|-----------|----------|
| $x_{i(1)}$ | Air passenger density | $m_{iA}/n_{iA}f_{iA}$ |
| $x_{i(2)}$ | Rail passenger density | $m_{iR}/n_{iR}f_{iR}$ |
| $x_{i(3)}$ | Road passenger density | $m_{iE}/n_{iE}$ |
| $x_{i(4)}$ | Population density | $z_i$ |
variables of $p_{ij}$ of attributes, so the GWR model is employed (Brunsdon et al., 1996). In the model, the whole study area is divided into several regions, and the transport proximity network establishes the relationship between the relevant variables and the spatial proximity. Neural-network-based "kernel function" and OLR

\[ y_i = \beta_0 + \sum_{k=1}^{K} \beta_k \cdot x_i(k) + \epsilon_i, \quad i = 1, \ldots, l \]  

(1)

However, the OLR is not able to clarify the spatial heterogeneous relationship between the number of infection cases and the local attributes, so the GWR model is employed (Brunsdon et al., 1996). In the model, the whole study area is divided into several regions, each region is treated as a spatial point $i$. The dependent variable in region $i$ ($y_i$) can be explained by local explanatory variable $x_i(k)$ based on spatial dependency, and the local regression model is as Eq. (2),

\[ y_i = \hat{\beta}_0(u_i, v_i) + \sum_{k=1}^{K} \hat{\beta}_k(u_i, v_i) \cdot x_i(k) + \epsilon_i, \quad i = 1, \ldots, l \]  

(2)

In the equation, ($u_i, v_i$) is the coordinates of spatial point $i$, $\beta_0(u_i, v_i)$, $\beta_k(u_i, v_i)$ and $\epsilon_i$ are the intercept, the coefficients and the error term for $i^{th}$ location, respectively. To solve the model, the spatial weighting matrix $W(u_i, v_i)$ composed of neighborhood weight $w_j(u_i, v_i)$ should be established as Eq. (3), $W(u_i, v_i)$ and $\beta(u_i, v_i)$ can be estimated as Eq. (4), in which $X$ and $Y$ are the matrix of explanatory and dependent variables of all spatial points.

\[ W(u_i, v_i) = \begin{bmatrix} w_1(u_i, v_i) & 0 & \cdots & 0 \\ 0 & w_2(u_i, v_i) & 0 & \cdots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & w_j(u_i, v_i) \end{bmatrix} \]  

(3)

\[ \hat{\beta}(u_i, v_i) = (X^T W(u_i, v_i) X)^{-1} X^T W(u_i, v_i) Y \]  

(4)

In the traditional GWR, $w_j(u_i, v_i)$ is calculated by the kernel function established on the spatial proximity $d_{ij}$, e.g. the Euclidean distance or the travel time between $i$ and $j$. For example, the bi-square kernel function is as Eq. (5), $\theta$ is the bandwidth value needs to estimate.

\[ w_j(u_i, v_i) = \begin{cases} \left(1 - \frac{d_{ij}}{\theta}\right)^2 & d_{ij} < \theta \\ 0 & \text{otherwise} \end{cases} \]  

(5)

3.2. Construction of TPDNNWR

Wu et al. (2020) proposed a neural network geographical weighted regression model (GNNWR) about coastal ecosystem. The model is composed of three parts, i.e., two neural networks and an OLR model, whose structure is shown in Fig. 2. The first neural network establishes the relationship between the relevant variables and the spatial proximity $d_{ij}$, while the second neural network further measures the weights of the regression coefficients ($\delta_0(u_i, v_i)$ and $\delta_k(u_i, v_i)$) using the output of the first neural network. $\delta_0(u_i, v_i)$ and $\delta_k(u_i, v_i)$ are later integrated into the OLR model in which $\beta_0$ and $\beta_k$ have already been estimated from a universal perspective. In particular, $\beta_k(u_i, v_i)$ equals to $\delta_k(u_i, v_i) \times \beta_k$, while $\beta_0(u_i, v_i)$ equals to $\delta_0(u_i, v_i) \times \beta_0$. However, in this model, there is no mechanism to measure the spatial weighting matrix $W(u_i, v_i)$.

TPDNNWR follows the conceptualization of Wu et al. (2020) to a certain extent, but there are some differences. First, a deep neural network (DNN) is implied instead of a normal neural network to enhance data fitting. Second, a hierarchical structure is constructed to simulate the mechanism of GWR. Third, the transport proximity $p_{ij}$ between spatial points $i$ and $j$ is adopted. Besides, as the TPDNNWR is constructed based on the fully connected deep neural network (F-DNN) which has been widely applied in solving regression problems (Dobrescu et al., 2019), the results of the F-DNN (in Fig. 3) will be set as a benchmark to test the improvement of TPDNNWR.
In the F-DNN infrastructure, $\beta(u_i, v_i)$ will be obtained by mapping the variables of the $i$th spatial point to the corresponding number of infection cases $y_i$.

On the basis of F-DNN and GNNWR, the structure of TPDNNWR is constructed as shown in Fig. 4. The DNN-based “kernel function” updates the neural-network-based “kernel function” in Fig. 2 in order to raise the prediction accuracy and create a hierarchical structure measuring the geographical dependency $W(u_i, v_i)$ based on the transport proximity $p_{ij}$ and other related variables. Then, the DNN constructs a mapping from $W(u_i, v_i)$ to $\beta_0(u_i, v_i)$ and $\beta_k(u_i, v_i)$, thus creating a structure simulating the estimation procedure of GWR.

Furthermore, we first introduce the DNN-based “kernel function”, whose structure is in Fig. 5. In the first layer of the hierarchical structure, the neighborhood weight $w_j(u_i, v_i)$ is relevant to the transport proximity ($p_{ij}$), the social connection ($s_{ij}$) as well as the linkage risk ($r_{ij}$). The transport proximity ($p_{ij}$) measures the ease of reaching $j$ from $i$ through the transportation network. The social connection ($s_{ij}$) is represented by the people movement index between point $i$ and $j$, which are constants collected from map.baidu.com. The linkage risk ($r_{ij}$) is determined by the product of the infectious risk indices on $i$ ($r_i$) and on $j$ ($r_j$), with the risk of Wuhan set to be 0.9 ($r_{171}$) and that of other cities set to be 0.1. The formulation of $w_j(u_i, v_i)$ is shown in Eq. (6), where $\alpha$ and $\beta$ represent the weight and the bias of the designed deep neural network, respectively. We need to point out that $w_j(u_i, v_i)$ is not only determined by the variables between $i$ and $j$ but also influenced by the variables on other links considering the transfer trips throughout the transportation network.

$$w_j(u_i, v_i) = DNN_{\alpha,\beta}(p_{i1}, p_{i2}, \ldots, p_{iK}, s_{i1}, s_{i2}, \ldots, s_{iK}, r_{i1}, r_{i2}, \ldots, r_{iK})$$

Footnote 3: We set nine risks levels according to the WHO’s coronavirus risk assessment which are: no risk (0.1), low risk (0.2–0.3), middle risk (0.4–0.6), high risk (0.7–0.8), very high risk (0.9).
Table 2

Data related to explanatory variables in TPDNNWR.

| Data                                           | City volume | Mean      | standard deviation |
|------------------------------------------------|-------------|-----------|--------------------|
| Air turnover \( m_a \) (10,000 people per day) | 245         | 1.19      | 3.65               |
| Airport volume \( n_a \)                      | 245         | 0.66      | 0.64               |
| Flight frequency \( f_{fa} \)                 | 245         | 67.21     | 186.23             |
| Rail turnover \( m_r \) (10,000 people per day) | 314         | 2.98      | 5.69               |
| Train station volume \( n_r \)                | 314         | 2.53      | 2.29               |
| Train frequency \( f_{fr} \)                  | 314         | 150.6     | 179.04             |
| Express way turnover \( m_e \) (10,000 people per day) | 338         | 10.52     | 13.71              |
| Express way volume \( n_e \)                  | 338         | 7.96      | 6.64               |
| Population density \( \pi \) (10,000 people/square km) | 340         | 0.05      | 0.13               |

Fig. 6. The relationship between number of COVID-19 cases and airport turnover volume.

\[
p_{ij} = \text{DNN}_{ij}^\alpha \left( \frac{t_{ijA} t_{ijB} t_{ijE}}{t_{ijA} t_{ijB} t_{ijE}} \right) \cdot (a' = 0, b' = 0|i = j) \quad (7)
\]

Then, in the second layer, the transport proximity \((p_{ij})\) is determined by the travel time and the service frequency \((\text{Djurhuus et al., 2016; Boisjoly and El-Geneidy, 2017})\). Here, we take into account the travel time for air, rail and road \((t_{ijA}, t_{ijB}, t_{ijE})\), the travel frequencies for air and rail \((f_{ijA}, f_{ijB})\), as well as the road traffic volume \((n_{ijE})\). To simplify the structure, we generate joint variables to describe the transport proximity. In particular, \(p_{ij}\) is measured by Eq. (7), with \(a'\) and \(b'\) representing, respectively, the weight and the bias that need to be estimated. It should be noted that \(p_{ii}\) equals 0.

According to the estimation procedure of GWR in Eq. (4), \(\beta(u_i, v_j)\) is determined by the neighborhood weight \(w_{ij}(u_i, v_j)\), the explanatory variable \(x_{i}(k)\) as well as the number of infection cases \(y_i\). We first establish the relationship between \(\beta(u_i, v_j)\) and \(w_{ij}(u_i, v_j)\) through Eq. (8). In this equation, the mapping from \(w_{ij}(u_i, v_j)\) to \(\beta_{ij}(u_i, v_j)\) and \(\beta_{ij}(u_i, v_i)\) is constructed through DNN with the weight and the bias \(a'\) and \(b'\), where \(w_{ij}(u_i, v_j)\) is the result of the DNN-based “kernel function”. \(\beta_{ij}(u_i, v_j)\) is then integrated into the structure of classical GWR based on Eq. (9) to generate the estimated \(\hat{y}_i\) based on \(x_{i}(k)\). The structure of DNN-based GWR is shown in Fig. 4.

\[
\begin{align*}
\beta_{ij}(u_i, v_j) &= \text{DNN}_{ij}^\alpha \rho_{ij} \left( w_{ij}(u_i, v_j), \cdots, w_{ij}(u_i, v_j), \cdots, w_{ij}(u_i, v_i) \right) \\
\beta_{ij}(u_i, v_i) &= \text{DNN}_{ij}^\alpha \rho_{ij} \left( w_{ij}(u_i, v_i), \cdots, w_{ij}(u_i, v_i), \cdots, w_{ij}(u_i, v_i) \right) \\
\hat{y}_i &= \beta_{ij}(u_i, v_i) + \sum_{k=1}^{K} \beta_k(u_i, v_i) \cdot x_i(k), \quad i = 1, 2, \ldots, j, \ldots, I
\end{align*}
\quad (8)
\]

4. Data collection and analysis

Our research covers the whole territory of China including 340 regions. As we would like to confine our analysis to the spread of COVID-19 within China and the first foreign infectious case was reported on March 1st, 2020, the number of COVID-19 cases until February 29th, 2020, is chosen as the dependent variable of the model, and its distribution has been demonstrated in Fig. 1. Meanwhile, as the infection in Wuhan is to a large extent due to the local propagation, Wuhan itself will not be incorporated as a study point for prediction but the intercity connection between Wuhan and other cities will be taken into account.

Besides, the data that we collect to calculate the explanatory variables is summarized in Table 2. The air, rail and road turnover

---

\footnote{According to Chinese administrative division, 340 regions include four municipalities (Beijing, Tianjin, Shanghai, and Chongqing), Taiwan province, two special administrative regions (Hong Kong, Macau), 293 prefecture-level cities, 7 prefecture-level regions, 30 autonomous Prefectures, and three leagues.}
volumes are collected from the 2019 China Statistical Yearbook, while the airport, train station and highway traffic volumes are collected from the 2019 China City Statistical Yearbook. The flight and train frequencies are derived from the information scraped from the online travel agent Ctrip.com for the period between December 15th, 2019 and January 15th, 2020. The population density data is collected from the 2019 China Population Statistics Yearbook. In addition, the city volume in the table refers to the number of cities covered by different types of transportation networks.

To further clarify the heterogeneous relationship between number of COVID-19 cases and local transportation attributes, we add Figs. 6, 7 and 8 to demonstrate the relationship between the infection number and the turnover volume of local airport, train station and road-transportation. As the number of COVID-19 cases in Hubei province is much higher than that of other areas, we show the Hubei data separately. In addition, the city number is listed in the appendix.

It is easy to find the spatial heterogeneity between the number of COVID-19 cases and the local turnover volumes. For instance,
Fig. 10. The relationship between number of COVID-19 cases and move-out index from Wuhan.

Table 3

| Category 1: invariant hyper-parameters | TPDNNWR | F-DNN |
|--------------------------------------|---------|-------|
| Activation function                  | Sigmoid | Tanh  |
| Loss                                 | MSE(5-folds) | MSE(5-folds) |
| Initialization                       | He Initialization | He Initialization |

| Depth | to $p_{ij}: [1,2,3]$ | to $W(u_i, v_j): [1,3,5,7,9]$ | to $\mu(u_i, v_j): [1,2,3,4,5]$ |
| Width | to $p_{ij}: [3,6,9]$ | to $W(u_i, v_j): [400,600,800,1000,1020]$ | to $\mu(u_i, v_j): [30,60,120,240,340]$ |

| Category 2: model-specific varying hyper-parameters |
|-----------------------------------------------------|
| $\lambda$ of $l_1$ penalty | $[10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}]$ |
| $\lambda$ of $l_2$ penalty | $[10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}]$ |
| Dropout rate | $[10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 1]$ |
| Learning rate | $[10^{-3}, 10^{-2}, 0.001, 0.01, 0.1]$ |
| Iteration | $[1000, 1500, 2000, 2500, 3000]$ |

Chongqing has the largest number of COVID-19 cases outside Hubei province, it has lower air and rail turnover volumes but higher road turnover volume than the cities like Beijing, Shanghai, and Shenzhen. Wenzhou has the second largest number of COVID-19 cases, but its turnover volumes are rather low compared with other cities with larger number of confirmed cases. Hong Kong, Suzhou and Guiyang are the cities with a large airport, train station and coach station respectively, however, the number of COVID-19 cases of these three cities are not very high. For the cities in Hubei province, the distribution of the number of COVID-19 cases seems to be affected by rail and road transportation more than aviation. Besides, for constructing the model, the flight/train frequencies, the number of airport/train stations and express ways are also collected.

Then, in order to establish the weighting matrix, the data on air, rail and road networks is collected to measure the transport proximity. On the basis of the scraped information from Ctrip.com, 12306.com and map.baidu.com on January 15th, 2020, the transportation network of the three modes are obtained, with 22,854 flights involving 246 airports, 51,204 rail links involving 820 train stations, and 876 express ways. As it is difficult to depict all the linkages within one figure, we illustrate in Fig. 9 the air and the rail networks connected to Wuhan as examples. In this figure, the circles on the map represent the turnover volume of the airports and the train stations with direct flights and trains to Wuhan, and the circle scale refers to the level of turnover volume. In the figure, a total of 134 regions are connected to Wuhan by direct flights or trains. According to the statistics, these regions receive about 188 imported detections from Wuhan, thus inducing 5850 local infectious cases which comprise 45.39% of the total number of COVID-19 cases out of Hubei province. Besides, Beijing, Xiamen, and Chengdu are the three regions with the top frequent direct flights, and they also have high number of COVID-19 cases among the regions which are over 800 km away from Wuhan.

The social connection index ($s_{ij}$) in the model is represented by the people movement index collected from Baidu map. Taking the move-out index of Wuhan as an example (in Fig. 10), we could see 67% of the move-out people go to the cities in Hubei Province, proving that the high number of COVID-19 cases in these cities resulted from the close social dependency to Wuhan. Meanwhile, as a lot of people born in Wenzhou work in Wuhan, so the social dependency between Wenzhou and Wuhan is obviously higher than that between normal small cities and Wuhan, thus many infectious cases in Wuhan bring the virus to Wenzhou and cause a local pandemic. Moreover, the move-out index from Wuhan to Beijing seems not that high, which may state that the imported risks in Beijing is not only from Wuhan but from other cities due to its busy transportation system.
5. Hyper-parameter tuning

5.1. Hyper-parameter space

In this section, the hyper-parameters of TPDNNWR, GNNWR as well as the F-DNN will be tuned, with TensorFlow 2.0 constructed on Python 3.6 as the coding framework. However, as the training accuracy of the GNNWR cannot converge, we will not discuss it. The hyper-parameters of the TPDNNWR and F-DNN are listed in Table 3, with specific value or search space respectively. Following Wang et al. (2020b), the hyper-parameters are classified into three categories, i.e., the invariant hyper-parameters, the model-specific varying hyper-parameters and the general varying hyper-parameters.

According to Fig. 5, TPDNNWR is composed of three segments, i.e., the segments to measure $p_{ij}$, $W(u_i, v_i)$ and $\beta(u_i, v_i)$, respectively.

Fig. 11. Effects of hyperparameters on prediction accuracy. Note: the MSE loss is used in the coding for training the F-DNN and the TPDNNWR models, however the MSE is transferred to be the accuracy $R^2$ for simplifying the comparison of OLR, GWR and machine learning models.
Sigmoid is chosen to be the activate functions of the hidden layers for TPDNNWR, while Tanh is set as the activation function in F-DNN for quick convergence (Liu and Di, 2020). Moreover, MSE loss function is applied and the He initialization method is adopted (Zhao et al., 2017; He et al., 2015). Meanwhile, the cross validation (5-fold) is adopted to reduce the risk of overfitting (Benyamin and Mark, 2019).

In the application, the sample (339 city points in total) is divided into a testing set (10% of the data) and a training set (90% of the data), with the training set further divided into 5 parts with equal size to implement cross validation. In the cross validation, the model with the lowest MSE is the best model conditioning on the fixed hyper-parameters.

The depth and the width denote the hidden layer volume and the neuron number on each layer. In addition, $l_1$ and $l_2$ penalties are added in the loss function to eliminate the risk of overfitting (Ng, 2004), with $\lambda$ being the hyper-parameter of the penalty. The dropout rate tries to keep the sparsity of DNN configuration (Dmitry et al., 2017) and the learning rate determines the convergence speed (Zeller, 2012).

To define all the varying hyper-parameters in Table 3 to be $\gamma$, the best hyper-parameter $\gamma^*$ should be searched based on Eq. (10), where $\gamma$ is the potential optimal parameter, and $\lambda \| \gamma \|_{\text{penalty}}$ is the added regulation to the loss function. Hence, the best hyper-parameter $\gamma^*$ can be found by minimizing the empirical risk caused by the difference between $\gamma$ and $\gamma^*$ $ER(\gamma, \gamma^*)$. In other words, the $\gamma^*$ should make the designed DNN with the highest prediction accuracy conditioning on the alternatives in the defined space in Table 3.

$$min_{\gamma} ER(\gamma, \gamma^*) = min_{\gamma} \frac{1}{l} \sum_{i=1}^{l} \left( \frac{1}{\gamma} [y_i - \hat{y}_i] \right)^2 + \lambda \| \gamma \|_{\text{penalty}}, \quad i = 1, 2, ..., l$$

5.2. Tuning procedure

With varying hyper-parameters, several models involving TPDNNWR and F-DNN are trained, and the efficiency of the hyper-parameter change on the variation of prediction accuracy is calculated based on the test data set, with the results being illustrated in Fig. 11. In the figures, the vertical axis denotes the predicting accuracy ($R^2=\sum_{i=1}^{l} (y_i - \hat{y})^2 / \sum_{i=1}^{l} (y_i - \bar{y})^2$), where $\bar{y}$ is the mean value of $y_i$, and the horizontal axis shows the search space. Meanwhile, the red and the green points represent the prediction accuracy of TPDNNWR and F-DNN, respectively, and the dotted lines connect the top prediction accuracy of the models conditioning on specific hyper-parameters.

The first two rows demonstrate the efficiency of the model-specific varying hyper-parameters, i.e., the depth and the width. Fig. 11 (i) and (j) show the efficiency of $l_1$ and $l_2$ penalty and the last three figures describe the variation of predicting accuracy to the change of other general varying hyper-parameters in Table 3.

**Model-specific varying hyper-parameters:** the first row shows the effects of depth on the prediction accuracy, and the accuracy of TPDNNWR is 70%–85% higher than that of F-DNN over the varying depth ranges. More specifically, the prediction accuracy of TPDNNWR is more sensitive to depth $\beta(u_i, v_i)$, and the maximized top values appear when depth $p_{ij}$ depth $W(u_i, v_i)$ and depth $\beta(u_i, v_i)$ equal 1, 7 and 4. When depth $p_{ij}$ exceeds 2, depth $W(u_i, v_i)$ exceeds 7 and depth $\beta(u_i, v_i)$ exceeds 4, the mean prediction accuracy starts to decrease. The second row presents the efficiency of the architectural width, where TPDNNWR also shows much better prediction accuracy than F-DNN, and the top prediction accuracy of TPDNNWR appears when width $p_{ij}$ width $W(u_i, v_i)$ and width $\beta(u_i, v_i)$ equal 9, 800 and 100, respectively. It is clear that the top and the mean prediction accuracy of TPDNNWR is more sensitive to the variation of width $W(u_i, v_i)$.

**General varying hyper-parameters:** Fig. 11(i) and (j) illustrate the changing prediction accuracy with the two regularizations $l_1$ and $l_2$ penalties. The prediction accuracy of TPDNNWR shows a declining trend with the increment of $l_1$ and $l_2$ penalties. Meanwhile, when the $l_1$ and $l_2$ penalties are larger than $10^{-10}$, the prediction accuracy of TPDNNWR starts to drop much more rapidly and converge with the prediction accuracy of F-DNN. Hence, the $l_1$ and $l_2$ penalties are efficient on regularizing the model with the purpose of reducing the risk of over fitting, but the value of penalties should not be too large as the training set size in our study is small.

The dropout rate is another hyper-parameter that regularizes the model. The maximized top prediction accuracy of TPDNNWR is associated with the dropout rate 0.001, but the mean value of the prediction accuracy does not change significantly, so we decide to choose a larger dropout rate which is over 0.1 considering the risk of over fitting. Then, Fig. 11(i) demonstrates the efficiency of varying learning rate, and the best value of learning rate equals 0.001. Fig. 11(m) shows the variation of the prediction accuracy to the increase of iteration. TPDNNWR seems not sensitive to the iteration variation, so 1500 times of iteration should be enough for training TPDNNWR, but F-DNN may need more iterations.
5.3. Prediction accuracy

Based on the efficiency of hyper-parameters on improving the prediction accuracy, we set the hyper-parameters of the two models in Table 4, 200 TPDNNWR and 150 F-DNN models are trained.

The top 50 results of TPDNNWR and F-DNN conditioning on the hyper-parameters in Table 4 are plotted in Fig. 12, the red and the green points represent the sorted prediction accuracy of the TPDNNWR and F-DNN from low to high, respectively. It is obvious that TPDNNWR consistently provides higher prediction accuracy than F-DNN does, indicating that the designed structure of TPDNNWR successfully establish a mapping from the transportation network, the social connection and linkage risk to the epidemic distribution. The prediction accuracies ($R^2$) of the top F-DNN model and the TPDNNWR model in Fig. 12 are 47.7% and 90.7%, respectively; and the parameter volumes of the two models are 31,901,491 and 4,094,361, respectively. The two final models will be applied to be compared with OLR and GWR in the following section.

Moreover, Fig. 13 demonstrates the training and the testing curves of F-DNN as well as TPDNNWR. It can be found that the low prediction accuracy of F-DNN may be mainly due to the F-DNN model structure because the training accuracy cannot go higher after the 1000th iteration. The reason is that the structure of F-DNN is similar to that of an OLR model in which every city point shares the same $\beta(u_i, v_i)$. Meanwhile, the testing loss of TPDNNWR goes down continuously with the training loss, but there is a difference of about 10% between the testing accuracy and the training one. Hence, to some extent, there exists overfitting limitation in the TPDNNWR model, which may be mainly due to the limited sample size. Furthermore, the robustness of F-DNN and TPDNNWR is tested and the results can be found in Appendix C (Wang et al., 2021; Goodfellow et al., 2014; Kurakin et al., 2016)
6. Comparison between OLR, GWR and TPDNNWR

The correlation between the explanatory variables has been examined (Appendix B) before the estimation. OLR is estimated on the basis of Eq. (1). The Euclidean distance and the generalized travel time (air, rail and road travel time are assumed with equal importance) between the study points are set as the variables of the kernel function in estimating GWR, and the package “spgwr” in R 3.6.3 (Bivand and Yu, 2017) with Gaussian kernel function has been applied. The hyper-parameters of TPDNNWR are set as in Table 4. Then, the results of OLR, GWR and TPDNNWR are summarized in Table 5.

The last column of Table 5 illustrates the accuracy ($R^2$) of OLR, GWR, top F-DNN and top TPDNNWR (in Fig. 12). It is obvious that TPDNNWR (the top one in Fig. 12) has the highest prediction accuracy, the F-DNN has the second high accuracy, while the GWR models have higher accuracy than OLR but the difference is not significant. Specifically, the estimated $R^2$ of OLR only equals 0.041, indicating that the OLR results can not fit the data well. For the results of GWR, when applying the Euclidean distance, the optimized bandwidth value is 72.43, and the $R^2$ is 0.072; when using the generalized travel time, the optimized bandwidth value is 4.47, and the $R^2$ equals 0.091. Comparing the two GWR models, the implementation of travel time seems insufficient in improving the estimation accuracy.

Although OLR and GWR do not provide high prediction accuracy, some statistical results can be discovered from the results, e.g. the ‘Road passenger density’ plays the most important role in affecting the local infection, and the ‘Air passenger Density’ seems to have the lowest impacts. The results indicate that the road transportation may be the most important mode of transmitting the virus in China. Meanwhile, when incorporating the travel time into the kernel function of GWR, the variation ranges of the coefficients become larger, indicating that the second GWR model has advantages in depicting the spatial heterogeneity. However, the estimated coefficients of most OLR and GWR variables are not significant, that is to say, the current OLR and GWR models may not explain the spread of the COVID-19 pandemic very well. For instance, the coefficients of air passenger density and population density are less than 0, which may be inconsistent with the common sense.

There are a few reasons behind the low prediction accuracy of GWR model: i) the importance of different modes in GWR is assumed to be equalized (due to the limitation of data collection), which may lead to inaccurate measurement; ii) some attributes relevant to the transportation network such as flight/train frequency are ignored in GWR, only the travel time may not depict the transport proximity well; iii) the lines linked to Wuhan are recognized as the same connecting routes as others in the current GWR models, thus the linkages with different level of infectious risks cannot be distinguished.

Table 5 also illustrates the coefficients trained/predicted by TPDNNWR, which are averaged from the value of coefficients ($\beta_0(u_i, v_i)$ and $\beta_1(u_i, v_i)$) of the first 10 TPDNNWR models with the highest prediction accuracy levels in Fig. 12. Generally, the variation range of the coefficients of TPDNNWR is larger than that of the coefficients of GWR2, suggesting that TPDNNWR is better at capturing the spatial heterogeneous relationship between the number of infection cases and the local variables. Besides, the mean values of coefficients are: 0.0163 for the intercept, 0.0074 for the air passenger density, 0.0105 for the rail passenger density, 0.0355 for the road passenger density, and 0.0318 for the local population density. It shows that the importance of the variables measured by TPDNNWR is consistent with that estimated by GWR, specifically, the importance of the road, the rail and the air passenger densities to the local infection are from high to low. In other words, the rail and the road transportation play more important roles than the aviation does during the pandemic. As the coefficients demonstrate obvious heterogeneity across cities, their geographical distributions are plotted on the map in Fig. 14, with the circle scale set according to the coefficient value.

Fig. 14(a) demonstrates the coefficients regarding the air passenger density. There are 24 cities associated with large coefficients (higher than 0.02) and the mean distance between these cities and Wuhan is about 800 km. The result follows the common sense that aviation brings virus to the cities far away from the epicenter. Moreover, the distribution of the cities with large coefficients is very

**Table 5**

|                | Intercept | Air passenger density | Rail passenger density | Road passenger density | Population density | Accuracy $R^2$ |
|----------------|-----------|-----------------------|------------------------|------------------------|--------------------|---------------|
| OLR Coefficient| 0.004     | -0.040                | 0.027                  | 0.126                  | -0.027             | 0.041         |
| GWR1 Coefficient| 0.0036    | -0.0406               | 0.0269                 | 0.1250                 | -0.0279            | 0.072         |
| Euclidean distance |          |                       |                        |                        |                    |               |
| P value        | 0.02      | 0.96                  | 0.46                   | 0.11                   | 0.85               |               |
| GWR2 generalized travel time|        |                       |                        |                        |                    |               |
| P value        | 0.0621    | 0.8933                | 0.6938                 | 0.3514                 | 0.8021             |               |
| GWR2 Coefficient| 0.0032    | -0.0430               | 0.0259                 | 0.1250                 | -0.0266            | 0.091         |
| Generalized travel time |       |                       |                        |                        |                    |               |
| P value        | 0.0861    | 0.9920                | 0.5661                 | 0.5884                 | 0.9554             |               |
| F-DNN Coefficient| 0.0016    | 0.0036                | 0.0021                 | 0.0048                 | 0.0048             |               |
| TPDNNWR Coefficient| 0.0016    | 0.0036                | 0.0021                 | 0.0048                 | 0.0048             |               |
|               | 0.7692    | 0.1045                | 0.1405                 | 0.6244                 | 0.2232             |               |
|               | 0.996     |                       |                        |                        |                    |               |

***Significant at the 1% level; **Significant at the 5% level; *Significant at the 10% level.
scattered, suggesting that the cities suffering from serious virus attack on the air transportation network show a punctate distribution. Among the 24 cities, 16 are linked to Wuhan with direct air routes and 8 (including Beijing, Hangzhou, Chengdu, Ha’erbin, Qingdao) have over 10 return flights per day. However, the other 8 cities which are also highly affected by the air passenger density do not have

Fig. 14. The coefficients of variables of TPDDNWR.
direct flights to Wuhan. These are the regional hubs on the air transportation network, e.g. Nanjing, Hefei, Changsha, etc. Hence, the cities with hub airports may receive high virus attack even without direct flights to the epicenter. That is because there is a higher probability for hubs to receive infection cases arriving from transfer routes. In this sense, a point-to-point network may perform better than a hub-and-spoke one in epidemic prevention, and cutting off the flights of hub airports should be an effective way of pandemic containment.
In Fig. 14(b), the cities with high coefficients of rail passenger density (larger than 0.02) seem to concentrate more than the ones in Fig. 14(a), and they show a banded distribution. In particular, the first band goes along the Yangtze river and involve the high-speed railways connecting southeastern cities and southwestern ones, including the “Shanghai-Chengdu” line and the “Ningbo-Chengdu” line. The second band is parallel with the “Wuhan-Xi’an” highspeed railway connecting central cities and Northwest cities. The third band is a vertical one, which connects Beijing and Guangzhou via the Hubei Province (where Wuhan is located). Besides, because of the higher train frequency and the closer social connection, cities on the first band suffers from higher infectious risks than the ones on the other two bands. Different from the starlike pandemic distribution on air transportation network, the rail transportation network leads to a clear transmission trajectory through the epicenter.

Fig. 14(c) is about the coefficients of road passenger density, where the 9 cities with the highest coefficients (larger than 0.3) are all located in Hubei province, suggesting that the road transportation network is the key factor resulting in explosive regional pandemics around Wuhan during the COVID-19 pandemic. Other points highly affected by the road transportation (with coefficients larger than 0.1) also show a group-based pattern, such as the city groups centered around Beijing, Chongqing, Changsha and Hangzhou. From the figure, we can see that the transmission radius of road transportation is limited, suggesting that this network may not lead to wide epidemic propagation.

From the analysis, we can conclude that two types of cities face a high probability of coronavirus attack, i.e., the transportation hubs and the cities which are closely linked to Wuhan, the epicenter. For example, Wenzhou is probably the best example for the second type, as although it does not have a busy transportation system, it has close social dependency with Wuhan and other cities of Hubei province. Therefore, its coefficients of the air-, rail- and road- passenger densities are significantly higher than those of cities with similar sizes, which shows that the social dependency through the transportation network is as important as the other relevant factors. Moreover, the population density is also a key factor affecting the number of COVID-19 cases, especially for the large-scale cities located along the east coastline of China.

7. Discussion

In the previous sections, we have proven that the TPDNNWR model has a very high predictability accuracy. In other words, it can be applied to generate various policy insights to help the containment of the further spread of COVID-19. In this section, we try to predict the epidemic distribution of COVID-19 in China in two scenarios using the top model of TPDNNWR in Fig. 12, so as to illustrate the potential usage of the model. The two scenarios are: i) assuming that different levels of traffic restriction policies are conducted and ii) assuming that the COVID-19 is firstly discovered in Beijing.

7.1. Prediction results under different restriction policies

Three categories of traffic restriction are assumed: 1) setting the same traffic restriction policy for all the cities in China, 2) setting traffic restriction only for hubs on the transportation networks, and 3) setting traffic restriction only on the routes connecting the epicenter.

In the first category, the traffic of flights, trains and road transport in China will be cut down by 20%, 50% and 70%, respectively. In other words, the values of air travel frequency (f_{ij}), rail travel frequency (f_{ik}) and express way traffic volume (n_{ik}) between cities will be reduced, and the social connection (s_i), the turnover volume (m_{ia}, m_{ik}, m_{ji}), the frequency (f_{ia}, f_{ik}), and the express way volume (n_{ia}) should also decline accordingly. The second category of restriction relaxes the traffic restrictions on small-scale cities, but plans to reduce 20%, 50% and 70% of the flights, trains and road transport traffic departing from and arriving at the hub cities. The hubs are defined to be the top 50 cities in the rank of total turnover volume in 2019 (the sum of air, rail and road turnover volume). The third category of restriction is designed to reduce 20%, 50% and 70% of the flights, trains and road transport traffic to the epicenter Wuhan. The policy efficiency of containing the virus pandemic is shown in Table 6. In the table, column 6 illustrates the predicted drop ratio of the number of COVID-19 cases under the restriction policies, and the efficiency is the volume of transportation links that should be restricted when we want to reduce the total number of COVID-19 cases by 1%.

Table 6 suggests that the policies in the first category have the best performance in reducing the total number of COVID-19 cases. However, the efficiency regarding this type of policy is the lowest, because the importance of the transport links to the pandemic is not

| Category | Level | Restricted flights | Restricted trains | Restricted roads | Detection reduction percentage | Efficiency |
|----------|-------|--------------------|-------------------|------------------|--------------------------------|------------|
| One      | 20%   | 4,571              | 10,241            | 438              | 37.2%                          | 40,995     |
|          | 50%   | 11,427             | 25,602            | 438              | 49.5%                          | 75,690     |
|          | 70%   | 15,998             | 35,843            | 438              | 59.8%                          | 87,423     |
| Two      | 20%   | 3,565              | 3,778             | 212              | 36.2%                          | 20,870     |
|          | 50%   | 8,912              | 9,445             | 212              | 47.3%                          | 39,257     |
|          | 70%   | 12,477             | 13,223            | 212              | 56.5%                          | 45,862     |
| Three    | 20%   | 73                 | 121               | 17               | 36.1%                          | 584        |
|          | 50%   | 182                | 303               | 17               | 46.6%                          | 1,077      |
|          | 70%   | 255                | 424               | 17               | 57.3%                          | 1,214      |

Efficiency = (Restricted flights + Restricted trains + Restricted roads)/ Detection Reduction percentage.
distinguished, and the travel ban across the country will result in a sudden decrease of intercity mobility and may cause social and economic problems. Compared to the policies in category one, those in category two have almost the same effects on reducing the number of COVID-19 cases, but the number of restricted links decreases by about 50%, so the efficiency of category two policies is significantly higher. It indicates that the hubs on transportation networks play critical roles in virus transmission because the access to and the egress from hubs lead to substantial gatherings of people. As a result, ‘affected’ trunk lines between hubs will further bring the risks to branch routes, which may lead to a wider spread of the pandemic. In this sense, setting restrictions on hubs of transportation networks should be an efficient and practical policy of disease containment.

Although the drop ratios in category three are slightly lower than those in the other two categories, the efficiency in this category is the highest. Hence, in the context of COVID-19 transmission in China, restricting the routes connecting the epicenter seem to be the most effective way of containing the pandemic. However, we should point out that there are some special preconditions to guarantee the success of policies in category three. First, they need to be applied before the coronavirus was widely transmitted in China. Therefore, such policies should be implemented at the beginning of the infection right after the epicenter has been discovered. Second, we should also be aware of the fact that the original epicenter of COVID-19, Wuhan, is in itself an important hub located in Central China. In other words, the travel bans in Wuhan as well as in the cities of Hubei province also reduce the connectivity between other regions of China, especially on the transportation networks of rail and road. Therefore, the superior performance of the third category of policies may not necessarily persist if the epicenter is in another location.

Fig. 15. Pandemic distribution with epicenter switch.
7.2. Prediction results of changing epicenter

In the second scenario, we assume that COVID-19 is first discovered in Beijing, and discuss whether epicenter location will influence the distribution of the pandemic. In the analysis, the infectious risk value of the linkages connecting Beijing and other cities \( r_{ij} \) is increased to 0.9, while the one on the routes connecting Wuhan is reduced to 0.1. The predicted distribution of the number of COVID-19 cases with the assumed epicenter Beijing is illustrated in Fig. 15, and the real pandemic distribution with the real epicenter Wuhan is also listed for comparison.

As per the prediction results, the total number of COVID-19 cases increases from 30,848 (excluding Wuhan) to 52,907 (excluding Beijing and Wuhan) if the epicenter switches from Wuhan to Beijing and the coronavirus has been transmitted across China without control for about 2 months. The increase is due to the fact that Beijing obtains a more developed transportation system which transports about 7.4%, 4.1% and 3.7% of passengers in China in 2019 through air, rail and road links, respectively. Besides the increment of the total number of COVID-19 cases, the distribution of the pandemic also changes significantly. In general, the distribution of the seriously affected cities in Fig. 15(a) becomes more divergent, which may be resulted from the larger amount of direct flights and trains departing from and arriving at Beijing compared with Wuhan.

In particular, the 11 cities in Hebei province surrounding Beijing suffer the highest attack because of the regional dependency linked by busy road transportation. Tianjin and Shijiazhuang would be the cities with the highest number of COVID-19 cases among the 11 cities. Meanwhile, Xi’an, Chengdu, Guiyang, Changsha, Chongqing, and Hangzhou are the cities with the worst situation outside of Hebei, which is most likely driven by their close economic and social connections with Beijing through air and rail. Moreover, cities of Inner Mongolia and Shandong province as well as the three provinces in northeast China also have large amounts of infectious cases because over 40% of the workers in Beijing are from these regions. In summary, the epicenter switch from Wuhan to Beijing may cause a wider virus transmission and a much more serious pandemic. In other words, the location of the epicenter has significant effects on the pandemic distribution, so we can conclude that stricter restrictions need to be applied if the epicenter has higher accessibility on the transportation networks, especially on the air and rail ones which spreads the virus quickly and widely.

8. Conclusion

In this paper, we propose a novel model called transport proximity deep neural network weighted regression (TPDNNWR). This model is an improvement over the existing approaches in modelling spatial heterogeneity for disease spreading, as it incorporates a specific consideration of the inter-city transport connection in the deep neural network algorithm. In other words, the model combines the relevance of transport proximity in human movement and the excellent estimation accuracy of deep neural network. The TPDNNWR has been proved to have higher prediction accuracy than the classical GWR, and its structure is more suitable to model the heterogeneous epidemic propagation than simple F-DNN.

We further apply this model to investigate the effects of the transportation network on the heterogenous propagation of COVID-19 in China. We find that the networks of different transport modes indeed significantly affect the transmission and the distribution of the pandemic. In particular, the virus propagation through the air transportation network shows punctate distribution, and the susceptibility of hub airport cities is particularly high, even if they do not have direct flight connections with the epicenter. Meanwhile, the transmission pattern through the rail network is less divergent and only prevalent via the busy routes going through the epicenter. Further down, the impact of the road network is the most localized with the shortest transmission radius.

Other than theoretical contributions, this model can also be useful in facilitating policy making and the subsequent pandemic containment. We have analyzed two scenarios to illustrate the usefulness of the model in helping the containment of the further spread of COVID-19. First, our analysis points out that the most effective way to prevent the virus from spreading quickly and extensively would be to control the routes linked to the epicenter at the beginning of the pandemic. But if the virus has been widely spread, setting restrictions on hub cities would be much more efficient than imposing the same travel ban across the whole country. Bearing this in mind, the model that we propose in this paper has the potential to be utilized to help reduce the cost of controlling the spread of coronavirus and future epidemic/pandemic. Second, we have also shown that a comprehensive consideration of the epicenter location is necessary and helpful for disease control, suggesting that the restriction level on the epicenter should be proposed considering its importance on the transportation networks. It should be noted that the model can be directly applied to run policy discussion related to the COVID-19 pandemic as long as the characteristics of the coronavirus stays unchanged. However, its contribution is beyond the COVID-19 pandemic. In particular, the methodology can be applied to analyze and predict the spread of future epidemics with relevant data being fed into the model.

There are some limitations of our study, mainly associated with the scale and quality of the data. Because of the limited data size, there may exist overfitting in the model training although we have tried our best to eliminate it. The accuracy of the model prediction is expected to improve if a more detailed dataset (e.g., with information regarding the specific modal split for each city) is available. Moreover, the better the quality of the dataset, the more specific and relevant the policy suggestions would be. Furthermore, considering the shortcomings of machine learning methods in explanation, a comparison between GWR and the spatial regression model can be a future research direction. Meanwhile, in order to predict the temporal-spatial pandemic distribution, our future work should further incorporate the time dimension into modelling.
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Appendix A

City name in Figs. 6, 7, 8 and 10:
1. Beijing 2. Shanghai 3. Tianjin 4. Chongqing 5. Taiwan 6. Hongkong 7. Macao 8. Shijiazhuang 9. Tangshan 10. Qinghuangdao 11. Handan 12. Xingtai 13. Baoding 14. Zhangjiakou 15. Chengde 16. Cangzhou 17. Langfang 18. Hengshui 19. Taizhou 20. Datong 21. Yangquan 22. Changzhi 23. Jinchen 24. Shuozhou 25. Jinzhong 26. Yuncheng 27. Xinzhou 28. Linfen 29. Luoyang 30. Hehe 31. Baotou 32. Wuhan 33. Chifeng 34. Tongliao 35. Erdos 36. HulunBuir 37. BayanNur 38. Ulanqab 39. Hinggan 40. Xilingol 41. Alxa 42. Shenyan 43. Dalian 44. Amran 45. Fushun 46. Benxi 47. Dandong 48. Jinzhong 49. Yingkou 50. Fuxin 51. Liaoyang 52. Panjin 53. Tieling 54. Chaoyang 55. Huludao 56. Changchun 57. Jilin 58. Siping 59. LiaoLiao 60. Tonghua 61. Baishan 62. Songyuan 63. Baicheng 64. Yanbian 65. Harbin 66. QiQihar 67. Jixi 68. Hegang 69. Shuangyashan 70. Daqing 71. Weihai 72. Rizhao 73. Linyi 74. Mudanjiang 75. Heihe 76. Suihua 77. Greater Khingan 78. Nanjing 79. Wuxi 80. Xuzhou 81. Changzhou 82. Suzhou 83. Nantong 84. Lianyungang 85. Huaian 86. Yancheng 87. Yangzhou 88. Zhenjiang 89. Taizhou 90. Suqian 91. Hangzhou 92. Ningbo 93. Wenzhou 94. Lianyungang 95. Huzhou 96. Taizhou 97. Jinhua 98. Quzhou 99. Zhoushan 100. Taizhou 101. Lishui 102. Hefei 103. Wuhu 104. Bengbu 105. Huainan 106. Maanshan 107. Huaibei 108. Tongling 109. Anqing 110. Huangshan 111. Chuzhou 112. Fuyang 113. Fuyang 114. Chuzhou 115. LuAn 116. Bozhou 117. Chizhou 118. Xuancheng 119. Fuzhou 120. Xiamen 121. Putian 122. Sanming 123. Quanzhou 124. Hefei 125. Wuhu 126. Bengbu 127. Huainan 128. Maanshan 129. Huaibei 130. Tongling 131. Anqing 132. Huangshan 133. Chuzhou 134. Fuyang 135. Fuyang 136. Yangquan 137. Suihua 138. Jilin 139. LiaoLiao 140. Shuangyashan 141. Daqing 142. Weihai 143. Yantai 144. Weihai 145. Weihai 146. Weihai 147. Weihai 148. Weihai 149. Weihai 150. Weihai 151. Weihai 152. Weihai 153. Weihai 154. Weihai 155. Weihai 156. Weihai 157. Weihai 158. Weihai 159. Weihai 160. Weihai 161. Weihai 162. Weihai 163. Weihai 164. Weihai 165. Weihai 166. Weihai 167. Weihai 168. Weihai 169. Weihai 170. Weihai 171. Weihai 172. Weihai 173. Weihai 174. Weihai 175. Weihai 176. Weihai 177. Weihai 178. Weihai 179. Weihai 180. Weihai 181. Weihai 182. Weihai 183. Weihai 184. Weihai 185. Weihai 186. Weihai 187. Weihai 188. Weihai 189. Weihai 190. Weihai 191. Weihai 192. Weihai 193. Weihai 194. Weihai 195. Weihai 196. Weihai 197. Weihai 198. Weihai 199. Weihai 200. Weihai 201. Weihai 202. Weihai 203. Weihai 204. Weihai 205. Weihai 206. Weihai 207. Weihai 208. Weihai 209. Weihai 210. Weihai 211. Weihai 212. Weihai 213. Weihai 214. Weihai 215. Weihai 216. Weihai 217. Weihai 218. Weihai 219. Weihai 220. Weihai 221. Weihai 222. Weihai 223. Weihai 224. Weihai 225. Weihai 226. Weihai 227. Weihai 228. Weihai 229. Weihai 230. Weihai 231. Weihai 232. Weihai 233. Weihai 234. Weihai 235. Weihai 236. Weihai 237. Weihai 238. Weihai 239. Weihai 240. Weihai 241. Weihai 242. Weihai 243. Weihai 244. Weihai 245. Weihai 246. Weihai 247. Weihai 248. Weihai 249. Weihai 250. Weihai 251. Weihai 252. Weihai 253. Weihai 254. Weihai 255. Weihai 256. Weihai 257. Weihai 258. Weihai 259. Weihai 260. Weihai 261. Weihai 262. Weihai 263. Weihai 264. Weihai 265. Weihai 266. Weihai 267. Weihai 268. Weihai 269. Weihai 270. Weihai 271. Weihai 272. Weihai 273. Weihai 274. Weihai 275. Weihai 276. Weihai 277. Weihai 278. Weihai 279. Weihai 280. Weihai 281. Weihai 282. Weihai 283. Weihai 284. Weihai 285. Weihai 286. Weihai 287. Weihai 288. Weihai 289. Weihai 290. Weihai 291. Weihai 292. Weihai 293. Weihai 294. Weihai 295. Weihai 296. Weihai 297. Weihai 298. Weihai 299. Weihai 300. Weihai 301. Weihai 302. Weihai 303. Weihai 304. Weihai 305. Weihai 306. Weihai 307. Weihai 308. Weihai 309. Weihai 310. Weihai 311. Weihai 312. Weihai 313. Weihai 314. Weihai 315. Weihai 316. Weihai 317. Weihai 318. Weihai 319. Weihai 320. Weihai 321. Weihai 322. Weihai 323. Weihai 324. Weihai 325. Weihai 326. Weihai 327. Weihai 328. Weihai 329. Weihai 330. Weihai 331. Weihai 332. Weihai 333. Weihai 334. Weihai 335. Weihai 336. Weihai 337. Weihai 338. Weihai 339. Weihai 340. Weihai

Appendix B

The correlation between the independent variables is tested and the results are listed in Table 1. From the table, most correlation coefficients pass the examination, but the correlation between population density and air passenger density as well as road passenger density is higher than 0.1. Taking previous research into account, we still incorporate it into the model. Besides, the correlation between flight frequency, train frequency and road transmission is tested, and all the correlation coefficients pass the examination.
Appendix C

The model robustness is tested here to analyze whether our constructed models follow the regularity of spatial heterogeneity, and the robustness is always measured by the change of predictive results led by tiny perturbations of inputs. Two kinds of perturbations are adopted, the random noise and the adversarial attack, the Gaussian noise (GN) \( x_{\text{adv}} = x + \sigma \times \text{sign}(\nabla_x L(x, \hat{y})) \) is used to simulate the random noise, and the gradient sign attack method (FGSM) \( x_{\text{adv}} = x + \sigma \times \text{sign}(\nabla_x L(x, \hat{y})) \) is applied to generate adversarial attack, \( \sigma \) is the coefficient controlling the strength of perturbations.

The results of robustness test are shown in Fig. i, as the prediction accuracy \( R^2 \) of GWR is quite low in the research, we did not incorporate the GWR into the robustness test. When using the perturbation of GN, the variation of prediction accuracy of TPDNNWR is within the range of 0.006 which is much lower than that of F-DNN. However, under the condition of applying the perturbation of FGSM, the robustness pattern of the two models changes a lot, the TPDNNWR firstly provides smaller change of prediction accuracy than F-DNN does when the coefficient \( \sigma \) is less than 6, then the F-DNN is more robust than TPDNNWR when the coefficient \( \sigma \) is larger than 6. In the sense, the TPDNNWR can be recognized to be regular when the perturbation is small, so generally it is more robust than F-DNN. The reason may be due to the fact that the model structure of TPDNNWR can better explain the spatial heterogeneity, because TPDNNWR is constructed based on the GWR model.

![Graph showing prediction accuracy with two perturbations](image)

(a) GN (b) FGSM

Fig. i. Prediction accuracy with two perturbations.
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