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Machine learning (ML) has been well applied to studying equilibrium phase transition models, by accurately predicting critical thresholds and some critical exponents. Difficulty will be raised, however, for integrating ML into non-equilibrium phase transitions. The extra dimension in a given non-equilibrium system, namely time, can greatly slow down the procedure towards the steady state. In this paper we find that by using some simple techniques of ML, non-steady state configurations of directed percolation (DP) suffice to capture its essential critical behaviors in both (1+1) and (2+1) dimensions. With the supervised learning method, the framework of our binary classification neural networks can identify the phase transition threshold, as well as the spatial and temporal correlation exponents. The characteristic time $t_c$, specifying the transition from active phases to absorbing ones, is also a major product of the learning. Moreover, we employ the convolutional autoencoder, an unsupervised learning technique, to extract dimensionality reduction representations and cluster configurations of (1+1) bond DP. It is quite appealing that such a method can yield a reasonable estimation of the critical point.

I. INTRODUCTION

The ability of modern machine learning (ML) technology to classify, identify, or interpret large number of data sets, such as images, presupposes that it is suitable for providing similar analysis involved in exponentially large data sets of complex systems in physics. Indeed recently ML techniques have been widely applied to various branches of physics, including statistical physics [2, 3], condensed matter physics [4–6], biophysics [8, 9], astrophysics [10], and many more fields in physics [11, 12]. ML techniques, especially the deep learning architecture equipped with deep neural networks, have become very powerful and have shown great potential in discovering basic physics laws.

ML has been explored as an important tool for statistical physics by converting the lengthy Monte Carlo simulations into time-saving pattern recognition process. In particular, ML has led to great success in the classification of phases and in identifying transition points of various protocol models such as the Ising model, potts model and XY model, etc [5–7, 13, 14]. Generally, in statistical physics we use ML techniques in conjunction with configurations, of small-sized systems, generated by Monte Carlo simulations [15]. For instance, the supervised ML method has been implemented to study the Ising model [6] of equilibrium phase transitions, in which both the fully connected network (FCN) and convolutional neural network (CNN) are used to train and learn raw configurations of phases. The results indicated that ML could predict the critical temperature and the spatial correlation exponent of the Ising model. In [16], the supervised ML method is also utilized to learn the percolation model and XY model with flying colors, and the critical threshold $p_c$ and the critical exponent $\nu$ are accurately predicted. These are just two typical examples of using the supervised ML method to study phase transitions. Of course, the study of unsupervised ML in phase transitions seems more appealing, despite its capability in lack of information [6, 18–20]. Unsupervised ML techniques, like principal component analysis (PCA) and autoencoder, have been applied to dimensionality reduction representations of the original data and identifying distinct phases of matter. These unsupervised ML techniques are efficient in capturing latent information that can describe phase transitions.

So far the discussion is only concerned about the equilibrium phase transitions, most of which has been very well studied in regards of critical features and henceforth universality class. Since the 1970’s, non-equilibrium critical phenomena [21–24] have been attracting a lot of attention as they haven’t been studied thoroughly yet. Unlike the equilibrium phase transitions, the universality class of non-equilibrium phase transitions remains mysterious. Neither do we know what universality classes we have, nor do we know how many of them there are. Although it is generally believed that there exists a large number of systems whose phase transc-
tion behaviors belong to the university class of directed percolation (DP), according to the so-called DP conjecture. Moreover, the means to handle the non-equilibrium phase transitions is very limited. Even for the simplest and most well-known non-equilibrium phase transition model, the DP process, its (1+1)-dimensional analytic solution is yet to be achieved \(^{22, 23}\). Therefore, for low-dimensional systems (below the critical dimension \(d_c\)), the most reliable research method is still Monte Carlo simulations. However, the extra, namely time dimension extremely prolongs the procedure towards the steady state, which adds more difficulty in calculating the critical exponents and brings up more uncertainty in the measurements. Although some research methods for equilibrium critical phenomena \(^{22, 26}\) can also be applied to non-equilibrium phase transitions but they are mostly model specific. Apparently, compared to the equilibrium phase transitions, the non-equilibrium phase transitions are harder to be tackled. Henceforth the question is: can we find an efficient method to deal with non-equilibrium phase transitions, in terms of the range of validity and the computation time? That is, the method should be both general and time saving.

In this work, we adopt both supervised learning and unsupervised learning to study the bond DP process. For the supervised learning techniques, the neural networks we use here are FCN and CNN \(^{13}\), which are fit for 2-D image recognition. One of the findings is that the non-steady state configurations are sufficient for capturing the essential information of the critical states, in both (1+1)- and (2+1)-dimensional DP. Naturally, our neural networks can train and detect some latent parameters and exponents by sampling the configurations generated by Monte Carlo simulations \(^{22, 28}\) of small-sized systems. For the unsupervised learning, we employ the convolutional autoencoder to extract dimensionality reduction representations and cluster configurations of (1+1) bond DP.

The main structure of this paper is as follows. In Sec.II.A, we briefly introduce the model of bond DP. Sec.II.B displays the basic architectures of two neural networks that will be used in the supervised learning. Sec.II.C is the data sets and ML results of (1+1)- and (2+1)-dimensional bond DP. Here, we successfully confirmed the critical points, the temporal and spatial correlation exponents, and the characteristic time exponent. In Sec.III, the autoencoder method of unsupervised ML is implemented to extract dimensionality reduction representations and cluster the generated configurations of (1+1)-dimensional bond DP, from which we can estimate the critical point. Finally, Sec.IV is a summary of this paper.

II. SUPERVISED LEARNING OF DIRECTED PERCOLATION

A. The Model of DP

The non-trivial DP lattice model is simple and easy to simulate. The phenomenological scaling theory can be applied to describing DP, by which critical exponents are determined. Once the whole set of critical exponents of a model is complete, the universality class that the model belongs to establishes. The DP model, exhibiting a continuous phase transition, is the most prominent universality class of absorbing phase transitions \(^{22}\), which can describe a wide range of non-equilibrium critical phenomena such as contact processes \(^{30, 31}\), forest fires \(^{32, 33}\), epidemic spreadings \(^{34}\), as well as catalytic reactions \(^{35}\), etc. The conventional approaches for studying the scaling behaviors of DP are mean-field theory \(^{36}\), renormalization groups \(^{37}\), field theory approach \(^{38}\), and numerical simulations \(^{39}\), and so on. Generally, for DP, the mean-field approximation is valid above the upper critical dimension \(d_c = 4\), as the particles diffusion mix exactly well. In contrast, the field theory method is applicable below the upper critical dimension. For low-dimension cases, numerical simulations are usually more convenient to implement. In the numerical simulation of DP, to obtain relatively accurate results, we usually take a large system size (for instance, \(L \geq 10000\)). This condition, in turn, causes the characteristic time \(t_c \sim L^z\) \(^{22}\) of the system being too large such that it takes extremely long to approach the steady states. This is the tricky thing that one has to deal with when simulating non-equilibrium systems. Given the advantages of ML techniques over small-sized systems, this paper will employ them to learn the bond DP model. For small-sized systems, in particular, it turns out that ML can quickly and accurately determine critical thresholds and critical exponents of many phase transition models.

The main work of this paper is to apply ML techniques to (1+1)- and (2+1)-dimensional bond DP \(^{28, 40, 41}\) of non-equilibrium phase transitions. Before implementing ML, it is necessary to introduce the bond DP model. The model goes in two ways, either starting from a fully occupied initial state or from a single active seed (configurations are shown in Fig. 1). Then the model evolves through interme-
FIG. 1. Directed bond percolation in (1+1) dimension, starting from a fully occupied lattice (top panel) and from a single active seed (bottom panel), where \( L = 500 \), and the bond probability \( p \) is 0.55, 0.6447, and 0.8, respectively.

diate configurations according to the dynamic rules of the following equations,

\[
s_i(t+1) = \begin{cases} 
1 & \text{if } s_{i-1}(t) = 1 \text{ and } z_i^- < p, \\
1 & \text{if } s_{i+1}(t) = 1 \text{ and } z_i^+ < p, \\
0 & \text{otherwise,}
\end{cases}
\]

(1)

where \( s_i(t+1) \) represents the state of node \( i \) at time \( t+1 \), \( z_i^\pm \in (0,1) \) are two random numbers. Configurations of two types of (1+1)-dimensional bond DP are shown in Fig. \[ \text{①} \] where two adjacent sites are connected by a bond with probability \( p \). If the bond probability is large enough, a connected cluster percolates throughout the system.

The evolution of DP configurations is closely related to bond probability. In the case of a fully occupied lattice, for \( p < p_c \), the number of active particles will decay exponentially, and eventually the system reaches an absorbing phase. On the contrary, for \( p > p_c \), the number of active particles will reach a saturation value and we say the system is in an active phase. At the critical point of \( p = p_c \), an infinite cluster will be formed.

The critical behavior of DP can be described in two different ways, either by percolation probability, or via the order parameter of steady-state density,

\[
P_{\text{perc}}(p) \sim (p - p_c)^{\beta'} \quad \rho_a(p) \sim (p - p_c)^{\beta}
\]

(2)

where \( P_{\text{perc}}(p) \) represents the probability that a site belongs to a percolating cluster, \( \rho_a(p) \) denotes particle density, and \( \beta = \beta' \) is resulted by rapidity-reversal symmetry. There are some other observations in the DP model, such as the number of active sites \( N(t,p) \), the survival probability \( P(t,p) \), and the average mean square distance of the spreading \( R^2(t,p) \). Besides, we also attach importance to two non-independent correlation lengths, which are called temporal correlation length \( \xi^\parallel \) and spatial correlation length \( \xi^\perp \). At criticality, they exhibit the following asymptotical power-law behaviors

\[
N(t,p_c) \sim t^\eta, \quad P(t,p_c) \sim t^{-\delta}, \quad R^2(t,p_c) \sim t^{2/z},
\]

(3)

\[
\xi^\parallel \sim |p - p_c|^{-\nu^\parallel}, \quad \xi^\perp \sim |p - p_c|^{-\nu^\perp}.
\]

(4)

where \( \nu^\parallel \) and \( \nu^\perp \) are the temporal correlation exponent and the spatial correlation exponent, respectively.

In non-equilibrium statistical mechanics, systems evolve over time which is an independent degree of
freedom on equal footing with the spatial degrees of freedom. When a fully occupied lattice as an initial state is specified for a system, close to the critical state, the density of active sites decays algebraically as

$$\rho(t) \sim t^{-\delta},$$  \hspace{1cm} (5)

where $\delta = \beta/\nu_{\parallel}$. Similarly, the spatial correlation length grows as

$$\xi_{\perp}(t) \sim t^{1/z},$$  \hspace{1cm} (6)

where $z = \nu_{\parallel}/\nu_{\perp}$. In finite-size systems, one finds deviations from these asymptotic power-laws. There will be finite-size effects after a typical time which grows with the system size. If $L$ is the lateral size of the system (and $N \propto L^d$ is the total number of sites), the absorbing state reaches at a characteristic time $t_c \sim L^z$ [21].

The critical exponents of DP are not independent and satisfy the following scaling relations,

$$\delta = \beta/\nu_{\parallel}, \quad z = \nu_{\parallel}/\nu_{\perp}, \quad \eta = \frac{d}{2} - 2\frac{\beta}{\nu_{\parallel}}.$$  \hspace{1cm} (7)

Unlike isotropic percolation, the upper critical dimension of DP is $d_c = 4$ [42, 13]. The scaling relation with the dimension $d$ holds only if $d \leq d_c$. The critical thresholds and scaling exponents of DP can be checked in Table. [III]

B. Methods of Machine Learning

Usually, one uses ML methods, which include supervised learning, unsupervised learning, reinforcement learning, and so on, to recognize hidden patterns embedded in complex data. With the continuous improvement of computing power, neural network-based algorithms play significant roles in ML. Extremely complex tasks usually require deep neural networks, which contain many hidden layers. The two main tasks of supervised learning are regression and classification. Before classification learning, we implemented a linear regression machine learning on DP’s critical configurations. To classify the phases of DP, all we need is a simple neural network. The neural networks we use here are the most common and widely used, FCN and CNN, as shown in Fig. [2]. These two networks have excellent learning effects for image recognition and classification. In our neural networks, the input data is the bond DP configurations generated from Monte-Carlo simulations of small-sized systems.

In artificial neural networks, the structure of FCN generally consists of an input layer, a hidden layer, and an output layer. Its neurons are fully connected to the others of the previous layer and the next layer. For our FCN, the hidden layer contains 128 neurons, and two neurons are in the output layer so that we can carry out a binary classification between active phases and absorbing phases.

Our CNN structure consists of two layers, convolutional layer and pooling layer. Actually we do not have to limit ourselves to two layers, and we could instead employ a stack of convolutional and pooling layers if needed. The images that are fed into CNN are DP configurations. For each of them, LENGTH of an image represents the lattice length of DP, and TIME is the time step. The convolution kernel for convolving the two-dimensional images is also two dimensional. The padding form in CNN takes the form of “same”, which keeps the size of the feature map of the image after the convolution operation. As a two-dimensional convolution kernel can only extract one feature in the convolution operation of the whole two-dimensional image, henceforth the kernels share weights. So we can use multiple convolution kernels to extract multiple features. After the feature map processing through the convolutional layer and pooling layer, the data flow is flattened and then transmitted to a fully connected layer. Finally, we take a binary classification via the fully connected layer to produce the classification result. To prevent over-fitting [44], we add the L2-norm ($\lambda/(2N) \sum w_i^2$) to the loss function. The AdamOptimizer is used to speed up our neural networks. Our ML is implemented based on TensorFlow 1.15.

C. Data Sets and Results

In supervised learning, the data sets generated by Monte Carlo simulations include a training set, a validation set, a test set and their corresponding label sets. Among them, the generating mechanisms of the training, validation and test sets are the same. And the use of the validation set is to optimize our model parameters.

Before learning, the generated data of configurations need to be labeled, and some hyper-parameters of neural networks are defined. In the input layer, the number of neurons equals the dimensions of the input data, which is $L \times (t + 1)$ ($t$ represents the percolation time step). An input configuration generated with the bond probability $p < p_c$ is labeled as “0”, which means that the system reaches an
FIG. 2. Schematic structure of two neural networks. Panel a displays a fully connected network (FCN) and panel b, a two-dimensional convolutional neural network (CNN).

absorbing phase. For $p > p_c$, an input configuration is labeled as "1", and the system is thought of as percolating. Here, five different system sizes of the fully occupied initial state are used to generate data, where $L$ is 8, 16, 32, 48, and 64, respectively. For each size, in (1+1)-dimensional DP, the configuration is generated by selecting 41 bond probabilities between (0.4, 0.9) with an interval of 0.0125, and 2500 samples per probability. The ratio of training set, verification set and test set samples is 5 : 2 : 2. The bond probability range in the (2+1)-dimensional case is (0.1, 0.5), where we also use a similar sampling mechanism.

In order to study the effect of input data transfor-
mation on supervised ML, we will use FCN and CNN respectively to learn the original data after transformation. The data transformation for DP is as follows. In the case of (1+1)-dimensional DP, we flatten the data of each time step into a one-dimensional array and then feed it to FCN. And CNN, on the other hand, is fed a two-dimensional array. In the case of (2+1) dimensions, the configuration data of DP is also flattened into a one-dimensional array and then fed to FCN. The data that CNN receives is still a two-dimensional array transformed from a three-dimensional image. In addition, in the case of (1+1) dimensions, a configuration is just an image or a two-dimensional array, and we do not need to remove or filter any input data, but intercept a part of it. Through testing, we find that even if we only select configurations corresponding to a part of the time series, we are able to learn the correct results. Namely, the characteristic time of DP is $t \sim L^2$, which signifies the zone of steady-state, but we only choose $l_x * l_y$ ($l_x = L, l_y = L = t_{real} + 1$) to learn, where $l_x$ and $l_y$ respectively represent the length and width of the input data. This choice greatly reduces the computational effort.

Fig. 1 shows two configurations generated from two different initial conditions under the same system size. It is natural to think which one will be more applicable for the learning. After systematic tests, we found that configurations generated by a fully occupied initial state are more suitable for our algorithm. This is empirically evidenced by the testing accuracy of the initial condition with a single active seed as is also presented in Tab. 1. It can be clearly seen that the fully occupied initial state has higher testing accuracy than the single-seed one. We conjecture that the fully occupied initial state possesses more sites, which can provide much more information to the neural network so that the ML results obtained are more accurate. Therefore, the following discussions are based on configurations generated from a fully occupied initial state.

1. Learning DP’s critical configuration via linear regression

If one needs to understand the meaning of the time variable in DP, the particle density at a time step, namely the ratio of the occupied lattice divided to the total number of lattice points, could be measured.

The left panel of Fig. 2 shows the Monte Carlo simulation results of (1+1)-dimensional bond DP with a fully occupied initial state. According to Eq. 3 the critical exponent $\delta \approx 0.160$ can be obtained by fitting the particle density $\rho(t)$ versus $t$. With this as a reference, we now perform a linear regression for the critical configuration of DP, as shown in the right panel of Fig. 2. Our original purpose is to predict $\rho(t)$ at a certain moment by the linear regression method of machine learning. That is to say, fed an input of $\rho(t)$ at an early time step, the regression can predict $\rho(t)$ at a later time step. In (b) of Fig. 2 after 20000 iterations, the weight learned from the regression model is $W = -0.157791$, that is, $\delta = 0.157791$. As can be seen, a single time step can correspond to many different particle densities, so the exponent $\delta$ obtained by such a regression model is not accurate. The main reason is that the critical configuration fluctuates greatly. Therefore, for DP, we believe that linear regression is not a good tool.

Next, we move to other critical exponents of DP.

2. Learning DP phases via FCN

The main goal of using supervised ML in this article is to make phase classification of DP configurations generated by different bond probabilities, from which the critical properties, such as critical points and critical exponents, can be obtained. This target is very different from time series classification or prediction, for instance the studies given in Refs. 45, 46. Although our model produces time series, we are dealing with phase classification rather than time series classification. Namely, all the configurations generated by a single bond percolation probability belongs to the same category. For example, in the case of (1+1)-d DP, the configuration corresponding to a certain time step is one-dimensional. We combine the configurations of the all-time series into a two-dimensional image for machine learning. Therefore, in our study time is just another dimension.

Fig. 3 shows the ML results of (1+1)-dimensional and (2+1)-dimensional bond DP by using FCN. In panel (a) of Fig. 3 the mean prediction of the output layer is given for (1+1)-dimensional DP, which distinguishes DP configurations in the range of $0.4 < p < 0.9$ for five different system sizes, with $L = 8, 16, 32, 48, \text{ and } 64$. We illustrate with a pair of blue curves for $L = 8$, which correspond to the two output predictions of the neural network. As $p$, the bond probability, increases, the prediction probability that the configurations generated by the corresponding bond probability are in an active phase also increases. Whereas, the other curve indicates that with the increasing of $p$, the prediction prob-
ability that the configuration will reach an absorbing phase decreases continuously. And the intersection point of these two curves is the phase transition point predicted by the neural network [8, 10]. Since all configurations are generated by finite-size lattices, the range of \( \xi \) will restrict the length of connectedness, and no real phase transition occurs with limited degrees of freedom. So for the spatial correlation length, near the phase transition point we have,

\[
\xi_{\perp} \sim L \sim |p - p_c|^{-\nu_{\perp}} \rightarrow |p - p_c| \sim L^{-1/\nu_{\perp}}. \tag{8}
\]

In order to eliminate the influence of finite-size effects, the abscissa \( p \) of Fig. 3(a) is rescaled to \((p - p_c)L^{1/\nu_{\perp}}\), which yields Fig. 3(b). By tuning \( \nu_{\perp} \) to make all five pairs of curves collapse, we obtain \( \nu_{\perp} \approx 1.09 \pm 0.02 \). We notice that in Fig. 3(b) the blue curves appear a little bit bumped compared to other curves, due to its small lattice size. Then, taking out the five crossing critical thresholds predicted in five different system sizes, we plot them as a function of \( 1/L \) to achieve finite-size scaling with extrapolation from \( L \) being finite to \( L \sim \infty \). As shown in Fig. 3(c), the critical point is \( p_c \approx 0.6433 \) through finite-size scaling fitting.

By using the same output layer of the above five systems, one can also get the temporal correlation exponent in the \((1+1)\)-dimensional bond DP, provided that the dynamic exponent \( z \), in Eq. 7 is known. The scaling governing the temporal correlation length is given by,

\[
\xi_{\parallel} \sim L^z \sim |p - p_c|^{-\nu_{\parallel}} \rightarrow |p - p_c| \sim (L^z)^{-1/\nu_{\parallel}}, \tag{9}
\]

where the temporal correlation exponent \( \nu_{\parallel} \approx 1.73 \pm 0.02 \) can be obtained by the data collapse involving rescaling the abscissa into \((p - p_c)(L^z)^{1/\nu_{\parallel}}\).

The critical threshold of \((1+1)\)-dimensional bond DP, through learning via FCN, conforms to the counterpart given by the literature [22]. Furthermore, the spatial and temporal correlation exponents of DP can be obtained by the data collapse of finite-size scalings.

In addition, the FCN is also applied to learn and predict the \((2+1)\)-dimensional bond DP, and the results are shown in the bottom row of Fig. 4. For the sake of calculation, the time steps are still selected to be \( t_{\text{real}} = L \) \((t \sim L^z)\). It’s worth noting that in \((1+1)\) dimensions we learn and predict the configurations of dimension \( l_x \times l_y \), where \( l_x = L, l_y = t_{\text{real}} + 1 \). But for the case of \((2+1)\) dimensions, we need to transformed its configurations from \( L \times L \times T \) into \( l_x \times T \). The fact is that, we reshape \( l_x = L \times L \) and \( l_y = t_{\text{real}} + 1 \) into a two-dimensional image as the input configuration. As expected, the results of the \((2+1)\)-dimensional bond DP indicates that although the input data are reshaped, the FCN can still learn the trend of configurations.

### 3. Learning DP phases via CNN

In this part, we present the learning results of bond DP by using CNN, as shown in Fig. 5. For the configurations of \((1+1)\)-dimensional DP, we convert the one-dimensional lattice of each time step into a two-dimensional image. And for the case of \((2+1)\)-dimensional...
dimensional DP, we reshape $L \times L \times T$ into $l_x \times T$ ($l_x = L \times L$). It turns out that the reshaped data still contain essential characteristics of the configurations from which CNN would explore.

In (1+1)-dimensional bond DP, we have verified through ML if configurations are generated only between 0 $\sim$ 0.4 or 0.8 $\sim$ 1, this would lead to large uncertainty in predicing the critical threshold. It turns out that when using the supervised learning method in the DP model, the more dense labeled data we have in the training set, the more accurate the testing results we will achieve.

Besides, for ML of (1+1)-dimensional and (2+1)-dimensional bond DP, we also present their test accuracies in Table. From Table, it can be seen that with the same system size, the test accuracy of the (2+1)-dimensional bond DP is significantly higher than that of the (1+1)-dimensional one. When we use the same neural network to study the DP configuration, the absolute size of the higher dimensional system size will be larger, which could lead to more accurate results. This might be that in higher dimensions, particles have more degrees of freedom, and they diffuse better. In higher dimensions, even small ensemble averages can yield very accurate results. On the other hand, learning configurations of DP in the same dimension, CNN has a higher test accuracy than the FCN. It is mainly because, compared to the FCN, CNN shares only one parameter or weight during the training process.

4. Optimal range and transformation effect

So far, we have completed supervised ML for (1+1)-dimensional and (2+1)-dimensional bond DP. It seems that we could have some discussion over the optimal range of the bond probability and effect of the transformation of the input data.

In order to obtain the optimal sample value range for ML, we have conducted systematic and extensive experiments. There is unfortunately no theory about what range is optimal. The final bond probability range we select in (1+1)-dimensional bond DP is $[0.4, 0.9]$. Here is how we make the choice. Table displays the test accuracies of six different ranges. It can be seen that the last two ranges, $[0.4, 0.9]$ and $[0.35, 0.95]$, yield much higher accuracies than...
demonstrates the learning curves by the same six different ranges and still the rest of them. Fig. 8 demonstrates the learning curves by the same six different ranges and still the last two have the best over-all performance. So combining Table I and Fig. 8 [0.4, 0.9] would be optimal with higher accuracy, better performance and less computational cost. It is interesting to notice that the red curve in Fig. 8 representing the range of [0.6, 0.7], which contains only 10 percent of the whole bond probability range [0, 1]. But its test accuracy of is only 0.6913 and the learning is very poor. This could be that neural networks do not have enough information to learn the trend of a series of configurations. Because close to the critical point, the configurations of the bond probability fluctuate greatly.

We have compared the learning curves for using FCN and CNN. In the case of (1+1) dimensions, the comparison of Fig. 4 (b) and Fig. 5 (b) show that FCN and CNN can lead to the same prediction results of spatial correlation exponent. Fig. 4 (c) and Fig. 5 (c) show that they also give the same values of critical points. The same comparisons in (2+1) dimensions have also been done and we find no significant difference of the critical points and critical exponent of interest. This indicates that the transformation on the input data, at least through FCN and CNN, has little effect on the final results.

FIG. 5. ML (1+1)-dimensional (top) and (2+1)-dimensional (bottom) bond DP by CNN. a. The output layer, averaged over a test set, as a function of the bond probability $p$. b. Data collapse of the average output layer as a function of $(p-p_c)L^{1/\nu}$. System sizes $L = 4, 8, 12, 16, 32, 48, 64$ are represented by different colors, respectively. c. Plot of the finite-size scaling of the bond probability $p_c$. d-f. Analogous data to a-c. The vertical black lines signal the critical thresholds of two models, $p_c = 0.6447$ for the (1+1) dimensions and $p_c = 0.2873$ for the (2+1) dimensions. The error bars represent statistical uncertainty of standard deviation of the mean.

| initial condition | dimension | Neural network | $L = 4$ | $L = 8$ | $L = 16$ | $L = 32$ | $L = 48$ |
|-------------------|-----------|----------------|--------|--------|--------|--------|--------|
| single seed       | (1+1)d    | FCN            | 0.7403 | 0.7819 | 0.8183 | 0.8379 | 0.8888 |
| fully occupied    | (1+1)d    | FCN            | 0.7698 | 0.8675 | 0.9137 | 0.9577 | 0.9683 |
| fully occupied    | (2+1)d    | FCN            | 0.9060 | 0.9511 | 0.9779 | 0.9933 | 0.9966 |
| fully occupied    | (1+1)d    | CNN            | 0.8236 | 0.8856 | 0.9261 | 0.9622 | 0.9743 |
| fully occupied    | (2+1)d    | CNN            | 0.9201 | 0.9576 | 0.9840 | 0.9944 | 0.9980 |

TABLE I. In supervised ML, test accuracies of different system sizes and dimensions ((1+1) and (2+1) dimensions) in two different neural networks (FCN and CNN).
5. ML characteristic time $t_c$ of DP

Conventionally, in equilibrium statistical mechanics, we can deal with statistical properties associated with static conditions. While in out-of-equilibrium cases, we have to process an explicit dynamical description, where time takes the form of an extra dimension. Non-equilibrium steady states do not satisfy detailed balance. DP displays a non-equilibrium phase transition from a fluctuating phase into an absorbing state, which we call an absorbing phase transition. Different from equilibrium phase transitions, absorbing phase transitions are characterised by at least three independent critical exponents $\beta$, $\nu_\perp$, $\nu_\parallel$ (or $z$).

Since learning the critical threshold of bond DP has been successful, it is natural to ask whether the supervised ML method is also applicable to the prediction of the characteristic time $t \sim L^z$ of the same model. Here we fix the given critical bond probability $p_c = 0.6447$ and chose different time steps to generate configurations. For example, for a lattice size of $L = 8$ and time steps of $t_{real} = 7$, the input data in the neural network is $l_x = L = 8$, and $l_y = t_{real} + 1 = 8$.

In ML of the characteristic time $t_c$, for different system sizes, 2500 samples of configurations are selected for each time step. To avoid the data from being too large, for each system size, we only choose 20 time steps adjacent to the characteristic time $t_c$ for ML. Nonetheless, we can achieve a test accuracy of at least 0.85. If we enlarge the interval of consecutive time steps, one can achieve a test accuracy above 0.90.

Fig. 6 shows the results of FCN and CNN in supervised ML of characteristic time $t_c$. Here we only take FCN as an example. The intersection of the two curves gives the characteristic time. Configurations generated by time steps smaller than the characteristic time are labeled as "0", which indicates the system is still in an active state. Otherwise, configurations generated by time steps larger than the characteristic time are labeled as "1", which means that the system has reached an absorbing phase. We then take the intersections of the five different size results and present them on the $t_c$ versus $L$ in Fig. 7 (a). Finally, the power-law fitting yields the power exponent $z \simeq 1.58063$ in (1+1) dimensions, which is consistent with the theoretical value. On this basis, we conclude that the supervised ML can also be applied to the learning and prediction of the characteristic time $t_c$.

III. UNSUPERVISED ML OF DP

In dimensionality reduction for data visualization of phase transitions, many methods such as PCA
FIG. 7. ML (1+1)-dimensional (top) and (2+1)-dimensional (bottom) bond DP. a, The output layer averaged over a test set as a function of time step $t$. b, The power-law fitting of characteristic time $t_c$ versus $L$ on a log-log scale. System sizes $L = 4, 8, 16, 24, 32, 40$ are represented by different colors, respectively. c-d, Analogous data to a-b.

FIG. 8. Supervised ML (1+1)-dimensional bond DP by FCN. The output layer, averaged over a test set, as a function of the bond probability $p$. The lattice size is $L = 16$.

T-SNE [16] and Autoencoder [18-19] have been exploited. PCA is a linear dimensionality reduction method and is usually used only for processing linear data. Autoencoder, on the other hand, can be regarded as the generalization of PCA, which can learn nonlinear relations and has stronger ability to extract information. Autoencoder is based on network representation, so it can be used as a layer to construct deep learning networks. With proper dimensionality and sparse constraints, autoencoder can learn more interesting data projection than PCA and other methods. Here our purpose is mainly to extract latent features of the configuration data, so autoencoder is a suitable tool.

We regard a given configuration of (1+1)-dimensional bond DP as a two-dimensional image containing a time dimension. Through compression representations, the neural network non-linearly transforms and encodes input data, which is then transferred to the hidden neurons. Two hidden neurons are included in our setup of autoencoder, the structure schematic diagram of which is shown in Fig. [9]. Once a set of DP configurations generated by a series of bond probabilities are fed in, the autoencoder starts to train weights using methods like back propagation to return the target values equal to the input one. In this work, we choose a two-
dimensional convolutional neural network as the encoding and decoding network. After passing through two convolutional layers and pooling layers in the encoding network, the data flow will be compressed by a fully connected layer into one or two hidden neurons. The decoding process is the inverse process of the encoding process, which can be regarded as a generative network. Here we focus on the dimensionality reduction process of encoding.

In the case of (1+1)-dimensional bond DP, the lattice size we choose to learn is $L = 16$. According to $t_c \approx L^2$, the corresponding characteristic time should be $t_c \approx 80$. In bond DP, if $p > p_c$, the system could not reach an absorbing state until $T > t_c$. Artificially, we choose the time step $T = 121$ which is larger than $T = 80$. By doing so, the neural network can receive more information about the configurations of DP.

In the encoder neural network, we assign 200 hidden neurons to the latent variable. In Fig. 9, we can see that the details of the raw DP configurations are lost during the reconstruction process. But the basic information of the input configuration is preserved in the latent variable. More importantly, the general picture of many areas may still exist, so the latent variable is able to save information of the original configuration.

First, we limit the autoencoder network to two hidden neurons and display the results in Fig. 11. Among them, the left part in Fig. 11 represents the clusters of ten kinds of configurations generated by different bond probabilities, which are from 0.1 ~ 1 with an interval of 0.1, and each bond probability produces 100 sets of configurations. We can clearly see that the configurations generated with the same probability are clustered in a close position. The right part of Fig. 11 is the clustering diagram of 200 configurations generated by 41 different bond probabilities between 0 and 1 with equal intervals, from which we can find that obvious transition phenomenon occurs near a certain point. It is worth noting that, without changing any parameters of the neural network every time running the autoencoder neural network we may get a different cluster diagram. In particular, the horizontal and vertical coordinates of the $h_1$ versus $h_2$ visualization of the neural network would change too.

To find the transition point, we limit the latent layer of the two-dimensional convolutional autoencoder neural network to just one single hidden neuron whose results are displayed in the left part of Fig. 12 Let the hyper-parameters of the autoencoder neural network remain unchanged, we continue to execute the autoencoder program and get another similar result, as shown in the right part of Fig. 12. Take the left one as an example, red dots indicate that the single hidden neuron is regarded as a function of corresponding bond probabilities. To determine the critical point, we perform a non-linear fitting in the form of the hyperbolic tangent function $a \cdot \tanh(b(p - p_c)) + c$ (the blue line is the fitting curve), and the jumping location $p_c$ is exactly what we are looking for. The prediction of the critical point of the left figure is $p_c \approx 0.645(2)$, while the right one is $p_c \approx 0.645(2)$. They are very close to the value given by the literature of (1+1)-dimensional bond DP, in which $p_c = 0.6447$.

In order to capture the meaning of the information contained in the latent variables, we perform the following two studies. One is the reconstruction of the configurations shown in Fig. 12 which shows that the latent variable contains basic information about the original configurations. On the other hand, we implemented another Monte Carlo simulation method for (1+1)-dimensional DP, and monitored the corresponding particle density for each bond probability. As with autoencoder, this Monte Carlo simulation corresponds to a lattice size of $L = 16$ and a time step of $T = 121$, respectively.
The result is shown in Fig. 12 (c), where the jumping point is the critical point, yielding approximately $p_c \approx 0.656(1)$. Fig. 12 (d) is the same as Fig. 12 (b), and the only difference is that the y-axis of the former is rescaled by the maximum value. Intuitively, we find that the Monte Carlo simulation results and the autoencoder results have very similar trends. For the same bond probability, the particle density and the single latent variable have nearly the same curve. So we believe that the latent variable should be at least numerically proportional to the particle density, which is the order parameter. And from this point of view, it is not surprising that the transition point in the latent variable versus bond probability is simply the critical point.

The findings of this study indicate that the convolutional autoencoder neural network can accurately capture the phase transition point, and compress essential information of bond DP configurations into one neuron or two.

We hope that this finding may shed some light on the study of non-equilibrium phase transitions. In general, the standard Monte Carlo simulations are costly, compared to the machine learning techniques. However, we notice that machine learning is not working for all the critical exponents. This is why we may consider combining the two techniques. ML can predict the critical points quickly and accurately whereas the Monte-Carlo simulations have its own advantages.

### IV. CONCLUSION

This paper mainly studied critical thresholds, spatial and temporal correlation exponents, and characteristic times of the bond DP model in both (1+1) and (2+1) dimensions by using artificial neural networks. Our conclusions are as follows.

Firstly, we successfully predicted critical thresholds and spatial and temporal correlation exponents of this model by using supervised ML. The results are in Tab. III. Through this, we found that supervised ML can give a prediction result very close to the literature. Additionally, with the same size, the test accuracy of the (2+1)-dimensional bond DP is significantly higher than that of the (1+1)-dimensional one. Even by reshaping the configurations of the complex system, neural networks can still learn its trend very well. And we also found that learning configurations of DP in the same dimension, CNN has a slightly higher test accuracy than FCN.

| Exponents | Literature | Prediction | Literature | Prediction |
|-----------|------------|------------|------------|------------|
| $p_c$     | 0.6447     | 0.6408     | 0.2873     | 0.2855     |
| $\nu_1$   | 1.733847   | 1.73 ± 0.02| 1.295      | 1.30 ± 0.02|
| $\nu_{\perp} = \nu_1 / z$ | 1.096854 | 1.09 ± 0.02 | 0.73 | 0.73 ± 0.02 |
| $\beta = \delta \nu_1$ | 0.276486 | 0.2728 |

TABLE III. Prediction values of DP in supervised ML.

Second, regarding time as an additional dimension
of non-equilibrium phase transitions, we then studied the characteristic time $t_c$ of the bond DP from a fully occupied initial state to an absorbing state by supervised ML. As we can see, the predictions of the two neurons of the output layer by using FCN do not follow smooth curves, which implies that the system is greatly affected by finite-size effects and fluctuations. However, when CNN is employed, we can have much better curves. After training the configurations generated by different time steps, the neural network will identify whether the system has reached an absorbing state or not, as a new similar configuration is fed in. Then, the intersection of two output neuron curves is the predicted characteristic time.

Third, the (1+1)-dimensional bond DP is learned by using the unsupervised autoencoder method. We not only successfully made a clustering of its configurations generated by different bond probabilities but also obtained an estimation of the critical point.

When handling the problem of DP with Monte Carlo simulations, we need a sufficiently large lattice size $L$ and time steps $t$ to obtain a relatively accurate critical threshold of $p_c$. However, ML works for much smaller systems. The research of phase transitions in statistical physics is greatly benefiting from ML algorithms. ML can not only learn and predict the critical point but also estimate critical exponents of correlation exponents when the system approaches the critical point. Analogous to the Ising model in equilibrium phase transitions, the raw configurations of DP in non-equilibrium phase transitions can also be learned and predicted by neural networks.

In summary, in this paper we argued that ML techniques can be applied to non-equilibrium phase transitions. It is optimistic that with the continuous
advancement of computer hardware technology and ML algorithms, plenty of ML techniques will be extended to solving problems of non-equilibrium phase transitions in statistical physics.
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