HALL ALGEBRA OF JORDAN QUIVER AND HALL-LITTLEWOOD FUNCTIONS
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Abstract. We show that the Hall algebra of the Jordan quiver is a polynomial ring in infinitely many generators and obtain transition relations among several generating sets. We establish a ring isomorphism from this Hall algebra to the ring of symmetric functions in two parameters $t, \theta$, which maps the Hall basis to a class of (modified) inhomogeneous Hall-Littlewood (tHL) functions. The (modified) tHL functions admit a formulation via raising and lowering operators. We formulate and prove Pieri rules for (modified) tHL functions. The modified tHL functions specialize at $\theta = 0$ to the modified HL functions; they specialize at $\theta = 1$ to the deformed universal characters of type C, which further specialize at $(t = 0, \theta = 1)$ to the universal characters of type C.
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1. Introduction

1.1. Hall to tHall. Hall algebra is a fundamental concept in representation theory with intimate connections and applications to combinatorics of symmetric functions, quantum groups and algebraic geometry. Hall algebra of the Jordan quiver was historically the first example (studied by E. Steinitz and then by P. Hall), and its Hall basis leads to Hall-Littlewood (HL) polynomials, a distinguished basis for the ring of symmetric functions; cf. [22]. Ringel's Hall algebras [26] (see also Green [9]) for general quivers have provided a realization of halves of quantum groups and led to Lusztig's construction of canonical basis [21].

Jing [10] realized Hall-Littlewood polynomials via vertex operators which are closely related to the boson-fermion correspondence. It was shown by Tsilevich [34] that Hall-Littlewood polynomials are the off-shell wave functions of the $t$-boson model. The $t$-boson model arose in [4] as a discretization of the Bose gas model. The connection between Hall-Littlewood polynomials and the $t$-boson model has been further explored by Wheeler and Zinn-Justin [35].

Motivated by Bridgeland’s realization [1] of quantum groups via Hall algebras of complexes associated to general quivers, two of the authors [19, 17, 18] have recently realized the quantum...
groups arising from quantum symmetric pairs via $\mathfrak{t}$Hall algebras of quivers. (See [20] for an exposition on quantum symmetric pairs and applications.) The $\mathfrak{t}$Hall algebras are set up in the framework of semi-derived Hall algebras [15, 14], which were in turn built on the earlier foundational works of Bridgeland and M. Gorsky [8]. The $\mathfrak{t}$Hall algebra of the projective line has recently been developed [16] to realize a Drinfeld type presentation of $q$-Onsager algebra (the simplest affine quantum group); compare [11, 2, 27, 28].

1.2. $\mathfrak{t}$Hall algebra of the Jordan quiver. We aim to develop in this paper the $\mathfrak{t}$Hall algebra of the Jordan quiver and connections to symmetric functions, adding a new chapter to the classic constructions of Steinitz, Hall, and Macdonald.

By definition, this $\mathfrak{t}$Hall algebra is based on the Jordan quiver enhanced by an additional arrow $\varepsilon$ with $\varepsilon^2 = 0$ and $\alpha \varepsilon = \varepsilon \alpha$:

$$
\begin{array}{c}
\alpha \\
\downarrow \\
1 \\
\uparrow \\
\varepsilon
\end{array}
$$

Let $k = \mathbb{F}_q$ be a finite field of $q$ elements. We show that the $\mathfrak{t}$Hall algebra $\tilde{\mathcal{H}}(kQ_2)$ of the Jordan quiver $Q_2$ is isomorphic to a polynomial algebra in infinitely many generators: $[K_S]$ and $[S^{(r)}]$, for $r \geq 1$, where $S^{(r)}$ denotes the indecomposable $kQ_2$-module of length $r$. The new generator $[K_S]$ arises from an acyclic complex $K_S$ associated to the simple module $S = S^{(1)}$; central generators like $[K_S]$ arise naturally in other $\mathfrak{t}$Hall algebras and can be treated as parameters [19, 16]. The semi-derived Hall algebras and $\mathfrak{t}$Hall algebras used in this paper are slight modifications from earlier versions so that $[K_S]$ is not required to be invertible in $\tilde{\mathcal{H}}(kQ_2)$.

The algebra $\tilde{\mathcal{H}}(kQ_2)$ is naturally a $\mathbb{N}$-graded algebra with degrees of generators given by $|[S^{(r)}]| = r$ and $|[K_S]| = 2$. The $\mathfrak{t}$Hall algebra admits a natural $\mathfrak{t}$Hall basis $\{[S^\lambda]\}$ over $Q(t)[[K_S]]$, where $\lambda$ runs over all partitions. We obtain several explicit formulas for the multiplication with $[S^{(r)}]$ (or with $[S^{1(r)}]$) in the $\mathfrak{t}$Hall basis (that is, horizontal and vertical Pieri rules). Remarkably, different Pieri rules are related by Green’s formula [9].

We can formulate a generic $\mathfrak{t}$Hall algebra $\tilde{\mathcal{H}}(Q_2)$, when $q^{-1}$ in $\tilde{\mathcal{H}}(kQ_2)$ is replaced by a generic (HL) parameter $t$ throughout. We regard $\theta := t[K_S]$ as a second deformation parameter. Setting $\theta = 0$ in the $\mathfrak{t}$Hall algebra recovers (Steinitz’s) Hall algebra of the Jordan quiver. Various formulas in the Hall algebra as presented in [22, III] are the leading terms (i.e., at $\theta = 0$) of formulas in the $\mathfrak{t}$Hall algebra established in this paper.

Our initial computations with the $\mathfrak{t}$Hall basis suggested a generating function formulation generalizing that for Hall-Littlewood polynomials; see (2.31); compare [22, III, (2.15)]. This naturally leads to a formulation via raising and lowering operators $R_{ij}$ and $L_{ij}$, which turns out to be one of the key points in our approach. We have thus adopted this as our definition of polynomials $V_\lambda^r$ in commuting variables $v_r$, for $r \geq 1$ (see Definition 2.1), which shall give rise to (modified) $\mathfrak{t}$HL functions:

$$
V_\lambda^r = \prod_{1 \leq i < j} \frac{1 - \theta L_{ij} - R_{ij} - R_{ij}^t}{1 - \theta t L_{ij} - 1 - t R_{ij}^t} v_\lambda.
$$

This formula at $\theta = 0$ recovers [22, III, (2.15')] when interpreting $v_r$ as the symmetric functions $q_r$. Following [32, §2.1,(6)], we shall refer to $V_\lambda^r$ as Giambelli type polynomials.

In this way, we have set up a linear isomorphism from the generic $\mathfrak{t}$Hall algebra to the ring of symmetric functions over $Q(t)[[\theta]]$,

$$
\Phi : \tilde{\mathcal{H}}(Q_2) \rightarrow \Lambda_{t, \theta},
$$

which identify the $\mathfrak{t}$Hall basis with the Giambelli type polynomials associated to partitions. We shall show that $\Phi$ is an algebra isomorphism.
1.3. Combinatorics. To that end, we shall establish Pieri rules for the Giambelli type polynomials $V^t_\lambda$ (or $\text{tHL}$ functions), by extending an approach of Tamvakis.

The raising operator formalism played a fundamental role in the Schubert calculus of classical type developed by Buch, Kresch and Tamvakis [5]. Tamvakis developed the raising operator approach further [32]; in particular, starting from a raising operator definition of Giambelli polynomials (and then HL functions), he found a direct proof of the horizontal Pieri rule [22, III, (5.7')]. Such a Pieri rule was earlier obtained by Morris [23].

In spite of the new presence of lowering operators, we are able to generalize Tamvakis’ approach to establish a first horizontal Pieri rule for the $V^t_\lambda$. Two mirror identities among HL functions, which Tamvakis established by the raising operator calculus, are instrumental in this approach. It is remarkable that these mirror identities remain unchanged in our new setup involving lowering operators. While the first identity is natural in terms of raising operators, the second one is most natural in terms of lowering operators.

Actually, we have some freedom in passing from Giambelli type polynomials to symmetric functions. If we identify $v_r = q_r$ (the HL function associated to one-row partitions), then we obtain a version of $\text{tHL}$ functions $V^t_\lambda = Q^t_\lambda$ which specialize at $t = 0$ to HL functions $Q_\lambda$. As we learned from S. Okada, a specialization of the $\text{tHL}$ functions $Q^t_\lambda$ (for strict partitions $\lambda$) coincides with the universal symplectic Q-functions $Q^C_\lambda$ introduced in his paper [25, §3.1], i.e., $Q^t_\lambda|_{t=-1, \theta=1} = Q^C_\lambda$; see Remark 2.13. On the other hand, by identifying $v_r = h_r$, then we obtain the modified $\text{tHL}$ functions $V^t_\lambda = H^t_\lambda$ which specialize at $t = 0$ to the (Garsia’s) modified HL functions $H_\lambda$.

In the process of developing the $\text{tHL}$ functions, we have come to realize that our $\text{tHL}$ functions admit another incarnation! In a remarkable work [31], Shimozono and Zabrocki used creation operators (i.e., modified versions of Jing’s HL vertex operators [10, 30]) to introduce $t$-deformed universal characters of classical types, denoted by $B^t_\lambda$ (where $\diamond = \emptyset, \bullet, \circ, \natural$). At $t = 0$, $B^t_\lambda$ specializes to the universal characters $s^t_\lambda$ introduced in [12] as suitable stable limits of classical irreducible characters.

In the notation of [31], the $B^\circ$ are universal characters of type C. It turns out that we have the identification $H^t_\lambda|_{t=1} = B^\circ_\lambda$ as one can convert the definitions via creation operators and via raising/lowering operators. (We thank Mark Shimozono for his help in confirming this prediction.) As $B_\lambda$ is inhomogeneous, inserting powers of $\theta$ (with degree $|\theta| = 2$) to $B^\circ_\lambda$ in a unique homogeneous way we reconstruct $H^t_\lambda$. The Pieri rules were not addressed in [31].

The above unexpected type C interpretation fits well with the philosophy of the “$\text{t}$ification”-program and has a precedent. In [7] (and also [3]), Kazhdan-Lusztig basis of type C was formulated in terms of canonical basis arising from quantum groups of type $\text{AIII}$ (with a type A diagram together with the diagram involution as the input), and quantum groups admit an $\text{tHall}$ algebra realization [19]. Our $\text{tHall}$ algebra $\tilde{H}(Q_J)$ arises from Jordan quiver coupled with a trivial involution. An $\text{tification}$ process produces constructions of “type A with involution”, which may happen to have a type BCD reincarnation.

The raising operator formulation also served as a starting point and played a crucial role in the recent breakthrough [6] in the theory of Macdonald polynomials, Catalan functions and $k$-Schur functions. We expect a natural classical synthesis of the BMPS framework with this work (and [31]); this will be explored elsewhere.

Below let us formulate our main results more precisely, starting from the combinatorics side.

1.4. $\text{tPieri}$ rules. For partitions $\mu, \nu$, we denote $\nu \leq \mu$ if $\nu_i \leq \mu_i$ for all $i$, and denote $\nu \rightarrow \mu$ if $\nu \leq \mu$ and $\mu - \nu$ is a horizontal $a$-strip. The definitions for the polynomials $\psi_{\mu/\nu}(t), \psi_{\lambda/\nu}(t)$ can be found in (2.10), following [22, III, (5.8)-(5.8')].
Theorem A(I) (Down-up horizontal 阇Pieri rule, Theorem 2.10). For \( r \geq 1 \) and any partition \( \mu \), we have
\[
V^i_\mu \cdot v_r = \sum_{a+b=r} \sum_{\nu} \theta^a \psi_{\mu/\nu}(t) \psi_{\lambda/\nu}(t) V^i_\lambda.
\]

We refer to this horizontal 阇Pieri rule as a “down-up” version as we first go down to intermediate Young diagram \( \nu \) from the initial diagram \( \mu \) and then up to an end diagram \( \lambda \). The leading term (= the \( \theta^0 \)-term) in the above formula recovers [22, III, (5.7')], while the lowest term (= the \( \theta^r \)-term) encodes a dual Pieri rule for HL functions. The down-up horizontal 阇Pieri rule in Theorem A(I) is proved by generalizing the approach of Tamvakis [32].

Recall the specialization of \( V^i_\mu \) at \( t = 0 \) is essentially the universal character \( s_\mu \). The down-up horizontal and up-down vertical Pieri rules for (universal) characters of type C were well known [29] (also cf. [24]). Theorem A(I) specializes at \( t = 0 \) (where all the polynomial coefficients in \( t \) become 1) to such a down-up horizontal Pieri rule.

We shall formulate several additional 阇Pieri rules. First, let us present an “up-down” version of the horizontal 阇Pieri rule. This up-down horizontal version at \( t = 0 \) can be easily derived from the up-down vertical Pieri rule by applying symmetries of universal characters (cf. [12, 31]).

Theorem A(II) (Up-down horizontal 阇Pieri rule). For \( r \geq 1 \) and any partition \( \mu \), we have
\[
V^i_\mu * v_r = \sum_{a+b=r} \sum_{\lambda} \sum_{a+b=r} \theta^a \psi_{\xi/\lambda}(t) \psi_{\xi/\mu}(t) V^i_\lambda + \sum_{a+b=r} \sum_{i=1}^{\min(a,b)} \sum_{\lambda} \sum_{a+b=r} \theta^a (t^i - \theta^0) \psi_{\xi/\lambda}(t) \psi_{\xi/\mu}(t) V^i_\lambda.
\]

We shall now formulate 2 versions, down-up and up-down, of vertical 阇Pieri rules. For partitions \( \mu, \nu \), we use \( \mu \downarrow \nu \) to denote that \( \nu \leq \mu \) and \( \mu - \nu \) is a vertical \( a \)-strip. The definitions for \( \varphi_r(t) \), \( b_r(t) \), and \( f^\mu_{\nu,1m}(t) \) can be found in (4.15)–(4.16) and (4.26), following [22, III, (2.12), (3.2)].

Theorem B. Let \( r \geq 1 \) and \( \mu \) be a partition. We have

1. (Down-up vertical 阇Pieri rule)
\[
V^i_\mu \cdot V^i_{(1^r)} = \sum_{a+b=r} \sum_{\lambda} \sum_{a+b=r} \theta^a \frac{b_r(t)}{b^\lambda(t)} \varphi_r(t) f^\lambda_{\nu,1m}(t) f^\mu_{\nu,1m}(t) V^i_\lambda;
\]

2. (Up-down vertical 阇Pieri rule)
\[
V^i_\mu \cdot V^i_{(1^r)} = \sum_{a+b=r} \sum_{i=0}^{\min(a,b)} \sum_{a+b=i} \sum_{a-b=-i} (-1)^i \theta^a t^{(i-1)/2} \varphi_r(t) b_r(t) f^\xi_{\lambda,1m-i}(t) f^\xi_{\lambda,1m-i}(t) V^i_\lambda.
\]

However, our proofs of the 3 Pieri rules in Theorem A(II) and Theorem B are indirect, and they rely essentially on the computations in Hall algebra of the Jordan quiver. It will be very interesting to find direct algebraic/combinatorial proofs for these 3 Pieri rules. At the \( t = 0 \) limit, our up-down vertical Pieri rule reduces to the counterpart for (universal) characters of type C [29] (also cf. [24]).
Proof of Theorems A(II) and B. Thanks to the algebra isomorphism in Theorem C below (or in Theorem 4.9), it suffices to establish the counterparts of these 3 iPieri rules in the iHall algebra \( \overline{\mathcal{H}}(kQ_J) \). These are given in Proposition 4.13, Proposition 4.14, and Proposition 4.18, respectively.

1.5. The ring isomorphism. For any partition \( \lambda = (\lambda_1, \lambda_2, \ldots) \), denote

\[
n(\lambda) = \sum_{i \geq 1} (i-1)\lambda_i, \quad |\lambda| = \sum_{i \geq 1} \lambda_i.
\]

We replace elements \([S^{(\lambda)}], [K_S] \) and \( g^{-1} \) in the setting of \( \overline{\mathcal{H}}(kQ_J) \) by \( u_\lambda, \, K_4 \) and by \( t \) in the setting of the generic iHall algebra \( \overline{\mathcal{H}}(Q_J) \). The following is a generic version of Theorem 4.9 (also see Remark 4.10 if one compares with the algebra isomorphism in [22, (3.4)])

**Theorem C.** There exists a \( \mathbb{Q}(t) \)-algebra isomorphism \( \Phi : \overline{\mathcal{H}}(Q_J) \to \Lambda_{t, \theta} \) such that

\[
\Phi(K_4) = t^{-1} \theta, \quad \Phi(u_\lambda) = t^{-r} v_r \quad (r \geq 1).
\]

Moreover, \( \Phi(u_\lambda) = t^{-|\lambda| - n(\lambda)} V_\lambda \), for any partition \( \lambda \).

The ring structure of \( \Lambda_{t, \theta} \) is determined by the Pieri rule in Theorem A(I) (or any other Pieri rule). Theorem C (or Theorem 4.9) follows readily if we establish the counterpart of this Pieri rule in the iHall algebra \( \overline{\mathcal{H}}(kQ_J) \); this is accomplished in Proposition 4.8.

1.6. Transitions among several generating sets. To formulate some generating functions below, we need to enlarge the field \( \mathbb{Q} \) to \( \mathbb{Q}(\nu) \), where \( \nu = \sqrt{q} \). Let \( z \) be an indeterminate. Recall \( \varphi(t) \) and \( \exp_q \left( \frac{z}{\nu^2} \right) \) from (4.15) and (6.1). We introduce the following generating functions of several natural generating sets in the iHall algebra \( \overline{\mathcal{H}}(kQ_J) \) (compare [2, 28, 16]):

\[
\hat{E}(z) = \sum_{r \geq 0} \nu^{r(r-1)} \frac{[S^{(1^r)}]}{|\text{Aut}(S^{(1^r)})|} z^r,
\]

\[
\hat{H}(z) = \sum_{r \geq 0} \sum_{\lambda \vdash r} \frac{|S^{(\lambda)}|}{|\text{Aut}(S^{(\lambda)})|} z^r,
\]

\[
\hat{\Theta}(z) = \sum_{r \geq 0} |S^{(r)}| z^r,
\]

\[
\hat{P}(z) = \sum_{r \geq 1} \hat{P}_r z^{r-1}, \quad \text{where} \quad \hat{P}_r = \sum_{\lambda \vdash r} \varphi(\lambda) \frac{|S^{(\lambda)}|}{|\text{Aut}(S^{(\lambda)})|}.
\]

**Theorem D** (Propositions 6.3, 6.5, 6.7, 6.8). The following identities hold in the iHall algebra \( \overline{\mathcal{H}}(kQ_J) \):

\[
\hat{H}(z) \hat{E}(-z) = \exp_q \left( \frac{[K_S] z^2}{1 - q} \right),
\]

\[
\hat{\Theta}(z) = (1 - q[K_S] z^2) \frac{\hat{E}(-z)}{\hat{E}(-qz)} = (1 - [K_S] z^2)^{-1} \frac{\hat{H}(qz)}{\hat{H}(z)},
\]

\[
\hat{\Theta}(z) = \exp \left( \sum_{r \geq 1} \frac{q^r - 1}{r} \hat{P}_r z^r \right) \exp \left( \sum_{k \geq 1} \frac{1 - q^k}{2k} [K_S]^k z^{2k} \right),
\]

\[
\hat{E}(z) = \exp \left( \sum_{r \geq 1} \frac{(-1)^{r-1}}{r} \hat{P}_r z^r \right) \exp_q \left( \frac{[K_S] z^2}{1 - q} \right)^{\frac{1}{2}},
\]
\[ \hat{H}(z) = \exp \left( \sum_{r \geq 1} \frac{1}{r} \hat{P}_r z^r \right) \exp_q \left( \frac{[K_s]^2}{1 - q} \right)^{\frac{1}{2}}. \]

The identities (1.6)–(1.7) are proved by applying Pieri rules and reducing to some combinatorial identities. The proof of the identity (1.8) turns out to be most challenging, and this identity has applications to \( \hat{H} \)-Hall algebra of the projective line [16]. The identities (1.9)–(1.10) follows from (1.6)–(1.8) by some formal manipulations. We can transport the identities in Theorem D to corresponding identities in the ring of symmetric functions via the algebra isomorphism \( \Phi \) in Theorem C. Much remains to be further explored combinatorially.

While the main motivation of this paper is the interaction between Hall algebra and symmetric functions, it will be interesting to ask if the \( \hat{H} \)-Hall-Littlewood polynomials have any connections to mathematical physics; compare [34, 35].

1.7. Organization. In Section 2, we establish the down-up horizontal Pieri rule for the Giambelli type polynomials \( V_\lambda^\alpha \), generalizing the approach of Tamvakis. We then make suitable identifications of \( v_r \) to formulate the (modified) \( \hat{H} \)-HL functions. We also formulate the precise relations with (deformed) universal characters of type C.

We review and formulate a version of semi-derived Hall algebras and \( \hat{H} \) algebras in Section 3. In Section 4, we define the \( \hat{H} \) algebra \( \hat{H}(kQ_J) \) of the Jordan quiver. Then we establish the 4 versions (down-up vs up-down, horizontal vs vertical) Pieri rules in \( \hat{H}(kQ_J) \).

We collect and establish in Section 5 several technical identities which we shall need in the next section. In Section 6, we study several distinguished generating sets for the \( \hat{H} \) algebra \( \hat{H}(kQ_J) \) in the form of generating functions; they correspond to the \( (t, \theta) \)-deformations of the generating sets of elementary, homogeneous and power sum symmetric functions. We establish explicit formulas for transitions from one to another generating set.
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2. \( \hat{H} \)-HALL-LITTLEWOOD FUNCTIONS AND \( \hat{H} \)-PIERI RULES

In this section, we define Giambelli type polynomials and establish their Pieri rules. We transform the Giambelli type polynomials into \( \hat{H} \) functions, and compare the latter with (modified) \( \hat{H} \) functions and deformed universal characters of type C.

2.1. A Giambelli type formula. Let \( v_r \) be commuting variables of degree \( r \), for \( r \in \mathbb{Z}_{\geq 1} \). Let us set \( v_0 = 1 \) and \( v_a = 0 \), for \( a < 0 \). We define

\[ v_\alpha = v_{\alpha_1} v_{\alpha_2} \cdots \]

multiplicatively for any integer sequence \( \alpha = (\alpha_1, \alpha_2, \ldots) \) with finitely many nonzero entries.

Given 2 integer sequences \( \alpha, \beta \), we denote \( \alpha \geq \beta \) (or \( \beta \leq \alpha \)) if \( \alpha_i \geq \beta_i \), for all \( i \geq 1 \); in particular, \( \alpha \geq 0 \) denotes that \( \alpha \) is a composition. For a composition \( \alpha \), we denote

\[ \ell(\alpha) = \text{number of nonzero parts in } \alpha, \]

\[ |\alpha| = \alpha_1 + \alpha_2 + \cdots. \]

Let \( 1 \leq i < j \). The raising operator \( R_{ij} \) acts on integer sequences by

\[ R_{ij}\alpha = (\ldots, \alpha_i + 1, \ldots, \alpha_j - 1, \ldots). \]
Similarly, we define the lowering operator $L_{ij}$ acting on integer sequences by
\[ L_{ij} \alpha = (\ldots, \alpha_i - 1, \ldots, \alpha_j - 1, \ldots). \]

While the raising operators were originally introduced by Young (cf. [22]), some of the significant applications have appeared only recently; see [5, 32]. The lowering operators above also appeared in [13]. The actions of raising and lowering operators on $v_\alpha$ are given by letting
\[ R_{ij}v_\alpha = v_{R_{ij} \alpha}, \quad L_{ij}v_\alpha = v_{L_{ij} \alpha}. \]

Note that all raising and lowering operators commute with each other. Similarly, we define the lowering operator
\[ \sum_{i < \ell} (\theta L_{ij}) \]
acting on integer sequences by
\[ \sum_{i < \ell} (\theta L_{ij}). \]

Let $t, \theta$ be indeterminates. Denote by $P_n$ the set of partitions $\lambda$ of $n$ with dominance order $\geq$, and we sometime write $\lambda \vdash n$. Set $P = \cup_{n \geq 0} P_n$. The dominance order $\geq$ also makes sense on the set of all compositions of $n$. The ring
\[ \Lambda_{t, \theta} = \mathbb{Q}(t)[\theta][v_1, v_2, \ldots] \]
admits a basis $\{v_\lambda | \lambda \in P\}$.

**Definition 2.1.** For any integer vector $\alpha$, we define $V_\alpha, V_\alpha^t \in \Lambda_{t, \theta}$ by:
\[ V_\alpha = \prod_{1 \leq i < j} \frac{1 - R_{ij}}{1 - tR_{ij}} v_\alpha, \quad V_\alpha^t = \prod_{1 \leq i < j} \frac{1 - \theta L_{ij}}{1 - t\theta L_{ij}} v_\alpha. \]

Note that $V_r = V_r^t = v_r$.

Justification of applying raising (and lowering) operators properly can be found in [33, §2.2] and [6, (4.1) and below]. Let
\[ F(u) = \frac{1 - u}{1 - tu} = 1 + (1 - t^{-1}) \sum_{r \geq 1} t^r u^r. \]

Denote
\[ \mathbb{L}_\ell := \prod_{1 \leq i < \ell} \frac{1 - \theta L_{ii}}{1 - t \theta L_{ii}} = \prod_{1 \leq i < \ell} \left(1 + (1 - t^{-1}) \sum_{s \geq 1} \theta^s t^s \theta L_{ii}^s \right), \]
\[ \mathbb{R}_\ell := \prod_{1 \leq i < \ell} \frac{1 - R_{ii}}{1 - t R_{ii}} = \left(1 + (1 - t^{-1}) \sum_{p \geq 1} t^p R_{ii}^p \right). \]

Denote
\[ D_\ell := \prod_{1 \leq i < j \leq \ell} \frac{1 - R_{ij}}{1 - t R_{ij}} \frac{1 - \theta L_{ij}}{1 - t \theta L_{ij}} = \prod_{k=1}^{\ell} \mathbb{L}_k \cdot \prod_{k=1}^{\ell} \mathbb{R}_k. \]

Below we follow [32, §1-2] to manipulate the operators $D_\ell$. We have
\[ D_\ell = D_{\ell-1} \prod_{1 \leq i < \ell} \frac{1 - R_{ii}}{1 - t R_{ii}} \frac{1 - \theta L_{ii}}{1 - t \theta L_{ii}} \]
\[ = D_{\ell-1} \prod_{1 \leq i < \ell} \left(1 + (1 - t^{-1}) \sum_{s \geq 1} \theta^s t^s \theta L_{ii}^s \right) \cdot \prod_{1 \leq i < \ell} \left(1 + (1 - t^{-1}) \sum_{s \geq 1} \theta^s t^s \theta L_{ii}^s \right). \]

Applying $D_\ell$ to $v_\alpha v_r$, where $\alpha = (\alpha_1, \ldots, \alpha_{\ell-1})$ is an integer vector, and $r \in \mathbb{Z}$, we obtain
\[ V_{\alpha, r} = \sum_{\beta, \gamma} \theta^{t[\beta] + r} (1 - t^{-1})^{t[\beta]} v_{\beta} v_{r - [\beta]}. \]

Thus, we define
\[ \sum_{\beta, \gamma} \theta^{t[\beta] + r} (1 - t^{-1})^{t[\beta]} V_{\alpha, \gamma} v_{r - [\beta] - [\gamma]}, \]

\[ V_{\alpha, r} = \sum_{\beta, \gamma} \theta^{t[\beta] + r} (1 - t^{-1})^{t[\beta]} v_{\beta} v_{r - [\beta] - [\gamma]}, \]

\[ (2.3) \]

\[ F(u) = \frac{1 - u}{1 - tu} = 1 + (1 - t^{-1}) \sum_{r \geq 1} t^r u^r. \]

\[ (2.4) \]

\[ \mathbb{L}_\ell := \prod_{1 \leq i < \ell} \frac{1 - \theta L_{ii}}{1 - t \theta L_{ii}} = \prod_{1 \leq i < \ell} \left(1 + (1 - t^{-1}) \sum_{s \geq 1} \theta^s t^s \theta L_{ii}^s \right), \]

\[ (2.5) \]

\[ \mathbb{R}_\ell := \prod_{1 \leq i < \ell} \frac{1 - R_{ii}}{1 - t R_{ii}} = \left(1 + (1 - t^{-1}) \sum_{p \geq 1} t^p R_{ii}^p \right). \]

\[ (2.6) \]

\[ D_\ell := \prod_{1 \leq i < j \leq \ell} \frac{1 - R_{ij}}{1 - t R_{ij}} \frac{1 - \theta L_{ij}}{1 - t \theta L_{ij}} = \prod_{k=1}^{\ell} \mathbb{L}_k \cdot \prod_{k=1}^{\ell} \mathbb{R}_k. \]
The proof is verbatim the same as for \( \sum \). Then

Suppose that an equation (of finite sums) of the form

\[
\sum \alpha
\]

holds. Then

\[
\sum \alpha \, \sum \beta
\]

In particular, we have

\[
V_{a,a+1} = 1 - t \frac{R_{12}}{1-tR_{12}}.
\]

Hence we have

\[
V_{a,a+1} = 1 - \frac{1}{tR_{12}}\left(1 - t^2\right)\frac{R_{12}}{1-tR_{12}} + t\frac{1}{1-tR_{12}} R_{12}.
\]

2.2. Basic properties of \( V^i_\lambda \).

**Proposition 2.3.** Suppose that an equation (of finite sums) of the form \( \sum \alpha a, V^i_\lambda = \sum b V^i_\alpha \) holds. Then \( \sum a a, V^i_\lambda = \sum b V^i_\alpha \), for any integer vector \( \mu \).

**Proof.** The proof is verbatim the same as for [32, Proposition 1].

\[
\sum \alpha \sum \beta
\]

For \( a, b \geq 0 \), \( V_{(a,b)} \) has the following expansion:

\[
V_{(a,b)} = V_{(a,b)} + (t-1)\sum_{s=1}^{b} \theta^s t^{s-1} V_{(a-s,b-s)}.
\]

\[
V_{(a,b)} = V_{(a,b)} + (t-1)\sum_{s=1}^{b} \theta^s t^{s-1} V_{(a-s,b-s)}.
\]

The lemma is proved.
The formula $V^r_{(a,a+1)} = tV^r_{(a+1,a)}$ follows from the general formula by setting $b = a + 1$. 

**Lemma 2.6.** For $c \in \mathbb{Z}, d \geq 1$, we have

$$V^r_{(c,c+d)} + (1-t) \sum_{i=1}^{d-1} V^r_{(c+i,c+d-i)} = tV^r_{(c+d,c)}.$$  

*Proof.* We prove the formula by induction on $d$. The case for $d = 1$ follows by Lemma 2.5 with $(a,b) = (c, c+1)$, while the case for $d = 2$ follows by Lemma 2.5 with $(a,b) = (c, c+2)$. Let $d > 2$. by the inductive assumption, $V^r_{(c+1,c+d-1)} + (1-t) \sum_{i=1}^{d-2} V^r_{(c+i+1,c+d-1-i)} = tV^r_{(c+d-1,c+1)}$, which can be rewritten as

$$V^r_{(c+1,c+d-1)} - tV^r_{(c+d-1,c+1)} + (1-t) \sum_{i=2}^{d-1} V^r_{(c+i,c+d-i)} = 0.$$  

By Lemma 2.5 (with $a = c, b = c + d$), we have

$$V^r_{(c,c+d)} - tV^r_{(c+1,c+d-1)} + V^r_{(c+d-1,c+1)} = tV^r_{(c+d,c)}.$$  

Adding the above 2 identities we obtain the identity (2.9). □

**Lemma 2.7.** For $c \in \mathbb{Z}, d \geq 1$, and any integer vector $\beta$, we have

$$V^r_{(c,c+d,\beta)} + (1-t) \sum_{i=1}^{d-1} V^r_{(c+i,c+d-i,\beta)} = tV^r_{(c+d,c,\beta)}.$$  

*Proof.* This is a variant of [32, Corollary 1], and we provide some detailed argument. Let $\beta \in \mathbb{Z}^\ell$, and we shall prove the lemma by induction on $\ell$. The case for $\ell = 0$ follows by Lemma 2.6. For $\ell \geq 1$, write $\beta = (\beta', b)$. It follows by (2.7) that

$$V^r_{d,b} = \sum_{\rho, \gamma} \theta^{|\rho|} v^{\rho} (1-t)^{\ell(\rho)/2} V^r_{\delta - \rho + \gamma} v^{\gamma}$$  

where we take $\delta = (c+i, c+d-i, \beta')$, for $0 \leq i \leq d$. The desired formula (2.9) is then reduced with help of these formulas to the inductive assumption. □

### 2.3. Mirror identities

Given partitions $\mu, \nu$ and $b \in \mathbb{N}$, we use

$$\nu \rightarrow \mu, \quad (\text{respectively, } \nu \xrightarrow{b} \mu)$$

to denote that $\nu \leq \mu$ and $\mu - \nu$ is a horizontal strip (respectively, a horizontal $b$-strip). Denote by $m_i(\mu)$ the number of times $i$ occurs as a part of $\mu$. Denote by $\mu' = (\mu'_1, \mu'_2, \ldots)$ the conjugate partition of $\mu$.

For a horizontal $r$-strip $\sigma = \lambda - \nu$, let $I = I_{\lambda-\nu}$ (respectively, $J = J_{\lambda-\nu}$) be the set of integers $i \geq 1$ such that $\sigma'_i = 1$ and $\sigma'_{i+1} = 0$ (respectively, $\sigma'_i = 0$ and $\sigma'_{i+1} = 1$). Following [22, III], we introduce

$$\varphi_{\lambda/\nu}(t) = \prod_{i \in J_{\lambda-\nu}} (1-t^{m_i(\lambda)}),$$  

$$\psi_{\lambda/\nu}(t) = \prod_{j \in I_{\lambda-\nu}} (1-t^{m_j(\nu)}).$$  

(2.10)

Our horizontal Pieri rule in Theorem 2.10 below is formulated using the polynomials $\varphi, \psi$ above. To prove that, we shall require 2 mirror identities. The first mirror identity below is due to Tamvakis [32, §2.2] when $\theta = 0$ (i.e., with $V^\iota$ replaced by $V$), though it requires a little work by the reader to unravel it.
Denote by $\mathbb{N}$ the set of non-negative integers. For $\gamma = (\gamma_1, \ldots, \gamma_\ell+1) \in \mathbb{N}^{\ell+1}$, we set
\[ \gamma^* := (\gamma_1, \ldots, \gamma_\ell). \]

**Proposition 2.8 (Mirror identity I).** (also see [32, §2.2]) For a partition $\rho \in \mathbb{N}^\ell$ and an integer $b \geq 0$, we have
\[ (2.11) \sum_{\gamma \in \mathbb{N}^{\ell+1} \mid |\gamma| = b} (1 - t)^{\ell(\gamma^*)} V_{\rho + \gamma} = \sum_{\rho \in \mathbb{N}^\ell} (1 - t)^{\ell(\rho^* - \rho)} V_\rho^*. \]

**Proof.** The strategy of proof here is entirely due to Tamvakis [32, §2.2] (and by personal communication), who gave an elegant argument of the Pieri rule for Hall-Littlewood functions using raising operators (which corresponds to our special case when setting $\theta = 0$). Below we clarify the exposition therein by adding more intermediate steps in more careful notations (for instance, the $\gamma$ loc. cit. at various places should be replaced by $\gamma^*$ here).

Setting $\nu = \rho + \gamma$, we rewrite
\[ (2.11) \sum_{\gamma \in \mathbb{N}^{\ell+1} \mid |\gamma| = b} (1 - t)^{\ell(\gamma^*)} V_{\rho + \gamma} = \sum_{\nu \in \mathbb{N}^\ell} (1 - t)^{\ell(\nu^* - \rho)} V_\nu^*, \]
where $\mathbb{N} := \mathbb{N}(\rho, b) = \{\nu \in \mathbb{N}^{\ell+1} \mid |\nu| = |\rho| + b, \nu \geq \rho\}$. The identity (2.11) is then equivalent to the following identity: for a partition $\rho = (\rho_1, \rho_2, \ldots, \rho_\ell) \in \mathbb{N}^\ell$ and $b \geq 0$,
\[ (2.12) \sum_{\nu \in \mathbb{N}} (1 - t)^{\ell(\nu^* - \rho)} V_\nu^* = \sum_{\rho^* \in \mathbb{N}^\ell} \psi_{\lambda/\rho}(t) V_\lambda^*. \]

We shall prove (2.12) by induction on $\ell$, with the case for $\ell = 0$ being trivial. Set $\rho^* = (\rho_2, \ldots, \rho_\ell) \in \mathbb{N}^{\ell-1}$.

By inductive assumption we have, for $0 \leq b^* \leq b$,
\[ (2.13) \sum_{\nu^* \in \mathbb{N}} (1 - t)^{\ell(\nu^* - \rho^*)} V_{\nu^*}^* = \sum_{\rho^* \rightarrow \lambda^*} \psi_{\lambda^*/\rho^*}(t) V_{\lambda^*}^*, \]
where $\mathbb{N} := \mathbb{N}(\rho^*, b^*) = \{\nu^* \in \mathbb{N}^\ell \mid |\nu^*| = |\rho^*| + b^*, \nu^* \geq \rho^*\}$, and $\nu^* \in \mathbb{N}^{\ell-1}$ is obtained from $\nu^*$ with the $\ell$th part removed.

By Proposition 2.3, we can change simultaneously $V_{\nu^*}^*$ to $V_{\nu_1, \nu^*}$ and $V_{\lambda^*}$ to $V_{\nu_1, \lambda^*}$ on (2.13):
\[ \sum_{\nu^* \in \mathbb{N}} (1 - t)^{\ell(\nu^* - \rho^*)} V_{\nu_1, \nu^*}^* = \sum_{\rho^* \rightarrow \lambda^*} \psi_{\lambda^*/\rho^*}(t) V_{\nu_1, \lambda^*}. \]

Now multiply both sides of this new identity by $(1 - t)^{\ell(\nu_1 - \rho_1)}$ with $\nu_1 - \rho_1 = b - b^* \geq 0$, and then sum over all $b^*$ with $0 \leq b^* \leq b$. In this way, with $\nu = (\nu_1, \nu^*)$ we obtain the identity
\[ (2.14) \sum_{\nu \in \mathbb{N}} (1 - t)^{\ell(\nu^* - \rho)} V_\nu^* = \sum_{(\nu_1, \lambda^*) \in \mathbb{N}^\ell} (1 - t)^{\ell(\nu_1 - \rho_1)} \psi_{\lambda^*/\rho^*}(t) V_{\nu_1, \lambda^*}, \]
where
\[ \mathbb{N}^\ell = \{(\nu_1, \lambda^*) \in \mathbb{N}(\rho, b) \mid \rho^* \rightarrow \lambda^*, \nu_1 - \rho_1 = b - |\lambda^* - \rho^*|\}. \]

Compare (2.12) with (2.14). To complete the proof of (2.12) it remains to prove that, for a partition $\rho \in \mathbb{N}^\ell$ and $b \geq 0$,
\[ (2.15) \sum_{(\nu_1, \lambda^*) \in \mathbb{N}^\ell} (1 - t)^{\ell(\nu_1 - \rho_1)} \psi_{\lambda^*/\rho^*}(t) V_{\nu_1, \lambda^*} = \sum_{\rho \rightarrow \lambda} \psi_{\lambda/\rho}(t) V_\lambda^*. \]
Note that $\rho \to \lambda$ on RHS(2.15) requires $\lambda_2 \leq \rho_1$, while there is no similar constraint on LHS(2.15) between $\lambda_2$ and $\rho_1$. We shall divide the sum on LHS(2.15) into 2 partial sums, depending on whether $\lambda_2 < \rho_1$ or $\lambda_2 \geq \rho_1$.

The first partial sum with $\lambda_2 < \rho_1$ on LHS(2.15) is easy to handle: with an identification of notation $\nu_1 = \lambda_1$, we have $(1 - t)^{\ell(\nu_1 - \rho_1)}\psi_{\lambda^*/\rho^*}(t) = \psi_{\lambda/\rho}(t)$ by inspection of $\psi$ in (2.10). (The reader is recommended to draw some diagram for $\lambda/\rho$ here and below.) Hence,

$$\sum_{(\nu_1, \lambda^*) \in \mathcal{N}', \lambda_2 < \rho_1} (1 - t)^{\ell(\nu_1 - \rho_1)}\psi_{\lambda^*/\rho^*}(t) \, V_{\nu_1, \lambda^*} = \sum_{\rho \downarrow \lambda, \lambda_2 < \rho_1} \psi_{\lambda/\rho}(t) \, V_{\lambda}.$$

To show the remaining partial sums on both sides of (2.15) are equal, we make a more precise claim. Write $\lambda^* = (\lambda_2, \lambda_3, \ldots)$.

**Claim (R).** For each $d \geq 0$, we have

$$(2.16) \quad \sum_{(\nu_1, \lambda^*) \in \mathcal{N}', \lambda_2 \geq \rho_1} (1 - t)^{\ell(\nu_1 - \rho_1)}\psi_{\lambda^*/\rho^*}(t) \, V_{\nu_1, \lambda^*} = \sum_{\rho \downarrow \lambda, \lambda_2 = \rho_1 + d} \psi_{\lambda/\rho}(t) \, V_{\lambda}.$$

The Claim is clear for $d = 0$, and we shall assume $d \geq 1$ below.

More precisely, we shall establish the identity (2.16) for fixed $(\lambda_3, \lambda_4, \ldots)$. This is then reduced by Lemma 2.7 to proving a version of (2.16) where $V_{\nu_1, \lambda^*}$ (and respectively, $V_{\lambda}$) is replaced by $V_{(\nu_1, \lambda_2)}^i$ (and respectively, $V_{(\lambda_1, \lambda_2)}^i$).

By unravelling the definition of $\psi$ in (2.10), we see that this "two 2-row" reduced version of the identity (2.16) becomes the next 2 identities. First, we have the identity

$$(2.17) \quad V_{(c, c+d)}^i + (1 - t) \sum_{i=1}^{d-1} V_{(c+i, c+d-i)}^i + (1 - t)V_{(c+d, c)}^i = V_{(c+d, c)}^i,$$

when $\lambda - \rho$ has a box in column $c = \rho_1$; otherwise, we have the identity

$$(2.18) \quad (1 - t^m)V_{(c, c+d)}^i + (1 - t)(1 - t^m) \sum_{i=1}^{d-1} V_{(c+i, c+d-i)}^i + (1 - t)V_{(c+d, c)}^i = (1 - t^{m+1})V_{(c+d, c)}^i,$$

for $m \geq 1$. (We have set $m = m_{\rho_1}(\rho)$, the multiplicity of parts in $\rho$ equal to $\rho_1$.) These 2 identities (2.17)–(2.18) follow directly from Lemma 2.7.

This completes the proof of Claim (R), the identity (2.15), and whence (2.11). \hfill \Box

The second mirror identity below at $\theta = 0$ (i.e., with $V^t$ replaced by $V$) and $b = 0$ appeared first in [32, Theorem 1], with a very different proof. In our context, this identity is a lowering operator counterpart to the mirror identity (2.11); this shall become clear shortly in the proof of Theorem 2.10.

Recall $\varphi_{\lambda/\nu}(t)$ from (2.10) and $\ell(\alpha)$ from (2.1).

**Proposition 2.9** (Mirror identity II). *(see [32, Theorem 1])* For a partition $\mu \in \mathbb{N}^\ell$ and integers $a, b \geq 0$, we have

$$(2.19) \quad \sum_{\beta \in \mathcal{N}', |\beta| = a} (1 - t)^{\ell(\beta)} V_{\mu - \beta, b} = \sum_{\nu \geq \mu} \varphi_{\lambda/\nu}(t) V_{\nu, b}.$$

**Proof.** The arguments here are analogous and "dual" to those for (2.11); besides we have adjoined $b$ to the end of indices for $V^t$ throughout.
Setting \( \eta = \mu - \beta \), we rewrite
\[
\sum_{\beta \in \mathbb{N}^\ell, |\beta| = a} (1-t)^{\ell(\beta)} V_{\mu-\beta, b}^{t} = \sum_{\eta \in \mathcal{M}} (1-t)^{\ell(\mu-\eta)} V_{\eta, b}^{t},
\]
where \( \mathcal{M} := \mathcal{M}(\mu, a) = \{ \eta \in \mathbb{N}^{\ell} \mid |\eta| = |\mu| - a, \mu \geq \eta \} \). The identity (2.19) is then equivalent to the following identity: for a partition \( \mu = (\mu_1, \mu_2, \ldots, \mu_\ell) \in \mathbb{N}^{\ell} \) and \( a \geq 0, \)
\[
(2.20) \sum_{\eta \in \mathcal{M}} (1-t)^{\ell(\mu-\eta)} V_{\eta, b}^{t} = \sum_{\nu^* \in \mathcal{M}^*} \varphi_{\mu/\nu}(t) V_{\nu^*, b}^{t}.
\]
We shall prove (2.20) by induction on \( \ell \), with the case for \( \ell = 0 \) being trivial.

Set
\[
\mu^* = (\mu_2, \ldots, \mu_\ell) \in \mathbb{N}^{\ell-1}.
\]
By inductive assumption we have, for \( 0 \leq a^* \leq a, \)
\[
(2.21) \sum_{\eta^* \in \mathcal{M}} (1-t)^{\ell(\mu^*-\eta^*)} V_{\eta^*, b}^{t} = \sum_{\nu^* \in \mathcal{M}^*} \varphi_{\mu^*/\nu^*}(t) V_{\nu^*, b}^{t},
\]
where \( \mathcal{M} := \mathcal{M}(\mu^*, a^*) = \{ \eta^* \in \mathbb{N}^{\ell-1} \mid |\eta^*| = |\mu^*| - a^*, \mu^* \geq \eta^* \} \).

By Proposition 2.3, we can change simultaneously \( V_{\eta^*, b}^{t} \) to \( V_{\eta^*, b}^{t} \) and \( V_{\nu^*, b}^{t} \) to \( V_{\nu^*, b}^{t} \) on the two sides of (2.21):
\[
\sum_{\eta^* \in \mathcal{M}} (1-t)^{\ell(\mu^*-\eta^*)} V_{\eta^*, b}^{t} = \sum_{\nu^* \in \mathcal{M}^*} \varphi_{\mu^*/\nu^*}(t) V_{\nu^*, b}^{t}.
\]
Now multiply two sides of the above new identity by \( (1-t)^{\ell(\mu_1-\eta_1)} \) with \( \mu_1 - \eta_1 = a - a^* \geq 0, \)
and then sum over all \( 0 \leq a^* \leq a \). In this way, with \( \eta = (\eta_1, \eta^*) \), we obtain the identity
\[
(2.22) \sum_{\eta \in \mathcal{M}} (1-t)^{\ell(\mu-\eta)} V_{\eta, b}^{t} = \sum_{(\eta_1, \nu^*) \in \mathcal{M}'} (1-t)^{\ell(\mu_1-\eta_1)} \varphi_{\mu_1/\nu^*}(t) V_{\nu^*, b}^{t},
\]
where
\[
\mathcal{M}' = \{ (\eta_1, \nu^*) \in \mathcal{M}(\mu, a) \mid \nu^* \rightarrow \mu^*, \mu_1 - \eta_1 = a - |\mu^* - \eta^*| \}.
\]
Compare (2.20) with (2.22). To complete the proof of (2.20) it remains to prove that, for a partition \( \mu \in \mathbb{N}^{\ell} \) and \( a \geq 0, \)
\[
(2.23) \sum_{(\eta_1, \nu^*) \in \mathcal{M}'} (1-t)^{\ell(\mu_1-\eta_1)} \varphi_{\mu_1/\nu^*}(t) V_{\nu^*, b}^{t} = \sum_{\nu^* \in \mathcal{M}^*} \varphi_{\mu/\nu}(t) V_{\nu, b}^{t}.
\]
Note that \( \nu \rightarrow a \mu \) on RHS(2.23) requires \( \mu_2 \leq \nu_1 \), while there is no similar constraint on LHS(2.23) between \( \mu_2 \) and \( \eta_1 \). We shall divide the sum on LHS(2.23) into 2 partial sums, depending on whether \( \mu_2 < \eta_1 \) or \( \mu_2 \geq \eta_1 \).

The first partial sum with \( \mu_2 < \eta_1 \) on LHS(2.23) is easy to handle: with an identification of notation \( \eta_1 = \nu_1 \), we have \( (1-t)^{\ell(\mu_1-\nu_1)} \varphi_{\mu_1/\nu}(t) = \varphi_{\mu/\nu}(t) \) by inspection of \( \varphi \) in (2.10), and thus
\[
\sum_{(\eta_1, \nu^*) \in \mathcal{M}', \mu_2 < \eta_1} (1-t)^{\ell(\mu_1-\eta_1)} \varphi_{\mu_1/\nu^*}(t) V_{\nu^*, b}^{t} = \sum_{\nu^* \in \mathcal{M}^*, \mu_2 < \eta_1} \varphi_{\mu/\nu}(t) V_{\nu, b}^{t}.
\]
To show the remaining partial sums on both sides of (2.23) are equal, we make a more precise claim. We write \( \nu^* = (\nu_2, \nu_3, \ldots) \).
Theorem 2.10. For each $d \geq 0$, we have
\[ (2.24) \sum_{(\nu_1, \nu^*) \in \Lambda^d, \nu_2 \geq \nu_1} (1-t)^{\ell(\mu_1-\eta_1)} \varphi_{\mu^*/\nu^*}(t)V_{\nu_1, \nu^*, b} = \sum_{\nu_1 = \mu_2, \nu_2 = \mu_2-d} \varphi_{\mu/\nu}(t)V_{\nu_1, \nu, b}. \]

The Claim is clear for $d = 0$, and we shall assume $d \geq 1$ below.

More precisely, we shall establish the identity (2.24) for fixed $(\nu_3, \nu_4, \ldots)$. This is then reduced by Lemma 2.7 to proving a version of (2.24) where $V^i_{\nu_1, \nu^*, b}$ (and respectively, $V^i_{\nu, \nu^*, b}$) is replaced by $V^i_{\nu_1, \nu_2, b}$ (and respectively, $V^i_{\nu_1, \nu_2, b}$).

By unravelling the definition of $\varphi$ in (2.10), we see that this “top 2-row” reduced version of the identity (2.24) becomes the next 2 identities:
\[ (2.25) \begin{cases} (1-t)V^i_{(c-d, a)}+(1-t)^2 \sum_{i=1}^{d-1} V^i_{(c-i, c+i-d)}+(1-t)V^i_{(c, c-d)}=(1-t^2)V^i_{(c, c-d)} \quad & \text{if } c = \mu_2 = \mu_1, \\ (1-t)V^i_{(c-d, a)}+(1-t)^2 \sum_{i=1}^{d-1} V^i_{(c-i, c+i-d)}+(1-t)V^i_{(c, c-d)}=(1-t)V^i_{(c, c-d)} \quad & \text{if } c = \mu_2 < \mu_1. \end{cases} \]

These 2 identities follow directly from Lemma 2.7.

This completes the proof of Claim (L), the identity (2.23), and whence (2.19). \qed

2.4. Horizontal \dPieri rule. As we shall see, the following Pieri rule corresponds to the multiplicity formula (4.10) in the ıHALL algebra setting.

Theorem 2.10 (Down-up horizontal \dPieri rule). For $r \geq 1$ and any partition $\mu$, we have
\[ (2.26) V^i_{\mu} \cdot v_r = \sum_{a+b=r} \sum_{\nu^*_{\mu}, \nu_{\mu^*}} \theta^a \varphi_{\mu/\nu}(t)\psi_{\lambda/\nu}(t) V^i_{\lambda}. \]

Proof. Set $\ell = \ell(\mu)$. Recall from (2.4)–(2.6) that $\mathbb{L}^{-1}_{\ell+1} = 1 + (1-t) \sum_{k \geq 1} \theta^k L^k_{i, \ell+1}$ and $D_{\ell} = \mathbb{R}_{\ell+1}^{-1} \cdot D_{\ell+1} \cdot \mathbb{L}_{\ell+1}^{-1}$. Then we have
\[ (2.27) V^i_{\mu} \cdot v_r = D_{\ell} v_{\mu, r} \]
\[ = \mathbb{R}_{\ell+1}^{-1} \cdot D_{\ell+1} \prod_{1 \leq i \leq \ell} \left( 1 + (1-t) \sum_{k \geq 1} \theta^k L^k_{i, \ell+1} \right) v_{\mu, r} \]
\[ = \mathbb{R}_{\ell+1}^{-1} \cdot D_{\ell+1} \cdot \sum_{|\beta| \in \mathbb{N}^r} \theta^{|\beta|} (1-t)^{\ell(\beta)} v_{\mu-\beta, r-|\beta|} \]
\[ = \mathbb{R}_{\ell+1}^{-1} \cdot \sum_{|\beta| \in \mathbb{N}^r} \theta^{|\beta|} (1-t)^{\ell(\beta)} V^i_{\mu-\beta, r-|\beta|} \]
\[ = \sum_a \sum_{\nu^*_{\mu}} \theta^a \varphi_{\mu/\nu}(t) \mathbb{R}_{\ell+1}^{-1} V^i_{\nu, r-a}, \]
where we have used the mirror identity (2.19) with $b = r - a$ in the last step.

Then, a simple but key next step is to convert $V^i_{\nu, r-a}$ back to $v_{\nu, r-a}$ and work with the raising/lowering operators. As $D_{\ell+1}$ and $\mathbb{R}_{\ell+1}^{-1}$ commute, we rewrite the RHS of (2.27) using $V^i_{\nu, r-a} = D_{\ell+1} v_{\nu, r-a}$ as
\[ (2.28) V^i_{\mu} \cdot v_r = \sum_a \sum_{\nu^*_{\mu}} \theta^a \varphi_{\mu/\nu}(t) D_{\ell+1} \cdot \mathbb{R}_{\ell+1}^{-1} v_{\nu, r-a} \]
\[ = \sum_a \sum_{\nu^*_{\mu}} \theta^a \varphi_{\mu/\nu}(t) D_{\ell+1} \cdot \prod_{1 \leq i \leq \ell} (1 + (1-t) \sum_{k \geq 1} \theta^k L^k_{i, \ell+1} ) v_{\nu, r-a} \]
find indeterminates. Recall that
\[\lambda \nu\]
by following \[\text{(2.5)}\]. Conversely (by a simple induction), one can derive the Giambelli formula from the Pieri rule.

\[\text{(2.30)}\]

Remark 2.11. The Pieri rule in (2.26) was derived from the Giambelli formula (2.2) for \(V_\lambda\). Conversely (by a simple induction), one can derive the Giambelli formula from the Pieri rule.

2.5. iHL functions. We recall the Hall-Littlewood (HL) functions in variables \(x = (x_1, x_2, \ldots)\), following [22, Pages 208–211]. Denote by \(h_r\) the \(r\)th homogeneous symmetric function, for \(r \geq 0\). For an indeterminate \(u\), denote

\[
H(u) = \sum_{r=0}^{\infty} h_r u^r = \prod_{i \geq 1} \frac{1}{1 - u x_i}, \quad Q(u) = \sum_{r=0}^{\infty} Q_r u^r = H(u)/H(tu).
\]

We set \(q_r = Q_r\), and \(q_\lambda = q_{\lambda_1} q_{\lambda_2} \cdots\), for any composition \(\lambda\). Let \(u_1, u_2, \cdots\) be independent indeterminates. Recall \(F(u) = (1 - u)/(1 - tu)\) from (2.3). Then the HL symmetric function \(Q_\lambda\) is the coefficient of \(u^\lambda = u_1^{\lambda_1} u_2^{\lambda_2} \cdots\) in

\[
Q(u_1, u_2, \ldots) = \prod_{i \geq 1} Q(u_i) \prod_{i < j} F(u_i u_j^{-1}).
\]

According to [22, p.212], the generating function (2.29) for HL functions \(Q_\lambda\) can be restated that

\[
Q_\lambda = \prod_{i < j} \frac{1 - R_{ij}}{1 - t R_{ij}} q_\lambda = \left(1 + (t - 1) \sum_{r \geq 1} t^{r-1} R_{ij}^r\right) q_\lambda.
\]

In this subsection, we shall set \(v_1 = Q_\gamma\) in the definition (2.2) of \(V_\gamma\), \(V_\gamma^t\), for any composition \(\gamma\). In this way, we identify the ring \(\Lambda_{t, \theta} = \mathbb{Q}(t)[\theta][q_1, q_2, \ldots]\) with the ring of symmetric functions.

Then we see from (2.2) and (2.30) that \(V_\lambda\) coincides with \(Q_\lambda\). On the other hand, \(V_\lambda^t\) gives us another class of symmetric functions, which are called iHL functions and denoted by \(Q_\lambda^t\). Alternatively, in the spirit of the equivalence between (2.29) and (2.30), we can define \(Q_\lambda^t\) as follows.

**Definition 2.12** (iHL functions). For any composition \(\lambda\), \(Q_\lambda^t\) is the coefficient of \(u^\lambda = u_1^{\lambda_1} u_2^{\lambda_2} \cdots\) in

\[
Q^t(u_1, u_2, \ldots) = \prod_{i \geq 1} Q(u_i) \prod_{i < j} F(u_i^{-1} u_j) F(\theta u_i u_j)
\]

\[
= \prod_{i \geq 1} Q(u_i) \prod_{i < j} \frac{(1 - u_i^{-1} u_j)(1 - \theta u_i u_j)}{(1 - t u_i u_j)(1 - t \theta u_i u_j)}.
\]

Remark 2.13. Okada [25, §3.1] introduced the universal symplectic \(Q_\lambda^C\), which are parametrized by strict partitions \(\lambda\). We learned from Okada that a specialization of the iHL functions \(Q_\lambda^t\) (for \(\lambda\) strict) coincides with the universal symplectic \(Q_\lambda^C\) (compare (2.31) with [25, (2.14), (3.7)-(3.8)]):

\[Q_\lambda^t|_{t=-1,\theta=1} = Q_\lambda^C.\]
2.6. Modified $i$HL functions. Let $x = (x_1, x_2, \ldots)$. Recall the modified Hall-Littlewood functions $H_\lambda(x; t)$ can be defined using plethysm, $H_\lambda(x; t) = Q(x/(1-t); t)$, cf. [22, Ex. 7, p.234], where it was denoted by $Q_\lambda$. It can also be defined via Garsia’s version of Jing’s vertex operators. Via raising operators the modified HL functions are defined to be

\begin{equation}
H_\mu = \prod_{1 \leq i < j} \frac{1 - R_{ij}}{1 - t R_{ij}} h_\mu.
\end{equation}

Note $H_{(r)} = h_r$.

In this subsection, we shall take $v_r = h_r$, the $r$th homogenous symmetric function, in the definition (2.2), and then redenote $V_\lambda$ as $H_\lambda$. In this way, we identify $\Lambda_{t, \theta} = \mathbb{Q}(t)[\theta][h_1, h_2, \ldots]$ with the ring of symmetric functions.

**Definition 2.14.** The modified $i$HL function $H_\lambda^i \in \Lambda_{t, \theta}$, for any composition $\lambda$, is given by

\begin{equation}
H_\lambda^i = \prod_{1 \leq i < j} \frac{1 - \theta L_{ij}}{1 - \theta t L_{ij}} \frac{1 - R_{ij}}{1 - t R_{ij}} h_\lambda.
\end{equation}

**Proposition 2.15.** $\{H_\lambda^i\}_{\lambda \in P}$ forms a $\mathbb{Q}(t)[\theta]$-basis for the ring $\Lambda_{t, \theta}$.

**Proof.** Clearly $H_\lambda^i \in \Lambda_{t, \theta}$. Note $H_\lambda^{(r)} = h_r$, and $H_\lambda^{(0, 0)} = H_\lambda$ by (2.32); in other words, $H_\lambda^i$ is equal to $H_\lambda$ plus lower degree symmetric functions (or equivalently, higher degree in terms of $\theta$).

So the transition matrix expressing $\{H_\lambda^i\}_{|\lambda| \leq n}$ via $\{H_\lambda\}_{|\lambda| \leq n}$, for each $n > 0$, is uni-triangular. As $\{H_\lambda\}_{\lambda \in P}$ forms a $\mathbb{Q}(t)[\theta]$-basis for $\Lambda_{t, \theta}$, so does $\{H_\lambda^i\}_{\lambda \in P}$. □

Now let us set $t = 0$, and consider the ring of symmetric functions $\Lambda_{0} := \mathbb{Q}[\theta][h_1, h_2, \ldots]$. We set $t = 0$ in $H_\lambda^i$ to define the $i$Schur functions $s_\lambda^i \in \Lambda_{0}$ by a Giambelli type formula (compare Definition 2.1):

\begin{equation}
s_\lambda^i = \prod_{1 \leq i < j} (1 - \theta L_{ij})(1 - R_{ij}) h_\lambda.
\end{equation}

The $s_\lambda^i$ is homogeneous of degree $|\lambda|$ if we set the degree $|\theta| = 2$. It we regard $\theta$ as a usual parameter of degree 0, then $s_\lambda^i$ is inhomogeneous with leading term being the Schur function $s_\lambda$, i.e., $s_\lambda|_{\theta = 0} = s_\lambda$.

We denote

\begin{equation}
N_{\mu, \nu}^{\lambda} = \left| \{ \nu \in P \mid \nu \to \mu, \mu \to \lambda, \text{ and } |\mu - \nu| + |\lambda - \nu| = r \} \right|.
\end{equation}

Note that $N_{\mu, \nu}^{\lambda} = 0$ unless $-r \leq |\lambda| - |\mu| \leq r$ and $|\lambda| - |\mu| \equiv r \pmod{2}$. The following Pieri rule for $i$Schur functions is an immediate corollary by setting $t = 0$ in Theorem 2.10. (It can also be proved directly as for Theorem 2.10, using a well-known and simpler mirror identities for $s_\lambda^i$, cf., e.g., [33, Lemma 2].)

**Corollary 2.16.** For $r \geq 1$ and any partition $\mu$, we have

\begin{equation}
s_\mu^i \cdot h_r = \sum_{a=0}^{r} \sum_{\lambda \vdash (|\mu|+r-2a)} \theta^a N_{\mu, \rho}^{\lambda} s_\lambda^i.
\end{equation}

2.7. (Deformed) universal characters. It turns out that that the modified $i$HL function $H_\lambda^i$ appeared earlier in a very different form. The deformed universal characters of type C, denoted by $B_\lambda$, was introduced in [31, §6.2] in plethystic notation via creation operators.

**Proposition 2.17.** We have $H_\lambda^i|_{\theta = 1} = B_\lambda^i$, for any partition $\lambda$. 
Proof. (Mark Shimozono) Let $\lambda \in \mathbb{N}^\ell$ and $Z = (z_1, \ldots, z_\ell)$. Following [31], we first set up some notations, with products below running over $1 \leq i < j \leq \ell$:

$$R(Z) = \prod_{i<j} (1 - z_j/z_i), \quad \Omega[-s_{1,1}[Z]] = \prod_{i<j} (1 - z_iz_j),$$

$$\Omega[ZX] = \sum_{\beta \in \mathbb{N}^\ell} z^\beta h_\beta[X], \quad \Pi = \prod_{i<j} \frac{1}{(1-tz_j/z_i)(1-tz_iz_j)}.$$

Then the definition of $B_\lambda$ via creation operators in [31, (78)-(79)] can be quickly converted to

$$B_\lambda = R(Z) \cdot \Omega[-s_{1,1}[Z]] \cdot \Pi \cdot \Omega[ZX] \mid \theta = z_\lambda = \prod_{i<j} (1 - z_j/z_i)(1 - z_iz_j).$$

which is equal to $H_\lambda \mid \theta = 1$ in the raising/lowering operator form. □

The universal classical characters of type $C$ in [12] are defined for any partition $\lambda$ (here we follow the notation $s_\lambda$ used in [31, (21)]). Then by a variant of Proposition 2.17, we have

$$(2.36) \quad s_\lambda = s_\lambda \mid \theta = 1,$$

where $s_\lambda$ is defined via creation operators [31, (21)] and $s_\lambda \mid \theta = 1$ is defined via raising/lowering operator form in (2.34).

Define the polynomials $d_{\lambda\mu}(t, \theta)$ and $d_{\lambda\mu}(t)$ via the expansions

$$H_\mu^* = \sum_\lambda d_{\lambda\mu}(t, \theta) s_\lambda, \quad H_\mu^* \mid \theta = 1 = \sum_\lambda d_{\lambda\mu}(t) s_\lambda \mid \theta = 1.$$

We have a remarkable positivity result from [31, Theorem 18]:

$$d_{\lambda\mu}(t) \in \mathbb{N}[t].$$

By assigning degree $|\theta| = 2$, $H_\mu^*$ is homogeneous of degree $|\mu|$ and $s_\lambda$ is homogeneous of degree $|\lambda|$. As $\theta$ is exactly used to make up the difference of degrees, we conclude that

$$d_{\lambda\mu}(t, \theta) = \theta^{|\lambda|-|\mu|} d_{\lambda\mu}(t).$$

Remark 2.18. Pieri rules for characters of finite type C were computed in [29] and for the universal characters of classical type can be found in [24]. The universal Pieri rule of type C coincides with the formula in Corollary 2.16 by setting $\theta = 1$. Four Pieri rules for universal characters can be obtained from specializations at $t = 0$ and $\theta = 1$ of Theorems A(I), A(II) and B, two of which were well known [29, 24]. It is curious to see if the remaining two can lead to interesting new forms of Pieri rules for irreducible characters of finite classical type after applying modification rules.

3. Generalities on semi-derived Hall algebras

In this short section, we review and present a variant of semi-derived Hall algebras and $\tilde{\mathcal{B}}$Hall algebras, following [14, 17, 16] (also cf. [1, 8]).
3.1. Hall algebras. Let $\mathcal{A}$ be an essentially small abelian category, linear over a finite field $k = \mathbb{F}_q$. Assume that $\mathcal{A}$ is Hom-finite and $\operatorname{Ext}^1$-finite. Given objects $M, N, L \in \mathcal{A}$, let $\operatorname{Ext}^1(M, N)_L \subseteq \operatorname{Ext}^1(M, N)$ be the subset parameterizing extensions whose middle term is isomorphic to $L$. The Hall algebra (or Ringel-Hall algebra) $\mathcal{H}(\mathcal{A})$ is defined to be the $\mathbb{Q}$-vector space with the isoclasses $[M]$ of objects $M \in \mathcal{A}$ as a basis and multiplication given by (cf., e.g., [1])

$$[M] \cdot [N] = \sum_{[L] \in \operatorname{Iso}(\mathcal{A})} \frac{|\operatorname{Ext}^1(M, N)_L|}{|\operatorname{Hom}(M, N)|} |L|.$$

Given three objects $X, Y, Z$, the Hall number is defined to be

$$G^Z_{XY} := \{|L \subseteq Z | L \cong Y \text{ and } Z/L \cong X\}|.$$

Denote by $\operatorname{Aut}(X)$ the automorphism group of $X$. The Riedtmann-Peng formula reads

$$G^Z_{XY} = \frac{|\operatorname{Ext}^1(X, Y)_Z|}{|\operatorname{Hom}(X, Y)|} \cdot \frac{|\operatorname{Aut}(Z)|}{|\operatorname{Aut}(X)| \cdot |\operatorname{Aut}(Y)|}.$$

3.2. Category of 1-periodic complexes. Let $\mathcal{A}$ be a hereditary abelian category which is essentially small with finite-dimensional homomorphism and extension spaces. A 1-periodic complex $X^\bullet$ in $\mathcal{A}$ is a pair $(X, d)$ with $X \in \mathcal{A}$ and a differential $d : X \to X$. A morphism $(X, d) \to (Y, e)$ is given by a morphism $f : X \to Y$ in $\mathcal{A}$ satisfying $f \circ d = e \circ f$. The category of all 1-periodic complexes in $\mathcal{A}$, denoted by $\mathcal{C}_1(\mathcal{A})$, is an abelian category. Denote by $\mathcal{C}_{1, \text{ac}}(\mathcal{A})$ the full subcategory of $\mathcal{C}_1(\mathcal{A})$ consisting of acyclic complexes $X^\bullet = (X, d)$ (here acyclic means $\operatorname{Ker} d = \operatorname{Im} d$). Denote by $H(X^\bullet) \in \mathcal{A}$ the cohomology group of $X^\bullet$, i.e., $H(X^\bullet) = \operatorname{Ker} d / \operatorname{Im} d$.

For any $X \in \mathcal{A}$, denote the stalk complex by

$$C_X = (X, 0)$$

(or just by $X$ when there is no confusion), and denote by $K_X$ the following acyclic complex:

$$K_X := (X \oplus X, d), \quad \text{where } d = \begin{pmatrix} 0 & 1 \Id \\ 0 & 0 \end{pmatrix}.$$

Lemma 3.1 ([16, Lemma 2.2]). For any acyclic complex $K^\bullet$ and $p \geq 2$, we have

$$\operatorname{Ext}^p_{\mathcal{C}_1(\mathcal{A})}(K^\bullet, -) = \operatorname{Ext}^p_{\mathcal{C}_{1, \text{ac}}(\mathcal{A})}(-, K^\bullet).$$

For any $K^\bullet \in \mathcal{C}_{1, \text{ac}}(\mathcal{A})$ and $M^\bullet \in \mathcal{C}_1(\mathcal{A})$, by [16, Corollary 2.4], define

$$\langle K^\bullet, M^\bullet \rangle = \dim_k \operatorname{Hom}_{\mathcal{C}_1(\mathcal{A})}(K^\bullet, M^\bullet) - \dim_k \operatorname{Ext}^1_{\mathcal{C}_1(\mathcal{A})}(K^\bullet, M^\bullet),$$

$$\langle M^\bullet, K^\bullet \rangle = \dim_k \operatorname{Hom}_{\mathcal{C}_1(\mathcal{A})}(M^\bullet, K^\bullet) - \dim_k \operatorname{Ext}^1_{\mathcal{C}_1(\mathcal{A})}(M^\bullet, K^\bullet).$$

These formulas give rise to well-defined bilinear forms (called Euler forms), again denoted by $\langle \cdot, \cdot \rangle$, on the Grothendieck groups $K_0(\mathcal{C}_{1, \text{ac}}(\mathcal{A}))$ and $K_0(\mathcal{C}_1(\mathcal{A}))$.

Denote by $\langle \cdot, \cdot \rangle_\mathcal{A}$ the Euler form of $\mathcal{A}$, i.e.,

$$\langle M, N \rangle_\mathcal{A} = \dim_k \operatorname{Hom}_\mathcal{A}(M, N) - \dim_k \operatorname{Ext}^1_\mathcal{A}(M, N).$$

Let $\operatorname{res} : \mathcal{C}_1(\mathcal{A}) \to \mathcal{A}$ be the restriction functor. Let $K_0(\mathcal{A})$ be the Grothendieck group of $\mathcal{A}$. For any object $X \in \mathcal{A}$, we denote by $\hat{X}$ its class in $K_0(\mathcal{A})$.

Lemma 3.2 ([16, Lemma 2.7]). We have

1. $\langle K_X, M^\bullet \rangle = \langle X, \operatorname{res}(M^\bullet) \rangle_\mathcal{A}$, $\langle M^\bullet, K_X \rangle = \langle \operatorname{res}(M^\bullet), X \rangle_\mathcal{A}$, for $X \in \mathcal{A}$, $M^\bullet \in \mathcal{C}_1(\mathcal{A})$;

2. $\langle M^\bullet, N^\bullet \rangle = \frac{1}{2} \langle \operatorname{res}(M^\bullet), \operatorname{res}(N^\bullet) \rangle_\mathcal{A}$, for $M^\bullet, N^\bullet \in \mathcal{C}_{1, \text{ac}}(\mathcal{A})$. 
3.3. Semi-derived Ringel-Hall algebras. We continue to work with a hereditary abelian category $\mathcal{A}$ as in §3.2. Let $\mathcal{H}(C_1(\mathcal{A}))$ be the Ringel-Hall algebra of $C_1(\mathcal{A})$ over $Q$, i.e., $\mathcal{H}(C_1(\mathcal{A})) = \bigoplus_{[X] \in \text{Iso}(C_1(\mathcal{A}))} Q[X]$, with multiplication

$$[M^*] \circ [N^*] = \sum_{[L^*] \in \text{Iso}(C_1(\mathcal{A}))} \frac{|\text{Ext}^1(M^*, N^*)_{L^*}|}{|\text{Hom}(M^*, N^*)|} [L^*].$$

Following [15, 14, 17, 16], we consider the ideal $\mathcal{I}$ of $\mathcal{H}(C_1(\mathcal{A}))$ generated by

$$(3.4) \quad \{ [K_1^*] - [K_2^*] \mid K_1^*, K_2^* \in C_{1,\text{ac}}(\mathcal{A}) \text{ with } \text{Im} d_{K_1^*} = \text{Im} d_{K_2^*} \} \cup \{ [L^*] - [K^* \oplus M^*] \mid \exists \text{ exact sequence } 0 \to K^* \to L^* \to M^* \to 0 \text{ with } K^* \text{ acyclic} \}.$$  

We denote $S := \{ a[K^*] \in \mathcal{H}(C_1(\mathcal{A}))/\mathcal{I} \mid a \in \mathbb{Q}(v)^\times, K^* \text{ acyclic} \}$, a multiplicatively closed subset of $\mathcal{H}(C_1(\mathcal{A}))/\mathcal{I}$ with the identity $[0]$.

Lemma 3.3 ([14, Proposition A.5]). The multiplicatively closed subset $S$ is a right Ore, right reversible subset of $\mathcal{H}(C_1(\mathcal{A}))/\mathcal{I}$. Equivalently, there exists a right localization of $\mathcal{H}(C_1(\mathcal{A}))/\mathcal{I}$ with respect to $S$, denoted by $(\mathcal{H}(C_1(\mathcal{A}))/\mathcal{I})[S^{-1}]$.

The algebra $(\mathcal{H}(C_1(\mathcal{A}))/\mathcal{I})[S^{-1}]$ is the semi-derived Ringel-Hall algebra of $C_1(\mathcal{A})$ in the sense of [15, 19], and will be denoted by $S\mathcal{DH}(C_1(\mathcal{A}))$.

For any $\alpha \in K_0(\mathcal{A})$, there exist $X, Y \in \mathcal{A}$ such that $\alpha = \hat{X} - \hat{Y}$. Define $[K_\alpha] := q^{-\langle \alpha, Y \rangle} [K_X] \circ [K_Y]^{-1}$. This is well defined, see, e.g., [15, §3.2]. Let $T(\mathcal{A})$ be the subalgebra of $S\mathcal{DH}(C_1(\mathcal{A}))$ generated by $[K_\alpha]$, for $\alpha \in K_0(\mathcal{A})$.

Proposition 3.4 ([16, Proposition 2.9]). $S\mathcal{DH}(C_1(\mathcal{A}))$ is a free left (respectively, right) $T(\mathcal{A})$-module with a basis $\{ [M] \mid [M] \in \text{Iso}(\mathcal{A}) \}$. In particular, $S\mathcal{DH}(C_1(\mathcal{A}))$ has a basis

$$\{ [M] \circ [K_\alpha] \mid [M] \in \text{Iso}(\mathcal{A}), \alpha \in K_0(\mathcal{A}) \}.$$  

For any $M^* = (M, d)$, we have

$$(3.5) \quad [M^*] = q^{(H(M^*), \text{Im} d, \mathcal{A})} [H(M^*)] \circ [K_{\text{Im} d}^{-1}]$$

in $S\mathcal{DH}(C_1(\mathcal{A}))$; see [16, Lemma 2.10].

The following multiplication formula in the semi-derived Ringel-Hall algebra will be useful later.

Proposition 3.5 ([17, Proposition 3.10]). Let $\mathcal{A}$ be a hereditary abelian category over $\mathbb{k}$, and let $A, B \in \mathcal{A} \subset C_1(\mathcal{A})$. Then we have in $S\mathcal{DH}(C_1(\mathcal{A}))$

$$(3.6) \quad [A] \circ [B] = \sum_{[M] \in \text{Iso}(\mathcal{A}), [L], [N] \in \text{Iso}(\mathcal{A})} q^{(N, L), A, -\langle A, B \rangle, A} \frac{|\text{Ext}^1(N, L)_M|}{|\text{Hom}(N, L)|} \times \left\{ f : A \to B \mid \text{Ker } f \cong N, \text{Coker } f \cong L \right\} \cdot [M] \circ [K_{\mathcal{A}_N}] \circ [K_{\mathcal{B}_L}].$$

Corollary 3.6. Let $\mathcal{A}$ be a hereditary abelian category over $\mathbb{k}$, and let $A, B \in \mathcal{A} \subset C_1(\mathcal{A})$. Then we have in $S\mathcal{DH}(C_1(\mathcal{A}))$

$$(3.7) \quad [A] \circ [B] = \sum_{[M], [L], [N] \in \text{Iso}(\mathcal{A})} q^{(N, L), A, -\langle A, B \rangle, A} G_{N, L}^M \cdot \frac{|\text{Aut}(N)| \cdot |\text{Aut}(L)|}{|\text{Aut}(M)|} \times \left( \sum_{[X] \in \text{Iso}(\mathcal{A})} G_{X, N}^A G_{L, X}^B |\text{Aut}(X)| \right) [M] \circ [K_X].$$
Proof. From (3.6), one obtains that
\[
[A] \circ [B] = \sum_{[M],[L],[N],[X] \in \text{Iso}(A)} q^{[N,L]_A - [B,A]_A} \frac{\text{Ext}^1([N,L]_M)}{|\text{Hom}(N,L)|} \times |\{f : A \to B \mid \text{Ker} f \cong N, \text{Im} f \cong X, \text{Coker} f \cong L\}| \cdot [M] \circ [K_X].
\]
A direct computation shows that
\[
|\{f : A \to B \mid \text{Ker} f \cong N, \text{Im} f \cong X, \text{Coker} f \cong L\}|
\]
\[
= |\{f_1 : A \to X \mid f_1 \text{ is epic}, \text{Ker} f_1 \cong N\}| \cdot |\{f_2 : X \to B \mid f_2 \text{ is monic}, \text{Coker} f \cong L\}| / |\text{Aut}(X)|
\]
\[
= G_{X,N}^A G_{L,X}^B / |\text{Aut}(X)|.
\]
The desired formula follows by using the Riedtmann-Peng formula (3.2). \hfill \Box

4. iHall Algebra of the Jordan Quiver

In this section, we formulate the basic properties including 4 Pieri rules for the iHall algebra of the Jordan quiver. We also establish an algebra isomorphism from the iHall algebra to the ring of symmetric functions.

4.1. Commutativity. Let \(Q_J\) be the Jordan quiver, i.e., a quiver with a single vertex 1 and a single loop \(\alpha : 1 \to 1\). Let \(\text{rep}_{\mathbb{k}}(Q_J)\) be the category of the finite-dimensional nilpotent representations of \(Q_J\) over \(\mathbb{k}\), and \(\mathcal{C}_1(\text{rep}_{\mathbb{k}}(Q_J))\) the category of 1-periodic complexes in \(\text{rep}_{\mathbb{k}}(Q_J)\). Let \(\Lambda^*_1\) be the quiver algebra of the squier \(Q_J\) equipped with trivial involution \([19, 17]\), which can be identified with
\[
\Lambda^*_1 = \mathbb{k}Q_J / (\alpha \varepsilon - \varepsilon \alpha, \varepsilon^2),
\]
where \(Q_J\) is enhanced from the Jordan quiver by a second arrow \(\varepsilon\) as follows:

\[
\begin{tikzpicture}[baseline, scale=0.8]
    \node (A) at (0,0) {$1$};
    \node (B) at (1.5,0) {$\varepsilon$};
    \draw (A) edge[loop above] node {$\alpha$} (A)
    (B) edge[loop] node {} (B);
\end{tikzpicture}
\]

Then \(\Lambda^*_1\) is a commutative \(\mathbb{k}\)-algebra. Clearly, \(\text{rep}_{\mathbb{k}}(\Lambda^*_1) \cong \mathcal{C}_1(\text{rep}_{\mathbb{k}}(Q_J))\), and we shall identify these categories below. We can view \(\text{rep}_{\mathbb{k}}(Q_J)\) naturally as a full subcategory of \(\text{rep}_{\mathbb{k}}(\Lambda^*_1)\).

It is well known that \(\text{rep}_{\mathbb{k}}(Q_J)\) is a uniserial category. Let \(S\) be the simple object in \(\text{rep}_{\mathbb{k}}(Q_J)\). Then any indecomposable object of \(\text{rep}_{\mathbb{k}}(Q_J)\) (up to isomorphisms) is of the form \(S^{(n)}\) of length \(n \geq 1\). Thus the set of isomorphism classes \(\text{Iso}(\text{rep}_{\mathbb{k}}(Q_J))\) is canonically isomorphic to the set \(\mathcal{P}\) of all partitions, via the assignment
\[
\lambda = (\lambda_1, \lambda_2, \cdots, \lambda_r) \mapsto S^{(\lambda)} = S^{(\lambda_1)} \oplus \cdots \oplus S^{(\lambda_r)}.
\]

Consider the Hall algebra \(\mathcal{H}(\mathcal{C}_1(\text{rep}_{\mathbb{k}}(Q_J)))\). Let \(\mathcal{J}\) be the two-sided ideal of \(\mathcal{H}(\mathcal{C}_1(\text{rep}_{\mathbb{k}}(Q_J)))\) generated by
\[
\left\{[M^*] - [N^*] \mid H(M^*) \cong H(N^*), \quad \text{Im} d_{M^*} = \text{Im} d_{N^*}\right\}.
\]
The quotient algebra
\[
\tilde{\mathcal{H}}(\mathbb{k}Q_J) := \mathcal{H}(\mathcal{C}_1(\text{rep}_{\mathbb{k}}(Q_J))) / \mathcal{J}
\]
is called the iHall algebra of \(\Lambda^*_1\); compare \([19, 17]\) (see also Section 3). We use \(*\) to denote the multiplication of \(\tilde{\mathcal{H}}(\mathbb{k}Q_J)\) (this is compatible with the twisted multiplication of Hall algebras since the Euler form of \(\mathcal{C}_1(\text{rep}_{\mathbb{k}}(Q_J))\) is trivial). The version of the iHall algebra defined here does not require \([K_S]\) to be invertible.
For any acyclic complex $K^\bullet = (K,d)$, by definition, $[K^\bullet] = [K_{\text{Im},d}]$ in $\hat{\mathcal{H}}(kQ_3)$. In fact, if $\hat{X} = \hat{Y}$ in $K_0(\text{rep}^\text{nil}_k(Q_3))$, we have $[K_X] = [K_Y]$. So we sometimes denote $[K_X]$ by $[K_{\bar{X}}]$ in $\hat{\mathcal{H}}(kQ_3)$ below. For any complex $M^\bullet = (M,d)$, by definition we have

\begin{equation}
[M^\bullet] = [H(M^\bullet) \oplus K_{\text{Im},d}] = [H(M^\bullet)] * [K_{\text{Im},d}].
\end{equation}

**Lemma 4.1.** The identity morphism of $\mathcal{H}(C_1(\text{rep}^\text{nil}_k(Q_3)))$ induces an algebra embedding $\Upsilon : \hat{\mathcal{H}}(kQ_3) \to SDH(C_1(\text{rep}^\text{nil}_k(Q_3)))$.

**Proof.** For any $M^\bullet, N^\bullet$, if $H(M^\bullet) \cong H(N^\bullet)$ and $\text{Im} d_{M^\bullet} = \text{Im} d_{N^\bullet}$, then $[M^\bullet] = [N^\bullet]$ in $SDH(C_1(\text{rep}^\text{nil}_k(Q_3)))$ by (3.5). So the identity morphism of $\mathcal{H}(C_1(\text{rep}^\text{nil}_k(Q_3)))$ induces an algebra morphism $\Upsilon : \hat{\mathcal{H}}(kQ_3) \to SDH(C_1(\text{rep}^\text{nil}_k(Q_3)))$.

The injectivity of $\Upsilon$ follows from (4.5) and Proposition 3.4. \qed

**Proposition 4.2.** The following hold in $\hat{\mathcal{H}}(kQ_3)$:

1. For any acyclic complex $K$, $[K]$ is a central element of $\hat{\mathcal{H}}(kQ_3)$.
2. $\hat{\mathcal{H}}(kQ_3)$ has a basis (called $\mathfrak{t}$Hall basis) given by

\begin{equation}
\{ [M] * [K_S]^a \mid [M] \in \text{Iso}(\text{rep}^\text{nil}_k(Q_3)), a \in \mathbb{N} \}.
\end{equation}

**Proof.** The first statement is trivial. The second one follows from the proof of Lemma 4.1, since the rank of $K_0(\text{rep}^\text{nil}_k(Q_3))$ is one. \qed

The multiplication formula (3.6) holds in $\hat{\mathcal{H}}(kQ_3)$.

**Lemma 4.3.** The algebra $\hat{\mathcal{H}}(kQ_3)$ is commutative.

**Proof.** Since $SDH(C_1(\text{rep}^\text{nil}_k(Q_3)))$ is commutative by [16, Lemma 4.5], the result follows from Lemma 4.1. \qed

**Proposition 4.4.** The $\mathfrak{t}$Hall algebra $\hat{\mathcal{H}}(kQ_3)$ of the Jordan quiver is isomorphic to

1. the polynomial $\mathbb{Q}$-algebra in the infinitely many generators $[K_S], [S^{(1^r)}]$, for $r \geq 1$;
2. the polynomial $\mathbb{Q}$-algebra in the infinitely many generators $[K_S], [S^{(r)}]$, for $r \geq 1$.

**Proof.** We only prove the first statement, and the second one can be proved in the same way.

Let $\mathcal{H}(kQ_3)$ be the (twisted) Hall algebra of $\text{rep}^\text{nil}_k(Q_3)$. From [22, Chapter II, (2.3)], $\mathcal{H}(kQ_3)$ is isomorphic to the polynomial $\mathbb{Q}$-algebra in the infinitely many generators $[S^{(1^r)}]$, for $r \geq 1$.

By Lemma 4.3, the algebra $\hat{\mathcal{H}}(kQ_3)$ is commutative. By Proposition 4.2(2), $\hat{\mathcal{H}}(kQ_3)$ has a Hall basis given by $[M] * [K_S]^a$, where $[M] \in \text{Iso}(\text{rep}^\text{nil}_k(Q_3))$ and $a \in \mathbb{N}$. By [19, Lemma 5.4], $\hat{\mathcal{H}}(kQ_3)$ is a filtered algebra by setting $\text{deg}([S^{(1^r)}] * [K_S]^a) = |\lambda|$, whose associated graded algebra is isomorphic to the tensor algebra $\mathcal{H}(kQ_3) \otimes \mathbb{Q}[[K_S]]$. Then the desired result follows by a standard filtered algebra argument. \qed

4.2. **Generic $\mathfrak{t}$Hall algebra.** According to Hall and Steinitz (cf. [22, III]), there exists a unique polynomial $G^\lambda_{\mu,\nu}(T) \in \mathbb{Z}[T]$ such that

\begin{equation}
G_{\lambda \sigma, \lambda \tau}^{\lambda \rho} = G_{\mu,\nu}^\lambda(q).
\end{equation}

For any partition $\lambda$, recall from (1.1) that $n(\lambda) = \sum_i (i-1)\lambda_i$ and $|\lambda| = \sum_{i \geq 1} \lambda_i$. The following is well known; see, e.g., [28, Lemma 2.8].

\begin{equation}
|\text{Aut}(S^{(\lambda)})| = q^{|\lambda|+2n(\lambda)} \prod_i (1 - q^{-1})(1 - q^{-2}) \cdots (1 - q^{-m_i(\lambda)})
\end{equation}
\begin{align*}
&= q^{3|\lambda| + 2n(\lambda)} \prod_{i \geq 1} \varphi_{m_i(\lambda)}(q^{-1}).
\end{align*}

**Lemma 4.5.** For any partitions \( \lambda, \mu, \nu \), there exists a Laurent polynomial \( G^\lambda_{\mu, \nu}(T) \in \mathbb{Z}[T, T^{-1}] \) such that
\begin{align}
[S^{(\mu)}] * [S^{(\nu)}] &= \sum_{\lambda} G^\lambda_{\mu, \nu}(q) [S^{(\lambda)}] * [K_S]^{\frac{|\mu| + |\nu| - |\lambda|}{2}},
\end{align}
\begin{proof}
By Corollary 3.6 and the above, we can write
\begin{align}
[S^{(\mu)}] * [S^{(\nu)}] &= \sum_{\lambda} G^\lambda_{\mu, \nu}(q) [S^{(\lambda)}] * [K_S]^{\frac{|\mu| + |\nu| - |\lambda|}{2}},
\end{align}
where \( G^\lambda_{\mu, \nu}(T) = \frac{F_1(T)}{F_2(T)} \) for \( F_1(T), F_2(T) \in \mathbb{Z}[T] \), and \( F_2(q) = |\text{Aut}(S^{(\lambda)})| \). A comparison with (3.6) shows that \( q^m G^\lambda_{\mu, \nu}(q) = \frac{F_m(q)}{F_2(q)} \in \mathbb{Z} \) for some \( m \in \mathbb{N} \). Therefore, \( F_2(T) \) divides \( T^m F_1(T) \), and thus we have \( G^\lambda_{\mu, \nu}(T) \in \mathbb{Z}[T, T^{-1}] \) by noting that \( q \) can be any prime power. \( \square \)

We now define the generic iHall algebra of the Jordan quiver as the generic (twisted) modified Ringel-Hall algebra of \( \Lambda_1^0 \) over \( \mathbb{Q}(t) \), and denote it by \( \tilde{\mathcal{H}}(Q_J) \). The algebra \( \tilde{\mathcal{H}}(Q_J) \) is the free \( \mathbb{Q}(t)[K_\delta] \)-module with a basis \( \{ u_\lambda \mid \lambda \in \mathcal{P} \} \) and multiplication given by
\begin{align}
u_\mu * u_\nu = \sum_{\lambda \in \mathcal{P}} G^\lambda_{\mu, \nu}(t^{-1}) u_\lambda * K_\delta^{\frac{|\mu| + |\nu| - |\lambda|}{2}}.
\end{align}

**Remark 4.6.** The filtered algebra structure on \( \tilde{\mathcal{H}}(Q_J) \) (or \( \tilde{\mathcal{H}}(\mathbb{K}Q_J) \)) can be made more precise. The multiplication formula in the associated graded of \( \tilde{\mathcal{H}}(Q_J) \) is modified from (4.9) by setting \( K_\delta = 0 \). In particular, when \( |\lambda| = |\mu| + |\nu| \), \( G^\lambda_{\mu, \nu}(t) \) is equal to \( g^\lambda_{\mu, \nu}(t) \) in [22, III, (4.2)] multiplied by \( t^{2n(\mu) + n(\nu) - n(\lambda)} \prod_{i \geq 1} \varphi_{m_i(\mu)}(t^{-1}) \varphi_{m_i(\nu)}(t^{-1})/\varphi_{m_i(\lambda)}(t^{-1}) \). (The difference here is due to the different normalizations of the Hall products.)

### 4.3. The down-up horizontal iPieri rule
We now establish the first iPieri rule in \( \tilde{\mathcal{H}}(\mathbb{K}Q_J) \).

**Lemma 4.7.** For \( r \geq 1 \) and any partition \( \mu \), the following identities hold in \( \tilde{\mathcal{H}}(\mathbb{K}Q_J) \):
\begin{align}
[S^{(\mu)}] * [S^{(r a)}] &= \sum_{a=0}^{r} \sum_{\lambda, \nu} G^\lambda_{\mu, (r a), (a)}(q) G^\mu_{(r a), \nu}(q) 
\times \frac{\text{Aut}(S^{(r a)}) \cdot \text{Aut}(S^{(a)}) \cdot \text{Aut}(S^{(r a)})}{\text{Aut}(S^{(\lambda)})} [S^{(\lambda)}] * [K_S]^a, \\
[S^{(\mu)}] * [S^{(r a)}] &= \sum_{a=0}^{r} \sum_{\lambda, \nu} G^\lambda_{\mu, (r a), (a)}(q) G^\mu_{(r a), \nu}(q) \frac{\text{Aut}(S^{(r a)}) \cdot \text{Aut}(S^{(r a)})}{\text{Aut}(S^{(\lambda)})} 
\times (q^r - 1) \cdots (q^r - q^{a-1}) [S^{(\lambda)}] * [K_S]^a.
\end{align}
\begin{proof}
Since \( S^{(r a)} \) is uniserial, its sub-object has the form \( S^{(a)} \) for some \( 0 \leq a \leq r \), and then \( G^\lambda_{S^{(r a)}, S^{(a)}} = 1 \) (equivalently, \( G^\lambda_{S^{(r a)}, S^{(a)}}(q) = 1 \)). Then (4.10) follows immediately from Corollary 3.6.

Similarly, since \( S^{(r a)} \) is semisimple, its sub-object has the form \( S^{(r a)} \) for some \( 0 \leq a \leq r \), and then \( G^\lambda_{S^{(r a)}, S^{(r a)}} \cdot \text{Aut}(S^{(a)}) = (q^r - 1) \cdots (q^r - q^{a-1}) \).

Then (4.11) follows from Corollary 3.6. \( \square \)
We shall now renormalize the formulas (4.10)–(4.11) to make them compatible with the symmetric function side.

For a horizontal $r$-strip $\sigma = \nu - \mu$, let $I = I_{\nu - \mu}$ be the set of integers $i \geq 1$ such that $\sigma'_i = 1$ and $\sigma'_{i+1} = 0$. Recall from [22, II,(4.13)] that

$$G^\nu_{\mu, (r)}(T) = \frac{T^{n(\nu) - n(\mu)}}{1 - T} \prod_{i \in I_{\nu - \mu}} (1 - T^{-m_i(\nu)})$$

if $r > 0$; and $G^\nu_{\mu, (0)}(T) = 1$. So we have

$$G^\nu_{\mu, (r)}(q) \cdot |\text{Aut}(S^{(r)})| = q^{n(\nu) - n(\mu) + r} \prod_{i \in I_{\nu - \mu}} (1 - q^{-m_i(\nu)}), \ \forall r \geq 0. \quad (4.12)$$

For any partition $\lambda$, denote by

$$\hat{V}_\lambda^r := q^{-|\lambda| - n(\lambda)}[S^{(\lambda)}] \in \hat{H}(kQ_{2}).$$

In particular,

$$\hat{V}_\lambda^r(1) = q^{-|S^{(\lambda)}|}, \quad \hat{V}_\lambda^r(1) = q^{-r(r+1)/2}|S^{(\lambda)}|, \ \forall r > 0. \quad (4.14)$$

Introduce the following notations, for $r \geq 0$ and any partition $\lambda$:

$$\varphi_r(t) = (1 - t)(1 - t^2) \cdots (1 - t^r); \quad (4.15)$$

$$b_\lambda(t) = \prod_{i \geq 1} \varphi_{m_i(\lambda)}(t). \quad (4.16)$$

**Proposition 4.8.** For $r \geq 1$ and any partition $\mu$, we have

$$\hat{V}_\mu^r * \hat{V}_\nu^r = \sum_{a + b = r} \sum_{\lambda, \nu} q^{-a} q^{a - m_i(\lambda)} q^{-b} q^{b - m_i(\nu)} \sum_{a + b = r} \sum_{\lambda, \nu} q^{-a} \varphi_{\mu/\nu}(q^{-1}) \hat{V}_\lambda^r * [K_S]^a. \quad (4.17)$$

**Proof.** By (4.13)–(4.14), the identity (4.10) translates into

$$\hat{V}_\mu^r * \hat{V}_\nu^r(1) = \sum_{a = 0}^{r} \sum_{\lambda, \nu} q^{-(r+|\mu| - |\lambda| - n(\mu) - n(\lambda))} G_{\nu,(r-a)}^\lambda(q) G_{\mu,(a)}^\nu(q) \times \frac{|\text{Aut}(S^{(\nu)})| \cdot |\text{Aut}(S^{(a)})| \cdot |\text{Aut}(S^{(r-a)})|}{|\text{Aut}(S^{(\lambda)})|} \hat{V}_\lambda^r * [K_S]^a. \quad (4.18)$$

Plugging (4.6) and (4.12) into (4.18), we have

$$\hat{V}_\mu^r * \hat{V}_\nu^r = \sum_{a = 0}^{r} \sum_{\lambda, \nu} q^{-(r+|\mu| - |\lambda| - n(\mu) - n(\lambda))} q^{-n(\nu) + n(\lambda)} q^{-n(\nu) + n(\mu)} q^{n(\nu) + 2n(\mu)} q^{-|\lambda| - 2n(\lambda)}$$

$$\times \prod_{i \in I_{\lambda - \nu}} (1 - q^{-m_i(\lambda)}) \prod_{i \in I_{\mu - \nu}} (1 - q^{-m_i(\mu)}) \prod_{i} \varphi_{m_i(\nu)}(q^{-1}) \prod_{i} \varphi_{m_i(\lambda)}(q^{-1}) \hat{V}_\lambda^r * [K_S]^a$$

$$= \sum_{a + b = r} \sum_{\lambda, \nu} q^{-a} \varphi_{\lambda/\nu}(q^{-1}) \varphi_{\mu/\nu}(q^{-1}) b_\nu(q^{-1}) b_\lambda(q^{-1}) \hat{V}_\lambda^r * [K_S]^a. \quad (4.19)$$

The above formula can be converted to (4.17) using the following identity [22, III (5.12)]

$$\psi_{\lambda/\nu}(q^{-1}) = \varphi_{\lambda/\nu}(q^{-1}) \frac{b_\nu(q^{-1})}{b_\lambda(q^{-1})}. \quad \square$$
4.4. $\mathfrak{d}$Hall algebra and the ring $\Lambda_\theta$. Recall the ring $\Lambda_{t,\theta} = \mathbb{Q}(t)[v_1, v_2, \ldots]$. Denote $\Lambda_\theta := \Lambda_{t,\theta} \otimes \mathbb{Q}(t)$, where $t$ acts on $\mathbb{Q}$ by $q^{-1}$. Recall $\hat{V}_\lambda$ from (4.13).

**Theorem 4.9.** There exists a $\mathbb{Q}$-algebra isomorphism $\Phi_{(q)} : \hat{\mathcal{H}}(\mathbb{K}Q_2) \to \Lambda_\theta$ such that

$$\Phi_{(q)}([K_S]) = q\theta, \quad \Phi_{(q)}([S^{(r)}]) = q^r v_r \quad (r \geq 1).$$

Moreover, for any partition $\lambda$, we have

$$\Phi_{(q)}([S^{(\lambda)}]) = q^{\lambda \cdot \rho} V_\lambda, \quad \Phi_{(q)}(\hat{V}_\lambda) = V_\lambda.$$

**Proof.** The first statement follows from Proposition 4.4 and Theorem 2.10, by inductions on $n = |\lambda|$ and the dominance order on $\mathcal{P}_n$. The case for $n = 1$ is clear.

The case for $\lambda$ with $\ell(\lambda) = 1$ follows by definition. If $\ell(\lambda) > 1$, let $\mu$ be the partition obtained from $\lambda$ by deleting the last row. Suppose that this last row has $r$ elements. Then by Proposition 4.8, we have

$$\hat{V}_\mu \ast \hat{V}_r = \hat{V}_\lambda + \sum_{\mu \rightarrow \gamma, \lambda \geq \gamma} \psi_{\lambda/\mu}(q^{-1}) \hat{V}_\gamma + \sum_{a + b = r, a \neq 0, \mu \rightarrow \lambda \rightarrow \gamma} q^{-a} \varphi_{\mu/\nu}(q^{-1}) \psi_{\gamma/\nu}(q^{-1}) \hat{V}_\gamma \ast [K_S]^a.$$

By Theorem 2.10, we have

$$V_\mu \cdot v_r = V_\lambda + \sum_{\mu \rightarrow \gamma, \lambda \geq \gamma} \psi_{\lambda/\mu}(t) V_\gamma + \sum_{a + b = r, a \neq 0, \mu \rightarrow \lambda \rightarrow \gamma} \theta^a \varphi_{\mu/\nu}(t) \psi_{\gamma/\nu}(t) V_\gamma.$$

By the inductive assumption and comparing the above 2 identities, we have $\Phi_{(q)}(\hat{V}_\lambda) = V_\lambda$. $\Box$

**Remark 4.10.** The Hall products in this paper and in [22] use different normalizations (though the resulting Hall algebras of the Jordan quiver are isomorphic via $[S^\lambda] \mapsto [S^\lambda]/|\text{Aut}(S^\lambda)|$); cf. Remark 4.6. Under our Hall product, the isomorphism in [22, (3.4)] would become $u_\lambda \mapsto q^{\lambda \cdot \rho} Q_\lambda(x; q^{-1})$.

4.5. The up-down horizontal $\mathfrak{d}$Pieri rule. We shall convert the down-up horizontal $\mathfrak{d}$Pieri rule to a new up-down version. The two formulas are related by Green’s formula [9].

**Lemma 4.11.** Assume $U_{a,b}$ and $V_{a,b}$ (for $a, b \in \mathbb{N}$) satisfy the relations

$$U_{a,b} = V_{a,b} + \sum_{i=1}^{\min\{a,b\}} q^{i-1}(q - 1)V_{a-i,b-i}, \quad \text{for all } a, b.$$

Then we have

$$V_{a,b} = U_{a,b} - (q - 1) \sum_{i=1}^{\min\{a,b\}} U_{a-i,b-i}, \quad \text{for all } a, b.$$

**Proof.** Set $V_{a,b} = U_{a,b} = 0$, if either $a$ or $b$ is negative. If $a = 0$ or $b = 0$, then we have $V_{a,b} = U_{a,b}$. By induction on $\min\{a, b\}$ we have

$$V_{a,b} = U_{a,b} - \sum_{i \geq 1} q^{i-1}(q - 1)V_{a-i,b-i}$$

$$= U_{a,b} - \sum_{i \geq 1} q^{i-1}(q - 1)U_{a-i,b-i} + \sum_{i,j \geq 1} q^{i-1}(q - 1)^2U_{a-i-j,b-i-j} \quad \text{(set } k = i + j)$$

$$= U_{a,b} - \sum_{i \geq 1} q^{i-1}(q - 1)U_{a-i,b-i} + \sum_{k \geq 1} (q^{k-1} - 1)(q - 1)U_{a-k,b-k},$$

which can be readily converted to the formula in the lemma. $\Box$
Lemma 4.12. For any $a, b \geq 0$, we have

\[
\sum_{\nu} G_{S(\lambda), S(\nu)}^{S(\alpha)} G_{S(\nu), S(\alpha)}^{S(\mu)} \frac{\text{Aut}(S(\nu)) \cdot \text{Aut}(S(\alpha)) \cdot \text{Aut}(S(\mu))}{\text{Aut}(S(\lambda))} = \sum_{\xi} G_{S(\lambda), S(\alpha)}^{S(\nu)} G_{S(\nu), S(\alpha)}^{S(\mu)} \frac{\text{Aut}(S(\nu)) \cdot \text{Aut}(S(\alpha)) \cdot \text{Aut}(S(\mu))}{\text{Aut}(S(\xi))} - \sum_{i=1}^{\min(a,b)} (q-1) \sum_{\xi} G_{S(\lambda), S(a-i)}^{S(\nu)} G_{S(\nu), S(b-i)}^{S(\alpha)} \frac{\text{Aut}(S(\nu)) \cdot \text{Aut}(S(a-i)) \cdot \text{Aut}(S(b-i))}{\text{Aut}(S(\xi))}.
\]

Proof. Observe that the Euler form is trivial for the Jordan quiver. By Green’s formula [9],

\[
\sum_{\xi} G_{S(\lambda), S(a)}^{S(\nu)} G_{S(\nu), S(b)}^{S(\alpha)} \frac{1}{\text{Aut}(S(\xi))} = \sum_{i=0}^{\min(a,b)} \sum_{\nu} G_{S(\lambda), S(a-i)}^{S(\nu)} G_{S(\nu), S(b-i)}^{S(\alpha)} \frac{\text{Aut}(S(\nu)) \cdot \text{Aut}(S(a-i)) \cdot \text{Aut}(S(b-i)) \cdot \text{Aut}(S(\nu))}{\text{Aut}(S(\xi))} \frac{\text{Aut}(S(\xi))}{\text{Aut}(S(\lambda))} \frac{\text{Aut}(S(\alpha))}{\text{Aut}(S(\beta))} \frac{\text{Aut}(S(\beta))}{\text{Aut}(S(\xi))}.
\]

Denote by

\[
\mathcal{U}_{a,b} = \sum_{\xi} G_{S(\lambda), S(a)}^{S(\nu)} G_{S(\nu), S(b)}^{S(\alpha)} \frac{\text{Aut}(S(\nu)) \cdot \text{Aut}(S(a)) \cdot \text{Aut}(S(b))}{\text{Aut}(S(\xi))},
\]

and

\[
\mathcal{V}_{a,b} = \sum_{\nu} G_{S(\lambda), S(\alpha)}^{S(\nu)} G_{S(\nu), S(\alpha)}^{S(\mu)} \frac{\text{Aut}(S(\nu)) \cdot \text{Aut}(S(\alpha)) \cdot \text{Aut}(S(\mu))}{\text{Aut}(S(\lambda))}.
\]

Recall that $|\text{Aut}(S(\xi))| = q^{i-1}(q - 1)$ for $i \geq 1$. The identity (4.23) can be reformulated as the identity (4.21). Then by Lemma 4.11 we have $\mathcal{V}_{a,b} = \mathcal{U}_{a,b} - (q-1) \sum_{i=1}^{\min(a,b)} \mathcal{U}_{a-i,b-i}$ for any $a, b \geq 0$, and whence (4.24). \hfill \Box

Proposition 4.13. For $r \geq 1$ and any partition $\mu$, we have

\[
\hat{V}_{\mu} \ast \hat{V}_{(r)} = \sum_{a+b=r} \sum_{\min(a,b)} \sum_{\lambda, \varphi_{\xi/\lambda}} q^{-a} \varphi_{\xi/\lambda}(q^{-1}) \psi_{\xi/\mu}(q^{-1}) \hat{V}_{\lambda} \ast [K_S]^a
\]

\[
+ \sum_{a+b=r} \sum_{i=1}^{\min(a,b)} \sum_{\lambda, \varphi_{\xi/\lambda}} q^{-a}(q^{-i} - q^{-i+1}) \varphi_{\xi/\lambda}(q^{-1}) \psi_{\xi/\mu}(q^{-1}) \hat{V}_{\lambda} \ast [K_S]^a.
\]

Proof. Combining with (4.6), (4.12) and (4.19), we obtain that, for any $0 \leq i \leq \min(a,b)$, $\lambda \rightarrow^{a-i} \xi$ and $\mu \rightarrow^{b-i} \xi$,

\[
G_{S(\lambda), S(a-i)}^{S(\nu)} G_{S(\nu), S(b-i)}^{S(\alpha)} \frac{\text{Aut}(S(\nu)) \cdot \text{Aut}(S(a-i)) \cdot \text{Aut}(S(b-i))}{\text{Aut}(S(\xi))} = q^{n(\xi) - n(\lambda) + a-i} \prod_{j \in I_{\xi-\lambda}} (1 - q^{-m_{j}(\xi)}) \cdot q^{n(\xi) - n(\mu) + b-i} \prod_{j \in I_{\xi-\mu}} (1 - q^{-m_{j}(\xi)})
\]

\[
\prod_{j \in I_{\xi-\lambda}} (1 - q^{-m_{j}(\xi)}) \cdot q^{n(\xi) - n(\mu) + b-i} \prod_{j \in I_{\xi-\mu}} (1 - q^{-m_{j}(\xi)})
\]
Proposition 4.14. Let \( \mu, \lambda \in \mathbb{Z} \) and \( r \geq 0 \), then
\[
\sum_{\lambda, \mu} q^{n(\mu) - n(\lambda) + a - i} \varphi_{\lambda / \mu}(q^{-1}) = q^{n(\mu) - n(\lambda) + a - i} \varphi_{\lambda / \mu}(q^{-1}) 
\]
This identity can then easily be converted to the identity in the proposition by using \( \hat{V}_\lambda^r = q^{-|\lambda|-n(\lambda)}[S(\lambda)] \) for any partition \( \lambda \), cf. (4.13).

4.6. The down-up vertical \( \ast \)Pieri rule. Let \( n, r \in \mathbb{Z} \). Define
\[
\left[ \begin{array}{c} n \\ r \end{array} \right]_+ (t) = \frac{\varphi_n(t)}{\varphi_r(t) \varphi_{n-r}(t)} = \frac{(1-t^n)(1-t^{n-1}) \cdots (1-t^{n-r+1})}{(1-t)(1-t^2) \cdots (1-t^r)}
\]
for \( r \geq 0 \) and \( \left[ \begin{array}{c} n \\ r \end{array} \right]_+ (t) = 0 \) for \( r < 0 \).

For any partitions \( \mu, \lambda \) and \( m \geq 0 \), define (cf. [22, III, (3.2)])
\[
f_{\mu,(1^m)}(t) = \left\{ \begin{array}{ll}
\prod_{i \geq 1} \left[ \frac{\lambda_i' - \lambda_i' + 1}{\lambda_i' - \mu_i' + 1} \right]_+ (t), & \text{if } \lambda - \mu \text{ is a vertical } m\text{-strip}, \\
0, & \text{otherwise}.
\end{array} \right.
\]

Recall \( n(\lambda) \) from (1.1). By [22, III, (3.3)], we have
\[
G_{\mu,(1^m)}(q) = q^{n(\lambda) - n(\mu) - n(1^m)} f_{\mu,(1^m)}(q^{-1}).
\]
Given partitions \( \mu, \nu \) and \( a \in \mathbb{N} \), we use
\[
\mu \downarrow \nu, \quad (\text{respectively, } \mu \downarrow_a \nu)
\]

Proposition 4.14. For \( r \geq 1 \) and any partition \( \mu \), we have
\[
\hat{V}_\mu^r \ast \hat{V}_1^{(1^r)} = \sum_{a+b=r} \sum_{\lambda, \mu} q^{-a} b_{\lambda}(q^{-1}) \varphi_r(q^{-1}) f_{\nu,(1^b)}(q^{-1}) f_{\nu,(1^a)}(q^{-1}) \cdot \hat{V}_\lambda^r \ast [K_S]^a.
\]

Proof. In this proof, we shall use the shorthand notation \( \sum_{\lambda, \nu} \) to stand for \( \sum_{\lambda \downarrow \nu} \sum_{\mu \downarrow \nu} \). Starting from (4.13) and (4.11) and using also (4.27) and (4.6), we have
\[
\hat{V}_\mu^r \ast \hat{V}_1^{(1^r)} = q^{-|\mu|-n(\mu)-r-n(1^r)}[S(\mu)] \ast [S(1^r)]
\]
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Lemma 4.16. The up-down vertical

$$\sum_{a+b=r} q^{-(\mu+n(r)-n(1^r))} q^{\lambda+n(r)-n(1^r)} q^{\lambda+n(r)} q^{-2(n(r))} q^2 \cdot \lambda^{n(\lambda)} \cdot \varphi_{\lambda}(q^{-1}) \cdot \lambda^t \cdot [K_S]^a$$

The RHS above can be further simplified to be

$$\sum_{a+b=r} q^{-(\mu+n(r)-n(1^r))} q^{\lambda+n(r)-n(1^r)} q^{\lambda+n(r)} q^{-2(n(r))} q^2 \cdot \lambda^{n(\lambda)} \cdot \varphi_{\lambda}(q^{-1}) \cdot \lambda^t \cdot [K_S]^a$$

The proof is completed. \(\square\)

Remark 4.15. The coefficients of the RHS (4.28) are in \(\mathbb{Z}[q^{-1}]\), or equivalently, the coefficients in the vertical \(t\)Pieri rules (see Theorem C) are in \(\mathbb{Z}[t]\). In fact, it follows first from Lemma 4.5 and Theorem 4.9 that the coefficients in the vertical \(t\)Pieri rules are in \(\mathbb{Z}[t, t^{-1}]\), i.e.,

$$\sum_{a+b=r} \sum_{\lambda, \mu} b_{\lambda}(t) f_{\mu, (1^t)}(t)^{-1} \cdot \lambda^{n(\lambda)} \cdot \varphi_{\lambda}(q^{-1}) \cdot \lambda^t \cdot [K_S]^a$$

for any \(\mu, r, \lambda, \). They are actually in \(\mathbb{Z}[t]\) by noting that \(b_{\lambda}(t), \varphi_{\lambda}(q^{-1}), f_{\mu, (1^t)}(t), f_{\mu, (1^t)}(t) \in \mathbb{Z}[t], \) and \(b_{\lambda}(0) = 1.\)

4.7. The up-down vertical \(t\)Pieri rule.

Lemma 4.16. Assume \(U_{a,b}\) and \(V_{a,b}\) (for \(a, b \in \mathbb{N}\)) satisfy the relations

(4.29) \(U_{a,b} = \sum_{i=0}^{min(a,b)} q^{-(a+b-i)i} \varphi_i(q^{-1}) V_{a-i, b-i}, \quad \text{for all } a, b.\)

Then we have

\(V_{a,b} = \sum_{i=0}^{min(a,b)} (-1)^i q^{-(a+b+i)(i+1)/2} \varphi_i(q^{-1}) U_{a-i, b-i}, \quad \text{for all } a, b.\)

Proof. Set \(V_{a,b} = U_{a,b} = 0,\) if either \(a\) or \(b\) is negative. If \(a = 0\) or \(b = 0,\) then \(V_{a,b} = U_{a,b}.\) By induction on \(\min(a, b),\) we have

\(V_{a,b} = U_{a,b} - \sum_{i=1}^{a+b-i} q^{-(a+b-i)i} \varphi_i(q^{-1}) V_{a-i, b-i} \)

\(= U_{a,b} - \sum_{j=0}^{i-1} q^{-(a+b-i)i} (-1)^j q^{-(a+b-2i)(i+1)/2} \varphi_j(q^{-1}) V_{a-i-j, b-i-j} \) (set \(k = i + j\))
$$\mathcal{U}_{a,b} - \sum_{k \geq 1} (-1)^k q^{-(a+b) \cdot (k+\frac{1}{2})} \left( \sum_{i=1}^{k} (-1)^i q^{-(\frac{1}{2} i) \cdot i} \frac{1}{\varphi_i(q^{-1}) \varphi_k(q^{-1})} \right) \mathcal{U}_{a-k,b-k}$$

$$= \sum_{k=0}^{\min(a,b)} (-1)^k q^{-(a+b) \cdot (k+\frac{1}{2})} \frac{1}{\varphi_k(q^{-1})} \mathcal{U}_{a-k,b-k}.$$ 

The last equality used the following formula (cf. [21, 1.3.1(c)])

$$\sum_{i=1}^{k} (-1)^i q^{-(\frac{1}{2} i) \cdot i} \frac{1}{\varphi_i(q^{-1})} \varphi_k(q^{-1}) = \frac{1}{\varphi_k(q^{-1})} \sum_{i=1}^{k} (-1)^i q^{-(\frac{1}{2} i) \cdot i} \left[ \frac{k}{i} \right] (q^{-1})^{(1-\frac{1}{2} i)} = -\frac{1}{\varphi_k(q^{-1})}.$$ 

\[ \Box \]

**Lemma 4.17.** For any $a, b \geq 0$ and partitions $\lambda, \mu$, we have

$$\sum_{\nu} G_{S(\nu)}^{S(\lambda)} G_{S(\nu)}^{S(\mu)} \frac{|\text{Aut}(S(\nu))|}{|\text{Aut}(S(\lambda))|} = \sum_{i=0}^{\min(a,b)} \sum_{\xi} (-1)^i q^{-(a+b) \cdot (\frac{i+1}{2})} \frac{1}{\varphi_i(q^{-1})} G_{S(\lambda), S(1^a-i)}^{S(\xi)} G_{S(\mu), S(1^b-i)}^{S(\xi)} \frac{|\text{Aut}(S(\mu))|}{|\text{Aut}(S(\xi))|}. $$

**Proof.** By Green’s formula [9], we have

\begin{align*}
(4.30) \quad & \quad \sum_{\xi} G_{S(\lambda), S(1^a)}^{S(\xi)} G_{S(\mu), S(1^b)}^{S(\xi)} \frac{|\text{Aut}(S(\xi))|}{|\text{Aut}(S(\xi))|} \\
& = \sum_{i=0}^{\min(a,b)} \sum_{\nu} G_{S(\nu), S(1^{b-i})}^{S(\lambda)} G_{S(\nu), S(1^{a-i})}^{S(\mu)} G_{S(1^b), S(1^a-i)}^{S(1^b)} \frac{|\text{Aut}(S(\nu))|}{|\text{Aut}(S(\nu))|} \cdot |\text{Aut}(S(1^{b-i}))| \cdot |\text{Aut}(S(1^{a-i}))| \cdot |\text{Aut}(S(1^b))|. 
\end{align*}

For any $a, b, i \geq 0$ with $i \leq \min(a, b)$, we have

$$G_{S(1^b), S(1^{a-i})}^{S(1^i)} G_{S(1^{b-i})}^{S(1^{a-i})} \frac{|\text{Aut}(S(1^i))|}{|\text{Aut}(S(1^i))|} \cdot |\text{Aut}(S(1^b))| \cdot |\text{Aut}(S(1^{a-i}))| = q^{-(a+b-i)} \frac{1}{\varphi_i(q^{-1})}. $$

So we have

\begin{align*}
(4.31) \quad & \quad \sum_{\xi} G_{S(\lambda), S(1^a)}^{S(\xi)} G_{S(\mu), S(1^b)}^{S(\xi)} \frac{|\text{Aut}(S(\xi))|}{|\text{Aut}(S(\xi))|} \\
& = \sum_{i=0}^{\min(a,b)} \sum_{\nu} G_{S(\nu), S(1^{b-i})}^{S(\lambda)} G_{S(\nu), S(1^{a-i})}^{S(\mu)} \frac{|\text{Aut}(S(\nu))|}{|\text{Aut}(S(\nu))|} \cdot q^{-(a+b-i)} \frac{1}{\varphi_i(q^{-1})}. 
\end{align*}

Denote by

$$U_{a,b} = \sum_{\xi} G_{S(\lambda), S(1^a)}^{S(\xi)} G_{S(\mu), S(1^b)}^{S(\xi)} \frac{|\text{Aut}(S(\xi))|}{|\text{Aut}(S(\xi))|}, \quad V_{a,b} = \sum_{\nu} G_{S(\nu), S(1^b)}^{S(\lambda)} G_{S(\nu), S(1^a)}^{S(\mu)} \frac{|\text{Aut}(S(\nu))|}{|\text{Aut}(S(\nu))|}. $$

Then the identity (4.31) can be converted to the identity (4.29), and the result follows from Lemma 4.16. \[ \Box \]
Proposition 4.18. For \( r \geq 1 \) and any partition \( \mu \), we have

\[
\hat{V}_\mu^r \ast \hat{V}_{(1^r)}^i = \sum_{a+b=r} \sum_{i=0}^{\min(a,b)} \sum_{a_i \downarrow \lambda \xi \downarrow \mu} (-1)^i q^{-a_i+\frac{a_i + i}{2}} b_\mu(q^{-1}) \varphi_i(q^{-1}) \times f_{\lambda,(1^{a_i-1})}(q^{-1}) f_{(1^b-1),\mu}(q^{-1}) \cdot \hat{V}_\lambda^i \ast [K_S]^a.
\]

Proof. From (4.13), (4.11) and (4.6), we have

\[
\hat{V}_\mu^r \ast \hat{V}_{(1^r)}^i = q^{-|\mu|-n(\mu)-r-n(1^r)} [S(\mu)] \ast [S(1^r)]
\]

\[
=q^{-|\mu|-n(\mu)-r-n(1^r)} \sum_{a+b=r} \sum_{\lambda,\nu} G_{\nu,(1^b)}^\lambda(q) G_{(1^r),\nu}^\mu(q) \frac{|\text{Aut}(S(\nu))| \cdot |\text{Aut}(S(\lambda))|}{|\text{Aut}(S(\lambda))|} \times (q^r-1) \cdots (q^r-q^{a_i-1} : [S(\lambda)] \ast [K_S]^a.
\]

By Lemma 4.17, we have

\[
\hat{V}_\mu^r \ast \hat{V}_{(1^r)}^i = q^{-|\mu|-n(\mu)-r-n(1^r)} \sum_{a+b=r} \sum_{i=0}^{\min(a,b)} \sum_{\lambda,\xi} q^{-a_i+\frac{a_i + i}{2}} \varphi_i(q^{-1})(-1)^i q^{-ir+(\frac{i}{2})} \times G_{\nu,(1^b)}^\lambda(q) G_{(1^r),\nu}^\mu(q) \frac{|\text{Aut}(S(\nu))| \cdot |\text{Aut}(S(\lambda))|}{|\text{Aut}(S(\lambda))|} \cdot [S(\lambda)] \ast [K_S]^a.
\]

Using (4.27) and (4.6), we then obtain

\[
\hat{V}_\mu^r \ast \hat{V}_{(1^r)}^i = q^{-|\mu|-n(\mu)-r-n(1^r)} \sum_{a+b=r} \sum_{i=0}^{\min(a,b)} \sum_{\lambda,\xi} q^{-a_i+\frac{a_i + i}{2}} \varphi_i(q^{-1})(-1)^i q^{-ir+(\frac{i}{2})} \times G_{\nu,(1^b)}^\lambda(q) G_{(1^r),\nu}^\mu(q) \frac{|\text{Aut}(S(\nu))| \cdot |\text{Aut}(S(\lambda))|}{|\text{Aut}(S(\lambda))|} \cdot [S(\lambda)] \ast [K_S]^a.
\]

\[
= \sum_{a+b=r} \sum_{i=0}^{\min(a,b)} \sum_{\lambda,\xi} q^{-|\mu|-n(\mu)-r-n(1^r)} q^{n(\xi)-n(\lambda)-n(1^{a_i-1})} q^{|n(\xi)-n(\mu)-n(1^{b-1})} q^{|\lambda|+n(\lambda)} \frac{b_\mu(q^{-1})}{b_\xi(q^{-1})} \varphi_i(q^{-1}) \times G_{\nu,(1^b)}^\lambda(q) G_{(1^r),\nu}^\mu(q) \frac{|\text{Aut}(S(\nu))| \cdot |\text{Aut}(S(\lambda))|}{|\text{Aut}(S(\lambda))|} \cdot [S(\lambda)] \ast [K_S]^a.
\]

\[
= \sum_{a+b=r} \sum_{i=0}^{\min(a,b)} \sum_{\lambda,\xi} \sum_{\theta} (-1)^i q^{-a_i+\frac{a_i + i}{2}} q^{-ir+(\frac{i}{2})} b_\mu(q^{-1}) \varphi_i(q^{-1}) \times G_{\nu,(1^b)}^\lambda(q) G_{(1^r),\nu}^\mu(q) \frac{|\text{Aut}(S(\nu))| \cdot |\text{Aut}(S(\lambda))|}{|\text{Aut}(S(\lambda))|} \cdot [S(\lambda)] \ast [K_S]^a.
\]
\[ \sum_{a+b=r} \sum_{i=0}^{\min(a,b)} \sum_{\xi \downarrow \lambda, \xi \downarrow \mu} (-1)^i q^{-a - \frac{i(i-1)}{2}} \frac{b_\xi(q^{-1})}{b_\xi(q^{-1})} \varphi_i(q^{-1}) f_\xi(q^{-1}) f_{(1-b-i),\mu}(q^{-1}) \cdot \hat{V}_\lambda^* [K_S]^a \]

The proof is completed. \( \square \)

5. Identities arising from iHall computations

This section plays a supportive role. We establish several identities which will be used in the iHall algebra computations in Section 6.

5.1. Counting extensions.

**Lemma 5.1.** For any \( r \geq 1 \) and any partition \( \nu = (\nu_1, \nu_2, \ldots) \), we have

\begin{align}
(5.1) \quad & \sum_{\mu : \ell(\mu)=\ell(\nu)+1} |\text{Ext}^1(S^{(\nu)}, S^{(\nu)})_{S^{(\nu)}}| = q \sum_{\min(r,\nu_i)-\ell(\nu)}, \\
(5.2) \quad & \sum_{\mu : \ell(\mu)=\ell(\nu)} |\text{Ext}^1(S^{(\nu)}, S^{(\nu)})_{S^{(\nu)}}| = q \sum_{\min(r,\nu_i)} (1 - q^{-\ell(\nu)}).
\end{align}

**Proof.** If \( |\text{Ext}^1(S^{(\nu)}, S^{(\nu)})_{S^{(\nu)}}| \neq 0 \), then \( \ell(\mu) = \ell(\nu) \) or \( \ell(\mu) = \ell(\nu) + 1 \). Now the formula (5.2) follows from (5.1), since \( |\text{Ext}^1(S^{(\nu)}, S^{(\nu)})| = |\text{Hom}(S^{(\nu)}, S^{(\nu)})| = q \sum_{\min(r,\nu_i)} \).

We shall prove (5.1) by induction on \( r \).

Let \( r = 1 \). Then the only \( [\xi] \) in \( \text{Ext}^1(S^{(\nu)}, S)_{S^{(\nu)}} \) such that \( \ell(\mu) = \ell(\nu) + 1 \) is \( [\xi] = 0 \). Hence \( \sum_{\mu : \ell(\mu)=\ell(\nu)+1} |\text{Ext}^1(S^{(\nu)}, S)_{S^{(\nu)}}| = 1 \).

For \( r > 1 \), fix a short exact sequence \( 0 \to S \xrightarrow{f_1} S^{(r)} \xrightarrow{f_2} S^{(r-1)} \to 0 \). By applying \( \text{Hom}(S^{(\nu)}, -) \), we obtain the following long exact sequence

\begin{align}
(5.3) \quad 0 & \to \text{Hom}(S^{(\nu)}, S) \to \text{Hom}(S^{(\nu)}, S^{(r)}) \to \text{Hom}(S^{(\nu)}, S^{(r-1)}) \\
& \to \text{Ext}^1(S^{(\nu)}, S) \to \text{Ext}^1(S^{(\nu)}, S^{(r)}) \xrightarrow{\phi} \text{Ext}^1(S^{(\nu)}, S^{(r-1)}) \to 0.
\end{align}

Let us describe the action of \( \phi \). For any short exact sequence \( 0 \to S^{(r)} \xrightarrow{h_1} S^{(\mu)} \xrightarrow{h_2} S^{(\nu)} \to 0 \) representing \( [\eta] \in \text{Ext}^1(S^{(\nu)}, S^{(r)})_{S^{(\nu)}} \), we have a pushout diagram of short exact sequences

\[
\begin{array}{ccccccc}
S & \xrightarrow{f_1} & S^{(r)} & \xrightarrow{f_2} & S^{(r-1)} \\
\downarrow h_1 & & \downarrow g_1 & & \\
S^{(\mu)} & \xrightarrow{h_2} & S^{(\nu)} & \xrightarrow{g_2} & S^{(\lambda)}
\end{array}
\]

with the rightmost column representing \( \phi([\eta]) = [\xi] \).

We know that the second row does not split since the first row does not. It follows that \( \ell(\lambda) = \ell(\mu) \). Hence,

\begin{align}
(5.4) \quad & \sum_{\mu : \ell(\mu)=\ell(\nu)+1} |\text{Ext}^1(S^{(\nu)}, S^{(r)})_{S^{(\nu)}}| = \sum_{\lambda : \ell(\lambda)=\ell(\nu)+1} |\phi^{-1}(\text{Ext}^1(S^{(\nu)}, S^{(r-1)})_{S^{(\lambda)}})|
\end{align}
Then \(\phi\)

Proof. It follows that \((5.2)\).

It follows from \((5.3)\) that

\[
|\text{Ker } \phi| = \frac{|\text{Hom}(S^{(\nu)}, S^{(r)})| \cdot |\text{Ext}^1(S^{(\nu)}, S)|}{|\text{Hom}(S^{(\nu)}, S)| \cdot |\text{Hom}(S^{(\nu)}, S^{(r-1)})|} = q^{\sum_{i=1}^{\min(r, \nu)} \cdot \sum_{i=1}^{\min(r, \nu)} - \sum_{i=1}^{\min(r, \nu)}}.
\]

Plugging \((5.5)\) and \((5.6)\) into \((5.4)\), we obtain \((5.1)\). The lemma is proved. \(\square\)

We record the following curious identity. Recall \(\varphi_r(t)\) from \((4.15)\).

Corollary 5.2. For any \(r \geq 1\) and any partition \(\nu \neq \emptyset\), we have

\[
\sum_{\mu} \varphi_{\ell(\mu) - 1}(q) |\text{Ext}^1(S^{(\nu)}, S^{(r)})_{S^{(\nu)}}| = 0.
\]

Proof. By Lemma 5.1, we have

\[
\sum_{\mu} \varphi_{\ell(\mu) - 1}(q) |\text{Ext}^1(S^{(\nu)}, S^{(r)})_{S^{(\nu)}}| = \sum_{\mu: \ell(\mu) = \ell(\nu) + 1} \varphi_{\ell(\nu)}(q) |\text{Ext}^1(S^{(\nu)}, S^{(r)})_{S^{(\nu)}}| + \sum_{\mu: \ell(\mu) = \ell(\nu)} \varphi_{\ell(\nu) - 1}(q) |\text{Ext}^1(S^{(\nu)}, S^{(r)})_{S^{(\nu)}}|
\]

\[
= \varphi_{\ell(\nu)}(q) \cdot q^{\sum_{i=1}^{\min(r, \nu)} - \ell(\nu)} + \varphi_{\ell(\nu) - 1}(q) \cdot q^{\sum_{i=1}^{\min(r, \nu)} - \ell(\nu)} (1 - q^{-\ell(\nu)})
\]

\[
= q^{\sum_{i=1}^{\min(r, \nu)} - \ell(\nu)} \left( \varphi_{\ell(\nu)}(q) + \varphi_{\ell(\nu) - 1}(q) (q^{\ell(\nu)} - 1) \right) = 0.
\]

\(\square\)

5.2. An identity of Hall numbers. For \(r > 0\) and a partition \(\omega = (i^m_i)_{i \geq 1}\), where \(m_i\) denotes the number of parts in \(\omega\) equal to \(i\), we introduce new partitions

\[
\omega^r_+ = (i^m_i)_{i > r}, \quad \omega^r_- = (i^m_i)_{i < r}, \quad \omega^r = (r^m_r).
\]

It follows that \(\sum_i \min(r, \omega_i) = |\omega^r_-| + |\omega^r_+| + \ell(\omega^r_+).

Lemma 5.3. For \(r \geq 1\) and any partition \(\omega = (\omega_1, \omega_2, \ldots)\), we have

\[
\sum_{\nu: \ell(\nu) = \ell(\omega)} G_{S^{(\omega)}, S^{(\nu)}}^{S^{(\nu)}} |\text{Aut}(S^{(\nu)})| = q^{\sum_{i=1}^{\min(r, \omega_i) - \ell(\omega)} (q^{\ell(\omega^r_+)} - 1)}.
\]

\[
\sum_{\nu: \ell(\nu) = \ell(\omega) - 1} G_{S^{(\omega)}, S^{(\nu)}}^{S^{(\nu)}} |\text{Aut}(S^{(\nu)})| = q^{\sum_{i=1}^{\min(r, \omega_i) - \ell(\omega)} (q^{\ell(\omega^r_-)} - q^{\ell(\omega^r_+) - q^{\ell(\omega^r_+) + 1}})}.
\]

Proof. Consider the short exact sequence

\[
0 \rightarrow S^{(r)} \xrightarrow{\phi} S^{(\omega)} \xrightarrow{\psi} S^{(\omega)} \rightarrow 0.
\]

Then \(\psi\) is determined by \(\phi\) up to an automorphism in \(\text{Aut}(S^{(\nu)})\). Denote by \(\phi^{(r)}: S^{(r)} \rightarrow S^{(\omega)}\) and \(\phi^{(r)}_\pm: S^{(r)} \rightarrow S^{(\omega^r_\pm)}\) the compositions of \(\phi\) with the corresponding canonical projections.
Observe that $\phi$ is injective if and only if there exists some component of $\phi_+^{(r)}$ or $\phi_+^{(r)}$ which is injective, hence the number of such $\phi_+'s$ is given by

$$
\sum_{\mu} G_{S^{(\omega)}_S,S^{(\nu)}_S}^{(\omega)} | \text{Aut}(S^{(\nu)}) | = q^{\omega_+^1} (q^{r(\ell(\omega_+^i) + \ell(\omega_+^i))} - q^{(r-1)(\ell(\omega_+^i) + \ell(\omega_+^i))})
$$

$$= q^{\sum_{i} \min(r,\omega_i)} (1 - q^{\ell(\omega_+^i) - \ell(\omega_+^i)})
= q^{\sum_{i} \min(r,\omega_i) - \ell(\omega_+^i)} (q^{\ell(\omega_+^i)} - q^{\ell(\omega_+^i)}).
$$

Note $\ell(\nu) = \ell(\omega)$ if and only if $\phi_+^{(r)}$ admits an injective component and $\phi_+^{(r)}, \phi_+^{(r)}$ contain no surjective components. Thus,

$$
\sum_{\nu: \ell(\nu) = \ell(\omega)} G_{S^{(\omega)}_S,S^{(\nu)}_S}^{(\omega)} | \text{Aut}(S^{(\nu)}) | = q^{\sum_{i} (\omega_i - 1)} (q^{r(\ell(\omega_+^i) - q^{(r-1)(\ell(\omega_+^i)})})
= q^{r(\ell(\omega_+^i) + |\omega^i| + \ell(\omega_+^i) - \ell(\omega_+^i))} (1 - q^{\ell(\omega_+^i)})
= q^{\sum_{i} \min(r,\omega_i) - \ell(\omega_+^i)} (q^{\ell(\omega_+^i)} - 1).
$$

This proves (5.7).

Observe that $\ell(\nu) = \ell(\omega)$ or $\ell(\omega) - 1$. The second identity in the lemma follows from (5.10) and (5.7).

5.3. A combinatorial identity. Set

$$
\nu = \sqrt{q}, \quad [n]_\nu = \frac{\nu^n - \nu^{-n}}{\nu - \nu^{-1}}.
$$

The next lemma will be used in the proof of Proposition 6.7.

**Lemma 5.4.** Let $n \geq 1$. For any partition $\mu$ of $n$, we have

$$
\sum_{1 \leq r \leq n-1} \nu^{n-r}[n-r]_\nu \left( q^{\ell(\mu)} + q^{\ell(\mu)-1} - q^{\ell(\mu)-1+\ell(\mu^r) - q^{\ell(\mu^r)}} \right) q^{\sum_{i} \min(r,\mu_i) - \ell(\mu)}
= \nu^n[n]_\nu (q^{\ell(\mu)-1} - 1).
$$

**Proof.** Denote $\mu = (i^m_i)_{i \geq 1}$ and $\ell = \ell(\mu)$. Then $\sum_{i} \min(r,\mu_i) = n - \sum_{i > r} (i-r)m_i$. Hence the formula in the lemma is converted to be ($\sum_{1 \leq r \leq n-1}$ is replaced by $\sum_{1 \leq r \leq n}$ thanks to $[n-n]_\nu = 0$):

$$
\sum_{1 \leq r \leq n} \nu^{n-r}[n-r]_\nu \left( q^{\ell+q^{\ell-1}} - q^{\ell-1+\sum_{i > r} m_i} - q^{\ell-\sum_{i > r} m_i} \right) q^{n-\ell-\sum_{i > r} (i-r)m_i}
= \nu^n[n]_\nu (q^{\ell-1} - 1).
$$

Since $q^{\ell} + q^{\ell-1} - q^{\ell-1+\sum_{i > r} m_i} - q^{\ell-\sum_{i > r} m_i} = 0$ whenever $r > n$, the summation $\sum_{1 \leq r \leq n}$ in (5.11) can be replaced by $\sum_{r \geq 1}$.

Denote by $\mu' = (\mu'_1,\mu'_2,\ldots)$ the conjugate partition of $\mu$. Note that $\mu'_r = \sum_{i \geq r} m_i$. Denote by $\mu^{(r)}$ the partition obtained from the Young diagram of $\mu$ by removing the first $r$ columns, for $r \geq 0$. Then it follows by definition that $\mu^{(r)} = \emptyset$, for $r > 0$, and

$$
|\mu^{(r-1)}| = |\mu^{(r)}| + \mu'_r, \quad \text{for } r \geq 1.
$$

(5.12)
In particular, we have \( |\mu^{(r)}| = \sum_{i>r} (i - r)m_i \). The identity (5.11) admits the following equivalent reformulation:

\[
\sum_{r \geq 1} v^{n-r}[n-r]v^n q^{n-|\mu^{(r)}|} (1 + q^{-1} - q^{-1+\mu^{(r+1)} - q^{-\mu^{(r)}}}) = v^n[n]v(q^{\ell-1} - 1).
\]

Let us prove (5.13). Recall \( q = v^2 \). Noting \( |\mu^{(0)}| = n \) and \( |\mu^{(1)}| = n - \ell \), applying (5.12) twice we have

\[
\text{LHS (5.13)} = \sum_{r \geq 1} v^{n-r}[n-r]v^n q^n (1 + q^{-1} - q^{-1} - q^{-1+\mu^{(r+1)} - q^{-\mu^{(r)}}})
= \sum_{r \geq 1} v^{n-r}[n-r]v^n q^n (q^{-1} - q^{-1})
= \sum_{r \geq 1} v^{n-r-2}[n-r]v^n q^n (q^{-1+\mu^{(r+1)} - q^{-\mu^{(r)}}})
\]

By shifting the index \( r \mapsto r + 1 \) for the partial sum \( \sum_{r \geq 2} \) in the first summand above, we rewrite the above as

\[
\text{LHS (5.13)} = v^{n-1}[n-1]v^n q^n (q^{-n} - q^{-n})
+ \sum_{r \geq 1} (v^{n-r-1}[n-r-1]v^n - v^{n-r-2}[n-r]v^n) q^n (q^{-1+\mu^{(r+1)} - q^{-\mu^{(r)}}})
= v^{n-1}[n-1]v^n q^n (q^{-n} - q^{-n})
- \sum_{r \geq 1} v^{n-1}q^n (q^{-1+\mu^{(r+1)} - q^{-\mu^{(r)}}})
= v^{n-1}[n-1]v^n q^n (q^{\ell-n} - q^{-n})
- v^{n-1}q^n (1 - q^{-n})
= v^n[n]v(q^{\ell-1} - 1).
\]

This proves (5.13) and hence the lemma. \( \square \)

6. Transition relations in the iHall algebra

In this section, we work with the iHall algebra of the Jordan quiver \( \overset{\scriptscriptstyle i}{\mathcal{H}}(kQ_4) \otimes Q(\nu) \), where \( \mathbb{k} = \mathbb{F}_q \) and \( \nu = \sqrt{q} \). We shall determine the relations among the generating functions \( \overset{\scriptscriptstyle i}{E}(z), \overset{\scriptscriptstyle i}{\hat{H}}(z), \overset{\scriptscriptstyle i}{\Theta}(z) \) and \( \overset{\scriptscriptstyle i}{P}(z) \) (see (1.2), (1.3), (1.4), and (1.5)) of several generating sets for the iHall algebra.

6.1. Euler’s identity. (In this subsection, \( q \) can also be interpreted as a formal variable.)

For \( n \in \mathbb{N} \cup \{\infty\} \), we denote by

\[
(x; q)_n = (1 - x)(1 - qx) \ldots (1 - q^{n-1}x).
\]

We have the following identity due to Euler:

\[
\exp_q \left( \frac{x}{1-q} \right) := \sum_{r \geq 0} \frac{x^r}{(1-q)(1-q^2) \ldots (1-q^r)} = \frac{1}{(x; q)_\infty}.
\]

It is elementary to rewrite \( \frac{1}{(x; q)_\infty} \) in terms of the usual exponential function:

\[
\frac{1}{(x; q)_\infty} = \exp \left( \sum_{k \geq 1} \frac{x^k}{k(1-q^k)} \right).
\]
Hence we have

$$\exp_q\left(\frac{x}{1-q}\right) = \exp\left(\sum_{k \geq 1} \frac{x^k}{k(1-q^k)}\right).$$

6.2. $\hat{H}(z)$ vs $\hat{E}(z)$. We prepare some lemmas before formulating the relation between $\hat{H}(z)$ vs $\hat{E}(z)$.

**Lemma 6.1.** For $r \geq 1$ and any partition $\mu$ with $\ell(\mu) \geq r$, we have

$$\sum_{\lambda} G^\mu_{(1^r), \lambda}(q) |\text{Aut}(S^{(1^r)})| = (q^{\ell(\mu)} - 1)(q^{\ell(\mu)} - q) \cdots (q^{\ell(\mu)} - q^{r-1}).$$

**Proof.** By definition of $G^\mu_{(1^r), \lambda}(q)$ we have

$$\sum_{\lambda} G^\mu_{(1^r), \lambda}(q) |\text{Aut}(S^{(1^r)})| = \{|d| \in \text{Hom}(S^{(\mu)}, S^{(1^r)}) \mid d \text{ is surjective}|\}.$$ 

Let $f : S^{(\mu)} \to \top(S^{(\mu)}) = S^{(1^\ell(\mu))}$ be the natural projection. For any epimorphism $d : S^{(\mu)} \to S^{(1^r)}$, there exists a unique epimorphism $g : S^{(1^\ell(\mu))} \to S^{(1^r)}$ such that $d = gf$. Thus,

$$\{|d| \in \text{Hom}(S^{(\mu)}, S^{(1^r)}) \mid d \text{ is surjective}|\} = \{|g| \in \text{Hom}(S^{(1^\ell(\mu))}, S^{(1^r)}) \mid g \text{ is surjective}|\} = (q^{\ell(\mu)} - 1)(q^{\ell(\mu)} - q) \cdots (q^{\ell(\mu)} - q^{r-1}).$$

□

**Lemma 6.2.** (cf., e.g., [17, Lemma 5.4]) Let $p \in \mathbb{Z}_{\geq 1}$. Let $d \in \mathbb{Z}$ be such that $|d| \leq p - 1$ and $d \equiv p - 1 \pmod{2}$. Then

$$\sum_{n=0}^{p} (-1)^n v^{-dn} \left[p\right] = 0.$$ 

Recall $\hat{E}(z), \hat{H}(z)$ from (1.2) and (1.3). Recall $\exp_q\left(\frac{x}{1-q}\right)$ from (6.1).

**Proposition 6.3.** We have

$$\hat{H}(z)\hat{E}(-z) = \exp_q\left(\frac{[K_S]z^2}{1-q}\right).$$

**Proof.** Recall from (4.11) that

$$[S^{(\lambda)}] \star [S^{(1^a)}] = \sum_{\nu=0}^a \sum_{\omega, \nu} G^\omega_{\nu,(1^{a-\nu})}(q) G^\lambda_{(1^r), \nu}(q) \frac{|\text{Aut}(S^{(\nu)})| \cdot |\text{Aut}(S^{(1^{a-\nu})})|}{|\text{Aut}(S^{(\omega)})|}$$

$$\times (q^a - 1) \cdots (q^a - q^{r-1}) [S^{(\nu)}] \ast [K_S]^r.$$ 

Hence we have

$$\hat{H}(z)\hat{E}(-z)$$

$$= \sum_{a \geq 0} \sum_{b \geq 0} \sum_{\lambda \vdash b} (-1)^a q^{a(a-1)} \frac{[S^{(\lambda)}]}{|\text{Aut}(S^{(\lambda)})|} \ast \frac{[S^{(1^a)}]}{|\text{Aut}(S^{(1^a)})|} z^{a+b}$$

$$= \sum_{a \geq 0} \sum_{b \geq 0} \sum_{\lambda \vdash b} (-1)^a q^{a(a-1)} \sum_{\omega, \nu} G^\omega_{\nu,(1^{a-\nu})}(q) G^\lambda_{(1^r), \nu}(q) \frac{|\text{Aut}(S^{(\nu)})| \cdot |\text{Aut}(S^{(1^{a-\nu})})|}{|\text{Aut}(S^{(\omega)})| \cdot |\text{Aut}(S^{(\lambda)})| \cdot |\text{Aut}(S^{(1^r)})|}$$

$$\times (q^a - 1) \cdots (q^a - q^{r-1}) [S^{(\nu)}] \ast [K_S]^r z^{a+b}.$$
Here the last equality follows by the Riedtmann-Peng formula
\[
\sum_{\lambda \vdash b} G_{\lambda^\kappa}^\omega(q) \frac{\abs{\Aut(S^{(1^a-r)})}}{\abs{\Aut(S^\omega)} \cdot \abs{\Aut(S^\nu)} \cdot \abs{\Aut(S^{(1^a-r)})}} \times (q^a - 1) \cdots (q^a - q^a-r) |S^\omega| \cdot |K_S| z^{a+b}.
\]

Observe that \((q^a - 1) \cdots (q^a - q^a-r-1) |\Aut(S^{(1^a-r)})| = \nu^{(a-r)} \left[ a \atop r \right] \). Hence
\[
\hat{H}(z) \hat{E}(-z) = \sum_{a \geq 0} \sum_{b \geq 0} (-1)^a \nu^{(a-1)} \sum_{\omega, r \vdash b \cdot (b-r)} G_{\nu, (1^a-r)}^\omega(q) \frac{\abs{\Aut(S^{(1^a-r)})}}{\abs{\Aut(S^\omega)} \cdot \abs{\Aut(S^\nu)} \cdot \abs{\Aut(S^{(1^a-r)})}} \times \nu^{(a-r)} \left[ a \atop r \right] |S^\omega| \cdot |K_S| z^{a+b}.
\]

Fix \(\omega\) and \(r\) in the following. If \(\omega = \emptyset\), then \(a = r = b\) and \(\nu = \emptyset\). The coefficient of \([K_S]^r z^{2r}\) is equal to
\[
(-1)^r \nu^{(r-1)} \left[ a \atop r \right] = \frac{1}{(1-q^r)(1-q^r-1) \cdots (1-q)}.
\]
Now assume that \(\omega \neq \emptyset\). Then \(G_{\nu, (1^a-r)}^\omega(q) \neq 0\) implies that \(a + b = |\omega| + 2r\) and \(r \leq a \leq \ell(\omega) + r\). Hence, by Lemma 6.1, the coefficient of \([S^\omega] \cdot [K_S]^r z^{a+b}\) (with the factor \(\frac{1}{\abs{\Aut(S^\nu)}}\) ignored) is equal to
\[
\sum_{r \leq a \leq \ell(\omega)+r} (-1)^a \nu^{(a-1)} \nu^{(a-r)} \left[ a \atop r \right] \frac{1}{\abs{\Aut(S^{(1^a-r)})}} \left( \sum_{\nu} G_{\nu, (1^a-r)}^\omega(q) \abs{\Aut(S^{(1^a-r)})} \right)
\]
\[
= (-1)^r \nu^{(r-1)} \left[ a \atop r \right] + \sum_{r < a \leq \ell(\omega)+r} (-1)^a \nu^{(a-r)} \left[ a \atop r \right] \frac{(q^a - 1) \cdots (q^a - q^a-r-1)}{(q^a - 1) \cdots (q^a - q^a)}
\]
\[
= (-1)^{r+1} \nu^{(r+1)} \frac{1}{[r]! \nu^{-1}([v]-[v-1])^r} + \sum_{r < a \leq \ell(\omega)+r} (-1)^{a-r} \nu^{(a-r)} \nu^{(a-r)} \left[ a-r \atop r \right] \frac{[\ell(\omega)^2]}{[a-r]! [\ell(\omega)-a+r]!}
\]
\[
= (-1)^{r+1} \nu^{(r+1)} \frac{1}{[r]! \nu^{-1}([v]-[v-1])^r} \left( 1 + \sum_{r < a \leq \ell(\omega)+r} (-1)^{a-r} \nu^{(a-r)} \nu^{(a-r)} \left[ a-r \atop r \right] \frac{[\ell(\omega)^2]}{[a-r]! [\ell(\omega)-a+r]!} \right)
\]
\[
= (-1)^{r+1} \nu^{(r+1)} \frac{1}{[r]! \nu^{-1}([v]-[v-1])^r} \left( \sum_{0 \leq c \leq \ell(\omega)-1} (-1)^c \nu^{(\ell(\omega)-1)} \left[ \ell(\omega) \atop c \right] = 0, \right.
\]
where the last 2 equalities used a substitution \(c = a - r\) and Lemma 6.2. Then the desired formula follows. \(\square\)
6.3. \( \tilde{\Theta}(z) \) vs \( \tilde{E}(z) \).

**Lemma 6.4.** Assume \( a, b > 0 \). The following identities hold in \( \tilde{H}(kQ_J) \): for \( a > 1 \),

\[
(6.3) \quad [S^{(a)}] \ast [S^{(1\beta)}] = q^{-b}[S^{(a)} \oplus S^{(1\beta)}] + (1 - q^{-b})[S^{(a+1)} \oplus S^{(b-1)}] \]
\[
+ (q - q^{-1})[S^{(a-1)} \oplus S^{(b-1)}] * [K_S] + (q - q^{-1})(q^{b-1} - 1)[S^{(a)} \oplus S^{(b-2)}] * [K_S];
\]

for \( a = 1 \),

\[
(6.4) \quad [S] * [S^{(1\beta)}] = q^{-b}[S^{(1\beta+1)}] + (1 - q^{-1})[S^{(1\beta-1)} \oplus S^{(2)}] + (q^{b} - 1)[S^{(1\beta-1)}] * [K_S].
\]

**Proof.** It follows by a direct computation, or by Lemma 4.7. \( \square \)

Inspired by [16], we define

\[
\hat{\Theta}_m = \frac{[S^{(m)}]}{v - v^{-1}}.
\]

Recall \( \hat{\Theta}(z) \) from (1.4). We further denote

\[
(6.5) \quad \hat{\Theta}(z) = \sum_{r \geq 0} (v - v^{-1}) \hat{\Theta}_r z^r = \sum_{r \geq 0} [S^{(r)}] z^r.
\]

**Proposition 6.5.** We have

\[
(6.6) \quad \hat{\Theta}(z) \tilde{E}(-qz) = (1 - q[K_S]z^2) \tilde{E}(-z).
\]

By definition we have

\[
(6.7) \quad \hat{\Theta}(z) \tilde{E}(-qz) = \sum_{a \geq 0} \sum_{b > 0} (-q)^b v^{b(b-1)} \frac{[S^{(a)}] \ast [S^{(1\beta)}]}{|\text{Aut}(S^{(1\beta)})|} z^{a+b}.
\]

By Lemma 6.4, only the terms \([S^{(a)} \oplus S^{(1\beta)}] z^{a+b} \) and \([S^{(a)} \oplus S^{(1\beta)}] * [K_S] z^{a+b+2} \) can appear on the right-hand side of (6.7).

For \( a > 1 \), the term \([S^{(a)} \oplus S^{(1\beta)}] z^{a+b} \) comes from \([S^{(a)}] \ast [S^{(1\beta)}] \) or \([S^{(a-1)}] \ast [S^{(1\beta+1)}] \), and hence its coefficient is equal to

\[
(-q)^b v^{b(b-1)} \frac{q^{-b}}{|\text{Aut}(S^{(1\beta)})|} + (-q)^{b+1} v^{b(b+1)} \frac{1 - q^{-b+1}}{|\text{Aut}(S^{(1\beta+1)})|} = 0,
\]

thanks to \( |\text{Aut}(S^{(1\beta+1)})| = |\text{Aut}(S^{(1\beta)})| \cdot q^b(q^{b+1} - 1) \).

Similarly, the term \([S^{(a)} \oplus S^{(1\beta)}] * [K_S] z^{a+b+2} \) comes from \([S^{(a+1)}] * [S^{(1\beta+1)}] \) or \([S^{(a)}] \ast [S^{(1\beta+2)}] \), and hence its coefficient is equal to

\[
(-q)^{b+1} v^{b(b+1)} \frac{q - q^{-1(b+1)}}{|\text{Aut}(S^{(1\beta+1)})|} + (-q)^{b+2} v^{b(b+1)(b+2)} \cdot \frac{q - q^{-1(b+2)}(q^{b+2} - 1)}{|\text{Aut}(S^{(1\beta+2)})|} = 0.
\]

Hence, only the terms \([S^{(1\beta)}] z^b \) and \([S^{(1\beta)}] * [K_S] z^{b+2} \) can appear nontrivially on RHS of (6.7).
For any $b \geq 0$, the term $[S^{(1^b)}]z^b$ comes from $[S^{(0)}] \ast [S^{(1^b)}]$ or $[S] \ast [S^{(1^{b-1})}]$, and hence its coefficient is equal to

$$(-q)^b v^{b-1} \frac{1}{\text{Aut}(S^{(1^b)})} + (-q)^b v^{(b-1)(b-2)} \frac{q-(b-1)}{\text{Aut}(S^{(1^{b-1})})} = (-1)^b v^{b-1} \frac{\text{Aut}(S^{(1^b)})}{\text{Aut}(S^{(1^b)})}.$$ 

The term $[S^{(1^b)}] \ast [K_S]z^{b+2}$ comes from $[S] \ast [S^{(1^{b+1})}]$ and $[S^{(2)}] \ast [S^{(1^b)}]$, and hence its coefficient is equal to

$$(-q)^{b+1} v^{b+1} \frac{q-b}{\text{Aut}(S^{(1^b+1)})} + (-q)^b v^{b-1} \frac{q-b}{\text{Aut}(S^{(1^b)})} = (-1)^b v^{b-1} \frac{qv^{b-1}}{\text{Aut}(S^{(1^b)})}.$$ 

Therefore we have

$$\tilde{\Theta}(z)\tilde{E}(-qz) = \sum_{b \geq 0} (-1)^b \frac{v^{b-1}}{\text{Aut}(S^{(1^b)})} [S^{(1^b)}]z^b + \sum_{b \geq 0} (-1)^{b+1} \frac{qv^{b-1}}{\text{Aut}(S^{(1^b)})} [S^{(1^b)}] \ast [K_S]z^{b+2}$$

$$= \tilde{E}(-z) - q[K_S]z^2 \tilde{E}(-z) = (1 - q[K_S]z^2)\tilde{E}(-z).$$

This proves the proposition. \qed

6.4. $\tilde{\Theta}(z)$ vs $\tilde{P}(z)$. Recall $\tilde{\Theta}(z), \tilde{\Theta}_r$ from (1.4) and (6.5). Define $\tilde{T}_m \in \tilde{H}(k\mathcal{Q}_1)$ by

$$\tilde{\Theta}(z) = \exp \left( (v - v^{-1}) \sum_{m \geq 1} \tilde{T}_m z^m \right).$$

**Lemma 6.6.** The identity (6.8) is equivalent to

$$m\tilde{\Theta}_m = (v - v^{-1}) \sum_{1 \leq l \leq m} l\tilde{T}_l \ast \tilde{\Theta}_{m-l}, \quad \forall m \geq 1,$$

where $\tilde{\Theta}_0 = \frac{1}{v-v^{-1}}$.

**Proof.** First assume (6.8) holds. Applying the differentiation $\frac{d}{dz}$ to (6.8), we have

$$\sum_{m \geq 1} (v - v^{-1}) m\tilde{\Theta}_m z^{m-1} = \left( (v - v^{-1}) \sum_{l \geq 1} l\tilde{T}_l z^{l-1} \right) \left( 1 + \sum_{m \geq 1} (v - v^{-1}) \tilde{\Theta}_m z^m \right).$$

Now (6.9) follows by comparing coefficients of $z^{m-1}$ on both sides.

Conversely, assume (6.9) holds. That is, (6.10) holds. We obtain

$$\frac{d}{dz} \tilde{\Theta}(z) = \left( (v - v^{-1}) \sum_{l \geq 1} l\tilde{T}_l z^{l-1} \right) \tilde{\Theta}(z),$$

and hence, $\frac{d}{dz} \ln \tilde{\Theta}(z) = \frac{d}{dz} \left( (v - v^{-1}) \sum_{l \geq 1} l\tilde{T}_l z^l \right)$. Then, $\ln \tilde{\Theta}(z) = (v - v^{-1}) \sum_{l \geq 1} l\tilde{T}_l z^l$ (as both sides have constant term 0), whence (6.8). \qed

Recall $\tilde{P}(z)$ and $\tilde{P}_r$ from (1.5), for $r \geq 1$.

**Proposition 6.7.** We have

$$\tilde{T}_m = vm \left[ \frac{m}{m} \right] \tilde{P}_m - \delta_{m,m} v^{m/2} \left[ \frac{m/2}{m} \right] v^{[K_S]m/2} \quad (m \geq 1),$$

$$\tilde{\Theta}(z) = \exp \left( \sum_{r \geq 1} \frac{q^r - 1}{r} \tilde{P}_r z^r \right) \exp \left( \sum_{k \geq 1} \frac{1 - q^k}{2k} [K_S]^k z^{2k} \right).$$
Proof. The identity (6.12) follows from (6.8) and (6.11) by a formal manipulation. So it remains to prove (6.11). We proceed by induction on \( m \). It is trivial for \( m = 1 \).

Let \( m \geq 2 \). By applying (6.9), the inductive assumption and then Lemma 4.7, we have

\[
m\hat{T}_m = m\hat{\Theta}_m - (v - v^{-1}) \sum_{1 \leq l \leq m-1} lT_l \ast \hat{\Theta}_{m-l}
\]

\[
= m\hat{\Theta}_m - (v - v^{-1}) \sum_{1 \leq l \leq m-1} (v^l)[v] - \delta_{le,v}v^{l/2}[l/2][v][K_S]^{l/2} \ast \hat{\Theta}_{m-l}
\]

\[
= m\hat{\Theta}_m - \sum_{1 \leq l \leq m-1} v^l[l][v] \varphi_{\ell(\lambda)-1}(q) \frac{[S(\lambda)] * [S(m-l)]}{|\text{Aut}(S(\lambda))|} \\
+ \sum_{1 \leq l \leq m-1} \delta_{le,v}v^{l/2}[l/2][v][K_S]^{l/2} * [S(m-l)]
\]

\[
= m\hat{\Theta}_m - \sum_{1 \leq l \leq m-1} v^l[l][v] \varphi_{\ell(\lambda)-1}(q) \frac{1}{|\text{Aut}(S(\lambda))|} \\
\times \sum_{\omega, r \geq 0} \frac{|\text{Ext}^1(S(\nu), S(m-l-
u))]_{S(\omega)} \cdot |\text{Ext}^1(S(r), S(\nu))|_{S(\lambda)} \cdot |\text{Aut}(S(\lambda))|}{|\text{Hom}(S(\nu), S(m-l-
u))] \cdot |\text{Hom}(S(r), S(\nu))| \cdot |\text{Aut}(S(\nu))|} [S(\omega)]_{[S(\lambda)]} \
+ \sum_{1 \leq l \leq m-1} \delta_{le,v}v^{l/2}[l/2][v][K_S]^{l/2} * [S(m-l)].
\]

By Corollary 5.2, the second summand of the above formula is zero unless either \( r = 0 \) or \( \nu = 0 \). In particular, if \( \nu = 0 \), then \( \lambda = (r), r = l \) and \( \omega = (m - 2l) \). So we have

\[
(6.13) \quad m\hat{T}_m = m\hat{\Theta}_m - \sum_{1 \leq l \leq m-1} v^l[l][v] \varphi_{\ell(\lambda)-1}(q) \sum_{\omega} \frac{|\text{Ext}^1(S(\lambda), S(m-l-
u))]_{S(\omega)} \cdot |\text{Ext}^1(S(r), S(\nu))|_{S(\lambda)} \cdot |\text{Aut}(S(\lambda))|}{|\text{Hom}(S(\nu), S(m-l-
u))] \cdot |\text{Hom}(S(r), S(\nu))| \cdot |\text{Aut}(S(\nu))|} [S(\omega)]_{[S(\lambda)]} 
- \sum_{1 \leq l \leq m-1} v^l[l][v][S(m-2l)] \ast [K_S]^l + \sum_{1 \leq l \leq m-1} \delta_{le,v}v^{l/2}[l/2][v][K_S]^{l/2} * [S(m-l)].
\]

Observe that

\[
- \sum_{1 \leq l \leq m-1} v^l[l][v][S(m-2l)] \ast [K_S]^l + \sum_{1 \leq l \leq m-1} \delta_{le,v}v^{l/2}[l/2][v][K_S]^{l/2} * [S(m-l)]
\]

\[
= - \sum_{1 \leq l \leq m-1} v^l[l][v][S(m-2l)] \ast [K_S]^l + \sum_{1 \leq \frac{m-1}{2}} v^l[l][v][K_S]^l \ast [S(m-2l)]
\]

\[
= - \delta_{m, ev}v^{m/2}[m/2][v][K_S]^{m/2}.
\]

Hence the proof of (6.11) reduces to the validity of the following identity:

\[
(6.14) \quad v^m[v]P_m - m\hat{\Theta}_m + \sum_{1 \leq l \leq m-1} v^l[l][v] \varphi_{\ell(\lambda)-1}(q) \sum_{\omega} \frac{|\text{Ext}^1(S(\lambda), S(m-l-
u))]_{S(\omega)} \cdot |\text{Ext}^1(S(r), S(\nu))|_{S(\lambda)} \cdot |\text{Aut}(S(\lambda))|}{|\text{Hom}(S(\nu), S(m-l-
u))] \cdot |\text{Hom}(S(r), S(\nu))| \cdot |\text{Aut}(S(\nu))|} [S(\omega)]_{[S(\lambda)]} = 0.
\]

By Riedtmann-Peng formula, we have

\[
\frac{|\text{Ext}^1(S(\lambda), S(m-l-
u))]_{S(\omega)}|}{|\text{Hom}(S(\lambda), S(m-l-
u))] \cdot |\text{Aut}(S(\lambda))|} = \frac{G_{S(\lambda), S(m-l-
u)}[S(\omega)]_{S(\lambda)}}{|\text{Aut}(S(\lambda))|}. 
\]
Hence the identity (6.14) is equivalent to the following
\[(6.15)\]
\[
\mathbf{v}^m[m] \cdot \hat{P}_m - m \hat{\Theta}_m + \sum_{\omega \cdot m} \sum_{1 \leq i \leq m-1} \mathbf{v}^i \varphi_{\ell}^{(i)}(q) \frac{G_{S(\omega)}^{S_m(\omega), S_m(\omega-1)} \cdot \text{Aut}(S_m(\omega-1))}{\text{Aut}(S_m(\omega))} [S_m(\omega)] = 0.
\]

We shall prove the identity (6.15) by considering the coefficients of \([S_m(\omega)]\) in 2 separated cases:

**Case (a):** \(\ell(\omega) = 1\). Then \(\omega = (m)\) and \(\lambda = (l)\). Hence the coefficient of \([S_m(\omega)]\) is equal to
\[
\mathbf{v}^m[m] \cdot \frac{1}{\text{Aut}(S_m(\omega))} - \frac{m}{\mathbf{v} - \mathbf{v}^-1} + \sum_{1 \leq i \leq m-1} \mathbf{v}^i \cdot \frac{\varphi_{\ell}^{(i)}(q) \cdot G_{S(\omega)}^{S_m(\omega), S_m(\omega-1)} \cdot \text{Aut}(S_m(\omega-1))}{\text{Aut}(S_m(\omega))} = 0.
\]

**Case (b):** \(\ell(\omega) > 1\). Then the coefficient of \([S_m(\omega)]\) is equal to
\[
\sum_{1 \leq i \leq m} \mathbf{v}^i \cdot \frac{\varphi_{\ell}^{(i)}(q) \cdot G_{S(\omega)}^{S_m(\omega), S_m(\omega-1)} \cdot \text{Aut}(S_m(\omega-1))}{\text{Aut}(S_m(\omega))} = 0.
\]

\[
= \mathbf{v}^m[m] \cdot \varphi_{\ell}^{(1)}(q) \cdot \frac{1}{\text{Aut}(S_m(\omega))} - \frac{m}{\mathbf{v} - \mathbf{v}^-1} + \sum_{1 \leq i \leq m-1} \mathbf{v}^i \cdot \frac{\varphi_{\ell}^{(i)}(q) \cdot G_{S(\omega)}^{S_m(\omega), S_m(\omega-1)} \cdot \text{Aut}(S_m(\omega-1))}{\text{Aut}(S_m(\omega))}.
\]

\[
= \mathbf{v}^m[m] \cdot \varphi_{\ell}^{(1)}(q) \cdot \frac{1}{\text{Aut}(S_m(\omega))} - \frac{m}{\mathbf{v} - \mathbf{v}^-1} + \sum_{1 \leq i \leq m-1} \mathbf{v}^i \cdot \frac{\varphi_{\ell}^{(i)}(q) \cdot G_{S(\omega)}^{S_m(\omega), S_m(\omega-1)} \cdot \text{Aut}(S_m(\omega-1))}{\text{Aut}(S_m(\omega))}.
\]

\[
\sum_{1 \leq i \leq m} \mathbf{v}^i \cdot \frac{\varphi_{\ell}^{(i)}(q) \cdot G_{S(\omega)}^{S_m(\omega), S_m(\omega-1)} \cdot \text{Aut}(S_m(\omega-1))}{\text{Aut}(S_m(\omega))} = 0.
\]

where the second last equality uses Lemma 5.4 and the equation (\(\ast\)) uses a substitution \(a = m - l\). This finishes the proof of the proposition. \(\Box\)
6.5. $\hat{H}(z)$ or $\hat{E}(z)$ vs $\hat{P}(z)$. Recall $\hat{E}(z)$, $\hat{H}(z)$ and $\hat{P}(z)$ from (1.2), (1.3), (1.5), respectively.

Proposition 6.8. We have

$$
\hat{E}(z) = \exp \left( \sum_{r \geq 1} \frac{(-1)^{r-1}}{r} \hat{P}_r z^r \right) \exp_q \left( \frac{[K_S] z^2}{1 - q} \right)^{\frac{1}{2}},
$$

$$
\hat{H}(z) = \exp \left( \sum_{r \geq 1} \frac{1}{r} \hat{P}_r z^r \right) \exp_q \left( \frac{[K_S] z^2}{1 - q} \right)^{\frac{1}{2}}.
$$

Proof. These 2 formulas are equivalent by Proposition 6.3, and so we only need to prove the first one for $\hat{E}(z)$. Proposition 6.5 can be rewritten as

$$
\frac{\hat{E}(z)}{E(-q z)} = \frac{\hat{H}(z)}{1 - q[K_S] z^2}.
$$

Replacing $z$ by $q^m z$ for $m \geq 0$ above, we obtain

(6.16) \[ \hat{E}(-z) = \prod_{m \geq 0} \frac{\hat{E}(-q^m z)}{E(-q^{m+1} z)} = \prod_{m \geq 0} \frac{\hat{H}(q^m z)}{1 - q^{2m+1}[K_S] z^2}. \]

It follows by (6.12) that

\[ \hat{\Theta}(z) = \frac{\exp \left( \sum_{r \geq 1} \frac{q^r}{r} \hat{P}_r z^r \right) \exp \left( \sum_{k \geq 1} \frac{1 - q^k}{2k} [K_S]^k z^{2k} \right)}{\exp \left( \sum_{r \geq 1} \frac{1}{r} \hat{P}_r z^r \right) \exp \left( \sum_{k \geq 1} \frac{1 - q^k}{2k} [K_S]^k z^{2k} \right)}. \]

Therefore, we have

$$
\prod_{m \geq 0} \hat{\Theta}(q^m z) = \exp \left( - \sum_{r \geq 1} \frac{1}{r} \hat{P}_r z^r \right) \cdot \exp \left( \sum_{m \geq 0} \sum_{k \geq 1} \frac{1 - q^k}{2k} [K_S]^k (q^m z)^{2k} \right)
$$

$$
= \exp \left( - \sum_{r \geq 1} \frac{1}{r} \hat{P}_r z^r \right) \cdot \exp \left( \frac{1}{2} \sum_{m \geq 0} \sum_{k \geq 1} \frac{q^{2mk} - q^{(2m+1)k}}{k} [K_S]^k z^{2k} \right)
$$

$$
= \exp \left( - \sum_{r \geq 1} \frac{1}{r} \hat{P}_r z^r \right) \cdot \exp \left( \frac{1}{2} \sum_{m \geq 0} \ln \frac{1 - q^{2m+1}[K_S] z^2}{1 - q^{2m}[K_S] z^2} \right)
$$

$$
= \exp \left( - \sum_{r \geq 1} \frac{1}{r} \hat{P}_r z^r \right) \cdot \left( \prod_{m \geq 0} \frac{1 - q^{2m+1}[K_S] z^2}{1 - q^{2m}[K_S] z^2} \right)^{\frac{1}{2}}.
$$

Plugging this formula into (6.16) and using Euler’s identity (6.1), we obtain

$$
\hat{E}(-z) = \exp \left( - \sum_{r \geq 1} \frac{1}{r} \hat{P}_r z^r \right) \cdot \left( \prod_{n \geq 0} (1 - q^n[K_S] z^2) \right)^{-\frac{1}{2}}
$$

$$
= \exp \left( - \sum_{r \geq 1} \frac{1}{r} \hat{P}_r z^r \right) \exp_q \left( \frac{[K_S] z^2}{1 - q} \right)^{\frac{1}{2}}.
$$

This proves Proposition 6.8. \qed

Corollary 6.9. We have

$$
\hat{P}(-z)\hat{E}(z) = \hat{E}'(z) - \hat{E}(z) \sum_{k \geq 1} \frac{[K_S]^k z^{2k-1}}{1 - q^k}.
$$
Proof. It follows by first replacing $\exp_q$ in the first formula in Proposition 6.8 via the identity (6.2), and then applying the differentiation $\frac{d}{dz}$.

References

[1] T. Bridgeland, Quantum groups via Hall algebras of complexes, Ann. Math. 177 (2013), 739–759.
[2] P. Baumann and C. Kassel, The Hall algebra of the category of coherent sheaves on the projective line, J. Reine Angew. Math. 533 (2001), 207–233.
[3] H. Bao, J. Kujawa, Y. Li and W. Wang, Geometric Schur duality of classical type, Transform. Groups 23 (2018), 329–389.
[4] N. Bogoliubov and R. Bullough, A $q$-deformed completely integrable Bose gas model, J. Phys. A: Math. Gen., 25 (14) (1992), p. 4057.
[5] A. Buch, A. Kresch and H. Tamvakis, A Giambelli formula for isotropic Grassmannians, Selecta Math. (N.S.) 23 (2017), 809–914.
[6] J. Blasiak, J. Morse, A. Pun and D. Summers, Catalan functions and k-Schur positivity, J. Amer. Math. Soc. 32 (2019), 921–963.
[7] H. Bao and W. Wang, A new approach to Kazhdan-Lusztig theory of type $B$ via quantum symmetric pairs, Astérisque 402, 2018, vii+134 pp, arXiv:1310.0103
[8] M. Gorsky, Semi-derived and derived Hall algebras for stable categories, IMRN, 2018, No. 1, 138–159.
[9] J.A. Green, Hall algebras, hereditary algebras and quantum groups, Invent. Math. 120 (1995), 361–377.
[10] N. Jing, Vertex operators and Hall-Littlewood symmetric functions, Adv. Math. 87 (1991), 226–248.
[11] M. Kapranov, Eisenstein series and quantum affine algebras, J. Math. Sci. 84 (1997), 1311–1360.
[12] K. Koike and I. Terada. Young-diagrammatic methods for the representation theory of the classical groups of type $B_n$, $C_n$, $D_n$, J. Algebra 107 (1987), 466–511.
[13] C. Lecourvey, A duality between $q$-multiplicities in tensor products and $q$-multiplicities of weights for the root systems $B,C$, or $D$, J. Comb. Theory A 113 (2006), 739–761.
[14] M. Lu, Semi-derived Ringel-Hall algebras of 1-Gorenstein algebras, Appendix A to [19].
[15] M. Lu and L. Peng, Semi-derived Ringel-Hall algebras and Drinfeld double, Adv. Math. 383 (2021), 107668.
[16] M. Lu, S. Ruan and W. Wang, $i$-Hall algebra of the projective line and $q$-Onsager algebra, Trans. Amer. Math. Soc. 376 (2023), no. 2, 1475–1505.
[17] M. Lu and W. Wang, Hall algebras and quantum symmetric pairs of Kac-Moody type, arXiv:2006.06904
[18] M. Lu and W. Wang, Hall algebras and quantum symmetric pairs II: reflection functors, Commun. Math. Phys. 381 (2021), 799–855.
[19] M. Lu and W. Wang, Hall algebras and quantum symmetric pairs I: foundations, Proc. Lond. Math. Soc. (3) 124 (2022), no. 1, 1–82.
[20] L. Luo and W. Wang, Lectures on dualities ABC in representation theory, In: “Forty Years of Algebraic Groups, Algebraic Geometry, and Representation Theory in China”, (eds. J. Du, J. Wang, L. Lin), World scientific, 2022.
[21] G. Lusztig, Introduction to Quantum Groups, Birkhäuser, Boston, 1993.
[22] J.G. Macdonald, Symmetric functions and Hall polynomials, Oxford Mathematical Monographs, Oxford University Press, New York, second edition, 1995.
[23] A.O. Morris, A note on the multiplication of Hall functions, J. Lond. Math. Soc. 39 (1964), 481–488.
[24] S. Okada, Pieri rules for classical groups and equinumeration between generalized oscillating tableaux and semistandard tableaux, Electron. J. Combin. 23 (2016), no. 4, Paper 4.43, 27 pp.
[25] S. Okada, Symplectic Q-functions, J. Combin. Theory Ser. A 180 (2021), 105416.
[26] C.M. Ringel, Hall algebras and quantum groups, Invent. Math. 101 (1990), 583–591.
[27] O. Schiffmann, Noncommutative projective curves and quantum loop algebras, Duke Math. J. 121 (2004), 113–168.
[28] O. Schiffmann, Lectures on Hall algebras, Geometric methods in representation theory II, 1–141, Sémin. Congr., 24-II, Soc. Math. France, Paris, 2012, arXiv:math/0611617
[29] S. Sundaram, The Cauchy identity for $Sp(2n)$, J. Combin. Theory Ser. A 53 (1990), 209–238.
[30] M. Shimozono and M. Zabrocki, Hall-Littlewood vertex operators and generalized Kostka polynomials, Adv. Math. 158 (2001), 66–85.
[31] M. Shimozono and M. Zabrocki, Deformed universal characters for classical and affine algebras, J. Algebra 299 (2006), 33–61.
[32] H. Tamvakis, Giambelli, Pieri, and tableau formulas via raising operators, J. Reine Angew. Math. 652 (2011), 207–244.

□
[33] H. Tamvakis, *The theory of Schur polynomials revisited*, Enseign. Math. 58 (2012), 147–163.
[34] N. Tsilevich, *The quantum inverse scattering problem method for the q-boson model, and symmetric functions*, Funct. Anal. Appl., 40 (3) (2006), 53–65.
[35] M. Wheeler and P. Zinn-Justin, *Refined Cauchy/Littlewood identities and six-vertex model partition functions: III. deformed bosons*, Adv. Math. 299 (2016), 543–600.

**Department of Mathematics, Sichuan University, Chengdu 610064, P.R. China**
*Email address*: luming@scu.edu.cn

**School of Mathematical Sciences, Xiamen University, Xiamen 361005, P.R. China**
*Email address*: sqruan@xmu.edu.cn

**Department of Mathematics, University of Virginia, Charlottesville, VA 22904, USA**
*Email address*: ww9c@virginia.edu