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Abstract. We focus on the Clifford-algebra valued variable coefficients Riemann–Hilbert boundary value problems (for short RHBVPs) for axially monogenic functions on Euclidean space $\mathbb{R}^{n+1}, n \in \mathbb{N}$. With the help of Vekua system, we first make one-to-one correspondence between the RHBVPs considered in axial domains and the RHBVPs of generalized analytic function on complex plane. Subsequently, we use it to solve the former problems, by obtaining the solutions and solvable conditions of the latter problems, so that we naturally get solutions to the corresponding Schwarz problems. In addition, we also use the above method to extend the case to RHBVPs for axially null-solutions to $(D - \alpha) \phi = 0, \alpha \in \mathbb{R}$.
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1. Introduction

The original version of RHBVPs for analytic functions were was presented by Bernhard Riemann in 1851 [30]. Since Hilbert published his groundbreaking work [21], in which the problem was associated with singular integral operators, the theory of RHBVPs has started to flourish, see, Refs. [1,3,4,8,11,13,15,26,28,29,34]. Besides this, nowadays, the study of such problems has been received wide attention in application fields. This is because the study of many practical problems from mechanics, physics, statistical physics, engineering technology and from theory of orthogonal polynomials and random matrices, see, e.g. [1,8,11,28,29], can be attributed to that of a singular integral equation, see, Refs. [15,29], or of a Riemann–Hilbert...
problem. Such that, it is of interest to see what it looks like in higher Euclidean dimensions from the view of not only theory values but also practical applications.

Clifford combined the geometric structure and algebraic theory in high-dimensional space and created Clifford algebra, which is an associative but noncommutative algebraic structure. Clifford analysis is the analysis of classical function theory on Clifford algebra. It is the extension of real analysis, complex analysis and quaternion analysis to high-dimensional space. The introduction of Dirac operator in Euclidean space and the appearance of its null-solution monogenic function are important milestones to promote the development of Clifford analysis. Compared with the classical theory of holomorphic functions in complex analysis, many outstanding scholars have done a lot of research, see, Refs. [5,12,16]. To our knowledge, since 1990s, RHBVPs have been extended into higher dimensional spaces of $\mathbb{R}^{n+1}$, $n \in \mathbb{N}$, see, [35]. Afterwards, many scholars are devoting to the higher dimensional RHBVPs in the setting of quaternion analysis or Clifford analysis. For instance, in [2,6,7,17,18,22–24] scholars have considered the RHBVPs with constant coefficients and obtained their explicit solutions. In [19], the authors went one step further and solved the variable coefficient RHBVPs for axial monogenic functions in $\mathbb{R}^{4}$ by using the Fueter theorem in $\mathbb{R}^{4}$. More details can also be found in [20,25,27]. However, the method there is not applicable to study the variable coefficients RHBVPs for monogenic functions of axial type in $\mathbb{R}^{3}$, not to mention for axially symmetric monogenic functions defined in higher dimensional Euclidean space $\mathbb{R}^{n+1}$, because the derived boundary value conditions from those of the RHBVPs considered are too complicated. Moreover, besides this, as far as we know, few study of the variable coefficients RHBVPs for monogenic functions, even though for the special cases of axially symmetric monogenic functions defined in higher dimensional Euclidean space, can be seen in references up to date.

Based on all of these facts above, in this paper we mainly investigate Clifford-algebra valued variable coefficients RHBVPs in $\mathbb{R}^{n+1}$ for axially monogenic functions. We first convert them to RHBVPs of the generalized analytic function on the complex plane with the help of Vekua system, after that, we elaborate the form of the general solution of the RHBVPs for generalized analytic function and their solvable conditions. Afterwards, we use these conclusions to solve Clifford-algebra valued variable coefficient RHBVPs, whose boundary date is Hölder continuous, for axial monogenic function, in what follows the corresponding Schwarz problems are solved. Furthermore, we extend the results obtained to null-solutions with axial symmetry to $(D - \alpha)\phi = 0$, $\alpha \in \mathbb{R}$.

The paper proceeds as follows. In Sect. 2, we introduce the definitions and notations of Clifford analysis that we need in what follows. Section 3 is devoted to solving Clifford-algebra valued variable coefficients RHBVPs in $\mathbb{R}^{n+1}$ of the axial monogenic functions. In Sect. 4, we extend the conclusions from the previous section to boundary value problems of Riemann–Hilbert type for null-solutions with axial symmetry to a perturbed generalised Cauchy–Riemann operator.
2. Preliminaries

In this section, we in brief review some notions an definitions of Clifford algebra. For more details we refer to [5,16,35].

Let \( \{e_1,e_2,\ldots,e_n\} \), \( n \in \mathbb{N} \) be the orthonormal basis of \( \mathbb{R}^n \), satisfying:
\[
e_j^2 = -1, \text{ if } j = 1,2,\ldots,n, \quad e_i e_j + e_j e_i = 0, \quad \text{if } 1 \leq i < j \leq n, \quad \text{where } n \in \mathbb{N}.
\]

For arbitrary element \( \alpha \) in real Clifford algebra \( \mathbb{R}_{0,n} \) constructed over \( \mathbb{R}^n \), it can be expressed as
\[
\alpha = \sum_{A \subset \mathcal{N}} \alpha_A e_A : \alpha_A \in \mathbb{R}, \quad \mathcal{N} = \{1,2,\ldots,n\}
\]
with \( e_A = e_{r_1} e_{r_2} \ldots e_{r_l}, \quad A = \{r_1,r_2,\ldots,r_l\} \subset \mathcal{N} \) satisfying \( 1 \leq r_1 < r_2 < \ldots < r_l \leq n \), and when \( A = \emptyset \), we denote \( e_\emptyset = 1 \).

The elements of the form \( x = x_0 + \bar{x} = x_0 + \sum_{j=1}^n x_j e_j, \) also called 1-vectors or parevectors, can be one-to-one mapped to the elements in \( \mathbb{R}^{n+1} = \mathbb{R} \oplus \mathbb{R^n} \) through \( \sigma : x \mapsto (x_0,x_1,\ldots,x_n) \). Denote the vector and scalar part of \( x \) by \( \text{Ve}(x) \triangleq \bar{x} \) and \( \text{Sc}(x) \triangleq x_0 \).

The conjugation \( \bar{x} \) of the 1-vector \( x = x_0 + \bar{x} \) is given as \( \bar{x} = x_0 + \sum_{j=1}^n x_j \bar{e}_j = x_0 - \bar{x} \), with \( \bar{e}_j = -e_j, \) \( j = 1,2,\ldots,n \), so that we have \( xy = \bar{y}x \).

The norm of arbitrary \( x \in \mathbb{R}^{n+1} \) is the Euclidean norm \( |x| = (\sum_{j=0}^n |x_j|^2)^{1/2} \).

Moreover, if \( x \in \mathbb{R}^{n+1} \setminus \{0\} \), then the inverse \( x^{-1} \) exists and \( x^{-1} := \bar{x} / |x|^2 \), i.e. \( xx^{-1} = x^{-1}x = 1 \). Furthermore, \( i \) is the imaginary unit in \( \mathbb{C} \), where \( \mathbb{C} \) denotes the set of all complex numbers. \( \mathbb{C}_n = \mathbb{R}_{0,n} \otimes \mathbb{C} \). Hence, \( \mathbb{R}_{0,n} \subset \mathbb{C}_n \).

**Definition 2.1.** Let \( \Omega \subset \mathbb{R}^{n+1} \) be a non-empty open subset, for arbitrary \( x \in \Omega \), we define the set
\[
[x] = \{ y : y = \text{Sc}(x) + \mathcal{I} \bar{x}, \mathcal{I} \in \mathbb{S}^{n-1} \},
\]
with \( \mathbb{S}^{n-1} = \{ x \in \mathbb{R}^n : |x| = 1 \} \), we say that \( \Omega \) is axially symmetric, if the set \( [x] \) is contained in \( \Omega \subset \mathbb{R}^{n+1} \) for arbitrary \( x \in \Omega \).

**Remark 2.1.** Obviously, the upper half space \( \mathbb{R}^{n+1}_+ = \{ x \in \mathbb{R}^{n+1} : x_0 > 0 \} \) and the ball centered at the origin of \( \mathbb{R}^{n+1} \) are both axially symmetric domains.

Let \( \Omega \) be an axially symmetric domain of \( \mathbb{R}^{n+1} \) whose boundary \( \partial \Omega \) is smooth. All \( \mathbb{R}_{0,n} \)-valued functions defined on \( \Omega \) have the form \( \phi = \sum_A \phi_A e_A \), with \( \phi_A : \Omega \to \mathbb{R} \). The function \( \phi \) is said to be continuous, continuously differentiable, \( \mathcal{L}_p \)-integral, Hölder continuous if every component \( \phi_A \) has the property. The corresponding spaces are denoted by \( \mathcal{C}(\Omega,\mathbb{R}_{0,n}), \mathcal{C}^1(\Omega,\mathbb{R}_{0,n}), \mathcal{L}_p(\Omega,\mathbb{R}_{0,n}) \) \( (1 < p < +\infty) \), \( \mathcal{H}^\mu(\Omega,\mathbb{R}_{0,n}) \) \( (0 < \mu \leq 1) \), respectively.

We introduce the concept of generalised Cauchy–Riemann operator
\[
\mathcal{D} = \partial_{x_0} + \mathcal{D}_{\bar{x}} = \partial_{x_0} + \sum_{j=1}^n e_j \partial_{x_j},
\]
in Euclidean space \( \mathbb{R}^{n+1} \). It is obvious that \( \overline{\mathcal{D}} \mathcal{D} = \sum_{j=0}^n \partial_{x_j}^2 = \Delta \), where \( \Delta \) denotes the Laplacian in \( \mathbb{R}^{n+1} \).
**Definition 2.2.** A continuously differentiable $\mathbb{R}_{0,n}$-valued function defined on $\Omega$ is said to be (left-)monogenic if and only if $D\phi = 0$. If a function is monogenic and of axial type, it is called axially monogenic.

**Remark 2.2.** In fact, by Fueter’s theorem in Refs. [9,14,24,32], axially monogenic functions are functions in the form of

$$\phi(x) = A(x_0, r) + \omega B(x_0, r),$$

with $x = x_0 + \omega \in \mathbb{R}^{n+1}$, $r = |x|$, $\omega \in \{x = \sum_{j=1}^{n} x_j e_j : |x| = 1, x_1, \ldots, x_n \in \mathbb{R}\}$, where $\mathbb{R}$-valued functions $A(x_0, r)$ and $B(x_0, r)$ satisfy a special kind of the Vekua system,

$$\begin{cases}
\partial_{x_0} A - \partial_r B = \frac{n-1}{r} B, \\
\partial_{x_0} B + \partial_r A = 0,
\end{cases}$$

with $\partial_{x_0}, \partial_r$ denote $\frac{\partial}{\partial x_0}, \frac{\partial}{\partial r}$ respectively. Moreover, we define $\text{Re} \phi = A$, $\text{Im} \phi = B$.

In the following context, when the considered functions are defined on $\Omega \subset \mathbb{R}^{n+1}$ with values in $\mathbb{R}_{0,n}$, we mean that they are of axial type if without more explanation.

**Remark 2.3.** Denote by $\mathcal{M}(\Omega, \mathbb{R}_{0,n})$ the set of the monogenic functions of axial type defined in $\Omega$, which actually forms a right-module.

Moreover, we denote by $D \subset \mathbb{C}_+$ the projection of the axially symmetric domain $\Omega \subset \mathbb{R}^{n+1}$ onto the $(x_0, r)$-plane, where $\mathbb{C}_+$ is the upper half of the $(x_0, r)$-plane.

### 3. Boundary Value Problems of Riemann–Hilbert Type for Axially Monogenic Functions

In this section we study the Clifford-algebra valued variable coefficients RHB-VPs for monogenic functions of axial type defined in Euclidean space $\mathbb{R}^{n+1}$. It is namely to find an axially monogenic function $\phi \in \mathcal{C}^1(\Omega, \mathbb{R}_{0,n})$, satisfying

$$\begin{cases}
D\phi(x) = 0, & x \in \Omega, \\
\text{Re}\{\lambda(t)\phi(t)\} = g(t), & t \in \partial\Omega,
\end{cases}$$

where $\lambda(t) = \lambda_1(t) + \omega \lambda_2(t)$ is a $\mathbb{R}_{0,n}$-valued function, with $\lambda_1(t), \lambda_2(t)$ being both $\mathbb{R}$-valued functions defined on $\partial\Omega$, $D = \partial_{x_0} + \sum_{j=1}^{n} e_j \partial_{x_j}$ is the generalised Cauchy–Riemann operator, and $\mathbb{R}$-valued function $g$ is defined on $\partial\Omega$. Hereby, $\lambda, g$ both belong to some function class, for example $\mathcal{H}^\mu(\Omega, \mathbb{R}_{0,n})(0 < \mu \leq 1)$ or else.

To do this, we first establish one-to-one correspondence between the considered Riemann–Hilbert problems and Riemann–Hilbert problems for generalised analytic functions on the complex plane, and then we will use it and obtain solutions and the solvable conditions for those who have Hölder continuous boundary value. In addition, we obtain expressions of solutions to Schwarz problems as a special case.
Remark 3.1. When $\lambda_2 \equiv 0$ and $n = 3$, the RHBVP (5) reduces to the case of that studied in Refs. [19,20,25,27]

For this kind of problem, to transfer it to a RHBVP for a generalised analytic function on the complex plane, we will prove the following theorem first.

Theorem 3.1. The RHBVP (5) is equivalent to finding a complex function $w$ in $D \subset \mathbb{C}_+$, satisfying

$$\begin{cases}
\partial_\bar{z} w(z) + \frac{(n-1)i}{4r} w(z) - \frac{(n-1)i}{4r} \bar{w}(z) = 0, & z \in D \subset \mathbb{C}_+ \\
\text{Re}\left\{ \lambda(z) w(z) \right\} = g(z), & z \in \partial D \subset \mathbb{C}_+,
\end{cases}$$

(6)

where $D \subset \mathbb{C}_+$ is the projection of $\Omega \subset \mathbb{R}^{n+1}$, $z = x_0 + ir$, $\partial_\bar{z} = \frac{1}{2} (\partial x_0 + i \partial r)$, and $g : \partial D \to \mathbb{R}$ is a real-valued function, $\lambda(z) = \lambda_1(z) + i \lambda_2(z) : \partial D \to \mathbb{C}$ is a complex-valued function.

Proof. We set $\phi(x) = A(x_0, r) + \omega B(x_0, r)$ with $A, B$ as Term (3), and let $w(z) = A(x_0, r) + i B(x_0, r)$, $z = x_0 + ir$. By (4), we have

$$\begin{align*}
\partial_\bar{z} w &= \frac{1}{2} (\partial x_0 + i \partial r) (A + i B) \\
&= \frac{1}{2} (\partial x_0 A + i \partial x_0 B + i \partial r A - \partial r B) \\
&= \frac{(n-1)B - 2w}{2r} = \frac{n-1}{2r} w - \frac{2i}{2r} w \\
&= -\frac{(n-1)i}{4r} (w - \bar{w}),
\end{align*}$$

i.e.,

$$\partial_\bar{z} w + \frac{(n-1)i}{4r} w - \frac{(n-1)i}{4r} \bar{w} = 0. \quad (7)$$

Moreover,

$$\text{Re}\left\{ (\lambda_1 + \omega \lambda_2)(A + \omega B) \right\} = \lambda_1 A - \lambda_2 B$$

$$= \text{Re}\left\{ (\lambda_1 + i \lambda_2) (A + i B) \right\}.$$ 

This implies that the RHBVP (5) is reduced to

$$\begin{cases}
\partial_\bar{z} w(z) + \frac{(n-1)i}{4r} w(z) - \frac{(n-1)i}{4r} \bar{w}(z) = 0, & z \in D \subset \mathbb{C}_+ \\
\text{Re}\left\{ \lambda(z) w(z) \right\} = g(z), & z \in \partial D \subset \mathbb{C}_+,
\end{cases}$$

where $D \subset \mathbb{C}_+$ is the projection of $\Omega \subset \mathbb{R}^{n+1}$, and $g : \partial D \to \mathbb{R}$ is a real-valued function, $\lambda(z) = \lambda_1(z) + i \lambda_2(z) : \partial D \to \mathbb{C}$ is a complex-valued function. This finishes the proof. \qed

Remark 3.2. Theorem 3.1 is the key to solve the RHBVPs discussed in this context. Moreover, it also can be applied to solve the RHBVPs appeared in Refs. [19,20,25,27].
In fact, the problem (6) is a RHBVP for generalised analytic function (see, Refs. e.g. [31,33]), and it is solvable if \( \lambda \in \mathcal{H}^\mu (\partial D, \mathbb{C}) \), \( g \in \mathcal{H}^\mu (\partial D, \mathbb{R}) \). From [31,33], we know the solution of problem (6) is representable by

\[
w(z) = \Psi(z)e^{\nu(z)},
\]

and

\[
\nu(z) = \frac{1}{\pi} \iint_D \left( \frac{(n-1)i}{4\eta} - \frac{(n-1)i}{4\eta} \frac{w(\rho)}{w(\rho)} \right) \frac{d\xi d\eta}{\rho - z},
\]

with \( \rho = \xi + i\eta \), the function \( \nu \in \mathcal{H}^\mu(\overline{D}, \mathbb{C}) \) and function \( \Psi \in C^1(D, \mathbb{C}) \cap C(\partial D, \mathbb{C}) \), which satisfying

\[
\text{Re}\left\{ \lambda_0(z)\Psi(z) \right\} = g(z), \quad z \in \partial D,
\]

with \( \lambda_0(z) = \lambda(z)e^{\nu(z)} \in \mathcal{H}^\mu(\partial D, \mathbb{C}) \).

For the sake of obtaining the explicit solution to RHBVP (10) for holomorphic function \( \Psi(z) \), we first assume that \( D = \{ z : |z| < 1 \} \). Since for any integer \( m \)

\[
\lambda_0(z) = |\lambda_0(z)| z^{-m} e^{\chi(z)} e^{-p(z)},
\]

so when \( z \in \partial D \), we have

\[
\lambda_0(z) = |\lambda_0(z)| z^{-m} e^{\chi(z)} e^{-p(z)},
\]

where \( \chi(z) = p(z) + iq(z) \) is an analytic function on \( D \), whose imaginary part on \( \partial D \) is \( q(z) = \text{arg}\, \lambda_0(z) + m \text{ arg } z \); \( m \) is an integer that makes each branch of \( q(z) \) single-valued at \( \partial D \). The function \( \chi \) can be expressed by Schwarz integral

\[
\chi(z) = \frac{1}{2\pi} \int_{\partial D} q(\tau) \frac{\tau + z}{\tau - z} \frac{d\tau}{\tau}.
\]

Since \( q(z) \in \mathcal{H}^\mu(\partial D, \mathbb{C}) \), we have \( \chi(z) \in \mathcal{H}^\mu(\overline{D}, \mathbb{C}) \). Introducing the expression (11) to the boundary condition (10) we obtain

\[
\text{Re}\left\{ z^{-m} e^{\chi(z)} \Psi(z) \right\} = g_1(z), \quad z \in \partial D,
\]

where

\[
g_1(z) = \frac{g(z)e^{p(z)}}{|\lambda_0(z)|} \in \mathcal{H}^\mu(\partial D, \mathbb{C}).
\]

If \( m < 0 \), then problem (13) implies that

\[
\Psi(z) = \frac{z^m e^{-\chi(z)}}{2\pi i} \int_{\partial D} g_1(t) \frac{t + z}{t - z} \frac{dt}{t} + i c_0 z^m e^{-\chi(z)},
\]

with \( c_0 \) is a real constant. Considering the continuity of \( \Psi(z) \) we obtain \( c_0 = 0 \) and

\[
\int_0^{2\pi} g_1(e^{i\theta}) e^{-ki\theta} d\theta = 0, \quad k = 0, \ldots, -m + 1.
\]
The above conditions guarantee that $\Psi(z)$ is continuous at $z = 0$. Thus, $\Psi(z)$ can be expressed by

$$
\Psi(z) = \frac{e^{-\chi(z)}}{\pi i} \int_{\partial D} \frac{g_1(t)t^m dt}{t - z}.
$$

(16)

If $m \geq 0$, the solution of (13) has the form

$$
\Psi(z) = \frac{z^m e^{-\chi(z)}}{2\pi i} \int_{\partial D} \frac{g_1(t)(t + z) dt}{t - z} + \frac{e^{-\chi(z)}}{2\pi i} \sum_{k=0}^{2m} c_k z^k,
$$

(17)

where $c_0, c_1, \ldots, c_{2m}$ are complex constants satisfying

$$
c_{2m-k} = -\overline{c}_k, \quad k = 0, 1, \ldots, m.
$$

(18)

Further, if the domain $D$ is a general simply connected domain, there exists a conformal mapping $z = \varphi(\gamma)$ according to the Riemann mapping theorem (see, Refs. e.g. [10])

$$
z = \varphi(\gamma) : D \longrightarrow \{\gamma : |\gamma| < 1\},
$$

(19)

and its inverse mapping $\gamma = \psi(z)$ is also a conformal mapping

$$
\gamma = \psi(z) : \{\gamma : |\gamma| < 1\} \longrightarrow D.
$$

(20)

Then the RHBVP (10) on the general simply connected domain $D$ is transformed into the problem on the unit disk $\{\gamma : |\gamma| < 1\}$

$$
\operatorname{Re}\left\{\hat{\lambda}_0(\gamma) \hat{\Psi}(\gamma)\right\} = \hat{g}(\gamma), \quad |\gamma| < 1,
$$

(21)

where $\hat{\Psi}(\gamma) = \Psi[\varphi(\gamma)], \hat{\lambda}_0(\gamma) = \lambda_0[\varphi(\gamma)], \hat{g}(\gamma) = g[\varphi(\gamma)]$, with $\hat{\Psi}$ is an analytic function in $\{\gamma : |\gamma| < 1\}$, continuous on its closure, and $\hat{\lambda}_0, \hat{g}$ are also continuous in Hölder sense on $|\gamma| = 1$. From the discussion in the previous paragraph, we can easily get the explicit solution $\hat{\Psi}(\gamma)$ of RHBVP (21) on the unit disk $\{\gamma : |\gamma| < 1\}$, thus, the solution of the RHBVP (10) on general simply connected domain $D$ is

$$
\Psi(z) = \hat{\Psi}[\psi(z)].
$$

Based on the above discussion of the RHBVP for generalised analytic function and Theorem 3.1, we get the following theorem for original problem (5).

**Theorem 3.2.** Given $\lambda \in \mathcal{H}^\mu(\partial \Omega, \mathbb{R}_0, n), g \in \mathcal{H}^\mu(\partial \Omega, \mathbb{R})$, and $D$ is the projection of $\Omega \in \mathbb{R}^{n+1}$ on $\mathbb{C}_+$, then the solution to the RHBVP (5) has the form

$$
\phi(x) = \operatorname{Re}(w)(x_0, |x|) + \omega \operatorname{Im}(w)(x_0, |x|), \quad x \in \Omega,
$$

(22)

with $\operatorname{Im}(w)$ and $\operatorname{Re}(w)$ denoting the imaginary and real part of $w$, respectively, and $w$ itself is a complex-valued function, given by

$$
w(z) = \Psi(z)e^{\nu(z)},
$$

(23)
and
\[ \nu(z) = \frac{1}{\pi} \int_D \left( \frac{(n-1)i}{4\eta} - \frac{(n-1)i}{4\eta} \frac{w(\rho)}{w(\rho)} \right) \frac{d\xi d\eta}{\rho - z}, \]

(24)

where \( \rho = \xi + i\eta \), here
\[ \Psi(z) = \tilde{\Psi}[\psi(z)], \]

(25)

where \( \psi(z) = \gamma \) given by (20) is the inverse conformal mapping of \( z = \varphi(\gamma) \) given by (19).

If \( m \geq 0 \), \( \tilde{\Psi}(\gamma) \) is given by
\[ \tilde{\Psi}(\gamma) = \frac{\gamma^m e^{-\hat{\chi}(\gamma)}}{2\pi i} \int_{|t|=1} \tilde{g}_1(t) \frac{t + \gamma}{t - \gamma} e^{-\hat{\chi}(\gamma)} \sum_{k=0}^{2m} c_k \gamma^k, \]

(26)

where
\[ \tilde{\lambda}_0(\gamma) = \frac{\hat{\lambda}_0(\gamma)}{\chi(\gamma)} e^{\hat{\chi}(\gamma)} e^{-\hat{\rho}(\gamma)}, \]

(27)

on \( |\gamma| = 1 \), where \( \hat{\lambda}_0(\gamma) = \lambda(\varphi(\gamma)) \), \( \hat{\chi}(\gamma) = \hat{\rho}(\gamma) + i\hat{\eta}(\gamma) \) is an analytic function on \( |\gamma| = 1 \), whose imaginary part on \( |\gamma| = 1 \) is \( \hat{\eta}(\gamma) = \arg \hat{\lambda}_0(\gamma) + m \arg \gamma \); \( m \) is an integer that makes each branch of \( \hat{\varphi}(\gamma) \) single-valued at \( |\gamma| = 1 \). \( c_0, c_1, \ldots, c_{2m} \) are constants satisfying (18).

If \( m < 0 \), \( \tilde{\Psi}(\gamma) \) is expressed by
\[ \tilde{\Psi}(\gamma) = \frac{e^{-\hat{\chi}(\gamma)}}{\pi i} \int_{|t|=1} \tilde{g}_1(t) t^m dt, \]

(28)

when and only when
\[ \int_0^{2\pi} \tilde{g}_1(e^{i\theta}) e^{-k^2 \theta} d\theta = 0, \quad k = 0, \ldots, -m + 1 \]

is fulfilled.

**Proof.** Applying Theorem 3.1, associating with the condition that \( D \) is the projection of \( \Omega \) on \( \mathbb{C}_+ \), the problem (5) is equivalent into the case (6). Since \( \lambda(x) \in \mathcal{H}^\mu(\partial\Omega, \mathbb{R}_0, n) \), \( g(x) \in \mathcal{H}^\mu(\partial\Omega, \mathbb{R}) \), we have that \( \lambda(z) \in \mathcal{H}^\mu(\partial D, \mathbb{C}) \), \( g(z) \in \mathcal{H}^\mu(\partial D, \mathbb{R}) \). By the statement above, the solution of problem (6) is expressed by the relation
\[ w(z) = \Psi(z)e^{\nu(z)}, \quad \nu(z) = \frac{1}{\pi} \int_D \left( \frac{(n-1)i}{4\eta} - \frac{(n-1)i}{4\eta} \frac{w(\rho)}{w(\rho)} \right) \frac{d\xi d\eta}{\rho - z}, \]
where $\rho = \xi + i\eta$, $\Psi(z) = \hat{\Psi}[\psi(z)]$, where $\psi(z) = \gamma$ given by (20) inverse the conformal mapping $z = \varphi(\gamma)$ given by (19) which mapping $D$ to the unit circular disk $|\gamma| < 1$ and $\partial D$ to $|\gamma| = 1$.

If $m \geq 0$, $\hat{\Psi}(\gamma)$ is given by

$$\hat{\Psi}(\gamma) = \frac{\gamma^m e^{-\hat{\chi}(\gamma)}}{2\pi i} \int_{|t|=1} \hat{g}_1(t) \frac{t + \gamma dt}{t - \gamma} + e^{-\hat{\chi}(\gamma)} \sum_{k=0}^{2m} c_k \gamma^k.$$  \hspace{1cm} (29)

where $\hat{g}_1(\gamma) = \frac{\hat{\varphi}(\gamma)e^{\hat{\varphi}(\gamma)}}{|\lambda(\gamma)e^{\varphi(\gamma)}|}$, with $\hat{\lambda}(\gamma) = \lambda[\varphi(\gamma)], \hat{\nu}(\gamma) = \nu[\varphi(\gamma)], \hat{g}(\gamma) = g[\varphi(\gamma)]$, and $m, \hat{\chi}(\gamma), \hat{\nu}(\gamma)$ are given by the relation

$$\hat{\lambda}_0(\gamma) = \left|\hat{\lambda}_0(\gamma)\right| \gamma^{-m} e^{\hat{\chi}(\gamma)} e^{-\hat{\nu}(\gamma)}$$

on $|\gamma| = 1$, where $\hat{\lambda}_0(\gamma) = \hat{\lambda}(\gamma)e^{\hat{\nu}(\gamma)}, \hat{\chi}(\gamma) = \hat{\nu}(\gamma) + i\hat{q}(\gamma)$ is an analytic function on $|\gamma| = 1$, whose imaginary part on $|\gamma| = 1$ is $\hat{q}(\gamma) = \arg \hat{\lambda}_0(\gamma) + m \arg \gamma; m$ is an integer that makes each branch of $\hat{q}(\gamma)$ single-valued at $|\gamma| = 1$. $c_0, c_1, \ldots, c_{2m}$ are constants satisfying (18).

If $m < 0$, $\hat{\Psi}(\gamma)$ is expressed by

$$\hat{\Psi}(\gamma) = \frac{e^{-\hat{\chi}(\gamma)}}{\pi i} \int_{|t|=1} \hat{g}_1(t) t^m dt,$$  \hspace{1cm} (30)

when and only when

$$\int_0^{2\pi} \hat{g}_1(e^{i\theta}) e^{-k\theta} d\theta = 0, \hspace{0.5cm} k = 0, \ldots, -m + 1$$

is fulfilled.

Therefore, we end up with the solution to the RHBVP (5) has the form

$$\phi(x) = \text{Re}(w)(x_0, |x|) + \omega \text{Im}(w)(x_0, |x|), \hspace{0.5cm} x \in \Omega.$$  

The result establishes. \hspace{1cm} \square

Let $\lambda \equiv 1$, we come to the following conclusion, which is a special case of problem (5).

**Theorem 3.3.** Given $g \in \mathcal{H}^\mu(\partial \Omega, \mathbb{R})$, and $D$ is the projection of $\Omega \in \mathbb{R}^{n+1}$ on $\mathbb{C}_+$ with boundary $\partial D$, then the solution to the Schwarz problem: find an axially monogenic function $\phi \in \mathcal{C}^1(\Omega, \mathbb{R}^{n+1})$, satisfying

$$\begin{align*}
\mathcal{D} \phi(x) &= 0, \hspace{1cm} x \in \Omega, \\
\text{Re}\{\phi(t)\} &= g(t), \hspace{1cm} t \in \partial \Omega,
\end{align*}$$

has the form

$$\phi(x) = \text{Re}(w)(x_0, |x|) + \omega \text{Im}(w)(x_0, |x|), \hspace{0.5cm} x \in \Omega,$$

with $\text{Im}(w)$ and $\text{Re}(w)$ denoting the imaginary and real part of $w$, respectively, and $w$ is a complex-valued function, given by (23) with $\nu(z)$ is represented by (24). And the expressions $\Psi(z) = \hat{\Psi}[\psi(z)]$ with $\psi(z) = \gamma$ is given by case as follows.
If $m \geq 0$, $\hat{\Psi}(\gamma)$ is given by
\begin{equation}
\hat{\Psi}(\gamma) = \frac{\gamma^m e^{-\hat{\chi}(\gamma)}}{2\pi i} \int_{|t|=1} \hat{g}_2(t) \frac{t + \gamma \ dt}{t - \gamma} + e^{-\hat{\chi}(\gamma)} \sum_{k=0}^{2m} c_k \gamma^k,
\end{equation}
where
\begin{equation}
\hat{g}_2(\gamma) = \frac{\hat{g}(\gamma) e^{\hat{\nu}(\gamma)}}{|e^{\hat{\nu}(\gamma)}|},
\end{equation}
with $\hat{\nu}(\gamma) = \nu[\varphi(\gamma)], \hat{g}(\gamma) = g[\varphi(\gamma)]$, and $m, \hat{\chi}(\gamma), \hat{p}(\gamma)$ are given by (27) with $\lambda = 1, c_0, c_1, \ldots, c_{2m}$ are constants satisfying (18).

If $m < 0$, $\hat{\Psi}(\gamma)$ is expressed by
\begin{equation}
\hat{\Phi}(\gamma) = e^{-\hat{\chi}(\gamma)} \frac{\pi i}{\hat{g}_2(\gamma)} \int_{|t|=1} \hat{g}_2(t) t^m \ dt,
\end{equation}
when and only when
\begin{equation}
\int_0^{2\pi} \hat{g}_2(\gamma) e^{-k i \theta} d\theta = 0, \quad k = 0, \ldots, -m + 1
\end{equation}
is fulfilled.

Remark 3.3. Theorem 3.2 illustrate a way to solve Clifford-algebra valued variable coefficients RHBVPs for axially monogenic functions in $\mathbb{R}^{n+1}$ like problem (5).

Problem (5) is the RHBVP for holomorphic functions on $\mathbb{C}$ when the dimension is 2, for which we refer to [11,13,29]. Moreover, the Schwarz problem for holomorphic functions on $\mathbb{C}$ is the 2-dimensional case of problem (31) when $\lambda \equiv 1$ for all $x \in \partial \Omega$.

4. Boundary Value Problems of Riemann–Hilbert Type for Axial Meta-monogenic Functions

In this section, we generalise the method used when solving problem (5) to null-solutions to the equation $(\mathcal{D} - \alpha) \phi = 0, \alpha \in \mathbb{R}$. That is to say, find an axially monogenic function $\phi \in \mathcal{C}^1(\Omega, \mathbb{R}_{0,n})$, satisfying
\begin{equation}
\begin{cases}
(\mathcal{D} - \alpha) \phi(x) = 0, & x \in \Omega, \\
\text{Re}\{\lambda(t) \phi(t)\} = g(t), & t \in \partial \Omega,
\end{cases}
\end{equation}
where $\alpha$ is understood as $\alpha I$, with $I$ being the identity operator, $\lambda(t) = \lambda_1(t) + \omega \lambda_2(t)$ is a $\mathbb{R}_{0,n}$-valued function on $\partial \Omega$, with $\lambda_1(t), \lambda_2(t)$ are both $\mathbb{R}$-valued functions, $\mathcal{D} = \partial_{x_0} + \sum_{j=1}^n e_j \partial_{x_j}$ is the generalised Cauchy–Riemann operator, and $\mathbb{R}$-valued function $g$ is defined on $\partial \Omega$.

We start with Theorem 4.1 given below, which is a promotion of Theorem 3.2.
Theorem 4.1. Given \( \lambda \in \mathcal{H}^\mu(\partial \Omega, \mathbb{R}_{0,n}) \), \( g \in \mathcal{H}^\mu(\partial \Omega, \mathbb{R}) \), and \( D \) is the projection of \( \Omega \in \mathbb{R}^{n+1} \) on \( \mathbb{C}_+ \) with boundary \( \partial D \), then the solution to the RHBV (34) has the form

\[
\phi(x) = e^{\alpha x_0} \left( \Re(w)(x_0, |x|) + \omega \Im(w)(x_0, |x|) \right), \quad x \in \Omega,
\]

and \( w \) is a complex-valued function, given by (23) with \( \nu(z) \) is represented by (24). And the expressions \( \Psi(z) = \hat{\Psi}[\nu(z)] \) with \( \nu(z) = \gamma \) is given by case as follows.

If \( m \geq 0 \), and \( \hat{\Psi}(\gamma) \) is given by

\[
\hat{\Psi}(\gamma) = \frac{\lambda^m e^{-\chi(\gamma)}}{2\pi i} \int_{|t|=1} \hat{g}_3(t) \frac{t + \gamma dt}{t - \gamma} + e^{-\chi(\gamma)} \sum_{k=0}^{2m} c_k \gamma^k,
\]

where

\[
\hat{g}_3(\gamma) = \frac{g_0(\gamma)e^{\hat{\phi}(\gamma)}}{|\lambda(\gamma)e^{\hat{\phi}(\gamma)}|},
\]

with \( g_0 = e^{-\alpha x_0}g, \hat{g}_0(\gamma) = g_0[\varphi(\gamma)], \hat{\lambda}(\gamma) = \lambda[\varphi(\gamma)], \hat{\nu}(\gamma) = \nu[\varphi(\gamma)] \), and \( m, \hat{\chi}(\gamma), \hat{\phi}(\gamma) \) are given by (27), \( c_0, c_1, \ldots, c_{2m} \) are constants satisfying (18).

If \( m < 0 \), \( \hat{\Psi}(\gamma) \) is expressed by

\[
\hat{\Psi}(\gamma) = \frac{e^{-\chi(\gamma)}}{\pi i} \int_{|t|=1} \hat{g}_3(t)^{tm} \frac{dt}{t - \gamma},
\]

when and only when

\[
\int_0^{2\pi} \hat{g}_3(e^{i\theta}) e^{-k\theta} d\theta = 0, \quad k = 0, \ldots, -m + 1
\]
is fulfilled.

Proof. Evidently, \((D - \alpha)\phi = D(e^{-\alpha x_0} \phi), \alpha \in \mathbb{R}, \) so we have

\[
(D - \alpha)\phi = 0 \iff D(e^{-\alpha x_0} \phi) = 0, \quad \alpha \in \mathbb{R}. \quad (35)
\]

Hence, problem (34) reduces to

\[
\begin{cases}
D(e^{-\alpha x_0} \phi) = 0, \\
\Re\left\{ \lambda(t)e^{-\alpha x_0} \phi(t) \right\} = e^{-\alpha x_0}g(t), \quad t \in \partial \Omega,
\end{cases}
\]

where \( g : \partial \Omega \rightarrow \mathbb{R} \) and \( \lambda(t) = \lambda_1 + \omega \lambda_2 : \partial \Omega \rightarrow \mathbb{R}_{0,n} \) is of axial type.

Since \( g \in \mathcal{H}^\mu(\partial \Omega, \mathbb{R}) \), then \( g_0 \overset{\Delta}{=} e^{-\alpha x_0}g \in \mathcal{H}^\mu(\partial \Omega, \mathbb{R}) \).

Applying Theorem 3.2, with \( \lambda \) belongs to \( \mathcal{H}^\mu(\partial \Omega, \mathbb{R}_{0,n}) \), the solution to the RHBV (34) is represented by

\[
\phi(x) = e^{\alpha x_0} \left( \Re(w)(x_0, |x|) + \omega \Im(w)(x_0, |x|) \right), \quad x \in \Omega,
\]

with \( \Im(w) \) and \( \Re(w) \) denoting the imaginary and real part of \( w \), respectively, and \( w \) is a complex-valued function, given by the relation

\[
w(z) = \Psi(z)e^{\nu(z)}, \quad \nu(z) = \frac{1}{\pi} \iint_D \left( \frac{(n-1)i}{4\eta} - \frac{(n-1)i}{4\eta} \frac{w(\rho)}{w(\rho)} \right) \frac{d\xi d\eta}{\rho - \bar{z}},
\]
where \( \rho = \xi + i\eta, \Psi(z) = \tilde{\Psi}[\psi(z)], \) where \( \psi(z) = \gamma \) given by (20) inverse the conformal mapping \( z = \varphi(\gamma) \) given by (19) which mapping \( D \) to a unit circular disk \( |\gamma| < 1 \) and \( \partial D \) to \( |\gamma| = 1 \).

If \( m \geq 0, \tilde{\Psi}(\gamma) \) is given by

\[
\tilde{\Psi}(\gamma) = \frac{\gamma^m e^{-\tilde{\chi}(\gamma)}}{2\pi i} \int_{|t|=1} \tilde{g}_3(t) \frac{t + \gamma dt}{t - \gamma} + e^{-\tilde{\chi}(\gamma)} \sum_{k=0}^{2m} c_k \gamma^k,
\]

where \( \tilde{g}_3(\gamma) = \frac{\tilde{g}_0(\gamma) e^{\tilde{\nu}(\gamma)}}{\tilde{\lambda}(\gamma) e^{\tilde{\nu}(\gamma)}} \), with \( \tilde{\lambda}(\gamma) = \lambda[\varphi(\gamma)], \tilde{\nu}(\gamma) = \nu[\varphi(\gamma)], \tilde{g}_0(\gamma) = g_0[\varphi(\gamma)], \) and \( m, \tilde{\chi}(\gamma), \tilde{\nu}(\gamma) \) are given by (27), \( c_0, c_1, \ldots, c_{2m} \) are constants satisfying (18).

If \( m < 0, \tilde{\Psi}(\gamma) \) is expressed by

\[
\tilde{\Psi}(\gamma) = e^{-\tilde{\chi}(\gamma)} \pi i \int_{|t|=1} \tilde{g}_3(t) t^m dt \frac{t - \gamma}{t - \gamma},
\]

when and only when

\[
\int_0^{2\pi} \tilde{g}_3(e^{i\theta}) e^{-k\theta} d\theta = 0, \quad k = 0, \ldots, -m + 1
\]

is fulfilled. The result follows. \( \square \)

**Remark 4.1.** The two-dimensional case of the problem RHBV (34) is just the RHBVP for meta-analytic functions on \( \mathbb{C} \), which can be found in [3, 4, 26, 34].

Next we take account of the following problem similar to the problem (31), that is, finding an axially monogenic function \( \phi \in C^1(\Omega, \mathbb{R}_{0,n}) \), satisfying

\[
\left\{ \begin{array}{l}
(D - \alpha) \phi(x) = 0, \quad x \in \Omega, \\
\text{Re}\{\phi(t)\} = g(t), \quad t \in \partial \Omega,
\end{array} \right. \tag{36}
\]

where \( g : \partial \Omega \to \mathbb{R} \).

**Theorem 4.2.** Given \( g \in H^\mu(\partial \Omega, \mathbb{R}) \), then the solution to the RHBVP (36) has the form

\[
\phi(x) = e^{\alpha x_0} \left( \text{Re}(w)(x_0, |x|) + \omega \text{Im}(w)(x_0, |x|) \right), \quad x \in \Omega,
\]

and \( w \) is a complex-valued function, given by (23) with \( \nu(z) \) is represented by (24). And the expressions \( \Psi(z) = \tilde{\Psi}[\psi(z)] \) with \( \psi(z) = \gamma \) is given by case as follows.

If \( m \geq 0, \tilde{\Psi}(\gamma) \) is given by

\[
\tilde{\Psi}(\gamma) = \frac{\gamma^m e^{-\tilde{\chi}(\gamma)}}{2\pi i} \int_{|t|=1} \tilde{g}_4(t) \frac{t + \gamma dt}{t - \gamma} + e^{-\tilde{\chi}(\gamma)} \sum_{k=0}^{2m} c_k \gamma^k,
\]
where
\[ \widehat{g}_4(\zeta) = \frac{\widehat{g}_0(\gamma)e^{\widehat{p}(\gamma)}}{|e^{\widehat{p}(\gamma)}|}, \]
with \( g_0 = e^{-\alpha x_0}g, \widehat{g}_0(\gamma) = g_0[\varphi(\gamma)], \widehat{p}(\gamma) = \nu[\varphi(\gamma)] \), and \( m, \widehat{x}(\gamma), \widehat{p}(\gamma) \) are given by (27) with \( \lambda = 1 \), \( c_0, c_1, \ldots, c_{2m} \) are constants satisfying (18).

If \( m < 0 \), \( \widehat{\Psi}(\gamma) \) is expressed by
\[ \widehat{\Phi}(\gamma) = \frac{e^{-\widehat{x}(\gamma)}}{\pi i} \int_{|t|=1} \frac{\widehat{g}_4(t)t^m dt}{t - \gamma}, \]
when and only when
\[ \int_0^{2\pi} \widehat{g}_4(e^{i\theta}) e^{-k i \theta} d\theta = 0, \quad k = 0, \ldots, -m + 1 \]
is fulfilled.

Remark 4.2. With the Hölder continuous boundary data, problems (5), (31), (34) and (36) have discussed the Clifford-algebra valued variable coefficients RHBVPs for axial monogenic functions in Euclidean space \( \mathbb{R}^{n+1} \). After further observation, we can point out that Problem (5) is the special case of Problem (34) when \( \alpha = 0 \), while problem (36) reduces to Problem (31) when \( \alpha \) equals to 0. In addition, for the RHBVPs of axially monogenic functions in \( \mathbb{R}^{n+1} \), if we replace the Hölder continuous boundary value condition with \( L_p \)-integral boundary value condition, with \( 1 < p < +\infty \), all results above can be established following the same approach. Moreover, the Clifford-algebra valued variable coefficients RHBVPs for monogenic functions in Euclidean space \( \mathbb{R}^{n+1} \) is still in progress, and will be discussed in the forthcoming paper.
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