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Abstract

Let $G$ be a strongly connected directed graph and $u, v, w \in V(G)$ be three vertices. Then $w$ strongly resolves $u$ to $v$ if there is a shortest $u$-$w$-path containing $v$ or a shortest $w$-$v$-path containing $u$. A set $R \subseteq V(G)$ of vertices is a strong resolving set for a directed graph $G$ if for every pair of vertices $u, v \in V(G)$ there is at least one vertex in $R$ that strongly resolves $u$ to $v$ and at least one vertex in $R$ that strongly resolves $v$ to $u$. The distances of the vertices of $G$ to and from the vertices of a strong resolving set $R$ uniquely define the connectivity structure of the graph. The Strong Metric Dimension of a directed graph $G$ is the size of a smallest strong resolving set for $G$. The decision problem STRONG METRIC DIMENSION is the question whether $G$ has a strong resolving set of size at most $r$, for a given directed graph $G$ and a given number $r$. In this paper we study undirected and directed co-graphs and introduce linear time algorithms for STRONG METRIC DIMENSION. These algorithms can also compute strong resolving sets for co-graphs in linear time.

1 Introduction

The strong metric dimension is a modified version of the metric dimension. Both terms were first defined and analysed for undirected graphs. In order to embed the results worked out in this paper in the literature, we first need the precise definitions of the metric dimension for undirected and directed graphs in the normal and strong version.

A vertex $w$ of an undirected graph $G$ resolves two vertices $u$ and $v$ if the distance between $w$ and $u$ is different from the distance between $w$ and $v$, that is, if $d(w, u) \neq d(w, v)$. A set of vertices $R \subseteq V(G)$ is called a resolving set for $G$ if every pair of vertices of $G$ is resolved by at least one vertex of $R$. The metric dimension of $G$, denoted by $md(G)$, is the size of a smallest resolving set, which is also called a metric basis for $G$.

The strong metric dimension differs from the usual metric dimension only in the concept of resolving two vertices. A vertex $w$ strongly resolves $u$ and $v$ if there is either an undirected shortest path between $w$ and $u$ in $G$ containing $v$ or an undirected shortest path between $w$ and $v$ in $G$ containing $u$. A set of vertices $R \subseteq V(G)$ is called a strong resolving set for $G$ if every pair of vertices of $G$ is strongly resolved by at least one vertex of $R$. The strong metric dimension of $G$, denoted by $smd(G)$, is the size of a smallest strong resolving set, which is also called a strong metric basis for $G$.

Both models can be extended to directed graphs. This leads to the definition of the directed metric dimension and the strong directed metric dimension. In the directed metric dimension, the vertices $u$ and $v$ are resolved by vertex $w$ if the length of a shortest path from $w$ to $u$ and the length of a shortest path from $w$ to $v$ are different or the length of a shortest path from $u$ to $w$ and the length of a shortest path from $v$ to $w$ are different.

For the definition of the strong metric dimension for directed graphs, there are more case distinctions. Let us denote a directed shortest path from a vertex $x$ to a vertex $z$ that contains a vertex $y$ as a shortest $x \to y \to z$-path. Two vertices $u$ and $v$ are strongly resolved from $u$ to $v$ by a vertex $w$ if there is a shortest $u \to w \to v$-path or a shortest $u \to v \to w$-path. They are strongly resolved if they are strongly resolved from $u$ to $v$ and strongly resolved from $v$ to $u$.

Due to the similarity of both definitions for the directed and undirected version, the decision problem STRONG METRIC DIMENSION can be defined as follows for both cases:
The strong metric dimension of directed co-graphs

The strong metric dimension of undirected graphs has been introduced in the 1970s independently by Slater [Sla75] and by Harary and Melter [HM76]. The metric dimension finds applications in various areas, including network discovery and verification [BEE+05], geographical routing protocols [LA06], combinatorial optimization [ST04], sensor networks [HW12], robot navigation [KRR96] and chemistry [CEJO00, Hay77]. The strong metric dimension was introduced by Sebő and Tannier [ST04] who also showed, that a strong metric basis uniquely defines a graph. As both the metric and the strong metric dimension are NP-complete for general graphs [KRR94, OP07], special classes of graphs for which those problems can be solved efficiently are of interest. The directed versions of both problems are NP-complete too, as they are equivalent to their undirected version if each undirected edge is replaced by two directed edges.

There are several algorithms for computing a minimum resolving set in polynomial time for such classes, for example trees [CEJO00, KRR96], wheels [MT84], k-regular bipartite graphs [BBS+11], amalgamation of cycles [IBSS10], cactus block graphs [HEW16], graphs with size-constrained biconnected components [VHW19] and outerplanar graphs [DPSL12]. The approximability of the metric dimension has been studied for bounded degree, dense and general graphs in [HSV12]. Upper and lower bounds on the metric dimension are considered in [CGH08, CPZ00] for further classes of graphs.

The strong metric dimension is mainly studied on different products of graphs [YKR11, KYR13, KRY14, RYKO14, KYR15, KYR16, KRY16], but there are also efficient algorithms for other classes of graphs, for example trees [ST04], distance hereditary graphs [MO11] and split graphs [MOY17]. However, the strong metric dimension has not been extensively studied for directed graphs. It was only defined by Sebő and Tannier in [ST04] in order to uniquely define the edges in a graph using the directed shortest path lengths to the vertices of a strong resolving set of vertices.

In this paper we present an algorithm that computes the strong metric dimension for undirected and directed co-graphs in linear time. This is one of the first approaches for the computation of the strong metric dimension of special directed graph classes. In Section 2 we first describe a linear time algorithm for the computation of the strong metric dimension for undirected co-graphs. This also illustrates the algorithmic idea for the linear-time algorithm presented in Section 3 for the computation of the strong metric dimension for directed co-graphs.

1.1 Preliminaries

All graphs in this paper are finite, simple and if not stated otherwise, connected or strongly connected, respectively. For a (directed) graph \( G = (V, E) \) with vertex set \( V \) and edge set \( E \), we write \( V(G) \) for vertex set \( V \) and \( E(G) \) for edge set \( E \) to reduce the number of variable names when using several graphs.

For a (strongly) connected graph \( G \) and two vertices \( u, v \in V(G) \) the distance \( d_G(u, v) \) between \( u \) and \( v \) in \( G \) is the length (number of edges) of a shortest path between \( u \) and \( v \) in \( G \). If it is clear from the context which graph is meant, we also write \( d(u, v) \) instead of \( d_G(u, v) \).

1.1.1 Undirected Graphs

The diameter \( d(G) \) of \( G \) is the maximum distance between two vertices \( u \) and \( v \) of \( G \).

Graph \( G' \) is a subgraph of \( G \), denoted by \( G' \subseteq G \), if \( V(G') \subseteq V(G) \) and \( E(G') \subseteq \{(u, v) \mid u, v \in V(G')\} \). \( \{u, v\} \in E(G) \). Subgraph \( G' \) is an induced subgraph of \( G \), if \( E(G') = \{(u, v) \mid u, v \in V(G'), \{u, v\} \in E(G)\} \). We denote the subgraph of \( G \) induced by the vertices of \( V(G') \) by \( G[V(G')] \) or \( G'[G] \). For a vertex \( u \in V(G) \) or a vertex set \( U \subseteq V(G) \), let \( G \setminus u = G[V(G) \setminus \{u\}] \) and \( G \setminus U = G[V(G) \setminus U] \) be the subgraph of \( G \) induces by \( V(G) \setminus \{u\} \) and \( V(G) \setminus U \), respectively.
For a vertex \( u \in V(G) \), the open neighbourhood of \( u \) is defined by \( N_G(u) = \{ v \mid v \in V(G), \{ v, u \} \in E(G) \} \) and the closed neighbourhood of \( u \) is defined by \( N_G[u] = N_G(u) \cup \{ u \} \). If it is clear from the context which graph is meant, we also write \( N(u) \) and \( N[u] \) instead of \( N_G(u) \) and \( N_G[u] \).

Two vertices \( u, v \in V(G) \) are called twins if \( N(u) = N(v) \). Two twins \( u \) and \( v \) are called true twins if they are adjacent, that is, if \( N[u] = N[v] \), otherwise they are called false twins.

The complement graph \( \overline{G} \) of \( G \) is defined by \( V(\overline{G}) = V(G) \) and \( E(\overline{G}) = \{ \{ u, v \} \mid u, v \in V(G), u \neq v, \{ u, v \} \notin E(G) \} \).

The size of a minimum vertex cover, maximum independent set and maximum clique of an undirected graph \( G \) is denoted by \( \tau(G) \), \( \alpha(G) \) and \( \omega(G) \), respectively.

### 1.1.2 Directed Graphs

The diameter of \( G \), denoted by \( d(G) \), is the maximal distance from a vertex \( u \) to a vertex \( v \) in \( G \).

Graph \( G' \) is a subgraph of \( G \), denoted by \( G' \subseteq G \), if \( V(G') \subseteq V(G) \) and \( E(G') \subseteq \{ \{ u, v \} \mid u, v \in V(G') \} \). Subgraph \( G' \) is an induced subgraph of \( G \), if \( E(G') = \{ \{ u, v \} \mid u, v \in V(G') \} \).

For a vertex \( u \in V(G) \), we denote by \( N^-(u) = \{ v \mid v \in V(G), (u, v) \in E(G) \} \) the set of in-neighbours of \( u \) and by \( N^+(u) = \{ v \mid v \in V(G), (v, u) \in E(G) \} \) the set of out-neighbours of \( u \).

For a vertex \( u \in V(G) \) or a vertex set \( U \subseteq V(G) \), let \( G \setminus u = G[V(G) \setminus \{ u \}] \) and \( G \setminus U = G[V(G) \setminus U] \) be the subgraphs of \( G \) induced by \( V(G) \setminus \{ u \} \) and \( V(G) \setminus U \), respectively.

### 2 The strong metric dimension of undirected co-graphs

In this section, we provide a linear time algorithm to compute the strong metric dimension of undirected co-graphs. May and Oellerman presented in [MO11] an algorithm that computes the strong metric dimension for distance hereditary graphs in polynomial time. Since co-graphs are distance hereditary, their algorithm computes the strong metric dimension also for co-graphs in polynomial time. However, the complicated data structures used by the algorithm of May and Oellerman are not necessary to compute the strong metric dimension for co-graphs, as our simple algorithm shows. We introduce a different approach by analysing the co-tree, which we will later use to compute the strong metric dimension of directed co-graphs.

**Definition 1 (Undirected Co-Graphs).** [CLB81]

- An undirected graph \( G \) that consists of a single vertex \( v \) is an undirected co-graph. The co-tree \( T \) of \( G \) consists of a single node \( u \) associated with vertex \( v \) of \( G \). Node \( u \) is the root of \( T \).

- If \( G_1 \) and \( G_2 \) are two undirected co-graphs, then the union of \( G_1 \) and \( G_2 \), denoted by \( G_1 \cup G_2 \), is an undirected co-graph \( G \) with vertex set \( V(G_1) \cup V(G_2) \) and edge set \( E(G_1) \cup E(G_2) \). Let \( T_1 \) and \( T_2 \) be the co-trees of \( G_1 \) and \( G_2 \) with root \( u_1 \) and \( u_2 \), respectively. The co-tree \( T \) of \( G \) is the disjoint union of \( T_1 \) and \( T_2 \) with an additional node \( u \) and two additional edges \( \{ u, u_1 \} \) and \( \{ u, u_2 \} \). Node \( u \) is the root of \( T \) labelled by \( \cup \). Node \( u_1 \) and \( u_2 \) are successor nodes of \( u \).

- If \( G_1 \) and \( G_2 \) are two undirected co-graphs, then the join of \( G_1 \) and \( G_2 \), denoted by \( G_1 \times G_2 \), is an undirected co-graph with vertex set \( V(G_1) \times V(G_2) \) and edge set \( E(G_1) \cup E(G_2) \cup \{ \{ u, v \} \mid u \in V(G_1), v \in V(G_2) \} \). Let \( T_1 \) and \( T_2 \) be the co-trees of \( G_1 \) and \( G_2 \) with root \( u_1 \) and \( u_2 \), respectively. The co-tree \( T \) of \( G \) is the disjoint union of \( T_1 \) and \( T_2 \) with an additional node \( u \) and two additional edges \( \{ u, u_1 \} \) and \( \{ u, u_2 \} \). Node \( u \) is the root of \( T \) labelled by \( \times \). Node \( u_1 \) and \( u_2 \) are successor nodes of \( u \).

Undirected co-graphs are precisely those graphs that do not contain an induced \( P_4 \), i.e. a path with four vertices, thus their diameter is at most 2.
Definition 2. \cite{OP07} Let \( G \) be an undirected graph.

1. A vertex \( u \in V(G) \) is maximally distant to a vertex \( v \in V(G) \) in \( G \) if \( \forall u' \in N(u) : d_G(u', v) \leq d_G(u, v) \).

2. Two vertices \( u, v \in V(G) \) are mutually maximally distant if \( u \) is maximally distant to \( v \) and \( v \) is maximally distant to \( u \).

3. The strong resolving graph of \( G \), denoted by \( G_{SR} \), is an undirected graph with the same vertex set as \( G \) and an edge between two vertices \( u, v \in V(G) \) if an only if \( u \) and \( v \) are mutually maximally distant.

Theorem 1. \cite{OP07} Let \( G \) be an undirected graph, then \( \text{smd}(G) = \tau(G_{SR}) \), where \( \tau(G_{SR}) \) is the size of a minimum vertex cover of \( G_{SR} \).

Instead of looking for a minimum vertex cover of \( G_{SR} \), we can also look for a maximum independent set of \( G_{SR} \) or equivalently, for a maximum clique of \( 
\overline{G_{SR}} \). That is, we can calculate the strong metric dimension of \( G \) by

\[
\tau(G_{SR}) = n - \alpha(G_{SR}) = n - \omega(\overline{G_{SR}}),
\]

where \( n \) is the number of vertices, \( \alpha(G_{SR}) \) is the size of a maximum independent set of \( G_{SR} \) and \( \omega(\overline{G_{SR}}) \) is the size of a maximum clique of \( \overline{G_{SR}} \).

Lemma 1. Let \( G \) be an undirected graph.

1. If two vertices \( u, v \in V(G) \) of \( G \) are true (false) twins in \( G \), then \( u \) and \( v \) are false (true) twins in \( G \).

2. If two vertices \( u, v \in V(G) \) of \( G \) are twins in \( G \), then \( u \) and \( v \) are true twins in \( G_{SR} \).

3. If \( \{u, v\} \) is an edge of \( G \), then \( \{u, v\} \) is an edge in \( G_{SR} \) if and only if \( u \) and \( v \) are true twins in \( G \).

Proof.

1. Obviously.

2. Let \( w \in V(G) \setminus \{u, v\} \). If \( u \) and \( v \) are twins, then vertex \( w \) and vertex \( u \) are mutually maximally distant if and only if vertex \( w \) and vertex \( v \) are mutually maximally distant. That is, \( u \) and \( v \) are twins in \( G_{SR} \). Since twins are mutually maximally distant from each other, they are true twins in \( G_{SR} \).

3. Let \( \{u, v\} \in E(G) \) be an edge of \( G \).

\[ \Rightarrow \): From the definition of "mutually maximally distant" it follows that for every vertex \( u' \in N(u) \), \( d_G(u', v) \leq d_G(u, v) \) and for every vertex \( v' \in N(v) \), \( d_G(u, v') \leq d_G(u, v) \). Since \( d_G(u, v) = 1 \), every neighbour of \( u \) is either \( v \) or a neighbour of \( v \) and every neighbour of \( v \) is either \( u \) or a neighbour of \( u \). Therefore, \( u \) and \( v \) are true twins in \( G \).

\[ \Leftarrow \): If \( u \) and \( v \) are true twins in \( G \), every neighbour of \( u \) is either \( v \) or a neighbour of \( v \) and every neighbour of \( v \) is either \( u \) or a neighbour of \( u \). Therefore, for every vertex \( u' \in N(u) \), \( d_G(u', v) \leq d_G(u, v) \) and for every vertex \( v' \in N(v) \), \( d_G(v', u) \leq d_G(v, u) \) and thus \( u \) and \( v \) are mutually maximally distant in \( G \).

\[ \square \]

Lemma 2. If \( G \) is an undirected graph of diameter at most 2, then

\[
E(G_{SR}) = E(\overline{G}) \cup \{u, v\} \mid u, v \text{ are true twins in } G
\]
Proof. Since \( d(G) \leq 2 \), for every distinct pair of vertices \( u, v \in V(G) \) either \( d_G(u, v) = 1 \) or \( d_G(u, v) = 2 \). If two vertices \( u, v \in V(G) \) are mutually maximally distant in \( G \), that is if \( \{u, v\} \in E(G_{SR}) \), then either

1. \( d_G(u, v) = 2 \) and \( \{u, v\} \in E(\overline{G}) \) or
2. \( d_G(u, v) = 1 \) and \( \{u, v\} \notin E(\overline{G}) \) and by Lemma 1.3, \( u \) and \( v \) are true twins.

If \( \{u, v\} \in E(\overline{G}) \) then \( \{u, v\} \notin E(G) \) and \( d_G(u, v) = 2 \) and \( u, v \) are mutually maximally distant in \( G \) and thus \( \{u, v\} \in E(G_{SR}) \).

Since the complement \( \overline{G} \) of a co-graph \( G \) is a co-graph by the definition of co-graphs and since true twins of \( G \) are false twins in \( \overline{G} \) by Lemma 1.1 and since the insertion of edges between false twins with non-empty neighbourhood does not increase the distances between two vertices in a graph, it follows that \( G_{SR} \) is a co-graph if \( G \) is a co-graph.

**Corollary 1.** If \( G \) is an undirected co-graph, then \( G_{SR} \) is an undirected co-graph.

**Lemma 3.** Let \( G \) be an undirected graph and \( u, v \in V(G) \) be two true twins of \( G \), then \( \text{smd}(G) = \text{smd}(G \setminus v) + 1 \).

Proof. Let \( u \) and \( v \) be two twins of \( G \) and let \( G' = G \setminus v \). By Lemma 1.2 \( u \) and \( v \) are true twins in \( G_{SR} \). Two vertices \( u_1, u_2, v_1, v_2 \in V(G) \setminus \{u, v\} \) are mutually maximally distant in \( G' \) if and only if they are mutually maximally distant in \( G' \). Since \( u \) and \( v \) are true twins, for every vertex \( w \in V(G) \setminus \{u, v\} \), the vertices \( u \) and \( w \) are mutually maximally distant in \( G' \) if and only if they are mutually maximally distant in \( G' \). Note that this does not hold if \( u \) and \( v \) are false twins. This reasoning shows that \( G_{SR}' = G_{SR} \setminus v \).

Every vertex cover \( U' \) of \( G_{SR}' \) can be converted into a vertex cover \( U \) of \( G_{SR} \) by adding vertex \( v \) to \( U' \), that is \( \text{smd}(G') + 1 \geq \text{smd}(G) \). Every vertex cover \( U \) of \( G_{SR} \) contains vertex \( u \) or vertex \( v \) or both vertices, because \( u \) and \( v \) are adjacent in \( G_{SR} \). If \( U \) does not contain vertex \( v \), then replace vertex \( u \) in \( U \) by vertex \( v \). The resulting set \( U' \) is again a vertex cover of \( G_{SR} \) and \( U \setminus \{v\} \) is a vertex cover for \( G_{SR}' \), which implies \( \text{smd}(G) - 1 \geq \text{smd}(G') \).

Removing a twin in an undirected graph \( G \) does not destroy the twin property of the remaining pairs of vertices. If \( u_1, u_2 \in V(G) \) are twins in \( G \) and \( v_1, v_2 \in V(G) \) are also twins in \( G \), then \( u_1, u_2 \) remain twins in \( G \setminus v_1 \) and \( G \setminus v_2 \). This property is the prerequisite for the following theorem.

**Theorem 2.** Let \( G \) be an undirected co-graph with \( n \) vertices. Let \( G' \) be the graph obtained by successively removing true twins from \( G \), then

\[
\text{smd}(G) = n - \omega(G'),
\]

where \( \omega(G') \) is the size of a maximum clique in \( G' \).

Proof. Let \( n = |V(G)| \) and and \( n' = |V(G')| \) then

\[
\text{smd}(G) = \text{smd}(G') + n - n' \quad \text{by repeatedly applying Lemma 3}
\]

\[
= \tau(G_{SR}') + n - n' \quad \text{by Theorem 1}
\]

\[
= \tau(G') + n - n' \quad \text{by Lemma 2, because } G' \text{ has no true twins}
\]

\[
= n' - \alpha(G') + n - n' \quad \text{because } \tau(G') = n' - \alpha(G')
\]

\[
= n - \alpha(G')
\]

\[
= n - \omega(G') \quad \text{because } \alpha(G') = \omega(G'),
\]

where \( \tau(G) \) and \( \alpha(G) \) is the size of a minimum vertex cover and maximum independent set of a graph \( G \), respectively.
The strong metric dimension of a directed co-graph can be computed in linear time by computing the size of a maximum clique in an undirected co-graph $G$, in which all twins were removed beforehand. The computation of the size of a largest clique in $G$ can be carried out in linear time with a bottom-up processing of the co-tree $T$ of $G$. A leaf gets the value 1, an inner node $u$ labelled $\cup$ gets the maximum of the values of the two successor nodes of $u$ and an inner node $u$ labelled by $\times$ gets the sum of the values of the two successor nodes of $u$. The value of the root of $T$ is the size of a maximum clique in $G$.

The removal of true twins from an undirected co-graph can be carried out together with the bottom-up processing for the calculation of the size of a maximum clique. A simplest way to do this, is to use the so-called canonical co-tree in which successive union and successive join compositions are combined to one union and one join composition, respectively. Then each path in $T$ from the root to a leaf is an alternating sequence of union and join compositions. The canonical co-tree $T$ is not necessarily a binary tree but can also be computed in linear time [HP05].

It is easy to see, that two vertices in an undirected co-graph $G$ are true twins if and only if the two corresponding leaves in the canonical co-tree are successor nodes of the same join node. In order to compute the size of a maximum clique in $G$ without true twins, it is sufficient to count all successor nodes of a join node together as one unit only once. This is taken into account in the following Algorithm 1 using a variable $t$, which is set to a maximum of 1.

**Theorem 3.** The strong metric dimension of undirected co-graphs can be computed in linear time.

**Algorithm 1** Strong Metric Dimension of Undirected Co-graphs

```plaintext
1: function smd(co-graph G)
2: T ← canonical co-tree of G
3: n ← |V(G)|
4: return n−max_twinless_clique(T)
5: end

6: function max_twinless_clique(canonical co-tree T)
7: w ← root of T
8: if w is labelled by $\cup$ then
9: m ← 0
10: for all subtrees $T'$ at root $w$ do
11: k = max_twinless_clique($T'$)
12: if $k > m$ then
13: m ← k
14: return m
15: else if w is labelled by $\times$ then
16: s ← 0
17: t ← 0
18: for all subtrees $T'$ at root $w$ do
19: if root of $T'$ is a leaf then
20: t ← 1
21: else
22: s ← s + max_twinless_clique($T'$)
23: return s + t
24: else
25: return 1
26: end
```

The above idea for the efficient computation of the strong metric dimension can of course also be used for all other graph classes that have a diameter of at most two, are closed with respect to the removal of twins and for which a maximum clique can be efficiently found. These would
be, for example, perfect graphs with a diameter of at most two or graphs of bounded clique-width and a diameter of at most two. Here is an example of such a conclusion.

**Corollary 2.** The strong metric dimension of perfect graphs of diameter at most 2 can be computed in polynomial time.

**Proof.** Analogously to Theorem 2, the strong metric dimension of perfect graphs of diameter at most 2 can be computed by successively removing true twins from the graph by using Lemma 3 and calculating the size of a maximum clique in the remaining graph. Since removing true twins does not create holes or anti holes, the remaining graph is still perfect and of diameter at most 2. Therefore, Lemma 2 still holds where a maximum clique of a perfect graph can be computed in polynomial time.

\[ \square \]

### 3 The strong metric dimension of strongly connected directed co-graphs

In this section we show how to determine the strong metric dimension of strongly connected directed co-graphs in linear time. Directed co-graphs are recursively defined as follows, see also [BDGR97]:

**Definition 3 (Directed Co-graphs).**

- A directed graph $G$ that consists of a single vertex $v$ is a directed co-graph. The co-tree $T$ of $G$ consists of a single node $u$ associated with vertex $v$ of $G$. Node $u$ is the root of $T$.

- If $G_1$ and $G_2$ are two directed co-graphs, then the union of $G_1$ and $G_2$, denoted by $G_1 \cup G_2$, is a directed co-graph $G$ with vertex set $V(G_1) \cup V(G_2)$ and edge set $E(G_1) \cup E(G_2)$. Let $T_1$ and $T_2$ be the co-trees of $G_1$ and $G_2$ with root $u_1$ and $u_2$, respectively. The co-tree $T$ of $G$ is the disjoint union of $T_1$ and $T_2$ with an additional node $u$ and two additional edges $\{u, u_1\}$ and $\{u, u_2\}$. Node $u$ is the root of $T$ labelled by $\cup$. Node $u_1$ is the left successor node of $u$ and node $u_2$ is the right successor node of $u$.

- If $G_1$ and $G_2$ are two directed co-graphs, then the join of $G_1$ and $G_2$, denoted by $G_1 \times G_2$, is a directed co-graph with vertex set $V(G_1) \cup V(G_2)$ and edge set $E(G_1) \cup E(G_2) \cup \{(u, v), (v, u) \mid u \in V(G_1), v \in V(G_2)\}$. Let $T_1$ and $T_2$ be the co-trees of $G_1$ and $G_2$ with root $u_1$ and $u_2$, respectively. The co-tree $T$ of $G$ is the disjoint union of $T_1$ and $T_2$ with an additional node $u$ and two additional edges $\{u, u_1\}$ and $\{u, u_2\}$. Node $u$ is the root of $T$ labelled by $\times$. Node $u_1$ is the left successor node of $u$ and node $u_2$ is the right successor node of $u$.

- If $G_1$ and $G_2$ are two directed co-graphs, then the directed join of $G_1$ and $G_2$, denoted by $G_1 \gg G_2$, is a directed co-graph with vertex set $V(G_1) \cup V(G_2)$ and edge set $E(G_1) \cup E(G_2) \cup \{(u, v) \mid u \in V(G_1), v \in V(G_2)\}$. Let $T_1$ and $T_2$ be the co-trees of $G_1$ and $G_2$ with root $u_1$ and $u_2$, respectively. The co-tree $T$ of $G$ is the disjoint union of $T_1$ and $T_2$ with an additional node $u$ and two additional edges $\{u, u_1\}$ and $\{u, u_2\}$. Node $u$ is the root of $T$ labelled by $\gg$. Node $u_1$ is the left successor node of $u$ and node $u_2$ is the right successor node of $u$.

**Definition 4.** [OP07] Let $G$ be a strongly connected directed graph and $u, v \in V(G)$.

- Vertex $u$ is maximally distant to vertex $v$, denoted by $u \text{ MDT } v$, if $\forall u' \in N^-(u) : d(u', v) \leq d(u, v)$.

- Vertex $v$ is maximally distant from vertex $u$, denoted by $v \text{ MDF } u$, if $\forall u' \in N^+(v) : d(u, u') \leq d(u, v)$.

- Vertex $u$ is mutually maximally distant to vertex $v$, denoted by $u \text{ MMDT } v$, if $u \text{ MDT } v$ and $v \text{ MDF } u$.  

}\[7\]
The strong metric dimension of directed co-graphs

The strong resolving graph of \( G \), denoted by \( G_{SR} \), is an undirected graph with the same vertex set as \( G \) and an edge between two vertices \( u, v \in V(G) \) if and only if \( u \) is mutually maximally distant to vertex \( v \) or \( v \) is mutually maximally distant to vertex \( u \), i.e., if

\[ (u \text{MMDT} v) \lor (v \text{MMDT} u). \]

Note that \( u \text{MMDT} v \) does not imply \( v \text{MMDT} u \), see Figure 1.

**Theorem 4.** [OP07] Let \( G \) be a strongly connected directed graph, then \( \text{smd}(G) = \tau(G_{SR}) \).

We will now compute the strong metric dimension of directed co-graphs \( G \) based on a similar idea as we used in Section 2. Since we only consider strongly connected directed co-graphs, the last composition step is always a join operation if \( G \) has more than one vertex. Instead of finding a vertex cover in \( G_{SR} \), we determine a clique in \( G_{SR} \) as in Theorem 2.

For the next two lemmas and the explanations of the algorithm for the computation of a strong resolving basis, let \( G \) be a strongly connected directed co-graph and \( T \) be the co-tree of \( G \). Let \( w \) be a node of \( T \) and \( T_w \) be the complete subtree of \( T \) with root \( w \). Let \( T_l \) and \( T_r \) be the left and right subtree of \( T_w \) at root \( w \). Let \( G_w, G_l \) and \( G_r \) be the subgraphs of \( G \) induced by the vertices associated to the leafs of \( T_w, T_l \) and \( T_r \), respectively.

**Lemma 4.** If node \( w \) is labelled by \( \cup \) or \( \gg \) then no vertex of \( G_l \) is adjacent with a vertex of \( G_r \) in \( G_{SR} \).

**Proof.** For every pair of vertices \( u, v \in V(G) \) in a strongly connected directed co-graph \( G \), we have \( d_G(u, v) \leq 2 \). That is, if \( d_G(u, v) = 2 \), then \( u \text{MMDT} v \). If \( w \) is labelled by \( \cup \), then \( d_G(u, v) = 2 \) and \( d_G(v, u) = 2 \) and thus \( u \text{MMDT} v \) and \( v \text{MMDT} u \). If \( w \) is labelled by \( \gg \), then obviously \( d_G(v, u) = 2 \) and \( v \text{MMDT} u \). However, the directed join composition which creates the edge

![Figure 1: An example of a co-tree \( T \) (top left) of a directed co-graph \( G \) (top right), \( G_{SR} \) (bottom left) and \( \overline{G_{SR}} \) (bottom right). In this graph, the vertex \( a \) is not maximally distant to vertex \( c \), because \( d \) and \( e \) are in-neighbours of \( a \), but not in-neighbours of \( c \), thus \( e \in N^-(a) \) and \( d(e, c) > d(a, c) \). However, the vertex \( c \) is maximally distant from vertex \( a \), because every out-neighbour of \( c \) is an out-neighbour of \( a \) as well. In this example, we also have \( c \text{MMDT} b \), but not \( b \text{MMDT} c \). In this example, \( \omega(G_{SR}) = 2 = \alpha(G_{SR}) \) and \( |V_G| - \alpha(G_{SR}) = \tau(G_{SR}) = 3 = \text{smd}(G) \).](image)
(u, v), also creates an edge from every in-neighbour of u to v and from u to very out-neighbour of v. That is, in \( G_u \), and thus also in \( G \) there is no shortest path from an in-neighbour of u via u to v and no shortest path from u via v to an out-neighbour of v, which implies \( u \text{ MMDT} v \) in \( G \). □

Lemma 4 shows that \( G_{SR} \) contains all edges between the vertices of \( G_l \) and the vertices of \( G_r \), or equivalently, there is no edge between a vertex of \( G_l \) and a vertex of \( G_r \) in \( G_{SR} \).

Consider now the cases in which \( w \) is labelled by \( × \). By definition, \( G_{SR} \) has an edge between \( u \) and \( v \) if and only if

\[
\neg((u \text{ MMDT} v) \lor (v \text{ MMDT} u))
\]

or equivalently,

\[
\neg(u \text{ MMDT} v) \land \neg(v \text{ MMDT} u)
\]

or equivalently,

\[
(\neg(u \text{ MDT} v) \lor \neg(v \text{ MDF} u)) \land (\neg(v \text{ MDT} u) \lor \neg(u \text{ MDF} v))
\]

or equivalently by Definition 4,

1. (a) \( \neg(\forall y \in N^- (u) : d(y, v) \leq d(u, v)) \) or
   (b) \( \neg(\forall x \in N^+(v) : d(u, x) \leq d(u, v)) \)
   and
2. (a) \( \neg(\forall x \in N^- (v) : d(x, u) \leq d(v, u)) \) or
   (b) \( \neg(\forall y \in N^+(u) : d(v, y) \leq d(v, u)) \).

or equivalently because we consider a join operation,

1. (a) \( \exists y \in V(G) \) such that \( (y, u) \in E(G) \) and \( (y, v) \notin E(G) \) or
   (b) \( \exists x \in V(G) \) such that \( (v, x) \in E(G) \) and \( (u, x) \notin E(G) \)
   and
2. (a) \( \exists x \in V(G) \) such that \( (x, v) \in E(G) \) and \( (x, u) \notin E(G) \) or
   (b) \( \exists y \in V(G) \) such that \( (u, y) \in E(G) \) and \( (v, y) \notin E(G) \).

Since we consider a join operation of \( G_l \) and \( G_r \), it follows that in Case 1.a and Case 2.b \( y \in V(G_r) \) and in Case 1.b and Case 2.a \( x \in V(G_l) \), see also Figure 2.

We call a vertex \( u \in V(G) \)

- a **solitary vertex** of \( G \) if there is a vertex \( v \in V(G) \) such that \( (u, v) \notin E(G) \) and \( (v, u) \notin E(G) \),
- an **in-vertex** in \( G \) if there is a vertex \( v \in V(G) \) such that \( (v, u) \in E(G) \) and \( (u, v) \notin E(G) \),
- an **out-vertex** in \( G \) if there is a vertex \( v \in V(G) \) such that \( (u, v) \in E(G) \) and \( (v, u) \notin E(G) \),
- an **in-out-vertex** in \( G \) if \( u \) is an in-vertex and an out-vertex in \( G \).

A vertex \( u \) can be a solitary, an in-vertex, an out-vertex and an in-out-vertex at the same time. If \( u \) is an in-out-vertex, then it is also an in-vertex and an out-vertex.

**Lemma 5.** If node \( w \) is labelled by \( × \), then two vertices \( u \in V(G_l) \) and \( v \in V(G_r) \) are adjacent in \( G_{SR} \) if and only if

1. \( u \) is a solitary vertex in \( G_l \) or
2. \( v \) is a solitary vertex in \( G_r \) or
3. \( u \) is an in-out-vertex in \( G_l \) or
4. \( v \) is an in-out-vertex in \( G_r \) or
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Case 1.a without and with edge \((v,y)\)

Case 1.b without and with edge \((x,y)\)

Case 2.a without and with edge \((u,x)\)

Case 2.b without and with edge \((y,v)\)

Figure 2: The four cases for the case that after a \(\times\) operation between \(G_l\) and \(G_r\) there is an edge in \(G_{SR}\) between a vertex \(u\) from \(G_l\) and a vertex \(v\) from \(G_r\). The figures show the edges in \(G\). Since we consider a join operation, there is an edge from every vertex of \(G_l\) to every vertex of \(G_r\) in \(G\) and vice versa.

5. \(u\) is an in-vertex in \(G_l\) and \(v\) is an in-vertex in \(G_r\) or

6. \(u\) is an out-vertex in \(G_l\) and \(v\) is an out-vertex in \(G_r\).

Proof. \(\Rightarrow\)

1. If the conditions of Case 1.a and Case 2.a are satisfied, then either one of the two vertices \(u\) and \(v\) is a solitary vertex or \(u\) and \(v\) are both out-vertices in \(G\).

2. If the conditions of Case 1.a and Case 2.b are satisfied, then either \(v\) is a solitary vertex or an in-out-vertex in \(G\).

3. If the conditions of Case 1.b and Case 2.a are satisfied, then either \(u\) is a solitary vertex or an in-out-vertex in \(G\).

4. If the conditions of Case 1.b and Case 2.b are satisfied, then either one of the two vertices \(u\) and \(v\) is a solitary vertex, or \(u\) and \(v\) are both in-vertices in \(G\).

\(\Leftarrow\)

1. If \(u\) is a solitary vertex in \(G_l\), then the conditions of Case 1.b and Case 2.a are satisfied.

2. If \(v\) is a solitary vertex in \(G_r\), then the conditions of Case 1.a and Case 2.b are satisfied.

3. If \(u\) is an in-out-vertex in \(G_l\), then the conditions of Case 1.b and Case 2.a are satisfied.

4. If \(v\) is an in-out-vertex in \(G_r\), then the conditions of Case 1.a and Case 2.b are satisfied.

5. If \(u\) is an out-vertex in \(G_l\) and \(v\) is an out-vertex in \(G_r\), then the conditions of Case 1.a and Case 2.a are satisfied.

6. If \(u\) is an in-vertex in \(G_l\) and \(v\) is an in-vertex in \(G_r\), then the conditions of Case 1.b and Case 2.b are satisfied.
A maximum clique in $\overline{G_{SR}}$ can now easily be computed with a bottom-up analysis of the co-tree $T$ for $G$. For this purpose, only four size values denoted by $m, s, i, o$ are required for each subtree $T_w$ of the co-tree $T$.

1. $m$ is the size of a maximum clique in $\overline{G_{SR}}|_{V(G_w)}$.

2. $s$ is the size of a maximum clique in $\overline{G_{SR}}|_{V(G_w)}$ with exclusively solitary or in-out vertices.

3. $i$ is the size of a maximum clique in $\overline{G_{SR}}|_{V(G_w)}$ with exclusively in-vertices and

4. $o$ is the size of a maximum clique in $\overline{G_{SR}}|_{V(G_w)}$ with exclusively out-vertices.

The four size values $m, s, i, o$ for subtree $T_w$ can be easily computed from the four size values $m_l, s_l, i_l, o_l$ and the four size values $m_r, s_r, i_r, o_r$ for the left and right subtree $T_l$ and $T_r$ at root $w$, respectively. In parallel to these computations, it is also possible to manage four vertex sets $M, S, O, I$ for maximum cliques in $G_w$ with any vertices, exclusively solitary or in-out vertices, exclusively in-vertices, and exclusively out-vertices, respectively.

The size values $m, s, i, o$ for $G_w$ result from the maximum of several expressions formed from $m_l, s_l, i_l, o_l$ for $G_l$ and $m_r, s_r, i_r, o_r$ for $G_r$. Depending on which expression yields the maximum, the corresponding vertex sets $M, S, O, I$ for $G_w$ are assembled from the vertex sets $M_l, S_l, I_l, O_l$ for $G_l$ and the vertex sets $M_r, S_r, I_r, O_r$ for $G_r$.

For a leaf node $w$ we have, $m = 1, s = 0, i = 0, o = 0$ and $M = \{\hat{w}\}, S = \emptyset, I = \emptyset, O = \emptyset$, where $\hat{w}$ is the vertex of $G$ associated with $w$.

If $w$ is labelled by $\cup$, then

1. $m$ is the maximum of $m_l$ (let $M = M_l$) and $m_r$ (let $M = M_r$),

2. $s$ is the maximum of $m_l$ (let $S = M_l$) and $m_r$ (let $S = M_r$),

3. $i$ is the maximum of $i_l$ (let $I = I_l$) and $i_r$ (let $I = I_r$) and

4. $o$ is the maximum of $o_l$ (let $O = O_l$) and $o_r$ (let $O = O_r$).

This operation does not create any edges in $\overline{G_{SR}}$. All vertices become solitary vertices.

If $w$ is labelled by $\Rightarrow$, then

1. $m$ is the maximum of $m_l$ (let $M = M_l$) and $m_r$ (let $M = M_r$),

2. $s$ is the maximum of $s_l$ (let $S = S_l$), $s_r$ (let $S = S_r$), $i_r$ (let $S = I_r$) and $o_l$ (let $S = O_l$),

3. $i$ is the maximum of $m_r$ (let $I = M_r$) and $i_l$ (let $I = I_l$) and

4. $o$ is the maximum of $m_l$ (let $O = M_l$) and $o_r$ (let $O = O_r$).

This operation also does not create any edges in $\overline{G_{SR}}$. The in-vertices of $G_l$ and the out-vertices of $G_r$ become in-out-vertices in $G_w$. All vertices of $G_l$ become out-vertices in $G_w$, all vertices of $G_r$ become in-vertices in $G_w$.

If $w$ is labelled by $\times$, then

1. $m$ is the maximum of $m_l + s_r$ (let $M = M_l \cup S_r$), $m_r + s_l$ (let $M = M_r \cup S_l$), $i_l + i_r$ (let $M = I_l \cup I_r$) and $o_l + o_r$ (let $M = O_l \cup O_r$),

2. $s = s_l + s_r$ (let $S = S_l \cup S_r$),

3. $i = i_l + i_r$ (let $I = I_l \cup I_r$) and

4. $o = o_l + o_r$ (let $O = O_l \cup O_r$).
Algorithm 2 Directed Strong Metric Dimension

1: function DSMD_D1_CO-GRAH(dpirected co-graph $G$)
2: $T \leftarrow$ binary co-tree of $G$
3: $n \leftarrow |V(G)|$
4: $(m, s, i, o) \leftarrow$ CLIQUE_VECTOR($T$)
5: return $n - m$
6: end

7: function CLIQUE_VECTOR(co-tree $T$)
8: $w \leftarrow$ root of $T$
9: if $w$ is a leaf then
10: return $(1, 0, 0, 0)$
11: else
12: $T_l \leftarrow$ left subtree of $w$
13: $(m_l, s_l, i_l, o_l) \leftarrow$ CLIQUE_VECTOR($T_l$)
14: $T_r \leftarrow$ right subtree of $w$
15: $(m_r, s_r, i_r, o_r) \leftarrow$ CLIQUE_VECTOR($T_r$)
16: if $w$ is labelled $\cup$ then
17: return $(\max\{m_l, m_r\}, \max\{m_l, m_r\}, \max\{i_l, i_r\}, \max\{o_l, o_r\})$
18: else if $w$ is labelled $\gg$ then
19: return $(\max\{m_l, m_r\}, \max\{s_l, s_r, i_r, o_l\}, \max\{m_r, i_l\}, \max\{m_l, o_r\})$
20: else $\triangleright w$ is labelled $\times$
21: return $(\max\{m_l + s_r, m_r + s_l, i_l + i_r, o_l + o_r\}, s_l + s_r, i_l + i_r, o_l + o_r)$
22: end
23: end
24: end

This fully describes the bottom-up processing of the co-tree $T$ for the computation of a strong resolving basis for co-graph $G$.

Algorithms 2 shows such a bottom-up processing of the co-tree $T$, in that the size values $m, s, i, o$ are computed. The algorithm can easily be extended to compute a minimum strong resolving set by keeping track of the vertex sets $M, S, I, O$. Since a binary co-tree of a directed co-graph can be found in linear time [CP06], we have proved the following theorem.

**Theorem 5.** A strong metric basis of a strongly connected directed co-graph is computable in linear time.

4 Conclusions

In this paper we have shown that STRONG METRIC DIMENSION for undirected and directed co-graphs is decidable in linear time. We even presented linear time algorithms for the computation of minimum strong resolving sets for undirected and directed co-graphs.

The strong metric dimension as well as the directed strong metric dimension have not yet been extensively discussed in the literature. Developing efficient algorithms to compute the strong metric dimension for specific graph classes (both undirected and directional) is one of the most interesting challenges for us.
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