A gap in the double white dwarf separation distribution caused by the common-envelope evolution: astrometric evidence from Gaia
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ABSTRACT

The trajectory of the center of light of an unresolved binary is different from that of its center of mass. Binary-induced stellar centroid wobbling can therefore be detected as an excess in the goodness-of-fit of the single-star astrometric model. We use reduced $\chi^2$ of the astrometric fit in the Gaia Early Data Release 3 to detect the likely unresolved double white dwarfs (DWDs). Using parallax-based distances we convert the excess of reduced $\chi^2$ into the amplitude of the centroid wobble $\delta a$, which is proportional to the binary separation $a$. The measured $\delta a$ distribution drops towards larger wobble amplitudes and shows a break around $\delta a \approx 0.2$ where it steepens. The integral of the distribution yields DWD fraction of $6.5 \pm 3.7$ per cent in the range $0.01 < a (\text{au}) < 2$. Using synthetic models of the Galactic DWDs we demonstrate that the break in the $\delta a$ distribution corresponds to one side of a deep gap in the DWD separation distribution at around $a \approx 1 \text{ au}$. Model DWDs with separations less than several au shrink dramatically due to (at least one) common envelope phase, reshaping the original separation distribution, clearing a gap and creating a pile-up of systems with $a \approx 0.01 \text{ au}$ and $\delta a < 0.01$. Our models reproduce the overall shape of the observed $\delta a$ distribution and its normalisation, however the predicted drop in the numbers of DWDs beyond the break is steeper than in the data.
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1 INTRODUCTION

At birth, binary star separations are typically large, with the period distribution of doubles on the main sequence (MS) peaking at $10^5$ days (see e.g. Raghavan et al. 2010; Badenes et al. 2018). Thus, to match observed compact orbital configurations of systems with evolved companions, such as e.g. cataclysmic variables, an evolutionary process is required that would efficiently remove energy and angular momentum from the binary. Linked to the stability of the mass-transfer as one of the stars evolves from the MS and fills its Roche lobe, common envelope (CE) evolution is the hypothesized process induced to facilitate the necessary orbit shrinkage (Ostriker & Davidson 1973; Paczynski 1976; van den Heuvel 1976). Sorting astrophysical phenomena by the decreasing ratio of their importance to the availability of direct observational constraints, CE ought to be close to the very top. It is for example invoked in both single-degenerate and double-degenerate supernovae type Ia explosion scenarios (Whelan & Iben 1973; Iben & Tutukov 1984; Webbink 1984). Formation channels for the gravitational wave sources that are pairs of compact stellar remnants rely on it too (e.g. Belczynski et al. 2002; Abadie et al. 2010; Nelemans et al. 2001).

The enormous efforts of the community to understand the multi-spatial multi-timescale CE-phase in detail is therefore no surprise (for a review Ivanova et al. 2013). Hydrodynamical simulations have investigated the physics of the CE-phase and have shed many insights on the phenomenon, for example regarding the role of recombination energy (Nandez et al. 2015; Reichardt et al. 2020; Sand et al. 2020), the magnetic field (Reggós & Tout 1995; Nordhaus et al. 2007; Ohlmann et al. 2016), accretion (MacLeod & Ramirez-Ruiz 2015; Chamandy et al. 2018), dust (Glanz & Perets 2018; Iaconi et al. 2020), jets (Shiber et al. 2019; Lopez-Camara et al. 2021), or the initial conditions (Passy et al. 2012; Ivanova & Nandez 2016; Iaconi et al. 2018; MacLeod et al. 2018; Reichardt et al. 2019; Glanz & Perets 2021). However, for a long time, the simulations failed to unbind the entire envelope. Successful CE evolution has now been achieved under certain conditions; for high mass systems (Law-Smith et al. 2020) or due to inclusion of recombination energy (Nandez et al. 2015; Reichardt et al. 2020; Sand et al. 2020). However with the current lack of predictive power from these methods, evolutionary modelling of binary star systems relies on simplistic models for CE-evolution, that leave much to be desired. The models typically consider the energy budget (Paczynski 1976; Webbink 1984; Livio & Soker 1988) or the angular momentum budget (Nelemans et al. 2000). Typically the uncertainty in the outcome of the common-envelope phase is the most uncertain factor in the formation of compact binaries.

On the observational side, specifically for the low- and intermediate-mass progenitors, constraints on CE-evolution come
from the measurements of orbital separations of white dwarf - main sequence pairs (Zorotovic et al. 2010; Toonen & Nelemans 2013; Camacho et al. 2014) and double white dwarf (DWD) systems (Nelemans et al. 2001; Nelemans & Tout 2005; van der Sluys et al. 2006). In particular compact DWDs are extremely scarce and incomplete (see e.g. Maxted & Marsh 1999a; Badenes & Maoz 2012; Toonen et al. 2017; Maoz et al. 2018).

In the past, two observational techniques have been used successfully to discover close DWDs. Most of the systems known to date, either with regular WD companions, with masses similar to observed single WDs, or with extremely low-mass (ELM) WDs ($M < 0.3 M_\odot$), which cannot be formed through single-star evolution within a Hubble time, have been discovered through radial velocity variations (see e.g. Marsh et al. 1995; Napiwotzki et al. 2001; Brown et al. 2010; Breedt et al. 2017; Napiwotzki et al. 2020; Brown et al. 2020). Selection effects in the spectroscopically identified DWD samples come from two sources: that of the input catalogue and that of the spectroscopic follow-up program. While the survey selection effects can be pinned down, the input catalogue for the non-ELM surveys (such as the Supernova Ia Progenitor survey Y, SPY, by Napiwotzki et al. 2001) is compiled from a heterogeneous mix of sources and is tricky to characterize (see Napiwotzki et al. 2020). The second method which is becoming increasingly more utilized recently relies on the synergy between the wide-angle variability surveys such as Kepler (Howell et al. 2014) and the Zwicky Transient Facility (ZTF, Graham et al. 2019; Bellm et al. 2019), and Gaia (Perryman et al. 2001; Gaia Collaboration et al. 2018a). By inspecting the ZTF multi-epoch photometry of WDs selected from the Hertzsprung–Russell diagram the presence of close WD companions is established due to the characteristic narrow eclipses and/or ellipsoidal variations in the lightcurves (see Burdge et al. 2019, 2020a,b; Coughlin et al. 2020; Keller et al. 2022). In addition to the Gaia-related selection effects (due to variations of the signal-to-noise of the astrometric measurement), the variability-based detections display a strong period-dependant efficiency evolution (see Korol et al. 2017; Burdge et al. 2020a; Keller et al. 2022).

\textit{Gaia} offers an opportunity to identify unresolved DWD systems in an entirely different way. Binary orbital motion induces fluctuations of the photocentre position that can be detected with sufficiently accurate astrometry (e.g. Bessel 1844). There are two flavours of the simple unresolved binary detection method available each corresponding to a slightly different orbital separation regime. When modelled with a single-star model at two distinct epochs, binary motion reveals itself as a difference in the measured source proper motion - the effect known as the proper motion anomaly (see e.g. Brandt 2018; Kervella et al. 2019; Penoyre et al. 2020). Alternatively, the astrometric wobble (and its significance) of the unresolved system’s photocentre can be extracted from a single epoch measurement. If the binary period is comparable or shorter than the length of the row of astrometric observations, the single-source model is insufficient to explain the data thus leading to an excessively large goodness-of-fit statistic. Belokurov et al. (2020) use the reduced $\chi^2$ of the single-source astrometric fit in the Gaia DR2 data, also known as Renormalised Unit Weight Error (RUWE Lindegren 2018), to identify binary systems across the entire Hertzsprung–Russell diagram (HRD). They also explain how RUWE can be converted into an estimate of the amplitude of the astrometric wobble, quantity directly comparable to the output of the binary population synthesis models.

\textbf{2 CLEAN SAMPLE OF WHITE DWARFS IN GAIA EDR3}

In principle, selecting WDs with \textit{Gaia}’s astrometry could not be easier. Thanks to \textit{Gaia}’s accurate parallax measurements, the WD sequence is easily identified as it sits alone in otherwise unpopulated portion of the HRD, bluewards and faintwards of the Main Sequence. However, as revealed by e.g. Gentile Fusillo et al. (2019) a large number of spurious sources can enter the region occupied by WDs due to biased and/or erroneous astrometry. The incidence of DWD binaries is rather low (see e.g. Toonen et al. 2017) and even a percent-level contamination could therefore significantly bias the measurement we are after. Below we describe the WD selection procedure we have adopted to minimise the contamination of our sample by non-WD sources.

In what follows we use the photometric (Riello et al. 2021) and astrometric (Lindegren et al. 2021) data published as part of the \textit{Gaia} EDR3 (Gaia Collaboration et al. 2021; Fabricius et al. 2021). We correct stellar magnitudes and colours for the effects of dust extinction using the reddening maps of Schlegel et al. (1998) and the first two terms for the extinction coefficients presented for \textit{Gaia} DR2 in Gaia Collaboration et al. (2018b). Note that i) \textit{Gaia} EDR3 photometry differs slightly from that presented in \textit{Gaia} DR2 and ii) it would be more appropriate to use differential (3D) extinction values instead of those based on total reddening. However, we believe that these discrepancies have minimal effect on our results given the WD selection cuts applied (as described below).

The WD sample analysed in this work is procured using the following criteria:

\begin{equation}
\begin{aligned}
&|\delta| > 30^\circ, \\
&\text{PHOT}_B_P\text{P}_R\text{P}\_E\text{XCESS\_FACTOR} < 3, \\
&E(B-V) < 1, \\
&13 < G < 20, \\
&\sigma/\sigma_{\sigma} > 20.
\end{aligned}
\end{equation}

In the list above, Galactic latitude and $BP - RP$ excess flux cuts aim to minimise the occurrence of blended objects (or sources in high density environments). Maximal reddening limit helps to ensure that stars do not wander around the HRD due to unaccounted variations in differential extinction. The apparent magnitude range reflects the low intrinsic luminosity of WDs. Finally, the high parallax signal-to-noise threshold guards against sources with biased/spurious astrometry.

Figure 1 (top row, second panel from the left) shows the density of sources in the HRD selected using the criteria above with an additional cut on the heliocentric distance of $D < 500$ pc. The WD sequence is highlighted with a black outline as given in Belokurov et al. (2020, hereafter B20). This HRD density can be compared to the distribution obtained with a lower parallax signal-to-noise threshold (with the rest of the cuts kept fixed) shown in the first panel of the top row. Even at a relatively high value of $\sigma/\sigma_{\sigma} > 10$ a large number of spurious detections is visible reaching from the MS towards the WD sequence. Note that while the bulk of these suspect sources is limited to $BP - RP > 0.7$ (where a sharp vertical boundary is visible) many percolate bluewards into the WD sequence. The contaminant nature of these objects is discussed in Gentile Fusillo et al. (2021, hereafter GF21), see for example their figure 1. The third panel of the top row of Figure 1 shows a relative density difference between panel one and two. As expected, the largest discrepancy is at faint magnitudes, below the MS. However, an excess of stars with lower astrometric quality can be seen impinging on the WD sequence and overlapping with it.

In terms of the global properties of the stars selected, the fourth
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Figure 1. Density of Gaia EDR3 sources on the Hertzsprung–Russell diagram (HRD). Only sources i) satisfying the first four conditions of Equation 1 and ii) within heliocentric distance of $D < 500$ pc are included. Top row TR, 1st panel: shows the HRD behaviour for sources with parallax signal-to-noise $\sigma/\sigma_p > 10$. A large cloud of likely spurious objects is clearly seen between the WD sequence (outlined in black) and the Main Sequence (MS). While the bulk of the spurious stars are limited to $BP - RP > 0.7$ (note a sharp vertical “wall” around this colour) many reach well into the WD sequence. TR, 2nd panel: HRD density for stars with $\sigma/\sigma_p > 20$. Here the WD sequence and the MS are well separated, the only connection being the “bridge” of likely WD-MS binaries at $10 < M_G < 12$. This is the selection used in our analysis. TR, 3rd panel: relative difference between the two density distributions shown in the 1st and 2nd panels. Note the excess of faint sources and sources with colours intermediate between WD and MS that are most prevalent in the selection with the $\sigma/\sigma_p > 10$ cut. TR, 4th panel: Distance gradient across the HRD. Bottom Row (BR), 1st panel: HRD colour-coded according to the 41st percentile of the RUWE distribution, approximately corresponding to the location of the peak. The WD sequence is well behaved, but systematic shifts can be seen along the MS, e.g. around $M_G \sim 7$ and $M_G \sim 10$. BR, 2nd row: The colour-coding is according to location of the 90th percentile of the RUWE distribution (tail). The WD does not display a heavy tail. However, a prominent tail is seen along the MS photometric binary sequence (just above the MS) and to the blue of the MS sequence (possibly spurious astrometry). BR, 3rd panel: WDs with RUWE $> 1.4$. BR, 4th panel: Completeness of the WD sample. Distance distribution is shown for the entire WD sample (blue) and the sub-sample used for the DWD analysis (red), which is complete out to $\sim 170$ pc (vertical grey band).

Figure 1. Completeness of the WD sample. Distance distribution is shown for the entire WD sample (blue) and the sub-sample used for the DWD analysis (red), which is complete out to $\sim 170$ pc (vertical grey band).

The first two panels in the bottom row Figure 1 display the details of the distribution of the astrometric reduced $\chi^2$ as given by RUWE. Namely, the first panel shows the location of the RUWE peak traced by the 41st percentile of the RUWE distribution (see Lindegren 2018). By construction, the 41st percentile of the RUWE distribution should stay at 1 as the bulk of the stars seen by Gaia are not expected to show significant non-linear deviations in the photo-centre motion not described by the standard model. This assumption can of course be broken in the regions of the HRD dominated by binaries, such as the binary MS, where the shape of the RUWE distribution is altered, as indeed demonstrated by the first panel in the bottom row of Figure 1. Worryingly however, this panel shows additional areas in the HRD where deviations of the RUWE peak from the expected value is visible, for example, red region (strong deviation) directly underneath the MS and pale blue region (weak deviation) along the MS, in particular at $M_G \sim 7$ and $M_G \sim 10$. Reassuringly, the WD sequence is almost uniformly lit up with a dark blue colour, indicating that peak of the RUWE distribution remains very close to 1. Second panel in the bottom row of Figure 1 illustrates a surprisingly heavy tail in the RUWE distribution (note the difference in the RUWE range displayed) in some portions of the HRD, in particular above and below the MS. Again, across the WD sequence the RUWE tail is not pronounced and remains approximately constant for WDs of all colours and magnitudes.

The next (third) panel in the row gives positions of the WDs with a clear RUWE excess, which is defined as RUWE $> 1.4$. These systems are likely unresolved binaries. Their distribution in the HRD is understandable: they congregate to the regions of the highest WD density (see top left panel of the Figure), with many objects sitting slightly above this central ridge due to the addition of the fluxes of the individual components. The rightmost (fourth and final) panel of the bottom row shows luminosity functions (LF) of several WD sub-samples. For example, the light-blue histogram presents the LF of the whole sample. The LF is peaked around 100 pc betraying incompleteness of the sample beyond this distance (see also Rix et al. 2021, for discussion of the WD sample completeness). While intrinsically bright WDs are seen out to large distances, e.g. $D > 500$ pc, the dimmer (and more numerous) stars are only detected out to 100 pc or so. To choose an optimal absolute magnitude cut we consider the following three effects: completeness, contamination
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and astrometric wobble sensitivity. Figure 2 demonstrates that the contamination of the sample with (likely) spurious objects grows at \( M_G > 13 \). As discussed in B20 and as we show below, the sensitivity of the astrometric wobble drops quickly with distance. According to Figure 3, the background of sources with no significant astrometric \( \chi^2 \) excess starts to overwhelm the signal at heliocentric distances \( D > 170 \) pc. We therefore limit our WD selection to \( 8 < M_G < 13 \) as this sample is complete to \( D = 170 \) pc (red histogram in the fourth panel of Figure 1). Note that even the sample of the faintest sources (\( 12 < M_G < 13 \)) is complete out to this distance (orange histogram).

### 2.1 Comparison with GF21

Most recently, GF21 presented a catalogue of WDs identified in the *Gaia* EDR3 data. Their training set is based on spectroscopic WDs which allows them to produce a clean and robust selection of WDs. Unfortunately, we cannot use their WD sample to measure the incidence of DWD binaries as GF21 included criteria based directly on the quality of the *Gaia* astrometric solution (for example RUWE, excess astrometric noise, etc), thus biasing their sample against systems with significant astrometric wobble. Nonetheless, we will compare the make-up of our WD catalogue against that of GF21 with the goal to identify regimes free of obviously spurious contaminants.

As discussed above and shown in the top row of Figure 1, the contamination of the WD sample is a function of the parallax signal-to-noise ratio. Accordingly, top row of Figure 2 shows the properties of our WD selection as a function of \( \sigma_\alpha / \sigma_\delta \) cut. The top left panel gives the evolution of the WD LF as a function of the parallax S/N. The middle panel in the top row shows the percentage excess in our WD samples compared to that in GF21. The excess shows a clear evolution with \( \sigma_\alpha / \sigma_\delta \), dropping significantly for \( \sigma_\alpha / \sigma_\delta > 10 \). But even for \( \sigma_\alpha / \sigma_\delta > 10 \), the excess can be of order of percent(s), in particular for faint systems with \( M_G > 13 \). The evolution of the excess of WDs in comparison to the GF21 can be compared with the evolution of the tail of the RUWE distribution of the stars in common between the two samples (dotted line) and stars that are part of the excess (i.e. present in our selection but not identified as WD by GF21) as a function of \( \sigma_\alpha / \sigma_\delta \) (third panel in the top row of the Figure). The RUWE tail (as estimated by the 90th percentile of the RUWE distribution) for the stars in common is not evolving as a function of the parallax S/N, hovering just above RUWE= 1. This can be compared to the behaviour of the RUWE tail in the excess which is continuously decreasing from worryingly high values for \( \sigma_\alpha / \sigma_\delta < 20 \), but beyond that, stays flat at just below RUWE= 2. Finally, the bottom row of Figure 2 compares the HRDs positions of WD in our sample (i.e. selected according to Equation 1, left) and GF21 (i.e. present in GF21 together with cuts from Equation 1, middle). Note that the GF21 contains a small number of WDs outside of the main WD sequence (outlined by black line). Most of these systems are binaries in which WDs are paired with non-degenerate companion (e.g. WD plus M dwarf). The third (and final) panel of the bottom row of the Figure shows the WDs (i.e. stars located within the black WD mask) that are present in our catalogue but absent in GF21. The bulk of the excess is at faint magnitudes with only a small number of systems brighter than \( M_G = 13 \).

### 3 DWD FRACTION FROM ASTROMETRY

B20 presented a strategy to estimate the fraction of unresolved binaries using the amplitude of the positional wobble obtained from the reduced \( \chi^2 \) of the astrometric model for each source. In this Section, we briefly discuss the steps of the procedure and add several modifications.

#### 3.1 Measurement procedure

**Rescaling of RUWE.** Before we proceed to the calculation of the wobble, we choose to rescale the published RUWE values to minimise the influence of the spurious shifts of the peak of the RUWE distribution (see bottom row of Figure 1). This is done for subsets of the WDs in our sample, in bins of heliocentric distance. More precisely, for each distance bin we re-scale RUWE so that the 41st percentile of its distribution is precisely 1. Note that for the WD sample under consideration, this rescaling is minimal as the 41st percentile variation (before rescaling) across the entire distance range of 0-170 pc is limited to between 0.988 and 1.007. We have checked that the measurements of the DWD fraction reported below are not affected by the rescaling.

**Converting RUWE into wobble amplitude \( \delta a \).** Following B20 we convert *Gaia* EDR3 RUWE values into the amplitude of the angular wobble \( \delta \theta \) using their Equation 2, namely \( \delta \theta \approx \sigma_{\Delta L}(G) \sqrt{\rho^2 - 1} \). This requires multiplication of RUWE \( \rho \) by the appropriate uncertainty of the centroid measurements (in the along-scan direction) \( \sigma_{\Delta L} \) for which we use the robust scatter estimate as given by the solid blue line in Figure A.1 of Linddegren et al. (2021). Note that our \( \sigma_{\Delta L} \) estimate is dependent only on the source magnitude \( M_G \). The angular wobble amplitude \( \delta \theta \) is then converted into the corresponding displacement \( \delta a \) in au using Equation 4 of B20. Measured \( \delta a \approx a \delta a_{\Delta L} \) is related to the binary separation \( a \) via the scaling factor.
\[ \delta q = \frac{q}{l} \frac{1}{(q + 1)(q + 1)}, \]
where \( q \) and \( l \) are the mass and luminosity ratio correspondingly.

**Strong wobble vs weak wobble.** As argued in B20, the stellar population’s binary fraction ought to be estimated for a fixed \( \delta a \) threshold across the distance range probed. However, at fixed \( \delta a \) the contribution of the background of sources with no significant wobble increases with distance. To take the background contribution into account, B20 built a model of the RUWE distribution of well-behaved and/or single sources by reflecting the measured RUWE distribution around the peak (essentially using objects with RUWE < 1 to generate mock sources with RUWE > 1 assuming the symmetry of the RUWE distribution around the peak). An example of the behaviour of such a background model in the space of \( \delta a \) and distance is shown in the second panel of Figure 8 in B20. With the background model in hand, B20 calculated the excess of objects in the range of \( \delta a \) and distance (see third panel of their Figure 8). They argued that the range of \( \delta a \) must be chosen to lie between the two regimes, that dominated by the background at low \( \delta a \) and that of “resolved” systems at high \( \delta a \). While it is true that at very high \( \delta a \) values (corresponding to separations of more than \( \approx 0.1 \) arcsecond) binary systems would be resolved by \( Gaia \), a good portion deemed by B20 as resolved are actually unresolved binaries with *strong* astrometric wobble. These are the systems with RUWE values far in the tail of the RUWE distribution, i.e. likely with RUWE > 1.4. This is confirmed by the red colour (strong excess compared to the background) of the region designated as “resolved” in Figure 8 of B20 - the background population does not contribute sources with high \( \delta a \) values at these small distances. Rather than being resolved, these objects are in the *strong wobble* regime to be compared with the *weak wobble* displayed by the stars used by B20. Here we refer to the *weak wobble* stars as those in the main peak of the RUWE distribution (typically with \( \delta a < RUWE < 1.4 \)) and *strong wobble* stars as those in the tail of the RUWE distribution (typically, with RUWE > 1.4). Binary estimates based on the weak and strong wobble systems should in principle agree. However, the fidelity of the background model plays a much more important role in the case of the weak wobble estimate. In the strong wobble regime, true unresolved binaries dominate and the contribution of the single and/or well-behaved objects is essentially zero. In what follows, we measure the DWD binary fraction relying solely on systems in the strong wobble regime.

Figure 3 details the steps of the DWD measurement process. Left panel in the top row shows the evolution of RUWE values for WD selected using Equation 1 as a function of distance. As expected for genuine binaries, objects with the highest values of RUWE congregate at small distances and the overall density of RUWE is to drop with increasing distance. Next (middle) panel in the same row shows the amplitude of angular wobble \( \delta \theta \) as a function of distance. The y axis is logarithmic and the colour-coding of symbols is according to the RUWE value as shown in the previous panel. For genuine binaries the angular wobble amplitude decreases (on average) with...
distance (see the upper envelope of the distribution, in particular for red symbols). For the background (i.e. for single and/or well-behaved sources) it instead increases, this is because the width of the peak of the RUWE distribution stays more or less the same but the typical apparent magnitude of the source increases, and, therefore, so does $\delta \theta$. The right (and final) panel in the top row of Figure 3 shows the amplitude of the astrometric wobble $\delta a$ as a function of distance. Here, decreasing angular sensitivity of Gaia and the distance scaling of $\delta a$ cancel out and the upper envelope of the distribution is almost flat. Multiplication by distance increases the background which starts to dominate beyond $D = 170$ pc. In this and the previous panel, a simple estimate of the boundary between the strong and weak wobble regimes is shown as a red curve. This boundary is obtained by converting the critical value of $\text{RUWE}_{\text{crit}}$ into $\delta a_{\text{crit}}(D)$ by using the astrometric error $\sigma_{\text{AL}}(D)$ corresponding to the median apparent magnitude in each distance bin. Values of critical $\delta a_{\text{crit}}(D)$ are procured by simply multiplying $\delta a_{\text{crit}}(D)$ by the corresponding distance of each bin.

Left panel in the bottom row of Figure 3 presents a different method of estimating the background. In this case, we follow the prescription of B20: using sources with $\text{RUWE} < 1$, we generate mock objects with -$\text{RUWE}$+2 (assuming that the peak is at RUWE = 1), i.e. ‘reflecting’ the RUWE distribution around the peak. These new RUWE values are converted into $\delta \theta$ and $\delta a$ using Equations 2 and 4 of B20. Black histogram in the left panel of the bottom row of the Figure gives the threshold value of $\delta a_{\text{crit}}(D)$ above which no mock background sources are found. As expected, the two estimates of the location of the background-free regime $\delta a_{\text{crit}}(D)$ (shown as a solid red curve in the bottom left panel) and $\delta a_{\text{crit}}(D)$ (given as a histogram in the bottom row) are in good agreement. The middle panel of the bottom row in Figure 3 displays the density of observed sources in the plane of $\delta a$ and distance. Note the dramatic change in the behaviour of the density on transition from the background-dominated into the background-free regime. As illustrated in the Figure, the number of identifiable unresolved binaries is dictated by Gaia’s sensitivity to photo-centre wobbling which is a strong function of distance, convolved with the number of sources detected that grows with the volume probed. At small distances, e.g. $D < 50$ pc, the entire range of $10^{-2} < \delta a < 1$ is accessible but the volume is small and so is the total number of binaries. At larger distances, e.g. $D > 100$ pc, the increase in the volume brings in a large number of wobbling WDs, but only systems with large amplitudes can be caught, e.g. those with $\delta a > 0.1$.

To produce an estimate of the DWD binary incidence, we combine detections of the DWDs from the entire distance range ($0 < D < 170$ pc) by scaling contributions from each distance bin proportionally to the inverse of the number of WDs detected (equivalent to the volume probed). In practice, the DWD number from each bin is rescaled to the total number of WDs in 170 pc$^3$ volume. Bottom right panel of Figure 3 shows the mask used to select only the contributions from the background-free regime as well as the weight assigned to each distance bin (greyscale). There are 8568 WDs in our sample within 170 pc. We estimate that there are 555 DWD systems with $10^{-2} < \delta a < 1$, based on 157 DWD detections. The number of systems with RUWE > 1.4 is slightly smaller, i.e. 118 but switching to this sub-sample does not change our estimate of the DWD fraction.

### 3.2 DWD wobble amplitude distribution

Figure 4 presents the probability distribution of $N(\delta a)$ of the wobble amplitude in our sample. There are two properties of the DWD p.d.f. worth noting: i) the rise towards low wobble amplitudes and ii) the precipitous drop at $\log_{10} \delta a > -0.7$. The prevalence of the low $\delta a$ is already hinted at in the right panel of the top row of Figure 3. Here, there is a clear lack of systems with high wobble amplitudes, e.g. those with $\delta a > 0.1$ at low distances ($D < 50$ pc); these systems only begin to be sampled when a large enough volume of the Galaxy is probed.

To investigate whether the DWD fraction estimates could be affected by the presence of spurious contaminants we study two additional sub-samples. The first set systems is limited to the WDs with no Gaia EDR3 neighbours within the radius of $4$ arcseconds $N_4 = 1$. The wobble amplitude p.d.f. for this sub-sample is shown in Figure 4 as light orange curve in complete agreement with the measurement based on the larger sample. For our second sub-sample we limit the WD selection to systems with low photometric variability, we use the Gaia EDR3 flux error to gauge the photometric variability amplitude following the methodology of Belokurov et al. (2017). To account for the gradual increase of the flux error with apparent magnitude, we calculate the median and standard deviation of the photometric amplitude in bins of magnitude $G$ and calculate for each star its excursion from the median in terms of the number of standard deviations $N^G_p$. The DWD fraction estimate using this sample is shown with light blue curve in the Figure. The later is also in good agreement with the DWD fraction measurement based on the entire WD sample.

### 3.3 Double WD vs double MS systems

As a sanity check, let us contrast the distribution of the derived wobble amplitudes for DWDs to that of the double MS (DMS) systems. For comparison, we will use the stars within the same absolute magnitude range $8 < M_G < 13$ but located on the MS (using the MS mask as presented in B20). These stars are similar to the WDs studied in terms of their observed properties, for example, their apparent
magnitudes are similar and therefore so are the astrometric errors; given the identical absolute magnitude range, they probe similar distances from the Sun. However, the unresolved MS binaries contained within the sample have not yet had a chance to evolve (e.g. become red giants, go through a CE phase, interact etc) and therefore are expected to have a drastically different period (and consequently, separation) distribution. More precisely, the period distribution of low-mass MS stars has been shown to be broad and is estimated to peak at around $10^5$ days (see e.g. Raghavan et al. 2010).

We select the MS stars using conditions listed in Equation 1 and we repeat the sequence of steps described in Section 3.1. Note that while for the WD population the peak of the RUWE distribution is close to 1 in the original Gaia EDR3 data, for the MS we detected noticeable shifts (see the bottom row of Figure 1) and therefore RUWE rescaling plays a much more important role. Top panel of Figure 5 gives the fraction of DMS stars as a function of wobble amplitude $\delta a$ (red filled circles). Across the entire range of $\delta a$ probed, these fractions are higher than those for DWDs (blue filled circles). Note that in the Figure the two distributions are compared on logarithmic scale, and at some values of $\delta a$, the incidence rate of DMS binaries exceeds that of DWDs by are almost an order of magnitude more frequent than double WDs. To illustrate the differences in the underlying separation distributions of the two binary samples, we deconvolve their $\delta a$ distributions by dividing each $\delta a$ value by a $\delta q_l$ randomly drawn from a model distributions as discussed in Appendix A.

The the resulting ‘deconvolved’ distributions of binary separations are shown in the bottom panel of Figure 5. As anticipated, the shapes of the DWD and DMS separation distributions are utterly different. The DWDs prefer small separations with the majority of systems at $a < 0.1$ au and a marked drop of systems with larger separations. On the other hand, there is paucity of DMSs with $a < 0.1$ au with the incidence of binaries growing at higher separations. Note that both distributions are affected by selection biases. Gaia EDR3 astrometry struggles to pick up systems with a wobble amplitude $\delta a \leq 10^{-2}$, as the typical astrometric error surpasses the size of the photo-centre wobble. Given the distribution of the $\delta q_l$ (in particular, the long tail towards low $\delta q_l$ (cf. Figure A1), this implies that many systems will be missed at separations approaching $a \approx 10^{-2}$ au. This is reflected in the turn-over and a drop in the separation distribution of DWD at $a < 0.04$ au. With this in mind, we conjecture that the intrinsic DWD distribution likely continues to rise steadily below $a = 0.01$ au. A different selection effect takes place at larger separations, i.e. those of $\approx 1$ au or thereabouts. For binary systems with periods close to the time span of Gaia EDR3, some of the photo-centre shift will be absorbed by the proper motion measurement as the portion of the orbit traced becomes quasi-linear (thus producing a proper motion anomaly signature). This is discussed in greater detail in Penoyre et al. (2021), see their Figures 15-17. Indeed, given the typical combined mass of the DMS binary of $\approx 0.5 M_\odot$, there is a large fraction of systems with periods above 2 years (roughly the timespan of Gaia EDR3) at separation of 1 au and above. This explains the flattening and the turn-over of the DMS separations in this regime. The intrinsic distribution of separations likely continues to rise. The typical combined mass of DWDs is larger, at $\approx 2 M_\odot$, and therefore their periods are typically shorter. Thus, for DWDs (as compared to DMS systems within the same absolute magnitude range) the transfer of power from the RUWE signature into proper motion anomaly happens at larger separations, i.e. $a > 2$ au.

4 SYNTHETIC MODELS OF THE GALACTIC DWD POPULATION

We construct synthetic models of the local DWD population using binary population synthesis (BPS) code SiB (Portegies Zwart & Verbunt 1996; Nelemans et al. 2001; Toonen et al. 2012). The detailed description of the considered models is presented in Toonen et al. (2012); Toonen & Nelemans (2013); Toonen et al. (2017) to which we refer for further details, while here we summarise their most important characteristics.

4.1 Initial population

The initial stellar Zero Age Main Sequence (ZAMS) population is obtained with a Monte Carlo approach, assuming Solar metalicity, the initial binary fraction of 50 per cent, and distributions for the binary parameters as detailed below. The mass of the primary stars is drawn between 0.95 $M_\odot$ - 10 $M_\odot$ according to the initial mass function of Kroupa et al. (1993). The mass of the secondary star is drawn from a flat mass ratio distribution between 0 and 1 (e.g. Duchêne & Kraus 2013). Semi-major axes are drawn from a distribution that is uniform in $\log(a)$ (Abt 1983). We consider only detached binaries.
on the ZAMS with orbital separations up to $10^6 R_\odot$, and for the orbit eccentricities we assume a thermal distribution (Heggie 1975; Raghavan et al. 2010; Duchêne & Kraus 2013).

4.2 Binary evolution

We let SeBa evolve the initial population until both stars turn into WDs. Typically, two stars that start on wide orbits of $\geq 10$ au, in SeBa end up evolving independently, as they would if they were born in isolation. However, two stars starting on a short orbit are destined to affect each other via a number of processes such as mass and angular momentum transfer, CE evolution, magnetic braking, and gravitational radiation. These and other processes typically involved in the binary evolution are modeled within SeBa with appropriate recipes detailed in Portegies Zwart & Verbunt (1996); Toonen et al. (2012, and references therein). Below we describe those most relevant for this study.

4.2.1 Common envelope evolution

The CE evolution is a short phase lasting up to thousands of years that occurs when one star of the pair expands and engulfs the companion (see Ivanova et al. 2013, for a review). The engulfed star therefore moves through the companion’s envelope experiencing dynamical friction, which facilitates the transfer of the binary orbital energy and angular momentum to the envelope. Typically, this process is implemented in BPS codes by parametrising either the energy balance equation through an $\alpha$ parameter or that of the angular momentum through a $\gamma$ parameter (Paczynski 1976; Webbink 1984; Livio & Soker 1988; Nelemans et al. 2000). Both parameters, $\alpha$ and $\gamma$, encode the efficiency with which orbital energy and/or angular momentum are consumed for unbinding of the envelope and for shrinking of the binary. We highlight that the $\gamma$-parametrisation was originally formulated and fine-tuned based on the reconstructed evolutionary paths of the observed DWDs (Nelemans et al. 2000; Nelemans & Tout 2005; van der Sluys et al. 2006). Models utilised in this study are based on the combination of these two CE formalisms. In addition, different CE efficiencies are considered (cf. Section 4.2.2).

Following Toonen et al. (2012) we generate two families of models, which we denote $\alpha \gamma$ and $\alpha \lambda$. In the $\alpha \gamma$ model, the formalism is applied to determine the outcome of every CE phase. In the $\alpha \gamma$ model, the $\gamma$-prescription is applied unless the binary contains a compact object or the CE is triggered by a tidal instability, in which case $\alpha$-prescription is used. Thus, in the $\alpha \gamma$ evolution model the first CE phase is typically described by the $\gamma$ formalism, while the second by the $\alpha$ formalism. It is worth noticing that the treatment of CE evolution has an effect on the DWD formation rate. In particular, we note that the $\alpha \gamma$-model yields about twice as many DWDs compared to the $\alpha \alpha$-model (e.g. Toonen et al. 2017).

4.2.2 Common envelope efficiency

In the standard SeBa setting $\gamma = 1.75$ and $\alpha \lambda = 2$ (here $\lambda$ is a parameter dependent on the structure of the donor star), both values are derived based on the observed DWD sample (Nelemans et al. 2000; Nelemans & Tout 2005). However, lower CE efficiencies have been found to fit the population of the post-common-envelope binaries (i.e. WD+MS, Zorotovic et al. 2010; Toonen & Nelemans 2013; Camacho et al. 2014). Therefore, to complement models using the standard SeBa efficiency values $\alpha \alpha$ and $\alpha \gamma$, we construct two additional model variations $\alpha \alpha$ and $\gamma \alpha$ setting $\alpha \lambda = 0.25$. In these models the binary orbit shrinks more strongly compared to the standard efficiency value because for lower values of $\alpha \lambda$ the envelope is expelled less efficiently. The effect of a stronger orbital decay is reflected in the number of DWD systems produced by these models: the $\alpha \alpha$-2 model generates 7 times fewer binaries with $\alpha < 1$ au compared to the default $\alpha \alpha$-model because the contraction of the orbit during the CE evolution is so strong that many do not survive until the DWD stage (cf. Table 1).

4.2.3 Stable mass-transfer

When one of the two stars fills its Roche lobe, the subsequent flow of matter may be self-stabilising, unlike in the previously discussed case leading to a CE-phase. In our simulations the stability and the rate of mass-transfer are dependent on the reaction of the stellar radii and the Roche lobes to the transfer (and possible loss) of mass and angular momentum. The loss of angular momentum is poorly constrained by observations. Consequently, binary evolution codes make different assumptions (for comparison see Toonen et al. 2014). Often the orbital angular momentum is set to leave the binary with a (multiple of) the specific orbital angular momentum of the binary $\beta = $ constant. In SeBa, for a non-degenerate companion, $\beta = 2.5 \times$ specific angular momentum of the orbit (Portegies Zwart & Verbunt 1996). As an additional model variation we set $\beta = 1$, in which case the angular momentum loss is equal to specific angular momentum of the orbit.

In comparison to the default model, binaries in the $\beta$1-model will lose less angular momentum per solar mass of lost material, and, therefore, their orbits will widen more during non-conservative mass-transfer. As a third model for the angular momentum loss mode, we assume isotropic re-emission (‘isore’ model). In this case, mass is assumed to leave the system from the position of the mass gainer. As the accretor star is typically more massive than the donor star (to guarantee mass-transfer stability), it carries little angular momentum. So any material that is lost from the binary from the vicinity of the mass gainer carries with it little angular momentum. Thus, typically, this type of angular momentum loss mode leads to even stronger orbital widening than the previous two models.

Additionally, we pay special attention to the case of accretion onto WDs. We do this for two reasons. Firstly, it is a common occurrence in the formation of DWDs in the considered regime (see upper panel of Fig. 8). And secondly, the accretion process is more complicated for WDs compared to non-degenerate stars (e.g. MS stars) because of possible thermonuclear runaways in the accreted material on the surface of the WD. The efficiency with which a WD can retain accreted material is highly debated (e.g. Yaron et al. 2005; Bours et al. 2013; Wolf et al. 2013; Kato et al. 2017; Hillman et al. 2020), which reflects in several orders of magnitude uncertainty in the related supernova type Ia rate (Bours et al. 2013; Claeys et al. 2014). The default model of SeBa is based on the retention efficiencies from Nomoto et al. (2007), Hachisu et al. (2008), and Kato & Hachisu (1999) (model NSKH07 from Bours et al. 2013). Our alternative model adopts the retention efficiencies of Fridrik & Kovetz (1995), which predict less efficient accretion onto WDs.

4.2.4 Stellar wind speed

The last model variation concerns the stellar winds. To model the effect of stellar winds SeBa uses different prescriptions for different stellar evolution phases (see Toonen et al. 2012, for an overview). For low- and intermediate-mass stars they mainly play a role on the red giant branch (RGB) and asymptotic giant branch (AGB). We assume
that the companion accretes according to the Bondi-Hoyle model, which depends on the orbital separation, orbital eccentricity and the velocity of the wind material. By default it is assumed that the wind speed is $2.5 \times$ the escape speed, but as an alternative model we adopt the extreme case of the wind speed matching the escape speed. This is appropriate for AGB stars during the late stages of their evolution. Note that mass accretion may be more efficient than Bondi-Hoyle at low ratios of the terminal wind velocity to the relative orbital velocity of the system (e.g. Mohamed & Podsiadlowski 2007, 2012; Saladin et al. 2018, 2019). Exploring this later possibility is beyond the scope of this paper.

4.3 Present-day DWD population

Next, we simulate the temperatures and magnitudes of the local DWD population observable by Gaia. This requires assumptions for the DWD spatial distribution and the Galactic star formation history. As the actual observed data are complete roughly up to 200 pc (cf. Section 3.1), we can simplify the modeling by considering the thin disk only. We convolve our synthetic DWD models with a constant star formation history setting the age of the thin disk to be of 8 Gyr, and we distribute binaries homogeneously around the Sun. We set the star formation rate to $3 \, M_\odot \, \text{yr}^{-1}$ (e.g. Fantin et al. 2019). Note that the star formation rate is a scaling parameters that only affects the total number of DWDs in the simulation. The spatial distribution is normalized in such way that a spherical region of radius $r = 200 \, \text{pc}$ centred on the Sun contains a fraction of systems compared to the whole Galaxy equal to $4\pi r^3/3V \sim 0.02$, where $V = 5 \times 10^{11} \, \text{pc}^{-3}$ is the total disk volume. Finally, using ages – resulting from the combination of the DWD formation time provided by StrBAs and constant star formation history – and distances we compute DWD absolute Gaia magnitudes $M_G$ and colors $G_{BP}/G_{RP}$ using WD cooling curves of Holberg et al. (2008); Kowalski & Saumon (2006); Tremblay et al. (2011). We summarise the results for the fraction of DWDs (per single WD) and the absolute number for DWDs with $8 < M_G < 13$ and $D < 170 \, \text{pc}$, to conform with selection criteria applied in Section 3.1 (cf. Eq. 1).

5 FORMATION OF THE GAP

For those binaries that eventually become DWDs, Figure 6 shows the orbital separation distribution at three relevant time steps: initial or MS+MS stage (top panel), intermediate or WD+MS stage (middle panel) when the first WD is formed, and the final or DWD stage (bottom panel) when also the second star becomes a WD. First, note that, although we draw orbital separations from a flat distribution (gray dotted line), there is a lack of binaries with short orbital separations $< 1 \, \text{au}$ in the top panel. These ‘missing’ binaries have been simulated, but they have merged before the DWD stage, and, thus, are not included in our DWD population. At the WD+MS stage the separation distribution – initially confined between $10^{-2}$ and $10^{0} \, \text{au}$ (top panel) – expands towards lower values down to $10^{-3} \, \text{au}$. In particular, the distribution shows two peaks: one between $10^{-3} \, \text{au}$, and another one between $10^{-2} \, \text{au}$ and at $10^{-1} \, \text{au}$. The former arises from a pile up of binaries that undergo a CE phase (cf. Section 4.2.1), while the later from binaries that instead undergone stable mass-transfer (cf. Section 4.2.3). At the DWD stage even more binaries move towards shorter separations after experiencing a CE phase. This leaves a gap at $\sim 1 \, \text{au}$, which is present in both models. Intuitively, one can attribute this migration of binaries towards shorter separation to binary interactions, more specifically, to mass-transfer episodes (stable mass-transfer and/or CE). Binaries with separations larger than several au are too wide for the stars to significantly interact with each other, so they evolve separately (roughly) at the same separation as they were born. On the other hand, binaries with separations of less than a few au experience mass-transfer phases, which change their orbit. The mass-transfer can be initiated when one of the stars evolves off the MS and expands in size such that it becomes larger than the size of its Roche lobe. We find that the division between those binaries that have undergone mass-transfer and those that have
For DWDs that end up at separations \( \leq 1 \, \text{au} \) the evolution is different with a number of possible channels. However, we find that in all channels across all considered models at least one of the mass-transfer phases is an \( \alpha \rightarrow \gamma \), which shrinks the binary’s orbit severely. Figure 8 shows two examples: one for the \( \alpha \alpha \)-model (top) and one for the \( \gamma \alpha \)-model (bottom). The example on the top illustrates the evolution of stars of \( 6.3 \, M_{\odot} \) and \( 1.3 \, M_{\odot} \) on ZAMS, which started 3.6 au apart. When the initially more massive star ascends the AGB, the binary’s orbit widens by a factor 2 due to the stellar winds. On the AGB the primary fills its Roche lobe and an \( \alpha \rightarrow \gamma \)-CE begins. During the CE evolution the primary loses its hydrogen envelope and becomes a WD of \( 1.17 \, M_{\odot} \), and, importantly, the orbit shrinks considerably from 7.2 au to 0.2 au. When the initially less massive star evolves off the main sequence, it fills its Roche lobe as a RGB star and initiates a stable mass-transfer. At the outcome of the mass-transfer the secondary becomes a Helium-core WD (He WD) and a slightly tighter orbit. When the secondary fills its Roche lobe and \( \alpha \rightarrow \gamma \)-CE evolution, the system exits the CE phase with the primary being a Carbon/Oxygen-core (CO) WD and a slightly tighter orbit. When the secondary fills its Roche lobe, also on the AGB after losing some of the mass through winds, the system becomes unequal mass, and the \( \alpha \rightarrow \gamma \)-CE develops. Again, after the system starts as a nearly equal-mass binary with components of \( 1.3 \, M_{\odot} \) and \( 1.13 \, M_{\odot} \) separated by 1.2 au. As the primary ascends the AGB, it fills the Roche lobe and initiates the \( \gamma \rightarrow \gamma \)-CE evolution. The system exits the CE phase with the primary being a Carbon/Oxygen-core (CO) WD and a slightly tighter orbit. When the secondary fills its Roche lobe, also on the AGB after losing some of the mass through winds, the system becomes unequal mass and the \( \alpha \rightarrow \gamma \)-CE develops. Again, after the \( \alpha \rightarrow \gamma \)-CE the orbit decreases severely and a double CO-core WD system is formed.

To summarise, we find that binaries with initial orbital periods of several au experience at least one phase of mass-transfer. If this is a stable mass-transfer phase or a \( \gamma \rightarrow \gamma \)-CE, the change orbital separation is small (e.g. less than an order of magnitude). However, if the system develops an \( \alpha \rightarrow \gamma \)-CE, it will necessarily shrink and move to significantly (more than an order of magnitude) shorter separations. Therefore, we identify the \( \alpha \rightarrow \gamma \)-CE phase as responsible for opening the gap in the
DWD separation distribution. For all considered models and channels therein, we find that stars fill their Roche lobe late in the evolution, either at the AGB or RGB stage. This is a consequence of the size of the orbit and a physical size that a intermediate-/low-mass WD progenitor stars can reach.

Given our conclusions above, we consider additional model variation to investigate how the efficiency of the CE, the speed of the stellar winds, the efficiency of accretion onto WDs, and the angular momentum loss mode of stable mass-transfer (cf. Section 4.2) affect the location and shape of the gap in the final DWD separation distribution. Importantly, we find that none of the model variations fill in the gap, which remain present at $\sim 1$ au in all model variations. The considered variations affect mainly the width and the shape of the gap. In particular, we find that the width of the gap is the largest ($0.2 - 3$ au) when increasing the CE efficiency. This is expected, as a higher CE efficiency (lower values of $\alpha_\alpha$) shrinks the orbit more severely allowing more binaries to migrate towards shorter orbital periods. As a consequence, more binaries can merge before reaching the DWD stage. Indeed, Table 1 shows that the DWD fraction for $\gamma \alpha - 2$ and $\alpha \alpha - 2$ is the lowest. On the contrary, beta1 and isore models reduce the width of the gap to $0.8 - 2$ au. This is because binaries in both models lose less angular momentum, and, consequently, their orbits widen more during non-conservative mass-transfer compared to our default models.

6 DWD DATA VS DWD MODELS

As described in Sections 2 and 3, multiple selection cuts were applied to the Gaia EDR3 data to produce a sample of WD systems as free of spurious detections as possible. Most of these cuts result in a straightforward reduction of the total number of DWD binaries leaving the shape of the distribution of the astrometric wobble amplitude $\delta a$ unchanged. Because the same set of selection criteria is applied to the sample of all WDs (single stars or those with companions), the relative fraction of DWDs recovered remains unaffected (as demonstrated for example in Figure 4). Nonetheless, as pointed out in Section 3.2, Gaia EDR3’s sensitivity to the photometric centroid shift drops quickly as the amplitude of the wobble shrinks to match the uncertainty of the astrometric measurement (a quantity dependent on various observational parameters, e.g. the apparent magnitude of the star). Similarly, as the period of the binary grows beyond the time span of the Gaia EDR3 observations, the sky projection of the portion of the orbit tends to appear more linear and is therefore absorbed into the proper motion value reducing (or removing) the excess in the goodness-of-fit statistic. Above we argued that the transfer of power from the RUWE-based statistics to the proper motion anomaly happens mostly for systems with separations exceeding 2 au, i.e. in the regime not studied here. However, the drop of sensitivity at low wobble amplitudes needs to be taken into account. As we describe below, this is easy to implement with the simulated DWDs in hand. In practice, we assume that Gaia’s DWD detection efficiency is a step function with no systems detected below $\delta a = 0.01$.

Figure 9 exhibits distributions of the present-day DWD orbital separations $a$ in au (top left), DWD fraction as a function of the orbital separation (top right) as well as distributions of the $\delta q$ values (bottom) in the four models (default and those with lower CE efficiency). Additionally, we select DWD systems with heliocentric distance $D < 170$ pc and absolute magnitude $8 < M_G < 13$ (solid lines). Note that in the Figure, dashed lines show the same distributions modified by taking into account the wobble amplitude threshold of $\delta a > 0.01$. As expected, only systems with relatively large separations and/or large values of $\delta q$ can currently be picked up by Gaia. In three out of the four displayed models (all but $\alpha \alpha - 2$), this selection effect leaves the bulk of the DWD systems, i.e. those that have shrunk below $a = 0.01$ au, undetected. Note that while the undetected DWD systems have smaller separations compared to the detected ones (by factor of 5 to 10), the main difference is in their $\delta q$ values. The undetected binaries typically have between 10 to 100 times smaller $\delta q$. Importantly, the distributions of the $\delta q$ factor are very similar across the four models: all distributions peak around $\delta q \approx 0.5$, show a sharp truncation around $\delta q \approx 1$ and very long tail towards tiny $\delta q < 10^{-3}$ (see bottom panel of the Figure where density is shown per bin of $\delta q$).

In Table 1 we report the DWD fraction and the total number of DWDs with $D < 170$ pc and absolute magnitude $8 < M_G < 13$ and for the sub-sample with $0.01 < \delta a < 1$ in our synthetic models. Considering the whole simulated orbital separation range, the DWD fraction varies between 1 per cent and 13.4 per cent across models. The family of $\gamma \alpha$ models presents higher DWD fraction, except for ‘$\beta 1$-’ and ‘wd.acc’ model variations for which the fraction is the same for both families of model. In particular, $\alpha \alpha - 2$ and $\gamma \alpha - 2$ models, in which the binary orbit shrinks strongly during the CE evolution, yield the lowest DWD fractions. When restring to the sub-sample with $0.01 < \delta a < 1$, the DWD fractions decrease. Based on the Gaia sample we measure the overall fraction of DWDs of $(6.5 \pm 3.7)$ per cent in the regime of $0.01 < \delta a < 1$ (corresponding to orbital separations $0.01 < a$ (au) < 2, cf. Section 3.2). Note, however, that the $\alpha \alpha - 2$ model that shows a small increase in the DWD fraction. In the $\alpha \alpha - 2$ model, binaries with short separations have already merged, while most of the binaries survived until the present day are within the range accessible with Gaia through astrometric wobble. We find that all models predict lower DWD fractions than 6.5 per cent derived from the data. This is because the total number of DWDs with $0.01 < \delta a < 1$ (in our synthetic models) is at least twice as low compared to the total DWD number deduced from the data (555), while the number of single WDs (simulated vs observed) is more similar (7605 vs 8568). We can artificially adjust the predicted DWD numbers thought a factor 8568/7605 = 1.13 accounting for the difference between observed and simulated single WDs.

Figure 10 compares the observed distribution of the astrometric wobble amplitude $\delta a$ to that of the theoretical prediction of our two families of models: $\alpha \alpha$ on the left and $\gamma \alpha$ on the right. For both panels, the normalisation of synthetic models (resulting from the combination of the star-formation, the initial binary fraction, as well as the selection cuts applied) is adjusted by the 1.13 factor defined above. All models predict the existence of a deep gap, albeit with somewhat different profile shape. Comparing Figure 10 to Figures 9 and 6, it is clear that the sharp fall in the fraction of DWD systems beyond $\delta a \approx 0.2$ corresponds to the left side of the gap carved out in the distribution of DWD separations by the binary interactions. The observed distribution of $\delta a$ values thus probes the pile-up of the systems that have shrink substantially and are observed today at much lower values of $\delta a$ (and $a$). To our knowledge this is the first detection of the break in the DWD separation distribution corresponding to a gap produced (mostly) by the CE evolution. Note that due to the limitations of the method, currently only one side (at low $\delta a$ and $a$) of the gap can be mapped. The models predict that the fraction of DWDs starts to recover beyond a few au (see Figure 9) and for systems wider than $a = 10$ au appears to follow the initial distribution of the DMS separations (El-Badry & Rix 2018; Torres et al. 2022).

All models but $\alpha \alpha - 2$ and $\gamma \alpha - 2$ follow the data up to $\delta a = 0.1$. At larger $\delta a$ the data show a shallower decline compared to the models. In Table 1 we report results of the Kolmogorov–Smirnov (KS) and $\chi^2$
Figure 9. Distributions of the present-day DWD orbital separations $a$ in au (top left), DWD fraction as a function of the orbital separation $a$ (top right), and distributions of $\delta q_l = |q - l|(q + 1)^{-1}(l + 1)^{-1}$ (bottom), where $q$ and $l$ are the mass and luminosity ratio correspondingly, in the four models: $\gamma\alpha$- and $\alpha\alpha$-default, and $\gamma\alpha$-2, $\alpha\alpha$-2 with lower CE efficiency.

Table 1. Summary table of synthetic DWD models with $D < 170$ pc and absolute magnitude $8 < M_G < 13$. The DWD fraction is the fraction of DWD per single WD in the model. The last two columns list Kolmogorov-Smirnov (KS) and $\chi^2$ statistics resulting from the comparison between Gaia data and models.

| Model             | DWD fraction | Number | DWD fraction $0.01 < \delta a < 1$ | Number $0.01 < \delta a < 1$ | KS stat. | $\chi^2$ stat. |
|-------------------|--------------|--------|-----------------------------------|------------------------------|----------|----------------|
| $\alpha\alpha$-default | 7.0%         | 538    | 2.1%                             | 108                          | 0.43     | 3.02           |
| $\alpha\alpha$-2           | 1.0%         | 76     | 1.3%                             | 67                           | 0.56     | 4.08           |
| $\alpha\alpha$-slow wind   | 7.0%         | 538    | 2.1%                             | 231                          | 0.5      | 3.04           |
| $\alpha\alpha$-wd acc.     | 12.0%        | 911    | 4.4%                             | 235                          | 0.31     | 1.74           |
| $\alpha\alpha - \beta 1$   | 13.4%        | 1016   | 3.8%                             | 208                          | 0.31     | 1.71           |
| $\alpha\alpha$-isore        | 8.2%         | 625    | 2.8%                             | 147                          | 0.37     | 2.30           |
| $\gamma\alpha$-default      | 12.0%        | 914    | 4.2%                             | 233                          | 0.31     | 1.74           |
| $\gamma\alpha$-2           | 3.70%        | 283    | 0.8%                             | 47                           | 0.75     | 4.88           |
| $\gamma\alpha$-slow wind   | 12.0%        | 912    | 4.2%                             | 231                          | 0.31     | 1.73           |
| $\gamma\alpha$-wd acc.     | 12.0%        | 913    | 4.2%                             | 235                          | 0.31     | 1.74           |
| $\gamma\alpha - \beta 1$   | 13.4%        | 1018   | 3.8%                             | 208                          | 0.31     | 1.70           |
| $\gamma\alpha$-isore        | 12.9%        | 985    | 3.6%                             | 202                          | 0.38     | 2.08           |

tests. Based on the KS-test only $\alpha\alpha$-2, $\gamma\alpha$-2 and $\alpha\alpha$-slow wind can be considered significantly different from the data (at 0.05 significance level). While the $\chi^2$-test reveals the preference for the $\gamma\alpha$ set of models, for which the $\chi^2$ statistic is lower compared to the same model variations in the $\alpha\alpha$-family (except for ‘wd. acc’ and ‘$\beta 1$’ variations). Models $\alpha\alpha$-wd acc, $\alpha\alpha - \beta 1$, $\gamma\alpha$-default, $\gamma\alpha$-slow wind, $\gamma\alpha$-wd acc, $\gamma\alpha - \beta 1$ show the lowest $\chi^2$ values. Figure 10 illustrates that these models better reproduce the data for $\delta a < 0.1$, and display a long smooth decrease in DWD fraction for $\delta a > 0.1$. 
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7 DISCUSSION AND CONCLUSIONS

Using excess in the goodness-of-fit of the astrometric solution in the Gaia EDR3 data we measure the amplitude of the angular wobble for hundreds of nearby unresolved double white dwarf systems (DWDs). Multiplied by (parallax-based) distance, the angular wobble amplitude can be translated into physical units, $\delta a$ - a quantity proportional to the binary separation in au. Relying on the 'strong wobble' systems only, i.e. those in the regime unaffected by random fluctuations of the reduced $\chi^2$, we build the distribution of the wobble amplitude $\delta a$. We detect a sharp drop in the numbers of DWD systems with $\delta a > 0.2$ ($\log_{10} \delta a > -0.7$). The break in the $\delta a$ distribution appears robust against the WD selection criteria used.

Relating $\delta a$ values to the corresponding separations $a$ requires an assumption about the mass-luminosity behaviour of the DWD components. Using synthetic DWD populations we demonstrate that the break in the $\delta a$ distribution maps onto a break in the distribution of binary separations, $a$. In fact, the break discovered is one half (the left-hand side) of a gap predicted in the distribution of DWD separations (cf. Figure 6, see also Toonen et al. 2014). In the considered models, a prominent gap is produced by systems starting at separations of several au and experiencing strong interactions during the evolution. Most of the systems that undergo CE evolution shrink their sizes and migrate to separations $< 1$ au, thus clearing out a gap. Note that the current Gaia-based measurements of the astrometric wobble lack sensitivity in both low ($\log \delta a < -2$) and high ($\log \delta a > 0$) amplitude regime. Interpreting the observational constraints with the help of theoretical models, we predict that the bulk of the small-separation DWD systems that have undergone interactions are hiding at $a < 10^{-2}$ au, currently below the astrometric detectability threshold. For separations greater than tens of au, the stellar components of a DWD evolve independently from each other, therefore we predict that beyond the gap the number of DWD binaries will quickly grow in accordance with the period distribution of their progenitor systems (see e.g. Raghavan et al. 2010; Badenes et al. 2018) and have been confirmed by observations of DWDs in astrometric pairs (e.g. El-Badry & Rix 2018; Torres et al. 2022).

By integrating the wobble amplitude distribution $\delta a$, we estimated the DWD fraction of $(6.5 \pm 3.7)$ per cent, which is in agreement with other measurements in the literature as we detailed in the following. So far, most measurements of the DWD fraction have been derived from spectroscopic samples. One of the first estimated by Maxted & Marsh (1999b) reports the DWD fraction of $1.7 - 19$ per cent (with 95 per cent confidence), which is based on a sample of 46 WDs. This result became more precise as the sample of known (single) WDs and DWDs increased with time. It is important to highlight that all measurements of DWD fraction are limited to a separation range defined by the selection effects of the method. Based on the combined SDSS and SPY samples, Maoz et al. (2018) derived a fraction of $(9.5 \pm 2)$ per cent for DWD orbital separations up to 4 au. More recently, Napiwotzki et al. (2020) estimated a binary fraction of $(6 \pm 1)$ per cent based a larger sub-sample of 625 WDs from SPY; note that the SDSS sample is sensitive to DWD separations of at most 0.1 au. When the result of Maoz et al. (2018) is re-scaled to the same separation range, the two measurements are in agreement; when re-scaled to $0.01 < a(\text{au}) < 1$ using Equation 8 of Korol et al. (2022) their DWD fraction decrees to $\sim 7.5$ per cent. Note that the analysis of Maoz et al. (2018) assumes a continuous power law for the DWD separation distribution, however, the presence of the gap in the separation distribution would imply that their DWD fraction could be higher than originally reported.

We compared the shape of the observed distribution of the astrometric wobble $\delta a$ to that resulting from BPS models (cf. Section 6). The comparison revealed that our models qualitatively agree well with the data up to $\delta a \approx 0.1$, but at $\delta a > 0.1$ the number of simulated DWD precipitates more quickly than the data (e.g. Figure 10). We found that by multiplying the synthetic $\delta a$ by a factor of 2 - 3 we could bring most of models in agreement with the data (cf. bottom panels of Figure B1). Physically, this suggests that orbital separations in our DWD evolution models should shrink less.

7.1 Possible reasons for the discrepancy

There can be various plausible reasons for the discrepancies between the observed astrometric wobble amplitude distribution and that predicted by our synthetic models. The apparent mismatch may be related to the observational biases in our DWD sample. Alternatively, the discrepancies could already be hidden within the adopted...
initial conditions or occur subsequently in the parametrisation of processes involved in the binary evolution. We discuss some possibilities below.

Observational biases and sample contamination. Using the results of Penoyre et al. (2021), (see also Penoyre et al. 2020, 2022), we estimate the selection efficiency of the astrometric wobble method not to vary dramatically in the range of $\delta a$ considered here. Note however that as shown in Figure 15 of Penoyre et al. (2021) the drop in efficiency around $\log \delta a \approx -2$ is fast and thus may have affected the lowest amplitude portion of the wobble distribution more than envisaged. On the other hand, noticeable but a more gentle decrease in the fraction of predicted detections is seen for systems with $\log \delta a > -1$. This would imply that the slope of the distribution beyond the break is shallower and the mismatch between the data and the models in this regime is even worse. Systems with more than 2 companions could contribute to lift up the $\log \delta a > -1$ wing of the distribution. As discussed in Belokurov et al. (2020) and Penoyre et al. (2022), triples and higher multiples tend to provide objects with the highest detected wobble amplitude $\delta a$. Note that to date, very few observational constraints exist for WDs in triples (see e.g. Toonen et al. 2017) or for triple WD systems (see e.g. Perpinyà-Vallès et al. 2019). Discovering such systems with Gaia would be truly exciting. Finally, systems with massive dark companions, i.e. WD+NS or WD+BH would easily masquerade themselves as DWDs but would exhibit a more pronounced wobble. Other exotic systems such as two WDs co-orbiting with a NS similar to that discovered by Ransom et al. (2014) can not be ruled out either.

Common envelope efficiency. A straightforward conjecture would be that the CE efficiency (i.e. the $\alpha$ parameter) is higher than assumed here, leading to a less severe shrinkage of the orbit for the sources just below the gap. However, one should be careful with such a claim as a reduced efficiency of the CE phase, can severely change the evolutionary channels. For instance, for the example system of model $\alpha\sigma$ in the top panel of Figure 8, if the post-CE orbital separation is much wider, the secondary star would be more evolved when it initiates the second phase of mass-transfer, such that it would likely not occur in a stable manner (as in the figure), but lead to a second CE phase. In this case the same binary would end up as a much more compact DWD even though the CE occur more efficiently. For the example system of model $\gamma \sigma$ (bottom panel of Figure 8), an increased CE efficiency would instead give rise to wider DWD orbits.

Binding energy of the envelope. Instead of an increased CE efficiency, the same effect can be achieved with a reduced the binding energy of the envelope, i.e. an increase in $\lambda$. In our default model we have assumed a relatively high constant value of $a \times \lambda = 2$, whereas the classical assumption in binary population synthesis is $a \times \lambda = 1$. High(er) values of $\lambda$ are reasonable for the progenitors of the DWDs just below the gap (e.g. van der Sluys et al. 2010); these systems are formed by mass-transfer phases with donor stars in the late stages of evolution on the AGB, when their stellar envelopes can be weakly affected. This of course would only make the model-data discrepancy worse. Unfortunately, this assumption has been poorly constrained (see e.g. Toonen et al. 2014), and so it is interesting to add that astrometric wobble data favour small levels of angular momentum loss in order to widen the orbits. The latter (‘wd acc’) variation concerns the efficiency of mass accretion onto a WD during mass-transfer. The model preferred by the Gaia data suggests that WDs could accrete less efficiently than in the default model. This has important consequences, most notably for supernova type Ia progenitors: if it is harder for a WD to grow in mass, fewer WDs will reach the Chandrasekhar mass due to mass-transfer (see e.g. Bourr et al. 2013).

Initial orbital period distribution. We also tested how the choice of the initial orbital separation distribution influences the size and the shape of the gap. We constructed an additional model variation (for both $\alpha\sigma$ and $\gamma\sigma$ families) in which we draw orbital periods from a log-normal distribution with a mean at 5.03 days, a dispersion of 2.28 days (Raghavan et al. 2010), and up to a maximum period of $10^{10}$ days. Note that for a system with the total mass of 1.5 $M_\odot$, the distribution peaks at 1–2 au, i.e exactly where we expect the gap to be formed. We found that at the DWD stage the distribution of orbital separations differ mainly at $a \leq 0.1$ au and $a >$ several au, while the position and the shape of the gap – mainly carved by the $\alpha$-CE – to be the same as in the default model. Thus, this model variation does not produce significant differences in the regime accessible through the astrometric wobble in the Gaia data.

Eccentricity. In our synthetic models binaries circularise during the CE evolution, however, as this is one of the least understood phases in binary evolution, in reality this may not necessarily be the case for all binaries. Interestingly, many wide-orbit (100–10$^4$ d) post-mass-transfer systems, show eccentricities ranging from 0.1 to about 0.6 (Jorissen et al. 1998; Mathieu & Geller 2009; Jorissen et al. 2016; Hansen et al. 2016; Vos et al. 2017; Escozra et al. 2020). It is not understood where the eccentricity comes from - tides just before and during the mass-transfer should have circularised the system (but see Bonačić Marinović et al. 2008; Izzard et al. 2010; Dermine et al. 2013; Rafikov 2016; Oomen et al. 2020). As demonstrated in Penoyre et al. (2020) and Penoyre et al. (2021) increasing binary’s eccentricity works to reduce the amount of astrometric wobble. This effect is illustrated in Figure 3 of Penoyre et al. (2021) and is summarised in their Equation 12. Two factors combine to modify the amplitude of the astrometric perturbation with varying eccentricity. An eccentric orbit has a preferred direction, i.e. the 3D orientation of its major axis. As a result, changing the viewing angles of the binary changes the projection of its orbit on the sky and can alter the amplitude of the centroid excursions. Additionally, unlike for circular orbits, motion along the ellipse is non-linear in time. Thus for binary periods close to the mission baseline, the amplitude of the binary signal will depend on which orbital phase gets sampled. Given these effects, for two binary samples with identical binary separation distributions, a sample of systems with non-zero eccentricity would produce lower on average $\delta a$ values and, consequently, would be interpreted by us to have shorter intrinsic separations $a$. This of course would only make the model-data discrepancy worse. When analysing the data, we assumed that most of DWDs have low eccentricity; this assumption however must be tested. In principle, given that proper motion anomaly and $\chi^2$-excess show different dependence on eccentricity, in the future, DWD eccentricity may be constrained for systems with both high RUWE and PMA.

Gaia’s efficiency of detecting a wobble in the centre of light of an unresolved binary system will improve with time for both small and large separation systems. Currently, short-period binaries fall below the sensitivity level dictated by the astrometric error and the number of visits per source, i.e. the number of Gaia measurements. While single-epoch centroiding error is not going to evolve dramatically over time, the number of visits will keep accumulating thus helping
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APPENDIX A: DECONVOLVING THE MEASURED DOUBLE MS AND WD SYSTEMS

There is one important difference between the WDs and the MS stars that ought to be considered before the astrometric properties of the binary systems are analysed. Rather than being in a state of the hydrostatic equilibrium between the thermal gas pressure and gravity, the pull of gravity inside a WD is balanced by the electron degeneracy pressure. Thus, the WD structural properties differ from that of any normal star. For example, the more massive WDs are fainter rather than brighter. This “inverted” mass–radius relation is of particular relevance when calculating the astrometric wobble scaling factor $\delta q L$. To this end, Figure A1 presents the behaviour of DWD and DMS systems in the plane of luminosity $l$ and mass $q$ ratios. Similar to Figure 3 of B20, the left panel shows the distribution of $\delta q L$ as a function of $q$ and $l$. Note, however, that we consider the luminosity range shown to $l = 2$. As discussed in B20, the MS stars obey a simple powe-law-like luminosity-mass relation. This is demonstrated here with a white contour showing the locus of model DMS systems created using random samples from a PARSEC (Bressan et al. 2012) isochrone with [Fe/H]$=−0.25$ and age of $10^{1.5}$ Myr. Note that we have limited the companion masses to $<0.6 M_\odot$ given the absolute magnitude cut imposed above. As the next (2nd) panel of Figure A1 shows, the evolution of DWD systems in the mass ratio-luminosity ratio plane is nearly perpendicular to that of the DMSs. This means that DWDs sample regions of $\delta q L$ in a similar way as the DMSs. This is the consequence of the WD mass-luminosity relation and implies that at fixed $\delta q$, the corresponding DWD separations are typically much smaller compared to DMS binaries.

APPENDIX B: CONSIDERATIONS ON THE MISMATCH BETWEEN DATA AND MODELS

Ideally, to find a model that closely follows the data would require generating a large set of synthetic models by fine-tuning various ‘knobs’ in the binary population synthesis procedure, many of which are correlated and/or degenerate (examples discussed in Section 7). Thus, this is a high-dimensional and computationally expensive problem, and is out of the scope of the current paper. Here we consider in what direction synthetic models should change to overlap with the data.
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Figure A1. 1st panel: Distribution of the astrometric wobble scaling factor $\delta_{ql}$ in the space of the luminosity ratio $l$ and mass ratio $q$. White contour marks the locus of double MS systems with metallicity [Fe/H]=-0.25 and age $10^{1.5}$ Myr. 2nd panel: Distribution of DWD systems in the plane of $(q, l)$. Note the difference in the behaviour between DMSs and DWDs. 3rd panel: Scaling factor $\delta_{ql}$ for DWDs in plane of $(q, l)$. 4th panel: Distribution of $\delta_{ql}$ for DMS (red) and DWD (blue) systems. Typically, $\delta_{ql}$ for DWD is some 5 times larger than that of DMS.

We consider the DWD fraction distribution with astrometric wobble amplitude and we fit 1) an arbitrary normalisation factor, 2) a normalisation factor such that the area under the model is equal (within error bars) to the measured DWD fraction, and 3) an overall factor that re-scales binaries’ $\delta a$. Figure B1 illustrates the results. As expected, changing the normalisation of the models makes up only for the total binary fraction (top and middle panels in Figure B1). However, a re-scaling factor for binaries’ orbital separation can reconcile (most) models with the data (bottom panels Figure B1). Physically, this suggests that on average binaries – at least within the considered interval of orbital separations – should shrink less. The obtained re-scaling factors for each model are reported in the legend of the Figure. We find that for the $\gamma\alpha$-family this factor is $\sim 2$, while for the $\alpha\alpha$-family it is $\sim 3$; this is excluding $\alpha\alpha$-2 and $\gamma\alpha$-2 models in which by construction the orbits shrink more than for the rest of the models.
Figure B1. Theoretical distributions of the astrometric wobble amplitude as in the previous figure. Over-plotted as black circles the observed distribution of the astrometric wobble amplitude. Each model variation (each line) is multiplied by: an arbitrary multiplicative factor (top panels), a factor that accounts for a re-normalisation by area such that the total DWD fraction is equal to that estimated from the data (middle panels), a factor that re-scales binary separations to match the data (bottom panels).