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The problem of electrostatic screening of a charged line by undoped or weakly doped graphene is treated beyond the linear-response theory. The induced electron density is found to be approximately doping independent, \( n(x) \sim x^{-2} \log^2 x \), at intermediate distances \( x \) from the charged line. At larger \( x \), twin \( p-n \) junctions may form if the external perturbation is repulsive for graphene charge carriers. The effect of such inhomogeneities on conductance and quantum capacitance of graphene is calculated. The results are relevant for transport properties of graphene grain boundaries and for local electrostatic control of graphene with ultrathin gates.

I. INTRODUCTION

One of the properties that make graphene an attractive platform for electronic devices is tunability of its charge carrier density through electrostatic gating. The gates can be brought into immediate proximity of graphene, which enables one to control doping of this material very efficiently. Local gating on ultrasmall lengthscales is attainable by utilizing nanowire\(^1\) or nanotube\(^2\) gates [Fig. 1(a)]. Physical insight into fundamental characteristics of such devices can be gained from a simplified problem of how graphene responds to a linelike external charge [Fig. 1(c)]. This problem is also relevant for understanding properties of grain-boundary defects [Fig. 1(b)] in graphene grown by chemical-vapor deposition.\(^3\)\(^-\)\(^5\)

The problem of screening of a linelike charge by electrons in graphene is an interesting challenge because the usual linear-response theory\(^6\) fails when the line is highly charged and/or when graphene is lightly doped. Previous studies of one-dimensional charge perturbations in graphene eschewed solving this difficult problem resorting instead to \textit{ad hoc} approximations for the induced carrier density profile.\(^1\)\(^,\)\(^7\) Accurate determination of this profile requires numerical calculations, e.g., finding the self-consistent solution of the Dirac equation for electron wavefunctions and the Poisson equation for the electrostatic potential \( \Phi(x) \) as a function of the in-plane coordinate \( x \) transverse to the charged line. However, if \( \Phi(x) \) varies smoothly on the scale of the local Fermi length \( k_F^{-1}(x) \), a simpler approach based on the Thomas-Fermi approximation (TFA) can be applied.\(^8\) We show that approximate solutions of the TFA equations for the electron density can be derived in certain limits. Using these analytical solutions and numerical simulations, we compute two other important observables amenable to experimental probes: the conductance and the gate capacitance.

Let us introduce our key notations and assumptions. We denote the linear charge density of the external perturbation by \( e \lambda \). Without loss of generality, we take \( \lambda \) to be positive (unless specified otherwise). We assume that the unperturbed electron density \( n_\infty \) of graphene is uniform. To distinguish between \( n \)-type and \( p \)-type doping, we define the Fermi momentum corresponding to \( n_\infty \) as a signed quantity,

\[
k_\infty = \text{sgn}(n_\infty) |\pi n_\infty|^{1/2}.
\]

We assume that the external charge \( e n_{\text{ext}}(x) \) has a Lorentzian density distribution,

\[
n_{\text{ext}}(x) = \frac{\lambda}{\pi} \frac{a}{x^2 + a^2}.
\]

The actual profile of the external charge may of course be somewhat different. For example, the charge distribution of a grain boundary probably does not have power-law tails. However, the role of parameter \( a \) in Eq. (2) is
mainly to regularize the response of graphene at very short distances, i.e., it serves as a short-distance cutoff. As long as we are not interested in microscopic physics at \(|x| \lesssim a\), Eq. (2) can be adopted as a convenient model. In all examples mentioned above (nanowire and nanotube gates and also grain boundaries in graphene) realistically achievable \(a\) can be as small as a few nanometers. The particular functional form of Eq. (2) corresponds to the idealized model shown in Fig. 1(c) where the external charge is located off the graphene plane and is truly one-dimensional. This can be seen from the fact that the electrostatic potential created in the graphene plane by the out-of-plane charged line is equal to that created by the in-plane Lorentzian charge distribution (2):

\[
\Phi_{\text{ext}}(x) = \frac{e}{\kappa} \int_{-\infty}^{\infty} dx' n_{\text{ext}}(x') \log \left( \frac{1}{(x-x')^2} \right)
\]

\[
= \frac{e\alpha}{\kappa} \log \frac{1}{x^2 + a^2}.
\]

In general, the effective width parameter \(a\) should be taken as the larger of the actual physical width of the charge distribution and its distance to the graphene plane. In this article we assume that electron-electron interaction in graphene is weak, i.e., we consider the dimensionless coupling constant \(\alpha = e^2 / \kappa a v\) a small parameter in the problem. Here \(v = 10^8\) cm s\(^{-1}\) is the graphene Fermi velocity. By choosing a substrate with a large dielectric constant \(\kappa\) [Fig. 1(a)], it is possible to make \(\alpha \simeq 2.2 / \kappa\) significantly smaller than unity. However, it is difficult to make \(\alpha\) truly small, so as a rule we do not treat \(\log \alpha\) as a small parameter. Finally, we assume that the graphene is not too highly doped,

\[
|k_\infty| \ll \frac{1}{\alpha a}.
\]

Depending on the relation between \(\lambda, k_\infty,\) and \(x\), the response of graphene can be either weak or strong and either linear or nonlinear (Fig. 2). The degree of nonlinearity is controlled by the dimensionless parameter

\[
\hat{\lambda} = \frac{\alpha \lambda}{k_\infty}.
\]

Linear screening is realized if \(\hat{\lambda} \ll 1\) (the bottom part of the ‘weak’ region in Fig. 2) where the induced electron density

\[
n_{\text{ind}}(x) \equiv n(x) - n_\infty
\]

scales linearly with \(\lambda\). On the other hand, if \(\hat{\lambda} \gg 1\), the response is nonlinear. A conspicuous manifestation of the nonlinearity is found in the region labeled ‘strong’ in Fig. 2, where the induced density can be approximated by a ‘universal’ (doping-independent) form \(n_{\text{ind}}(x) \sim x^{-2} \log^2 x\). In the large-\(x\) ‘asymptotic’ regime of Fig. 2, the induced density exhibit a power-law decay

\[
n_{\text{ind}}(x) \simeq \frac{b}{x^2},
\]

where the dependence of \(b\) on \(\lambda\) is linear [Eq. (11) of Sec. II] if \(\lambda\) is small and logarithmic if \(\lambda\) is large [Eq. (27)]. The ‘perfect’ screening region is included in Fig. 2 for completeness. Here graphene maintains charge neutrality locally, i.e., the induced density is close to the external one, \(n_{\text{ind}}(x) \simeq n_{\text{ext}}(x)\), so that the model assumption (2) must be critically revisited.

The crossovers among the predicted screening regimes can be systematically studied in experiments using devices that have both top and bottom gates, Fig. 1(a). High linear charge densities with \(\alpha \lambda \sim (1\text{ nm})^{-1}\) are quite feasible to achieve with top gate voltages \(V \sim 1\) V. For lightly doped graphene, \(n_\infty = 10^{11}\) cm\(^{-2}\), the corresponding \(\lambda \sim 20\) is deep in the nonlinear regime.

In the remainder of this article we derive detailed formulas for the carrier density profiles, verify them by numerical simulations, then make predictions for capacitance and transport measurements.

## II. LINEAR RESPONSE

Linear screening of linelike charges by doped graphene has been studied in previous literature. We include a brief summary of the relevant results for later comparison with our nonlinear response theory. Linear screening is realized when the external charge is not too high or when graphene doping level is not too low. The quantitative criterion \(\lambda \ll 1\) is derived below. Within the linear-response theory, the induced electron density is given by

\[
n_{\text{ind}}(x) = \int_{-\infty}^{\infty} \frac{dq}{2\pi} \left[ 1 - \frac{1}{\epsilon(q)} \right] \lambda e^{-a|q| + iqx},
\]
where the term $\lambda e^{-|q|}$ is the Fourier transform of the effective external charge $n_{\text{ext}}(x)$ [Eq. (2)] at momentum $q$. As we are primarily concerned with distances $x \gg k_{\infty}^{-1}$ where the TFA is valid, the dielectric function of graphene coincides with Eq. (10) at $0 < |q| < 2|k_{\infty}|$ but at $|q| > 2|k_{\infty}|$ it is given by a different formula:\textsuperscript{11,12}

$$
\epsilon(q) = 1 + \frac{q_{\text{TF}}}{|q|}, \quad q_{\text{TF}} = 4\alpha|k_{\infty}|.
$$

Refinement of Eq. (10) can be obtained through the random-phase approximation (RPA). Within the RPA, the dielectric function of graphene coincides with Eq. (10) at $0 < |q| < 2|k_{\infty}|$ but at $|q| > 2|k_{\infty}|$ it is given by a different formula:\textsuperscript{11,12}

$$
\epsilon(q) = 1 + \frac{q_{\text{TF}}}{|q|} - \frac{q_{\text{TF}}}{2|q|} \sqrt{1 - \frac{2k_{\infty}^2 q^2}{|q|^2}} + \frac{\alpha}{1 + |q|^2}.
$$

Notably, $\epsilon \simeq 1 + \pi\alpha/2$ becomes doping independent at $|q| > 2|k_{\infty}|$ where the response is dominated by virtual interband transitions. (For corrections to the last result beyond RPA, see Refs. 10 and 15.)

Substituting Eq. (12) in Eq. (9) and using contour integration techniques to evaluate the integral, we find the RPA correction to $n_{\text{ind}}$: 

$$
\Delta n_{\text{RPA}}(x) \approx b_1 \frac{\cos \left( \frac{2|k_{\infty}| x + \frac{\pi}{2}}{|k_{\infty}|^{3/2}} \right)}{|k_{\infty}|^{3/2}}, \quad |k_{\infty}| x \gg 1, \quad |k_{\infty}| x \gg 1,
$$

which is a particular case of the Friedel oscillations.\textsuperscript{16} At intermediate distances, Eq. (9) yields\textsuperscript{6}

$$
n_{\text{ind}}(x) \simeq \frac{\lambda q_{\text{TF}}}{\pi} \log \frac{0.561}{|q_{\text{TF}} x|}, \quad 1 \ll |k_{\infty}| x \ll \alpha^{-1}.
$$

Finally, let us estimate the region of validity of the linear-response theory. This theory applies if the induced carrier density is smaller than the original one, $n_{\text{ind}} \ll n_{\infty}$ or, equivalently, if the local Fermi momentum,

$$
k_{F}(x) = \text{sgn}(n(x))|\pi n(x)|^{1/2}
$$

FIG. 3. (Color online) Comparison of induced electron density profile from the numerical solutions of the TFA equations (blue dots) and analytical formulas (black lines) in three screening regimes. The red curves (labeled ‘Perfect’) in each panel represent $n_{\text{ext}}(x)$. Units for density $n$, distance $x$, and linear number density $\lambda$ are respectively $(4\pi^3\alpha^2)^{-1}$, $a$, and $(4\pi^3\alpha^2)^{-1}$. (a) Linear screening regime realized for $\lambda = 0.1$ and $n_{\infty} = 4$. The induced density is much smaller than $n_{\infty}$. (b) Nonlinear regime realized for $\lambda = 0.4$ and $n_{\infty} = 0$. Density profile characterized by screening length $x_s \approx 25$. (c) Near-perfect screening for $\lambda = 1000$ and $n_{\infty} = 0$. Note the double logarithmic scale.
is perturbed slightly compared to \( k_\infty \) [Eq. (1)]. Naively, one may require the condition \( |k_F(x) - k_\infty|/k_\infty \ll 1 \) to hold at all distances of interest, \( x \gg a \). In fact, the validity region is wider because the nonlinearity affects only the response at momenta \( q < 2|k_\infty| \). (As mentioned above, the response at \( q > 2|k_\infty| \) is essentially doping-independent.) Therefore, the smallest number we should use in the argument of \( n_{\text{ind}}(x) \) for our estimate is \( x \sim |k_\infty|^{-1} \). From Eqs. (7), (15), and (16) we get

\[
\max \left[ \frac{k_F(x)}{k_\infty} - 1 \right] \simeq \frac{2\alpha}{k_\infty} \log \left( \frac{1}{\alpha} \right).
\]

Neglecting the logarithmic factor, which is never large in practice, we arrive at \( |\lambda| \ll 1 \) as the criterion of linear screening.

\section{Nonlinear Response}

In this Section we treat a more difficult case \( \lambda \gg 1 \) where screening is nonlinear. Our approach to this problem is to solve the TFA equations analytically and numerically. The first of these equations is

\[
\mu(x) - e\Phi(x) = 0,
\]

where

\[
\mu(x) = \hbar v_F k_F(x)
\]

is the local chemical potential of graphene (assuming the integral in Eq. (21) is dominated by \( n \)). Therefore, it is easily seen that we expect screening behavior akin to linear response. In this Section we treat a more difficult case \( \tilde{\lambda} \gg 1 \).

For completeness, we consider the case of \( n_{\text{ind}}(x) \) at \( x < x_\infty \) is not immediately obvious. Fortunately, we are able to find (by trial and error) the following approximate solution:

\[
n_{\text{ind}}(x) \simeq \frac{1}{4\pi^2 \alpha^2} \frac{1}{(x-x_s)^2} \log^2 \left( \frac{x}{x_s} \right),
\]

which is characterized by a nonlinear screening length \( x_s \). This length is found from the argument that at small \( x \) the external field is nearly unscreened, so that the total and the external potentials differ only by some constant: \( \Phi(x) \simeq \Phi_{\text{ext}}(x) + \text{const} = -2\lambda(x^2/\kappa) \log x + \text{const} \) [Eq. (4)]. Comparing with Eq. (24) at \( x \ll x_s \), we get

\[
x_s = \frac{1}{4\pi^2 \alpha^2 \lambda}.
\]

From Eqs. (22) and (25) we see that Eq. (24) is valid at \( x \gg 2\pi \alpha x_s \). At smaller \( x \) the density and the Fermi momentum presumably tend to a finite maximum, i.e,

\[
\max k_F(x) \simeq k_F(2\pi \alpha x_s) \simeq 2\alpha \lambda \log \left( \frac{1}{\alpha} \right).
\]

The last logarithmic factor is valid if \( \alpha \ll 1 \); otherwise, it should be replaced by a number of the order of unity. Equation (26) is consistent with Eq. (17) for the linear regime. Hence, in both regimes the nonlinearity parameter \( \lambda \) [Eq. (6)] has the physical meaning of the maximum relative change in the Fermi momentum \( (k_F - k_\infty)/k_\infty \) caused by the perturbation.

To fix the so far undetermined coefficient \( b \), we require a smooth matching of Eq. (8) and Eq. (24), which yields

\[
b \simeq \frac{1}{8\pi^3 \alpha^2} \log^2 |\lambda|, \quad x_\infty \simeq \frac{1}{2\pi \alpha k_\infty} \log |\lambda|.
\]

More accurate expression for \( n_{\text{ind}}(x) \) can be obtained by iterations using Eq. (24) as the input to the TFA equations. Namely, substituting it into Eq. (18), we can get \( \Phi(x) \), which we can then insert into Eq. (21) to obtain an improved approximation for \( n_{\text{ind}}(x) \). The first iteration yields

\[
n_{\text{ind}}(1)(x) = \frac{1}{4\pi^3 \alpha^2} \left[ \frac{\pi^2}{2} \frac{1}{(x+x_s)^2} \log^2 \left( \frac{x}{x_s} \right) + \frac{x^2 + x_s^2}{(x^2 - x_s^2)^2} - 2 \frac{\log(x/x_s)}{x^2 - x_s^2} \right],
\]

which demonstrates a good agreement with our numerical simulations, see Fig. 3(b).

For completeness, we consider the case of

\[
\lambda > \frac{1}{4\pi^3 \alpha^2 a},
\]

where nonlinear screening affects distances shorter than our cutoff length \( a \). At such large \( \lambda \), a highly doped region appears at \( x < a \), where screening is nearly perfect,
i.e., where the difference between \( n_{\text{ind}}(x) \) and \( n_{\text{ext}}(x) \) is relatively small and the system is able to maintain the local charge neutrality. The solution for \( n_{\text{ind}}(x) \) can again be obtained by iterations. The input to Eq. (21) is now \( n_{\text{ind}}(x) = n_{\text{ext}}(x) \). The first correction is

\[
n_{\text{ind}}(x) - n_{\text{ext}}(x) \approx \frac{\sqrt{\lambda a}}{\pi \alpha} \left[ \frac{x \sinh^{-1} \left( \frac{x}{a^2} \right)}{a^2 + x^2} - \frac{1}{x^2 + a^2} \right]. \tag{30}
\]

Its range of validity \( x < x_p \) can be estimated from the requirement that at \( x = x_p \) this correction is no longer small, which implies

\[
\log(x_p/a) \sim \pi \alpha \sqrt{\lambda a}. \tag{31}
\]

Furthermore, one can check that at \( x = x_p \), Eq. (30) matches by the order of magnitude with \( n_{\text{ind}}(x) \) given by Eq. (24) with \( x_s \) set to \( a \). This leads us to conclude that at \( x > x_p \), Eq. (24) and then at \( x > x_{\infty} \), Eq. (8) must still hold with \( x_s \sim a \). Because of the exponentially large magnitude of \( x_p \), we could verify numerically only the \( x < x_p \) case. Comparison of simulations with Eq. (30) in Fig. 3(c) indeed shows a good agreement.

If \( x_p > \sqrt{\lambda a}/k_{\infty} \), which corresponds to

\[
\lambda > \frac{1}{\pi^2 \alpha^2 a} \log^2 \left( \frac{1}{\alpha k_{\infty}} \right), \tag{32}
\]

the screening should be nearly ‘perfect’ for all \( x > a \), cf. Fig. 2.

When \( \lambda \) and \( n_{\infty} \) have opposite signs, twin \( p-n \) junctions appear at \( |x| \sim x_{\infty} \). The density profile near a graphene \( p-n \) junction has been studied in Ref. 13. These results should more or less carry over to the present problem, so they will not be repeated. In the following Sections we focus on computing the effect of nonlinear screening on transport and capacitance characteristics of the system.

IV. QUANTUM CAPACITANCE

The charge density \( \lambda \) is a natural parameter for graphene grain boundaries [Fig. 1(b)]. In contrast, linelike perturbation created by means of narrow gates [Fig. 1(a)] are controlled by the voltage \( V \) with respect to graphene while \( \lambda \) has to be found by integrating the differential gate capacitance

\[
C(V) = e \frac{d\lambda}{dV}. \tag{33}
\]

It is important that \( V \) is not simply equal to the electrostatic potential difference \( \Delta \Phi \) between the gate and the graphene sample. It has another contribution from the graphene chemical potential:

\[
V = \Delta \Phi + (\mu/e). \tag{34}
\]

As a result, the differential gate capacitance \( C \) has two components, the classical (or geometrical) one \( C_g \) and the so-called quantum one \( C_q \), which add in series:

\[
C^{-1} = C_g^{-1} + C_q^{-1}. \tag{35}
\]

Our goal in this Section is to derive the quantum capacitance of a device with an ultranarrow top gate, Fig. 1(a). However, it is useful to review the conventional planargate geometry first. Here the classical capacitance per unit area \( C_q = \kappa/(4\pi d) \) is inversely proportional to the separation \( d \) between graphene and the planar gate. In turn, the quantum capacitance is proportional to the thermodynamical density of states, \( C_q = e^2/(4\pi \mu) \). This quantity can also be written in terms of the inverse Thomas-Fermi screening length \( \kappa \):

\[
C_q = \frac{\kappa}{2\pi} q_{\text{TF}}. \tag{36}
\]

The net result of having a finite screening length is equivalent to replacing the physical gate-graphene separation by an effective one:

\[
d_{\text{eff}} = d + \frac{1}{2} q_{\text{TF}}^{-1}. \tag{37}
\]

Although in this article we use the free-fermion approximation [Eq. (10)] for the linear-response screening length \( q_{\text{TF}} \), in reality it is modified by many-body interactions and disorder (see, e.g., Refs. 17 and 18). Recently quantum capacitance measurements have been used to probe such effects of graphene.\(^{19,20}\)

If the gate is now a long metallic string or radius \( \ell \ll a \), the capacitances per unit length are relevant. In order to derive \( C^{-1} \) we start with a general expression for the electrostatic potential difference between the string and the graphene sample,

\[
\Delta \Phi(x) = \frac{e \lambda}{\kappa} \log \left( \frac{x^2 + a^2}{\ell^2} \right) + \frac{e}{\kappa} \int_{-\infty}^{\infty} dx' n_{\text{ind}}(x') \log \frac{x'^2 + a^2}{(x - x')^2}, \tag{38}
\]

which follows from Eqs. (3) and (20). If we set \( n_{\text{ind}} = n_{\text{ext}} \), we obtain \( \Delta \Phi = (e \lambda/\kappa) \log(4a^2/\ell^2) = \text{const} \). Hence, the geometric capacitance of the system is

\[
C_g^{-1} = \frac{\Delta \Phi}{e \lambda} = \frac{2}{\kappa} \log \left( \frac{2a}{\ell} \right), \tag{39}
\]

which can be alternatively derived by means of images. Next, combining Eqs. (18), (20), (33), (34), (38), and subtracting \( C_g^{-1} \), we find

\[
C_q^{-1} = \frac{1}{e \lambda} \int_{-\infty}^{\infty} dx n_{\text{ext}}(x) \frac{\partial}{\partial \lambda} \Phi(x). \tag{40}
\]

We can now use this expression for analytical and numerical calculations. Our analytical formulas for positive \( \lambda \equiv \lambda/(\alpha k_{\infty}) \) are as follows:

\[
\frac{\kappa}{2} C_q^{-1} \approx \begin{cases} -e^{2a q_{\text{TF}}} E_i(-2aq_{\text{TF}}), & \hat{\lambda} \ll 1, \tag{41a} \\ -\log(4\pi \alpha^2 a \lambda), & \hat{\lambda} \gg 1 \end{cases}
\]
where $\text{Ei}(z)$ is the exponential integral. These equations describe, respectively, the linear and the 'strong' regimes of Fig. 2. They can be commonly written as

$$C_q^{-1} \simeq \frac{2}{\kappa} \log \left( \frac{x_{sc}}{2a} \right),$$

(42)

where $x_{sc}$ is equal to (in the same order) $q_{TF}^{-1}$ and $x_{n}$. We conclude that the total capacitance can be modeled after the geometric one,

$$C^{-1} = \frac{2}{\kappa} \log \left( \frac{2a_{eff}}{l} \right),$$

(43)

with the effective gate-graphene separation

$$a_{eff} = a + \frac{x_{sc}}{2},$$

(44)

where $a$ on the right-hand side was added by hand to recover the result $a_{eff} = a$ expected for a perfect metal, $x_{sc} = 0$. The similarity of Eqs. (37) and (44) illustrates once again that quantum capacitance is a measure of the screening length of a system. Whereas in the planar-gate geometry this length is formally divergent for undoped graphene, for the linelike gate the divergence is regularized by nonlinearity. Numerically, we find that $C_q^{-1}$ as a function of $\lambda$ approaches a universal envelope curve (41b) shown by the dashed line in Fig. 4.

For completeness, we consider the ‘perfect’ screening regime where

$$e\Phi(x) \simeq n_{ext}(x) \frac{dn}{dx}$$

(45)

for all relevant $x$, so that Eq. (40) becomes

$$C_q^{-1} \simeq \frac{1}{e^2} \int \frac{dx}{\lambda^2} n_{ext}^2 (x) \frac{dn}{dx}.$$  

(46)

The inverse thermodynamic density of states $dn/dx$ in Eqs. (45) and (46) is to be evaluated at $n = n_{sc} + n_{ext}(x)$. For $n_{\infty} = 0$ where the integrand scales as $1/\lambda^2$, we find the analytical result

$$\frac{\kappa}{2} C_q^{-1} \simeq \frac{1}{2\pi a \sqrt{\lambda a}}, \quad \lambda > \frac{1}{\alpha^2 a},$$

(47)

which agrees with our numerical simulations (the dashed-dotted curve in Fig. 4).

If $\lambda$ is negative, i.e., if $\lambda$ and $k_{\infty}$ have opposite signs, the twin $p$-$n$ junctions form at some $\lambda$ which can be estimated from Eq. (17) setting $k_F(0)$ to zero. This event — the onset of the ambipolar regime — is marked by a maximum in $\kappa C_q^{-1}$, which is absent in the unipolar trace for the same $|k_{\infty}|$, see Fig 4. From dimensional arguments, as $k_{\infty}$ approaches zero, the height of the maximum in $\kappa C_q^{-1}$ measured with respect to its plateau at $\lambda = 0$ should approach a universal number. Figure 4 suggests that number is about 1.5. However, such dimensional arguments assume the TFA is valid, which, similar to the case of a single $p$-$n$ junction, is the case at small $\alpha$. To treat a more typical case $\alpha \sim 1$ one needs to go beyond the TFA, which may be a problem for future research.

V. CONDUCTANCE

Charged linelike defects are known to significantly influence electron transport in graphene. Grain boundaries strongly reduce the sheet conductivity of large-area graphene, while bipolar junctions created by nanowire gates cause conductance oscillations.\(^1\) In this section we find expressions for the graphene conductance $G$ relevant for both situations.

We consider a scattering problem for a massless Dirac particle with initial momentum $k = |k_{\infty}|(\cos \theta, \sin \theta)$ subject to the potential perturbation

$$-e\Phi(x) = \mu(n_{\infty}) - \mu(n) = h\nu|k_{\infty} - k_F(x)|.$$  

(48)

The intermediate equation follows from the TFA, Eq. (18). For a weak potential, we can apply the standard perturbation theory to the massless Dirac equation to obtain the reflection coefficient

$$r(\theta) = i \tan \theta \int_{-\infty}^{\infty} e^{2ik_F x} k_F(x) dx,$$

(49)

which is similar to the first Born approximation formula for the Schrödinger equation.\(^8\) The region of validity of this formula can be extended beyond the perturbative regime if in the argument of the exponential we replace $k_z$ by $k_F(0) \cos \theta$, the local momentum at the $x = 0$ point where the scattering potential is the ‘most’ nonanalytic.\(^8\) However, this is permissible only if $k_F(x)$ is real at all $x$, i.e., if all points on the quasiparticle path are classically allowed (no quantum tunneling occurs).

The conductance $G$ is found by summing the transmit-
tances $T(\theta)$ of all the $k_y = k_\infty \sin \theta$ channels:

$$G = \frac{4e^2}{h} \sum_{k_y} T(\theta), \quad T(\theta) = 1 - |r(\theta)|^2. \quad (50)$$

In the absence of scattering, $\lambda = 0$, the conductance is

$$G_0 = \frac{4e^2}{h} \frac{|k_\infty| W}{\pi}, \quad (51)$$

where $W$ is the width of the graphene sheet. Assuming $W \gg k_\infty^{-1}$, we can compute $G$ at $\lambda \neq 0$ by replacing the summation with the integration over $\theta$. However, $|r(\theta)|$ diverges as $|\theta|$ tends to $\pi/2$, so that the first Born approximation cannot be used. In fact, the absolute value of the exact reflection coefficient must be approaching unity instead of diverging. We account for this by cutting off the integration limits at $\bar{\theta}$ where $|r(\bar{\theta})| \sim 1$:

$$G = G_0 \int_0^{\bar{\theta}} T(\theta) \cos \theta d\theta. \quad (52)$$

For the linear screening regime, $\hat{\lambda} \ll 1$ [Eq. (6)], we obtain

$$G_0 - G \approx \left\{ \begin{array}{ll}
\frac{\hat{\lambda}^2}{\alpha^2} \log^2 |\hat{\lambda}|, & |\hat{\lambda}| \ll \alpha^2, \\
\frac{\pi}{|\hat{\lambda}^{-1} + \delta^{-1}|}, & \alpha^2 \ll |\hat{\lambda}| \ll \delta .
\end{array} \right. \quad (53)$$

Accordingly, the conductance $G$ as a function of $\hat{\lambda}$ exhibits an asymmetric maximum at $\lambda = 0$ drawn schematically in Fig. 5. The asymmetry becomes pronounced when $\hat{\lambda}$ approaches $\delta = 1/(2 \log \alpha^{-1})$, where the screening begins to cross over into the nonlinear regime. If $\hat{\lambda}$ is positive, $k_F(x)$ becomes essentially independent of $k_\infty$.

Using Eqs. (24) and (26) and changing the integration variable $x = \lambda x$ in Eq. (49) one can show that $r(\theta)$ does not depend on $\lambda$ any more in this regime. Actually, this is clear from dimensional argument: since $r(\theta)$ is dimensionless, it may not depend on $\lambda$, which has the units of inverse length. This implies that $G$ ceases to decrease with $\hat{\lambda}$, leveling at a plateau, $(G_0 - G)/G_0 \approx \pi \delta$. If $\hat{\lambda}$ is negative, the situation is quite different. The scattering potential is repulsive. At large $|\hat{\lambda}|$ it causes the twin $p-n$ junctions to appear at $|x| \sim x_\infty$ [Eq. (27)], which act as tunneling barriers. Here even the modified Born approximation fails completely. The transmittance $T_{pn}(\theta)$ of each $p-n$ junction is given instead by

$$T_{pn}(\theta) = \exp \left( -\frac{\pi \hbar v k_\infty^2}{F} \sin^2 \theta \right), \quad (54)$$

where

$$F = 2.5 \hbar v \alpha^{1/3} |n'|^{2/3} \quad (55)$$

is the electric field at the junction, with $n'$ being the density gradient. Combining these equation, we obtain

$$T_{pn}(\theta) = \exp \left( -\frac{b_2}{\alpha} \sin^2 \theta \right), \quad b_2 \sim \log^{2/3} |\hat{\lambda}|. \quad (56)$$

Multiple reflections of the quasiparticles in the region between the $p-n$ junctions lead to the conductance oscillations and resonances. The net transmittance is given approximately by the Fabry-Pérot-like formula

$$T(\theta) = \left| \frac{T_{pn}(\theta)}{1 - [1 - T_{pn}(\theta)] e^{i \phi}} \right|^2, \quad (57)$$

where $\phi$ is the phase acquired by a quasiparticle after one roundtrip between the junctions:

$$\phi \approx 2 \int_{x = -x_\infty}^{x_\infty} dx k_F(x) \approx \frac{1}{\pi \alpha} \log^2 |\hat{\lambda}|. \quad (58)$$

The last estimate is obtained using Eqs. (24) and (27). Conductance minima arise at $\phi = (2m + 1) \pi$, where $m$ is an integer. They have the magnitude $G_{\min}/G_0 \sim \sqrt{\alpha/b_2}$ because the transmittance of each junction is appreciable only at small angles $\theta < \sqrt{\alpha/b_2}$, cf. Eq. (56). Conductance maxima are found at $\phi_m = m \pi$, which correspond to $|\hat{\lambda}_m| \sim \exp(\pi \sqrt{2m})$. The widths of these maxima and the distance from one to the next increase exponentially as a function of $m$. The heights of these maxima approach $G_0$, which is a manifestation of the resonant tunneling phenomenon. In practice, observation of the resonant tunneling requires samples with the mean free path longer than the roundtrip distance $4x_\infty$; otherwise, the conductance is influenced by diffusive transport between and across the $p-n$ junctions. Previous experiments with nanowire-gated graphene devices, the conductance maxima were found to be significantly lower than $G_0$ and decreasing with the top gate voltage, i.e., $|\hat{\lambda}|$, presumably due to disorder scattering.

If the conductance can also be measured in the direction parallel to the gate, we expect it to show a dependence consisting of a smooth increase with $|\hat{\lambda}|$ with superimposed small oscillations due to quantization of the quasi-bound resonant modes. This oscillating part would have the same period as the Fabry-Pérot oscillations in the transverse conductance discussed above. At small gate voltages, both longitudinal and transverse conductances are expected to show additional fine features related to the analog of the Goos-Hänchen effect in graphene, which is a lateral displacement of a quasiparticle trajectory along the $p-n$ interface during reflection. This effect can be included using a more accurate equation for $\phi$ that incorporates both the path length contribution expressed by Eq. (58) and the phase shift of the reflections at the $p-n$ interfaces.
were computed modeling charged grain boundaries as short line segments of length $W \ll k_\infty^{-1}$. However, the screening was treated assuming that the boundaries are infinitely long, which seems to require the opposite inequality. These incompatible assumptions make a direct comparison between our analytical results for the conductance difficult. As for screening, only the linear regime was considered in Ref. 6, and for this our results agree.

Our findings have further implication for experiments using novel scanned-probe techniques. Linear charged defects in the form of grain boundaries have been shown to reflect surface plasmon polaritons\cite{7,28,29} and induce photocurrent,\cite{30} both of which can be imaged with nanoscale resolution using scanning near-field optical microscopy. Scanning tunneling microscopy is another avenue of approach to measure local density of states.\cite{31,32} We will apply our theory to interpretation of such measurements in a future work.\cite{2}

Finally, let us comment on the proposals\cite{33} that graphene is a condensed-matter laboratory for exotic effects predicted in other fields of physics. For example, electronic response of graphene to a pointlike charge has an interesting analogy to the atomic collapse of super-heavy elements.\cite{34,35} It has been shown\cite{44,45} that in graphene subcritical $Z < Z_c$ and supercritical $Z > Z_c$ charges produce qualitatively different behavior of the screened electrostatic potential at large distances from the perturbation, the critical charge $Z_c$ being of the order of $1/\alpha$. Characteristic oscillations of the local density of states that appear in the supercritical case have been recently detected experimentally.\cite{41} Phenomena similar to atomic collapse have been also studied theoretically in the context of narrow-band gap semiconductors and Weyl semimetals.\cite{42} In turn, our problem of screening of a linelike charge perturbation in graphene have interesting analogies in cosmology (screening of a hypothetical cosmic string by vacuum polarization\cite{44}) and polyelectrolyte physics (Onsager-Manning condensation of countersions\cite{44,45}). Our results imply that in graphene nonlinear screening plays a greater role for linelike charges compared to the pointlike ones: the former are always supercritical, e.g., there is no threshold $\lambda$ for the appearance of Friedel oscillations. Finally, our analytical formulas assume $\alpha \ll 1$, which can be realized using a high-$\kappa$ dielectric substrate [Fig. 1(a)], such as SrTiO$_3$ [Refs. 46–49]. For such gate dielectrics it may be important to consider electric-field dependence of $\kappa$ in nonlinear screening regimes.\cite{50}
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