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Abstract—Multi-scale processing is essential in image processing and computer graphics. Halos are a central issue in multi-scale processing. Several edge-preserving decompositions resolve halos, e.g., local Laplacian filtering (LLF), by extending the Laplacian pyramid to have an edge-preserving property. Its processing is costly; thus, an approximated acceleration of fast LLF was proposed to linearly interpolate multiple Laplacian pyramids. This paper further improves the accuracy by Fourier series expansion, named Fourier LLF. Our results showed that Fourier LLF has a higher accuracy for the same number of pyramids. Moreover, Fourier LLF exhibits parameter-adaptive property for content-adaptive filtering. The code is available at: https://norishigefukushima.github.io/GaussianFourierPyramid/
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I. INTRODUCTION

MULTI-SCALE processing is an essential tool for detail manipulation of images and is used for various detail and contrast enhancement: high-dynamic-range imaging [1], detail enhancement [2], and contrast enhancement [3]. Multi-scale processing decomposes an input image into multiple layers using Gaussian and Laplacian pyramids [4], wavelet transform [5], and difference of Gaussians for scale-space analysis [6].

Unsharp masking is one of the simplest multi-scale methods; it consists of two layers: an input and a detail layer. The detail layer is a subtraction of the blurred image from the input image. This simple method produces large halos in steep edges; thus, nonlinear enhancement is used for coefficients to suppress large amplitudes.

The halo problem is resolved by edge-preserving multi-scale decomposition. Instead of linear filtering, bilateral filtering [7] is used to generate a base layer [1]. The bilateral filter is accelerated through fast Fourier transform (FFT) [1], and is further accelerated by state-of-the-art methods [8], [9], [10]. Next, iterative bilateral filtering is extended to decompose multiple layers [11]; however, it is difficult to determine the parameters in bilateral filtering, which still suffers from halo artifacts. Moreover, multi-scale decomposition is represented by other filters, such as least squares [2] and iterative local linear regression filtering [12], which is similar to guide image filtering [13]. Wavelet-based methods are also proposed for edge-preserving decomposition. Edge-avoiding wavelets [14] construct a basis according to the edge content of the images. Iterative bilateral filtering-based decomposition [11] is one of the A-Trous wavelet methods [15]. The method is extended to multilateral filtering for the computer graphics context [16]. These approaches generate detailed signals and then manipulate the signals through remap functions: linear-tone curve, gamma curve, and S-tone curve.

Local Laplacian filtering (LLF) [17] manipulates the contrast of the input signals using remap functions and then generates detailed signals. LLF locally enhances the image contrast and constructs a Laplacian pyramid for each pixel; thus, LLF can reduce halos with clearer images than the other multi-scale methods. Parameter adaptation for the remap function further improves the quality.

The per-pixel construction of the Laplacian pyramid is costly; thus, an accelerated method is proposed, called fast LLF [18]. Fast LLF reduces the number of Laplacian pyramids by selecting at finite sampled points. Then, the pyramids are linearly interpolated. However, when the number of sample points is insufficient, the approximation accuracy is low. Moreover, the parameter-adaptive version of fast LLF [19] is not an approximation of naive LLF since the precomputed pyramids are based on a fixed parameter.

For function approximations, Fourier series expansion is a better interpolation method than the linear one. Therefore, this study proposes an approximation for LLF using Fourier series expansion, named Fourier LLF. Fourier LLF generates Fourier pyramids, which include cosine and sine pyramids, and then product-sums the pyramids. Fourier LLF improves the accuracy and produces parameter-adaptive functionality. The generated Fourier pyramids are independent of the remap function; thus, we can change the function by switching only the coefficient for the pyramids. Once the pyramids are generated, we can change the parameter by \(O(1)\) operation.

The main contributions of this study are as follows:

- We formulate remap functions in LLF using Fourier series expansion, which has higher accuracy than that of the fast LLF [18].
- We verify that Fourier LLF exhibits parameter-adaptive property for the remap function.

II. PRELIMINARY

A. Gaussian Pyramid and Laplacian Pyramid

We introduce Gaussian and Laplacian pyramids, which are the bases of LLF. The Laplacian pyramid is used for
multi-scale processing and analysis of images for compression [20], texture synthesis [21], and harmonization [22]. The traditional Laplacian pyramid processing directly enhances the coefficients of the pyramid [23, 11, 24].

First, the Gaussian pyramid is introduced. Let \( I : S \rightarrow \mathcal{R} \) be a \( D \)-dimensional \( R \)-tone input grayscale image, where \( S \subset \mathbb{Z}^D \) and \( \mathcal{R} \subset \mathbb{R} \) denote the spatial and range domain (generally, \( D = 2 \) and \( R = 256 \)), respectively. The Gaussian pyramid is defined as the set of \( G_\ell[I] \subset \mathbb{R} \), where \( \ell \in \mathcal{L} = \{0,1,2, \ldots, \ell_{\text{max}}\} \subset \mathbb{Z} \). The lowest level of the pyramid is \( G_0[I] = I \), and its other level \( G_{\ell+1}[I] \) is the downsampled blurred image of \( G_\ell[I] \). This relationship can be described as follows:

\[
G_\ell[I] = (G_\sigma \ast G_{\ell-1}[I])_{\uparrow},
\]

where \( G_\sigma \ast \) is a Gaussian convolution with the standard deviation \( \sigma \). \( \downarrow \) is a downsampling operator, which halves the image size. The size of \( G_{\ell+1}[I] \) is the half-width and height of \( G_\ell[I] \). Usually, the Gaussian convolution is based on the binomial distribution for integer operations with five taps. The regarded standard deviation is approximately \( \sigma = 1 \).

The Laplacian pyramid is defined by the difference between the Gaussian pyramids of successive levels:

\[
L_\ell[I] = G_\ell[I] - (G_{\ell+1}[I])_{\uparrow},
\]

where \( \uparrow \) is an upsampling operator that doubles the image width and height using a smoothing kernel. Usually, the kernel is identical to \( G_\sigma \). The highest level of the Laplacian pyramid is \( L_{\ell_{\text{max}}}[I] = G_{\ell_{\text{max}}}[I] \).

B. Manipulation of the Laplacian Pyramid

The multi-scale detail enhancement with the Laplacian pyramid amplifies the pyramid coefficients except for the coarsest layer \( \sup \mathcal{L} \). For enhance functions, an \( S \)-tone-like function can suppress an overshoot, while the straightforward function is \( r(\cdot,0) = m\cdot \), where \( m \in \mathbb{R} \) is a constant value. If \( m = 1 \), the resulting image is the input image. The argument \( 0 \) in \( r(\cdot,0) \) is unnecessary in this case; it is used to match the latter remap function for LLF. Finally, the remapped signals are collapsed to obtain the output:

\[
O = L_{\ell_{\text{max}}}[I] + \sum_{\ell \in \mathcal{L}\setminus\{\ell_{\text{max}}\}} r(L_{\ell}[I],0),
\]

where \( \setminus \) indicates the excluding operator from the set.

C. Local Laplacian Filtering

The output pixel value of LLF \( O_p \) is defined by the Laplacian pyramid \( L[I] \) at \( p \) called the local Laplacian pyramid, where \( p = (x,y) \in S \) is the pixel position. Collapsing the pyramid generates the output image:

\[
O_p = \sum_{\ell \in \mathcal{L}} L_{\ell}[O_p].
\]

Let us consider the procedure for calculating \( L_{\ell}[O_p] \).

1. Repeat 2)–4) for all the pixels \( p \) and levels \( \ell \).
2. Build the Gaussian pyramid \( G_{\ell}[I] \) at level \( \ell \).
3. Apply a remap function discussed later and create a contrast-transformed image \( \hat{I} = r(I,G_{\ell}[I]) \).
4. Construct a Laplacian pyramid for \( \hat{I} \), and copy the pyramid coefficient at \( p \), \( L_{\ell}[\hat{I}] \), as an output Laplacian pyramid of \( L_{\ell}[O_p] \). The remapping value changes according to the level \( \ell \) at \( p \).
5. Collapse the pyramid using Eq. \( 7 \) to obtain \( O \).

The flow requires per-pixel and per-level construction of the pyramid; thus, its order is \( O(|\mathcal{L}| \cdot N \log |\mathcal{L}|) \), where \( N \) and \( |\mathcal{L}| \) are the number of pixels and levels, respectively. \( O(N \log |\mathcal{L}|) \) is the order of the pyramid building.

D. Fast Local Laplacian Filtering

The naive implementation accesses all layers of the pyramid for all pixels, while fast LLF [18] requires a limited number of pyramids for approximation. The algorithm of fast LLF is defined as follows:

1) Build the Gaussian pyramid \( G_{\ell}[I] \) \( \forall \ell \in \mathcal{L} \).
2) Sample the intensities \( k \in \mathcal{L} \subset \mathbb{R} \) at equal intervals \( \tau \).
3) Compute the remap images \( R_k = r(I,\tau k) \) for each \( k \) and build their Laplacian pyramids \( L_{\ell}[R_k] \).
4) For each pyramid and pixels \( (\ell \in \mathcal{L}, p \in S) \):
   a) Obtain the pixel value \( G_{\ell}[I]_p \) in the Gaussian pyramid.
   b) Find \( a(0 \leq a \leq 1) \) such that \( G_{\ell}[I]_p = \pi((1-a)k + a(k+1)), j = |G_{\ell}[I]_p|/\tau \).
   c) Compute the output pyramid by linearly interpolating the precomputed pyramids:
      \( L_{\ell}[O_p] = (1-a) L_{\ell}[R_k]_p + a L_{\ell}[R_{k+1}]_p \).
5) Collapse the pyramid using Eq. \( 7 \) to obtain \( O_p \).

The flow requires \(|\mathcal{L}| + 1 \) pyramids, where \(|\mathcal{L}| \) is the number of sampled intensities. The order is \( O((|\mathcal{L}| + 1) \cdot N \log |\mathcal{L}|) \).

E. Remap Function

The remap function for an intensity \( i \in \mathcal{R} \) is continuous and changes the input \( i \) around a reference value \( g \in \mathcal{R} \):

\[
r(i,g) = i - (i-g)f(i-g).
\]

LLF uses \( g = G_{\ell}[I]_p \), \( f \in \mathcal{R} \) is an even function usually and is specifically defined for each application. This study uses a Gaussian function with multiplication factor \( m \) denoted as \( w_r(i) \) for \( f \), which is defined as:

\[
w_r(i) = m \exp \left( \frac{i^2}{-2\sigma^2} \right).
\]

When \( m > 0 \), the function enhances images, while when \( m < 0 \), the function smooths images, as shown in Fig. [1]. The dashed lines indicate the \( y = x \) line, which is no remap function. The difference between the \( y = x \) line and the desired remap function indicates the degree of emphasis.

III. PROPOSED METHOD

A. Formulation

This study approximates the remap function using Fourier series expansion. The derivative function of the Gaussian function \( w_r \), in the remap function is:

\[
w'_r(i-g) = \sigma^{-2}(i-g)w_r(i-g)
\]

\[
\cdot (i-g)w_r(i-g) = \sigma^2 w_r(i-g).
\]

4. Construct a Laplacian pyramid for \( \hat{I} \), and copy the pyramid coefficient at \( p \), \( L_{\ell}[\hat{I}] \), as an output Laplacian pyramid of \( L_{\ell}[O_p] \). The remapping value changes according to the level \( \ell \) at \( p \).
5. Collapse the pyramid using Eq. \( 7 \) to obtain \( O \).
Substituting (7) into the remap function (5), the form is:
\[ r(i, g) = i - (i - g)w_r(i - g) = i - \sigma_r^2 w_r'(i - g). \] (8)

The Gaussian function in \( w_r(i) \) is an even function, which can be approximated by the number of finite cosine terms \( K \) of the Fourier series expansion [23]:
\[ w_r(i - g) \approx m(\alpha_0 + 2 \sum_{k=1}^{K} \alpha_k \cos(\omega_k(i - g))), \] (9)
where \( \alpha_k = \frac{\sigma \sqrt{2\pi}}{k} \exp\left(-\frac{1}{2}(\omega_k \sigma)^2\right) \) and \( \omega_k = \frac{2\pi}{T} k. \) \( T \) is the period. The derivative function of (9) is
\[ w_r'(i - g) \approx -2m \sum_{k=1}^{K} \alpha_k \sin(\omega_k(i - g))\omega_k. \] (10)

Using (10) and the addition theorem of trigonometric functions, we can approximate the remap function (8) as follows:
\[ r(i, g) \approx i - m \sum_{k=1}^{K} \hat{\alpha}_k \left( \sin(\omega_k g) \cos(\omega_k i) - \cos(\omega_k g) \sin(\omega_k i) \right). \] (11)
where \( \hat{\alpha}_k = 2\sigma^2 \alpha_k \omega_k. \)

The period \( T \) for an \( R \)-tone image is usually determined such that the following equation becomes minimum [23]; the equation approximates the formula for the error between the Gaussian function and its approximation:
\[ \arg\min_T E_k(T) = \text{erfc}\left(\frac{T\sigma}{T}(2K+1)\right) + \text{erfc}\left(\frac{T-R}{\sigma}\right). \] (12)

The output local Laplacian pyramid is defined by
\[ L_p[I] = G_p[r(I, G_p[I])] - G_{p+1}[r(I, G_p[I])]. \] (13)

Recall that \( G_p[I] = L_p[I] \), \( L_p[I] \), and \( r(I, I_p) = I \); thus, the form is expressed as follows by substituting (11):
case: \( \ell = 0 \)
\[ L_0[I] \approx I - G_1[I] + m \sum_{k=1}^{K} \hat{\alpha}_k \left( \sin(\omega_k G_0[I])\hat{C}_{1,k} - \cos(\omega_k G_0[I])\hat{S}_{1,k} \right), \]
case: \( 1 \leq \ell \leq \ell_{\text{max}} - 1 \)
\[ L_\ell[I] \approx G_\ell[I] - m \sum_{k=1}^{K} \hat{\alpha}_k \left( \sin(\omega_k G_\ell[I])\hat{C}_{\ell,k} - \cos(\omega_k G_\ell[I])\hat{S}_{\ell,k} \right) - G_{\ell+1}[I] + m \sum_{k=1}^{K} \hat{\alpha}_k \left( \sin(\omega_k G_{\ell+1}[I])\hat{C}_{\ell+1,k} - \cos(\omega_k G_{\ell+1}[I])\hat{S}_{\ell+1,k} \right), \]
where \( \hat{C}_{\ell,k} = G_\ell[\cos(\omega_k I)] \) and \( \hat{S}_{\ell,k} = G_\ell[\sin(\omega_k I)]. \) (14)

B. Pixel-by-Pixel Enhancement

Changing the remap function for each pixel is essential for enhancement, such as the enhancement of flat regions to avoid noise signal boosting. The naïve implementation can locally change the function without any additional footprint; however, the computation itself is inefficient. The paper [19] also uses adaptive remap functions for fast LLF; however, the implementation is not an approximation of LLF. Fast LLF requires Laplacian pyramids for each remap function to interpolate the pyramid; thus, the multiple of the number of remap functions and pyramids is required for approximating LLF.

By contrast, the proposed method is independent of the remap functions for generating pyramids because the Gaussian Fourier pyramids of \( I \) do not depend on the remap function. Only the coefficients exhibit a dependency on the remap function; thus, we change the coefficient for the pixel-level parameter adaptation. Let \( \hat{\alpha}_{k,p} \) be the \( k \)-th coefficient for \( p \). The remap function can be switched by replacing \( \alpha_{k,p} \) pixel-by-pixel in (14) instead of \( \hat{\alpha}_k \). Similarly, we can also change the magnification factor of \( m \) to \( m_p \) for pixel-by-pixel adaptation. Therefore, we need \( 2K + 1 \) pyramids for this case, which are identical to the parameter-fixed case.

IV. EXPERIMENTAL RESULTS

We compared Fourier LLF with naïve LLF [17] and fast LLF [13]. The processing time was evaluated using two
This study proposes an approximation for LLF using Fourier series expansion, called Fourier LLF. The experimental results showed that our method achieved higher accuracy per pyramid building and better performance than those of the conventional method. We also showed that our method can approximate the adaptive filter. The limitation of the proposed method is that it cannot handle color image distances. Note that the conventional method is also for grayscale images. The aforementioned limitation can be solved by high-dimensional Gaussian kernel approximation methods [27, 28].
Supplemental material

We compared the Gaussian Fourier pyramid based LLF with two-layers enhancement methods and multi-layers enhancement methods. The two-layers methods are defined as follows:

\[ O = I + r(I - f*B, 0), \]

(15)

where, \( I \) and \( O \) are input and output images, respectively. \( r \) is the remap function of Eq. (8). \( f* \) is a filter function, and this paper used four filters: Gaussian filter, bilateral filter \[7\], domain transform filter \[29\], and guided image filter \[13\]. The two-layer with Gaussian filtering means unsharp masking. For multi-layers methods, we used three approaches: Laplacian pyramid enhancement of Eq. (3), multiscale bilateral filter (MSBF) \[11\], and edge-avoiding wavelet (EAW) \[14\]. For the experiments, we used enough order \( K \) (> 59dB). PSNR over 59dB means that the intensity difference between the ideal and approximated output is < 0.5, generating the same integer value images. Thus, the output of our LLF is the same as the original LLF \[17\].

Figures 7 and 8 show the effect of the multiple layers. The LLF with more layers enhances images strongly.

Figures 9 and 10 show the results of various enhancement methods. For two-layers cases, Gaussian filtering makes large halos, but the other methods and proposed method suppress the halos. The bilateral filtering generates edge-reversals, but the other suppress them. Both domain transform and guided image filters can suppress halos and edge-reversals; however, both filters cannot enhance much. The domain transform filter uses geodesic distance, which becomes large in complex texture regions; thus, the smoothing output in the textured region tends to keep the input image. The guided image filtering uses linear fitting, which tends to ignore minor wave signals; thus, only significant edges in the image are enhanced. For multi-layer cases, pyramid and MSBF enhancement are the multi-layers extensions of two-layers with Gaussian filtering and bilateral filtering; thus, the output and the problems are similar to the two-layer cases. The EAW is a wavelet extension for MSBF; thus, the problems are also similar to the MSBF.
Fig. 10. Visual comparison with various method for Beach image (3-layers, $\sigma_r = 30, m = 7, K = 10$).
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