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Abstract

The fluctuation effect of gradient expectation and variance caused by parameter update between consecutive iterations is neglected or confusing by current mainstream gradient optimization algorithms. Using this fluctuation effect, combined with the stratified sampling strategy, this paper designs a novel Memory Stochastic sTratified Gradient Descend (MSTGD) algorithm with an exponential convergence rate. Specifically, MSTGD uses two strategies for variance reduction: the first strategy is to perform variance reduction according to the proportion $p$ of used historical gradient, which is estimated from the mean and variance of sample gradients before and after iteration, and the other strategy is stratified sampling by category. The statistic $\bar{G}_{mst}$ designed under these two strategies can be adaptively unbiased, and its variance decays at a geometric rate. This enables MSTGD based on $\bar{G}_{mst}$ to obtain an exponential convergence rate of the form $\lambda^{2(k-k_0)} (\lambda \in (0, 1), k$ is the number of iteration steps, $\lambda$ is a variable related to proportion $p$). Unlike most other algorithms that claim to achieve an exponential convergence rate, the convergence rate is independent of parameters such as dataset size $N$, batch size $n$, etc., and can be achieved at
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a constant step size. Theoretical and experimental results show the effectiveness of MSTGD.
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1. Introduction

In this paper, we consider the problem of optimizing the objective function of the form (1) given a training set \((X, Y)\) with \(N\) records.

\[
\arg\min_{W \in \mathbb{R}^{\mathcal{P}}} J(W) = \frac{1}{N} \sum_{i=1}^{N} J(W; x^{(i)}, y^{(i)}) = \frac{1}{N} \sum_{i=1}^{N} J_i,
\]

where \(W = [w_1, w_2, \cdots, w_{\mathcal{P}}]^T\) is the optimization parameter, which can be a parameter set composed of connection weights in a deep network model. In different contexts, \(W\) can refer to model parameters or it can represent a deep network model.

The objective function represented by Equation (1) is in the form of a finite sum of the training sample set, and the term \(J_i = J(W; x^{(i)}, y^{(i)})\) in the summation is the loss function for sample \((x^{(i)}, y^{(i)})\). The loss function can be least squares, cross entropy, etc.

Problem of the form (1) are of broad interest, as they encompass a variety of problems in statistics, machine learning, and optimization. For example, many problems such as image processing and visual recognition [1][2][3][4][5], speech recognition [6][7][8], machine translation and natural language understanding [9] can be reduced to the optimization problem in the form of Equation (1).

Because of their wide applicability, it is important to carefully design and develop more efficient solver to such problems. Gradient descent method (GDM) which originated from the work of Robbins and Monro et al. [10] and its series of improved algorithms are the current mainstream effective optimization algorithms for such problems. However, Achieving the linear convergence rate of
the full gradient while keeping a low iteration cost as the stochastic gradient descend is still an open and challenging problem.

This paper proposes a new strategy called Memory Stochastic sTratified Gradient Descend (MSTGD). According to which a statistic called $\bar{G}_{mst}$ is designed, whose subscripts come from the first three letters of MSTGD. MSTGD iterates as follow

$$W_{k+1} = W_k - hG^k_{mst}(W_k) = W_k - h \sum_{j=1}^{C} w_j \cdot G^k_j(W_k),$$  \hspace{1cm} (2)

where $k$ represents the index of the iteration, $h$ is the step size of the algorithm, and the italicized $w_j$ represents the class weight, which can be determined according to the ratio of the total number of $j$th ($j \in \{1, 2, \cdots, C\}$) class samples to the total number of samples.

For the sake of brevity, this paper will $\bar{G}^k_{mst}(W_k), G^k_j(W_k)$ abbreviated as $\bar{G}^k_{mst}, G^k_j$ respectively. The value of $\bar{G}^k_{mst}$ in formulae (2) is obtained by averaging a $C$-dimensions auxiliary storage vector $G$ by components. The auxiliary vector $G$ tracks the gradient signal ever used, and this is why MSTGD being named as the memory algorithm. In the $k$-th iteration we set

$$G^k_j = p^k_j \cdot G^{k-1}_j + q^k_j \cdot g(W_k, \xi^k_j) \ for \ each \ j \in \{1, 2, \cdots, C\},$$  \hspace{1cm} (3)

where $\xi^k_j$ is a random index of sample in category $j$, the $g(W_k, \xi^k_j)$ is random gradient generated by network $W_k$ inputting this sample. The stochastic gradient $g(W_k, \xi^k_j)$ generated by the independent sample $\xi^k_j$ ensures that it is independent of the historical gradient $G^{k-1}_j$.

When $p^k_j = 0, q^k_j = 1$, Equation (3) is simplified into the memoryless form of $G^k_j = g(W_k, \xi^k_j)$. In this case, the mean value of traditional stratified sampling $\bar{G}^k_{st}$ is calculated according to $\sum_{j=1}^{C} \omega_j \cdot G^k_j$ in Equation (2). The subscript of $\bar{G}^k_{st}$ is the first two letters of the word stratification.

This paper has made the following three main contributions:

- A novel statistic $\bar{G}_{mst}$ is proposed, and gives the $p, q$ condition that makes $\bar{G}_{mst}$ adaptively unbiased ($p^k_j, q^k_j$ in Formulae (6) or (9)).
A new strategy called p-based variance reduction is proposed, which enables the variance of $G_{mst}$ to decay at a geometric rate. Prior to this, it was generally believed that in order to exponentially decay the variance of the mini-batch stochastic gradient, it was necessary to use a dynamic sample size strategy such as the exponential growth of the sample size.

This paper proves that MSTGD can achieve exponential convergence rate in the form of $\lambda^{2(k-k_0)} (0 < \lambda < 1, k$ is the number of iteration steps) under the condition of constant step size $h$ and constant sample size.

1.1. Related works

The gradient descent method (GDM) originated from the work of Robbins and Monro et al. [10] and its improved algorithms are the current mainstream optimization algorithms. GDM iterates as the form

$$W_{k+1} = W_k - h \cdot \bar{g} = W_k - \frac{h}{n} \sum_{i=1}^{n} g(W_k, i),$$

(4)

where $\bar{g}$ is sample gradient mean, $g(W_k, i)$ is gradient of sample $i$. The sample size is 1 or $N$ (population size), the corresponding algorithms are called Stochastic Gradient Descent (SGD) and Full Gradient Descent (FGD), respectively. If $1 < n < N$, the corresponding algorithm is called the mini-Batch stochastic gradient descent algorithm (Batch). In this paper, SGD, FGD and Batch are collectively referred to as GDM, which belongs to the category of SGD-like Algorithms.

As a kind of SGD-like Algorithms, one of the main features of MSTGD is to determine the next moving direction by weighting the current gradient and the historical gradient stored in the auxiliary vector $G$. The weight coefficient of the historical gradient plays a role in variance reduction while ensuring unbiased.

Similar to MSTGD, other SGD-like algorithms that use historical gradient information include Momentum [11] and its improved algorithms [12, 20, 21], Adam and AdaMax [20], Nadam [21], NAG [12], AMSGrad [26]. As far as we know, these algorithms are lacking in the discussion of the influence of the weight coefficient of the historical gradient on the unbiasedness and variance of the gradient direction. This paper will clarify how the weight coefficient affects the unbiasedness.
of the statistic $\tilde{G}_{mst}$, and give sufficient conditions to exponentially decay the variance of $\tilde{G}_{mst}$. It is theoretically proved that the algorithm MSTGD designed in this paper has a linear convergence rate that Momentum, Adam, AdaMax, Nadam, NAG, AMSGrad etc. have not claim.

The second feature of MSTGD is that when the objective function satisfies the assumption of continuous strong convexity, the theoretical linear convergence rate can be achieved under a constant step size. There is a lot of work to improve the algorithm around the step size. For example, most of the step size adaptive algorithms Adagrad\cite{17}, Adadelta\cite{27}, Adam and Adamax\cite{20}, Nadam\cite{21}, AMSGrad\cite{26}, etc., use the gradient second-order moment information to set the dynamic step size. To the best of the authors’ knowledge, there is little discussion of whether these improvements can improve the convergence order of the algorithm.

The third feature of MSTGD is to use a more efficient stratified sampling strategy to ensure a linear convergence rate without consuming too much storage space. Work on improving the performance of stochastic gradient optimization algorithms through more efficient stratified sampling strategies originally came from an algorithm named SSAG\cite{16}. The calculation of the gradient direction $\tilde{G}_{st}$ of SSAG also uses an auxiliary vector $G$ similar to this paper, but $\tilde{G}_{st}$ does not involve the preservation of historical gradients when updating the components in $G$, which is an essential difference with the memory-type stochastic stratified gradient $\tilde{G}_{mst}$ in this paper. As far as we know, the algorithms that claim to achieve linear convergence rate include SAG\cite{13}, SAGA\cite{14}, SVRG\cite{15}, DSSM(Dynamic Sample Size Methods)\cite{25}, SSAG\cite{16}, etc., but the linear convergence rate of these algorithms often needs to consume too much memory. For example, SAG must record the gradient for each sample, which is a large storage overhead in the case of massive training data. In contrast, MSTGD only needs to save gradient for each category of data, requiring much less storage space. For another example, in order to achieve a linear convergence rate, DSSM adopts a dynamic sample capacity strategy of exponential growth in the form of $\lceil \tau^{k-1} \rceil (\tau > 1)$. Correspondingly, the computing resources required for a single iteration also
increase exponentially, while the storage resources and computing resources required for each iteration of MSTGD are constant.

1.2. Notation and basic definition

The following is notation and basic definition used in this paper.

- $\xi^k_j : N_j \rightarrow n^k_j$ indicates that $n^k_j$ samples are drawn from the $j^{th}$ subpopulation at the $k^{th}$ iteration. $f = \frac{n}{N}, f^k = \frac{n^k_j}{N_j}$ is the corresponding sampling ratio. $n^k_j = 1$ by default.

- $g(W_k, \xi^k_j)$: the stochastic gradient generated when a sample is randomly drawn from the $j^{th}$ subpopulation and fed into the network $W_k$. $g(W_k, i)$: the gradient generated when the $i^{th}$ sample in the set is input into the network $W_k$.

- $\nabla J(W_k) = \nabla J_N(W_k) = \frac{1}{N} \sum_{i=1}^{N} g(W_k, i)$: population mean of gradient at iteration $k$. $\nabla J_n(W_k) = \bar{g} = \frac{1}{n} \sum_{i=1}^{n} g(W_k, i)$: sample mean of gradient at iteration $k$.

- $\sigma^2_k = \frac{1}{N} \sum_{i=1}^{N} (g(W_k, i) - \nabla J_N(W_k))^2$: population variance of gradient at iteration $k$.

- $V(\cdot)$: the variance of the variable in parentheses.

- $s^2_k := V(\bar{g}) = \frac{(1-f_k)n^k}{n^k}$: the variance of the sample gradient mean at the $k^{th}$ iteration.

2. Properties of the statistic $\bar{G}_{\text{mst}}$

2.1. Conditions on $p, q$ to ensure the unbiasedness of $\bar{G}_{\text{mst}}$

The basic idea to ensure $\bar{G}_{\text{mst}}$ an unbiased estimation is to transfer the gradient signal of the previous iteration to the current iteration in an appropriate proportion. This result is given in the below theorem.
Theorem 1. Let \( g(W_{k-1}, \xi_j^{k-1}), g(W_k, \xi_j^k), j = 1, \cdots, C \) denote the random gradients of the networks \( W_{k-1}, W_k \) with random sample \( \xi_j^{k-1}, \xi_j^k \) from the \( j \)-th class as input (that is, the random gradients are produced in two consecutive iterations), and \( E_j^{k-1}, E_j^k \) be their expectations respectively. If \( \frac{p_j^k}{q_j^k} = \frac{E_j^k}{E_j^{k-1}} \), then \( \bar{G}_{mst} \) is an unbiased estimation of the population mean \( \bar{G} \), i.e., \( E(\bar{G}_{mst}) = \bar{G} \), or \( E(\bar{G}_{mst}) = \bar{G} \) for simplification.

In Theorem 1, the expectations \( E_j^{k-1}, E_j^k \) under two consecutive iterations are theoretical values and cannot be known exactly in general. In practice, they are generally estimated with the gradient mean of random mini-batch samples.

2.2. Variance of \( \bar{G}_{mst} \)

In this section, we firstly give a lemma, which we use as a basis for the discussion of the variance of \( \bar{G}_{mst} \).

Lemma 1. Let \( E_j^{k-1} \) and \( E_j^k \) be the gradient mean of the \( j \)-th sub-population of the networks \( W_{k-1} \) and \( W_k \). \( V_j^{k-1} = V(G_j^{k-1}) \) and \( V_j^k = V(G_j^k) \) be the gradient variance of the \( j \)-th sub-population of the networks \( W_{k-1} \) and \( W_k \) respectively. Then, \( \bar{G}_{mst} \) has a stationary point variance called \( V_{sp}(\bar{G}_{mst}) \) as follow

\[
V_{sp}(\bar{G}_{mst}) = \sum_j C_j \left[ w_j^2 \frac{(E_j^k)^2 V_j^{k-1} - (E_j^{k-1})^2 V_j^k}{(E_j^k)^2 V_j^{k-1} + (E_j^{k-1})^2 V_j^k} \right] \tag{5}
\]

if we let

\[
p_j^k = \frac{E_j^k E_j^{k-1} V_j^k}{(E_j^k)^2 V_j^{k-1} + (E_j^{k-1})^2 V_j^k}, q_j^k = \frac{(E_j^k)^2 V_j^{k-1}}{(E_j^k)^2 V_j^{k-1} + (E_j^{k-1})^2 V_j^k} \tag{6}
\]

in (3).

The subscript of the left-hand term of the above formulae (5) comes from the first letter of Stationary Point, not \( \text{min} \) as expected. That is because the function of (22) in appendix 7.2 has only stationary point and no minimum point.

Likewise, in Lemma 1 the exact values of gradient expectations \( E_j^{k-1}, E_j^k \) and gradient variances \( V_j^{k-1}, V_j^k \) for the previous and subsequent iterations are
generally not known. In practice, these variables are estimated by the gradient mean and variance of a random mini-batch samples.

Since the parameter $W_{k-1}$ becomes another different parameter $W_k$ after iteration, generally $E^{k-1} \neq E^k, V^{k-1} \neq V^k$. We call this phenomenon the fluctuation effect of gradient mean and variance. Many existing algorithms, such as the momentum method \[11\], incremental average gradient method \[33\], Adam \[20\], etc., do not fully consider the influence of this fluctuation effect, so the gradient direction of these algorithms are usually biased estimators.

According to (6), $q^k_j < 1$ since $V^k_j \neq 0$. However, $p^k_j$ can be great than 1 if no further restriction. Theorem 2 in the next subsection gives a sufficient condition to ensure $p^k_j < 1$.

2.3. Design effect of statistics $\bar{G}_{mst}$

The aforementioned general results are not easy to see the effect of the new statistic $\bar{G}_{mst}^k$ on variance reduction. In fact, the variance of the layer (category) samples is left in each component of the vector of memory $G$ by $\bar{G}_{mst}^k$ in different proportions $p^k_j (j \in \{1, \cdots, C\}, k \in \{1, 2, \cdots, \})$, and is rapidly attenuated as the iteration proceeds. Therefore, the variance of the statistic $\bar{G}_{mst}^k$ (memory type) is smaller than that of the traditional stratified sampling statistic $\bar{G}_{st}^k$ (memoryless type), and the variance remaining in the memory part will be rapidly attenuated as the iteration progresses.

Since any $w_i, w_j$ in the vector $W = [w_1, w_2, \cdots, w_\varphi]^T$ represent different connection weights in the network, the variance matrices $V_{sp}(\bar{G}_{mst}), V(\bar{G}_{st})$ of $\bar{G}_{mst}(W), \bar{G}_{st}(W)$ will be diagonal square matrices of order $\varphi$.

In order to be able to compare $V_{sp}(\bar{G}_{mst}), V(\bar{G}_{st})$, the definition of the comparison of the same type of diagonal square matrix is given below.
**Definition 1.** Given diagonal square matrix of order $\varphi$

\[
\bar{\lambda}_1 = \begin{pmatrix} \sigma_1^2 & & \\ & \sigma_2^2 & \\ & & \ddots & \sigma_\varphi^2 \end{pmatrix}, \quad \bar{\lambda}_2 = \begin{pmatrix} \Sigma_1^2 & & \\ & \Sigma_2^2 & \\ & & \ddots & \Sigma_\varphi^2 \end{pmatrix},
\]

if for any $i (i = 1, 2, \cdots, \varphi)$, $\sigma^2_i \leq \Sigma^2_i$, then $\bar{\lambda}_1 \leq \bar{\lambda}_2$

**Definition 2.** $\bar{\lambda}_1, \bar{\lambda}_2$ are defined as [1]. If there is at least one $i (i = 1, 2, \cdots, \varphi)$, such that $\sigma^2_i < \Sigma^2_i$, the rest $j (j \neq i, j = 1, 2, \cdots, \varphi) \sigma^2_i \leq \Sigma^2_i$, then $\bar{\lambda}_1 < \bar{\lambda}_2$

With the above definition of the comparison of diagonal square matrices, we can get the following Corollary [1]

**Corollary 1.** $V(\cdot)$ represents the variance of the variable in parentheses. The statistic $\bar{G}_{\text{mst}}^k$ has the following properties.

1. $V_{sp}(\bar{G}_{\text{mst}}^k) < V(\bar{G}_{\text{st}}^k)$
2. $V_{sp}(\bar{G}_{\text{mst}}^{k+i}) \leq p^{2i}V(\bar{G}_{\text{mst}}^k) + \sum_{i=1}^{t} p^{2(t-i)} q^2 V(\bar{G}_{\text{st}}^{k+i}), 0 < q < 1$

Property (1) in Corollary [1] shows that the memory statistic $\bar{G}_{\text{mst}}^k$ has a smaller design effect (smaller variance) than $\bar{G}_{\text{st}}^k$.

Property (2) in Corollary [1] shows that this property holds when $k$ takes any value, regardless of the starting point. Therefore, for the sake of brevity, the inequality of property (2) can be reduced to a simpler form

\[
V_{sp}(\bar{G}_{\text{mst}}^k) \leq p^{2k}V(\bar{G}_{\text{mst}}) + \sum_{i=1}^{k} p^{2(k-i)} q^2 V(\bar{G}_{\text{st}}^i), 0 < q < 1. \tag{7}
\]

The expansion or contraction of $V_{sp}(\bar{G}_{\text{mst}}^k)$ mainly depends on the value of $p$. Next, we first introduce a lemma, which is used to obtain a sufficient condition to ensure that $V_{sp}(\bar{G}_{\text{mst}}^k)$ decays rapidly with the number of iteration steps (Theorem [2])
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Lemma 2. If \( \eta \in (0, 1) \), then there exists \( \gamma \in (0, 1) \) such that
\[
(1 + \frac{1}{1 - \eta})\eta^{2k} \leq \gamma^{2(k-k_0)}
\] holds for a sufficiently large positive integer \( k, k_0, k > k_0 \).

The closer \( \eta \) in Lemma 2 is to 1, the larger the \( k \) is required to achieve the geometric decay rate on the right-hand side of (8).

Theorem 2. \( E_j^k, E_j^{k-1}, V_j^k, V_j^{k-1} \) are defined as Lemma 1. If \( E_j^k = E_j^{k-1} \), then (8) can be simplified as
\[
p_j^k = \frac{V_j^k}{V_j^{k-1} + V_j^k}, \quad q_j^k = \frac{V_j^{k-1}}{V_j^{k-1} + V_j^k}.
\] In this case, there exist \( \gamma \in (0, 1) \) and a sufficiently large \( k_0 \) such that
\[
V_{sp}(\bar{G}_{mst}^k) \leq \gamma^{2(k-k_0)} \Phi \cdot I,
\] where \( \Phi \) is a positive constant, \( I \) is an identity matrix of order \( \wp \).

Theorem 2 shows that, as long as we try to ensure that \( E_j^k = E_j^{k-1} \), that is, the gradients of two adjacent iterations are expected to be equal, after a sufficiently large \( k_0 \) iterations, the variance of \( \bar{G}_{mst}^k \) can decay at the geometric rate on the right side of (10).

Theorem 2 can lead to the following theorem 3.

Theorem 3. Let \( \text{Var}(\bar{G}_{mst}^k) := E(||\bar{G}_{mst}^k||_2^2) - ||E(\bar{G}_{mst}^k)||_2^2, \Phi = \wp M \), then
\[
\text{Var}(\bar{G}_{mst}^k) \leq \gamma^{2(k-k_0)} \wp M
\] = \[
\gamma^{2(k-k_0)} \wp \Phi.
\] (11)

\( V_{sp}(\bar{G}_{mst}^k) \) can decay at the geometric rate of (11), mainly because of the effect of the parameter \( p_j^k \) (the proportion of the historical gradient being reused). This can be seen from the proof process of Theorem 2 in Appendix 7.5. Therefore, the variance reduction strategy of \( V_{sp}(\bar{G}_{mst}^k) \) is named as p-based variance reduction strategy, where the letter p of p-based refer to the maximal proportion of the historical gradient being reused, that is \( p = \max p_j^k \).

Based on the result that \( V_{sp}(\bar{G}_{mst}^k) \) decays at a geometric rate, we can design the corresponding MSTGD algorithm.
3. MSTGD algorithm based on $\bar{G}_{mst}$

The update direction of MSTGD is determined by calculating the mean value of $G$ by component, which means it needs to maintain a $C$-dimension vector $G$ during iterations. At each iteration MSTGD calculates a mini-batch gradient mean $G_j$ of samples of the $j^{th}$ class, and then the $j^{th}$ component in $G$ is updated by the new $G_j$ for each class $j \in \{1, \cdots, C\}$.

The pseudo code of MSTGD is described in Algorithm 1 which is designed according to Theorem 2 to ensure convergence.

\begin{algorithm}
\caption{Memory-type Stochastic Stratified Gradient Descent (MSTGD)}
\begin{algorithmic}[1]
\Function{MSTGD}{for minimizing $J(W) = \frac{1}{N} \sum_{i=1}^{N} J_i$ with step size $h$}
\State Parameters: Step size $h$, Batch size $B$, Training data size $N$, the total number of class $C$, the class weight $w_j$, Iteration bound $\text{max\_iter}$
\State Inputs: training data $(x^{(1)}, y^{(1)}), (x^{(2)}, y^{(2)}), \cdots, (x^{(N)}, y^{(N)})$
\State set $G_j = 0$ for $j \in \{1, 2, \cdots, C\}$, $k=0$
\While{$k \leq \text{max\_iter}$}
\For{$j = 1, 2, \cdots, C$}
\State calculate sample mean $E_j$ and variance $V_j$ of $\lceil \frac{B}{C} \rceil$ samples from $j^{th}$ class
\State calculate $p_j^k, q_j^k$ according to equation 9
\State update $j^{th}$ component of $G$, $G_j \leftarrow p_j \times G_j + q_j \times (g(W_k, \xi_j^k) - E_j)$, where $\xi_j^k$ is a random sample from $j^{th}$ class
\EndFor
\State $W_{k+1} = W_k - h \sum_{j=1}^{C} w_j \cdot (G_j + E_j)$
\State $k++$
\EndWhile
\EndFunction
\end{algorithmic}
\end{algorithm}

In order to satisfy the convergence condition of $E_j^k = E_j^{k-1}$ in Theorem 2, MSTGD does not directly store the stochastic gradient $g(W_k, \xi_j^k)$ in the auxiliary variable $G$ as in [3], but first perform the mean-zeroing operation $g(W_k, \xi_j^k) - E_j$, and then store it in the corresponding component of $G$ (Line 8 in Algorithm 1).
Our experiments show that such a mean-zeroing operation can ensure the convergence of the algorithm.

4. Linear convergence rate of MSTGD

This section discusses the convergence rate of MSTGD. Section 4.1 firstly give some basic assumptions. The theorem in Section 4.2 shows how the variance of the gradient in (4) specifically affects the convergence rate of the algorithm, also reveals that, if without reusing the historical gradients, due to the existence of gradient variance, the algorithms based on iteration (4) can only reach the sub-linear convergence rate. Section 4.3 is the linear convergence theorem of MSTGD. This theorem and its related proofs reveal the mainly reason of linear convergence of MSTGD is that the reused historical gradient greatly reduces the variance, which is called p-based variance reduction.

4.1. Background and assumptions

To build the general convergent result we need the following assumptions.

- **A1** The Cost function $J(W)$ is continuously differentiable and first order Lipschitz continuous with Lipschitz constant $L > 0$, i.e.,

  $$ \| \nabla J(W) - \nabla J(W') \| \leq L \| W - W' \|. \quad (12) $$

- **A2** Cost function $J(W)$ is strongly convex, i.e.,

  $$ J(W') \geq J(W) + \nabla J(W)(W' - W) + \frac{1}{2} c \| W' - W \|^2. \quad (13) $$

  This assumption leads to a useful fact (proved in Appendix 7.7)

  $$ 2c(J(W) - J_*) \leq ||\nabla J(W)||^2. \quad (14) $$

- **A3** The objective function $J$ and stochastic gradient $g(w_k, \xi^k_j)$ satisfy the following conditions:

  1. The sequence of iterates $\{W_k\}$ is contained in an open set over which $J$ is bounded below by a scalar $J_{\inf}$
2. There exist scalars $\mu_G \geq \mu > 0$ such that, for all $k \in \{1, 2, \cdots\}$,
\[
\nabla J(W_k)^T E[\bar{G}^k_{mst}] \geq \mu \|\nabla J(W_k)\|^2_2,
\]
and
\[
\|E[\bar{G}^k_{mst}]\|_2 \leq \mu_G \|\nabla J(W_k)\|_2.
\]

4.2. General convergent result of gradient descent

Before analyzing the convergence rate of MSSG, we present a general convergent result of GDM (Gradient Descent Methods) in this section, where GDM refers specifically to FGD, SGD and mini-batch SGD. From this general result, we can see how gradient variance impacts the convergence rate of an algorithm.

Theorem 4 formalizes the relationship between gradient variance and convergence rate. With smaller gradient variance, GDM gets closer to the optimal solution, and if gradient variance is reduced to zero, GDM can achieve linear convergence rate.

**Theorem 4 (Convergence-Variance Inequality, CVI).** Let $W_k$ be a network obtained by a method of GDM, $\sigma^2_k(s^2_k)$ is the gradient variance on population(samples) at the $k^{th}$ iteration, $\sigma^2_{\min} = \min\{\sigma^2_k\}$, $\sigma^2_{\max} = \max\{\sigma^2_k\}$. If assumptions $A1$ and $A2$ hold, then under the condition of step size $h_k < \frac{2}{L}$ and the ratio of sample size $\frac{n_{k+1}}{n_k} \geq \frac{\sigma^2_{\min} h_{k+1}}{\sigma^2_{\max} h_k} \frac{2-h_k L}{2-h_{k+1} L}$, the following inequality holds for all $k \in \{1, 2, \cdots\}$:
\[
E[J(W_{k+1}) - J_*] \leq \Lambda_1 + \rho^k (E[J(W_1) - J_*] - \Lambda_1),
\]
where $J_*$ is the optimal value, $\Lambda_k = \frac{h_k L s^2_k}{2\mu(2-h_k L)} \rho_i := 1 - \mu h_i(2 - L h_i), \rho = \max\{\rho_i\}$.

CVI theorem is a general result of FGD, SGD, and Batch. In the case of FGD, the sample size $n$ is equal to data size (population size) $N$; the sampling ratio $f$ equals 1, so $s^2_k = 0$, also $\Lambda_1 = 0$. This leads to linear convergence rate of FGD. In the case of SGD, the sample size $n$ is equal to one, the number $\Lambda_1$ ceases
In this case, SGD cannot achieve a linear convergence rate, it can only be a slower sub-linear convergence rate. As for Batch, the sample size $n$ is a random number between 1 and $N$. Therefore, if a strategy of cleverly setting the size of $n$, such as a dynamic sample size $n$ that satisfies certain conditions, the number $\Lambda$ can be reduced infinitely close to zero, Batch still retains the possibility of linear convergence.

This paper presents Theorem 4 and its proof independently (see Appendix 7.8), but Theorem 4 is not our first creation, similar works and related results can be found in earlier literature\[34, 28\].

### 4.3. Convergence results of MSTGD

Theorem 4 shows that for the GDM using the iteration of (4), since no historical gradient is used, even if a strategy such as dynamic step size is employed, the linear convergence rate cannot generally be achieved. Only in special cases, such as using a dynamic sample size strategy, can a linear rate of convergence be achieved.

Theorem 5 pioneered in this paper and its corresponding proof (see Appendix 7.9) show that the MSTGD using the iteration of (2) and (3) can achieve linear convergence rate with a constant stepsize and constant sample size due to the efficient reuse of historical gradient.

**Theorem 5 (Linear Convergence of MSTGD).** Suppose that Assumptions $A_1, A_2, A_3$ (with $J_{inj} = J_*$) hold, In addition, MSTGD is run with a fix stepsize $h_k = \bar{h}, \forall k \in \{1, 2, \cdots\}$, and satisfying

$$0 \leq \bar{h} \leq \min\{\frac{\mu}{L\mu_G}, \frac{1}{c\mu}\},$$

then for all $k \in \{1, 2, \cdots\}$, the expected optimality gap satisfies

$$E[J(W_k) - J_*] \leq \Omega \lambda^2(k - k_0),$$

where

$$\Omega := \max\{\frac{\bar{h}L\Phi}{c\mu}, J(W_1) - J_*\}.$$
and

\[ \lambda := \max \{ 1 - \frac{\bar{h}c\mu}{2}, \gamma \} < 1. \]  

(20)

Theorem 5 shows that after a sufficiently large \( k_0 \) iterations, MSTGD can linearly converge to the optimal solution at the rate of the right-hand side of (18).

5. Experimental results

We make comparison among \( \bar{G}_{mst}, \bar{G}_{st}, SGD \) and Batch, by testing them on artificial data as well as the MNIST data set. It turns out that \( \bar{G}_{mst} \) has the higher estimation accuracy than the other methods.

The artificial data is generated in the form of a 40 \( \times \) 10 random matrix (that is, 40 random numbers in each round, and 10 rounds successively, each random number is a simulation of a random gradient \( g(W^k, \xi^k) \)). Also, various kinds of data set are generated so that they are with increasing mean, decreasing mean, increasing variance, and decreasing variance in successive rounds, respectively. In each round, we divide the 40 numbers into 4 sub-populations as a layered simulation. In the experiment, we take the square of the deviation between the estimated value generated by the estimator and the overall mean (true value) as an evaluation of the accuracy of the search direction provided by the estimator.

For fair and comparable consideration, the number of samples for each method is set to 4, except for SGD which uses a single sample. \( \bar{G}_{mst} \) and \( \bar{G}_{st} \) randomly select a sample from each of the 4 sub-populations, and Batch randomly select 4 samples from the whole population.

The parameters \( p^k_j \) and \( q^k_j \) in \( \bar{G}_{mst} \) are calculated according to formulae (6), where \( E_j \) and \( V_j \) respectively takes the value of the mean and variance of the sub-populations in the random data set.
5.1. Results on a uniformly random data set

In the first experiment, we uniformly sample from each of the following 10 intervals

\[ [8, 12], [8, 10], [6, 9], [5, 8], [4, 7], [3, 6], [3, 5], [2, 4], [2, 3], [0, 3] \]

(with decreasing mean) to form a random data set with a specification of 40 × 10 as the data population.

The error in this paper is uniformly expressed by the square of the deviation between the estimator and the true value. Figure 1 (a) and (b) show the error curve of each estimator and the corresponding error descriptive statistics. As can be seen in Figure 1 (a), the blue curve corresponding to \( \bar{G}_{\text{mst}} \) is located at the bottom, under all other curves, indicating that the estimated value provided by \( \bar{G}_{\text{mst}} \) statistic is the closest to the true value. Figure 1 (b) shows that the error of \( \bar{G}_{\text{mst}} \) has the smallest mean and standard deviation, indicating that the estimated value provided by \( \bar{G}_{\text{mst}} \) is more accurate and more stable.

![Error curve and descriptive statistics](image)

| OPTIMIZER | Dec._udata |
|-----------|------------|
| \( \bar{G}_{\text{mst}} \) | 1.11 ± 0.97 |
| Batch     | 2.91 ± 0.59 |
| SGD       | 9.14 ± 3.26 |
| \( \bar{G}_{\text{st}} \)  | 1.9 ± 0.68  |

(a) The error curve (Dec._udata)  
(b) The mean and standard deviation of error(Dec._udata)

Figure 1: the error curve and its description statistics(Dec._udata)

The second random data set is uniformly generated from ten intervals

\[ [0, 3], [2, 3], [2, 4], [3, 5], [3, 6], [4, 7], [5, 8], [6, 9], [8, 10], [8, 12], \]

with increasing mean, which is also formatted into a 40 × 10 matrix as the data population.
It can be seen from Figure 2 that on the mean increasing data set, the search direction provided by $\bar{G}_{mst}$ is still satisfactory. For the increasing mean data set, in Figure 2 (a), the blue curve corresponding to $\bar{G}_{mst}$ is also located at the bottom, under all other curves. In Figure 2 (b), the error of $\bar{G}_{mst}$ also has the smallest mean and standard deviation, so the estimated value provided by $\bar{G}_{mst}$ is more accurate and more stable.

5.2. Results on normal random data set

To further investigate the performance of the algorithms on other kind of data sets, we generate sets of $40 \times 10$ random numbers from the normal population $N(\mu, \sigma)$ as experimental data. According to the conventional way of experimental data design, the following five different types of data sets are generated.

1. Random data set where $\mu, \sigma$ are both uniformly distributed random numbers in the interval $[1, 20]$, denoted by randomndata
2. Random data set with decreasing mean $\mu$, denoted by MeanDndata
3. Random data set with increasing mean $\mu$, denoted by MeanIndata
4. Random data set with decreasing variance, denoted by VarDndata
5. Random data set with increasing variance, denoted by VarIndata

The experimental results are summarized in Figure 3. It can be seen that, in experiment on each type of data, the gradient estimation value generated by

| OPTIMIZER | Inc._udata |
|-----------|------------|
| $\bar{G}_{mst}$ | 0.8 ± 0.44 |
| $\bar{G}_{st}$ | 2.09 ± 1.0 |
| SGD | 11.49 ± 3.23 |
| Batch | 2.12 ± 0.74 |
the statistic $\bar{G}_{mst}$ always has the smallest error and smallest standard deviation. This shows that the statistic $\bar{G}_{mst}$ can approximate the gradient mean (true value) of population more accurately and more stably.

| OPTIMIZER | randomndata |
|-----------|-------------|
| $\bar{G}_{mst}$ | 11.92 ± 16.45 |
| Batch | 33.02 ± 45.15 |
| SGD | 208.79 ± 384.43 |
| $\bar{G}_{st}$ | 24.93 ± 29.49 |

Figure 3: the error curve and its description statistics(randomndata)

| OPTIMIZER | MeanDndata |
|-----------|-------------|
| $\bar{G}_{mst}$ | 5.65 ± 11.28 |
| Batch | 35.25 ± 49.47 |
| SGD | 187.38 ± 404.46 |
| $\bar{G}_{st}$ | 24 ± 33.25 |

Figure 4: the error curve and its description statistics(MeanDndata)

5.3. Results on the MNIST dataset

Next we compare the performance of different algorithms on the MNIST data set. We use the full gradient method to train a 5-layer forward network with a structure of [784, 500, 500, 200, 10], a training set of 60,000 scale, step size $h = 0.2$, and weight decay coefficient $\lambda = 0.001$. After 60 iterations, the network achieves 87.73% accuracy on the 10,000-scale test set. We record the weight
Figure 5: the error curve and its description statistics (Mean\_ndata)

(a) The error curve (Mean\_ndata)  

(b) The mean and standard deviation of error (Mean\_ndata)

| OPTIMIZER | Mean\_ndata |
|-----------|-------------|
| $\tilde{G}_{mast}$ | **18.62 ± 39.1** |
| Batch | 47.55 ± 57.71 |
| SGD | 228.21 ± 475.61 |
| $\tilde{G}_{st}$ | 37.56 ± 52.93 |

Figure 6: the error curve and its description statistics (Var\_ndata)

(a) The error curve (Var\_ndata)  

(b) The mean and standard deviation of error (Var\_ndata)

| OPTIMIZER | Var\_ndata |
|-----------|-------------|
| $\tilde{G}_{mast}$ | **27.57 ± 36.7** |
| Batch | 82.77 ± 123.53 |
| SGD | 183.26 ± 271.74 |
| $\tilde{G}_{st}$ | 78.51 ± 97.83 |

Figure 7: the error curve and its description statistics (Var\_ndata)

(a) The error curve (Var\_ndata)  

(b) The mean and standard deviation of error (Var\_ndata)

| OPTIMIZER | Var\_ndata |
|-----------|-------------|
| $\tilde{G}_{mast}$ | **18.26 ± 32.05** |
| Batch | 74.04 ± 108.15 |
| SGD | 307.69 ± 611.96 |
| $\tilde{G}_{st}$ | 59.73 ± 90.98 |
between the first neuron in the output layer and the first neuron in the penultimate layer as the gradient information about 60,000 training samples in 60 iterations, forming a gradient matrix with a scale of 60,000 × 60. The average value of each column of the gradient matrix is the true gradient direction of the parameter update.

On the 60,000 × 60 gradient matrix, we calculate the expected $E_j$ and variance $V_j$ of category $j$, then we calculate $p_j, q_j$ according to formulae (6), where $j$ runs from 0 to 9. Finally, the value of the $\bar{G}_{mst}$ can be calculated using these parameters.

For the sake of comparability, except that SGD uses a single sample, the sample sizes of Batch, $\bar{G}_{mst}, \bar{G}_{st}$ are all set to 10. Among them, $\bar{G}_{mst}$ and $\bar{G}_{st}$ randomly select a single sample from each of the 10 categories and Batch randomly selects 10 samples from the 60,000 samples.

The blue curve in Figure 8 represents the true gradient direction (denoted by “Pop” in Figure 8), which is the average gradient sequence generated by the full gradient method after 60 iterations. The red curve in each part stands for the curve formed by the gradient sequence generated after 60 iterations of different algorithms. The four graphics show the subtle differences in tracking the direction of the blue curve by the gradient curves generated by different methods.

In order to further investigate the accuracy difference of the four methods of Batch, SGD, $\bar{G}_{mst}, \bar{G}_{st}$, we calculate and record the deviation square of the random gradient direction generated by the four methods and the true gradient direction. Thus, each method obtains 60 such deviation squares, and the average and standard deviation of these 60 deviation squares are used to measure the performance of the algorithm.

Each algorithm is run repeatedly for 10 times, and the deviation square values generated are recorded. It can be seen from Figure 9 that even in the case of a small sampling ratio $f = \frac{10}{60,000}$, the search direction provided by $\bar{G}_{mst}$ is closer to the true value than the other methods (the mean and standard deviation of the deviation square are the smallest).
Figure 8: Tracing curves of four different estimators to true values

Figure 9: the error curve and its description statistics (mnist)
we further compare the performance of the four algorithms Batch, SGD, MSTGD, and $\tilde{G}_{st}$ in optimizing a 5-layer forward network $[784, 500, 500, 200, 10]$. The data used is still the 60,000-scale MNIST training set and the 10,000-scale MNIST test set. But to be fair, we first implement a grid search procedure for the optimal hyperparameters in the range of $h=[0.01,1,0.001]$, $\lambda=[0.001,0.0001]$, then examine the training and test accuracy differences of the four algorithms after 1, 2, 3, 4, 5, 6, 7, 8, 9, and 10 thousand iterations under their respective optimal hyperparameters.

Table 1 shows the training and testing accuracy achieved by the four algorithms Batch, SGD, MSTGD, $\tilde{G}_{st}$ under their respective optimal hyperparameters. As can be seen from Table 1, except for 7 and 9 thousand iterations, the training and the test accuracy of $\tilde{G}_{mst}$ are the best, outperform than the other four algorithms.

Table 1: the training and testing accuracy achieved by Batch, SGD, MSTGD, $\tilde{G}_{st}$

| Iterations $(10^3)$ | SGD(%) | MSTGD(%) | Batch(%) | $\tilde{G}_{st}$(%) |
|--------------------|--------|----------|----------|------------------|
|                    | test accu | train accu | test accu | train accu | test accu | train accu | test accu | train accu |
| 1(SGD: x20)        | 91.48   | 91.39    | 94.46     | 94.56       | 93.31     | 93.38      | 94.12     | 94.28      |
| 2(SGD: x20)        | 92.87   | 92.94    | 96.05     | 96.37       | 95.52     | 95.88      | 95.92     | 96.18      |
| 3(SGD: x20)        | 93.83   | 94.08    | 96.53     | 96.93       | 96.35     | 96.86      | 96.17     | 96.42      |
| 4(SGD: x20)        | 94.57   | 94.76    | 96.74     | 97.39       | 96.61     | 97.25      | 96.44     | 96.78      |
| 5(SGD: x20)        | 94.70   | 94.79    | 97.17     | 97.98       | 97.12     | 97.81      | 96.65     | 97.18      |
| 6(SGD: x20)        | 95.26   | 95.8     | 97.3      | 98.11       | 97.16     | 97.91      | 96.94     | 97.39      |
| 7(SGD: x20)        | 95.05   | 95.7     | 97.13     | 98.19       | 97.23     | 97.89      | 96.64     | 97.22      |
| 8(SGD: x20)        | 95.55   | 95.82    | 97.65     | 98.4        | 97.43     | 98.33      | 96.62     | 97.09      |
| 9(SGD: x20)        | 95.66   | 96.24    | 97.41     | 98.41       | 97.72     | 98.49      | 96.92     | 97.42      |
| 10(SGD: x20)       | 95.44   | 95.9     | 97.63     | 98.81       | 97.4      | 98.45      | 97.31     | 97.81      |

5.4. Results on Convergence rate

An author of this paper independently tested the convergence performance of MSTGD on BP feedforward networks and convolutional networks using a four-layer feedforward network of $[784, 64, 32, 10]$, and the form of Fig. 10 Convolutional Neural Networks.
To be fair, whether it is a BP forward network or a CNN convolutional network, during training, except for SGD, the Batchsize of the other three algorithms is 20. Also to be fair, except for SGD, the other three algorithms are the test accuracy recorded after every 1000 iterations, while SGD is the test accuracy after every $20 \times 1000 = 20,000$ iterations. For each algorithm, the network was trained 14 times with the MNIST dataset, and the average test accuracy of the 14 times was recorded.

Figure 10: The convolutional neural network structure used in this paper to test the convergence performance

Figure 11 is the change curve of the average test accuracy of the four algorithms MSTGD, SGD, Batch, $\tilde{G}_{st}$ when training the BP forward network for 14 times. As can be seen from Figure 11 compared with other algorithms, MSTGD can obtain the best test accuracy under the same number of iterations. This shows that MSTGD has a faster convergence rate when training the forward network with MNIST data.

Figure 12 is the change curve of the average test accuracy of the four algorithms MSTGD, SGD, Batch, $\tilde{G}_{st}$ when training the convolutional network for 14 times. It can also be seen that, the accuracy improvement of MSTGD significantly requires fewer iterations than other algorithms. This shows that MSTGD also exhibits a faster convergence rate when training convolutional
networks with MNIST data.

From the above experimental results, MSTGD indeed exhibits a fast convergence rate, which is consistent with the theoretical results of Theorem 5 on the linear convergence of MSTGD in this paper.

6. Comparison of related works

The algorithm MSTGD in this paper uses historical gradient and stratified sampling for variance reduction, so that the algorithm can achieve a linear convergence rate under a constant step size. Section 6.1 compares MSTGD with other algorithms such as SAG, SVRG, SAGA which use historical gradient and claim to achieve a linear convergence rate. Section 6.2 compares MSTGD with other algorithms using different sampling strategies. Section 6.3 compares MSTGD with other classic algorithms using historical gradient strategies.
6.1. Comparison of Related Algorithms for Variance Reduction Based on Historical Gradients

SAG, SAGA use a same storage structure $G$ to record historical gradient information. Each time a random sample $i (i \in \{1, 2, \cdots, N\})$ is selected, the current gradient $J'_i(W_k)$ is calculated and replaced with the old gradient value $J'_i(W_{old})$ in the $i^{th}$ component in $G$. This means that SAG, SAGA both need to save $N$ stochastic gradient vectors, which is a lot of storage overhead in the case of massive training samples. MSTGD only needs to save $C$ ($C$ is the number of categories, $C \ll N$) stochastic gradient vectors.

SAG, SAGA have slightly different variance reduction strategies designed around the historical gradient in $G$. This difference results in that the gradient update direction of SAG is not an unbiased estimate of the full gradient direction, while the gradient update direction of SAGA and MSTGD are both unbiased estimates of the full gradient direction.

Zhang Tong et al. proposed a progressively stochastic gradient variance reduction algorithm SVRG\cite{15} and its extension Prox-SVRG\cite{29}. The core
idea of their algorithm is to calculate and record the full gradient $\nabla J(\tilde{W}) = \frac{1}{N} \sum_{i=1}^{N} J_i'(\tilde{W})$ on a reference network $\tilde{W}$ of the outer loop, and then use this $\nabla J(\tilde{W})$ to reduce the variance of the stochastic gradient in the inner loop that performs parameter update. Based on this idea, SVRG, Prox-SVRG can achieve effective variance reduction while maintaining unbiasedness, and have been theoretically proved to obtain a linear convergence rate.

The variance reduction strategies of SAG, SAGA, SVRG are similar. They all calculate and save a full gradient $\nabla J = \frac{1}{N} \sum_{i=1}^{N} J_i'$ in advance, and then use the recorded full gradient $\nabla J$ for variance reduction during the iterative parameter update process. This is essentially different from p-based variance reduction strategy of MSTGD.

6.2. Comparison of Related Algorithms for Variance Reduction Based on Sampling Strategy

In order to achieve a better stochastic gradient variance reduction and accelerate algorithm Convergence, Zhang Tong et al. proposed an importance scoring scheme that assigns weight $Pr^k_i$ to sample $i$ in iteration $k$, and then performs importance sampling according to distribution $Pr^k_i$, replacing the original uniform sampling when selecting a random sample[31, 32]. From their experimental results, compared with uniform sampling, although the importance sampling strategy shows obvious advantages in the decline rate of the objective function value, there is no obvious improvement in the test accuracy of the trained model.

Fartash Faghri et al. studied the gradient distribution of deep learning. They proposed an idea of gradient clustering and stratified sampling according to the categories obtained by the clustering[30]. The method developed by Fartash Faghri et al. can find the optimal clustering scheme that minimizes the variance of the stratified mean of gradients. However, the work of Fartash Faghri et al. give neither further information on training the deep network based on the obtained optimal stratified mean of gradients, nor final conclusions about the effect of their variance scheme on the test accuracy of the network.
Different from the above, MSTGD directly uses the category information in the supervision signal \( Y \) to perform stratified sampling without any additional knowledge.

6.3. Comparison of other classical algorithms

From the update formula \( v_t = \gamma v_{t-1} + \eta \nabla_\theta J(\theta) \) and \( \theta = \theta - v_t \) of the Momentum optimization\[11\], the gradient direction required for parameter update in the Momentum optimization is obtained as the weighted sum of the current gradient \( \nabla_\theta J(\theta) \) and the historical gradient information stored in \( v_{t-1} \) with weights \( \eta \) and \( \gamma \). Here, \( \eta \) and \( \gamma \) are similar to the parameters \( q \) and \( p \), and \( v_t \) corresponds to the auxiliary variable \( G \) in our model. However, the unbiasedness of \( v_t \) has not been discussed. The results of this paper show that if \( \eta \) and \( \gamma \) satisfy the conditions in formula 6 as \( q \) and \( p \), the search direction provided by Momentum optimization satisfies unbiasedness.

Xie et al.\[35\] propose a Positive-Negative Momentum (PNM) approach. Similar to the traditional Momentum method, their work does not discuss the influence of the choice of Momentum coefficients on unbiasedness, and their work mainly focuses on how to simulate the noise in the stochastic gradient to enhance the generalization ability of the network.

The popular algorithm of Adam \[20\] for training deep models is of gradient update formula \( m_t = \beta_1 m_{t-1} + (1 - \beta_1)g_t \) and \( \hat{m}_t = \frac{m_t}{1 - \beta_1} \). The parameters \( \beta_1 \) and \( (1 - \beta_1) \) therein are respectively equivalent to \( p \) and \( q \). According to the results of the current paper, one of the prerequisites for the effectiveness of Adam’s coefficients \( \beta_1 \) and \( (1 - \beta_1) \) of \( m_{t-1}, g_t \) is to ensure that the mean value of the gradients before and after the iterations are equal. Generally, the equal-mean properties of the gradient before and after the iteration are generally not satisfied, unless additional restrictions are introduced. Therefore, the author of the Adam algorithm posed a so-called unbiased correction \( \hat{m}_t = \frac{m_t}{1 - \beta_1} \) on \( m_t \). Obviously, this is an empirical correction formulae, the theoretical basis behind the correction is not fully understood. In fact, the revised estimator must be a biased estimator, which is contrary to the original intention of the proponent.
Other variance reduction methods\cite{33} that perform \(k\)-step averaging on historical trajectories are equivalent to the method in this paper with \(p = \frac{k-1}{k}\) and \(q = \frac{1}{k}\). However, without an additional strategy to ensure equal gradient mean between different iterations, the unbiasedness of this approach cannot be satisfied, and the effect of the algorithm will be difficult to guarantee.

7. Appendix

In this Appendix, we present the proofs of main conclusions in this paper.

7.1. Proof of Theorem 1

Proof. In order to ensure that the starting point \(\bar{G}_{mst}^1\) of the sequence \(\{\bar{G}_{mst}^k\}\) is an unbiased estimate of \(\bar{G}^1\), without loss of generality, we randomly select a sample from each category \(j \in \{1, 2, \cdots C\}\), calculate its gradient, fill the \(G\) vector and calculate \(\bar{G}_{mst}^1\) accordingly. Now, at the beginning, we have \(\bar{G}_{mst}^1 = \bar{G}_{st}^1 = \frac{1}{C} \sum_{j=1}^{C} w_j G_j^1\).

Taking the expectation of \(\bar{G}_{mst}^1\), we have \(E(\bar{G}_{mst}^1) = E(\bar{G}_{st}^1) = E\left(\frac{1}{C} \sum_{j=1}^{C} w_j G_j^1\right) = \frac{1}{C} \sum_{j=1}^{C} w_j E(G_j^1) = \bar{G}^1\). Thus the unbiasedness of the starting point of the gradient sequence is established.

Similarly, for the \(k\)th iteration, we have

\[
E(\bar{G}_{mst}^k) = E\left(\sum_{j=1}^{C} w_j G_j^k\right) = \sum_{j=1}^{C} w_j E(G_j^k) = \sum_{j=1}^{C} w_j [p_j^k G_j^{k-1} + q_j^k g(W_k, \xi_j^k)]
\]

\[
= \sum_{j=1}^{C} w_j [p_j^k E^{k-1}_j + q_j^k E^{k}_j]
\]

\[
= \sum_{j=1}^{C} w_j [(1 - q_j^k)E^{k}_j + q_j^k E^{k}_j]
\]

\[
= \sum_{j=1}^{C} w_j E^k_j = G^k,
\]

and this concludes the proof. \(\square\)
7.2. Proof of Lemma 1

Proof. We already know that \( \bar{G}_{k \text{ mst}} = \sum_j w_j G_k^j = \sum_j [w_j (p_k^j G_k^{j-1} + q_k^j g(W_k^j, \xi_k^j))] \), and the stochastic gradient \( g(W_k^j, \xi_k^j) \) generated by independent sample and the historical gradient \( G_k^{j-1} \) in the auxiliary storage are independent of each other. Therefore, the variance of \( \bar{G}_{k \text{ mst}} \) is:

\[
V(\bar{G}_{k \text{ mst}}) = \sum_j [w_j^2 ((p_k^j)^2 V_k^{j-1} + (q_k^j)^2 V(g(W_k^j, \xi_k^j)))]
\]

Since \( \bar{G}_{k \text{ mst}} \) is an unbiased estimator, substituting the unbiased condition \( \frac{p_j}{1-q_j} = \frac{E_{k}^j}{E_{k-1}^j} \) in Theorem into the variable \( z \) in formulae (21) leads to:

\[
z = (1 - q_k^j)^2 \left( \frac{E_k^j}{E_{k-1}^j} \right)^2 V_k^{j-1} + (q_k^j)^2 V_k^j.
\]

When \( p_k^j, q_k^j \) take the values according to formulae (6), \( z = \frac{(E_k^j)^2 V_k^{j-1} - V_k^j}{(E_k^j)^2 V_k^{j-1} + (E_k^j)^2 V_k^j} \). Substituting it back into Equation (21) we get the final variance expression in the form of Equation (5). We conclude the proof.

7.3. Proof of Corollary 1

Proof. We deduce (1) from the equivalent transformation of Equation (5). Setting \( \rho_j = \frac{p_j}{1-q_j} = \frac{E_k^j}{E_{k-1}^j} < 1 \) and taking \( \rho = \max_{j} \rho_j, j \in \{1, \cdots, C\} \), we have:

\[
V_{sp}(\bar{G}_{k \text{ mst}}) = \sum_j [w_j^2 \left( \frac{(E_k^j)^2 V_k^{j-1} - V_k^j}{(E_k^j)^2 V_k^{j-1} + (E_k^j)^2 V_k^j} \right)] = \sum_j [w_j^2 \left( \frac{(E_k^j)^2 V_k^{j-1} - V_k^j}{(E_k^j)^2 V_k^{j-1} + (E_k^j)^2 V_k^j} \right)]
\]

Therefore, property (1) holds.

Next we prove (2) by induction.
Let

\[ p = \max_{j \in \{1, \ldots, C\}} p_j^k, \quad \text{and} \quad q = \max_{j \in \{1, \ldots, C\}} q_j^k. \]

When \( k = 1 \), \( \bar{G}^1_{\text{mst}} = \bar{G}^1_{st} \) by Theorem 1. And according to formulae (2), we have

\[ \bar{G}^2_{\text{mst}} = \sum_{j=1}^{C} w_j (p_j^2 \cdot G^1_j + q_j^2 \cdot g(W_2, \xi^2_j)) \]

\[ = \sum_{j=1}^{C} w_j (p_j^2 \cdot G^1_j) + \sum_{j=1}^{C} w_j (q_j^2 \cdot g(W_2, \xi^2_j)) \]

\[ \leq p \cdot \sum_{j=1}^{C} w_j G^1_j + q \cdot \sum_{j=1}^{C} w_j g(W_2, \xi^2_j) \]

\[ = p \cdot \bar{G}^1_{\text{mst}} + q \cdot \bar{G}^2_{st}. \]

Let \( p_j^2 \) and \( q_j^2 \) be given by formulae (6), we get

\[ V_{sp}(\bar{G}^2_{\text{mst}}) = V[\sum_{j=1}^{C} w_j (p_j^2 \cdot G^1_j)] + V[\sum_{j=1}^{C} w_j (q_j^2 \cdot g(W_2, \xi^2_j))] \]

\[ \leq p^2 \cdot V[\sum_{j=1}^{C} w_j G^1_j] + q^2 \cdot V[\sum_{j=1}^{C} w_j g(W_2, \xi^2_j)] \]

\[ = p^2 \cdot V(\bar{G}^1_{\text{mst}}) + q^2 \cdot V(\bar{G}^2_{st}), \]

which means (2) holds when \( k = 1, t = 1 \).

Similar to (23) and (24) we can verify that \( V(\bar{G}^{k+1}_{\text{mst}}) \leq p^2 V(\bar{G}^k_{\text{mst}}) + q^2 V(\bar{G}^{k+1}_{st}) \), that is, (2) is valid when \( t = 1 \) and \( k \) takes any value.

Now assume that when \( t = n \) and \( k \) takes an arbitrary value, (2) holds. Below we show that when \( t = n + 1 \) and \( k \) remains unchanged, (2) still holds.

\[ V_{sp}(\bar{G}^{k+n+1}_{\text{mst}}) \leq p^2 \cdot V(\bar{G}^{k+n}_{\text{mst}}) + q^2 \cdot V(\bar{G}^{k+n+1}_{st}) \]

\[ \leq p^2 \cdot [p^{2n} V(\bar{G}^k_{\text{mst}}) + \sum_{i=1}^{n} p^{2(n-i)} q^2 V(\bar{G}^{k+i}_{st})] + q^2 \cdot V(\bar{G}^{k+n+1}_{st}) \]

\[ = p^{2(n+1)} V(\bar{G}^k_{\text{mst}}) + p^2 \sum_{i=1}^{n} p^{2(n-i)} q^2 V(\bar{G}^{k+i}_{st}) + q^2 \cdot V(\bar{G}^{k+n+1}_{st}) \]

\[ = p^{2(n+1)} V(\bar{G}^k_{\text{mst}}) + \sum_{i=1}^{n+1} p^{2(n+1-i)} q^2 V(\bar{G}^{k+i}_{st}). \]

(25)

In summary, (2) holds for any \( k \) and \( t \), and the proof is complete. \( \square \)
7.4. Proof of Lemma 2

Proof. Divide both sides of inequality (2) by $\eta^2t$ and multiply by $\gamma^{2k_0}$ to get a new equivalent inequality

$$\left(1 + \frac{1}{1-\eta}\right)\gamma^{2k_0} \leq \left(\frac{\gamma}{\eta}\right)^{2k}. \quad (26)$$

Let $0 < \eta < \gamma < 1$, then $\frac{\gamma}{\eta} > 1$. Given the values of $\gamma, \eta, k_0$, the left side of inequality (26) is a constant, and the right side is a function about the exponential growth of $2k$. In the case of sufficiently large $k$, inequality (26) is obviously established, so inequality (2) is also established.

7.5. Proof of Theorem 2

Proof. Let $p = \max_{j \in \{1, \cdots, C\}, k \in \{1,2,\cdots\}} p^k_j$. In the following two case, $p \leq 1$ holds.

When $E^k_j = E^k_{j-1}$, according to Equation (6) and the fact $(E^k_j)^2V^{k-1}_j \geq 0$, we have $p^k_j \leq 1$. So $p \leq 1$.

Further let $0 = 1$. When $E^k_j = E^k_{j-1} = 0$, according to (9) and the fact $V^{k-1}_j \geq 0$, we have $p^k_j = \frac{e^{\frac{E^k_j}{V_j^k}}}{\frac{e^{\frac{E^k_j}{V_j^k}}}{V_j^k} + 1} = \frac{V_j^k}{V_j^k + 1} \leq 1$. Also $p \leq 1$ holds. We know

$$V_{sp}(\tilde{G}_{mst}) = \left(\begin{array}{cccc}
\sigma_1^2 & \sigma_2^2 & \cdots & \\
\sigma_1^2 & \cdots & \\
\sigma_2^2 & \cdots & \\
\sigma_{p}^2 & \cdots & 
\end{array}\right), \quad V(\tilde{G}_{st}) = \left(\begin{array}{cccc}
x_{1i}^2 & x_{2i}^2 & \cdots & \\
x_{1i}^2 & \cdots & \\
x_{2i}^2 & \cdots & \\
x_{pi}^2 & \cdots & 
\end{array}\right)$$

Let $\rho = \max(p, q), M = \max\{\sigma_1^2, \sigma_2^2, \cdots, \sigma_{p}^2, \Sigma_{1i}, \Sigma_{2i}, \cdots, \Sigma_{pi}^2 \}$. When
$p \leq 1$, according to property (2) in Corollary(1), we have
\begin{align*}
V_{sp}(\bar{G}_{mst}^k) &\leq p^{2k}V(G_{mst}) + \sum_{i=1}^{t} p^{2(k-i)}q^{2}V(\bar{G}_{i}^k) \\
&\leq p^{2k}M \cdot I + \sum_{i=1}^{t} p^{2(k-i)}q^{2}M \cdot I \\
&= p^{2k}M \cdot I + \frac{1}{1-pq}q^{2}M \cdot I \\
&\leq (1 + \frac{1}{1-pq})p^{2k}M \cdot I \\
&\leq (1 + \frac{1}{1-pq})p^{2k}M \cdot I \\
&\leq (1 + \frac{1}{1-pq})p^{2k}M \cdot I \\
&\leq \gamma^{2(k-k_0)}M \cdot I.
\end{align*}
(27)

The equation of step 3 in formulae (27) is established because the proportional sequence in the previous formula is summed, and the last inequality is established because of Lemma (2). The proof is concluded.

7.6. Proof of Theorem 3

Proof. Let $\sigma_i^2 = E[\bar{G}_{mst}^k(w_i)]^2 - [E(\bar{G}_{mst}^k(w_i))]^2$. According to the definitions of $V_{sp}(\bar{G}_{mst}^k), Var(\bar{G}_{mst}^k)$, we know
\begin{align*}
V_{sp}(\bar{G}_{mst}) &= \begin{pmatrix}
\sigma_1^2 & \ \ & \ \ \\
\sigma_2^2 & \ \ & \ \ \\
\sigma_\phi^2 & \ \ & \ \ \\
\end{pmatrix},
Var(\bar{G}_{mst}^k) = \sum_{i=1}^{\ell} \sigma_i^2,
\end{align*}
i.e. $Var(\bar{G}_{mst}^k)$ is the trace of $V_{sp}(\bar{G}_{mst})$. Applying Theorem (2), we have
\begin{align*}
Var(\bar{G}_{mst}^k) &= \sum_{i=1}^{\ell} \sigma_i^2 \\
&= tr(V_{sp}(\bar{G}_{mst})) \\
&\leq \gamma^{2(k-k_0)}F \Phi \\
&= \gamma^{2(k-k_0)}F.
\end{align*}
(28)

This conclude the proof. □
7.7. Proof of Inequality \([14]\)

Proof. For a quadratic model

\[ f(\bar{W}) = J(W) + \nabla J(W)^T (\bar{W} - W) + \frac{1}{2} ||\bar{W} - W||_2^2 \]

with respect to \(W \in \mathbb{R}^p\), its unique minima is \(\bar{W}_* = W - \frac{1}{\varepsilon} \nabla J(W)\) and minimal value \(f(\bar{W}_*) = J(W) - \frac{1}{2\varepsilon} ||\nabla J(W)||_2^2\).

Taking \(W' = W_*\) for \([13]\) will have \(J_* \leq J(W) + \nabla J(W)^T (W_* - W) + \frac{1}{2} \varepsilon ||W_* - W||_2^2 \leq J(W) - \frac{1}{2} \varepsilon ||\nabla J(W)||_2^2\), so inequality \([14]\) holds.

\[ \Box \]

7.8. Proof of Theorem \([4]\)

Proof. According to assumption \(A_1\), we have

\[
J(W_{k+1}) = J(W_k) + \int_0^1 \frac{\partial J(W_k + t(W_{k+1} - W_k))}{\partial t} dt \\
= J(W_k) + \int_0^1 \nabla J(W_k + t(W_{k+1} - W_k))^T (W_{k+1} - W_k) dt \\
= J(W_k) + \nabla J(W_k)^T (W_{k+1} - W_k) + \int_0^1 \nabla J(W_k + t(W_{k+1} - W_k)) - \nabla J(W_k)^T (W_{k+1} - W_k) dt \\
\leq J(W_k) + \nabla J(W_k)^T (W_{k+1} - W_k) + \int_0^1 L ||t(W_{k+1} - W_k)||_2 ||W_{k+1} - W_k||_2 dt \\
= J(W_k) + \nabla J(W_k)^T (W_{k+1} - W_k) + \frac{1}{2} ||W_{k+1} - W_k||_2^2.
\]

This leads to

\[
J(W_{k+1}) - J(W_k) \leq \nabla J(W_k)^T (W_{k+1} - W_k) + \frac{1}{2} L ||W_{k+1} - W_k||_2^2. \tag{29}
\]

Substituting formulae \([4]\) into the above inequality and taking expectation on both sides, we have

\[
E[J(W^{k+1})] - J(W_k) \leq -h_k \nabla J_N(W_k)^T E[\bar{g}] + \frac{1}{2} L E[||\bar{g}||_2^2] h_k^2 \\
= -h_k \nabla J_N(W_k)^T E[\bar{g}] + \frac{1}{2} L (s_k^2 + E[||\bar{g}||_2^2]) h_k^2 \\
= -h_k \nabla J_N(W_k)^T \nabla J_N(W_k) + \frac{1}{2} L (s_k^2 + \nabla J_N(W_k)^2) h_k^2 \\
= \left(\frac{h_k L}{2} - h_k\right) ||\nabla J_N(W_k)||_2^2 + \frac{h_k^2 L s_k^2}{2}.
\tag{30}
\]

The first equation in the above formula holds because of the known conclusion that \(s_k^2 = Var(\bar{g}) = E[||\bar{g}||_2^2] - ||E(\bar{g})||_2^2\), and the second equation holds because the expectation of the sample mean is equal to the population mean, that is, \(E[\bar{g}] = \nabla J_N(W_k)\).
With the condition \( h_k < \frac{2}{L} \) and the fact \( (14) \), formula \( (30) \) will be changed as

\[
E[J(W^{k+1})] - J(W^k) \leq \left( \frac{h_k^2 L}{2} - h_k \right) \| \nabla J_N(W^k) \|_2^2 + \frac{h_k^2 L s_k^2}{2} \\
\leq \left( \frac{h_k L}{2} - 1 \right) 2h_k c (J(W^k) - J^*) + \frac{h_k^2 L s_k^2}{2} .
\]

Subtracting \( J^* \) on both sides of the above inequality, taking expectation and reordering it, we have

\[
E[J(W^{k+1})] - J^* \leq (h_k^2 c L - 2h_k c + 1) E[J(W^k) - J^*] + \frac{h_k^2 L s_k^2}{2} .
\]

Let \( e_k = E[J(W^k) - J^*] \), \( \Lambda_k = \frac{h_k L s_k^2}{2c(2-h_k L)} (c \neq 0, h_k L \neq 2) \), \( \rho_i = (h_i^2 c L - 2h_i c + 1) < 1 \), \( \rho = \max_{i=1,\cdots,k} \{ \rho_i \} \), then

\[
E[J(W^{k+1})] - J_k - \Lambda_k \leq (h_k^2 c L - 2h_k c + 1) (E[J(W^k) - J^*] - \Lambda_k) , \quad \quad (31)
\]

\[
e_{k+1} - \Lambda_k \leq \rho_k (e_k - \Lambda_k) .
\]

In addition, let \( \sigma_{\min}^2 = \min\{ \sigma_1^2, \sigma_2^2, \cdots, \sigma_k^2, \cdots \} \), \( \sigma_{\max}^2 = \max\{ \sigma_1^2, \sigma_2^2, \cdots, \sigma_k^2, \cdots \} \), we can carefully select the ratio of sample size \( \frac{n_{k+1}}{n_k} \) in adjacent iterations such that it satisfies the following inequality

\[
\frac{n_{k+1}}{n_k} \geq r^2 \frac{h_{k+1}}{h_k} \frac{2-h_k L}{2-h_{k+1} L} , \quad (32)
\]

where \( r^2 = \frac{\sigma_{\min}^2}{\sigma_{\max}^2} \leq 1 \). When \( h_k \to 0, \forall k = 1,2,\cdots \), formulae \( (32) \) can be simplified as \( \frac{n_{k+1}}{n_k} \geq r^2 \), this is a weak and easily satisfied condition.

We can verify formulae \( (32) \) leads to \( \Lambda_{k-1} - \Lambda_k > 0 \).

Applying the inequality \( e_{k+1} - \Lambda_k \leq \rho_k (e_k - \Lambda_k) \) recursively, with the guar-
antee of formulae (32), formulae (31) will be changed as 

\[ e_{k+1} - \Lambda_k \leq \rho_k (e_k - \Lambda_{k-1} + \Lambda_k) \]

\[ \leq \rho_k [\rho_{k-1} (e_{k-1} - \Lambda_{k-1}) + \Lambda_{k-1} - \Lambda_k] = \rho_k \rho_{k-1} (e_{k-1} - \Lambda_{k-1}) + \rho_k (\Lambda_{k-1} - \Lambda_k) \]

\[ \leq \rho_k \rho_{k-1} \rho_{k-2} (e_{k-2} - \Lambda_{k-2}) + \rho_k \rho_{k-1} (\Lambda_{k-2} - \Lambda_{k-1}) + \rho_k (\Lambda_{k-1} - \Lambda_k) \]

\[ \ldots \]

\[ \leq (e_1 - \Lambda_1) \prod_{i=1}^k \rho_i + (\Lambda_1 - \Lambda_2) \prod_{i=2}^k \rho_i + (\Lambda_2 - \Lambda_3) \prod_{i=3}^k \rho_i + \cdots + (\Lambda_{k-2} - \Lambda_{k-1}) \prod_{i=k-1}^k \rho_i + (\Lambda_{k-1} - \Lambda_k) \rho_k \]

\[ \leq (e_1 - \Lambda_1) \prod_{i=1}^k \rho_i + \sum_{j=2}^k [(\Lambda_{j-1} - \Lambda_j) \prod_{i=j}^k \rho_i]. \]  

(33)

Formulae (33) shows that the difference of adjacent iterations \( \Lambda_{j-1} - \Lambda_j \) decays at a rate of \( \prod_{i=j}^k \rho_i \) during the iteration.

Considering an extreme case, the difference of adjacent iterations \( \Lambda_{j-1} - \Lambda_j \) will cease decaying by removing the coefficient \( \prod_{i=j}^k \rho_i \) from the term \( (\Lambda_{j-1} - \Lambda_j) \prod_{i=j}^k \rho_i \), and let \( \rho = \max \rho_i \), we have

\[ e_{k+1} \leq (e_1 - \Lambda_1) \prod_{i=1}^k \rho_i + (\Lambda_1 - \Lambda_2) + \cdots + (\Lambda_{k-1} - \Lambda_k) + \Lambda_k \]

\[ < \Lambda_1 + (e_1 - \Lambda_1) \prod_{i=1}^k \rho_i \]

\[ \leq \Lambda_1 + \rho^k (e_1 - \Lambda_1). \]  

(34)

Taking \( e_k = E[J(W) - J_*] \) back into above inequality, the final result of Theorem 4 is derived. \( \square \)

### 7.9. Proof of Theorem 5

**Proof.** The step size in this proof is a constant step size \( \bar{h} \). Substituting \( W_{k+1} = W_k - \bar{h} G^k_{\text{mst}} \) (formulae 2) into inequality (29), we get

\[ J(W_{k+1}) - J(W_k) \leq \nabla J(W_k)^T (W_{k+1} - W_k) + \frac{1}{2} L ||W_{k+1} - W_k||^2 \]

\[ \leq -\bar{h} \nabla J(W_k)^T \bar{G}^k_{\text{mst}} + \frac{1}{2} \bar{h}^2 L ||\bar{G}^k_{\text{mst}}||^2. \]
Since $E(G_{mst}^k) = G^k = \nabla J(W_k)$, substituting \[2\] into the above inequality, and taking the expectation on both sides, the above inequality can be transformed into the following form

$$E(J(W_{k+1}) - J(W_k) \leq -h\nabla J(W_k)^T E(G_{mst}^k) + \frac{1}{2}h^2 LE||G_{mst}^k||^2 \]

$$= -h||\nabla J(W_k)||^2 + \frac{1}{2}h^2 LE||G_{mst}^k||^2.$$

Assuming $\mu_G \geq \mu \geq 0$, such that for all $k \in N$ , $\nabla J(W_k)^T E(G_{mst}^k) \geq \mu||\nabla J(W_k)||^2$, and $||E(G_{mst}^k)||_2 \leq \mu_G||\nabla J(W_k)||_2$, the above inequality can be further transformed into the following form

$$E(J(W_{k+1}) - J(W_k) \leq -\mu h||\nabla J(W_k)||^2 + \frac{1}{2}h^2 LE||G_{mst}^k||^2.$$

Let $Var(G_{mst}^k) := E(||G_{mst}^k||^2) - ||E(G_{mst}^k)||^2$. Applying $||E(G_{mst}^k)||_2 \leq \mu_G||\nabla J(W_k)||_2$, $Var(G_{mst}^k) \leq \gamma^{2(k-k_0)} \Phi$(Theorem 3), $0 < h \leq \min\{\frac{\mu}{\mu_G}, \frac{1}{2\gamma}\}$, we have

$$E(J(W_{k+1})) - J(W_k) \leq -\mu h||\nabla J(W_k)||^2 + \frac{1}{2}h^2 L(\mu_G^2 ||\nabla J(W_k)||^2 + \Phi \gamma^{2(k-k_0)})

\leq -(\mu - \frac{1}{2}L(\mu_G^2))h||\nabla J(W_k)||^2 + \frac{1}{2}h^2 L\Phi \gamma^{2(k-k_0)}

\leq -\frac{1}{2}\mu h||\nabla J(W_k)||^2 + \frac{1}{2}h^2 L\Phi \gamma^{2(k-k_0)}.$$

Under the strong convex assumption and the fact \[14\], we further have

$$E(J(W_{k+1})) - J(W_k) \leq \frac{1}{2}\mu h||\nabla J(W_k)||^2 + \frac{1}{2}h^2 L\Phi \gamma^{2(k-k_0)}

\leq -\mu c h (J(W_k) - J_*) + \frac{1}{2}h^2 L\Phi \gamma^{2(k-k_0)}.$$

Subtracting $J_*$ and adding $J(W_k)$ from both sides of the above inequality, rearranging and taking expectation on both sides, we get

$$E(J(W_{k+1})) - J_* \leq (1 - \mu c h)E[J(W_k) - J_*] + \frac{1}{2}h^2 L\Phi \gamma^{2(k-k_0)}. \tag{35}$$

Let

$$\Omega := \max\{\frac{h L \Phi}{c \mu}, J(W_{k_0}) - J_*\}

\lambda := \max\{1 - \frac{hc \mu}{2\gamma}, \gamma\} < 1$$

then \[35\] can be reformed as

$$E[J(W_k) - J_*] \leq \Omega \lambda^{2(k-k_0)},$$
which is what we expected as (18). The following is an inductive proof for the above inequality. When \( k = k_0 \), we have

\[
E(J(W_{k_0}) - J_*) \leq \Omega = \Omega \lambda^{2(k_0-k_0)}.
\]

This shows that inequality (18) holds for \( k = k_0 \).

Now suppose that when \( k \geq k_0 \), inequality (18) holds, the following process

\[
E[J(W_{k+1}) - J_*] \leq (1 - \hbar \mu)E[J(W_k) - J_*] + \frac{\hbar}{2} L \Phi \gamma^{2(k-k_0)}
\]

\[
\leq (1 - \hbar \mu)\Omega \lambda^{2(k-k_0)} + \frac{\hbar}{2} L \Phi \gamma^{2(k-k_0)}
\]

\[
= \Omega \lambda^{2(k-k_0)} (1 - \hbar \mu + \frac{\hbar^2 L \Phi}{2 \mu} (\frac{\lambda}{\gamma})^{2(k-k_0)})
\]

\[
\leq \Omega \lambda^{2(k-k_0)} (1 - \hbar \mu + \frac{\hbar^2 L \Phi}{2 \mu} (\frac{\lambda}{\gamma})^{2(k-k_0)})
\]

\[
= \Omega \lambda^{2(k-k_0)} (1 - \hbar \mu + \frac{\hbar^2 \mu}{2} \frac{\hbar \mu}{2})
\]

\[
= \Omega \lambda^{2(k-k_0)} (1 - \frac{\hbar \mu}{2})^2
\]

\[
\leq \Omega \lambda^{2(k+1-k_0)},
\]

shows that inequality (18) also holds for \( k + 1 \). The proof is concluded. \( \square \)
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