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Abstract. The production ramp-up process is critical to stay competitive and to capture market share but there are some common problems encountered during ramp-up. Among others one problem is related to the maturity of the production processes, including unforeseen bottlenecks. This paper contributes to the production planning part of the ramp-up process by showing how to predict the process time for new parts that is to be introduced in an existing manufacturing environment. A statistical model based on historical product-data is applied and the potential advantages of the model are outlined.
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1 Introduction

In the context of changing market conditions due to globalization, companies experience fluctuations in product demand besides the need of introducing new innovative products more often [6]. Hence, the ramp-up process is critical to stay competitive and to increase market share. The production ramp-up is introduced in the new product development (NPD) but little literature studies in detail the ramp-up issue [11]. One common characteristic of the ramp-up phase is the lack of planning reliability [8]. In a comprehensive study on production ramp-up, common problems encountered during ramp-up are classified and includes problems which are related to the maturity of the production processes [11]. This includes slow set-ups, unforeseen bottlenecks, and manufacturability of the products (i.e. product design-process fit) [11]. The ability to accurately predict the process time for new parts that are to be introduced in an existing or new manufacturing environment can prevent or reduce the above mentioned problems by increasing the accuracy of the production planning (i.e. design of the manufacturing system).

The Reconfigurable Manufacturing System (RMS) is a new manufacturing system paradigm which is partly designed to meet these ramp-up issues. Thus RMS works towards the ability to rapidly adapt to new market conditions (i.e. change to the exact capacity and functionality needed when needed) [7]. However, new parts or a new product family introduced in existing manufacturing environments will often be incorporated in a balanced flow, which is why accurate prediction of process times to
predict future requirements to the manufacturing system in an early stage is relevant. Ideally the RMS provides the ability to change functionality of existing systems and machines to suit new production requirements and scale the capacity by adding, removing or rearranging manufacturing resources and system components [7]. However, a prediction of the process time will still provide beneficial knowledge of the capacity needed when reconfiguring the system.

Some manufacturing equipment can provide the information of the expected process time, e.g. a robot programmed for a certain cycle. However, this information will only be available after the programming, and thus prediction of the process time on an earlier stage is valuable in the context of rapid configuration on a system level (see Fig. 2), e.g. balancing a line. Furthermore, it is difficult to predict the process time on manual processes. However, it is easier to adjust the capacity on manual manufacturing processes due to the human flexibility; early information of the process time still has influence on the ramp-up in relation to the production planning.

This paper addresses the issue of late knowledge of the actual time it takes to produce new parts that are to be introduced in a new or existing manufacturing environment. Similar work has not been identified whereas many methods have been developed for cost estimation [2], [3], [10], and [12]. One of these determines a method for using historical data for cost estimation for quotation purposes using statistics [1]. Likewise, this paper presents a case study of applying a statistical model. In this case for time estimation sufficiently accurate for a more precise estimation of process times for the purpose of more accurate production planning during ramp-up. Thus, it is shown that it is possible to predict process times.

2 Method

An extract of historical, registered process time was made from the database of an ERP system in a large Danish manufacturer of industrial equipment, while the rest of the data used was manually gathered from a CAD system. The historical process time is the mean of registered process time related to a part from the last five quarters. The research is based on a part family and the related processes in a welding department as visualized in [14]. First of all, parts undergoing the same processes running through the welding department were divided into families. Second, a family was selected and the routing deduced, all in order to demarcate the analysis.

![Part family clustering for routing formation in order to demarcate the analysis](image)

**Fig. 1** Part family clustering for routing formation in order to demarcate the analysis, where M’s are machines (i.e. cell level in **Fig. 2**) and P’s are parts.
The data consists of the parts in this particular part family, how many times they were produced, and the process time for each time they were produced in the sample period. The rest of the data (referred to as product-data) includes part weight, number of subcomponents, part dimensions (i.e. area and volume).

A linear regression analysis is applied to analyze the relations between the independent variables (i.e. product-data) and the dependent variables (i.e. historical, registered process time related to the product parts undergoing the processes in the chosen routing). As illustrated in Fig. 2, the regressions are made on various levels of the manufacturing system as described by [14] first on the segment level and successively traversing to lower levels until an acceptable level of accuracy is obtained. The analysis takes it starting point at the segment level as a relation between process time and product data is expected to show when the overall process technology gets common to all included parts, e.g. welding, machining etc. As a function of effect size (i.e. relation between variables) and the level of significance a sample size between 12 and 30 is required [5]. Hereby, you can argue that the validity of the analysis gets unreliable if the sample size gets under 12, when it is divided in underlying levels, even with a strong relation between variables.

Fig. 2 Breakdown structure of the manufacturing system, inspired by [13], [14]

Some of the independent variables can appear insignificant or appear as noise to the result. One method to find the most precise combination of variables is to test all alternative combinations of the independent variables that can be considered. Although, only a maximum of seven independent variables are used it will imply testing 13,699 linear combinations. Instead P is applied to determine whether independent variables should be excluded from the model. The P-value is the probability that the prediction will take on a value that is at least as extreme as the observed value when the null hypothesis $H_0$ is true [9]. Alternatively stepwise regression could be applied in cases of many variables which is a particular method for arriving at linear model and is applied when a reduced linear model is desired, as presented in [1]. The variables include part weight, number of subcomponents, part dimensions (i.e. area and volume), which was the available product information. The mandatory data is the time used on each part in each process. Depending on the sequence in which the re-
gressions are made the process time from the first process in the routing of the part family (i.e. the dependent variable) can be applied as an independent variable for the next regression etc.

In order to determine the system level (see Fig. 2) on which, an acceptable prediction accuracy is obtained an evaluation criteria must be set. It is often seen that residual sum of squares ($R^2$ or modified $R^2$), i.e. how well the observed data fits the model, is used. However as it is argued in [1], it may be difficult to translate this measure into a business term, why Mean Absolute Percentage Error (MAPE) can be used instead as an evaluation criteria to compare the predicted values the observed values.

3 Results

Fig. 3, Fig. 4, and Fig. 5 show the results for the analysis performed to determine the level accuracy in predicting the process time. Since the regression analysis was carried out on the manual tack welding cell as the first of the three cells in the particular routing, this only included four independent variables. Thus one variable can be added to the pool of independent variables for each step (i.e. move from one system area to the next based on the routing). However, the results on system level (including tack welding, robot welding and grinding/welding) did not obtain the desired level of accuracy.

![Fig. 3 Results related to tack welding and the identification of prediction accuracy at each of the included manufacturing system levels](image1)

![Fig. 4 Results related to robot welding and the identification of prediction accuracy at each of the included manufacturing system levels](image2)
Fig. 5 Results related to grinding/welding and the identification of prediction accuracy at each of the included manufacturing system levels

For this reason these were broken down into cells or stations (if only one cell was represented) to obtain more accurate predictions.

MAPE is the measure of how much the predicted time values in average deviate from the observed time values using the regression model. \( R^2 \) represents how well the regression model describes the variation in the observed data. The \( R^2 \) indicates how well the data fits the model, and thus a higher \( R^2 \) value indicates a better model, i.e. \( R^2 \) equal to 1 indicates a perfect fit. As it is illustrated in Fig. 3, Fig. 4, and Fig. 5, fewer variables are related to a lower \( R^2 \) value and a higher MAPE. This can explain why cell 1203 achieves better result than 1202.

To further improve the result instead of dividing into stations on the lowest level (see Fig. 2) it was tried to group the parts on the basis of the independent variables, i.e. further grouping on the basis of either weight, number of subcomponents, part dimensions (i.e. area and volume). This did however not improve the output of the analysis.

Compared to the estimation method applied until now, this model is more accurate. The methods currently used in the case company for estimating process times has average deviations between predicted times and actual times of approximately 25 % while the results presented gives an MAPE of 7.5 %.

4 Discussion

The chosen approach for grouping processes in the welding department was executed on the basis of the manufacturing system composition (i.e. structural system components). Instead, the grouping could have been based on classifications rather than the composition as illustrated in Fig. 6. The classification primarily supports the identification of components and the basic structure at the type level [4] i.e. each component at each system level has its one components and structure.
Fig. 6 Both composition and classification can be applied as two different approaches for structuring a process breakdown for the purpose of identifying commonalities in processes. Inspired by [4]

It is not unusual that one observation deviates 25% from the average of the observed time values in the sample period, even when potential outliers is sorted from the rest. The operators’ time consumption at the included stations tends to have a higher degree of fluctuation for manual processes compared to semi-automated processes. This may be due to semi-automated processes’ fixed procedures but in general the fluctuation may be caused by a lack of responsibility to the customer process and an insufficiently implemented process execution procedure. This can explain better prediction accuracy for the semi-automated process using the regression model. For this reason the accuracy of the result may be improved if the sequence of regression analyses switched to start on the basis of data from processes with fixed procedures and then use the dependent variable from this analysis as an independent variable in the next etc., instead of following the sequence of the routing.

Since the model uses historical data it is worth considering how to keep the data on which the predictions are made, updated. Most of manufacturing processes are underlying continues improvements and new parts are constantly introduced, and thus new data emerges. Furthermore, it would be reasonable to expect increasing learning curves following process changes, thus increased efficiency of employees could be expected. The updating frequency of the data then becomes an important issue. This issue is currently not addressed, but it will be crucial to update the data when changes occur to the process. Knowledge of the frequency of which updated procedures or process changes occurs could be used to infer an appropriate updating frequency.
5 Conclusion

One common characteristic of the ramp-up phase is the lack of planning reliability, which is amplified by slow set-ups and unforeseen bottlenecks. An important part of preventing these issues is to make a more accurate planning on an early stage by improving the prediction of the actual time it takes to manufacture new parts that are to be introduced in a new or existing manufacturing environment.

This paper addresses to which extent it is possible to predict the time needed to produce parts in a manufacturing system for planning purposes. As a case for investigating the applicability of the method, a part of a manufacturing system performing welding is used as a case. The method starts by producing a model, which can predict time for a wide range of components, and successively divides the data set into more specific groups of components to increase accuracy of the predictions.

Furthermore, the system level, on which an acceptable precision in predicting the process time is obtained, is determined. The case company’s estimation of expected process time for new parts shows an average deviation from the observed process time (i.e. MAPE) on 25.2 % while the results presented give an average deviation of 7.5 %. Based on the level of deviation in the data related to each part the results are rather promising. The results further indicated a relation between the prediction accuracy and the level of automation, since the prediction of the process time on a semi-automated process had greater accuracy. It is likely that information of competence level could be included to increase the prediction accuracy on manual processes, e.g. include information on operators capabilities or if the work is performed by an apprentice. However, this would conflict with the broad use of the model unless operators with certain levels of competencies are permanently dedicated specific processes.

The model can be applied in many contexts, e.g. introducing a new part or new products in an existing or new manufacturing environment if the necessary historical data to predict the process time is available. This can potentially reduce the costs related to inaccurate production planning (i.e. reduce the cost of slow set-ups and unforeseen bottlenecks). In cases of high MAPE, the model can be used as an indicator that the process is not properly designed or that tools are not appropriate for the job, i.e. indirectly, the model can indicate that one process is not performing as well as the majority of the processes.

Using the model in relation to the composition structure gives a generic approach while using the classification approach is more likely to be individual. The composition structure follows the hierarchical structure that is easy to apply but classification structures could provide a higher prediction accuracy of process time. The greatest challenge in utilizing the model is the issue of updating when process changes occur. Nevertheless, knowledge of the frequency of which updated procedures or process changes occurs could be used to infer an appropriate updating frequency.
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