Sparse deep computer-generated holography for optical microscopy
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Abstract

Computer-generated holography (CGH) has broad applications such as direct-view display, virtual and augmented reality, as well as optical microscopy. CGH usually utilizes a spatial light modulator that displays a computer-generated phase mask, modulating the phase of coherent light in order to generate customized patterns. The algorithm that computes the phase mask is the core of CGH and is usually tailored to meet different applications. CGH for optical microscopy usually requires 3D accessibility (i.e., generating overlapping patterns along the z-axis) and micron-scale spatial precision. Here, we propose a CGH algorithm using an unsupervised generative model designed for optical microscopy to synthesize 3D selected illumination. The algorithm, named sparse deep CGH, is able to generate sparsely distributed points in a large 3D volume with higher contrast than conventional CGH algorithms.

1 Introduction

Computer-generated holography (CGH) has become a powerful and versatile technique for 3D display, particularly recently with advances in computation. CGH is able to generate a desired 3D illumination pattern by modulating the phase of light in the pupil plane (Fourier domain), typically with a liquid crystal-based spatial light modulator (SLM). The quality of the 3D illumination pattern depends on the computer-generated phase mask displayed on the SLM. Synthesizing 3D illumination patterns in the real domain with only 2D phase control in the Fourier domain is an ill-posed problem that is usually solved by iterative optimization algorithms \[1, 2\]. For example, the Gerchberg-Saxton (GS) algorithm \[1\], is a classic phase retrieval method that iteratively optimizes the phase in the Fourier domain for the target intensity in the real domain. The GS algorithm is straightforward and robust, but it usually generates low contrast images and slow computational speed due to iterations. The computed phase mask is also prone to get stuck in local minimum because this is a non-convex problem.

Recently, deep learning based CGH algorithms have been shown to improve computational speed with comparable or even higher contrast than classic algorithms \[3, 4, 5, 6\]. Most of the deep learning CGH algorithms aim for near-eye display and augmented/virtual reality; that is, the targeted illumination patterns are 2D or pseudo 3D (i.e., 2D plus depth, such that overlap in the axial z-axis is not allowed) \[3, 4\]. However, microscope CGH algorithms used for holographic photo-stimulation \[7\] and imaging of neurons \[8\] requires the ability to address neurons that are distributed in 3D with possible z overlap. Further, neural photo-stimulation applications require micro-scale spatial accuracy, which is much higher resolution than CGH for display purpose. This makes CGH design for neural photo-stimulation more challenging; however, these methods also have the advantage of the target illumination being a sparse point cloud in 3D, and neuroscientists can flexibly adjust the sparsity of fluorescence labeling of neurons.
Given these requirements, we designed a deep learning based CGH specifically for sparse 3D photo-stimulation for neurons. The algorithm utilizes an unsupervised generative approach using a U-net with customized loss function to increase the image contrast, named Sparse Deep CGH (SDCGH). We experimentally show that 3D illumination patterns generated by our algorithm have higher contrast than that generated by classic algorithms.

2 Model Specification

2.1 Wave Propagation Model

A collimated laser beam, \( A_{\text{Laser}}(x, y) \), is modulated by a discretized 2D phase mask \( \phi_{\text{SLM}} \) on the SLM (see Fig. 1a). The output complex-field after the modulation can be expressed as \( P_{\text{SLM}} = A_{\text{Laser}}(x, y)e^{i\phi_{\text{SLM}}(x, y)} \). After propagating through the relay lenses (L1, L2), the field is demagnified by a factor of \( M = f_2/f_1 \), \( f_1 \) is the focal length of L1 and \( f_2 \) is the focal length of L2 to match the size of the pupil of the objective lens, labeled as \( P'_{\text{SLM}} = MP_{\text{SLM}} \). The complex-field at the image plane, \( z = 0 \), is determined by a 2D Fourier Transform of the complex field \( P'_{\text{SLM}} \) at the Fourier plane and is expressed using the discretized Fraunhofer wave propagation model [9]:

\[
P(x, y, z = 0) = \frac{1}{i\lambda f} \iint P'_{\text{SLM}}(x', y') \exp\left[\frac{-2i\pi(xx' + yy')}{\lambda f}\right] dx'dy',
\]

where \( \lambda \) is wavelength and \( f \) is the focal length of the objective lens OL1. The phase and amplitude of the complex field at the image plane \( z = 0 \) determine each subsequent discretized image plane across the axial \( z \) dimension by the Fresnel wave propagation equation [9]:

\[
P(x, y, z) = \frac{e^{ikz}}{i\lambda z} \iint P(x', y', 0) \exp\left[\frac{i\pi((x - x')^2 + (y - y')^2)}{\lambda z}\right] dx'dy',
\]

where \( k = 2\pi/\lambda \). We represent this wave propagation model based on the SLM phase mask \( \phi_{\text{SLM}} \) using a differentiable transfer function from the SLM plane to the image plane such that it can be used with the automatic differentiation engine in PyTorch.

2.2 Generative Model

Our generative model is based on the U-Net network architecture [10] and a pair of interleaving/de-interleaving layers [11, 5] (Fig. 1b). The model takes in as input a \( 512 \times 512 \times Z \) target intensity pattern and outputs a corresponding \( 512 \times 512 \) phase mask, where \( Z \) is the number of image planes in the \( z \)-axis. We utilize an accuracy metric \( \alpha \) based on the \( L_2 \) norm for our loss function, defined as

\[
\alpha(I_\phi, V) = \frac{\sum_{x,y,z} I_\phi(x, y, z)V(x, y, z)}{\sqrt{\sum_{x,y,z} I_\phi(x, y, z)^2 \sum_{x,y,z} V(x, y, z)^2}},
\]

where \( I_\phi \) is the simulated 3D illumination pattern based on the wave propagation model using the generated phase mask \( \phi \) and \( V \) is the target 3D illumination pattern. The loss, interpreted as the difference in intensity distribution between the simulated and target 3D illumination patterns, is propagated through the wave propagation model and subsequently passed to the neural network model parameters to facilitate learning. The accuracy is differentiable with respect to the model parameters and is implemented using automatic differentiation for real and complex tensors in PyTorch.

The volume-preserving interleaving and de-interleaving layers prepend and append the U-net style architecture, respectively. Time complexity of convolutional networks is linearly proportional to the spatial resolution of input features [11, 12, 13]. The interleaving layer reduces time complexity and preserves the total voxel information by decreasing the spatial resolution, while correspondingly

Figure 1: (a) Schematic diagram of the experimental setup. SLM, spatial light modulator; L, lens. (b) The model architecture. The input is the desired 3D intensity and the output is the corresponding 2D phase mask to be displayed on the SLM.
We build an optical setup to experimentally demonstrate SDCGH and compare it with GS. As shown in Eqs. (1) and (2), we implement this with a differentiable transfer function from the SLM plane to the real-valued phase mask output \( \phi_{SLM}(x, y) \). The generative model is then used along with the static amplitude \( A_{Laser} \) specified in simulation to define the modulated complex wave \( F_{SLM}(x, y) = A_{Laser}(x, y) e^{i \phi_{SLM}(x, y)} \) that propagates through the simulated optical system determined by Eqs. (1) and (2). We implement this with a differentiable transfer function from the SLM plane to the image plane so that the loss from the difference between the simulated and target 3D illumination pattern can be used for gradient-based optimization of the generative model parameters.

3 Experimental Results

We build an optical setup to experimentally demonstrate SDCGH and compare it with GS. As shown in Fig. 1b, a SLM (1920 \times 1080 pixels) displaying a phase mask modulates collimated laser light at 589nm wavelength. After passing through the relay lenses (L1 and L2, f1=150mm, f2=180mm), light is focused by the objective lens (10x, NA 0.45) to generate a 3D point cloud. To image the 3D point cloud, we mount the excitation objective lens on a motorized stage to move it along the z-axis. We use a thin fluorescence slide combined with a CMOS camera to capture fluorescence light that is excited by the point cloud at each depth. The fluorescence images of the 3D point cloud generated by GS and SDCGH, respectively, are shown in Fig. 2.

Our model generates accurate phase masks by first training on the desired 3D illumination pattern. For a target intensity pattern with 20 illuminated points sparsely distributed across 8 \( z \)-planes, we see that the SDCGH-based reconstructed 3D image has overall higher intensity in the target point areas than the GS-based reconstruction, while maintaining a similar low intensity distribution in the background non-target areas (Fig. 2, Fig. 3a). This is also evident by the comparison of the peak signal-to-noise ratio (PSNR) between the images generated by the two methods. The reconstructed 3D illumination pattern generated by SDCGH has PSNR approximately 5 dB higher than that of GS over all 8 \( z \)-planes (Fig. 3b), indicating that SDCGH offers higher quality in generation of illumination patterns. SDCGH also achieves high spatial resolution especially in the radial direction, as shown in Fig. 3c-d. Besides sparse targets, we also generated dense targets (100 illuminated points per plane) using SDCGH and GS, respectively. Compared to the dense targets generated by GS, the dense targets generated by SDCGH have similar contrast (Fig. 3e). Therefore, our algorithm works best for sparse distributed targets in 3D.
Figure 2: Comparison of fluorescence images generated by GS and SDCGH. Each column shows the targets at each axial plane. The targets generated by SDCGH have higher contrast than that generated by GS.

Figure 3: (a) Intensity distribution comparison between SDCGH and GS generated sparse illumination patterns, respectively. The sparse targets generated by SDCGH have higher intensity over that of GS, while the background intensity is roughly the same. (b) Per z-plane PSNR comparison between SDCGH and GS, (c) radial and (d) axial point spread function (PSF) of target points. (e) Intensity distribution comparison between SDCGH and GS generated dense illumination patterns, respectively. The dense targets generated by both methods have similar intensity.

Our model was also trained and evaluated on 3D illumination patterns with target points overlapping in z. For a pattern with 20 illuminated points per z-plane, five of which are overlapping, the constructed 3D intensity pattern from the SDCGH-generated phase mask displays all target illumination points (Fig. 4a). Additionally, the displayed illumination pattern maintains low intensity for intermediate z-planes not specified by the discretized 3D target pattern. More precisely, the (x, y) positions of overlapping target points have high intensity for specified z-planes, but also has desired low intensity in the same (x, y) positions at intermediate z-slices (Fig. 4b).

Figure 4: (a) Fluorescence images of SDCGH-generated illumination pattern with overlapping points in z circled. (b) Intensity distribution of overlapping points across the z-axis.

4 Conclusion

In this work we demonstrated and validated SDCGH, a deep learning based algorithm for computer generated holography that is specifically tailored to generate sparse point clouds in 3D for large-scale holographic microscopy. Our approach is demonstrated for generating holographic patterns across 8 z-planes allowing superposition, and achieves much higher contrast than conventional methods. This algorithm will improve CGH performance for large-scale holographic microscopy in neuronal imaging and photo-stimulation of the brain.
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