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ABSTRACT In the context of the current COVID-19 pandemic, various sophisticated epidemic and machine learning models have been used for forecasting. These models, however, rely on carefully selected architectures and detailed data that is often only available for specific regions. Automated machine learning (AutoML) addresses these challenges by allowing to automatically create forecasting pipelines in a data-driven manner, resulting in high-quality predictions. In this paper, we study the role of open data along with AutoML systems in acquiring high-performance forecasting models for COVID-19. Here, we adapted the AutoML framework auto-sklearn to the time series forecasting task and introduced two variants for multi-step ahead COVID-19 forecasting, which we refer to as (a) multi-output and (b) repeated single output forecasting. We studied the usefulness of anonymised open mobility datasets (place visits and the use of different transportation modes) in addition to open mortality data. We evaluated three drift adaptation strategies to deal with concept drifts in data by (i) refitting our models on part of the data, (ii) the full data, or (iii) retraining the models completely. We compared the performance of our AutoML methods in terms of RMSE with five baselines on two testing periods (over 2020 and 2021). Our results show that combining mobility features and mortality data improves forecasting accuracy. Furthermore, we show that when faced with concept drifts, our method refitted on recent data using place visits mobility features outperforms all other approaches for 22 of the 26 countries considered in our study.

INDEX TERMS Automated machine learning, time series forecasting, concept drift, COVID-19, mobility data.

I. INTRODUCTION

In December 2019, a coronavirus disease (COVID-19), caused by the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), emerged in the city of Wuhan, China. By January 2020, the World Health Organisation advised governments to prepare for active surveillance and case management [1]. For policymakers to respond adequately, the ability to accurately forecast the spread of the disease is essential. This has inspired many researchers to work on forecasting methods in response to the COVID-19 pandemic based on available data. Such data may be in the form of the number of confirmed cases, deaths, hospitalisations or vaccinations. Agencies such as the European Centre for Disease Prevention and Control [2] have invested substantial effort into consolidating such data sources. Furthermore, several technology companies – including Apple, Facebook, Foursquare and Google – have published data reflecting the movement of people within a population. These data sources are interesting with respect to COVID-19 forecasting, as the movement of people is directly related to the spread of the contagious disease.

Despite such efforts, Ioannidis et al. [3] claim that forecasting for COVID-19 has majorly failed. They argue that draconian countermeasures have been taken on the basis of incorrect modelling assumptions, poor data quality and high sensitivity of estimates due to exponentiated variables. Early models have built upon speculations while predicting for entire seasons. As a result, many forecasting models would only work well for isolated homogeneous populations...
In this work, we approach the forecasting of COVID-19 mortality as a time series regression task and explore how AutoML can be deployed for this goal. Specifically, we look into the role of different datasets and how to account for data drift when the underlying concept generating the data changes. We are forecasting COVID-19 substantially later than early work, such as [7], [8], [9]. This gives us the opportunity to use methods that need more training data (e.g., deep learning models) and would not be feasible in early forecasting scenarios. We adapt the well-known and freely available AutoML framework auto-sklearn [4] to the task of COVID-19 forecasting. Extending this framework, in this paper, we aim to investigate the usefulness of various disease and mobility datasets, analysing how they can best be used for COVID-19 forecasting. There are two main challenges to achieve this goal. The first challenge lies in the fact that auto-sklearn was not explicitly designed for the task of time series forecasting. Time series forecasting introduces extra parameters to set for instance to allow for suitable input window sizes and forecasting horizons. The second challenge is that available AutoML frameworks such as auto-sklearn are designed for data with a stable data generation process. The pandemic, however, has a complex data generation process. As lock-down policies are applied, the virus mutates, or vaccination campaigns modulate its spread, the underlying data generation process undergoes substantial changes. This type of concept drift necessitates adaptations to this framework in order to ensure high-quality forecasting results. Our contributions in this paper are as follows:

- We adapt the auto-sklearn AutoML framework to the task of forecasting COVID-19 mortality data and introduce two AutoML forecasting variants for multi-step ahead time series forecasting.
- We study how we can incorporate anonymised mobility data representing place visits and the use of different transportation modes. We also study to which extent doing so permits more accurate forecasting.

- We extend this framework to take into account non-stationarity and concept drift in the data by comparing the performance of three different drift adaption strategies.
- We evaluate our methods on real-world datasets from 58 countries worldwide and against five baselines.

II. RELATED WORK

A. COMPARTMENTAL MODELS

Traditionally, epidemics are charted using compartmental models, like the SIR model [10]. This model splits the population of individuals in different compartments based on their health status. At each time step, the flow of individuals transitioning from one compartment to the other is described by differential equations, representing contact ratios and recovery time. Given more knowledge about a given disease, more complex compartmental models may be created by adding more compartments that reflect that knowledge. The SEIR model [11], for instance, extends the SIR model by injecting the exposed compartment, holding people infected by the disease but not yet capable of infecting others.

B. COMPARTMENTAL MODELS WITH CONTACT NETWORKS

Basic compartmental models require the unrealistic assumption that the population is homogeneous and every individual has an equal amount of contact with every other individual. To become more realistic, compartmental models may be extended with contact networks. Liu et al. [12] used a multi-layered contact network – where each layer entails a mode of contact – and an SIR model to simulate the propagation of flu. They show that this approach gives more insights about the underlying dynamics of the spread of diseases. Balcan et al. [13], similarly used a multi-scale network to simulate an influenza-like disease. Instead of individuals, they used sub-populations as nodes and gravitational flow derived from commuting and flight data as weights for the edges introducing a form of spatial awareness to the compartmental models.

In order to create realistic contact networks, detailed mobility datasets are needed. Ideally, these datasets encompass the entire population of a region, detailing where and how people have come in contact with each other. In reality, datasets often summarise interactions and often present samples of a population. Also, recorded interactions in these datasets are not enriched with duration, or intensity [14]. Contact networks where individuals are simulated as a basis for the spread of diseases are called agent-based networks. To create agent-based networks, one needs datasets containing the movement patterns of individuals. For instance, Aleta et al. [15] created an agent-based network using a dataset containing place visits published by Foursquare to simulate the spread of COVID-19 through a synthetic
population in the Boston metropolitan area. While for some countries, the mobility data is detailed enough to create realistic contact networks, for most, this is not the case. In many countries, mobility data is considered as personal data and should not be collected. In our work, we make predictions for a large number of countries. Instead of detailed mobility data on the individual level, we use aggregated mobility data on a national level. This is not detailed enough to construct contact networks. However, such datasets can easily be shared and used as features for regressors and extracting general knowledge from global data that can be useful for forecasting.

C. AUTOREGRESSIVE MODELS
Another classic approach is to use autoregressive methods. An autoregressive model is a regression model where the input variables are observations from previous time steps. ARIMA models were successfully deployed to forecast COVID-19. Kumar et al. [16] used the ARIMA model to analyse the trend of 15 countries during the first three months of the pandemic. Alzahrani et al. [17] compared the ARIMA model with the simpler AR, MA and ARMA models making forecasts for four weeks for Saudi Arabia and found that ARIMA outperformed the others. Chakraborty and Gosh [9] extended an ARIMA model by adding a wavelet transformation on the residuals of the model. This improved the forecasts and was tested for Canada, France, India, South Korea and the UK on a forecasting range of ten days.

D. DEEP LEARNING MODELS
Recently, deep learning methods got applied to forecast epidemics. One of such approaches is the work by Wu et al. [18] who predicted flu in the United States using a combination of CNN, RNN and residual links. They achieved a robust improvement over autoregressive models using multiple real-world datasets. Aiken et al. [19] compared autoregressive models with a GRU RNN to predict flu prevalence. They found that on larger prediction horizons, the RNN achieved significantly lower RMSE. Fu et al. [20] predicted influenza using an attention-based LSTM. One of the observations they made was that the sequence length of their training data highly influenced the performance of their model. Applied to COVID-19, many other work has been performed using LSTMs [8], [21], [22], [23]. Shahid et al. [24] perform a comparative study using a GRU, LSTM and Bi-directional LSTM. To train deep neural networks, one needs a lot of training instances. As for early epidemics, the number of instances is limited, and it may be challenging to create sufficiently detailed models. Typically, the architecture used has a great influence on the performance of the model and should be carefully constructed. In our work, this is not necessary as we use the underlying characteristics of the pandemic to automatically create our models. It is possible to automatically construct deep learning architectures via Neural Architecture Search, using for example, Auto-Keras [5] or Auto-Pytorch [25], but as these need large quantities of data, the amount of data available in epidemics may be insufficient.

E. AUTOMATED MACHINE LEARNING METHODS
The creation of regression pipelines encompasses many steps; data pre-processing, feature pre-processing, hyperparameter optimisation and algorithm selection. The best choice of the algorithm, pre-processing step and further how to set their hyperparameters, typically depends on the data at hand. Therefore, it is difficult to select a single algorithm to ensure that the best model is configured for a forecasting problem. Different choices of these components may vastly influence the predictive performance of the pipeline, which is why we can benefit from making these choices automatically. AutoML systems have recently addressed this issue through developing techniques to automatically configure high-performing machine learning pipelines. Sequential Model Based Optimisation (SMBO) is a black box optimisation framework that has been used for the purpose of hyperparameter optimisation. Hutter et al. [26] used (SMBO) to automatically optimise hyperparameters of machine learning algorithms. Sequential Model-based Algorithm Configuration (SMAC) [27] is a system that implements SMBO and can be used for hyperparameter optimisation. This is a general-purpose algorithm configurator, which makes it possible to both select algorithms and tune their hyperparameters efficiently. Auto-WEKA [6] is an AutoML framework around the WEKA software package using SMAC for its configuration. This framework fully automated the creation and tuning of classification and regression pipelines. Auto-sklearn [4] is an AutoML framework by Fuerer et al. around the scikit-learn [28] Python package. This framework includes meta-learning to warm start the configuration search and creates ensembles of pipelines. In more recent updates, this framework is updated with multi-output regression. This option makes it suitable for forecasting with a range of multiple days. TPOT [29] is a tree-based pipeline optimisation tool for AutoML. Similar to auto-sklearn, it is built upon scikit-learn. Instead of using SMBO, TPOT uses genetic programming for hyperparameter optimisation. H2O [30] is another AutoML framework that uses the random search for its hyperparameter optimisation and combines models in stacked ensembles. Unlike auto-sklearn, H2O does not optimise data and feature pre-processors, but only optimises models. It is also possible to automatically construct deep neural networks. Frameworks that support this are Auto-Keras [5] and Auto-PyTorch [25], build Python packages. These frameworks find solutions to neural architecture search (NAS), where they aim to find the optimal neural network, minimising a loss function. Han et al. [31] used TPOT and H2O to forecast COVID-19 mortality data from Ceará. Their study found that TPOT outperforms regression models not automatically tuned, achieving a higher $R^2$ score. Marques et al. [32] compared models produced with H2O with an LSTM network using data from the countries of Brazil, China, the United States of America, Italy, and Singapore and found...
that H2O outperformed the LSTM in terms of MAE, MSE and $R^2$.

Among these frameworks in this work, we have selected to adapt auto-sklearn to the task of COVID-19 forecasting. As data is limited when forecasting the pandemic, using AutoML systems generating deep neural networks is unfeasible. Among frameworks based on classic machine learning algorithms, H2O does not support the automation of data and feature pre-processors which are both key components for time series forecasting to configure the auto-regressive model and its window size automatically. TPOT and auto-sklearn are comparable to each other in creating full pipelines. However, since TPOT relies on cross-validation to validate its pipelines, it is less suitable for time series forecasting tasks. The cross-validation scheme splits the data in $k$ folds, training the models on $k - 1$ folds and evaluating on the one that was left out. When the evaluation fold is earlier in time than the train folds, the model trains to predict past observations instead of the future one. Auto-sklearn supports holdout sets as a validation scheme, ensuring we can train our models without relying on future data. We further compare our work with deep learning and auto-regressive methods.

### III. PROBLEM STATEMENT

We view the forecasting of COVID-19 as a time series forecasting task. A time series holds discrete observations indexed over time. In our case, the rate over which the time series is sampled is constant due to the availability of daily case and mortality data. Considering a time series containing COVID-19 mortality numbers of length $n$ as $\mathbf{x} = [x_1, \ldots, x_n]$ with $x_i \in \mathbb{R}^n$, a time series segmentation window of size $w$, a time step $t$ and a forecasting horizon of size $h$, we want to use a segment of historical observations $\mathbf{x}_{t-w} = [x_{t-w}, \ldots, x_t]$ from the time series up to observation $x_t$ to forecast future data points $\mathbf{x}_{t+h} = [x_{t+1}, \ldots, x_{t+h}]$. For the task of COVID-19 forecasting, the time series we consider are the mortality rate of a country, where $x_i$ denotes the number of new deaths at time step $t$. When we consider using mobility time series $\mathbf{m} = [\mathbf{m}_1, \ldots, \mathbf{m}_n]$ alongside mortality data $\mathbf{x}$, we extend the notation to use a bivariate time series $\text{m}_w = [x_{t-w}, x_{t-w}, \ldots, x_t, \mathbf{m}_t]$ for the forecasting of $[x_{t+1}, \ldots, x_{t+h}]$. In our approach, $\mathbf{m}_t$ is a vector holding a number of features in terms of the percentual increase of mobility for a country in a given form, at timestamp $t$, such as the increase of time spent driving or the increase of time spent visiting recreational areas. This format is dictated by the mobility data provided by Apple [33] and Google [34], which we study in this work. To make comparisons between different countries, areas or cities possible, we normalise the mortality data by the size of its population $N$.

Since the infectiousness of COVID-19 may change over time, for instance, due to mutations or vaccinations, the underlying concept generating the data may change. Vast changes to the concept are detrimental to the performance of machine learning algorithms. This change is known as concept drift. In Equation 1, we show a formal definition of concept drift between two time steps $t_0$ and $t_1$ [35].

$$\exists \mathbf{x} : p_{t_0}(\mathbf{x}) \neq p_{t_1}(\mathbf{x})$$

In this definition, $p_{t_0}$ is the joint distribution between the set of input sequences $\mathbf{x}$ where $\{x, m \in \mathbf{x}\}$.

We aim to address the forecasting task by formulating the Combined Algorithm Selection and Hyperparameter (CASH) Optimisation problem [6]. Given a set of machine learning algorithms $A = A^{(1)}, \ldots, A^{(k)}$ with hyperparameter spaces $\Lambda^{(1)}, \ldots, \Lambda^{(k)}$, we search the optimal algorithm with optimal hyperparameter settings $A^{(\ast)}_\lambda$, following Equation 2.

$$A^{(\ast)}_\lambda \in \arg\min_{A^{(0)} \in \Lambda^{(0)}, \lambda \in \Lambda^{(0)}} \frac{1}{k} \sum_{i=1}^{k} \mathcal{L}(A^{(i)}, D^{(\text{train})}_i, D^{(\text{valid})}_i)$$

Here $\mathcal{L}$ is the loss generated by algorithm $A$ when trained using set $D^{\text{train}} \in \mathbf{x}$ and validated using set $D^{\text{valid}} \in \mathbf{x}$. This loss is the mean squared error between the forecast made by algorithm $A$ using $\text{m}_{t-w}$ and with hyperparameter settings $\lambda$, (i.e., $\mathbf{x}_{t-h}$) and the true observations in the validation set (i.e., $\mathbf{x}_{t-h}$), unseen by algorithm $A$. We are optimising a full pipeline. Therefore, optimising $A$ means that we are optimising the hyperparameters of a combination of pre-processors $P$, features $F$ and regressors $R$, or $A = \{P, F, M\}$. Part of this process is internally optimising the input window size $w$, which is a newly added feature pre-processing step for time series forecasting.

### IV. METHODS

As discussed in Section II, in this work, we extend auto-sklearn to address the problem mentioned in Section III, as it supports multi-output regression and holdout validation. Furthermore, it supports automation of data and feature pre-processing steps, which are both important for time series forecasting to configure the auto-regressive model and set its window size.

Still, as this system was not necessarily created to perform time series forecasting, we add an additional variable input window size as feature pre-processor and introduce a new way to perform multi-step ahead forecasting. In this section, we provide the details on the data used in this work and how we adapted auto-sklearn to perform the forecasting task. Finally, we specify how we adapt the auto-sklearn ensembles when faced with concept drifts.

### A. DATA

The data used for our predictions comes from three sources: mortality data and mobility data representing two types of mobility modalities: (i) the mode of transport and (ii) place visits. Table 1 presents the meta-data of these sources.

#### 1) THE MORTALITY DATA

This is collected by the European Centre for Disease Prevention and Control (ECDC) [36], [37]. The data is split into two...
TABLE 1. Meta-data of data sources. The end dates marked with an asterisk (*) are not actual end dates, as these datasets are at the date of writing still updated regularly.

| Data source       | Originality | Category                  | Countries | Start date     | End date      |
|-------------------|-------------|---------------------------|-----------|----------------|---------------|
| ECDC 1 [36]       | Original    | Mortality                 | 214       | 2019-12-31     | 2020-12-14    |
| ECDC 2 [37]       | Original    | Mortality                 | 30        | 2021-02-28     | 2021-07-10*   |
| Google [34]       | Original    | Mode of transport mobility| 63        | 2020-01-13     | 2020-07-10*   |
| 2020              | Merged      | Combined                  | 58        | 2020-02-15     | 2020-12-14    |
| 2021              | Merged      | Combined                  | 26        | 2020-03-01     | 2021-07-10    |

sets, with the main difference being the period over which time series are collected and the number of countries. Both datasets hold the daily number of new cases and new deaths. Additionally, they provide the country population size of the previous year. For the first dataset, this is the population size of 2019, and for the second dataset, this is the population size of 2020. The ECDC 1 dataset has data from December 31st, 2019 until December 14th, 2020. Not all countries have values at the start of the dataset, as COVID-19 was not first encountered in all countries at the same time. The data is provided for 214 countries from all around the world. The ECDC 2 dataset contains more recent data starting on the first of March 2021 and is still being updated daily. The data in this set is collected for 30 countries in the European Union. Both datasets are maintained and adjusted by ECDC when numbers are deemed inaccurate due to delays in reporting. We use the daily new deaths as part of our input and as truth value to evaluate our estimations. We do so because the reported deaths are likely to be more reliable than reported cases, as mentioned by [7]. To make sure the data is comparable between countries, we normalise the daily new deaths to depict the number of daily new deaths per 1,000,000 people within the population.

2) THE APPLE MOBILITY TREND REPORTS [33] (MODE OF TRANSPORTATION)
This data contains the percentual increase or decrease of the use of modes of transportation as compared with a baseline volume on January 13th, 2020. The modes of transportation specified are walking, driving and use of transit. However, this latter mode is not available for all countries. Therefore, in our features, we only use the increase or decrease in the use of walking and driving as means of transportation. The dataset includes data starting from January 13th, 2020. It holds data for 63 countries, excluding many African countries.

3) THE GOOGLE COMMUNITY MOBILITY REPORTS [34] (PLACE VISITS)
This data contains the percentual increase or decrease of place visits as compared with a baseline period from January 3th to February 6th, 2020. The places are categorised in the following six categories: retail and recreation, grocery and pharmacy, parks, transit stations, workplaces and finally, residential. The dataset starts on February 15th, 2020. It holds data for 135 countries.

4) COMBINED DATA
We merged the mortality data and the mobility data into two combined datasets. The first combined dataset captures the first year of the pandemic. We used the intersection of dates and countries of the first ECDC dataset and both mobility datasets. There were some missing values, which we imputed by taking the average of the values 7 days before the missing data point and 7 days after the missing data point. This way, the imputed value fits well between the previous and next week and daily trends are preserved. For the country of Serbia, the number of missing values exceeded 10%, which is why we omitted it from the dataset. The resulting first combined dataset contains data from February 15th, 2020 until December 14th, 2020. The second combined dataset contains data from March 1st, 2021 until July 10th, 2021. When combining the mortality data with the mobility data for these periods, there were no missing values to account for. The first dataset includes 58 countries from all over the world. The second dataset contains 26 countries from the European Union.

B. FORECASTING STRATEGIES
Auto-regressive modelling is a common approach taken for forecasting tasks. An auto-regressive model performs regression using past measurements in a time series to predict its future timestamps. Many regression algorithms can be used to create an auto-regressive model. Furthermore, the data can be pre-processed in different ways within a machine learning pipeline before being fed into the regression algorithm. In this paper, we extend the auto-sklearn [4] AutoML framework to achieve this goal. Auto-sklearn is a wrapper around the popular Python module scikit-learn [28]. Scikit-learn is a machine learning library including a large set of algorithms that can be used for regression and classification tasks, providing various ways to pre-process data, select features, fit models and evaluate the results.

1) VANILLA AUTO-SKLEARN
Auto-sklearn automates the process of creating good pipelines. Internally, it uses [27] SMAC, an SMBO framework. SMAC constructs a surrogate model capable of predicting the performance of an algorithm on the corresponding hyperparameter space (in this case, the space of all possible pipelines and hyperparameter settings). This model selects a list of promising configurations, evaluated on a validation set, based on their expected improvement
over the incumbent, the best-seen configuration. A local search is performed near these promising configurations to find configurations with higher expected improvement. In each iteration, the incumbent is updated to store the best found configuration. The best configurations are grouped together in an ensemble using ensemble selection [38]. This ensemble method iteratively adds the configuration with the highest ensemble performance gain on the validation set. Configurations grouped in the ensemble, each create their own forecast, which is averaged to create the ensemble forecast. The process of constructing an optimal pipeline can be warm-started using a meta-learning module. Before the search for good pipelines starts, the input dataset is compared with 140 datasets from the OpenML [39] repository. Then, configurations are selected which are known to perform well on similar datasets. In the rest of this section, we will explain different adaptations made to auto-sklearn. Auto-sklearn is not developed for modelling time series data, which is why we add a variable window size: a feature pre-processor that changes the number of days used as the input sequence.

2) DEFINING A FORECASTING FRAMEWORK BASED ON AUTO-SKLEARN WITH VARIABLE INPUT WINDOW SIZE

To predict the value of $[x_{t+1}, \ldots, x_{t+h}]$, we train the models with sequences of the time series in the form of $[x_{t-w}, \ldots, x_t]$. In vanilla auto-sklearn this window size $w$ has to be determined by the user. This would mean that when we use lags of the time series as features, the number of lags is predetermined. When making predictions with different regressors, not all parts of the time series may be relevant and depending on the configuration, it can be good to use a longer or shorter input sequence. This is why we implement the variable window size feature pre-processor as proposed in our earlier work [40]. This pre-processor has the hyperparameter $w$ that is optimised within auto-sklearn. The pre-processor takes the input sequence with predetermined static length and cuts off the first values, resulting in an input sequence in the form of $[x_{t-w}, \ldots, x_t]$. The work presented in [40] experiments on a large set of time series tasks and showed that the variable window size had major impact on the accuracy of the framework. We still need to set a maximum value for the window size. As larger windows limit the number of data instances we can use, we limit our window size to a maximum of 30 days. By incorporating the variable window size optimisation in auto-sklearn, it it
possible to define a forecasting task in the following two ways:

- **Multi-output.** Since version 0.8, auto-sklearn supports multi-output regression, such that forecasts with forecast horizon $h > 1$ may be performed without the need for training multiple models. We use this feature to define multistep-ahead forecasting in our method and refer to it multi-output. We show a schematic overview of this method in Figure 1. To make a multi-output prediction, separate regressors are fitted for each value of output. This means that each model consists of $h$ regressors. As this output format was implemented much later than others, there is no meta-learning available for multi-output regression.

- **Repeated single-output.** The repeated single-output forecasting scheme with a horizon of $h > 1$ is a model trained for single-output regression, but once it starts forecasting, its output is appended to the input sequence. For instance, when we want to predict the value of $x_{t+2}$, we use the sequence $\{x_{t-1}, \ldots, x_t, x_{t+1}\}$ as input. In this sequence, $x_{t+1}'$ denotes the prediction of value $x_{t+1}$. Note that when we append values to the input sequence, we remove values at the start of the sequence. Each model uses one regressor. We show a schematic overview of how this approach is implemented in Figure 2. The advantage of this method over the multi-output regression method is that it benefits from meta-learning. However, as it is not trained specifically for forecasting multiple days in future, predictions further away may suffer from errors made earlier. Another disadvantage is that this method can not use external changing variables as input, as only one time series is predicted.

3) AUTO-SKLEARN PARAMETER SETTINGS
As tuning many hyperparameters requires lots of data instances to prevent overfitting, we put together the time series of all countries in the training dataset, as opposed to training separate models for separate countries. This way, we create a joint model capable of forecasting for many countries. We normalised the mortality data by the size of the population of each country. The mobility data depicts percentual changes in mobility, which does not require further normalisation to make comparisons between countries possible. To make sure it handles individual countries well, we pass the country name as a categorical feature to each instance. For testing, we separate time series per country again. This way, we can compare the forecasting quality between countries. The default setting for resampling strategies is the use of cross-validation. The resampling strategy dictates what parts of the training data is used to validate the models. Applied to time series, cross-validation would mean that for most folds, future data is used to predict previous values. To negate this problem, we use a holdout set for validation. This set is situated at the end of the training set, just previous to the start of the test set, to be sure that the ensemble model generated by auto-sklearn can’t learn future information. This is why we also disable shuffling. This keeps the temporal integrity of the data intact and ensures that the holdout validation set consists of the last dates in the train set. As an optimisation metric, we use the mean squared error to evaluate the performance of the pipelines. This ensures that the regressor line tries to fit the set of data points as close as possible. To ensure our ensembles are fully trained on the data, we refit the ensembles on the full train and validation set after validation is finished. This means that while the pipeline stays the same, the models are updated with both the train and validation set. This way, we make sure that there is no gap in knowledge just before the forecasting starts.

C. DRIFT ADAPTATION
For the pandemic problem, it is important to consider the changes in the data generation process that lead to concept drifts in data. On the one hand, there may be a concept drift caused by the fact that in 2021, many countries in Europe started their vaccination programs. Furthermore, lock-downs, mutations in the disease and changes in healthcare can lead to additional concept drifts in the data. On the other hand, we use two mortality datasets, separated in time, each normalised with a different population size (the country population numbers have slightly changed from 2020 to 2021). Currently, auto-sklearn has no drift detection mechanism.

Celik and Vanschoren [41] created several concept drift adaptation mechanisms for automated machine learning frameworks. It is not trivial to use any drift detection methods during training models with autosklearn. This requires dynamically training multiple models to monitor the drift. However, autosklearn works with a predefined number of training instances to create a single model and cannot dynamically detect drift in consecutive windows of training data. As training a single autosklearn ensemble with sufficient complexity takes multiple hours, creating many ensembles for drift detection can quickly increase the time needed beyond feasibility. While in the problem of COVID-19 forecasting, we can safely assume that drift exists in data, further research can study how automatic drift detection techniques can be incorporated directly in autosklearn. We implement three methods based on the work of Celik and Vanschoren [41] that do not use drift detection to cope with concept drift. For each of the methods, we first construct ensembles using the old dataset. The drift adaptation strategies can be viewed as a forget mechanism, discarding old information in varying degrees. Depending on the magnitude of the concept drift there can be merit for each method. In our experiments, we study the performance of these approaches in forecasting. The methods are explained below:

- **Full refit.** The full refit method keeps the models trained on old data and after drift occurs uses the full combination of both datasets to refit the ensembles. This method places most emphasis on older data in comparison with
the others, as it trains the original models on the older data and uses it for refitting.
- **Partial refit.** The partial refit method also keeps the models trained on older data, but after drift occurs, it uses only the new dataset to refit the models. This method still uses the older data in the form of ensembles, but the models are only updated with new data, placing more emphasis on the newer data.
- **Retrain.** The retrain method discards the ensembles and constructs new ones with the new dataset. This method forgets the old data altogether and only uses new data for its predictions.

V. EXPERIMENTS

Our goal is to answer the following questions with our experiments (all resources for reproducing this research and results are available online):

- **Q1:** How does the use of mobility data as features improve COVID-19 forecasting accuracy using our proposed AutoML approach?
- **Q2:** How does this framework perform in COVID-19 forecasting compared to baselines?
- **Q3:** Does adapting for concept drift help to improve COVID-19 forecasting accuracy using this AutoML approach?

Based on the data sources available and the change in the population numbers used for normalisation, we use two scenarios to address these questions.

A. FIRST SCENARIO: 2020

The first scenario uses 58 countries from all over the world. We use an evaluation period of 30 days starting on 15 November 2020. The training data comprises time series data between 15 February 2020 and 14 November 2020, of which the last 30 days are used as a holdout validation set for our models.

B. SECOND SCENARIO: 2021

The second scenario uses 26 countries from the European Union. This scenario has an evaluation period of 30 days, starting July the 11th in 2021. Depending on the drift adaptation technique, the way the data is used changes. In case of no adaptations, we use the data between 15 February 2020 and 14 December 2020, as well as between 1 March 2021 and 10 June 2021 as train data, of which the last 30 days are used for holdout validation. When refitting on the full dataset, we train between 15 February 2020 and 14 December 2020, of which we use the last 30 days for validation. Then, the data between 15 February 2020 and 14 December 2020, as well as between 1 March 2021 and 10 June 2021, is used to update the ensemble weights. When refitting on the partial dataset, we again train between 15 February 2020 an 14 December 2020, of which we use the last 30 days for validation. Then, we update the weights using only the data between 1 March 2021 and 10 June 2021. Finally, when retraining the ensembles fully, we disregard the 2020 data, training only on data between 1 March 2021 and 10 June 2021, using the last 30 days for validation.

C. BASELINES

We selected the following baselines based on earlier research in COVID-19 forecasting that use machine learning models and can train models based on the dataset we have collected. Compartmental methods (e.g., [15]) need specific data that is not available for all regions. Therefore, we cannot compare our methods with these:

- **Persistence.** The persistence baseline can give an idea of the minimum performance expected. When forecasting the window $[x_{t+1}, \ldots , x_{t+h}]$ each predicted value will be $x_t$, disregarding all previous values $x_i$ with $i < t$.
- **ARIMA wavelet.** The ARIMA wavelet model [9] is the combination of an ARIMA model and a wavelet-based forecasting model. It fits an ARIMA model on the mortality data and then models the residuals via the wavelet model. We use the model as implemented by Chakraborty and Ghosh [9] for COVID-19 forecasting, but increase the number of forecasting days to align with the scenarios. The parameters of the ARIMA model controlling the order of autoregression, the order of differencing and the moving average are automatically configured using a grid search and the Akaike Information Criterion [42].
- **GRU, LSTM and Bi-LSTM.** To compare our framework with recurrent neural networks, we reproduce the GRU, LSTM and Bi-LSTM as studied by Shahid et al. [24] for COVID-19 forecasting. In our comparison, all three architectures share the same architectures, as chosen by [24] and shown in Table 2. We did, however, enlarge the batch size from 10 to 58 for the first scenario or 26 for the second scenario, which are the number of countries in the dataset. This allows the models to train for each country simultaneously without them being able to see future time steps. We also increased the number of time steps used as input to 30 to match the other ensembles and baselines in our comparison.

D. EXPERIMENTAL SET-UP

Our framework is built on version 0.12.1 of auto-sklearn. Auto-sklearn requires users to define a maximum runtime. All of our ensembles, multi-output or repeated single output, were ran for 3 hours. For the training of every single pipeline, we limit the runtime of auto-sklearn to a maximum of 10% of the total runtime, which comes down to 18 minutes. The majority of iterations, however, finish much faster. This amount of time ensures that hundreds of models are compared to create the resulting ensembles. We run auto-sklearn in parallel on 8 cores, of an Intel(R) Xeon(R) CPU of 2.1 GHz with 10 GB of RAM. As mentioned before in Section IV, we use a holdout set as a validation strategy,
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and make sure not to shuffle the data. As the internal performance metric, we use the mean squared error for evaluating the performance of models. We use the full default regressor and pre-processor search space and extend the feature pre-processor search space by adding the variable window size pre-processor. We limit the window pre-processor to a minimum of three days and a maximum of 30 days.

As the Bayesian optimisation used by auto-sklearn is stochastic, one run of the framework may optimise towards a locally optimal configuration, thus not yielding the actual optimal configuration. We perform bootstrapping to gain confidence in our predictions by creating a distribution over results. For each estimator we make, we run our framework 25 times. Repeating 1,000 times, we sample with replacement five ensembles from the 25 runs, of which we select the one with the lowest validation error. These 1,000 selected models form our bootstrap distribution used to evaluate the models on the test set. For each day within the forecasting horizon, we report on the mean forecast and the 95% confidence interval. We use our bootstrapping approach not only for our methods but also for the deep learning baselines.

To evaluate our methods we use the root mean squared error as defined \( \text{RMSE} = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (Y_t - \hat{Y}_t)^2} \). Here \( Y_t \) denotes the true observation of our time series at time \( t \) and \( \hat{Y}_t \) the prediction of the model. As our ensembles create multiple predictions for each day, the daily average is used for \( \hat{Y}_t \).

VI. RESULTS

In this section, we answer the questions stated earlier in Section V. In the figures and tables, we denote our methods with the prefix \( M \) and the baselines with the prefix \( B \).

A. Q1: MOBILITY FEATURES

We initially aim to find answers to the question how does the use of mobility data as features improve COVID-19 forecasting accuracy using our proposed AutoML approach? This will allow to identify the most informative source of data for forecasting. To do so, we study the role of incorporating different types of mobility datasets (i) mode of transport, (ii) place visits and (iii) their combination on the quality of our automatically configured models. We perform this analysis for both scenarios using 2020 and 2021 datasets and when partial refit concept drift adaptation is performed. Because we want to compare the predictive performance of our methods for many different countries, we rank their performance based on RMSE over all countries. These rankings come from a bootstrap distribution of 1,000 resamples, based on 25 runs per ensemble. A method that is consistently better than other methods in most countries will be assigned a lower average rank. These average ranks will give an insight on how well these methods perform compared to each other. For comparing the ranks, we use Nemenyi test [43], a standard test for inspecting the significant difference between average ranks. This test defines a critical distance between average ranks. Any method within a critical distance to another one is not significantly different. A critical distance diagram or a Nemenyi plot, such as those provided in Figures 3a and 3b can be used to visualize these rankings and their significance.

In Figure 3a, we compare our multi-output ensembles using different sources of mobility data and our repeated-single output ensemble for the 2020 scenario. In this scenario, the repeated single-output ensemble and the multi-output ensemble using place visits mobility have the best performance. The repeated single-output ensemble outperforms all multi-output ensembles not using place visits data. When we compare the same methods for the 2021 scenario in Figure 3b, we see that there is a drop in predictive power when using place visits mobility features. In this scenario, the repeated single-output and the multi-output ensemble using only mortality features are better than the ensembles using mobility features. The best mobility ensembles now use the combination of place visits and mode of transport, with place visits ranking slightly higher than the mode of transport. The drop in predictive power of the ensemble using place visits mobility can be explained by the concept drift and changes in data distribution in the second scenario. In this case, complex models with more features will lose to simpler models. In Figure 3c, we show the comparative performance of our methods in 2021 with the partial refit adaptation strategy. We found this strategy to be the best approach, as we will detail when discussing the answer to Q3. The figure indicates that mobility datasets can also show their power with proper drift adaptation in the second scenario. This experiment has shown that using mobility features can improve forecasts but does not guarantee improvement. Of the mobility datasets studied, the best results can be found using the place visits data. This dataset holds more predictive power than the mode of transport dataset. This may be due to their level of abstraction. The place visits data holds six categories, whereas the mode of transport has only two. Moreover, the place visits categories specify groups of locations instead.

| Hyperparameters   | Values                                      |
|-------------------|--------------------------------------------|
| No. of neurons    | \{16, 32, 64, 128\}                        |
| Learning rate     | 0.001                                      |
| Optimiser         | Adam                                       |
| Batch size        | 58 or 26, depending on the number of countries in the dataset |
| Epochs            | 300                                        |
| Time steps        | 30                                         |
of just an increase in activity. If more contagion happens at specific location groups, this can be picked up easier from the place visits data.

**B. Q2: COMPARISON TO BASELINES**

To place the previous results into perspective, we compare them to the baselines, answering Q2: How does this framework perform in COVID-19 forecasting compared to baselines? We compare the performance of the methods over 58 countries for 2020 and 26 countries for 2021.

In Figure 4a, we show the results for the 2020 scenario. Here, the performance of the methods and baselines are close. The best baseline is the persistence baseline. Our best two ensembles perform slightly worse than the persistence baseline but outperform all other baselines significantly. Our other methods fall between our best methods and the other baselines. A lower rank for more complex deep learning baselines compared to simpler models, such as a persistence baseline, in Figure 4a is explained by the lack of enough training data in the first year that is necessary for training these models. The predictive power of these models, however, improves as more data becomes available in the second year, as shown in Figure 4b. In Figure 4b, we show the comparison with baselines for the 2021 scenario. While in the previous scenario, the persistence baseline was stronger than the deep learning baselines, it performs the worst here. Our methods, however, are all performing worse than the baselines. In the next section, we show how we can regain the power of our automatically configured models and mobility features using the concept drift adaptation techniques.

**C. FINE-GRAINED ANALYSIS OF RESULTS**

For deeper inspection of results per country, we show the RMSE of all methods and baselines for the 2020 scenario in the Appendix in Table 3. The table shows that for 20 out of 58 countries, the persistence baseline has the best forecast. However, as the first five of these have no new deaths in the test period, the persistence baseline wins in these by default as there are no fluctuations in the time series. Our best method for this scenario, the repeated single-output ensemble, scores best for 21 of the 58 countries. Using this table, we would further investigate if the performance of models depends on the properties of the time series acquired from different countries. Notably, we look at the existence of (i) periodic patterns and (ii) trends that point to the complexity of the time series. In this table, we grouped countries based on the trend and periodicity importance of the true values acquired using the procedure explained in [44]. To compute this importance, we split the true value time series $Y_t$ into its trend $T_t$, periodicity $P_t$ and remainder series $E_t$. Then, the trend importance can be computed as $1 - \frac{\text{Var}(E_t)}{\text{Var}(T_t + E_t)}$ and the periodicity importance as $1 - \frac{\text{Var}(E_t)}{\text{Var}(P_t + E_t)}$. These measures range from 0 to 1, allowing us to group the countries into 4 quadrants. We indicate values lower than 0.5 as low and higher than 0.5 as high. When writing about quadrants, we mention trend importance first and periodicity importance second. The low-low quadrant, thus, has low trend importance and high periodicity importance second. The low-high quadrant, thus, has low trend importance and high periodicity importance. The table shows that for the low-low quadrant, the persistence baseline often has the lowest error. When there is high periodicity importance in both the low-high and the high-high quadrants, our repeated single-output ensemble proves
FIGURE 4. Nemenyi plot showing the comparative performance of our methods compared to the baseline methods using RMSE. None of the methods use drift adaptation techniques. A lower rank depicts better performance. When methods are linked with a horizontal bar, they are within critical distance, meaning there is no significant difference between average ranks. \(M\) and \(B\) prefixes denote our methods and baselines.

(a) Nemenyi plot showing our methods compared to the baseline methods using RMSE over 58 countries tested in 2020.

(b) Nemenyi plot showing our methods compared to the baseline methods using RMSE over 26 countries tested in 2021.

D. Q3: DRIFT ADAPTATION

We aim to understand if adapting for concept drift helps in improving COVID-19 forecasting accuracy using this AutoML approach. The answer of Q2 showed that our methods performed worse than the baselines in 2021, while they were better than most in 2020. This may be a result of concept drift. This section shows the results of our experiments adapting our methods to this drift.

Zooming in on countries within these quadrants, we can see what patterns our methods are capable of capturing. We show that the countries of Estonia, Sweden, Switzerland and the United States as respectively an example of irregular patterns in the low-low quadrant, an important trend in the high-low quadrant, clear cycles in the low-high quadrant and a combination of an important trend and clear cycles in the high-high quadrant (similar graphs of all countries are available online\(^2\)). For Estonia (Figure 5), we see that none of the baselines is able to capture the unsteady pattern of the true data. Our multi-output ensembles using mobility data also have difficulty here, but they get closer than the baselines. The repeated single-output ensemble predicts a rising trend with cycles, with rising uncertainty as time progresses. For Sweden (Figure 6), an example with high trend importance, all methods are performing worse than persistence. Our multi-output ensembles predict the rising trend too weakly and the downward trend too late. The deep learning baselines estimate an upward trend where in reality, it drops later. The repeated single-output ensemble predicts the first few days closely but gets eluded most when true observations drop. The persistence baseline takes an average position. To review a case with high cycles, we show the forecasts for Switzerland (Figure 7). This country is grouped in the high-low quadrant, with high importance of periodicity and low importance of trend. We see that most of our methods only slightly capture the periodic pattern of the data, except for the repeated single-output method, where the prediction is much better. The deep learning methods are able to predict some periodicity but do so too low. Finally, to show a combination of trend and cycles, we show the results for the United States of America in Figure 8. This shows a similar situation as the low-high quadrant, where periodic patterns are somewhat captured by most methods and baselines but not as strong as the repeated single-output ensemble. In cases like these, we see that the persistence baseline can be difficult to beat if the observations on the day before the test period are close to the average of the true observations later.

This shows that compared to other baselines, our repeated single-output ensemble and the multi-output ensembles using place visit mobility data are quite strong in the 2020 scenario. While the persistence baseline outperforms for 20 of the 58 countries, it fails with time series data that exhibits strong patterns of periodicity or trends. The other baselines perform worse than our methods. Our repeated single-output ensemble is strong when cycles are apparent but fails when the true observations suddenly change. In the 2021 scenario, all baselines are performing better than our methods. Our methods are not adapted to the concept drift in this scenario. Due to the change in the normalising factor, old patterns learned may obfuscate the new ones. We demonstrate how to address this using the concept drift adaptation techniques mentioned in Section IV-C.

2\(https://github.com/AutoML4covid19/Forecasting\)
2020 pandemic forecast for Estonia

In our experiments, the simpler baselines – persistence and the ARIMA wavelet – use only the new data for their predictions. The persistence baseline uses just the last observation seen before the start of the test period, and the ARIMA wavelet baseline relies on an assumption of no missing values. As there is a gap between datasets, this is not the case for the second scenario. To be fair, using the deep learning baselines compared non-adapted models with models retrained on the new data. As Figure 10a shows, the retraining was detrimental to their performance. Therefore, in the subsequent comparisons, we thus only consider the deep learning baselines using the full dataset.

As we can only effectively adapt for drift in the 2021 scenario due to a lack of a drift detection mechanism, we show only results for 2021 in this section. We compare all drift adaptation strategies previously introduced in

![Graphs showing forecasts for Estonia](image)

**FIGURE 5.** Forecasts of the different methods for Estonia in the 2020 scenario. M and B prefixes denote our methods and baselines.
Section IV-C for all of our ensembles and use different mobility data sources in Figure 10b. This leads to 20 combinations considering different mobility sources, adaptation strategies and forecasting approaches. This figure shows some distinguishable groups of methods. The best methods are all multi-output ensembles adapted using the partial refit strategy. The best two of this group – the ensemble using place visits mobility features and the ensemble using combined mobility features – outperform all methods using different adaptation strategies on a significant level. The next group of methods consist mainly of the multi-output ensemble using only mortality features. For this ensemble, changes in performance with different drift adaptation strategies are smaller than for the ensemble using mobility features, but a partial refit still yields the best performance. The last group consists of multi-output methods using mobility features and drift adaptation strategies other than the partial refit strategy. These strategies do not go well together. The repeated single-output
ensemble is the only method that does not improve by adapting to drift. The non-adapted version of this approach is significantly better than all its adapted counterparts. Still, its performance is ranked worse than all other partial refit methods.

We also compare the ensembles using the partial refit drift adaptation strategy with the baselines in Figure 10c. This figure shows that all multi-output ensembles using the partial refit strategy outperform all baselines. In this scenario, the ARIMA wavelet baseline is the strongest but performs significantly worse than the multi-output ensembles using place visits mobility data or combined mobility data. The deep learning methods are in the same group as the persistence and ARIMA wavelet baseline and are within a critical distance of the partial refit multi-output ensemble using mortality data. However, they are all significantly outperformed by all
multi-output ensembles using mobility features. We show the RMSE of the baselines and our methods using the partial refit drift adaptation strategy for all countries separately in Table 4. This table shows that the multi-output ensemble using place visits features has a lower RMSE than all other methods and baselines for 22 of the 26 countries and lower RMSE than the strongest baseline for the other four countries. To give a notion of the quality of forecasts of the adapted methods, we show that the country of Romania in Figure 9, grouped in the low-low quadrant with irregular true observations in the test set but some indication of trend and periodicity. The sudden drops and spikes are quite difficult to anticipate for all baselines, as well as for our methods not using mobility features. The ensembles using these features, however, while not exactly predicting the magnitude of the extreme values, can predict where spikes and drops will occur.
Drift adaptation may seem a lot more impactful for our AutoML-based approaches than for baselines. We are performing hyperparameter optimisation to ensure the best models are configured on the provided training data. However, as the concept changes, this approach will lead to a model that over-fits the older part of the data. Consequently, this approach performs much worse on new data compared to baselines with average performance on all data.

This experiment has shown that adapting to concept drift can indeed help to improve the accuracy of COVID-19 forecasts using an AutoML approach. This is specifically the case for our multi-output ensembles using the partial refit strategy. This strategy entails keeping the ensembles trained using the old dataset but updating the model weights using the new data. This way, old knowledge is used, but the emphasis is placed on the newer data. This strategy...
works especially well when combined with mobility data features.

VII. LIMITATION OF THE STUDY
We found that when the pandemic is still novel, our methods are outperformed by baselines as simple as persistence. However, when the pandemic has progressed for just shy of a year in many countries, our ensembles are on par with the best baselines. Even later, when concept drift occurs due to a shift in data normalisation and possibly mutation of the virus, our methods significantly outperform the baselines, especially when using mobility data along with mortality data. Our work has shown that our modified version of auto-sklearn does not perform as well as simple baselines within the first few months of the pandemic but gains importance as time progresses. After a little less than a year, we have gained enough data to be able to capture most cycles and trends occurring in the time series. Only when trends suddenly change are our predictions eluded. Additionally, we discovered that when concept drift occurs due to a change in data normalisation or possibly a mutation of the virus, refitting the models trained on the older data enables a major performance boost, especially when (unchanged) mobility data is used alongside the mortality data.

Another limitation of our work is that the best moments to adapt the ensembles over time are not detected automatically. Current AutoML systems use large batches of data at the same time to train their models. If these batches are too large, however, chances are the concept drift slips in undetected. A proper trade-off should be made between how much data is used in order to learn the data patterns sufficiently and to be able to detect concept drift within the used data. Future work can address this issue further.

Finally, we want to note that due to a lack of availability of the COVID-19 mortality data, we were only able to use the countries in Europe for our scenario in 2021. For the countries outside of Europe that were used in the 2020 scenario, we were thus not able to test the drift adaptation strategies. It would be interesting to see whether or not the partial refit adaptation improves forecasts consistently for these countries as well.

VIII. CONCLUSION
In this work, we adapted the AutoML framework of auto-sklearn to COVID-19 forecasting. We used mortality data and mobility data collected from 26 European countries to construct automatically configured ensembles of regression models. We compared the performance of a multi-output
ensemble and a repeated single-output ensemble and further combined these with concept drift adaptation strategies. We evaluated the performance of our ensembles based on root mean squared error compared to five different baselines found in recent COVID-19 forecasting literature.

Overall, our work has demonstrated the potential of devising autoML solutions for COVID-19 forecasting, as well as using open mobility data to guide predictions. Our experiments have shown that it is possible to increase the forecasting accuracy by using mobility features in addition to mortality features. Our experimental results also suggest that place visits mobility data is more informative than the mode of transport mobility data; this may be due to the fact that the place visits data is less aggregated as opposed to the mode of transport set. Nevertheless, using either of these sets can improve forecast quality. We also found that when concept drift adaptation is applied, the forecasting performance improves significantly.
drift occurs, due to a shift in data normalisation and possibly virus mutations, it is necessary to incorporate concept drift adaptation techniques into our AutoML methods in order to obtain useful predictions. When adapted, our multi-output methods using mobility data significantly outperform the baselines we have considered in our study.

Our best-performing ensembles utilised the concept drift adaptation strategy of refitting the ensembles once drift has occurred. Automatically, finding the best moments to adapt the ensembles over time is an interesting direction for future research.

**APPENDIX**

See Tables 3 and 4.
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