I. INTRODUCTION

Quantum computing takes advantage of the unique properties of quantum mechanics, such as superposition and entanglement to carry out computational tasks in distinct ways than the classical computers do [1]. Since Richard Feynman’s idealization that a quantum architecture would be a proper way to simulate actual quantum systems that occur in nature in the early 1980’s [2], much attention has been given to the application of quantum systems for computational tasks. Among the greatest and most famous achievements of quantum information and quantum computation, one can cite superdense coding [3], the BB-84 algorithm for quantum public key distribution of cryptography systems [4], Shor’s integer factoring algorithm [5], Grover’s database search algorithm [6], alongside examples of no less importance or relevance. The advances have also reached important areas of mathematics and natural sciences in general, with quantum algorithms and circuit designing being developed to accomplish linear algebra tasks like eigen- [7, 8] and singular value- [9, 10] decompositions of matrices, finding solutions to linear systems of equations [11], solving linear [12–14] and nonlinear [15] differential equations, partial non-homogeneous linear differential equations [16], among other potential applications.

There have been recent progress in the current era of Noisy Intermediate Scale Quantum (NISQ) devices, such as problems that cannot be solved by any classical shallow circuits in reasonable time, but turns out to be possible by shallow quantum circuits [17], quantum supremacy using a superconducting quantum processor architecture achieved by Google team [18], and also quantum advantages over classical computation using boson sampling [19] and the simulation of quantum systems by means of quantum based architecture in D-Wave systems [20].

In general, the implementation of a quantum algorithm is based on many steps, that involve data pre-processing, preparation of input quantum states, the processing of the input information through quantum gates and operations done upon the system, measurement of the final state of the composite quantum system, and post-processing of the data collected by the measurement process. In the present work, we will not deal with the pre and post-processing steps, which are usually done by classical means. In most quantum algorithms, the quantum advantage over classical computation lies in the processing step, which takes advantage of the dimension of the Hilbert space of quantum systems and quantum parallelism to manipulate very large amounts of data, a task for which the present classical computers usually require exponential scaling resources, such as memory and state-of-the-art processors in supercomputer units. However, the preparation and measurement processes present in some quantum algorithms, which are essential for their proper implementations, are often neglected in their presentations, because of the intrinsic difficulties of these tasks.

The main purpose of this work is to perform a detailed analysis of the computational complexity of quantum algorithms, considering all steps, from state preparation to readout processes. This work considers a scenario in which the rapid development of quantum computing has attracted the attention of people with different background, not only restricted to physicists or computer scientists from academia, but curious, investors, bankers, and entrepreneurs, which are delighted with the quantum speedups at first sight. Although quantum computing provides amazing results compared to classical computing, a suitable interpretation of the algorithmic complexity demands a proper analysis, taking into account the conditions in which the results have been obtained and an accurate comparison with the corresponding classical task.

This work is organized as follows. In section II the complexity aspects of state preparation using different schemes are covered. Section III considers the complexity of quantum state tomography, with emphasis on the required number of measurements and repetitions of the execution of a quantum algorithm to achieve a desired accuracy in the results. In section IV, the overall complexity aspects for implementation are given, from state preparation to readout processes. Section V presents examples of quantum algorithms for solving linear systems of differential and algebraic equations, together with their complexity aspects. Finally, section VI contains the conclusion of the work as well as some perspectives.
II. COMPLEXITY OF QUANTUM STATE PREPARATION

In many quantum algorithms implemented in the circuit model of Quantum Computation (QC) [1], one is presented with the task of preparing quantum states as input for solving a given problem. The input states constitute an important part in the process of implementation of a given algorithm for circuit gate-based quantum computing. As the final quantum state, encoding the solution of the problem, is directly linked to the input state through time-evolution, the complexity aspects of preparing the input state must be taken into account in a detailed resource analysis.

It is also worth noticing that there are some models of quantum computation in which the initial configuration of the constituting qubits must not be so specific for different tasks and problems. This is the case of Dissipative QC [21] and Measurement-Based QC [22, 23], which makes use of the so-called Cluster States [24, 25], from which the final solution to the computational problem is given independently of a particular encoded configuration of initial conditions.

To describe the encoding of input states properly, we must split the entire quantum system that constitutes a quantum computer into two parts: the ancilla qubits, which are used, for instance, to encode and control logical operations, and the work qubit system, that encodes the initial conditions of the problem to be solved and is submitted to the evolution process defined by the quantum algorithm. For instance, consider the processes to encode the initial conditions for a linear differential equation [14] or for the HHL quantum linear problem [11] in the work system. The goal of state preparation is to initialize the system in a $N$-dimensional specific quantum superposition that is suitable to the problem to be solved on a quantum computer. This task is often accomplished by subroutines that, in quantum algorithms, are usually referred to as system encoding. It is important to remark that there are different kinds of encoding, such as basis encoding and amplitude encoding: the former is used when one needs to manipulate real numbers arithmetically, and the latter when one takes advantage of the large size of the Hilbert space to encode data as probability amplitudes [26].

In the case of basis encoding, the number of digits of the mantissa of the real number governs the precision of the approximation, and the exponent governs its range. Thus, when dealing with basis encoding, one must have an approximation with $n$ bits for the mantissa, $m$ bits for the exponent, and two additional bits to store the sign of both parts of the register, which results in a width of $(n + m + 2)$ bits. To prepare such a state, a quantum-gate based circuit must be generated, in which the state of each component of the system is modified according to the desired encoding [27]. E.g., binary encoded states are often used in D-Wave quantum processing units to solve optimization problems [28, 29].

For amplitude encoding, the relevant information for computation is stored in the probability amplitudes of the quantum state, usually done starting from the $n$-qubit $|0\rangle^\otimes n$ by a transformation like

$$|0\rangle^\otimes n \rightarrow |\psi\rangle = \sum_{i=0}^{N-1} c_i |i\rangle,$$

with $\sum_{i=0}^{N-1} |c_i|^2 = 1$, and each $|i\rangle$ corresponding to a given state vector of the $N$-dimensional computational basis, with $N = 2^n$. To address this task, one must be capable of preparing such superposition preserving coherence properties. The generic superposition can be prepared from the state $|0\rangle^\otimes n$ by applying single- and two-qubit operations directly to the system to be prepared, or by means of querying some device that contains previously stored information about the superposition (1).

In the most general case of a unitary transformation $|\psi\rangle = U |0\rangle^\otimes n$, the upper bound for the number of single and multi-qubits operations scales as $O(N)$ [26, 30]. By manipulating the system directly, the qubit resource aspect for preparing such a superposition sums up to $O(n)$, as $|\psi\rangle$ represents a generic superposition of $n$ qubits. The state initialization can follow the procedure described in detail in [31], which makes use of standard single- and controlled-operations, which are operations controlled by $k$ qubits, acting on a single target. This method requires $O(N \log^2(N))$ single and two-qubit operations in total for executing a transformation like (1) without the introduction of additional quantum bits. One should also take notice of the presence of controlled-operations, that can be further decomposed into $O(k^3)$ single and two-qubit quantum gates [32]. The particular structure of these controlled operations increases the depth of its action throughout the components of the quantum system [31]. Soklakov and Schack present a quantum algorithm [33] to prepare an arbitrary quantum register based on the Grover’s search algorithm requiring resources that are polynomial in the number of qubits and additional gate operations $O(\text{polylog}(n))$.

A. Quantum Database Creation and Search

Employing calls on Random Access Memory (RAM) devices is an approach that aims to accomplish the task of preparation based on querying a database that contains the information of interest. In principle, it is possible to prepare a $N$-dimensional quantum superposition with a cost equivalent to $O(N)$ two-qubit operations per memory call with classical or quantum conventional RAM designs [34].

A quantum database consists in a set of state vectors which contains relevant information for quantum computation. For instance, suppose a set of $m$ vectors $S = \{x^1, x^2, \ldots, x^m\}$, each of them containing $k$ components. The quantum equivalent of this database is the quantum associative memory representation [35] given by the uniform superposition of each state vector [26],

$$|S\rangle = \frac{1}{\sqrt{m}} \sum_{i=1}^{m} |x^i\rangle,$$
for which the cost of the creation of $|S\rangle$ scales as $O(mp)$ [26, 35]. Assuming that each $|x^i\rangle$ can be considered as a qubit system with dimension $k = N = 2^n$, this would require $O(mN)$ steps, which is exponentially expensive in terms of the number of qubits of the referred system. Grover’s quantum search algorithm is often used as subroutine for querying databases with complexity $O(\sqrt{m\log(m)})$ steps, while preparing and processing results of the query process would take $\Omega(m\log(N))$ steps [6].

It has been shown that the so called “Bucket-Brigade” (BB) architecture for quantum RAM (qRAM) accomplishes the task of retrieving one memory cell previously prepared in a quantum superposition state coherently with $O(\log^2(N))$ [36] steps. This architecture for qRAM is composed of a series of qutrits (three-level quantum systems described by the states $|\text{wait}\rangle$, $|\text{left}\rangle$, $|\text{right}\rangle$), which are used to guide the signals and retrieve the information stored in the memory cells. Thus, to completely construct the superposition on a memory-cell based scheme, one must be able to query the memory device at least $m$ times. This results in a query complexity that scales with $O(mN^2)$ and $O(m\log^2(N))$ two-qubit operations for conventional and BB-qRAM architectures, respectively, with data encoding in the memory cells amounting to $O(\sqrt{N})$ [26]. It is also remarkably noted that qRAM devices could constitute, in principle, a quantum system of $n$ qubits itself. By making such an observation, we point out that the number of qubits composing the full system (work+qRAM) also increases from $n$ to $2n$, which still scales as $O(\log(N))$.

The Flip-Flop qRAM (FF-qRAM) [37] scheme has complexity aspects similar to BB-qRAM. Complexity amounts to $O(\log(N))$ additional qubits and $O(N\log(N))$ operations for reading unsorted data in previously stored in quantum memory cells to create a generic superposition as described by eq. (1). It has the advantage of not depending on proper routing algorithms, as it happens with the conventional and BB qRAM architectures [36], and is based on the quantum circuit computation model, what makes possible the application of quantum error-correction routines [37–40].

### III. COMPLEXITY OF QUANTUM STATE TOMOGRAPHY

Quantum State Tomography (QST) is a procedure that aims for the complete reconstruction of an unknown density matrix $\rho$ [1]. Often, for information encoded in amplitudes or phases of a quantum state, after executing a quantum algorithm, one is presented with a density matrix whose elements $(\rho_{ij})$ codify the algorithm’s output [41]. Information encoded in the complex amplitudes of a quantum state is not directly accessible through trivial means [1]. Thus, QST could represent a fundamental step in the knowledge of obtaining the full solution of a given problem. This consideration is important for a proper comparison between quantum and classical algorithms in which the quantum solution is a superposition state while the classical solution is a vector where all coefficients are known [42]. At the same time quantum information can be storage in a Hilbert space whose dimension increases exponentially according to the number of qubits, to retrieve such information it is necessary to pay the price for that, which is also requires exponential steps. Alternatively, some global properties of the solution could be obtained by means of the expectation values of some observables, i.e., $\langle O_k \rangle = \text{Tr}(O_k \rho)$ [43]. This later approach usually conducts to quantum advantage in the processing time, however, it is not straightforward to get from average values of observables the desired quantities usually employed in practical applications of quantum computing. In this way, the impact of the QST complexity on the overall complexity of quantum algorithms must be carefully considered.

There are many quantum algorithms whose output state has coherence in a some basis. Our intention is not cover all articles in literature about this topic, but let us present some of them. There are algorithms to solve partial differential equations [44–49], linear differential equations [12–14], nonlinear differential equations [50], linear system of equations (also named quantum linear problem) [11, 51, 52]. In these examples, QST may be required depending on the level of detail expected to be known. For instance, the HHL algorithm [11] is particularly useful for obtaining a quantum state which results as the solution of a given system of coupled linear equations. It has been used as a subroutine for some of the above algorithms, yielding an exponential gain in the time processing of them. However, such exponential gain is achieved under particular hypothesis of easy state preparation (QRAM), sparseness of the matrix $A$ and if we are interested only in global properties of the solution encoded in the amplitudes of the work system state, which one can be extracted by expected values of the observables. Besides that, a detailed analysis of algorithms which use the finite element method and subsequently the HHL algorithm as subroutine to solve differential equations may result at most in polynomial gain [46]. Another example shows that approaches based on HHL algorithm is never faster than the best classical algorithms [53].

There is a variety of QST processes and schemes available to accomplish the characterization task, such as Simple Quantum State Tomography (SQST) [1], Ancilla Assisted Process Tomography [54] (AAPT) [55], QST via Linear Regression Estimation [56], Compressed-Sensing QST [57], Principal Component Analysis [58], and efficient process tomography [59], each of these with particular complexity aspects, being suitable for specific problems. Their different computational complexities arise from taking advantage of particular characteristics of $\rho$. In particular, the basic idea of Compressed-Sensing is that a low-rank density matrix can be estimated with fewer copies of the state, as the sample complexity decreases with the rank $R$. Ref. [60] introduces the matrix Dantzig selector and matrix Lasso estimators, with sample complexity for obtaining an estimate accurate within $\epsilon$ in trace distance scaling as $O(RN^{2}\epsilon^{-2}\log(N))$ for rank-$R$ states, requiring measuring of $O(RN^{2}\epsilon^{-2}\log(N))$ Pauli expectation values.

In general, QST is based on the decomposition of the density matrix in a linear combination of basis operators. For a system of $n$ qubits, the dimension of the composed Hilbert space $\mathcal{H} = \bigotimes_{i=0}^{n-1} \mathcal{H}_i$, corresponds to $N = 2^n$, and the re-
construction of a density matrix $\rho$ in such space requires $4^n - 1 = N^2 - 1$ basis operators [1], which scales polynomially in the dimension $O(N^2)$, and exponentially in resources aspects $O(4^n)$. These exponential aspects of complexity are well known [61]. Besides the number of basis operators needed for characterization, it is important to remind that the reconstruction of $\rho$ is based on expected values of those basis operators. For instance, in the case of a single qubit, the set of $4^1 - 1 = 3$ basis operators needed for the proper quantum statistics could be based on the Pauli matrices $X, Y,$ and $Z$, such that

$$\rho = \frac{1}{2} \left[ \text{Tr}(\rho I) I + \text{Tr}(\rho X) X + \text{Tr}(\rho Y) Y + \text{Tr}(\rho Z) Z \right],$$

(3) where $I$ is the identity operator. This statistical approach requires ensemble measurements of these observables, thus requiring a large number of copies $\rho [1]$. Besides these fundamental concepts, it has been shown that by using machine learning theory one could learn information about $\rho$ by a number of measurements that grow linearly with $n$ [61]. Ref. [41] gives a detailed description of the number of measurements and the scaling of the physical resources of the system. There are also models in which the QST problem is converted into a parameter estimation problem such as linear regression [56], for which the computational complexity scales as $O(N^4)$.

The overall complexity aspects [62] yielded from SQST is $O(N^2 \log(N))$, and the same relation holds for AAPT using Joint Separable Measurement (JSM) scheme. Both SQST and AAPT-JSM require only single body interactions [41], while the Mutually Unbiased Bases (MUB) and the generalized POVM AAPT-schemes require many-body interactions, and their complexity scale as $O(N^2 \log^2(N))[O(N^2 \log^3(N))]$ and $O(N^4)$, respectively, under presence of nonlocal [local] two-body interactions. The Quantum Principal Component Analysis (QPCA) [58] focuses on reconstructing the eigenvectors of $\rho$ corresponding to the largest eigenvalues of the system, in a particular region of the space $\mathcal{H}$, in time $O(R \log(N))$, where $R$ stands for the rank of the corresponding density matrix. Compressed-Sensing, in contrast, reconstructs the full density matrix of the system in $O(R N \log^2(N))$ time steps [57]. The full density matrix reconstruction can also be realized with QPCA process, in a number of time steps that amounts to $O(R N \log(N))[58]$.

In practice, all of the complexity aspects rising from measurement schemes used for obtaining prior information about the systems under consideration will increase the overall complexity of its implementation in quantum computing devices, which will be brought together in Sec. IV.

A. Pure state tomography

There exist certain procedures where one is not interested in the full description of the resulting state $\rho$ (e.g., some special cases of the algorithm in V A). Instead, let us assume that the output of the algorithm is fully codified in the squares of the state’s amplitudes, i.e., if $|\Psi\rangle = \sum_{m=1}^{N} \langle m|\Psi\rangle |m\rangle$ is the output of the algorithm, then all one needs to know is each $|\langle m|\Psi\rangle|^2$. Moreover, one may be interested in knowing the square of the amplitudes associated to only a subspace of $\mathcal{H}$. An example of this is considered in [63], where it is assumed that the output of the algorithm can be written as

$$|\Psi\rangle = \frac{1}{\sqrt{N}} (|0\rangle |\Psi_0\rangle + |1\rangle |\Psi_1\rangle),$$

(4) where the first qubit is an auxiliary one, $|\Psi_0\rangle = \sum_{m=1}^{N} \alpha_m |m\rangle$ is the target state (written in terms of the computational base of the subsystem), $|\Psi_1\rangle$ is an arbitrary state, and $N$ is a normalization constant that may depend on $N$. The probability of success $p$ corresponds to the probability of the auxiliary qubit to be found in the state $|0\rangle$, which may be computed as

$$p = \frac{\langle \Psi_0 | \Psi_0 \rangle}{N^4}.$$  

(5)

Moreover, the probability of the system to be found in the state $|0\rangle |m\rangle$ is $p_m = |\alpha_m|^2/N^4$, here assumed to be non-null for every $m$. As explained in [41], each $p_m$ is possible to be estimated by performing $M_m$ independent measurements, each measurement requiring one copy of $|\Psi\rangle$. After these trials, the probability $p_m$ is estimated as $p_m = n_m/M_m$, where $n_m$ is the number of occurrences of $|0\rangle |m\rangle$. By statistical arguments, the authors also show that the number of trials necessary to estimate $p_m$ up to a relative precision $\Delta$ with probability $1 - \epsilon$ [64], denoted by $M_m(\Delta, \epsilon)$, is bounded as

$$M_m \geq p_m^{-1} C(\Delta, \epsilon),$$

(6) where $C(\Delta, \epsilon) = \frac{\Delta^2}{2\epsilon} \log(1/\epsilon)$ does not depend on the system’s size. Denote now the square of the normalized amplitude by $\beta_m^2 \equiv |\alpha_m|^2/\langle \Psi_0 | \Psi_0 \rangle$, then $p_m = |\alpha_m|^2/N^4 = p \beta_m^2$, and thus from (6) the behavior of $M_m$ can be determined from the behavior of $p$ and $\beta_m^2$ in terms of $N$. Now, assume that each $|\alpha_m|^2$ goes to 0 at the same rate as $N$ grows, i.e., $|\alpha_m|^2 = O(N^{-r})$ for $r > 0$ and all $m$. A particular case of the last occurs when the discrete probability distribution $\{\beta_m^2\}_m$ is fairly uniform, for which $r = 1$. Therefore, since $\frac{\beta_m^2}{\sum_m |\alpha_m|^2} = \frac{1}{N}$, one has that $\beta_m^2 = 1/N$ and from (6) the number of copies of $|\Psi\rangle$ necessary to determine each $p_m$, that can be taken as $M = \max_m M_m$, is such that

$$M \geq O \left( p^{-1} \left( \min_m \beta_m^2 \right)^{-1} \right) = O(p^{-1} N).$$

(7)

We conclude that if $p$ has a non-null minimum as a function of $N$, then the computational complexity of the tomography of all the $p_i$ is of order $N$. Otherwise, one needs to determine the asymptotic behavior of the success probability $p$ as $N$ grows (e.g., Section V A).

IV. OVERALL COMPLEXITY OF IMPLEMENTATION

The overall complexity for implementation of a quantum algorithm accounts for all tasks that must be executed. It must
take into account the total resource aspect, such as the number of work and ancilla qubits, that could eventually include qRAM systems, as well as the usual gate complexity aspect, brought together with the measurement complexity scheme. The last accounts for the number of copies and measurements done upon the final state in order to reconstruct its proper statistical averages and features. We will start by the resource aspect. As discussed in sec. II, the preparation of a generic superposition can be done by manipulating the work system directly [31] with no additional qubits needed. For the analysis of the corresponding overall gate complexity of an implementation, we need first to consider the amount of identical copies of \( \rho \) needed for its proper reconstruction, given a determined scheme for the task [41]. Among the cases presented, the total number of copies of \( \rho \) scales as \( O(N^4) \) for SQPT, AAPT-JSM and Linear Regression tomography schemes, \( O(N^2) \) for AAPT-MUB, and a single copy for AAPT-POVM scheme. This total number of copies will appear as a multiplying factor in the full complexity analysis, since all the operations in the implementation of the quantum algorithm, from preparation to readout, should be done this corresponding number of times.

**Preparation:** The overall complexity of the preparation step depends on whether it is implemented by operating directly on the work system or by queries made upon a previously prepared quantum RAM device [65]. Without using ancillas in the preparation, its gate complexity amounts to \( O(N \log^2(N)) \) single- and two-qubit operations, and gate complexity for preparation using the Bucket-Brigade qRAM architecture [36] presents \( O(\log^2(N)) \), as discussed in sec. II. The preparation implemented via FF-qRAM scheme is fully based on the quantum circuit computation model, without any routing algorithm to address the memory cells that must be queried throughout the transformation represented by (1). The number of gate operations in the FF-qRAM sums up to \( O(\log(N)) \) [37].

**Algorithm Evolution:** We define the expression algorithm evolution to denote the process in which the previously prepared work system is evolved to its last configuration, which could represent, for instance, the solution of a system of linear equations [11], a system of coupled differential equations [14], among other examples of possible applications for quantum computation. The quantum algorithm is composed by a sequence of defined steps and operations, which transforms the initial state under linear operations, that can be controlled by ancilla qubits that compose the full system under consideration. The evolution process will be denoted here as a linear map, represented by \( \varepsilon \), as in ref. [41]. The gate and resource complexity of a given algorithm depends on the tasks that may be executed through its implementation, so different quantum algorithms have distinct complexity aspects, specially gate complexity. To represent generically the time complexity of the processing step of the algorithm, we will define a function \( C(\varepsilon) \), which one excludes the steps of preparation and measurement of the quantum states.

**Readout:** The readout aspect must bring the analysis of the number of gates per measurement necessary to characterize a \( N \)-dimensional quantum system. For both SQTP and AAPT-JSM, \( O(\log(N)) \) single qubit operations must be implemented in order to reconstruct the density matrix. For AAPTS-MUB based schemes, one needs \( O(\log^2(N)) \) \( O(\log^4(\mathcal{N})) \) single- and two-qubit gates, given that nonlocal [local] correlations occur in the system. The POVM scheme gate complexity scales as \( O(N^4) \) [41]. There are, also, particular methods of reconstruction for \( \rho \), such as QPCA [58] and Compressed-sensing, which are capable of reconstructing the density matrix with a number of gates up to \( O(R \log(N)) \) and \( O(RN \log^2(N)) \), where \( R \) stands for the rank of the density matrix under reconstruction [57]. For the application of those techniques, some knowledge of \( \rho \) must be needed, such as the existence of larger eigenvalues in some regions of the composed Hilbert space [58] and sparsity of \( \rho \). Since we assume that no prior information about \( \rho \) is known, we do not discuss the overall complexity.

**Overall Complexity:** The overall gate complexity for implementation will now be classified according to each of the techniques discussed in detail in the previous sections. Considering a single shot of a quantum algorithm, represented by the action of the linear map \( \varepsilon \), the gate complexity amounts to \( O(N \log^2(N) + C(\varepsilon)) \) in both SQTP and AAPT-JSM measurements schemes. For AAPT-MUB, the gate aspect sums up to \( O(N \log^2(N) + C(\varepsilon) \log^3(\mathcal{N})) \), and to \( O(\log^2(N) + C(\varepsilon) + N^4) \) for POVM scheme tomography [66]. When FF-qRAM is used, the gate complexity per measurement amounts to \( O(\log(N) + C(\varepsilon)) \) for SQTP/JSM measurements, \( O(\log(N) + C(\varepsilon) + \log^2(\mathcal{N}) \log^3(\mathcal{N})) \) for MUB and \( O(\log(N) + C(\varepsilon) + N^4) \) for POVM based schemes [41]. The overall aspects of gate complexity are represented in the table I. The combination of AAPT-MUB and POVM schemes for tomography with state preparation using the FF-qRAM [37] provides, in terms of the dimension of the system, \( N \), the lowest gate complexities, as it scales as \( \approx O(N^2(\log(N) + C(\varepsilon) + \log^2(N))) \) and \( O(N^4 + \log(N) + C(\varepsilon)) \), respectively.

| Measuring/Prep. | Overall Gate Complexity |
|-----------------|-------------------------|
| DM/BB-qRAM      | \( O(N^4 \log^2(N)) \) \( +C(\varepsilon) + \log(N)) \) |
| FF-qRAM         | \( O(N^2 \log(N) + C(\varepsilon)) \) |

**TABLE I. Gate Complexity Analysis for various schemes of preparation (DM - Direct Manipulation, BB - Bucket Brigade, FF - Flip-Flap) and readout (Measuring) procedures. The quantities in brackets are only taken into account if the system shows local interaction between qubits. The nonlocal interactions are already taken into account in the other terms, if the system shows such behavior.**
The complexity analysis of a quantum algorithm must take into account all the resources necessary for its implementation [1], which involves both space and time resources. [14] provides frameworks for solving both unitary and non-unitary evolutions of a linear differential equation (LDE), besides a general framework for solving any LDEs. This complexity analysis involves quantifying qubit resources and operations that must be applied on the composite quantum system to achieve the solution of the designated problem, which is described by the LDE

\[ \frac{d\tilde{x}(t)}{dt} = M\tilde{x}(t) + \tilde{b}, \]

where \( \tilde{x}(t) \) and \( \tilde{b}(t) \) are \( N \)-dimensional vectors, and \( M \) a \( N \times N \) matrix. This can be represented directly by

\[
\begin{pmatrix}
\dot{x}_1 \\
\vdots \\
\dot{x}_N
\end{pmatrix} =
\begin{pmatrix}
M_{11} & \cdots & M_{1N} \\
\vdots & \ddots & \vdots \\
M_{N1} & \cdots & M_{NN}
\end{pmatrix}
\begin{pmatrix}
x_1 \\
\vdots \\
x_N
\end{pmatrix} +
\begin{pmatrix}
b_1 \\
\vdots \\
b_N
\end{pmatrix}.
\]

The solution to Eq. (8) is given by \( \tilde{x}(t) = e^{Mt}\tilde{x}(0) + (e^{Mt} - I)M^{-1}\tilde{b} \) and can be approximated by a Taylor expansion of order \( k \) of the evolution operator \( e^{Mt} \) as

\[ \tilde{x}(t) \approx \sum_{m=0}^{k} \frac{(Mt)^m}{m!} \tilde{x}(0) + \sum_{n=1}^{k} \frac{M^{n-1}t^n}{n!} \tilde{b}. \]

To implement the quantum circuit, one must represent the vectors in the computational basis \( |x(0)\rangle = \sum_j x_j(0)|j\rangle, |b\rangle = \sum_j b_j|j\rangle \), and matrix \( M \) as operators \( A = \sum_{i,j} M_{ij}/||M|| |i\rangle \langle j| \), where \( ||M|| \) is the spectral norm of \( M \). Denoting \( C_m = ||x(0)|| \frac{(||M|| m)^m}{m!}, D_n = ||b|| \frac{(||M||)^{n-1}}{n!} \), and the operators \( U_m = A^n \), the approximated solution is written (up-to normalization) as

\[ |x(t)\rangle \approx \sum_{m=0}^{k} C_m U_m |x(0)\rangle + \sum_{n=1}^{k} D_n U_{n-1} |b\rangle. \]

For the sake of brevity, here the analysis is restricted to the case where the operator \( A \) is unitary. Thus, all the powers of \( A \) are unitary and the transformations performed on the work system can be implemented independently through controlled operations of ancilla qubits.

The ancillary resources are represented by the number of ancilla qubits needed for the algorithm to work. For unitary \( A \), the information about the Taylor expansion can be encoded into a Hilbert space of dimension \( (k+1) \), which can be realized as a composite system of \( \log(k+1) \) ancillary qubits. The work system employs \( \log(N) \) qubits, and a register, consisting of a single qubit, to control the encoding and decoding operations. Thus, \( 1 + \log(k+1) + \log(N) \) qubits are necessary to implement the unitary case. The steps are divided as: encoding, evolution and decoding.

**Encoding:** The encoding step is represented by the grouped operations in the first box of figure 1. The first gate acts on the first qubit register 1,

\[ V |0\rangle = \frac{1}{\sqrt{N}} \begin{pmatrix} C & D \\ D & -C \end{pmatrix} |0\rangle = \frac{1}{\sqrt{N}} (C |0\rangle + D |1\rangle), \]

where \( C = \sqrt{\sum_m C_m}, D = \sqrt{\sum_m D_m} \) and \( N^2 = C^2 + D^2 \).

The following gates, \( V_{S1} \) and \( V_{S2} \) act on the second register, which consists of a set of \( T = \log(k+1) \) qubits. The operations are controlled by the state of the first qubit register 1 to prepare the states \( |x(0)\rangle \) and \( |b\rangle \). The matrix form of \( V_{S1} \) and \( V_{S2} \) are

\[ V_{S1} = \begin{pmatrix} \sqrt{C_0} & Q & \cdots & Q \\ \sqrt{C_1} & Q & \cdots & Q \\ \vdots & \vdots & \ddots & \vdots \\ \sqrt{C_k} & Q & \cdots & Q \end{pmatrix}, \quad V_{S2} = \begin{pmatrix} \sqrt{D_0} & Q & \cdots & Q \\ \sqrt{D_1} & Q & \cdots & Q \\ \vdots & \vdots & \ddots & \vdots \\ 0 & Q & \cdots & Q \end{pmatrix}, \]

where the \( Qs \) are chosen arbitrarily to make the operators \( V_{S1} \) and \( V_{S2} \) unitary, and can be found by the Gram-Schmidt method [14]. The gates \( U_x \) and \( U_b \) are applied to the work system through operations controlled by the first register 1. The matrix forms of \( U_x \) and \( U_b \) depend on the boundary values of equation (8). The state of the full system after encoding is

\[ |\Psi\rangle = \frac{1}{N} \left[ \sum_{m=0}^{k} \sqrt{C_m} |m\rangle |x(0)\rangle + \sum_{n=1}^{k} \sqrt{D_n} |n-1\rangle |b\rangle \right], \]

where \( |n\rangle \) is the state of all qubits in the second ancilla register according to the binary representation of \( n \). The operators \( V_{S1} \)
and \( V_{S2} \) can be decomposed in \( O(k^2) \) elementary gates \([14]\). To implement the preparation of \( |x(0)\rangle \) and \( |b\rangle \), qRAM calls can be useful, such as FF-qRAM, with complexity amounting to \( \log(N) \), as mentioned in Sec. II, resulting in \( O(k^2 + \log(N)) \) gate operations for preparation.

**Evolution:** The evolution step is represented by the controlled gates grouped in the second box of figure 1. The gates \( U_0, U_1, \ldots, U_k \), which represent the powers of the operator \( A \) act on the work system, controlled by the states of the second ancilla register. After evolution, the state of the full system is left in the configuration

\[
U = \mathcal{I}_1 \otimes |0\rangle_2 \otimes U_0 + \ldots + \mathcal{I}_1 \otimes |k\rangle_2 \otimes U_k, \quad (15)
\]

where \( \mathcal{I}_1 \) stands for the identity operator acting on the first qubit register, and \( |k\rangle_2 \) stands for projections of states of the second ancilla register. The controlled operations of the evolution step yields a gate complexity that scales as \( O(k \log(k) \log(N)) \) operations \([14]\).

**Decoding:** The decoding step is represented by the grouped operations on the last box of figure 1. The operations applied to the system in the steps of the encoding part are reversed. The gates \( V_{S1}^\dagger \) and \( V_{S2}^\dagger \) are applied on the second ancilla register 2, controlled by the state of the first qubit register 1, and the operation \( V^\dagger \) on the first register. The complete expression for the full state of the system consists of a superposition of many ancillary states, in which the \( Q \) coefficients will be present as amplitudes,

\[
|\psi_F\rangle = \frac{1}{\mathcal{N}} \left[ |0\rangle \sum_{m=0}^{k} \sqrt{C_m} |m\rangle U_m |x(0)\rangle + |1\rangle \sum_{n=1}^{k} \sqrt{D_n} |n-1\rangle U_{n-1} |b\rangle \right]. \quad (16)
\]

The work system is left in the state proportional to the solution of many ancillary states, in which the \( Q \) coefficients will be present as amplitudes,

\[
|\psi_F\rangle = \frac{1}{\mathcal{N}^2} \left[ |0\rangle |0\rangle^T \sum_{m=0}^{k} C_m U_m |x(0)\rangle + \sum_{n=1}^{k} D_n U_{n-1} |b\rangle + |\Phi\rangle \right]. \quad (17)
\]

The controlled operations of the evolution step yields a gate complexity that scales as \( O(k \log(k) \log(N)) \) operations \([14]\).

The work system is left in the state proportional to the solution of the given linear system of equations. The composed quantum system, after the implementation of all steps is left in a state which is proportional to the vector corresponding to the solution of the given linear system. Specifically, the problem under consideration is to solve

\[
\mathcal{A}\vec{x} = \vec{b}, \quad (20)
\]

for the unknown vector \( \vec{x} \), where \( \mathcal{A} \) is a Hermitian \([69]\) \( N \times N \) matrix. Its solution corresponds to \( \vec{x} = \mathcal{A}^{-1}\vec{b} \), and the HHL algorithm is usually referred to as quantum linear problem. To perform this task, one must be able to represent \( \vec{b} \) as a state vector \( |b\rangle \), which is manipulated through the protocol to generate the state

\[
|x\rangle = \mathcal{A}^{-1} |b\rangle, \quad (21)
\]

up to normalization.

**B. Complexity dependence on the probability of success**

The probability of the first two registers to be in the state \( |0\rangle |0\rangle \otimes T \), named probability of success in Section III A, can be written

\[
p = \frac{\langle x(t)|x(t)\rangle}{N^4}. \quad (18)
\]

Let us consider an example where the ordinary differential equation (8) comes from discretising a 1-dimensional diffusion Partial Differential Equation by means of a Finite Difference Method. A typical case of this \([67]\) results on the tridiagonal matrix

\[
\mathcal{M} = N^2 \begin{pmatrix} -2 & 1 & 0 & \cdots & 0 \\ 1 & -2 & 1 & \cdots & 0 \\ 0 & 1 & -2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 & -2 \end{pmatrix}, \quad (19)
\]

which depends on the system’s size \( N \), and \( \vec{b} \) can be taken as the null vector. Assuming a non-null initial condition \( \vec{x}(0) \), it can be proved that both \( ||\vec{x}(t)||^2 \) and \( ||\vec{x}(t)||^2 \) are of \( O(N) \) (for \( t \) less than the stable time-step increment \([67]\)), \( ||\mathcal{M}|| = O(N^2), \mathcal{N} = O(N^{4k+1}) \), where \( k \) is the order of the Taylor’s expansion, thus obtaining that \( p = O(N^{-4k}) \). Substituting these orders in (7) one sees that the number of necessary copies of the algorithm’s resulting state-vector goes as \( N \geq O(N^{4k+1}) \).

**C. Complexity of algorithm in Ref. [11]**

The HHL algorithm \([11]\) provides a framework in which it is possible, using phase estimation and controlled rotation techniques \([68]\), to prepare a quantum state which corresponds to the solution of a linear system of equations. The composed quantum system, after the implementation of all steps is left in a state which is proportional to the vector corresponding to the solution of the given linear system. Specifically, the problem under consideration is to solve

\[
A\vec{x} = \vec{b}, \quad (20)
\]
For the implementation of the algorithm, three qubit registers are necessary: the first register consists of a single ancilla qubit, and it is used both to take part in controlled operations during the algorithm and to post-select the output state of the composite quantum system. The second register is composed by \( m \) qubits, which are used during phase estimation to store the eigenvalues of \( A \) to \( m \)-bit precision and to control operations on the other steps of the algorithm, and the third register, which consists of \( \log(N) \) qubits, assuming that \( |b\rangle \) is a \( N \)-dimensional state vector. Thus, the qubit requirements for implementation of the HHL subroutine has general complexity scaling as \( O(1 + m + \log(N)) \).

The general procedure for implementation of the HHL subroutine algorithm is described as follows: in the first stage, the third register undergoes a procedure of Hamiltonian simulation, conditioned on the states of the second register, followed by phase estimation, to extract and store the eigenvalues of the operator \( A \). In the second stage, controlled rotations are executed upon the first qubit register, controlled by the second register, to extract the inverse of the eigenvalues, \( \frac{1}{\lambda_j} \), and store the information into a superposition of entangled states between the registers. The third stage is where the phase estimation procedures of the first stage are reversed, leading the state of the second register to the initial configuration, and the first and third register in a superposition of entangled states in which, by measuring the state of the first, the state of the whole system is post-selected to

\[
|\Psi_t\rangle \propto |1\rangle |0\rangle^\otimes m |x\rangle ,
\]

where \( |x\rangle = \sum_j \beta_j / \lambda_j |j\rangle \) represents the solution of the given linear system. The corresponding generic circuit representation of the algorithm is given in figure (2). A detailed description of the stages of implementation is given in the following.

**First Stage:** In the first stage of the algorithm, the state \( |b\rangle \) is prepared on the third register. For this task, it is assumed that there exists a unitary operation \( B \), acting on \( \log(N) \) qubits, which can transform an initial quantum state in the state \( |b\rangle \). For simplicity, and without loss of generality, this initial state will be assumed to be \( |0\rangle^\otimes m \), and the transformation \( B \) executes the task \( |0\rangle^\otimes m \rightarrow |b\rangle = \sum_j b_j |j\rangle \) in \( T_B \) steps, being \( |j\rangle \) the \( N \)-dimensional computational basis state. The second register is also transformed by the action of the \( m \)-qubit Hadamard gate, thus leaving the composite system in the configuration

\[
\frac{1}{2^{m/2}} |0\rangle_1 \sum_{k=0}^{M-1} |k\rangle_2 |b\rangle_3 ,
\]

with \( M = 2^m \). It is worth noting that these \( T_B \) steps used to prepare the initial state \( |b\rangle \) of the work system can be executed by any of the preparation processes described before, either by direct manipulation of the work system by unitary operations, or by direct calls on a previously established qRAM structure, resulting in \( O(\log(N)) \) steps.

The next operation is the conditioned Hamiltonian simulation executed upon the third register. This operation is controlled by states of the qubits from the second register, and is represented by \( U_A = \sum_k |k\rangle k|2 \otimes e^{iAtk}/M \). Assuming the operator \( A \) can be represented in the diagonal form \( A = \sum_j \lambda_j |j\rangle |j\rangle_3 \), where \( \lambda_j \) represents the eigenvalues of \( A \), the action of \( U_A \) leads to the composite state

\[
\frac{1}{2^{m/2}} |0\rangle_1 \sum_{k=0}^{M-1} \sum_{j=0}^{N-1} e^{2\pi i \lambda_j k/M} \beta_j |k\rangle_2 |j\rangle_3 ,
\]

where \( \lambda_j \) represents the \( m \)-bit representation of the \( j \)th eigenvalue of the operator \( A \). The sum over \( k \) in eq. (24) is the definition of a Fourier transformed \( m \)-qubit state, which can be expressed, equivalently, in the product representation [1]. Thus, applying the inverse Fourier transform operation QFT\(^\dagger\) upon the second register results in

\[
|0\rangle_1 \sum_{j=0}^{N-1} \beta_j |\lambda_j\rangle_2 |j\rangle_3 ,
\]

where the eigenvalues are now encoded in the \( m \)-bit strings of the states of the second register. These will be latter used to control operations on the first register in the second stage of the algorithm. The Hamiltonian simulation \( U_A \) can be done in \( O(s^2 t \log(N)) \) steps assuming the matrix \( A \) to be \( s \)-sparse [11]. The quantum Fourier transforms QFT\(^\dagger\) and QFT can be implemented in the \( m \)-qubit register \( \Theta(m^2) \) steps, and the Hadamard operations \( H^\otimes m \) consists in \( O(m) \) single qubit rotations. This results in complexity aspects \( O(m^2 + s^2 t \log(N)) \).

**Second stage:** In this stage, one must execute conditional rotations on the first register. These operations are controlled by the states of the second register, namely at this point, \( |\lambda_j\rangle \).

The aim of these operations is to extract \( 1/\lambda_j \), for each eigenvalue \( \lambda_j \) and corresponding eigenvector \( |j\rangle \). This operation consists on a controlled-\( m \) rotation on the first register, which is represented in the circuit of figure (2) by \( R_y(\theta_j) \). This operation has the matrix form

\[
R_y(\theta_j) = \begin{pmatrix}
\cos(\theta_j) & -\sin(\theta_j) \\
\sin(\theta_j) & \cos(\theta_j)
\end{pmatrix} ,
\]

FIG. 2. Quantum circuit for the implementation of a linear system solver, according to the HHL algorithm. The different three stages of the algorithm are separated by the boxes indicated in the circuit.
with \( \theta_j = \arcsin \left( \frac{C}{\tilde{\lambda}_j} \right) \) where \( C \) is a constant. The controlled operation is then represented by \( \sum_j \left| \tilde{\lambda}_j \right\rangle \left\langle \tilde{\lambda}_j \right|_2 \otimes R_y(\theta_j) \). At this stage, \( m \)-controlled operations are executed on the first register, each corresponding to a rotation depending on the state of the second register. With these operations, the state is transformed into

\[
\sum_{j=0}^{N-1} \left[ \cos(\theta_j) \left| 0 \right\rangle_1 + \sin(\theta_j) \left| 1 \right\rangle_1 \right] \beta_j \left| \tilde{\lambda}_j \right\rangle_2 \left| u_j \right\rangle_3
\]

(27)

Third Stage: In the third and last stage of the HHL algorithm, the operations executed over the system in the first stage, as the Quantum Fourier transform and Hamiltonian evolution are inverted, and a measurement on the first qubit register is done for postselection. If the outcome of this measurement is 1, then the algorithm had succeeded in preparing a quantum state proportional to \( \left| x \right\rangle \).

The first operation of the third stage is the Quantum Fourier transform on the second register. This has the effect of leaving the second register in the configuration

\[
\left| \tilde{\lambda}_j \right\rangle_2 \rightarrow \frac{1}{2^m/2} \sum_{k=0}^{M-1} e^{2\pi i k j} \left| k \right\rangle_2.
\]

(28)

With the state of the second register again being represented by a superposition of the \( \left| k \right\rangle_2 \) states, the next step is to apply reverse controlled operations, \( U_A^\dagger \), to the third register. This operation has the form \( U_A^\dagger = \sum_k \left| k \right\rangle_3 \left\langle k \right|_2 e^{-2\pi i k A} \). With these controlled operations, the relative exponential factors are eliminated from the superposition, and the state of the composite system is represented by

\[
\frac{1}{2^m/2} \sum_{j=0}^{N-1} \sum_{k=0}^{M-1} \beta_j \left[ \left[ 1 - \frac{C^2}{\lambda_j^2} \left| 0 \right\rangle_1 + \frac{C}{\lambda_j} \left| 1 \right\rangle_1 \right] \left| k \right\rangle_2 \left| u_j \right\rangle_3 \right.
\]

(29)

The second register is then submitted to the \( m \)-qubit Hadamard transform, as done in the first stage. This operation has the effect of bringing back the state \( 1/2^m/2 \sum_k \left| k \right\rangle_3 \) to the configuration \( \left| 0 \right\rangle_2^\otimes m \), and then leaving the composite system in the state

\[
\sum_{j=0}^{N-1} \left[ \left[ 1 - \frac{C^2}{\lambda_j^2} \left| 0 \right\rangle_1 + \frac{C}{\lambda_j} \left| 1 \right\rangle_1 \right] \left| 0 \right\rangle_2^\otimes m \beta_j \left| u_j \right\rangle_3 \right.
\]

(30)

Then, the measurement is made upon the first register, aiming to post-select the quantum state in the third register which is proportional to the vector of solutions, \( \left| x \right\rangle \). If the outcome 1 is obtained, the state

\[
C \sum_{j=0}^{N-1} \frac{\beta_j}{\lambda_j} \left| 0 \right\rangle_2^\otimes m \left| u_j \right\rangle_3
\]

is heralded, with probability \( \sum_j \left| \frac{\beta_j}{\lambda_j} \right|^2 \) [11], that does not affect the computational complexity of the problem. An important observation is that the fidelity of the state is not with respect to \( \left| x \right\rangle \) itself after post-selection, but to \( \left| 0 \right\rangle_2^\otimes m \left| x \right\rangle_3 \). The complexity aspects for the third stage are similar to the first, but without Hamiltonian simulation.

The overall aspects of gate complexity of the HHL algorithm are given as \( O(m^2 + s^2 t \log(N) + \log(N)) \), with almost all operations concentrated in the first and third steps of the quantum algorithm, consisting in creating the initial superposition \( \left| b \right\rangle \), Hamiltonian simulation of the operator \( A \) and the QFT procedures. It is worth noting that the expectation values to extract global properties of the solution can imply in additional complexity aspects, and depends strongly on the probability amplitudes of the final state and the schemes used for measurement.

VI. CONCLUSION

We present in this work a theoretic overview of the total complexity for implementation of some gate-based quantum algorithms which involve the codification of the system parameter in the initial state of the work/register qubits and the solution to the given problem is also codified in the final state of the qubits, represented by a generic linear map \( \sigma \). It is important to notice that algorithms that depend on the preparation of input states as superpositions of the basis states have at least \( O(N \log^2(N)) \) gate operations based on direct manipulation of the work qubits. Once a FF-qRAM device is available, this complexity can be reduced to \( O(\log(N)) \), assuming that the state is previously prepared in such a device. Concerning the output states, the analysis is made considering a fairly uniform probability distribution, as the precise estimation of the number of samples needed for tomography depends upon the probability distribution of states on the Hilbert space. In this case, if the desired result is encoded in a single amplitude of a given state, the number of required ensemble copies scales as \( O(N) \) in the best case scenario. For algorithms depending upon the preparation of a superposition state, and the solution is encoded in the final superposition state of the work qubits, the overall complexity will be at least \( O(N \log(N)C(\epsilon)) \), \( C(\epsilon) \) being the time complexity of the processing stage of the quantum algorithm. We point out that this complexity overview also depends on the architecture of the quantum hardware in which the algorithm should be implemented, and the availability of basic quantum gates for proper decomposition of all operations needed in the process of implementation.
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