Quantum reflection and dwell times of metastable states
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Abstract

The concept of phase and dwell times used in tunneling is extended to quantum collisions to derive a relation between the phase and dwell time delays in scattering. This relation can be used to remove the near threshold s-wave singularities in the Wigner-Eisenbud delay times and amounts to an extension of the concept of quantum reflection to strong interactions. Dwell time delay emerges as the quantity which gives the correct behaviour of the density of states of a metastable state at all energies. This fact is demonstrated by investigating some recently found metastable states of mesic-nuclei.

PACS numbers: 03.65.-w, 03.65.Nk, 03.65.Xp, 25.70.Ef
In an attempt to answer the question of how long does a particle take to tunnel through a barrier, physicists have given rise to several definitions of tunneling times. For example, the dwell time is considered a measure of the average time spent by a particle in a given region of space. A phase time is defined in terms of the energy derivatives of the phases of the reflection and transmission amplitudes. A traversal time was defined by Büttiker and Landauer as the interaction time of a particle transmitted through a barrier \([1]\). Though there exist extensive reviews \([2, 3]\) on these and some others such as complex and Larmor times, one does find contradictory remarks regarding the physical interpretation of some of them and the subject in general has remained controversial. It is however not the objective of the present work to attempt to resolve any of the controversies in tunneling and related phenomena like the Hartmann effect \([4]\). Instead, we start with an established relation between the phase time and dwell time which follows from a derivation in a tunneling problem \([2, 5]\) and derive a similar relation in the context of metastable states in quantum collisions. The self-interference term appearing in the phase time of the tunneling problem due to the interference of the reflected and incident flux at a barrier re-appears in our derivation in terms of a transition matrix in elastic scattering. Such a derivation becomes possible only after interpreting the reflection appearing in tunneling in terms of ‘quantum reflection’ by a strong potential in the scattering process. The dwell time delay expression derived, is useful in extracting information on the metastable states close to threshold, in contrast to the usual phase time delay (often addressed simply as ‘time delay’ of Wigner \([6]\) which as we shall see becomes singular in the \(s\)-wave scattering near threshold.

We illustrate the above relation by applying it to the realistic case of the quantum mechanical scattering of \(\eta\) mesons on light nuclei for the location of unstable \(\eta\)-mesic nuclear states. The attractive nature of the \(\eta\)-nucleon interaction arising due to the proximity of the \(\eta\)-nucleon threshold to the \(s\)-wave nucleon resonance \(N^*(1535)\), motivated the searches of \(\eta\)-mesic nuclei. The results on the \(\eta\)-mesic states obtained within the various theoretical models of the \(\eta\)-nucleon interaction are relevant in the light of recent experimental claims \([7]\) of such states and speculations based on \(\eta\)-production data \([8]\).

We start by considering a relation derived in \([5]\) in context with tunneling through a potential barrier in one dimension (1D) (though the final results would have relevance for the case of three dimensions (3D), as also discussed in \([5]\)). For a particle of energy \(E = \hbar^2 k^2 / 2\mu\)
\( \hbar k \) is the momentum, incident on the barrier, it was shown in [5] that,

\[
\tau_\phi(E) = \tau_D(E) - \hbar \frac{\text{Im}(R)}{k} \frac{dk}{dE},
\]

where \( \tau_\phi(E) \) which is given in terms of a weighted sum of the energy derivative of the reflection and transmission phases follows from the standard definition [2, 5] of phase time. The first term on the right hand side is the ‘dwell time’ [5] which is a measure of the time spent by the particle in the barrier region regardless of whether it is ultimately transmitted or reflected. The second term on the right is the self-interference term which arises due to the overlap of the incident and reflected waves in front of the barrier [5]. As we shall see later, it is this term which relates to threshold singularities in the phase time delay for 3D \( s \)-wave collisions. Eq. (1) and its physical interpretation is discussed extensively in [9] and the case of scattering in 3D in [10].

We note that \( \tau_\phi \) (in 1D or 3D), is not the same as the ‘time delay’ in [6, 11]. The scattering phase shift derivative in Wigner’s time delay, namely, \( \tilde{\tau}_\phi(E) = 2\hbar \frac{d\delta}{dE} \), is related through the Beth-Uhlenbeck formula to the density of states [12],

\[
\sum_l g_l(E) - g_0^l(E) = \sum_l \frac{2l + 1}{\pi} \frac{d\delta_l(E)}{dE},
\]

where \( g_l(E) \) and \( g_0^l(E) \) are the densities of states with and without interaction respectively. In this sense, \( \tau_\phi(E) \) and \( \tau_D(E) \) are the times spent ‘with interaction’ and not a difference which represents time delay. There also exists a general connection between the dwell times and the density of states in the barrier region for a 3D [13] and a 1D system [14]. The \( \tau_D(E) \) is also a measure of the time spent in the barrier region and hence is ‘the density of states with interaction’. Though both the dwell and phase times are densities of states with interaction, the interaction in the two cases differs. In the case of dwell time it is related to the time spent inside the barrier or the time spent by colliding particles within a certain distance say ‘\( r \)’ of each other. In the case of the phase time, it is the difference between the time of arrival of the wave packet at the barrier and the time when it leaves. In this case, the incident wave has mixed with the reflected one and this affects the time spent in the barrier. In fact, numerical simulation shows that the traversal time of a wave packet through a barrier agrees with the phase time rather well [15].

Subtracting the density of states without interaction for a given region [11] (or in other
words the density of states of free particles, say $\tau^0(E)$) from both sides of (1), we get,

$$\tilde{\tau}_\phi(E) = \tilde{\tau}_D(E) - \hbar \frac{Im(R)}{k} \frac{dk}{dE}$$

(3)

where, $\tilde{\tau}_\phi(E) = \tau_\phi(E) - \tau^0(E)$ and $\tilde{\tau}_D(E) = \tau_D(E) - \tau^0(E)$ are now the phase and the dwell time delay respectively. In 3D, $\tilde{\tau}_\phi(E) = 2\hbar \frac{d\delta}{dE}$ is what is generally referred to as Wigner’s time delay \(^6\). It is the ‘delay times’ which are strongly peaked at energy values corresponding to a metastable state \(^{11}\), and not simply the times (see \(^{16}\) and the references therein). It would now be right to ask if relation (3) could act as a general relation for any type of interaction, an attractive strong one for example without the existence of a Coulomb barrier from which the particle would get reflected. To understand this, we shall briefly dwell upon the concept of ‘quantum reflection’ below.

Recent research involving ultra cold atoms and molecules has drawn great attention to the phenomenon of quantum reflection \(^{17}\). The term ‘quantum reflection’ describes the classically forbidden reflection of a particle in a classically allowed region (without classical turning points). This could happen above potential barriers or at the edge of attractive potential tails and is often relevant at very low energies. The phenomenon of reflection in 1D can be viewed as a back scattering in 3D s-wave collisions. With no angle dependence of the scattering amplitude in the case of s-waves, the s-wave 3D motion can be viewed as a 1D motion in the radial coordinate. The importance of the reflection term in (3) at low energies becomes obvious as one examines the relation between the reflection amplitude, $R$, and the scattering matrix, $S$, namely, $R = |R| e^{i\phi} = -S = -e^{2i\delta}$, where $\delta$ is the scattering phase shift (and can in general be complex \(^{18}\)). In \(^{18}\), while discussing the effective range theory for quantum reflection amplitudes, it was further pointed out that at low energies ($k \to 0$), $|R|$ approaches unity and the phase $\phi \sim \pi - 2ak$, where $a$ is the scattering length and is related to the transition matrix, $t$, at zero energy. A similar connection between the $S$-matrix and the reflection amplitude and its phase has been used in \(^{19}\). With $R = -S$ and $S$ related to the complex transition matrix in scattering as, $S = 1 - i\mu k (t_R + it_I)/\pi$, where $t_R$ and $t_I$ are the real and imaginary parts of the $t$-matrix respectively and $\mu$ is the reduced mass of the system, we obtain the ‘self-interference’ term of (3) in terms of $t$ as,

$$-\hbar \frac{Im(R)}{k} \frac{dk}{dE} = -\hbar \mu \frac{t_R}{\pi} \frac{dk}{dE}.$$  

(4)

Replacing the low energy behaviour of the reflection amplitude mentioned above ($R \sim e^{i(\pi-2ak)}$), $dk/dE = \mu/\hbar^2 k$ and the definition of the complex scattering length $a = \ldots$
\( a_R + ia_I, \) namely, \( t(E = 0) = -2\pi a/\mu, \) we see that \(-\hbar \frac{\text{Im}(R)}{k} \frac{dk}{dE} \sim \frac{2aR}{\hbar k} \) as well as \(-\hbar \mu \frac{t_R dE}{dE} \sim \frac{2aR}{\hbar k}. \) This is indeed also the threshold singularity present in the definition of the time delay in s-wave collisions near threshold. The real scattering phase shift for s-waves, \( \delta \to k a_R \) close to threshold and Wigner’s time delay, \( \tilde{\tau}_\phi(E) = 2\hbar \frac{d\delta}{dE} k^{-\eta} \sim \frac{2aR}{\hbar k}. \) Putting together Eqs (3) and (4), i.e., identifying the reflection amplitude in (3) as a quantum reflection amplitude, we can evaluate the “dwell time delay”, \( \tilde{\tau}_D(E), \) once the scattering matrix in elastic collisions is known. Thus, in scattering processes,

\[
\tilde{\tau}_D(E) = \tilde{\tau}_\phi(E) + \hbar \mu \frac{t_R}{\pi} \frac{dk}{dE}.
\]

In general, with the phase shift, \( \delta \propto k^{2l+1} \) (as given in standard scattering theory books [20]), or rather \( \delta \propto E^{l+1/2} \) (where \( E = E_{CM} - E_{th} \) and \( E_{CM} \) and \( E_{th} \) are the centre of mass and threshold energies respectively), the energy derivative \( d\delta/dE \propto E^{l-1/2}. \) Hence this derivative which is the phase time delay, blows up for \( l = 0, \) when \( E_{CM} \to E_{th}. \) This makes locating resonances near threshold difficult using \( \tilde{\tau}_\phi(E). \)

With the \( S \) matrix given by \( S = 1 + 2itT, \) with \( T = -(\mu k/2\pi)t \) and using the delay time in elastic collisions, defined as \( \tilde{\tau}_\phi(E) = \Re \{ -i\hbar (S^{-1}dS/dE) \}, \) we get [16, 21, 22],

\[
\tilde{\tau}_\phi(E) = \frac{2\hbar}{A} \left[ -\frac{\mu k}{2\pi} \frac{dt_R}{dE} - \frac{\mu^2 k^2}{2\pi^2} \left( t_I \frac{dt_R}{dE} - t_R \frac{dt_I}{dE} \right) - \frac{\mu}{2\pi} t_R \frac{dk}{dE} \right],
\]

with \( A = 1 + (2\mu kt_I/\pi) + (\mu^2 k^2(t_R^2 + t_I^2)/\pi^2). \) For elastic scattering in the absence of inelasticities, the factor \( A = 1 \) and the last term can be identified with the self-interference delay given in [4]. In the presence of inelasticities, \( R = \eta e^{2i\delta_R}, \) where \( \delta_R \) is the real part of the scattering phase shift and \( \eta = e^{-2\delta_I}, \) with \( \delta_I \) the imaginary part of the phase shift. In the context of the discussion in [5] above their Eq. (9), this would be the case of a complex potential with losses, where \( |R|^2 + |T|^2 \) is not unitary. One could write \( |R|^2 + |T|^2 = 1 - |A|^2 = |\xi|^2, \) where \( |A|^2 \) is an absorption factor and for a lossless barrier, \( |\xi|^2 \) is unity. However, due to the fact that time is real, the additional term which arises, does not contribute to the delay times or the density of states and the general relation between the phase and dwell times in (1) and hence the delay times in (3) remains the same.

We shall now use Eq. (3) to evaluate the dwell time delay distribution for the \( \eta^{-3}\text{He} \) and \( \eta^{-4}\text{He} \) systems. The model of the \( t \)-matrix for \( \eta^{-3}\text{He} \) and \( \eta^{-4}\text{He} \) elastic scattering has already been developed in [21, 22] using few body equations within the finite rank approximation (FRA) and hence we shall not repeat it here. Considering the uncertainty in the knowledge
of the eta-nucleon ($\eta N$) interaction, in [21], these distributions were evaluated for different models of the elementary $\eta N$ interaction. Since the nucleus in $\eta$-nucleus scattering remains in its ground state in the intermediate state in the FRA of few body equations, we shall focus on the near threshold region. Besides, the $\eta$-mesic states of interest are also expected to be close to threshold, according to some recent experimental claims [7]. One of the objectives of these calculations is also to demonstrate the extension of the concept of “quantum reflection in nuclear physics”. To the best of our knowledge, quantum reflection phenomena have been observed [17] in the case of long ranged attractive potentials. With the absence of a Coulomb ‘barrier’ for the neutral $\eta$ mesons, one can understand the singular term related to the reflection amplitude only in terms of a ‘quantum reflection’.

In Fig. 1, the delay times in the elastic scattering reaction, $\eta^3\text{He} \rightarrow \eta^3\text{He}$ are shown as a function of the energy, $E = E_{\eta^3\text{He}} - m_\eta - m_{3\text{He}}$, where $E_{\eta^3\text{He}}$ is the total energy available in the centre of mass of the $\eta^3\text{He}$ system. The solid lines correspond to the Wigner-Eisenbud time delay evaluated using (6). The time delay at negative energies (see [21, 22] for the physical interpretation) corresponds to $k \rightarrow ik$ (hence $E = -k^2/2\mu$) and is useful in locating the bound and quasibound states with negative binding energy. In [21] the correctness of the method for bound states has been demonstrated with the example of the lowest stable nucleus, namely, the deuteron. The one-to-one correspondence between the poles of the $S$-matrix and the peaks in the delay times has been shown for the case of quasi-virtual and quasi-bound states of the $\eta$-meson and the deuteron in [22]. This correspondence holds at all energies for partial waves with $l \neq 0$ and for $l = 0$ only at energies quite away from threshold. At negative energies, in the interference term in (5), $t_R$ gets replaced by $t_I$ and $a_R$ by $a_I$ in the $k \rightarrow 0$ limit. The dashed curves in Fig. 1 are the self-interference delays due to quantum reflection as given in (4). The shaded regions correspond to the dwell time delay which is obtained after subtracting the self-interference term from the delay time $\tilde{\tau}_\phi(E)$ as in (3). The three different plots correspond to three distinct models of the $\eta N$ interaction which lead to the three different $\eta N$ scattering lengths, namely, $a_{\eta N} = (0.88, 0.41) \text{ fm}$ [23], $a_{\eta N} = (0.28, 0.19) \text{ fm}$ [24] and $a_{\eta N} = (0.51, 0.26) \text{ fm}$ [25]. A peak just above threshold (a resonance of $\eta^3\text{He}$ around 0.5 MeV excitation energy) appears for the largest of the scattering lengths. The dwell time delay in this case shows a clear Lorentzian distribution. For the smaller scattering lengths, the peaks become broader and spread over to negative energies. For $a_{\eta N} = (0.28, 0.19) \text{ fm}$, a broad peak appears around −5 MeV, in agreement
with the experimental findings \[7\] of $\eta$-mesic helium.

FIG. 1: Phase time delay (solid lines), dwell time delay (shaded region) and the self-interference delay (dashed lines) in the reaction, $\eta^3\text{He} \rightarrow \eta^3\text{He}$, versus $E = E_{\eta^3\text{He}} - m_\eta - m_{3\text{He}}$, for models of the $\eta N$ interaction with three different $\eta N$ and $\eta^3\text{He}$ scattering lengths, $a_{\eta N}$ and $a_{\eta^3\text{He}}$, in fm.

FIG. 2: Same as Fig. 1 but for the case of $\eta^4\text{He}$ elastic scattering.

In Fig. 2 we show the dwell and phase time delay in $\eta^4\text{He}$ elastic scattering for two $\eta N$ models \[23, 24\]. Once again, for the smaller scattering length, there is a bump at a negative energy of $-2$ MeV. The model with the larger scattering length however displays a clear ‘time advancement’ in the distribution. Such a negative time delay can be interpreted
in terms of a repulsive $\eta^4\text{He}$ interaction $^{[11, 26]}$. This means that the dwell time without interaction is bigger than the one with interaction, thus also implying that the interaction must be repulsive (which is also apparent from the sign of $\Re e [a_{\eta^4\text{He}}] = -3.94 \text{ fm}$).

In summary, we began with an expression connecting the phase and dwell times obtained in connection with quantum tunneling and wrote down the corresponding expression for the phase and dwell time ‘delays’ $^{[3]}$. The relation emerges after noting that the ‘phase time delay’ of Wigner is simply the difference of the density of states with and without interaction as given by the Beth-Uhlenbeck formula. The ‘dwell time delay’ is also a difference of the density of states, however, it is free of the threshold singularity present in the definition of the $s$-wave phase time delay. The self-interference term with a reflection amplitude in tunneling can be identified as a term given in terms of the $t$-matrix in scattering only by introducing the concept of ‘quantum reflection’. Since such a self-interference delay term in scattering depends on the $t$-matrix, it is not necessary to have a barrier, like a Coulomb barrier for example through which the $\alpha$ particle tunnels in the case of $\alpha$ decay. That the dwell time delay gives the correct energy behaviour of metastable states is demonstrated by applying it to the $s$-wave scattering of the neutral $\eta$ mesons and helium nuclei. The practical importance of the relation lies in the separation of the $s$-wave threshold singularity which can be confused with a zero energy resonance. Lorentzian peaks in the dwell time delay distributions, which have some support from experimental data on $\eta$-mesic nuclear states emerge after the subtraction of the self-interference delay from the phase time delay. This method can in general be applied to locate $s$-wave unstable states near threshold.
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