LEARNING SHAPE PRIORS BY PAIRWISE COMPARISON FOR ROBUST SEMANTIC SEGMENTATION
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ABSTRACT

Semantic segmentation is important in medical image analysis. Inspired by the strong ability of traditional image analysis techniques in capturing shape priors and inter-subject similarity, many deep learning (DL) models have been recently proposed to exploit such prior information and achieved robust performance. However, these two types of important prior information are usually studied separately in existing models. In this paper, we propose a novel DL model to model both type of priors within a single framework. Specifically, we introduce an extra encoder into the classic encoder-decoder structure to form a Siamese structure for the encoders, where one of them takes a target image as input (the image-encoder), and the other concatenates a template image and its foreground regions as input (the template-encoder). The template-encoder encodes the shape priors and appearance characteristics of each foreground class in the template image. A cosine similarity based attention module is proposed to fuse the information from both encoders, to utilize both types of prior information encoded by the template-encoder and model the inter-subject similarity for each foreground class. Extensive experiments on two public datasets demonstrate that our proposed method can produce superior performance to competing methods.

Index Terms— Shape priors, Inter-subject similarity, Semantic segmentation

1. INTRODUCTION

Semantic segmentation, which is aimed at predicting semantic labels for pixels within images, is a fundamental problem in medical image analysis. With the development of deep fully convolutional networks (FCN $^1$), compelling results have been achieved by introducing contextual information into deep learning (DL) for image segmentation. Despite great advances in medical image segmentation, many challenges still remain which recent works have tried to address. First, shape priors are not effectively captured. Second, inter-subject similarity, which provided abundant resources for anatomical priors in classical medical image segmentation methods such as atlas-based segmentation $^2$, is not fully-exploited. Third, DL methods usually rely on a large amount of representative data for training. With limited training data, it is difficult to balance between exactly modeling the prior knowledge of target objects and robustly representing individual differences.

Inspired by traditional segmentation techniques that incorporated shape and/or appearance prior knowledge, many DL models were proposed to exploit such prior knowledge for improving accuracy and robustness. One group of methods modeled inter-subject similarity by fully exploiting anatomical priors. These works were motivated by the classical concept of atlas-based segmentation, and implemented in two ways: formulating atlas-based segmentation with a DL framework $^2$, and combining the segmentation task with a registration task for joint optimization $^3$. Another group of methods leveraged shape priors from different perspectives, e.g., formulating a new loss function $^4$, imposing constraints on shape codes/representations in latent space $^5$, combining with statistical shape models $^6$, representing sparse anatomical shapes with point clouds $^7$, and learning a deformation field to resample an initial binary mask $^8$. A common drawback of all these methods was that the shape priors and inter-subject similarity were not simultaneously modeled.

So far, we are aware of only one work $^9$ closely related to ours, where the shape priors and inter-subject similarity were both leveraged within a single DL framework.
Specifically, a conjugate fully convolutional network (CFCN, a Siamese structure) was proposed by Wang et al., which took pairs of samples as input to capture the inter-subject similarity, and a proxy supervision signal was formulated to encode the shape priors in the label space. The limitations of this work are threefold. First, the inter-subject similarity was modeled between slices, rather than volumes. Hence, the 3D spatial consistency was not fully attended, resulting in compromised segmentation accuracy. Second, this method only addressed binary segmentation, and it may be difficult to generalize for multi-class segmentation since the competition between classes and the class-imbalance may make the training process hard to converge. Third, the shape priors were only encoded in the label space, and the appearance characteristics of any specific tissue/organ were overlooked.

In this paper, we similarly adopt a Siamese structure but only for the encoders—to encode shape priors and the inter-subject similarity, with a more effective implementation. Specifically, one of the Siamese encoders takes a target image as input (the image-encoder), and the other concatenates a template image and its foreground regions as input (the template-encoder). The concatenated input to the template-encoder incorporates the foreground regions of each class in the template image, enabling us to not only encode shape priors explicitly (thus eliminating the need for the proxy supervision as in [9]), but also exploit the appearance characteristics of each foreground region by the template-encoder. In this sense, we name our network as Prior-Net. In addition, a cosine similarity based attention module is proposed to fuse the information from both encoders, for fully exploiting the shape priors and appearance characteristics from the template-encoder, and modeling the inter-subject similarity between subjects for each foreground class. We demonstrate the effectiveness of our proposed approach on the publicly available Child and Adolescent NeuroDevelopment Initiative (CANDI) dataset and Liver Tumor Segmentation Challenge (LiTS) dataset, and experimentally show that our approach is robust, and capable of achieving superior performance to other methods.

2. METHOD

In this section, we present the details of the proposed Prior-Net. An overview of Prior-Net is shown in Fig. 1. The Prior-Net focuses on two types of important prior knowledge: shape priors and inter-subject similarity (see Fig. 1(right for a visual illustration), and consists of three parts: an encoder-decoder structure (the image-encoder and image-decoder); an extra template-encoder, and a cosine similarity based attention module. The encoder-decoder structure takes a sample as input, and extracts features with bottom-up and top-down ways for predicting the segmentation for each voxel of the input. The extra template-encoder takes a template image and its foreground regions (obtained from the segmentation ground truth) as input to encode shape priors and appearance characteristics. The cosine similarity based attention module is used to fuse the information from both encoders.

**Basic Encoder-Decoder Structure:** We adopt the 3D U-Net [1] as the basic encoder-decoder structure to learn deep semantics from the image and output segmentation. The U-Net architecture contains a contracting path (i.e., the encoder), an expanding path (i.e., the decoder), and skip connections from the contracting to the expanding path at the same scale. In our experiments, to relieve the overfitting problem and reduce computation cost, we only use an overall downsampling rate of eight and half of the channel numbers in all layers compared to original implementation in [1].

**Extra Template-Encoder:** As aforementioned, shape priors and appearance characteristics are important to the segmentation task. Different from [9], which encodes the shape priors by proxy supervision on the label space, our work extensively exploits the appearance characteristics in the image space. Utilizing the ground truth segmentation, we extract regions of each foreground class to output a separate image for each class, in which only regions containing the specific class are preserved with others set to zero. An extra encoder branch (named template-encoder) is employed to encode shape priors. Concretely, the template-encoder takes the foreground regions of each class of a template image attached with itself (via concatenation) as the input, and learns the shape priors and appearance characteristics from the template image, which are further fused with the image encoder to provide strong priors for learning the segmentation of the current image. Note that, we also input the original template image to preserve the spatial correlations between classes. In the implementation, we adopt the same network structure as the image encoder for the template encoder.

**Cosine Similarity Based Attention Module:** Our work borrows ideas from the classical atlas-based segmentation [12], which becomes more prosperous with the development of DL. Different from atlas-based segmentation, which usually obtains the segmentation result via indirectly learned correspondences between two images, we directly model the inter-subject similarity in the feature space.

Our aim is to explore strategies to fuse the high-level shape priors distilled from the template-encoder and model the inter-subject similarity to provide guidance for the segmentation of the target image. Cosine similarity is usually used in the feature space to highlight the correlations between two features. Actually, it is widely used in deep image hashing [13], with the assumption that cosine similarity between the vectors of objects should be in accordance with their semantic similarity. Inspired by this, we propose a cosine similarity based attention module (CSAM) to fuse information from different branches. Specifically, CSAM is implemented with an attention on the features in the image-encoder, where the attention weights are computed by the cosine similarity between features in the same positions of the two feature maps from both encoders. Formally, given the feature maps
$f^1, f^2 \in \mathbb{R}^{H \times W \times D \times C}$ in the image-encoder and template-encoder, respectively, the attention weights $w \in \mathbb{R}^{H \times W \times D}$ can be computed by

$$w_{i,j,k} = \frac{(f^1_{i,j,k} \cdot f^2_{i,j,k})}{\left(\|f^1_{i,j,k}\|_2 \cdot \|f^2_{i,j,k}\|_2\)},$$  \hspace{1cm} (1)

where $H, W, D$ are the height, width, and depth of the feature maps, respectively, with $i, j, k$ as indices, and $C$ is the channel number. As shown in Fig. 1 we employ CSAM in all levels of both encoders. Such a design enables us to encode the abstract prior knowledge in a hierarchical way, and as the network level goes deeper, the pairwise similarity would be more accurate with deeper semantics.

Training and Inference Details: In the training phase, the target and template images are randomly sampled from the training set, and trained with a multi-class Dice loss [14]. In the test phase, one image in the training set is randomly sampled as the template image, and coupled with a target image in the test set as input to Prior-Net for segmenting the target image. Note that we also experiment with different template images for prediction, and the results show negligible variations, demonstrating the robustness of Prior-Net.

3. EXPERIMENTS

Datasets: CANDI [10] comprises 103 T1-weighted MRI scans with anatomic segmentation labels. We use 28 anatomical structures that were used in VoxelMorph [15]. For computational efficiency, we crop the central region of each scan with a size of $160 \times 160 \times 128$ voxels, which is large enough to contain the whole brain. We randomly select 21 volumes as test data, and use the others for training. LiTS [11] comprises 210 contrast-enhanced abdominal CT scans. The dataset was originally split into a training set (131 scans) and a testing set (70 scans), where only the training set was publicly available with accurate liver and lesion masks. For simplicity, we conduct experiments only on liver regions to verify the effectiveness of our method. We randomly select 26 volumes as test data, and use the others for training as CFCN [9].

Implementation: For the LiTS dataset [11], we truncate the Hounsfield unit of all scans outside the range of $[-200, 250]$ to ignore irrelevant content. For the CANDI dataset [10], we normalize the volumes to zero mean and unit standard deviation. All experiments are implemented with PyTorch framework. We use the Adam optimizer [16] to train our model for 60 epochs. The batch size is two with an NVIDIA Tesla M40 GPU. The cosine annealing technique is adapted to adjust the learning rate from 0.02 to $1 \times 10^{-6}$.

Ablation Study on Prior Knowledge Encoding: We conduct an ablation study to examine the effectiveness of Prior-Net in modeling prior knowledge on the CANDI dataset, and identify the contribution of each building block. We employ 3D U-Net [11] as the no-prior baseline. Since we propose to exploit prior knowledge from a template image with foreground regions of each class, an immediate improvement is to concatenate them with the target image as input to the

| Method          | Baseline [1] | Single encoder | Dual encoder | Prior-Net (variant of ours) |
|-----------------|--------------|----------------|--------------|----------------------------|
| Dice (%)        | 83.10        | 85.48          | 86.58        | 89.07                      |

Table 1. Ablation study on prior knowledge encoding on the CANDI dataset [10].

Fig. 2. Example MR slice of brain structure annotations and segmentation maps predicted by SWANS [8], VoxelMorph [15], VoxelMorph $\times 2$ [15] and our Prior-Net. Yellow arrows point to flaws in the predictions made by other methods, as compared to those by Prior-Net.

3D U-Net for training (single encoder). Next, we extend the 3D-Net with an extra template-encoder to separately learn high-level shape priors, where the deep semantics from the template-encoder are simply fused into the image-encoder by concatenation (dual encoder). Lastly, inspired by the wide adoption of cosine similarity in feature matching [13], we propose the CSAM to extract abstract prior knowledge with pairwise similarity guidance in a hierarchical way (the proposed Prior-Net). We show the results in Table 1. From the table, we can observe that even with only a single encoder, our prior modeling can bring a 2.38% improvement in average Dice score. With the dual encoder and CSAMs, further improvements of 1.10% and 2.49% are achieved in average Dice score, respectively. The consistent performance improvements demonstrate the significance of Prior-Net and its CSAM module in modeling prior knowledge.

Comparison with Other Methods: We compare with two state-of-the-art methods: SWANS [8] which models shape priors, and VoxelMorph [15] which models inter-subject similarity, on the CANDI dataset. Although VoxelMorph was mainly focused on registration, it also presented solutions to using ground truth segmentation for training. To adapt VoxelMorph for atlas-based segmentation, we exchange the positions of the moving and fixed images (corresponding to the target and template images in our context), and use the learned registration field to warp the segmentation of the fixed image to get the segmentation of the moving (target) image. In contrast, Prior-Net encodes both types of prior knowledge within a single DL framework. The results are shown in Table 2. We also present results with a variant of VoxelMorph (VoxelMorph $\times 2$), which doubled the number of features to account for the increased inherent variability of the task [15]. From the table, we can observe that our Prior-Net substantially boosts the performance, e.g., with a 6.67% improvement in average Dice score over SWANS [8]. The reasons may be that: 1) SWANS was originally proposed for binary segmentation, and might fail to generalize to multi-class segmentation due to competition of different classes in learning the deformation field; 2) VoxelMorph was proposed for registration,
Table 2. Comparing Prior-Net with SWANS \cite{8} and VoxelMorph \cite{15} on the CANDI dataset \cite{10}.
\begin{center}
\begin{tabular}{lcccc}
Method & SWANS & VoxelMorph & VoxelMorph $\times 2$ & Prior-Net (ours) \\
Dice (%) & 82.40 & 79.96 & 81.13 & 89.07 \\
\end{tabular}
\end{center}

Table 3. Comparing Prior-Net with CFCN \cite{9} on the LiTS dataset with 1\%, 5\%, and 80\% of official training samples (Dice (%)). We use a different random split of the training and test sets from \cite{9}; therefore, the results reported here present minor differences from the original numbers in \cite{9}.
\begin{center}
\begin{tabular}{llll}
Training sample ratio & 1\% & 5\% & 80\% \\
\hline
CFCN \cite{9} & 88.40 & 94.12 & 95.33 \\
Prior-Net (2D) & 90.24 & 95.06 & 96.48 \\
\end{tabular}
\end{center}

where the segmentation learning is not well-supervised. We visualize some example slices of brain structure annotations and segmentation maps predicted by the different methods in Fig. 2. Compared to the competing methods, Prior-Net predicts brain structures that are more anatomically meaningful.

**Comparison with CFCN on the LiTS Dataset:** Our work is partially motivated by CFCN, in which shape priors and inter-subject similarity were explored with a similar Siamese structure and an extra proxy supervision in the label space. For a fair comparison to CFCN, we adapt our Prior-Net for 2D images, and employ the same sampling strategy to form a template and target image pair. As done in \cite{9}, we present results with different ratios of data for training, i.e., 1\%, 5\%, and 80\% of the official training subset (corresponding to 1, 7, 105 volumes, respectively). From Table 3 we can observe that Prior-Net can also achieve reasonable segmentation accuracies with a limited number of training samples, which are better than CFCN. This is expected, since the fusion strategies of Prior-Net are explored in the encoder parts, and with CSAMs, the shape priors and inter-subject similarity are gradually fused into the image encoder from the template image in a hierarchical way; whereas for CFCN, the fusion strategies were implemented in the decoder and loss function, making it difficult for the encoder to fit, and small turbulence might dramatically affect the encoder. Besides, foreground regions of each class are explicitly modeled in our work, which may also benefit the performance.

4. CONCLUSION

This paper proposed to model shape priors and inter-subject similarity with Prior-Net to overcome the limitation of DL with a limited number of annotated data. Extensive experiments on two publicly available datasets demonstrated the effectiveness of Prior-Net in modeling prior knowledge.
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