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Abstract

We introduce the cycle intersection graph of a graph, an adaptation of the cycle graph of a graph, and use the structure of these graphs to prove an upper bound for the decycling number of all even graphs. This bound is shown to be significantly better when an even graph admits a cycle decomposition in which any two cycles intersect in at most one vertex. Links between the cycle rank of the cycle intersection graph of an even graph and the decycling number of the even graph itself are found. The problem of choosing an ideal cycle decomposition is addressed and is presented as an optimization problem over the space of cycle decompositions of even graphs.
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1 Introduction

Decycling graphs, the process of deleting vertices from a graph until the graph becomes acyclic, is the vertex analog of the notion of cycle rank. While there is an extensive literature dedicated to studying the cycle rank of graphs, decycling graphs is a relatively newer topic. The topic of decycling graphs also known as a feedback vertex set, primarily focuses on studying decycling sets in order to find the decycling number of a graph. While the cycle rank of a graph G with c components has an explicit formula, |E(G)| − |V (G)| − c, finding the decycling number of a graph has been proven to be NP-hard [9,10]. Before continuing, we provide formal definitions of decycling sets and the decycling number of a graph.
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Definition 1. Let $G$ be a graph and $S \subset V(G)$ be a subset of the vertex set. If $G \setminus S$ is acyclic, then $S$ is said to be a decycling set of $G$.

Definition 2. The decycling number of a graph, $\nabla(G)$, is the size of a smallest decycling set.

As stated, computing and bounding the decycling number is the primary focus of the study of decycling graphs. One of the key contributions of this paper will ultimately be to link the notions of cycle rank and decycling number in the case of even graphs. Even graphs are graphs in which every vertex has even degree. We introduce the cycle intersection graph of a graph, which is defined as follows.

Definition 3. Let $G$ be a graph. The cycle intersection graph of $G$ is the graph $CI(G)$ whose vertex set is the set of cycles in a given cycle decomposition of $G$ and in which the edge set is a mapping of the unique intersections between cycles.

As can be seen from the definition of a cycle intersection graph, even graphs are the only family of graphs whose entire edge set is characterized by their cycle intersection graph. However, spanning even subgraphs are a common and highly useful tool in many areas on graph theory and properties of their existence and structure in graphs and digraphs are well known [5, 6]. The intention of developing this approach to find decycling sets of even graphs is that it can immediately serve as a useful tool for finding decycling sets of other graphs, possibly via either maximum spanning even subgraphs or minimum containing even graphs.

The motivation for introducing cycle intersection graphs of graphs stems from a similar concept that has been used on occasion in graph theory, namely the cycle graph of a graph. The cycle graph of a graph similarly represents cycles in the original graph as vertices, but only joins two vertices if their corresponding cycles share an edge. Our concept is essentially an edge-disjoint analog of this previous concept. For more on cycle graphs of graphs and some of their applications in the literature, the reader may be interested in any of [7, 12, 18, 19].

Before detailing the structure of this paper, we take the time to familiarize the reader with previous results on decycling graphs. The very first results on the decycling number of graphs, produced in the seminal paper on the topic, bounded the decycling number of hypercubes [4]. Improving the bound on the decycling number of hypercubes was continued in [2] and [13]. This body of work inspired research on the decycling number of other practical network structures [20, 21]. In more traditional graph theoretic directions, there has been progress on bounding the decycling of regular graph in general [14], as well as for cubic graphs specifically [15, 16], including finding the exact decycling number of the (generalized) Petersen graph [8]. The decycling number of random regular graphs was studied in [6]. Avoiding assumptions of regularity, [11] proved results linking the alternating number of independent sets and the decycling number of a graph, and [17] studied this problem by linking the decycling number of
graphs to the problem of finding large spanning forests of graphs in the case of planar graphs. The decycling number of the Cartesian product of a graph and a complete graph was proven in [9]. For a survey of results on decycling graphs, the reader is referred to [1].

2 Cycle Intersection Graphs and Decycling Sets

We begin this work by using the notion of a cycle intersection graph to generate a specific decycling set of the original graph. Our focus will be restricted to even graphs until the very last section of this paper, and we note now that all graphs are assumed to be connected, for otherwise one may simply sum the decycling number of each connected component in order to find the decycling number of a disconnected graph. This section in particular will study the special case of even graphs which admit a unique cycle decomposition, or, as we will find out is equivalent, those even graphs whose cycle intersection graphs are trees.

Theorem 1. \( \nabla(G) \leq |E(CI(G))| \).

Proof. Let \( G \) be a connected even graph, let \( CI(G) \) be its cycle intersection graph, and let \( f: E(CI(G)) \rightarrow V(G) \). Since each edge in \( CI(G) \) represents a vertex in \( V(G) \), we may let \( S \subset V(G) \) be the image of \( f \). Clearly \( G \setminus S \) is disconnected as no two cycles remain adjacent in \( G \) and every cycle of \( G \) has at least one vertex removed (else \( G \) was not connected).

Do note that the above proof does not imply that the map \( f \) is injective. Several cycles may all intersect at one vertex. In an extremal case, the cycle intersection graph could be a complete graph on \( n \gg 1 \) vertices, yet all of the represented cycles share a single, common vertex, in which case the decycling number of the graph would be one.

Returning our attention to bounding the decycling number of even graphs, one potential place to start searching for an upper bound on the decycling number of even graphs would be the size of a minimum cycle decomposition of the graph. But as it turns out, at least in some cases, this bound can actually be improve upon.

When considering the cycle intersection graph of an even graph, one possibility is that the cycle intersection graph is a tree. Whenever this is the case, the previous theorem tells us that there is a decycling set strictly smaller than the size of a smallest cycle decomposition. In fact, the following theorem gives an explicit value for the decycling number of even graphs whose cycle intersection graphs are trees. First, however, we prove some necessary lemmas.

Lemma 1. Let \( G \) be an even graph and \( CI(G) \) its cycle intersection graph. If \( CI(G) \) is a tree, then \( G \) has a unique cycle decomposition.

Proof. The proof is by induction on the size of a smallest cycle decomposition. If \( G \) consists of a single cycle, then the proof is trivial, so assume that \( CI(G) \) has more than one vertex. Let \( \mathcal{F}(G) \) be a smallest possible cycle decomposition.
of \( G \) (with respect to the cardinality of \( \mathcal{F}(G) \)) and let \( f : \mathcal{F}(G) \rightarrow V(CI(G)) \) be an isomorphism between sets. Let \( v \in V(CI(G)) \) be a leaf in \( CI(G) \) and let \( C_v \) be the pre-image of \( v \) under \( f \). Consider the graph \( G' = G \setminus C_v \). By our inductive hypothesis, \( G' \) has a unique cycle decomposition, call it \( \mathcal{F}(G') \).

By seeing that \( C_v \cap G' = \{v\} \) we see that \( C_v \) must be a member of every cycle decomposition of \( G \), hence \( G = \mathcal{F}(G') \cup C_v \) is the only cycle decomposition of \( G \) and the proof is complete.

The careful reader will notice that Theorem 1 is actually a corollary to this lemma. In fact, turns out that we can actually improve upon this result with only slightly more effort. To do this, we must first introduce a notation.

Let \( CI(G) \) be the cycle intersection graph of an even graph. We denote a minimum spanning forest of \( CI(G) \) by \( MSF(CI(G)) \). Additionally, by the size of a minimum spanning forest, \( |MSF(CS(AG))| \), we mean the total number of edges and isolated vertices of the spanning forest, i.e., \( |MSF(CI(G))| = |E(MSF(CI(G))| + |\{v \in V(MSF(CI(G)) \mid d(v) = 0\}|\).

Lemma 2. Let \( G \) be an even graph and \( CI(G) \) its cycle intersection graph. If \( CI(G) \) is a tree, then \( \nabla(G) \leq |MSF(CI(G))| \).

Proof. \( MSF(CI(G)) \) covers every vertex of \( CI(G) \) hence removes a vertex from each cycle in \( G \). By the previous lemma, the set of vertices of \( G \) corresponding to the edges of \( MSF(CI(G)) \) constitutes a decycling set of \( G \).

Lemma 3. Let \( G \) be an even graph and \( CI(G) \) its cycle intersection graph. If \( CI(G) \) is a tree, then any minimum decycling set of \( G \) constitutes a spanning forest of \( CI(G) \).

Proof. First, notice that an isolated vertex is a valid member of a spanning forest. Since a decycling set contains a vertex from every cycle of \( G \), and since \( CI(G) \) is a tree, the result follows.

Finally, we are ready to present a significant result. While the ensuing theorem is a direct consequence of the previous lemma, we distinguish these two as the previous lemma is a useful and significant result in its own right.

Theorem 2. Let \( G \) be an even graph and \( CI(G) \) its cycle intersection graph. If \( CI(G) \) is a tree, then \( \nabla(G) = |MSF(CI(G))| \).

Proof. The result follows from the previous lemma and from the fact that if \( CI(G) \) is a tree, then \( CI(G) \) is the unique cycle intersection graph of \( G \) as \( G \) has a unique decomposition into cycles.

The next series of results are a direct application of Theorem 2 to even graphs whose cycle intersection graphs are well-defined trees.

Theorem 3. Let \( G \) be an even graph and \( CI(G) \) its cycle intersection graph. If \( CI(G) \) is a path and \( |E(CI(G))| = n \), then the decycling number of \( G \) is given by \( \nabla(G) = \left\lceil \frac{n+1}{2} \right\rceil \).
Proof. If there are an odd number of edges in $CI(G)$ then the size of a minimum spanning forest is the size of a maximum matching. If there are an even number of edges in $CI(G)$ then a maximum matching does not saturate one vertex, hence a minimum spanning forest in this case requires an additional vertex. The result follows from the size of a maximum matching in a path. □

Theorem 4. Let $G$ be an even graph and $CI(G)$ its cycle intersection graph. If $CI(G)$ is a star and $|E(CI(G))| = n$, then the decycling number of $G$ is given by $\nabla(G) = n$.

Proof. It suffices to observe that the size of a minimum spanning forest of a star is $n$. □

3 When $CI(G)$ is simple but not acyclic

Up to this point we have only considered even graphs whose cycle intersection graphs are trees. To generalize this, we obviously need to consider even graphs whose cycle intersection graphs are cyclic. Before doing this, we first need to take the time to discuss the importance of choosing an ideal cycle decomposition of an even graph.

Now, the previous approach, which relied on spanning forests, seems only to be useful whenever $CI(G)$ is simple. If $G$ is an even graph, but $CI(G)$ is a multigraph, a spanning forest of $CI(G)$ (which in this case would be any edge) clearly does not lead up to a decycling set of $G$. To illustrate this point, consider the following example presented below in Figure 1. Let $G$ be an even graph whose cycle intersection graph is a multigraph on two vertices and $n$ edges. In this example we have apparently chosen to decompose the even graph $G$ into only two cycles that intersect at precisely three vertices. However, we may easily define a new cycle decomposition of $G$ in which there are $n$ cycles, in which each cycle has precisely two intersection vertices, and in which any two cycles intersect in at most one vertex; i.e., $CI(G)$ is itself a cycle.

We see that by removing any two of the vertices $v_0$, $v_1$, or $v_2$, the original even graph is successfully decycled. Furthermore, notice that any smallest possible spanning forest of the simple version of $CI(G)$ in the previous example constitutes a smallest possible decycling set of $G$, while a smallest spanning forest of the multigraph version of $CI(G)$ does not correspond to a subset of the vertex set which suffices to decycle $G$.

Now that the importance of choosing an appropriate cycle decomposition (and thus cycle intersection graph) has been established, we proceed by proving results on the decycling number of even graph via simple cycle intersection graphs of these even graphs. We obtain these results through means of a crucial link between the decycling number of an even graph and the cycle rank of its cycle intersection graph. First, though, what would have been a very convenient property of even graphs (and was very nearly proposed herein as a conjecture), is the claim that every even graph admits a cycle decomposition whose associ-
Figure 1: An example of an even graph that could be represented as a multigraph on two vertices and three edges by decomposing the graph into a two edge-disjoint cycles which start at the vertex $v_0$ and travelling though the vertices $v_1$ and $v_2$ before returning to $v_0$, i.e., two edge-disjoint cycles that intersect in three vertices. Notice that this even graph can also decompose into cycles characterized by the vertex pairs $(v_0, v_1)$, $(v_1, v_2)$, and $(v_0, v_2)$, respectively. In the latter decomposition, the cycle intersection graph is a three cycle.

Figure 2: An example of an even graph that does admit a single cycle decomposition whose associated cycle intersection graph is simple.

With this counterexample, we are forced to accept that not every even graph admits a simple cycle intersection graph. However, we use the rest of this section to prove results on those even graphs which do have this convenient, non-universal property.

**Theorem 5.** Let $G$ be an even graph which admits a simple cycle intersection graph $CI(G)$. Then $\nabla(G) \leq |E(CI(G))| - |V(CI(G))| + 1 - |MSF(CI(G))|$, i.e., the decycling number of an even graph $G$ is equal to the number of edges needed to decycle $CI(G)$ and then remove a minimum spanning forest from the resulting acyclic subgraph of $CI(G)$.

**Proof.** Let $S_{CI(G)}$ be any subset of $E(CI(G))$ whose removal from $CI(G)$ leaves
some spanning tree of $CI(G)$, and let $S_G$ be the vertices of $G$ corresponding to the edges of $S_{CI(G)}$. It suffices to prove that no edge of $G' = G \setminus S_G$ belongs to more than one cycle in $G'$ (irrespective of the chosen cycle decomposition and cycle intersection graph of $G$), because then we may let $G'$ be the graph obtained by removing all paths of $G$ not contained in any cycle and apply Theorem 2 to complete the proof.

To derive a contradiction, assume that the edge $e \in E(G')$ is contained in two different cycles in $G'$. Let $C_0$ be the cycle in the chosen cycle decomposition of $G$ to which $e$ belongs. Then any other cycle in $G'$ which contains $e$ must be formed by a series of intersecting cycles which returns to the cycle $C_0$. Denote the cycles comprising this cycle chain $C_0, C_1, \ldots, C_{k-1}$ (we assume the cycle chain has length $k$) and denote the set of intersection vertices between these cycles by $IV = \{v_{0,1}, v_{1,2}, \ldots, v_{k-1,0}\}$. In order for $e$ to belong to a cycle other than $C_0$ that still exists in $G'$, it must be the case that $VI \subset V(G')$. But this contradicts the definition of the sets $S_{CI(G)}$ and $S_G$. Therefore no edge in $E(G')$ is a member of multiple cycles in $G'$ and we may apply Theorem 2 to establish our upper bound and complete the proof.

It is crucially important to note that this is left as an inequality in part because there may be multiple cycle decompositions of an even graph which admit a simple cycle intersection graph, and these cycle decompositions may not all have the same size. Even if every cycle decomposition of a given even graph which leads to a simple cycle intersection graph has the same size, the question remains, can the inequality proven in Theorem 4 be reduced to equality in every case? Additionally, if an even graph has cycle decompositions of different sizes which both yield simple cycle intersection graphs, which cycle decomposition is optimal? These questions will be recounted at the end of this paper, but we next turn our attention to those even graphs which do not admit a single simple cycle intersection graph.

4 Cycle Intersection Multigraphs

In this section we consider those even graphs which do not admit a single simple cycle intersection graph, i.e., every cycle decomposition of the even graph corresponds to a cycle intersection multigraph. The primary issue with the technique introduced to find decycling sets of even graphs which admits simple cycle intersection graphs, when applied to even graphs which admit cycle intersection multigraphs, is a consequence of the multiplicity of edges between adjacent vertices in the cycle intersection multigraph. Let $G$ be an even graph and see that any two cycles of our even graph which intersect at multiple vertices, i.e., any pair of vertices in the cycle intersection multigraph which share multiple edges, may not be successfully decycled by removing only one intersection vertex. However, it turns out that we can generalize the theorem proven in the previous section to multigraphs, thereby attaining a bound on the decycling number of all even graphs. Intuitively this result holds true because, in the
process of making the cycle intersection graph acyclic, we also remove all digons (2-cycles) in the cycle intersection graph.

**Theorem 6.** Let $G$ be an even graph and let $CI(G)$ be a cycle intersection graph of $G$ (not necessarily simple). Then $\nabla(G) \leq |E(CI(G))| - |V(CI(G))| + 1 - |MSF(CI(G))|$.

**Proof.** The proof is similar to that of Theorem 5 requiring the removal of all but one edge from each set of multiple edges to remove all digons from $CI(G)$.

The most prominent implication of this result is that the choice of cycle decomposition truly matters. By minimizing the number of multiple edges, we reduce the number of vertices we add to the decycling set of $G$ we construct from $CI(G)$. However, as there is not necessarily an ideal cycle decomposition of a given even graph to choose for this process, it may be best to consider this an optimization problem. For a given even graph $G$, let $C_G$ be the space of all cycle decompositions of $G$, let $CI_C(G)$ denote the cycle intersection graph associated to the specific cycle decomposition $C$ of $G$, and let $r(G)$ denote the cycle rank of a graph. The ideal cycle decomposition of an even graph, for the purpose of finding the decycling number of that even graph, is any solution of the form

$$\hat{C} \in C_G \text{ s.t. } r(CI_{\hat{C}}(G)) \leq r(CI_C(G)) \forall C \in C(G)$$

(1)

### 5 Conclusion and Open Problems

In this paper we introduce the notion of a cycle intersection graph of a graph which is the edge-disjoint analog of the cycle adjacency graph of a graph. We showed how the cycle intersection graph is obtained from an even graph and linked the cycle intersection graphs of an even graph directly to the cycle decompositions of an even graph. We then used this tool to bound (and in some cases explicitly compute) the decycling number of even graphs. However, the problem of finding an ideal cycle decomposition is difficult and was formalized in Statement 1. Nevertheless, by using either (or both) a maximum spanning even subgraph or a minimum covering even graph of a graph, we can bound the decycling number of any graph in terms of these two associated even graphs. Given these results, a few interesting questions can be asked.

**Question 1.** Which even graphs admit a simple cycle intersection graph?

**Question 2.** What does a solution to Statement 1 look like? How can it/they be found? What is the complexity of finding a solution to Statement 1 for an arbitrary even graph?

**Question 3.** Can the inequality proven in Theorem 6 be reduced to equality in general?
References

[1] Sheng Bau and Lowell W Beineke. The decycling numbers of graphs. arXiv preprint math/0703544, 2007.

[2] Sheng Bau, Lowell W Beineke, Genmin Du, Zhishan Liu, and Robert C Vandell. Decycling cubes and grids. Utilitas Mathematica, 59:129–138, 2001.

[3] Sheng Bau, Nicholas C Wormald, and Sanming Zhou. Decycling numbers of random regular graphs. Random Structures & Algorithms, 21(3-4):397–413, 2002.

[4] Lowell W Beineke and Robert C Vandell. Decycling graphs. Journal of Graph Theory, 25(1):59–77, 1997.

[5] Michael Cary. Vertices with the second neighborhood property in eulerian digraphs. arXiv preprint arXiv:1711.01189, 2017.

[6] Paul A Catlin. A reduction method to find spanning eulerian subgraphs. Journal of graph theory, 12(1):29–44, 1988.

[7] Y Egawa, M Kano, and EL Tan. On cycle graphs. Ars Combinatoria, 32:97–113, 1991.

[8] Liqing Gao, Xirong Xu, Jian Wang, Dejun Zhu, and Yuansheng Yang. The decycling number of generalized petersen graphs. Discrete Applied Mathematics, 181(13):1204–1206, 2015.

[9] Bert L Hartnell and Carol A Whitehead. Decycling sets in certain cartesian product graphs with one factor complete. AUSTRALASIAN JOURNAL OF COMBINATORICS, 40:305, 2008.

[10] Richard M Karp. Reducibility among combinatorial problems. In Complexity of computer computations, pages 85–103. Springer, 1972.

[11] Vadim E Levit and Eugen Mandrescu. A simple proof of an inequality connecting the alternating number of independent sets and the decycling number. Discrete Mathematics, 311(13):1204–1206, 2011.

[12] Christian P Lopez. On the relationship between a graph and the cycle graph of its complement. 1995.

[13] David A Pike. Decycling hypercubes. Graphs and Combinatorics, 19(4):547–550, 2003.

[14] N Punnim. The decycling number of regular graphs. Thai Journal of Mathematics, 4(1):145–162, 2012.

[15] Narong Punnim. The decycling number of cubic graphs. In Combinatorial geometry and graph theory, pages 141–145. Springer, 2005.
[16] Narong Punnim. The decycling number of cubic planar graphs. In *Discrete Geometry, Combinatorics and Graph Theory*, pages 149–161. Springer, 2007.

[17] Mohammad R Salavatipour. Large induced forests in triangle-free planar graphs. *Graphs and Combinatorics*, 22(1):113–126, 2006.

[18] EVELYN L TAN and SEVERINO V GERVACIO. Necessary conditions for cycle graphs. In *Combinatorics And Graph Theory-Proceedings Of The Spring School And International Conference On Combinatorics*, page 182. World Scientific, 1993.

[19] Bang Van Le and Erich Prisner. On inverse problems for the cycle graph operator. *Graphs and Combinatorics*, 8(2):155–164, 1992.

[20] Jian Wang, Xirong Xu, Liqing Gao, Sijia Zhang, and Yuansheng Yang. Decycling bubble sort graphs. *Discrete Applied Mathematics*, 194:178–182, 2015.

[21] Lenka Zdeborová, Pan Zhang, and Hai-Jun Zhou. Fast and simple decycling and dismantling of networks. *Scientific reports*, 6:37954, 2016.