ADAMS OPERATIONS ON CLASSICAL COMPACT LIE GROUPS

CHI-KWONG FOK

Abstract. Let \( G = U(n), SU(n), Sp(n) \) or \( Spin(n) \). In this short note we give explicit general formulas for Adams operations on \( K^*(G) \), and eigenvectors of Adams operations on \( K^*(U(n)) \).

1. Introduction

Adams operations are important cohomological operations on \( K \)-theory. To see their importance one needs to look no further than their application to the famous problem of finding parallelizable spheres (cf. [A]). Another application of Adams operations is the extraction of certain information on homotopy groups of \( H \)-spaces and Lie groups in particular (cf. [Bou], [D], [DP]). With this in mind, we present the computation of Adams operations on compact classical Lie groups in this note.

The determination of Adams operations on compact Lie groups was first carried out by Naylor (cf. [N]). There he gave an explicit formula for \( \psi^2 \) on \( K^*(SU(n)) \) and, by means of repeated applications of this formula and Lagrange interpolation, wrote down a description of \( \psi^l \), which is not as explicit. He also provided a recursive algorithm to find the eigenvectors of \( \psi^l \) without giving an explicit formula. For the other compact classical Lie groups, he suggested ways of computing Adams operations based on the result for \( SU(n) \) and the functoriality of \( \psi^l \), and no explicit formulas were presented.

Adams operations on the rank 2 compact Lie groups \( SU(3), Sp(2) \) and \( G_2 \) were computed explicitly in [W2] and [W3] by means of the Chern character isomorphism on those groups (cf. [W]). It would be difficult to extend this technique to yield formulas for other higher rank classical Lie groups due to overwhelming computational complexity. Adams operations \( \psi^l \) for \( l = -1, 2, 3 \) on \( SU(n) \) with respect to judiciously chosen generators of \( K^*(SU(n)) \) were given in [DP] Proposition 3.3. Ever since then no further formulas for Adams operations on other classical Lie groups have appeared. However, Adams operations on the exceptional Lie groups and their eigenvectors were completely settled in [D] by Davis, who also determined there the \( v_1 \)-periodic homotopy groups of exceptional Lie groups. A localization of the actual homotopy groups, \( v_1 \)-periodic homotopy groups indicate roughly the portion which is detected by \( K \)-theory and its operations (cf. [D, Section 1]). For a compact Lie group its \( v_1 \)-periodic homotopy group is a direct summand of some actual homotopy group. Davis accomplished the computation of the \( v_1 \)-periodic homotopy groups of exceptional Lie groups using a theorem of Bousfield (cf. [Bou, Theorem 9.2]), which roughly asserts that the \( v_1 \)-periodic homotopy groups can be computed using Adams operations.

The aim of this note is to complete the computation of Adams operations on compact Lie groups by building on the previous work mentioned above and give explicit general formulas for compact classical Lie groups \( G = U(n), SU(n), Sp(n), Spin(n) \), and the associated eigenvectors for \( U(n) \). We take advantage of the recent results of [BZ] on equivariant \( K \)-theory of \( G \) to get the equivariant version of Adams operations on \( U(n) \). The formula for the non-equivariant unitary case then drops out on applying the forgetful map. At the same time we recover the formula for \( \psi^2 \) in [N, Theorem 1.2], and find that our formula does agree with the formulas, given in [N, pp. 149-150], for \( \psi^l \) on
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SU(n) when \( n \) is 3, 4 and 5. The symplectic and spin cases can be settled using the result in the unitary case, the functoriality of Adams operations as suggested in [N], and some representation theory. We also recover, using our results, the formulas for Adams operations on \( G_2 \) in \([W3]\) without appealing to the Chern character isomorphism. The formula for eigenvectors of Adams operations on \( U(n) \) presented in this note is explicit in that it does not require the knowledge of other eigenvectors, while the recursive algorithm given in [N] does.

Before listing the formulas for Adams operations on \( G \) in Theorems 1.2, 1.3 and 1.4 we would like to first explain and define a few notations. The map \( \delta \), which maps \( R(G) \) to \( K^{-1}(G) \), is defined in Definition 2.1. The main theorem in [Ho] (cf. Theorem 2.2 (i)) states that the classes in \( K^- \) theory ring of \( \sigma \) give a complete description of Adams operations on the ring \( K^*(G) \). We use \( \sigma_n \) to denote the standard representation of \( n \) dimensions.

**Definition 1.1.**

(i) For nonnegative integers \( k \) and \( p \) and positive integers \( n \) and \( l \), we define \( \mu(n,l,k,p) \) to be the cardinality of the set

\[
\{(k_1, \cdots, k_n) \in \mathbb{Z}^{\oplus n} \mid 0 \leq k_r \leq l - 1 \text{ for } 1 \leq r \leq n, \ k_1 + \cdots + k_n = lk - p\}.
\]

We also define

\[
\alpha(n,l,k,p) = \mu(n,l,k,p) + \mu(n,l,k,n-p),
\]

and

\[
\beta(n,l,k,p) = \mu(n,l,k,p) - \mu(n,l,k,n-p).
\]

(ii) Let \( \{p_j(y)\}_{j=0}^{\infty} \) be the sequence of polynomials which are nonzero coefficients of the Taylor series of \( \left( \frac{t}{\sinh t} \right)^y \), i.e.

\[
\left( \frac{t}{\sinh t} \right)^y = \sum_{j=0}^{\infty} p_j(y) t^{2j}.
\]

**Theorem 1.2** ((Special) unitary case).

(i) For \( G = U(n) \), we have

\[
\psi^l(\delta(\bigwedge^k \sigma_n)) = (-1)^k l \sum_{p=1}^{n} (-1)^p \mu(n,l,k,p) \delta(\bigwedge^p \sigma_n).
\]

The number \( \mu(n,l,k,p) \) is equal to

\[
\sum_{q=0}^{k-1} (-1)^q \binom{n}{q} \binom{n + l(k - q) - p - 1}{n - 1}.
\]

In particular, when \( l = 2 \),

\[
\psi^2(\delta(\bigwedge^k \sigma_n)) = (-1)^k 2 \sum_{p=1}^{n} (-1)^p \binom{n}{2k-p} \delta(\bigwedge^p \sigma_n).
\]

The formula for \( G = SU(n) \) is the same except that \( \delta(\bigwedge^n \sigma_n) \) becomes 0 in this case.

(ii) An eigenvector of \( \psi^l \otimes \text{Id}_Q : K^*(U(n)) \otimes Q \to K^*(U(n)) \otimes Q \) (for \( l \) any integer) corresponding to the eigenvalue \( t^{n-k} \), for \( k = 0, 1, \cdots, n - 1 \), is

\[
\sum_{i=1}^{n} (-1)^{i-1} \left( \sum_{j=0}^{\left\lfloor \frac{i}{2} \right\rfloor} p_j(n) \frac{(n - 2i)^{k-2j}}{(k - 2j)!} \right) \delta(\bigwedge^i \sigma_n).
\]
Moreover, the polynomial \( p_j(y) \) is of degree \( j \) and satisfies the recurrence relation

\[
p_0(y) = 1, \quad p_j(y) = -\frac{y}{2j} \sum_{k=1}^{j} \frac{2k B_{2k}}{(2k)!} p_{j-k}(y),
\]

where \( B_{2k} \) is the \( 2k \)-th Bernoulli number.

**Theorem 1.3** (Symplectic case). For \( G = Sp(n) \), \( l > 0 \) and \( 1 \leq k \leq n \), we have

\[
\psi^l(\delta(\bigwedge^k \sigma_{2n})) = (-1)^k l \left( \sum_{p=1}^{n-1} (-1)^p \alpha(2n, l, k, p) \delta(\bigwedge^p \sigma_{2n}) + (-1)^n \mu(2n, l, k, n) \delta(\bigwedge^n \sigma_{2n}) \right).
\]

**Theorem 1.4** (Spin case). (i) For \( G = Spin(2n+1) \), \( l > 0 \) and \( 1 \leq k \leq n - 1 \), we have

\[
\psi^l(\delta(\bigwedge^k \sigma_{2n+1})) = (-1)^k l \left( \sum_{p=1}^{n-1} (-1)^p \beta(2n + 1, l, k, p) - (-1)^n \beta(2n + 1, l, k, n) \right) \delta(\bigwedge^p \sigma_{2n+1}) + (-1)^n \cdot 2^{n+1} \beta(2n + 1, l, k, n) \delta(\bigwedge^n \sigma_{2n+1})
\]

and

\[
\psi^l(\delta(S)) = \frac{l}{2^{n+1}} \sum_{p=1}^{n-1} \sum_{k=1}^{n} (-1)^k ((-1)^p \beta(2n + 1, l, k, p) - (-1)^n \beta(2n + 1, l, k, n)) \delta(\bigwedge^p \sigma_{2n+1}) + l \sum_{k=1}^{n} (-1)^{k+n} \beta(2n + 1, l, k, n) \delta(S),
\]

where \( S \) is the spin representation.

(ii) For \( G = Spin(2n) \) and \( 1 \leq k \leq n - 2 \), we have

\[
\psi^l(\delta(\bigwedge^k \sigma_{2n})) = (-1)^{k+n} l \left( \sum_{p=1}^{n} ((\alpha(2n, l, k, n - 2p) - 2\mu(2n, l, k, n)) \delta(\bigwedge^{n-2p} \sigma_{2n}) - (\alpha(2n, l, k, n - 2p - 1) - \alpha(2n, l, k, n - 1)) \delta(\bigwedge^{n-2p-1} \sigma_{2n}) - 2^{n-1} (\alpha(2n, l, k, n - 1) - 2\mu(2n, l, k, n)) (\delta(S_+) + \delta(S_-)) \right),
\]

\[
\psi^l(\delta(S_\pm)) = \left( \frac{1}{2} \right)^n l \sum_{k=0}^{n} \sum_{p=1}^{n} ((\alpha(2n, l, n - 2k - 1, n - 2p - 1) - \alpha(2n, l, n - 2k - 1, n - 1)) \delta(\bigwedge^{n-2p-1} \sigma_{2n})
\]

where \( S_\pm \) is the spin representation.
Theorem 2.2. \( \map \). See \[Ho, Equation (2)\] and \[BZ\].

Maximal torus and \( K \) taking values in \( \delta \)

The following complex of equivariant \( K \)-theory of a compact Lie group \( G \) with conjugation action by itself.
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2. \( G = U(n) \) or \( SU(n) \)

Throughout this paper, \( K^*_G(X) \) denotes the \( \mathbb{Z}/2 \)-graded equivariant complex \( K \)-theory of a compact Hausdorff \( G \)-space \( X \). We shall first give a quick review of the results from \[Ho\] and \[BZ\] on the (equivariant) \( K \)-theory of a compact Lie group \( G \) with conjugation action by itself.

**Definition 2.1 \([BZ]\).** Let \( \delta_G : R(G) \to K_{2G}^{-1}(G) \) be the map which sends a representation \( \rho \) to the following complex of equivariant \( G \)-vector bundles

\[
0 \longrightarrow G \times \mathbb{R} \times V \longrightarrow G \times \mathbb{R} \times V \longrightarrow 0,
\]

\[
(g, t, v) \mapsto (g, t, -t \rho(g)v) \quad \text{if } t \geq 0, \quad \text{and}
\]

\[
(g, t, v) \mapsto (g, t, tv) \quad \text{if } t \leq 0,
\]

where \( V \) is the underlying complex vector space of \( \rho \). Similarly, we also define the non-equivariant version \( \delta : R(G) \to K^{-1}(G) \) which is \( \delta_G \) composed with the forgetful map \( K^*_G(G) \to K^*(G) \).

The map \( \delta_G \) (resp. \( \delta \)) is a derivation of \( R(G) \) taking values in \( K_{-1}^{-1}(G) \) as an \( R(G) \)-module (resp. taking values in \( K^{-1}(G) \) as an \( R(G) \)-module whose module structure is given by the augmentation map). See \[Ho\] Equation (2) and \[BZ\].

**Theorem 2.2.** If \( G \) is a compact connected Lie group with torsion-free fundamental group, \( T \) a maximal torus and \( W \) the Weyl group, then we have the following.

(i) \[Ho\] Theorem A(iii) and (v) There is a ring isomorphism

\[
K^*(G) \cong \bigwedge^* \operatorname{Im}(\delta).
\]

In particular, if \( G \) is simply-connected of rank \( r \), then

\[
K^*(G) \cong \bigwedge^* \langle \delta(\rho_1), \cdots, \delta(\rho_r) \rangle,
\]

where \( \rho_1, \cdots, \rho_r \) are fundamental representations of \( G \).

(ii) \[BZ\] The restriction map

\[
p_G : K^*_G(G) \to K^*_T(T)
\]

is injective and \( \operatorname{Im}(p_G^*) = K^*_T(W) \).

\[\footnote{The definition of \( \delta_G \) first appeared in \[BZ\] but is incorrect. Here we use a corrected version as in \[F\] Proposition 2.2 and Definition 2.5.}\]
(iii) [BZ] Let $\Omega^*_R(G)/\mathbb{Z}$ be the ring of Kähler differentials of $R(G)$ over $\mathbb{Z}$, and $\varphi : \Omega^*_R(G)/\mathbb{Z} \to K^*_G(G)$ be the $R(G)$-algebra homomorphism defined by

(a) $\varphi(\rho_V) := [G \times V] \in K^0_G(G)$, and
(b) $\varphi(d\rho_V) = \delta_G(\rho_V)$.

Then $\varphi$ is an isomorphism.

Remark 2.3. Let $I$ be the augmentation ideal of $R(G)$. So $I/I^2$ is the free $\mathbb{Z}$-module of ‘indecomposables’. Theorem 2.2 (i) and the derivation property of $\delta$ imply that $\delta$ induces an isomorphism between $I/I^2$ and the free $\mathbb{Z}$-module generated by the primitive elements of $K^*(G)$.

Now let us consider Adams operations in the case $G = U(n)$. Let $\sigma_n$ be its standard representation. Recall that $R(U(n)) \cong \mathbb{Z}[\sigma_n, \Lambda^2 \sigma_n, \cdots, \Lambda^n \sigma_n, \Lambda^n \sigma_n]$. By Theorem 2.2, $\delta_G(\sigma_n), \cdots, \delta_G(\Lambda^n \sigma_n)$ (resp. $\delta(\sigma_n), \cdots, \delta(\Lambda^n \sigma_n)$) are primitive generators of $K^*_G(U(n))(U(n))$ (resp. $K^*(U(n))$). Our strategy for computing Adams operations on $K^*(U(n))$ is to first compute those on $K^*_G(U(n))$ or, equivalently, on the generators $\delta_G(\sigma_n), \cdots, \delta_G(\Lambda^n \sigma_n)$, and then apply the forgetful map. We choose to compute Adams operations via the equivariant calculation in view of Theorem 2.2 (ii), which enables us to pass the computation to $K^*_T(T)$, as well as the following ‘splitting principle’ which helps simplify the computations.

Proposition 2.4. Let $\lambda_1, \cdots, \lambda_n$ be the standard basis vectors of the weight lattice of $T$. Viewing $K^*_T(T)$ as $R(T) \otimes K^*(T)$, we have

$$p^*_G \delta_G(\Lambda^k \sigma_n) = \sum_{1 \leq i_1 < \cdots < i_k \leq n} \lambda_{i_1} \cdots \lambda_{i_k} \otimes (t_{i_1} + \cdots + t_{i_k}),$$

where $t_{i} = \delta(\lambda_{i})$.

Proof. The complex of equivariant $G$-vector bundles representing $\delta_G(\Lambda^k \sigma_n)$ is decomposed, on restriction to $T$, into a direct sum of complexes of 1-dimensional equivariant $T$-vector bundles, each of which corresponds to a weight of $\Lambda^k \sigma_n$. The Proposition then follows immediately. □

By definition of Adams operations, $\psi^l(\lambda_{i}) = \lambda^l_{i}$ and $\psi^l(t_{i}) = lt_{i}$. The next task is to rewrite

$$\psi^l(p^*_G \delta_G(\Lambda^k \sigma_n)) = \sum_{1 \leq i_1 < \cdots < i_k \leq n} \lambda^l_{i_1} \cdots \lambda^l_{i_k} \otimes (t_{i_1} + \cdots + t_{i_k})$$

as a linear combination of $p^*_G \delta_G(\sigma_n), \cdots, p^*_G \delta_G(\Lambda^n \sigma_n)$ with coefficients in $R(U(n)) \cong R(T)^{S_n}$.

Proposition 2.5. We have, in $R(T) \otimes K^*(T)$,

$$p^*_G \delta_G(\Lambda^k \sigma_n) = \sum_{i=1}^{n} \sum_{j=1}^{k} (-1)^{j+1} s_{k-j} \lambda^l_{i} \otimes t_{i} \quad \text{and}$$

(4)

$$\sum_{i=1}^{n} \lambda^l_{i} \otimes t_{i} = \sum_{j=1}^{k} (-1)^{j+1} h_{k-j} p^*_G \delta(\Lambda^j \sigma_n),$$

(5)

where $s_k$ is the $k$-th elementary symmetric polynomial in $\lambda_1, \cdots, \lambda_n$, and $h_k$ is the $k$-th complete homogeneous symmetric polynomial in $\lambda_1, \cdots, \lambda_n$.

Proof. Equation (4) can be obtained as follows:

$$p^*_G(\delta_G(\Lambda^k \sigma_n)) = \sum_{1 \leq i_1 < \cdots < i_k \leq n} \lambda_{i_1} \cdots \lambda_{i_k} \otimes (t_{i_1} + \cdots + t_{i_k})$$
Next, let \( v \) and \( w \in (R(T) \otimes K^{-1}(T))^\oplus k \) be defined by
\[
    v_j = \sum_{i=1}^{n} \lambda_i^j \otimes t_i, \quad w_j = p^*_G \delta_G(\wedge^j \sigma_n), \quad \text{for } 1 \leq j \leq k.
\]
Define the matrix \( M \in M_{k \times k}(R(T)) \) to be
\[
    M_{ij} = \begin{cases} 
        0 & \text{if } i < j \\
        (-1)^{j+1} & \text{if } i = j \\
        (-1)^{j+1}s_{i-j} & \text{if } i > j 
    \end{cases}
\]
Equation (4) can be rewritten succinctly as
\[
    w = Mv.
\]
Note that
\[
    (M^{-1})_{ij} = \begin{cases} 
        0 & \text{if } i < j \\
        (-1)^{j+1} & \text{if } i = j \\
        (-1)^{j+1}h_{i-j} & \text{if } i > j 
    \end{cases}
\]
where \( h_i \) satisfies
\[
    h_{i+1} = s_1 h_i - s_2 h_{i-1} + \cdots + (-1)^i s_{i+1},
\]
which is exactly the recursive definition of complete homogeneous symmetric polynomials in terms of elementary symmetric polynomials. Equation (5) then follows. \( \square \)

**Proposition 2.6.** In \( R(T) \otimes K^*(T) \), we have
\[
    \sum_{1 \leq i_1 < \cdots < i_k \leq n} \lambda_{i_1}^l \cdots \lambda_{i_k}^l \otimes (t_{i_1} + \cdots + t_{i_k}) = (-1)^k \sum_{p=1}^{n} (-1)^p \sum_{0 \leq k_1 \leq l-1 \atop k_1 + \cdots + k_n = lk-p} \lambda_{k_1}^{k_1} \cdots \lambda_n^{k_n} p^*_G \delta_G(\wedge^p \sigma_n).
\]
Proof. The LHS of the equation can be rewritten as
\[
\sum_{1 \leq i_1 < \cdots < i_k \leq n} \lambda_{i_1}^l \cdots \lambda_{i_k}^l \otimes (t_{i_1} + \cdots + t_{i_k})
\]
\[
= \sum_{i=1}^{n} \sum_{j=1}^{k} (-1)^{j+1} \left( \sum_{1 \leq i_1 < \cdots < i_{k-j} \leq n} \lambda_{i_1}^l \cdots \lambda_{i_{k-j}}^l \right) \lambda_j^l \otimes t_i
\]
(By Proposition 2.5, Equation (4))
\[
= \sum_{j=1}^{k} \sum_{i=1}^{n} (-1)^{j+1} \left( \sum_{1 \leq i_1 < \cdots < i_{k-j} \leq n} \lambda_{i_1}^l \cdots \lambda_{i_{k-j}}^l \right) \lambda_j^l \otimes t_i
\]
\[
= \sum_{j=1}^{k} (-1)^{j+1} \left( \sum_{1 \leq i_1 < \cdots < i_{k-j} \leq n} \lambda_{i_1}^l \cdots \lambda_{i_{k-j}}^l \right) \sum_{i=1}^{l+j} (-1)^{l+j} h_{lj}^j \delta(i) \sigma_n
\]
(By Proposition 2.5, Equation (5))
\[
= \sum_{m=1}^{k} \sum_{j=m}^{l} \sum_{p=1}^{l} (-1)^{j+1} \left( \sum_{1 \leq i_1 < \cdots < i_{k-j} \leq n} \lambda_{i_1}^l \cdots \lambda_{i_{k-j}}^l \right) h_{lj}^j \delta(lm-l+p \sigma_n).
\]
(6)

We shall first compute
\[
\sum_{j=m}^{k} (-1)^{j+1} \left( \sum_{1 \leq i_1 < \cdots < i_{k-j} \leq n} \lambda_{i_1}^l \cdots \lambda_{i_{k-j}}^l \right) h_{lj}^j \delta(lm-l+p \sigma_n).
\]

Consider the identity
\[
(1 - \lambda_1^l) \cdots (1 - \lambda_n^l) \left( \frac{1}{(1 - \lambda_1) \cdots (1 - \lambda_n^l)} \right) = \prod_{i=1}^{n} (1 + \lambda_i + \cdots + \lambda_{i-1}^l).
\]
(7)

Comparing the degree $lk - lm + l - p$ terms of both sides, we have
\[
\sum_{j=m}^{k} (-1)^{k-j} \left( \sum_{1 \leq i_1 < \cdots < i_{k-j} \leq n} \lambda_{i_1}^l \cdots \lambda_{i_{k-j}}^l \right) h_{lj}^j \delta(lm-l+p \sigma_n)
\]
\[
= \sum_{0 \leq k \leq l-1} \lambda_{k_1}^{k_1} \cdots \lambda_{k_n}^{k_n}, \text{ and}
\]
\[
\sum_{j=m}^{k} (-1)^{j+1} \left( \sum_{1 \leq i_1 < \cdots < i_{k-j} \leq n} \lambda_{i_1}^l \cdots \lambda_{i_{k-j}}^l \right) h_{lj}^j \delta(lm-l+p \sigma_n)
\]
\[
= (-1)^{k+1} \sum_{0 \leq k \leq l-1} \lambda_{k_1}^{k_1} \cdots \lambda_{k_n}^{k_n}.
\]
Substituting into Equation (5), we have that the LHS of the equation in the Proposition is
\[
\sum_{m=1}^{k} \sum_{l=1}^{l} (-1)^{m-l+p+k} \sum_{k_1+\ldots+k_n=klm-lp} \lambda_1^{k_1} \cdots \lambda_n^{k_n} p_G \delta_G(\bigwedge^{lm-l+p} \sigma_n).
\]
Replacing \( lm-l+p \) by the dummy variable \( p \) and noting that \( \bigwedge^p \sigma_n = 0 \) for \( p > n \), we obtain the RHS.

**Proof of Theorem 1.2 (i).** Proposition 2.6 together with the injectivity of \( p_G \) (cf. Proposition 2.2 (ii)) yields
\[
\psi^l(\delta_G(\bigwedge^k \sigma_n)) = (-1)^l \sum_{p=1}^{n} (-1)^p \sum_{0 \leq k_r \leq l-1}^{k_1+\ldots+k_n=lk-p} \lambda_1^{k_1} \cdots \lambda_n^{k_n} \delta_G(\bigwedge^p \sigma_n).
\]
(8)

Applying the forgetful map, which on the RHS of (8) amounts to specializing at \( \lambda_1 = \cdots = \lambda_n = 1 \), yields Equation (11). Comparing the degree \( kl-p \) terms of both sides of Equation (11), we have
\[
\sum_{q=0}^{k-1} (-1)^q \left( \sum_{1 \leq i_1 < \cdots < i_q \leq n} \lambda_1^{i_1} \cdots \lambda_q^{i_q} \right) h_{l(q-p)} = \sum_{0 \leq k_r \leq l-1}^{k_1+\ldots+k_n=lk-p} \lambda_1^{k_1} \cdots \lambda_n^{k_n}.
\]
(9)

Specializing at \( \lambda_1 = \cdots = \lambda_n = 1 \), we get Equation (2). When \( l = 2 \), \( \mu(n,l,k,p) \) can be easily seen to be \( \binom{n}{2k-p} \), and this shows the formula in the special case \( \psi^2 \).

\[\square\]

**Remark 2.7.**
(i) In \( \mathbb{N} \), Naylor noted that each coefficient in the formula for general \( \psi^l \) on \( SU(n) \) is a polynomial in \( l \). He then used the formula for \( \psi^2 \) repeatedly to obtain the one for \( \psi^{2n} \), implemented Lagrange interpolation at \( l = 2, \cdots, 2^n \) and wrote down a formula for \( \psi^l \). Our formula (Equation (11)) agrees with his formula when \( l = 2 \), and in general is more explicit.

(ii) One can see that our formula (11) does satisfy \( \psi^n \psi^l = \psi^{ml} \) as follows. On the one hand we have
\[
\psi^n \psi^l(\delta(\bigwedge^k \sigma_n)) = (-1)^{kl} \sum_{q=1}^{n} (-1)^q \mu(n,l,k,p) \mu(n,m,p,q) \delta(\bigwedge^q \sigma_n).
\]
On the other hand, we have \( \sum_{p=1}^{n} \mu(n,l,k,p) \mu(n,m,p,q) = \mu(n,ml,k,q) \) because of the bijection
\[
\{ (k_1, \cdots, k_n) \in \mathbb{Z}^{\oplus n} \mid 0 \leq k_r \leq l-1, k_1 + \cdots + k_n = lk-p \} \times
\}
\{ (k'_1, \cdots, k'_n) \in \mathbb{Z}^{\oplus n} \mid 0 \leq k'_r \leq m-1, k'_1 + \cdots + k'_n = mp-q \}
\rightarrow \{ (k''_1, \cdots, k''_n) \in \mathbb{Z}^{\oplus n} \mid 0 \leq k''_r \leq ml-1, k''_1 + \cdots + k''_n = mlk-q \}
given by \((k_1, \cdots, k_n), (k'_1, \cdots, k'_n) \mapsto (mk_1 + k'_1, \cdots, mk_n + k'_n)
\].

(iii) The expression \( \mu(n,l,k,p) \) in our formula (11) does satisfy the equation \( \mu(n,l,k,p) = \mu(n,l,n-k,n-p) \) (cf. \( \mathbb{N} \) Theorem 2.3). This can be deduced from the bijection
\[
\{ (k_1, \cdots, k_n) \in \mathbb{Z}^{\oplus n} \mid 0 \leq k_r \leq l-1, k_1 + \cdots + k_n = lk-p \}
\]
we shall first prove the recurrence relation for the polynomial sequence.

Proof of Theorem 1.2 (ii). It is easy to see that \( p \) suffices to work with \( \psi \) of the matrix representation of \( \psi \) exists a basis of common eigenvectors for it is diagonalizable. Moreover, Adams operations commute with each other. Consequently there

\[
\max_{i} \{ \text{eigenvalues of } \psi^{i} \text{ on } PK^{-1}(SU(n)) \}
\]

is \( 1 \), \( 2 \), \( 3 \), \( 4 \) and \( 5 \) given immediately after [N] Theorem 2.3] are easily seen to be consistent with ours.

Definition 2.8. Let \( PK^{-1}(G) \) be the vector space over \( \mathbb{Q} \) spanned by the primitive elements of \( K^{*}(G) \).

It is known that, for a general compact connected Lie group \( G \) of rank \( n \), its exponents are \( m_{i} \), \( i = 1, \ldots, n \) if and only if its rational cohomology ring \( H^{*}(G, \mathbb{Q}) \) is an exterior algebra generated by primitive elements of degrees \( 2m_{i} + 1, i = 1, \ldots, n \) (cf. [R]). In [N] Section 2 it was shown, by means of the Chern character isomorphism, that the Adams operation \( \psi^{i} \) on \( PK^{-1}(SU(n)) \) has eigenvalues \( l^{i} \), \( i = 2, \ldots, n \), each with multiplicity 1, and that the possible values of \( i \) are exactly the exponents of \( SU(n) \) plus 1. One can get the following more general result on the eigenvalues of \( \psi^{i} \) on \( PK^{-1}(G) \) by adapting the arguments in [N].

Proposition 2.9. Let \( G \) be a compact Lie group of rank \( n \) with torsion-free fundamental group. If the exterior algebra \( H^{*}(G, \mathbb{Q}) \) is generated by primitive elements of degrees \( 2m_{i} + 1, 1 \leq i \leq n \), then the eigenvalues of \( \psi^{i} \otimes \text{Id}_{\mathbb{Q}} : PK^{-1}(G) \to PK^{-1}(G) \) are \( l^{m_{1}+1}, l^{m_{2}+1}, \ldots, l^{m_{n}+1} \), and the entries of the matrix representation of \( \psi^{i} \) with respect to any given basis of \( PK^{-1}(G) \) are polynomials in \( l \) of degrees at most \( \max \{m_{1} + 1, \ldots, m_{n} + 1\} \).

For \( G = U(n) \), \( m_{i} = i - 1 \) for \( i = 1, \ldots, n \). Then \( \psi^{i} \otimes \text{Id}_{\mathbb{Q}} \) has distinct eigenvalues and hence it is diagonalizable. Moreover, Adams operations commute with each other. Consequently there exists a basis of common eigenvectors for \( \psi^{i} \otimes \text{Id}_{\mathbb{Q}} \) (cf. [N] Section 2]). To find out those vectors it suffices to work with \( \psi^{2} \), which has a simpler form.

Proof of Theorem 1.2 (ii). We shall first prove the recurrence relation for the polynomial sequence. It is easy to see that \( p_{0}(y) = 1 \). Note that

\[
\sum_{j=0}^{\infty} p_{j}(t)^{2j} = \left( \frac{t}{\sinh t} \right)^{y} = \exp(yg(t)),
\]

where \( g(t) = \ln \left( \frac{t}{\sinh t} \right) \). Moreover,

\[
g'(t) = \frac{1}{t} - \coth t = - \sum_{k=1}^{\infty} \frac{2^{2k} B_{2k}}{(2k)!} t^{2k-1}.
\]

Differentiating both sides of Equation (10) yields

\[
\sum_{j=0}^{\infty} 2jp_{j}(y)t^{2j-1} = \exp(yg(t))gy'(t) = \left( \sum_{n=0}^{\infty} p_{n}(y)t^{2n} \right) \left( -y \sum_{k=1}^{\infty} \frac{2^{2k} B_{2k}}{(2k)!} t^{2k-1} \right).
\]

Comparing the coefficients of \( t^{2j-1} \) of both sides gives the desired recurrence relation.

To show that the expression (3) in Theorem 1.2 (ii) is an eigenvector of Adams operations on \( K^{*}(U(n)) \otimes \mathbb{Q} \), it suffices to prove that

\[
\psi^{2} \left( \sum_{i=1}^{n} (-1)^{i-1} \binom{n}{i} \binom{i+k}{k} \frac{p_{j}(n)}{(k-2j)!} (n-2i)^{k-2j} \right) \delta(\bigwedge^{i} \sigma_{n})
\]
\[= 2^{n-k} \sum_{i=1}^{n} (-1)^{i-1} \left( \frac{\lfloor \frac{i}{2} \rfloor}{(k-2j)!} p_j(n)(n-2i)^{k-2j} \right) \delta(\bigwedge^i \sigma_n). \tag{11} \]

From the LHS of Equation (11), we have

\[= \psi^2 \left( \frac{n}{2} \sum_{i=1}^{n} (-1)^{i-1} \left( \frac{\lfloor \frac{i}{2} \rfloor}{(k-2j)!} p_j(n)(n-2i)^{k-2j} \right) \delta(\bigwedge^i \sigma_n) \right) \]
\[= \sum_{i=1}^{n} (-1)^{i-1} \left( \frac{\lfloor \frac{i}{2} \rfloor}{(k-2j)!} p_j(n)(n-2i)^{k-2j} \right) \cdot (-1)^i \cdot 2^{\sum_{p=1}^{2i}} (-1)^p \left( \frac{n}{2i-p} \right) \delta(\bigwedge^p \sigma_n) \]

(By Theorem 1.2 (i))

\[= \sum_{p=1}^{n} \sum_{i=\lfloor \frac{p}{2} \rfloor}^{n} (-1)^{p-1} \frac{2p_j(n)}{(k-2j)!} (n-2i)^{k-2j} \left( \frac{n}{2i-p} \right) \delta(\bigwedge^p \sigma_n). \]

Suppose \(k\) is an odd number. The sum \(\sum_{j=0}^{\lfloor \frac{i}{2} \rfloor} p_j(n)(n-2i)^{k-2j} \) then is the coefficient of \(t^k\) in the Taylor series of \(\left( \frac{t}{\sinh t} \right)^n \sinh((n-2i)t)\). Using \((f(t))_k\) to denote the coefficient of \(t^k\) in the Taylor series of \(f(t)\), we can simplify the coefficient of \(\delta(\bigwedge^p \sigma_n)\) in Equation (12) as follows:

\[= \sum_{i=\lfloor \frac{p}{2} \rfloor}^{n} \sum_{j=0}^{\lfloor \frac{i}{2} \rfloor} (-1)^{p-1} \cdot 2 \left( \frac{t}{\sinh t} \right)^n \sinh((n-2i)t) \left( \frac{n}{2i-p} \right) \]
\[= (-1)^{p-1} \sum_{i=\lfloor \frac{p}{2} \rfloor}^{n} \left( \frac{t}{\sinh t} \right)^n \cdot \left( \frac{n}{2i-p} \right) (e^{(n-2i)t} - e^{-(n-2i)t}) \]
\[= (-1)^{p-1} \cdot \frac{1}{2} \left( \frac{t}{\sinh t} \right)^n \cdot (e^{-tp}((1+e^t)^n + (1)^p(1-e^t)^n) - e^t((1+e^{-t})^n + (1)^p(1-e^{-t})^n)) \]
\[= (-1)^{p-1} \cdot \frac{1}{2} \left( \frac{t}{\sinh t} \right)^n \cdot \left( e^t(\frac{t}{2} - p) \cdot 2^n \left( \cosh^n \frac{t}{2} + (-1)^{p+n} \sinh^n \frac{t}{2} \right) \right) \]
\[= (-1)^{p-1} \cdot \frac{1}{2} \left( \frac{t}{\sinh t} \right)^n \cdot \left( e^t(\frac{t}{2} - p) \cdot 2^n \left( \cosh^n \frac{t}{2} + (-1)^{p+n} \sinh^n \frac{t}{2} \right) \right) \]
\[ (-1)^{p-1} \cdot 2^{n-1} \left( \frac{n\, e^t(\frac{t}{2} - p)}{2n\, \sinh^n \frac{t}{2}} + \frac{(-1)^{p+n} p\, e^t(\frac{t}{2} - p)}{2^n\, \cosh^n \frac{t}{2}} - \frac{t^n\, e^t(p - \frac{t}{2})}{2^n\, \sinh^n \frac{t}{2}} - \frac{(-1)^{p+n} e^t(p - \frac{t}{2})}{2^n\, \cosh^n \frac{t}{2}} \right)_k \]

\[ = (-1)^{p-1} \cdot 2^n \left( \frac{\frac{t}{2}}{\sinh \frac{t}{2}} \right)^n \sinh \left( (n - 2p) \frac{t}{2} \right) \]

\[ = (-1)^{p} \left( \frac{\frac{t}{2}}{\cosh \frac{t}{2}} \right)^n \cdot \left( (-1)^n e^t(n - 2p) - e^{2t(2p - n)} \right) \]

\[ = (-1)^{p-1} \cdot 2^n \left( \frac{\frac{t}{2}}{\sinh \frac{t}{2}} \right)^n \sinh \left( (n - 2p) \frac{t}{2} \right) + O(t^n) \]

\[ = (-1)^{p-1} \cdot 2^n \left( \frac{\frac{t}{2}}{\sinh \frac{t}{2}} \right)^n \sinh \left( (n - 2p) \frac{t}{2} \right)_k \]

\[ = (-1)^{p-1} \cdot 2^{n-k} \left( \frac{\frac{t}{2}}{\sinh \frac{t}{2}} \right)^n \sinh((n - 2p)t) \]

\[ = (-1)^{p-1} \cdot 2^{n-k} \sum_{j=0}^{\lfloor \frac{n}{2} \rfloor} \frac{p_j(n)}{(k - 2j)!} (n - 2p)^{k-2j}. \]

This finishes the proof for the case of \( k \) being odd. If \( k \) is even, the proof proceeds in a similar fashion.

The only difference one needs to bear in mind when proving this case is that \( \sum_{j=0}^{\lfloor \frac{n}{2} \rfloor} \frac{p_j(n)}{(k - 2j)!} (n - 2\pi)^{k-2j} = \left( \frac{\frac{t}{2}}{\sinh \frac{t}{2}} \right)^n \cosh((n - 2\pi)t) \right)_k \). We leave the details to the reader. \( \square \)

**Remark 2.10.**

(i) The function \( \left( \frac{t}{\sinh \frac{t}{2}} \right)^y \), which defines the polynomial sequence \( \{p_j(y)\}_{j=0}^{\infty} \), apparently bears tantalizing resemblance to the function \( \frac{\sqrt{\pi}}{\sinh \frac{\pi}{2}} \), which defines \( \hat{A} \)-genera.

This suggests a possible alternative proof of the eigenvector formula by means of index theory, but we have yet to find such a proof.

(ii) In [N], Naylor outlined a recursive algorithm for computing the eigenvectors of Adams operations on \( U(n) \) as follows. Assuming the knowledge of an eigenvector \( v_k \in PK^{-1}(U(n)) \) corresponding to the eigenvalue \( t^{n-k} \), one can find the eigenvector \( v_{k+1} \in PK^{-1}(U(n + 1)) \) which corresponds to the same eigenvalue and restricts to \( v_k \) through the pullback map induced by the natural inclusion \( U(n) \to U(n + 1) \). This can be done using the branching law of \( U(n) \).

Replacing \( n + 1 \) appearing in the formula of \( v_{k+1} \) so obtained with \( n \) gives the formula for \( v_{k+1} \in PK^{-1}(U(n)) \). Though he claimed that the algorithm is efficient, no explicit formulas were given.

3. \( G = Sp(n), Spin(n) \) or \( G_2 \)

Let \( \rho \) be an \( n \)-dimensional representation of a compact Lie group \( G \). The functoriality of Adams operations and Theorem 1.2 (i) enable us to compute \( \psi^i(\delta(\rho)) \). More precisely, the induced map \( \psi^*: K^*(U(n)) \to K^*(G) \) pulls the formula for Adams operations on \( K^*(U(n)) \) back to the one for \( \psi^i(\delta(\rho)) \).
For $G = Sp(n)$, the isomorphism classes of representations
\[
\{\sigma_{2n}, \bigwedge^2 \sigma_{2n}, \cdots, \bigwedge^n \sigma_{2n}\} \subset R(Sp(n))
\]
form a $\mathbb{Z}$-module basis of the indecomposables $I/I^2$, which thus differs from the basis consisting of the fundamental representations by a unimodular linear transformation. By Remark 2.3 and the main result of [10] (see Theorem 2.2 (1)), $K^*(Sp(n)) \cong \bigwedge^\infty_0(\delta(\sigma_{2n}), \delta(\bigwedge^2 \sigma_{2n}), \cdots, \delta(\bigwedge^n \sigma_{2n}))$. In Theorem 1.3 we choose to express the formula for Adams operations on $Z$-representations for aesthetic reasons.

**Proof of Theorem 1.3.** Let $\rho$ be the standard representation $\sigma_n$ of $Sp(n)$. By applying the pullback map $\rho^* : K^*(U(n)) \to K^*(Sp(n))$ to Equation (1), and noting that $\bigwedge^p \sigma_{2n}$ and $\bigwedge^{2n-p} \sigma_{2n}$ are isomorphic representations of $Sp(n)$, we have the formula in Theorem 1.3. \qed

The proof for the spin case is similar, but we need some more representation theory to deal with the (half) spin representations. This complication explains the length of the formulas in Theorem 1.4.

**Proof of Theorem 1.4.** For $G = Spin(2n + 1)$, its $K$-theory is given by
\[
K^*(Spin(2n + 1)) \cong \bigwedge^\infty_0(\delta(\sigma_{2n+1}), \cdots, \delta(\bigwedge^{n+1} \sigma_{2n+1}), \delta(S))
\]
where $S$ is the spin representation, whose dimension is $2^n$. The tensor square of $S$ decomposes as (cf. [FH, Exercise 19.16])
\[
S^\otimes 2 = \bigoplus_{p=0}^n \bigwedge^p \sigma_{2n+1}.
\]
It follows that
\[
\delta(\bigwedge^n \sigma_{2n+1}) = \delta(S^\otimes 2) - \sum_{p=1}^{n-1} \delta(\bigwedge^p \sigma_{2n+1})
\]
\[
= 2^{n+1} \delta(S) - \sum_{p=1}^{n-1} \delta(\bigwedge^p \sigma_{2n+1}). \tag{13}
\]

Theorem 1.2 [10], the functoriality of Adams operations, the fact that $\bigwedge^p \sigma_{2n+1} \cong \bigwedge^{2n+1-p} \sigma_{2n+1}$ and Equation (13) yield the formulas in Theorem 1.4. \qed

Similarly, for $G = Spin(2n)$, its $K$-theory is given by
\[
K^*(Spin(2n)) \cong \bigwedge^\infty_0(\delta(\sigma_{2n}), \cdots, \delta(\bigwedge^{n-1} \sigma_{2n}), \delta(S_+), \delta(S_-)),
\]
where $S_+$ and $S_-$ are positive and negative half spin representations respectively, whose dimensions are both $2^{n-1}$. Note that (cf. [FH, Exercises 19.6 and 19.7])
\[
S_+^\otimes 2 \oplus S_-^\otimes 2 = \bigoplus_{p \geq 1} \left(\bigwedge^{n-2p} \sigma_{2n}\right)^\otimes 2 \oplus \bigwedge^n \sigma_{2n}, \quad \text{and} \tag{14}
\]
\[
S_+ \otimes S_+ = \bigoplus_{p \geq 0} \bigwedge^{n-2p} \sigma_{2n}. \tag{15}
\]
Applying $\delta$ to the above equations and using its derivation property lead to
\[
2^n(\delta(S_+) + \delta(S_-)) = 2 \sum_{p \geq 1} \delta(\bigwedge^{n-2p} \sigma_{2n}) + \delta(\bigwedge^n \sigma_{2n}),
\]
\[
\delta(\bigwedge^n \sigma_{2n}) = 2^n(\delta(S_+) + \delta(S_-)) - 2 \sum_{p \geq 1} \delta(\bigwedge^{n-2p} \sigma_{2n}),
\]
(16)
\[
2^{n-1}(\delta(S_+) + \delta(S_-)) = \sum_{p \geq 0} \delta(\bigwedge^{n-2p-1} \sigma_{2n}),
\]
(17)
\[
\delta(\bigwedge^{n-1} \sigma_{2n}) = 2^{n-1}(\delta(S_+) + \delta(S_-)) - \sum_{p \geq 1} \delta(\bigwedge^{n-2p-1} \sigma_{2n}).
\]
(18)

Again Theorem 1.2 (i), the functoriality of Adams operations, the fact that $\bigwedge^k \sigma_{2n+1} \cong \bigwedge^{2n+1-p} \sigma_{2n+1}$ and Equations (16) and (18) yield the formula for Adams operations on $\delta(\bigwedge^k \sigma_{2n})$ in Theorem 1.4 (iii).

The computation of $\psi^l(\delta(S_\pm))$ requires a bit more work. By Theorem 1.2 (i) and functoriality of Adams operations, we have
\[
\psi^2(\delta(S_\pm)) = 2^n\delta(S_\pm) - 2\delta(\bigwedge^2 S_\pm).
\]
The two exterior squares $\bigwedge^2 S_+$ and $\bigwedge^2 S_-$ are both isomorphic to $\bigoplus_{i \geq 0} \bigwedge^{n-4i-2} \sigma_{2n}$ (cf. [Bot, p. 63]). Hence
\[
\psi^2(\delta(S_+) - \delta(S_-)) = 2^n(\delta(S_+) - \delta(S_-)).
\]
Applying $\psi^2$ repeatedly gives
\[
\psi^{2^k}(\delta(S_+) - \delta(S_-)) = 2^{kn}(\delta(S_+) - \delta(S_-)).
\]
Using Proposition 2.3 and Lagrange interpolation at $l = 2^k$ for various $k$, we have in general
\[
\psi^l(\delta(S_+) - \delta(S_-)) = l^n(\delta(S_+) - \delta(S_-)).
\]
(19)

Besides, by Equation (17), Theorem 1.2 (i), functoriality of Adams operations and the fact that $\bigwedge^p \sigma_{2n} \cong \bigwedge^{2n-p} \sigma_{2n}$, we have
\[
\psi^l(\delta(S_+) + \delta(S_-)) = \left(\frac{1}{2}\right)^{n-1} l \sum_{k \geq 0} \sum_{p \geq 1} \left((\alpha(2n, l, n-2k-1, n-2p-1) - \alpha(2n, l, n-2k-1, n-1))\delta(\bigwedge^{n-2p-1} \sigma_{2n})
\right.
\]
\[
\left. - (\alpha(2n, l, n-2k-1, n-2p)) - 2\mu(2n, l, n-2k-1, n))\delta(\bigwedge^{n-2p} \sigma_{2n})
\right)
+ \sum_{k \geq 0} \left((\alpha(2n, l, n-2k-1, n-1) - \alpha(2n, l, n-2k-1, n))\delta(\bigwedge^{n-2p-1} \sigma_{2n})\right).
\]
(20)

The desired formulas for $\psi^l(\delta(S_\pm))$ in Theorem 1.4 (iii) then follow from Equations (19) and (20). □

**Remark 3.1.** The formulas in Theorem 1.4 as they appear, involve fractional coefficients. They are in fact integers, as Adams operations act on integral $K$-theory. It seems to be an interesting combinatorial and number theoretic fact in its own right, but we have yet to find a direct proof of it.
Finally, we recover the formulas for Adams operations on $K^*(G_2)$ in [W3], where they were derived by means of the Chern character isomorphism. Let $\rho_1$ and $\rho_2$ be the fundamental representations of $G_2$ with dimensions 7 and 14 respectively. Note that $\bigwedge^3 \rho_1 = \bigwedge^4 \rho_1 = \rho_1^2 - \rho_2$. By the derivation property of $\delta$, $\delta(\bigwedge^3 \rho_1) = \delta(\bigwedge^4 \rho_1) = 14\delta(\rho_1) - \delta(\rho_2)$.

Reprising the method of using Theorem 1.2 and the functoriality of Adams operations, we get

$$\psi^l(\delta(\rho_1)) = \frac{2l^6 + 13l^2}{15}\delta(\rho_1) + \frac{l^2 - l^6}{30}\delta(\rho_2),$$

$$\psi^l(\delta(\bigwedge^2 \rho_1)) = \frac{13l^2 - 10l^6}{3}\delta(\rho_1) + \frac{5l^6 + l^2}{6}\delta(\rho_2),$$

$$\psi^l(\delta(\rho_2)) = \psi^l(\delta(\bigwedge^2 \rho_1)) - \psi^l(\delta(\rho_1)) = \frac{52l^2(1 - l^4)}{15}\delta(\rho_1) + \frac{l^2(13l^4 + 2)}{15}\delta(\rho_2).$$

Remark 3.2. The formulas in [W3] are expressed with respect to the basis

$$\{\delta(\rho_1), \delta(\bigwedge^2 \rho_1)\}.$$

REFERENCES

[A] J. F. Adams, Vector fields on spheres, Annals of Mathematics, Second Series 75 (3): 603-632, May 1962.
[Bot] R. Bott, Lectures on $K(X)$, Benjamin, New York, 1969.
[Bou] A. K. Bousfield, The $K$-theory localizations and $v_1$-periodic homotopy groups of $H$-spaces, Topology, Vol. 38, No. 6, pp. 1239-1264, 1999.
[BZ] J.-L. Brylinski, B. Zhang, Equivariant $K$-theory of compact connected Lie groups, K-Theory, Volume 20, Issue 1, pp. 23-36, May 2000.
[D] D. M. Davis, From representation theory to homotopy groups, Mem. Amer. Math. Soc. 160, no. 759, viii+50 pp., 2002
[DP] D. M. Davis, K. Petocka, 2-primary $v_1$-periodic homotopy groups of $SU(n)$ revisited, Forum Math. 19, pp. 783-822, 2007.
[F] C.-K. Fok, The Real $K$-theory of compact Lie groups, Symmetry, Integrability and Geometry: Methods and Applications, Vol. 10, 022, 26 pages, 2014.
[FH] W. Fulton, J. Harris, Representation theory, a first course, Graduate Text in Mathematics, Vol. 129, Springer-Verlag, 1991.
[Ho] L. Hodgkin, On the $K$-theory of Lie groups, Topology Vol.6, pp. 1-36, Pergamon Press, 1967.
[N] C. M. Naylor, Cohomological operations in the $K$-theory of the classical groups, Portugal. Math. 38, no. 3-4, 145-153, 1979.
[R] M. Reesler, On the cohomology of compact Lie groups, L’Enseignement Mathématique, Vol. 41, 1995.
[W] T. Watanabe, Chern characters on compact Lie groups of low rank, Osaka J. Math. 22, 463-188, 1985.
[W2] T. Watanabe, Adams operations in the connective $K$-theory of compact Lie groups, Osaka J. Math. 23, 617-632, 1986.
[W3] T. Watanabe, On the KO-theory of Lie groups and symmetric spaces, Math. J. Okayama Univ. 37, 153-175, 1995.