Challenging molecular dogmas in human sepsis using mathematical reasoning
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Summary
Sepsis is defined as a dysregulated host-response to infection, across all ages and pathogens. What defines a dysregulated state remains intensively researched but incompletely understood. Here, we dissect the meaning of this definition and its importance for the diagnosis and management of sepsis. We deliberate on pathophysiological features and dogmas that range from cytokine storms and immune paralysis to dormancy and altered homeostasis setpoints. Mathematical reasoning, used to test for plausibility, reveals three interlinked cardinal rules governing host-response trajectories in sepsis. Rule one highlights that the amplitude of the immune response while important is not sufficient and is strictly dependent on rule two, specifying bioenergetic capacity and are together dynamically driven by rule three, delineating stability and alterations in setpoints. We consider these rules and associated pathophysiological parameters for guiding data-science and artificial intelligence mining of multi-omics and big-data for improving the precision of diagnostic and therapeutic approaches to sepsis.

Introduction
Since the time of Hippocrates definitions of sepsis have been discussed, concurring that it is caused by infection. Yet even in the late 1890’s the medical profession had remarked on the infrequent occurrence of detecting an offending microbe from culture tests making diagnosis and treatment imprecise.1 Clinically, this situation has not changed.

The definition for sepsis advanced to “the pathophysiological alterations and life-threatening consequences of microorganisms or their products invading the blood stream from a focus of infection; resulting in an initial multi-organ insufficiency and progressing to severe multiple organ failure”2. About 30 years ago, an intensivist, Roger Bone, suggested adding to this definition a clause, “along with the organism’s reaction against this invasion”.2,4 This insightful modified definition has essentially remained unchanged except for a greater emphasis on the host response and organ failure over the invading microbe. The most current consensus definition of adult sepsis is “a life-threatening organ dysfunction caused by a dysregulated host response to infection”.4,5 However, clinical management of sepsis varies in different age populations, especially for neonates and children, a high-risk age group accounting for 4 million global deaths due to sepsis.6,7 Notably, the variability of physiology and organ system maturation from birth to adolescence leads to challenges in the identification of sepsis using tools based on the current definition.8,14 In children, guidance for managing sepsis takes a pragmatic approach using in part the IPSSC 2005 consensus criteria for Systemic Inflammatory Response Syndrome (SIRS) and presence of suspected or confirmed infection7 as well as considering organ function.6,8 A recent systematic review for sepsis criteria in children has highlighted organ function and notably metabolic failure as relevant paediatric markers of sepsis.9
of a consensus definition of sepsis and often a combination of risk factors, clinical signs and laboratory values have been suggested for identifying patients with clinical sepsis.

Nevertheless, across all ages the following causal pathway for developing the condition emerges from these consensus definitions: upon or during an infection (of any kind) the host response deviates from a normal healthy response to infection and explicitly, develops a fulminant dysregulated state. The extent of dysregulation, or uncontrollability, of the host response consequently inflicts multi-system damage that is unsustainable for maintaining tissue and organ function, leading to a state of shock that becomes life-threatening as consequence of vital organ failure. Hence it is neither the infective agent, nor the usual relatively benign inflammatory condition of infection that underlies sepsis, but rather a pernicious host-response affecting multiple systems, organs, and pathways. In particular, the cardiovascular, gastrointestinal, neuronal systems and their associated organs, and critically metabolic and coagulation pathways. It is also implicit that an individual’s state of frailty and immune health, comprising the very young and old and those compromised either through iatrogenic or natural causes would have a marked impact on the susceptibility of sepsis.

These implicit and explicit axioms remain largely consistent with current investigations and clinical observations but lack biological mechanism. A gap in mechanistic understanding opens the door for molecular dogmas to be established without formal verification or rejection. Dogmas surrounding sepsis also risk conceptual oversimplification of the inherent multifactorial complexity driving the maladapted systemic and organ system pathway dynamics and may have negative consequences toward our understanding. Despite dogmas the consensus definitions of sepsis have greatly helped toward stimulating considerable research effort to identify the molecular, cellular, and pathophysiological changes that occur in sepsis, including from the most recent genomic and multi-omic revolution. Detailed and insightful reviews on the molecular and cellular pathophysiology and challenges in sepsis research have been published elsewhere and quoted throughout as points of reference.

We shall concern ourselves with the first principles of our understanding of how sepsis evolves. These first principles must account for the known empirical gains in outcome from early recognition and antibiotic intervention, and vaccination, and the prospect for reversibility of the condition. We seek to critically describe the underlying dogmas and assumptions that have arisen from these definitions (Figure 1) through applying mathematical reasoning supported by evidence from experimental and clinical studies. The dogmas and phenomena we deliberate on are cytokine storms (inclusive of genomic storms), endotoxin tolerance, non-resolving infection, immune paralysis, setpoint changes in homeostasis, inclusive of dormancy, as well as hyper-inflammatory and immune suppressed states.

**Sepsis: reconciling past and present dogmas with emerging pathophysiological features**

In this section, we outline the molecular dogmas (summarised in Figure 1) and the key pathophysiological features (summarised in Figure 2) of sepsis with a critical
eye on whether the dogmas are biologically plausible and if pathophysiological features can be informative for providing early warning signals.

The dysregulation of the host response driving sepsis has been considered for over 40 years to be a persistent and overwhelming hyper-inflammatory state. In this scenario, the innate immune system is thought to be caught in a self-perpetuating cytokine activation mechanism. This mechanism for sepsis was readily accepted and by the late 1990s adopted the name of “a cytokine storm”, a name initially evoked not from the infectious disease community but from the field of transplantation medicine that later discounted such terminology (Figure 1). It is perceived that in such a maelstrom, the immune system becomes uncontrollably impaired in terms of both defending against infection, and in protecting the host from immune damage, adding at that time to an emerging clinical understanding of sepsis. In contrast to transplantation medicine, the concept of a cytokine storm rapidly became accepted dogma and has even recently re-emerged in the guise of a “genomic storm” from gene-expression profiling of leukocytes in critical trauma and bacterial sepsis (Figs. 1 and 2). This concept persists even today, contrary to both experimental and human studies, that show highly variable inflammatory responses but not necessarily hyper-inflammatory levels of cytokines. Moreover, there are many experimental and clinical human studies, from both in vitro and in vivo investigations, spanning many decades of research, that have repeatedly demonstrated against the possibility for the occurrence of a hyper-inflammatory storm arising from continuously repeated activation. These studies go as far back as 1946 and they all show quite the opposite biological response, which is a non-responsiveness or hypo-inflammatory state induced after initial activation and which, led to many decades before the “cytokine-storm” dogma to the term of “endotoxin tolerance” (Figure 2).

So, if not a storm, then what is observable? Figure 2 shows the key characteristic immune features of the systemic host response in sepsis, across all ages, from pre-term infants to adults. This includes a heightened yet regulated innate immune response involving negative and positive feedback loops, and a predominately suppressed adaptive (T- and B-cell) immune arm. Further, there is also a marked catabolic change in metabolism. It should be noted, however, that in severe trauma, a very similar profile is also observed that is also characterized by immunosuppression, primarily involving the adaptive immune system with T lymphocyte populations being the most markedly affected cell population. Therefore, these pathophysiological features suggest this characteristic is an
intrinsically driven regulated, rather than unregulated, consequence of the immune response following an excessively acute challenge. Moreover, the relationship between trauma and metabolic response is also well documented, including paediatric patients.4,5,16 An elegant paediatric study showed that mitochondrial respiration is lower in children with signs of immunosuppressive phenotype and inversely related to the systemic inflammatory response.5 At a physiological level the body responds to trauma with tachycardia (increase in heart rate), an increase oxygen consumption, an increased in respiratory rate and negative nitrogen balance; these are all signs of catabolism and sepsis.39,40 Nevertheless, over the last decade a new dogma of ‘immune paralysis’ (Figure 1) has emerged to account for the observed sustained suppression of the immune system following or at the same time as the inflammatory activation phase of a severe infection.41 A paralysis mechanism would require a lesion or breakdown in feedback after initial activation.

There is good clinical and experiential evidence to show a state of suppression in the adaptive arm of the immune system, as functionally evidenced by the increase in reactivation of latent herpes viruses in adult septic patients.42,43 Many studies show that not only stimulatory but also inhibitory responses occur very early and indeed are observable at the same time.4,14,22,44 In neonatal sepsis, it was shown that for every activator of innate immunity the corresponding cognate inhibitor was also increased.14 The innate immune system communicates directly with the adaptive arm through bidirectional signalling via the immunological synapse, an exchange that is tightly regulated by co-stimulators or co-inhibitors and is termed immune checkpoint control.45 Thus, the immune system response in sepsis exhibits multiple states of immunosuppression spanning a wide range of innate and adaptive processes. In particular, with co-inhibitory factors for the expansion of regulatory T cells and myeloid–derived suppressor cell populations, and down−regulation of co-stimulatory molecules and HLA−DR−mediated activation pathways.44,46 These altered expression levels are not exclusive to adult sepsis cases and in pre-term infants, the same immune phenotypic changes have also been observed, including more specifically to this age group increased levels of non-classical HLAs, in particular immune suppressive HLA-G are observed.44 Accordingly, immune checkpoint control plays a vital role in the balance of resistance and the resolution of an immune response, as well as in the homeostasis of tolerance.47 This certainly raises questions about the balance between innate and adaptive effectiveness of the host response and metabolism toward defending against infection. Mechanistically these regulatory changes do not indicate paralysis or an uncontrolled immune system. On the contrary, these features point to a regulated host response as part of an acute feedback reaction to an insult. Thus, therapeutic intervention moderating the type of immune reaction from a challenge, by targeting in particular, immune checkpoint inhibitors as well as reducing complement activation levels, may hold future promise for the management of sepsis.48

Of course, mild immunosuppression can be protective helping the host to tolerate an infection but too much will impact on host resistance to infection. From an evolutionary perspective, a central tenet of infection biology is the fine balance between host-defensive (resistance) and host-protective (tolerance) pathways.49,50 (Figure 2). In agreement with an impaired defence against infection in sepsis, several studies have pointed out the high numbers of unresolved opportunistic infections associated with patients who die.51–53 Hence, the immune response in sepsis may functionally be regulated toward a tolerance response that is intended to be host protective but consequentially results in reduced resistance to infection and a prolonged non-resolving state (Figs. 1 and 2). Again, in this scenario changes in the tipping point of the regulatory balance between tolerance and resistance does not necessarily imply a state of immune paralysis. It has been argued from a clinical perspective that the host deleterious actions arise from the observed protracted non-resolving infection that ultimately leads to organ dysfunction.54 Critically a non-resolving response retains the ability to switch to a resolving phase and hence cannot be unregulated or out of control.

Therefore, while immune suppressive pathways contribute toward host tolerance to infection, sustained depression would reduce host resistance and consequently any change in equilibrium between these suppressive and activation pathways would reflect changes in the homeostatic setpoint of the system56–58 (Figure 2). In a resolving infection, the immune setpoint normalises pathogen resistant and host protective pathways such that the response is balanced towards minimising unwanted immune reactions and damage while preventing pathogen growth. Vaccination also selectively changes the immune setpoint to a specific pathogen through the rapid deployment of precision targeted host-defensive pathways. So, can we better understand the meaning of a dysregulated host response through alterations in normal setpoints of homeostasis. In sepsis, shifts in normal homeostatic setpoints was first put forward from a systems biology investigation of neonatal sepsis as the underlying mechanism for reconciling concurrent regulatory pathways governing innate immune activation, adaptive immune suppression, and changes in the homeostasis of sugar and lipid metabolism.3,35 The setpoint hypothesis can also explain the relative immune tolerance and hence, susceptibility to bacterial sepsis, in newborns to conserve energy required for growth and development.38
This new concept of changes in homeostatic setpoints relates to extreme physiological adaptive responses to damage that are reversible and, hence, if correct offers hope for therapeutic intervention. A pre-clinical study where the feasibility of resetting the immune setpoint by memory reactivation reduced morbidity and mortality in antibiotic-treated sepsis has been tested.39 Manipulating the setpoint of the immune system is not a new concept, indeed, vaccines function by resetting the homeostatic setpoint of the immune system for a specific pathogen and effectively work by promoting a defensive pathway (rather than a tolerance trajectory). The setpoints of the immune system will also adaptively change with age such as in early life and in old age with the onset of immune senescence. Reactivation of viremia in paediatric sepsis is different from adults where the occurrence is infrequent56; and comparing children and adult immunity in SARS-CoV-2 infection, a pre-existing higher innate immune type I interferon state is observed in children indicating a notable setpoint difference in innate-immunity.51,62

However, it is not immediately apparent how or what part of the immune state directly impacts organ failure in sepsis. Indeed, from the so-called genomic storm observed in critical trauma the severity of injury and magnitude of physiological derangement did not correlate with genomic immune patterns.22 It is noteworthy, however, that other systems are also markedly affected in sepsis. In particular, metabolic and neuroendocrine systems as well as the central nervous system (CNS). These systems are key in determining immune functional states and maintaining healthy organ function.65 Failing organs, metabolic systems and immunity in sepsis all retain the capacity to recover arguing for a host response that is reversible and therefore cannot have lost control or be dysregulated. Indeed, the reversibility of a septic condition is perhaps the strongest argument against an uncontrolled dysregulation but the form of ODE system (1) and (2) matches the general form of Fitzhugh-Nagumo equations.66 It is important, however, that other systems, such as the brain, might also contribute to the overall immune state. In this connection, the ability to recover, especially organ and metabolic systems, has previously evoked the idea that the host response is altered to a dormancy (aestivation) metabolic response, evolutionarily linked to protecting organs during low nutritional reserves and periods of hibernation35 (Figure 2). The switching to a dormancy response to cope with energy availability for cells and tissues must also be mechanistically related to changes in homeostasis setpoints.54,65 These mechanisms of extreme homeostatic regulation may help provide molecular answers for how a life-threatening organ dysfunction is caused by a dysregulated host response to infection. Energetic demands are high in neonates and children, especially in periods of active growth, and this may contribute a key molecular determinant for the type of immune host response.

Examining the dogmas of sepsis through mathematical reasoning

Mathematics offers a concise language in which to describe our understanding. If our understanding is correct then a mathematical model should reproduce observations, or at least be consistent with the real-world. Importantly, this not only tests our current understanding, but provides a way of generating predictions in the behaviour of the system.

The generalizable mathematical equations of excitable systems,66 offers a relevant modelling tool for any excitable response, regardless of the system. The mathematical equations describing this non-linear behaviour were developed over 65 years ago, known as the Fitzhugh-Nagumo equations67,68 (Figure 3). The models were initially developed for understanding neuronal activation but have been used to describe many different types of excitable systems, even a forest fire. Using this as an example, a burning tree ignites (excites) neighbouring trees, generating a flame front (active wave) that propagates until all the trees are burnt in its path. This active, or travelling, wave can be transferred to other types of ignitable fuel if in the path of the wave. Notably the active

\[
\frac{dv}{dt} = \frac{10v(v - 1)(2 - v)}{\text{Infection-inflammation regulation}} - \frac{u}{\text{Immune response suppresses infection}} + \frac{S}{\text{Constant infection source}}, v(0) = v_0
\]

\[
10 \frac{du}{dt} = \frac{My}{\text{Metabolic demand due to infection-inflammation}} - \frac{u}{\text{Resolution of immune response}}, u(0) = u_0
\]

Figure 3. A description of the mathematical ODEs used for testing the host response in sepsis adapted from the Fitzhugh-Nagumo equations. This is a simplification but the form of ODE system (1) and (2) matches the general form of Fitzhugh-Nagumo equations. Namely, each response is generated and resolved due to the interactions of the host and infection signals. Specifically, the infection-inflammatory regulation means that the infection is directly coupled to the inflammatory response and is generated proportionally to how much infection there already is (i.e., higher infection tends to give higher inflammation). However, as the infection-inflammatory response grows there is a limiting factor and competition keeps the infection-inflammatory level from growing without bound. The immune response in Eq. (1) is – u, due to this term being negative the immune response suppresses the infection-inflammatory reaction. Finally, the additional parameter S is a constant and represents a source of infection. Initially, we set S = 0, so that there is no source beyond the initial infection. Note, Figure 4 demonstrates by altering S provides a means of achieving a recurring infection-inflammatory response.
wave leaves behind a non-excitabu refractory state whereby a new excited state (burn) cannot happen until there is new regenerated excitabu media. In sepsis, the host response can be described as an excitabu system activated by infection. Here we use the modelling of excitabu systems to test the first principles of our understanding of sepsis and to help delineate a set of rules for guiding future predictive algorithms.

If we apply this approach then we gain a lot in terms of simplicity and understanding, but we lose the specificity of interpretation. Namely, instead of linking outputs to a specific cytokine, or cellular actions, we are simply going to consider the time evolution of the defensive immune response, \( u \), and the infection-inflammatory response, \( v \). The interaction is then defined by the ordinary differential equation (ODE) system shown in Figure 3, which matches the general form of the Fitzhugh-Nagumo equations, in that each response is generated and resolved due to the interactions of the host and infection signals. Eq. (1) describes the immune response in relation to the initial trigger (infection source, \( S \)) (Figure 3). In terms of Eq. (2) (Figure 3) the immune response occurs in proportion to the level of infection-inflammation, i.e. a larger infection-inflammation leads to a larger immune response. The resolution of the immune response is proportional to itself. The constant, \( M \), is a positive parameter representing the extent of metabolic demand to produce the infection-inflammatory reactions. Namely, \( M \) will affect the amplitude and how quickly the body can respond to the infection by producing an immune response. In this context, this equation could be further extended to include other coupled systems such as the neuroendocrine or cardiovascular systems. Finally, the initial conditions represent how the infection is started. We assume that we start from no immune response, \( u_0 = 0 \), and an infection response appears due to some initial pathogen load, \( v_0 > 0 \).

The first point to note is that two first-order autonomous equations are minimally required to derive a model of excitabu state behaviour and that just modelling the immune response in isolation (Eq. (1) alone, Figure 3) is not sufficient. The second point, highlighted in Figure 3 by Eq. (2), is that there is the requirement for energetic, or metabolic resources, which places a demand on the system. Hence, the excitability of the immune system cannot be understood without linking it to metabolic demand. In the last decade, the importance of how immunity is coupled and cross-regulated by metabolism has become well established. The linked immune and metabolic changes are clearly observable at the genomic level during neonatal sepsis.

We use this simple model to understand all possible dynamics of an excitabu system through graphical methods. This aspect illustrates the power and elegance of mathematical consideration in that we can understand, without bias, the qualitative results of a system and without regard for the quantitative results of a system. Hence, without fitting any data we can know if an equation system can produce a realistic output. To visually display the dynamics, we need to determine the lines along which one of the population dynamics is zero, namely either \( du/dt = 0 \), or \( dv/dt = 0 \). These lines are called nullclines (one for each equation). When the nullclines cross both dynamics disappear, and we are at a “steady state”. Further depending on the system’s interactions these steady states can either be stable, or unstable. The stable steady states are the “setpoints” of the system, namely, these are the homeostatic states that the system will evolve to due to feedback-regulation. This raises a third point that the dynamical behaviour of an excitabu system can have multiple setpoints depending on initial conditions and the setting of these will determine the overall behaviour. We next summarise the various behaviours possible in the system.

In the next series of figures two types of graphs are shown for each case scenario; the left panel shows a black line representing the evolution of the solution in the \((v,u)\) coordinates. This is known as a phase plane, and it enables us to see what happens without considering time. The right panel represents the time trajectory of these responses.

Host-response dynamics leading to a resolving or a non-resolving infection: Figure 4a and b shows what happens when we observe a normal homeostasis response to infection with consequences of mild or no disease symptoms. A small initial infection (the initial point is marked by a hollow circle in all figures) produces a rapid growth in the infection-inflammatory response. This is followed by a slower growth of the immune response, which clears and resolves the infection-inflammatory response. The immune response then falls back to a new resting state. This state can accommodate a low level of inflammatory, latent, or persistent infection states after an initial resolving infection. There are two key features to note. First the immune setpoint is low, triggering a rapid inflammatory and infection clearance with a relatively slower immune resolution phase. Second, the model predicts infection and/or state of inflammation that does not return to zero but is kept at a low setpoint by the immune system. This is consistent with our biological understanding, as the immune system has had little if any selective pressure to evolve sterilising immunity. It has evolved, however, to accommodate commensals such as the microbiome and forces of positive selection to clear pathogen load to asymptomatic disease levels, but not unnecessarily to sterilise against a pathogen. Further, the immune system for both innate and adaptive immunity is well established not to return to baseline because of the development of memory in the case of the adaptive and trained or primed immunity for the innate system, respectively.
Figure 4. Mathematical simulation of case scenarios for resolving, non-resolving and endotoxin tolerance-hypo-inflammation. Panels a and b: Resolving infection simulation. The left panel shows the “phase plane” plot of the solution trajectory in the \((v,u)\) coordinates, which is the black line. The arrows on the black line represent the evolution of the solution and, we observe that when the black line terminates it does so at a point where the nullclines (red and blue lines) cross. The right panel represents the trajectories of the \((t,v)\) (red line) and \((t,u)\) (blue line) solutions, respectively. \((v_0,u_0) = (1.1,0)\). Panels c and d show non-resolving infection simulation. By providing a constant source of infection, i.e. \(S > 0\), we cause the \(u\)-nullcline to cut only the central branch of the \(v\)-nullcline.
The system can also probe what happens to the system during an unresolved immune-infection response under the realistic conditions of allowing a constant source of infection, i.e. $S > 0$ (Figure 4c and d). Here, the system oscillates between having a high infection-inflammatory load and a low infection-inflammatory load. The oscillations occur because an increase in the infection load leads to an increase in the immune response. In turn, the growth of the immune response drives the infection-inflammatory level rapidly down and resulting in the immune response to decrease. However, as the immune response falls the higher level of infection source allows the infection to grow once again, causing the immune response to grow again and, thus, we are left with a cycle, as shown by the black trajectory in Figure 4c. The model satisfies the possibility of a non-resolving infection.

The key features to note are that the immune setpoint is set much higher as a response to a relatively high initial pathogen load and the pattern established is oscillatory. It is known that in several sepsis cases that an infection can persist for protracted periods, however, the mechanisms underlying such cases are not clearly defined and time series data from sepsis patients are sparse. This makes the detection of any rhythmic or oscillatory behaviour forming an infection setpoint difficult to discern. Nevertheless, this type of behaviour in infection biology has been documented for certain persistent viruses, but notably all outside sepsis. In particular, for human immunodeficiency virus (HIV), where the infection setpoint is clinically defined as the viral load in the blood (HIV RNA) that settles at within a few weeks to months after the initial infection. For HIV, it is known that immediately after infection, a higher initial viral load will lead to a higher infection setpoint and is therefore consistent with the model. Arguably, the same principle would apply for an infection-inflammatory response, where the source of infection is not identified. Note the higher setpoint for inflammatory response does not imply a cytokine storm although inflammatory cytokine levels will be oscillating between high and low levels.

**Host-response dynamics leading to states of hypo-inflammation and tolerance:** The model can also be used to probe the refractory (hypo-inflammatory) response observed in the endotoxin tolerance challenge. This refractory case is shown in Figure 4e and f, which is a modified version of Figure 4c and d. Critically, we are in the case of a non-resolving infection-inflammatory response, where the immune-infection response cycles between high and low levels. If we then challenge the system with a small increase in infection, or endotoxin, during one of the refractory periods (see the red fluctuation in the middle of the right graph of Figure 4e and f) we observe that we do not get an additional infection-inflammatory response back. Rather, the extra infection-endotoxin challenge is rapidly inhibited from developing and we must wait until the immune response has relaxed to a low enough level before the next spike in infection-inflammation can occur. This is strikingly consistent with biological and clinical evidence and counters the evolution of a cytokine storm. Innate immune cells such as macrophages and neutrophils are clear biological examples of an excitable cellular system, whereby pathogen and danger associated molecular patterns (PAMPs/DAMPs) acts as a stimulus to trigger an excitable response. With respect to experimental sepsis this first came to light when animals were found to survive a lethal dose of bacterial endotoxin if previously administered with a sub-lethal challenge and the phenomenon was given the name of endotoxin tolerance. This has also been shown to occur in vivo in humans. Further, numerous studies reported hypo-reactive states for antigen presenting cells (APCs), in particular monocytes/macrophage cells, that had received repeated endotoxin challenges in cell culture require a recovery period (refactoriness) before they can be stimulated again. Whether this mechanism is at play at birth for a newborn immune state, where the birthing process involves maternal driven inflammatory responses during labour is not known.

Critically, a given population density of excitable cells will rapidly propagate an active wave, a property akin to the original concept of a self-perpetuating cytokine storm. However, the refractory period is not taken into consideration by the concept of a cytokine storm and therefore argues against such a scenario. Further, mechanistically, and out of the scope of the present models, the density of refractory state cells described for APC when in contact with Th helper and B-cells will propagate an immune suppressive regulatory state. This will result in increasing proportions of regulatory cells keeping the immune system in a suppressed state. The evolution of this immune state is a hallmark of sepsis across all ages and has been described as a state of immune paralysis. This conceptual notion for a hyper-inflammatory period and a protracted immunosuppressive phase has, in more recent times, become the accepted dogma. Immune paralysis implies an immune response blocked from progressing. Notably, T and B-cell
immune-suppression is often observed concurrently with elevated innate immunity. An alternative explanation to explain the occurrence of immune suppression in the presence of inflammatory activation proposed changes in the regulatory (homeostatic) setpoint of the immune system. This explanation is consistent with the mathematical model that demonstrates the requirement for increased setpoint activity to develop this response. At a molecular level, it is likely the immune setpoint to infection is, therefore, established when the excitatory amplitude and refractory frequency of APCs, determined by pathogen antigen/PAMP/DAMP levels, stimulate, or inhibit, specific T and B cell functions.

**Host-response dynamics of tolerance and resistance under bioenergetic insufficiency:** The above cases have been simulated under conditions that have not made metabolic resources rate limiting. When M is moderately reduced in the model, we find the gradient of the immune response is reduced. Figure shows, in this case, the black line of the left plot terminates at a high setpoint, which we observe in the right plot to be a situation in which both the infection-inflammatory response and immune response are fixed to high levels. Here, we can use the interpretability and generalizability of the mathematical model to describe what happens in an energetically demanding infection-inflammatory reaction. Namely, the production of an immune response depends critically on the metabolism producing energy to enable the response. However, if the immune response is fixed to a high setpoint the metabolism will eventually burn out. This can be included in the model by slowly lowering M. Figure presents this case of metabolism burnout and we see that as the immune response drops the infection-inflammatory response increases. Notably, this energetic demand has a direct link to vital organ function, and thus mechanistically connects the host response to organ failure. In the real-world this cannot continue unimpeded. This may be argued to be close to the cytokine storm but the critical parameter here is not the "cytokine" (infection-inflammatory reaction product) but metabolism that determines the outcome.

Changes in energy metabolism is a well-established hallmark of sepsis and causally is the most likely functional link to organ dysfunction. Critically, redox homeostasis and mitochondrial functions are reset in sepsis. Closely linked to host metabolism is the role of the neuro-endocrine axis, with vasopressin and corticosteroids of particular interest in the pathophysiology and management of septic shock. Targeting metabolic enzymes involved in oxidative bioenergetics has shown promise, for example, the pyruvate dehydrogenase complex that serves as a gatekeeper for glucose oxidation is a druggable target that can be used to reset mitochondrial respiration. Moreover, the importance of metabolic control is observationally seen in septic shock where metabolism resembles starvation, and there is an overall attenuation of metabolic demand.

Immunometabolism directly governs dendritic cell and macrophage function. Notably, mitochondrial respiration is lower in septic children with signs of an immunosuppressive phenotype and inversely related to systemic inflammation.

A key feature of the metabolic simulations is that there exist two possible stable states or setpoints for the system upon infection. This is shown by the green and black lines (Figure 5d–f). The green line setpoint lies on a zero-immune response level and with a low infection-inflammatory reaction and this trajectory predicts a tolerant host response. While the black line shows the trajectory for a higher setpoint for the immune and infection-inflammatory response leading to a resistant host response. This means the source of infection can be bifurcated, one leading to a setpoint in the immune response that leads to tolerance and the other to resistance. And satisfies a cardinal tenet of infection biology. The metabolic rate changes also reproduce certain features of the dormancy response and provides a mechanism for altering the setpoint of the immune response.

In all cases the model highlights the significance of explaining the host-response as a trajectory to a number of different homeostatic setpoints in the system, governed by the initial starting parameters. The model also elegantly explains the connection of the host response to metabolism and indeed the metabolic bioenergetic state provides the principal force that most closely explains what might be happening in sepsis. It is conceivable that the immune setpoint may be set or re-set to a different threshold for each individual, through genetic, physiological and dietary states or environmental determinants. It is also conceivable that an individual’s setpoint(s) may be initially set normal but due to acute rapid excitability, through a large pathogen load or, rapid proliferation or, barrier breakdown the setpoint of the immune response is adaptively reset.

**Cardinal rules from modelling: application to big data and multi-omics, and the use of artificial intelligence (AI)**

Three cardinal rules drop out from the above mathematical consideration of the host response in sepsis (Figure 6). Rule 1 is that considering the immune response in isolation is insufficient and that other interdependent physiological systems, metabolic and neuroendocrine systems, should be included. Rule 2 is that bioenergetic demand is a key force governing the type of host response. Rule 3 is that alterations in homeostatic setpoints of a system predict the behaviour of the response in sepsis. Therefore, improving precision for diagnostic and therapeutic strategies should consider identifying
parameters that underpin these rules. Machine learning, in particular AI approaches, and large-scale statistical inference methodology are ideally suited for this task. The challenge is the collection of data for selecting parameters. These parameters need to account for the often-subtle presentation and be highly discriminative against a considerable number of individuals who will have a physiological response of the immune system to a non-serious infection or trauma that will overlap with a septic infection, although they will not suffer from sepsis.43

How can these “cardinal rules” help to identify and define key pathophysiological markers of sepsis? Table 1 provides examples for each rule in terms of physical and regulatory features. Rule 1 is to integrate other physiological systems with the immune response such as the autonomic and central nervous systems, while Rule 2 requires measurement of, for example,
mitochondrial biomarkers and immunometabolism and Rule 3 points to determinants of homeostasis setpoints such as the frequency of effector and regulatory immune cells and inhibitory and stimulatory receptors and ligands. The clinical need is that these should be easily recorded and provide a readout within the first hours of suspected sepsis. In this context the emerging medical tricorder technology and point-of-care diagnostic systems may provide future opportunities to change the current syndromic diagnosis. These cardinal rules therefore have the potential to define parameters of a maladapted “dysregulated” host response more precisely to infection. Thus, we envision with a formalized mathematical model that faithfully reproduces sepsis trajectories, this could be parameterized on an individual patient, allowing testable predictions on the behaviour of an individual’s response. Figure 6 schematically outlines this pathway or road map.

Concluding remarks
In summary, while there has been considerable advancement in our understanding of sepsis the complex nature of the host-response has thwarted a more a clear definition of sepsis, underestimating its true dynamical nature. We propose the term “dysregulation” is too ambiguous and mechanistically is open to being misleading. On the contrary, the prevailing evidence suggests against the dogma that the host response is regulated in sepsis, just in a different manner. The regulated state in sepsis is mediated by changes in homeostatic thresholds from a normal host-response, resulting in trajectories that are maladaptive and which pivot between tolerance and resistance. We find, the concepts of “cytokine storms” and “immune paralysis” while conceptually attractive notions can be misleading and holds the risk for misguided diagnosis and intervention. The evidence for protracted non-resolving states and alterations in homeostatic regulatory set-points of the system, that drive a dormancy host-response better reflect the extreme physiological/pathophysiological states in sepsis.

Mathematical considerations identified three cardinal rules: Rule 1 is that the immune system alone is not sufficient to explain the host response in sepsis; Rule 2 is that metabolic demand is a vital determinant in how the response evolves, and rule 3 is that changes in set-points of the system explain the behaviour and mechanism underlying the pathophysiological response. Finally, we propose that the application of setpoint theory for understanding sepsis and the critical importance of metabolism in driving the response will have a key
informative role in guiding future sepsis definitions and, as part of a global health strategy, the development of precision medicine approaches for both diagnostics and therapeutics.

**Outstanding questions**

There remains an urgent need for a more precise understanding of the behaviour and evolution of pathophysiological processes that drive severity and sepsis outcomes.

Sepsis research in neonates and children in LMICs needs to be urgently addressed as a global health priority, accounting for the highest sepsis-associated morbidity and mortality burden.

Establishing data-driven and context-specific management guidelines, promoting creative clinical interventions will allow these barriers to be overcome and contribute to a more balanced and wide-reaching approach to sepsis.

Mechanistic studies delineating control, in particular metabolic and neuroendocrine systems, in the dynamics of pathophysiological pathways associated with sepsis.

A more accurate consensus definition for the host response in sepsis is urgently required.
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