 Thermal evolution of single-particle spectral function in the half-filled Hubbard model and pseudogap
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In the half-filled one-orbital Hubbard model on a square lattice, we find pseudogap-like features in the form of two-peak structures associated with the momentum-resolved spectral function. These features exist within the temperature window \( T_N \leq T \leq T^* \), where \( T_N \) is the Néel temperature and \( T^* \) is the temperature below which there exists a well-formed dip in the density of state. Inside the window \( T_N \leq T \leq T^* \), the peak-to-peak separation in the two-peak structure of the momentum-resolved spectral function grows on moving away from the point \((\pi/2, \pi/2)\) along the normal state Fermi surface towards \((\pi, 0)\), a behavior with remarkable similarities to what is observed in the \( d \)-wave state and pseudogap phase of high-\( T_c \) cuprates. We unveil these features by using a parallelized cluster-based Monte-Carlo method for simulating the magnetic order parameter fields on a superlattice. The method enables us to access the momentum-resolved single-particle spectral function corresponding to a lattice size of \( \sim 240 \times 240 \) with almost negligible finite-size effect.

I. INTRODUCTION

The mechanism of charge-carrier localization in complex correlated-electron systems, associated with the phase transition from the metallic to insulating state, has been a recurrent theme despite a significant theoretical and experimental progress made in the last few decades [1, 2]. This is largely because several aspects of the metal-insulator transition (MIT), including the evolution of the momentum-dependent spectral features of the quasiparticle excitations with temperature, are not very well understood [3]. Mostly observed in the correlated \( d \) and \( f \) electron systems [4], MIT may depend on a variety of factors enhancing the complexity of the nature of transition. The factors are strong electron-electron interaction [5–7], lowering of translational symmetry due to a phase transition as in the case of paramagnetic (PM)-to-antiferromagnetic (AFM) transition[8], trapping of charge carriers because of disorder caused by the impurities [9, 10], polaron formation in the presence of strong electron-phonon coupling etc [11, 12].

MIT in a correlated-electron system does not necessarily require a transition to a phase with reduced symmetry such as the one with an antiferromagnetic arrangement of spins [6]. In these systems with only one orbital, which is half filled, the energy cost of double occupancy is large. Therefore, the delocalization of electrons becomes increasingly suppressed upon lowering of the temperature. The corresponding signature is noticed as a dip in the density of states (DOS) near the low-energy region. The dip is a consequence of the spectral weight transfer from the low- to high-energy region as the electrons get increasingly localized. Subsequently, two incoherent broad peaks separated by an energy scale comparable to the electron-electron interaction energy are formed as originally proposed by Mott et al [5].

Within the Landau fermi-liquid theory, a quasiparticle peak centered at the Fermi level is expected to exist above the MIT temperature in the systems with a weak-to-moderate correlations [13]. The quasiparticle peak, often referred to as Brinkman-Rice (BR) peak, is expected to get increasingly narrower on approaching MIT and disappear finally. Recent experiments do provide the signature for the existence of three-peak structure of the quasiparticle spectra in several transition-metal oxides including \( V_2 O_3 \) [14–17], \( SrVO_3 \) [18], \( CeTO_{3.5} \) etc [19]. On the other hand, in the strongly correlated systems such as high-\( T_c \) cuprates [20], titanates [22] etc., the low-energy coherent quasiparticle peak may be absent.

Considerable details of the quasiparticle spectra have been obtained using spectroscopies based on the optical excitations [23–25] and photoemission [16, 17, 26–28]. However, there is not enough progress in understanding the momentum-resolved spectra across the Mott transition using angle-resolved photoemission spectroscopy (ARPES). There exists only a few studies mostly in the parent compound of high-\( T_c \) cuprates such as \( Ca_2 CuO_2 Cl \) [29] and \( Sr_2 CuO_2 Cl \) [30]. ARPES measurements in these compounds both below and above \( T_N \) indicate a \( d \)-wave like form \(|\cos k_x - \cos k_y|\) of the gapstructure along the Fermi surface of strange metallic state. These signatures were suggested to be indicative of a possible link to the \( d \)-wave superconductivity.

The high-\( T_c \) cuprates does not exhibit fermi-liquid behavior at higher temperature for a small number of holes irrespective of the low-temperature phase being either \( d \)-wave superconductivity or AFM state [20]. The widely accepted temperature-vs-doping phase diagram of cuprates contains nearly a straight line [31] boundary separating the pseudogap (PG) phase from a metallic phase with non-fermi liquid behavior. It may be noted that the straight line is located above the curve separating the PG phase and Néel order. This indicates that the PG phase is also precursor to the Néel order. In that case, how does the single-particle spectral function evolve as a function of temperature above Néel order? How can an intermediate phase be precursor to two distinct phases which may be competitor/hostile to each other? Does the spectral gap above \( T_N \) resemble that of the PG or is it similar momentum-dependent gap structures seen in the undoped cuprates. The answers to these questions may also throw light on the origin of PG phase and associated features.

We search answers to the above questions, by examin-
ing temperature dependent single-particle spectral function within one-band Hubbard model, which has been explored earlier with variety of methods [32–35]. While the dip in the DOS was shown to exist, the behavior of momentum-dependent gap-structure above \( T_N \) remains largely unknown because of difficulties involved in incorporating spatial correlations in some of the methods. In this paper, we use exact-diagonalization + Monte-Carlo (ED+MC) based scheme which is one of the most suitable approaches to study spatial and thermal fluctuations. However, this method like others is often accompanied with inaccessibility to a larger size system [37, 38], which is unfavorable for a good momentum resolution. The difficulty increases further due to a significant broadening of the quasiparticle peaks when the low-temperature phase is Néel order.

We use a methodology which combines three techniques to overcome the size-dependent limitation thus enabling one to access the momentum-resolved spectral function almost free of any finite-size effect. The momentum-resolved spectral function with a high resolution is prerequisite in order to conclusively establish the nature of the spectral function particularly at higher temperatures where the broadening caused by the spatial and thermal fluctuations dominates. Three techniques are traveling-cluster approximation (TCA), parallelization of update process and twisted-boundary conditions (TBC) to be discussed later.

We arrive at the following results obtained by adopting the above mentioned approach: (i) The spectral function \( A(\mathbf{k}, \omega) \) to be discussed later. The momentum-resolved spectral function with a high resolution is prerequisite in order to conclusively establish the nature of the spectral function particularly at higher temperatures where the broadening caused by the spatial and thermal fluctuations dominates. Three techniques are traveling-cluster approximation (TCA), parallelization of update process and twisted-boundary conditions (TBC) to be discussed later. (ii) As one approaches \( T_N \) from below, the dip in the DOS takes the V-shape like one observed in the case of \( d \)-wave superconductivity. The V-shaped dip continues to be present in the vicinity of \( T_N \) and beyond through it becomes increasingly shallow. (iii) There exists a temperature scale \( T^* \) beyond which, the dip in the DOS becomes very small, doesn’t show sign of any further change on increasing temperature, and it persists even beyond. (iv) Within the temperature window \( T_N \lesssim T \lesssim T^* \), the spectral function \( A(\mathbf{k}, \omega) \) has a two peak structure with a dip at \( \omega = 0 \) for all the momenta along the normal state Fermi surface. (v) The peak-to-peak separation, which is nearly constant below \( T_N \), rises on moving from \( (\pi/2, \pi/2) \) to \( (\pi, 0) \), a behavior similar to \( d \)-wave superconductivity and PG phase. (vi) The nearest-neighbor and next-nearest neighbor magnetic correlations are not negligibly small beyond \( T_N \).

II. MODEL AND METHOD

A. Model

We consider Hubbard model on a square lattice given by

\[
\mathcal{H} = \sum_{(ij)\sigma} (t_{ij} - \delta_{ij}\mu)d_{i\sigma}^\dagger d_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow},
\]

where \( d_{i\sigma}^\dagger \) (\( d_{i\sigma} \)) is the creation (destruction) operator for an electron at site \( i \) with spin \( \sigma \). \( t_{ij} = t \) is the hopping parameter between two neighboring sites \( i \) and \( j \). The second term denotes the on site Coulomb repulsion between two electrons having opposite spins. The energy scale in this work is set in the unit of \( t \) throughout. The chemical potential \( \mu \) is chosen in order to keep the band filling fixed at half filling.

B. Methodology

In the simulation process, the effective Hamiltonian can be obtained via a Hubbard-Stratonovich transformation, which is equivalent to mean-field-like decoupling of the Hubbard term in the magnetic channel, if the magnetic vector fields \( \mathbf{m}_i \), to be defined below, are treated as classical fields. This approximation ignores the temporal fluctuations of the vector fields but allows for the spatial fluctuations, yields

\[
H_m = -\frac{U}{2} \sum_{\mathbf{i} \sigma} \Psi_{\mathbf{i}}^\dagger (\mathbf{m}_i \cdot \hat{\sigma}) \Psi_{\mathbf{i}} + \frac{U}{4} \sum_i \mathbf{m}_i^2
\]

with \( \Psi_{\mathbf{i}} = (d_{i\uparrow}^\dagger, d_{i\downarrow}^\dagger) \). The \( j \)-th component of magnetic order-parameter field at site \( i \) is \( m_j^2 = \frac{1}{4} \langle \Psi_{\mathbf{i}}^\dagger \sigma^j \Psi_{\mathbf{i}} \rangle \), where \( \sigma^j \) is \( j \)-th component of Pauli matrices. Note that the electronic part of the Hamiltonian

\[
H_el = \sum_{(ij)\sigma} (t_{ij} - \delta_{ij}\mu)d_{i\sigma}^\dagger d_{j\sigma} - \frac{U}{2} \sum_{\mathbf{i} \sigma} \Psi_{\mathbf{i}}^\dagger (\mathbf{m}_i \cdot \hat{\sigma}) \Psi_{\mathbf{i}}
\]

can be readily diagonalized provided that the field configurations \( \{ \mathbf{m}_i \} \) are given. Thermally equilibrated \( \{ \mathbf{m}_i \} \), in turn, are generated with the help of MC sampling according to the distribution

\[
P(\{ \mathbf{m}_i \}) \propto \text{Tr}_{d,\sigma} e^{-\beta H_{\text{eff}}},
\]

where the effective Hamiltonian \( H_{\text{eff}} = H_{el}(\{ \mathbf{m}_i \}) + H_m \) with \( H_{el} = (U/4) \sum_i m_i^2 \). The accuracy of this MC-based approach increases with a rise in temperature as the thermal fluctuations become increasingly dominant. The approach reduces to the standard Hartree-Fock approximation in the low-temperature limit.

First, we use a cluster-based approximation [39] for the MC update, which instead of Hamiltonian corresponding to full lattice \( N_L \times N_L \), considers the Hamiltonian of a smaller lattice \( N_c \times N_c \) centered at the update site for each update. This is a reasonable assumption given the fact that the effect of the update shall fall quickly on moving away from the update site [40] and it reduces the computational cost significantly.

Second, an additional reduction of computational cost in the simulation process is achieved through parallelization of the update process. In the standard simulation process, an update site is chosen, a change is proposed in the classical field, energy of the system is calculated, and the update is accepted/rejected according to the Metropolis algorithm. In the parallelized update scheme, more than one update sites are chosen at the same time when \( N_p \), number of processors are available. \( N_L \times N_L \) lattice is divided into blocks of size \( N_b \times N_b \) so that \( N_L \) is divisible by \( N_b \). \( N_p \) identically positioned update sites are chosen from the successive blocks and corresponding cluster Hamiltonians are diagonalized, energies are calculated, and the fields are updated according to
Metropolis algorithm. For the next update, the process is repeated for next $N_p$ successively placed set of blocks and so on.

Third, we use twisted-boundary conditions (TBC) [41] which corresponds to a superlattice formed by repeating thermally equilibrated fields configuration for a lattice size $N_L \times N_c$ obtained earlier — $N_c$ number of times in both $x$ and $y$ directions. Then, one can study the spectral features of a lattice size $N_L N_c \times N_L N_c$. Throughout in the current work, $N_c = 8$, $N_L = 40$ and $N_c = 6$ are used unless otherwise stated, which corresponds to an effective lattice size $240 \times 240$.

C. Onset temperature for magnetic order

The signature of onset of long-range magnetic order is obtained from the thermally averaged structure factor given by

$$S(Q) = \frac{1}{N^2} \sum_{i,j} (\mathbf{m}_i \cdot \mathbf{m}_j) e^{iQ(r_i - r_j)}.$$  \hspace{1cm} (5)

Here, $Q = (\pi, \pi)$ for the checkerboard-type antiferromagnetic order and $r_j$ is the position of vector field $\mathbf{m}_j$. The temperature, at which the onset of rise in the structure factor $S(Q)$ during the annealing process occurs, is taken as the transition temperature $T_N$.

It has been widely speculated that the pseudogap features may be a consequence of short-range magnetic correlations. The onset of short-range magnetic correlations can be studied with the help of functions given by

$$\phi_k = \frac{1}{4N} \sum_{i,j} |(\mathbf{m}_i \cdot \mathbf{m}_j)|,$$  \hspace{1cm} (6)

where $\langle i, j \rangle$ denotes summation over nearest neighbors for $\phi_1$, next-nearest neighbors for $\phi_2$ etc. Note that the factor of four appears in the denominator as there are only four nearest or next-nearest neighbors for a square lattice.

D. Gap-structure determination

In order study DOS below and beyond $T_N$, we use TBC, once the thermal equilibration is reached. For instance, $t_{ij} \rightarrow t_{ij} e^{-\frac{1}{4}q_x a_x + q_y a_y}$, where $q_x, q_y = 0, 2\pi / N_l, 4\pi / N_l, \ldots$ $2\pi (N_l - 1) / N_l$ and $N_l$ is the number of lattices in the superlattice i.e. number of repetition along $x$ and $y$ directions of the lattice under consideration in the parallelized MC scheme. In our calculation, $N_l = 6$ while setting the lattice constants $a_x = a_y = 1$. Then, the DOS is calculated as

$$N(\omega) = \sum_{q_{\lambda}, l, i} |\psi_{q_{\lambda}, l}(i)|^2 \delta(\omega - E_{q_{\lambda}})$$  \hspace{1cm} (7)

where $E_{q_{\lambda}}$ are the eigenvalues of the fermionic part of the full Hamiltonian obtained. $|\psi_{q_{\lambda}, l}(i)|$ is the eigenvector of the Hamiltonian.

By using the twisted-boundary condition, the single particle spectrum is calculated as

$$A(k, \omega) = \sum_{q_{\lambda}} (|\langle k | \psi_{q_{\lambda}, l} \rangle|^2 \delta(\omega - E_{q_{\lambda}}),$$  \hspace{1cm} (8)

where

$$\langle k | \psi_{q_{\lambda}, l} \rangle = \sum_{l} \sum_{i} \langle k | l, i \rangle \langle l, i | \psi_{q_{\lambda}, l} \rangle.$$  \hspace{1cm} (9)
$i$ is the sublattice index and $i$ is a site index within the sublattice.

### III. RESULTS

For our calculation, we have chosen $U = 4$, which yields the exchange coupling $J \approx 4t^2/U = 1$ in the unit of $t$, in accordance with recent estimates \[42\]. However, as discussed later, we find that the pseudogap features get enhanced with increasing $U$. We start MC simulations at a temperature $T \sim 0.2$ or even beyond, which is more than twice the magnetic transition temperature $T_N$, and reduce the temperature to cool down the system in the steps of $T \sim 0.01t$. A small temperature step is considered in order to bypass any metastable states during entire cooling process.

To see that the $S(Q)$ for $N_L = 40$ is nearly free from finite-size effect, it is plotted as a function of temperature for different lattice sizes as shown in figure 1(a). $S(Q)$s approach the same value asymptotically in the limit $T \to 0$, however, a size dependence can be noticed near $T_N$. In particular, $T_N$ shows a small reduction with an increase in the lattice size, while for $N_L = 40$ in the current work, it appears to nearly coincide with its asymptotic value in the large $N_L$ limit.

Fig. 1(b) and (c) show the dependence of $T_N$ on the Coulomb repulsion parameter $U$. First, the magnetic moment size increases with $U$ and approaches towards its saturation value. Second, $T_N$ rises almost linearly with an increase in $U$ up to $U \sim 6$, where it maximizes, and then decreases beyond. Fig. 1(c) shows an additional temperature scale $T^*$, which corresponds to a temperature where the dip in the DOS becomes shallow enough and there is no further change upon increase in temperature. The shallow dip continues to exist even beyond $T^*$ up to a very large temperature as revealed in our calculation, which may perhaps be the consequence of persistent short-range correlations. Unlike $T_N$, $T^*$ exhibits a sharp rise as $U$ increases.

One of the earliest experimental signatures of the PG was a dip obtained in the DOS, which was found to persist above the superconducting-transition temperature obtained \[43\]. Such a dip in the DOS above superconducting transition is found to exist for a wide range of hole doping where the PG phase is observed.

As pointed out above, $T^*$ correspond to the temperature when the dip in the DOS has become shallow and there is no further change with an increase in the temperature. This occurs near $T \sim 1.5T_N$ for $U = 4$ (Fig. 2(b)). In order to show that the result is free of finite-size effect, the size dependence of DOS at $T = T_N$ is also examined for $U = 4$, where the absence of oscillation in the DOS originating from finite-size effect and shallowest dip can be noticed for a larger lattice (Fig. 2(a)). The dip in the DOS takes the $V$-shape for $T \sim T_N$, which continues to exist beyond $T_N$ in a way similar to the gap persisting beyond superconducting transition in the underdoped cuprates. Next, we address the question whether $V$-shaped dip in the DOS beyond $T_N$ has momentum-dependent gap structure similar to the PG phase with the help of spectral function $A(k, \omega)$.

Fig. 3 shows the $A(k, 0)$ at different temperatures while keeping its range same. For $T < T_N$, $A(k, 0)$ is vanishingly small all along the normal state Fermi surface. It increases on approaching $T_N$ and becomes non-negligible at $T_N$, which doesn’t indicate, however, its gaplessness. For temperatures near $T_N$ and beyond, a significant broadening can be seen when compared to that of the Bogoliubov quasiparticles arising due to thermal phase fluctuations beyond the superconducting transition temperature. The broadening obtained here is devoid of any artifact which may result from the finite-size effect. This directly follows from the momentum resolution in our calculation, which is of the order $\Delta k_F = \Delta k_y \sim 2.5 \times 10^{-2}$, in the unit of $1/a$, significantly small to cause any such artifact. There is a relatively enhanced thermal broadening towards $(\pi, 0)$ because of the availability of a large phase space. In addition, $A(k, 0)$ increases as one move towards $(\pi/2, \pi/2)$ along the normal state Fermi surface, a feature also observed in the pseudogap phase. How-
However, additional definitive information about the nature of gap structure above $T_N$ can only obtained by examining $A(k, \omega)$ for different momenta along the Fermi surface. Fig. 4 shows the momentum-resolved spectra as a function of energy $\omega$ for temperatures below and above $T_N$. Top and bottom curves in each subfigure are $A(k, \omega)$ for the Fermi points $(\pi/2, \pi/2)$ and $(\pi, 0)$, respectively, while other curves are for the points in between. A well-developed gap in $A(k, \omega)$ at $T = 0.75T_N$ is on expected line, which appears to be robust in size when moving along the normal state Fermi surface. However, two distinct features may be noticed in the vicinity of $T_N$ and beyond. First, the gaps in $A(k, \omega)$ is increasingly being filled up on moving away from $(\pi, 0)$ to $(\pi/2, \pi/2)$. Second, the gap size, i.e., peak-to-peak separation decreases at the same time. These features build up with increasing temperature.

Next, we look at the dependence of peak-to-peak separation $\Delta$ as a function of distance from $(\pi/2, \pi/2)$ along the normal state Fermi surface (Fig. 5). We find that there is an overall increase in $\Delta$ irrespective of temperature beyond or below $T \sim T_N$. In particular, at $T = T_N$, $\Delta_p$ is non-vanishing at $(\pi/2, \pi/2)$ and it increases on moving towards $(\pi, 0)$ and gets nearly doubled, although an overall reduction in its value is noticed as temperature increases. The fluctuations in $\Delta$ when one moves along normal state Fermi surface is a consequence of a large broadening resulting from thermal and spatial fluctuations in the orientation of magnetic moments.

The spectral features found above appear to arise from the short-range magnetic correlations which persist beyond $T_N$. Fig. 6 shows the plots of the nearest ($\phi_1$), next-nearest ($\phi_2$), and next-next-nearest neighbor ($\phi_3$) magnetic correlation functions together with the long-range magnetic correlation function $S(Q)$ as a function of temperature. As it can be noticed, $S(Q)$ vanishes completely and $\phi_3$ is also very small beyond $T_N$, whereas both $\phi_1$ and $\phi_2$ don’t vanish and show nearly constant value $\sim 0.01$, which is of an order similar in magnitude to that of $S(Q)$ near the onset of long-range correlation. Presence of short-range magnetic correlations can be noticed up to the highest temperature $T \sim 3T_N$ considered in this work.

IV. DISCUSSION

The nature of single-particle spectral function, obtained here across the MIT in the Hubbard model at half filling, is able to capture the essential spectral features observed in the ARPES measurement of parent compound of high-$T_c$ cuprates [29, 30]. On the other hand, the spectra exhibit similarities as well as dissimilarities with what have been observed in the $d$-wave state and PG phase [43–51]. Increase in the peak-to-peak separation as one moves towards $(\pi, 0)$ from $(\pi/2, \pi/2)$ along the Fermi surface is a feature similar to the $d$-wave state and PG phase. However, the separation vanishes at the point $(\pi/2, \pi/2)$ in the case of $d$-wave state and along an arc centered at $(\pi/2, \pi/2)$ in the PG phase. In contrast, the peak-to-peak separation is non zero in the pseudogap-like state found beyond $T_N$ in the current work. Furthermore, the dip in the DOS is shallow and therefore it is similar to what is observed in the PG phase unlike $d$-wave superconductivity with fully formed $V$-shaped gap.

It is widely believed that the persistent short-range magnetic correlations may be the key factor responsible for the momentum-dependent spectral features observed in the underdoped cuprates beyond $T_N$. Our findings do lay support to this idea. Experimentally, the onset temperature of both Néel order and the pseudogap phase increases on approaching zero doping, which indicates a strong link between the pseudogap-like spectral features and the magnetic correlation, as the latter maximizes in the parent compound [31]. Therefore, the pseudogap-like features of the gapstructure existing beyond $T_N$ are expected to be qualitatively similar in the cases with and without the long-range hoppings. The difference that may arise is the asymmetry in the spectral features introduced by the broken particle-hole symmetry when the long-range hopping is considered. Secondly, the $T_N$ will be relatively smaller for a given value of $U$ because of the frustration brought in by the long-range hoppings.

In this work, we were primarily focused on establishing the nature of momentum-resolved single-particle spectral function across the MIT. For that purpose, we chose the repulsive Coulomb interaction $U = 4$, a value less than the unscreened one, which agrees with the recent works [42]. Since $U < W$, where $W$ is the bandwidth, the BR peak is expected to exist beyond the MIT temperature. Within our treatment of the meanfield, temporal fluctuations are ignored as the fields are treated classically in order to obtain the spectral functions with a high-momentum resolution at the cost of the peak. On the other hand, our calculation incorporates both the thermal and spatial fluctuations in the fields in order to conclusively establish the nature of spectral features existing beyond $T_N$. The BR peak together with incoherent spectra at high energy is captured by the dynamical mean-field theory (DMFT) [6, 7], wherein the dynamical nature of meanfield is
In conclusions, we have mapped out the momentum-dependent gap structure of single-particle spectral functions in the half-filled Hubbard model across the Néel temperature by using a method which provided us access to a very large lattice size with almost negligible finite-size effect. We obtained spectral features which show several remarkable similarities to those observed in the $d$-wave or pseudogap phase of high-$T_c$ cuprates thus indicating that the pseudogap may originate from the short-range magnetic correlations. Although shown for a single-orbital Hubbard model, these features are expected to be observed in other correlated systems in the absence of additional competing ordering tendencies, which may otherwise suppress the persistent short-range magnetic correlations responsible for these features.
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