Moving target detection (MTD) is one of the emphases and difficulties in the field of computer vision and image processing. It is the basis of moving target tracking and behavior recognition. We propose two methods are improved and fused, respectively, and the fusion algorithm is applied to the complex scene for MTD, so as to improve the accuracy of MTD in complex and hybrid scenes. Using the main idea of the three-frame difference image method, the background difference method and the interframe difference method are combined to make their advantages complementary to overcome each other’s weaknesses. The experimental results show that the method can be well adapted to the situation of periodic motion interference in the background, and it can adapt to the situation of sudden background changes.

1. Introduction

In recent years, although the methods of video moving target detection (MTD) have been deeply studied and some problems existing in algorithms have been improved, most of these algorithms are for specific applications [1]. It is the follow-up tracking and recognition of moving objects and the basis of semantic understanding of moving object sequences [2–4]. For applications such as encoding and decoding of key information in the video, the moving target of interest in the video sequence needs to be extracted from the background, so as to achieve compressed storage of the video image [5–7]. Intelligent video surveillance [8] is one of the most typical applications of video MTD at home and abroad in recent years, and MTD has been applied to video surveillance, UAV target detection, and other fields [9–11].

In foreign intelligent video surveillance system developed earlier, as early as the 1960s, many universities and research institutions in the United States engaged in MTD, tracking, and abnormal behavior recognition and other fields to carry out research. One of the most representative is the developed at Carnegie Mellon University, and other well-known colleges and universities in the United States dedicated to the detection, identification, and analysis of human behavior and can realize the prediction of human action; according to the forecast results, we judge the abnormal behavior of pedestrian is going to happen and give warning and prompt the use of such as public surveillance system. At the same time, VSAM (visual surveillance and monitoring) is mainly used for unmanned operations in hostile environments, such as severe disasters, long-term battlefield monitoring, and effective detection and tracking of enemy moving targets in military situations [12]. Subsequently, the University of Maryland in the United States independently developed a real-time visual monitoring system W4 (Who? When? Where? What?) [13] to achieve the positioning, segmentation, and multitarget tracking of the moving human body and to simply judge the next human behavior by detecting whether the human body is carrying other items. The Defense Advanced Research Agency’s Airborne Video Surveillance (AVS) program uses target detection technology to capture static or dynamic moving target information from video in real time and then combines moving target tracking and recognition technology to obtain moving target speed, position, and trajectory information. Using such moving target information can improve the real-time detection function of UAV for specific environment [14].
Domestic universities and key research institutes have gradually studied the intelligent video surveillance system since the 1990s. There are many foreign experimental projects that are only under simulated conditions. Now many of them have been transformed into products, and they are widely used. The domestic market is not to be outdone. Now some fields can be independently innovated, and many products are gradually put into use. From automation, the Chinese Academy of Sciences, institute of independent research, develops a set of traffic monitoring prototype system [15] to detect moving vehicles, based on the license plate number, and automatically identifies and analyzes if there is any cause to track the vehicle, and then, tracking the identified vehicle, even automatically identifies and analyzes if there is any cause to detect moving vehicles, based on the license plate number, and develops a set of traffic monitoring prototype system [15] to obtain, such as the vehicle monitoring system of highway.

2. Concept Review

2.1. Extraction of Background. There are usually three methods to obtain background images: manual rendering, statistical method, and Surendra background update algorithm.

(1) The manual background method requires people to start the camera to obtain the background image when no foreground object is observed. This method of background extraction increases the demand of manpower and material resources, and the background image without the foreground is hard to obtain, such as the vehicle monitoring system of highway.

(2) Statistical methods: background images can be summed up as in a specific time period of pixel grayscale average and use this as a background image corresponding to the pixel point of the average gray; when read in a video of a pixel point observation, we will find that there is no prospect; through a moving target point gray value which remained stable, the change is very small; only when it prospects through a moving target, the grayscale of the point will change dramatically.

(3) Surendra background update algorithm: we can adaptively obtain the background image; the algorithm to extract the background idea is to find the movement of objects through the current poor Zhen image area; movement area on the background remains the same, rather than the sports area with the background of the current frame to replace updates. The algorithm steps are shown below:

(1) Image 1 of frame 1 is taken as background B.
(2) Select I value $T$, the number of generations $m = 1$, MAX STEPS.
(3) Find the frame difference image of the current frame:

$$D = \begin{cases} 
1, & |I_i - I_{i-1}| \geq T, \\
0, & |I_i - I_{i-1}| < T,
\end{cases}$$

(1)

where we denote $I_i$ to be the $i^{th}$ frame.

(4) Update background image B from binary image $D$:

$$B(m, n) = \begin{cases} 
B_{i-1} (m, n), & D(m, n) = 1, \\
\alpha I_i + (1 - \alpha)B_{i-1} (m, n), & D(m, n) = 0,
\end{cases}$$

(2)

where $B_i$ denotes the current background which is set to be the weighted average of the instantaneous background and previous background and $\alpha$ is a background update coefficient.
2.2. Detection of Moving Targets. Under normal circumstances, there is a great difference between the foreground and the gray value of the background, while the gray value of moving objects itself will not be very different. Thus, the current frame image is $I$ and background image is $B$; the background differential binary image is

$$DB(m, n) = \begin{cases} 255, & I(m, n) - B(m, n) \geq T, \\ 0, & I(m, n) - B(m, n) < T, \end{cases}$$

where we denote by $T$ to be the threshold which is given by the corresponding pixel value of searching toward increasing pixel intensity. In this way, pixels with the gray value of 255 in the differential binary image can be regarded as moving target points in the foreground.

2.3. Image Postprocessing. Due to the influence of noise, some points belonging to the background will be wrongly detected as moving targets in the foreground. Meanwhile, due to the slight disturbance of objects in the background, these background points will also be wrongly identified as moving target points. In order to eliminate these influences, it is necessary to process the difference images of foreground and background. For example, the mathematical morphology method is used to process the difference images. Because the shadow pixels and the pixels of the moving target is the same visual feature, the background of the direct reduction method cannot distinguish between moving objects and shadows; normally, the shadow will be wrongly judged to be moving targets; in RGB space, people’s perception of the difference and the consistency of the calculated difference are very poor. Calculate the color similarity between images. Therefore, shadow detection is suitable for HSV color space. When a pixel is covered by shadow, its brightness value changes greatly, while chromaticity signal changes little. In this way, the following method can be used for discrimination:

$$S(x, y) = \begin{cases} 1, & \alpha \leq \frac{I(x, y)}{B(x, y)} \leq \beta \cap (I(x, y) - B(x, y)), \\ 0, & \text{other}, \end{cases}$$

where $I(x, y)$ is the current frame, $B(x, y)$ is the background image, $S(x, y)$ is the shaded pixel point, and $A$ is set as the influence coefficient of the light source. The stronger the light source is, the smaller the value of “$A$” is. $B$ is set to remove the influence of noise.

3. Frame Difference MTD and Improved Algorithm

For video image sequence, there is continuity between adjacent frames, so it can be considered that the illumination of the two frames is basically unchanged in the case of a very short time interval. By calculating the difference of adjacent frames, the amount of the gray value change between corresponding pixels of adjacent frames can be calculated. Because of the moving object in video before and after the two frames relative to the movement of background image pixel values of the same as a prime spot for two frames of pixel values before and after the change amount is larger, we exercise background pixel values of a point. In the case where the pixel values of the two frames before and after the volume change are small, we can separate the moving target and the background according to the frame difference method. The frame difference method is the simplest MTD method among all the current MTD methods.

3.1. Two-F Difference Method. First of all, two consecutive frames of images obtained after filtering are represented by $I_{k-1}(x, y)$ and $I_k(x, y)$, respectively, from the extracted video sequence.

Secondly, the obtained two adjacent video sequence images are used to carry out difference operation to obtain the difference images $D(x, y)$:

$$D(x, y) = |I_{k-1}(x, y) - I_k(x, y)|.$$  \hspace{1cm} (5)

If the threshold value $T$ is small, the background information will be regarded as a part of the moving target, reducing the accuracy of MTD. In this paper, according to the dynamic adaptive generation of multiple segmentation thresholds for each frame of the video sequence, segmentation thresholds are obtained by adapting to the changes of foreground and background contrast. The binarization process can be expressed by

$$T_k(x, y) = \begin{cases} 0, & D(x, y) < T, \\ 1, & D(x, y) \geq T. \end{cases}$$  \hspace{1cm} (6)

The principle block diagram of two-FDM is shown in Figure 1:

Below is the experiment of two-FDM using laboratory video dataset, as shown in Figure 2:

In Figure 2, (a) is frame 97 of the video sequence, (b) is frame 98 of the video sequence, and (c) is the difference between frame 97 and frame 98 of the picture. Through the experimental results, we can see the simple algorithm and fast detection speed and other characteristics. Disadvantages: when the time interval is long or the object moves too fast, the phenomenon of “double shadow” appears in (c) in Figure 2. At the same time, if the moving target moves too slowly or the time interval is too short, the pixel values of the two frames before and after cannot be changed, resulting in the difference of pixel values basically unchanged.

3.2. Three-Frame Difference Method (TFDM). The moving target area obtained by the two-FDM is larger than the actual target, resulting in the phenomenon of “double shadow”. The binarization method of two-FDM can be used, as shown in formula (6) above, to obtain the final three-frame difference in the middle frame, as shown in formula (7).

Principle block diagram of TFDM is shown in Figure 3. The specific process of MTD by TFDM is as follows.
First of all, Figure 3 shows that two difference images are obtained by difference operation on three consecutive frames of images.

Secondly, the two difference images obtained are thresholding by using formula (6), respectively, through the selected threshold value.

Finally, the binary foreground image $T(m, n)$ and $T(m, n)$ are calculated.

Laboratory video dataset was used for the experiment of TFDM, and the result is shown in Figure 4:

3.3. Canny Edge Detection. The common principle of edge detection is to use the discrete gradient approximation function to find the points with great changes in the gray value in the image, and we connect these points with great changes to form the edge information of the image.

The common steps of edge detection are as follows:

1. The applied edge detection of the filter is realized by the derivative of image intensity, and the derivative is greatly affected by voice. Therefore, it is necessary to reduce the influence of voice on the derivative of image intensity through filtering, so as to improve the performance of edge detection and reduce the amount of calculation.

2. Image enhancement is to realize the effect of image enhancement by enhancing the intensity value of pixel points that have obvious changes in the neighborhood of image gray points (the gradient
amplitude of the image can be calculated to determine which points have obvious changes and need to be enhanced) and determine the pixel points in the candidate region of the image edge.

(3) The image edge detection, due to image enhancement, will make the neighborhood within many of the gradient value bigger, so we get to the edge pixels than the actual real; we are looking for more edge pixels, we can use the threshold method to select the points, while only keeping the real pixels at the edge of the image.

3.3.1. Gaussian Filtering. Since the result of edge detection is easily affected by image noise. In order to make the image smooth, a Gaussian filter is used to process the image to achieve the purpose of noise reduction.

3.3.2. Calculate Gradient Amplitude and Direction. The gray gradient value of the image can be approximately replaced by the first-order finite difference score. The gradient and direction of the edge can be obtained.
The partial derivatives of $x$ and $y$ directions used by Canny algorithm to calculate the convolution template are as follows:

$$A_m = \begin{bmatrix} -1 & 1 \\ -1 & 1 \end{bmatrix}, B_n = \begin{bmatrix} 1 & 1 \\ -1 & -1 \end{bmatrix}. \quad (7)$$

The first-order partial derivative matrix of the image gray gradient value in the $x$ direction can be obtained as

$$\alpha[m, n] = \frac{(f[m, n + 1] - f[m, n] + f[m + 1, n + 1] - f[m + 1, n])}{2}. \quad (8)$$

The first-order partial derivative matrix of the image gray gradient value in the $y$ direction can be obtained as

$$\beta[m, n] = \frac{(f[m, n] - f[m + 1, n] + f[m, n + 1] - f[m + 1, n + 1])}{2}. \quad (9)$$

Formulas (8) and (9) can obtain the gradient amplitude of the edge:

$$X[m, n] = \sqrt{\alpha[m, n]^2 + \beta[m, n]^2}. \quad (10)$$

With formulas (8) and (9), the gradient direction of the edge can be obtained:

$$Y[m, n] = \arctan\left(\frac{\alpha[m, n]}{\beta[m, n]}\right). \quad (11)$$

$M[i, j]$ and $A[i, j]$ can be obtained by calculating the first-order partial derivative matrix of $x$ direction and $y$ direction. If the angle obtained is not within these several ranges, the formula can be converted to between $0^\circ$ and $360^\circ$.

3.4. Background Modeling Method. As the scene environment changes slightly over time, the background model needs to be updated in real time for the background subtracting method so that a good background model can accurately detect the moving target from the image.

At present, most background modeling methods are based on the improvement and optimization of the original algorithm. Common modeling methods are as follows:

(1) Single Gaussian background modeling: Gaussian background modeling is mainly used in complex scene environments, such as leaves shaking or camera shaking. The principle of the method is, respectively, for each pixel point in the original image to a single modeling, assumes that each pixel in the image for a period of time has nothing to do with other pixels, and is independent, and the characteristic value of the background pixels’ fluctuation in a period of time satisfies the Gaussian distribution, according to the reasonable hypothesis for background modeling.

(2) Mean method background modeling: if the video image sequence scene is not too complex, the mean method can be used for background modeling. In essence, the mean method is an idea of statistical filtering, which is realized by summing up the multiple frames captured by the camera within a period of time, dividing the cumulative value by the number of captured frames, and finally obtaining the average value, which is used as the background reference model.

4. Experimental Results and Analysis

The software environment of the experiment is windows7, combined with VS2010 and Opencv. Video sequences from frames 81 to 115 of laboratory dataset are used to select representative moving objects of frames 97, 98, and 99 from 35 frames to conduct the experiment of improving the TFDM, as shown in Figure 5.

In Figure 5, figures (a), (b), and (c) represent sequential video sequences from the Laboratory dataset. Figure (a) is frame 97 of the video sequence. Figure (b) is frame 98 of the video sequence. Figure (c) is frame 99 of the video sequence. Figure (d) is frame 98 and frame 97 difference diagram. Figure (e) is frame 99 and frame 98 difference diagram. Figure (f) is frame three difference diagram.

Analysis of experimental results is as follows:

(1) Figures (d) and (e) represent that the two-frame difference method shows that moving targets detected by the two-FDM have “double shadow” phenomenon. Figure (f) is the traditional TFDM. It performs the logical “and” operation on the two-frame difference images by making the difference between the front and back frames of the three adjacent frames and takes the common part of the moving target of the two-FDM. Figure (f) is the MTD result of the traditional TFDM.
It can be seen from Figure (g) that a relatively complete contour of the moving target can be obtained by using Canny edge detection algorithm. This method can not only obtain more complete contour information but also obtain part of the internal information of the moving target.

Table 1 compares the accuracy of MTD between the traditional TFDM and the improved frame difference method. Through experimental results and comparison experiments, we can see that the improved algorithm can get more accurate moving targets compared with the traditional TFDM.

Table 2: Comparison of processing time between the traditional TFDM and the improved TFDM.

| Current frame picture | Traditional TFDM (ms) | Improved TFDM (ms) |
|----------------------|-----------------------|-------------------|
| Laboratory           |                       |                   |
| The 97th frame       | 3.15043               | 4.93475           |
| The 98th frame       | 3.30144               | 4.95418           |
| The 99th frame       | 3.22263               | 5.10116           |

(2) It can be seen from Figure (g) that a relatively complete contour of the moving target can be obtained by using Canny edge detection algorithm. This method can not only obtain more complete contour information but also obtain part of the internal information of the moving target.
The laboratory dataset of three consecutive frames at frame 97, 98, and 99 were improved by the frame difference method before and after running time statistics, and the experimental results are shown in Figure 6:

In Figure 6, the right and the left images represent the running time of the traditional frame difference method and the improved frame difference method, respectively. Since the improved frame difference method performs Canny edge detection based on the moving target image obtained by the two-frame difference method and then performs “or” operation with the traditional TFDM, the increased running time is the Canny edge detection time and “or” operation time based on the two-frame difference method. Therefore, after the improvement, the time increase is relatively small, but the experimental accuracy has achieved a high improvement.

Table 2 shows the comparison of processing time between the traditional TFDM and the improved TFDM. When the processing time is increased little, the detection accuracy improved the frame difference.

Both intelligent room and laboratory datasets are due to the similarity between moving target and moving background in complex scenes, so the improved frame difference method detects more complete contour of the moving target than the traditional frame difference method, and the frame difference method is less affected by illumination changes.

5. Conclusion

Through the study of Canny edge algorithm, we can know that Canny edge detection can detect more complete edge information according to the small difference between the color value of the moving target and complex scene when the color of the moving target and the background is similar. Background model-based moving target detection is a very effective detection technology, which subtracts the current frame image from the existing background model image. If a pixel value in the difference image is greater than the threshold, it belongs to the moving target; otherwise, it belongs to the background region. From the above introduction and simulation test, it can be seen that background subtraction method is simple in operation, accurate in detection position, and fast in speed, and the results obtained after threshold operation directly give the location, size, shape, and other information of the target, which has a good application prospect. In this study, simulation experiments verify that the improved frame difference method is better than the traditional TFDM when the moving target color is similar to the background color in complex background.
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