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Single particle inductively coupled plasma mass spectrometry (sp-ICPMS) is an attractive technique for fast measurement of elemental composition, mass and particle number concentration (PNC) of metal containing nanoparticles (NPs). In order to investigate NPs <10 nm using ICPMS, low instrumental background and high detection efficiency are primary requirements. This study evaluated the performance of a sector-field ICPMS with standard and enhanced sensitivity ("Jet") vacuum interfaces with different sample introduction setups: conventional pneumatic nebulization with (DSN) and without aerosol desolvation (PN) and microdroplet generation (MDG). Additionally, the influence of nitrogen gas as an addition to a dry aerosol was studied. In this study, transport efficiencies (TEs) and detection efficiencies (DEs) are determined for the different instrumental setups. Gold NP suspensions were analysed and evaluated for PNC and size. Applying counting statistics, the size limit of detection (LODsize) of gold nanoparticles (Au NPs) was estimated to be 6.1 nm and 4.7 nm for PN and MDG with the standard interface, and 3.6 nm and 3.1 nm for DSN and MDG with the ’Jet’ interface and nitrogen addition, respectively. Additionally, DEs for various elements were determined. 11 isotopes (27Al, 47Ti, 65Cu, 107Ag, 111Cd, 115In, 133Cs, 140Ce, 195Ir, 197Au, and 238U) were measured at a mass resolving power (MRP) of 300 while an MRP of 4000 was used for 56Fe and 65Zn. DEs obtained for the conventional nebulization system with a spray chamber (PN) were in the range of 10⁻⁴ to 10⁻² counts per atom (low resolution) and 10⁻⁶ to 10⁻⁵ counts per atom (medium resolution), while significant improvement in DE was obtained for the MDG setup with the ’Jet’ interface and nitrogen addition resulting in the range of 10⁻² to 10⁻¹ counts per atom (low resolution) and 10⁻⁶ to 10⁻⁵ counts per atom (medium resolution). The enhancement in DE was most pronounced for isotopes of lower m/z indicating reduced mass discrimination of the ”Jet” interface with nitrogen gas added to the sample aerosol. The corresponding LODsize could thus be decreased by 10 or 2 times for example for Al- and Au-containing NPs, respectively. At the same time the use of an MDG for sample introduction allowed for 98.5% TE in the analyses of NP suspensions, while a TE of 10% (PN) or 23% (DSN) was obtained with pneumatic nebulizers.

Introduction

The number of commercial products containing engineered nanoparticles (NPs) is constantly expanding.¹ ² ³ Thus, the development of validated methods and protocols is required in order to ensure reproducible properties of NP characteristics and its relation to environmental safety.³⁻⁴ In this respect, various international projects are going on, with the aim of developing and evaluating different analytical techniques for NP assessment (e.g. AceNano within Horizon2020 [ref. 6]). NP characterization includes the determination of mass, size, shape, particle number concentration (PNC), morphology, surface characterization, elemental/chemical composition, and exposure.⁷ Single particle inductively coupled plasma mass spectrometry (sp-ICPMS) offers fast analysis of different parameters needed for characterization of inorganic NPs: elemental composition and mass as well as possibly size, PNC, and distinction from dissolved fractions.⁸⁻¹ⁱ The concept was introduced in 2003 by Degueldre and Favarger, who analysed colloidal particle fractions in suspension by ICPMS, using time-resolved data acquisition.¹²⁻¹⁶ By 2019, the total number of reports about sp-ICPMS increased to over 300, as recently highlighted in a review by Mozhayeva et al.¹⁷

Different sample introduction systems are being coupled to ICPMS for NP analysis.¹⁸⁻²¹ Most frequently, pneumatic nebulizers are used as they are most readily available. One of the major limitations of this configuration however is low transport efficiency (TE). For conventional concentric nebulizers with Scott-type or cyclonic spray chambers the TE is in the range of
5–10%, with a sample flow rate between 100 and 1000 μL min⁻¹. Other, high efficiency nebulizers have been developed, whose reported TEs reach >90% at <10 μL min⁻¹ sample flow rate¹⁻² but such systems require precise control of the flow rate and are less robust against clogging. Pneumatic nebulizers with aerosol desolvation operate by the same principle, but the solvent is evaporated in a heated spray chamber and removed by membrane desolvation. TEs however were reported to span across a wide range, depending on operating conditions. Todoli et al.,³⁴ reported a TE of up to 90% when applying 0.6 mL min⁻¹ as the sample flow rate, while 18.7% TE at 0.11 mL min⁻¹ sample flow rate was reported by Hadioui et al.²¹ using a different system. The incomplete and variable sample transfer of the conventional nebulizers allows an accurate determination of TE crucial for assessing the true PNC of the analysed sample.

To allow multiple events to occur at a rate of less than 1%, it follows from Poisson statistics that a particle should be detected in less than 2% of all acquisitions (i.e. droplets or dwell times) on average. For the conditions mentioned before, this amounts to a max PNC of >2 × 10³ mL⁻¹, while the conventional sp-ICPMS with the pneumatic nebulizer (e.g. 20 μL min⁻¹ sample flux into the ICP and 1 ms dwell time) may reach this limit at a PNC of less than 10² mL⁻¹. MDG sample introduction thus reduces sample preparation and possible artefacts caused by changing the solvent composition.

- Droplet desolvation before the ICP reduces the instantaneous heat required to evaporate the droplet residue and/or NP. Together with more localized vaporization inside the ICP this should also translate into a higher DE.²³⁻³¹

Today, various technically interesting nanomaterials appear as quantum dots (QDs), which may contain just between several 100 and a few 10 000 atoms of a particular element,³⁴⁻⁴⁵ where DEs in the permil-range are required. Recent studies using the high sensitivity sector-field ICPMS with the conventional nebulization system however reported DEs for gold in the range of 0.01–0.06% (ion counts per atom).⁴⁴⁻⁴⁷ Additionally, Hadioui et al.²¹ have compared wet and dry plasma conditions and reported DEs of 0.08 and 0.3%, respectively.

In this study we used a sector field ICPMS with an optimized vacuum interface to achieve maximum sensitivity for NP detection. The modified interface consists of a specific “Jet” sampler cone, an “X” skimmer cone and a high capacity dry interface pump. Earlier reports indicate that a more than 5-fold increase in sensitivity could be obtained for dry plasma conditions by laser ablation sampling and with the addition of mL min⁻¹ amounts of nitrogen to the carrier gas.⁴⁸

The performance of the instrument for NP detection was evaluated for conventional pneumatic nebulization with the cyclonic spray chamber (PN) or a desolvation system (DSN) and an MDG for sample introduction. The performance of the “Jet” interface was evaluated by comparing DEs and LODsize⁴⁹ for various elements to the standard interface configuration. Additionally, TEs for PN, DSN and MDG operation were investigated.

### Experimental

#### Materials

Au NP standards in citrate buffer with nominal sizes of 10 nm (diameter of 8.8 ± 0.4 nm, and Au mass concentration of 0.053 mg mL⁻¹, = 7.7 × 10¹⁵ NP mL⁻¹) and 30 nm (diameter of 31 ± 3 nm, and Au mass concentration of 0.052 mg mL⁻¹, = 1.7 × 10¹⁵ NP mL⁻¹) from NanoComposix, San Diego, California, USA were used for the studies. Nanoparticle suspensions were stored in a fridge at around 5 °C, and were allowed to warm up to room temperature for 15–30 minutes prior to use. Before each dilution step, suspensions were vortexed (Vortex Genie 2, Scientific Industries, USA) for 1 min, and then sonicated (Faust Laborbedarf AG, Schaffhausen, Switzerland) for 2 min. Suspensions were diluted gravimetrically with different concentrations of sodium citrate (0.1 mM and 1 mM), which had been filtered through 0.22 μm filters. Gold nanoparticle suspensions were doped with 0.05–1 μg kg⁻¹ of dissolved Ir (Merck AG, Darmstadt, Germany) which served as a droplet tracer for MDG experiments, or as a tracer for instrumental drift.
for experiments with spray chamber and DSN sample introduction setups. To minimize sedimentation of nanoparticles, all suspensions were sonicated prior to the measurements. Each nanoparticle suspension was freshly diluted from the stock suspension prior to the measurements.

Single-element standards were prepared from stock solutions from Inorganic Ventures, Christiansburg, Virginia, USA (1000 mg L$^{-1}$: Al, Fe, Cu, Cs, Ce), Merck AG, Darmstadt, Germany (1000 mg L$^{-1}$: Zn, Ag, Cd, In, Ir, Au, and 10 mg L$^{-1}$: U), and Alfa Aesar, Thermo Fisher Scientific, UK (1000 mg L$^{-1}$: Ti) in 1% HNO$_3$ (subboiled) or in 3% HCl (optima grade, Fisher Scientific, United Kingdom). Concentrations of the standard solutions were in the range of 1–10 mg kg$^{-1}$ for the spray chamber and MDG with the standard interface, and 0.01–100 mg kg$^{-1}$ for DSN and MDG sample introduction systems with the “Jet” interface and nitrogen addition (see Table S1†).

All sample dilutions were prepared gravimetrically using an electronic balance (scale reading of 0.1 mg, Mettler AT400, Mettler-Toledo, Greifensee, Switzerland).

**Instrumentation and data acquisition**

Measurements were performed using a sector-field ICPMS (Element XR, Thermo Scientific, Bremen, Germany), employing a mass resolving power (MRP, m/Δm) of 300 (Al, Ti, Cu, Ag, Cd, In, Cs, Ce, Ir, Au, and U) or 4000 (Fe, and Zn). We are aware that $^{47}$Ti and $^{63}$Cu may be affected by spectral overlap, depending on the matrix composition. However in order to compare the performance for a wide range of elements we used pure standard solutions where we would not expect substantial interference. Fe and Zn were measured at higher MRP because of the presence of the plasma-based background ions ArO$^+$ and ArCN$^-$. A wet aerosol was produced using a concentric nebulizer (MicroMist™) with the conventional cyclonic spray chamber, while a DSN with the same nebulizer (Nu Instruments, DSN-100, Wrexham, United Kingdom), and the microdroplet generator, MDG (Microdrop Technologies, GmbH, Norderstedt, Germany) were used for the introduction of dry aerosols. Solutions were self-aspirated with pneumatic nebulization, and the nebulizer uptake (nominal 200 μL min$^{-1}$) was determined for the

---

**Fig. 1** Pneumatic nebulization with the conventional cyclonic spray chamber (a), and the desolvation nebulization system, DSN (b), and the microdroplet generator, MDG (c) are presented.
optimized nebulizer gas flow rate by recording the consumed sample mass gravimetrically. Using the MDG, droplets were introduced to the ICP using a dispenser head with a nozzle of 50 μm inner diameter. The triple pulse mode (a sequence of three individually programmable voltage pulses applied to the piezo-actuator) was used for producing droplet diameters of 22–25 μm, at a frequency of 100 Hz.29 The MDG was inserted into an in-house built adapter,29 containing 4 symmetrically arranged gas inlets. Two windows in the adapter, placed downstream near the end of the MDG nozzle, allow monitoring droplets, via a CCD camera. Argon and nitrogen gas were introduced via 4 inlets at the adapter, while helium was introduced through the dispenser head to accelerate desolvation of the droplets.29 The droplets were captured using Virtual Dub (V. 1.9.11, Avery Lee, Free Software Foundation Inc., Cambridge, USA) and their size was determined during post-processing using ImageJ (National of Health, Bethesda, MA, USA).29 The MDG-adapter setup was mounted at the ICP torch holder using a custom-made tray, allowing the entire setup to move together with the torch (see Fig. S1†). A schematic overview of different setups used is presented in Fig. 1. Additionally, standard nickel sampler and skimmer cones were used for wet (spray chamber) and dry (MDG) plasma conditions, and compared to the “jet” configuration, when nitrogen gas was mixed to the dry aerosols prior to the ICP (DSN and MDG).

The instrument’s data acquisition system was used to record the transient signals by repeated rapid mass scans at the plateau of the mass peak (so called E-scan of 5% of the total peak width) at dwell times of 1 ms as described previously.29 Shorter dwell times are principally of advantage when recording NP events which typically last for <0.5 ms because less noise is integrated per data point and lower limits of detection can be obtained.44–47 The main objective of this study was however the comparison of DE and TE for the different sample introduction methods and 1 ms was used to reduce data volume and processing times.

The instrument software however requires a minimum settling time of 1 ms to be included before each scan where no data are recorded. This reduces the duty cycle of the measurement and has to be considered when for example determining TE and PNC. For the conditions chosen in these experiments the duty cycle was 98.5% which was considered acceptable for the purpose of the study. The instrument also uses an SEM detector with two-stage signal acquisition. The ion counting mode was exclusively used in these experiments to avoid cross-calibration errors. Ion counting provides a linear range of approximately 3–5×10^6 cps with detector dead time correction. A transient signal shorter than the 1 ms dwell time and yielding a total of 3000 counts may however exhibit peak intensities where the common dead time correction, assuming a non-paralyzable detector, may fail. To avoid dead time-related artifacts, we adjusted the concentrations of ionic solutions and particle sizes whenever possible to yield less than 10^6 cps or 1000 counts per ms.

The “size method”22 was used for TE determination with the pneumatic nebulizer systems (PN and DSN) using a suspension of 30 nm Au NPs and a gold ionic solution of 0.0014 and 0.013 μg L^−1, respectively. In order to avoid ion counting errors when using the DSN, the instrument’s sensitivity was reduced to <1000 counts per NP by reducing the “focus lens” settings.

The TE of the MDG setup was determined by counting the number of events from dissolved Ir in the NP suspensions and relating it to the number of droplets produced by the MDG at the beginning and the end of each NP analysis.

The acquisition parameters of ICPMS for all three setups are given in Table 1.

Operating conditions used for the different sample introduction setups are listed in Table 2. Optimization was performed on a daily basis for the highest sensitivity. MDG settings are listed in Table S2.†

### Data evaluation

All raw data were carried out in time resolved mode and raw data were processed using the custom written code for MatLab ® (R2017b, MathWorks, Inc.) and further data evaluation was done by using Excel ® (Microsoft Corp.). Background subtraction was done by selecting a threshold value, where the instrumental background could be separated from the sample signals. Further, a split correction was applied to all signal intensities which were equal or higher than this threshold value.

In order to obtain statistically representative data, at least 500 NP events were recorded per analysis. NP size calibration was carried out via 30 nm Au NP reference materials for PN and DSN sample introduction. When using the MDG system, an ionic Au standard was introduced to determine the absolute sensitivity. Hence, the measured signals of Au NPs were divided by the absolute sensitivity (ion counts per mass) and DE (ion counts per atoms introduced). DEs for 13 elements were calculated using eqn (1) for pneumatic nebulization with or without desolvation and eqn (2) for the MDG setup:

\[
DE = \frac{I}{c \sqrt{\text{TE} \times \text{dwell}}} \frac{M}{N_A \times A} \tag{1}
\]

\[
DE = \frac{16 \times 10^{12} M}{c d_{\text{drop}} \times \pi} \frac{M}{N_A \times A} \tag{2}
\]
where $DE$ (ion counts per atoms) is the detection efficiency, $I$ (ion counts) is the background corrected ion signal of the measured isotope per acquisition, $M$ (g mol$^{-1}$) is the molar mass of the analyte, $N_A$ is Avogadro's number ($6.022 \times 10^{23}$ mol$^{-1}$), $V$ (mL s$^{-1}$) is the sample uptake, $c$ (g mL$^{-1}$) is the concentration of the element in solution, $A$ is the relative abundance of the isotope measured, $TE$ is the transport efficiency of the sample introduction system, $t_{\text{dwell}}$ (s) is the used dwell (integration) time, and $d_{\text{drop}}$ (μm) is the diameter of the droplet generated with the MDG. The sample uptake for pneumatic nebulization was determined gravimetrically and the droplet diameter was captured continuously via the CCD camera.

ICPMS in principle can only yield the mass of an element in an NP. Accordingly, we report NP limits of detection (LODs) generally based on mass (eqn (3)) and assuming Poisson-noise dominated background signals. For NPs with known stoichiometry and assuming a spherical shape they were transformed into a size LOD (eqn (4)) as well.

$$\text{LOD}_\text{mass} = \frac{3.29s_{bg} + 2.71}{DE} \frac{M}{N_A}$$

$$\text{LOD}_\text{size} = \sqrt{\frac{6 \text{LOD}_\text{mass}}{\pi \rho_{\text{NP}} X_{\text{NP}}}}$$

where $s_{bg}$ (counts) is the standard deviation of the background signal, and $\rho_{\text{NP}}$ (g cm$^{-3}$) is the density of the NP and $X_{\text{NP}}$ is the mass fraction of the element in the NP.

### Results and discussion

#### Transport efficiency (TE)

TEs for PN and DSN were determined using the size method, while the TE for the MDG sample introduction setup was established via the number of events recorded for droplets containing dissolved Ir in an Au suspension with 0.1 mM citrate buffer (see Fig. S2†). With conventional nebulization without desolvation a transport efficiency of 10.5 ± 0.6% was reached in the best case. With desolvation the actual sample volume reaching the ICP could be doubled (23 ± 7%) because a substantial fraction of the aerosol droplets were at least partly evaporated to allow for more efficient transfer than with the conventional spray chamber arrangement. The MDG on the other hand provided almost quantitative (98.5 ± 0.6%) TE. The transient signals for the droplet tracer Ir show a highly reproducible occurrence at the dispensing frequency (Fig. S2†), which lets us assume that in fact all droplets reached the ICP but a fraction of them were not detected because they arrived during the "blind time" of the acquisition system.

#### Detection efficiencies

**Influence of nitrogen gas addition.** Fig. 2 shows the effect of nitrogen gas addition to a dry aerosol (MDG setup) before the ICP for the standard and “Jet” interface configurations. As an example the signals for dissolved uranium are plotted, but all elements investigated showed a similar trend. A substantial enhancement of nitrogen was observed with the “Jet” interface. While DEs were lower than without the “Jet” interface when no nitrogen was added, it increased by about 20 times until a flow rate of 10 mL min$^{-1}$ N$_2$. Using the standard interface on the other hand, the DE increased only by about 60%, when 4 mL min$^{-1}$ of nitrogen was added. Since no significant nitrogen influence on the sensitivity was observed, all experiments with the standard interface were carried out without nitrogen addition. Similarly, we did not observe substantial improvement in the DE when adding nitrogen to the wet aerosol for pneumatic nebulization without desolvation and the standard interface.

**Comparison of sample introduction systems.** Under optimized operating conditions, DEs for 13 elements were determined for the 4 different instrument configurations: (A) PN and standard interface, (B) MDG and standard interface, (C) DSN and “Jet” interface and (D) MDG and “Jet” interface (Fig. 3). These DEs were determined from ionic solutions of the elements, whose concentrations (Table S1†) were adjusted to remain within the linear detection range in pulse counting mode (<10$^6$ cps). A multi-element solution containing Al, Ti, Fe, Cu, Zn, Ag, Cd, In, Cs, Ce and U was prepared in 1% HNO$_3$, while Ir and Au were stabilized in 3% HCl. The detection efficiencies determined via eqn (1) and (2) are illustrated in Fig. 3.

When using pneumatic nebulization without desolvation and the MDG with the standard interface the DEs obtained were between 10$^{-4}$ and 10$^{-2}$ for isotopes measured in low resolution...
A set of experiments was carried out using the DSN where the dynamic range of the ion counting detection mode. Therefore, NPs’ ion signal intensities were at the upper limit of the linear range of the DE. When using the MDG experiments also ionic standards were used to determine the DE reference value: 8.8 \times 10^{-4} (Fe) and 3 \times 10^{-6} (Zn) were obtained. For operation with the “Jet” interface and nitrogen addition on the other hand not only substantially higher DEs could be achieved but also the instrument’s mass discrimination was reduced substantially if not eliminated across the range of isotopes investigated. Al or Ti for example showed almost three orders of magnitude higher DE with the “Jet” interface, while the DE of U only increased by only a factor of 2 (DSN) or 6 (MDG). Overall, DEs were slightly higher with the MDG when compared to PN and DSN methods. In particular using the “Jet” interface resulted in 3-8 times higher DE. Ti and Zn on the other hand reproducibly showed an exceptional increase by more than 20 times, which is not fully understood at this stage.

Characterization of NPs and LODs

For the comparison of NP analyses with the different instrumental configurations two suspensions of Au NPs were used. Due to their age the sizes were verified by transmission electron microscopy and found to be in good agreement with those originally specified by the manufacturers. Ionic Au standards and 30 nm Au NPs (size reference value: 31 \pm 3 nm, measured 32 \pm 4 nm) were used to either determine the transport efficiency in PN and DSN measurements via the “size” and “frequency” methods. They were also used to determine the DE for the calibration of the mass/size of the 10 nm Au NPs (size reference value: 8.8 \pm 0.4 nm, measured 8.8 \pm 0.4 nm) and PNC with all setups. For MDG experiments also ionic standards containing a known concentration of Au were used to determine the DE. When using the “Jet” configuration however the 30 nm NPs’ ion signal intensities were at the upper limit of the linear dynamic range of the ion counting detection mode. Therefore, a set of experiments was carried out using the DSN where the signal intensity was artificially reduced by about 10 times by defocusing the ion beam in the ion optics of the ICPMS.

Results for the NP size and PNC are compiled in Table 3. For operation with the 31 nm Au NPs for calibration of the DE, only the conventional PN method and the DSN with the de-focused ion beam yielded acceptable size values for the 8.8 nm NPs. Both methods using the higher sensitivity of the “Jet” interface resulted in particles sizes that were approximately 50% too high. This is a direct result of the ion signals being near the upper end of the linear detection range. As can be seen in the histograms [Fig. S3C†] the ion counts recorded for 30 nm Au NPs with the “Jet” interface appear to be truncated as the signal exceeds 3000 counts. In fact, when extrapolating the signal for ionic standards or the 10 nm NPs (Fig. S4†), the 30 nm Au NPs should yield a mean value near 10 000 counts or 10 Mcps, which is outside the linear range for ion counting with this secondary electron multiplier. Thus, the sensitivity or DE is underestimated by approximately 3 times, yielding a proportionally higher mass or about 50% larger size. The deviation in size obtained with the MDG and standard interface can however not readily be explained by this effect, because the signal intensities for the 31 nm Au NPs should have been well within the linear detection range (Fig. S3A and B†).

When using dissolved standards with suitable concentrations on the other hand, the size of the 8.8 nm NPs could be determined with good agreement. From the results discussed before, it appears that calibration of the DE via NP suspensions requires a critical selection of an appropriate particle size. Larger particles often allow for better distinction between NP and background signals but too intense signals can cause underestimation of the DE and at the same time overestimation of the TE (see below). DE calibration using ionic standards however provides greater flexibility to match the calibrants’ signal intensities to the mass spectrometer’s linear range and mitigates the bias in size determination.

The PNCs determined with either approach were generally lower than the reference values (7.7 \times 10^{12} NP mL^{-1}) given by
the manufacturer. When using pneumatic nebulization (PN or DSN) and the “size” method to determine TE, PNCs of $5.1 \times 10^{12}$ mL$^{-1}$ and $5.2 \times 10^{12}$ mL$^{-1}$ were obtained unless the 30 nm Au NPs used for calibration exceeded the linear range. In the latter case about 50% lower PNC was obtained, which is a direct result of underestimating the DE. Considering the age of the suspensions these deviations are considered to be caused by particles that may have settled during storage and were eventually not re-suspended before dilution. This assumption would be supported by the fact that using the 30 nm Au suspension to calibrate the TE via the “frequency” method yielded a PNC closer to the expected value.

Using the MDG on the other hand, the PNC determined with the standard interface configuration was slightly below the $5 \times 10^{12}$ mL$^{-1}$ obtained using PN and DSN, while the experiments with the “Jet” interface yielded a 15% lower value. The latter again indicates that the detection electronics might have “missed” events that exceeded the linear detection range. Another possible explanation for the lower PNC results for the MDG setup might be an inaccurate sizing of the droplets, but

Table 3  Mean and standard deviation of size and PNC for the 8.8 nm Au NPs

| Method     | Size, nm | PNC, $10^{12}$ mL$^{-1}$ |
|------------|----------|--------------------------|
|            | NP$^a$   | Ionic$^b$  | Size$^c$ | Freq.$^d$ |
| PN Std     | 8.4 ± 1.6| 5.2 ± 0.9  | 7.3 ± 0.4 |
| DSN Jet    | 12.5 ± 1.1| 2.5 ± 0.5 | 8.5 ± 0.6 |
| DSN Jet de-focused | 8.9 ± 1.2 | 5.1 ± 1.6 | 6.9 ± 0.4 |
| MDG Std    | 12.2 ± 1.5| 8.9 ± 1.1 | 4.70 ± 0.06$^e$ | 5.7 ± 0.1 |
| MDG Jet    | 12.9 ± 1.4| 8.9 ± 0.9 | 4.38 ± 0.07$^e$ | 5.8 ± 0.1 |

$^a$ Based on DE calibration using 31 nm Au NPs. $^b$ Based on DE calibration by a dissolved Au standard. $^c$ Based on TE determination using the “size” method. $^d$ Based on TE determination using the “frequency” method. $^e$ Based on TE determination via the droplet tracer.
Table 4  Compilation of instrument sensitivities and background signals and LODsize for detection of 10 selected elements or species with conventional sp-ICP-MS and optimized MDG-based sampling

| PN    | MDG “Jet”                                                                 | PN    | MDG “Jet”                                                                 |
|-------|---------------------------------------------------------------------------|-------|---------------------------------------------------------------------------|
|       | Sensitivity, cts g⁻¹ | Bekg, cts | Sensitivity, cts g⁻¹ | Bekg, cts | LODmass, ag | LODsizes, nm | LODmass, ag | LODsizes, nm |
| Al    | 9.37 × 10¹⁷            | 449     | 3.96 × 10²⁰            | 485     | 283          | 58.5        | 0.354        | 6.3         |
| Al₂O₃ | 2.95 × 10¹⁷            | 26      | 3.77 × 10¹⁹            | 29      | 535          | 63.5        | 0.669        | 6.8         |
| Ti    | 1.27 × 10¹⁷            | 4       | 7.01 × 10¹⁸            | 1       | 91.3         | 33.8        | 0.765        | 6.9         |
| Fe    | 2.29 × 10¹⁸            | 41      | 6.40 × 10¹⁹            | 15      | 132          | 41.0        | 1.28         | 8.3         |
| CuO   | 8.24 × 10¹⁵            | 1       | 1.27 × 10¹⁸            | 1       | 122          | 35.6        | 1.76         | 8.7         |
| Zn    | 8.67 × 10¹⁸            | 8       | 6.10 × 10¹⁹            | 212     | 1080         | 71.4        | 9.76         | 14.9        |
| CdS   | 8.96 × 10¹⁸            | 1       | 5.50 × 10¹⁹            | 0.1     | 1290         | 84.6        | 11.7         | 17.6        |
| Ag    | 1.44 × 10¹⁰            | 0.5     | 5.79 × 10¹⁹            | 2       | 5.73         | 10.1        | 1.70         | 6.8         |
| Ce    | 1.31 × 10¹⁰            | 1       | 7.23 × 10¹⁹            | 1       | 0.864        | 5.9         | 0.120        | 3.0         |
| CeO₂  | 8.91 × 10¹⁷            | 4       | 2.77 × 10¹⁹            | 17      | 1.06         | 6.4         | 0.147        | 3.3         |
| Au    | 8.96 × 10¹⁴            | 1       | 5.50 × 10¹⁹            | 0.1     | 4.06         | 7.3         | 0.271        | 3.0         |
| Cd    | 8.96 × 10¹⁰            | 1       | 5.50 × 10¹⁹            | 0.1     | 0.494        | 3.7         | 0.354        | 3.3         |

the fact that the NP size could be accurately reproduced using ionic standards does not support this.

Limits of detection
The use of the MDG in combination with the “Jet” interface yielded substantially higher DE for all elements investigated when compared to the conventional nebulization methods. Of particular interest for NP analyses is however that the mass discrimination of the ICPMS was substantially reduced. Due to the fact that most natural and many engineered and natural NPs consist of the more abundant lighter elements their analysis will benefit the most from the enhanced detection capability using the combination of the “Jet” interface and MDG for sample introduction. To highlight this feature, Table 4 compares the LODs in terms of mass and corresponding size of selected elements for conventional sp-ICP-MS operation and MDG sample introduction with the “Jet” interface. It needs to be kept in mind that any size/mass LOD ultimately depends on the instrumental background and the dissolved fraction of an element in the suspension. The data thus merely indicate that the higher DE for low mass isotopes can allow for reducing the lowest detectable NP sizes by 10 times in the best case (e.g. Al), while the only moderately higher DE for the heaviest isotopes does not yield appreciably lower size/mass LODs. In particular, in the latter case the concurrent increase of the instrumental background with DE appears to be the limiting factor.

Conclusions
In this work, the capabilities of different instrumental configurations for sp-ICPMS analysis were compared with respect to detection and transport efficiency, DE and TE, and the achievable LODsize for nanoparticle detection. The conventional pneumatic nebulizer spray chamber combination yielded a TE of 10.5% and DE was in the range of 10⁻⁵ to 10⁻³ ion counts per atom present in the ICP. Isotopes detected using a mass resolving power of 4000 instead of 300 had correspondingly about 10 times lower DEs. A higher TE (23%) could be obtained by using a desolvating nebulizer system (DSN), while microdroplet introduction could provide quantitative sample transfer to the ICP. Determination of the transport efficiency was straightforward with the MDG setup but required adequately sized NPs when the pneumatic nebulizers were used. If the available NPs for TE calibration approach or exceed the linear detection range, TE will be overestimated. This has a direct impact on DE calibration and thus determination of NPs size and PNC. Here again MDG sampling proved beneficial because adjusting the element’s concentration in the droplets provides a highly flexible method to ensure signal intensities with the mass spectrometer’s linear range. The most significant impact for nanomaterial analyses is however provided through the use of the “Jet” interface. Substantially higher sensitivities can be realized, in particular in combination with MDG sampling, and specifically for isotopes of low m/z. The mass spectrometer’s mass discrimination is substantially reduced and results in almost 3 orders of magnitude enhancement in sensitivity for ²⁷Al for example. The LODsize for Al-containing NPs can thus be lowered by an order of magnitude. Unless isotopes of poor sensitivity like ⁶⁶Zn have to be analysed the size limit of detection was in the single digit nm range for mono-elemental NPs of all elements investigated. Because of the flexibility with respect to calibration of the instrument’s sensitivity and percentage detection efficiency, compared to conventional methods of NP analysis, we consider the combination of microdroplet
generation and the Jet interface as a highly valuable method for accurate and sensitive determination of NPs in the nm range. It paves the way to be able to also detect and quantify quantum dots containing just a few 1000 of detectable atoms.
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