This paper describes an approach to simultaneously identify clusters and estimate cluster-specific regression parameters from the given data. Such an approach can be useful in learning the relationship between input and output when the regression parameters for estimating output are different in different regions of the input space. Variational Inference (VI), a machine learning approach to obtain posterior probability densities using optimization techniques, is used to identify clusters of explanatory variables and regression parameters for each cluster. From these results, one can obtain both the expected value and the full distribution of predicted output. Other advantages of the proposed approach include the elegant theoretical solution and clear interpretability of results. The proposed approach is well-suited for financial forecasting where markets have different regimes (or clusters) with different patterns and correlations of market changes in each regime. In financial applications, knowledge about such clusters can provide useful insights about portfolio performance and identify the relative importance of variables in different market regimes. An illustrative example of predicting one-day S&P change is considered to illustrate the approach and compare the performance of the proposed approach with standard regression without clusters. Due to the broad applicability of the problem, its elegant theoretical solution, and the computational efficiency of the proposed algorithm, the approach may be useful in a number of areas extending beyond the financial domain.

1 Introduction

In many regression applications with cluster-specific patterns between inputs and outputs, output predictions can be improved by making regression parameters dependent on the input region or cluster. The difficulty lies in optimally identifying clusters so that regression based on those clusters provides the best possible estimate of the output. While
the proposed approach may be applicable in many areas, in the subsequent sections we will focus on financial markets to illustrate the approach. Cluster based prediction approaches are well-suited for financial applications as markets exhibit regimes where in each regime market changes and correlations are similar. For example, market participants view market conditions as "rates increasing" vs. "rates decreasing" environments, or as "risk on" vs. "risk off" environments, where in each of such environments market changes are expected to follow a regime-specific pattern.

Variational inference (VI) is generally used to obtain analytical approximations of the posterior probability density for graphical models where the observed data is dependent on unobserved latent variables. VI has been used in a wide range of applications to get approximate Bayesian posterior distributions conditioned on data (see for example ([1] and [2])). Compared to other approaches based on sampling such as the Metropolis-Hastings algorithm ([6]), VI can be more computationally efficient for large datasets or complex distributions. The concept of latent variables in creating posterior distributions in VI has a natural analog in financial data as market participants think of market conditions as different "regimes" where in each regime markets behave in a particular manner. In VI or other latent variable approaches, these market regimes such as "risk on" or "risk off" are not user-specified but rather identified through analysis of the data.

In the proposed framework it is assumed that the underlying data is a mixture model of Gaussian clusters with a locally linear mapping where the unknown linear regression vector for each cluster is drawn from another Gaussian distribution. Similar mixture models have been considered in [3] and for dynamical systems in [11] and in both cases parameter estimation is based on Expectation-Maximization. Variational approaches for mixtures of linear mixed models have also been considered [14]. Utilizing a similar VI framework, performance of the proposed approach can potentially be enhanced by replacing linear relationship between inputs and the output by a cluster-specific neural network to incorporate nonlinearities in the input-output relationship. However, obtaining posterior distribution of neural network parameters and the model can be challenging (see for example [13]). While replacing linear mapping with neural networks may provide more accurate prediction, there are some important advantages of the proposed approach over neural variational inference such as a) theoretically elegant solution with closed form expression for distribution of parameters and the output, b) fast calibration for obtaining model parameters, and c) greater transparency and interpretability of the model which is desired by most practitioners (interpretability is also discussed in the example section). As in traditional VI approaches, it is assumed that the datasets are not too large for memory requirements. For calibration of graphical models with very large datasets, approaches such as stochastic variational inference may be more useful where parameter updates are based on stochastic optimization (see for example [8]).

Due to difficulty in forecasting financial market data, various types of approaches ranging from fundamental and econometric to technical charts and machine learning approaches have been proposed with varying levels of success (see for example [12]). Some of the early approaches for forecasting equity changes were based on regression and time series prediction models such as ARMA. More complex modeling approaches for dynamical systems such as Hidden Markov Models have also been proposed (see for example [7]). Neural networks of various forms have also been proposed (see for example [5]) and are generally good at identifying non-linear relationships. Ensemble of multiple decision trees can be used to synthesize forecasts from different indicators as in [10]. Support Vector Machines have shown strong performance in financial forecasting (see for example [9]).

This paper is organized as follows. The next section contains a brief introduction to variational inference and the mean-field family of distributions. The underlying assumptions and modeling framework are described in Section 3.
Section 4 contains illustrative examples to demonstrate the utility of the proposed approach in both normal and volatile market conditions. Section 5 concludes with a summary and the Appendix contains the derivation of the variational parameter estimates.

2 Brief Introduction to Variational Inference

In Bayesian statistics the goal is to infer the posterior distribution of unknown quantities using observations. For some complex problems it is assumed that observations, denoted by \( x = \{x_1, \ldots, x_N \} \) in this section, are linked to latent variables \( z = \{z_1, \ldots, z_K \} \) which are drawn from prior distribution \( p(z) \). The likelihood of observation \( x \) depends on \( z \) through the distribution \( p(x|z) \). In Bayesian learning and estimation problems the goal is to learn the posterior distribution \( p(z|x) \) of latent variables conditioned on the data.

VI is a widely-used method in Bayesian machine learning for approximating posterior distributions. In VI a suitable family of distributions \((F)\) is chosen which is complex enough to capture the attributes of the data and yet simple enough to be computationally tractable. Then, the best approximate posterior distribution is obtained from an optimization to minimize Kullback-Leibler (KL) divergence with the exact posterior (see for example ([1] and [2])):

\[
q^*(z) = \arg\min_{q(z) \in (F)} KL \left( q(z) || p(z|x) \right)
\]

(1)

where the KL divergence, a measure of information-theoretic distance between two distributions, is obtained as follows where \( \mathbb{E}_q \) denotes expectation with respect to \( q(z) \):

\[
KL \left( q(z) || p(z|x) \right) := \mathbb{E}_q [\log q(z)] - \mathbb{E}_q [\log p(z|x)]
\]

\[
= \mathbb{E}_q [\log q(z)] - \mathbb{E}_q [\log p(z, x)] + \log p(x)
\]

(2)

Since \( \log p(x) \) does not depend on the distribution \( q(z) \), the optimal distribution \( q^*(z) \) that minimizes KL divergence in (1) also maximizes the Evidence Lower Bound (ELBO) defined as follows:

\[
\text{ELBO}(q) := \mathbb{E}_q [\log p(z, x)] - \mathbb{E}_q [\log q(z)]
\]

(3)

Here we will work with the mean-field variational family of distributions \( q(z) \) in which one assumes that the latent variables are mutually independent and probability density of each latent variable is governed by distinct factors (see [1] and [2] for more details). This assumption greatly simplifies the computation of the optimal parameters of the variational distribution \( q(z) \). Due to the assumption of mutual independence, if there are \( K \) latent variables \( z = \{z_1, \ldots, z_K\} \), the joint density function is of the form

\[
q(z) = \prod_{k=1}^{K} q_k(z_k)
\]

where \( q_k(z_k) \) is the density of the k’th latent variable \( z_k \) and each \( q_k \) has its own set of parameters. For the mean-field variational family of distributions, the most commonly used approach for obtaining parameters that maximize the ELBO (defined in (3)) is coordinate ascent variational inference (CAVI). In this approach, which has similarities to Gibbs sampling, one optimizes parameters for each latent variable one at a time while holding others fixed, resulting in a monotonic increase in the ELBO ([1],[2]).

It can be shown ([1]) that for the mean-field variational family, \( q_k^*(z_k) \), the optimal distribution for \( q_k(z_k) \) that maximizes the ELBO (3), satisfies the following:

\[
q_k^*(z_k) \propto \exp \{\mathbb{E}_{-k} [\log p(z_k | z_{-k}, x)]\}
\]
where \( z_{\sim k} \) denotes all \( z_i \) other than \( z_k \) and \( \mathbb{E}_{\sim k} \) represents expectation with respect to all \( z_i \) other than \( z_k \). Thus the optimal variational distribution of latent variable \( z_k \) is proportional to the exponentiated expected log of the posterior conditional distribution of \( z_k \) given all other latent variables and all the observations. Since \( p(z_{\sim k}, x) \) does not depend on \( z_k \) (due to independence of latent variables \( z_i \)), one can write the above equivalently as

\[
q^*_k(z_k) \propto \exp \{ \mathbb{E}_{\sim k} [\log p(z_k, z_{\sim k}, x)] \}
\]

(4)

For example, if there are three latent variables \( z_1, z_2 \) and \( z_3 \), the above implies

\[
q^*_1(z_1) \propto \exp \{ \mathbb{E}_{z_2, z_3} [\log p(z_1, z_2, z_3, x)] \}
\]

The proposed approach is based on the mean-field family and thus (4) will be instrumental in obtaining the parameters of the posterior distribution.

3 Underlying Model and VI Calibration

It is assumed that the available information known at time \( t \) is \( x_t \in \mathbb{R}^n \) and this is used to predict some signal \( y_{t+1} \in \mathbb{R} \) that is not known until time \( t + 1 \). In financial applications, vector \( x_t \) could be a function of observed market data (such as S&P index, swap rates or equity implied volatilities) and their recent trend, trading volumes etc. The optimal choice of components of \( x_t \) could be based on choosing the combination that has the best out-of-sample performance using the proposed algorithm. The goal is to predict signal \( y_{t+1} \) and its distribution at time \( t + 1 \) from \( x_t \), which comprises information available at time \( t \). As an illustrative example, let us assume that our goal is to predict S&P change for date \( t + 1 \) based on available information up to date \( t \). Here \( y_{t+1} \) will be S&P index change from day \( t \) to day \( t + 1 \). The input \( x_t \), which is based only on information up to time \( t \), could be composed of the prior day change in S&P index, trading volume deviation from average, implied volatility in recent days, changes in interest rates, etc.

We will assume that there are \( K \) clusters where each cluster can be thought of as a different market regime. For any time \( t \), \( x_t \) belongs to one of the \( K \) clusters. For each \( t, c_t \in \mathbb{R}^K \) will denote the indicator vector that describes which cluster \( x_t \) belongs to. The indicator vector \( c_t \) has \( K - 1 \) elements equal to 0 and one element equal to 1 that corresponds to the cluster assignment of \( x_t \). For example, if \( x_t \) is in the second cluster then

\[
c_t = \begin{bmatrix} 0 \\ 1 \\ 0 \\ \vdots \end{bmatrix}
\]

We will denote \( c_t(k) \) as the \( k^{th} \) element of \( c_t \) and as noted above \( c_t(k) = 1 \) for only one \( k \in \{1, \cdots, K\} \) and is zero for all other \( k \). For example if the vector \( c_t \) is as above, \( c_t(2) = 1 \) and \( c_t(k) = 0 \) for all \( k \neq 2 \). We will assume that the mean and variance of cluster means do not change over time, and we will denote the likelihood that the state \( x_t \) is in cluster \( k \) as \( \pi_k \) (the sum of \( \pi_k \) over \( K \) has to be one as at every time \( x_t \) is in one of the \( K \) clusters). The assumption that cluster probability \( \pi_k \) does not depend on time \( t \) does not imply that the underlying time series must be stationary. For non-stationary data such as equity indices, \( x_t \) would be obtained by transforming non-stationary time series to stationary signals. For example, for non-stationary equity time series, \( x_t \) could be composed of drift terms (such as change over \( n \) days) which are stationary. In other words, the dynamical aspects of the markets (such as momentum
and/or mean reversion) here would be captured by appropriate transformations of market data such as changes over \( n \) days in the S&P index or interest rates.

The mean of \( x_t \) for cluster \( k \), which we denote by \( \mu_k \), is not known. It is assumed that for each cluster \( k \), \( \mu_k \) is normally distributed with mean \( \mu_{k0} \) and variance \( R_{k0} \). Within each cluster \( k \), \( x_t \) is normally distributed around the cluster mean \( \mu_k \) with variance \( M \), which is the same for all clusters. It is assumed that explanatory variables \( x_t \) have been suitably adjusted for mean and drift terms so that the cluster mean \( \mu_k \) does not depend on time \( t \).

It is assumed that for each of the \( K \) clusters there are regression vectors \( \beta_k \) that linearly map \( x_t \) to the output of interest \( y_{t+1} \). More specifically:

\[
\text{If } x_t \text{ is in cluster } k \text{ then } y_{t+1} = \beta_k' x_t + v_{t+1} \text{ where noise } \{ v_{t+1} \} \sim iid \mathcal{N}(0, \sigma^2)
\]

Note that there is no constant term to capture the intercept. For simplicity of notation we will assume that a constant such as 1 is included in the vector \( x_t \) to allow for a non-zero intercept in the linear expression above. Since we have absorbed the constant 1 in \( x_t \), the corresponding elements of \( R_{k0} \) (variance of \( \mu_k \)) and \( M \) (variance of \( x_t \) within cluster \( k \)) should be close to zero to reflect the fact that there is little uncertainty about this element of \( x_t \). We represent prior information about the regression vector \( \beta_k \) for cluster \( k \) through a Gaussian prior distribution with mean \( \beta_{k0} \) and variance \( Q_{k0} \).

We will make a simplifying assumption that each observation of input-output data \((x_t, y_{t+1})\) is independent. In case of daily prediction, this assumption implies that each day provides a new independent observation. This is a simplifying assumption as there may be some overlap in market data \( x_t \) and \( x_{t+1} \) (as they may incorporate data from same prior days). It is possible to drop the independence assumption and extend the VI framework to the case where \( x_t \) is the state of a linear dynamical system as in [11]. However, such an approach leads to greater complexity as one must also estimate the parameters that describe the time evolution of the system.

The assumptions described above imply that the observed data (input \( x_t \) and output \( y_{t+1} \)) is generated by the following model:
Hyperparameters and prior information

- $K$ is the number of clusters of input space $x_t$ (where $x_t \in \mathbb{R}^n$).
- The fraction of times $x_t$ is in cluster $K$ is $\pi_k$. Thus the sum of $\pi_k$ over all $k$ is one.
- For cluster $k$, the mean of $x_t$ is $\mu_k$, which is normally distributed with mean $\mu_{k0}$ and covariance $R_{k0}$. In other words, for cluster $k$, $\mu_k \sim \mathcal{N}(\mu_{k0}, R_{k0})$.
- If $x_t$ is in cluster $k$ then $x_t$ is normally distributed with mean $\mu_k$ and covariance $M_k$. In other words if $c_t(k) = 1$ then $x_t \sim \mathcal{N}(\mu_k, M)$. Note that while each cluster has a different mean $\mu_k$, we are assuming the same covariance $M$ for $x_t$ in each cluster.
- The regression coefficient for cluster $k$, which is $\beta_k \in \mathbb{R}^n$, is normally distributed with mean $\beta_{k0}$ and covariance $Q_{k0}$. In other words, $\beta_k \sim \mathcal{N}(\beta_{k0}, Q_{k0})$.
- If $x_t$ at time $t$ is in cluster $k$, then the output $y_{t+1}$ that we would like to predict is normally distributed with mean $x_t'\beta_k$ and standard deviation $\sigma$ (equivalently, if $c_t(k) = 1$, then $y_{t+1} \sim \mathcal{N}(x_t'\beta_k, \sigma^2)$).
- Summary of hyperparameters: $\pi$ for cluster probabilities; $\sigma$ for standard deviation of exogenous noise in market change; $(\mu_{k0}, R_{k0})$ for mean and variance of each cluster mean; $M$ for variance of $x_t$ within a given cluster; $(\beta_{k0}, Q_{k0})$ regression parameter mean and its variance for each cluster.

Generative process

1. For $k \in [1, \ldots, K]$, draw $\mu_k \sim \mathcal{N}(\mu_{k0}, R_{k0})$
2. For $k \in [1, \ldots, K]$, draw $\beta_k \sim \mathcal{N}(\beta_{k0}, Q_{k0})$
3. For $t \in [1, \ldots, T]$
   a. Draw latent variable $c_t(k) \sim \text{Cat}(\pi_k)$ which describes the cluster assignment for time $t$. $c_t(k)$ is an indicator variable which is 1 for only one of its $K$ elements and zero for all other $K-1$ elements.
   b. If the cluster assignment in previous step is $k$, draw input $x_t \sim \mathcal{N}(\mu_k, M_k)$
   c. If the cluster assignment is $k$, draw output $y_{t+1} \sim \mathcal{N}(x_t'\beta_k, \sigma^2)$

Let us illustrate the above generative process with an example. Consider the case when there are $K = 3$ clusters for the market data $x_t$. One can think of the three clusters as three market regimes corresponding to market rallies, sell-offs, and relatively unchanged markets (note that the algorithm will identify the clusters and they may not have this intuitive interpretation). At any given time, the markets are in one of these three possible states or clusters. For the three possible states, the input or the market condition as defined by $x_t$ is normally distributed with mean corresponding to that cluster and variance $M$. The output $y_{t+1}$ for time $t+1$ is assumed to be normally distributed with mean $x_t'\beta_k$ and standard deviation $\sigma$. 
Given data $x_t$ and $y_{t+1}$ for $t \in [1, \ldots, T]$, the goal is to obtain posterior distribution for cluster means $\mu_k$, regression vectors $\beta_k$, and cluster assignment variables $c_t$ for all data points indexed by time $t$.

We now summarize the above prior information where $\pi_k, \mu_{k_0}, R_{k_0}, \beta_{k_0}$ and $Q_{k_0}$ for $k \in \{1, \cdots, K\}$ are hyperparameters for cluster assignments, means and regression vectors:

\begin{align*}
p(c_t(k) = 1) &= \pi_k \quad \text{for } k \in \{1, \cdots, K\} \quad \text{where} \quad \sum_{k=1}^{K} \pi_k = 1 \\
p(\mu_k; \mu_{k_0}, R_{k_0}) &= \frac{\exp(-\frac{1}{2}(\mu_k - \mu_{k_0})'R_{k_0}^{-1}(\mu_k - \mu_{k_0}))}{\sqrt{(2\pi)^n|R_{k_0}|}} \quad \text{for } k \in \{1, \cdots, K\} \\
p(\beta_k; \beta_{k_0}, Q_{k_0}) &= \frac{\exp(-\frac{1}{2}(\beta_k - \beta_{k_0})'Q_{k_0}^{-1}(\beta_k - \beta_{k_0}))}{\sqrt{(2\pi)^n|Q_{k_0}|}} \quad \text{for } k \in \{1, \cdots, K\}
\end{align*}

Based on the above, $x_t$ and $y_t$ are assumed to have the following probability densities where $M$ and $\sigma$ are hyperparameters:

\begin{align*}
p(x_t|\mu_k, c_{t(k)} = 1) &= \frac{\exp(-\frac{1}{2}(x_t - \mu_k)'M^{-1}(x_t - \mu_k))}{\sqrt{(2\pi)^n|M|}} \\
p(y_{t+1}|x_t, \beta_k, c_{t(k)} = 1) &= \frac{\exp(-\frac{1}{2\sigma^2}(y_{t+1} - x_t'\beta_k)^2)}{\sigma \sqrt{2\pi}}
\end{align*}

Let us assume we have $T$ observations of the data available. For ease of communication we will use the following notation

\[ c = \{c_1, \ldots, c_T\}, \quad x = \{x_1, \ldots, x_T\}, \quad \beta = \{\beta_1, \ldots, \beta_K\}, \quad \mu = \{\mu_1, \ldots, \mu_K\}, \quad y = \{y_2, \ldots, y_{T+1}\} \tag{10} \]

With the above generative process,

\[ p(\beta, \mu, c, x, y) = \prod_{k=1}^{K} p(\beta_k) \prod_{k=1}^{K} p(\mu_k) \prod_{t=1}^{T} \left[p(c_t)p(x_t|\mu, c_t)p(y_{t+1}|x_t, \beta, c_t)\right] \tag{11} \]

The above factorization implies

\[ \log p(\beta, \mu, c, x, y) = \sum_{k=1}^{K} \log p(\beta_k) + \sum_{k=1}^{K} \log p(\mu_k) \\
+ \sum_{t=1}^{T} \left[ \log p(c_t) + \log p(x_t|\mu, c_t) + \log p(y_{t+1}|\beta, x_t, c_t) \right] \tag{12} \]

For approximating the posterior probability density of latent variables $p(\beta, \mu, c|x, y)$ by variational distribution $q(\beta, \mu, c)$, we will consider the following mean-field distribution where $\beta, \mu$ and $c$ are independent and governed by their own variational parameters (with the variational parameters being $\hat{\beta}_k, \hat{Q}_k, \hat{\mu}_k, \hat{R}_k$ and $\phi_t$):

\[ q(\beta, \mu, c) = q_{\beta}(\beta)q_{\mu}(\mu)q_{c}(c) = \prod_{k=1}^{K} q_{\beta}(\beta_k; \hat{\beta}_k, \hat{Q}_k) \prod_{k=1}^{K} q_{\mu}(\mu_k; \hat{\mu}_k, \hat{R}_k) \prod_{t=1}^{T} q_{c}(c_t; \phi_t) \tag{13} \]

Please note that the superscript ”**” will denote variational parameters of the corresponding distribution. The mean-field family of distributions above may not contain the true posterior because of the assumption that $\beta, \mu$ and $c$ are independent. The independence assumption leads to much more tractable estimation of the posterior probability density of the latent variables. The distributions $q_c$ in terms of its variational parameter $\phi_t$ are assumed to be as follows:
Without making any assumptions on the family of distributions for \( q_\beta \) and \( q_\mu \), it is shown in the Appendix that these are Gaussian distributions with the following form in terms of their variational parameters:

\[
q_\mu(\mu_k; \tilde{\mu}_k, \hat{R}_k) = \frac{\exp\left(-\frac{1}{2}(\mu_k - \tilde{\mu}_k)' \hat{R}_k^{-1}(\mu_k - \tilde{\mu}_k)\right)}{\sqrt{(2\pi)^n|\hat{R}_k|}} \quad \text{for } k \in \{1, \cdots, K\}
\]

\[
q_\beta(\beta_k; \hat{\beta}_k, \hat{Q}_k) = \frac{\exp\left(-\frac{1}{2}(\beta_k - \hat{\beta}_k)' \hat{Q}_k^{-1}(\beta_k - \hat{\beta}_k)\right)}{\sqrt{(2\pi)^n|\hat{Q}_k|}} \quad \text{for } k \in \{1, \cdots, K\}
\]

The variational posterior distribution \( q(\beta, \mu, c) \), which approximates \( p(\beta, \mu, c|x, y) \) is obtained by maximizing ELBO (3). The variational parameters \( \{\hat{\beta}_k, \hat{Q}_k, \hat{\mu}_k, \hat{R}_k, \hat{\phi}_{t_k}\} \) have the following interpretation for the posterior distribution:

\( \phi_{t_k} \) is the probability of the \( k'th \) cluster assignment for data \( x_t \); parameters \( \hat{\mu}_k, \hat{R}_k \) are the mean and variance of the \( k'th \) cluster of input \( x_t \); and \( \hat{\beta}_k, \hat{Q}_k \) are the mean and variance of the regression vector for the \( k'th \) cluster. Utilizing (12) and (13), ELBO function (3) can be expressed as follows where the expectation is with respect to variational distribution \( q(\beta, \mu, c) \):

\[
\text{ELBO}(\hat{\beta}_k, \hat{R}_k, \hat{\mu}_k, \hat{Q}_k, \phi_{t_k}) = \mathbb{E}_q[\log p(\beta, \mu, c, x, y)] - \mathbb{E}_q[\log q(\beta, \mu, c)]
\]

\[
= \sum_{k=1}^{K} \mathbb{E}_q[\log p(\mu_k)] + \sum_{k=1}^{K} \mathbb{E}_q[\log p(\beta_k)]
\]

\[
+ \sum_{t=1}^{T} \left( \mathbb{E}_q[\log q_c(c_t)] + \mathbb{E}_q[\log p(x_t|\mu, c_t)] + \mathbb{E}_q[\log p(y_{t+1}|\beta, y_t, c_t)] \right)
\]

\[
- \sum_{t=1}^{T} \mathbb{E}_q[\log q_c(c_t)] - \sum_{k=1}^{K} \mathbb{E}_q[\log q_\mu(\mu_k)] - \sum_{k=1}^{K} \mathbb{E}_q[\log q_\beta(\beta_k)]
\]

The variational parameters \( \{\hat{\beta}_k, \hat{Q}_k, \hat{\mu}_k, \hat{R}_k, \hat{\phi}_{t_k}\} \) are to be estimated so that the ELBO function described above is maximized.

Recall that the indicator function \( c_{t(k)} \) is 1 if \( x_t \) is in cluster \( k \) and 0 otherwise. Thus

\[
p(x_t|\mu, c_t) = \prod_{k=1}^{K} \left[p(x_t|\mu_k, c_{t(k)} = 1)\right]^{c_{t(k)}}
\]

\[
p(y_{t+1}|x_t, c_t, \beta) = \prod_{k=1}^{K} \left[p(y_{t+1}|x_t, \beta_k, c_{t(k)} = 1)\right]^{c_{t(k)}}
\]

where \( p(x_t|\mu_k, c_{t(k)} = 1) \) and \( p(y_{t+1}|x_t, \beta_k, c_{t(k)} = 1) \) are described in (8) and (9).
The variational parameters that maximize the ELBO function in (17) can now be obtained based on (4). It is shown in the Appendix that the optimal variational parameters satisfy the following equations:

\[
\phi_{tk} = \frac{r_t(k)}{\sum_{k=1}^{K} r_t(k)} \quad \text{for } k \in \{1, \ldots, K\} \text{ and } t \in \{1, \ldots, T\} \tag{20}
\]

\[
\hat{R}_k = \left[ R_{k0}^{-1} + M^{-1} \sum_{t=1}^{T} \phi_{tk} \right]^{-1} \tag{21}
\]

\[
\hat{\mu}_k = \hat{R}_k \left[ R_{k0}^{-1} \mu_{k0} + M^{-1} \sum_{t=1}^{T} \phi_{tk} x_t \right] \tag{22}
\]

\[
\hat{Q}_k = \left[ Q_{k0}^{-1} + \frac{1}{\sigma^2} \sum_{t=1}^{T} \phi_{tk} x_t x_t' \right]^{-1} \tag{23}
\]

\[
\hat{\beta}_k = \hat{Q}_k \left[ Q_{k0}^{-1} \beta_{k0} + \frac{1}{\sigma^2} \sum_{t=1}^{T} \phi_{tk} y_{t+1} x_t \right] \tag{24}
\]

where \(r_t(k)\) is defined as follows:

\[
r_t(k) := \exp \left[ \log(\pi_k) + x_t' M^{-1} \hat{\mu}_k - \frac{1}{2} \text{trace}(M^{-1}(\hat{\mu}_k \hat{\mu}_k' + \hat{R}_k)) + \frac{1}{\sigma^2} y_{t+1} x_t' \hat{\beta}_k - \frac{1}{2\sigma^2} \text{trace}(x_t x_t' (\hat{\beta}_k \hat{\beta}_k' + \hat{Q}_k)) \right] \tag{25}
\]

One of the most commonly used algorithms for obtaining optimal variational parameters is Coordinate Ascent Variational Inference (CAVI) (see for example [2]). Here parameters are updated one at a time, keeping other parameters constant. The process is repeated until the ELBO converges. The CAVI algorithm for estimating parameters is described in Algorithm 1. The algorithm may however converge to a local maximum and thus running the algorithm with different initial estimates of the variational parameters can improve the approximated model posterior.

4 Predictive density and distribution of predicted output

Our goal is to estimate the probability density of forecast \(y_{t+1}\) based on available information up to time \(t\). For the following discussion we will denote all the available observations of \(x_t\) and \(y_t\) up to time \(t\) as \(D_t\), i.e.

\[
D_t := \{x_1, \ldots, x_t, y_1, \ldots, y_t\}
\]

One key difference in prediction vs. estimation of variational parameters as described in Algorithm 1 is that in the estimation step the entire data of inputs and output is known. For the case of prediction, the output \(y_{t+1}\) that we are trying to predict is not known at time \(t\). Thus the variational parameter \(\phi_{tk}\) which describes the probability of cluster \(k\) at time \(t\), cannot be obtained using equations (20) and (25) since the \(r_t(k)\) expression includes \(y_{t+1}\). For prediction we will denote \(q^\text{pred}_c(c_t(k) = 1)\) as the variational probability of \(c_t(k)\) based on data \(D_t\). From (4) and (12) one obtains the
Algorithm 1 CAVI algorithm for estimating variational parameters

Input: Data $x_t$ and $y_{t+1}$ for $t \in \{1, \ldots, T\}$

Input: Hyperparameters: Number of clusters $K$; intra-cluster variance $M$; $\pi_k$, $\mu_{k0}$, $R_{k0}$, $\beta_{k0}$ and $Q_{k0}$ for $k \in \{1, \ldots, K\}$

Initialize variational parameters $\hat{\beta}_k, \hat{Q}_k, \hat{\mu}_k, \hat{R}_k$ for all $k \in \{1, \ldots, K\}$ and $\phi_{t,k}$ for all $t \in \{1, \ldots, T\}$ and $k \in \{1, \ldots, K\}$

while ELBO has not converged do

for each time step $t \in \{1, \ldots, T\}$ do

for $k \in \{1, \ldots, K\}$ do

$\phi_{t,k} \leftarrow \frac{r_{t(k)}}{\sum_{k=1}^{K} r_{t,k}}$ \{where $r_{t,k}$ is as defined in (25)\}

end for

end for

for $k \in \{1, \ldots, K\}$ do

$\hat{R}_k \leftarrow \left[R_{k0}^{-1} + M^{-1} \sum_{t=1}^{T} \phi_{t,k}\right]^{-1}$

$\hat{\mu}_k \leftarrow \hat{R}_k \left[R_{k0}^{-1} \mu_{k0} + M^{-1} \sum_{t=1}^{T} \phi_{t,k} x_t\right]$\(\hat{Q}_k \leftarrow \left[Q_{k0}^{-1} + \frac{1}{\sigma^2} \sum_{t=1}^{T} \phi_{t,k} x_t x_t'\right]^{-1}$

$\hat{\beta}_k \leftarrow \hat{Q}_k \left[Q_{k0}^{-1} \beta_{k0} + \frac{1}{\sigma^2} \sum_{t=1}^{T} \phi_{t,k} y_{t+1} x_t\right]$

end for

end while

return $\phi_{t,k}, \hat{R}_k, \hat{\mu}_k, \hat{Q}_k$ and $\hat{\beta}_k$

following where $\mathbb{E}_{-c_i}$ is expectation with respect to $\{\mu_1, \ldots, \mu_K\}$, $\{\beta_1, \ldots, \beta_K\}$ and $\{c_i; i \neq t\}$

\[
q_{t,c_i}^{\text{pred}}(c_{t(k)} = 1; \phi_t) \propto \exp \left( \mathbb{E}_{-c_i} \left[ \log p(\beta, \mu, c, D_t) \right] \right) \\
\propto \exp \left( \mathbb{E}_{-c_i} \left[ \log p(c_{t(k)} = 1; x_t | \pi, \mu) \right] + \text{const} \right) \\
\propto \exp \left( \mathbb{E} \left[ \log p(c_{t(k)} = 1; x_t) \right] + \mathbb{E}_{\mu} \left[ \log p(x_t | c_{t(k)} = 1, \mu_k) \right] + \text{const} \right) \\
\propto \exp \left( \log(\pi_k) - \frac{1}{2} x_t' M^{-1} x_t + x_t' M^{-1} \mathbb{E}_{\mu} (\mu_k) - \frac{1}{2} \mathbb{E}_\mu (\mu_k' M^{-1} \mu_k) + \text{const} \right) \\
\propto \exp \left( \log(\pi_k) + x_t' M^{-1} \hat{\mu}_k - \frac{1}{2} \text{trace}(M^{-1}(\hat{\mu}_k \hat{\mu}_k' + \hat{R}_k)) + \text{const} \right)
\] (26)

where "const" represents terms that are independent of $k$, $\mu$ and $\beta$. One key difference between the above and the expression for $q_{c_i}^*$ in (38) used in obtaining variational parameters is that the expression involving $p(y_{t+1}|x_t, \beta_k, c_i)$
not there in (26) since $y_{t+1}$ is not known at time $t$. Since $\sum_k q^{\text{pred}}_e(c_{t(k)}) = 1$, from (26) one observes

$$q^{\text{pred}}_e(c_{t(k)}) = 1 = \frac{\exp \left( \log(\pi_k) + x'_t M^{-1} \mu_k - \frac{1}{2} \text{trace}(M^{-1}(\mu_k \mu'_k + R_k)) \right)}{\sum_{j=1}^K \exp \left( \log(\pi_j) + x'_t M^{-1} \mu_j - \frac{1}{2} \text{trace}(M^{-1}(\mu_j \mu'_j + R_j)) \right)}$$ \hspace{1cm} (27)

For predicting the distribution of $y_{t+1}$, we will approximate the posterior distribution of $\beta_t, \mu_t$ and $c_t$ by their variational approximation. In particular, the density of the estimate of $y_{t+1}$ is obtained as follows:

$$p(y_{t+1}|D_t) = \int_c \int_\beta p(y_{t+1}|x_t, \beta, c)p(\beta, c|D_t) \, d\beta \, dc$$

$$\approx \sum_{k=1}^K \left[ \int_\beta_k p(y_{t+1}|x_t, c_{t(k)} = 1, \beta_k) q(\beta_k) \, d\beta_k \right] q^{\text{pred}}_e(c_{t(k)}) = 1$$

$$= \sum_{k=1}^K q^{\text{pred}}_e(c_{t(k)}) = 1 \left[ \int_{\beta_k} \exp \left( \frac{-(y_{t+1} - x'_t \beta_k)^2}{2\sigma^2} \right) \exp \left( -\frac{1}{2} \frac{\hat{\beta}^2_k Q^{-1}_k \beta_k}{\sigma^2} \right) \frac{1}{\sqrt{(2\pi)^n |Q_k|}} \right] d\beta_k$$

(28)

In the above we have used (16) for $q(\beta_k), (9)$ for $p(y_{t+1}|x_t, \beta_k, c_{t(k)} = 1)$, and (27) for $q^{\text{pred}}_e(c_{t(k)}) = 1$. Let us define

$$\Delta_k := \left( \frac{1}{\sigma^2} x_t' x_t + \hat{Q}_k^{-1} \right)^{-1} = \hat{Q}_k - \frac{1}{\sigma^2 + x_t' \hat{Q}_k x_t} \hat{Q}_k x_t x_t' \hat{Q}_k$$

for $k = 1, \cdots, K$ (29)

$$\psi_{ky} := \frac{1}{\sigma^2} y_{t+1} x_t + \hat{Q}_k^{-1} \beta_k$$

for $k = 1, \cdots, K$ (30)

$$\beta_k := \beta_k - \Delta_k \psi_{ky}$$

for $k = 1, \cdots, K$ (31)

where the second equality in (29) follows from the Matrix Inversion Lemma. Substituting the above definitions in (28), we find that the density of the forecast is:

$$p(y_{t+1}|D_t) = \frac{1}{\sigma \sqrt{(2\pi)}} \sum_{k=1}^K q^{\text{pred}}_e(c_{t(k)}) = 1 \left[ \int_{\beta_k} \exp \left( -\frac{(y_{t+1} - x'_t \beta_k)^2}{2\sigma^2} - \frac{\hat{\beta}^2_k Q^{-1}_k \beta_k}{\sigma^2} \right) \exp \left( \frac{-1}{2} \frac{\beta_k Q^{-1}_k \beta_k}{\sigma^2} \right) \frac{1}{\sqrt{(2\pi)^n |Q_k|}} \right] d\beta_k$$

$$= \frac{1}{\sigma \sqrt{(2\pi)}} \sum_{k=1}^K q^{\text{pred}}_e(c_{t(k)}) = 1 \sqrt{\frac{\Delta_k}{|Q_k|}} \exp \left( -\frac{1}{2} \frac{\hat{\beta}^2_k Q^{-1}_k \beta_k}{\sigma^2} \right)$$

(32)

In obtaining the last expression above we have used the fact that Gaussian distribution integrates to one, that is

$$\int_{\hat{\beta}_k} \sqrt{\frac{\Delta_k}{|Q_k|}} d\hat{\beta}_k = 1$$

Utilizing the definitions of $\Delta_k$ and $\psi_{ky}$ in (29) and (30), one can show the following after some algebraic manipulations:

$$-\frac{y_{t+1}^2}{2\sigma^2} - \frac{1}{2} \hat{\beta}_k Q^{-1}_k \hat{\beta}_k + \frac{1}{2} \psi_{ky}^2 \Delta_k \psi_{ky} = -\frac{1}{2(\sigma^2 + x_t' \hat{Q}_k x_t)} (y_{t+1} - \hat{\beta}_k x_t)^2$$

Substituting the above in (32), one obtains the following expression for predictive density:

$$p(y_{t+1}|D_t) = \frac{1}{\sigma \sqrt{(2\pi)}} \sum_{k=1}^K q^{\text{pred}}_e(c_{t(k)}) = 1 \sqrt{\frac{\Delta_k}{|Q_k|}} \exp \left( -\frac{1}{2} \frac{1}{2(\sigma^2 + x_t' \hat{Q}_k x_t)} (y_{t+1} - \hat{\beta}_k x_t)^2 \right)$$

(33)

From the predictive density described in (33), one can obtain the expected value of $y_{t+1}$ as well as various confidence levels for the prediction. Note that the expression (33) is similar to a weighted combination of $K$ Gaussian probability densities, one from each cluster. The term in square brackets is the contribution to the density estimate from each cluster, which is weighted proportionally to cluster probability ($q^{\text{pred}}_e(c_{t(k)}) = 1$). The predictive density within cluster.
\( k \) is proportional to that of a Gaussian with mean \( \hat{\beta}_k'x_t \) and variance \((\sigma^2 + x_t'\hat{Q}_k x_t)\); this variance increases as \( \hat{Q}_k \), the uncertainty in \( \hat{\beta}_k \), increases. If a cluster \( k \) has large \( \hat{Q}_k \) (large uncertainty in \( \hat{\beta}_k \)), the predictive density contribution from the cluster decreases due to \( \sqrt{|\hat{Q}_k|} \) in the denominator and the distribution becomes less sensitive to \( y \) due to \((\sigma^2 + x_t'\hat{Q}_k x_t)\) in the denominator of the exponent term.

Below we summarize the algorithm to estimate probability density of forecast \( y_{t+1} \) based on available information up to time \( t \).

### Summary of the algorithm to predict output distribution

- From \( D_{t-1} := \{x_1, \cdots, x_{t-1}, y_1, \cdots, y_{t-1}\} \), the available data up to time \( t-1 \), estimate the variational parameters \( \hat{R}_k, \hat{\mu}_k, \hat{Q}_k \) and \( \hat{\beta}_k \) based on CAVI algorithm 1.
- From data \( x_t \) at time \( t \), obtain the cluster probabilities \( q_{\text{pred}}(c_{t(k)} = 1) \) for all \( k \in \{1, \cdots, K\} \) using (27).
- Obtain the probability density of \( y_{t+1} \) using (33).

Once the density of forecast is obtained, one can compute other desired metrics such as expected value of \( y_{t+1} \) or its range for a desired confidence level etc.

## 5 Illustrative example of S&P Index one day change

To illustrate the performance of the proposed approach, we consider one-day forecasting of the S&P equity index. The model is trained based on the most recent 250 days (approximately one year of data) of closing prices of chosen macro indices. The objective is to predict S&P change for the next business day. The states used for predicting next day S&P change are:

\[
x_t = \begin{bmatrix}
     \text{S&P index change over the most recent day} \\
     \text{AGG bond ETF change over the most recent five days} \\
     \text{Standard deviation of USD and JPY exchange rate changes over the most recent five days} \\
     1
\end{bmatrix}
\]

The constant term 1 is to account for nonzero intercept. All the inputs were end of day index levels from Bloomberg and the output to be estimated was the subsequent one-day S&P close-to-close return. For the S&P index there were no adjustments made for dividends as they contribute only a small fraction of daily changes. VI parameter estimation was done after normalizing all the inputs and outputs. The first two inputs (recent S&P and AGG changes) and output (next-day S&P change) were normalized to their \( z \) score based on the previous 250 observations where \( z \) score is defined as (current value minus most recent 250 day average)/standard deviation of variable over the most recent 250 days. The third input is the difference between the standard deviation of JPY/USD exchange rate over the most recent five days and the standard deviation of JPY/USD exchange rate over the most recent 250 days.

For illustrative purposes, only three explanatory variables are included that capture the momentum effect and recent market volatility, but one could include more variables such as those involving customer flows, etc. Figure 1 provides a scatter plot of \( z \) score of actual one-day S&P change vs. that predicted using the proposed approach with input variable \( x_t \) defined above. To show the benefit of cluster based regression over standard regression, a comparison of results based on standard least squares regression using identical data is also provided. The scatter plot covers daily S&P
(a) Comparison of normalized daily S&P changes and VI predicted changes from January 2020 to September 2021.

(b) Comparison of normalized daily S&P and linear regression predicted changes from January 2020 to September 2021.

Figure 1: Comparison of normalized daily S&P changes and predicted changes for VI and linear regression utilizing identical data from 250 previous daily observations. With linear regression (right plot), the slope of the trend line and $R^2$ are almost zero. With VI, $R^2$ is 0.0131 and the correlation between actual and predicted change is statistically significant at 95% confidence level ($p$-value = 0.017).

changes from the beginning of January 2020 to the end of September 2021. This period includes both the extreme volatility seen in early 2020 due to Covid as well as the very benign market conditions and strong market rally seen after June 2020. The predicted changes show an observable correlation to the actual changes (11.5% to be precise) that is statistically significant with 95% confidence ($p$-value = 0.017).

Another way to judge performance is by comparing not the magnitude but the direction of actual S&P changes to the direction of predicted changes. To address this we analyzed questions such as 1) how often did S&P increase (respectively, decrease) when the model prediction was for the index to increase (respectively, decrease), and the question with opposite conditioning 2) on the days S&P increased (respectively, decreased), how often did the forecast predict increase (respectively, decrease)? To make such a comparison we first determined thresholds for actual changes and thresholds for forecasts that would divide the actual and predicted output into three equal buckets for each (each of the three buckets will have equal number of observations). This is done by identifying thresholds $z_{\text{low actual}}$ and $z_{\text{high actual}}$ such that $\frac{1}{3}$ of actual S&P changes over the test period were below $z_{\text{low actual}}$ and $\frac{1}{3}$ of changes were above $z_{\text{high actual}}$. Similarly we identified thresholds $z_{\text{low pred}}$ and $z_{\text{high pred}}$ such that $\frac{1}{3}$ of predicted S&P changes over the test period were below $z_{\text{low pred}}$ and $\frac{1}{3}$ of changes were above $z_{\text{high pred}}$. Note that these thresholds would be different for actual changes compared to predicted changes ($z_{\text{actual}}$ maybe different than $z_{\text{pred}}$). If the model performance is good then one would expect to see a large overlap of observations in the increase (and also decrease) bucket. Table 1 summarizes the predicted vs. realized S&P changes for the nine combinations of actual change and model predicted change. For example, the first row implies that when the next day prediction was for the S&P to decrease, 39.04% of the time it decreased, 30.82% of the time it was relatively unchanged, and 30.14% of the time it increased. Similarly, the third row implies that when the prediction was for S&P to increase, 39.04% of the time it increased, 31.51% of the time it decreased, and 29.45% of the time it was relatively unchanged. If predictions and actual changes were uncorrelated and the three outcomes were
Table 1: Daily S&P changes vs. those predicted from January 2020 to September 2021 where both actual changes and predictions are categorized so that there are equal numbers of observations in each category. If predictions and actual changes were uncorrelated, each term in the table above would be close to 33.33% since each of the three outcomes is equally likely. On the other hand in the case of near-perfect correlations, diagonal elements should be close to 100% and off-diagonal elements close to 0%. Notice that the diagonal elements of the matrix exceed 39% and are higher than all off-diagonal elements, implying that the actual change is most likely to be in the same category as the prediction.

Table 2: Explanatory variable cluster centers for September 30, 2022

| Variable                | Cluster 1 ($\hat{\mu}_1$) | Cluster 2 ($\hat{\mu}_2$) | Cluster 3 ($\hat{\mu}_3$) |
|-------------------------|-----------------------------|-----------------------------|-----------------------------|
| S&P 1 day change        | 0.0929                      | -0.7229                     | 0.4672                      |
| AGG 5 day change        | -0.1759                     | -1.2496                     | 0.544                       |
| JPY/USD 5 day st dev    | 0.1948                      | 0.0897                      | 0.2712                      |
| Constant                | 1                           | 1                           | 1                           |

Table 3: Regression parameter estimates for the clusters on September 30, 2022

| Regression vector cluster 1 ($\hat{\beta}_1$) | Regression vector cluster 2 ($\hat{\beta}_2$) | Regression vector cluster 3 ($\hat{\beta}_3$) |
|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|
| -0.09                                         | 0.29                                          | -0.29                                         |
| 0.20                                          | -0.02                                         | 0                                             |
| -0.62                                         | 0.73                                          | -0.06                                         |
| -1.48                                         | 0.25                                          | 0.82                                          |
• Market conditions: Based on the first column of Table 2, the first cluster corresponds to market conditions
where the S&P is relatively unchanged day-over-day, AGG bond index values are marginally lower over the
past five days, and JPY/USD exchange rate volatility over the past five days has exceeded its 250-day average.
• Critical variables for forecast: According to Table 3, the most important variable for the forecast is the
recent JPY/USD exchange rate volatility (the largest-magnitude element of regression vector $\beta_1$ is $-0.62$,
corresponding to the 5-day volatility of the JPY/USD exchange rate relative to its 250-day average). Increasing
JPY/USD volatility in such market conditions implies lower S&P forecasts for the next day because of the
negative sign of this parameter.
• Bias for the next day S&P change: The last element of regression vector $\hat{\beta}_1$, corresponding to the intercept,
is $-1.48$ (a negative number) and thus the expected S&P change for the next day is negative in cluster 1
assuming smaller contributions from other variables.

Cluster 2

• Market conditions: The mean values of this cluster represent conditions where the S&P has decreased day-
over-day and bond prices have declined significantly over the previous five days (observations based on the
second column of Table 2).
• Critical variables for forecast: The two important regression parameters are the coefficients related to S&P
change ($0.29$) and JPY/USD volatility ($0.73$). The S&P change regression parameter can be interpreted as a
momentum effect - the next day change based on this factor is proportional to $0.29$ times the previous day
change. From the JPY/USD volatility regression parameter of $0.73$, one concludes that elevated JPY/USD
five-day volatility relative to its 250-day average implies higher S&P forecasts for the next day. The regression
parameter for AGG is quite small ($-0.02$), which implies that AGG change does not have much impact on
predicted S&P change in this cluster.
• Bias for the next day S&P change: Assuming that the contributions from other variables are small, S&P
changes are expected to be small as the last element of regression vector $\hat{\beta}_2$, corresponding to the intercept, is
$0.25$, which is relatively small.

Cluster 3

• Market conditions: In this cluster, S&P and AGG values have increased and JPY/USD volatility over the past
five days is higher than its long-term average (conclusion based on the third column of Table 2).
• Critical variables for forecast: The regression parameter corresponding to previous day S&P change is $-0.29$.
This implies that based on this factor, the next day predicted change is negatively correlated to previous day
S&P change. Regression parameters for AGG change and JPY/USD volatility are small, implying that their
values are not very important for predicting the next-day change.
• Bias for the next day S&P change: Since the last element of regression vector $\hat{\beta}_3$, corresponding to the intercept, is positive ($0.82$), the S&P is likely to increase the next day.

Note that predictions have different sensitivities to market variables for different clusters. For example, in clusters 2 and
3, regression parameters related to S&P change have opposite sign ($0.29$ and $-0.29$ respectively). Additionally, it is
important to note that variational parameters will change depending on the historical data used in parameter estimation and thus will likely change from day to day if the estimation is performed based on the most recent historical data.

6 Summary

In this paper, an approach based on variational inference is proposed for simultaneously identifying clusters and cluster-specific regression parameters that provide good prediction of output. In the proposed approach, clusters of explanatory variables are identified such that the predicted output is a linear function of the selected inputs, where the linear function depends on the cluster. One advantage of the proposed approach in financial applications is that it identifies market regimes in which future changes share a similar dependence on input variables. It is shown that a fairly simple model with only three explanatory variables provides useful predictions of financial indices. Another advantage of the proposed approach is that it also provides the predictive density of the forecast. Due to the broad applicability of the problem formulation and the computational efficiency of the proposed algorithm, the approach can be useful in a wide range of applications, not limited to the financial domain.

Appendix

We now derive the parameters for the variational distribution based on (4). First let us consider the variational density of the cluster mean \( \mu_k \). From (4)

\[
\begin{align*}
q^*(\mu_k; \hat{\mu}_k, \hat{R}_k) & \propto \exp\left( \mathbb{E}_{-\mu_k} \left[ \log p(\beta, \mu, c, x, y) \right] \right),
\end{align*}
\]

where \( \mathbb{E}_{-\mu_k} \) is expectation with respect to \( \{\beta_1, \cdots, \beta_K\} \), \( \{c_i, 1 \leq i \leq T\} \) and \( \{\mu_i, i \neq k\} \). From (6), (8), (18), and variational parameters for \( q_c \) in (14) one notes that

\[
\begin{align*}
q^*(\mu_k; \hat{\mu}_k, \hat{R}_k) & \propto \exp\left( \mathbb{E}_{-\mu_k} \left[ \log p(\beta, \mu, c, x, y) \right] \right) \\
& \propto \exp\left( \log p(\mu_k; \mu_{k0}, R_{k0}) + \sum_{t=1}^{T} \mathbb{E}_{c_t} \left[ \log p(x_t|c_t(k), \mu_k) \right] \right) + \text{const} \\
& \propto \exp\left( \log p(\mu_k; \mu_{k0}, R_{k0}) + \sum_{t=1}^{T} \mathbb{E}_{c_t} \left[ \log p(x_t|\mu_k) \right] \right) + \text{const} \\
& \propto \exp\left( \mu'_k R_{k0}^{-1} \mu_k - \frac{1}{2} \mu_k' R_{k0}^{-1} \mu_k + \sum_{t=1}^{T} \phi_{tk} \left[ -\frac{1}{2} (x_t - \mu_k)' M^{-1} (x_t - \mu_k) \right] + \text{const} \right) \\
& \propto \exp\left( \mu'_k R_{k0}^{-1} \mu_k - \frac{1}{2} \mu_k' R_{k0}^{-1} \mu_k + \sum_{t=1}^{T} \phi_{tk} \left[ -\frac{1}{2} (x_t - \hat{\mu}_k)' \hat{R}_k^{-1} (x_t - \hat{\mu}_k) + \text{const} \right] \right) \\
& \propto \exp\left( \mu'_k R_{k0}^{-1} \mu_k - \frac{1}{2} \mu_k' R_{k0}^{-1} \mu_k + \sum_{t=1}^{T} \phi_{tk} \left[ -\frac{1}{2} (x_t - \hat{\mu}_k)' \hat{R}_k^{-1} (x_t - \hat{\mu}_k) + \text{const} \right] \right)
\end{align*}
\]

(34)

where "const" includes constant terms that do not depend on \( \mu_k, \mathbb{E}_{c_t} \) is expectation with respect to \( q_c \) and the variational parameters \( \hat{\mu}_k \) and \( \hat{R}_k \) are defined as follows:

\[
\begin{align*}
\hat{R}_k & := \left[ R_{k0}^{-1} + M^{-1} \sum_{t=1}^{T} \phi_{tk} \right]^{-1} \\
\hat{\mu}_k & := \hat{R}_k \left[ R_{k0}^{-1} \mu_{k0} + M^{-1} \sum_{t=1}^{T} \phi_{tk} x_t \right].
\end{align*}
\]

(35)
From the exponential distribution in (34) one notes that the variational distribution of $\mu_k$, described by $q^*_\mu(\mu_k)$, is Gaussian with mean $\hat{\mu}_k$ and variance $\hat{R}_k$. Note that in obtaining the above, we did not make any assumptions about the distribution family of $q^*_\mu(\mu_k)$.

We next consider the variational density of $\beta_k$. From (7), (19) and variational parameters for $q_c$ in (14) one notes that

$$q^*_\beta(\beta_k; \hat{\beta}_k, \hat{Q}_k) \propto \exp \left( E_{-\beta_k} [\log p(\beta, \mu, c, x, y)] \right)$$

$$\propto \exp \left( \log p(\beta_k; \beta_{k0}, Q_{k0}) + \sum_{t=1}^{T} E_{c_t} [\log p(y_{t+1}|c_{t(k)}, x_t, \beta_k)] + \text{const} \right)$$

$$\propto \exp \left( -\frac{1}{2}(\beta_k - \beta_{k0})' Q_{k0}^{-1}(\beta_k - \beta_{k0}) + \sum_{t=1}^{T} E_{c_t} [\phi_{t}\beta_k] - \frac{1}{2\sigma^2}(y_{t+1} - \beta_{k}x_t)^2 + \text{const} \right)$$

$$\propto \exp \left( -\frac{1}{2}(\beta_k - \beta_{k0})' Q_{k0}^{-1}(\beta_k - \beta_{k0}) + \sum_{t=1}^{T} E_{c_t} [\phi_{t}\beta_k] - \frac{1}{2\sigma^2}(y_{t+1} + \beta_{k}x_t)^2 + \text{const} \right)$$

$$\propto \exp \left( -\frac{1}{2}(\beta_k - \beta_{k0})' Q_{k0}^{-1}(\beta_k - \beta_{k0}) + \text{const} \right)$$

(36)

where "const" includes terms that do not depend on $\beta_k$, and the variational parameters $\hat{\beta}_k$ and $\hat{Q}_k$ are defined as follows:

$$\hat{Q}_k := \left[ Q_{k0}^{-1} + \frac{1}{\sigma^2} \sum_{t=1}^{T} \phi_{t}x_t x_t' \right]^{-1}$$

$$\hat{\beta}_k := \hat{Q}_k \left[ Q_{k0}^{-1} \beta_{k0} + \frac{1}{\sigma^2} \sum_{t=1}^{T} \phi_{t}y_{t+1} x_t \right]$$

(37)

From the exponential distribution in (36) one notes that the variational distribution of $\beta_k$, described by $q^*_\beta(\beta_k)$, is Gaussian with mean $\hat{\beta}_k$ and variance $\hat{Q}_k$. Note that in obtaining the above, we did not make any assumptions about the distribution family of $q^*_\beta(\beta_k)$.

We finally consider the probability for cluster assignment $k$ at time $t$. From (4) and (12) one notes that

$$q^*_c(c_{t(k)} = 1; \phi_t) \propto \exp \left( E_{-c_t} [\log p(\beta, \mu, c, x, y)] \right)$$

$$\propto \exp \left( E_{-c_t} [\log p(c_{t(k)} = 1, x_t, y_{t+1}|\pi, \mu, \beta)] + \text{const} \right)$$

$$\propto \exp \left( E [\log p(c_{t(k)} = 1|\pi)] + \sum_{t=1}^{T} \phi_{t}\beta_k \right) + \text{const}$$

(38)

where $E_{-c_t}$ is expectation with respect to $\{\beta_1, \cdots, \beta_K\}$, $\{\mu_1, \cdots, \mu_K\}$ and $\{c_i; i \neq t\}$ and the expectation of all the terms that do not depend on $c_{t(k)}$ are lumped into the constant term. $E_{\mu}$ and $E_{\beta}$ denote expectations with respect to variational distributions $q^*_\mu(\mu)$ and $q^*_\beta(\beta)$ respectively. The first term is the log prior of $c_{t(k)}$:

$$E [\log p(c_{t(k)} = 1|\pi)] = \log(\pi_k) \quad \text{(from (5))}$$

(39)
From (8) and (18) the expected log probability of data $x_t$ is:

$$
E_\mu [ \log p(x_t|c_t(k) = 1)] = E_\mu \log p(x_t|\mu_k) = -\frac{n}{2} \log 2\pi - \frac{1}{2} \log |M| - \frac{1}{2} x_t' M^{-1} x_t + x_t' M^{-1} E_\mu(\mu_k) - \frac{1}{2} \text{trace}(M^{-1} E_\mu(\mu_k\mu_k'))
$$

$$
= x_t' M^{-1} E_\mu(\mu_k) - \frac{1}{2} \text{trace}(M^{-1} E_\mu(\mu_k\mu_k')) + \text{const}
$$

$$
= x_t' M^{-1} \hat{\mu}_k - \frac{1}{2} \text{trace}(M^{-1}(\hat{\mu}_k\hat{\mu}_k' + \hat{R}_k)) + \text{const}
$$

where "const" denotes a constant term that does not depend on $c_t(k)$. In obtaining the last step above we have used the fact under the variational distribution $q^*_\mu$ described in (34), $\mu_k$ is normally distributed with mean $\hat{\mu}_k$ and variance $\hat{R}_k$.

From (9) and (19), the expected log probability of data $y_{t+1}$, which is the last term in (38), is:

$$
E_\beta [ \log p(y_{t+1}|c_t(k), x_t, \beta_k) ] = \log p(y_{t+1}|c_t, x_t, \beta_k) = -\frac{1}{2} \log 2\sigma^2\pi - \frac{1}{2\sigma^2} y_{t+1}^2 + \frac{1}{2\sigma^2} x_t' y_{t+1} E_\beta(\beta_k) - \frac{1}{2\sigma^2} \text{trace}(x_t x_t' E_\beta(\beta_k\beta_k'))
$$

$$
= \frac{1}{\sigma^2} y_{t+1} x_t' \hat{\beta}_k - \frac{1}{2\sigma^2} \text{trace}(x_t x_t'(\hat{\beta}_k\hat{\beta}_k' + \hat{Q}_k)) + \text{const}
$$

where as before "const" is a term that does not depend on $c_t(k)$. In obtaining the last step above we have used the fact under the variational distribution $q^*_\beta$ described in (36), $\beta_k$ is normally distributed with mean $\hat{\beta}_k$ and variance $\hat{Q}_k$.

Combining (38), (39), (40), and (41), the variational update for the $k'th$ cluster assignment at time $t$ is

$$
q^*_c(c_t(k); \phi_t) \propto r_t(k)
$$

(42)

where

$$
r_t(k) := \exp \left[ \log(\pi_k) + x_t' M^{-1} \hat{\mu}_k - \frac{1}{2} \text{trace}(M^{-1}(\hat{\mu}_k\hat{\mu}_k' + \hat{R}_k)) + \frac{1}{\sigma^2} y_{t+1} x_t' \hat{\beta}_k - \frac{1}{2\sigma^2} \text{trace}(x_t x_t'(\hat{\beta}_k\hat{\beta}_k' + \hat{Q}_k)) \right]
$$

(43)

Since the sum of probabilities of cluster assignments is one, from (42) and (43)

$$
q^*_c(c_t(k) = 1) = \phi_{tk} = \frac{r_t(k)}{\sum_{k=1}^{K} r_t(k)}
$$

(44)
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