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Abstract: We present a novel, parameterised radar data augmentation (RADIO) technique to generate realistic radar samples from small datasets for the development of radar-related deep learning models. RADIO leverages the physical properties of radar signals, such as attenuation, azimuthal beam divergence and speckle noise, for data generation and augmentation. Exemplary applications on radar-based classification and detection demonstrate that RADIO can generate meaningful radar samples that effectively boost the accuracy of classification and generalisability of deep models trained with a small dataset.
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1. Introduction

Most autonomous vehicles currently rely on light detection and ranging (LiDAR) and camera technology to build their perception systems [1–4]. However, one of the main drawbacks of optical technology is failure under severe weather conditions such as fog, rain and snow. On the other hand, 24 GHz and 79 GHz radar systems have been widely adopted for adaptive cruise control and obstacle avoidance. Radar systems can penetrate bad weather [5], but the main drawback is their low resolution (e.g., ~4 meter azimuth resolution at a 15 meter range [6]), which makes object classification and recognition very challenging.

Recent work on automotive radar has been aimed at improving azimuthal and range resolution at the 300 GHz frequency [5,7]. In previous work [8], we studied the performance of a number of neural network architectures applied to 300 GHz data for object detection and classification using a prototypical object set of six different objects in both isolated and multiple object settings. Our results were very much dependent on the different scenarios and objects, achieving accuracy ratings in excess of 90% in the easier cases, but much lower success rates in a detection and classification pipeline with many confusing objects in the same scene. We do not rely on Doppler signatures [9–11] as we cannot consider only moving objects, nor do we use multiple views [12] to build a more detailed radar power map, as these are not wholly suited to the automotive requirement to classify both static and moving actors from a single view.

In our work—and indeed in the general literature—radar datasets tend to be small due to the difficulty of data collection and human annotation. While we endeavour to collect and label larger datasets in the wild, this is challenging due to the lack of advanced, high resolution automotive radars for high frame rate imaging, and the difficulty of radar image labelling in comparison with video sequences. Therefore, to create larger datasets to train deep models for such tasks, in this paper, we present a novel radar data augmentation technique which can be used for both classification and detection (Figure 1). Our experimental hypothesis is that such augmentation will improve the accuracy
over standard camera-based data augmentation source data. Thus, the main contributions of this paper are as follows:

- We present a novel radar data augmentation technique (RADIO) based on the measured properties of the radar signal. This models signal attenuation and resolution change over range, speckle noise and background shift for radar image generation.
- We demonstrate that such data augmentation can boost the accuracy and generalizability of deep models for object classification and detection, trained only with a small amount of source radar data. This verifies the effectiveness of the RADIO approach.

![Figure 1](image_url) 

**Figure 1.** RADIO—radar data augmentation—is a data augmentation technique based on the physical properties of the radar data. The methodology is developed for both object detection and classification. CNN: convolutional neural network. DBSCAN: density-based spatial clustering of applications with noise.

2. 300 GHz FMCW Radar

Current commercial vehicle radars use multiple input multiple output (MIMO) technology at 77–79 GHz with up to 5 GHz bandwidth and a very limited range—typically 35 cm—and azimuth resolution—typically 15° [6]. This equates to a cross range resolution of ≈4 m at 15 m, meaning that a car will occupy only one cell in the radar image. In this work, we use a 300 GHz frequency modulated continuous wave (FMCW) scanning radar designed by the University of Birmingham [13,14]. The assumed advantage of the increased resolution is a better radar image which may lead to more reliable object classification. The 300 GHz radar has a bandwidth of 20 GHz, which equates to a 0.75 cm range resolution. The azimuth resolution is 1.2°, which corresponds to 20 cm at 10 m. Figure 2 shows 300 GHz radar images with different bandwidths. As can be seen, the 20 GHz bandwidth provides much better resolution compared to current commercial sensors, and as such is considered for classification in this paper.

The raw data captured by the 300 GHz radar comprise a time-domain signal at each azimuth direction. To transform the raw signal into an image, a Fast Fourier Transform (FFT) is applied to create a range profile at each azimuth, which is then converted to decibels (dB). The original polar image is converted to Cartesian coordinates to ensure consistent object dimensions at all ranges.
3. RADIO: Radar Data Augmentation

Using a restricted dataset, a DNN will easily overfit and be biased towards specific artifacts in the few examples the dataset provides. Our original experiments to recognise objects in 300 GHz radar data [8] had a database of only 950 examples at short range, as shown in Table 1. In this paper, we report a radar data augmentation technique to generate realistic data in which the neural network can learn patterns of data not present in the restricted source data and so avoid overfitting. Given the nature of radar signal acquisition and processing, the received power and azimuthal resolution vary with range and viewing angle. We also consider the effects of speckle noise and background shift during augmentation.

Table 1. Dataset collection showing the number of different raw images [8].

|                | Train 3.8 m | Test 6.3 m |
|----------------|-------------|------------|
| Bike           | 90          | 90         |
| Trolley        | 90          | 90         |
| Mannequin      | 90          | 90         |
| Cone           | 25          | 25         |
| Traffic Sign   | 90          | 90         |
| Stuffed Dog    | 90          | 90         |
| **Total**      | **475**     | **475**    |

3.1. Attenuation

In the basic form of the radar equation, the power received by the radar transceiver [15] can be computed by

\[
P_r = \frac{P_t G^2 \sigma \lambda^4}{(4\pi)^3 R^4 L}
\]

where \( P_r \) is the received power, \( P_t \) is the transmitted power, \( G \) is the antenna gain, \( \sigma \) is the radar cross section (RCS), \( R \) is the range between the radar and the object, \( \lambda \) is the radar wavelength and \( L \) is the loss factor. \( L \) can be atmospheric loss, fluctuation loss and/or internal attenuation from the sensor.

However, this assumes an idealised model in which a point—-the isotropic radiator modified by the directional gain, \( G \)—propagates a radio signal that is reflected by a point scatterer in the far field at the same range, \( R \). In practice, in our experiments, we use antennae of the order of 6 cm lateral dimension propagating at 300 GHz to extended targets in the range 3–12 m and simulate radar images in the range 2–15 m, as our operating range was constrained by the limited radar power and lab dimensions, meaning that we operated in the near field below the crossover point. Furthermore, for the precise theoretical computation of the received power, we would need information regarding the shape of the objects, placement of scatterer, surface material reflectivity and of multiple reflections caused by the surrounding walls, floor, ceiling and furniture [16]. Characterising the nature of point scatterer for real traffic actors such as vehicles is a very daunting task and is prone to error; simulation...
and measurement rarely correspond [17]. Our own data set is restricted, as shown in Figure 3, but there are still noticeable differences between, for example, the cone, which is a symmetrical plastic object, and the trolley, which is a collection of linear metallic struts and corners that act almost as ideal corner reflectors. Thus, as complete modelling is intractable, to augment our radar data, we have taken an empirical approach that measures the received power over pixels in the radar images as a function of range for all objects in our target set and therefore generates augmented radar image data at ranges not included in the real data using a regression fit to the actual data.

Figure 4 shows the measurements and the linear regression model for the six different objects (trolley, bike, stuffed dog, mannequin, sign and cone). To collect these data, we manually placed objects at different ranges and retrieved the mean received power intensity ($P_r$) from each object as a function of range. To compute $P_r$, the area of the image containing the object was cropped manually; then, a simple threshold was applied to remove background pixels. Simple thresholding is applicable to the training data as the object power levels are considerably higher than the background, which was at a consistent level at all ranges. Considering the collected data points, it appears that a reasonable approximation for variation of received power (dB) over range can be made by a linear regression between the received power and range, which is not predicted by Equation (1), which would suggest that the linear relationship should be over the logarithm of range. However, as we have noted, the basic equation makes many inapplicable assumptions; thus, we employ the empirical approximation in this scenario.

![Figure 3. Samples from each object at 3.8 m from the dataset collected using the 300 GHz radar [8].](image)

![Figure 4. Received power as a function of range for all objects.](image)
3.2. Change of Resolution

The next effect we consider is the change of resolution over range. The raw radar signal is in a polar coordinate system; when converting to Cartesian coordinates, interpolation is necessary to convert cells of irregular size as a function of range to uniformly spaced square cells (or pixels). Again, this means that the distribution of assumed point scatterers to cells might be quite different, and this is not measurable, as stated in Section 3.1. To account for the effect of changing Cartesian resolution with range, we determine the size of the polar cell at the range at which we wish to augment the radar data, and use nearest neighbor interpolation to generate the new Cartesian image. Figure 5 shows examples of trolley images generated at ranges from 2–15 m using this methodology and—as source data—the real range image at 3.8 m.

![Figure 5. Range data augmented images for the trolley at 2–15 m.](image)

To check whether the augmented data have similarity to real data and thus have some prospect of improving the training data, we compared the mean sum of absolute differences (MSAD) between real and augmented 3.8 m and 6.3 m images. As source data, we used the real 3.8 m image, but in this case we generated both a 3.8 m augmented image and a 6.3 m image from the source data and the regression curves in Figure 4. We used all samples with the same rotation for each class. The differences between the real and augmented images can be compared visually in Figure 6 and are also shown in Table 2. The low values for MSAD between the real and augmented images give us some confidence that the coupled attenuation and resolution procedures may be effective as an augmentation process throughout the range for training a neural network.

![Figure 6. Comparing the real data at 6.3 m with the RADIO augmented data.](image)

| Trolley | Bike | Cone | Mannequin | Sign | Dog |
|---------|------|------|-----------|------|-----|
| MSAD (3.8 m) | 2.593 | 1.444 | 0.073 | 0.551 | 0.426 | 0.964 |
| MSAD (6.3 m) | 2.374 | 1.298 | 0.056 | 0.506 | 0.359 | 0.881 |

3.3. Speckle Noise and Background Shift

To further simulate real radar data, we included the capability to approximate the effects of different levels of speckle noise and background shift. Full modelling of speckle noise requires detailed knowledge of the properties of the radar system and antennae, but drawing on previous work [18], we
performed an approximation by imposing multiplicative Gaussian noise, $I = I \ast N(1, \sigma^2)$, where $\sigma^2$ is sampled uniformly from 0.01 to 0.15. Examples of speckle noise augmentation are given in Figure 7 with different multiplicative noise levels. As a final process, we also added background shift. This changes the brightness, creating scenes with objects and different background levels. It is a simple technique in which the constant false alarm rate (CFAR) is applied to the image, classifying the areas of the image as either object or background. A constant value is added/subtracted only to/from the background. Figure 8 shows examples of images with the application of background shift.

4. Neural Network Architecture

We can formalize a neural network,

$$y = f(x^l; W^l)$$

where $y$ is the output, $f$ is the activation function, $W^l$ is a set of weights at layer $l$ and $x^l$ is the input at layer $l$. The neural network learns the weights $W$ which should be generalized to any input.

Architectures may have several types of layers: convolutional, rectified linear units (ReLU), max pooling, dropout and softmax [19].

The neural network used in our work is A-ConvNet [20], shown in Table 3. We have implemented this network from the description in [20] using the PyTorch framework [21]. The only modification we have made is in the last layer with six convolution filters, which represents the number of classes for our classification. This architecture is fully convolutional and achieved state-of-the-art results for the MSTAR radar dataset [20]. The original input layer of A-Convnet is $88 \times 88$, so our input data were re-sized using bilinear interpolation to fit the original model. To train our neural network, we used stochastic gradient descent (SGD). SGD updates the weights of the network depending on the gradient of the function that represents the current layer, as in Equation (3). In Equation (3), $\eta$ is the momentum, $\alpha$ is the learning rate, $t$ is the current time step, $W$ defines the weights of the network and $\nabla f(x; W)$ is the derivative of the function that represents the network. The chain rule was used to propagate the gradient through the network. The loss function was the categorical cross-entropy (Equation (4)), where $\hat{y}$ is the predicted vector from the softmax output and $y$ is the ground truth. We used 20% of the training radar data for validation, and the results were computed on the basis of the best results from the validation set.

$$W_{t+1} = W_t - \alpha \nabla f(x; W) + \eta \Delta W$$

Figure 7. Speckle noise data augmentation.

Figure 8. Background shift data augmentation.
\[ L(\hat{y}, y) = -\sum_i y_i \log(\hat{y}_i) \] (4)

5. Experimental Results

The purpose of the experimental study is to verify the hypothesis that radar data augmentation will lead to the improved recognition of objects in radar images when compared to either the raw data alone or to data augmented by the “standard” techniques [19] commonly applied to visual image databases when training neural networks.

We have sub-divided these experiments into two main sets: in the first case, which we term “classification”, we consider images of isolated objects as both training and validation/test set data—this is a “per window” task; in the second case, we consider “detection” and “classification”, in which the training data are as before, but the test/validation data comprise a scene or image containing one or more instances of the known objects as well as the additional background—this is a “per image” task.

5.1. Classification

For classification, the single object dataset was acquired at 2 different ranges, 3.8 m and 6.3 m, with 360° rotations as shown in Table 1 and Figure 3. All the collected images were labelled with the correct object identity, irrespective of viewing range, angle and receiver height. A fixed size bounding box of 400 x 400 cells, which corresponds to 3 m², was cropped with the object in the middle. As stated above, the original images were resized to the 88 x 88 input layer, and we used stochastic gradient descent (SGD) with the parameters shown in Table 4.

Table 4. Neural Network Parameters.

| Parameter          | Value     |
|--------------------|-----------|
| Learning rate (\( \alpha \)) | 0.001     |
| Momentum (\( \eta \))        | 0.9       |
| Epochs              | 100       |
| Batch size          | 100       |

To test the hypothesis that principled data augmentation by RADIO improves on the commonly used, image-inspired data augmentation techniques, we conducted a series of experiments, as shown in Table 5. The standard data augmentation (SDA) techniques for image data that we employed are random translations and image mirroring [22]. Random translations changes the object location over the image, reducing the contribution of the background during the learning process. Rotations are not used because we already have data at all angles in the image plane. Although RGB image augmentation may include colour changes—i.e., modifying the colour map—this has no equivalent in the radar data, which are monochromatic, and this type of augmentation is therefore not applied.

To ensure comparability of results, we applied the same number of camera-based data augmentations to each sample, meaning that each dataset is of similar size, as shown in Table 5. From Table 1, we have 475 samples for training, and we decided to employ the data augmentation methods 41 times for each sample, resulting in a total of 19,475 artificially generated samples and 19,950 in total. In Table 5, range data augmentation includes both attenuation and change of resolution ranges between 1 and 12 m, the addition of speckle noise with \( \sigma \) [0.01 0.15], and four levels of background shift, as described in Section 3. To verify the use of RADIO augmentation at different ranges, and to avoid overfitting to range-specific features, we used the images from 3.8 m to train and the images from 6.3 m to test.
We used precision \(\frac{TP}{TP+FP}\), recall \(\frac{TP}{TP+FN}\), F-1 score \((2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}})\) and accuracy \(\frac{TP+TN}{TP+TN+FP+FN}\) as metrics, where \(T\) is true, \(F\) is false, \(P\) is positive and \(N\) is negative.

The key observation from Table 5 is that the progressive augmentation of the training data by the RADIO methods leads to progressively improved scores according to all the commonly used metrics. The key comparison is between the second and fifth row of the table, in which equally sized training datasets were used, but the use of the radar adapted augmentation leads to an improvement from \(\approx80\%\) to 99.79%. The only mistake is between the sign and the mannequin, as both have a very similar shape signature. Admittedly, this improvement is in a relatively easy scenario, as the object location is pre-defined in a classification window. In Section 5.2 we address a more challenging scenario in which multiple objects are seen in a laboratory setting with potential occlusion and mutual interference, and there is additional background clutter caused by unknown artefacts.

Table 5. Results for the single-object classification task. SDA = standard (RGB) data augmentation, RDA = range data augmentation, SN = addition of speckle noise, BS = background shift.

| Samples        | Precision (%) | Recall (%) | F1-Score (%) | Accuracy (%) |
|----------------|---------------|------------|--------------|--------------|
| Original Data  | 475           | 33.36      | 39.15        | 39.15        |
| Original Data + SDA | 19,950      | 80.71      | 82.13        | 82.13        |
| Original Data + SDA + SN + BS (Ours) | 19,950      | 88.51      | 83.83        | 83.83        |
| Original Data + SDA + RDA + BS (Ours) | 19,950      | 95.28      | 94.89        | 94.89        |
| Original Data + SDA + RDA + SN + BS (Ours) | 19,950      | 99.79      | 99.79        | 99.79        |

5.2. Detection and Classification

In this more realistic scenario, we have developed a dataset that contains several different scenes with several objects viewed against a background containing walls as a significant feature. Thus, the scene data include examples of occluded objects, multi-path reflection and interference between objects (Figure 9). This new dataset contains the same objects (bike, trolley, cone, mannequin, sign, dog) in different parts of the room with arbitrary rotations and ranges. We also include different types of mannequin, cone, trolley, traffic sign, and bikes, meaning that those objects can have different radar signatures. This new dataset contains 198 scenes and 648 objects, with an average of 3.27 objects per scene. In summary, we have 85 examples of bikes, 189 of trolleys, 132 of mannequins, 63 of cones, 129 of signs and 50 of stuffed dogs. Some examples of scene data are shown in Figure 10.

To apply detection and classification, we developed a two-stage methodology similar to R-CNN [23], shown in Figure 1. First, we detect potential regions of interest and then classify each detected region. The CA-CFAR (cell-averaging constant false alarm rate) detection method [24] employs an adaptive threshold based on the statistics of the region to decide whether the return is of sufficient power to be of interest. In our implementation, this was applied to the original polar image at each azimuth direction. The empirically chosen parameters used for CFAR were 500 for cell size, 30 for guard cells and 0.22 for false alarm rate. Following detection, the standard density-based spatial clustering of applications with noise (DBSCAN) [25] technique was used to form a cluster of cells and remove outliers. The parameters used for DBSCAN were also selected empirically: \(\epsilon = 0.3\) m, which is the maximum distance of separation between two detected points, and \(S = 40\), where \(S\) is the minimum number of points to form a cluster. We then generate fixed size bounding boxes of size \(275 \times 275\)—the same size as the input from the single object images. Then, the image is resized to \(88 \times 88\) as before.

It is important to separate the effects of detection (by CFAR and clustering) from object classification (using the neural network); therefore, we perform two types of experiment, first, assuming perfect detection, and second, including the entire detection and classification pipeline. Thus, in the perfect detection case, the exact object location is known, and the unknown element is whether the classifier can still determine the correct object identity in the presence of the additional artefacts described above, bearing in mind that the network has been trained on the isolated objects, not the...
objects in the multiple object scenarios, and hence cannot learn any features that arise in that instance. As in the single object classification case, the key hypothesis is that the radar augmentation technique will give improved results when compared to the standard, optical image-derived methods.

In our experiments, we classified our scenes with regard to the number of objects and at short, mid and long ranges. Extensive results are shown in Tables 6 and 7. We anticipated that, with more objects in the scene and at a greater distance, the effects of attenuation and mutual interference will cause the classification rates to fall. The metric for evaluation is average-precision (AP), which is used commonly in an object detection scenario. We use the PASCAL VOC implementation [26] with an intersection over union (IoU) equal to 0.5. AP is computed as $AP = \int_0^1 p(r)dr$, where $p$ is precision and $r$ is recall. We retrained the neural network from the single object dataset using both ranges (3.8 m and 6.3 m) and tested on this new more realistic scenario. All the other parameters were the same. We applied the same data augmentation methods as before. We compared the standard data augmentation (SDA) with RADIO (SDA + RDA + SN + BS). There are several key observations to be made from these experiments. First, the results in all cases are significantly poorer than in the isolated object case, even for perfect detection, as we would expect as the data are much more challenging and realistic. For example, the overall mAP for perfect detection is only 66.28%. The second conclusion is that there are significant object differences. As ever, the easy task is to recognise the trolley, with an mAP of 90.08% in the perfect case, as opposed to the mannequin at 41.15% which is often confused with the cone for example. Third, we observe that, as expected, the type of scene has a significant effect. For example, in the perfect case, the overall mAP for less than four objects is 85.13% but this drops to 52.74% for more than seven objects. Similarly, for $4 < 7$ objects, the mAP drops from 79.09% to 66.58% as we move from short to long range, but the optimal scenario is often at middle range. This is probably attributable to stronger multipath effects at the shorter range, but this would require further examination. Regarding the cone object, we realised that the reflection of the cone, especially for long ranges, can get completely attenuated with values close to the background level, achieving worse results between sensed objects.
Figure 10. Qualitative results using RADIO for perfect detection, the constant false alarm rate (CFAR) + DBSCAN + network pipeline, and the corresponding video images.

As one might expect, the results of the detection classification pipeline are worse across the board in all cases, culminating in an overall figure of 57.11% as opposed to 66.28%. However, bearing in mind the key hypothesis, the most important result is the comparison of the results with RADIO (in gray) as opposed to standard argumentation techniques. Although there is an occasional anomaly, in almost all cases, the RADIO technique is shown to be an improvement over standard augmentation techniques. Again, looking at the overall figures, the mAP improves from 51.80% to 66.28% for perfect detection, and from 42.35% to 57.11% in the pipelined case.

Table 6. Perfect detection: in white, the standard data augmentation is shown; in gray, our RADIO technique. The entry N/A means that there were no examples in the dataset.

| AP     | Overall | #Objects < 4 | 4 ≤ #Objects < 7 | #Objects ≥ 7 | Short | Mid | Long | Overall | #Objects < 4 | 4 ≤ #Objects < 7 | #Objects ≥ 7 | Short | Mid | Long |
|--------|---------|--------------|------------------|--------------|-------|-----|------|---------|--------------|------------------|--------------|-------|-----|------|
| bike   | 65.78   | 81.7         | 50.0             | 88.8         | 75.0  | 53.82| 0.0  | 59.92   | 66.67        | 66.36          | N/A           | 67.2 | N/A | 25.0 |
| bike (ours) | 71.94   | 90.38        | 50.0             | 94.4         | 100.0 | 64.35| 100.0 | 59.99   | 100.0         | 53.43          | N/A           | 67.2 | N/A | 75.0 |
| cone   | 42.29   | 51.25        | 50.0             | 61.11        | 50.0  | 66.44| 65.08| 83.33   | 28.57         | 34.35          | 62.5           | 42.5 | 23.19| 60.44|
| cone (ours) | 49.96   | 66.67        | 50.0             | 66.67        | 100.0 | 69.23| 66.67| 83.33   | 35.07         | 62.5           | 13.35         | 0.0  | 62.07| 37.04|
| dog    | 26.72   | 45.07        | 55.6             | 47.32        | 30.95 | 25.22| 33.33| 36.67   | 16.67         | 13.68          | 50.0           | 98.0 | 48.0 | 38.33|
| dog (ours) | 67.26   | 86.43        | 88.89            | 99.05        | 11.11 | 64.74| 83.33| 60.42   | 50.0          | 30.91          | 40.0           | N/A | 66.8 | 85.02|
| mannequin | 42.05   | 71.28        | 53.33            | 87.02        | 55.56 | 28.3 | 42.42| 34.18   | 7.5           | 44.47          | 14.29          | 58.82| 19.25| 34.72|
| mannequin (ours) | 41.33   | 82.85        | 83.33            | 92.86        | 53.33 | 28.56| 45.43| 26.67   | 14.35         | 36.28          | 14.29          | 52.94| 10.92| 45.83|
| sign   | 49.56   | 41.3         | 0.0              | 44.71        | 40.0  | 59.77| N/A  | 62.5    | 54.12         | 40.35          | N/A           | 41.94| 38.46| 0.0  |
| sign (ours) | 77.26   | 87.01        | 100.0            | 90.09        | 66.67 | 74.49| N/A  | 80.19   | 70.27         | 76.92          | N/A           | 77.76| 76.19| 100.0|
| trolley| 84.61   | 90.23        | 64.72            | 99.92        | 76.47 | 87.35| 100.0| 91.66   | 68.81         | 78.51          | N/A           | 95.99| 85.76| 26.67|
| trolley (ours) | 90.00   | 97.08        | 97.62            | 99.44        | 94.12 | 94.16| 100.0| 96.42   | 81.36         | 83.82          | 100.0         | 97.79| 44.37| 44.37|
| ine mAP| 51.80   | 63.47        | 48.94            | 71.49        | 54.66 | 53.48| 48.17| 61.38   | 41.02         | 46.29          | 55.69          | 59.25| 23.01| 44.07|
| ine mAP (ours) | 66.28   | 80.15        | 78.31            | 90.43        | 67.54 | 65.96| 79.09| 65.06   | 66.58         | 52.74          | 54.2           | 56.15| 26.3 | 74.99|

10 of 13
**Table 7.** Constant false alarm rate detection and DBSCAN clustering followed by neural network classification.

| AP | Overall | #Objects < 4 | 4 ≤ #Objects < 7 | #Objects ≥ 7 |
|----|---------|--------------|-----------------|-------------|
| bike | 54.97 | 81.96 | 50.0 | 71.83 | 100.0 | 57.49 | 50.0 | 59.69 | 33.33 | 29.82 | N/A | 32.47 | N/A | 50.0 | 52.07 | 71.43 |
| bike (ours) | 70.60 | 68.55 | 50.0 | 71.46 | 100.0 | 63.75 | 100.0 | 57.3 | 66.67 | 61.13 | N/A | 58.92 | N/A | 78.85 | 61.46 | 83.67 |
| cone | 12.95 | 45.45 | 62.5 | 25.0 | 0.0 | 41.72 | 55.56 | 66.67 | 0.0 | 1.07 | 0.0 | 1.39 | 0.0 | 25.17 | 13.06 | 0.0 |
| cone (ours) | 18.41 | 27.27 | 25.0 | 16.67 | 0.0 | 45.1 | 55.56 | 50.0 | 0.0 | 2.94 | 0.0 | 6.67 | 0.0 | 18.72 | 17.9 | 0.0 |
| dog | 18.76 | 36.83 | 66.67 | 43.17 | 4.17 | 17.86 | 33.33 | 21.43 | 0.0 | 8.68 | 4.01 | N/A | 1.56 | 48.0 | 27.29 | 12.28 |
| dog (ours) | 58.74 | 77.88 | 77.78 | 98.08 | 5.56 | 50.31 | 66.67 | 44.44 | 0.0 | 33.75 | 48.33 | N/A | 0.0 | 63.53 | 74.81 | 1.54 |
| mannequin | 41.14 | 72.6 | 64.0 | 85.87 | 44.44 | 21.64 | 29.09 | 28.39 | 9.41 | 48.54 | 0.0 | 61.76 | 34.81 | 27.83 | 52.93 | 18.67 |
| mannequin (ours) | 39.49 | 87.18 | 100.0 | 92.86 | 44.44 | 26.0 | 36.36 | 23.33 | 19.23 | 35.65 | 0.0 | 30.0 | 13.33 | 39.13 | 47.27 | 15.3 |
| sign | 46.26 | 43.43 | 0.0 | 44.71 | 50.0 | 50.97 | N/A | 54.11 | 45.6 | 43.32 | N/A | 37.72 | 50.0 | 0.0 | 44.78 | 47.61 |
| sign (ours) | 72.67 | 88.22 | 100.0 | 91.93 | 66.67 | 71.94 | N/A | 78.05 | 65.25 | 69.51 | N/A | 65.24 | 78.36 | 50.0 | 78.62 | 68.43 |
| trolley | 80.03 | 83.94 | 68.33 | 94.36 | 73.12 | 84.18 | 97.44 | 88.26 | 64.48 | 74.47 | 79.56 | 75.54 | 74.0 | 82.82 | 83.87 | 59.2 |
| trolley (ours) | 82.75 | 81.06 | 84.72 | 88.37 | 84.46 | 88.66 | 95.6 | 92.89 | 68.35 | 82.1 | 87.41 | 80.15 | 45.24 | 88.19 | 84.48 | 58.0 |
| ine mAP | 42.55 | 60.7 | 51.92 | 60.82 | 45.29 | 45.63 | 53.08 | 53.09 | 25.47 | 34.32 | 29.89 | 41.76 | 24.08 | 38.97 | 45.67 | 33.06 |
| ine mAP (ours) | 57.11 | 75.02 | 76.25 | 77.01 | 46.85 | 57.66 | 59.03 | 57.66 | 36.58 | 47.18 | 22.62 | 43.49 | 22.82 | 36.40 | 60.49 | 37.82 |

6. Conclusions

In this paper, we proposed and investigated a radar data augmentation method (RADIO) and compared it to standard augmentation methods to see if this would lead to higher object classification rates in both isolated object and multi-object scenes. We were able to show that the use of radar data augmentation did indeed give improved results, and this offers a useful avenue to train a neural network when the source data are limited and the network cannot be trained under all the eventual test and validation conditions. In the absence of augmentation, using only the original data, overfitting is probable and the network cannot generalise.

In the isolated object case, after data augmentation, an accuracy of 99.79% was achieved. RADIO created realistic samples which helped the neural network to achieve near perfect recognition. In the more challenging multiple object dataset, we achieved 66.28% mAP for perfect detection and 57.11% mAP for the easy detection and classification scenario, in which the possible effects of multi-paths, objects in close proximity, antenna coupling, and clutter from unwanted objects are more challenging. Compared to standard camera based data augmentation, the RADIO technique gives improved results.

To develop further, it is necessary to improve detection, as this gives rise to additional errors in comparison with perfect detection; furthermore, it is necessary to extend the work to the more challenging scenarios of data collected “in the wild”. In the latter case, it is probable that both the training and test/validation data will be collected in wild conditions, as the differences between lab-based and outside data would be too great. To that end, we are currently collecting and processing data collected from a 79 GHz radar system mounted on a mobile vehicle.
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Abbreviations
The following abbreviations are used in this manuscript:

- RADIO: Radar data augmentation
- LIDAR: Light detection and ranging
- RADAR: Radio detection and ranging
- CFAR: Constant false alarm rate
- CA-CFAR: Cell averaging constant false alarm rate
- OS-CFAR: Order statistics constant false alarm rate
- DBSCAN: Density-based spatial clustering of applications with noise
- SDA: Standard data augmentation
- RDA: Range data augmentation
- BS: Background Shift
- DCNN: Deep convolutional neural networks
- MIMO: Multiple input multiple output
- SAR: Synthetic aperture radar
- FMCW: Frequency modulated continuous wave
- dB: Decibel
- FFT: Fast Fourier transform
- ReLU: Rectified linear unity
- SGD: Stochastic gradient descent
- RCS: Radar cross section
- AP: Average precision
- mAP: Mean average precision
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