Receptivity of inviscid modes in supersonic boundary layers to wall perturbations
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Abstract The present paper investigates the receptivity of inviscid first and second modes in a supersonic boundary layer to time-periodic wall disturbances in the form of local blowing/suction, streamwise velocity perturbation and temperature perturbation, all introduced via a small forcing slot on the flat plate. The receptivity is studied using direct numerical simulations (DNS), finite- and high-Reynolds-number approaches, which complement each other. The finite-Reynolds-number formulation predicts the receptivity as accurately as DNS, but does not give much insight to the detailed excitation process, nor can it explain the significantly weaker receptivity efficiency of the streamwise velocity and temperature perturbations relative to the blowing/suction. In order to shed light on these issues, an asymptotic analysis was performed in the limit of large Reynolds number. It shows that the receptivity to all three forms of wall perturbations is reduced to the same mathematical form: the Rayleigh equation subject to an equivalent suction/blowing velocity, which can be expressed explicitly in terms of the physical wall perturbations. Estimates of the magnitude of the excited eigenmode can be made a priori for each case. Furthermore, the receptivity efficiencies for the streamwise velocity and temperature perturbations are quantitatively related to that for the blowing/suction by simple ratios, which are of $O(R^{-1/2})$ and have simple expressions, where $R$ is the Reynolds number based on the boundary-layer thickness at the centre of the forcing slot. The simple leading-order asymptotic theory predicts the instability and receptivity characteristics accurately for sufficiently large Reynolds numbers (about $10^4$), but appreciable error exists for moderate Reynolds numbers. An improved asymptotic theory is developed by using the appropriate impedance condition that accounts for the $O(R^{-1/2})$ transverse velocity induced by the viscous motion in the Stokes layer adjacent to the wall. The improved theory predicts both the instability and receptivity at moderate Reynolds numbers ($R = O(10^3)$) with satisfactory accuracy. In particular, it captures well the finite-Reynolds-number effects, including the Reynolds-number dependence of the receptivity and the strong excitation occurring near the so-called synchronisation point.
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1 Introduction

Transition prediction of boundary layer flows from a laminar to turbulent state is of critical technological importance, especially for the development of super/hypersonic vehicles that are to be used for deep space access [1,2]. The intrinsic cause of transition is the flow instabilities, which include, according to their dominant physical mechanisms, shear instability [3] and centrifugal (Görtler) instability over concave surfaces [4,5] and attachment-line instability [6]. Shear instability may further be subdivided into viscous and inviscid instabilities; crossflow instability in a three-dimensional boundary layer belongs to shear instability [7], and is of inviscid nature in its developed phase [8], but turns out to be viscous in its genesis stage near the leading edge [9]. Instabilities in most situations may be formulated mathematically as eigenvalue problems, which are solved to identify the eigenmodes (i.e. the disturbances most likely to amplify) and further to predict their characteristic frequencies and wavelengths. However, transition is also strongly influenced by external factors, i.e. disturbances in the environment such as acoustic, vortical and entropy fluctuations in the free stream, and surface perturbations (e.g. roughness and gaps). In an environment of weak disturbances, transition takes place through three stages: receptivity, linear eigenmode growth and non-linear breakdown to turbulence [10–12]. In the receptivity process, external perturbations excite instability modes of the boundary layer [13,14]. Receptivity study aims to identify the mechanisms by which external perturbations excite intrinsic instability modes thereby determining the initial amplitudes and phases of the latter. Mathematically, the principal condition for effective excitation is the scale tuning, that is, external disturbances have to produce a forcing with the length and time scales matching with those of the eigenmodes [15,16].

Boundary-layer flows were introduced and described in an asymptotic framework based upon the high-Reynolds-number assumption. Asymptotic techniques have been instrumental in revealing the shear instability and the associated receptivity in these flows. It was through developing and utilising the asymptotic techniques [17–19] that a shear flow with a non-inflectional velocity profile, such as the plane Poiseuille flow and the Blasius boundary layer, was shown to support viscous instability, referred to as Tollmien–Schlichting (T–S) instability, and further advance of the techniques allowed the instability characteristics to be reliably calculated [20,21]. In these earliest studies, which predated the era of digital computer, the asymptotic methods were the only means to find approximate solutions to the instability, i.e. Orr–Sommerfield (O–S), equation. With the advent of modern digital computer and efficient algorithms since the 1970s, the O–S equation, as well as its extensions to compressible and/or three-dimensional flows, can be routinely solved numerically with great accuracy. Yet the value of the asymptotic methods has not been diminished. This is because in the O–S type of equations, the instability modes are, explicitly or implicitly, taken to have wavelengths and phase speeds comparable with the boundary-layer thickness and the base-flow velocity, respectively. Then the viscous diffusion and non-parallel-flow effect both appear to be of \(O(R^{-1})\), yet the latter is neglected while the former is retained in order for instability to be possible at all. The instability thus appears rather unconvincing since it looks like an outcome of retaining, in an ad hoc manner, the small viscous effect, which is as feeble as the non-parallelism.

The relative importance of viscosity and non-parallelism has been quantified by the high-Reynolds-number asymptotic analysis, which shows that the characteristic wavelength of the viscous instability is much longer than the local boundary-layer thickness [20]. In the lower-branch regime, the correct characteristic wavelength is of \(O(R^{-3/8}L)\) [20], where \(R\) is the Reynolds number based on the distance \(L\) to the leading edge. As a result of this scaling and ensuing triple-deck structure, the viscous diffusion in the wall-normal direction is a leading-order effect (which gives rise to the instability), whereas the non-parallel-flow terms merely provide a small \(O(R^{-3/8})\) correction [22]. As well as justifying the ad hoc approximations leading to the O–S type of formulations, the asymptotic analysis has identified the essential physical mechanism whereby offering a convincing rational explanation of the viscous T–S instability. The asymptotic descriptions have been provided for instabilities of supersonic [23–25] and three-dimensional [9,26] boundary layers. The precise asymptotic scalings and structures of the instability modes are crucial for investigations of receptivity and non-linear evolution [12].
Substantially progress on boundary-layer receptivity has been made primarily through detailed asymptotic analyses. In the incompressible or subsonic regime, several mechanisms of boundary-layer receptivity to free-stream disturbances have been identified and described by using high-Reynolds-number asymptotic approach. The first is referred to as the leading-edge adjustment. An incident sound wave impinges on the rapidly changing boundary layer flow near the leading edge to excite first the so-called Lam–Rott asymptotic eigenmode. The latter then undergoes wavelength shortening to evolve into a lower-branch viscous T–S instability mode [27]. This mechanism is however rather weak because the Lam–Rott mode decays exponentially before reaching the lower-branch neutral position, as a result of which the initial amplitude of the excited T–S wave is transcendentally small. The effect of the leading-edge bluntness, which is present in any real aerodynamic body, has been investigated and found to reduce the receptivity [28,29].

The second and more efficient mechanism is the local acoustic receptivity. A free-stream sound wave generates in the boundary layer an unsteady fluctuation, which interacts with the mean-flow distortion induced by a local roughness [15,16]. The resulting time-periodic forcing satisfies the scaling matching condition if the frequency of the sound wave and the length scale of the roughness are comparable, respectively, with those of the lower-branch instability. Interestingly, if the sound wave amplitude is \( \epsilon_s \) and the roughness height normalised by the local boundary-layer thickness is \( h \ll 1 \), the amplitude of the instability mode excited is \( O(\epsilon_s h R^{1/8}) \) rather than \( O(\epsilon_s h) \) as one might intuitively expect. A free-stream vortical disturbance, with amplitude \( \epsilon_v \), say, interacts with a similar roughness also to excite a T–S mode but with an amplitude of \( O(\epsilon_v h) \) [30,31]. A vortical or acoustic disturbance interacts with distributed roughness [32], generating T–S modes with amplitudes of \( O(\epsilon_v h R^{5/16}) \) and \( O(\epsilon_v h R^{3/16}) \), respectively. A T–S mode may also be excited in a flat-plate boundary layer by the interaction between a pair of suitable free-stream vortical and acoustic disturbances [33]. The a priori estimates of the amplitudes, the appropriate specification of the vortical disturbance, and in the case of distributed roughness the description of the resonance between the forcing and the eigenmode [32,33] all depend on the asymptotic approach. The accuracy of some of the asymptotic predictions was assessed by comparison with DNS results [34] as well as with experimental data [31,32], and the quantitative agreement turned out to be rather good or reasonable. Asymptotic theories have been developed for the receptivity to wing surface vibration [35] as well as for the non-linear receptivity due to scattering of a sound wave by a localised roughness element in the transonic regime [36].

As an alternative to the asymptotic approach, a finite-Reynolds-number formulation based on the inhomogeneous O–S equation was developed for local receptivity [37,38]. While this method was found to give accurate numerical results, it is unable to provide the insights and a priori information that the asymptotic approach offers.

Compared with the subsonic counterpart, the receptivity of supersonic and hypersonic boundary layers becomes more complex [39,40] because there exists a multitude of modes with different physical and mathematical characteristics [41,42]. Among those, the lower-branch first modes with obliqueness angles \( \Theta > \sqrt{M^2 - 1} \) are of viscous nature and governed by the triple-deck structure [24], while the first mode with \( \Theta < \sqrt{M^2 - 1} \) and the second mode are essentially inviscid and governed by the Rayleigh equation. At Mach numbers greater than 4, the second mode is often more unstable than the first- and higher-order modes, and can play a dominant role in triggering natural transition. Supersonic boundary-layer receptivity exhibits new features, and new mechanisms may come into play.

By using the asymptotic techniques, the slow and fast acoustic waves in the free stream, which propagate upstream and downstream relative to the background flow, respectively, were found to match with the slow and fast boundary-layer eigenmodes, respectively, in the leading-edge region, exciting the latter directly [43–45]. Since the modes generated subsequently undergo little or no attenuation, this leading-edge adjustment mechanism is much more effective than its subsonic counterpart [27,43]. Its operation is restricted though to planar or moderately three-dimensional modes with obliqueness angles \( \Theta < \sqrt{M^2 - 1} \), in which the theoretical predictions were found to be in reasonable agreement with experimental measurements [46]. Numerous DNS performed have accumulated a large set of data [47–52], but unfortunately detailed quantitative comparisons with theory are yet to be carried out. The leading-edge receptivity mechanisms for strongly three-dimensional (viscous) modes with \( \Theta > \sqrt{M^2 - 1} \) and \( \Theta \approx \sqrt{M^2 - 1} \) were discussed by [53] and [54], respectively.
The local and distributed receptivity due to sound-roughness interaction operates in a similar way to the subsonic regime. However, for the first viscous mode, significant new features arise for free-stream sound waves with frequencies and wavelengths on the triple-deck scales. Such a sound wave with $O(\epsilon)$ amplitude generates a much larger $O(\epsilon R^{1/8})$ viscous signature in the boundary layer, and as a result the receptivity to it is much stronger than to usual sound waves as was demonstrated by [55] and [56] in the cases of local and distributed roughness, respectively. Moreover, two such sound waves may interact to excite a viscous first mode in a flat-plate boundary layer [56]. For local receptivity of inviscid modes due to sound-roughness interaction, the leading-order forcing arises from the deformation of the acoustic signature by the locally curved boundary, which is purely a surface geometric effect, while the interaction in the bulk of the flow between the acoustic signature and the mean-flow distortion plays a secondary role [57].

In the super- and hyper-sonic regimes, the bow shock may significantly affect the receptivity. Any one of three elementary (acoustic, entropy and vortical) free-stream disturbances interacts with the shock generating all three downstream [58–61]. The receptivity in the presence of a shock has been investigated primarily using DNS in [49–51, 62], among others, with the focus being primarily on the leading-edge adjustment. For the boundary layer over a cone, the DNS of the receptivity to acoustic waves suggest that the slow acoustic waves and entropy-layer disturbances after a bow shock play a key role for the excitation of first and second modes, respectively [63, 64]. However, the precise scale tuning mechanisms are yet to be identified, which necessarily requires careful asymptotic analyses. A shock close to the boundary layer may cause new instability modes to exist, as it does in the hypersonic boundary layer over a wedge with a small half angle [65]. Interestingly and uniquely, with suitable frequency and wavelength a single (acoustic, vortical or entropy) disturbance upstream of the shock can alone excite this mode near its lower-branch neutral point [66].

Instability modes can be excited by simple forms of external forcing imposed on the surface. In the incompressible limit, the receptivity to time-harmonic blowing/suction, which models a surface vibrating ribbon, was studied in a finite-Reynolds-number formulation [67, 68]. A T–S mode is excited provided that frequency is in the instability band and the slot width is comparable with, or shorter than, the characteristic wavelength of the instability. This scale matching requirement was demonstrated by using large-$R$ triple-deck formalism [69–71]. The receptivity of supersonic boundary layers to wall perturbations is also important, not least because surface-actuated disturbances, in particular blowing/suction, may be used to control boundary-layer transition. The receptivity of the hypersonic boundary layer over a flat plate to local wall disturbances was studied using finite-$R$ theory [72] and DNS [73], respectively. The boundary layer is found to be much more sensitive to blowing/suction than to the local streamwise velocity and temperature perturbations on the wall, but no explanation was given. Strong excitation occurred when the forcing is near the synchronisation point of the first and second modes. Through asymptotic analysis, the leading-order receptivity of inviscid modes due to the scattering of free-stream sound by localised wall roughness is shown to be equivalent to the receptivity to time-periodic blowing/suction, with the effective or virtual blowing/suction velocity being expressed explicitly in terms of the roughness shape [57]. Blowing/suction thus stands as an elementary building block of more complicated receptivity processes. The present paper will investigate instead the receptivity to three forms of physical wall perturbations, local blowing/suction, streamwise velocity and temperature perturbations, by combining the finite-$R$ approach, DNS and large-$R$ asymptotic analysis, which are complementary to each other. The asymptotic analysis characterises the detailed process of excitation, which amounts, in the present paper, to revealing how the receptivity to the second and third forms of wall perturbations quantitatively link with that to blowing/suction, the most elementary process. On the other hand, DNS and the finite-$R$ approach serve to assess the accuracy of the asymptotic analysis. The present relatively simple problem is used as a vehicle to demonstrate that the important role that asymptotic methods will continue to play in scientific researches.

The rest of the paper is organised as follows. In Sect. 2, the problem is formulated by introducing the key non-dimensional parameters and specifying relevant scalings. The finite-$R$ theory and the set-up of DNS are described in Sects. 3 and 4, respectively. In Sect. 5, an asymptotic analysis of the receptivity process is performed to determine the 'initial' amplitude of the instability mode excited and moreover to establish the relations between the three cases. An improved large-$R$ approach is developed to extend the accuracy of the asymptotic theory to moderate...
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2 Description of physical problems

As is shown in Fig. 1, the physical model to be studied is a two-dimensional (2D) supersonic boundary layer formed over a flat plate. The fluid is assumed to be perfect gas, and its viscosity satisfies Sutherland’s law. Over a small section of the wall at a distance L downstream of the leading edge, a three-dimensional (3D) spanwise periodic and time-harmonic wall disturbance is introduced, which may take one of the three forms: (1) blowing and suction, (2) streamwise wall motion and (3) temperature fluctuation.

The characteristic boundary-layer thickness at the location of excitation can be defined as

\[ \delta = \sqrt{\frac{\nu}{U}} \]

where the subscript \( \infty \) denotes the quantities of the oncoming flow, and \( U \) and \( \nu \) represent the velocity and the kinetic viscosity, respectively. By taking \( \delta \) and \( U_{\infty} \) as the reference length and velocity, respectively, the Cartesian coordinate system \((x^*, y^*, z^*)\), with its origin located at the centre of the excitation section, and the time \( t^* \) are normalised as

\[ (x, y, z) = \left( \frac{x^*, y^*, z^*}{\delta} \right) \quad \text{and} \quad t = \frac{t^* U_{\infty}}{\delta}, \]

where the asterisk signifies a dimensional quantity. The velocity field, density, temperature and pressure are normalised by their free-stream quantities,

\[ (u, v, w, \rho, T) = \left( \frac{u}{U_{\infty}}, \frac{v}{U_{\infty}}, \frac{w}{U_{\infty}}, \frac{\rho}{\rho_{\infty}}, \frac{T}{T_{\infty}}, \frac{p - p_{\infty}}{\rho_{\infty} U_{\infty}^2} \right). \]

We define the oncoming Mach number \( M \) and the Reynolds number \( R \) as

\[ M = \frac{U_{\infty}}{a_{\infty}}, \quad R = \frac{U_{\infty} \delta}{\nu_{\infty}} = \sqrt{\frac{U_{\infty} L}{\nu_{\infty}}}, \]

where \( a_{\infty} \) is the sound speed in the free stream. We are interested in the supersonic regime with \( M > 1 \), and assume that \( R \gg 1 \) when performing asymptotic analysis.

In this paper, we restrict our attention to the inviscid modes, which have dimensional phase speeds and frequencies of \( O(U_{\infty}) \) and \( O(U_{\infty}/\delta) \), respectively, and their wavelengths are thus comparable with the local boundary-layer thickness \( \delta \). The characteristic (streamwise and spanwise) lengths and the frequency of the wall perturbation are taken to be of \( O(\delta) \) and \( O(U_{\infty}/\delta) \) as well in order to satisfy the ‘resonance’ or ‘scale matching’ condition, which is required for effective generation of instability modes.

For simplicity, the spanwise distribution of the wall disturbance is taken to be sinusoidal. Due to the linearity of the disturbance, it suffices to consider a single Fourier component in the wall perturbation,

\[ F(x) \left[ e^{i(\beta z - \omega t)} + c.c. \right] = F(x) \cos(\beta z - \omega t), \]

Fig. 1 Sketch of the physical model. The wall disturbances can be three-dimensional, and a cross section in the \( x-y \) plane is illustrated.
where $\beta$ and $\omega$ stand for the spanwise wavenumber and frequency, respectively, and $F(x)$ is the streamwise shape function normalised by its peak value (i.e. $\max|F(x)| = 1$).

3 A finite-Reynolds-number theory

When the non-parallelism of the base flow, which is too weak to be important in receptivity, is neglected, and the amplitude of the wall perturbations is sufficiently small, the O–S equation system can be employed to describe the induced unsteady disturbance in the boundary layer including the excitation of eigenmodes [37, 38]. This is a popular but ad hoc approximation because, as is explained in the introduction, it retains the $O(R^{-1})$ viscous effect while neglecting the base-flow non-parallelism of the same order.

The flow field can be decomposed into the background base flow and a time-periodic perturbation, namely,

$$\phi = \phi_B + \frac{1}{2} \epsilon_w \tilde{\phi}(x, y) e^{i(\beta z - \omega t)} + \text{c.c.},$$  

(3)

where $\phi(y) = (u, u_y, v, T, T_y, w, w_y)^T$ with the subscript B indicating the base flow, $\tilde{\phi}$ represents the excited perturbation, and $\epsilon_w \ll 1$ measures the amplitude of the wall perturbations. The unsteady disturbance can be obtained by Fourier transform with respect to $x$, defined as

$$\mathcal{F} \cdot (k) \equiv \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \cdot \exp(-ikx) dx,$$  

(4)

where the dot represents a function in physical space and $k$ the streamwise wavenumber. After substituting (3) into the compressible Navier–Stokes (N–S) equations, and neglecting the non-parallelism of the base flow, the Fourier transformed perturbation is found to satisfy the linear system,

$$L_{OS}(d_y; \omega, k, \beta, R) \hat{\phi}_k(y) = 0,$$  

(5)

where $\hat{\phi}_k(k, y) = \mathcal{F} \cdot (\tilde{\phi}(x, y))$ and $L_{OS}$ is an $8 \times 8$ matrix O–S operator, which is given in [57] and is equivalent to $I d_y - A$ in [74]. The far-field boundary condition is

$$(\hat{u}_k, \hat{v}_k, \hat{w}_k, \hat{\theta}_k) \to 0 \quad \text{as} \quad y \to \infty,$$  

(6)

where $\hat{\theta}$ denotes the temperature disturbance. For blowing/suction, the wall boundary condition is

$$\hat{u}_k = \hat{w}_k = \hat{\theta}_k = 0, \quad \hat{v}_k = \hat{F}(k) \quad \text{at} \quad y = 0;$$  

(7)

for streamwise velocity perturbation, the wall boundary condition is

$$\hat{v}_k = \hat{w}_k = \hat{\theta}_k = 0, \quad \hat{u}_k = \hat{F}(k) \quad \text{at} \quad y = 0;$$  

(8)

and for temperature perturbation, the wall boundary condition is

$$\hat{u}_k = \hat{v}_k = \hat{w}_k = \hat{\theta}_k = 0, \quad \hat{\theta}_k = \hat{F}(k) \quad \text{at} \quad y = 0.$$

(9)

The solution for $\tilde{\phi}$ in physical space is obtained by performing inverse Fourier transform,

$$\tilde{\phi}(x, y) \equiv \mathcal{F}^{-1}[\phi_p(k, y)] = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \tilde{\phi}(k, y) e^{i k x} dk.$$  

(10)

The integrand has poles at $k = \alpha$, where $\alpha$ stands for the complex streamwise wavenumber of an eigenmode of the homogeneous O–S system. We will focus on the poles representing the essentially inviscid modes, which are distinguished by their relatively large phase speeds. Using the residue theorem, we obtain the asymptotic perturbation in the downstream limit [15,37,38]

$$\tilde{\phi}(x, y) \to \frac{\sqrt{2\pi} i}{[\partial(\phi_k)^{-1}/\partial k]_{k=\alpha}} e^{i \alpha x} \quad \text{as} \quad x \to \infty,$$  

(11)
where the notation \((\hat{\phi}_k)^{-1}\) for a vector \(\hat{\phi}_k\) is a vector with each component being the reciprocal of the corresponding component in \(\hat{\phi}_k\); the same convention applies to the right-hand side of (11), specifically \([\partial (\hat{\phi}_k)^{-1}/\partial k]_{k=\alpha}\)\(^{-1}\).

The boundary-value problem of (5) with (6) and (7) or (8) and (9) is solved using Gaussian elimination for two values of \(k\) close to \(\alpha\). Then \([\partial (\hat{\phi}_k)^{-1}/\partial k]_{k=\alpha}\) is calculated using a finite-difference approximation. The present procedure is a straightforward extension of that in \([37,38]\) to supersonic boundary layers by using our eigenvalue solver.

The right-hand side of (11) represents the excited eigenmode, with the pre-factor of \(e^{i\alpha x}\) being interpreted as the equivalent amplitude at the wall-perturbation centre. The amplitude of the streamwise velocity (scaled by \(\epsilon_w\), the wall-perturbation intensity) is taken as a measure of the amplitude of the mode excited, denoted by

\[
\mathcal{A} = \lim_{x \to \infty} \max_y \hat{u}(x, y) e^{-i\alpha x}.
\]

(12)

Since the boundary conditions (7)–(9) are proportional to \(\hat{F}(k), \hat{\phi}_k\) and hence \(\hat{u}\) depend on \(\hat{F}(k) = \hat{F}(\alpha)\) linearly, and we can express the receptivity coefficient as

\[
A = \mathcal{A} / \hat{F}(\alpha),
\]

(13)

which is independent of the distribution function of the wall perturbation.

In the finite-Reynolds-number framework, the receptivity problems for three types of wall perturbations correspond to different boundary conditions, (7)–(9), and thus look all different; no connection can be established between them. On the other hand, the amplitude of the mode excited in all three cases appears to be \(O(\epsilon_w)\). However, this turns out to be untrue as will be shown by our high-Reynolds-number asymptotic analysis, which will establish simple quantitative relations between the receptivity coefficients for the three cases under consideration.

### 4 Direct numerical simulations (DNS)

In order to assess the accuracy of the finite-\(R\) and large-\(R\) theories, we also perform DNS by using our in-house code, which has been applied to a few numerical studies of the transition process \([75,76]\).

The computational domain is chosen to be a rectangular box \(x \in [x_0, x_I], y \in [0, y_J]\) and \(z \in [0, z_K]\). The inflow and outflow boundaries are taken to be at \(x_0 = -200\) and \(x_I = 1000\), respectively, which are sufficiently distant to the location of excitation so that the inhomogeneity induced by the wall perturbation is negligible there. The upper boundary is chosen to be located at \(y_J = 300\), which is in the free stream.

For blowing/suction, the velocity and temperature at the surface satisfies the boundary condition

\[
[u, v, w, T](x, y, z, t) = [0, \epsilon_w F(x) \cos(\beta z - \omega t), 0, T_w] \quad \text{at} \quad y = 0.
\]

(14)

In the case of a streamwise velocity perturbation, the boundary condition reads

\[
[u, v, w, T](x, y, z, t) = [\epsilon_w F(x) \cos(\beta z - \omega t), 0, 0, T_w] \quad \text{at} \quad y = 0.
\]

(15)

For wall temperature perturbation, the boundary condition becomes

\[
[u, v, w, T](x, y, z, t) = [0, 0, 0, T_w + \epsilon_w F(x) \cos(\beta z - \omega t)] \quad \text{at} \quad y = 0.
\]

(16)

Calculations will be performed with a streamwise Gaussian shape,

\[
F(x) = e^{-x^2/\alpha^2},
\]

(17)

where \(\alpha\) measures the streamwise extent of the imposed wall perturbation.

The base flow is taken to be the compressible Blasius similarity solution. Its non-parallelism is of \(O(R^{-1})\), thus secondary for the receptivity problem and neglected, consistent with the approximation leading to the O–S equations. Accordingly, in DNS we introduce a suitable ‘body force’ to render the base flow to satisfy the steady N–S equations, a common treatment in a number of previous studies, e.g. \([76]\). This ‘body force’ is not arbitrary nor does
Fig. 2  Asymptotic structure of the receptivity problem. Region I: inviscid main layer (of $O(\delta)$), region II: viscous Stokes layer (of $O(R^{-1/2}\delta)$). The structure remains the same for the local streamwise velocity and temperature perturbations

Asymptotic analysis is now performed in order to probe into the detailed process of the excitation. This will provide a priori estimate for the amplitude of the mode generated by each type of the wall perturbations, and furthermore establish the quantitative relations between the three receptivity problems. Eventually, we will present an improved asymptotic theory, which gives quantitatively satisfactory predictions at moderate Reynolds numbers.

5.1 Local receptivity mechanism

The receptivity to a local wall perturbation appears rather simple: the time-periodic wall disturbance produces a forcing, which has a frequency and length scale comparable with those of the inviscid instability, and therefore excites an eigenmode.

At high Reynolds numbers, the unsteady disturbance in the main boundary layer is of inviscid nature, governed by the compressible Euler equations, which can be reduced to the compressible Rayleigh equation. Since the inviscid solution in the main layer does not satisfy the no-slip condition at the wall, a viscous Stokes layer in an $O(R^{-1/2})$ vicinity of the wall needs to be introduced. For an eigenmode, the viscous effect from this layer provides an $O(R^{-1/2})$ correction to the dispersion relation. The Stokes layer must be considered as well in order to account for the forcing by the wall perturbations. It follows that the excited flow field acquires a two-layered structure: the main layer I and the thin Stokes layer II adjacent to the wall, as is shown in Fig. 2.

In the case of blowing/suction, the boundary condition on the wall-normal velocity may directly be imposed on the inviscid flow in the main layer, unaffected by the sandwiching Stokes layer, as the analysis will show. However, the Stokes layer plays a substantial role in the cases of the forcing by the streamwise velocity and temperature perturbations because neither of these boundary conditions could possibly be imposed on the inviscid flow. Instead, each of these wall perturbations generates in the Stokes layer a viscous response, which has an $O(\epsilon_w)$ streamwise velocity or temperature. From the continuity equation it follows that the associated transverse velocity is $O(R^{-1/2}\epsilon_w)$, and remains of this size at the outer edge of the Stokes layer. The $O(R^{-1/2}\epsilon_w)$ unsteady outflux acts on the main layer to generate an $O(R^{-1/2}\epsilon_w)$ perturbation, from which an $O(R^{-1/2}\epsilon_w)$ discrete mode will emerge downstream.

The qualitative asymptotic argument leads to the a priori estimate for the magnitude of the inviscid mode excited by each type of the wall perturbations.
5.2 Receptivity of the boundary-layer inviscid mode

In order to make quantitative predictions of the receptivity, we now analyse the viscous Stokes layer and its impact on the inviscid disturbance in the main layer. The ensuing analysis differs from and is simpler than that in [57] because of different and simpler forms of excitations.

5.2.1 Stokes-layer solution

The solution in this layer is described by a local coordinate

$$Y = \left( \frac{R}{C_w} \right)^{1/2} y,$$

where $C_w = \mu_w T_w$ with $T_w$ and $\mu_w$ being the temperature and dynamic viscosity at the wall, respectively.

The perturbation in (3) can be expressed as

$$\frac{1}{2} \epsilon_{w} \left[ U_{pl} \left( \frac{R}{C_w} \right)^{1/2} V_{pl}, \rho_{pl}, \theta_{pl}, P_{pl} \right] e^{i(\beta z - \omega t)} + c.c. + \cdots,$$

where $l = V, U, T$ distinguished three forms of wall perturbations. Substituting (19) along with (18) into the N–S equations, retaining the leading-order terms only and performing Fourier transform $\hat{\phi}_{pl}(k, y) = \mathcal{F}[\phi_{pl}(x, y)]$, we obtain the governing equations,

\begin{align}
-\omega T_w \hat{\rho}_{pl} + i k \hat{U}_{pl} + \hat{V}_{pl, y} + i \beta \hat{W}_{pl} &= 0, \\
-\omega (\hat{U}_{pl}, \hat{W}_{pl}) &= -T_w (i k \hat{P}_{pl}, i \beta \hat{P}_{pl}) + (\hat{U}_{pl, YY}, \hat{W}_{pl, YY}). \\
-\omega \hat{\theta}_{pl} &= -\omega T_w (y - 1) M^2 \hat{P}_{pl} + \frac{\hat{\theta}_{pl, YY}}{Pr}, \\
\hat{P}_{pl, Y} &= 0, \quad T_w \hat{\rho}_{pl} + \frac{\hat{\theta}_{pl}}{T_w} = \gamma M^2 \hat{P}_{pl},
\end{align}

where $(\cdot)_Y \equiv \partial / \partial Y$. The disturbance in the Stokes layer is compressible in that the density and velocity fluctuations are coupled through the continuity equation. For blowing/suction, the boundary condition at the wall is

$$\left[ \hat{U}_{pV}, \hat{V}_{pV}, \hat{W}_{pV}, \hat{\theta}_{pV} \right] (k, 0) = \left[ 0, \left( \frac{R}{C_w} \right)^{1/2} \hat{F} (k), 0, 0 \right] \text{ at } Y = 0;$$

for streamwise velocity perturbation, the boundary condition at the wall is

$$\left[ \hat{U}_{pU}, \hat{V}_{pU}, \hat{W}_{pU}, \hat{\theta}_{pU} \right] (k, 0) = \left[ \hat{F} (k), 0, 0, 0 \right] \text{ at } Y = 0;$$

for temperature perturbation, the boundary condition at the wall is

$$\left[ \hat{U}_{pT}, \hat{V}_{pT}, \hat{W}_{pT}, \hat{\theta}_{pT} \right] (k, 0) = \left[ 0, 0, 0, \hat{F} (k) \right] \text{ at } Y = 0.$$

For wall blowing/suction, solving (20) subject to (21) we obtain

\begin{align}
(\hat{U}_{pV}, \hat{W}_{pV}) &= (k, \beta) T_w \omega^{-1} (1 - e^{(-i \omega)^{1/2} Y}) \hat{P}_{pV}, \\
\hat{V}_{pV} &= \left( \frac{R}{C_w} \right)^{1/2} \hat{F} (k) + \hat{P}_{pV} \left[ i \omega M^2 + \frac{(k^2 + \beta^2) T_w}{i \omega} \right] Y + G_V, \\
\hat{\theta}_{pV} &= M^2 T_w (y - 1) \left( 1 - e^{(-i \omega Pr)^{1/2} Y} \right) \hat{P}_{pV}, \\
\hat{P}_{pV} &= \frac{M^2}{T_w} \left[ 1 + (y - 1)e^{(-i \omega Pr)^{1/2} Y} \right] \hat{P}_{pV},
\end{align}
where we have put
\[ G_V = \frac{i(\gamma - 1)\omega M^2}{(\omega \beta - \omega)^{1/2}} \left( 1 - e^{-\omega \beta_{Pr}/Y} \right) \frac{(k^2 + \beta^2)T_w}{(\omega \beta - \omega)^{3/2}} \left( 1 - e^{-\omega \beta_{Pr}/Y} \right), \]
and \((-i)^{1/2} \equiv \exp(3\pi i/4)\) such that \(\exp((-i)^{1/2})\) attenuates exponentially with \(Y\). Note that the first term in (24) represents the response to the suction and is asymptotically large. Formally, it should appear at a separate order, but for brevity of presentation it is tacitly included with the \(O(1)\) remaining terms and \(\hat{U}_{pV}, \hat{W}_{pV}\) and \(\hat{\theta}_{pV}\), which represent the viscous correction to the eigenmode. It follows from (24b) that as \(Y \to \infty\),
\[ \hat{V}_{pV} \to \frac{R/C_w}{(k^2 + \beta^2)T_w} \hat{F}(k) + \left( i\omega M^2 + \frac{(k^2 + \beta^2)T_w}{\omega \beta} \right) \hat{F}(k) + G_{V,\infty} \hat{P}_{pV}, \]
with
\[ G_{V,\infty} = \frac{i(\gamma - 1)\omega M^2}{(\omega \beta - \omega)^{1/2}} - \frac{(k^2 + \beta^2)T_w}{(\omega \beta - \omega)^{3/2}}. \]

On the right-hand side of (25), the term proportional to \(Y\) matches automatically the impermeability behaviour of the main-layer solution, while the \(\gamma\)-independent terms represent the transpiration velocity, or outflux, induced by the viscous motion in the Stokes layer. Of the two terms, the second corresponds to the viscous correction to the dispersion of the eigenmode, while the first is the equivalent blowing/suction velocity to drive the inviscid disturbance in the main layer, and is the only term required if the solution for the receptivity is to be obtained to leading-order accuracy. As is expected, the blowing/suction effect is transmitted across the Stokes layer without being hindered.

In the case of streamwise velocity perturbation, \(\hat{U}_{pU}\) and \(\hat{V}_{pU}\) are replaced, respectively, by
\[ \hat{U}_{pU} = kT_w\omega^{-1} \left( 1 - e^{(-i\omega \beta_{Pr}/Y)} \right) \hat{F}(k) + \hat{F}(k) + \left( i\omega M^2 + \frac{(k^2 + \beta^2)T_w}{\omega \beta} \right) \hat{F}(k) + G_{U,\infty} \hat{P}_{pU}, \]
\[ \hat{V}_{pU} = \frac{ik}{(i\omega \beta_{Pr})^{1/2}} \left( 1 - e^{(-i\omega \beta_{Pr}/Y)} \right) \hat{F}(k) + \left( i\omega M^2 + \frac{(k^2 + \beta^2)T_w}{\omega \beta} \right) \hat{F}(k) + G_{V,\infty} \hat{P}_{pU}. \]

For temperature perturbation, \(\hat{\theta}_{pT}\), \(\hat{\rho}_{pT}\) and \(\hat{V}_{pT}\) are found as
\[ \hat{\theta}_{pT} = \hat{F}(e^{(-i\omega \beta_{Pr}/Y)} + M^2 T_w(\gamma - 1) \left( 1 - e^{(-i\omega \beta_{Pr}/Y)} \right) \hat{F}(k), \]
\[ \hat{\rho}_{pT} = \frac{i\omega}{T_w(\omega \beta - \omega)^{1/2}} \left( 1 - e^{(-i\omega \beta_{Pr}/Y)} \right) \hat{F}(k) + \left( i\omega M^2 + \frac{(k^2 + \beta^2)T_w}{\omega \beta} \right) \hat{F}(k) + G_{V,\infty} \hat{P}_{pT}. \]

As \(Y \to \infty\),
\[ \hat{V}_{pT} \to \frac{i\omega}{T_w(\omega \beta - \omega)^{1/2}} + \left( i\omega M^2 + \frac{(k^2 + \beta^2)T_w}{\omega \beta} \right) \hat{F}(k) + G_{V,\infty} \hat{P}_{pT}. \]

5.2.2 Main-layer solution

The disturbance in the main layer is driven by the transpiration velocity at the outer edge of the Stokes layer. Its solution is expressed as
\[ \hat{\varphi}_p(x, y, z, t) = \frac{1}{2} e^{-\omega t} \left( \varphi_p(x, y) + O(R^{-1/2}) \right) e^{i(\beta z - \omega t)} + c.c., \]
where $\phi = [v, p]^T$.

Substitution of (30) into the N–S equations leads to the linearised Euler equations, which reduce, after performing Fourier transform with respect to $x$, to the homogeneous Rayleigh equations,

$$L_R(d_y; \omega, k, \beta) \hat{\phi}_p(k, y) = 0,$$

where $\hat{\phi}_p(k, y) = \mathcal{F}[\phi_p(x, y)]$, $L_R$ is the Rayleigh operator,

$$L_R(d_y; \omega, k, \beta) \equiv \frac{d}{dy} \begin{pmatrix} i kU_B/S_0 - M^2 S_0 - T_B (k^2 + \beta^2)/S_0 \\ -S_0/T_B \end{pmatrix},$$

with $S_0 = i(kU_B - \omega)$. The attenuation condition,

$$\hat{p}_p(k, 0) \to 0 \text{ as } y \to \infty,$$

is imposed in the far field.

As (25), (27) and (29) indicate, each form of the wall perturbations generates an equivalent wall-normal velocity acting the bottom of the main deck. It is convenient to consider a unit forcing by specifying the lower boundary condition for (31) as

$$\hat{v}_p(k, 0) = 1.$$

Once the boundary-value problem of (31) with (32) and (33) is solved (as described below) to obtain $\hat{v}_p$ and $\hat{p}_p$, the corresponding streamwise velocity component $\hat{u}_p$ is obtained from the $x$-momentum equation. The solution for each type of wall perturbation follows immediately by multiplying $\hat{v}_p$ and $\hat{u}_p$ by the appropriate factor according to (25), (27) and (29), respectively.

5.2.3 Receptivity coefficient

As in the finite-$R$ approach in Sect. 3, the solution for $\phi_p$ in physical space is obtained by performing inverse Fourier transform,

$$\phi_p(x, y) \equiv \mathcal{F}^{-1}[\hat{\phi}_p(k, y)] = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \hat{\phi}_p(k, y) e^{ikx} dk.$$

The integrand has poles at $k = \alpha$, where $\alpha$ is the complex streamwise wavenumber of the eigenmode of (31) subject to the impermeability condition (or the impedance condition in the improved asymptotic theory to be discussed later). Using the residue theorem, we obtain the asymptotic perturbation in the downstream limit,

$$\phi_p(x, y) \to \frac{\sqrt{2\pi} i}{\partial(\hat{\phi}_p)^{-1}/\partial k}_{k=\alpha} e^{i\alpha x} \text{ as } x \to \infty,$$

where the pre-factor of $e^{i\alpha x}$ represents the equivalent amplitude at the wall-perturbation centre. Here $[\partial(\hat{\phi}_p)^{-1}/\partial k]_{k=\alpha}$ is calculated following the similar procedure in the finite-$R$ approach as described in Sect. 3.

For the blowing/suction, the streamwise velocity $\hat{u}_pV$ is given by $\hat{u}_p$ multiplied by the factor $(R/C_w)^{1/2} \hat{F}(\alpha)$ according to (25), as was remarked earlier. The initial amplitude of the excited mode, normalised by wall-perturbation intensity $\epsilon_w$, can be expressed as

$$\mathcal{A}_V = \left(\frac{R}{C_w}\right)^{1/2} \hat{F}(\alpha) \lim_{x \to \infty} \max_y u_p(x, y) e^{-i\alpha x}.$$

The receptivity coefficient $A_V$, defined as the asymptotic amplitude of the generated instability mode to that of the wall perturbation, is

$$A_V = \mathcal{A}_V/\hat{F}(\alpha).$$
Since each of three wall perturbations generates an equivalent forcing in the form of an unsteady transverse velocity (outflux) acting at the bottom of the main layer, there exist close connections between the receptivity in the three cases. Let the receptivity coefficients for the streamwise and temperature perturbation be denoted by $\Lambda^U$ and $\Lambda^T$, respectively. Using the relations with the solution subject to the unit forcing (33), we can deduce, according to (25), (27) and (29), that the ratios $\Lambda^U/\Lambda^V$ and $\Lambda^T/\Lambda^V$ have simple expressions,

$$\frac{\Lambda^U}{\Lambda^V} = \frac{(R/C_w)^{-1/2} i\alpha}{(-i\omega)^{1/2}} , \quad \frac{\Lambda^T}{\Lambda^V} = \frac{(R/C_w)^{-1/2} i\omega}{T_w(-i\omega Pr)^{1/2}}. \quad (38)$$

Obviously, the same ratios hold for the initial amplitude,

$$\hat{\sigma}^U = \frac{(R/C_w)^{-1/2} i\alpha}{(-i\omega)^{1/2}} \hat{\sigma}_V, \quad \hat{\sigma}^T = \frac{(R/C_w)^{-1/2} i\omega}{T_w(-i\omega Pr)^{1/2}} \hat{\sigma}_V. \quad (39)$$

These relations are of practical use because once the receptivity property to blowing/suction is known, that to the streamwise velocity or temperature perturbations follows immediately.

5.3 Improved large-Reynolds-number theories for instability and receptivity

For an instability mode, the leading-order perturbation in the main layer satisfies the Rayleigh equations,

$$L_R \hat{\phi}_I = 0, \quad (40)$$

subject to the impermeability condition, $\hat{v}_I(0) = 0$, and the far-field attenuation condition that $\hat{p}_I \to 0$ as $y \to \infty$. The error due to neglecting the viscous diffusion terms in the main-layer equations is merely of $O(R^{-1})$. However, neglecting the viscous effect in the Stokes layer causes a much larger $O(R^{-1/2})$ error to the dispersion relation. For the same reason, an error of $O(R^{-1/2})$ is present in the purely inviscid receptivity theory presented above. As a result, the solutions for instability and receptivity are not expected to be as accurate as their finite-$R$ counterparts. In order to improve the accuracy of the large-$R$ asymptotic instability and receptivity theories for moderate Reynolds numbers, we may now propose theories by taking into account the $O(R^{-1/2})$ viscous correction induced by the Stokes layer, which is required in order to satisfy the no-slip boundary condition. In the improved approach, the instability mode remains being governed by the Rayleigh equation (40), but the Stokes-layer correction is taken into account simply by replacing the impermeability condition by

$$\hat{v}_I(0) = -\left(\frac{R}{C_w}\right)^{-1/2} \left[ \frac{i(y - 1)\omega M^2}{(-i\omega Pr)^{1/2}} + \frac{(\alpha^2 + \beta^2)T_w}{(-i\omega)^{3/2}} \right] \hat{p}_I(0), \quad (41)$$

where the pre-factor of $\hat{p}_I$ plays the role of ‘impedance’. By imposing the ‘impedance boundary condition’ (41), the error is reduced to $O(R^{-1})$, and the accuracy of the dispersion relation at moderate Reynolds numbers is improved remarkably as will be shown below.

Similarly, for receptivity calculations the wall boundary condition (33) is replaced by

$$\hat{v}_p(k, 0) = 1 - \left(\frac{R}{C_w}\right)^{-1/2} \left[ \frac{i(y - 1)\omega M^2}{(-i\omega Pr)^{1/2}} + \frac{(k^2 + \beta^2)T_w}{(-i\omega)^{3/2}} \right] \hat{p}_p. \quad (42)$$

6 Numerical results

6.1 The base flow and linear stability characteristics of inviscid modes

This paper considers mainly two different oncoming conditions as shown in Table 1. The parameters in conditions 1 and 2 are chosen to be the same as those in [50] and [78,79], respectively, but a few different temperatures are also considered in each case. Sutherland’s viscosity is used for all the calculations. The streamwise velocities $U_B$ and
Table 1 Parameters characterising the base flow

| Condition | $M$  | $T_{\infty} (K)$ | $R$  | References | $T_w$ | $\delta_{99}$ | $y_c$ | $U_c$ |
|-----------|-----|-----------------|-----|------------|------|-----------|------|------|
| 1         | 4.5 | 65.15           | 1000| [50]       | 4.4  | 13.5      | 11.1 | 0.89 |
| 2         | 5.92| 48.69           | 1560| [78, 79]   | 6.9  | 20.0      | 18.2 | 0.94 |

Fig. 3 The streamwise velocity and temperature profiles of the Blasius boundary layer under conditions 1 (a) and 2 (b) with different wall temperatures $T_w$ for the two conditions are shown in Fig. 3. The nominal boundary-layer thicknesses $\delta_{99}$, the wall temperatures $T_w$ are displayed in Table 1. Figure 3 also displays the result for other wall temperatures. Wall cooling reduces the boundary-layer thickness and changes the characteristics of the temperature and velocity profiles. For $T_w = 4.4$ ($M = 4.5$) and $T_w = 6.9$ ($M = 5.92$), the maximum temperature occurs on the wall and decreases monotonically away from it. However, for cooled wall cases (e.g. $T_w = 4.4$ for $M = 4.5$ and $T_w = 6.9$ for $M = 5.92$), the temperature increases first with the distance from the wall, reaches its maximum in the boundary layer and then decreases.

Figure 4 shows the dependence of the phase speed and growth rate on the frequency predicted by linear stability theory (i.e. O–S approach) and Rayleigh equation for the two conditions with different wall temperatures. In each case, first modes are in the lower frequency range, while second modes are in the higher frequency range, with the former being in the range where $c_r$ increases with $\omega$ monotonically until reaching $U_c$, the phase speed of the upper-branch neutral first mode. As $\omega \to 0$, the phase speed of first modes approaches $1 - 1/M$, the phase speed of the slow acoustic wave at zero incident angle. At both conditions, second modes are more unstable overall. Although not shown, the second modes can be continued towards the lower-frequency limit, in which they are referred to F modes because their phase speeds approach $c = 1 + 1/M$, the phase speed of the fast acoustic wave [39]. A band of
unstable first modes exists for the adiabatic wall temperature, but when the wall is cooled sufficiently, the unstable band of first modes disappears. As is well known, wall cooling has a strong stabilisation effect on the first mode while destabilising the second mode.

For condition 2, the first- and second-mode bands are no longer separated. As a result, the phase speeds of the first and second modes become equal at a particular frequency (Fig. 4b), which is referred to as the synchronisation point, despite the fact that their growth rates differ by a finite amount that is numerically small [39].

In Fig. 5, the phase speed and growth rate obtained by three approaches are compared. The purely inviscid Rayleigh theory captures the qualitative instability characteristics, but appreciable quantitative difference exists. The accuracy is improved considerably by including the viscous Stokes-layer correction. Figure 6 compares the phase speeds and growth rates obtained by the O–S, the Rayleigh and the improved Rayleigh approaches for three representational frequencies in the 2D second-mode band under conditions 1 and 2. All three give the same result for sufficiently large $R$. The improved Rayleigh approach increases the accuracy significantly, and satisfactory agreement with the O–S prediction is observed even for $R$ of a few thousands.

The profiles of the $\hat{p}$ and $\hat{u}$ components of the eigenfunction under conditions 1 and 2 are displayed in Fig. 7 for instability modes with $(M, \omega) = (4.5, 0.19)$ (left column) and $(M, \omega) = (5.92, 0.11)$ (right column), where all the quantities are normalised by the amplitude of the wall pressure. The overall shape of the pressure eigenfunction across the entire boundary condition is well predicted by the three approaches with the improved Rayleigh equation giving a more accurate result closer to the O–S prediction. The Rayleigh and the improved Rayleigh approaches give the correct distribution of the streamwise velocity only in the main layer. Fortunately, a composite solution for $\hat{u}$, uniformly valid in the entire layer, can be constructed using the Stokes-layer solution for the streamwise velocity; see appendix for the detail. Figure 7(b) shows the composite solutions for the Rayleigh and improved Rayleigh approaches, of which the latter again gives an appreciably more accurate prediction.
Fig. 5 Comparison of $c_r$ (a) and $-\alpha_i$ (b) obtained by the O–S (red solid lines), improved Rayleigh (green dashed lines) and Rayleigh (black dot-dashed lines) equations under condition 1 and 2 with different wall temperatures.

Fig. 6 Comparison of $c_r$ (a) and $-\alpha_i$ (b) obtained by the O–S (red solid lines), Rayleigh (black dot-dashed lines) and improved Rayleigh (green dashed lines) approaches under conditions 1 and 2 in a range of the Reynolds numbers. (Color figure online)
Fig. 7 Eigenfunctions $|\hat{\beta}|$ (a) and $|\hat{\mu}|$ (b) of the second mode obtained by the O–S (red solid lines), Rayleigh (black dot-dashed lines) and improved Rayleigh (green dashed lines) approaches under conditions 1 and 2. (Color figure online)

Fig. 8 Variation with $\beta$ of $c_\eta$ (a) and $-\omega_i$ (b) obtained by the O–S (solid lines), improved Rayleigh (dashed lines) and Rayleigh (dot-dashed black lines with filled circles) under condition 2. The red, green and blue lines stand for the cases of $R = 1560$, $15,600$ and $156,000$, respectively. (Color figure online)
Fig. 9 The streamwise evolution of the streamwise velocity amplitude of the perturbation generated by wall blowing/suction for conditions 1 (a) and 2 (b)

Figure 8 displays the variation with $\beta$ of the phase speeds $c_r$ and growth rates $-\alpha_i$ of 3D instability modes under condition 2. For $T_w = 6.9$, $\omega$ is chosen to be somewhat higher than the 2D synchronisation frequency. Results given by the Rayleigh equation exhibit two branches of normal modes, corresponding to the low-$\beta$ second mode and high-$\beta$ first mode. The phase speed of the former is higher and increases with $\beta$, whereas the phase speed of the latter is lower and decreases with $\beta$ before increasing. Although the phase speeds of the two modes do not intersect, they stay rather close to each other for $\beta \leq 0.02$. The growth rates of the two modes at $\beta \approx 0.02$ are also close, indicating that $(\omega, \beta) \approx (0.108, 0.02)$ is near a synchronisation that is an extension of the point $(\omega, \beta) \approx (0.106, 0)$ in Fig. 4 to a 3D configuration. In fact, the synchronisation points form a continuous curve starting from $(0.106, 0)$ in the $\omega - \beta$ plane; for a small $\beta$, the synchronisation point is found at a frequency slightly higher than 0.106. As $\beta$ increases further, the phase speeds of the two modes deviate from each other. The results given by the O–S equation agree with those by the Rayleigh equation when $R$ is sufficiently large, but appreciable discrepancy appears when $R$ is moderate. The improved Rayleigh approach is able to predict both the phase speed and growth rate accurately when $R = O(10^4)$, and even for $R = O(10^3)$, there is a broad agreement between the O–S and improved Rayleigh approaches. For $T_w = 1.0$, the results correspond to second mode. The phase speed of the instability mode increases with $\beta$, whereas the growth rate decreases with $\beta$. $R$ has only a slightly influence on instability. The results given by the O–S equation agree with those by the Rayleigh equation when $R$ is moderate (e.g. $R = O(10^3)$).

6.2 The receptivity of inviscid modes

6.2.1 The receptivity to blowing/suction

DNS were performed for the case of two-dimensional blowing/suction, for which the wall boundary condition is

\[(u, v, T) = \left(0, -\epsilon_w e^{-x^2/d^2} \cos(\omega t), T_w\right)\]  \hspace{1cm} (43)

where $\epsilon_w = 10^{-6}$, for the base-flow conditions 1 and 2, we take $d = 6.30$ and 9.32, respectively. In each case, the value of $d$ corresponds to $\Delta_w/\delta_{99} = 2.0$, where $\Delta_w$ denotes the effective width of the Gaussian distribution, taken to be the interval where its value is over 0.01 of its maximum, and so $\Delta_w = 4.292d$. The parameter values pertain to conditions 1 and 2.

The streamwise velocity of the excited perturbation is denoted as $\tilde{u}$. In order to illustrate the receptivity process quantitatively, in Fig. 9 we plot the amplitude of $\tilde{u}$,

\[A_u(x) = \max_{y,t} \tilde{u}(x, y, t)\]

The excited perturbation consists of not only the unstable discrete mode, but also stable discrete modes as well as the near-field response. However, since the latter two in the downstream limit are overwhelmed by the exponentially
The dependence of the receptivity coefficient $|\Lambda_V|$ and initial amplitude $|\alpha_V|$ on $R$ for blowing/suction under conditions 1 (a) and 2 (b), where the solid (red) lines, dot-dashed (black) lines, dashed (green) lines and symbols (blue) represent the results predicted by the finite-$R$, large-$R$ theory, improved large-$R$ theory and DNS, respectively. (Color figure online)

Growing mode, $A_u$ can be regarded as the amplitude of the unstable discrete mode provided $x$ is sufficiently large. Since $A_u$ grows exponentially, we plot $A_u \exp(\alpha_i x)/\epsilon_w$ normalised by $\epsilon_w$. For all $R$ and $\omega$, $A_u \exp(\alpha_i x)/\epsilon_w$ approaches zero in the upstream limit, followed by an overshoot and finally approaches a constant in the downstream limit. The constant, representing the receptivity coefficient, increases with $R$.

The three theoretical approaches are implemented for the two conditions given in Table 1. The results are displayed in Fig. 10. For each condition, three representational frequencies within the unstable frequency band of the second-mode instability are selected. As $R \to \infty$, the receptivity coefficient $|\Lambda_V|$ and initial amplitude $|\alpha_V|$ (red solid lines) approach the large-$R$ theory, shown as the black dot-dashed lines. The increase of $|\Lambda_V|$ and $|\alpha_V|$ with $R$ is monotonic except for $\omega = 0.185$ in panel (a). The receptivity coefficient for $R = 10^3$ could be only a third of that predicted by the simple inviscid theory, implying a considerable impact of the Stokes layer on the receptivity. Interestingly, although the Stokes-layer correction in the improved approach is only of $O(R^{-1/2})$, taking this small correction into account leads to a much more accurate prediction of the receptivity. This is because the dispersion relation at a finite Reynolds number is more accurately predicted by the improved approach, as was shown in Fig. 5, and it is thus expected that the improved accuracy is expected for the two other forms of wall perturbations. The improved large-$R$ approach captures rather well the dependence on $R$ including remarkably the non-monotonic feature, and the agreement between the finite-$R$ and improved large-$R$ approaches is quite satisfactory even when $R$ is fairly moderate, e.g. $R = 10^3$. In order to assess the accuracy of the theoretical predictions, the DNS results are presented in Fig. 10, and the agreement is excellent. However, it only takes less than just one second to perform one theoretical calculation, which is of course superior to DNS that requires one to two days.

Figure 11a displays the dependence on $\omega$ of the receptivity coefficient $|\Lambda_V|$ and initial amplitude $|\alpha_V|$ of the second mode under condition 1. Strong receptivity occurs at both the lower- and upper-branch neutral frequencies, $\omega \approx 0.185$ and 0.23. The strong receptivity at the upper branch is unimportant because the excited mode soon enters the decaying phase downstream. Now turn to the flow condition 2. Figure 11b shows the dependence of $|\Lambda_V|$ and
Fig. 11  The dependence of the receptivity coefficient $|\Lambda_V|$ and initial amplitude $|\phi_V|$ on $\omega$ for blowing/suction under conditions 1 (a) and 2 (b), where the line types are the same as those in Fig. 10

$|\mathcal{K}_V|$ on $\omega$. Both $|\Lambda_V|$ and $|\mathcal{K}_V|$ exhibit sharp peaks at the synchronisation frequency, $\omega \approx 0.106$. As $\omega$ is reduced to be within the first-mode band, $|\Lambda_V|$ and $|\mathcal{K}_V|$ diminish rapidly. In the frequency window of the second-mode instability, $0.115 < \omega < 0.135$, $|\Lambda_V|$ and $|\mathcal{K}_V|$ vary rather gradually, but a further increase of $\omega$ causes $|\Lambda_V|$ and $|\mathcal{K}_V|$ to decrease steeply. The peak at the synchronisation frequency becomes extremely sharp at large $R$, and it occurs for other forms of excitation. A simple mathematical explanation was given by [57].

Figure 11 presents also the DNS results. The predictions by the finite-$R$ theory agree with the DNS results almost precisely at moderate Reynolds numbers, and approach the asymptotic calculations as $R \to \infty$. The improved large $R$ is satisfactory even at $R = O(10^3)$.

6.2.2 The receptivity to streamwise velocity and temperature perturbations

In this section, we consider the receptivity to the streamwise velocity and temperature perturbations. DNS again were carried out, in which the wall boundary condition for the streamwise velocity perturbation is

$$(u, v, T) = \left( \epsilon_w e^{-x^2/d^2} \cos(\omega t), 0, T_w \right),$$

while for the temperature perturbation the wall boundary condition is

$$(u, v, T) = \left( 0, 0, T_w + \epsilon_w e^{-x^2/d^2} \cos(\omega t) \right),$$

with $\epsilon_w = 10^{-6}$ and $\Delta w/\delta_{99} = 2.0$. The resulting initial amplitudes are denoted by $\phi_U$ and $\phi_T$, respectively.

Figure 12 displays the dependence on $R$ of the scaled initial amplitude $R^{1/2} |\phi_U|$ and $R^{1/2} |\phi_T|$. The results follow the same trend as that in Fig. 10. As $R \to \infty$, $R^{1/2} |\mathcal{K}_U|$ and $R^{1/2} |\mathcal{K}_T|$ (red solid lines) approach, respectively, the constant values, shown as the black dot-dashed lines. The increase of $R^{1/2} |\mathcal{K}_U|$ and $R^{1/2} |\mathcal{K}_T|$ with $R$ is monotonic except when $\omega = 0.185$. The dependence on $R$ and the non-monotonic feature are well predicted by the improved
The dependence on $R$ of the rescaled initial amplitude $R^{1/2}|\mathcal{A}_U|$ (a) and $R^{1/2}|\mathcal{A}_T|$ (b) for the streamwise velocity and temperature perturbations under conditions 1 (left column) and 2 (right column), where the line types are the same as those in Fig. 10. The agreement between results given by the finite-$R$, improved large-$R$ and DNS approaches is quite satisfactory even when $R$ is fairly moderate, e.g. $R = 10^3$. It is also verified that as $R$ increases, $|\mathcal{A}_U|$ and $|\mathcal{A}_T|$ obtained from the finite-$R$ decrease as $R^{-1/2}$, which confirms the scaling represented by (39). The boundary layer is found to be most sensitive to blowing/suction and least sensitive to temperature perturbation at the wall temperatures considered.

Figure 13 displays the dependence on $\omega$ of the normalised initial amplitude $R^{1/2}|\mathcal{A}_U|$ and $R^{1/2}|\mathcal{A}_T|$ for two different Reynolds numbers. Again, the results given by the finite-$R$ and DNS overlap for all the frequencies and Reynolds numbers considered, and the former approach the asymptotic calculations as $R \to \infty$. The prediction by the improved large-$R$ approach achieves satisfactory accuracy even for $R = O(10^3)$. For condition 2, the receptivity coefficient at large $R$ exhibits a sharp peak at the synchronisation frequency. Increase of $R$ leads to a stronger receptivity.

In order to check the validity and accuracy of our results, Fig. 14 compares our $R^{1/2}|\mathcal{A}_U/\mathcal{A}_V|$ and $R^{1/2}|\mathcal{A}_T/\mathcal{A}_V|$ with those obtained by [73]. The latter are extracted from Fig. 23 in [73], which displays normalised amplitudes of the pressure fluctuations for three forms of wall perturbations: streamwise velocity, blowing/suction and temperature, referred to as cases A, B and C, respectively.

As $x \to \infty$, the ratios, $|p'|_{\text{case A}}/|p'|_{\text{case B}}$ and $|p'|_{\text{case C}}/|p'|_{\text{case B}}$, approach, respectively, constant values. They can, after taking into account the amplitudes of the forcing, be converted, respectively, to $|\mathcal{A}_U/\mathcal{A}_V|$ and $|\mathcal{A}_T/\mathcal{A}_V|$ defined by (39). Furthermore, with the distribution functions of the wall disturbances given by Eq. (28), Eq. (34) and Eq. (36) in [73], we calculated their Fourier transforms $\hat{F}(\omega)$, and then using (13) and (38), the scaled receptivity coefficient ratios, $R^{1/2}|\mathcal{A}_U/\mathcal{A}_V|$ and $R^{1/2}|\mathcal{A}_T/\mathcal{A}_V|$, were obtained. There is a good agreement between our results and those of [73]. Thus, the results verify the quantitative connections between the three forms of wall perturbations: the receptivity coefficients for the streamwise velocity and temperature perturbations are $O(R^{-1/2})$ smaller than that for the blowing/suction, with the ratios of the former to the latter taking fixed values.
6.2.3 The receptivity for different wall temperatures

According to (39), the ratios of the receptivity coefficients for the streamwise velocity and temperature perturbations to that for blowing/suction depend on the mean wall temperature $T_w$. In this section, we focus on the receptivity for different $T_w$.

Figure 15 compares the initial amplitude obtained by the finite-$R$, improved large-$R$ and large-$R$ approach for different $T_w$. The frequencies shown in the plots are in the band of the second-mode instability. For the streamwise velocity and temperature perturbations, the receptivity coefficients are normalised by $R^{1/2}$. For $T_w = 4.4$ ($M = 4.5$)
and $T_w = 6.9 (M = 5.92)$, good agreement is achieved between the finite-$R$ and improved large-$R$ approaches when $R \leq 3000$. As the wall is cooled, the receptivity becomes less sensitive to the Stokes-layer correction. Indeed, for the case of $T_w = 1$, the correction is so slight that the leading-order inviscid theory predicts the receptivity coefficient rather accurately. It is worth noting that at both Mach numbers considered, cooling the wall reduces the receptivity to the streamwise velocity perturbation, but hardly influences that to the wall temperature perturbation (assumed to have a fixed magnitude relative to the free-stream temperature). As a result, the boundary layer changes from being more receptive to the streamwise velocity perturbation at $T_w = 4.4 (M = 4.5)$ and $T_w = 6.9 (M = 5.92)$ to being (marginally) more receptive to the wall temperature at $T_w = 1$. At $M = 4.5$, the receptivity to the blowing/suction is slightly affected by wall cooling, but is enhanced at $M = 5.92$.
Fig. 16 The variation with the spanwise wavenumber $\beta$ of the initial amplitude of 3D instability mode under condition 2 for blowing/suction (a), streamwise velocity perturbation (b) and temperature perturbation (c). Solid lines: finite-$R$ approach; (black) dot-dashed lines with dots: large-$R$ approach; dashed lines: improved large-$R$ approach. The red, green and blue lines stand for the cases of $R = 1560$, 15600 and 156000, respectively.

6.2.4 The receptivity to three-dimensional wall perturbations

Figure 16 shows the receptivity to three-dimensional wall perturbations for the base flow under condition 2 and the frequencies being the same as those in Fig. 8. For $T_w = 6.9$, the initial amplitude obtained by the large-$R$ approach is represented by two curves, corresponding to the first and second instability modes for larger and smaller $\beta$, respectively. The receptivity of the first mode is much weaker, and decreases monotonically with $\beta$. The purely inviscid theory indicates that the receptivity of the second-mode peaks at $\beta \approx 0.02$, which corresponds to the near synchronisation wavenumber as is indicated in Fig. 8. Interestingly, when the impact of $R$ is taken into account, either by the finite-$R$ or by the improved large-$R$ approach, the peak receptivity of the second mode becomes sharper for a range of large Reynolds numbers. Although not shown, with further increase of $R$, the peak subdues and becomes broader, approaching the inviscid prediction. On the other hand, the peak is reduced and finally
disappears at moderate Reynolds numbers. Again, the improved large-$R$ approach is able to predict the receptivity with reasonable accuracy even when $R$ is about a few thousands. For $Tu = 1.0$, the purely inviscid and improved large-$R$ theories indicate that the receptivity of the second-mode peaks at $\beta \approx 0.13$. This peak remains for large values of $R$.

7 Summary and discussion

In this paper, we have investigated the receptivity of inviscid first and second modes in a supersonic boundary layer to time-periodic streamwise localised wall perturbations, namely, blowing/suction, streamwise velocity perturbation and temperature perturbation, all introduced by a forcing slot on the flat plate. Three complementary approaches have been employed, including a finite-Reynolds-number theory [37,38,57], and the large-Reynolds-number asymptotic theory and DNS, which is performed in order to assess the accuracy of the former two approaches.

Comparisons with the DNS results indicate that the finite-Reynolds-number theory predicts the receptivity at all Reynolds numbers with high accuracy. However, this methodology and DNS do not probe into the detailed physical process of the excitation by the streamwise velocity and temperature perturbations, nor could they explain why the receptivity to these perturbations is much weaker than that to blowing/suction. In order to shed light on these issues, the high-Reynolds-number approach was adopted, which shows that the perturbation acquires an asymptotic structure consisting of two layers: the inviscid main part of the boundary layer and a viscous Stokes layer adjacent to the wall. The analysis of the viscous and compressible motion in the latter shows that the streamwise velocity and temperature perturbations both generate $O(R^{-1/2} \epsilon_w)$ transpiration velocities to force upon the main layer. These transpiration velocities are much smaller than $O(\epsilon_w)$ blowing/suction velocity in the case of blowing/suction, but it transpires that the receptivity problems to all three forms of wall perturbations are the same when described in the large-$R$ asymptotic framework. Mathematically, they are governed by the compressible Rayleigh equation subject to a forcing in the form of the equivalent transverse velocity, in contrast to the finite-$R$ framework, in which a different wall boundary condition is imposed for each case. This equivalence offers useful insight into the receptivity mechanism, and provides the quantitative connections between the three cases: the receptivity coefficients for the streamwise velocity and temperature perturbations are $O(R^{-1/2})$ smaller than that for the blowing/suction, with the ratios of the former to the latter taking fixed values.

The leading-order large-Reynolds-number approach predicts the receptivity coefficients accurately if the Reynolds number is set to be sufficiently large. However, at moderate Reynolds numbers, appreciable error exists because the high-order terms neglected are no longer small. The main correction is the $O(R^{-1/2})$ transverse velocity from the Stokes layer. This affects the dispersion relation of the instability, which may in turn influence the receptivity calculation quantitatively at moderate Reynolds numbers. An improved large-Reynolds-number theory for instability follows from accounting for this effect simply by replacing the impermeability boundary condition by an appropriate impedance condition. When this ‘impedance’ effect of the Stokes layer is included along with the equivalent forcing, the predicted receptivity coefficients turned to be accurate at moderate Reynolds numbers ($R = O(10^3)$) of practical interest. The improved theory captures satisfactorily the Reynolds-number dependence, which may be non-monotonic, as well as the strong excitation close to the synchronisation point, which is a finite-Reynolds-number phenomenon. By combining finite-Reynolds-number calculations, DNS and the large-Reynolds-number asymptotic approach including the improved version, the present study has led to fairly thorough understanding and characterisation of the local receptivity of Mack modes in a supersonic boundary layer. On the balance of the computational cost, detailed insight provided and quantitative accuracy, it may be argued that the improved large-Reynolds-number approach stands as the most satisfactory methodology.

In a broader sense, the problem studied in the present paper exemplifies the fact that systematical asymptotic analysis, ad hoc modelling and DNS serve rather different purposes, and so they are all necessary tools and complement to each other. Insofar as the rule-based science is not to be replaced completely by data bank, and scientific quest for cause-and-effect is not to be abandoned completely for empirical correlations or graphical animations, asymptotic analysis will remain indispensable however powerful and cheap computing will become.
When it comes to solving multi-scale, multi-physics problems, asymptotic framework is the one in which relevant physical mechanisms can be revealed, quantified and stated.
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## Appendix A: Composite solution for the eigenfunction

In the large-Reynolds-number asymptotic theory, the solution for the inviscid mode is given primarily in the inviscid main layer but a viscous solution is obtained in the Stokes layer in order to satisfy the no-slip condition at the wall. Using those solutions, a composite solution uniformly valid in the entire boundary layer can be constructed.

In the main deck, after obtaining \( \hat{u}_I \) and \( \hat{p}_I \) by solving numerically the eigenvalue problem, (40) with \( \hat{v}_I(0) = 0 \) and \( \hat{p}_I \to 0 \) as \( y \to \infty \), it follows from the linearised Euler equations that solution for \( \hat{u}_I, \hat{w}_I, \hat{p}_I \) and \( \hat{\theta}_I \),

\[
\begin{align*}
\hat{u}_I &= (-i\alpha T_B \hat{p}_I - U_B^\prime \hat{v}_I) / S_0, \quad \hat{w}_I = -i\beta T_B \hat{p}_I / S_0, \\
\hat{p}_I &= T_B \hat{v}_I / \left( T_B^2 S_0 \right) + M^2 \hat{p}_I / T_B, \quad \hat{\theta}_I = (\gamma - 1) M^2 T_B \hat{p}_I - T_B^2 \hat{v}_I / S_0.
\end{align*}
\]

In the Stokes layer, the solution can be written as

\[
(\hat{U}, \hat{w}) = (\alpha, \beta) T w \omega^{-1} (1 - e^{(-i\omega)^1/2}) \hat{p}_I(0),
\]

where the Stokes-layer coordinate \( Y \) is defined by (18).

Using the main solution (46) and Stokes-layer solution (47), the composite solution, denoted by \( (\hat{u}_c, \hat{w}_c) \), is constructed as

\[
\begin{align*}
\hat{u}_c &= \hat{u}_I(y) - \alpha T w \omega^{-1} e^{(-i\omega)^1/2} \hat{p}_I(0), \\
\hat{w}_c &= \hat{w}_I(y) - \beta T w \omega^{-1} e^{(-i\omega)^1/2} \hat{p}_I(0).
\end{align*}
\]

For the improved large-Reynolds-number asymptotic theory, the Stokes-layer correction to the main-layer solution is taken into account simply by replacing the impermeability condition by (41). The composite solution, denoted by \( (\hat{u}_c, \hat{w}_c) \), is reconstructed as

\[
\begin{align*}
\hat{u}_c &= \hat{u}_I(y) - \alpha T w \omega^{-1} e^{(-i\omega)^1/2} \hat{p}_I(0) + (R/C_w)^{-1/2} U_B'(0) H_v \hat{p}_I(0), \\
\hat{w}_c &= \hat{w}_I(y) - \beta T w \omega^{-1} e^{(-i\omega)^1/2} \hat{p}_I(0),
\end{align*}
\]

where

\[
H_v = \frac{i(\gamma - 1)\omega M^2}{(-i\omega Pr)^{1/2}} e^{(-i\omega Pr)^{1/2}} + \frac{(k^2 + \beta^2) T w}{(-i\omega)^{3/2}} e^{(-i\omega)^{1/2}}.
\]
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