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ABSTRACT
We develop a framework for analyzing multivariate time series using topological data analysis (TDA) methods. The proposed methodology involves converting the multivariate time series to point cloud data, calculating Wasserstein distances between the persistence diagrams and using the \( k \)-nearest neighbors algorithm (\( k \)-NN) for supervised machine learning. Two methods (symmetry-breaking and anchor points) are also introduced to enable TDA to better analyze data with heterogeneous features that are sensitive to translation, rotation, or choice of coordinates. We apply our methods to room occupancy detection based on 5 time-dependent variables (temperature, humidity, light, \( \text{CO}_2 \) and humidity ratio). Experimental results show that topological methods are effective in predicting room occupancy during a time window.
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1. Introduction

Topological Data Analysis (TDA) is a relatively new branch of data analysis using techniques from topology to study data (Edelsbrunner, Letscher, & Zomorodian, 2000; Zomorodian, 2012; Zomorodian & Carlsson, 2005). It has been applied with great success in several fields such as biomolecular chemistry (Xia, Li, & Mu, 2018; Xia, Zhao, & Wei, 2015), drug design (Cang & Wei, 2018), and network analysis (Carstens & Horadam, 2013). Notably, the winners of the Drug Design Data Resource (D3R) Grand Challenge have utilized TDA in their algorithms (Nguyen, Cang, et al., 2019; Nguyen, Gao, Wang, & Wei, 2019). Topological data analysis can be combined with methods in machine learning (including deep learning) (Hofer, Kwitt, Niethammer, & Uhl, 2017; Nguyen, Cang, et al., 2019) as well as statistical methods (Bubenik, 2015).

Though the term “topology” can be used to refer to a wide array of subjects, the topological tools used in TDA generally refer to algebraic topology, or to be specific persistent homology (Edelsbrunner & Morozov, 2012; Ghrist, 2008). Broadly speaking, persistent homology analyzes the “shape” of the data to deduce intrinsic properties of the data. Other prominent tools in TDA include Mapper (Ray & Trovati, 2017; Singh, Mémoli, & Carlsson, 2007) and discrete Morse theory (Forman, 1998, 2002). Due to
the fact that TDA works quite differently from most other data analysis techniques, it can sometimes detect features that are missed by traditional methods of analysis (Nicolau, Levine, & Carlsson, 2011).

Traditionally, the strengths of TDA include the fact that it analyzes data in a coordinate-free way (Lum et al., 2013; Offroy & Duponchel, 2016) (independent of the coordinate system chosen), as well as being translation-invariant and rotation-invariant (Bonis, Ovsjanikov, Oudot, & Chazal, 2016; Khasawneh & Munch, 2016). As a direct consequence of these strengths, however, it may be hard for TDA to effectively analyze data that is sensitive to choice of coordinates, translation, and/or rotation. Examples of such data include cases where each coordinate represents a fundamentally different feature (e.g. light, temperature, humidity). In Section 3.3, we introduce two basic techniques, symmetry-breaking and anchor points to allow TDA to better study such data with heterogeneous features.

In this paper, we develop a novel framework for topological machine learning for analyzing multivariate time series, with application to room occupancy detection. We use a dataset originating from the seminal paper by Candanedo and Feldheim (2016). In their research, data recorded from light, temperature, humidity and CO\(_2\) sensors is provided. The main goal is to predict occupancy in an office room using these data. We remark that our methods are quite general and in principle can be applied to other types of multivariate time series.

The basic workflow of our paper is summarized in Figure 1. Firstly, we convert the multivariate time series to point cloud data via sliding windows (Gidea & Katz, 2018). We also apply our techniques of symmetry-breaking and anchor points to the point clouds. Secondly, we generate persistence diagrams from the point cloud data. Lastly, we calculate the Wasserstein distance between the persistence diagrams and use the \(k\)-nearest neighbors algorithm (\(k\)-NN) for supervised machine learning (classification).

![Figure 1. Basic workflow of Topological Machine Learning for Multivariate Time Series.](image)

1.1. Related work

In the paper by Gidea and Katz (2018), the authors introduce a new method based on topological data analysis to analyze financial time series and discover potential early signs of a financial crash. A key innovative factor in their paper is that their method can deal with multivariate time series (more than one time-dependent variable), which is different from the time-delay coordinate embedding for 1D time series (Takens, 1981).

In the paper by Tran and Hasegawa (2019), the authors study a delay-variant embedding method that constructs the topological features by considering the time delay as a variable parameter instead of considering it as a single fixed value. Their method studies multiple-time-scale patterns in a time series, which contains more information than just using a single time delay.

In the paper by Merelli, Piangerelli, Rucco, and Toller (2016), the authors study multivariate time series characterization using TDA, with applications to the epileptic
brain. Their methodology is based on computing the Pearson correlation coefficients matrix for each window, followed by computing and plotting the weighted persistent entropy.

Umeda (2017) studied volatile time series using TDA. The methodology of the paper involves converting the time series into a quasi-attractor, and extracting topological information from the quasi-attractor in the form of a Betti sequence. In the learning step, a one-dimensional convolutional neural network (CNN) is used as a classifier.

Dirafzoon, Lokare, and Lobaton (2016) proposed a novel framework for activity recognition from 3D motion capture data using TDA. In the paper, point clouds are obtained from time series data using Takens’ delay embedding (Takens, 1981). Subsequently, a feature vector for each time window is created using lengths of the most persistent off-diagonal features in the persistence diagram, with the maximum persistence interval length. As the final step, a nearest neighbor classifier with majority vote using Euclidean distance for the feature vectors is used, in order to classify each window.

Hofer et al. (2017) proposed and developed a technique that enables inputting topological signatures to deep neural networks and learn a task-optimal representation during training. An advantage of their method is that it learns the representation instead of mapping topological signatures to a pre-defined representation.

In the paper by Ravishanker and Chen (2019), the authors provide a comprehensive review of TDA for time series. In the work by Seversky, Davis, and Berger (2016), the authors study the framework for the exploration of TDA techniques applied to time-series data. They consider and explore properties such as stability with respect to time series length, the approximation accuracy of sparse filtration methods, and the discriminating ability of persistence diagrams as a feature for learning. We note that both papers (Ravishanker & Chen, 2019; Seversky et al., 2016) utilize the time-delay coordinate embedding (Takens, 1981), also known as Takens’ embedding (Mindlin & Gilmore, 1992).

It is noted that due to the popularity and usefulness of time series in general, there are many other papers studying time series using TDA (Gidea, Goldsmith, Katz, Roldan, & Shmalo, 2018; Pita Costa & Galinae Grbac, 2017; Rucco, Concettoni, Cristalli, Ferrante, & Merelli, 2015; Sanderson, Shugerman, Molnar, Meiss, & Bradley, 2017).

We also remark that there are several established papers studying time series using other types of topology, in the broader sense of the word topology (Bonanno, Caldarelli, Lillo, & Mantegna, 2003; Djauhari & Gan, 2015; Mindlin & Gilmore, 1992; Muldoon, MacKay, Huke, & Broomhead, 1993; Tsonis & Swanson, 2008; Zhang & Small, 2006).

1.2. Contribution

Our paper combines the 4 key concepts: “TDA”, “machine learning (k-NN)”, “multivariate” and “time series”, resulting in a novel workflow for topological machine learning on multivariate time series. Since TDA is a relatively new branch of data analysis, our paper also helps to validate and provide further evidence that topological methods work well in analyzing data. In addition, we demonstrate that TDA can be effectively combined with machine learning tools (e.g. k-NN algorithm) to study multivariate time series data. In addition, we also propose two basic methods, symmetry-breaking and anchor points, to study data that is sensitive to coordinates choice, translation and/or rotation.
For applications, we demonstrate that our method can be effectively used to detect room occupancy. The detection of occupancy in buildings has been estimated to save energy in the order of 30% to 42% (Candanedo & Feldheim, 2016; Dong & Andrews, 2009; Erickson, Carreira-Perpiñán, & Cerpa, 2011). Due to privacy concerns, it is also of interest to detect the presence of occupants without the use of a camera. Other applications for occupancy detection include security and analysis of building occupant behaviors (Candanedo & Feldheim, 2016).

2. Background

We provide a brief overview of the relevant concepts in algebraic topology and persistent homology, and refer the reader to the appropriate sources for more details. A classical reference for algebraic topology is the text by Hatcher (2002), while the following papers provide an excellent introduction to persistent homology (Edelsbrunner & Harer, 2008; Ghrist, 2008; Zomorodian & Carlsson, 2005).

2.1. Simplicial complexes

A simplicial complex $K$ is a family of subsets of a set $S$ such that for every $\tau \subseteq \sigma \in K$, we have $\tau \in K$. The sets $\sigma \in K$ are called the faces (or simplices) of the simplicial complex $K$. We call the singleton sets $\{v\}$ the vertices of $K$. The dimension of a simplex $\sigma \in K$ is defined to be $\dim(\sigma) = |\sigma| - 1$, and we call a simplex of dimension $k$ a $k$-simplex. Simplices of dimension 0, 1, 2, 3 can be viewed to represent a vertex, edge, triangle and tetrahedron respectively, as shown in Figure 2.

![Figure 2. A 0-simplex (vertex), 1-simplex (edge), 2-simplex (triangle) and 3-simplex (tetrahedron).](image)

A type of simplicial complex commonly used in TDA is the Vietoris-Rips complex (or Rips complex for short) which is defined as follows.

**Definition 2.1.** Let $\{x_i\}$ be a set of points in Euclidean space. The Rips complex $R_\epsilon$ is the simplicial complex whose $k$-simplices are determined by each subset of $k + 1$ points $\{x_j\}_{j=0}^k$ which are pairwise within distance $\epsilon$.

We also introduce the concept of a filtration of a simplicial complex $K$, which is a nested sequence of complexes $\emptyset = K^0 \subseteq K^1 \subseteq \cdots \subseteq K^m = K$. We say that $K$ is a filtered complex.
2.2. Homology

The $k$th chain group $C_k$ of a simplicial complex $K$ is the free abelian group with basis the set of oriented $k$-simplices. The boundary operator $\partial_k : C_k \to C_{k-1}$ is defined on an oriented simplex $\sigma = [v_0, v_1, \ldots, v_k]$ by

$$\partial_k(\sigma) = \sum_{i=0}^{k} (-1)^i [v_0, \ldots, \hat{v_i}, \ldots, v_k]$$

and extended linearly. The notation $\hat{v_i}$ indicates the deletion of the vertex $v_i$.

The cycle group $Z_k$ and boundary group $B_k$ are defined as $Z_k = \ker \partial_k$ and $B_k = \text{Im} \partial_{k+1}$ respectively. The $k$th homology group is defined to be the quotient group $H_k = Z_k / B_k$. Informally, the rank of the $k$th homology group $\beta_k = \text{rank}(H_k)$ (also called the $k$th Betti number) counts the number of $k$-dimensional holes in the simplicial complex $K$. For instance, $\beta_0$ counts the number of connected components (0-dim holes), $\beta_1$ counts the number of “circular holes” (1-dim holes), while $\beta_2$ counts the number of “voids” or “cavities” (2-dim holes). We show an example in Figure 3.

![Figure 3](image-url)

Figure 3. For the above simplicial complex, we have $\beta_0 = 1$ (1 connected component), $\beta_1 = 1$ (1 circular hole which corresponds to the unshaded region) and $\beta_2 = 0$ (no “voids”).

2.3. Persistent homology

Given a filtered complex $K$, the $i$th complex $K^i$ is naturally associated with the boundary operators $\partial^i_k$ and groups $C^i_k, Z^i_k, B^i_k$ and $H^i_k$. The $p$-persistent $k$th homology group of $K^i$ is then defined as

$$H^i_{k,p} = Z^i_k / (B^i_{k+1,p} \cap Z^i_k).$$

An equivalent definition of persistent homology groups is $H^i_{k,p} \cong \text{Im} \eta^i_{k,p}$, where $\eta^i_{k,p} : H^i_k \to H^i_{k+1} \cap Z^i_k$ is the homomorphism that maps a homology class into the one that contains it (Ren, Wu, & Wu, 2018; Zomorodian & Carlsson, 2005).

In brief, persistent homology studies a family of spaces parameterized by a distance $\epsilon$. The filtered complex $K$ is commonly obtained by the construction of Rips complexes over a range of distances $\epsilon$. Those topological features which persist over a parameter range can then be detected, revealing meaningful structures in the data.

3. Methodology

In this section, we describe our methodology for studying multivariate time series using topological data analysis (TDA).
3.1. Standardization of data

Following best practices in machine learning, we first standardize our data such that the values of each feature in the data have zero-mean and unit-variance. An advantage of standardizing is to prevent a feature with larger scale from completely dominating the other features.

3.2. Converting multivariate time series to a point cloud

We will adopt the approach of Gidea and Katz (2018) to convert a multivariate time series to a point cloud data set, which is the required starting point for doing topological data analysis. We also generalize Gidea and Katz (2018) by introducing a new parameter $s$, representing stride.

We consider a multivariate time series consisting of $d$ 1-dimensional time series $\{x_n^k\}_n$, where $k = 1, \ldots, d$. Fix a sliding window of size $w$. For each time $t_n$, we define a point $x(t_n) = (x_n^1, \ldots, x_n^d) \in \mathbb{R}^d$. Subsequently, for each time-window of size $w$, we obtain a point cloud

$$X_n = (x(t_1 + s(n-1)), x(t_2 + s(n-1)), \ldots, x(t_w + s(n-1)))$$

consisting of $w$ points in $\mathbb{R}^d$.

In brief, the length of the sliding window $w$ determines the size of the point cloud while the number $d$ of 1D time series determines the dimension of the point cloud (Gidea & Katz, 2018). The stride $s$ determines how much the time-window slides for each consecutive point cloud. The value of $s$ corresponding to the original paper (Gidea & Katz, 2018) is a stride value of $s = 1$.

In this paper, we will choose a value of $w = s = 10$, corresponding to non-overlapping sliding windows of length 10.

3.3. Symmetry-breaking and anchor points

In classical TDA, each coordinate plays the same role and has the same importance. For instance, in the case of $\mathbb{R}^3$, the $x$, $y$, $z$ coordinates are treated equally. Due to this symmetry property, topological methods excel in analyzing spatial data such as 3D point clouds (Rosen, Hajij, Tu, Arafin, & Piegl, 2018; Singh et al., 2007).

However, this property may lead to TDA being unable to distinguish between certain point clouds. For example, persistent homology is unable to distinguish the two point clouds

$$X_1 = \{(0, 0, 0, 0, 0), (1, 0, 0, 0, 0)\},$$
$$X_2 = \{(0, 0, 0, 0, 0), (0, 1, 0, 0, 0)\},$$

since in both point clouds the points are equidistant from each other (with distance 1). Alternatively, we can see that the two point clouds can be obtained from each other by rotation (and hence TDA is unable to distinguish them due to rotation-invariance). This can be a problem for certain data where each coordinate represents a fundamentally different type of feature (heterogeneous features). For instance, in our room occupancy data, the first coordinate represents temperature while the second represents humidity, so we do actually want to distinguish between the two point clouds.
To this end, we introduce two basic techniques, symmetry-breaking and anchor points. Symmetry-breaking refers to adding a fixed constant vector to each point in the point cloud, while an anchor point refers to a fixed point that is introduced to the point cloud. We define them more precisely as follows.

**Definition 3.1** (Symmetry-breaking). Let $X$ be a point cloud consisting of points in $\mathbb{R}^d$. Let $v = (c_1, c_2, \ldots, c_d)$ be a fixed vector in $\mathbb{R}^d$. We define the point cloud $X'$ obtained by symmetry-breaking (of $X$) to be:

$$X' = \{x + v \mid x \in X\}.$$ 

**Definition 3.2** (Anchor points). Let $X$ be a point cloud consisting of points in $\mathbb{R}^d$. Let $A = \{a_1, \ldots, a_n\}$ be a set of points in $\mathbb{R}^d$, which we call anchor points.

We also define a new point cloud $Y = X \cup A$, called the point cloud augmented by the anchor points.

In this paper, we let $v = (0, 1, 2, 3, 4) \in \mathbb{R}^5$ to be the fixed vector for symmetry-breaking. We take $A = \{(0, 0, 0, 0, 0)\}$, i.e., the only anchor point is the origin. With this choice, the point clouds in (1) become:

$$Y_1 = X'_1 \cup A = \{(0, 1, 2, 3, 4), (1, 1, 2, 3, 4), (0, 0, 0, 0, 0)\}$$
$$Y_2 = X'_2 \cup A = \{(0, 1, 2, 3, 4), (0, 2, 2, 3, 4), (0, 0, 0, 0, 0)\}.$$ 

We note that now the distance between $(1, 1, 2, 3, 4)$ and the origin $(0, 0, 0, 0, 0)$ is $\sqrt{31}$, while the distance between $(0, 2, 2, 3, 4)$ and the origin is $\sqrt{33}$. Hence, TDA is now able to distinguish between the point clouds $Y_1$ and $Y_2$ as desired.

We also remark that the inclusion of anchor point(s) can further distinguish between point clouds that differ only by a translation. We illustrate this in Figure 4. Without the anchor point, TDA is generally unable to distinguish the two point clouds due to translation-invariance.

**Figure 4.** The inclusion of the anchor point at the origin can distinguish between the two point clouds which only differ by a translation. This is due to the differences in distance from the point clouds to the anchor point.
3.4. From point cloud to persistence diagram

A persistence diagram (Cohen-Steiner, Edelsbrunner, & Harer, 2007) is a multiset of points in \( \Delta := \{(b, d) \in \mathbb{R}^2 \mid b, d \geq 0, b \leq d \} \). Each point \((b, d)\) represents a generator of the homology group (of a chosen dimension), where \(b\) denotes the birth of the generator and \(d\) its death. In short, the persistence diagram can be viewed as a visual representation of the persistent homology of a point cloud. The persistence diagram is independent of choice of generators and thus is unique (Cohen-Steiner, Edelsbrunner, Harer, & Mileyko, 2010). A key result is the stability of persistence diagrams with respect to Hausdorff distance, bottleneck distance (Cohen-Steiner et al., 2007), as well as Wasserstein distance (Cohen-Steiner et al., 2010). Such stability results are desirable as it implies robustness against noise.

In this paper, we will focus on the Wasserstein distance with \( p = 1 \), also known as the 1-Wasserstein distance or “earth mover’s distance”. The 1-Wasserstein distance is widely used in computer science to compare discrete distributions (Rabin, Delon, & Gousseau, 2009; Rubner, Tomasi, & Guibas, 2000). The Wasserstein distance is defined as follows (Berwald, Gottlieb, & Munch, 2018; Cohen-Steiner et al., 2010; Mileyko, Mukherjee, & Harer, 2011).

**Definition 3.3.** The \( p \)-th Wasserstein distance between two persistence diagrams \( D_1, D_2 \) is defined as

\[
W_p(D_1, D_2) = \left( \inf_{\varphi: D_1 \rightarrow D_2} \sum_{x \in D_1} \| x - \varphi(x) \|_\infty^p \right)^{1/p},
\]

where the infimum is taken over all bijections \( \varphi \) between \( D_1 \) and \( D_2 \).

3.5. The \( k \)-nearest neighbors algorithm

To carry out classification (supervised machine learning), we utilize the \( k \)-nearest neighbors algorithm (\( k \)-NN) based on the Wasserstein distance. The \( k \)-NN algorithm is a relatively simple but yet effective machine learning algorithm that has been successfully applied across a wide range of domains (Batista, Silva, et al., 2009).

For each point cloud \( X \) (corresponding to a time window) in the test set, we will determine its \( k \)-nearest neighbors \( \{Y_1, Y_2, \ldots, Y_k\} \) in the training set, with respect to the Wasserstein distance. We then classify \( X \) based on the majority class of the elements in the set \( \{Y_1, Y_2, \ldots, Y_k\} \).

4. Experiments

The experiments were mainly implemented in Python, with the exception of computing the persistence diagrams and Wasserstein distances using the R package TDA (Fasy, Kim, Lecci, & Maria, 2014). The codes in the paper are made publicly available on GitHub: https://github.com/wuchengyuan88/room-occupancy-topology.

For this section, we study room occupancy data from the seminal paper by Candanedo and Feldheim (2016). In their setup, an office room with dimensions of 5.85m \( \times \) 3.50m \( \times \) 3.53m (W\( \times \)D\( \times \)H) was monitored for temperature, humidity, light and CO\(_2\) levels. An Arduino microcontroller was used to acquire the data, and a digital camera was used to determine if the room was occupied or not. The data was recorded during
the month of February (winter) in Mons, Belgium. The room was heated by hot water radiators (Candanedo & Feldheim, 2016).

Our experiment is regarding supervised machine learning (binary classification), where we train a model to predict if the room is non-occupied (class 0) or occupied (class 1) during a time window. We consider a room to be occupied if it is occupied during any period in the time window. That is, if a room is empty during some period in the time window, but occupied at other times in the same time window, we still classify it as occupied (class 1).

The 5 time-dependent variables in the data are the Temperature, Humidity, Light, CO2, HumidityRatio readings of each time period. Hence, the dimension of each point cloud is \( d = 5 \). Measurements of each variable were taken after each time period of 1 minute. We divide the time periods into non-overlapping time windows of 10 minutes each (10 time periods).

Following Candanedo and Feldheim (2016), we split the data into a training set and two test sets (Test Set 1 and Test Set 2), using a training–test ratio of 80:20. Following best practices in studying time series, we strictly respect the temporal order of the training and test sets. That is, our training and test sets come from distinct and non-overlapping time periods. Test Set 1 comes from time periods that are after the training set, while Test Set 2 originates from time periods that are before the training set. Benefits of having two such test sets include demonstrating that our method can predict future as well as past room occupancy (using the time-dependent variables). A further summary of the data sets can be found in Table 1.

| Data set     | Number of time windows | Data class distribution (%) |
|--------------|------------------------|----------------------------|
| Training Set | 800                    | 77.5 22.5                  |
| Test Set 1   | 200                    | 70.5 29.5                  |
| Test Set 2   | 200                    | 57.0 43.0                  |

### 4.1. Standardization of data

We standardize each of the 5 variables to zero-mean and unit-variance using StandardScaler from the Scikit-learn package.

Technically, we are conducting two separate experiments, the first with Training Set and Test Set 1, and the second with Training Set and Test Set 2. Hence, we perform the standardization accordingly, first by standardizing the combined data set consisting of Training Set and Test Set 1, and then separately standardizing the combined data set consisting of Training Set and Test Set 2.

### 4.2. Converting multivariate time series to a point cloud

We follow the procedure outlined in Section 3.2.

We set \( w = s = 10 \) which corresponds to non-overlapping time windows of 10 minutes each. That is, each point cloud (not counting the anchor point) contains 10 points in \( \mathbb{R}^5 \).
4.3. Symmetry-breaking and anchor points

We use $v = (0, 1, 2, 3, 4)$ as the fixed vector for symmetry-breaking. We use the origin $0 = (0, 0, 0, 0, 0)$ as the anchor point. That is, we augment each point cloud (corresponding to a time window) with the origin $0$.

After symmetry-breaking, the mean and standard deviation (SD) of the 5 time-dependent variables for each experiment is as described in Table 2.

Table 2. Mean and standard deviation (SD) of time-dependent variables.

|       | Temperature | Humidity | Light | CO$_2$ | Humidity Ratio |
|-------|-------------|----------|-------|--------|----------------|
| Mean  | 0           | 1        | 2     | 3      | 4              |
| SD    | 1           | 1        | 1     | 1      | 1              |

4.4. From point cloud to persistence diagram

For each point cloud, we construct the persistence diagram using the `ripsDiag` function in the R package TDA. The `ripsDiag` function uses a filtration of Rips complexes obtained from the point cloud to compute the persistence diagram. We show examples of two persistence diagrams from different classes in Figure 5.

![Figure 5](image)

Figure 5. The persistence diagram on the left belongs to a time window of class 0 (non-occupied), while that on the right belongs to a time window of class 1 (occupied). The points refer to homological features in dimension 0.

To calculate the 1-Wasserstein distance between two persistence diagrams, we use the `wasserstein` function, also from the R package TDA, with the default value of $p = 1$. For this paper, we use the option `dimension=0` to specify that distances between persistence diagrams are computed using 0 dimensional features. This is because, for our data, we find that 1 dimensional (and higher) features rarely appear in the persistence diagrams, possibly due to the relatively small size of the point cloud.
4.5. The k-nearest neighbors algorithm

For this paper, we choose \( k = 50 \) for the k-NN algorithm. Since we have two test sets, we initially use Test Set 1 as a validation set to select a suitable value for the parameter \( k \). Subsequently, we use the same \( k \) for Test Set 2. We show the accuracy, sensitivity (true positive rate) and specificity (true negative rate) for various values of \( k \) in Table 3 (for Test Set 1). We select \( k = 50 \) as the accuracy, sensitivity and specificity values are relatively good. We remark that we do not over-optimize for any single metric (e.g. accuracy) since other metrics are important as well in our study of room occupancy.

Table 3. Accuracy, sensitivity and specificity for different values of \( k \) for Test Set 1.

| Value of \( k \) | 10 | 20 | 30 | 40 | 50 | 60 | 70 | 80 | 90 | 100 |
|-----------------|----|----|----|----|----|----|----|----|----|-----|
| Accuracy (%)    | 81 | 83 | 82 | 84 | 84 | 84 | 85 | 86 | 87 |     |
| Sensitivity (%)  | 88 | 88 | 80 | 81 | 80 | 76 | 69 | 68 | 64 | 63  |
| Specificity (%)  | 77 | 81 | 83 | 85 | 87 | 88 | 90 | 93 | 96 | 97  |

To save computation time, we do not actually need to calculate the Wasserstein distance between all \( \binom{1000}{2} = 499500 \) pairs of persistence diagrams. We just need to calculate, for each of the 200 persistence diagrams in the test set, their respective Wasserstein distances from the 800 persistence diagrams in the training set. This amounts to \( 200 \times 800 = 160000 \) computations of Wasserstein distances, which is 68% less computations than if we were to calculate distances between all pairs of diagrams.

The computation of Wasserstein distances is the most time-consuming part of the algorithm, but still taking a reasonably short time of 15 minutes (after the above reduction in computations) on a 2019 model of MacBook Pro with 2.4 GHz Intel Core i5 and 8 GB 2133 MHz LPDDR3.

5. Results and discussion

We obtain good results (80% and above) for the key metrics of accuracy, sensitivity (recall of positive class) and specificity (recall of negative class) for both test sets. We summarize our results (including additional metrics such as precision and \( F_1 \) score) in Table 4.

Table 4. Results for Test Set 1 and Test Set 2 (using \( k = 50 \)).

|                 | Precision | \( F_1 \) score |
|-----------------|-----------|-----------------|
|                 | (class 0) | (class 1)       |
|                 | (class 0) | (class 1)       |
| Test Set 1      | 0.84      | 0.91            |
|                 | 0.80      | 0.71            |
|                 | 0.87      | 0.89            |
| Test Set 2      | 0.91      | 0.89            |
|                 | 0.84      | 0.92            |
|                 | 0.96      | 0.94            |

We remark that our results are not directly comparable with the seminal work by Candanedo and Feldheim (2016), even though we are using data derived from the same data set. This is because Candanedo and Feldheim (2016) deals with real time occupancy detection (predicting room occupancy at each time period of 1 minute), while our work focuses on predicting room occupancy during a time window (of 10 time periods totalling 10 minutes).

There are also some additional difficulties in predicting room occupancy during a time window, especially with regards to correctly predicting non-occupancy (class 0).
For instance, successfully predicting non-occupancy in a time window of length 10 is equivalent to 10 consecutive successful predictions of non-occupancy (for 10 time periods). Hence, even for a highly accurate model for real-time prediction (e.g., 95% accuracy), the chances of correctly predicting non-occupancy for a time window of length 10 drops to $0.95^{10} = 59.9\%$ (assuming independence).

In view of the above discussions, our results show that our topological method is able to effectively and accurately predict room occupancy (and also non-occupancy) for time windows. Advantages of the time window approach include reducing the amount of data (many time periods are combined into a single time window) and hence computational time. In practice, energy saving measures also have good potential to work well with time windows. For example, it is practical to switch off the room air conditioner after the room has been empty for a time window, rather than immediately upon the room being vacant, since the occupants may only be temporarily leaving the room to return a short while later.

6. Conclusions

This work provides a new framework based on topological data analysis (TDA) to study multivariate time series. We use techniques in persistent homology (persistence diagram and Wasserstein distance) in combination with the $k$-nearest neighbors algorithm ($k$-NN) to perform supervised machine learning of time windows. In this paper, we also introduce methods (symmetry-breaking and anchor points) to allow TDA to better analyze data with heterogeneous features that are sensitive to translation, rotation, or choice of coordinates.

For applications, we focus on room occupancy detection though we remark that our methods are quite general and can potentially be applied to other multivariate time series. Room occupancy detection is important in multiple ways, including energy saving, security and occupant behavior analysis. It is also important, for privacy reasons, to use non-intrusive types of data (such as light, humidity, temperature) instead of cameras (which may contain facial images of individuals) to detect room occupancy. Experimental results demonstrate the effectiveness of predicting room occupancy during a time window using topological methods.
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