Sequential Simulations of Steel Frame Buildings Under Multi-Phase Hazardous Loads During Earthquake and Tsunami
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Based on the experience of the 2011 Great East Japan Earthquake and the following tsunami, this study aims to develop effective analytical tools that can comprehensively be applied to buildings under multi-phase hazardous loads such as seismic motion, fluid force, and debris impact. Simulations by two kinds of analytical tools were conducted. First, a structural collapse analysis of a steel frame building under successive applications of varying loads was performed using the ASI (Adaptively Shifted Integration)-Gauss code, which simulates behaviors of structures by simple modeling. The steel frame building model was first excited under an acceleration record observed in Kesennuma-shi during the earthquake, and fluid forces due to a tsunami wave were applied. Then, the collapse behavior of the building was investigated by implementing a sophisticated contact algorithm in the numerical code to express a collision between debris and a building. It became evident that the damage to the building intensifies if a head-on collision occurs under a tsunami flow with a lower inundation height, and the damage to the building becomes larger if sideway collisions occur under a tsunami flow with a higher inundation height and higher velocity. The second simulation was conducted by using the stabilized finite element method based on the volume of fluid method, to estimate a drag coefficient of an actual tsunami evacuation building with openings. The practicability of an estimated wave force using the drag coefficient was confirmed by comparing with the wave force obtained from the fluid analysis. Finally, a sequential structural analysis, with a debris collision phase at the end, was conducted using the ASI-Gauss code to simulate the washout behavior of the building.
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INTRODUCTION

An immense disaster followed the Great East Japan Earthquake, which occurred on March 11, 2011, when a subsequent huge tsunami washed away almost everything in its way. Soon after the event, people started to design and construct buildings for tsunami evacuation uses, particularly in those areas where no other natural evacuation points exist nearby. According to reports (NILIM, 2011; PARI, 2011), buildings were damaged not only by the tsunami but by large debris such as cars, containers, and even ships, which moved inland with tremendous force. Figure 1 shows photos of
some disaster sites where such damages to buildings were reported and where the remains of reinforced concrete buildings had been left untouched for an extended period. Following the event, the Ministry of Land, Infrastructure, Transport and Tourism of Japan established a provisional guideline on the structural design of tsunami evacuation buildings (MLIT, 2011), and the National Institute for Land and Infrastructure Management of Japan proposed several structural design examples that are intended to withstand estimated wave forces (NILIM, 2012). However, it should be noted that these evacuation buildings should cope, not only with strong ground motions and tsunami waves but also with impacts caused by tsunami debris. Each event may produce different categories of loads, whose effects on the buildings may vary.

Numerical simulations of tsunami waves acting on structures have been widely conducted since the occurrence of the 2004 Indian Ocean tsunami. For example, Shigihara et al. (2009) carried out two-dimensional and three-dimensional analyses on a bridge subjected to a tsunami wave force and confirmed that the latter model was more effective in simulating the flow paths around the bridge and evaluating the impact of the wave force acting on the bridge girder. Lau et al. (2011) conducted hydraulic experiments on a bridge model—a realistic model with piers and decks on an actual scale—measured the forces and pressures, and compared them with numerical results obtained via a commercial computational fluid dynamics program. A method to predict the maximum values of various tsunami wave forces on bridge decks was proposed. Asai et al. (2014) conducted a numerical simulation on a tsunami evacuation building model using stabilized incompressible smoothed particle hydrodynamics (SPH) and successfully verified the obtained fluid forces with those in the current design code in Japan. Furthermore, Miyagawa and Asai (2015) conducted a washout simulation of a bridge using the SPH method, in which a rigid body motion was introduced for the fluid-rigid interaction behavior. Sarfaraz and Pak (2017) also used the SPH method to evaluate tsunami-induced loads on bridge superstructures and succeeded in proposing simple design equations. In addition, several studies were conducted using simulated tsunami wave forces, and no other dynamic loads, such as seismic excitations or debris impact, were introduced. However, in reality, structures are likely to face tsunamiis after being damaged by seismic excitations and could possibly experience debris collisions in a tsunami flow. Therefore, evaluations of these multi-phase loads should be considered in the design of safer tsunami evacuation buildings. In this respect, Goda et al. (2017) developed a computational framework for coupled simulation of strong motion and tsunami due to megathrust subduction earthquakes which can be used to multi-hazard risk assessments of buildings and infrastructure in the coastal region. Macabuag et al. (2018) proposed a methodology, applying several statistical techniques advanced in the field of fragility analysis, to quantify the effect of debris impact on fragility and vulnerability curve derivation using a building-by-building damage dataset obtained from the 2011 Great East Japan Earthquake and Tsunami. Carey et al. (2019) proposed a methodology to predict damage from sequential earthquake and tsunami hazards by making multihazard interaction diagrams and applied to a soil–foundation–bridge model. Petrone et al. (2020) investigated the response of a reinforced concrete frame subjected to realistic ground motion and tsunami inundation time histories to find that there was a small impact of the preceding earthquake ground shaking on the tsunami fragility. These works were mainly aiming to quantify risk assessments of structures under multi-hazard situation. However, as Carey et al. (2019) suggested, the three-dimensional effects of debris impact and more accurate calculation of hydrodynamic forces, preferably considering fluid–structure interaction effects, should be taken into account to obtain more detailed information.

This study aims to develop effective analytical tools that can comprehensively be applied to buildings under multi-phase hazardous loads such as seismic motion, fluid force, and debris impact. Simulations by two kinds of analytical tools were conducted. First, a sequential simulation of a steel frame building under seismic excitation, tsunami force, and impact force induced by debris collision was conducted using the ASI (Adaptively Shifted Integration)-Gauss code (Lynn and Isebe, 2007), which simulates behaviors of structures by simple modeling. Then, the effects of each load on the behavior of the building were investigated. The steel frame building model was first excited under a seismic acceleration observed in Kesennuma-shi during the earthquake, and then drag and buoyant forces driven by a tsunami wave were applied. Finally, the collapse behavior of the building was investigated by implementing a sophisticated contact algorithm in the
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**FIGURE 1** Views of disaster sites. (A) Kesennuma-shi, ten days after event, © Jiji Press Ltd. (B) Onagawa-cho, 28 months after event, © author.
numerical code to express a collision between debris and a building.

The second simulation was done by using the stabilized finite element method (FEM) (Tezduyar, 1991) based on the volume of fluid (VOF) method (Aliabadi and Tezduyar, 2000; Tanaka et al., 2012), to estimate a drag coefficient of an actual tsunami evacuation building with openings. Foster et al. (2017) proposed a set of equations for predicting forces on rectangular buildings impinged by nominally unsteady tsunami inundation flows by conducting experiments using a tsunami generator. However, it is usually very costly to obtain precise drag coefficients or forces acting on surface of a building especially when openings exist. In this study, the practicability of an estimated wave force using the drag coefficient, which was simply estimated using the inundation heights and flow velocities of tsunamis, was confirmed by comparing with the wave force obtained from the fluid analysis. Finally, a sequential simulation with a debris collision phase at the end was conducted using the ASI-Gauss code to simulate the washout behavior of the building.

To concisely describe the study, this paper is organized as follows. In Numerical Frameworks, the outline of numerical frameworks used in this paper is described. In Behavior of a Steel Frame Building Under Multi-Phase Loads, the numerical model, conditions, and results of a sequential simulation conducted on a steel frame building are introduced. The relations of the impact conditions, such as velocity, inundation height, and floating state of debris, on the surface of the building to its maximum story drift angle are discussed. In Evaluation of the Wave Force and Debris Impact Analysis of a Tsunami Evacuation Building, the results obtained from a fluid analysis are presented, and the practicability of an estimated wave force is evaluated by comparing it with a simulated one. Finally, the behavior of an actual tsunami evacuation building under debris collisions is shown. Conclusions presents the conclusions drawn from the results.

**NUMERICAL FRAMEWORKS**

**ASI-Gauss Code**

The structural analyses in this paper were all conducted using the ASI-Gauss code utilizing linear Timoshenko beam elements (Lynn and Isobe, 2007), which can reduce memory use without losing its numerical accuracy. In this code, elasto-plastic behavior of an element is simulated appropriately, and a convergent solution is achieved with only two elements per member by shifting the numerical integration point adaptively to form a plastic hinge at exactly the point where a fully plastic section is formed.

Yielding of an element is determined by using the following equation:

\[
 f = \left( \frac{M_x}{M_{y0}} \right)^2 + \left( \frac{M_y}{M_{x0}} \right)^2 + \left( \frac{N}{N_0} \right)^2 - 1 \equiv f_y - 1 = 0
\]  

(1)

where \( M_x, M_y, \) and \( N \) are the bending moments around the x-axis, y-axis, and axial force, respectively, and \( f_y \) is the yield function. The variables with subscript 0 are the resultant forces that form a fully plastic section in an element when they act independently on the cross section.

When the plastic hinge is determined to be unloaded, the corresponding numerical integration point is shifted back to its normal position. Here, the normal position indicates the location where the numerical integration point is placed when the element acts elastically. Generally, the normal position of the numerical integration point in linear Timoshenko beam element is midpoint, which is optimal for one-point integration. On the other hand, the normal positions of the numerical integration points are placed, in the ASI-Gauss code, at appropriate locations for two-point integration by forming a member with two elements. In this way, the stress evaluation points coincide with the Gaussian integration points of the member. It is effective to reduce inaccuracy that comes from one-point integration, evaluating low-order displacement function of the beam element.

Considerations of member fracture, elemental contact and contact release are inevitable to simulate collapse behaviors of structures. However, a precise and detailed consideration of these phenomena may lead to excessive consumption of memory resources and CPU time. In the ASI-Gauss code, some algorithms simple enough to match the rough approximations of structural members by beam elements, are adopted.

Member fracture is expressed, in this code, by reducing the sectional forces of the element immediately after the occurrence of a fractured section on either end of the element. Member fracture can be determined using bending strains, shear strains and axial tensile strains that occur in the elements, as shown in the following equation:

\[
\begin{align*}
\frac{K_x}{K_{x0}} - 1 &\geq 0 \quad \text{or} \quad \frac{K_y}{K_{y0}} - 1 \geq 0 \quad \text{or} \quad \frac{Y_{x0}}{Y_{x0}} - 1 \geq 0 \quad \text{or} \\
\frac{Y_{y0}}{Y_{y0}} - 1 &\geq 0 \quad \text{or} \quad \left( \frac{\varepsilon_y}{\varepsilon_{y0}} \right) - 1 \geq 0
\end{align*}
\]  

(2)

where \( K_x, K_y, Y_{x0}, Y_{y0}, \varepsilon_x, \varepsilon_y, K_{x0}, K_{y0}, Y_{x0}, Y_{y0} \) and \( \varepsilon_{y0} \) are the bending strains around the x- and y-axes, the shear strains for the x- and y-axes, the axial tensile strain and the critical values for these strains, respectively. The critical strain values used in the analysis were obtained from experiments, performed to evaluate shear deformation behavior of high strength bolts connecting structural members (Hirahima et al., 2007). These critical values should be carefully selected and validated, if possible, because a difference in the critical values may affect the results in detail though there should be less influence in the general trends.

Contact between objects is determined in this code, first by evaluating the geometric relations of the four nodes of two beam elements in potential contact (Isobe, 2014). Once they are determined to be in contact, the elements are bound with a total of four gap elements between the nodes. The sectional forces are delivered through these gap elements to the connecting elements. To express contact release, the gap elements are automatically eliminated at the time when the mean value of the deformation of gap elements is reduced to a specified ratio.
As the extremely large rotations and strains are expected to occur in these kinds of dynamic collapse analyses, a time integration scheme based on the updated Lagrangian formulation (ULF) is used in this numerical code. The nodal displacement increment vector based upon the ULF, at step \( n \), is expressed as follows:

\[
\Delta u = [^{n}T] [^{n}\Delta T]\Delta u
\]  

where \( \Delta u \) is the initial nodal displacement increment vector. \( [^{n}T] \) and \( [^{n}\Delta T] \) in Eq. 3, are the transformation matrix from global coordinates to the initial elemental coordinates and the transformation matrix from the initial elemental coordinates to elemental coordinates at step \( n \), respectively. Here, \( [^{n}T] \) is calculated by successive iteration and is expressed as follows:

\[
[^{n}T] = [^{n-1}T] [^{n-2}T] \cdots [T^1T] [^2T] [^1T]
\]

where \( [^{n}T] \) is the transformation matrix from elemental coordinates at step \( n-1 \) to elemental coordinates at step \( n \). The matrix \( [^{n}T] \) is calculated as follows:

\[
[^{n}T] = \begin{bmatrix}
T^* & 0 & 0 & 0 \\
0 & T^* & 0 & 0 \\
0 & 0 & T^* & 0 \\
0 & 0 & 0 & T^*
\end{bmatrix}
\]

where

\[
[^{n}T^*] = [^{n}T^T] [^{n}\Delta T^T] [^{n}\Delta T^a] = \begin{bmatrix}
\cos (\alpha) & \sin (\alpha) & 0 \\
-\sin (\alpha) & \cos (\alpha) & 0 \\
0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos (\alpha) & -\sin (\alpha) \\
0 & \sin (\alpha) & \cos (\alpha)
\end{bmatrix}
\]

(6)

By defining the nodal displacement increments between step \( n-1 \) and \( n \) as \( \Delta u_{n-1} = \Delta u_{n-1} - \Delta u_{n-1} \), respectively, \( [^{n-1}T] \) can be calculated as follows:

\[
\cos (\alpha) = \sqrt{1 + (\Delta u_{n-1} - \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1})}/
\]

\[
\cos (\alpha) = \sqrt{1 + (\Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1})}/
\]

\[
\cos (\beta) = \sqrt{1 + (\Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1})}/
\]

\[
\cos (\gamma) = \sqrt{1 + (\Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1})}/
\]

\[
\cos (\alpha) = \sqrt{1 + (\Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1} \cdot \Delta u_{n-1})}/
\]

The transformation matrix \( [^{n+1}A] \) is expressed as

\[
[^{n+1}A] = \begin{bmatrix}
^{n+1}T_{11} & ^{n+1}T_{12} & 0 & ^{n+1}T_{13} & 0 & 0 \\
^{n+1}T_{21} & ^{n+1}T_{22} & 0 & ^{n+1}T_{23} & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

(11)

where \( ^{n+1}T_{i,j} \) is the \((i, j)\) term of the \((n+1)\)th matrix of Eq. 6.

The simplicities of the algorithms match the simplified approximations of structural members using beam elements, while their reliabilities were well guaranteed according to the verification and validation results (Isobe et al., 2013). These algorithms were implemented to the ASI-Gauss code, and applied to various collapse problems of structures (Isobe et al., 2012a; Isobe et al., 2012b; Javidan et al., 2018).

**Stabilized FEM Based on the VOF Method**

The fluid analyses in the latter part of this paper were all conducted using the stabilized FEM based on the VOF method (Tanaka et al., 2012).

To model a free surface, we consider two immiscible fluids, \( \alpha \) and \( \beta \), with densities \( \rho_\alpha \) and \( \rho_\beta \), and viscosities \( \mu_\alpha \) and \( \mu_\beta \). The interface function \( \phi \) serves as a marker identifying fluids \( \alpha \) and \( \beta \) with the definition \( \phi = \{1 \text{ for fluid } \alpha \text{ and } 0 \text{ for fluid } \beta \} \) (Aliabadi and Tezduyar, 2000). In this paper, the density and viscosity, \( \rho \) and \( \mu \), are defined as

\[
\rho = \rho_\alpha + (1 - \phi)\rho_\beta \quad \text{(12)}
\]

\[
\mu = \mu_\alpha + (1 - \phi)\mu_\beta \quad \text{(13)}
\]

The time dependent of interface function is governed by the following advection equation:

\[
\frac{\partial \phi}{\partial t} + \mathbf{u} \cdot \nabla \phi = 0 \quad \text{on } \Omega
\]

(14)

The velocity \( \mathbf{u} \) is obtained from the solution of Navier-Stokes equations:

\[
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} - \mathbf{f} \right) - \nabla \cdot \sigma(\mathbf{u}, p) = 0 \quad \text{on } \Omega
\]

(15)

\[
\nabla \cdot \mathbf{u} = 0 \quad \text{on } \Omega
\]

(16)

where \( \rho \) is the pressure and \( \mathbf{f} \) is external body force.

The stabilized finite element formulation of Eq. 14 can be written as follows:

\[
\frac{\psi}{\partial t} + \mathbf{u} \cdot \nabla \phi \int_\Omega \frac{\partial \phi}{\partial t} + \mathbf{u} \cdot \nabla \phi \int_\Omega \sum_{c=1}^{N_c} \tau_{lc} \psi \cdot \nabla \phi d\Omega = 0
\]

(17)

where \( \tau_{lc} \) is the stabilization parameter.

The stabilized finite element formulation (Tezduyar, 1991) of Eqs. 15, 16 can be written as follows:
where the Neumann boundary condition of momentum equation.

\[
\int_{\Omega} \int_{t_{0}}^{t_{1}} \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} - \mathbf{f} \right) d\Omega + \int_{\Omega} \left( \varepsilon(\mathbf{w}) \right) : \sigma(\mathbf{u}, p) d\Omega + \int_{\Omega} q \nabla \cdot \mathbf{u} d\Omega + \sum_{e=1}^{n_1} \int_{\Gamma_f} \mathbf{t}_{\epsilon} \cdot \mathbf{n} d\Gamma_f \\
+ \int_{\Omega} \left( \tau_{\epsilon} \mathbf{u} \cdot \nabla \mathbf{w} + \frac{1}{\rho} \tau_{p} \nabla q \right) \cdot \left[ \rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} - \mathbf{f} \right) \right] d\Omega + \sum_{e=1}^{n_1} \int_{\Gamma_t} \mathbf{t}_t \cdot \mathbf{n} d\Gamma_t = \int_{\Gamma} \mathbf{w} \cdot \mathbf{h} d\Gamma,
\]

where \( \tau_{\epsilon}, \tau_{p}, \) and \( \tau_{r} \) are the stabilization parameters, and \( \mathbf{h} \) represents the Neumann boundary condition of momentum equation.

For the temporal discretization, interface function \( \phi \), velocity \( \mathbf{u} \) and pressure \( p \) are discretized by using Crank-Nicolson method.

From the above discretization in space and time, a linear equation system can be obtained. GPBi-CG (Generalized product-type methods based on Bi-CG) method (Zhang, 1997) is used to solve the linear equations. In larger scale problems, this procedure takes long computational time and huge memory usage. In order to reduce them, the MPI and OpenMP hybrid parallelization is implemented.

**BEHAVIOR OF A STEEL FRAME BUILDING UNDER MULTI-PHASE LOADS**

**Numerical Models and Conditions**

In the first part of this paper, a six-story three-span steel frame building was modeled, as shown in **Figure 2**, and sequential structural analyses were conducted using the ASI-Gauss code to investigate the behavior of the building under multi-phase loads. The floor height and span length were 3.6 m and 6 m, respectively. This building was designed with a base shear coefficient of 0.3. A floor load of 400 kgf/m² was applied to every floor. Subsequently, a ship fabricated out of aluminum alloy was constructed as the debris model. The ship weighed 110 tons and was 27-m long, 6-m wide, and 8-m high. It was placed at front of the building in two different types of floating states as shown. The member lists of the building and debris are shown in **Tables 1, 2**, respectively. These members were modeled as perfect elasto-plastic bodies with bi-linear type stress-strain relationships. The critical strain values for fracture condition given in **Table 3**, were derived from the experiments conducted by (Hirashima et al., 2007).

The seismic record shown in **Figure 3A**, observed at Kesennuma-shi during the 2011 Great East Japan Earthquake, was applied to the base of the building as an input in the first phase of the simulation. It was applied for 150 s from the commencement of the seismic record.

Then, in the second phase of the simulation, buoyant and drag forces were applied, the former statically and the latter dynamically, at the nodes along the structural members indicated in **Figure 2**. The buoyant force applied to the debris balance with weight and is expressed as

\[
\int_{\Omega} \mathbf{w} \cdot \mathbf{f}_b d\Omega = \int_{\Omega} \mathbf{w} \cdot \mathbf{f}_d d\Omega + \int_{\Omega} \mathbf{w} \cdot \mathbf{f}_n d\Omega,
\]

where \( \mathbf{f}_b \), \( \mathbf{f}_d \), and \( \mathbf{f}_n \) are buoyant, drag, and normal forces, respectively. This building was designed with a base shear coefficient of 0.3. A floor load of 400 kgf/m² was applied to every floor. Subsequently, a ship fabricated out of aluminum alloy was constructed as the debris model. The ship weighed 110 tons and was 27-m long, 6-m wide, and 8-m high. It was placed at front of the building in two different types of floating states as shown. The member lists of the building and debris are shown in **Tables 1, 2**, respectively. These members were modeled as perfect elasto-plastic bodies with bi-linear type stress-strain relationships. The critical strain values for fracture condition given in **Table 3**, were derived from the experiments conducted by (Hirashima et al., 2007).

The seismic record shown in **Figure 3A**, observed at Kesennuma-shi during the 2011 Great East Japan Earthquake, was applied to the base of the building as an input in the first phase of the simulation. It was applied for 150 s from the commencement of the seismic record.

Then, in the second phase of the simulation, buoyant and drag forces were applied, the former statically and the latter dynamically, at the nodes along the structural members indicated in **Figure 2**. The buoyant force applied to the debris balance with weight and is expressed as

\[
\int_{\Omega} \mathbf{w} \cdot \mathbf{f}_b d\Omega = \int_{\Omega} \mathbf{w} \cdot \mathbf{f}_d d\Omega + \int_{\Omega} \mathbf{w} \cdot \mathbf{f}_n d\Omega,
\]

where \( \mathbf{f}_b \), \( \mathbf{f}_d \), and \( \mathbf{f}_n \) are buoyant, drag, and normal forces, respectively. This building was designed with a base shear coefficient of 0.3. A floor load of 400 kgf/m² was applied to every floor. Subsequently, a ship fabricated out of aluminum alloy was constructed as the debris model. The ship weighed 110 tons and was 27-m long, 6-m wide, and 8-m high. It was placed at front of the building in two different types of floating states as shown. The member lists of the building and debris are shown in **Tables 1, 2**, respectively. These members were modeled as perfect elasto-plastic bodies with bi-linear type stress-strain relationships. The critical strain values for fracture condition given in **Table 3**, were derived from the experiments conducted by (Hirashima et al., 2007).
\[ F_b = \rho_s g V, \]  
\[ (19) \]

where \( \rho_s, g, \) and \( V \) are the density of sea water mixed with debris, which is 1,200 kg/m\(^3\), the acceleration of gravity, and the volume of water displaced by an object, respectively. In the case of a building model with walls under the water line (WL), the total volume of the building under the WL was used as \( V \). In the case of a model without any walls under the WL, only the volume of the columns and beams under the WL was used. The drag force depends upon the relative velocity between the two objects and is calculated by

\[ F_d = \frac{1}{2} \rho_s A C_d U^2, \]  
\[ (20) \]

where \( A, C_d, U \) are the areas under the WL projected against a water flow, the drag coefficient, and the relative velocity between the two objects, respectively. A value of 1.2 was set for \( C_d \) in this analysis; this value is typically used when the drag force is applied to a rectangular object. The drag force was calculated under a flow velocity of 10 m/s, which was kept constant throughout the analysis. The entire area below the WL was used as \( A \) for the model with walls under the WL, and the projected area of columns and beams below the WL was used as \( A \) for the model without walls under the WL. For example, the total drag force acting on the front surface of the model with walls was calculated to be 7.8 MN, whereas the force on the model without walls was 0.7 MN when the flow velocity and inundation height were set to 10 m/s and 6 m, respectively.

In the final phase of the simulation, the debris model was collided with the building model by applying the same velocity as the tsunami flow. Initially, the relative velocity between the tsunami flow and the debris was 0 m/s, and thus, the value of the drag force applied to the debris was 0 MN. On impact, the value increased to 3.3 MN in case of the sideway type collision (Figure 2A), if the motion of the debris was completely stopped. The time increment of the dynamic analysis was 1 ms, which was numerically solved by Newmark’s \( \beta \) method considering numerical damping \( (\beta = 4/9, \delta = 5/6) \) (Press et al., 1992).

**Numerical Results**

Figure 3B shows the damage to the building under the Kesennuma wave at the moment when the yield function values of Eq. 1 reached their maximum values. They reached their maximum in some beams and columns at the first peak of the seismic motion around 50 s; however, the seismic excitation seems to have caused no significant damage to the building.

Figure 4A shows the damage of the model with walls under the WL, under the tsunami flow and sideway type debris collision, simulated in the following phases. An extremely large drag force was applied to the walls by the tsunami flow, nearly causing critical damage to the entire building. The building withstood the tsunami flow; however, it was finally washed away by a critical blow provided by the debris collision. After the impact, the debris became integrated and moved with the building until it reached the same velocity as the tsunami flow itself. Eventually, the drag forces of the building and debris decreased to 0 MN (Figure 4B) as the relative velocity between them decreased (Figure 4C).

Figure 5A shows the damage of the model without walls under the WL, under the tsunami flow and the same type debris collision. Because there were no walls under the WL, the
building endured the fluid force during the second phase. As shown in Figure 5B, the drag force applied to the building became smaller than half that applied to the debris after the collision. Concurrently, the drag force applied to the debris became larger than the value in Figure 4B because the relative velocity remained large as the building maintained its stance after the collision and did not wash away. Although the debris was torn apart after the impact, some parts of the debris and the building remained intact, and their velocities both became 0 m/s in the tsunami flow (Figure 5C).

Next, impact analyses under the head-on collision shown in Figure 2B were conducted and the results were compared between the two types of collisions. In the head-on collision cases, the drag force acting on the debris is reduced because the projected area is smaller, whereas the impact force applied to the building may intensify. Figure 6 shows the deformation of the
building at different inundation heights and types of collision for the model with and without walls under the WL. The broken line in the figure shows the story drift angle of severely damaged steel frame Rahmen structures, 1/40, as determined by the Tokyo Association of Architectural Firms, Japan (TAAF, 2019). As shown in Figure 6A, every maximum story drift angle of the building in head-on collision cases is larger than that in the sideways collision cases when the inundation height is lower (d = 3 m and d = 4 m). The same tendency can be observed in Figure 6B for the model without walls under the WL, but smaller in values in most cases compared to those in Figure 6A. Figure 7 shows the distribution of yielded columns, which were evaluated using Eq. 1, and a description of relations between the debris state and the local damage. As depicted in Figure 7A, the columns at the lower levels are severely damaged by the concentrated impact force on the lower levels of the building, which leads to an increase in the maximum story drift angle. In contrast, there are some cases with higher inundation heights (d = 5 m and d = 6 m in Figure 6), in which the building is more severely damaged if the debris hits sideways and at higher velocities. As depicted in Figure 7B, this is caused by a large drag force acting on the debris facing sideways, distributing a large lateral force to the intact building in a high-speed tsunami flow. In summary, the damage to the building intensifies if a head-on collision occurs under a tsunami flow with a lower inundation height, and the damage to the building becomes larger if sideways collisions occur under a tsunami flow with a higher inundation height and higher velocity.

EVALUATION OF THE WAVE FORCE AND DEBRIS IMPACT ANALYSIS OF A TSUNAMI EVACUATION BUILDING

In the second part of this paper, the outcomes of a one-way coupling analysis of a tsunami evacuation building, which was designed for actual use, are discussed. Three-dimensional free surface flow analysis was carried out using the stabilized FEM (Tanaka et al., 2012) based on the VOF method to obtain the time history of wave force applied to the building. By using this result, the drag coefficient of the building that appear in the empirical Eq. 20 would be estimated. The numerical code has been fully verified and validated by solving various types of benchmark problems and by comparing the results with an experiment of
FIGURE 7 | Difference between the types of collisions and the cause of damage in lower levels (model with walls under WL). (A) Head-on collision, $d = 4 \text{ m}$. (B) Sideway collision, $d = 5 \text{ m}$.

FIGURE 8 | Dimensions of the numerical model and boundary conditions for fluid analysis. (A) Top view. (B) Side view. (C) Bird’s-eye view. (D) Building model with openings ($\gamma = 0.52$). (E) Boundary conditions.
concrete material under an impulsive tsunami loading conducted in a large-scale testing flume at the Port and Airport Research Institute, Japan (Arikawa, 2009).

**Computation of the Wave Force Using the Stabilized FEM**

A 240-m long, 180-m wide, and 80-m high numerical model, as shown in Figure 8, was constructed for the fluid analysis. The building model located at the center is a 40.15-m high and 32.00-m wide 10-story building with openings. The reduction coefficient of this building can be calculated as 0.52 when the inundation height is 8.0 m. Here, γ is defined as the ratio of the projected area of the walls to the entire area under the WL (MLIT, 2011). This building is shown as a design example in the practical guide published by NILIM (2012). The model was subdivided with tetrahedron elements that did not allow deformations, and the distances between nodes were set close to 0.5 m under the WL and around the building. The total numbers of nodes and elements were approximately 3.7 million and 21 million, respectively.

The boundary condition of the fluid analysis is shown in Figure 8E. An inflow boundary was set at the lower left corner, where seawater flowed into the area. An outflow boundary was set at the upper right corner, where air flowed out freely without traction. Furthermore, a slip condition was assumed for other areas between the fluid and the wall surface. A case with an upstream depth of 8.0 m and flow velocity of 12 m/s was simulated. Here, the upstream depth is defined as the inundation height at a location distant from the building. The densities of seawater and air were 1,027 kg/m³ and 1.293 kg/m³, and the viscosity coefficients of seawater and air were $1.0 \times 10^{-3}$ Pa·s and $1.8 \times 10^{-5}$ Pa·s, respectively. The time increment was 0.01 s, and a total duration of 30 s was simulated. The computational time was approximately 24 h when using 96 parallel processors (8 nodes × 12 processors) of PC cluster parallel computers (3.33-GHz CPU, 48-GB RAM).
Figure 9 shows the overall view and pressure distribution calculated at the front surface of the building. The tsunami wave flows in and propagates until it collides with the front surface of the building. The wave heights of the free surface are amplified by short, reflected waves, and appear to be well simulated. In addition, seawater flowing in and out of the openings can be observed. A wide area of the building under the WL is pressurized; however, the pressure does not become much higher as it was expected, because seawater flows into the building through the openings.

**Evaluation of the Estimated Wave Force**

Next, an estimated wave force, which can be simply calculated from the inundation heights and flow velocities, is compared with the simulated wave force obtained from the fluid analysis. Here, the sum of the hydrostatic load \( F_s \) and drag force \( F_d \) is defined as the estimated wave force by assuming that only a stationary force dependent on the inundation height and fluid velocity acts on a building. The former and latter forces are distributed in triangular and rectangular shapes, respectively, on the surface of the building, as shown in Figure 10. These forces are expressed by the following equations using the above-mentioned reduction coefficient \( \gamma \) (MLIT, 2011) to consider the reduction in the wave force owing to openings:

\[
F_s = \gamma \rho g B \int_{z_1}^{z_2} (h - z)dz, \quad (21)
\]

\[
F_d = \frac{1}{2} \gamma \rho A C_d U^2, \quad (22)
\]

where \( B \) is the width of the pressurized surface, \( z_1 \) and \( z_2 \) are the minimum and maximum heights of the pressurized surface, respectively, and \( h \) is the inundation height.

The estimated wave force calculated using Eqs 21, 22 was compared with the simulated wave force obtained from the fluid analysis described in *Computation of the Wave Force Using the Stabilized FEM*. Here, the drag coefficient \( C_d \) was calibrated by a numerical simulation with a rectangular-shaped building model with openings and was set to 1.5 (Tanaka and Isobe, 2018). Figure 11 shows a comparison between the estimated and simulated forces in the case of \( \gamma = 0.52 \). The time history of
the former was obtained by applying a hydrostatic load in one step and by incrementally applying a drag force for 1 s till it reached to a specific value calculated using Eqs 21, 22. As shown in the figure, the estimated wave force roughly approximates the stationary component and is in compliance with the simulated wave force.

The computational cost of three-dimensional fluid analysis will become high, especially if we consider various wave conditions. Once we simulate a three-dimensional fluid analysis and estimate the drag coefficient of the building that has arbitrary shapes, significant reduction of computational cost to estimate the wave force in various conditions should be achieved.

Numerical Models for the Debris Impact Analysis

A sequential simulation using the estimated wave force, with a debris collision phase at the end, was conducted using the ASI-Gauss code (Lynn and Isobe, 2007) to simulate the washout behavior of a building. The numerical models used for the analysis are shown in Figure 12. The columns, beams, floors, foundation beams, and piles of the building were all modeled with linear Timoshenko beam elements. As described earlier, the building was a 40.15-m high, 32.00-m wide, 10-story steel-framed building, designed under a base shear coefficient of 0.16. The floor heights were 3.95 m, excluding the 1st floor with a height of 4.60 m. The damping ratio was set to 2%. The cross-section sizes of columns and beams used in the building are shown in Tables 4, 5, respectively. The specifications of the structural members were as follows: columns (square steel pipes, BCP325), girders (H-type steel beams, SN490B), and binders (H-type steel beams, SN490B). Basically, these members were modeled as perfect elastoplastic bodies with bi-linear type stress-strain relationships. The material parameters of SN490B were as follows: Young’s modulus 205 GPa, Poisson’s ratio 0.3, yield stress 325 MPa,
TABLE 5 | Cross section sizes of beams used in the building.

|       | GX1                  | GX2                  | GX3                  |
|-------|----------------------|----------------------|----------------------|
| RF    | H-850×350×16×25      | H-650×250×12×19      | H-650×250×12×19      |
| 10F   |                      |                      |                      |
| 9F    |                      |                      |                      |
| 8F    |                      |                      |                      |
| 7F    | H-850×350×16×25      | H-650×250×12×19      | H-650×250×12×22      |
| 6F    | H-850×400×16×28      | H-650×300×16×28      | H-650×300×16×28      |
| 5F    |                      |                      |                      |
| 4F    |                      |                      |                      |
| 3F    |                      |                      |                      |
| 2F    | H-850×400×16×28      | H-650×300×16×28      | H-650×300×16×28      |
|       | GY1                  | GY2                  | GY3                  |
| RF    | H-650×250×12×22      | H-650×250×12×22      | H-650×250×12×22      |
| 10F   |                      |                      |                      |
| 9F    | H-650×250×12×22      | H-650×250×12×22      | H-650×250×12×22      |
| 8F    | H-650×250×12×25      | H-650×300×12×25      | H-650×300×12×22      |
| 7F    | H-650×250×12×28      | H-650×300×16×28      | H-650×300×16×25      |
| 6F    | H-650×300×16×28      | H-650×300×16×28      | H-650×300×16×28      |
| 5F    |                      |                      |                      |
| 4F    |                      |                      |                      |
| 3F    |                      |                      |                      |
| 2F    | H-650×300×16×28      | H-650×350×12×28      | H-650×300×16×28      |
|       | Material             | SN490B               |

Unit: mm

FIGURE 13 | Input ground acceleration (K-NET Sendai wave). (A) Seismic record, (B) Acceleration response spectrum.
and density $7.85 \times 10^{-6}$ kg/mm$^3$. The concrete piles were 30 m in length with a 2-m-wide circular section, each with a weight of 1.32 MN; however, they were approximated by replacing them with 3-m-long piles with square sections of the same area, having the same strength. The floors, piles, and foundation beams were all modeled with elastic elements. The floor loads were 540 kgf/m$^2$ on the 1st to 10th floors and 670 kgf/m$^2$ on the roof. Nonstructural components were not modeled; however, the weights were added to the elements constituting the beams and floors by incorporating into their densities. The total weight of the building, which was 58.90 MN, showed the same value as in (NILIM, 2012). The natural periods, which were 1.36 s in the X-direction and 1.37 s in the Y-direction, and the ultimate horizontal resistant forces of the model also demonstrated compliance with the values in the reference. The total numbers of elements and nodes were 3,720 and 2,350, respectively.

As also shown in Figure 12, a 6.0-m long, 2.5-m wide, and 2.5-m high container box made of SS400 steel weighing 24.0 t was constructed as the debris model. Six of these container boxes, with drafts of 1.25 m, were connected side by side and placed 30.0 m away from the front surface of the building.

### Load Conditions

A three-dimensional K-NET Sendai wave observed during the 2011 Great East Japan Earthquake, as shown in Figure 13A, was used as the input ground acceleration. As can be seen in the acceleration response spectrum (Figure 13B), the predominant periods of the K-NET Sendai wave were 0.65 s in the east-west (E-W) and north-south (N-S) directions, and 0.15 s in the up-down (U-D) direction. A part of the seismic record, including two peaks, from $t = 0$ s to $t = 150$ s was applied in the analysis.

Then, the forces induced by the tsunami wave were applied to the building model. Among these forces, the buoyant force $F_b$ acting vertically upward on the building under the WL was calculated using Eq. 19. The estimated wave force evaluated in the previous section, calculated under a flow velocity of 12 m/s, was used as the horizontal force applied to the building with openings ($\gamma = 0.52$). This force was applied to the nodes along the structural members on the front surface of the model under the WL. Both the hydrostatic load and buoyant force were applied statically in one step, and the drag force was applied dynamically for 1 s in the following steps till it reached to a specific value calculated using Eqs 21, 22.
In the final phase of the sequential simulation, only a drag force was applied to the boxes, and they were moved toward the building with the same velocity as the tsunami flow to simulate the impact phenomena.

**Numerical Results**

The behavior of the building under the K-NET Sendai wave is shown in Figure 14A. The elements are classified by colors according to the yield function values $f_y$ as in the previous section. As shown, the building deforms considerably, and comparatively large sectional forces appear at the first peak ($t = 46.0$ s) and at the second peak ($t = 90.5$ s) of the input wave. Figure 14B shows the residual and maximum interstory drift angles. The maximum interstory drift angle was observed at the seventh floor and reached nearly $\frac{1}{50}$ rad. The angles were only $\frac{1}{100}$ rad or greater at other floors. However, the residual interstory drift angle presented a maximum value of only $\frac{1}{400}$ rad on the third floor; hence, the building could be evaluated as almost undamaged from this standpoint.

The application of the estimated wave force, calculated under the selected conditions, did not cause severe damage to the building. However, collisions with the container boxes that followed the application of the tsunami wave force caused obvious damage to the building. Figure 15 shows the behavior of the building during the debris collision. Material failures of columns and beams can be observed as the container boxes make their contact near the beam-column joint sections of the second and third floors. A shock wave runs rapidly through the building from the impact point. As the debris collides and its velocity is reduced at the front of the building, the relative velocity between the tsunami flow and debris increases. Inevitably, the debris and building are subjected to a considerably larger drag force. Member fractures first occur at the front columns of the first floor, and the destruction propagates progressively to the inside. Finally, the building collapses and is washed away.

**CONCLUSIONS**

This study aimed to develop effective analytical tools that can comprehensively be applied to buildings under multi-phase hazardous loads such as seismic motion, fluid force, and debris impact. Simulations by two kinds of analytical tools were conducted. First, a sequential simulation of a steel frame building under seismic excitation, tsunami force, and impact force induced by debris collision was conducted using the ASI-Gauss code, which simulates behaviors of structures by simple modeling. The second simulation was conducted by using the stabilized FEM based on the VOF method, to estimate a drag coefficient of an actual tsunami evacuation building with openings. A debris collision phase at the final phase was conducted using the ASI-Gauss code to simulate the washout behavior of the building. The key findings of this study are summarized as follows:

1. A structural analysis of a common, six-story three-span steel frame building subjected to the seismic record, observed at Kesennuma-shi during the 2011 Great East Japan Earthquake, showed no significant damage to the building.
2. It became evident that the damage to the building intensifies if a head-on collision occurs under a tsunami flow with a lower inundation height, and the damage to the building becomes larger if sideways collisions occur under a tsunami flow with a higher inundation height and higher velocity.

3. The stabilized FEM based on the VOF method had well simulated the overall tsunami flow including the pressure distribution at the front surface of the building. Phenomena such as flowing in and out of the openings, and amplification of short, reflected waves were well simulated. It was confirmed that the pressure under the WL did not become much higher as it was expected, because seawater flowed into the building through the openings. Also, the drag coefficient of the building with arbitrary shape that appears in the empirical equation of wave force was well estimated.

4. The estimated wave force calculated using inundation heights and flow velocities matched well with the simulated wave force obtained from the fluid analysis. However, the former does not replicate the impulsive components in wave forces, and the disadvantages of using a simple estimated value should be noted.

5. As shown in both simulations, the ASI-Gauss code has practically simulated the impact phenomena of debris and damage to buildings. However, the flow channel geometry may change according to the current directions near the openings. A more precise flow path for tsunami debris near the buildings should be considered in future investigations.

It is well worth noting that the three-dimensional effects of debris impact and more accurate calculation of hydrodynamic forces, preferably considering fluid–structure interaction effects, should be taken into account to obtain more detailed information. Then, risk assessments of structures under multi-hazard situation could be quantified more accurately. In this respect, a more advanced coupling analysis for fluid–structure interaction is urgently needed.
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