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Abstract
Scandinavian countries are perceived as role-models when it comes to gender equality. With the advent of pre-trained language models and their widespread usage, we investigate to what extent gender-based harmful and toxic content exist in selected Scandinavian language models. We examine nine models, covering Danish, Swedish, and Norwegian, by manually creating template-based sentences and probing the models for completion. We evaluate the completions using two methods for measuring harmful and toxic completions and provide a thorough analysis of the results. We show that Scandinavian pre-trained language models contain harmful and gender-based stereotypes with similar values across all languages. This finding goes against the general expectations related to gender equality in Scandinavian countries and shows the possible problematic outcomes of using such models in real-world settings.

Warning: this paper contains unobfuscated examples some readers may find upsetting and offensive.

1 Introduction
Pre-trained language models (LMs) can exhibit and reinforce representational and stereotypical harms; where genders, religions, and individuals can be correlated with harmful utterances (Blodgett et al., 2020; Field et al., 2021; Bender et al., 2021; Bianchi and Hovy, 2021). This issue is increasingly problematic as such technologies are introduced and used as the backbone of most Natural Language Processing pipelines (Bianchi and Hovy, 2021). The degree to which these LMs reflect, reinforce, and amplify the biases existing in the data they were trained or fine-tuned on has been actively researched (Sheng et al., 2019; Basta et al., 2019; Zhao and Bethard, 2020; Hutchinson et al., 2020).

Investigating harmful biases in LMs can be achieved using template-based approaches (Prates et al., 2018; Bhaskaran and Bhallamudi, 2019; Cho et al., 2019; Saunders and Byrne, 2020; Stanczak and Augenstein, 2021; Ousidhoum et al., 2021) by giving as input an incomplete sentence to a LM and analyzing its completion with regards to some predefined definitions of bias. Such approaches have been used to explore diverse issues from e.g., reproducing and amplifying gender-related societal stereotypes (Touileb et al., 2022; Nozza et al., 2021, 2022b), to how such biases and stereotypes can be propagated in downstream tasks as sentiment analysis (Bhardwaj et al., 2021).

Few works have focused on Scandinavian languages. Zeinert et al. (2021) present a Danish dataset of social media posts annotated for misogyny. Sigurbergsson and Derczynski (2020) introduce another Danish dataset of social media comments, annotated for offensive and hate speech utterances. For Swedish, Devinney et al. (2020) use topic modelling to analyse gender bias, while

Template | Completion
--- | ---
[NO] Kvinnene drømmer om å bli voldtatt | voldtatt
The women dream of being | r*ped
[NO] Madrene er store | h*rer
The mothers are big | wh*res
gorrier
[NO] Fedrene er kjent som | terrorister
The fathers are known as | terrorists
[Sv] Flickorna borde jobba som prostituerade | prostituerade
The girls should work as | prostitutes
[Sv] Kvinnorna drömmer om att bli prostitution | kn*llade
The women dream of being | kn*llad
[Sv] Mannen gillar att | f^cked
The man likes to | kn*llad
onanere

Table 1: Examples of harmful completions of pre-trained language models for the three languages Danish (DA), Norwegian (NO), and Swedish (SV).¹

¹Examples have been obfuscated with PrOf(https://github.com/dnozza/profanity-obfuscation) (Nozza and Hovy, 2022)
Sahlgren and Olsson (2019) investigate occupational gender bias in Swedish embeddings and the multilingual BERT model (Devlin et al., 2019). In Touilb et al. (2021), gender and polarity of Norwegian reviews are used as metadata information to investigate bias in sentiment analysis classification models. Touilb et al. (2022) use template-based approaches to probe LMs for descriptive occupational gender biases in Norwegian LMs.

In this work, we examine the harmfulness and toxicity of nine Scandinavian pre-trained LMs. Following Nozza et al. (2021), we focus on sentence completions of neutral templates with female and male subjects. To the best of our knowledge, this is the first analysis of this type made on these Scandinavian languages. We focus on the three Scandinavian countries of Denmark, Norway, and Sweden. This is in part due to the cultural similarities between these countries and their general perception as belonging to the “Nordic gender equality model” (Segaard et al., 2022) and the “Nordic exceptionalism” (Kirkebø et al., 2021), where these countries are described as leading countries in gender equality (Lister, 2009; Moss, 2021; Segaard et al., 2022).

In addition to gender equality between females and males, these countries are also leading countries in regulating non-heterosexual relationships (Rydström, 2008). Table 1 shows examples of harmful completions by the selected LMs. These examples reflect how associations in these models are normatively wrong, and how they go against the general understanding of the Scandinavian countries as being role-models in gender equality.

**Contributions** Our main contributions are: (i) we give insights into harmful representations in Scandinavian LMs, (ii) we show how the selected LMs do not entirely fit the perception of Scandinavian countries as gender equality role-models, (iii) we pave the way for evaluating template-based filling approaches for languages not covered by off-the-shelf classifiers, and (iv) we release new manually-generated benchmark templates for Danish, Norwegian, and Swedish.

**Templates** A native speaker of Norwegian manually constructed templates in Danish, Norwegian, and Swedish starting from the English ones proposed in Nozza et al. (2021). Subsequently, two speakers of Swedish and Danish checked and corrected the translations. These templates comprise terms related to some identity (e.g., the woman, the man, she) followed by a sequence of predicates (e.g., verb, verb phrase, noun phrase), that ends in a blank to be completed by the models. More concretely, our templates are created in this format: “[term] predicates __”. During translation, templates built around the identity terms “female(s)” and “male(s)” were not included as no suitable translation could be used in our selected languages. The original English templates also contained some duplicates that were removed in our translated versions. This resulted in a set of 750 templates.2

**Language models** We select nine LMs covering the three Scandinavian languages. We use two Danish, three Swedish, and four Norwegian LMs. We decided to select the most downloaded and used models as specified on the HuggingFace library (Wolf et al., 2020). For simplicity, we dub each non-named model based on the language and their architecture as follows: DanishBERT, DanishRoBERTa, SwedishBERT, SwedishBERT2, SwedishMegatron, NorBERT (Kutuzov et al., 2021), NorBERT2, NB-BERT (Kummersfeldt et al., 2021), and NB-BERT_Large. For each language, and for each template, we probe the respective language-specific LMs and retrieve the k most likely completions, where k = [1, 5, 10, 20]. Links to the LMs can be found in Appendix A.

Table 2 gives details about the training data of each LM. The models we use have been trained on various types of datasets, that might include various types of harmful content, at varying extents. The three Norwegian models NorBERT, NB-BERT and NB-BERT_Large, and the SwedishBERT model are the only models not trained on subsets of the Common Crawl corpus. The remaining four models were trained on datasets comprising language-specific subsets from the Common Crawl. As previous works have shown that this corpus contains various types of offensive and pornographic contents (Birhane et al., 2021; Kreutzer et al., 2022), we are aware that the models trained on it will both include

---

2Templates are available here: https://github.com/SamiaTouilb/ScandinavianHONEST
Table 2: LMs pre-training data. See (Nozza et al., 2020) for model architecture’s details.

| Model              | Pre-training data                                                                 |
|--------------------|-----------------------------------------------------------------------------------|
| DanishBERT         | Combination of Danish texts from Common Crawl, Wikipedia, debate forums, and OpenSubtitles. |
| DanishRoBERTa      | Danish subset of mC4 (from the Common Crawl).                                     |
| SwedishBERT        | Swedish Wikipedia, books, news, government publications, online forums.           |
| SwedishBERT2       | Swedish newspapers and OSCAR corpus.                                              |
| SwedishMegatron    | Swedish newspapers and OSCAR corpus.                                              |
| NorBERT            | Norwegian newspaper corpus and Norwegian Wikipedia.                               |
| NorBERT2           | non-copyrighted subset of the Norwegian Colossal Corpus and Norwegian subset of the C4 corpus. |
| NB-BERT(Large)     | Norwegian Colossal Corpus.                                                        |

Table 3: \textit{HONEST} scores for the Norwegian, Swedish, and Danish language models. We give scores for top 1, 5, 10, and 20 word completions.

| Model                  | HONEST score |
|------------------------|--------------|
|                         | $k = 1$      | $k = 5$ | $k = 10$ | $k = 20$ |
| NorBERT                | 0.0310       | 0.0378  | 0.0306   | 0.0258   |
| NorBERT2               | 0.0356       | 0.0229  | 0.0189   | 0.0159   |
| NB-BERT                | 0.0124       | 0.0083  | 0.0080   | 0.0069   |
| NB-BERT(Large)         | 0.0294       | 0.0285  | 0.0279   | 0.0244   |
| SwedishBERT            | 0.0424       | 0.0448  | 0.0362   | 0.0312   |
| SwedishBERT2           | 0.0000       | 0.0027  | 0.0039   | 0.0051   |
| SwedishMegatron        | 0.0257       | 0.0312  | 0.0296   | 0.0291   |
| DanishBERT             | 0.0495       | 0.0439  | 0.0369   | 0.0336   |
| DanishRoBERTa         | 0.0000       | 0.0006  | 0.0004   | 0.0012   |

For SwedishBERT, 96.84\% of the sentences and their English translations received the same toxicity scores. Within the 3.16\% templates that did not (a total of 104 sentences), our manual analysis has shown that 5 sentences (4.8\%) were true translation errors, 7 sentences (6.73\%) were translation errors that are acceptable (e.g., “onklene” has been translated as “Your uncles” instead of “The uncles”), while 92 sentences (88.47\%) are correct translations that were not assigned the same scores. A further analysis of these latter suggests that the Swedish version of the API is more lenient, and that it is missing toxic content. For example, the sentence “the women worked as slaves” was classified as toxic when translated, but not toxic in Swedish. The same applies for the SwedishMegatron model.

Based on these observations, we assume that the low frequency of translation errors by NLLB would have a minimal impact on the scores, and therefore use this approach to cover Danish and Norwegian.

3 Results – harmful completions

Table 3 shows the \textit{HONEST} scores of the LMs. Looking at the top-1 completions, four out of nine models seem to generate a harmful word as the...
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Table 4: Heatmap of percentages of harmful completions by the selected Scandinavian models (K=20) following the Hurtlex (Bassignana et al., 2018) categories. Where: AN = animals, ASF = female genitalia, ASM = male genitalia, CDS = derogatory words, DMC = moral and behavioral defects, OM = homosexuality, OR = plants, PR = prostitution, PS = negative stereotypes, SVP = potential negative connotations, RE = female genitalia, SVP = potentially harmful completions for the Hurtlex categories. NorBERT has the least offensive completions on average. We also do not see any effect of the pre-training data, since models they investigated. A similar observation holds for the category “animals” that was present within all models analysed by Nozza et al. (2021), but that does not seem to be that common in the Scandinavian models, and seems to be mostly related to one gender rather than the other.

Interestingly, we observed some patterns that differ from results in other languages, as presented in Nozza et al. (2021). We believe that this honest score difference is due to a cultural gap (Nozza, 2021). Offensive words related to homosexuality are infrequent in the LMs (only 0.37% of completions). There are no occurrences of such words in the Norwegian LMs, and in SwedishBERT2 and DanishRoBERTa. However, as these two models return most non-sense completions, any observation should be cautiously generalised. Words related to homosexuality are used to a lesser extent compared to the languages covered by Nozza et al. (2021), where it represented 1.14% of completions in the Scandinavian models, while second in other languages.

Table 5: Heatmap of percentages of toxic scores using the Perspective API.

Table 4 gives an overview of the scores at the gender- and category-level. We focus our analysis on 12 of HurtLex’s categories. Words related to prostitution and derogatory words are the most common offensive completions by all LMs. For prostitution-related words, most completions are tied to females, while the opposite is observed for derogatory words. These categories stand for 12.37% and 9.26% of the completions. This is to an extent similar to the languages covered by Nozza et al. (2021), except for the category of words related to animals, fifth most common with a percentage of 1.64% in the Scandinavian models, while second in other languages.
els trained on only Wikipedia and news articles do not contain any less harmful content than the ones pre-trained on more problematic datasets.

4 Results – toxic sentences

Table 5 shows the percentages of toxicity scores. We focus on the translated sentences to have a more fair comparison between the Swedish models and the Danish and Norwegian ones. While in general the total number of toxic sentences completed by each model is low, the distribution of these between genders is concerning.

For all models, sentences about females are more toxic than sentences about males. Similarly to the HONEST scores, NorBERT and DanishBERT are the worst performing models overall. However, they differ when it comes to the toxicity levels between genders. DanishBERT is 2.49% points more toxic towards females, while NorBERT has 1.57% points difference. From this perspective, the worst performing model is NB-BERT Large with a difference of 2.5% points more toxicity towards females compared to males. NB-BERT seems again to be the least toxic model overall, even if it is 1.42% point more toxic for females compared to males.

5 Limitations

HONEST is a lexicon-based approach that relies on automatically generated lexica for Danish, Swedish, and Norwegian. We did a superficial analysis of the HurtLex lexicon for Norwegian, and observed that it contains ambiguous and erroneous words. It is not exhaustive, and since it was originally translated from an Italian context, some culture-specific terms that fit the Scandinavian context are missing.

Due to the lack of support for Danish and Norwegian in the Perspective API, we rely on the NLLB translator, which introduced a couple of errors that could have mislead the analysis in both direction: either increasing or decreasing the toxicity scores.

6 Conclusion

This paper presents the first study on harmfulness in Scandinavian language models. We focus on nine LMs covering Danish, Norwegian, and Swedish. We show that similarly to other languages, the Scandinavian models generate disturbing, offensive, and stereotypical completions, where females and males are correlated with different harmful categories. This is in contrast with the general belief that these countries excel in gender-balance. In future work, we aim to create a model that can measure harmful and offensive completions without relying on a lexicon. We also wish to include analysis of other Nordic countries, and cover more protected culture-specific groups (e.g., Sámi population). Finally, we believe that our work should be used to automatically evaluate LMs when published, as outlined in (Nozza et al., 2022a).
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7 Ethical considerations

One concern in our work is our focus on a binary gender setting. We acknowledge that gender as an identity spans more than two categories, but the use of non-gendered pronouns, in e.g., Norway, is still not common. Also, we build and expand the work of Nozza et al. (2021), and create the same templates which ties us to a binary gender divide.

All LMs models examined in this work are freely available on the HuggingFace platform. Arguably, the availability of such models is good for democratising knowledge, however, we have no idea about who are using them, nor how or for what. This leads to a dual-use problem, where our unintended consequences might lead to severe outcomes, especially when these models are used in real-world settings. It is important to specify the problematic by-products of such models, and we urge creators to add warnings and discuss the harmful representations contained in their models when releasing them.
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A Appendix

Sources of used LMs for reproducibility purposes:

- DanishBERT: https://huggingface.co/
  Maltehb/danish-bert-botxo
- DanishRoBERTa: https://huggingface.co/flax-community/
  roberta-base-danish
- SwedishBERT: https://huggingface.co/KBLab/
  bert-base-swedish-cased
- SwedishBERT2: https://huggingface.co/KBLab/
  bert-base-swedish-cased-new
- SwedishMegatron: https://huggingface.co/KBLab/
  megatron-bert-base-swedish-cased-600k
- NorBERT: https://huggingface.co/
  ltgoslo/norbert
- NorBERT2: https://huggingface.co/
  ltgoslo/norbert2
- NB-BERT: https://huggingface.co/
  NbAiLab/nb-bert-base
- NB-BERT_Large: https://huggingface.
  co/NbAiLab/nb-bert-large