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ABSTRACT. For a finite group acting on a polynomial ring, the Chevalley-Shephard-Todd Theorem proves that the fixed subring is isomorphic to a polynomial ring if and only if the group is generated by pseudo-reflections. In recent years, progress was made in work of Kirkman, Kuzmanovich, Zhang, and others to extend this result to regular algebras by expanding pseudo-reflections to quasi-reflections. Naturally, the question arises if the theory generalizes further to non-connected noncommutative algebras. Our objects of study will be preprojective algebras which are certain factor algebras of path algebras corresponding to extended Dynkin diagrams of type A, D or E. This work answers the question what conditions need to be satisfied by the fixed ring in order to make a rich theory possible. On our way, we will point out additional difficulties in establishing quasi-reflections using the trace and reveal situations which do not occur for regular algebras.

1. Introduction

In 1954 G. C. Shephard and J. A. Todd proved one of the most powerful theorems in commutative invariant theory. Shortly after, C. Chevalley provided a uniform proof in 1955. Now known as the Chevalley-Shephard-Todd Theorem, it says that for a finite group $G$ acting faithfully on $k[x_1, \ldots, x_n]$ its fixed ring $k[x_1, \ldots, x_n]^G$ is isomorphic to $k[x_1, \ldots, x_n]$ if and only if $G$ is generated by pseudo-reflections. An element of $G$ is a pseudo-reflection if its restriction to the degree 1 piece of $k[x_1, \ldots, x_n]$ fixes a hyperplane. In 1987 M. Artin and W. Schelter introduced a new class of noncommutative graded algebras which can be understood as noncommutative generalizations of polynomial rings: an Artin-Schelter regular algebra is defined to be a finitely generated connected $\mathbb{N}$-graded ring $S = k \oplus \bigoplus_{j>0} S_j$ satisfying the following three conditions:

- (AS 1) $S$ has finite (graded) global dimension $d$.
- (AS 2) $S$ has finite Gelfand-Kirillov dimension.
- (AS 3) $\text{Ext}_S^m(k, S) \cong \text{Ext}_{S^\text{op}}^m(k, S) \cong \delta_{md} k[\ell]$ for some $\ell$.

Chan, Jørgensen, Kirkman, Kuzmanovich, Walton, Zhang and many others generalized the theory to finite group actions ([KKZ08, KKZ10, JZ00]) and finite Hopf algebra actions

2010 Mathematics Subject Classification. Primary: 16W22, 16W50, 16E65.

Key words and phrases. invariant theory, preprojective algebras, trace function, Hilbert series, Gorenstein condition, twisted Calabi-Yau.
(KKZ09, CKWZ16) on Artin-Schelter regular algebras. In some of their works a more
general version of the Chevalley-Shephard-Todd Theorem was found.

After expanding the polynomial ring to an Artin-Schelter regular algebra $S$, the first
question was to find the suitable generalization of pseudo-reflections. The definition to have
a pseudo-reflection fix a hyperplane of the degree 1 piece fails terribly in this new setting
(see [Kir16, Example 1.4]). Instead, Jing and Zhang showed in [JZ97, Theorem 2.3] that the
formal power series, called the trace of $g$,

$$
\text{Tr}_S(g, t) = \sum_{j \in \mathbb{N}} \text{tr}(g|_{S_j}) t^j
$$

has the special form $e_g(t)^{-1}$ for some polynomial $e_g(t) \in k[t]$. Moreover, for a nontrivial
automorphism $g$ acting on an Artin-Schelter regular domain $S$, the multiplicity of 1 as a
root of $e_g(t)$ is always smaller than $\text{GKdim}(S)$ ([KKZ08 Proposition 1.8]). The term quasi-
reflection was introduced in [KKZ08, Definition 2.2] to describe graded automorphisms $g$
for which 1 is a root of $e_g(t)$ of multiplicity $\text{GKdim}(S) - 1$. This definition coincides with
the definition of pseudo-reflections for polynomial rings. For quantum polynomial rings, Artin-
Schelter regular algebras with Hilbert series equal to the Hilbert series of a polynomial ring
with equal GK-dimension, Kirkman, Kuzmanovich and Zhang classify all quasi-reflections
in [KKZ08, Proposition 4.3]. It turns out that in addition to the standard pseudo-reflections
a new class called mystic reflections arises. Using the classification of quasi-reflections, the
foremost generalization of the Chevalley-Shephard-Todd Theorem was proved by Kirkman,
Kuzmanovich and Zhang in [KKZ10]:

**Theorem** ([KKZ10 Theorem 5.5 and Theorem 6.3]) Let $S$ be a noetherian and Koszul
AS-regular domain and $G$ a finite subgroup of $\text{Aut}_{gr}(S)$. Suppose either $G$ is abelian or $S$
is a skew polynomial ring. Then the fixed subring $S^G$ is Artin-Schelter regular if and only if $G$
is generated by quasi-reflections.

Additionally, the proof of this beautiful result uses the observation that if the fixed ring
$S^G$ has finite global dimension it is already Artin-Schelter regular (see [KKZ08 Lemma 1.10(c)]). At the same time, this is equivalent to $S$ being a free module over the fixed ring.

Starting with this paper, the main goal is to find a version of the Chevalley-Shephard-Todd
Theorem for a class of non-connected noncommutative algebras. We begin with a quiver $Q$
which for us is a directed graph with finitely many vertices $Q_0 = \{e_i \mid 1 \leq i \leq n\}$
and finitely many arrows $Q_1$. The double $\bar{Q}$ of $Q$ is the quiver obtained by keeping the vertex set
and adding a new arrow $\alpha^*$ from $e_j$ to $e_i$ for each arrow $\alpha$ from $e_i$ to $e_j$. The preprojective
algebra $\Pi_Q(k)$ is then defined as

$$
A = \Pi_Q(k) = k\bar{Q}/\left( \sum_{\alpha \in Q_1} \alpha \alpha^* - \sum_{\alpha \in Q_1} \alpha^* \alpha \right)
$$
where $k\bar{Q}$ denotes the path algebra of $\bar{Q}$.

Primarily, we focus on preprojective algebras $A$ for the extended Dynkin diagram $\tilde{A}_{n-1}$. However, the main theory developed in Sections 3 and 6 holds for noetherian $\mathbb{N}$-graded twisted Calabi-Yau algebras with degree zero piece $B_0 \cong k^n$. We define twisted Calabi-Yau algebras in Section 2 Definition (2.8) which form a non-connected generalization of Artin-Schelter regular algebras. In fact, Reyes, Rogalski and Zhang showed in [RRZ14, Lemma 1.2] that every connected twisted Calabi-Yau algebra is indeed Artin-Schelter regular. Preprojective algebras form a nice class of non-connected noncommutative algebras satisfying the mentioned properties. More precisely, they have a natural grading, global dimension and Gelfand-Kirillov dimension equal to 2 and nice homological properties such as the $\chi$-condition. In particular, this is a class of Calabi-Yau algebras.

The first steps towards finding a Chevalley-Shephard-Todd Theorem consist of finding the right definition of a quasi-reflection and the right condition to require the fixed ring to have. As mentioned earlier, in [KKZ10]'s version a key argument is that finite global dimension already implies the important homological properties to make the fixed ring Artin-Schelter regular. Unfortunately, the situation with non-connected algebras is significantly more difficult. To obtain fixed rings of preprojective algebras which are twisted Calabi-Yau it is not enough to require only finite global dimension. We moreover need to ask for global dimension equal to $\text{gl. dim}(A)$. Additionally, if the fixed ring is twisted Calabi-Yau the strongest statement possible is that $A$ is projective as an $A^G$-module rather than free.

The following is the main result of this paper, which answers one of the two main questions before attempting to find a Chevalley-Shephard-Todd Theorem for preprojective algebras.

**Theorem (7.7)** For type $Q = \tilde{A}_{n-1}$ let $A = \Pi_Q(k)$ as defined above. The following are equivalent:

1. $\text{gl. dim}(A^G) = \text{gl. dim}(A)$ (i.e. $\text{gl. dim}(A^G) = 2$).
2. $A^G$ is twisted Calabi-Yau.
3. $A$ is a projective $A^G$-module.

The other big question for extending the theory to preprojective algebras is to find the correct definition for a quasi-reflection. Being used to define quasi-reflections before, one of the crucial tools of invariant theory is a trace function as defined above. For non-connected algebras and automorphisms which fix the idempotents $e_i$, there is a different way to encode more information. More precisely, the trace function for each indecomposable projective piece $e_iA$ for $i = 1, \ldots, n$ put into a vector becomes valuable. In Section 3 we find two concrete formulas to calculate this vector trace of a graded automorphism which fixes the idempotents in case $\tilde{A}_{n-1}$. Since $A = \bigoplus_{i=1}^n e_iA$, simply summing up the vector trace yields the traditional trace used before by Jing, Kirkman, Kuzmanovich, Zhang and others. Therefore, these
formulas help working out three longer and interesting examples in Section 4 all of which take \( Q = \tilde{A}_2 \).

The first example shows that it is possible to have a nice fixed ring such that \( A \) is free over \( A^G \). However, the second example shows a new situation. Even though the fixed ring has global dimension 2, \( A \) is projective and not free over its fixed ring. Nevertheless, the fixed ring \( A^G \) is twisted Calabi-Yau. Lastly, a more concerning and fascinating example is worked out in (4.3). The fixed ring has global dimension 3 unlike the preprojective algebra which has global dimension 2. This situation cannot happen for Artin-Schelter regular algebras. The crucial problem is that rather than having only one simple module, the preprojective algebra of Example (4.3) and its fixed ring have three simple modules. Therefore, it happens in this example that two of the simple modules have projective dimension 2 while the third simple module has projective dimension 3. This makes a homological property such as the generalized Gorenstein condition impossible. Regardless, the global dimension as the maximum of the projective dimensions of the simple modules stays finite. In light of Theorem (7.7) it also follows that \( A \) is not projective over \( A^G \) and so this example should not be included in a Chevalley-Shephard-Todd Theorem.

When looking at the three examples one notices that the usual trace function is no longer of the form \( p(t)^{-1} \) for some polynomial \( p(t) \). Instead, it is possible to get rational functions which make a straightforward generalization of quasi-reflection by using the multiplicity of 1 as a root of the denominator not well-defined. Simply using the multiplicity of the pole 1 of the trace function does not solve the problem either. Example (4.3) provides a graded automorphism \( g \) whose multiplicity of 1 as a pole of the trace equals \( 1 = \text{GKdim}(A) - 1 \). But as described, the corresponding fixed ring \( A^g \) has global dimension 3 and does not satisfy the desired homological properties. Therefore, \( g \) cannot be considered a quasi-reflection. Additionally, it is possible to have a nonidentity automorphism whose trace has 1 as a pole of multiplicity \( \text{GKdim}(A) = 2 \). How to define quasi-reflections remains an unsolved problem.

In future work, the author hopes to make progress towards a Chevalley-Shephard-Todd Theorem for preprojective algebras. This paper should be understood as a first evaluation of the situation, solving some technical issues, revealing technical problems and situations we do and do not want to consider as well as finding the right analogue on the algebra side of the Chevalley-Shephard-Todd Theorem.
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2. Preliminaries

Throughout let \( k \) be an algebraically closed field of characteristic 0. Unless said otherwise, every algebra is \( \mathbb{N} \)-graded and assumed to be locally finite, i.e. each graded piece is finite dimensional over \( k \). All quivers have finitely many vertices and finitely many arrows. The symbol \( A \) is reserved to be the preprojective algebra \( \Pi_Q(k) \) of an extended Dynkin quiver \( Q \) (see Euclidean graphs in [EE07, Chapter VII.2]) as defined in Definition (2.3).

The following first definitions are necessary to define preprojective algebras. Afterwards, we establish a list of conventions in Definition (2.4). It is worth to point out the definition of \( \chi \) (Definition (2.6)) and of a twisted Calabi-Yau algebra (Definition (2.8)) separately. Before Proposition (2.10) collects essential properties of preprojective algebras we state an important result giving equivalent conditions for an algebra to be twisted Calabi-Yau. Important tools for any sort of invariant theory are the construction of a Hilbert series and a trace function which we will extend to a vector and matrix notation starting with Definition (2.11). Moreover, Molien’s Theorem (see Lemma (2.14)) connects the Hilbert series of a fixed ring to trace functions. This background section is finished off by quoting two very general results. The first guarantees that the ring is finitely generated over its fixed ring, and the second makes sure that the fixed ring has \( \chi \) whenever the ring has this property.

**Definition (2.1)** Following [ASS06, Chapter II.1], a **quiver** \( Q = (Q_0, Q_1, s, t) \) is a quadruple consisting of vertices \( Q_0 = \{e_i \mid i \in I\} \), arrows \( Q_1 \) and two maps \( s, t : Q_1 \rightarrow Q_0 \) called the **source** \( s \) and **target** \( t \). For every arrow \( \alpha \in Q_1 \) the maps associate the corresponding source \( s(\alpha) \) and target vertex \( t(\alpha) \) in \( Q_0 \). Usually, the quiver is just denoted by \( Q \).

Further using the notation of [ASS06], a **path of length** \( \ell \geq 1 \) with source \( a \) and target \( b \) is a sequence

\[(a \mid \alpha_1, \alpha_2, \ldots, \alpha_\ell \mid b),\]

where \( \alpha_k \in Q_1 \) for all \( 1 \leq k \leq \ell \) as well as \( s(\alpha_1) = a, \ t(\alpha_k) = s(\alpha_{k+1}) \) for each \( 1 \leq k < \ell \) and \( t(\alpha_\ell) = b \). Additionally, each vertex \( e_i \in Q_0 \) has a path of length \( \ell = 0 \) associated to it, called the **trivial path** at \( e_i \) also denoted by \( e_i = (e_i \mid \_ e_i) \).

The path algebra \( kQ \) is defined in the usual way with its natural grading

\[kQ = kQ_0 \oplus kQ_1 \oplus kQ_2 \oplus \ldots \oplus kQ_\ell \oplus \ldots\]

where \( kQ_\ell \) denotes the \( k \)-subspace of \( kQ \) generated by the set \( Q_\ell \) of all paths of length \( \ell \).

**Definition (2.2)** For a quiver \( Q \), its **double** \( \bar{Q} \) is obtained by keeping the vertex set \( Q_0 \) and adding a new arrow \( \alpha^* \) from \( e_j \) to \( e_i \) for each arrow \( \alpha \in Q_1 \) from \( e_i \) to \( e_j \).
Definition (2.3) Using [EE07, Definition 3.1.1], we can define the preprojective algebra associated to a quiver $Q$. Let $Q$ be a quiver and $\bar{Q}$ its double. The preprojective algebra is defined as

$$A = \Pi_Q(k) = k\bar{Q}/\left(\sum_{\alpha \in Q_1}\alpha\alpha^* - \sum_{\alpha \in Q_1}\alpha^*\alpha\right).$$

Before giving the necessary background, let’s fix our conventions:

Definition (2.4) Let $R = \bigoplus_{j \in \mathbb{Z}} R_j$ be a graded algebra and $g$ be an automorphism of $R$.

- We call $g$ a graded automorphism if $g(R_i) = R_i$ for all graded pieces $R_i$ of $R$. The group of all graded automorphisms of $R$ is denoted by $\text{Aut}_{gr}(R)$.
- A right $R$-module $M$ is called graded if $M = \bigoplus_{j \in \mathbb{Z}} M_j$ and for $r \in R_n$ and $m \in M_\ell$ holds $mr \in M_{n+\ell}$ for all $n, \ell \in \mathbb{Z}$.
- For a graded $R$-module $M = \bigoplus_{j \in \mathbb{Z}} M_j$ a linear map $\varphi$ satisfying $\varphi(M_j) \subseteq M_j$ is called graded. The set of all graded automorphisms of $M$ is denoted by $\text{Aut}_{gr}(M)$.
- For a graded $R$-module $M = \bigoplus_{j \in \mathbb{Z}} M_j$, the shifted module $M[\ell] = \bigoplus_{j \in \mathbb{Z}} (M[j])_j$ is defined by $(M[\ell])_j = M_{\ell+j}$.
- For a right $R$-module $M$, the $g$-twisted module $M^g$ is defined as $M^g = M$ with changed action $m * r = mg(r)$ for $m \in M, r \in R$.
- Let $M$ and $N$ be graded right $R$-modules. A $k$-linear map $\varphi : M \to N$ is called $g$-linear if $\varphi(mr) = \varphi(m)g(r)$ for all $m \in M$ and $r \in R$. As noted in [JZ97], a graded map $\varphi : M \to N$ is $g$-linear if and only if it is a graded $R$-homomorphism from $M$ to $N^g$.

Inspired by [BRS+16, Lemma 1.5.5], this following standard lemma becomes handy later when we compute $\text{Ext}^j((e_iA)/(e_iA)_{\geq 1}, A)$. We omit the straightforward proof.

Lemma (2.5) Let $B$ be a noetherian $\mathbb{N}$-graded algebra with degree zero piece $B_0 \cong k^n$. Denote the primitive orthogonal idempotents by $\{e_1, \ldots, e_n\}$. Also, denote the indecomposable projective right $B$-modules by $P_i = e_iB$. Recall that $\text{Hom}(e_iB, e_jB) \cong e_jBe_i$ via left multiplication.

(a) For $s_j \in \{1, \ldots, n\}$ for $j = 1, \ldots, N$, there exists a left $B$-module isomorphism

$$\text{Hom}_B\left(\bigoplus_{j=1}^N P_{s_j}, B\right) \cong \bigoplus_{j=1}^N Be_{s_j}.$$

(b) Given a graded right $B$-module homomorphisms $\Gamma : P = \bigoplus_{i=1}^N P_{s_i} \to Q = \bigoplus_{j=1}^M P_{t_j}$, represented by left multiplication by a matrix $T$, i.e. $\Gamma(\beta) = T \cdot \beta$, whose entries $T_{ji}$
lie in \( e_{t_j}Be_{s_i} \). Applying the functor \( \text{Hom}(\cdot, B) \) yields a left module homomorphism \( \Gamma^* : \text{Hom}(Q, B) \to \text{Hom}(P, B) \). By (a),

\[
\Gamma^* : \bigoplus_{j=1}^M Be_{t_j} \to \bigoplus_{i=1}^N Be_{s_i}
\]

and \( \Gamma^* \) is given by right multiplication by \( T \).

A weak homological property introduced by Artin and Zhang is the \( \chi \)-condition for a noetherian \( N \)-graded algebra from [AZ94, Definitions 3.2].

**Definition (2.6)** A noetherian \( N \)-graded algebra \( R \) satisfies the \( \chi \)-condition if \( \text{Ext}_R^j(R_0, M) \) is bounded for all \( j \) and all finitely generated right \( R \)-modules \( M \).

Our definition for \( \chi \) is not the original definition given in [AZ94, Definition 3.7]. However, due to [AZ94, Proposition 3.11 (2)] the original definition is equivalent to Definition (2.6) as long as \( R \) is locally finite which we assume for all our algebras.

**Lemma (2.7)** Let \( B \) be a noetherian \( N \)-graded algebra with \( B_0 \cong k^n \). Denote the primitive orthogonal idempotents by \( \{e_1, \ldots, e_n\} \). If \( B \) has finite global dimension \( d \) and \( \text{Ext}_B^i(S_j, B) \cong \delta_{d;i} S_{\sigma(j)}^* \) for some \( \sigma \in \text{Sym}(n) \) and \( S_j = e_j B/(e_j B)_{\geq 1} \), \( S_j^* = Be_j/(Be_j)_{\geq 1} \) for all \( j \), then \( B \) satisfies the \( \chi \)-condition.

**Proof**

Let \( M \) be a finitely generated graded \( B \)-module. It suffices to show that \( \text{Ext}^i(B_0, M) \) is bounded for all \( i \). We proceed by induction on \( \text{pdim}(M) \). If \( \text{pdim}(M) = 0 \), then \( M \) is projective and therefore \( M \) is isomorphic to a finite sum of shifted copies of \( P_\ell = e_\ell B \) for \( \ell = 1, \ldots, n \). Using \( B_0 \cong \bigoplus S_j \) and the hypothesis, \( \text{Ext}^i(B_0, B) \) is bounded. Therefore, its summands \( \text{Ext}^i(B_0, e_\ell B) \) are bounded for \( \ell = 1, \ldots, n \). Being a sum of shifted copies of the \( e_\ell B \)'s, also for \( M \) holds that \( \text{Ext}^i(B_0, M) \) is bounded. If \( \text{pdim}(M) > 0 \), there is a short exact sequence

\[
0 \to N \to P \to M \to 0
\]

where \( P \) is projective and \( P \to M \) is a minimal surjection. This means \( P \to M \) is the start of a minimal projective resolution of \( M \) and it follows that \( \text{pdim}(N) = \text{pdim}(M) - 1 \). By induction, \( \text{Ext}^i(B_0, N) \) and \( \text{Ext}^i(B_0, P) \) are bounded for all \( i \). Consider the long exact sequence

\[
\ldots \to \text{Ext}^i(B_0, N) \to \text{Ext}^i(B_0, P) \to \text{Ext}^i(B_0, M) \to \text{Ext}^{i+1}(B_0, N) \to \text{Ext}^{i+1}(B_0, P) \to \text{Ext}^{i+1}(B_0, M) \to \ldots
\]

\[
\ldots \to \text{Ext}^d(B_0, N) \to \text{Ext}^d(B_0, P) \to \text{Ext}^d(B_0, M) \to 0,
\]
where \( d = \text{gl. dim}(B) < \infty \). This shows that \( \text{Ext}^i(B_0, M) \) is always squeezed between two bounded Ext’s and therefore, \( \text{Ext}^i(B_0, M) \) is also bounded for all \( i \).

Finally, let us introduce the term twisted Calabi-Yau. The proposition afterwards will be used to show that the fixed ring is twisted Calabi-Yau by only proving the generalized Gorenstein condition together with having finite global dimension. Moreover, it helps completing the list of properties of \( A \) in Proposition (2.10).

**Definition (2.8)** ([RR18, Definition 1.2]) Let \( B \) be a \( k \)-algebra and call \( B^e = B \otimes_k B^{op} \).

We say that \( B \) is twisted Calabi-Yau of dimension \( d \) if

(CY 1) \( B \) has a resolution of finite length by finitely generated projective \((B, B)\)-bimodules and

(CY 2) there exists an invertible \( k \)-central \((B, B)\)-bimodule \( U \) such that

\[
\text{Ext}^i_{B^e}(B, B^e) \cong \begin{cases} 0, & i \neq d \\ U, & i = d \end{cases}
\]

as \((B, B)\)-bimodules, where each \( \text{Ext}^i_{B^e}(B, B^e) \) is considered as a right \( B^e \)-module via the “inner” right \( B^e \)-structure of \( B^e \).

**Proposition (2.9)** ([RR18, Theorem 5.15]) Let \( B \) be an \( \mathbb{N} \)-graded algebra with \( B_0 \cong k^n \).

Denote the primitive orthogonal idempotents by \( \{e_1, \ldots, e_n\} \), the simple right \( B \)-modules by \( S_j = e_j A/(e_j A) \geq 1 \) and the simple left \( B \)-modules by \( S^*_j = Be_j/(Be_j) \geq 1 \), respectively. Then the following are equivalent:

(1) \( B \) is twisted Calabi-Yau of dimension \( d \).

(2) \( \text{gl. dim}(B) = d \) and \( B \) satisfies \( \text{Ext}^i_B(S_j, B) \cong \delta_{ij} S^*_{\sigma(j)}[\ell_j] \) for some \( \sigma \in \text{Sym}(n) \) and some \( \ell_j \in \mathbb{N} \) for all \( j \). This is called the generalized Gorenstein condition.

**Proposition (2.10)** Here are some facts about a preprojective algebra \( A = \Pi Q(k) \) of an extended Dynkin quiver \( Q \) with vertex set \( \{e_1, \ldots, e_n\} \).

(a) \( A \) has global dimension 2 and satisfies the generalized Gorenstein condition

\[
\text{Ext}^i_A(S_j, A) \cong \delta_{ij} S^*_{\sigma(j)}[\ell_j]
\]

for the simple right modules \( S_j = e_j A/(e_j A) \geq 1 \) for all \( j = 1, \ldots, n \) and \( \sigma = \text{id} \).

(b) \( A \) is Calabi-Yau of dimension \( d = 2 \).

(c) Lemma [2.7] \( A \) satisfies the \( \chi \)-condition from Definition [2.6].

(d) [DR81, Theorem]. For \( A \) holds \( \text{GKdim}(\Pi Q(k)) = 2 \). (The typo was noted in [BGL87, Proposition 6.10]).

(e) [ASS06, Corollary 5.17]. The trivial paths \( \{e_1, \ldots, e_n\} \) associated to the vertices form the set of primitive and pairwise orthogonal idempotents. Then, the \( P_i = e_i A \) for
\(i = 1, \ldots, n\) are the only indecomposable projectives and thus every finitely generated projective module is a sum of finitely many possibly shifted copies of the \(P_i\)'s.

(f) \([\text{BGL87, Theorem 6.5}]\). \(A\) is a noetherian polynomial identity ring.

**Proof**

By Proposition \([2.9]\) follows that showing (a) also proves (b). In other words, we need to show that \(d = \text{gl.dim}(A) = 2\) and that \(\text{Ext}_A^i(S_j, A) \cong \delta_{d_i}S_j^* = \delta_{d_i}Ae_j/(Ae_j)_{\geq 1}\) for all simple modules \(S_j = e_jA/(e_jA)_{\geq 1}\) for \(j = 1, \ldots, n\). This requires minimal projective resolutions of the \(S_j\)'s.

Consider \(Q = \widetilde{A}_{n-1}\) first - for basic information on \(A = \Pi_Q(k)\) look at Remark (3.1). The proof of \([\text{Boc08, Theorem 3.2}]\) gives the first three steps of the minimal projective resolution \((P_j)_*\) of \(S_j\) which is also where it stops:

\[
\begin{array}{cccccc}
0 & \longrightarrow & e_jA & \delta_2 = \left(\begin{array}{c}
\alpha_j^* \\
-\alpha_{j-1}
\end{array}\right) & e_{j+1}A \oplus e_{j-1}A & \delta_1 = \left(\begin{array}{c}
\alpha_j \\
\alpha_{j-1}^*
\end{array}\right) & e_jA & \delta_0 \longrightarrow & S_j & \longrightarrow & 0,
\end{array}
\]

where \(j = 1, \ldots, n\) and we understand all indices mod \(n\). This shows \(\text{gl.dim}(A) = 2 = d\) by \([\text{RR18, Proposition 3.19 (3)}]\). Applying \(\text{Hom}(\cdot, A)\) to \((P_j)_*,\) Lemma \([2.5]\) yields

\[
\begin{array}{cccccc}
0 & \longrightarrow & Ae_j & \delta^*_1 = \cdot \left(\begin{array}{c}
\alpha_j \\
\alpha_{j-1}^*
\end{array}\right) & Ae_{j+1} \oplus Ae_{j-1} & \delta^*_2 = \cdot \left(\begin{array}{c}
\alpha_j^* \\
-\alpha_{j-1}
\end{array}\right) & Ae_j & \longrightarrow & 0.
\end{array}
\]

Again from the proof of \([\text{Boc08, Theorem 3.2}]\) follows that this is the start of a minimal projective resolution of \(S_j^*\). Since there is no relation of the form \(\beta \alpha_j = 0\) for some nonzero \(\beta \in Ae_j\) it follows that \(\delta^*_1\) is injective. These two observations yield \(\text{Ext}_A^2(S_j, A) = S_j^*\) and \(\text{Ext}_A^i(S_j, A) = 0\) for \(i \neq 2\) which shows (a). Proposition \([2.9]\) implies (b). The cases \(\widetilde{D}_{n-1}\) and \(\widetilde{E}_m\) for \(m = 6, 7, 8\) are similar and can be found in the author’s dissertation \([\text{Wei18}]\). □

Now, we can recall the definitions of the Hilbert series and the trace function.

**Definition (2.11)** Let \(R\) be an \(\mathbb{N}\)-graded algebra over \(k\) and let \(M\) be a left bounded graded locally finite right \(R\)-module. Further, let \(g \in \text{Aut}_{gr}(M)\) be a graded automorphism of \(M\). Then:

- The **Hilbert series** \(H_M(t)\) of \(M\) is the formal Laurent series
  \[
  H_M(t) = \sum_{j \in \mathbb{Z}} \dim_k(M_j)t^j.
  \]
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• As in [JZ97], the trace $\text{Tr}_M(g, t)$ of $g$ is the formal Laurent series

$$\text{Tr}_M(g, t) = \sum_{j \in \mathbb{Z}} \text{tr}_k(g|_{M_j}) t^j.$$ 

**Definition (2.12)** Let $B$ be a noetherian $\mathbb{N}$-graded algebra with $B_0 \cong k^n$. Denote the primitive orthogonal idempotents by $\{e_1, \ldots, e_n\}$. Let $g \in \text{Aut}_{\text{gr}}(B)$ be a graded automorphism of $B$ such that $g(e_i) = e_i$ for every $i = 1, \ldots, n$. Notice that $e_i B$ is a projective right $B$-module and for each $e_i$, there is an induced map $g_i : e_i B \rightarrow e_i B$, $e_i \beta \mapsto g(e_i \beta)$, denoted by $g_i$. Further, $g_i = g|_{e_i B}$ is a $g$-linear right $B$-module isomorphism from $e_i B$ to $e_i B$.

**Definition (2.13)** Let $B$ be a noetherian $\mathbb{N}$-graded algebra with $B_0 \cong k^n$. Denote the primitive orthogonal idempotents by $\{e_1, \ldots, e_n\}$. The matrix Hilbert series $H_{MB}(t)$ or $H_M(t)$ is the matrix with entries

$$[H_{MB}(t)]_{ij} = \sum_{s=0}^{\infty} (\dim_k e_i B_s e_j) t^s.$$ 

For $g \in \text{Aut}_{\text{gr}}(B)$ with $g(e_i) = e_i$, the matrix trace $\text{Tr}_{MB}(g, t)$ or $\text{Tr}_M(g, t)$ (vector trace $\text{Tr}_B(g, t)$ or $\text{Tr}(g, t)$, respectively) is the matrix (vector) with entries

$$[\text{Tr}_{MB}(g, t)]_{ij} = \sum_{s=0}^{\infty} \text{tr}(g|_{e_i B_s e_j}) t^s,$$

$$[\text{Tr}_B(g, t)]_{ij} = \sum_{s=0}^{\infty} \text{tr}(g|_{e_j B_s}) t^s.$$ 

**Lemma (2.14)** Let $R$ be an $\mathbb{N}$-graded ring and $G$ be a finite subgroup of $\text{Aut}_{\text{gr}}(R)$. The fixed ring equals $R^G = \{x \in R \mid g(x) = x, \text{ for all } g \in G\}$. Then:

(a) [JZ97, Lemma 5.1]. $R \cong R^G \oplus C$ as $(R^G, R^G)$-bimodules, where $C$ is the kernel of the map

$$\pi_G : x \mapsto \frac{1}{|G|} \sum_{g \in G} g(x).$$

(b) [Mon80, Corollary 1.12]. If $R$ is right noetherian, then $R^G$ is right noetherian.

(c) Molien’s Theorem, [JZ97, Lemma 5.2]. The Hilbert series of the fixed ring equals:

$$H_{RC}(t) = \frac{1}{|G|} \sum_{g \in G} \text{Tr}_R(g, t).$$
PROPERTIES OF THE FIXED RING OF A PREPROJECTIVE ALGEBRA

The following is a straightforward generalization of Molien’s Theorem, Lemma \((2.14)\)(c), to the language of matrix Hilbert series and matrix traces.

**Theorem (2.15)** Let \(B\) be a noetherian \(\mathbb{N}\)-graded algebra with degree zero piece \(B_0 \cong k^n\). Denote the primitive orthogonal idempotents by \(\{e_1, \ldots, e_n\}\). Let \(G\) be a finite subgroup of \(\text{Aut}_g(B)\) in which every \(g \in G\) satisfies \(g(e_i) = e_i\) for all \(i\). Then

\[
\text{H}_{\text{M}} B^G(t) = \frac{1}{|G|} \sum_{g \in G} \text{Tr}_{\text{M}}(g, t),
\]

\[
\text{H}_{e_j} B^G(t) = \frac{1}{|G|} \sum_{g \in G} [\text{Tr}_B(g, t)]_j.
\]

We conclude this introduction by stating two important results. First, under weak conditions the ring is always finitely generated as a module over its fixed ring and second, the fixed ring satisfies the \(\chi\)-condition if the ring satisfies this property.

**Proposition (2.16)** ([Mon80, Corollary 5.9]) Let \(R\) be a right (left) noetherian ring, \(G\) be a finite subgroup of \(\text{Aut}(R)\) such that \(|G|^{-1} \in R\). Then \(R\) is a finitely generated right (left) \(R^G\)-module.

**Proposition (2.17)** ([AZ94, Remark after Proposition 8.7]) Let \(R\) be a noetherian graded ring and \(G\) be a finite subgroup of \(\text{Aut}_g(R)\). If \(R\) satisfies the \(\chi\)-condition then so does \(R^G\).

**Convention (2.18)** Unless said otherwise, \(A = \Pi Q(k)\) for an extended Dynkin quiver \(Q\) with vertices \(\{e_1, \ldots, e_n\}\). All groups \(G\) and automorphisms \(g\) acting on \(A\) have finite order and act by extending scalar multiplication on the arrows of degree 1. In particular, every \(g \in G\) fixes each vertex \(e_i\) for \(i = 1, \ldots, n\). Also, every automorphism obeys the grading. Lastly, the fixed ring is denoted by \(A^G = \{a \in A \mid g(a) = a, \text{ for all } g \in G\}\).

3. Case \(\widetilde{A}_{n-1}\)

Let \(n \geq 3\) and let \(Q\) be the following quiver coming from the extended Dynkin diagram \(\widetilde{A}_{n-1}\):

\[
\begin{align*}
\bullet & \quad e_1 \quad \alpha_1 \quad \bullet & \quad e_2 \quad \alpha_2 \quad \bullet & \quad e_3 \quad \alpha_3 \quad \ldots \quad \bullet & \quad e_{n-1} \\
\end{align*}
\]
In this section, let \( A = \Pi_Q(k) \) be the preprojective algebra with respect to \( Q \). We are going to present two formulas in Proposition (3.4) and Proposition (3.5) to compute \( \text{Tr}(g, t) \) for any graded automorphism \( g \) of \( A \) which fixes the primitive idempotents. In this situation, we can denote \( g(\alpha_i) = c_i \alpha_i \) and \( g(\alpha_i^*) = t_i \alpha_i^* \) and reduce the indices \( \mod n \) if needed. Given an automorphism \( g \) of finite order, Proposition (3.4) also shows that \( \text{Tr}(g, t) \) can be written as a rational function where the zeros of the denominator are only roots of unity with 1 of multiplicity at most 2. Moreover, the graded automorphism group \( \text{Aut}_{gr}(A) \) is described as a semi-direct product in Proposition (3.6).

**Definition & Remark**  
In Definition (2.3), the preprojective algebra was defined as the path algebra modulo the ideal \( I \) generated by the one relation
\[
\sum_{\alpha \in Q_1} \alpha \alpha^* - \sum_{\alpha \in Q_1} \alpha^* \alpha.
\]  

By successively multiplying the trivial paths \( e_i \) for \( i = 1, \ldots, n \) to Equation (1), relations of the form \( \alpha_i \alpha_i^* = \alpha_{i-1}^* \alpha_{i-1} \) for all \( i = 1, \ldots, n \) are obtained. Starting now, we think of \( I \) being generated by the relations of the form \( \alpha_i \alpha_i^* = \alpha_{i-1}^* \alpha_{i-1} \). As a consequence, we can always rearrange a path in \( A \) to first have the nonstar arrows occur followed by the star arrows. The absence of overlap or inclusion ambiguities with respect to the natural ordering \( \alpha_1 < \alpha_2 < \cdots < \alpha_n < \alpha_1^* < \cdots < \alpha_n^* \) together with the Diamond Lemma [BRS+16, Theorem 1.15] says that the images of the reduced words form a \( k \)-basis. However, the leading terms of the relations are of the form \( \alpha_i \alpha_i^* \) for all \( i \) and so the paths of length \( j \) starting at \( e_\ell \) first having the nonstar arrows occur followed by the star arrows form a basis of \( (e_\ell A)_j \). This implies that \( \text{dim}((e_\ell A)_j) = j + 1 \) and therefore
\[
\text{H}_{e_\ell A}(t) = 1 + 2t + 3t^2 + 4t^3 + \ldots = \sum_{j=0}^{\infty} (j + 1)t^j = \frac{1}{(1 - t)^2}.
\]

Since \( A = \bigoplus_{\ell=1}^n e_\ell A \), this shows \( \text{H}_A(t) = \frac{n}{(1 - t)^2} \).

Moreover, the relations \( \alpha_i \alpha_i^* = \alpha_{i-1}^* \alpha_{i-1} \) force \( c_i t_i = c_{i-1} t_{i-1} \) for all \( i = 1, \ldots, n \). In other words, \( c_1 t_1 = c_i t_i \) for all \( i \) is necessary to obtain an automorphism \( g \). On the other hand, for every choice of nonzero scalars \( c_1, \ldots, c_n, t_1, \ldots, t_n \) with \( c_1 t_1 = c_i t_i \) one defines a graded automorphism of \( A \).

Every element of \( A \) can be represented as a \( k \)-linear combination of paths in the double of \( Q \). In order to simplify notation, we identify an element of \( A \) with any representative in \( kQ \). We call an element of the form \( \prod_j \alpha_{i_j} \prod_v \alpha_v^* \) a simple path. Due to the relations, every path has a unique representation as a simple path. Moreover, every simple path in \( A \) is uniquely determined by its starting vertex, its length and the number of star arrows occurring. Further, every element of \( A \) is a unique linear combination of simple paths.
Definition (3.2) We call a path purely nonstar, if it consists of only nonstar arrows and purely star if it consists of only star arrows. We call a path pure if it is either purely nonstar or purely star. We call a path mixed if it is not pure.

Definition (3.3) The type type(\(\beta\)) = (s, t) of a path \(\beta \in A\) is defined by \(s = \#\) of nonstar arrows in \(\beta\) and \(t = \#\) of star arrows in \(\beta\). Thanks to the relations in \(A\) this definition is well-defined. Two paths \(\beta_1\) and \(\beta_2\) are of the same type if type(\(\beta_1\)) = type(\(\beta_2\)).

Now, we are ready to prove the main proposition of this chapter which gives valuable information about the vector trace and the trace of a graded automorphism of \(A\).

Proposition (3.4) Let \(A = \Pi_Q(k)\) and let \(g\) be a graded automorphism of \(A\) with \(g(e_i) = e_i\) for all \(i = 1, \ldots, n\) of not necessarily finite order. Therefore, we can denote \(g(\alpha_i) = c_i\alpha_i\) and \(g(\alpha_i^*) = t_i\alpha_i^*\). Also, recall \(g_i = g|_{e_iA}\) and fix the convention that an empty product equals 1. Then

(a) The vector \((1 - t_1 \cdots t_n t^n) \cdot \text{Tr}(g, t)\) equals

\[
\begin{pmatrix}
1 & -c_1t & & \\
& 1 & -c_2t & \\
& & \ddots & \ddots \\
& & & 1 & -c_{n-1}t \\
-c_n t & & & & 1
\end{pmatrix}^{-1}
\begin{pmatrix}
\sum_{k=0}^{n-1} \left( \prod_{j=n-k+1}^{n} t_j \right) t^k \\
\sum_{k=0}^{n-1} \left( \prod_{j=n-k+2}^{n} t_j \right) t^k \\
\sum_{k=0}^{n-1} \left( \prod_{j=n-k+3}^{n} t_j \right) t^k \\
\sum_{k=0}^{n-1} \left( \prod_{j=n-k+4}^{n} t_j \right) t^k \\
\vdots \\
\sum_{k=0}^{n-1} \left( \prod_{j=2n-k}^{2n-n} t_j \right) t^k
\end{pmatrix}
\]

(b) The trace \(\text{Tr}(g, t)\) can be written as fraction \(\frac{p(t)}{q(t)}\) of the following two polynomials

\[
p(t) = \sum_{v=0}^{2n-2} \left( \sum_{s=0}^{k} \prod_{t=1}^{n} \sum_{j=n-k+s}^{n-1} t_j \prod_{r=n-s+s}^{\ell} c_r \right) t^v,
\]

\[
q(t) = (1 - c_1 \cdots c_n t^n)(1 - t_1 \cdots t_n t^n).
\]

Notice that \(p(t)\) and \(q(t)\) may not be coprime.

(c) Similarly, \(\text{Tr}_{e_iA}(g_i, t) = \frac{p_i(t)}{q_i(t)}\) with \(q_i(t) = (1 - c_1 \cdots c_n t^n)(1 - t_1 \cdots t_n t^n)\).

(d) If \(g\) has finite order, all roots of \(q(t)\) (\(q_i(t)\), respectively) are roots of unity. Additionally, the order of 1 as a pole of \(\text{Tr}(g, t)\) (\(\text{Tr}_{e_iA}(g_i, t)\), respectively) can be at most two.
**Proof**

First, recall \( g_i : e_i A \to e_i A, g_i(e_i \alpha) = g(\alpha) \) from Definition \([2.12]\). Since the primitive idempotents are fixed, this is a well-defined vector space automorphism of \( e_i A \). Understanding \( \alpha_i \) as a path in degree 1 from \( e_i \) to \( e_{i+1} \) (indices are taken \( \mod n \)), the quotient vector space \( B_i = e_i A / \alpha_i e_{i+1} A \) arises naturally. Further using that \( g_i \) acts diagonally on \( \alpha_i \), the induced maps

\[
\tilde{g}_i : B_i \to B_i, \quad \tilde{g}_i(\beta + \alpha_i e_{i+1} A) = g_i(\beta) + \alpha_i e_{i+1} A \in B_i
\]

make sense. As noticed in the remark from the beginning of this section, the Diamond Lemma provides a basis of \( e_{i+1} A \) containing of simple paths. This form of the basis and the relations guarantee that the map \( \beta \mapsto \alpha_i \beta \) for \( \beta \in e_{i+1} A \) is injective. Therefore, due to the trace only seeing the vector space structure, we obtain

\[
\text{Tr}_{B_i}(\tilde{g}_i, t) = \text{Tr}_{e_i A}(g_i, t) - c_i t \text{Tr}_{e_{i+1} A}(g_{i+1}, t).
\]

(2)

To proceed, \( \text{Tr}_{B_i}(\tilde{g}_i, t) \) has to be understood better. Every path in \( e_i A \) is a linear combination of simple paths starting at \( e_i \). Due to the relations in \( A \), a simple path is uniquely determined by its starting vertex and its type. Further, every simple path \( \beta \in e_i A \) which has at least one nonstar arrow can be rewritten as \( \beta = \alpha_i \beta_1 \in \alpha_i e_{i+1} A \). Therefore, the only nonzero elements of \( B_i \) are idempotents and products of star arrows. This provides the following \( k \)-basis for \( B_i \):

\[
\frac{t, \alpha_1\alpha_2, \alpha_1\alpha_2^2, \alpha_1^2\alpha_3, \alpha_1^2\alpha_3\alpha_4}{\alpha_1^*\alpha_2, \alpha_1^*\alpha_2\alpha_3, \alpha_1^*\alpha_2\alpha_3^2, \ldots, \alpha_1^{r-1}\alpha_2^* \cdot \ldots \cdot \alpha_1^*\alpha_n^* \cdot \alpha_1^*\alpha_n^* \cdot \alpha_1^*\alpha_{n+1}^* \cdot \alpha_1^*\alpha_{n+1}^* \cdot \alpha_1^*\alpha_{n+1}^* \cdot \alpha_1^*\alpha_{n+1}^*}
\]

On these basis elements, \( \tilde{g}_\ell \) acts via scalar multiplication by \( 1, t_{\ell-1}, t_{\ell-1}t_{\ell-2}, t_{\ell-1}t_{\ell-2}t_{\ell-3} \), and so on. Notice that \( \tilde{g}_\ell \) applied to \( \alpha_1^*\alpha_2^* \cdot \ldots \cdot \alpha_1^*\alpha_n^* \cdot \alpha_1^*\alpha_{n+1}^* \cdot \alpha_1^*\alpha_{n+1}^* \cdot \alpha_1^*\alpha_{n+1}^* \cdot \alpha_1^*\alpha_{n+1}^* \) causes a scalar multiplication by \( t_1 \cdot \ldots \cdot t_n t_{\ell-1} \). This repetition continues and so the trace computes as

\[
\text{Tr}_{B_i}(\tilde{g}_\ell, t) = \frac{1 + t_{\ell-1}t + t_{\ell-1}t_{\ell-2}t^2 + t_{\ell-1}t_{\ell-2}t_{\ell-3}t^3 + \ldots + \left( \prod_{j=\ell+1}^{n+1} t_j \right) t^{n-1}}{(1 - t_1 \cdot \ldots \cdot t_n t^n)}
\]

(3)

Now, we are ready to apply matrix notation to the formulas from equation \([2]\):

\[
\begin{pmatrix}
\text{Tr}_{B_1}(\tilde{g}_1, t) \\
\text{Tr}_{B_2}(\tilde{g}_2, t) \\
\text{Tr}_{B_3}(\tilde{g}_3, t) \\
\vdots \\
\text{Tr}_{B_n}(\tilde{g}_n, t)
\end{pmatrix} =
\begin{pmatrix}
1 & -c_1 t & 1 & -c_2 t & 1 & -c_3 t & \ldots & 1 & -c_n t & 1
\end{pmatrix}
\begin{pmatrix}
\text{Tr}_{e_1 A}(g_1, t) \\
\text{Tr}_{e_2 A}(g_2, t) \\
\text{Tr}_{e_3 A}(g_3, t) \\
\vdots \\
\text{Tr}_{e_n A}(g_n, t)
\end{pmatrix}.
\]

(4)

Combining the equations \([3]\) and \([4]\) finishes the proof of part (a).
For part (b), Cramer’s rule helps inverting the matrix $C^{-1}$. It says that the entries of the matrix $C = (c_{ij})_{i,j}$ equal $\left(\frac{\det(C^{-1})}{\det(C)} \text{adj}(C^{-1})\right)_{i,j}$ where adj($-$) denotes the adjugate matrix. Since $C^{-1}$ is very sparse, $\det(C^{-1})$ can be easily calculated by expanding along the first row. After the first step, one faces a constant term $1$ plus $(-1)^n c_1 t \cdot (-c_n t)$ multiplied by the determinant of the lower triangular matrix with diagonal entries $(-c_1 t, \ldots, -c_{n-1} t)$. This gives $(1 - c_1 \cdots c_n t^n)$. Now, the $(i,j)$-th entry of $\text{adj}(C^{-1})$ equals $(-1)^{i+j}$ times the determinant of the minor of $C^{-1}$ obtained by deleting the $j$-th row and the $i$-th column. The diagonal entries of $\text{adj}(C^{-1})$ are easily seen to equal $1$ since deleting an $i$-th row and column always isolates a diagonal entry $1$ to be the only entry in a particular column. Every step produces a new column with just one entry on the diagonal equal to $1$. As for $i < j$, expanding along the columns bigger than $j$ and the rows smaller than $i$ which all only have one diagonal entry equal to $1$ reduces the problem to a lower triangular matrix whose diagonal entries are $(-c_i t, \ldots, -c_{j-1} t)$. A similar analysis for $i > j$ finally gives

$$(1 - c_1 \cdots c_n t^n) \cdot c_{ii} = 1$$

$$(1 - c_1 \cdots c_n t^n) \cdot c_{ij} = \prod_{k=i}^{j-1} (c_k t) \quad i < j$$

$$(1 - c_1 \cdots c_n t^n) \cdot c_{ij} = \prod_{k=i}^{n+j-1} (c_k t) \quad i > j$$

This allows to multiply $C$ from the left on both sides of Equation (4). Being interested in $\text{Tr}(g, t)$ means to multiply $C$ from the left to the vector $(\text{Tr}_{B_k}(g_k, t))_{k=1,\ldots,n}$ and sum up the entries of the resulting vector. However, the same result can be obtained by first summing up each column of $C$ to obtain a vector col($C$) and then compute the dot product of col($C$) and $(\text{Tr}_{B_k}(g_k, t))_{k=1,\ldots,n}$. The $j$-th entry of col($C$) equals:

$$(1 - c_1 \cdots c_n t^n) \cdot \text{col}(C)_j = \left(1 + \sum_{i=1}^{j-1} \prod_{k=i}^{j-1} (c_{k t}) + \sum_{i=j+1}^{n} \prod_{k=i}^{n+j-1} (c_{k t})\right) = \sum_{s=0}^{n-1} \left(\prod_{r=n-s+j}^{n+j-1} c_r\right) t^s \quad (5)$$

Finally, putting together the Equations (3) and (5), the dot product equals

$$\text{Tr}(g, t) = \frac{1}{(1 - c_1 \cdots c_n t^n)(1 - t_1 \cdots t_n t^n)} \cdot \sum_{\ell=1}^{2n-2} \left[ \sum_{v=0}^{n-1} \sum_{r=n-s+\ell}^{n} \left(\prod_{j=n-k+\ell}^{n} t_j\right) t^k \cdot \sum_{s=0}^{n-1} \left(\prod_{r=n-s+\ell}^{n} c_r\right) t^s \right]$$

$$= \frac{1}{(1 - c_1 \cdots c_n t^n)(1 - t_1 \cdots t_n t^n)} \cdot \sum_{v=0}^{2n-2} \left[ \sum_{\ell=1}^{n} \sum_{v=k+s}^{n} \prod_{j=n-k+\ell}^{n} t_j \prod_{r=n-s+\ell}^{n} c_r\right] t^v$$

$$= \frac{1}{(1 - c_1 \cdots c_n t^n)(1 - t_1 \cdots t_n t^n)} \cdot \sum_{v=0}^{2n-2} \left[ \sum_{0 \leq k, s \leq n-1}^{n} \sum_{\ell=1}^{n} \prod_{j=n-k+\ell}^{n} t_j \prod_{r=n-s+\ell}^{n} c_r\right] t^v.$$
Part (c) deals with $\text{Tr}_{e_i A}(g, t)$ which equals the $i$-th entry of the vector $\text{Tr}(g, t)$. By the proof of part (a) using Cramer’s rule, we know that $\text{Tr}_{e_i A}(g, t)$ must be a rational function with denominator of the form $q(t) = (1 - c_1 \cdots c_nt^n)(1 - t_1 \cdots t_nt^n)$. This is part (c). Regarding part (d), notice that all of $c_1, \ldots, c_n, t_1, \ldots, t_n$ need to be roots of unity such that $g$ has finite order. Therefore, the roots of $1 - c_1 \cdots c_nt^n$ are roots of unity. Lastly, the maximal order of $\text{tr}$ as a root of $q(t)$ is two since all roots of $(1 - c_1 \cdots c_nt^n)$ are distinct. □

The following proposition generalizes the ideas of [JZ97, Theorem 2.3]. It gives a different way to calculate the vector trace. In particular, using the following clear formula together with software like [WR, Mathematica, Version 10.4] provides the best way to effectively calculate traces for the examples in the next section.

**Proposition (3.5)** Let $A = \Pi_Q(k)$ and let $g$ be a graded automorphism of $A$ with $g(e_i) = e_i$ for all $i = 1, \ldots, n$ of not necessarily finite order. Therefore, we can denote $g(\alpha_i) = c_i \alpha_i$ and $g(\alpha_i^*) = t_i \alpha_i^*$. Then

$$
\text{Tr}(g, t) = \begin{pmatrix}
1 + c_1 t_1^2 & -c_1 t & \cdots & -c_1 t_n \\
-t_1 & 1 + c_1 t_1^2 & -c_2 t & \cdots & -c_2 t_n \\
& -t_2 & 1 + c_1 t_1^2 & -c_3 t & \cdots & -c_3 t_n \\
& & \ddots & \ddots & \ddots & \ddots \\
& & & \ddots & -c_{n-1} t & \cdots & -c_{n-1} t_n \\
-t_n t & \cdots & \cdots & -t_n t & 1 + c_1 t_1^2 & 1
\end{pmatrix}^{-1} \begin{pmatrix}
1 \\
1 \\
1 \\
\vdots \\
1 \\
1
\end{pmatrix}
$$

**Idea of Proof**
The idea is to concretely calculate the minimal projective resolutions of the $S_j$ and lift the maps $g_j : e_j A \to (e_j A)^g$. There are only two induced maps as the minimal projective resolution is of length 2. Then, [JZ97, Lemma 2.1] gives that the alternating sum of traces of the connecting maps equal zero. All that is left to do is to put the formulas in matrix notation. A detailed proof is given in the author’s dissertation [Wei18]. □

This closing proposition is independent from the rest of the section. While we will only be working with automorphisms which fix the vertices, it is nice to know that this subgroup of $\text{Aut}_{gr}(A)$ is of finite index.

**Proposition (3.6)** The graded automorphism group of $A = \Pi_Q(k)$ for $Q = \tilde{A}_{n-1}$ is isomorphic to $D_{2n} \rtimes N$, where $N = \{ g \in \text{Aut}_{gr}(A) \mid g(e_i) = e_i, \text{ for } i = 1, \ldots, n \}$ and $D_{2n}$ denotes the dihedral group of order $2n$. 
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Proof
We understand $D_{2n}$ as the group of symmetries of the regular $n$-gon whose vertices are denoted by $e_1, \ldots, e_n$. Let $g \in \text{Aut}_{\text{gr}}(A)$. Since $g$ maps a pair of adjacent vertices to a pair of adjacent vertices, there exists an element $d^{-1} \in D_{2n}$ such that $g(e_i) = d^{-1}(e_i)$ for all $i = 1, \ldots, n$. It follows that $(d \circ g)(e_i) = e_i$ for all $i = 1, \ldots, n$. Hence, $d \circ g \in N$. Further, for $s \in D_{2n}$ and $h \in N$ holds

$$(s \circ h \circ s^{-1})(e_j) = (s \circ h)(e_i) = s(e_i) = e_j$$

whenever $s(e_i) = e_j$. This shows $s \circ h \circ s^{-1} \in N$ which proves $N$ is a normal subgroup of $\text{Aut}_{\text{gr}}(A)$. □

4. Examples

This section provides examples of automorphisms and fixed rings of $A = \Pi_Q(k)$ for $Q = \tilde{A}_2$ where $A_2$ is

![Diagram of A_2]

We use the notation as before, $g \in \text{Aut}_{\text{gr}}(A)$ maps

$$
\begin{align*}
\alpha_1 &\mapsto c_1\alpha_1, & \alpha_1^* &\mapsto t_1\alpha_1^*, \\
\alpha_2 &\mapsto c_2\alpha_2, & \alpha_2^* &\mapsto t_2\alpha_2^*, \\
\alpha_3 &\mapsto c_3\alpha_3, & \alpha_3^* &\mapsto t_3\alpha_3^*. 
\end{align*}
$$

Remark (3.1) proves $H_A(t) = \frac{3}{(1-t)^2}$. We always give an automorphism $g$ and call $G = \langle g \rangle$.

Earlier in Section 3 was noted that the relations in $A$ are $\alpha_i\alpha_i^* = \alpha_i^*\alpha_i - 1$. Recall that this forces $c_1t_1 = c_2t_2 = c_3t_3$ and whenever $c_1t_1 = c_2t_2 = c_3t_3$ for nonzero $c_i$ and $t_i$, we obtain an automorphism of $A$ by construction.

Proposition (3.4)(b) provides the following formula of the trace of $g$ as

$$
\text{Tr}(g, t) = \frac{3 + (c_1 + c_2 + c_3 + t_1 + t_2 + t_3)t + (c_1c_2 + c_1c_3 + c_2c_3 + t_1t_2 + t_1t_3 + t_2t_3 + 3c_1t_1)t^2}{(1 - c_1c_2c_3t^3)(1 - t_1t_2t_3t^3)} + \frac{c_1t_1(c_1 + c_2 + c_3 + t_1 + t_2 + t_3)t^3 + 3(c_1t_1)^2t^4}{(1 - c_1c_2c_3t^3)(1 - t_1t_2t_3t^3)}.
$$
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Example (4.1) gives a fixed ring of global dimension 2 coming from an automorphism whose trace has 1 as a pole of order 1. A situation that does not happen in the case of Artin-Schelter regular algebras (see [KKZ08, Definition 1.5] for a definition) manifests in Example (4.2). Proposition (2.16) shows that $A$ is a finitely generated $A^G$-module and Lemma (2.14) contributes $A \cong A^G \oplus C$. Thus, for AS-regular algebras, [KKZ08, Lemma 1.10 (c)] would imply that the fixed ring having finite global dimension implies it is regular. Then [KKZ08, Lemma 1.11 (d)] says $\text{gl.dim}(A) = \text{gl.dim}(A^G)$ and $A$ is free as an $A^G$-module. However, in Example (4.2), $\text{gl.dim}(A^G) = 2$ and $A$ is projective but not free as an $A^G$-module. Another situation impossible for AS-regular algebras to occur is revealed in Example (4.3) where the fixed ring has finite global dimension different from the global dimension of the preprojective algebra $\Pi_Q(k)$.

Example (4.1)  Consider the following example where $A$ is free over the fixed ring $A^G$. We choose $g$ with $c_1 = 1$, $c_2 = 1$, $c_3 = 1$ and $t_1 = -1$, $t_2 = -1$, $t_3 = -1$. Thanks to the formula in the beginning of the section, the trace of $g$ equals

$$\text{Tr}(g, t) = \frac{3}{1 - t^2}.$$  

Since $c_1 = c_2 = c_3 = 1$, all nonstar arrows are fixed. This implies that a mixed path is fixed if and only if its star part is fixed independently. Hence, it is enough to find the shortest fixed purely star paths. From $t_1 = t_2 = t_3 = -1$ follows that these equal $x = \alpha_3^* \alpha_2^*$, $y = \alpha_1^* \alpha_3^*$ and $z = \alpha_2^* \alpha_1^*$. Using every path’s expression as a simple path, we have found all generators of $A^G$. Since a path in $A$ is uniquely determined by its length, its starting vertex and its number of nonstar arrows, the following relations

$$x \alpha_2 = \alpha_1 y, \quad y \alpha_3 = \alpha_2 z \quad \text{and} \quad z \alpha_1 = \alpha_3 x$$

appear naturally. Hence, our initial guess is that the fixed ring is the path algebra 

![Diagram](image)

with respect to the stated relations.

The following Gröbner basis calculation shows that we actually found a presentation of the fixed ring. We define the order $\alpha_1 < \alpha_2 < \alpha_3 < x < y < z$. Since there are no overlap or inclusion ambiguities, the paths not including the leading terms $x \alpha_2$, $y \alpha_3$ and $z \alpha_1$ form a Gröbner basis by the Diamond Lemma. So we need to count them.

- Words starting with $x$ can only look like

$$x \rightarrow xy \rightarrow xyz \rightarrow xyzx \rightarrow \ldots$$
In the end, we sum up \( t + t^2 + t^3 \) and \( t^2 + t^3 + t^4 \).

- Words starting with \( \alpha_1 \) can look like

\[
\alpha_1 \rightarrow \alpha_1 y \rightarrow \alpha_1 yz \rightarrow \alpha_1 yzx \rightarrow \alpha_1 yzxy \rightarrow \ldots
\]

where we see repetition starting at line 4. Combining the first, fourth, seventh and so on row gives \( \frac{t + t^3 + t^5}{(1 - t^6)(1 - t^3)} \). Similarly, we get \( \frac{t^2 + t^4 + t^6}{(1 - t^6)(1 - t^3)} \) from the second, fifth, eighth and so on line and third, sixth, ninth and so on line, respectively. This adds up to

\[
\frac{t + t^2 + 2t^3 + t^4 + 2t^5 + t^6 + t^7}{(1 - t^6)(1 - t^3)}.
\]

The same has to be added for paths starting with \( \alpha_2 \) and \( \alpha_3 \), respectively.

- Do not forget \( e_1, e_2 \) and \( e_3 \) which contribute 3.

In the end, we sum up

\[
3 + \frac{3t^2}{1 - t^2} + \frac{3 \cdot (t + t^2 + 2t^3 + t^4 + 2t^5 + t^6 + t^7)}{(1 - t^6)(1 - t^3)} = \frac{3}{(1 - t)^2(1 + t)}.
\]

We compare our result to the Hilbert series of \( A^G \). According to Molien's Theorem, Lemma \((2.14)(c)\), \( H_{A^G}(t) \) equals \( \frac{3}{(1 - t)^2(1 + t)} \) which shows that we found a presentation for the fixed ring. It turns out that \( A \cong A^G \oplus A^G[-1] \) as right \( A^G \)-modules via the isomorphism

\[
\varphi : A^G \oplus A^G[-1] \rightarrow A, \quad (\beta_1, \beta_2) \mapsto \beta_1 + (\alpha_1^* + \alpha_2^* + \alpha_3^*)\beta_2.
\]

Linearity is clear. Also, it is easy to see that \( \varphi \) is surjective as every simple path with an even number of star arrows is fixed and thus in \( A^G \), and every simple path with an odd number of star arrows starting at \( e_i \) lives in \( \alpha_{i-1}^* A^G \). Lastly, \( \varphi \) is injective since \( \varphi(\beta_1, \beta_2) = 0 \) reduces to \( \beta_1 = \beta_2 = 0 \) as follows. While \( \beta_1 \) is a linear combination of simple paths with an even number of star arrows \( (\alpha_1^* + \alpha_2^* + \alpha_3^*)\beta_2 \) can only be composed of simple paths with an odd number of star arrows. Therefore, there is no interaction between the two parts possible and the form of the relations of \( A \) do not allow \( (\alpha_1^* + \alpha_2^* + \alpha_3^*)\beta_2 \) to be zero for a nonzero \( \beta_2 \).

**Example (4.2)** This example provides a fixed ring of global dimension 2 where \( A \) is projective but not free over the fixed ring \( A^G \). We choose \( g \) with \( c_1 = 1, \ c_2 = -1, \ c_3 = -1 \) and \( t_1 = \zeta_3, \ t_2 = -\zeta_3, \ t_3 = -\zeta_3 \) where \( \zeta_3 = \exp(2\pi i / 3) \). This means \( g \) has order 6 and acts
Thanks to the formula in the beginning of the section and Molien’s Theorem, Lemma (2.14)(c), the trace of the powers of $g$ and the Hilbert series of $A^G$ equal

$$
\begin{align*}
\text{Tr}(g, t) &= \frac{6 + (-1 - i\sqrt{3})t + (-4 + 4i\sqrt{3})t^2 + 2t^3 + (-3 - 3i\sqrt{3})t^4}{2(1 - t^3)^2}, \\
\text{Tr}(g^2, t) &= \frac{6 + (3 - 3i\sqrt{3})t}{2(1 - t^3)}, \\
\text{Tr}(g^3, t) &= \frac{3 - 5t + 3t^2}{(1 - t)(1 - t^3)}, \\
\text{Tr}(g^4, t) &= \frac{6 + (3 + 3i\sqrt{3})t}{2(1 - t^3)}, \\
\text{Tr}(g^5, t) &= \frac{6 + (-1 + i\sqrt{3})t + (-4 - 4i\sqrt{3})t^2 + 2t^3 + (-3 + 3i\sqrt{3})t^4}{2(1 - t^3)^2}, \\
\text{Tr}(g^6, t) &= \text{Tr}(\text{id}_A, t) = \frac{3}{(1 - t)^2}, \quad \text{and} \\
H_{A^G}(t) &= \frac{3 + t + t^2}{(1 - t^3)^2}.
\end{align*}
$$

Notice that 1 is a pole of order 1 of $\text{Tr}(g, t)$. In order to find generators for the fixed algebra $A^G$, where $G = \langle g \rangle$, we use the following strategy. Every minimal generator of $A^G$ can have length at most four as every fixed path of length five or larger contains either three nonstar or three star arrows and therefore allows one to decompose the fixed element as concatenation of two individually fixed words. Hence, $\alpha_1, x = \alpha_2\alpha_3, u_1 = \alpha_3^*\alpha_2^*\alpha_1^*, u_2 = \alpha_1^*\alpha_3^*\alpha_2^*, s = \alpha_3\alpha_1\alpha_2$ and $t = \alpha_2^*\alpha_1^*\alpha_3^*$ are the generators of the fixed ring.

Checking paths of the same type, we find at least the relations $ts = st, u_2x = xu_1$ and $u_1\alpha_1 = \alpha_1u_2$ and with respect to the ordering $\alpha_1 < x < u_1 < u_2 < s < t$ there do not exist any overlap or inclusion ambiguities. Therefore, the reduced words form a basis by the Diamond Lemma. To sum up, we know the fixed ring must be isomorphic to a factor of the
following path algebra together with the stated relations which we denote by $B$:

$$
\begin{align*}
  s = \alpha_3 \alpha_1 \alpha_2 & \quad \Rightarrow \quad e_3 \\
  t = \alpha_2^* \alpha_1^* \alpha_3^* & \quad \Rightarrow \quad e_1
\end{align*}
$$

To verify that this is a presentation of the fixed ring, we count words not containing the leading terms $ts$, $u_2x$ and $u_1 \alpha_1$.

- The part at $e_3$ is isomorphic to a polynomial ring in two variables of degree 3. Its Hilbert series equals $H_{e_3 B}(t) = \frac{1}{(1 - t^3)^2}$.
- The relations imply that the loops $u_i$ for $i = 1, 2$ can only be followed up by the same loops again. Including the corresponding idempotents, $\frac{1}{(1 - t^3)}$ for each $i$ is contributed to the Hilbert series.
- Lastly, we need to count paths starting with $\alpha_1$ and $x = \alpha_2 \alpha_3$. Let’s start with $\alpha_1$.

$$
\begin{align*}
  \alpha_1 & \quad \Rightarrow \quad \alpha_1 u_2 \quad \Rightarrow \quad \alpha_1 u_2^2 \quad \Rightarrow \quad \alpha_1 u_2^3 \quad \Rightarrow \quad \alpha_1 u_2^4 \quad \Rightarrow \quad \ldots \\
  \alpha_1 x & \quad \Rightarrow \quad \alpha_1 xu_1 \quad \Rightarrow \quad \alpha_1 xu_1^2 \quad \Rightarrow \quad \alpha_1 xu_1^3 \quad \Rightarrow \quad \alpha_1 xu_1^4 \quad \Rightarrow \quad \ldots \\
  \alpha_1 \alpha_1 \alpha_1 & \quad \Rightarrow \quad \alpha_1 \alpha_1 \alpha_1 \alpha_2 \quad \Rightarrow \quad \alpha_1 \alpha_1 \alpha_1 \alpha_2 \alpha_1 \alpha_1 \alpha_2 \quad \Rightarrow \quad \ldots \\
  \alpha_1 \alpha_1 x & \quad \Rightarrow \quad \alpha_1 \alpha_1 \alpha_1 xu_1 \quad \Rightarrow \quad \alpha_1 \alpha_1 \alpha_1 xu_1^2 \quad \Rightarrow \quad \ldots
\end{align*}
$$

Combine all even rows and all odd rows to see the repetition. The odd rows give $\frac{t}{(1 - t^3)^2}$ and the even rows give $\frac{t^3}{(1 - t^3)^2}$. For paths starting with $x$ a similar chain of possibilities arises:

$$
\begin{align*}
  x & \quad \Rightarrow \quad xu_1 \quad \Rightarrow \quad xu_1^2 \quad \Rightarrow \quad xu_1^3 \quad \Rightarrow \quad xu_1^4 \quad \Rightarrow \quad \ldots \\
  \alpha_1 x & \quad \Rightarrow \quad \alpha_1 xu_1 \quad \Rightarrow \quad \alpha_1 xu_1^2 \quad \Rightarrow \quad \alpha_1 xu_1^3 \quad \Rightarrow \quad \alpha_1 xu_1^4 \quad \Rightarrow \quad \ldots \\
  \alpha_1 \alpha_1 x & \quad \Rightarrow \quad \alpha_1 \alpha_1 xu_1 \quad \Rightarrow \quad \alpha_1 \alpha_1 xu_1^2 \quad \Rightarrow \quad \alpha_1 \alpha_1 xu_1^3 \quad \Rightarrow \quad \ldots
\end{align*}
$$

Again, combining all the even rows and all the odd rows contributes a total of $\frac{t^2 + t^3}{(1 - t^3)^2}$ to the Hilbert series $H_B(t)$. 
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Putting the pieces together gives the following sum

\[
H_B(t) = \frac{1}{(1-t^3)^2} + \frac{2}{1-t^3} + \frac{t + t^3}{(1-t^3)^2} + \frac{t^2 + t^3}{(1-t^3)^2} = \frac{3 + t + t^2}{(1-t^3)^2} = H_{AG}(t)
\]

which shows that we have found a presentation for the fixed ring.

The previous calculation also helps to find \(H_{M_{AG}}(t)\). Since the quiver underlying \(A^G\) has two connected components, only five entries in the \((3 \times 3)\)-matrix are nonzero. The easiest part is \(H_{e_3A^G e_3}(t) = \frac{1}{(1-t^3)^2}\) as noted above. Hence, the missing entries are \(H_{e_iA^G e_j}(t)\) for \(i, j = 1, 2\). Regarding \(H_{e_1A^G e_1}(t)\) (and analogously for \(H_{e_2A^G e_2}(t)\)) we find as basis \(e_1\), powers of \(u_1\) and paths starting with \(\alpha_1\) and ending in either \(x\) or \(u_1\). The first two combine to \(\frac{1}{1-t^3}\). The latter part are exactly the even rows among the paths starting with \(\alpha_1\) which contribute \(\frac{t^3}{(1-t^3)^2}\). This adds up to \(H_{e_1A^G e_1} = \frac{1}{(1-t^3)^2}\).

In the same way, \(H_{e_1A^G e_2}\) has a basis consisting of all the elements starting with \(\alpha_1\) and ending in either \(u_2\) or \(\alpha_1\). These elements are counted by the odd rows starting with \(\alpha_1\). From above this means \(H_{e_1A^G e_2} = \frac{t}{(1-t^3)^2}\).

Analogously, a basis of \(e_2A^G e_1\) consists of the elements of the odd rows starting with \(x\). In other words, \(H_{e_2A^G e_1} = \frac{t^2}{(1-t^3)^2}\). To sum up, we obtain

\[
H_{M_{AG}}(t) = \frac{1}{(1-t^3)^2} \begin{pmatrix} 1 & t \\ t^2 & 1 \\ 1 \end{pmatrix}.
\]

By [EE07 Proposition 3.2.1]

\[
H_{M_A}(t) = (I_2 - Ct + I_2t^2)^{-1} = \frac{1}{(1-t^3)^2} \begin{pmatrix} 1 + t^2 + t^4 & t + t^2 + t^3 & t + t^2 + t^3 \\ t + t^2 + t^3 & 1 + t^2 + t^4 & t + t^2 + t^3 \\ t + t^2 + t^3 & t + t^2 + t^3 & 1 + t^2 + t^4 \end{pmatrix}
\]

where \(C\) is the adjacency matrix of \(Q\). Inverting the matrix \(H_{M_{AG}}(t)\), multiplying to \(H_{M_A}(t)\) from the right and summing up finally gives

\[
H_{e_1A}(t) = (1 + t^2) H_{e_1A^G}(t) + (t + t^2 + t^3) H_{e_3A^G}(t),
\]

\[
H_{e_2A}(t) = (t + t^3) H_{e_1A^G}(t) + H_{e_2A^G}(t) + (t + t^2 + t^3) H_{e_3A^G}(t),
\]

\[
H_{e_3A}(t) = (t + t^2) H_{e_1A^G}(t) + t H_{e_2A^G}(t) + (1 + t^2 + t^4) H_{e_3A^G}(t)
\]

or

\[
H_A(t) = (1 + 2t + 2t^2 + t^3) H_{e_1A^G}(t) + (1 + t + t^2) H_{e_2A^G}(t) + (1 + 2t + 3t^2 + 2t^3 + t^4) H_{e_3A^G}(t)
\]
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which shows that $A$ is not free as an $A^G$-module. However, Proposition (5.5) will prove that $A$ must be a projective $A^G$-module once we show $\text{gl.dim}(A^G) = 2$.

With the notation $P_i = e_i A^G$, the proof of [Boc08, Theorem 3.2] states the beginning of the minimal projective resolution of a simple module of a factor of a path algebra. Applied to this example, computations show that the minimal projective resolutions of $S_i = P_i/(P_i)_{\geq 1}$ look like

\[
\begin{array}{c}
0 \rightarrow P_2 \rightarrow P_2 \oplus P_1 \xrightarrow{(\alpha_1 \quad u_1)} P_1 \rightarrow S_1 \rightarrow 0 \\
0 \rightarrow P_1 \rightarrow P_1 \oplus P_2 \xrightarrow{(x \quad u_2)} P_2 \rightarrow S_2 \rightarrow 0 \\
0 \rightarrow P_3 \rightarrow P_3 \oplus P_3 \xrightarrow{(s \quad t)} P_3 \rightarrow S_3 \rightarrow 0
\end{array}
\]

Exactness at the 0-th and 1-st position comes for free thanks to [Boc08, Theorem 3.2]. At last, each map at the second position is injective because there are no relations of the form $\alpha_1 \beta = 0$, $x \beta = 0$ or $s \beta = 0$ for appropriate nonzero $\beta$'s due to the relations and the chosen ordering. Therefore, [RR18, Proposition 3.19 (3)] provides $\text{gl.dim}(A^G) = 2$.

**Example (4.3)** In this example the fixed ring has global dimension 3. Define $g$ to map

\[
\begin{align*}
\alpha_1 & \mapsto \zeta_3 \alpha_1, & \alpha_1^* & \mapsto \alpha_1^*, \\
\alpha_2 & \mapsto \alpha_2, & \alpha_2^* & \mapsto \zeta_3 \alpha_2^*, \\
\alpha_3 & \mapsto \zeta_2^3 \alpha_3, & \alpha_3^* & \mapsto \zeta_2^3 \alpha_3^*
\end{align*}
\]

where $\zeta_3 = \exp(2\pi i / 3)$ and $c_1 t_1 = \zeta_3$. This means $g$ acts as follows:
Thanks to the formula in the beginning of the section and Molien’s Theorem, Lemma (2.14), the traces of $g$ and $g^2$ as well as the Hilbert series of $A^G$ equal
\[
\text{Tr}(g, t) = \frac{3i(1 - t^2)(-2i + (-i + \sqrt{3})t^2)}{2(1 - t^3)^2},
\]
\[
\text{Tr}(g^2, t) = \frac{(-3i)(1 - t^2)(2i + (i + \sqrt{3})t^2)}{2(1 - t^3)^2},
\]
\[
H_{A^G}(t) = \frac{3 + 2t + 2t^2 + 2t^3}{(1 - t^3)^2}.
\]
The same argument as in the previous example works, i.e. collecting all paths of length smaller than or equal to 4 which are fixed provides the generators of $A^G$ for $G = \langle g \rangle$.

Checking all words of length smaller than or equal to four provides a path algebra $B$ as follows:
\[
\begin{array}{c}
\bullet & \quad \bullet & \quad \bullet & \quad \bullet \\
en_1 & \quad y = \alpha_2^* \alpha_1 \alpha_3 & \quad x = \alpha_3 \alpha_1 & \quad u_2 = \alpha_2^* \alpha_1 \alpha_3 \\
& \quad \alpha_2 & \quad \alpha_1 & \quad u_1 = \alpha_1 \alpha_2 \alpha_3 \\
& \quad e_1 & \quad e_2 & \quad e_3
\end{array}
\]

Notice that $\alpha_1 \alpha_1^* \alpha_3^* = \alpha_2^* \alpha_2 \alpha_2$. We fix the ordering $\alpha_2 < \alpha_1^* < x < y < u_1 < u_2$ and the following four relations become apparent:
\[
\begin{align*}
u_1 y &= y \alpha_2 x, & \alpha_1^* y \alpha_2 &= \alpha_2 u_2, & \alpha_1^* u_1 &= \alpha_2 x \alpha_1^*, & u_2 x &= x \alpha_1^* y.
\end{align*}
\]
The only overlap $\alpha_1^* u_1 y$ resolves as
\[
\alpha_1^* (y \alpha_2 x) - (\alpha_2 x \alpha_1^*) y = \alpha_2 u_2 x - \alpha_2 x \alpha_1^* y = \alpha_2 x \alpha_1^* y - \alpha_2 x \alpha_1^* y = 0.
\]

A Gröbner basis calculation as in Example (4.1) shows that this gives a presentation of the fixed ring $A^G$. For more details check the author’s dissertation [Wei18, Example 4.2.3].

In order to find the minimal projective resolutions we use the notation from before, i.e. $S_i = e_i A / (e_i A)_{\geq 1} = e_i A^G / (e_i A^G)_{\geq 1}$ and $P_i = e_i A^G$. The proof of [Boc08, Theorem 3.2] again gives the beginnings of the easy minimal projective resolutions for $S_1$ and $S_3$:
\[
\begin{align*}
0 & \longrightarrow P_2 \quad \left( \begin{array}{c} y \\ -\alpha_2 x \end{array} \right) \quad \longrightarrow P_1 \oplus P_2 \quad \left( u_1 \ y \right) \quad \longrightarrow P_1 \longrightarrow S_1 \longrightarrow 0 \\
0 & \longrightarrow P_2 \quad \left( \begin{array}{c} \alpha_1^* y \\ -x \end{array} \right) \quad \longrightarrow P_2 \oplus P_3 \quad \left( x \ u_2 \right) \quad \longrightarrow P_3 \longrightarrow S_3 \longrightarrow 0
\end{align*}
\]
As in the previous example, exactness at the 0-th and 1-st position is by construction and left multiplication by \( y \) \((x, \text{respectively})\) is injective due to the relations and the ordering. This shows we found the minimal projective resolutions of \( S_1 \) and \( S_3 \). Let’s look at \( S_2 \):

\[
\ldots \longrightarrow P_1 \oplus P_3 \overset{egin{pmatrix} u_1 & y\alpha_2 \\ -x_1 & -u_2 \end{pmatrix}}{\longrightarrow} P_1 \oplus P_3 \overset{(\alpha_1^* \ \alpha_2)}{\longrightarrow} P_2 \longrightarrow S_2 \longrightarrow 0
\]

Again we have exactness in the 0-th and 1-st spot by \([\text{Boc}08, \text{Theorem 3.2}]\). We need to understand the kernel of the map

\[
\Gamma : P_1 \oplus P_3 \longrightarrow P_1 \oplus P_3, \quad \begin{pmatrix} \beta_1 \\ \beta_2 \end{pmatrix} \mapsto \begin{pmatrix} u_1 & y\alpha_2 \\ -x_1 & -u_2 \end{pmatrix} \cdot \begin{pmatrix} \beta_1 \\ \beta_2 \end{pmatrix}.
\]

Let \( \begin{pmatrix} f \\ g \end{pmatrix} \in \ker(\Gamma) \subseteq P_1 \oplus P_3 \). Due to the relations, we can write \( f = \sum_{j=0}^{N} c_j u_1^j + cyf_1 \) and \( g = \sum_{\ell=0}^{M} d_\ell u_2^\ell + dxg_2 \) for \( c, c_j, d, d_\ell \in k \) as well as \( M, N \in \mathbb{N}_0 \) and \( f_1, g_2 \in P_2 \). Then

\[
\begin{pmatrix} 0 \\ 0 \end{pmatrix} = \Gamma \left( \begin{pmatrix} f \\ g \end{pmatrix} \right) = \begin{pmatrix} u_1 & y\alpha_2 \\ -x_1 & -u_2 \end{pmatrix} \cdot \begin{pmatrix} \sum_{j=0}^{N} c_j u_1^j + cyf_1 \\ \sum_{\ell=0}^{M} d_\ell u_2^\ell + dxg_2 \end{pmatrix} = \left( \sum_{j=0}^{N} c_j u_1^j + cu_1yf_1 + \sum_{\ell=0}^{M} d_\ell y\alpha_2 u_2^\ell + dy\alpha_2 xg_2 \right) + \left( -\sum_{j=0}^{N} c_j x\alpha_1^* u_1^j - cx\alpha_1^* yf_1 - \sum_{\ell=0}^{M} d_\ell u_2^\ell - dxu_2 xg_2 \right).
\]

In the first entry, only \( \sum_{j=0}^{N} c_j u_1^j \) consists of only nonstar arrows while the rest of terms always contain \( y \), which has two star arrows. This implies \( c_j = 0 \) for all \( j \). Similarly, \( \sum_{\ell=0}^{M} d_\ell u_2^\ell \) are the only summands with only star arrows in the second entry and so \( d_\ell = 0 \) for all \( \ell \). Hence, we can assume that \( f = yf_1 \) and \( g = xg_2 \).

It is easy to check that \( \begin{pmatrix} yf \\ -xf \end{pmatrix} \in \ker(\Gamma) \) for all \( f \in P_2 \):

\[
\begin{pmatrix} u_1 & y\alpha_2 \\ -x_1 & -u_2 \end{pmatrix} \cdot \begin{pmatrix} yf \\ -xf \end{pmatrix} = \begin{pmatrix} u_1 yf - y\alpha_2 xf \\ -x_1 yf + u_2 x f \end{pmatrix} = \begin{pmatrix} (u_1 y - y\alpha_2 x)f \\ (-x_1 y + u_2 x)f \end{pmatrix} = 0.
\]

This implies that \( \begin{pmatrix} 0 \\ x(f_1 + g_2) \end{pmatrix} \in \ker(\Gamma) \) as we know that \( \begin{pmatrix} yf_1 \\ xg_2 \end{pmatrix} \), \( \begin{pmatrix} y(-f_1) \\ x f_1 \end{pmatrix} \in \ker(\Gamma) \). Therefore, we can compute

\[
\begin{pmatrix} u_1 & y\alpha_2 \\ -x_1 & -u_2 \end{pmatrix} \cdot \begin{pmatrix} 0 \\ x(f_1 + g_2) \end{pmatrix} = \begin{pmatrix} y\alpha_2 x(f_1 + g_2) \\ -u_2 x(f_1 + g_2) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]
The first entry, \( y\alpha_2 x (f_1 + g_2) = 0 \), implies that \( g_2 = -f_1 \). This follows from \( y\alpha_2 x \) not appearing as or including a leading term of one of the relations. To sum up, we can write

\[
\ker(\Gamma) = \left\{ \left( \frac{y}{-x} \right) \cdot f_1 \bigg| f_1 \in P_2 \right\}
\]

and the minimal projective resolution becomes

\[
0 \longrightarrow P_2 \overset{(y \quad -x)}{\longrightarrow} P_1 \oplus P_3 \overset{(u_1 \quad y\alpha_2 \quad -x\alpha_1 \quad -u_2)}{\longrightarrow} P_1 \oplus P_3 \overset{(\alpha_1 \quad \alpha_2)}{\longrightarrow} P_2 \longrightarrow S_2 \longrightarrow 0,
\]

which is injective at the last spot for the same reason as before: left multiplication by \( x \) is injective due to the relations and the order. Once again, \[\text{Proposition 3.19 (3)}\] says the global dimension of \( A^G \) equals the maximal projective dimension of the simple modules and thus \( \text{gl. dim}(A^G) = \text{pdim}(S_2) = 3 \).

The last piece of this chapter helps understanding graded automorphisms \( g \) of \( \Pi_Q(k) \) for \( Q = \widetilde{A}_2 \) with 1 as a pole of order \( \text{GKdim}(\Pi_Q(k)) = 2 \). It was shown in \[\text{Proposition 1.8}\] that for regular domains, the denominator of the trace of a nonidentity automorphism cannot have 1 as a root of order equal to the GK-dimension of the algebra. This result encouraged their definition of a quasi-reflection. Kirkman, Kuzmanovich and Zhang call a graded automorphism \( \sigma \) of an AS-regular domain \( S \) a quasi-reflection in \[\text{Definition 2.2}\] if it has 1 as a root of the denominator of its trace \( \text{Tr}(\sigma, t) = p_\sigma(t)^{-1} \) of multiplicity equal to \( \text{GKdim}(S) - 1 \). In contrast, for preprojective algebras many graded automorphisms have 1 as a pole of the trace of order 2 = \( \text{GKdim}(\Pi_Q(k)) \). An easy example to see this occurs for \( Q = \widetilde{A}_2 \) with \( c_1 = t_1 = 1 \) and \( c_2 = c_3 = t_2 = t_3 = -1 \). Using the formula from the beginning of the section, we obtain \( \text{Tr}(g, t) = \frac{3 - 5t + 3t^2}{(1 - t)(1 - t^3)} \).

A straight-forward approach to define quasi-reflections for preprojective algebras would be as follows. Instead of looking at 1 as a root of the denominator of the trace function, one could consider the order of 1 as a pole of \( \text{Tr}(g, t) \). The natural definition would be to call an automorphism \( g \) a quasi-reflection if the order of 1 as a pole of \( \text{Tr}(g, t) \) equals GK-dimension minus one. To get a feel for this idea one needs to understand the nontrivial graded automorphisms whose trace have 1 as a pole of order 2. As the following proposition shows in this case, at least for \( n = 3 \) the fixed rings \( A^{(g)} \) always have infinite global dimension which means we do not want to call these quasi-reflections.

**Proposition (4.4)** Let \( g \neq \text{id} \) be a graded automorphism of \( \widetilde{A}_2 \). Denote \( \text{Tr}(g, t) = \frac{p(t)}{q(t)} \) and keep the formula given in the beginning of this section in mind. Then, the numerator
This means if \( 1 + c \neq 0 \) is if \( c \) and so

Recall the formula of the trace due to Proposition (3.4):

\[
\text{Tr}(g,t) = \frac{3 + (c_1 + c_2 + c_3 + c_1 c_2 + c_2 c_3 + c_1 c_3)(1 + (c_1 t_1) + (c_1 t_1)^2)}{(1 - c_1 c_2 c_3 t^3)(1 - t_1 t_2 t_3 t^3)} + \frac{c_1 t_1 (c_1 + c_2 + c_3 + t_1 + t_2 + t_3)^2 + 3(c_1 t_1)^2 t^4}{(1 - c_1 c_2 c_3 t^3)(1 - t_1 t_2 t_3 t^3)}.
\]

If \( \text{Tr}(g,t) \) has 1 as a pole of order 2, then \( A^{(g)} \) has infinite global dimension.

**Proof**

Let \( g \) be such that \( \text{Tr}(g,t) \) has 1 as a pole of order 2. The relations force \( c_1 t_1 = c_2 t_2 = c_3 t_3 \). Also, in order to have 1 as a pole of order 2, we need \( c_1 c_2 c_3 = t_1 t_2 t_3 = 1 \). Hence,

\[(c_1 t_1)^3 = c_1 c_2 c_3 \cdot t_1 t_2 t_3 = 1\]

and so \( c_1 t_1 \) must be a third root of unity. Consider the following calculation which shows how \( p(1) \) can be factored

\[
[3 + (c_1 + c_2 + c_3 + c_1 c_2 + c_2 c_3 + c_1 c_3)] \cdot [1 + c_1 t_1 + (c_1 t_1)^2]
\]

\[
= 3 + (c_1 + c_2 + c_3 + c_1 c_2 + c_2 c_3 + c_1 c_3) + 3c_1 t_1 + c_1 t_1 (c_1 + c_2 + c_3 + c_1 c_2 + c_2 c_3 + c_1 c_3)
\]

\[
+ 3(c_1 t_1)^2 + (c_1 t_1)^2 (c_1 + c_2 + c_3 + c_1 c_2 + c_2 c_3 + c_1 c_3)
\]

\[
= 3 + (c_1 + c_2 + c_3 + (c_1 t_1) (c_1 c_2 + c_2 c_3 + c_1 c_3))
\]

\[
+ (c_1 c_2 + c_2 c_3 + c_1 c_3 + (c_1 t_1)^2 (c_1 + c_2 + c_3) + 3c_1 t_1)
\]

\[
+ ((c_1 t_1) (c_1 + c_2 + c_3) + (c_1 t_1)^2 (c_1 c_2 + c_2 c_3 + c_1 c_3)) + 3(c_1 t_1)^2
\]

\[
= 3 + (c_1 + c_2 + c_3 + t_1 + t_2) + (c_1 c_2 + c_2 c_3 + c_1 c_3 + t_2 t_3 + t_1 t_3 + t_1 t_2 + 3c_1 t_1)
\]

\[
+ (c_1 t_1) (c_1 + c_2 + c_3 + t_1 + t_2) + 3(c_1 t_1)^2.
\]

This means if \( 1 + c_1 t_1 + (c_1 t_1)^2 = 0 \) or \( 3 + (c_1 + c_2 + c_3 + c_1 c_2 + c_2 c_3 + c_1 c_3) = 0 \) we can have 1 as a pole of order at most 1. As \( (c_1 t_1)^3 = 1 \), the only possibility to have \( 1 + c_1 t_1 + (c_1 t_1)^2 \) not equal to zero is if \( c_1 t_1 = 1 \). To sum up, our choices for the \( c_i \) and \( t_i \) are

\[
\alpha_1 \mapsto c_1 \alpha_1, \quad \alpha_2 \mapsto c_2 \alpha_2, \quad \alpha_3 \mapsto \frac{1}{c_1 c_2} \alpha_3,
\]

\[
\alpha_1^* \mapsto \frac{1}{c_1} \alpha_1^*, \quad \alpha_2^* \mapsto \frac{1}{c_2} \alpha_2^*, \quad \alpha_3^* \mapsto c_1 c_2 \alpha_3^*.
\]

Since \( c_1 c_2 c_3 = 1 = t_1 t_2 t_3 \) the argument to find the generators of the fixed ring used in Example (4.2) applies: it is enough to look at fixed paths of degree at most four as every
fixed path can be decomposed as a product of fixed paths of degree less than or equal to four. We look at the following two cases.

(a) Either \(c_1 = 1\), \(c_2 \neq 1\), or \(c_2 = 1\), \(c_1 \neq 1\) or \(c_1 \neq 1\), \(c_2 \neq 1\), \(c_1 c_2 = 1\). The following list of elements helps to understand the fixed ring:

| eigenvalue | eigenvector |
|------------|-------------|
| 1          | \(e_1, e_2, e_3, \alpha_1 \alpha_1^*, \alpha_2 \alpha_2^*, \alpha_3 \alpha_3^*, \alpha_1 \alpha_2 \alpha_3, \alpha_3^2 \alpha_2^* \alpha_1^*, \alpha_2 \alpha_3 \alpha_1, \alpha_1^* \alpha_3^* \alpha_2^*, \alpha_3 \alpha_1 \alpha_2, \alpha_3^* \alpha_1 \alpha_2^*, \alpha_1 \alpha_2 \alpha_3^* \alpha_1^*, \alpha_2 \alpha_3 \alpha_1^* \alpha_3^* \alpha_2^* \) |
| \(c_1\)     | \(\alpha_1, \alpha_3 \alpha_2^*, \alpha_1 \alpha_2 \alpha_3^*, \alpha_1 \alpha_2 \alpha_3 \alpha_1, \alpha_1 \alpha_1^* \alpha_3^* \alpha_2^* \) |
| \(c_1^{-1}\) | \(\alpha_1^*, \alpha_2 \alpha_3, \alpha_2 \alpha_2 \alpha_1^*, \alpha_2 \alpha_3 \alpha_1 \alpha_1^*, \alpha_1^* \alpha_3 \alpha_2^* \alpha_1^* \) |
| \(c_2\)     | \(\alpha_2, \alpha_3 \alpha_3^*, \alpha_2 \alpha_3 \alpha_1 \alpha_2, \alpha_2 \alpha_2 \alpha_1^* \alpha_3^* \) |
| \(c_2^{-1}\) | \(\alpha_2^*, \alpha_3 \alpha_1, \alpha_3 \alpha_2 \alpha_2^*, \alpha_3 \alpha_1 \alpha_2 \alpha_3^*, \alpha_2 \alpha_1 \alpha_3 \alpha_2^* \) |
| \(c_1 c_2\) | \(\alpha_3^*, \alpha_1 \alpha_2, \alpha_1 \alpha_1 \alpha_3^*, \alpha_1 \alpha_2 \alpha_3 \alpha_3^*, \alpha_3^2 \alpha_2 \alpha_1 \alpha_3^* \) |
| \((c_1 c_2)^{-1}\) | \(\alpha_3, \alpha_2 \alpha_1 \alpha_3^*, \alpha_3 \alpha_1 \alpha_3^*, \alpha_3 \alpha_1 \alpha_2 \alpha_3, \alpha_3^2 \alpha_3 \alpha_2 \alpha_1 \alpha_3^* \) |

So, if precisely one of \(c_1\), \(c_2\), \(c_1 c_2\) equals 1, we obtain the same diagram up to a rotation. For example in case \(c_1 c_2 = 1\), we get the path algebra underlying \(A_G^G\) as

\[
\begin{align*}
&\text{with relations } uv = vu, \quad vw = vw, \quad wv = wv, \quad uv = u^2 \text{ for the right connected component and relations } xy = (\alpha_3^* \alpha_3)^2, \quad yx = (\alpha_3 \alpha_3^*)^2, \quad xy \alpha_3^* = \alpha_3 \alpha_3^* x, \quad y \alpha_3^* \alpha_3 = \alpha_3 \alpha_3^* y \\
&\text{for the left connected component. Note that } \alpha_1 \alpha_1^* = \alpha_3 \alpha_3^* \alpha_2 \text{ and } \alpha_2 \alpha_3 \alpha_3 \alpha_2 = u^2.
\end{align*}
\]

Consider the right component \(k[u, v, w]/(u^3 - vw)\) as the coordinate ring of the affine variety \(Y = Z(u^3 - vw)\). The beginning of [Har77, Chapter 5] says that the point \(P = (0, 0, 0)\) is singular since the Jacobian matrix \((3u^2 - w - v)\) is zero at \(P\). Then, [Har77, Theorem 5.1] implies that the local ring \(\mathcal{O}_{P,Y}\) is not regular and as a localization this also makes the local ring \(k[u, v, w]/(u^3 - vw)\) not regular. By [Ser56, Théorème 3], a noetherian local ring which is not regular must have infinite global dimension.

(b) All three of \(c_1\), \(c_2\), \(c_1 c_2\) are not equal to 1. Hence, the only elements fixed of degree at most four are

\[
\begin{align*}
&e_1, \quad e_2, \quad e_3, \\
&\alpha_1 \alpha_1^*, \quad \alpha_2 \alpha_2^*, \quad \alpha_3 \alpha_3^*, \\
&\alpha_1 \alpha_2 \alpha_3, \quad \alpha_2 \alpha_3 \alpha_1, \quad \alpha_3 \alpha_1 \alpha_2, \quad \alpha_3^2 \alpha_2 \alpha_1^*, \quad \alpha_1^* \alpha_3 \alpha_2^* \alpha_1^*, \quad \alpha_2 \alpha_1 \alpha_3 \alpha_2^*, \\
&\alpha_1 \alpha_2 \alpha_2 \alpha_1^*, \quad \alpha_2 \alpha_2 \alpha_3 \alpha_2, \quad \alpha_3 \alpha_1 \alpha_1^* \alpha_3.
\end{align*}
\]
Therefore, the fixed ring is isomorphic to the path algebra

\[
\begin{align*}
w_3 &= \alpha_3 \alpha_1 \alpha_2 e_3, \\
u_3 &= \alpha_3 \alpha_1 \alpha_2 w_3, \\
&= \alpha_3 \alpha_1 \alpha_2 (w_3) = \alpha_3 \alpha_1 \alpha_2 (\alpha_3 \alpha_1 \alpha_2 e_3) = \alpha_3 \alpha_1 \alpha_2 \alpha_3 \alpha_1 \alpha_2 e_3 = \alpha_3 \alpha_1 \alpha_2 \alpha_3 \alpha_1 \alpha_2 w_3 = \\
u_1 &= \alpha_1 \alpha_2 \alpha_3 e_1, \\
w_1 &= \alpha_1 \alpha_2 \alpha_3 w_1, \\
u_1 &= \alpha_1 \alpha_2 \alpha_3 (w_1) = \alpha_1 \alpha_2 \alpha_3 (w_1) = \alpha_1 \alpha_2 \alpha_3 (\alpha_1 \alpha_2 \alpha_3 e_1) = \alpha_1 \alpha_2 \alpha_3 \alpha_1 \alpha_2 \alpha_3 e_1 = \alpha_1 \alpha_2 \alpha_3 \alpha_1 \alpha_2 \alpha_3 w_1 = \\
u_2 &= \alpha_2 \alpha_1 \alpha_2 \alpha_3 e_2, \\
w_2 &= \alpha_2 \alpha_1 \alpha_2 \alpha_3 w_2, \\
u_2 &= \alpha_2 \alpha_1 \alpha_2 \alpha_3 (w_2) = \alpha_2 \alpha_1 \alpha_2 \alpha_3 (w_2) = \alpha_2 \alpha_1 \alpha_2 \alpha_3 (\alpha_2 \alpha_1 \alpha_2 \alpha_3 e_2) = \alpha_2 \alpha_1 \alpha_2 \alpha_3 \alpha_2 \alpha_1 \alpha_2 \alpha_3 e_2 = \alpha_2 \alpha_1 \alpha_2 \alpha_3 \alpha_2 \alpha_1 \alpha_2 \alpha_3 w_2 = \\
u_3 &= \alpha_3 \alpha_1 \alpha_2 \alpha_3 w_3, \\
w_3 &= \alpha_3 \alpha_1 \alpha_2 \alpha_3 (w_3) = \alpha_3 \alpha_1 \alpha_2 \alpha_3 (w_3) = \alpha_3 \alpha_1 \alpha_2 \alpha_3 (\alpha_3 \alpha_1 \alpha_2 \alpha_3 e_3) = \alpha_3 \alpha_1 \alpha_2 \alpha_3 \alpha_3 \alpha_1 \alpha_2 \alpha_3 e_3 = \alpha_3 \alpha_1 \alpha_2 \alpha_3 \alpha_3 \alpha_1 \alpha_2 \alpha_3 w_3 = \\
&= \alpha_3 \alpha_1 \alpha_2 \alpha_3 \alpha_3 \alpha_1 \alpha_2 \alpha_3 w_3 = \alpha_3 \alpha_1 \alpha_2 \alpha_3 \alpha_3 \alpha_1 \alpha_2 \alpha_3 (w_3) = \alpha_3 \alpha_1 \alpha_2 \alpha_3 \alpha_3 \alpha_1 \alpha_2 \alpha_3 (w_3) = \alpha_3 \alpha_1 \alpha_2 \alpha_3 \alpha_3 \alpha_1 \alpha_2 \alpha_3 (\alpha_3 \alpha_1 \alpha_2 \alpha_3 e_3) = \alpha_3 \alpha_1 \alpha_2 \alpha_3 \alpha_3 \alpha_1 \alpha_2 \alpha_3 \alpha_3 \alpha_1 \alpha_2 \alpha_3 e_3 = \alpha_3 \alpha_1 \alpha_2 \alpha_3 \alpha_3 \alpha_1 \alpha_2 \alpha_3 \alpha_3 \alpha_1 \alpha_2 \alpha_3 w_3 = \\
u_4 &= \alpha_4 \alpha_1 \alpha_2 \alpha_3 e_4, \\
w_4 &= \alpha_4 \alpha_1 \alpha_2 \alpha_3 w_4, \\
u_4 &= \alpha_4 \alpha_1 \alpha_2 \alpha_3 (w_4) = \alpha_4 \alpha_1 \alpha_2 \alpha_3 (w_4) = \alpha_4 \alpha_1 \alpha_2 \alpha_3 (\alpha_4 \alpha_1 \alpha_2 \alpha_3 e_4) = \alpha_4 \alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_1 \alpha_2 \alpha_3 e_4 = \alpha_4 \alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_1 \alpha_2 \alpha_3 w_4 = \\
u_5 &= \alpha_5 \alpha_1 \alpha_2 \alpha_3 e_5, \\
w_5 &= \alpha_5 \alpha_1 \alpha_2 \alpha_3 w_5, \\
u_5 &= \alpha_5 \alpha_1 \alpha_2 \alpha_3 (w_5) = \alpha_5 \alpha_1 \alpha_2 \alpha_3 (w_5) = \alpha_5 \alpha_1 \alpha_2 \alpha_3 (\alpha_5 \alpha_1 \alpha_2 \alpha_3 e_5) = \alpha_5 \alpha_1 \alpha_2 \alpha_3 \alpha_5 \alpha_1 \alpha_2 \alpha_3 e_5 = \alpha_5 \alpha_1 \alpha_2 \alpha_3 \alpha_5 \alpha_1 \alpha_2 \alpha_3 w_5 =
\end{align*}
\]

with relations \( u_i w_i = w_i u_i, \ u_i v_i = v_i u_i, \ v_i w_i = w_i v_i \) and \( w_i v_i = u_i^3 \) for \( i = 1, 2, 3 \). The same reasoning as in part (a) proves that this algebra has infinite global dimension. □

5. Properties of the Fixed Ring of a non-connected Algebra

In this section, let \( B \) be a noetherian \( \mathbb{N} \)-graded twisted Calabi-Yau algebra of global dimension \( d \geq 1 \) with degree zero piece \( B_0 \cong k^n \). Lemma (2.7) combined with Proposition (2.9) implies that \( B \) and \( B^{op} \) satisfy the \( \chi \)-condition. Denote the primitive orthogonal idempotents by \( e_i \). This gives us all simple right \( B \)-modules \( S_i = e_i B/(e_i B)\geq1 \) and all simple left \( B \)-modules \( S_i^* = B e_i/(B e_i)\geq1 \), respectively. Fix a finite subgroup \( G \) of the graded automorphism group of \( B \) such that every \( g \in G \) satisfies \( g(e_i) = e_i \). Notice that this implies \( (B^G)_0 = B_0 \cong k^n \).

We will show connections between \( B^G \) having finite global dimension together with satisfying the generalized Gorenstein condition and \( \text{gl.dim}(B) = \text{gl.dim}(B^G) \) as well as \( B \) being a projective \( B^G \)-module. In particular, the only direction missing from showing that the mentioned three conditions are equivalent is to show \( \text{gl.dim}(B^G) = \text{gl.dim}(B) \) implies \( B^G \) satisfies the generalized Gorenstein condition. We will be able to prove this remaining piece under some stronger assumptions in the next section.

In particular, if \( Q \) is the quiver corresponding to an extended Dynkin graph of type \( \widetilde{A}_{n-1}, \widetilde{D}_{n-1} \) or \( \widetilde{E}_m \) for \( m = 6, 7, 8 \) then \( A = \Pi_Q(k) \) is an \( \mathbb{N} \)-graded Calabi-Yau algebra of global dimension 2 whose degree zero piece is isomorphic to \( k^n \) (where \( n = m + 1 \) if \( Q = \widetilde{E}_m \)). Moreover, \( A \) is noetherian and satisfies the \( \chi \)-condition by Proposition (2.10). Thus, for \( G \) a nontrivial finite subgroup of graded automorphisms of \( A \) satisfying that every \( g \in G \) fixes the primitive idempotents \( e_i \) for \( i = 1, \ldots, n \) all results of this section apply.

Before we can start we need to introduce more notation. Most of the conditions are required in order to apply theorems from [AZ94]. Therefore, let’s adopt the notation from [AZ94]: \( \text{qgr}(B) \) denotes the quotient category \( \text{gr}(B)/\text{tors}(B) \) where \( \text{gr}(B) \) is the category of all finitely generated graded right \( B \)-modules and \( \text{tors}(B) \) denotes the subcategory of finite
dimensional modules. For every module $M \in \text{gr}(B)$, we denote its image in $\text{qgr}(B)$ by $\mathcal{M} = \pi(M)$.

Also recall the definition of \textit{cohomological dimension of proj} $(B)$ from [AZ94, p.276] which uses $H^i(\mathcal{M}) = H^i_{B}(\mathcal{M}) := \text{Ext}_i^q \text{qgr}(B)(B, M)$:

$$\text{cd}(\text{proj } B) = \max \{ i \mid H^i(\mathcal{M}) \neq 0 \text{ for some } \mathcal{M} \in \text{qgr}(B) \}.$$ 

Since $\text{gl. dim}(B) = d$ is finite, [AZ94, Proposition 7.10(3)] says $\text{cd}(\text{proj } B) \leq d - 1$ is finite as well. Then, we can use [AZ94, Proposition 7.10(1)] to get a different description of $\text{cd}(\text{proj } B)$ involving $H^i(\mathcal{M}) := \bigoplus_{s=-\infty}^{ \infty } H^i(\mathcal{M}[s])$:

$$\text{cd}(\text{proj } B) = \max \{ i \mid H^i(\mathcal{B}) \neq 0 \}.$$ 

This says, we only need to look at $\mathcal{B}$ in $\text{qgr}(B)$. Even better, for $i \geq 1$, we have the equality $H^i(\mathcal{B}) = \lim_{m \to \infty} \text{Ext}^{i+1}_B(B/B_{\geq m}, B)$ thanks to [AZ94, Proposition 7.2(2)]. Moreover, the same proposition says $H^0(\mathcal{B})$ surjects onto $\lim_{m \to \infty} \text{Ext}^1_B(B/B_{\geq m}, B)$.

The following lemma connects the cohomological dimension to the global dimension of $B$.

\textbf{Lemma (5.1)} \quad $\text{cd}(\text{proj } B) = \text{gl. dim}(B) - 1$.

\textbf{Proof} 

We obtain $\text{cd}(\text{proj } B) \leq \text{gl. dim}(B) - 1$ from [AZ94, Proposition 7.10(3)]. To achieve the equality $\text{cd}(\text{proj } B) = \text{gl. dim}(B) - 1$, we consider the following constructions and results to generalize the idea of [AZ94, Theorem 8.1(3)]. For $d = \text{gl. dim}(B) \geq 1$ we are going to show that $\lim_{m \to \infty} \text{Ext}^d_B(B/B_{\geq m}, B) \neq 0$. By our assumptions $B$ is twisted Calabi-Yau.

This guarantees the existence of the $k$-central invertible bimodule $U = \text{Ext}^d_{B^e}(B, B^e)$ as in Definition (2.8). From [RR18, Proposition 4.12] follows

$$\lim_{m \to \infty} \text{Ext}^d_B(B/B_{\geq m}, B) \cong \lim_{m \to \infty} \text{Tor}^B_{d-d}((B/B_{\geq m})^* \otimes_B U, B) \cong \lim_{m \to \infty} ((B/B_{\geq m})^* \otimes_B U) \otimes_B B \cong \lim_{m \to \infty} (B/B_{\geq m})^* \otimes_B U.$$ 

We can calculate the direct limit of $(B/B_{\geq m})^*$. Applying the left-exact contravariant functor $\text{Hom}(-, k)$ to the natural projections $B/B_{\geq m+1} \longrightarrow B/B_{\geq m} \longrightarrow 0$, we obtain exact maps

$$0 \longrightarrow \text{Hom}_k(B/B_{\geq m}, k) \longrightarrow \text{Hom}_k(B/B_{\geq m+1}, k).$$ 

Hence, the direct limit becomes the union of all $\text{Hom}_k(B/B_{\geq m}, k)$ which is nonzero. This does not change if we apply $\otimes_B U$. 
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Thus, for $d = \text{gl.dim}(B) \geq 2$, we showed that $H^{d-1}(B) = \lim_{m \to \infty} \text{Ext}^d_B(B/B_{\geq m}, B) \neq 0$ using [AZ94, Proposition 7.2(2)]. For $d = \text{gl.dim}(B) = 1$, we have the surjection of $H^0(B)$ onto $\lim_{m \to \infty} \text{Ext}^1_B(B/B_{\geq m}, B) \neq 0$. Together, for $\text{gl.dim}(B) \geq 1$ we obtain $H^{d-1}(B) \neq 0$. Hence $\text{cd} (\text{proj } B) = d - 1$. 

**Proposition (5.2)** If $B^G$ has finite global dimension and satisfies the generalized Gorenstein condition from Proposition (2.9)(2), then $\text{gl.dim}(B^G) = \text{gl.dim}(B)$.

**Proof**
The proof of [KKZ08, Lemma 1.11(d)] works in our case. We immediately gain that $B^G$ is a noetherian $\mathbb{N}$-graded algebra (see Lemma (2.14)(b)). Moreover, $B^G$ satisfies the $\chi$-condition due to Proposition (2.17). These properties will be important to use results from [AZ94].

Since $B^G$ has finite global dimension and satisfies the generalized Gorenstein condition it is twisted Calabi-Yau by Proposition (2.9). Now, Lemma (5.1) applies to both $B$ and $B^G$ saying $\text{cd}(\text{proj } B) = \text{gl.dim}(B) - 1$ as well as $\text{cd}(\text{proj } B^G) = \text{gl.dim}(B^G) - 1$. Therefore, in order to finish the proof, it suffices to show that $\text{cd}(\text{proj } B) = \text{cd}(\text{proj } B^G)$.

Recall that $B$ satisfies the $\chi$-condition and the natural inclusion of $B^G \hookrightarrow B$ makes $B$ a finitely generated $B^G$-module by Proposition (2.16). Hence, [AZ94, Corollary 8.4(1)] says $\text{cd}(\text{proj } B) \leq \text{cd}(\text{proj } B^G)$. Further, the natural projection

$$
\pi : B \to B^G, \ b \mapsto \frac{1}{|G|} \sum_{g \in G} g(b)
$$

allows one to decompose $B = B^G \oplus C$ as $(B^G, B^G)$-bimodules (see Lemma (2.14)(a)).

The same calculation as in [KKZ08, Lemma 1.11(d)] for $i = d - 1$ provides

$$
\text{cd}(\text{proj } B) = \max \{ i \mid H^i_B(B) \neq 0 \}
= \max \{ i \mid H^i_B(B \oplus C) \neq 0 \}
= \max \{ i \mid H^i_B(B \oplus C) \neq 0 \} \quad [\text{AZ94 Theorem 8.3(3)}]
\geq \max \{ i \mid H^i_B(B^G) \neq 0 \}
= \text{cd}(\text{proj } B^G).
$$

This shows $\text{gl.dim}(B^G) - 1 = \text{cd}(\text{proj } B^G) = \text{cd}(\text{proj } B) = \text{gl.dim}(B) - 1$. 

In the case of a noetherian Artin-Schelter regular algebra $S$ it cannot happen that $S^G$ has finite global dimension but $S^G$ is not AS-Gorenstein: Lemma (2.14) and Proposition (2.16) hold and so whenever the fixed ring has finite global dimension, the Gorenstein condition...
comes along with it due to [KKZ08, Lemma 1.10(c)]. However, for preprojective algebras Example [4.3] shows that $A^G$ having finite global dimension does not guarantee the generalized Gorenstein condition.

Next, an easy lemma shows that $\text{gl.dim}(B^G)$ is always greater than or equal to $\text{gl.dim}(B)$. Afterwards, we show that we obtain equality provided $B$ is a projective $B^G$-module.

**Lemma (5.3)** The fixed ring $B^G$ satisfies $\text{gl.dim}(B^G) \geq \text{gl.dim}(B)$.

**Proof**
If $\text{gl.dim}(B^G) = \infty$ there is nothing to prove. So assume $\text{gl.dim}(B^G)$ is finite. As in the proof of Proposition [5.2] $B$ and $B^G$ are right noetherian $\mathbb{N}$-graded algebras. Since both $B$ and $B^G$ have finite global dimension, [AZ94, Proposition 7.10(3)] gives $\text{cd}(\text{proj } B) \leq \text{gl.dim}(B) - 1$ and $\text{cd}(\text{proj } B^G) \leq \text{gl.dim}(B^G) - 1$. Since $B$ is twisted Calabi-Yau, Lemma [5.1] gives $\text{cd}(\text{proj } B) = \text{gl.dim}(B) - 1$. Since $B$ satisfies the $\chi$-condition, [AZ94, Corollary 8.4(1)] applied to $B^G \hookrightarrow B$ says $\text{cd}(\text{proj } B) \leq \text{cd}(\text{proj } B^G)$. Combining these results yields

$$\text{gl.dim}(B) - 1 = \text{cd}(\text{proj } B) \leq \text{cd}(\text{proj } B^G) \leq \text{gl.dim}(B^G) - 1$$

which gives $\text{gl.dim}(B) \leq \text{gl.dim}(B^G)$ as claimed. □

**Proposition (5.4)** If $B$ is a projective $B^G$-module then $\text{gl.dim}(B) = \text{gl.dim}(B^G)$.

**Proof**
Lemma [5.3] provides $d = \text{gl.dim}(B) \leq \text{gl.dim}(B^G)$. The other inequality follows from the fact that a minimal projective resolution of $S_j = e_jB/e_jB_{\geq 1} = e_jB^G/(e_jB^G)_{\geq 1}$ as a $B$-module yields a projective resolution as a $B^G$-module. Hence, [RR18, Proposition 3.19 (3)] which says $\text{gl.dim}(B^G) = \max\{\text{pdim}(S_j) \mid j = 1, \ldots, n\}$ finishes the proof. □

After giving two necessary conditions for $\text{gl.dim}(B) = \text{gl.dim}(B^G)$, as a conclusion, we finish by showing that one of the conditions is actually equivalent.

**Proposition (5.5)** $B$ is a projective $B^G$-module if and only if $\text{gl.dim}(B) = \text{gl.dim}(B^G)$.

**Proof**
One direction is Proposition [5.4]. Assume that $\text{gl.dim}(B) = \text{gl.dim}(B^G)$. By [RR18, Proposition 3.19 (1)], we get $\text{pdim}_{B^G}(B) = \sup\{q \in \mathbb{N} \mid \text{Tor}_q^{B^G}(B^G, B) \neq 0\}$ and so we need to show that $\text{Tor}_q^{B^G}(B^G, B) = 0$ for all $q \geq 1$. By [Wei94, Theorem 5.6.6] applied to $B^G \hookrightarrow B$ with $M = B^G_0$ and some left $B^G$-module $N$ we obtain the spectral sequence

$$E^2_{pq} = \text{Tor}_p^B \left( \text{Tor}_q^{B^G}(B^G_0, B), N \right) \Rightarrow \text{Tor}_{p+q}^{B^G}(B^G_0, N).$$  

(6)
Thanks to the hypothesis, we can denote \( d = \text{gl.dim}(B) = \text{gl.dim}(B^G) \) as well as call \( e = \text{pdim}_{BG}(B) = \max\{q \in \mathbb{N} \mid \text{Tor}^B_q(B^G_0, B) \neq 0\} \leq d \). We need to show \( e = 0 \). By using a minimal projective resolution of \( B \) as \( B^G \)-module of length \( e = \text{pdim}_{BG}(B) \), it follows that \( \text{Tor}^B_q(B^G_0, B) = 0 \) for all \( q > e \). Analogously, \( \text{Tor}^B_{p}(\dash, -) = 0 \) for \( p > d \). Therefore, the only nonzero terms of \( E^2_{pq} \) appear for \( 0 \leq p \leq d \) and \( 0 \leq q \leq e \) making \( E^2_{de} \) the top right corner of this rectangle. Since we know that \( E^2_{pq} \Rightarrow \text{Tor}^B_{p+q}(B^G_0, N) \) we need to understand \( E^r_{pq} \) for \( r \geq 2 \). The data includes the differentials \( d^r_{pq} : E^r_{pq} \rightarrow E^r_{p-r,q+r-1} \) and thus for \( r \geq 2 \) taking homology at \( E^r_{de} \) does not change \( E^r_{de} \) due to the involved maps being trivial. Therefore, the convergence in \( \{6\} \) yields

\[
\text{Tor}^B_d(\text{Tor}^B_e(B^G_0 \cdot B^G_{BG}), N) \cong \text{Tor}^B_{d+e}(B^G_0, N). \tag{7}
\]

First, we notice that \( X \) is finite dimensional over \( k \) since applying \( B^G_0 \otimes - \) to a minimal finitely generated projective resolution \( P \rightarrow 0 \) of \( B \) only leaves finite dimensional pieces at each step. This does not change if \( X_B \) is calculated using a resolution of \( B^G_0 \) instead. Next, we show \( \text{pdim}(X) = \text{gl.dim}(B) \). Being a \( B \)-module gives \( \text{pdim}(X) \leq \text{gl.dim}(B) \) for free. For the converse, notice that every finite dimensional module over \( B \) has a composition series with factors which are shifted copies of simple modules. Therefore, by short exact sequences and the generalized Gorenstein condition which \( B \) satisfies by Proposition \( \{2.9\} \), we gain \( \text{Ext}^d_B(X, B) \neq 0 \). This is enough to guarantee \( \text{pdim}(X) = d \).

From the characterization of \( \text{pdim}(X) \) and symmetry in the argument of \( \text{RR18} \), Proposition 3.19 (1) follows \( \text{pdim}(X) = \text{pdim}(X) = \max\{q \in \mathbb{N} \mid \text{Tor}^B_q(X, B_0) \neq 0\} \) where \( B_0 = B/J(B) \). Therefore by choosing \( N = B_0 \), the left hand side of Equation \( \{7\} \) is nonzero. The only way the right hand side can be nonzero is if \( d + e = d \) or \( e = 0 \). \( \square \)

Proposition \( \{5.5\} \) shows that \( \text{gl.dim}(B^G) = \text{gl.dim}(B) \) if and only if \( B \) is projective as a \( B^G \)-module. This holds for the preprojective algebra \( A \). In particular, it finally finishes the proof of Example \( \{4.2\} \) and shows that \( A \) is a projective \( A^G \)-module. However, it can happen that \( \text{gl.dim}(A^G) \) is finite but different from \( \text{gl.dim}(A) \) as shown in Example \( \{4.3\} \).

We now proved that in Example \( \{4.3\} \) \( A \) is not projective as an \( A^G \)-module. The situation for an Artin-Schelter regular algebra \( S \) with a finite group \( G \) acting on \( S \) is nicer. In \( \text{KKZ08} \), Lemma 1.10 and \( \text{KKZ08} \), Lemma 1.11 was shown that the fixed ring \( S^G \) has finite global dimension if and only if \( \text{gl.dim}(S) = \text{gl.dim}(S^G) \) if and only if the fixed ring is Artin-Schelter regular if and only if \( S \) is free over \( S^G \).

6. The main theorem

Let \( B \) be a noetherian \( \mathbb{N} \)-graded algebra of finite global dimension \( d \geq 1 \) with degree zero piece \( B_0 \cong k^n \). Denote the primitive orthogonal idempotents by \( \{e_1, \ldots, e_n\} \). This gives us all
simple right $B$-modules $S_i = e_i B/(e_i B)_{\geq 1}$ and all simple left $B$-modules $S^*_i = Be_i/(Be_i)_{1}$, respectively. Fix a finite subgroup $G$ of the graded automorphism group of $B$ such that every $g \in G$ satisfies $g(e_i) = e_i$. Notice that this implies $(B^G)_0 = B_0 \cong k^n$.

The purpose of this section is to find a converse of Proposition (5.2). In light of Example (4.3) it became apparent that in order to achieve the generalized Gorenstein condition, all simple modules need to have the same projective dimension over $B^G$. More precisely, this section starts with technical results leading to Theorem (6.3) which gives sufficient conditions for $B$ to satisfy the generalized Gorenstein condition. This is enough to prove the main result: if additionally $B$ is twisted Calabi-Yau and $\text{pdim}_{B^G}(S_i) = \text{pdim}_{B^G}(S_j)$ as well as $\text{pdim}_{B^G}(S_i^*) = \text{pdim}_{B^G}(S_j^*)$ for the simple modules $S_i = e_i B^G/(e_i B^G)_{\geq 1} = e_i B/(e_i B)_{1}$ and $S^*_i = B^G e_i/(B^G e_i)_{1} = Be_i/(Be_i)_{1}$ and all $i, j$, then the following are equivalent

1. $\text{gl.dim}(B^G) = \text{gl.dim}(B)$.
2. $B^G$ is twisted Calabi-Yau.
3. $B$ is a projective $B^G$-module.

But first, let’s see how the Ext-groups involving the simple modules determine Ext-groups for finite dimensional modules. The proof of this standard result using the long exact Ext sequence is omitted.

**Lemma (6.1)** If $F_B$ is a finite dimensional $B$-module and $\text{Ext}^i_B(S_j, B) = 0$ for all $j$ and all $i \leq p$, then $\text{Ext}^i_B(F, B) = 0$ for $i \leq p$.

**Proposition (6.2)** Let $B^{op}$ be the opposite ring of $B$. Denote the global dimension of $B$ by $d = \text{gl.dim}(B) < \infty$. Assume $\text{pdim}_B(S_i) = \text{pdim}_B(S_j)$ and $\text{pdim}_{B^{op}}(S^*_i) = \text{pdim}_{B^{op}}(S^*_j)$ for all $i, j$ where $S_i$ and $S^*_i$ denote the simple right and left $B$-modules. If

- $\text{Ext}^i_{B^{op}}(S^*_j, B) = 0 = \text{Ext}^i_B(S_j, B)$ for $i \neq d$ and
- $\text{dim}_k(\text{Ext}^d_{B^{op}}(S^*_j, B)) < \infty$ and $\text{dim}_k(\text{Ext}^d_B(S_j, B)) < \infty$ for all $j$

then $\text{dim}_k(\text{Ext}^d_B(S_j, B)) = 1$.

**Proof**
This uses ideas from [SZ97, Proposition 3.1]. Since $B$ is noetherian, [Rot09, Theorem 8.27] implies $\text{gl.dim}(B) = \text{gl.dim}(B^{op})$ and so $\text{pdim}(S_j) = \text{pdim}(S_1) = \text{pdim}(S^*_1) = \text{pdim}(S^*_j) = d$ for all $j$ by [RR18, Proposition 3.19(3)]. Consider a minimal projective resolution of $S_j$

$$0 \longrightarrow Q_d^{(j)} \longrightarrow \ldots \longrightarrow Q_2^{(j)} \longrightarrow Q_1^{(j)} \longrightarrow e_j B \longrightarrow S_j \longrightarrow 0$$

where each $Q_i^{(j)}$ equals a sum of shifted copies of the indecomposable projectives $e_m B[-\ell]$. If we apply $\text{Hom}(-, B)$, Lemma (2.5) applies and the result is

$$0 \longleftarrow (Q_d^{(j)})^* \longleftarrow \ldots \longleftarrow (Q_2^{(j)})^* \longleftarrow (Q_1^{(j)})^* \longleftarrow Be_j \longleftarrow 0$$
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where \( \left( Q_i^{(1)} \right)^* \) is the left \( B \)-module consisting of a sum of the corresponding indecomposable projectives \( Be_m[e] \). Since \( \text{Ext}^i_B(S_j, B) = 0 \) for \( i \neq d \), the second resolution is exact everywhere but at the \( d \)-th position. Hence, it can be understood as a minimal projective resolution of \( F_j^* = \text{Ext}^d_B(S_j, B) \). Notice, the \( * \) indicates that it is a left \( B \)-module. Since \( \text{Hom}(\text{Hom}(e_mB, B), B) = e_mB \), it follows that \( \text{Ext}^d_Bop(F_j^*, B) = S_j \) and \( \text{Ext}^d_Bop(F_j^*, B) = 0 \) for \( i \neq d \). In particular, \( \dim_k(\text{Ext}^d_Bop(F_j^*, B)) = 1 \).

Define \( w_j = \dim_k(\text{Ext}^d_Bop(S_j^*, B)) < \infty \). Notice, that \( \text{gl.dim}(Bop) = \text{pdim}(S_j^*) = d \). Therefore, we can take a minimal projective resolution \( \mathcal{P} \) of \( S_j^* \) whose boundary maps can be described by matrices with entries of degree bigger than or equal to 1 due to being minimal. After applying \( \text{Hom}_{Bop}(-, B) \) to \( \mathcal{P} \) we can use a symmetric version of Lemma [2.5]. Now, at the \( d \)-th position we have

\[
0 \xleftarrow{} \text{Hom}_{Bop}(\mathcal{P}_d, B) \xrightarrow{\delta_d^*} \ldots
\]

where \( \delta_d^* \) is a matrix with entries in \( Bop_{\geq 1} \). Clearly, taking homology at the described spot leaves behind the lowest degree part of \( \text{Hom}_{Bop}(\mathcal{P}_d, B) \) which implies \( w_j > 0 \). Let \( M^* \) be a finite dimensional left \( B \)-module. We are going to show by induction on \( \dim_k(M^*) \) that

\[
\dim_k(\text{Ext}^d_Bop(M^*, B)) = \sum_{s=1}^{\dim_k(M^*)} w_{m_s}, \quad \text{for some numbers } m_1, \ldots, m_{\dim_k(M^*)} \in \{1, \ldots, n\}.
\]

If \( \dim_k(M^*) = 1 \) then \( \text{Ext}^d_Bop(M^*, B) = \text{Ext}^d_Bop(S_{m_1}^*, B) \) and \( \dim_k(\text{Ext}^d_Bop(S_{m_1}^*, B)) = w_{m_1} \).

Otherwise, consider the short exact sequence

\[
0 \rightarrow K^* \rightarrow M^* \rightarrow S_{m}^* \rightarrow 0
\]

and notice that \( \dim_k(K^*) = \dim_k(M^*) - 1 \). Calculating the long exact Ext sequence gives

\[
\text{Ext}^{d-1}_{Bop}(K^*, B) \rightarrow \text{Ext}^d_{Bop}(S_{m}^*, B) \rightarrow \text{Ext}^d_{Bop}(M^*, B) \rightarrow \text{Ext}^d_{Bop}(K^*, B) \rightarrow 0.
\]

Due to \( \text{Ext}^r_{Bop}(S_j^*, B) = 0 \) for all \( r \leq d - 1 \), a symmetric version of Lemma [6.1] says \( \text{Ext}^{d-1}_{Bop}(K^*, B) \) vanishes. Hence, the last three terms form a short exact sequence and the induction hypothesis applies to give

\[
\dim_k(\text{Ext}^d_{Bop}(M^*, B)) = \dim_k(\text{Ext}^d_{Bop}(K^*, B)) + \dim_k(\text{Ext}^d_{Bop}(S_{m}^*, B))
\]

\[
\quad = \sum_{s=1}^{\dim_k(M^*)-1} w_{m_s} + w_{m_{\dim_k(M^*)}} + \sum_{s=1}^{\dim_k(M^*)} w_{m_s}.
\]

To sum up, we apply this result to \( M^* = F_j^* = \text{Ext}^d_B(S_j, B) \) which is finite dimensional by our assumption. This yields

\[
1 = \dim_k(\text{Ext}^d_{Bop}(F_j^*, B)) = \sum_{s=1}^{\dim_k(F_j^*)} w_{m_s}.
\]
Here, a sum of positive integers equals 1 which can only happen with just one summand. Therefore, \( \dim_k(\text{Ext}_B^d(S_j, B)) = \dim_k(F^*_j) = 1. \) \( \square \)

The following theorem is a modification of [DW09, Theorem 3.6, (2) \( \Rightarrow \) (1)].

**Theorem (6.3)**  
Let \( B^{op} \) be the opposite ring of \( B \). Suppose that both \( B \) and \( B^{op} \) satisfy the \( \chi \)-condition. Assume that \( \text{pdim}_B(S_i) = \text{pdim}_B(S_j) \) and \( \text{pdim}_{B^{op}}(S^*_i) = \text{pdim}_{B^{op}}(S^*_j) \) for all \( i,j \) where \( S_i \) and \( S^*_i \) denote the simple right and left \( B \)-modules. Then \( B \) satisfies the generalized Gorenstein condition.

**Proof**  
Since \( B \) is noetherian, [Rot09, Theorem 8.27] implies \( \text{gl.dim}(B) = \text{gl.dim}(B^{op}) \) and thus \( \text{pdim}(S_j) = \text{pdim}(S_i) = \text{pdim}(S^*_i) = \text{pdim}(S^*_j) = d \) for all \( j \). In particular, it follows that \( \text{gl.dim}(B^{op}) < \infty \) and from the other assumptions we get \( b_1 = b_2 = \ldots = b_n = b \) for \( b_j = \text{pdim}_{B^{op}}(S^*_j) = \sup \{ i \mid \text{Ext}_B^i(S^*_j, B) \neq 0 \} < \infty. \) Furthermore, \( b = \text{gl.dim}(B^{op}) = \text{gl.dim}(B) = d. \) We use the fourth quadrant spectral sequence from [Lev92, 2.2 Theorem] as follows:

\[
E_{p,-q}^{2} = \text{Ext}_{B^{op}}^p(\text{Ext}_{B}^q(S_j, B), B) \quad \Rightarrow \quad \begin{cases} 
0, & p \neq q \\
S_j, & p = q.
\end{cases}
\]

In particular, \( E_{p,-q}^{\infty} \) is nonzero precisely if \( p = q \). Define

\[
f_j = \inf \{ i \mid \text{Ext}_B^i(S_j, B) \neq 0 \} < \infty.
\]

This implies all the nonzero entries of the spectral sequence can be found in the rectangle \([0,d] \times [-d,-f_j].\)

Additionally, the \( \chi \)-condition guarantees that \( X = \text{Ext}_B^f(S_j, B) \neq 0 \) is finite dimensional. Every finite dimensional module over \( B^{op} \) has a composition series with factors which are shifted copies of simple modules. Therefore, by short exact sequences of the first component of \( \text{Ext}_{B^{op}}^i(\cdot, B) \) and the definition of \( b = d \) we gain \( \text{Ext}_{B^{op}}^b(X, B) \neq 0 \). Combined, this implies \( E_{d,-f_j}^{2} \neq 0 \) which is the top right corner of the rectangle.

The data includes the differentials \( d_{r,q}^r \) of degree \( (r,1-r) \) as described in [Lev85, 1.1]. Thus, taking homology does not change \( E_{d,-f_j}^{2} \) for all \( r \) and so \( E_{d,-f_j}^{\infty} \simeq E_{d,-f_j}^{\infty} \) must be a nonzero entry. The spectral sequence shows now \( d = f_j \) for all \( j \). In other words, we proved \( d = f_1 = \ldots = f_n =: f. \)

Finally, since \( d = f \) we get that \( \text{Ext}_B^i(S_j, B) \) is nonzero if and only if \( i = d \) and \( \text{Ext}_B^d(S_j, B) \) is finite dimensional due to the \( \chi \)-condition of \( B \). Repeating the argument for \( B^{op} \) shows that \( \text{Ext}_{B^{op}}^i(S^*_j, B) \) is nonzero if and only if \( i = d \) and \( \text{Ext}_{B^{op}}^d(S^*_j, B) \) is finite dimensional.
Proposition (6.2) gives in this case $\text{Ext}^d_B(S_j, B) \cong S_{m_j}^*$ for some $m_j \in \{1, \ldots, n\}$ for all $j$. Since

$$S_j = \text{Ext}^d_{B^{\text{op}}}(\text{Ext}^d_B(S_j, B), B) = \text{Ext}^d_{B^{\text{op}}}(S_{m_j}^*, B),$$

we know that $\{m_1, \ldots, m_n\} = \{1, \ldots, n\}$, and therefore $B$ satisfies the generalized Gorenstein condition.

Since we want to apply the previous theorem to a fixed ring $B^G$ of a noetherian $\mathbb{N}$-graded twisted Calabi-Yau algebra $B$ with degree zero piece $B_0 \cong k^n$, some of the assumptions are automatically satisfied. Therefore, we state the result for our purposes in the following corollary.

**Corollary (6.4)** Assume $B$ is a noetherian $\mathbb{N}$-graded twisted Calabi-Yau algebra of global dimension $d \geq 1$ with degree zero piece $B_0 \cong k^n$. Suppose $\text{gl. dim}(B^G) = d$ is finite and that we have the equalities $\text{pdim}(S_i) = \text{pdim}(S_j)$ as well as $\text{pdim}(S_i^*) = \text{pdim}(S_j^*)$ for all $i, j$ where $S_i = e_i B^G / (e_i B^G)_{\geq 1}$ and $S_i^* = B^G e_i / (B^G e_i)_{\geq 1}$. Then $B^G$ twisted Calabi-Yau.

**Proof**

Notice that $B$ and $B^{\text{op}}$ satisfies the $\chi$-condition by Lemma (2.7). By our convention of this section, every $g \in G$ fixes the vertices. Therefore, $(B^G)_0 = B_0 \cong k^n$. Lemma (2.14)(b) and Proposition (2.17) say that $B^G$ is noetherian and that $B^G$ and $(B^G)^{\text{op}}$ satisfy the $\chi$-condition. The result follows from Theorem (6.3) applied to $B^G$ combined with Proposition (2.9).

We finish this section by putting together all the results from Sections 5 and 6. By additionally requiring that all simple modules have the same projective dimension over the fixed ring we reach our goal to prove that the following three conditions of the fixed ring are equivalent.

**Theorem (6.5)** Assume $B$ is a noetherian $\mathbb{N}$-graded twisted Calabi-Yau algebra of global dimension $d \geq 1$ with degree zero piece $B_0 \cong k^n$. Suppose $\text{pdim}(S_i) = \text{pdim}(S_j)$ and $\text{pdim}(S_i^*) = \text{pdim}(S_j^*)$ for the simple modules $S_i = e_i B^G / (e_i B^G)_{\geq 1}$ and $S_i^* = B^G e_i / (B^G e_i)_{\geq 1}$ and all $i, j = 1, \ldots, n$. Then the following are equivalent:

1. $\text{gl. dim}(B^G) = \text{gl. dim}(B)$.
2. $B^G$ is twisted Calabi-Yau.
3. $B$ is a projective $B^G$-module.

**Proof**

From Proposition (5.5) follows (1) is equivalent to (3). Then the Propositions (2.9) and (5.2) show (2) implies (1). The requirements of Corollary (6.4) are satisfied and so (1) implies (2).
7. The main theorem for $\widetilde{A}_{n-1}$

In this final section, we focus on the preprojective algebra $A = \Pi_Q(k)$ with $Q = \widetilde{A}_{n-1}$. We continue to use the notation $S_i = e_i A / (e_i A)_{\geq 1}$ and $S^*_{i} = A e_i / (A e_i)_{\geq 1}$ for the simple right and left modules of both $A$ and $A^G$. Another application of Theorem (6.3) together with some new terminology is Proposition (7.6). This is enough to show that $A$ satisfies the required conditions for Theorem (6.5).

(7.1) Definition & Remark Let $Q = \widetilde{A}_{n-1}$. Define $Q^G$ to be the quiver with weighted arrows which has the same vertices as $Q$ and whose arrows are the paths in $Q$ minimally generating $A^G$. Recall that $G$ is finite.

Since $G$ acts by scalar multiplication, a minimal linear combination of paths in $A = \Pi_Q(k)$ for $Q = \widetilde{A}_{n-1}$ is fixed if and only if each summand is fixed. Therefore, every generator of $A^G$ is a path and it makes sense to define $Q^G$.

The final part of this paper consists of proving that in case $Q = \widetilde{A}_{n-1}$ the conditions of Corollary (6.4) are satisfied. In particular, we need to check that every simple module $S_i = e_i A^G/(e_i A^G)_{\geq 1}$ and $S^*_i = A^G e_i / (A^G e_i)_{\geq 1}$ has projective dimension greater than or equal to 2. For this, we need to understand the generators and relations of $A^G$.

Lemma (7.2) Let $Q = \widetilde{A}_{n-1}$. Every vertex $e_i$ in $Q^G$ must have a purely star arrow and a purely nonstar arrow starting at $e_i$ and one of each ending at $e_i$. Further, there is a purely nonstar (purely star) path starting and ending at $e_i$ which is fixed.

Proof We know $G = \{g_1, \ldots, g_\ell\}$ is a finite group. For $g_j$, we know $g_j(\alpha_s) = c^{(j)}_s \alpha_s$ for $s = 1, \ldots, n$ where $c^{(j)}_s$ is some root of unity. Therefore, for $j = 1, \ldots, \ell$ holds that $c^{(j)}_1 c^{(j)}_2 \cdots c^{(j)}_n$ is a root of unity whose order can be denoted by $n_j$. This gives that the purely nonstar path $\beta_i = (\alpha_0 \alpha_{i+1} \alpha_{i+2} \cdots \alpha_n \alpha_1 \cdots \alpha_{i-1})^{n_i \cdots n_\ell}$ starting and ending at the vertex $e_i$ must be fixed. Now, $\beta_i$ decomposes into indecomposable fixed paths in $Q^G$. The first one starts at $e_i$ and the last one ends at $e_i$. Therefore, there exists a shortest fixed purely nonstar path starting at $e_i$ as well as one ending at $e_i$ for $i = 1, \ldots, n$. Analogously, there are shortest fixed purely star paths starting at $e_i$ and ending at $e_i$.

Corollary (7.3) For $Q = \widetilde{A}_{n-1}$, the fixed ring $A^G$ has at least $3n$ generators counting the primitive orthogonal idempotents.

Proof For every vertex $e_i$, there exist one purely nonstar and one purely star generator of $A^G$ starting at $e_i$ by Lemma (7.2) plus the idempotent $e_i$ gives three generators at $e_i$. 
Since the generators of $Q^G$ have been understood well enough we focus on the relations in $A^G$. It turns out that they have a nice form which enables us to prove the existence of a minimal relation starting and ending at each vertex.

**Proposition (7.4)*** Let $Q = \widetilde{A}_{n-1}$. Every relation in $A^G$ can be written as a sum of homogeneous (with respect to the grading in $A$) binomial relations in $A^G$.

**Proof**
Let $R = \beta_1 + b_2 \beta_2 + \ldots + b_m \beta_m$ be a relation in $A^G$ where the $\beta_i$ are nonzero paths in $Q^G$ and $b_2 \cdots b_m \neq 0$. We show by induction on $m$ that $R$ is a sum of binomial relations. We can understand $R$ as a relation in $A$ and therefore we can assume that all $\beta_i$ are homogeneous of the same degree in $A$, say $\ell$.

Suppose $m = 1$. This case cannot happen as a nontrivial path cannot equal zero. If $m = 2$, then $R$ is binomial itself, $\beta_1 = -b_2 \beta_2$, so the claim follows.

Finally let $m \geq 2$. Since $R = 0$ in $A$, we can write $\beta_1 = -(b_2 \beta_2 + \ldots + b_m \beta_m)$. Define $j$ and $k$ such that $\beta_1 \in e_j A e_k$. Then all $\beta_i \in e_j A e_k$ as otherwise multiplying $R$ by $e_j$ from the left and $e_k$ from the right decreases $m + 1$ and induction finishes the proof. Since every path in $A$ is uniquely determined by its starting vector $e_j$, its length $\ell$ and the number of nonstar arrows, we know a basis of $(e_j A e_k)_{\ell}$ consists of one representative for each possible type $(0, \ell)$, $(1, \ell - 1), \ldots, (k, 0)$. Denote the type of $\beta_i$ by $(m_i, n_i)$ for all $i$. Suppose that $(m_1, n_1) \neq (m_i, n_i)$ for all $i = 2, \ldots, m + 1$. Then $\beta_1$ can be written as a linear combination of paths of different type which yields a basis of $(e_j A e_k)_{\ell}$ of size $\leq \ell$. This is a contradiction as $\dim((e_j A e_k)_{\ell}) = \ell + 1$. Hence, we can assume $(m_1, n_1) = (m_2, n_2)$. This however gives $\beta_1 = \beta_2$ and so we find the new relation $R'$ as $(b_2 - 1) \beta_2 + \ldots + b_m \beta_m$ which by induction can be written as a sum of binomial relations. Notice: Since $\beta_1, \beta_2 \in A^G$, the new relation holds in $A^G$. \hfill $\square$

This proof also shows that the minimal relations of $A^G$ are binomial of the form $\beta_1 = \beta_2$ for two paths $\beta_1, \beta_2 \in Q^G$. In particular, $\beta_1$ and $\beta_2$ must be of the same type in $A$. This forces $\beta_1$ and $\beta_2$ to be mixed paths.

**Lemma (7.5)*** Let $Q = \widetilde{A}_{n-1}$. Then for every vertex $e_i$ in $A^G$ there exists a minimal relation starting at $e_i$ and a minimal relation ending at $e_i$.

**Proof**
Fix an idempotent $e_i \in A^G$ for some $i$. From Lemma (7.2) we obtain an indecomposable purely nonstar element $x_i \in e_i A^G$ and an indecomposable purely nonstar element $y_i \in A^G e_i$. By construction, $x_i$ and $y_i$ are part of the set of minimal generators of $A^G$. For a vertex $e_m$, let $\nu_m \in e_m A^G e_m$ be the shortest purely star closed path which is fixed under the action of $G$. Notice that $\nu_m$ is not necessarily indecomposable in $A^G$. Similar to the proof of Lemma (7.2).
it is easy to see that $\nu_m$ is the first power of $(\alpha_m^* \alpha_{m-2}^* \cdots \alpha_1^* \alpha_m^*)$ which is fixed. Since this construction is independent of $m$, we gain $\deg(\nu_m) = \deg(\nu_\ell)$ for all $m, \ell = 1, \ldots, n$.

This implies that $\text{type}(x_i \nu_{t(x_i)}) = \text{type}(\nu_i x_i)$ and both these paths are from $e_i$ to $e_{t(x_i)}$. Thus, they are equal and the two relations arise:

$$x_i \nu_{t(x_i)} = \nu_i x_i \quad \text{and} \quad \nu_{s(y_i)} y_i = y_i \nu_i.$$

Since in the left relation the left hand side starts with a nonstar arrow while the right hand side starts with a star arrow, there must exist a minimal relation starting at $e_i$. Analogously, since the right relation ends with arrows of different type, there must exist a minimal relation ending at $e_i$. □

After this setup, we are ready to show that $A$ satisfies the missing direction from Section 5. The key argument established by the previous statements is that the projective dimension of each simple module is at least 2 and therefore global dimension of $A^G$ being 2 shows the necessary equality of all $\text{pdim}(S_j)$ for $j = 1, \ldots, n$.

**Proposition (7.6)** Let $Q = \tilde{A}_{n-1}$. If $\text{gl. dim}(A^G) = \text{gl. dim}(A) = 2$, then $A^G$ satisfies the generalized Gorenstein condition $\text{Ext}_{A^G}^i(S_j, A^G) = \delta_{di} S_{\sigma(j)}^*$ for some $\sigma \in \text{Sym}(n)$.

**Proof**

Denote the indecomposable projectives $e_j A^G$ by $P_j$ for $j = 1, \ldots, n$. We know the start of a minimal projective resolution of $S_j$ and with $\text{gl. dim}(A^G) = 2$ follows

$$0 \longrightarrow Q_2 \longrightarrow Q_1 \longrightarrow P_j \longrightarrow S_j \longrightarrow 0$$

where $Q_1$ and $Q_2$ are projective $A^G$-modules. As used before, the proof of [Boc08, Theorem 3.2] tells us that $Q_1$ comes from the generators and $Q_2$ is determined by the relations. Lemma (7.2) shows that $A^G$ has at least two minimal generators of positive degree starting at each vertex. Hence, $Q_1 \neq 0$. By Lemma (7.5) there exists at least one minimal relation starting at each vertex. This says the kernel of the map $Q_1 \rightarrow P_j$ is nonzero or in other words, $Q_2 \neq 0$. Together, we get that $\text{pdim}(S_j) = 2$ for all $j$. The same argument with generators and relations ending at $e_j$ works for a minimal projective resolution of $S_j^*$ and so $\text{pdim}(S_j^*) = 2$ for all $j$. Corollary (6.4) entails that $A^G$ satisfies the generalized Gorenstein condition. □

At last, we can combine the previous results to get the main theorem for $Q = \tilde{A}_{n-1}$. We believe that the conditions are satisfied for all types $\tilde{A}_{n-1}$, $\tilde{D}_{n-1}$ or $\tilde{E}_m$ for $m = 6, 7, 8$ rather than just $\tilde{A}_{n-1}$. However, the relations of the fixed rings in the other two cases are much harder to understand. In particular, they are not binomial and it is unclear if every vertex has the needed generators and relations to get 2 as a lower bound for the projective dimension of
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every simple module. Nevertheless, the following theorem motivates the decision to require 
\( \text{gl. dim}(A^G) = 2 \) on the algebra side of a possible Chevalley-Shephard-Todd Theorem.

**Theorem (7.7)** For type \( Q = \tilde{A}_{n-1} \), the following conditions are equivalent:

1. \( \text{gl. dim}(A^G) = \text{gl. dim}(A) \) (i.e. \( \text{gl. dim}(A^G) = 2 \)).
2. \( A^G \) is twisted Calabi-Yau.
3. \( A \) is a projective \( A^G \)-module.

**Proof** Proposition (7.6) shows (1) implies (2) using Proposition (2.9). The other implications hold due to (5.2) and (5.5). □
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