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Cells receive signaling molecules by receptors and relay the information via sensory networks so that they can respond properly depending on the type of signals. Recent studies show that cells can extract multi-dimensional information from dynamical concentration patterns of signaling molecules. Here we study how cells generally and optimally process multi-dimensional information embedded in dynamical patterns through biochemical networks. Considering a deterministic limit, we model the decoding networks by linear response functions, and optimize the functions with the calculus of variations to maximize the mutual information between patterns and output. We find that optimal decoders are realized with multiple distinct non-monotonic response functions and that such optimal decoders can extract information much more efficiently than typical single-layer linear decoders. We also consider the decorrelation of information embedded in the dynamical patterns and show that decorrelating decoders converge to the upper bound of the mutual information in the weak noise limit. We explore the biochemical implementations of these decoders using control theory and demonstrate that they can be implemented biochemically through modification of cascade-type networks, which are prevalent in actual signaling pathways.

Introduction.—Cells receive signals by receptors and subsequently process the obtained information through biochemical networks so that they can respond properly. In addition to static information such as concentration or identity of signaling molecules, recent experimental evidence shows that cells can process dynamical patterns [1-6]. Specifically, it was reported that biochemical networks can filter dynamical signals in order to counteract noise or for prediction [6, 7]. When processing static information, one molecular species only provides one-dimensional information. On the other hand, dynamical patterns have multi-dimensional information and hence their extraction lets cells learn more about the environment. For multicellular organisms, dynamical patterns are used for inter-cellular communication. It was experimentally reported that multiple messages are embedded in dynamical patterns and each specific pattern is selectively decoded by their downstream molecular networks [6]. One notable advantage of using dynamical patterns for communications over static ones is an ability to encode more information into a common molecular species [7]. Although cellular dynamical information processing has been attracting much attention [7, 8, 9, 10], very little attention has been paid to multidimensional aspects of the information processing of dynamical patterns [10, 11, 12]. Here we study how cells generally and optimally extract multi-dimensional information from dynamical patterns and investigate a biochemical implementation of the optimal decoders. Considering the deterministic limit of decoders, we can describe their response by linear response functions. We obtain an optimal linear response function through the calculus of variations in order to maximize mutual information between dynamical patterns and output. We find that maximal extraction of information is possible with multiple decoders with distinct non-monotonic linear response functions and that such optimal decoders can read out more information from dynamical patterns than single-layer linear decoders. Furthermore, we consider the decorrelation of information embedded in dynamical patterns and calculate its efficiency. We show that the efficiency, which ranges from 0 to 1 (higher is better), converges to 1 in the weak noise limit. Using control theory, we also show that these optimal decoders can be implemented biochemically by a cascade-type linear signaling network with additional feedforward and feedback loops, which are prevalent in actual signaling pathways.

Models.—We consider a cellular sensory system that reads out extracellular dynamical patterns by receptors, subsequently processes the signal via decoding networks, and finally reports the result as the concentration of output molecular species [Figs. 1(a) and (b)]. We assume that there exist N decoding systems, each of which consists of a receptor and subsequent decoding network [N = 2 for Figs. 1(a) and (b)]. Multiple decoding systems may belong to the same cell (Fig. 1(a)) or to different cells (Fig. 1(b)), but our model equation does not depend on whether decoding systems belong to the same cell. As each dynamical pattern has infinite dimension, a definition of their probability density function is not trivial. We model a dynamical pattern w(t) by a sum of basis functions after Ref. [13]: w(t) = \sum_{i=1}^{M} v_i \eta_i(t), where M is the number of bases, \eta(t) = (\eta_1(t), ..., \eta_M(t)) are basis functions, and v = (v_1, ..., v_M) are their coefficients. The basis functions need not be orthogonal but we demand that \eta(t) be linearly independent. We define probability density P(v) on v, which are used to define the probability density of the dynamical patterns.

We assume that \eta_i(t) is in a steady state for t < 0,
where we define $\eta_i(t) = 0$ for the steady state concentration (and hence $w(t) = 0$ for $t < 0$), and $w(t)$ starts to change at time $t = 0$. Due to stochasticity accompanied with, e.g., stochastic receptor-ligand binding, each decoder reads out a degraded pattern $u_i(t)$: $u_i(t) = w(t) + \xi_i(t)$, where $\xi_i(t)$ is the input noise of the $i$th receptor defined by $\langle \xi_i(t) \rangle = 0$ and $\langle \xi_i(t) \xi_j(t') \rangle = 2D \delta_{ij} \delta(t - t')$, where $D_i$ is the noise intensity. Let $x_i(t)$ be the output concentration of the $i$th decoder at time $t$ and, for $t < 0$, define $x_i(0) = 0$. Note that $w(t)$ and $x_i(t)$ are concentrations relative to the steady state, and thus they can take negative values. We assume that decoders output results after a finite time $t = T$ (for simplicity, we set the same time interval for each decoder) and thus $x(T) = (x_1(T), \ldots, x_N(T))$ contain information on the dynamical pattern. The amount of information contained in the output is quantified by the mutual information $I(x; v) = \int dx \int dv P(x|v) P(v) \ln \frac{P(x|v)}{P(x)}$, which is the quantity defined between $x$ and $v$ at time $t = T$. Here $P(x|v)$ is the probability density of $x$ given $v$ at time $t = T$, $P(v)$ is the probability density on $v = (v_1, \ldots, v_M)$. We assume independent probability density $P(v) = \prod_{i=1}^{M} P(v_i)$ for $v_i$, where $P(v_i)$ is the Gaussian distribution with mean 0 and variance $\sigma_i^2$. In our model, we can show that $I(x; v) = \sum_{i=1}^{N} I[x_i; v] = -C[x]$, where $C[x] = \int dx \int P(x) \ln \frac{P(x)}{\prod_{i=1}^{N} P(x_i)}$ is the multinformation (or the total correlation) among $x$ [21, 22], which is a multivariate generalization of the mutual information.

We next model the dynamics of the decoders. To make analytic calculation possible, we consider a deterministic limit of decoders [21, 22] (which corresponds to vanishing intrinsic noise). Suppose that the $i$th decoder is a single layer linear decoder (push-pull) given by $z_i(t) = -\theta_i z_i + u_i(t)$, where $z_i(t)$ is the concentration of molecular species in the decoder and $\theta_i$ is the degradation rate. In this decoder, $z_i(t)$ directly reports the result, i.e., $x_i(T) = z_i(T)$. A similar model was proposed for decoding calcium oscillation [23]. The output at time $t$ is given by a convolution integral: $x_i(t) = \int_0^T h_i(t - t') u_i(t') dt'$, where $h_i(t)$ is the linear response function. For this single-layer and linear case, $h_i(t) = e^{-\theta_i t}$. For arbitrary linear response functions, the average at $t = T$ is $\mu_x(t) = \langle x_i(T) \rangle = \int_0^T h_i(T - t') u_i(t') dt'$ and the variance is $\sigma_x^2 = \int_0^T h_i(T - t')^2 dt'$ (see supplementary material).

Biochemical decoders are often composed of multiple layers, which can yield complex linear response functions $h_i(t)$ [cf. Eq. (2)] [8, 9, 22]. We wish to find optimal decoders which maximally extract information from dynamical patterns. Instead of exploring all possible candidate structures, we optimize a set of linear response functions $h_i(t) = (h_1(t), \ldots, h_N(t))$ with the calculus of variations. Considering optimization problems in biological systems has two important advantages [24, 26]. First, biological systems are considered to be optimal so that they can function efficiently in their environments. Therefore, it might be possible to account for existing biological systems as the optimal solutions for identifiable objectives. Second, optimal decoders provide upper bounds on performance.

Taking into account biological situations, we consider the following three optimization problems (italized words in parentheses are abbreviations): (i) maximization of $I(x; v)$ (full decoder), (ii) maximization of $I(x; v)$ with $C[x] = 0$ (decorrelating decoder), and (iii) maximization of $I(x; v)$ with single-layer linear decoders (SLL decoder). For (i), decoders obtained by full maximization provide an upper bound on the mutual information between dynamical patterns and output. When cells want to extract as much information as possible, this maximization is suitable. For (ii), when $C[x] = 0$ is satisfied, output $x$ is decorrelated. This condition can be easily incorporated into the maximization if $N = M$, which is assumed here. As the input noises $\xi(t)$ affect each receptor independently (Figs. (a) and (b)), we have $P(x|v) = \prod_{i=1}^{N} P(x_i|v)$. Combining these relations, we arrive at $P(x|v) = \int dv \prod_{i=1}^{N} P(x_i|v) P(v) = \int dv \prod_{i=1}^{N} P(x_i|v) \prod_{j=1}^{N} P(v_j)$. If each $P(x_i|v)$ disjointly depends on only one $v_j$ [i.e., $P(x_i|v) = P(x_i | v_j)$], we can show that $P(x) = \prod_i P(x_i)$. This is similar to a decorrelator in digital communication, which decorrelates multiplexed signals (see supplementary material). When different cells receive dynamical patterns as in Fig. (b), decorrelated information is desired because information.
of each \(v_i\) can be obtained by measuring only one \(x_i(T)\). Under the constraint \(C\{x\} = 0\), maximization of \(I\{x\mid x; v\}\) is equivalent to maximization of \(\sum_{i=1}^{N} I\{x_i\mid x; v\}\). For (iii), we fix the linear response function to \(h_i(t) = e^{-\theta_{it}}\), which corresponds to the abovementioned single-layer linear (SLL) decoder. We optimize all \(\theta_i\) numerically with simulated annealing to maximize \(I\{x\mid x; v\}\).

For arbitrary \(N\) and \(M\) (full and decorrelating), we obtain the optimal linear response functions as follows (see supplementary material):

\[
h_i(t) = -\frac{\sum_{j} \lambda_{ij}}{4\Lambda_i D_t} \eta_j(T-t),
\]

where \(\lambda_{ij}\) and \(\Lambda_i\) are Lagrange multipliers (real values) and these values depend on the type of decoders (full or decorrelating).

**Results.**—We construct concrete optimal linear response functions for a system with \(N = M = 2\) and \(T = 1\). For the basis functions \(\eta_i(t)\), we consider the two basis sets shown in Figs. 1(c) and (d): basis set A comprising slow \(\eta_1(t) = \sqrt{2/3(1 - \cos(2\pi t))}\) and fast \(\eta_2(t) = (2/\sqrt{3})\Theta(1/2-t)(1-\cos(4\pi t))\) patterns (Fig. 1(c)), where \(\Theta(t)\) is a step function, and basis set B comprising constant \(\eta_1(t) = 1\) and oscillation \(\eta_2(t) = \sqrt{2/3(1 - \cos(4\pi t))}\) patterns (Fig. 1(d)). All the bases are normalized so that \(\int_{0}^{T} \eta_i(t) dt = 1\).

Let \(I^{\text{full}}, I^{\text{decor}},\) and \(I^{\text{sll}}\) be the mutual information \(I\{x\mid x; v\}\) of the full, decorrelating, and SLL decoders, respectively. Figures 2(a) and (b) show the three mutual informations as functions of the noise intensity \(D(= D_1 = D_2)\) for the basis sets A and B, respectively. In these figures, solid, dashed, and dotted lines denote \(I^{\text{full}}, I^{\text{decor}},\) and \(I^{\text{sll}}\), respectively, and parameter details are shown in the caption of Fig. 2. In the figures, we see that \(I^{\text{full}}\) and \(I^{\text{decor}}\) yield higher values than \(I^{\text{sll}}\) for a lower noise intensity \(D\), especially in Fig. 2(a), which indicates that non-monotonic response functions extract information more efficiently than SLL decoders. For a lower noise intensity \(D\), the mutual information difference \(\Delta I = I^{\text{full}} - I^{\text{decor}}\) is near constant and smaller for basis set A (Fig. 2(a)) than for basis set B (Fig. 2(b)). In order to account for these differences, we introduce the correlation matrix \(\{\psi_{ij}\}\) of the bases \(\eta_i(t)\): \(\psi_{ij} = \int_0^T \eta_i(t)\eta_j(t) dt\). For \(D \ll 1\), we find that the mutual information difference \(\Delta I = I^{\text{full}} - I^{\text{decor}}\) is near constant and smaller for basis set A (Fig. 2(a)) than for basis set B (Fig. 2(b)). In order to account for these differences, we introduce the correlation matrix \(\{\psi_{ij}\}\) of the bases \(\eta_i(t)\): \(\psi_{ij} = \int_0^T \eta_i(t)\eta_j(t) dt\). For \(D \ll 1\), we find that the mutual information difference \(\Delta I = I^{\text{full}} - I^{\text{decor}}\) is near constant and smaller for basis set A (Fig. 2(a)) than for basis set B (Fig. 2(b)). In order to account for these differences, we introduce the correlation matrix \(\{\psi_{ij}\}\) of the bases \(\eta_i(t)\): \(\psi_{ij} = \int_0^T \eta_i(t)\eta_j(t) dt\). For \(D \ll 1\), we find that the mutual information difference \(\Delta I = I^{\text{full}} - I^{\text{decor}}\) is near constant and smaller for basis set A (Fig. 2(a)) than for basis set B (Fig. 2(b)).

From Figs. 2(a) and (b), there exists a qualitative behavioral difference between the regions of \(D \lesssim 0.1\) (nearly straight line) and \(D \geq 0.1\) (curved line) for \(I^{\text{full}}\) and \(I^{\text{decor}}\). In order to discover the origin of this difference, we examine the optimal response functions in these regions, which are shown in Fig. 3. Figures 3(a)–(c) show linear response function \(h_i(t)\) for the full decoder with basis set A for different noise intensities \((D = 0.1, 0.5,\) and \(1.0)\) while keeping the other parameters unchanged (details are shown in the caption of Fig. 3). Note that for \(D < 0.1\), the shapes of the optimal linear response functions are similar to that of \(D = 0.1\), and for \(D > 0.1\), they are similar to that of \(D = 1.0\). In Fig. 3(d), we also show the optimal linear response function for the decorrelating decoder. In this case, there is no major difference when noise intensity \(D\) is varied. We can see that for \(D = 0.1\) (Fig. 3(a)), the linear response function of the full decoder is similar to that of the decorrelating decoder of Fig. 3(d), indicating that the decorrelator can provide near optimal efficiency for the weak noise case. \(h_i(t)\) shown by solid and dashed lines mainly decode information embedded in slow and fast patterns, respectively. When we increase \(D\) in the full optimal case, the two linear response functions coalesce to a single function (the critical point is \(D \approx 0.83\) for basis set A and \(D \approx 0.20\) for basis set B). This result shows that, when the noise intensity is very high, separate decoding of information embedded in different basis functions is very inefficient, and joint decoding provides more information.

We next explore a biochemical implementation of the optimal decoders. We try to implement a decoding network corresponding to \(h_i(t)\) with \(K_i\) molecular species \((K_i\) is determined by the degree of the transfer function; see below). Linearizing around the steady state when
where all other parameters are the same. (d) Optimal linear solutions. We set \( \sigma \) transform yields \( \tilde{h}_i(t) \) (the transfer function) and \( \tilde{\eta}_i(t) = \mathcal{L}[h_i(t)] \) with \( \mathcal{L} \) being the Laplace transform. We want to identify \( A_i \) and \( b_i \) which yield the desired transfer functions \( \tilde{h}_i(s) \). This problem is known as the realization problem in control theory [27]. Let the transfer function be a rational polynomial function of the form

\[
\tilde{h}_i(s) = \frac{\sum_{k=1}^{K_i} \beta_{ik} s^{K_i-k}}{\sum_{k=1}^{K_i} \alpha_{ik} s^{K_i-k}}
\]

(\( \beta_{ik} \) and \( \alpha_{ik} \) are real values), where the degree of the denominator is larger than that of the nominator (this condition is called strictly proper). From control theory, one possible realization of this transfer function is (see supplementary material)

\[
A_i = \begin{bmatrix}
0 & 0 & 0 & \cdots & -\alpha_{i1} \\
1 & 0 & 0 & \cdots & -\alpha_{i,K_i-1} \\
0 & 1 & 0 & \cdots & -\alpha_{i,K_i-2} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & 1 & -\alpha_{i1}
\end{bmatrix},
\]

(3)

\[
b_i = \begin{bmatrix}
\beta_{i1} \\
\beta_{i,K_i} \\
\beta_{i,K_i-1} \\
\beta_{i,K_i-2} \\
\vdots \\
\beta_{i1}
\end{bmatrix}.
\]

Off-diagonal ones in Eq. (4) imply that \( z_{ji} \) depends on \( z_{j,i-1} \) \( (i = 2, 3, \ldots, K_i) \), which corresponds to a cascade topology. Surprisingly, when the transfer function is strictly proper, its corresponding linear systems can be implemented by a cascade network with additional feedback and feedforward loops. As is well known, the cascade topology is prevalent in actual signaling networks and additional feedback and feedforward loops exists there, implying that it is possible to implement optimal decoders biochemically. As an example, we construct biochemical implementations of the full decoders for the basis set \( A \) with \( D = 0.1 \) (Fig. 3(a)). We show the biochemical networks in Figs. 4(a) and (b), and their corresponding linear response functions in Figs. 4(c) and (d), respectively. The realization networks are created by applying the Fourier series expansion to \( \eta_i(t) \) and calculating their Laplace transform (see supplementary material). In Figs. 4(a) and (b), when matrix elements of \( A_i \) and \( b_i \) are positive or negative, we display their relation by activation (arrow) or inhibition (bar-headed line), respectively. In Figs. 4(c) and (d), we can see that the linear response functions of the molecular networks (dashed line) are indistinguishable from the target optimal linear response function \( h_i(t) \) (solid line). This fact indicates that the biochemical networks which maximally exploit information from dynamical patterns can be implemented. The network in Fig. 4(b) decodes the fast pattern, while that in Fig. 4(a) does the slow one. The main difference between these two networks is that the later has an incoherent feed-forward loop (iFFL) [28, 29], while the former does not. Reference [30] indicated that, when decoding temporal insulin patterns, a decoding network having an iFFL is responsive against a fast pulsatile pattern, while it does not respond to a slow ramp pattern. In the present Letter, both of the implementations have 7 nodes (i.e., \( K_i = 7 \)). However, we note that the molecular networks can be minimized without much los-
ing their response. Indeed, a simple oscillatory linear response similar to $\eta_1(t)$ of basis set A can be implemented by only two nodes.

In this Letter, we considered the mutual information between patterns and output. Recently, extensive efforts have been paid to constructing relations between thermodynamic cost and mutual information $[31]$, especially in biological contexts $[32, 33]$. Our model considers the deterministic limit and hence it ignores the intrinsic thermal noise. When we incorporate the effect of intrinsic noise, then the mutual information between patterns and output should be upper bounded by some thermodynamic cost. Exploration of this topic is left for future studies.
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Supplementary Material for
“Multi-dimensional Cellular Information Processing of Dynamical Patterns”

Yoshihiko Hasegawa

This supplementary material describes in detail the calculations introduced in the main text. Equation and figure numbers in this section are prefixed with S (e.g., Eq. (S1) or Fig. S1). Numbers without the prefix (e.g., Eq. (1) or Fig. 1) refer to items in the main text.

1 Mean and variance of output

We calculate the mean and the variance of output of the $i$th decoder as follows. We define $w(t)$ as an input signal which is the sum of basis functions $\eta_i(t)$ with weights $v_i$: $w(t) = \sum_{i=1}^{M} v_i \eta_i(t)$. As described in the main text, we can express the output of the $i$th decoder by

$$x_i(t) = \int_{0}^{t} h_i(t - t') u_i(t') dt',$$

(S1)

where $h_i(t)$ is a linear response function and $u_i(t) = w(t) + \xi_i(t)$ [$\xi_i(t)$ is white Gaussian noise with the correlation $\langle \xi_i(t) \xi_j(t') \rangle = 2D_i \delta_{ij} \delta(t - t')$ in which $D_i$ is the noise intensity]. The mean at time $t = T$ is

$$\mu_{x_i} = \langle x_i(T) \rangle = \int_{0}^{T} h_i(T - t') \langle w(t') + \xi_i(t') \rangle dt' = \int_{0}^{T} h_i(T - t') w(t') dt' = \sum_{j=1}^{M} v_j q_{ij},$$

(S2)

where we define

$$q_{ij} = \int_{0}^{T} h_i(T - t') \eta_j(t') dt'.$$

(S3)

Similarly, the variance at time $t = T$ is given by

$$\sigma_{x_i}^2 = \langle x_i(T)^2 \rangle - \langle x_i(T) \rangle^2,$$

$$= \int_{0}^{T} dt' \int_{0}^{T} dt'' h_i(T - t') h_i(T - t'') \langle \xi_i(t') \xi_i(t'') \rangle,$$

$$= 2D_i \int_{0}^{T} h_i(t')^2 dt'.$$

(S4)

According to the Gaussian assumption of probability density of $x_i$, at time $t = T$, we have

$$P(x_i | v) = \frac{1}{\sqrt{2\pi \sigma_{x_i}^2}} \exp \left( - \frac{(x_i - \sum_{j=1}^{M} v_j q_{ij})^2}{2\sigma_{x_i}^2} \right).$$

(S5)

As assumed in the main text, the probability distribution of $v_i$, is given by

$$P(v_i) = \frac{1}{\sqrt{2\pi \sigma_{v_i}^2}} \exp \left( - \frac{v_i^2}{2\sigma_{v_i}^2} \right).$$

(S6)
2 Mutual information

The mutual information \( I[x; v] \) and multiinformation \( C[x] \) are defined by

\[
C[x] = \int dx \frac{P(x) \ln \frac{P(x)}{\prod_{i=1}^{N} P(x_i)}}{P(x)}, \tag{S7}
\]

\[
I[x; v] = \int dx \int dv \frac{P(x|v)P(v) \ln \frac{P(x|v)}{P(x)}}{P(x|v)}. \tag{S8}
\]

For \( N = M = 2 \) which is considered in the Letter, with Eqs. \( \text{(S3) and (S4)} \), we have the following expressions:

\[
C[x_1, x_2] = -\frac{1}{2} \ln \left( 1 - \frac{(q_{11}q_{21}\sigma_{v_1}^2 + q_{12}q_{22}\sigma_{v_2}^2)^2}{(q_{11}^2\sigma_{v_1}^2 + q_{21}^2\sigma_{v_2}^2)(q_{12}^2\sigma_{v_1}^2 + q_{22}^2\sigma_{v_2}^2)} \right), \tag{S9}
\]

\[
I[x_1, x_2; v_1, v_2] = \frac{1}{2} \ln \left( \frac{q_{11}^2\sigma_{v_1}^2 + q_{12}^2\sigma_{v_2}^2 + q_{21}^2\sigma_{v_1}^2 + q_{22}^2\sigma_{v_2}^2}{\sigma_{v_1}^2 + \sigma_{v_2}^2} \right), \tag{S10}
\]

\[
I[x_1, x_2; v_1, v_2] + C[x_1, x_2] = I[x_1; v_1, v_2] + I[x_2; v_2], \tag{S11}
\]

\[
= \frac{1}{2} \ln \left( \frac{(q_{11}^2\sigma_{v_1}^2 + q_{12}^2\sigma_{v_2}^2 + \sigma_{v_1}^2)(q_{21}^2\sigma_{v_1}^2 + q_{22}^2\sigma_{v_2}^2 + \sigma_{v_2}^2)}{\sigma_{v_1}^2 + \sigma_{v_2}^2} \right). \tag{S12}
\]

3 Optimal linear response function

We calculate optimal linear response function \( h_i(t) \) which maximizes the mutual information \( I[x; v] \). As can be seen with Eq. \( \text{(S1)} \), the mutual information \( I[x; v] \) is a function of \( q = (q_{ij}) \). Instead of directly maximizing \( I[x; v] \), we consider a more tractable function \( M(q) \) which satisfies the following condition:

\[
\arg \max_q I[x; v] = \arg \max_q M(q). \tag{S13}
\]

Then we consider the following performance index \( R(q, h) \):

\[
R(q, h) = M(q) + \sum_{i,j} \lambda_{ij} \left( q_{ij} - \int_0^T h_i(T-t)\eta_j(t)dt \right) + \sum_i \Lambda_i \left( \sigma_{x_i}^2 - 2D_i \int_0^T h_i(t)^2 dt \right), \tag{S14}
\]

where \( \lambda_{ij} \) and \( \Lambda_i \) are the Lagrange multipliers. Note that arguments of \( q \) in Eq. \( \text{(S14)} \) are scalars while \( h \) are functions. Constraints corresponding to \( \lambda_{ij} \) and \( \Lambda_i \) are derived from Eqs. \( \text{(S3) and (S4)} \), respectively. Because \( I[x; v] \) is scale-invariant with respect to \( h_i(t) \) and hence \( \sigma_{x_i} \), does not affect the mutual information, we set \( \sigma_{x_i} = 1 \) for all \( i \) in the main text. The total derivative of \( R(q, h) \) is written by

\[
dR = \sum_{i,j} \frac{\partial M(q)}{\partial q_{ij}} dq_{ij} + \sum_{i,j} \lambda_{ij} \left( dq_{ij} - \int_0^T \delta h_i(t)\eta_j(T-t)dt \right) + \sum_i \Lambda_i \left( -4D_i \int_0^T h_i(t)^2 dt \right), \tag{S15}
\]

\[
= \sum_{i,j} \left( \frac{\partial M(q)}{\partial q_{ij}} + \lambda_{ij} \right) dq_{ij} + \sum_i \int_0^T \delta h_i(t) \left( -\sum_j \lambda_{ij}\eta_j(T-t) - 4D_i\Lambda_i h_i(t) \right) dt. \tag{S16}
\]

Because, \( dR \) should vanish at a stationary point for arbitrary \( dq_{ij} \) and \( \delta h_i \), we obtain the following relations:

\[
\frac{\partial M(q)}{\partial q_{ij}} + \lambda_{ij} = 0, \tag{S17}
\]

\[
-\sum_j \lambda_{ij}\eta_j(T-t) - 4D_i\Lambda_i h_i(t) = 0. \tag{S18}
\]

From Eq. \( \text{(S15)} \), we have

\[
h_i(t) = \frac{-\sum_j \lambda_{ij}\eta_j(T-t)}{4\Lambda_i D_i}. \tag{S19}
\]
According to Eq. (S10), we can use the following function for the full decoder:

$$\begin{align*}
q_{ij} &= -\frac{1}{4\Lambda_i D_i} \sum_k \lambda_{ik} \psi_{kj}, \\
\sigma_{x_i}^2 &= \frac{1}{8\Lambda_i^2 D_i} \sum_{j,k} \lambda_{ij} \lambda_{ik} \psi_{kj},
\end{align*}$$

(S17, S18)

where \(\{\psi_{ij}\}\) is a correlation matrix of the basis functions \(\eta_i(t)\), defined by

$$\psi_{ij} = \int_0^T \eta_i(t) \eta_j(t) dt.$$  

Algebraic equations (S14), (S17), and (S18) are solved with respect to \(q\), \(\lambda\), and \(\Lambda\) to obtain the maximum of \(I|x; v|\).

### 3.1 Full decoder

According to Eq. (S10), we can use the following function for the full decoder:

$$M(q) = \frac{q_{11}^2 \sigma_{v_1}^2 + q_{12}^2 \sigma_{v_2}^2}{\sigma_{x_1}^2} + \frac{q_{21}^2 \sigma_{v_1}^2 + q_{22}^2 \sigma_{v_2}^2}{\sigma_{x_2}^2} + \frac{\sigma_{v_1}^2 \sigma_{v_2}^2 (q_{11} q_{22} - q_{12} q_{21})^2}{\sigma_{x_1}^2 \sigma_{x_2}^2},$$

(S19)

Because it is difficult to obtain closed-form solutions for Eqs. (S14), (S17), and (S18) along with Eq. (S19), we numerically solve the equations.

When the noise intensity \(D_i\) is sufficiently weak, we find the following expression:

$$I_{\text{full}} \simeq \frac{1}{2} \ln \left[ \frac{\sigma_{v_1}^2 \sigma_{v_2}^2 (q_{11} q_{22} - q_{12} q_{21})^2}{\sigma_{x_1}^2 \sigma_{x_2}^2} \right],$$

$$= \frac{1}{2} \ln \left[ \frac{\sigma_{v_1}^2 \sigma_{v_2}^2 (\psi_{11} \psi_{22} - \psi_{12}^2)}{4 D_1 D_2} \right].$$

### 3.2 Decorrelating decoder

For \(N = M = 2\), which is considered in the Letter, decorrelation is easily implemented. The output of the 1st decoder is denoted by \(x_i\) and its probability density is \(P(x_i|v)\) (Eq. (59)). The relation can be represented by the Bayesian network shown in Fig. (S14a). For this case, the output probability density is not decorrelated, i.e., \(P(x) \neq \prod_i P(x_i)\). When \(P(x_i|v)\) disjointly depends on only one \(v_j \in v\), which is shown in Fig. (S14b) for \(P(x_i|v_i)\), the output probability density is decorrelated. We can use the following function for the decorrelating decoder:

$$M(q) = \frac{q_{11}^2 \sigma_{v_1}^2 + q_{12}^2 \sigma_{v_2}^2}{\sigma_{x_1}^2} + \frac{q_{21}^2 \sigma_{v_1}^2 + q_{22}^2 \sigma_{v_2}^2}{\sigma_{x_2}^2} + \frac{\sigma_{v_1}^2 \sigma_{v_2}^2 q_{11} q_{22}^2}{\sigma_{x_1}^2 \sigma_{x_2}^2},$$

(S20)

where we use \(q_{ij} = 0\) \((i \neq j)\). We obtain the mutual information as follows:

$$I_{\text{decor}} = \frac{1}{2} \ln \left[ 1 + \frac{\left( \psi_{11} \psi_{22} - \psi_{12}^2 \right) \left( 2 D_1 \psi_{22} \sigma_{v_1}^2 + 2 D_2 \psi_{11} \sigma_{v_2}^2 \right)}{4 D_1 D_2 \psi_{11} \psi_{22}} \right].$$

When the noise intensity \(D_i\) is sufficiently weak, the mutual information reduces to the following expression:

$$I_{\text{decor}} \simeq \frac{1}{2} \ln \left[ \frac{\sigma_{v_1}^2 \sigma_{v_2}^2 (\psi_{11} \psi_{22} - \psi_{12}^2)^2}{4 D_1 D_2 \psi_{11} \psi_{22}} \right].$$

### 4 Network realization of transfer function

In the main text, we explore biochemical realization of optimal linear response functions \(b_i(t)\). We consider a general \(K\)-dimensional linear system:

$$\dot{z}(t) = Az(t) + bu(t), \quad y(t) = cz(t),$$

(S21)
where $\mathbf{z}(t)$ is a $K$-dimensional column vector, $y(t)$ is an output scalar variable, $\mathbf{A}$ is a $K \times K$ matrix, $\mathbf{b}$ is a $K$-dimensional column vector, and $\mathbf{c}$ is a $K$-dimensional row vector. Here we dropped subscripts that identify the decoder number in order to simplify the notation (e.g., $\mathbf{A}_i$ in the main text is simply expressed $\mathbf{A}$ here) because we are describing a general theory. It is known that the transfer function $\hat{h}(s)$ of the linear system of Eq. (S21) is given by

$$\hat{h}(s) = \mathbf{c}(s\mathbf{I} - \mathbf{A})^{-1}\mathbf{b} = \sum_{i=0}^{\infty} \frac{1}{s^{i+1}} \mathbf{cA}^i \mathbf{b},$$

where $\mathbf{I}$ is the identity matrix. Since the transfer function depends only on $\mathbf{cA}^i \mathbf{b}$, the transfer function is invariant under coordinate transform $\mathbf{z}' = \mathbf{T}\mathbf{z}$, where $\mathbf{T}$ is a regular matrix. According to the Faddeev method, $(s\mathbf{I} - \mathbf{A})^{-1}$ can be calculated by the following formula:

$$(s\mathbf{I} - \mathbf{A})^{-1} = \frac{\mathbf{F}_1 s^{K-1} + \cdots + \mathbf{F}_{K-1}s + \mathbf{F}_K}{s^K + f_1 s^{K-1} + \cdots + f_{K-1}s + f_K},$$  \hspace{1cm} (S22)

where $\mathbf{F}_i$ and $f_i$ are defined as follows:

$$\mathbf{F}_1 = \mathbf{I}, \quad f_1 = -\text{tr} \mathbf{A}, \quad \mathbf{F}_i = \mathbf{A}\mathbf{F}_{i-1} + f_{i-1}\mathbf{I}, \quad f_i = -\frac{1}{i} \text{tr}(\mathbf{A}\mathbf{F}_i).$$  \hspace{1cm} (S23)

We consider the following rational polynomial transfer function:

$$\hat{h}(s) = \frac{\beta_1 s^{K-1} + \cdots + \beta_{K-1}s + \beta_K}{s^K + \alpha_1 s^{K-1} + \cdots + \alpha_{K-1}s + \alpha_K},$$  \hspace{1cm} (S24)

where $\alpha_i$ and $\beta_i$ are real coefficients. One possible realization of the transfer function of Eq. (S24) in the form of Eq. (S21) is

$$\mathbf{A} = \begin{bmatrix} 0 & 0 & 0 & \ldots & -\alpha_K \\ 1 & 0 & 0 & \ldots & -\alpha_{K-1} \\ 0 & 1 & 0 & \ldots & -\alpha_{K-2} \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & 1 & -\alpha_1 \end{bmatrix}, \quad \mathbf{b} = \begin{bmatrix} \beta_K \\ \beta_{K-1} \\ \beta_{K-2} \\ \vdots \\ \beta_1 \end{bmatrix}, \quad \mathbf{c} = \begin{bmatrix} 0 \\ 0 \\ \vdots \\ 0 \\ 1 \end{bmatrix},$$  \hspace{1cm} (S25)

which is known as the controller canonical form. Because of $\mathbf{c}$ in Eq. (S25), the output is given by the last variable $y(t) = z_K(t)$. The correctness of Eq. (S25) can be verified by calculating the transfer function through the Faddeev method [Eqs. (S22) and (S23)].

In the main text, we consider network realization for basis set $\mathbf{A}$, whose basis functions are

$$\eta_1(t) = \sqrt{\frac{2}{3}} (1 - \cos(2\pi t)), \quad \eta_2(t) = \frac{2}{\sqrt{3}} \Theta \left( \frac{1}{2} - t \right) (1 - \cos(4\pi t)).$$
where \( \Theta(t) \) is a step function. Since the step function yields a transfer function that does not fit into the form of Eq. [S24], we apply the Fourier series expansion to \( \eta_2(t) \) to obtain
\[
\eta_2(t) = \frac{16 \sin(2\pi t)}{3\sqrt{3\pi}} - \frac{16 \sin(6\pi t)}{15\sqrt{3\pi}} - \frac{\cos(4\pi t)}{\sqrt{3}} + \frac{1}{\sqrt{3}}.
\]

In Fig. [S1(d)], we compare \( \eta_2(t) \) for the exact function (solid line) and the Fourier approximation (dashed line). The Laplace transforms of \( \eta_i(T - t) \) are given by
\[
\tilde{\eta}_1(s) = \mathcal{L}[\eta_1(T - t)] = \sqrt{\frac{2}{3}} \frac{1}{s} - \sqrt{\frac{2}{3}} \frac{s}{s^2 + 4\pi^2},
\]
\[
\tilde{\eta}_1(s) = \mathcal{L}[\eta_2(T - t)] = -\frac{s}{\sqrt{3}(s^2 + 16\pi^2)} - \frac{32}{3\sqrt{3}(s^2 + 4\pi^2)} + \frac{32}{5\sqrt{3}(s^2 + 36\pi^2)} + \frac{1}{\sqrt{3}s},
\]
where \( \mathcal{L} \) is the Laplace transform operator. From Eq. [S16], the Laplace transform of optimal linear response function \( h_i(t) \) (i.e., the transfer function) is
\[
\tilde{h}_i(s) = \mathcal{L}[h_i(t)] = -\frac{1}{4\Lambda_i D_i} \sum_j \lambda_{ij} \tilde{\eta}_j(s).
\]

Since \( \Lambda_i \) and \( \lambda_{ij} \) are real values, \( \tilde{h}_i(s) \) fits into the form of Eq. [S24].

We next show explicit representations of \( A \) and \( b \) which are realizations of optimal linear response functions \( h_1(t) \) (\( h_1(t) \) and \( h_2(t) \) in Fig. 3(a)). We use \( A_i \) and \( b_i \) to represent \( A \) and \( b \) of the \( i \)th decoder:

\[
A_1 = \begin{bmatrix}
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
10.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 10.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 10.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 10.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 10.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 10.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0
\end{bmatrix}, \quad b_1 = \begin{bmatrix} 3.78 \\ 1.50 \\ 2.32 \\ 1.13 \\ 0.35 \\ 0.11 \\ 0.0 \end{bmatrix}, \quad (S26)
\]
\[
A_2 = \begin{bmatrix}
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
10.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 10.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 10.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 10.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 10.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 10.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0
\end{bmatrix}, \quad b_2 = \begin{bmatrix} 2.25 \\ -2.25 \\ 7.93 \\ 0.05 \\ -0.60 \\ 0.0 \end{bmatrix}, \quad (S27)
\]

As denoted above, these realizations are not unique, as any coordinate transformation yields the same transfer function. Thus we applied some scaling matrix to adjust excessively large values in Eqs. (S26) and (S27), which seem to be biologically infeasible. Network representations of Eqs. (S26) and (S27) are shown in Figs. 4(a) and (b) in the main text, where positive and negative elements in \( A_i \) and \( b_i \) are described by activation (arrow) and inhibition (bar-headed line), respectively.