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Abstract

The control of the initial outbreak and spread of SARS-CoV-2/COVID-19 by the implementation of unprecedented population-wide non-pharmaceutical mitigation measures has led to remarkable success in dampening the pandemic globally. With many countries easing or beginning to lift these measures to restart activities presently, concern is growing regarding the impacts that such reopening of societies could have on the subsequent transmission of the virus. While mathematical models of COVID-19 transmission have played important roles in evaluating the general population-level impacts of these measures for curbing virus transmission, a key need is for models that are able to effectively capture the effects of the spatial and social heterogeneities that drive the epidemic dynamics observed at the local community level. Iterative near-term forecasting that uses new incoming epidemiological and social behavioural data to sequentially update locally-applicable transmission models can overcome this gap, potentially leading to better predictions and intervention actions. Here, we present the development of one such data-driven iterative modelling tool based on publically-available data and an extended SEIR model for forecasting SARS-CoV-2 at the county level in the United States, and demonstrate, using data from the state of Florida, how this tool can be used to explore the outcomes of the social measures proposed for containing the course of the pandemic as a result of easing the initially imposed lockdown in the state. We provide comprehensive results showing the use of the locally identified models for accessing the impacts and societal tradeoffs of using specific strategies involving movement restriction, social distancing and mass testing, and conclude that while it is absolutely vital to continue with these measures over the near-term and likely to the end of March 2021 in all counties for containing the ongoing pandemic before less socially-disruptive vaccination strategies come into play, it could be possible to lift the more disruptive movement restriction/social distancing measures by end of December 2020 if these are accompanied by widespread testing and contact tracing. Our findings further show that such intensified social interventions could potentially also bring about the control of the epidemic in low and some medium incidence counties first, supporting the development and deployment of a geographically-phased approach to reopening the economy of Florida. We have made our data-driven forecasting system publicly available for policymakers and health officials to use in their own locales, with the hope that a more efficient coordinated strategy for controlling SARS-CoV-2 state-wide, based on effective control of viral transmission at the county level, can be developed and successfully implemented.

Introduction

The implementation of population-wide non-pharmaceutical socially-based suppressive measures, focused on lockdowns of whole communities, social distancing, travel restrictions, and increasingly the deployment of testing and contact tracing, has led to remarkable success in dampening the initial waves of the ongoing severe acute respiratory syndrome-coronavirus 2 (SARS-CoV-2/COVID-19) pandemic globally (https://aatishb.com/coviddtrends/). This has resulted in many countries considering the lifting of these unprecedented behavioral measures to allow the re-opening of their economies while awaiting the arrival of less socially-disruptive technologies, such as viable vaccines. Health officials are, however, becoming increasingly concerned about the likely impacts that such re-openings could have on the subsequent transmission dynamics of the virus. One reason for this concern is that in many areas, easing of the above non-pharmaceutical interventions (NPIs) has taken or are taking place before the initial epidemics have reached their endpoints. Another is that herd immunity in communities that have been under these interventions has not developed to levels that would mitigate the possibility of infection resurgences. These possibilities, including the economic and political imperatives for easing these NPIs, have led to increased attention being paid to the identification and deployment of those social mitigation measures that will enable the containment of viral transmission to levels that would allow reopening of societies with minimal harmful health and social side-effects. These currently include the prolonging of social distancing measures, a phased approach to easing current movement restrictions, and ramping up of testing and contact tracing capacity for identifying and isolating the remaining or new infectious cases.

A distinctive feature of the policy response to the management of the COVID-19 pandemic worldwide has been the role played by epidemiological modelling for evaluating the use of behavioural interventions exclusively for controlling epidemic outbreaks in populations. These mathematical models, based primarily thus far on extensions to the standard SEIR compartmental model, have enabled predictions of the course of the epidemic to warn policy-makers of the gravity of potential impacts, as well as help them in making comparisons of the various social measures proposed for suppressing viral transmission in exposed communities. For example, these tools have played critical roles for evaluating the comparative effects of locking down communities versus allowing a portion of the population to be exposed and develop immunity as alternate strategies for containing both first and subsequent epidemic waves.

However, while these models have been important for supporting generalized, scenario-based, policy planning, they can be less useful for simulating dynamics after the disease breaks out in real communities. First, such models have little support for capturing the rapidly changing social contexts in which an epidemic evolves. This is an important need since for fast evolving phenomena, such as an epidemic, feedbacks from changing conditions need to be processed speedily to correct for the invariable modelling errors surrounding a dynamic forecast. Second, addressing forecasts of the near future as an epidemic evolves requires models that give accurate forecasts with the least variance at the lead times required by management. Third, general models, even if supported by the available historical data, do not address the need for data assimilation in real-time forecasting. Such data assimilation, in which information regarding the extant transmission processes that are embedded in observational data is used to iteratively update the underlying dynamical principles represented by the structure and parameters of a model, has been shown to provide near-term forecasts of the state of a dynamical system which are better than could be obtained with just data or the model alone. For forecasting epidemics over the near future, this data-model assimilation framework will allow shrinkage of forecast variance while also correcting for model bias and drift. Finally, few currently available mathematical models of SARS-CoV-2 transmission provide predictions at lower administrative levels, such as the county. Thus, they do
Developing, testing and refining data-driven models for enabling reliable near- and long-term forecasts for decision-making can be a challenge especially when the objective is to control an ongoing epidemic. One problem is the requirement that locally-relevant observations are transmitted sufficiently rapidly to be useful for updating models within the lead times connected with making an effective public response. Fortunately, advances in communication systems, powerful data processing, storage software and hardware, and an increasing focus on the provision of standardized, open-source data for diseases, are now becoming available that are providing solutions to this problem. In parallel, major progress has also been made in the development of iterative statistical data-model assimilation techniques, whereby data of diverse types and prior information regarding model structures and parameters can be used reliably to constrain model parameters or states in a setting, including supporting evaluations of forecast uncertainty over time. Lastly, developments in cyberinfrastructures to automate the dynamic integration of new data and information to facilitate regular assessment of forecasts and active updating of models mean that the practical implementation of iterative data-driven epidemic forecasting is now increasingly becoming possible.

As countries relax the social restrictions imposed to suppress the initial pandemic waves, it is becoming evident that it is important to consider and predict the subsequent pathway that SARS-CoV-2 might follow. This is because, given the intensity and size of the initial outbreaks in a locality, the epidemic could simply be eradicated locally by the implementation of intensified social measures. Alternatively, especially in high incidence areas, these interventions need to be calibrated both in terms of duration and intensity to ensure that resurgences can be managed to ensure that critical care capacities are not exceeded. Distinguishing between these outcomes at local scales will therefore be key for formulating the requisite public health response for managing SARS-CoV-2. Data-driven locally applicable COVID-19 models that are regularly updated using the latest epidemiological data will clearly constitute a powerful tool for making these spatially-explicit assessments.

This paper describes the efforts of our team to develop and use such an iterative data-model assimilation-based forecasting system for SARS-CoV-2, wherein we use a SEIR-type model updated sequentially with publically available COVID-19 case and human movement data in order to provide predictions of the course of the pandemic under various social interventions at the county level in the United States. We use these data from counties in the state of Florida to demonstrate how the developed data-driven modelling system can allow forecasts and assessments of the local epidemic dynamics as well as enable evaluations of the relative impacts of the social interventions — viz. a phased easing of the lockdown, inclusion of different durations of social distancing measures, and tracing and isolation of infectious individuals — proposed for curbing viral transmission in the near-term until effective vaccination strategies can come into play in this state. We also examine how gaining a better understanding of the geographical variation in the propagation of the virus and our attempts to curtail it can allow the derivation of a regionally-varying or tailored response that is effective at minimizing contagion whilst offering at the same time the advantages of less restrictive rules for parts of a state's population.

Results

Model fits to data, validation, and assessment of geographic drivers of transmission

We modeled the observed SARS-CoV-2 outbreaks in the 67 counties of Florida (Table S1) based on reported case data, and information regarding local social behaviors, through to September 30th, 2020. This was carried out by using a Bayesian-melding data assimilation approach centered on the sequential calibration of our compartmental epidemic model to confirmed case and death time series data, and data on human movements, reported for each of these counties by the Johns Hopkins University Coronavirus Resource Center and the location data firm, Unacast. The model predictions for cumulative confirmed cases compared to data are shown in Figure 1. The results show that the 95% confidence interval bounds of the predictions from the ensemble of sequentially updated models for each county are able to envelop nearly all of the confirmed case data to date.

Because the dynamics of COVID-19 are significantly influenced by changes in social behaviours, it is critical to iteratively calibrate transmission models, such as the present SEIR model, to new data and actively update the resulting predictions accordingly. Figure S1 demonstrates the shift in model prediction performance as the model is updated sequentially with various lengths of incoming longitudinal data. Cross-validation analysis showed that carrying out such model calibrations to 2-week sequential blocks of incoming data can keep the relative mean-square error to consistently below 20% while also being computationally feasible. Implementing this 2-week sequential updating procedure also allowed us to incorporate information regarding changing transmission conditions in each county as rapidly as possible into the model.

Table S2 summarizes the values of the posteriors obtained by model fitting to the 14-day case day prior to September 30th for the social distancing parameter, \( d \), which modifies the transmission rate, \( \beta \), in each county, as well as for the fraction of the respective county population remaining under mobility restriction as estimated using the Unacast mobility data. The results show that while the values of each of these two key social parameters varied between the present counties and therefore are associated with the differences in the virus transmission dynamics observed for individual counties, the social distancing parameter, \( d \), appears to be comparatively less variable in its estimated between-county values compared to those estimated or calculated for the lockdown fractions (Table S2). This suggests that the between-county variations in SARS-CoV-2 outbreak dynamics, and the individual county-level response to the intervention scenarios, reported here (from October 1st 2020) may be a reflection more of the
Forecasting the epidemic and social interventions

We used the models updated using the cumulative infection/deaths data reported to September 30th in each county to simulate both the local epidemic dynamics and compare the dynamical impacts of six different social interventions as described in Methods and depicted in Figure S2. The model predictions under each intervention scenario through the end of the year are shown in Figures 2 and 3, stratified by initial incidence growth rate (Group a < 0.05, Group b < 0.15, Group c > 0.15; see Methods). Scenario 1 is the least aggressive option considered with no interventions put in place and a full release of strict stay-at-home orders after September 30th. The results for this scenario show that because the social restrictions in Florida were lifted before the first epidemics ended, resurgence of the epidemic will be inevitable in every county (Figure 2). Indeed, an average of 27% (with a range of 15-47%) of the overall population across all counties is projected to become infected at the peaks of the resulting 2nd wave local epidemics under this scenario (Figure 2, Table 1, Table S1). Note that these and subsequent model forecasts account for all infected cases, including those that are not yet infectious (exposed class), asymptomatic, presymptomatic, and/or not detected by health systems. The county level model predictions from this scenario also highlight the variation in the peak size of the 2nd waves that different counties could have faced with the lifting of all interventions, with these sizes ranging from 1,459 cases in Lafayette to as high as 742,898 cases in Miami-Dade county (Table 1). The time course of the epidemic is also variable with higher incidence counties expected to see generally later peaks compared to lower incidence counties (see legend to Figure 1 for peak dates). Figure 2d shows that the predicted size of the 2nd wave peaks are directly related to those of the first waves that occurred in each county, further underlining the impact that initial variation in local conditions of virus transmission can have on the size of subsequent county-level infection resurgences in each county. The simulations also reveal that while the size of the 2nd waves will be large with the full release of lockdowns, the epidemics in each county will nonetheless, as expected, eventually fade and end (Figure 2), with the possibility that this will occur earlier between December 2020 to January 2021 in the case of the low incidence counties compared to the case with high incidence counties where the corresponding 2nd waves are predicted to end as late as early March 2021.

The inclusion of social distancing measures through October and November in scenarios 2 and 3, respectively, is predicted to have two key effects. First, it is to be noted that these measures will not prevent the occurrence of sizable 2nd waves; however, they will shift the timing of the county-level 2nd epidemic peaks further into the future, with this shift more pronounced for scenario 3 (from the October/November peaks predicted for scenario 2 to the December/January peaks forecasted for scenario 3; see legend to Figure 3). These measures, however, will significantly reduce the size of the 2nd epidemic peaks, with the more intensive scenario 3 bringing about an average case reduction of 76% (with a range of 37-83%) compared to scenario 1 (Table 1). Again, these outcomes will vary by county group, with shifts to 2nd peaks, and resolution of the epidemics, occurring generally later among the high incidence countries (Group c), while the greatest reduction in peak cases will occur for the low incidence counties (Figure 3, Table 1).

Implementation of contact tracing and quarantine measures to prevent a fraction of the infectious population from spreading the disease (25% quarantine rate in scenario 4 and 50% quarantine rate in scenario 5 both through March 2021) along with sustained social distancing measures through December 2020, is predicted to have a uniformly high suppressive effect on the course of the 2nd epidemics in each county. Scenario 4 reduces the size of the averaged county-level epidemic peak to affect just 3% of the total population (with a range of 0-17%), while scenario 5 is predicted to reduce the average peak infection size to just 0.6% of the overall population in the state (with a range of 0-8.5%). This represents an average peak reduction compared to scenario 1 of 89% (with a range of 61-97%) for scenario 4 and 98% (with a range of 80-100%) for scenario 5. Furthermore, the results show that scenario 5 could even bring about breakage of epidemic transmission in some counties, particularly in the case of those that exhibited the lowest initial infection incidences (Table 1). Interestingly, these intervention scenarios also appear to generally lessen the between-county group variations in the timings and peaks of the predicted 2nd epidemics (Figure 3).

The above scenario differences are also apparent in the predictions of the required hospitalizations at the county level (Figure 4). However, the hospitalization forecasts also indicate that in the absence of more aggressive interventions, such as those modeled in scenarios 4 and 5, there will be a high risk that the predicted cases will exceed existing county-level hospital capacities (Table 1). This serious outcome will also vary significantly by geographic location.

Figure 5 shows the predictions arising from the simulation of the most intensive of the present intervention scenarios (scenario 6), viz. maintaining current social distancing, lockdown, and a 25% quarantine rate from October 1st through the end of our simulation period, March 2021. The results show that this scenario is the only one among the six scenarios investigated that will prevent the occurrence of a 2nd wave of COVID–19 in all the currently modeled counties. It would also hasten the ending of the epidemic locally with all low incidence counties predicted to achieve fade-outs of their epidemics as early as between November 1st 2020 to January 26th 2021, whereas high incidence counties will see their corresponding epidemics fading out between December 20th 2020 to February 25th 2021.

Figure 6 depicts the proportions of the populations recovering from infection and thus developing immunity to infection through time in each county for scenarios 1 (top panel) and 6 (bottom panel). These results show that these scenarios may bring about extinction of the epidemic in each group of counties via different mechanisms. In the case of scenario 1, the epidemics are ended through the development of high levels of herd immunity (between 88 to 97%) in the community, with as expected lower population-level immunity required to bring out epidemic extinction in the lower incidence...
counties. By contrast, the results for scenario 6 indicate that extinction can also be brought about by instituting strong long-duration social mitigation measures that can reduce transmission to sufficiently low levels to bring about epidemic fade outs. However, it is important to note that this impact comes with the cost of generating very low levels of herd immunity in each community by the end of the epidemics, raising the possibility of the inevitable resurgence of transmission should new infecteds bring the virus back into these communities.

Although scenario 1 can produce high levels of herd immunity (Figure 6), it is clear, however, that this will come with higher death tolls than in the case of scenario 6 (Figure 7). Cumulative predicted deaths through the entire period of these simulations (i.e. October 1st 2020 to end of March 2021) ranged from 70 to 4,223 in the low incidence counties to as high as 28,130 in the high incidence counties in the case of scenario 1. These were significantly lower in the case of scenario 6 with the corresponding cumulative deaths ranging from 6 to 300 in the low incidence counties to between 185 to 3,330 in the high incidence counties (Figure 7). These findings underscore the health-economy trade-offs involved in using an approach focused on the evolution of herd immunity as opposed to one based on the use of more socially-disruptive mitigation measures for containing the present pandemic.

**Discussion**

Our goals in this work were essentially two-fold. The first was to assess if it is possible to use publically available longitudinal infection case and human movement data to derive reasonable mathematical models of SARS-CoV-2 transmission to allow the simulation and evaluation of the course of the ongoing pandemic at the local county level in the United States. The second goal was to evaluate how the contagion dynamics operating at the local county level might interact with the currently implemented or proposed social options for controlling COVID-19, such that the results may be used to identify those measures that will enable the containment of the virus to levels allowing the safe reopening of communities whilst we await the arrival of viable vaccines. We have also attempted to determine the implications of variance in virus transmission risk at smaller spatial units within a region, such as counties across a state, for the design of intervention strategies to curb the present contagion. We show in this regard that compared to a common control strategy applied uniformly across all counties, minimizing both human health impacts as well as disruptions to economic and other social activities across a state could be better achieved through the deployment of a geographically-targeted approach that explicitly takes into account the impacts of locally-variable risks of virus transmission. These results also question the use of homogenous aggregate level models for reliably predicting and managing the epidemic over a broader spatial region, such as a state, across which the processes that govern the transmission of the virus are likely to vary.

Developing and using reliable data-driven models for forecasting live local epidemics is challenging given the need for both the locality-specific temporal data required for updating models, and the necessity that predictions have to be made at frequencies or within the lead times requisite for making effective public responses. Here, we have addressed this problem for modelling SARS-CoV-2 transmission to support policy making via the implementation of an iterative data-model assimilation-based forecasting system that acquires and processes the latest data, updates our SEIR COVID-19 model, and generates new sequential forecasts over time. Key features of the system include procedures that leverage the availability of open source API-enabled case and mortality surveillance data that are reported daily by health departments at the county level, the incorporation of independently-quantified county-wide non-essential movement data to serve as an estimator of the level of population mixing over time, and the Bayesian calibration of our model on a sequential basis. An additional recent feature of this system is also the use of a continuous analysis framework to automate the computational pipeline to handle the various stages of converting the raw data into new forecasts, including: data assembly, modelling and forecasting, and presentation of the forecasts relevant to policy makers. The cross-validation exercise we carried out for assessing the variance of future forecasts using our iterative or sequential model updating procedure (Figure S1) show how the longer our forecasts remain out of date, the less accurate they become. Even with our choice of using 2-weekly sequential blocks of data to update our model here, we found that forecasts can result in an error rate of 20%. This outcome highlights the value of regular assessment and active updating of dynamic epidemic models for providing the forecasts required by policy-makers for decision-making.

We have used our modelling system to examine a range of likely SARs-CoV-2 transmission scenarios through March 2021, starting with simulations of the impact of the state-wide phased easing of the lockdown that was implemented in Florida between April 3 2020 to May 4 2020 (scenario 1). Figure 2 depicts the major outcome of this policy response, viz. the inevitability of the emergence of significant 2nd waves in all counties if all other social measures, such as social distancing (mask wearing and observation of physical distancing), are also discontinued fully after September 30th 2020. While this prediction can be considered to be as expected and so unremarkable, a striking and possibly less commented upon feature, however, is that the predicted sizes of the 2nd wave peaks or intensity of the 2nd waves will vary between counties as a positive function of variations in the size of their 1st wave peaks. This indicates that the subsequent intensity of virus transmission following the full release of all social protective measures in a community will depend fundamentally on the initial incidence at the time of epidemic establishment in a locality. It will additionally also depend on the number of infecteds remaining in each county following the ending of the state-wide lockdown that took place before the 1st waves had been fully controlled. These findings clearly highlight the dangers of imposing a one size fits all policy (here pertaining to the decision to ease lockdowns on a common date across Florida) for managing a spatially variable contagion.

The results pertaining to the numerical size of the 2nd peaks are shown in Table 1, and indicate that the health burden of the pandemic will also vary markedly between counties from as low as 1,459 cases in Lafayette to as high as 742,898 cases for the most populous Miami-Dade county, further underscoring the fact that apart from variable resurgences in infection, a wide spatial heterogeneity in infection burdens can also be expected if social measures are fully released in all counties. There will also be considerable variations in the course of the 2nd waves even within each incidence group.
Perhaps the first need is to address what impact the impending arrival of viable vaccines would have on the need for continuing with the social measures. We end by highlighting the future work that will be required to overcome the current limitations and applicability of our modelling system.

Our simulations of the impacts of social control measures of varying strength and nature demonstrate overall the vital importance of continuing with these measures following phased lockdown release for containing the epidemic while waiting for more effective and less-socially disruptive pharmaceutical measures. According to our findings, while the two social measures investigated here, viz. maintaining current social distancing over a shorter (to October 14th) and longer (to November 30th) periods, and testing, contact tracing and quarantining at a moderate (25%) or higher (50%) level, will not prevent the emergence of 2nd waves in the majority of cases, they will substantially delay infection peaks and reduce the numbers of patients requiring admissions to hospital, and in the case of the stronger versions of these measures also dramatically suppress the size of the 2nd wave peak cases/hospitalizations. Indeed, the inclusion of quarantine measures to March 2021, while ending social distancing by mid-October or end November 2020, for example, would decrease the 2nd wave peak numbers of infection or hospitalizations required to over 90% of the respective 1st peak numbers in each county. Inclusion of strong contracting tracing and quarantine (scenario 5) can lead to very low levels or even interruptions of epidemic transmission and zero hospitalization cases in those counties exhibiting the lowest incidence rates among the present counties. This is an important outcome as it suggests that if testing and contact tracing can be ramped up, then counties will be able to lift their social distancing measures and hence reopen their economies by end of November 2021 without fear of such an option would lead to a catastrophic overwhelming of their existing hospital capacities.

We show that the most intensive social intervention modelled in this study, viz. phased lockdown release, maintenance of current social distancing measures and a 25% quarantine rate all maintained from October 1st to end of March 2021, is the only social option that would not only prevent the occurrence of a 2nd wave, but also hasten the sustained ending of the epidemic in all counties, with fade-outs possible as early as by November 1st in some low-medium incidence counties (Figure 5). This finding underscores the need for combining and implementing social measures as early as possible and maintaining them throughout the next few months (to end of March 2021 at least) for achieving the eradication of the pandemic in Florida. However, like scenarios 4 and 5 but unlike the full release of social measures modelled in scenario 1, this scenario will also be marked by the low level of herd immunity that would develop in each county population by the end of the local epidemics, leaving such communities vulnerable to the real threat of future epidemic resurgences should the virus be re-introduced after the lifting of interventions (Figure 6). This finding indicates that either maintaining continued vigilance and control by testing and contact tracing measures will be required to counter this prospect of epidemic resurgence in these communities over the foreseeable future, or that ultimately, control of the epidemic will only be achieved through effective vaccination of county populations. Our results show that in the latter case, vaccination rates (with a highly effective vaccine) will need to be above 85% and even above 90% in the medium-high incidence counties (Figure 6) to accomplish the resolution of the pandemic, although note that if significant population heterogeneity underlines virus transmission within a county, much lower rates (to as low as 50%) might be sufficient to arrest the local epidemic.

Our findings, finally, are insightful with regard to the need to address the spatial heterogeneity of pandemic risk for effectively managing the SARS-CoV-2 both locally and globally. In particular, our results suggest that changing from using uniform policy approaches to the making of tailored responses might be more effective at minimizing harmful effects in communities, not just in relation to health outcomes, but also in terms of minimizing the disruption to the local and global economic and other social systems. Thus, we show that while combining social distancing measures to end of December 2020 with high intensity contact tracing and quarantine to March 2021 (scenario 5) will depress hospitalization cases drastically and within manageable levels across virtually all county incidence groups, it might be possible to contain the pandemics in some low and medium incidence counties with a version of this scenario (scenario 4) that implements only low intensity quarantine (Figure 4, Table 1). This will allow reopening of the economies of these counties earlier than for high incidence counties, lessening the economic and other social disruptions faced by the populations of these counties. Similarly, our predictions of the impact of scenario 6, in which all interventions are implemented from October 1st onwards, indicate that resolutions of the epidemic will occur significantly earlier in low incidence counties than in the case of medium and high incidence counties, suggesting that a safe reopening of the state of Florida and indeed other US states can be effectively accomplished in a geographically phased manner that takes into account county-level variations in epidemic risk explicitly. Indeed, our web-based SEIRcast COVID-19 simulation tool (https://seircast.org/) that implements our iterative data-driven continuous integration modelling framework, is designed to provide policymakers with the means to devise precisely such spatially-explicit management plans. We believe that including this spatial dimension into both models and in mitigation plans will provide not only better predictions of the pandemic dynamics across a spatial domain but will also offer significantly better overall social outcomes for populations.

We end by highlighting the future work that will be required to overcome the current limitations and applicability of our modelling system. Perhaps a first need is to address what impact the impending arrival of viable vaccines would have on the need for continuing with the social measures.
investigated in this paper to allow the safe reopening of parts of the populations in Florida as early as possible. The key question here is whether our findings would still apply over the near-future (until at least end of March 2021) if these vaccines become available for use as expected by early 2021. We believe that given the present uncertainties regarding when production and widespread delivery can be achieved even if first vaccines are released at that time, the likely moderate efficacies expected for these vaccines, and the likely intensification of general viral circulation in the coming autumn and winter seasons, the present NPI strategies will need to continue and indeed have to remain the mainstay of our attempts to contain the contagion over the next few months to at least the end of spring 2021. Indeed, if the coming vaccines are not perfect but instead reduces susceptibility by a fraction, and if the immunity induced is not long-term, then there is a need to investigate how best to adapt the social measures studied here along with vaccination to bring about the containment or resolution of the pandemic effectively 47. We are currently extending our model to include these various vaccination scenarios to address this fast emerging policy question.

It is also clear going forward that we need to consider the effects that between-county movement might have on the current model predictions. While personal movement was curtailed drastically by lockdown, and the phased ending of the lockdown has led to increased movement within counties – both of which we have been able to incorporate into our model via parameterization of the within-county movement data provided by Unacast - details of inter-county movement and its reliable incorporation into our model will be required if we are to better capture the impacts of state-wide policies that are beginning to focus on lifting of all restrictions fully 48. Recently, Unacast 43 has begun to publish population migration data in the US using cell-phone signals, which will provide a means to address this topic.

Our current model also does not represent the age-structure and health status of the county-level populations. Partly this is an outcome of our goal to develop a modelling system that would support the generation of forecasts for the contagion in all counties of the United States based on the data presently publically available for facilitating model configurations - and these currently lack information on these variables 38. Extending our SEIR model to include these features, however, would allow better treatments of the exposure, risk, and transmission conditions that are likely to underlie the spatial heterogeneity in epidemic dynamics observed at the county level 15,24,46. The addition of population structure and health composition into our current SEIR model will require deriving and adding more compartments and the applicable contact matrices 7,49,50, but also, as noted, the configuration data for parameterizing these additions appropriately. We are currently in the process of adapting the data from the POLYMOD study 44,50 to begin the construction of the relevant social contact matrices and parameterizations for accomplishing these major extensions to the model.

Our sequential data-assimilation framework, while allowing the incorporation of longitudinal changes in transmission conditions into the model, has the outcome, as for all dynamical models, that prediction error will increase the further out of sample forecasts are made 16-19,21,22. While we have attempted to reduce forecast errors by model fitting to two sets of variables (cumulative infectious cases and deaths), obtaining new data on other currently latent states (eg. the fraction of asymptomatic infecteds) would offer better constraining of parameters and hence forecast variance. However, this has to be balanced by appropriately addressing the effects of parameter degeneracy and sample impoverishment which would impact the ability of the model to fit novel data as transmission conditions change drastically over the near future 28,51-53. We have used a resampling approach whereby at each sequential updating point, we have blended in 25% random samples from initial priors to the posteriors obtained during the uptake made a time step (every 2-weeks) previously to keep forecast error below 20% to address this problem in the simulations reported here. However, future work might need to consider the development of appropriate adaptive approaches developed in the field of particle filtering 34 to resolve this problem more effectively. Regardless, we note that while our forecasts beyond 2 weeks ahead could attain variances as high as 40%, and so can affect the peak sizes and extinction dates reported here, this will have lesser impacts on the conclusions reached regarding the comparative outcomes of the interventions investigated in this study.

### Methods

### Epidemic model

We simulated the ongoing SARS-CoV-2 outbreaks at the county level using a variation of a SEIR model. The model compartments and transitions are shown in Figure S3. Full equations are also given in Supplementary Material. We assume each county is a closed population and ignore demographic changes such that the total population size remains constant. The population is divided into compartments representing various infection stages: susceptible (S), susceptible but removed from the transmission process via lockdown policies (R₁), exposed (E), infectious asymptomatic (Iₐ), infectious pre-symptomatic (Iₚ), infectious with mild symptoms (Iₘ), infectious with severe symptoms requiring hospitalization (Iₕ), infectious with severe symptoms requiring intensive care including ventilation (Iₗ), recovered and immune (R₂), and deceased (D). The model equations describing the transitions in and out of each class are given in the appendix along with a description of all the model parameters and their prior values (Table S3). Note the model considers the fraction of the population classified in each compartment (all compartments sum to 1), which is then scaled to the appropriate county population size to get counts for each compartment.

### Data

To calibrate the model to the local county setting, we fitted the SEIR model sequentially (see below) to cumulative confirmed case and deaths data assembled from the start of the epidemic at the county level and published for public access by the Johns Hopkins University Coronavirus Resource
Estimation of initial epidemic growth rate

The initial incidence growth rate, $\tau$, was estimated by fitting a log-linear model to the daily new cases reported during the early exponential phase (the first 4 weeks generally) of the epidemic curve observed in each county. The values estimated for $\tau$ in each county were used to stratify the counties in Florida into each of initially low (<0.05), medium (0.05 to <0.15) and high (>0.15) incidence or epidemic groups.

Bayesian Melding data assimilation

We used a Monte-Carlo-based Bayesian Melding framework to undertake the sequential updating of the model to the cumulative case and death data. We began by first defining uniform prior distributions for each of the model parameters based on current understanding of SARS-CoV-2 transmission and disease characteristics. The initial parameter priors and relevant references are given in Table S3. Note that the number of initial infected cases at the start of the simulation period is sampled as the parameter $E_0$ (Figure S4), the number of exposed cases when the first cases began to be confirmed. We consider the start of the epidemic in a given county to be when there are at least 10 cases reported. At this point, we sampled $N = 50,000$ parameter vectors from the initial priors and simulate the outbreak for 14 days forward. The resulting 50,000 model predictions of the epidemic are then compared to the confirmed case and death data observed during the 14-day forecast period using a normalized root-mean-square error distance metric that normalizes a traditional RMSE by the standard deviations of these data. This facilitated the combination of prediction errors with respect to case and death data together despite their different orders of magnitude:

$$NRMSE = \sqrt{\frac{1}{2n} \sum_{i=1}^{n} \left( \frac{\hat{y}_i - y_i}{\text{std}(y)} \right)^2 + \left( \frac{\hat{x}_i - x_i}{\text{std}(x)} \right)^2}$$

where $n$ is the number of time points over which to compare the model predictions to data, $\hat{y}_i$ is the model-predicted confirmed case data on a given date $i$, and $y_i$ is the observed confirmed case count for the same date, $\hat{x}_i$ is the model-predicted death data on a given date $i$, and $x_i$ is the observed death count for the same date. Based on this performance metric, the best-fitting 500 parameter vectors are retained as the most likely parameter sets to describe the local outbreak during the chosen 14-day window. For simulating the epidemic for the next 14 days, another 50,000 parameters are sampled of which 75% are randomly sampled from the posterior distribution of the most recent 14 day window, while another 25% are sampled from the initial parameter priors to avoid sample depletion. These set of blended parameter vectors are used to sequentially select the best-fitting models over time, and are used to forecast the impacts of the interventions described above. Different fitting windows were tried, and a 14-day window was found to be long enough to be computationally feasible for the entire dataset for all counties, while being short enough to capture the changing epidemic behavior and keep forecast error consistently low (below 20%).

Simulating interventions

We used the latest sequentially fitted model in each county to simulate the impacts of different social intervention scenarios on the course of the outbreak in the future (beyond October 1st). We simulated six different scenarios, which are outlined graphically in Figure S2. Scenario 1 represents the least aggressive option where lockdown and social distancing measures are fully lifted after September 30th. Scenario 2 considers this lockdown release in addition to keeping social distancing measures in place for 2 weeks from October 1st to October 14th. We consider scenarios 1 and 2 to mimic the State of Florida’s current state reopening plan (https://floridahealthcovid19.gov/plan-for-floridas-recovery/). Scenario 3 extends the social distancing intervention by maintaining it over a longer 8 week period to November 30th. Scenarios 4 and 5 represent maintaining current social distancing and movement restrictions through the end of the year (December 2020) in addition to implementing contact tracing and quarantine efforts at either low ($q = 0.25$) or high ($q = 0.50$) intensity, respectively, from October 1st to end of March 2021. Finally, Scenario 6 represents the most intense intervention scenario, viz. maintaining social distancing, lockdown, and low quarantine starting from October 1st through to the end of March 2021. Outbreaks were simulated under these conditions and the predicted number of cases are compared between each scenario and county group. The numbers of hospitalized ($I_{H} + H_{C}$) are also forecasted to evaluate the potential resource needs under each scenario.

The effect of statewide lockdown measures in these simulations is implemented by adding a distinct susceptible class which is assumed to not contribute to disease transmission ($R_0$). The proportion of this class that complies with strict stay-at-home orders is controlled through the ratio of parameters $a$ and $\lambda$. This ratio is informed by the fraction of non-essential trips made by the population in each county estimated by Unacast based on analyses of GPS mobility data. We interpret the reduction in such on-essential trips from prior to the lockdown as a proxy for the proportion of the susceptible population remaining unexposed in a county during any time of a simulation – both during the lockdown and after lockdown measures were lifted. Social distancing measures are modeled as a reduction in transmissibility of the pathogen through the parameter $d$ and is primarily based on the
effectiveness of masks against transmission of similar diseases. Quarantine of infectious cases through contact tracing and/or testing is modeled simply as a proportion, $q$, of $I_A$, $I_P$, and $I_M$ as not contributing to transmission as a result of being detected and made to isolate themselves at home.

Availability of materials and data

All data analysed during this study are included in this published article and its supplementary information files. Code for sequentially calibrating and running the SEIR model is available at https://github.com/EdwinMichaelLab/COVID-SEIR-Paper
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Tables

Table 1. Total median infected and hospitalized cases predicted at the epidemic peak in each county. Shaded cells denote situations when hospitalization cases are predicted to be below the corresponding county-level care (bed/ICU) capacity.
| Group A | County | Peak Total Infected Cases | Peak Hospitalized Cases | Capacity |
|---------|--------|--------------------------|------------------------|----------|
|         |        | $S_1$                    | $S_2$                  | $S_3$    |
| Alachua | 82696  | 67899                    | 26572                  | 7161     |
| Baker   | 6856   | 5121                     | 1769                   | 696      |
| Bay     | 51066  | 39280                    | 14864                  | 399       |
| Bradford | 9479   | 9000                     | 9191                   | 325      |
| Calhoun | 2567   | 1830                     | 496                    | 89       |
| Clay    | 78051  | 71980                    | 43312                  | 18053    |
| Columbia | 20045  | 17378                    | 9488                   | 3406     |
| DeSoto  | 6013   | 4831                     | 1592                   | 348      |
| Flagler | 23992  | 19667                    | 7942                   | 1571     |
| Franklin | 2872   | 2234                     | 1755                   | 211      |
| Gadsden | 11163  | 9126                     | 3676                   | 1268     |
| Gilchrist | 3386  | 2630                     | 871                    | 197      |
| Gulf    | 2057   | 1483                     | 375                    | 61       |
| Hamilton | 4298   | 3550                     | 1479                   | 577      |
| Hardee | 6867   | 6877                     | 3033                   | 1274     |
| Highlands | 30539  | 24480                    | 8743                   | 2160     |
| Holmes | 5527   | 4437                     | 1649                   | 551      |
| Jackson | 14501  | 13119                    | 7631                   | 2737     |
| Jefferson | 3279  | 2609                     | 968                    | 454      |
| Lafayette | 1459  | 1014                     | 275                    | 50       |
| Lake    | 9037   | 76121                    | 30544                  | 7937     |
| Levy    | 9600   | 8061                     | 3621                   | 1002     |
| Liberty | 2782   | 2502                     | 1522                   | 809      |
| Madison | 4990   | 4206                     | 1878                   | 540      |
| Marion | 383145 | 63118                   | 19313                  | 3779     |
| Monroe | 14350  | 10199                    | 2954                   | 633      |
| Manatee | 20632  | 16795                    | 6453                   | 1412     |
| Okaloosa | 58620  | 50121                    | 26223                  | 8021     |
| Putnam | 24005  | 21207                    | 10829                  | 3847     |
| Santa Rosa | 34202 | 25531                    | 7368                   | 1225     |
| Sumter | 34849  | 28042                    | 10592                  | 2447     |
| Suwannee | 9988   | 7334                     | 2051                   | 430      |
| Taylor | 4521   | 3477                     | 1170                   | 398      |
| Union | 4701   | 3926                     | 1886                   | 561      |
| Wakulla | 9333   | 7997                     | 3061                   | 975      |
| Walton | 24418  | 21068                    | 10072                  | 3227     |
| Washington | 4756  | 3660                     | 1135                   | 207      |
|         |        | $S_4$                    | $S_5$                  |          |
| Brevard | 216546 | 194227                   | 101280                 | 41631    |
| Charlotte | 50932  | 44307                    | 15841                  | 4175     |
| Citrus | 30776  | 24863                    | 7968                   | 1431     |
| Collier | 81605  | 61625                    | 19574                  | 3953     |
| Dixie | 3875   | 3071                     | 1189                   | 235      |
| Escambia | 76781  | 59268                    | 19828                  | 4584     |
| Glades | 5967   | 56121                    | 20544                  | 2348     |
| Hendry | 6591   | 5053                     | 1469                   | 268      |
| Hernando | 48155  | 38208                    | 13378                  | 3046     |
| Hillsborough | 397091 | 296947                   | 89333                  | 21603    |
| Indian River | 45001 | 37314                    | 12981                  | 3739     |
| Leon | 96968   | 85935                    | 43604                  | 13896    |
| Martin | 39199   | 31207                    | 10958                  | 2816     |
| Okaloosa | 17530  | 15780                    | 7888                   | 4710     |
| Pasco | 211838 | 195573                   | 110066                 | 45306    |
| Pinellas | 249782 | 184207                   | 54312                  | 11694    |
| St. Johns | 90187  | 79325                    | 42884                  | 15740    |
| St. Lucie | 77214  | 61019                    | 18514                  | 3588     |
| Sarasota | 142268 | 115675                   | 44632                  | 13217    |
| Broward | 587916 | 488812                   | 204061                 | 53764    |
| Dade | 263303  | 208691                   | 71687                  | 22480    |
| Lee | 160900  | 113444                   | 30393                  | 4979     |
| Manatee | 86346   | 60866                    | 17509                  | 2743     |
| Miami-Dade | 742598 | 577962                   | 182730                 | 47067    |
| Orange | 825542  | 557470                   | 190520                 | 163852   |
| Osceola | 87801   | 64189                    | 18324                  | 3667     |
| Palm Beach | 460637 | 379619                   | 141320                 | 39597    |
| Polk | 232456  | 203981                   | 99111                  | 31266    |
| Seminole | 112562 | 85203                    | 25402                  | 5711     |
| Volusia | 140718  | 97188                    | 23409                  | 4716     |
|         |        | $S_6$                    | $S_7$                  |          |
|         |        | $S_8$                    | $S_9$                  |          |

| Group B | County | Peak Total Infected Cases | Peak Hospitalized Cases | Capacity |
|---------|--------|--------------------------|------------------------|----------|
|         |        | $S_1$                    | $S_2$                  | $S_3$    |
|         |        | $S_4$                    | $S_5$                  |          |

| Group C | County | Peak Total Infected Cases | Peak Hospitalized Cases | Capacity |
|---------|--------|--------------------------|------------------------|----------|
|         |        | $S_1$                    | $S_2$                  | $S_3$    |
|         |        | $S_4$                    | $S_5$                  |          |

Total: 6200885 503473 2008993 662339 174513 186269 146465 78075 26527 4398 28122
Figure 1

Model fits compared to confirmed cumulative case data in 67 Florida counties. Gray curves represent county-specific model predictions and red points represent confirmed case data obtained from Johns Hopkins University. Fitting was started after at least 10 confirmed cases were reported.
Figure 2

Epidemic forecasts for individual counties in the scenario where all interventions are lifted following the initial lockdown (S1). Each curve represents the median prediction for a given county. The results are stratified by initial incidence growth rate in each county (Group a < 0.05, 0.05 < Group b < 0.15, Group c > 0.15). The intervention scenario (also see Figure S2) represents a full release of lockdown and social distancing from October 1st. The y-axis is shown in log-scale to better visualize the difference between the size of the first and second epidemic waves. The range of epidemic peaks and epidemic ending dates for each group is shown by red and blue dotted vertical lines, respectively. The 2nd wave peaks of infected cases occurs between September 27th – November 2nd for Group a, October 3rd – November 7th for group b, and October 3rd - November 2nd for Group c. The epidemic ending dates occur between December 2nd – January 21st, 2021 for Group a, December 2nd – January 25th, 2021 for group b, and January 16th, 2021 - March 2nd, 2021 for Group c, respectively.
Figure 3

Epidemic forecasts for individual counties under four different social intervention scenarios. Note the differences in y-axis values when comparing scenarios. Each curve represents the median prediction for a given county. The results are stratified by initial incidence growth rates observed in each county (Group b < 0.05, 0.05 < Group b < 0.15, Group c > 0.15). The intervention scenarios are as follows (also see Figure S2): S2: maintain movement estimate and social distancing measures over 2 weeks from October 1st to October 14th; S3: maintain movement estimate and social distancing measures over 8 weeks from October 1st to November 30th; S4: maintain movement estimate and social distancing measures through end December 2020 + begin low intensity contact tracing and quarantine efforts on October 1st through March 2021; S5: maintain movement estimate and social distancing measures through end December 2020 + begin high intensity contact tracing and quarantine efforts on October 1st through March 2021. The red shading in each plot indicates the duration of movement and social distancing in each scenario, while the blue shading shows quarantining measures without movement restrictions or social distancing. The range of 2nd wave infection peaks for each county group is shown by dotted vertical lines. For scenario 2, the peak of infected cases occurs between October 29th - November 16th for Group a, October 29th – November 14th for group b, and November 2nd - November 13th for Group c. For scenario 3, the peak of infected cases occurs between December 17th - January 7th 2021 for Group a, December 16th – January 5th 2021 for group b, and December 17th - January 3rd 2021 for Group c. Epidemic ending dates for scenario 2 occur between January 2nd – February 17th 2021 for Group a, January 6th – February 21th 2021 for group b, and February 11th - February 27th, 2021 for Group c, respectively. For scenario 3, the corresponding end dates were between February 20th – March 2nd 2021 for Group a, and between February 22th to beyond March 2nd for Groups b and c.
Forecasts of corresponding hospitalized cases for individual counties under the four different social intervention scenarios. Hospitalized cases include both hospital and ICU model compartments. Note the differences in y-axis values when comparing scenarios. Each curve represents the median prediction for a given county. The results are stratified by initial county-level incidence growth rate (Group a < 0.05, 0.05 < Group b < 0.15, Group c > 0.15). The intervention scenarios are as follows (also see Figure S2): S2: maintain movement estimate and social distancing measures over 2 weeks from October 1st to October 14th; S3: maintain movement estimate and social distancing measures over 8 weeks from October 1st to November 30th; S4: maintain movement estimate and social distancing measures through end December 2020 + begin low intensity contact tracing and quarantine efforts on October 1st through March 2021; S5: maintain movement estimate and social distancing measures through end December 2020 + begin high intensity contact tracing and quarantine efforts on October 1st through March 2021. The red shading in each plot indicates the duration of movement and social distancing in each scenario, while the blue shading shows quarantining measures without movement or social distancing. The range of peak hospitalized cases for each group is shown by dotted vertical lines. For scenario 2, the peak of hospitalized cases occurs between November 9th - November 24th for Group a, November 7th – November 23rd for group b, and November 12th - November 22nd for Group c. For scenario 3, the peak of hospitalized cases occurs between December 25th - January 15th 2021 for Group a, December 27nd – January 13th 2021 for group b, and January 2nd, 2021 - January 18th 2021 for Group c.
Figure 5

Epidemic forecasts for individual counties in the scenario where all interventions (movement restriction, social distancing, and contact tracing) are held through to March 2021 starting from October 1st 2020. Each curve represents the median prediction for a given county. The results are stratified by initial incidence growth rate (Group a < 0.05, 0.05 < Group b < 0.15, Group c > 0.15). The y-axis is shown in log-scale to better visualize the difference between the size of the first and second epidemic waves. Red vertical lines indicate the ranges of peak infected cases, while blue vertical lines indicate the typical ending times of the epidemic. The ending dates for the epidemic are predicted to occur between November 1st - January 26th 2021 for Group a, November 14th – February 25th 2021 for Group b, and December 20th – February 25th 2021 for Group c.
Figure 6

Proportion recovereds predicted over time for Scenario 1 (full release of interventions on October 1st) and Scenario 6 (lockdown, social distancing, and quarantining through to March 2021). Each curve represents the median prediction for a given county. The results are stratified by initial incidence growth rate in each county (Group a < 0.05, 0.05 < Group b < 0.15, Group c > 0.15).
Figure 7
Cumulative number of deaths predicted over time for Scenario 1 (full release of interventions on October 1st) and Scenario 6 (lockdown, social distancing, and quarantining through March 2021). Each curve represents the median prediction for a given county. The results are stratified by initial incidence growth rate in each county (Group a < 0.05, 0.05 < Group b < 0.15, Group c > 0.15).
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