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Abstract: For any 4d $\mathcal{N} = 2$ SCFT, there is a subsector described by a 2d chiral algebra. The vacuum character of the chiral algebra reproduces the Schur index of the corresponding 4d theory. The Macdonald index counts the same set of operators as the Schur index, but the former has one more fugacity than the latter. We conjecture a prescription to obtain the Macdonald index from the chiral algebra. The vacuum module admits a filtration, from which we construct an associated graded vector space. From this grading, we conjecture a notion of refined character for the vacuum module of a chiral algebra, which reproduces the Macdonald index. We test this prescription for the Argyres-Douglas theories of type $(A_1, A_{2n})$ and $(A_1, D_{2n+1})$ where the chiral algebras are given by Virasoro and $\hat{\mathfrak{su}}(2)$ affine Kac-Moody algebra. When the chiral algebra has more than one family of generators, our prescription requires a knowledge of the generators from the 4d.
1 Introduction

As was shown in a beautiful work [1], any four-dimensional \( \mathcal{N} = 2 \) superconformal field theory (SCFT) has a subsector described by a two-dimensional chiral algebra or vertex operator algebra. In this 4d/2d correspondence, a special set of \( \frac{1}{4} \)-BPS operators, called the Schur operators, are mapped to the states in the vertex operator algebra. Any flavor symmetry \( \mathfrak{g} \) of 4d theory becomes an affine Kac-Moody symmetry \( \hat{\mathfrak{g}}_{k_{2d}} \), with

\[
c_{2d} = -12c_{4d}, \quad k_{2d} = -\frac{1}{2}k_{4d}.
\]

Here \( c_{4d} \) is one of the 4d conformal anomaly coefficients, \( c_{2d} \) is the Virasoro central charge, \( k_{4d} \) is the flavor central charge and \( k_{2d} \) is the level of the affine Kac-Moody algebra. This correspondence has been further studied for the class \( S \) theories [2, 3], Argyres-Douglas theories [4–6], \( \mathcal{N} = 3 \) SCFTs [7, 8] and also in the context of gravity dual [9]. The chiral algebra structure also provides us predictions for generic \( \mathcal{N} = 2 \) SCFTs such as a bound on the central charge [10, 11], and on the dimension of the conformal manifold [12]. Similar chiral algebra structure was also found in 6d \( \mathcal{N} = (2, 0) \) SCFT [13].

The vacuum character of the chiral algebra reproduces the limit of the superconformal index [14, 15], called the Schur index [16, 17]. The Schur index is defined as

\[
\mathcal{I}(q) = \text{Tr}(-1)^F q^{\Delta - R},
\]

\[(1.2)\]
where $\Delta$ is the scaling dimension and $R$ is the Cartan of the $SU(2)_R$ symmetry. The trace is over the $\frac{1}{4}$-BPS states corresponding to the Schur operators.\(^1\) Using the chiral algebra associated to the 4d $\mathcal{N} = 2$ SCFT, one can compute the Schur index for non-Lagrangian SCFTs such as Argyres-Douglas (AD) theories [18, 19]. AD theories tend to have a simple chiral algebra. For example, for the simplest AD theory called $H_0$ or $(A_1,A_2)$ theory, the corresponding chiral algebra is simply given by a Virasoro algebra with $c = -\frac{22}{5}$, which is the central charge for the Yang-Lee model, the simplest non-unitary minimal model. It turns out that the chiral algebra of the $(A_1,A_2n)$ theory is given by that of the non-unitary Virasoro minimal model $\mathcal{M}(2,2n+3)$. For the $(A_1,D_{2n+1})$ theory, the chiral algebra is given by the $\hat{u}(2)_{\frac{4n}{n+1}}$ affine Kac-Moody algebra.

The purpose of this paper is to extract more refined information on the spectrum of the 4d $\mathcal{N} = 2$ SCFT from the associated chiral algebra, namely the Macdonald index. The Macdonald index is defined as

$$I(q,t) = \text{Tr}_M(-1)^F q^{\Delta - 2j_1 - 2R - r} t^R r = \text{Tr}_M(-1)^F q^{\Delta - R} t^R r ,$$

(1.3)

where $t = qT$ and the trace is over the states with $\Delta - 2j_1 - 2R - r = 0$ and $j_1 - j_2 + r = 0$.\(^2\) By setting $t = q$ or $T = 1$, we recover the Schur index. Even though the Macdonald index contains more refined information than the Schur index with one more fugacity, it gets contributions from the same set of operators as the Schur index. Therefore it is plausible that one should be able to extract the Macdonald index from the chiral algebra. We claim that this is indeed possible at least when the chiral algebra is simple enough, such as the case of Virasoro or affine Kac-Moody algebra. We define a notion of the refined character for a representation of the chiral algebra that can be identified with the Macdonald index.

Suppose the chiral algebra $\mathcal{A}$ has generators $\{X_n^{(i)}\}$ with $n \in \mathbb{Z}$ labeling the modes and $(i)$ labeling different generators of the algebra. Then the vacuum module $\mathcal{V}$ of the chiral algebra $\mathcal{A}$ is constructed by applying strings of negative modes on the vacuum state:

$$\mathcal{V} = \text{span}\left\{ \left( \prod_k X^{(i_k)}_{-n_k} \right) |0\rangle \right\}_{n_k \in \mathbb{Z}_{>0}} / \{\text{null states}\} ,$$

(1.4)

where the vacuum $|0\rangle$ is annihilated by the positive modes. The Verma module generated by the negative modes is generally reducible, due to the null states and their descendants. Therefore they have to be removed. The grading corresponds to $q$ in the Schur index or the character is given by the eigenvalue of the Virasoro generator $L_0$. Normally, this is obtained by taking the sum of the mode numbers, $\sum_k n_k$ for each state.

Now, we conjecture that the other grading on the vacuum module counted by the fugacity $T$ is essentially given by the number of generators acted on the vacuum state. In other words, if we have a state given by $\prod_{k=1}^\ell X^{(i_k)}_{-n_k} |0\rangle$, it contributes $q^{\sum_k n_k} T^{n_k} w(X^{(i_k)})$ to the refined

\(^1\)Actually, the trace formula is still valid for the Schur index even if it is summed over all states. This is a special property of the Schur index not readily extends to other limits of the index.

\(^2\)Unlike the case of the Schur index, here we should take the trace only over the $\frac{1}{4}$-BPS states.
character, where \( w(X^{(i)}) \) depends on the type of the generator \( X^{(i)} \) in \( \mathcal{A} \). We find that the generators for the current algebra \( J_a^n \) has \( w(J^a) = 1 \), and also the Virasoro generators \( L_n \) has \( w(L) = 1 \). For the general chiral algebra, the value of \( w(X) \) is not uniquely determined and depends on the type of the generator \( X \). Unless the chiral algebra is generated by one set of generators where one can simply fix \( w(X) = 1 \), there is no natural choice in general. This makes our prescription incomplete. Once we know the 4d origin of the generators, it is possible to assign appropriate values for the \( w(X) \), but we have not found an inherently 2d way of determining the weight. For the most part of the current paper, we restrict ourselves to the case where \( w(X) = 1 \). We find other values of \( w(X) \), which will be discussed in section 4 and 5.

This prescription is possible thanks to the filtration \( \mathcal{V}_0 \subset \mathcal{V}_1 \subset \mathcal{V}_2 \subset \ldots \) of the vacuum module \( \mathcal{V} \) of the chiral algebra, with

\[
\mathcal{V}_k = \text{span}\{X^{(i_1)}X^{(i_2)} \ldots X^{(i_m)}|0\} : n_1 \geq n_2 \geq \ldots \geq n_m, m \leq k\}/\{\text{null states}\}.
\]

This filtration\(^4\) allows us to construct associated graded vector space \( V_{gr} \)

\[
V_{gr} = \mathcal{V}_0 \oplus \bigoplus_{i=1}^{\infty} (\mathcal{V}_i/\mathcal{V}_{i-1}) .
\]

Let us write \( V^{(i)} \equiv \mathcal{V}_i/\mathcal{V}_{i-1} \) for \( i \geq 1 \) and \( V^{(0)} \equiv \mathcal{V}_0 = \{|0\}\). Then we can decompose the \( V_{gr} \) further in terms of the eigenspaces of \( L_0 \) as

\[
V_{gr} = \bigoplus_{i \geq 0} \bigoplus_{h} V^{(i)}_h,
\]

where \( V^{(i)}_h \) is the eigenspace of \( L_0 \) with the eigenvalue \( h \). The vector space \( V^{(i)}_h \) do not form a \( \mathcal{A} \)-module since any generators in \( \mathcal{A} \), but they do form \( \mathfrak{g} \)-modules under the finite symmetry algebra whenever there is one. There is one subtle thing regarding the filtration/grading. Even when the Virasoro generators are written in terms of other generators, we need to treat them also as one of the generators \( X^{(i)}_n \) (so that \( X^{(i)} \) is either one of the generators of \( \mathcal{A} \) or \( L \)). The relation between generators (such as \( L_n \sim \sum_m J_{n-m}J_m \)) will render some linear combination of the vectors to be null, so we take them out as well. We will discuss this in greater detail in section 3.

Now, we define the refined character as

\[
Z_{\mathcal{V}}^{\text{ref}}(z; q, T) = \sum_{i=0}^{\infty} \sum_h c_h(V^{(i)}_h; z)q^hT^i,
\]

where the \( c_h(V^{(i)}_h; z) = \text{Tr}_{V^{(i)}_h}(\prod_a z^{F_a}) \) denotes the character of the (non-affine) symmetry \( \mathfrak{g} \) on \( V^{(i)}_h \). Here \( F_a \) are the Cartan generators of \( \mathfrak{g} \). Our conjecture is that the Macdonald index

\(^3\)The author would like to thank Leonardo Rastelli for pointing this out.

\(^4\)A similar filtration and the notion of the ‘refined character’ we define in the current paper has been already discussed in [20]. The author would like to thank the anonymous referee for pointing out this reference.
for an $\mathcal{N} = 2$ SCFT $\mathcal{T}$ is given by the refined character of the vacuum module $\mathcal{V}_T$ of the associated chiral algebra $\mathcal{A}[\mathcal{T}]$

$$Z^\text{ref}_{\mathcal{V}_T}(z; q, T) = Z^T(z; q, T) .$$  \hspace{1cm} (1.9)

Note that this extra grading has nothing to do with the global symmetry present in the 2d system. If we assign a particular charge to the generators, it is not going to give a consistent quantum number since the generators of $\mathcal{A}$ satisfy non-linear algebraic relations. Moreover, we need to know explicit form of each null vectors to remove the contribution to the refined character in a correct way. We demonstrate this prescription of obtaining the refined character for some simple examples. Since the Argyres-Douglas theories have the simplest corresponding chiral algebra, we will use them as our main examples.

Recent studies on AD theories allow us to test whether the refined character gives us the correct Macdonald index. A large class of generalized AD theories can be constructed from M5-branes wrapped on a Riemann surface $\mathcal{M}$, many of which have rather simple chiral algebras [6]. From this M5-brane picture, Schur and Macdonald indices for the AD theories have been obtained from a topological field theory on a sphere with irregular punctures [5, 24–26]. In addition, a relation between the BPS spectrum in the Coulomb branch and the Schur index has been discovered [4, 27, 28]. Trace of the (inverse of) BPS monodromy operator [29, 30], which is a wall-crossing invariant quantity, turns out to give the Schur index. The full indices for the (subset) of AD theories have been obtained recently by using $\mathcal{N} = 1$ gauge theory [31–33] flowing to the fixed point described by the AD theory. We will use the simplest classes of the AD theories, namely $(A_1, A_{2n})$ and $(A_1, D_{2n+1})$ theories, where Macdonald indices are computed using two independent methods. Our result adds one additional method to compute the same quantity.

The organization of this paper is as follows. In section 2, we study the simplest chiral algebra, the Virasoro minimal model. The $(A_1, A_{2n})$ Argyres-Douglas theory is the one giving the desired chiral algebra. We explain the computation of the refined character in detail and compare against the Macdonald index computed using different methods. In section 3, we move on to the $\mathfrak{su}(2)$ affine Kac-Moody algebra, which can be obtained from $(A_1, D_{2n+1})$ theory. Here we discuss in detail how the relation between $\mathfrak{su}(2)$ generators and Virasoro generators affect the grading structure. In section 4, we discuss Lagrangian theories. Lagrangian theories can be obtained by combining free vector multiplets and hypermultiplets upon gauging. We give a straight-forward interpretation of the Macdonald index in terms of the refined character. Finally, we conclude with some remarks and open questions. In the appendix, we summarize explicit expressions for the Macdonald indices of the relevant Argyres-Douglas theories.

2 \hspace{1cm} $(A_1, A_{2n})$ theory from Virasoro algebra

In this section, we focus on the simplest example where the chiral algebra is given by that of the Virasoro minimal models.
Null states of the vacuum module  The chiral algebra for the $(A_1, A_{2n})$ theory is given by the Virasoro algebra with the central charge being identical to that of the non-unitary minimal model $\mathcal{M}(2, 2n+3)$, given by
\[
    c = 1 - \frac{3(2n+1)^2}{2n+3}.
\]
For example, the central charges for $n = 1, 2, 3$ are $c = -\frac{22}{5}, -\frac{68}{7}, -\frac{46}{3}$.

Let us consider descendant states in a vacuum module of the minimal model $\mathcal{M}(2, 2n+3)$. The states in the Verma module is constructed by acting the following operators on the highest-weight vector $|h, c\rangle$ with the highest weight $h$:

| Level | Operators |
|-------|-----------|
| 0     | 1         |
| 1     | $L_{-1}$  |
| 2     | $L_{-1}^2$, $L_{-2}$ |
| 3     | $L_{-1}^3$, $L_{-2}L_{-1}$, $L_{-3}$ |
| 4     | $L_{-1}^4$, $L_{-2}L_{-1}^2$, $L_{-3}L_{-1}$, $L_{-2}^2$, $L_{-4}$ |
| 5     | $L_{-1}^5$, $L_{-2}L_{-1}^3$, $L_{-3}L_{-1}^2$, $L_{-2}^2L_{-1}$, $L_{-3}L_{-2}$, $L_{-4}L_{-1}$, $L_{-5}$ |

For the vacuum module, $L_{-1} |0, c\rangle$ is a null state. Therefore any descendant states of $L_{-1} |0, c\rangle$ should be removed. Then we have the follows states (omitting $|0, c\rangle$):

| Level | Operators |
|-------|-----------|
| 0     | 1         |
| 1     | $L_{-1}$  |
| 2     | $L_{-2}$  |
| 3     | $L_{-3}$  |
| 4     | $L_{-2}^2$, $L_{-4}$ |
| 5     | $L_{-3}L_{-2}$, $L_{-5}$ |
| 6     | $L_{-3}^2$, $L_{-3}^2$, $L_{-4}L_{-2}$, $L_{-6}$ |
| 7     | $L_{-3}L_{-2}^2$, $L_{-4}L_{-3}$, $L_{-5}L_{-2}$, $L_{-7}$ |
| 8     | $L_{-4}^2$, $L_{-3}L_{-2}$, $L_{-4}L_{-2}^2$, $L_{-4}^2$ |

At each level, there can be null states formed by taking certain linear combinations. One can show that there is a null state at level 4 and 5 for $c = -\frac{22}{5}$
\[
    \left( \frac{3}{5}L_{-4} + L_{-2}^2 \right) |0, c = -\frac{22}{5}\rangle,
\]
\[
    \left( -\frac{2}{5}L_{-5} + L_{-3}L_{-2} \right) |0, c = -\frac{22}{5}\rangle.
\]

At level 6 and 7, there are 2 null states for $c = -\frac{22}{5}$, and one null state for $c = -\frac{68}{7}$. More explicitly, we have
\[
    \left( -\frac{6}{5}L_{-6} - \frac{3}{5}L_{-4}L_{-2} + L_{-2}^3 \right) |0, c = -\frac{22}{5}\rangle,
\]
\[
    \left( -\frac{8}{5}L_{-6} + 2L_{-4}L_{-2} + L_{-3}^2 \right) |0, c = -\frac{22}{5}\rangle,
\]
\[
    \left( -\frac{38}{49}L_{-6} - \frac{11}{7}L_{-4}L_{-2} - \frac{1}{7}L_{-3}^2 + L_{-2}^3 \right) |0, c = -\frac{68}{7}\rangle,
\]

\[
\]

\[
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\]
and
\[
\left( -\frac{6}{5}L_{-7} + \frac{3}{5}L_{-5}L_{-2} + L_{-3}L_{-2}^2 \right) | 0, c = -\frac{22}{5} \right>,
\]
\[
(-L_{-7} + L_{-5}L_{-2} + L_{-4}L_{-3}) | 0, c = -\frac{22}{5} \right>,
\]
\[
\left( -\frac{19}{49}L_{-7} - \frac{4}{7}L_{-5}L_{-2} - \frac{5}{7}L_{-4}L_{-3} + L_{-3}L_{-2}^2 \right) | 0, c = -\frac{68}{7} \right>. \tag{2.6}
\]

At level 8 and 9, one can show that there are 4 null states for \( c = -\frac{22}{5} \) and 2 null states for \( c = -\frac{68}{7} \) and 1 null state for \( c = -\frac{46}{3} \). The null states for \( c = -\frac{46}{3} \) is given as follows:
\[
\left( -\frac{278}{81}L_{-8} + \frac{7}{9}L_{-4}^2 + \frac{4}{27}L_{-5}L_{-3} - \frac{88}{27}L_{-6}L_{-2} - \frac{4}{9}L_{-3}^2L_{-2} - \frac{26}{9}L_{-4}L_{-2}^2 + L_{-2}^3 \right) | 0, -\frac{46}{3} \right>,
\]
\[
\left( -\frac{194}{81}L_{-9} + \frac{14}{27}L_{-5}L_{-4} - \frac{2}{3}L_{-6}L_{-3} - \frac{35}{27}L_{-7}L_{-2} - \frac{1}{9}L_{-3}^3 \right.
\]
\[
- \frac{17}{9}L_{-4}L_{-3}L_{-2} - \frac{2}{3}L_{-5}L_{-2}^2 + L_{-3}L_{-2}^3 \right) | 0, -\frac{46}{3} \right>. \tag{2.7}
\]

**Refined character**  Now, let us define the refined character for the Virasoro module \( \mathcal{V} \) by keeping track of the number of \( L \) operators. Write
\[
Z^\text{ref}_{\mathcal{V}}(q, T) = \sum_{k \geq 0} N(c, k; T) q^k, \tag{2.8}
\]
where \( k \) is the eigenvalue of \( L_0 \), and \( n(c, k; T) \) is the ‘refined’ number of states at level \( k \) with extra grading
\[
N(c, k; T) = \sum_{m=1}^{k} n(c, k, m) T^m, \tag{2.9}
\]
where \( n(c, k, m) \) is the number of descendant states constructed by acting \( m \) of \( L \)'s.

More formally, this can be understood as follows. Let us consider a filtration of the vector spaces
\[
\mathcal{V}_0 \subset \mathcal{V}_1 \subset \mathcal{V}_2 \subset \mathcal{V}_3 \subset \ldots, \tag{2.10}
\]
with
\[
\mathcal{V}_n = \text{span}\{ (L_{-i_1}L_{-i_2}\ldots L_{-i_m} | 0) : i_1 \geq i_2 \ldots \geq i_m, m \leq n \}/\{\text{null states}\}. \tag{2.11}
\]
From here, we can define the associated graded vector space \( \mathcal{V}_\text{gr} \) as
\[
\mathcal{V}_\text{gr} = \bigoplus_{i \geq 0} \mathcal{V}^{(i)} = \bigoplus_{i \geq 0} \bigoplus_{h} \mathcal{V}_h^{(i)}, \tag{2.12}
\]
For example, when \( L \) where \( p \) this can be easily seen by giving fugacity \( T \) as the fugacity counting the heights of the Young diagrams. So we write \( Z_{\text{ref}}(q, T) = \sum_{i \geq 0} \sum_{h} \left( \dim V_{h}^{(i)} \right) q^{h} T^{i}. \) (2.13)

\[ Z_{\text{Verma}} = \frac{1}{(t; q)} = \frac{1}{(qT; q)} = \prod_{i=1}^{\infty} \frac{1}{1 - q^{i} T} \] (2.14)

This can be easily seen by giving fugacity \( q^{n} T \) to \( L_{-n} \) for each \( n > 0 \). Combinatorially, we can write the character for a Verma module as

\[ Z_{\text{Verma}}^{\text{ref}}(q) = \sum_{n \in \mathbb{Z}_{\geq 0}} p(n) q^{n}, \] (2.15)

where \( p(n) \) is the number of the integer partitions of \( n \). Each partition can be represented by a Young diagram. We can interpret the fugacity \( T \) as the fugacity counting the heights of the Young diagrams. So we write

\[ Z_{\text{Verma}}^{\text{ref}}(q, T) = \sum_{n \in \mathbb{Z}_{\geq 0}} \sum_{k \leq n} p(n, k) q^{n} T^{k}, \] (2.16)

where \( p(n, k) \) denotes the number of Young diagrams of \( n \) boxes of height \( k \).

In order to compute the refined character, we need to take the null states into account. The prescription we give is: whenever there is a null-state \( p \) providing a relation between the states with a different number of \( L \)’s, we drop the state with the largest number of \( L \)’s. This prescription is compatible with the filtration (2.10) because null state condition allows us to write an element of the \( V_{i} \) in terms of the elements in \( V_{j<i} \) that have a smaller number of \( L \)’s. For example, when \( c = -\frac{22}{5} \), we have a null state at level 4 as (2.4). This relation allows us to write \( L_{-2}^{2} |0\rangle \in V_{2} \) in terms of \( L_{-4} |0\rangle = \frac{2}{3} L_{-2}^{2} |0\rangle \in V_{1} \subset V_{2} \). Therefore, in the associated graded vector space \( V_{gr} \), the equivalence class of the \( L_{-4} |0\rangle \) state exists in \( V_{1} \), but that of \( L_{-2}^{2} |0\rangle \) is absent in \( V_{2} \subset V \).

Using our prescription, we obtain

\[ N(-\frac{22}{5}, 4; T) = T, \quad N(-\frac{22}{5}, 5; T) = T, \quad N(-\frac{22}{5}, 6; T) = T + T^{2}, \quad N(-\frac{68}{7}, 4; T) = T + T^{2}, \quad N(-\frac{68}{7}, 5; T) = T + T^{2}, \quad N(-\frac{68}{7}, 6; T) = T + 2T^{2}. \] (2.17)

We find the refined vacuum characters for \( c = -\frac{22}{5}, -\frac{68}{7}, -\frac{46}{5} \) to be

\[ Z_{V(-\frac{22}{5})} = 1 + q^{2}T + q^{3}T + q^{4}T + q^{5}T + q^{6}(T + T^{2}) + q^{7}(T + T^{2}) + q^{8}(2T^{2} + T) + O(q^{9}) , \]

\[ Z_{V(-\frac{68}{7})} = 1 + q^{2}T + q^{3}T + q^{4}(T + T^{2}) + q^{5}(T + T^{2}) + q^{6}(T + 2T^{2}) + q^{7}(T + 2T^{2}) + O(q^{8}) , \]

\[ Z_{V(-\frac{46}{5})} = 1 + q^{2}T + q^{3}T + q^{4}(T + T^{2}) + q^{5}(T + T^{2}) + q^{6}(T + 2T^{2} + T^{3}) + q^{7}(T + 2T^{2} + 3T^{3}) + O(q^{8}) , \] (2.18)

\[ Z_{V(-\frac{46}{5})} = 1 + q^{2}T + q^{3}T + q^{4}(T + T^{2}) + q^{5}(T + T^{2}) + q^{6}(T + 2T^{2} + T^{3}) + q^{7}(T + 2T^{2} + 3T^{3}) + O(q^{8}) , \] (2.19)
where $\mathcal{V}(c)$ is the vacuum module for the Virasoro algebra with central charge $c$. They agree with the Macdonald indices (A.2) of $(A_1, A_2)$, $(A_1, A_4)$ and $(A_1, A_6)$ theories upon identifying $t = qT$.

Even though it is not computationally too difficult to compute the refined character to high orders in $q$, it would be desirable to find a closed form expression for the minimal models and prove that it agrees with the expression for the Macdonald index (A.2).

3 (A\(_1\), D\(_{2n+1}\)) theory from $\hat{su}(2)$ affine Kac-Moody algebra

The chiral algebra associated to the $(A_1, D_{2n+1})$ Argyres-Douglas theory is conjectured to be given by the affine Kac-Moody algebra (or affine vertex operator algebra) $\hat{su}(2)_k$ of level $k = -\frac{4n}{2n+1}$. Similar to the case of the Virasoro algebra, we conjecture that the fugacity $T$ counts the number of $L$ and $J$'s used to construct the states in the $\hat{su}(2)$ module. But here we have additional subtlety. As we will see, this is because the Virasoro stress-energy tensor (or the conformal vector in the affine vertex operator algebra) is given in terms of the affine current.

The commutation relations for the generators of $\hat{su}(2)_k$ algebra are given as

\[
\begin{align*}
[J^0_m, J^0_n] &= \frac{k}{2} m \delta_{m+n,0}, \\
[J^0_m, J^\pm_n] &= \pm J^\pm_{m+n}, \\
[J^+_m, J^-_n] &= 2J^0_{m+n} + km \delta_{m+n,0}.
\end{align*}
\]

The vacuum state satisfies

\[
\begin{align*}
J^+_m |0, k\rangle &= 0 \quad (m \geq 0), \\
J^0_m |0, k\rangle &= 0 \quad (m \geq 0), \\
J^-_m |0, k\rangle &= 0 \quad (m > 0).
\end{align*}
\]

The vacuum module is constructed by acting $J^\pm_m$ operators with $m < 0$ on the vacuum state $|0, k\rangle$. Note that even though $J^-_0$ does not annihilate the vacuum state, $J^-_0 |0, k\rangle$ has zero norm so that we remove this state and its descendants.

For a string of $J$ operators acting on the vacuum state, we count the number of $J$ to give $T^n$ term in the refined index. In addition, we need to take care of the Virasoro generators $L_n$. For the Argyres-Douglas theories of type $(A_1, D_{2n+1})$, the stress-energy tensor of the chiral algebra is given in terms of the $\hat{su}(2)_k$ generators $J^0_n, J^+_n$ via Sugawara construction

\[
L_n = \frac{1}{2(k+2)} \sum_{m \in \mathbb{Z}} \left( : J^0_m J^0_{-m} + \frac{1}{2} (J^+_m J^-_{-m} + J^-_m J^+_{-m}) : \right),
\]

where $: AB :$ stands for the usual normal ordering which puts the lower modes in front. The counting becomes more involved since $L \sim J^2$ so that we may overcount the number of $T$. 
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Therefore we impose an additional rule for counting $T$; whenever there is a state that can be written in terms of $L$'s instead of $J^2$, we count it as $T^1$, not as $T^2$.

As we have discussed in the introduction, this prescription can be made more precise by considering a filtration $\mathcal{V}_0 \subset \mathcal{V}_1 \subset \mathcal{V}_2 \subset \ldots$, where

$$\mathcal{V}_k = \text{span}\{X_{-n_1}^{(i_1)} X_{-n_2}^{(i_2)} \ldots X_{-n_m}^{(i_m)} |0\} : n_1 \geq \ldots \geq n_m, m \leq k\}/\{\text{null states & relations}\}. \quad (3.6)$$

Here $X^{(i)}$ is one of the $\hat{su}(2)$ generators $J^+, J^-, J^0$ or the Virasoro generator $L$. We remove the null states and impose the relations between Virasoro and affine current generators as well. Now we can construct associated graded vector space $V_{gr} = \bigoplus_i V^{(i)} = \bigoplus_i (\mathcal{V}_i/\mathcal{V}_{i-1})$ as (2.12) to define the refined character as

$$Z^\text{ref}_{\mathcal{V}}(z; q, T) = \sum_{i\geq0} \sum_h ch(V^{(i)}_h; z) q^h T^i. \quad (3.7)$$

The only difference here from the Virasoro case is that now $V^{(i)}_h$ itself is a module of the finite $\hat{su}(2)$ algebra so that we replace the dimension to the character $ch(V^{(i)}_h; z) = \text{Tr}_{V^{(i)}_h} z^{-J^0_0}$.

Now, let us perform this computation explicitly for the first few levels. We find that our prescription correctly reproduces the Macdonald index for the $(A_1, D_{2n+1})$ theory at order $q^1$. At this level, Sugawara relation does not play a role in counting $T$. This is because

$$L_{-1} \sim \sum_a J^a_{-1} J^a_0 + J^a_{-2} J^a_1 + \cdots, \quad (3.11)$$

so that $L_{-1}$ annihilates the vacuum state.

Level 1  
At level 1, the descendant states are given by

$$J^{\pm,0}_{-1} |0, k\rangle. \quad (3.8)$$

From counting $J$'s, we find the refined character at level 1 is given by

$$Z^{(1)}(z; q, T) = qT \left( z^2 + \frac{1}{z^2} + 1 \right) = qT \chi_3(z), \quad (3.9)$$

where $\chi_{2j+1}$ denotes the character of the spin-$j$ representation $R_j$ of the finite Lie algebra $su(2)$ given by

$$\chi_{2j+1}(z) = \text{Tr}_{R_j} z^{J^0_j} = \frac{z^{2j+1} - z^{-2j-1}}{z - z^{-1}}. \quad (3.10)$$

We see that the refined character at level 1 indeed agrees with the Macdonald index for the $(A_1, D_{2n+1})$ theory at order $q^1$. At this level, Sugawara relation does not play a role in counting $T$. This is because
**Level 2** At level 2, we have the following descendant states (excluding the descendants of the null state $J_0^- |0,k\rangle$):

| descendant state                          | refined character |
|-------------------------------------------|------------------|
| $J_{-1}^+ J_{-1}^+, J_{-1}^+ J_{-1}^- J_{-1}^- J_{-1}^+, J_{-1} J_{-1}^+ J_{-1}^- J_{-1}^+, J_{-1} J_{-1}^- J_{-1}^+ J_{-1}^- J_{-1}^+, J_{-1} J_{-1}^- J_{-1}^+ J_{-1}^- J_{-1}^+$ | $q^2 T^2 (\chi_5 + \chi_1)$ |
| $L_{-2} \sim J_{-1} J_{-1}^+ J_{-1}^- J_{-1}^+$ | $q^2 (T - T^2)$ |

The operators on the left column act on the vacuum state. Here we omitted writing $|0,k\rangle$ on the left-hand side of the table. The refined character basically counts the number of $J$ operators, but with one significant modification due to the relation between the generators of the chiral algebra. The last row comes from the Sugawara relation

$$L_{-2} \sim J_{-1} J_{-1}^+ J_{-1}^- J_{-1}^+ + \ldots ,$$

(3.13)

where we omitted the terms with positive modes that annihilate the vacuum state. From this relation, we get $T^1$ for the state $L_{-2} |0\rangle \sim (J_{-1} J_{-1}^+ J_{-1}^- J_{-1}^+) |0\rangle \in \mathcal{V}_1$ and $T^2$ for the orthogonal direction $(J_{-1} J_{-1}^+ - \alpha J_{-1} J_{-1}^-) |0\rangle \in \mathcal{V}_2$ for some $\alpha$. This has an effect of subtracting $q^2 T^2$ from the refined character and adding $q^2 T^1$ instead. Notice that this relation does not affect the ordinary character given by the $T \to 1$ limit.

We compute the Kac matrix at level 2, and we find that there is no null state except when $k = 0, -2$. Therefore the refined character is given by

$$Z^{(2)}(z; q, T) = q^2 (T(\chi_1 + \chi_3) + T^2 \chi_5) \quad (k \neq 0, -2) ,$$

(3.14)

which agrees with the Macdonald index of the $(A_1, D_{2n+1})$ theory.

**Level 3** At level 3, we get the states as in table 1. At this level, we also have a relation among the generators

$$L_{-3} \sim J_{-1} J_{-1}^+ J_{-1}^- J_{-1}^+ J_{-1}^- J_{-1}^+ + \ldots .$$

(3.15)

Therefore, we have to assign $T^1$ instead of $T^2$ for the state $(J_{-1} J_{-1}^+ J_{-1}^- J_{-1}^+ J_{-1}^- J_{-1}^+ |0\rangle \sim L_{-3} |0\rangle$.

Whenever there is a null vector, we have to mod it out from the module. Up to level 2, there is no null vector for the negative levels we are interested. At level 3, there is a null vector that has $su(2)$ weight 0 when level $k$ is given by $k = 0, 1, 2$ or $k = -2, -\frac{4}{3}$. When $k = -\frac{4}{3}$, we get the following null vector: (See also [34])

$$\left( J_{-3}^0 + \frac{3}{2} J_{-2}^+ J_{-1}^- - \frac{3}{2} J_{-1}^+ J_{-2}^- - \frac{9}{2} J_{-2}^0 J_{-1}^- + \frac{9}{2} J_{-1}^+ J_{-1}^- J_{-1}^- + \frac{9}{2} J_{-1}^0 J_{-1}^- J_{-1}^+ \right) |0, k = -\frac{4}{3}\rangle$$

(3.16)
to the refined character. The last two rows account for the relation among the Virasoro and
\( \mathfrak{su}(2) \) state with \( \mathfrak{su}(2) \) instead of \( \mathfrak{su}(3) \).

Summarizing, we obtain the refined character at level 3 as

| descendant states                                      | refined character                           |
|--------------------------------------------------------|---------------------------------------------|
| \( J^{-1}_{-1} J^{+}_{-1}, J^{+}_{-1} J^{0}_{0} \)      | \( q^3 T^3 (\chi_7 + \chi_3) \)             |
| \( J^{+}_{-1} J^{0}_{0}, J^{0}_{0} J^{-1}_{-1} \)      |                                             |
| \( J^{0}_{0}, J^{+}_{-1} J^{0}_{0}, J^{0}_{0} J^{+}_{-1} \) |                                             |
| \( J^{-1}_{-1} J^{0}_{0}, J^{0}_{0} J^{-1}_{-1} \)      |                                             |
| \( J^{-1}_{-1}, J^{+}_{-1} J^{-1}_{-1} \)              |                                             |
| \( J^{+}_{-2} J^{0}_{0}, J^{0}_{0} J^{+}_{-1} \)      | \( q^3 T^2 (\chi_5 + \chi_3 + \chi_1) \) |
| \( J^{0}_{0}, J^{+}_{-2} J^{-1}_{-1}, J^{2}_{-2} J^{-1}_{-1} \) |                                             |
| \( J^{+}_{-2} J^{0}_{0}, J^{0}_{0} J^{+}_{-1} \)      |                                             |
| \( J^{-2}_{-2}, J^{0}_{0} \)                          |                                             |
| \( L_{-3} \sim J^{0}_{0}, J^{+}_{-2} J^{-1}_{-1}, J^{-1}_{-1} \) | \( q^3 (T^2 - T^3) \chi_3 \) |
| \( L_{-2} J^{0}_{0}, J^{+}_{-2} J^{-1}_{-1}, J^{-1}_{-1} \) | \( q^3 (T - T^2) \chi_3 \) |

Table 1: The descendant states of a generic vacuum module at level 3 and their contribution to the refined character. The last two rows account for the relation among the Virasoro and affine current generators. We subtract the states that have the higher powers in \( T \) and then replace it by the one that has lower powers in \( T \).

There is also a null vector of \( \mathfrak{su}(2) \) weight 1 (highest-weight state of spin-1 representation) for \( k = 0, 1, 2 \) and \( k = -2, -\frac{4}{3} \). When \( k = -\frac{4}{3} \), we get

\[
\left( \frac{5}{9} J^{+}_{-3} - \frac{2}{3} J^{+}_{-2} J^{0}_{0} - \frac{1}{3} J^{0}_{0} J^{+}_{-1} + J^{+}_{-1} J^{0}_{0} + J^{+}_{-1} J^{-1}_{-1} \right) \bigg| 0, k = -\frac{4}{3}.
\]

By complex conjugation, there is also a null state with \( \mathfrak{su}(2) \) weight \(-1\). There is no null state with \( \mathfrak{su}(2) \) weight 2 for the level other than \( k = 1, 2 \). Therefore we have a triplet of states that become null for \( k = -4/3 \).

The triplet of null states above will remove \( T^2 \chi_3 \) from the refined character. We remove \( T^2 \) instead of \( T^3 \) since the last two terms in (3.16) and (3.17) can be written as \( \frac{2}{3} J^{0}_{0} L_{-2} \) and \( J^{+}_{1} L_{-2} \) respectively. Summarizing, we obtain the refined character at level 3 as

\[
Z^{(3)}(z; q, T) = \begin{cases} 
q^3 (T (\chi_1 + \chi_3) + T^2 (\chi_3 + \chi_5) + T^3 \chi_7) & (k = -4/3), \\
q^3 (T (\chi_1 + \chi_3) + T^2 (2\chi_3 + \chi_5) + T^3 \chi_7) & (k \neq 0, 1, 2, -2, -4/3). 
\end{cases}
\]

This result agrees with the Macdonald index for the \((A_1, D_3)\) and other \((A_1, D_{2n+1})\) theories.
| mode numbers | type of generators $J^\pm,0$ | refined character |
|--------------|------------------------------|------------------|
| $J_{-4}$     | $(+,0),(-)$                  | $T_2\chi_3$     |
| $J_{-3}J_{-1}$ | $(+),(+0),(00),(-0),(0,-)$  | $T^2\chi_5$     |
| $(J_{-2})^2$ | $(+),(+0),(00),(-0),(-)$    | $T^2\chi_3 + T^2\chi_1$ |
| $J_{-2}(J_{-1})^2$ | $(+,+0),(000),(-00),(-0),(-0)$ | $T^3\chi_7$ |
| $(J_{-1})^4$ | $(+),(+300^2)(0^4)(0^4)(-0^4)(-30^2)(-30^2)(-4)$ | $T^4\chi_9$ |
| $L_{-4}$     | $(+,0),(-)$                  | $(T - T^2)\chi_1$ |
| $L_{-3}J_{-1}$ | $(+),0,(-)$                  | $(T^2 - T^3)\chi_3$ |
| $L_{-2}J_{-2}$ | $(+),0,(-)$                  | $(T^2 - T^3)\chi_3$ |
| $L_{-2}(J_{-1})^2$ | $(+),0,0,(-),(-0),(-)$      | $(T^3 - T^4)\chi_5 + \chi_1$ |
| $L_{-2}L_{-2}$ | $(+),0,0,(-),(-0),(-)$      | $(T^2 - T^3)\chi_1$ |
| **Table 2:** States of a generic vacuum module at level 4. The first two columns of the table encode a sequence of generators being acted on the vacuum state. The first column denotes the sequence of generators with the mode number given via subscript. Each item in the second column encodes the type of $J \in \{J^+,J^-,J^0\}$. For example, $J_{-2}(J_{-1})^2$ with $(+ - 0)$ refers to the state $J_{-2}^+J_{-1}^-J_0^0|0\rangle$. The superscripts in the second column are used to denote multiplicity. For example, $(J_{-1})^4$ with $(+4)$ refers to $(J_{-1}^+)^4|0\rangle$. The last five rows take care of the Sugawara relation by subtracting the states that are overcounted.

**Level 4** At level 4, we have the states as given in table 2. At level 4, we have a Sugawara relation

$$
L_{-4} \sim J_{03}^0J_{-1}^0 + \frac{1}{2}J_{-3}^3J_{-1}^- + \frac{1}{2}J_{-3}^-J_{-1}^3 + J_{02}^0J_{-2}^0 + J_{-2}^+J_{-2}^- + \ldots \quad (3.19)
$$

Some states can be generated by $L_{-2}L_{-2}|0\rangle$ which replaces the naive weight for $T$ that is given by simply counting the number of $J$’s. See the last few rows in table 2. Here, notice that the last entry $L_{-2}L_{-2}|0\rangle$ in the table contributes to the refined character by $T^2 - T^3$. This is the case because there is a vector given by a linear combination of $L_{-2}(J_{-1})^2|0\rangle \in V_3$ which is identical to $L_{-2}L_{-2}|0\rangle \in V_2$ via Sugawara relation. We should be careful not to over-subtract the states that have been already absorbed into the vector of the form $L_{-2}(J_{-1})^2|0\rangle$. Here we are identifying the state of the form $J_{01}^0J_{-1}^0 + J_{1}^+J_{-1}^-|0\rangle \in V_4$ with the state $(J_{-1}^0J_{-1}^0 + J_{-1}^+J_{-1}^-)L_{-2}|0\rangle \in V_3$ and then finally with the state $L_{-2}L_{-2}|0\rangle \in V_2$. 

---
When there is no null state, we obtain the refined character at level 4 by adding the terms in the third column of Table 2. There are null states at level 4 with \( su(2) \) weight 2 for \( k = 0^{(6)}, 1^{(5)}, 2^{(3)}, 3^{(1)} \) (the superscript inside the parenthesis denotes the multiplicity of a null vector) and \( k = -2, -\frac{1}{2}, -\frac{2}{3}, -\frac{4}{3} \). There are also null vectors with \( su(2) \) weight 1, 0, -1, -2. When \( k = -\frac{4}{3} \), we get a null state

\[
\left( \frac{8}{9} J^+_{-1} J^-_{-1} - \frac{1}{3} J^0_{-1} + \frac{1}{3} J^0_{-1} + \frac{2}{3} J^0_{-1} (J^0_{-1})^2 + (J^0_{-1})^3 J^-_{-1} \right) \mid 0, k = -\frac{4}{3} \right),
\]

(3.20)

which will remove the \( q^4T^3\chi_5 \) from the refined index. It removes \( T^3 \) instead of \( T^4 \) because the last two terms can be written as \( (J^+_1)^2L_{-2} \).

There are also null states with weight 1 for \( k = 0^{(10)}, 1^{(7)}, 2^{(3)}, 3 \) and \( k = -2^{(3)}, -\frac{1}{2}, (-\frac{4}{3})^{(2)} \). When \( k = -\frac{4}{3} \) we have two null states given by \( x_{null} \cdot v_1 \) with

\[
x_{null} \in \left\{ \left( \frac{2}{3}, -\frac{1}{9}, 0, \frac{5}{3}, \frac{1}{3}, -\frac{1}{3}, 1, 0, 1, 1 \right), \left( -\frac{2}{3}, -\frac{10}{3}, \frac{10}{3}, 3, 1, 2, 1, 0, 0 \right) \right\},
\]

(3.21)

and

\[
v_1 = \left( J^+_{-4}, J^+_3 J^-_{-1}, J^0_{-3} J^-_{-1}, J^0_{-2} J^-_{-1}, J^0_{-2} J^+_0, J^0_{-2} J^+_0, J^0_{-1} J^+_1, J^-_{-2} J^+_{-1}, J^-_{-2} J^+_{-1}, J^-_{-2} J^+_{-1} \mid 0, k = -\frac{4}{3} \right).
\]

(3.22)

The first null vector is coming from the descendant state of weight 2, and the second null vector remove \( q^4T^2\chi_3 \). It gets \( T^2 \) instead of \( T^3 \) since

\[
\left( J^+_{-2} J^0_{-1} J^-_{-1} + 2 J^0_{-2} J^+_1 J^-_{-1} + 2 J^+_{-2} J^- J^-_{-1} + J^+_{-2} J^- J^-_{-1} + J^-_{-2} J^- J^-_{-1} \mid 0, k = -\frac{4}{3} \right)
\]

(3.23)

\[
\sim (J^+_2 L_{-2} + 2L_{-3} J^+_1) \mid 0, k = -\frac{4}{3} \right) .
\]

Null states with weight 0 exist for \( k = -\frac{1}{2}, -\frac{4}{3} \). There are 3 null states for \( k = -\frac{4}{3} \), which are given by \( x_{null} \cdot v_0 \) with

\[
x_{null} = \left( -10, \frac{52}{9}, \frac{28}{9}, -\frac{50}{9}, -\frac{5}{3}, \frac{8}{3}, \frac{6}{3}, -\frac{2}{3}, \frac{14}{3}, 0, -1, 0, 1 \right),
\]

(3.24)

\[
\left( \frac{2}{3}, -\frac{4}{9}, \frac{2}{3}, 0, \frac{2}{3}, -\frac{2}{3}, -\frac{4}{3}, 0, 1, 0, 1 \right),
\]

\[
\left( -\frac{8}{3}, 0, \frac{5}{3}, -\frac{5}{3}, -1, 0, 3, 1, 1, 1, 0, 0, 0 \right)
\]

and

\[
v_0 = \left( J^0_{-4}, J^0_{-3} J^0_{-1}, J^0_{-3} J^-_{-1}, J^0_{-2} J^-_{-1}, J^0_{-2} J^-_{-1}, J^0_{-2} J^-_{-1}, J^0_{-2} J^-_{-1}, J^0_{-2} J^-_{-1}, J^0_{-2} J^-_{-1}, J^0_{-2} J^-_{-1}, J^0_{-2} J^-_{-1}, J^0_{-2} J^-_{-1}, J^0_{-2} J^-_{-1} \mid 0, k = -\frac{4}{3} \right).
\]

(3.25)
The first and the second null vector comes from the descendant states of weight 2 and 1. The third null vector removes \( q^4 T^2 \chi_1 \). We get \( T^2 \) instead of \( T^3 \) since

\[
J_{1,2}^0 J_{1,2}^+ J_{1,2}^- + J_{2,1}^0 J_{2,1}^+ J_{2,1}^- + J_{1,2}^0 J_{2,1}^+ J_{2,1}^- + 3 J_{2,1}^0 J_{1,2}^+ J_{1,2}^- \sim J_{1,2}^0 L_{2,1} + 2 L_{2,1} J_{1,2}^0 .
\]  

(3.26)

Summarizing, we get the refined character at level 4 as

\[
Z^{(4)} = \begin{cases} 
q^4 (T(\chi_1 + \chi_3) + T^2(\chi_1 + 2\chi_3 + 2\chi_5) + T^3(\chi_5 + \chi_7) + T^4\chi_9) & (k = -\frac{4}{7}), \\
q^4 (T(\chi_1 + \chi_3) + T^2(2\chi_1 + 3\chi_3 + 2\chi_5) + T^3(2\chi_5 + \chi_7) + T^4\chi_9) & (k \notin N_4), 
\end{cases}
\]  

(3.27)

where \( N_4 = \{0, 1, 2, 3, -2, -\frac{1}{2}, -\frac{4}{7}\} \). It agrees with the Macdonald index for the \((A_1, D_{2n+1})\) theory.

**Level 5** At level 5, we have the states as given in table 3. We have a relation of the form

\[
L_{-5} \sim J_{-3,0}^0 J_{-3,2}^0 + J_{-3,2}^0 J_{-3,0}^0 + J_{-3,0}^0 J_{-3,0}^0 + J_{-3,2}^0 J_{-3,2}^0 + J_{-3,0}^0 J_{-3,2}^0 J_{-3,2}^0 J_{-3,0}^0 + \ldots .
\]  

(3.28)

It is straightforward (albeit tedious) to compute the refined character following the same procedure as before.

Explicit computation of null states become rather cumbersome at this level. But we can compute the refined character assuming there is no null state, which is the case for the \((A_1, D_{2n+1})\) theory with \( n \geq 3 \). If there is no null state, then we get the refined character at this level as

\[
Z^{(5)} = q^5 (T(\chi_1 + \chi_3) + T^2(2\chi_1 + 5\chi_3 + 2\chi_5) + T^3(3\chi_3 + 4\chi_5 + 2\chi_7) + T^4(2\chi_7 + \chi_9) + T^5\chi_{11}),
\]  

(3.29)

which agrees with the Macdonald index of \((A_1, D_{2n+1})\) theory for \( n \geq 3 \).

**A closed form formula for the case without null state** So far we have computed the refined character in a brute force way. If there is no null state in the vacuum module, it is possible to write a simple closed form formula for the refined character. To this end, note that we have four generators \( J_{-n}^+, J_{-n}^0, J_{-n}^-, L_{-m} \) before imposing the relations among \( L \) and \( J \)'s. Each of them contributes to the character by \( q^n T z^2, q^n T z^{-2}, q^n T \) respectively. For the current generators \( J_{-n}^+ \), the modes with \( n \geq 1 \) contribute. For the Virasoro generator \( L_{-m} \), the modes with \( m \geq 2 \) contribute since \( L_{-1} |0\rangle \) has zero norm. Therefore, the vacuum module will be generated by various strings of operators formed out of \( J_{-n}^{\pm,0} \) and \( L_{-m} \). On top of this, we have the Sugawara relation \( L_{-n} \sim \sum_m J_{-n-m}^a J_m^a \) for each \( n \). Therefore we should subtract the character by \( q^n T^2 \) for each \( n \geq 2 \) to compensate for the overcounting.

One can use plethystic exponential to write the states created by the operators of ‘multiple letters’ respecting the relations. We get

\[
Z^{\text{cf}}(z; q, T) = \text{PE} \left[ \frac{q T}{1 - q} \left( z^2 + \frac{1}{z^2} + 1 \right) + \frac{q^2 T}{1 - q} - \frac{q^2 T^2}{1 - q} \right]_{q, T ; z},
\]  

(3.30)
| modes     | type of generators $J^{\pm,0}$ | refined character |
|-----------|---------------------------------|-------------------|
| $J_{-5}$  | $(+,0),(-)$                      | $T\chi_3$        |
| $J_{-4}J_{-1}$ | $(++,(+0),(00),(-0),(-)$   | $T^2\chi_5$      |
|           | $(0+),(+\cdots),(+\cdots),(-)$ | $T^2\chi_3 + T^2\chi_1$ |
| $J_{-3}J_{-2}$ | $(++,(+0),(00),(-0),(-)$   | $T^2\chi_5$      |
|           | $(0+),(+\cdots),(+\cdots),(-)$ | $T^2\chi_3 + T^2\chi_1$ |
| $J_{-3}(J_{-1})^2$ | $(++),(+0),(00),(000),(-00),(-0),(-)$ | $T^3\chi_7$      |
|           | $(0++),(+00),(+00),(000),(-00),(-0)$ | $T^3\chi_5$      |
|           | $(+\cdots),(+\cdots),(+\cdots),(-)$ | $2T^3\chi_3$     |
| $(J_{-2})^2J_{-1}$ | $(++),(+0),(000),(000),(-00),(-00),(-0)$ | $T^3\chi_7$      |
|           | $(+00),(+00),(+00),(-00),(-00)$ | $T^3\chi_5$      |
|           | $(-00),(-00),(-00),(-00)$ | $2T^3\chi_3$     |
| $J_{-2}(J_{-1})^3$ | $(+4),(+40),(+400),(+400),(+400),(+400),(-00),(-00),(-00),(-00)$ | $T^4\chi_9$      |
|           | $(0000),(0000),(0000),(0000),(0000),(0000)$ | $T^4\chi_7$      |
|           | $(+0000),(+0000),(+0000),(+0000),(+0000),(+0000)$ | $T^4\chi_5$      |
|           | $(0000),(-0000),(0000),(-0000),(0000),(-0000)$ | $T^4\chi_3$      |
| $(J_{-1})^5$ | $(+5),(+50),(+500),(+500),(+500),(+500),(+500),(+500),(+500),(+500)$ | $T^5\chi_{11}$   |
|           | $(+00000),(+00000),(+00000),(+00000),(+00000),(+00000)$ | $T^5\chi_7$      |
|           | $(+00000),(-00000),(-00000),(-00000),(-00000)$ | $T^5\chi_3$      |

| $L_{-5}$  | $(+,0),(-)$                      | $(T - T^2)\chi_1$ |
| $L_{-4}J_{-1}$ | $(+,0),(-)$                      | $(T^2 - T^3)\chi_3$ |
| $L_{-3}J_{-2}$ | $(+,0),(-)$                      | $(T^2 - T^3)\chi_3$ |
| $L_{-2}J_{-1}$ | $(+,0),(-)$                      | $(T^2 - T^3)\chi_3$ |
| $L_{-3}(J_{-1})^2$ | $(++,+0),(00),(-),(-)$          | $(T^3 - T^4)(\chi_5 + \chi_1)$ |
| $L_{-3}J_{-2}$ | $(++,+0),(00),(-)$              | $(T^2 - T^3)\chi_3$ |
| $L_{-2}J_{-2}(J_{-1})$ | $(++,+0),(00),(-)$              | $(T^2 - T^3)\chi_3$ |
| $L_{-2}J_{-1}$ | $(++,+0),(00),(-)$              | $(T^2 - T^3)\chi_3$ |
| $L_{-3}J_{-2}$ | $(++,+0),(00),(-)$              | $(T^2 - T^3)\chi_3$ |

*Table 3:* States of a generic vacuum module at level 5. One should be careful here not to overcount the states. The last entry with (*) is there to remove one superfluous state that is given by a linear combination $L_{-2}J_{-2}J_{-1}|0\rangle$, which is already counted as $L_{-3}L_{-2}|0\rangle$.

where the plithystic exponential (PE) is defined as

$$
\text{PE}[f(z_1, \cdots, z_n)]_{z_1, \cdots, z_n} = \exp \left[ \sum_{k=1}^{\infty} \frac{f(z_1^k, \cdots, z_n^k)}{k} \right].
$$

(3.31)
In the equation (3.30), the first term inside the PE comes from the current generators. The second term comes from the Virasoro generators, and the last term comes from the Sugawara relation. This expression can be expanded to give

\[
Z_{V}^{\text{ref}}(z; q, T) = \prod_{n=1}^{\infty} \frac{(1 - q^{n+1}T^2)}{(1 - q^nTz^2)(1 - q^nTz^{-2})(1 - q^nT)(1 - q^{n+1}T)},
\]

which agrees with the brute force computation done in this section. It would be interesting to incorporate the null states to show that the refined character is indeed given by the Macdonald index formulas as given in appendix A.2.

4 Lagrangian theories

In this section, we discuss the superconformal theories constructed from gauge theory. Let us first start with the free theories.

**Free hypermultiplet from symplectic boson and \( \hat{su}(2) \)** The Macdonald index for a free hypermultiplet is given by

\[
I_{\text{hyp}} = 1 \left( \frac{t^{1/2}z; q}{(t^{1/2}z^{-1}; q)} \right) = 1 + \sum_{n \in \mathbb{Z}} \frac{q_n}{z^{n+\frac{1}{2}}},
\]

where we have separated the terms with integer powers in \( q \) and half-integer powers in \( q \).

The chiral algebra for the free hypermultiplet is given by symplectic bosons (or equivalently complex free fermions with bosonic statistics). There are two operators \( q(z), \tilde{q}(z) \) with OPE

\[
q(z)\tilde{q}(0) = -\tilde{q}(z)q(0) \sim \frac{1}{z}.
\]

One can expand the holomorphic fields \((q(z), \tilde{q}(z))\) in Laurent series

\[
q(z) = \sum_{n \in \mathbb{Z}} \frac{q_n}{z^{n+\frac{1}{2}}}, \quad \tilde{q}(z) = \sum_{n \in \mathbb{Z}} \frac{\tilde{q}_n}{z^{n+\frac{1}{2}}}.
\]

In terms of these modes, the descendants states of the vacuum module can be obtained by acting products of the negative modes on the vacuum. Now, the refined character for this chiral algebra can be easily computed to give

\[
Z_{s.b}(q, T) = \frac{1}{(q^{1/2}T^{1/2}z; q)(q^{1/2}T^{1/2}z^{-1}; q)} = \frac{1}{(t^{1/2}z^{1/2}; q)},
\]

where we introduced the fugacity \( z \) for the \( U(1) \) rotating the \( q \) and \( \tilde{q} \) with opposite charges. We set \( w(q) = w(\tilde{q}) = \frac{1}{2} \), which is the same as the scaling dimension of the symplectic bosons.
The fugacity $T$ counts the (half of the) number of $q_n$ or $\bar{q}_n$'s. This is exactly the same as the Macdonald index of a hypermultiplet.

Let us make a remark that even though the free hypermultiplet theory has $\hat{su}(2)_{-\frac{1}{2}}$ symmetry, it does not mean the chiral algebra (or vertex operator algebra) is simply given by the vacuum module of the affine Lie algebra $\hat{su}(2)_{-\frac{1}{2}}$. The vacuum character for the $\hat{su}(2)_{-\frac{1}{2}}$ algebra is given by

$$
\chi_{\hat{L}_0}(z; q) = \frac{1}{(qz^{\frac{1}{2}}; q)(z^{-\frac{1}{2}}; q)(q; q)} \sum_{n \in \mathbb{Z}} \left( z^{-6n} - z^{6n-2} \right) q^{2n(3n-1)} , \quad (4.5)
$$

where the first term in the denominator is coming from the characters of the Verma module generated by $J_{\pm}^0$. In the Schur limit $t = q$, it turns out the index is identical to the sum of the characters of the vacuum module $\hat{L}_0$ and $j = \frac{1}{2}$ module $\hat{L}_{\frac{1}{2}}$, not just the vacuum character. This is the case because the chiral algebra given by the symplectic boson is larger than just the affine Kac-Moody algebra $\hat{su}(2)_{-\frac{1}{2}}$. But, it is worth mentioning that the vertex operator algebra for the symplectic boson is not even a direct sum of the vacuum and the $j = \frac{1}{2}$ sector either. This can also be seen from the refined character for the $\hat{su}(2)_{-\frac{1}{2}}$ we computed in the previous section, which does not agree with the first line of (4.1).

**Free vector multiplet from $bc$-system** The chiral algebra for a free vector is given by a $bc$-system with weights $(1, 0)$:

$$
b(z)c(0) = -c(z)b(0) \sim \frac{1}{z} \quad (4.6)
$$

The algebra does not include the zero mode of $c(z)$. They are generated by $b(z), \partial c(z)$. We assign the fugacity $T$ to count the number of $b(z)$-modes, that is to set $w(b) = 1$, $w(c) = 0$. Then we get the partition function to be

$$
Z_{bc} = (q; q)(qT; q) = (q; q)(t; q) , \quad (4.7)
$$

which is exactly the same as the Macdonald index of a vector multiplet.

Up to this point the weight $w(X)$ for the generator $X$ seems to coincide with its scaling dimension. But this is not true in general, because the stress energy tensor is already an exception to this rule. The stress tensor $T(z)$ has dimension 2 but we assign $w(L) = 1$. We will discuss the issue of the weight $w(X)$ more in section 5.

**Gauge theories** The chiral algebra of the Lagrangian gauge theory at the zero coupling is simply given by the tensor product of the chiral algebras for the free vectors and hypermultiplets under the Gauss’ law constraint. So the refined character can be obtained simply by taking the tensor product of that of the free theories and then integrating over the gauge group with Haar measure. This is exactly the same procedure to obtain the superconformal index for a Lagrangian theory.

When the gauge coupling is non-zero, it was shown in [1] that the chiral algebra does not change since the Schur operator remains to be the Schur operator at finite coupling upon
passing through the BRST cohomology. Therefore the refined character of the chiral algebra is not modified at finite coupling.

Eventually, one should be able to find more transparent prescription for the refined character without referring to the 4d Lagrangian description. We leave this as a future work.

5 Conclusions and Open Problems

In this paper, we proposed a prescription to obtain the Macdonald index of a 4d $\mathcal{N} = 2$ SCFT from its associated 2d chiral algebra. In 2d language, we have come up with a notion of refined character for the vacuum module of the chiral algebra. We have performed a number of checks for the simplest examples. If our conjecture holds, it will give us a way to compute Macdonald index for various non-Lagrangian $\mathcal{N} = 2$ SCFTs. There are many questions remain to be answered.

First of all, the dictionary is not complete without finding an inherently 2d way to extract the weight $w(X)$ of the fugacity $T$ for arbitrary generator $X$ in $\mathcal{A}$. For the simplest case where the chiral algebra is simply Virasoro or the affine Kac-Moody with Sugawara stress tensor, there is essentially no issue of choosing the weight for a generator. But in general, there are more than one generators for the chiral algebra. For example, consider the $SU(2)$ class-S theory given by the genus 2 UV curve without punctures. There are many generators of the same conformal dimension. and the $w(X)$ for such generators are not necessarily the same, as we can see from the table 6 of [1]. If we know the 4d theory, the weight is determined by $w(X) = R - r$ as we can see from the definition of the Macdonald index (1.3). But if there is a genuine 2d meaning to this ‘refinement,’ there should be an independent method to deduce $w(X)$ without referring to the 4d origin of the chiral algebra.

If our prescription is indeed valid, then there must be a way to understand why such a rule works. We have only provided some evidence that a refinement for the character is possible, but have not provided physics reason behind this relation. This would be one of the most important questions that needs to be addressed.

The notion of the refined character is not restricted to the vacuum modules. One can consider non-vacuum modules as well. It has been demonstrated that the Schur index with a line operator insertion reproduces a combination of other characters of the chiral algebra [28]. Also, inserting the surface defect at a point of the plane of the chiral algebra produces other characters of the chiral algebra [37, 38]. Another interesting phenomenon is that vacuum and non-vacuum characters appear as a solution to the modular differential equation corresponding to the chiral algebra [39, 40]. It would be interesting to understand the effect of our refinement in this context as well.

One of the consequences of our conjecture is that one can take a Hall-Littlewood limit of the refined character. It is to take $q \to 0$ while $t = qT$ fixed. For many theories\(^5\), this limit of the index gives the Hilbert series of the Higgs branch. Therefore we obtain the

\(^5\) It fails for the (generalized) quiver gauge theories with loops.
space of holomorphic functions on the Higgs branch (or the Higgs branch chiral ring) as 
\[ V_H \equiv \bigoplus_{k \geq 0} V^{(k)}_k. \] This space \( V_H \) appears to be identical to the ring of holomorphic function \( \mathbb{C}[X_V] \) over the associated variety \( X_V \) of the vertex algebra \( V \) studied by Arakawa [41, 42]. The connection between the Higgs branch and the associated variety was conjectured in [39] and further tested in [26]. It has been shown that every vertex algebra has a decreasing filtration, from which an associated graded vector space can be formed [43]. This is also related to the Zhu’s \( C_n \)-algebra [44, 45]. It would be interesting to clarify its connection to our grading.

If we forget about the 4d origin, the refined character can be defined for any conformal field theories (if there is a way to determine the weight \( w(X) \)). One question to ask is if there is an interesting structure on its own. For example, does it transform nicely under the modular transformation? Can we also refine the modular differential equation? Also, in the light of our original goal of understanding 4d \( \mathcal{N} = 2 \) theory, it would be interesting to see if it has any applications to the superconformal bootstrap program [46, 47].

There are various techniques available to compute ordinary character efficiently. In our case, we needed the explicit form of the null vectors to find the refined character. This can be done in a brute force way for our examples to low orders. We performed explicit computations for the first few orders. But it would be desirable to find a more efficient way to obtain the explicit form of the null vectors. This problem is essentially solved long time ago by Malikov-Feigin-Fuchs [48], but their form is not directly applicable to our fractional level affine Kac-Moody algebra. This is because their expression is written in terms of fractional powers of generators of \( A \), so one needs to convert this into the canonical form [49–51]. It would be desirable to improve the brute force calculation done in the current paper. It may enable us to go beyond the simplest examples we studied here.

Finally, we would like to point out a tantalizing connection between the BPS monodromy and the Macdonald index. As the Schur index (also with the insertion of defects) can be obtained from the BPS spectrum on the Coulomb branch [4, 27, 28, 37, 52], it may be possible to obtain the Macdonald index from the BPS monodromy.\(^6\)
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A Macdonald index of the Argyres-Douglas theory

In this appendix, we review the Macdonald index of the AD theories that are studied in this paper. The superconformal index of an $\mathcal{N} = 2$ superconformal field theory is defined as

$$I(p, q, t; z) = \text{Tr}(-1)^F p^{j_1 - j_2} q^{j_1 + j_2} t^R \left( \frac{pq}{t} \right)^r \prod_i z_i^{F_i},$$  \hspace{1cm} (A.1)

where $j_1, j_2$ are the Cartans for the Lorentz group and $R$ and $r$ denotes $SU(2)_R$ and $U(1)_r$ generators. Here $F_i$ are the Cartans of the flavor symmetry. The trace is over $\frac{1}{8}$-BPS states satisfying $\delta_1 - \Delta - 2j_1 - 2R - r = 0$.

The Macdonald limit of the index is obtained by taking $p \to 0$. Then the trace is over $\frac{1}{4}$-BPS states, satisfying $j_1 + j_2 - r = 0$ in addition to $\delta_1 = 0$. The Schur limit is obtained by taking $p = 0$ and $t = q$, but it gets contribution from the same set of states as the Macdonald index. The Hall-Littlewood limit (or the Higgs branch limit) is obtained by taking $p = q = 0$. In this case, the trace is over $\frac{3}{8}$-BPS states satisfying $j_1 = 0$ in addition to the condition satisfied by the Schur operators.

A.1 $(A_1, A_{2n})$ theory

Let us consider $(A_1, A_{2n})$ type Argyres-Douglas theory. The Macdonald index for this theory is conjectured to be given by [25]

$$I_{(A_1, A_{2n})}(q, t) = \frac{1}{(t^2; q)} \sum_{\lambda \geq 0} (-1)^\lambda q^{\lambda(\lambda+1)(n+\frac{3}{2})} \left( \frac{t}{q} \right)^{\lambda(n+2)} \left( \frac{q^{\lambda+1}; q}{tq^{\lambda}; q} \right)^{2[2\lambda]_q,}$$  \hspace{1cm} (A.2)

where

$$[n]_{q,t} = \sum_{i=0}^{n} \frac{(t; q)_i (t; q)_{n-i} (q; q)_{n-i}}{(q; q)_i (q; q)_{n-i}},$$  \hspace{1cm} (A.3)

and $(x; q)_n = \prod_{i=0}^{n-1} (1 - x q^i)$ and $(x; q) = (x; q)_{\infty}$. This expression has been tested against the recent computation done using $\mathcal{N} = 1$ gauge theory realization [31, 32]. Note that when $t = q$, $[n]_{q,t=q} = [n]_q \equiv q^{n/2} - q^{-n/2} q^{1/2} - q^{-1/2}$. In the Schur limit $t = q$, the index simplifies to

$$I_{(A_1, A_{2n})}(q) = \frac{1}{(q^2; q)} \sum_{\lambda \geq 0} (-1)^\lambda q^{\lambda(\lambda+1)(n+\frac{3}{2})} [2\lambda]_q.$$  \hspace{1cm} (A.4)
This expression is shown to be equal to the vacuum character of the Virasoro minimal model \( \mathcal{M}(2,2n+3) \) [26], which can be written as [53]

\[
\chi_0^{(2,2n+3)} = \frac{(q,q^{2+2};q^{2n+3};q^{2n+3})}{(q;q)} = \prod_{i=1}^{2n} \frac{1}{(q^i+1;q^{2n+3})}, \tag{A.5}
\]

where \((x_1,x_2,\ldots,x_n;q) \equiv (x_1;q)(x_2;q) \ldots (x_n;q)\). Here we write explicit expressions of the Macdonald indices of \((A_1,A_{2n})\) theory for \(n = 1,2,3\):

\[
I_{(A_1,A_2)} = 1 + q^2T + q^3T + q^4T + q^5T + q^6(T + T^2) + q^7(T + T^2) + q^8(2T^2 + T) + q^9(T + 2T^2) + q^{10}(T + 3T^2) + \ldots, \tag{A.6}
\]

\[
I_{(A_1,A_4)} = 1 + q^2T + q^3T + q^4(T + T^2) + q^5(T + T^2) + q^6(T + 2T^2) + q^7(T + 2T^2) + q^8(T + 3T^2 + T^3) + q^9(T + 3T^2 + 2T^3) + q^{10}(T + 4T^2 + 3T^3) + \ldots, \tag{A.7}
\]

\[
I_{(A_1,A_6)} = 1 + q^2T + q^3T + q^4(T + T^2) + q^5(T + T^2) + q^6(T + 2T^2 + T^3) + q^7(T + 2T^2 + T^3) + (T + 3T^2 + 2T^3)q^8 + (1 + 3T + 3T^2)q^9 + \ldots. \tag{A.8}
\]

Here we used \(t = qT\). These expression reduces to the vacuum character of the \(\mathcal{M}(2,2n+3)\) model upon taking \(T \to 1\).

### A.2 \((A_1,D_{2n+1})\) theory

The Macdonald index for the AD theory of type \((A_1,D_{2n+1})\) is conjectured to be given by

\[
I_{(A_1,D_{2n+1})} = \frac{1}{(t_z^2;0)_{\infty}} \sum_{\lambda \geq 0} (-1)^{\lambda} q^{\lambda(\lambda+1)(n+\frac{1}{2})} \left( \frac{t}{q} \right)^{\lambda(n+1)} \left( \frac{q^{\lambda+1}}{(tq^{2\lambda})_{\infty}} \right) P_{2\lambda}(z), \tag{A.9}
\]

where we used abbreviation \((x)_n \equiv (x;q)_n\). The \(SU(2)\) Macdonald polynomial is given by

\[
P_{\lambda}(z) = \sum_{i=0}^{\lambda} \frac{(t;q)_{\lambda}}{(q;q)_i} \frac{(t;q)_{\lambda-i}}{(q;q)_{\lambda-i}} z^{2i-\lambda}. \tag{A.10}
\]

The chiral algebra of \((A_1,D_{2n+1})\) is expected to be \(\mathfrak{su}(2)_{\frac{4n}{2n+1}}\). This expression agrees with the expression obtained from the \(\mathcal{N} = 1\) gauge theory flowing to the AD theory [33].

In the Schur limit \(t \to q\), the index can be written concisely in terms of Plethystic Exponential (PE) or a product formula [26]

\[
I_{(A_1,D_{2n+1})} = \text{PE} \left[ \frac{q - q^{2n+1}}{(1 - q)(1 - q^{2n+1})} \chi_{\text{adj}}(z) \right]_{q,z} = \prod_{m \geq 0} \prod_{\alpha \in \{-2,0,2\}} \frac{(q^{m(2n+1)+1}z^\alpha;q)}{(q^{m(2n+1)+1}z^\alpha;q)}, \tag{A.11}
\]

where \(\text{PE}[az]_z = (\frac{1}{az})^a\) and \(\chi_{\text{adj}}(z) = z^2 + \frac{1}{z} + 1\) is the character of the adjoint representation of the flavor symmetry \(\mathfrak{su}(2)\). This gives the vacuum character of the corresponding chiral algebra.
Here we write explicit expressions of the Macdonald indices of \((A_1, D_{2n+1})\) theory for \(n = 1, 2, 3:\)

\[
I_{(A_1, D_3)} = 1 + qT\chi_3 + q^2(T(\chi_3 + \chi_1) + T^2\chi_5) \\
+ q^3(T(\chi_3 + \chi_1) + T^2(\chi_5 + [\chi_3]) + T^3\chi_7) \\
+ q^4(T(\chi_3 + \chi_1) + T^2(2\chi_5 + 2\chi_3 + \chi_1) + T^3(\chi_7 + \chi_5) + T^4\chi_9) \\
+ q^5(T(\chi_3 + \chi_1) + T^2(2\chi_5 + 4\chi_3 + \chi_1) + T^3(2\chi_7 + 2\chi_5 + \chi_3) \\
+ T^4(\chi_9 + \chi_7) + T^5\chi_{11}) + O(q^6),
\]

(\text{A.12})

\[
I_{(A_1, D_5)} = 1 + qT\chi_3 + q^2(T(\chi_3 + \chi_1) + T^2\chi_5) \\
+ q^3(T(\chi_3 + \chi_1) + T^2(\chi_5 + 2\chi_3) + T^3\chi_7) \\
+ q^4(T(\chi_3 + \chi_1) + T^2(2\chi_5 + 3\chi_3 + 2\chi_1) + T^3(\chi_7 + 2\chi_5) + T^4\chi_9) \\
+ q^5(T(\chi_3 + \chi_1) + T^2(2\chi_5 + 5\chi_3 + 2\chi_1) + T^3(2\chi_7 + 4\chi_5 + [\chi_3]) \\
+ T^4(\chi_9 + 2\chi_7) + T^5\chi_{11}) + O(q^6),
\]

(\text{A.13})

\[
I_{(A_1, D_7)} = 1 + qT\chi_3 + q^2(T(\chi_3 + \chi_1) + T^2\chi_5) \\
+ q^3(T(\chi_3 + \chi_1) + T^2(\chi_5 + 2\chi_3) + T^3\chi_7) \\
+ q^4(T(\chi_3 + \chi_1) + T^2(2\chi_5 + 3\chi_3 + 2\chi_1) + T^3(\chi_7 + 2\chi_5) + T^4\chi_9) \\
+ q^5(T(\chi_3 + \chi_1) + T^2(2\chi_5 + 5\chi_3 + 2\chi_1) + T^3(2\chi_7 + 4\chi_5 + 3\chi_3) \\
+ T^4(\chi_9 + 2\chi_7) + T^5\chi_{11}) + O(q^6),
\]

(\text{A.14})

which should be reduced to the vacuum character of \(\widehat{su}(2)_{-\frac{3}{4}}, \widehat{su}(2)_{-\frac{5}{8}}, \widehat{su}(2)_{-\frac{11}{12}}\) upon taking \(T \rightarrow 1\) respectively. The boxed terms denote the first term that starts to differ from the \((A_1, D_{2n+1})\) with higher \(n\). The coefficient of the boxed term signals existence of a null vector in the corresponding vertex algebra.
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