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Abstract

Conversational speech recognition is regarded as a challenging task due to its free-style speaking and long-term contextual dependencies. Prior work has explored the modeling of long-range context through RNNLM rescoring with improved performance. To further take advantage of the modeling the during a conversation, such as topics or speaker turn, we extend the rescoring procedure to a new context-aware manner. For RNNLM training, we capture the contextual dependencies by concatenating adjacent sentences with various tag words, such as speaker or intention information. For lattice rescoring, the lattice of adjacent sentences are also connected with the first-pass decoded result by tag words. Besides, we also adopt a selective concatenation strategy based on tf-idf, making the best use of contextual similarity to improve transcription performance. Results on four different conversation test sets show that our approach yields up to 13.1% and 6% relative char-error-rate (CER) reduction compared with 1st-pass decoding and common lattice-rescoring, respectively.
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1. Introduction

With the development of deep neural networks, the performance of automatic speech recognition (ASR) on ‘ideal’ scenarios has been advanced dramatically. However, ASR systems can be susceptible to performance degradation in real-life conversations, such as call-center or meeting transcription. Unlike news broadcast or audiobook data, conversations persist free-style spontaneous speech between several speakers (two and more). Although some common conversational speech recognition tasks, e.g., Switchboard \cite{11}, have achieved impressively low error rate \cite{22}, transcribing real-world conversations are still challenging due to blended factors like heavy accents, noise interferences, speech disfluency as well as difficulty in the manual annotation. Since conversations usually have a long-term contextual dependency on nature, a straightforward idea is to capture these information in language modeling and decoding.

A contextual ASR system can be obtained by modeling the long-term context in recurrent neural network based language models (RNNLMs) or adding additional context information to the neural network layers. To make use of contextual information, cache model was proposed to personalize the language models (LMs) based on recent language produced by the decoded speaker \cite{4,5,6,7,8}. Dynamic evaluation fits models to the recent sequence history, allowing them to assign higher probabilities to re-occurring sequential patterns \cite{9}. Another focus of modeling contextual information is LM rescoring \cite{10,11,12}. In \cite{13}, Velikovich \textit{et al.} proposed to identify and rescore semantically relevant entities or phrases in the word lattice.

In recent years, RNNLMs have been proved to achieve SOTA performance and give significant improvement over the conventional back-off n-gram in ASR and related tasks \cite{14,15,16,17,18}. The common idea to take advantage of RNNLMs for ASR tasks is a 2-pass decoding procedure. Firstly, a set of possible hypotheses are obtained by decoding on a precompiled n-gram based graph. Then, we rescore these hypotheses through a more sophisticated neural-based language model. N-best list rescoring and lattice-rescoring are the most popular approaches for RNNLM-based rescoring. In this study, we mainly focus on the lattice-rescoring approach with the aim to boost performance on real-world conversational speech transcription.

There has been plenty of work exploring the usage of RNNLMs lattice-rescoring. In \cite{19}, Liu \textit{et al.} proposed two methods to speedup lattice-rescoring and compress the size of generated lattice. In \cite{20}, Sundermeyer \textit{et al.} combined the previous lattice decoding work with long short-term memory (LSTM) neural network language models and also investigated a refined pruning technique. For capturing both past and future word contexts in language modeling, Chen \textit{et al.} proposed more efficient structure succeeding word RNNLMs (suc-RNNLMs), which uses a feedforward unit to model a finite number of succeeding future words \cite{21}. In \cite{22}, a stack-based lattice search algorithm was applied to constraint the search space in machine translation. In \cite{23}, Xu \textit{et al.} further pruned the lattice by using a heuristic search to pick better histories. In addition to previous research mainly aimed at compressing the size of lattice, training a scenario-specific language model also becomes another focus of the community. In \cite{24,25}, the method of cross-sentences training is used to improve the language model performance.

In this paper, we combine the ideas of scenario-specific language model and effective lattice rescoring in a more challenging task, conversational ASR, and propose a context-aware lattice rescoring method. Specifically, we first train an RNNLM by concatenating adjacent sentences with various tag words, such as separation identifier (SP), speaker label (SID) or intent label (INT). This explicit concatenation helps the language model to capture the contextual dependencies within a conversation, instead of a long sentence. When rescoring, we also connect the word lattice generated by the first decoding of the previous sentence with the lattice of current sentence. Tag words are used between every two lattices to mark the end position of the sentence and dock the speaker or intention information in RNNLM. Besides, a common similarity score based on tf-idf (term frequency-inverse document frequency) can help in the selection of more suitable lattices to connect. Results on 4 different conversation test sets show that our approach yields up
to 13.1% and 6% char-error-rate (CER) compared with 1st-pass decoding and lattice-rescoring relatively.

The rest of this paper is organized as follows. In Section 2 and Section 3, we describe the idea of context-aware RNNLM and present the detail of the rescoring procedure of context-aware lattice rescoring. The experimental setup, results and analysis are described in Section 4. Finally, we conclude our work and discuss the possible future work in Section 5.

2. Context-aware RNNLM

In a conversational speech, multiple consecutive utterances are centered around the same common topics, which maintains a relationship between each other. In this case, it is natural to take account of the cross-sentence context during the modeling of language. There is no doubt that the cross-sentence language model can capture more contextual information, such as language styles and keywords, which may be ignored by conventional ones. Thus, we explore the concatenation of several consecutive sentences with tag words during the language model training, as shown in Fig. 1.

We first cyclically concatenate the sentences in each dialogue and regard these long sequences as a new training set. The purpose of concatenating is to retain the sentence-level structure while making the back-propagation span of training beyond the sentence boundaries. It is conceivable that the concatenating length required for different topics needs to be optimized dynamically. Besides, the tag words between sentences should also carry more sentence related information instead of just as an ending identifier. Considering the difference in speaker and intent of each partial sentence, we alternatively replace the original separation identifier (SP) with speaker label (SID) or intent label (INT).

We introduce topic-based separator tag words between every two adjacent lattices to form contextual lattice rescoring. The method is limited due to the n-gram approximation algorithm. We introduce topic-based separator tag words between every two adjacent lattices to make better use of the context information on the same topic. The topic-based tag is consistent with the language model, can be SP, SID or INT. Then the transition probability of this tag word from RNNLMs can help to capture more topic information from contextual sentences.

For our proposed context-aware lattice rescoring method, the topic-based tag word is inserted between the previous one and the current lattice L_con. When connecting lattices, we assign the final state’s transition probability and the language model score of the previous lattice L_pre to the arc which connect the original final state and the tag word of new connected lattice L_con. The same operation is used on the arc of the current lattice L_con. The starting node to those states which are reachable in one transfer, and the weights on other arcs remain unchanged, as described Eq. (2).

\[
W_{f,a}(L_{con}) = W_{f}(L_{pre})
\]
\[ W_{s, t^*}(L_{\text{con}}) = W_{S, t^*}(L_{\text{cur}}) \]

where \( W_{f,s} \) means the weight from state \( f \) to tag state \( s \), which contains transition probability and the language model score, and \( F \) means the final state of \( L_{\text{pre}} \). \( s \) indicates the start state, and \( t^* \) means those states which are reachable in one transfer in \( L_{\text{cur}} \). To save the operation cost and ensure that the value of the probability transfer is not changed, we splice \( n-1 \) states of \( L_{\text{cur}} \) after each end state of \( L_{\text{pre}} \), and these paths are transferred according to the different number of \( n \)-gram approximations starting from \( n \) states. Figure 2 is an example when \( n \) is equal to 4.

Figure 2: Details of lattice concatenation. (a) and (b) are the compact lattices before concatenation and (c) is concatenated compact lattice. The black circle represents the start node, the ring represents the end node, and SP/SID/SIN means different tag words.

4. Experiments

4.1. Datasets and Setup

We conduct experiments on 2 different Mandarin conversational speech corpus: 1) Yispeech, a call center conversation dataset, which consists of more than 20 different financial domains; 2) HKUST [26], a spontaneous telephone conversation dataset and each conversation are centered around a specific topic. For Yispeech, 3263 hours data are used to train the acoustic model, while 3 test sets with specific domains are used for evaluation, namely ZA, RQ, and DD. There exist domain overlaps in training and test set but the training set covers more domains. The LM is trained by 3.4G financial domain text collected from the Internet. For HKUST, the LM is trained by the transcriptions of training set text on different conversational test set.

Table 1: The statistics of of different conversational speech corpus.

| Corpus    | Training set (hrs) | Testing set (hrs/convers) |
|-----------|--------------------|--------------------------|
| Yispeech  | 3263               | ZA Subset: 1.89/2419, RQ Subset: 2.06/4834, DD Subset: 2.60/4721 |
| HKUST     | 200                | 12.34/5413               |

We use time-delay neural networks (TDNNs) trained with lattice-free MMI [27] to build acoustic models in all experiments. The 43-dimensional log-fbank plus 100-dimensional i-vectors are extracted as the input features. The acoustic model consists of 12-layer TDNN. Each TDNN layer has 1280 hidden units followed by a batch normalization layer and a rectified linear units (ReLU) activation function. The output dimension of the acoustic model is 1563. For RNNLM rescoring, we use a 3-layer LSTM network to train the RNNLM, each layer of the RNNLM has 256 hidden units. The lattice is first generated by a 4-gram language model further rescored as described in [28]. We adopt CER as the evaluation metric for different settings of RNNLMs and lattice rescoring. All experiments are based on Kaldi [29].

4.2. Results

4.2.1. Context-aware RNNLM

We first investigate the effect of different concatenation numbers of the sentence in RNNLM training. Here, we use the common lattice rescoring method without lattice concatenation. When comparing no-concatenating, concatenating 2, 4, and all texts (a most extreme case) with SP, we find the setup of 4 achieves the best performance, so we use concatenating 4 sentence without concatenate tags as our baseline (named w/o Tags). All the following experiments will set the number to 4. Then, we insert different tag word when perform sentence concatenation, such as SP, SID and INT. All experiments use the lattice rescoring method without context information. It can be seen from Table 2 that the method of SID achieves the best results on all test sets. On HKUST task, since the training set of RNNLM is small and covers a wide range of fields, both RNNLM without concatenation and concatenation without tags performs worse than 1-pass decoding.

Table 2: The CER (%) performance of 1st-pass decoding, rescoring use RNNLM without tags, and RNNLM with SP SID,INT tags in training set text on different conversational test set.

| Test set | I-pass w/o Tags | SP | SID | INT |
|----------|-----------------|----|-----|-----|
| ZA       | 20.01           | 20.23 | 18.63 | 18.51 | 19.47 |
| RQ       | 13.13           | 13.07 | 12.96 | 12.89 | -    |
| DD       | 13.50           | 13.73 | 12.87 | 12.85 | -    |
| HKUST    | 23.71           | 27.65 | 22.92 | 22.72 | -    |

4.2.2. Context-aware Lattice-rescoring

We find that the method of SID achieves the best results in context-aware RNNLM experiments in Table 2. So in the following experiments, we use the SID as the tag word in the training of context-aware RNNLM. Table 2 shows the CER performance of the conventional lattice rescoring method and our proposed context-aware lattice rescoring with different tag words. The w/o Tags column use the SID RNNLM without lattice concatenation, so the results is the same as the SID column in Table 2. Here we only connect two adjacent lattice as Fig. 1 because the computational complexity will increase exponentially with the increase of connected lattices. When using SP as tag words, the CERS are 18.28% and 12.78% on ZA and RQ sets, which achieves 2.3% and 0.9% relative improvement over the conventional lattice rescoring. However, we don’t get better results on the other two test sets. We further explore to replace SP with
SID or INT, as presented in the 5th and 6th columns in the table. For SID, we add the ground truth speaker ID of the previous lattice as an extra token when concatenating. The SID use two different tag words to distinguish the two speakers in each topic. The results of SID are a little worse than both baseline and SP, which indicates that the speaker’s information does not play an important role for rescoring. For INT, although speaker label is useful in RNNLM as described in Section 4.2.1, since we can’t access the ground truth intent labels, we adopt the predictions of an intent classifier as the tag words for concatenating, which can be seen as ‘soft’ intent labels. To obtain a robust intent classifier, we first divide all transcriptions of ZA set into 27 different categories and use them to fine-tune a pre-trained BERT-based LM model. The intent classifier achieves 67% prediction accuracy on the ZA set. When replacing the SP with our INT, we find the results are still worse than the baseline and SP-based method. It should also be noted that we only conduct INT experiments on one set, because only the ZA set has intent labels provided.

Table 3: The CER (%) performance of 1st-pass decoding, baseline lattice-rescoring, and context-aware lattice-rescoring on different conversational test set.

| Test set | 1-pass | w/o Tags | SP | SID | INT |
|----------|--------|----------|----|-----|-----|
| ZA       | 20.01  | 18.51    | 18.28 | 18.63 | 18.81 |
| RQ       | 13.13  | 12.89    | 12.78 | 12.89 | -   |
| DD       | 13.50  | 12.85    | 13.08 | 13.21 | -   |
| HKUST    | 23.71  | 22.72    | 23.09 | 25.23 | -   |

4.2.3. Selective lattice concatenation

Comparing the results of baseline and proposed methods, we find it will be more useful to connect 2 related sentences, e.g., the sentences have same keywords, than 2 absolutely different sentences. To make better use of the contextual information, we also propose a selective method for lattice concatenation. We use the tf-idf (term frequency-inverse document frequency), a statistical method that uses word frequency and inverse text frequency to assess the importance of a word to a document, to measure the similarity of adjacent sentences. Firstly, we generate 1-best results from the 1-st pass decoding lattice. Then, we compute the tf-idf of each adjacent sentence as their similarity score. The similarity score is ranged from 0 to 1 and the larger the score is, the more similar the two sentences are. During the lattice rescoring, we only concatenate the lattices whose similarity score are above a specific threshold. Table 4 presents the results of lattice concatenate with different thresholds.

The selective concatenation achieves the best results than concatenating all lattices and the baseline method on all 4 test sets. On ZA, DD, and HKUST sets, 0.0 seems to be a better choice of threshold since the score of around two-thirds of sentence pairs in these sets is 0.0, and a lower threshold may provide as much as possible contextual information. For the RQ set, a larger threshold brings more gain because the language style of each conversation is very different. Thus, a larger threshold could effectively prevent such unrelated contextual information, which may easily lead ambiguities in recognition.

4.2.4. Analysis

To understand which contextual information is more important for RNNLMs and lattice-rescoring, we also make an analysis based on the above results. For RNNLMs, we find that concatenate sentences with their speaker labels achieves the best performance. It’s reasonable to explicitly add speaker information to conversational speech recognition, cause such information may help the RNNLMs to capture speaker turns and speaking styles. A large concatenate number of sentences may bring more contextual information, while also increase redundant dependencies. Here we find 4 is the optimal setup for RNNLMs to get a trade-off.

Comparing our results with the results of the basic rescoring algorithm (Table 3) and found that our method achieves the purpose of using contextual information (Table 5). We can see that the basic lattice rescoring method results are huixin and No.89, the context-aware lattice rescoring method get the information of previous one sentence and adjust the error results to the right results: huixin and No.85. We found many cases like this one where important named entities are correctly recognized with the help of our context-aware rescoring approach. This is beneficial to downstream tasks.

Table 5: Examples of context-aware lattice rescoring results

| Reference | Context-aware rescoring |
|-----------|------------------------|
| A:Where do you want to meet, huixin garden? B:huixin garden | B:huixin garden |
| A:Hello, may No.85 help you | B:No.85.Yes |
| RNNLM rescoring | |
| A:Where do you want to meet, huixin garden? | B:huixin garden |
| A:Hello, may No.85 help you | B:No.89.Yes |
| Context-aware rescoring | |
| A:Where do you want to meet, huixin garden? | B:huixin garden |
| A:Hello, may No.85 help you | B:No.85.Yes |

5. Conclusions

In this work, we propose a context-aware lattice rescoring methods for RNNLMs to capture topic effects and long-distance triggers for conversational speech recognition. CER improvements have been achieved on both Yispeech and HKUST corpora. We have achieved up to 6% improvement on Yispeech. For all four test sets, the accuracy of essential words recognition has been improved. We show that it is sufficient to use the context-aware method on RNNLM and lattice rescoring and use the similarity score to rescore lattices selectively. In the future, we will explore the effect of a more extended range of contextual connections, as well as study effective methods of incorporating additional information such as intent information to improve the effectiveness of conversational speech recognition.
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