Two types of critical cell density for mechanical elimination of abnormal cell clusters from epithelial tissue

Sang-Woo Lee*, Yoshihiro Morishita☯*,☯

Laboratory for Developmental Morphogeometry, RIKEN Center for Biosystems Dynamics Research, Kobe, Japan

* These authors contributed equally to this work.
*† yoshihiro.morishita@riken.jp

Abstract

Recent technological advances in high-resolution imaging and artificial modulation of genetic functions at different times and regions have enabled direct observations of the formation and elimination of abnormal cell populations. A recent trend in cell competition research is the incorporation of cell mechanics. In different tissues and species, abnormal cells developing in epithelial tissues are mechanically eliminated by cell contraction via actomyosin accumulation at the interface between normal and abnormal cells. This mechanical cell elimination process has attracted attention as a potential universal defense mechanism. Here, we theoretically examined the conditions for mechanical elimination of growing abnormal cell populations. Simulations and mathematical analyses using a vertex dynamics model revealed two types of critical cell density associated with mechanical elimination of abnormal cell clusters. One is a subtype of homeostatic density, in which the frequencies of spontaneous mechanical cell elimination and proliferation are balanced, even if no explicit dependence of proliferation or apoptosis on the cell density is assumed. This density is related to the mechanical stability of a single cell. The other is density related to mechanical stability as a cell population under external pressure. Both density types are determined by tissue mechanical properties. In solid tissues, the former type is reached first as the intensity of interfacial contraction increases, and it functions as a critical density. On the other hand, the latter type becomes critical when tissues are highly fluid. The derived analytical solution explicitly reveals the dependence of critical contractile force and density on different parameters. We also found a negative correlation between the proliferation rate of abnormal cells and the likelihood of the abnormal cell population expanding by escaping elimination. This is counterintuitive because in the context of cell competition, fast-growing cell populations generally win. These findings provide new insight into, and interpretation of, the results from experimental studies.
Author summary

High-resolution imaging techniques have revealed that abnormal cells developing in epithelial tissues are mechanically eliminated via contraction at the interface between the abnormal cells and normal surrounding cells. This phenomenon is seen in various species and tissues and thus is regarded as a primitive defense system against precancerous cells common to all animals. For comprehensive understanding of this potential defense system, we derived mathematical conditions to achieve mechanical elimination of growing abnormal cell populations. We identified two characteristic cell density types associated with successful mechanical elimination of abnormal cell clusters. Both are determined by tissue physical properties, and the smaller of the two functions as a critical density above which abnormal cell populations cannot exist. We also found a counterintuitive phenomenon in which slower proliferation of abnormal cells promotes their growth as a population. Our results will help elucidate the mechanisms of intrinsic tissue defenses against cancer from the perspective of cell mechanics.

Introduction

Epithelial tumors begin with the emergence of a small population of abnormal cells (e.g., via mutations in tumor suppressor genes), and eventually these abnormal cells infiltrate large areas of the body via growth and increase the risk of malignancy due to further mutations. The formation of a population from a single abnormal cell is a microscopic and random event, which has rendered research of this process difficult. Advances in technologies that enable artificial induction of gene abnormalities, as well as enhanced imaging techniques, have finally made it possible to observe these processes, which have become well studied in recent years, especially from the viewpoint of cell competition [1,2].

In the field of cell competition, the study of related chemical signal transduction systems was originally the primary focus [3–11]; however, cell mechanics have recently become relevant as well [12–25]. For instance, cultured Madin–Darby canine kidney II (MDCK) cells are hypersensitive to compaction after knockdown of the polarity gene scribble, and their interaction with wild-type cells causes compaction of knockdown cells and elevation of p53 levels in them, resulting in cell death [16,26]. When apoptosis is density dependent, the density threshold determines the tolerant density specific to each cell population, and mixing proliferating cell populations possessing different thresholds will result in survival of the population with the highest threshold. This phenomenon can be explained by homeostatic cell density/pres- sure, a physics concept proposed by Basan et al. [27]. In addition, misspecification of a subset of cells in the wing imaginal disc of Drosophila can trigger actomyosin accumulation at the borders between normal and abnormal cells, leading to contraction at the cell interface [14,28]. When the population size of abnormal cells is small, the cells are eliminated by cell death via this contraction, and when the population size is intermediate, a cyst is created [14]. The contraction of apoptotic cells with an internal ring-like structure composed of F-actin has also been observed [29,30]. Furthermore, in the context of organ development, increased density causes live-cell extrusion, without apoptosis, from the apical or basal side of an epithelial sheet [19,20]. In this manner, mechanical elimination processes such as mechanically driven apoptosis and live-cell extrusion have been observed in many different species and tissues and have attracted attention as a potential mechanism of homeostasis or protection against cancer.

Mechanical elimination of abnormal cells has been investigated both experimentally and theoretically. While experimental research focuses on the examination of actual specific cells...
or tissues [19], one of the advantages of a theoretical approach is that it allows comprehensive examination of elimination conditions under various situations and understanding of the overall perspective of the elimination process. In our previous study, motivated by the above findings, using numerical simulations of a vertex dynamics model and mathematical analyses, we derived the general conditions for mechanically eliminating a single abnormal cell via contraction of the cell edge. The minimum force required for elimination (termed critical contractility) was given as a function of different quantities such as the mechanical and geometrical cell parameters on a targeted abnormal cell [31].

In contrast, in more realistic situations, abnormal cells continue to proliferate to form a population. Thus, in the present study, we numerically and analytically examined the conditions necessary for elimination of growing abnormal cell populations via contraction at the interface between normal and abnormal cells. Our analysis revealed two types of critical density in abnormal cell populations for achieving mechanical elimination of the populations. The first is a subtype of the homeostatic density previously introduced by Basan et al. [27] and is related to the mechanical stability of a single cell. The other is related to the mechanical stability as a cell population. The values of both densities are determined by tissue physical properties (e.g., bulk and shear moduli), and the smaller of the two is the critical density above which abnormal cell clusters are completely eliminated. In addition, the analytical solution we derived also provides a good estimate of the critical interfacial contractility required for eliminating abnormal cell clusters with different physical properties.

**Results**

**A vertex dynamics model for epithelial tissue growth simulation**

As stated in the Introduction, the mechanical elimination of abnormal cells has been reported under different situations. Here, we focus on the contraction force at the boundary between normal and abnormal cells as a mechanism for eliminating abnormal cell populations (Fig 1A) and examined the dependence of the elimination success rate on different factors using a 2D vertex dynamics model (see Methods), which describes the apical dynamics of epithelial cells [32–36]. Although the elimination of abnormal cells from the epithelium is a 3D process, here we focused on the conditions for elimination at the apical surface because shrinkage of the apical surface is initially observed in many cases of mechanical cell elimination [29].

In a vertex dynamics model, the physical properties of a cell population or tissue are determined by the coefficients of line tension ($\Lambda$) and perimeter elasticity ($\Gamma$); more quantitatively, the bulk ($K$) and shear ($G$) moduli are given as functions of $\Lambda$ and $\Gamma$ (see Methods and also Fig 1B (left) for contours of $K$ and $G$ in ($\Lambda$-$\Gamma$) space). The values of $K$ and $G$ are negatively correlated in a wide range of regions in ($\Lambda$-$\Gamma$) space (Fig 1B, right). For smaller values of $\Lambda$ and $\Gamma$, the tissue fluidity is higher [34,37,38]. As examples, according to the values of $\Lambda$ and $\Gamma$ estimated in previous works, MDCK cell monolayers are more fluid ($K = 3.2$ and $G = 0.71$) [29], whereas epithelial cells in the wing disc of Drosophila are less fluid, i.e., more solid ($K = 2.01$ and $G = 1.27$) [34]. In the following simulations and mathematical analysis, we examine the elimination conditions for tissues with different physical properties.

We considered two types of cells, normal and abnormal. Unless noted otherwise, both cell types were assumed to have the same physical parameters $\Lambda$ and $\Gamma$, except at the interface between normal and abnormal cells. Following our previous study on the mechanisms of mechanical elimination of a single abnormal cell [31], edge contraction was reflected by $\Lambda$; the coefficient between normal and abnormal cells was set as $\mu$-fold that between normal cells or between abnormal cells, where $\mu \geq 1$ (Fig 1C).
It was assumed that the two cell types exhibit different cell cycle durations ($t_N$ and $t_A$, respectively), with the cell cycle being shorter in an abnormal cell ($t_A$) than a normal cell ($t_N$) (see Methods regarding cell cycle modeling). Unless otherwise stated, the cell cycle of normal cells was set at infinity (i.e., the situation in which only abnormal cells proliferate was considered). Since abnormal cells generally continue to grow due to dysregulated proliferation, we also assumed that $t_A$ is independent of abnormal cell density [39–41]. Note that we included some randomness in the cell cycle time to avoid synchronous cell division [37].

We considered two scenarios for the simulations. Scenario 1 is a somewhat artificial and simplified situation in which an abnormal cell cluster with $N_0$ cells arises at a certain moment within a normal cell population, and immediately after its appearance, the interfacial contractile force comes into play; i.e., the coefficients of the interfacial edges were set to $\mu A$ (Fig 1C, top). The abnormal cell clusters were positioned to form a circle around the center of the normal tissue. After onset of the contractile force, the abnormal cells begin to divide. The reason
for evaluating the dynamics under this scenario is that, as we will see later, the densities (or average sizes) of normal and abnormal cells at the onset of the contractile force are the same, which simplifies the assumptions made when deriving the analytical solution for the elimination condition. Importantly, the basic logic behind the elimination dynamics examined in this simpler scenario, also holds in the more realistic Scenario 2 described next. Scenario 2 is a more realistic situation in which a single abnormal cell randomly arises within a large population of normal cells (e.g., ~1,000) and multiplies via cell division. Once the number of abnormal cells reaches $N_\theta$, contractile forces occur at the interface between the abnormal cells and surrounding normal cells (Fig 1C, bottom). This is under the assumption that surrounding normal cells can detect the appearance or existence of abnormal cells with some delay in the detection process, which should be correlated with the size of the abnormal cell population $N_\theta$. Thus, we dealt with $N_\theta$ as a parameter and examined the system dynamics for different values of $N_\theta$. Furthermore, as shown in Fig 1D, the stress state of normal cells at the interface shows a clear correlation with the number of abnormal cells, specifically between the minimum principal stress (compressive stress) $\sigma_2$ and the number of abnormal cells $N$, and between the difference in principal stress $\sigma_1 - \sigma_2$ and $N$; note that $\sigma_1 - \sigma_2$ is strongly correlated with cell shape [37] (see also [37,42] for the calculation of cell stress tensor). Thus, Scenario 2 can also be interpreted as a scenario in which the surrounding normal cells recognize the existence of abnormal cell populations by the change in tissue stress, the magnitude of which is a function of $N$; in fact, myosin activity is higher at the cell edge under tissue stress during tissue development (e.g., [43–45]). Under Scenario 2, the abnormal cell density at the onset of contractility is higher than that in the surrounding normal tissue, and as will be seen, the mathematical analysis of the elimination condition is a bit more complicated. In the following sections, the simulation results under Scenario 1 are shown unless otherwise noted.

Two types of phase diagrams for elimination success/failure

We performed numerical simulations for cells with different values of $K(\Lambda, \Gamma)$ and found two qualitatively different elimination mechanisms, depending on the tissue physical property $K$. In the case of tissues with lower fluidity (e.g., $K = 2$), three typical time courses for the number of abnormal cells were observed with the change in relative contractility $\mu$ (Fig 2A and 2B): (a) for smaller values of $\mu$, elimination failed, and the abnormal cell population continued growing (Fig 2A, top), (b) for sufficiently large values of $\mu$, complete elimination was successful (Fig 2A, bottom), and (c) for intermediate values of $\mu$, dynamic equilibrium or growth suspension was observed, in which the abnormal cell cluster maintained a certain size due to a balance between increasing cell number via proliferation and decreasing cell number via spontaneously occurring cell elimination due to mechanical instability (Fig 2A, middle). Regarding the growth suspension phase, finite time simulations cannot exactly determine if this equilibrium really exists in the limit of $t \to \infty$. In this study, when the total number of abnormal cells was smaller than a certain threshold over 100 cell cycles of an abnormal cell (i.e., $100r_A$), the resultant time course was classified as this phase. As shown in Fig 2B, the frequency of this phase slowly decreases with the simulation time, but in some simulations, this dynamic equilibrium state was observed to last a very long time (e.g., more than $10,000r_A$). Biologically, suppressing the expansion of abnormal cell populations over a long period is critical for individual survival, so here we adopted the above classification with three phases, not two, i.e., elimination success/failure. Furthermore, in the growth suspension phase, the size of the abnormal cell cluster remains almost constant for a long time and its size is dependent on the initial cluster size $N_\theta$ at the onset of interfacial contraction (Fig 2C, top), but interestingly, the cell density of the cluster is nearly constant independent of $N_\theta$ (denoted by $\rho^*$) (Fig 2C, bottom). Importantly,
Fig 2. Numerical simulations showed that there are two types of phase diagrams for elimination success/failure depending on the physical property of tissues. (A) Typical time course of the number of abnormal cells in cases of elimination failure (top), growth suspension (middle), and elimination success (bottom) under lower tissue fluidity. (B, E) The dependence of elimination success on interfacial contractility $\mu_A$ for tissues with lower fluidity (B) or higher fluidity (E); the frequencies of elimination failure (red), growth suspension (G.S.; black), and elimination success (green). Note that the growth suspension phase appeared when the tissue fluidity was lower. The frequencies at different time points are represented as lines with different transparencies; the curves for the different time points overlap in (E). Each point (i.e., circle, triangle, or cross) represents the average result at $t = 100\tau_I$ for 20 simulation runs. The thick lines were obtained by fitting the Hill functions (i.e., $f(x) = K^0(x^2 + K^0)$ for “Failure”, $g(x) = K^{\prime}(x^2 + K^{\prime})$ for “Success”, and $1 - f(x) - g(x)$ for “G.S.”). (C) The growth suspension phase showing that the size of the abnormal cell cluster remains nearly constant for a long period, with the size depending on the initial cluster size $N_0$ (bottom). Orange lines represent $N_0 = 100$ and blue lines $N_0 = 200$. (D, F) The time averages of the cell area $(1/\rho)$ for each simulation run in the case of $N_0 = 100$. For each $\mu$ value, the results from 20 simulation runs were plotted. For the tissue with lower fluidity (D), a plateau density $(\rho = \rho^*)$ appeared for intermediate values of $\mu$, suggesting that $\rho^*$ is the critical density associated with mechanical elimination of abnormal cell clusters. As shown later, $\rho^*$ is almost equal to the mechanical homeostatic cell density $\rho_1$ (see also Figs 3C and 4B). On the other hand, for the tissue with higher fluidity (F), $1/\rho$ is an upwardly convex function at smaller $\mu$ values, without a plateau density, before jumping to zero at a higher value of $\mu$. The cell density just before the jump, denoted as $\rho^*$, provides another critical density for mechanical elimination different from $\rho_1$ (see Fig 4C and the text for details). (G) The dependence of elimination success on interfacial contractility $\mu_A$ for different sets of mechanical parameters; the frequencies of elimination failure (red), growth suspension (black), and elimination success (green). Each curve was obtained using the same Hill function fitting explained above. It should be noted that the phase diagrams for elimination success/failure were similar for the sets of mechanical parameters yielding the same bulk modulus value $K(\Lambda, \Gamma)$. Each vertical broken line in the phase diagram shows the critical contractility $\mu_A(\Lambda, \Gamma)$ for different $\mu$ values, without a plateau density, before jumping to zero at a higher value of $\mu$. The cell density just before the jump, denoted as $\rho^*$, provides another critical density for mechanical elimination different from $\rho_1$ (see Fig 4C and the text for details).
the value of \( \rho^* \) was independent of the simulation time (S1 Fig). Plotting the average area of the abnormal cell (1/\( \bar{\rho} \)) against \( \mu \) for a given \( N_0 \) (see Methods for the definitions of \( \rho^* \) and \( \bar{\rho} \)) showed that 1/\( \bar{\rho} \) is a downwardly convex function for smaller values of \( \mu \). A range of \( \mu \) values in which \( \bar{\rho} \) is constant (i.e., \( \bar{\rho} = \rho^* \)) is observed, and 1/\( \bar{\rho} \) jumps to zero at a larger \( \mu \) (Fig 2D), suggesting that the density in the growth suspension phase \( \rho^* \) is a critical density associated with mechanical elimination of abnormal cell clusters.

On the other hand, when the tissue has higher fluidity (e.g., \( K = 3.2 \)), the profile of \( \bar{\rho} \) is qualitatively different from that when the tissue has lower fluidity; 1/\( \bar{\rho} \) is an upwardly convex function for smaller \( \mu \) values and decreases continuously with increasing \( \mu \) values, finally jumps to zero at a certain value of \( \mu \) without entering the growth suspension phase (Fig 2E and 2F). We denote the cell density just before the jump as \( \rho^{**} \), which appears to be another critical density associated with the mechanical elimination of abnormal cell clusters.

We examined the dynamics for different sets of mechanical parameters (\( \Lambda, \Gamma \)) and found that the phase diagrams for elimination success/failure were similar for the sets of mechanical parameters giving the same value of bulk modulus \( K(\Lambda, \Gamma) \) (Fig 2G). This indicates that tissue physical properties determine which density, i.e., \( \rho^* \) or \( \rho^{**} \), is critical for the mechanical elimination of abnormal cell clusters. It should be noted that none of the simulation results changed qualitatively when a small amount of noise was added to the system (e.g., the one obeying the Ornstein–Uhlenbeck process [46] to the coefficient of line tension \( \Lambda \)).

**Mechanical homeostatic cell density**

In the growth suspension phase for tissues with lower fluidity, a balance between the increase in the number of cells due to cell division and the decrease due to mechanical cell elimination was observed, while keeping a unique density in the number of cells due to cell division and the decrease due to mechanical cell elimination. This balance is considered to be equivalent to the concept of homeostatic density, defined as the cell density with a steady state between cell division and apoptosis, introduced earlier by Basan et al. [27]. To date, signaling pathways for density-dependent regulation of cell division or apoptosis have been reported in some experimental studies [15–17,19,20,47], and the threshold of this regulation is considered to determine the homeostatic density. Importantly, in our model, we did not explicitly introduce such a density threshold (note that the T2 threshold is much smaller than 1/\( \rho^* \) or 1/\( \rho^{**} \) and is not related to the focal density). In the growth suspension phase, as our previous study suggested, cell elimination is thought to occur spontaneously due to mechanical instability via saddle-node bifurcation when mechanical conditions allowing each cell to exist stably with a finite size are violated due to a density increase caused by cell division [31]. In fact, when cells continue to proliferate within a fixed wall (Fig 3A, left), they reach a plateau density specific to their mechanical parameters regardless of the size of the restricted space (Fig 3A, right). We call this mechanical homeostatic cell density \( \rho_1(\Lambda, \Gamma) \), as a subtype of homeostatic density defined previously. We confirmed that the value of \( \rho_1 \) was in close agreement with the density in the growth suspension phase \( \rho^* \), i.e., \( \rho^* \approx \rho_1 \) (Fig 2D).

At present, it is difficult to determine the exact value of \( \rho_1 \) from the physical properties, but it is possible to estimate it by statistical regression as follows. According to Lewis’s law [48], the average size of a polygonal cell is highly correlated with its number of sides. In a proliferating cell population in the growth suspension phase or within a fixed wall, an increase in cell number due to proliferation is balanced by mechanical cell elimination, and triangular and/or quadrilateral cells, which generally have smaller areas, are more likely to be eliminated compared with polygonal cells with a greater number of sides. For example, in the case of \( (\Lambda, \Gamma) = (0.12, 0.04) \), which corresponds to the physical properties of epithelial cells in the Drosophila wing disc [34], the distribution of the number of sides in simulations indicates that the
Fig 3. Mechanical homeostatic cell density and scaling of phase diagrams for elimination success/failure. (A) The simulation settings in which cells continue proliferating within a restricted space with a fixed boundary (gray cells; left). The dependency of the number of cells in the domain (black) and mean cell area (red) on the domain size $R$ (right). Each open circle indicates the temporal average of a single simulation run. The error bars indicate the standard deviation over time. (B) The distribution of the number of cell sides within an abnormal cell cluster in the growth suspension phase (black) and in a growing tissue composed of a single cell type under free boundary (white) and fixed boundary (gray) conditions. These histograms were obtained by the temporal average over a single simulation run. (C) The reciprocal values of mechanical homeostatic cell density $\rho_1 (\Lambda, \Gamma)$ by balancing with spontaneous mechanical cell elimination below which a regular polygon with $i$ edges can exist ($\rho_{MEC(i)}$; $i = 3$, blue; $i = 4$, green; $i = 5$, black) for different sets of mechanical parameters ($\Lambda, \Gamma$). (D) Pairwise plots of $1/\rho_1$ and $1/\rho_{MEC(i)}$ ($i = 3$, left; $i = 4$, middle; $i = 5$, right) showing their positive correlations. (E) Comparison of the values of $\rho_1$ and the multiple linear regression results $\rho_1$ for the nine different mechanical parameter sets (see also Eq (1)). The broken line represents $\rho_1 = \rho_1$. (F) A schematic diagram for the 2D Laplace’s law. At the interface, the energy is higher by $\Delta \mu = (\mu - 1)$ per unit edge length. $P_A$ and $P_B$ are the pressure within normal and abnormal cell populations, respectively, the difference in which is denoted by $\Delta P = P_A - P_B$. $R_n$ is the radius of the abnormal cell cluster (denoted by $R$) at mechanical equilibrium. (G, H) The frequencies of elimination failure (red), growth suspension (black), and elimination success (green) against the rescaled contractility $\Lambda_\Delta P/\sqrt{N_s}$ for the tissues with lower fluidity (G) or higher fluidity (H). The thin curves show the results (fitted by the Hill functions) for $N_s = 100, 150, 200, 250$, and the thick curves show the approximations using the Hill functions for all of the simulation data with four different values of $N_s$. In (A), (B), and (G), the parameter set ($\Lambda, \Gamma = 0.12, 0.04$) was used. In (C), (D), and (E), the nine parameter sets in Fig 1B were used. In (H), the parameter set ($\Lambda, \Gamma = 0.01, 0.025$) was used.

https://doi.org/10.1371/journal.pcbi.1010178.g003

The frequency of quadrilaterals in the growth suspension phase (or growth within a fixed wall) is significantly smaller than that for a growing tissue composed of a single cell type under the free boundary condition (Fig 3B). Previously, we showed analytically that the conditions under which each cell can exist in a mechanically stable manner are determined by the number of sides of the focal cell and the density of surrounding cells [31]; the analytical solution of the
upper limit of surrounding cell density below which a regular polygon with \( i \) edges can exist (denoted by \( \rho_{\text{MCE}(i)} \), where MCE stands for mechanical cell elimination) was obtained. The relationship \( \rho_{\text{MCE}(i)} < \rho_{\text{MCE}(j)} (i < j) \) holds, and the value of \( \rho_{\text{MCE}(i)} \) depends on the physical parameters \( (\Lambda, \Gamma) \) (Fig 3C). In the case of \( (\Lambda, \Gamma) = (0.12, 0.04) \), since the rate of elimination of quadrilaterals and the rate of proliferation of all abnormal cells are balanced under the growth suspension phase, \( \rho_1 \) is expected to be bounded by the density at which pentagons, but not quadrilaterals, can exist stably, and the inequality \( \rho_{\text{MCE}(4)} < \rho_1 < \rho_{\text{MCE}(5)} \) actually holds for \( \rho_1 \) value obtained by the simulations (Fig 3C). For another parameter set, the elimination rate of triangles and the proliferation rate of all abnormal cells are balanced, and the inequality \( \rho_{\text{MCE}}(3) < \rho_1 < \rho_{\text{MCE}}(4) \) holds true (e.g., \( (\Lambda, \Gamma) = (0.06, 0.055) \)) (Fig 3C). Interestingly, across different physical parameter sets, the values of \( \rho_1 \) and \( \rho_{\text{MCE}(i)} (i = 3, 4, 5) \) are strongly correlated with each other (Fig 3D), and the following multiple linear regression gives a very good fit (Fig 3E):

\[
\rho_1 \approx \sum_{i=1}^{5} c_i \rho_{\text{MCE}(i)},
\]

where \( c_i \) are constants. Since \( \rho_{\text{MCE}(i)} \) can be derived analytically for a given set of \( (\Lambda, \Gamma) \), \( \rho_1 \) can be predicted with high accuracy.

Regarding the critical density \( \rho^{**} \) in tissues with higher fluidity, \( \rho^{**} \) was unexpectedly different from \( \rho_1 \) (i.e., \( \rho^{**} \neq \rho_1 \)) (Fig 2F), suggesting that there is another critical cell density other than mechanical homeostatic density associated with the mechanical elimination of abnormal cell clusters. In a later section, we will derive approximate analytical solutions for elimination conditions by mathematical analysis and will clarify the differences in the elimination mechanism depending on the physical properties of tissues and how the values of \( \rho^*, \rho^{**}, \) and corresponding critical contractility are estimated.

Scaling of phase diagrams

Before addressing why the phase diagram differs depending on tissue physical properties, and how to determine the values of critical cell density and critical contractility necessary to achieve abnormal cell cluster elimination, we examined the dependence of phase diagram on the initial cluster size \( N_0 \). To achieve elimination success, the pressure difference between abnormal and normal tissues generated by interfacial tension derived from the relative contractility \( \Delta \mu = \mu - 1 \) must overcome the expansion of abnormal cells via proliferation. According to Laplace’s law, in the case of the vertex dynamics model, this pressure difference between the two tissues (denoted by \( \Delta P \)) is given by \( \Lambda \Delta \mu / R \), where \( R \) is the radius of the abnormal cell population (Fig 3F). Assuming that the square root of the number of abnormal cells at the onset of the contraction force, \( N_0 \), corresponds to \( R \), the phase diagram for elimination success/failure is expected to scale with \( \Lambda \Delta \mu / \sqrt{N_0} \). Fig 3G and 3H show the superimposed diagrams obtained by simulations for different \( N_0 \) values after rescaling the horizontal axis, demonstrating that the scaling relationship holds well. This scaling relationship was confirmed for different physical parameter sets (Fig 3G for a solid tissue and Fig 3H for a fluid tissue).

Mathematical analysis for the derivation of analytical solutions

To better understand the observations from numerical simulations, we attempted to derive the approximate analytical solutions for elimination conditions. Let us consider the following simplified situations (Fig 4A):

(i) The abnormal cell cluster is composed of \( N \) cells and has a rotationally symmetric circular shape with density \( \rho \). All abnormal cells have the same area \( a = 1/\rho \), do not proliferate, and are in mechanical equilibrium under a given contractility \( \mu \Lambda \).
Critical cell density for mechanical elimination of abnormal cell clusters

Fig 4. Mathematical analysis for deriving analytical solutions. (A) A simplified model for deriving approximate analytical solutions for elimination conditions (see main text for details). (B, C) Dependency of the cell area at equilibrium and its local stability (thick black curve) on interfacial contractility \( \mu A \) obtained by our approximate analytical solutions for tissues with lower fluidity (B) or higher fluidity (C) under Scenario 1. There are two types of characteristic cell density that can be critical for the mechanical elimination of abnormal cell clusters; one is mechanical homeostatic density \( \rho_1 \) (red horizontal broken line), and the other is related to mechanical stability as a population \( \rho_2 \) (gray). For tissues with lower fluidity (B), the inequality \( \rho_2 > \rho_1 \) holds. Thus \( \rho_1 \) is reached first when \( \mu \) increases and functions as a critical density for mechanical elimination, where the corresponding contractility is denoted by \( \mu_1 A \). On the other hand, for tissues with higher fluidity (C), \( \rho_2 < \rho_1 \) holds, and \( \rho_2 \) functions as the critical density, for which the corresponding contractility is \( \mu_2 A \). (D) Dependency of the cell area at equilibrium and its local stability on interfacial contractility for different sets of mechanical parameters under Scenario 1 (thick solid/dotted curves). The red and black vertical dotted lines represent \( \mu_1 A \) and \( \mu_2 A \), respectively, and are the same as those in Fig 2G, showing that the derived analytical solution explains the simulation results well. In theory, when \( \rho_2 > \rho_1 \), a growth
(ii) At the interface, simulations and analytical solutions. When the tissue fluidity is lower, the differences between suspension phase is expected. (E) The results of a similar analysis under Scenario 2; (bottom) phase diagram from the simulations and (top) analytical solutions. When the tissue fluidity is lower, the differences between suspension phase is expected. In (D), the nine parameter sets shown in Fig 1B were used. In (E), the three parameter sets \((\Lambda, \Gamma) = (0.01, 0.025), (0.06, 0.035),\) and \((0.12, 0.04)\) were used. All results were calculated for \(N_0 = 100.\)

https://doi.org/10.1371/journal.pcbi.1010178.g004

(iii) When \(\mu\) changes, only \(\rho\) (or \(a\)) changes, and the values of the other quantities \((N, n, k, A_N, L_N, \theta_1)\) do not change (see Fig 4A for the definition of angle \(\theta_1\)). Under these situations, we obtained the following force balance equation (see Methods for the derivation):

\[
\sqrt{a}^3 - 3q_1 \sqrt{a} + 2q_2 = 0, \tag{2A}
\]

\[
q_1 = \frac{A_N}{3} - 2\Gamma\left(1 + \frac{\pi}{n}\right), \tag{2B}
\]

\[
q_2 = \frac{\pi}{2nk} \mu \Lambda - \Gamma L_N\left(\frac{n - \pi}{2nk}\right). \tag{2C}
\]

Since Eq (2) is the cubic equation of \(\sqrt{a} (\equiv 1/\sqrt{\rho})\), the area or density of abnormal cells can be solved analytically for a given contractility \(\mu \Lambda\). When Eq (2) has finite positive real solutions, the abnormal cell cluster can exist; otherwise, the cluster disappears.

To calculate the roots of this equation, let us make the following additional assumptions about the quantities \(k, n, A_N,\) and \(L_N:\)

(iv) The shape of each interfacial abnormal cell is close to a regular hexagon, \(k \approx \sqrt{2/3}/3.\)

(v) Regarding \(n\), the relationship \(n \approx \sqrt{2\sqrt{3}\pi N}\) holds under assumption (iv) and for large \(N\) (see Methods). Here, we adopted \(N_0\) as the value of \(N.\)

(vi) The area and perimeter in the ground state in Eq (6) (see Methods) are good candidates for those of surrounding normal tissues, \(A_N\) and \(L_N.\) Note that we focused only on the parameter region in which the ground state is given as the regular hexagonal packing \([34,49]\). Then, the relationship \(A_N = (\sqrt{3}/24)L_N^2\) holds, where \(L_N\) is the root of \(L_N^3 + 8(12\Gamma - \sqrt{3})L_N + 48\Lambda = 0\) \([34,49]\).

Fig 4B and 4C show the dependency of the cell area \(a (\equiv 1/\rho)\) at the equilibrium of Eq (2) and its local stability on \(\mu \Lambda\) for a solid tissue with \((\Lambda, \Gamma) = (0.12, 0.04)\) and a fluid tissue with \((\Lambda, \Gamma) = (0.01, 0.025)\), respectively (see also Methods). With the change in \(\mu\), the number of equilibria varies. For a wide range of mechanical parameters, there is a bifurcation point at which positive real roots disappear (the black closed circle in Fig 4B); more rigorously, the bifurcation point appears when the tissue has a physical property for which \(q_1 > 0\) is satisfied in the cubic equation, Eq (2). We denote the area/density and relative contractility at this
bifurcation point as $a_2$ (or $\rho_2$) and $\mu_2 \Lambda$, respectively, and those values can be given analytically as follows:

$$\rho_2 = \frac{1}{q_i} = \frac{1}{A_N/3 - 2\Gamma(1 + \pi/n)}, \quad (3A)$$

$$\mu_2 \Lambda = k \frac{2n}{\pi} \left( \frac{A_N}{3} - 2\Gamma \left( 1 + \pi/n \right) \right)^{3/2} + \Gamma L_N \left( \frac{n}{\pi} - 1 \right). \quad (3B)$$

Unlike mechanical homeostatic density ($\rho_1$), which is determined only by the cell mechanical parameters ($\Lambda, \Gamma$), $\rho_2$ depends on $n$ ($\propto \sqrt{N}$); note that $A_N$ can be approximated as a function of ($\Lambda, \Gamma$) according to the above condition (vi). However, when the cluster size of abnormal cells is large enough, the effect of the term that includes $n$ can be neglected, and $\rho_2$ is also determined solely by the cell mechanical parameters. Importantly, for tissues with higher fluidity (or larger bulk modulus $K$), this density with respect to mechanical stability as the cell population $\rho_2$ is in close agreement with $\rho^\star$ observed in the simulations under Scenario 1 and is lower than the mechanical homeostatic cell density $\rho_1$; i.e., $\rho_2 \approx \rho^\star < \rho_1$ (Figs 2F and 4C). In contrast, for the tissues with lower fluidity, $\rho_2$ was larger than, and not consistent with, $\rho^\star$ ($\approx \rho_1$) (Figs 2D and 4B).

These results can explain the qualitative difference in the phase diagram depending on the tissue physical properties observed in the simulations (Figs 2G and 4D). For a given physical property, $\rho_1(\Lambda, \Gamma)$ and $\rho_2(\Lambda, \Gamma)$ are determined. Since the physical property determines which of these is smaller, the one that is reached first differs when $\mu$ increases; when $\rho_2 < \rho_1$, $\rho_2$ is the critical density for the elimination of abnormal cell clusters, and when $\rho_2 > \rho_1$, mechanical homeostatic cell density $\rho_1$ becomes the critical density. Intuitively, when tissue fluidity is higher, the bulk modulus is larger and the shear modulus smaller, rendering it easier for individual cells to deform but more difficult for them to alter their volume. Therefore, when the abnormal tissue is compressed, the mechanical stability as a cell population becomes the criterion for elimination. For this reason, $\rho_2$ can be interpreted as the critical density. On the other hand, when tissue fluidity is lower, it is easier for individual cells to change their volume. Thus, when the interfacial contractility increases, the mechanical stability of individual cells becomes critical for elimination. For this reason, $\rho_1$, which is strongly correlated with $\rho_{MCE(i)}$ ($i = 3, 4, 5$), as shown in Fig 3D, is the critical density.

The values of critical density and contractility necessary to achieve mechanical elimination of abnormal cell clusters differ depending on the scenario. Fig 4E shows the phase diagram obtained from simulations under Scenario 2 and the analytical solutions; it should be noted that under Scenario 2, condition (vi) was somewhat of an overestimation for the values of $A_N$ and $L_N$ probably because the abnormal cell density at the onset of the interfacial contraction was higher than that under Scenario 1. Thus we adopted the following modified condition (vi') for calculation of $\rho_2$ and $\mu_2 \Lambda$:

(vi') The values of the area and perimeter of the interfacial normal cells ($A_N$ and $L_N$, respectively) are estimated by solving the force balance equation Eq (2) when $\mu = 1$; i.e.,

$$A_N + \frac{\Gamma(n - \pi)}{nk_a^{\sqrt{a_0}}} L_N - a_0 - \frac{6\Gamma(n + \pi)}{n} - \frac{\pi\Lambda}{nk_a^{\sqrt{a_0}}} = 0, \quad (4)$$

where $a_0$ is the mean area of abnormal cells just before the onset of interfacial contraction, and
its value from the simulations was used. In addition, $A_N = (\sqrt{3}/24) L_N^2$ was also assumed as in condition (vi).

As shown in Fig 4E, the critical density/contractility predicted by the analytical solution was in good agreement with the simulation. Expectedly, the contraction force required for elimination was smaller under Scenario 2 than under Scenario 1 for a given set of $(\Lambda, \Gamma)$. One of the major differences in the results under Scenario 1 versus Scenario 2 is the gap between $\rho_1$ and $\rho_2$ and the disappearance of the bifurcation point in Scenario 2 for solid tissues (Fig 4E, right). This can be understood by Eqs (2B) and (3A); under Scenario 2, $A_N$ is smaller and $\rho_2$ larger; especially, when $A_N$ is less than $6\Gamma(1+n/n)$, $q_1$ becomes negative, and the bifurcation point disappears.

On the other hand, the force balance equation can also explain the scaling of the phase diagram observed in the simulations. Assuming that $n(n/\sqrt{N})$ is sufficiently large (specifically, $n \gg n$), for simplicity, Eq (2) can be rewritten as follows:

$$\frac{(\Delta \mu) \Lambda}{n} = \frac{(\mu - 1) \Lambda}{n} \approx \frac{\mu \Lambda}{n} \sqrt{N} \approx -\sqrt{\alpha} + (A_N - 6\Gamma) \frac{L_N}{k}.$$  \hfill (5)

Thus, the value of $\Lambda \Delta \mu / \sqrt{N_0}$ determines the success or failure of mechanical elimination of abnormal cells.

**Effects of the relative proliferation rate and the difference in physical properties between normal and abnormal cells**

Here, we show some other findings obtained from the simulations, in which Scenario 2 was used because it reflects more realistic situations in a biological sense.

(i) **Abnormal cells are eliminated more easily when their relative proliferation rate is higher.** In the above simulations, it was assumed that the normal cell cycle time was sufficiently long and negligible compared with that of the abnormal cell cycle time. Here, we explicitly considered the proliferation of normal cells and examined how the elimination success rate depends on the relative growth rate of abnormal cells to normal cells, $r = (1/\tau_A)/(1/\tau_N) = \tau_N/\tau_A$. Note that we modulated the relative proliferation rate by changing the cell cycle duration of normal cells while leaving that of abnormal cells unchanged. Fig 5A shows the phase diagram for $r = 1000, 100$, and $10$ for $(\Lambda, \Gamma) = (0.12, 0.04)$. Interestingly, when surrounding normal cells proliferate, and the relative proliferation rate of abnormal cells decreases, the abnormal cells become difficult to eliminate. That is, slower proliferation of abnormal cells promotes their growth as a population. This might be counterintuitive but can be explained as follows. When a cell divides, its daughter cells have on average fewer sides compared with the mother cell [50,51]. For example, a hexagonal cell divides into two pentagonal daughter cells in general (Fig 5B). Simultaneously, the two cells adjacent to the divided cell exhibit an increase in their number of edges (Fig 5B). As stated, the number of cell edges and the average cell size are positively correlated, referred to as Lewis’s law [48]. Therefore, the size of the adjacent cells that obtained new edges tends to increase. When normal cells proliferate at a high frequency (i.e., when the relative growth rate of abnormal cells is low), division of normal cells at the interface increases the number of sides and the size of the adjacent abnormal cells; this leads to an increased likelihood of outward expansion of the abnormal cell population and also acts as a perturbation at the interface, rendering it difficult to maintain the growth suspension phase (Fig 5B). Conversely, when normal cells do not proliferate, or their proliferation is sufficiently slow, abnormal cells lose their edges and areas at interfaces via cell division and are pushed inward by normal cells, resulting in higher density. As mentioned earlier, the condition for stable existence of each polygonal cell depends on the density or the average size of its
surrounding cells. In high-density cell populations, individual cells are sensitive to fluctuations in size due to the T1 process and/or division of surrounding cells, and the probability of them losing their stable equilibrium and disappearing via saddle-node bifurcation increases [31]. In a related study of the number of cell sides, Tsuboi et al. addressed the issue of which cell population fills the gap when cell death occurs at the interface between two proliferating cell populations [52]. Thus, for abnormal cells, rapid growth is not always an advantage.

(ii) Effects of differences in physical properties between normal and abnormal cells.

Above, we analyzed cases in which abnormal and normal cells have the same physical properties. However, there are known cases in which the physical properties differ between mutant and normal cells [26,53,54]. Thus, we investigated the effects of different physical properties between normal and abnormal cells on the elimination of abnormal cell clusters. Fig 5C shows a phase diagram for the case when abnormal cells are more fluid ($\Lambda_A, \Gamma_A = 0.12, 0.01$) and the surrounding normal cells more solid ($\Lambda_N, \Gamma_N = 0.12, 0.04$). The critical contractility $\mu A$ required for the elimination of abnormal cell clusters was somewhat smaller than (but not much different from) that in the case in which normal cells have the same physical property as abnormal cells. This difference can be explained as follows: when normal cells are solid, the large shear modulus renders the T1 process less likely to occur at the interface, and the abnormal cells are trapped within the normal cells, increasing their density and facilitating their elimination. On the other hand, Fig 5D shows the phase diagram when abnormal cells are solid ($\Lambda_A, \Gamma_A = 0.12, 0.04$) and normal cells are more fluid ($\Lambda_N, \Gamma_N = 0.12, 0.01$). The major difference from the case in which both cell types are solid is that the growth suspension phase was not observed. This is because the T1 process occurs more readily when the surrounding normal cells are fluid due to a smaller shear modulus, thus acting as a perturbation to the topology...
of interfacial abnormal cells and rendering it difficult to maintain the size of an abnormal cell population constant for longer. This also makes it more difficult to confine abnormal cells, leading to lower cell densities and an increase in the critical contractility $\mu A$ required for elimination success, compared with the case in which normal cells have the same physical properties as normal cells (i.e., solid).

**Discussion**

In this study, motivated by experimental observations, we theoretically evaluated the conditions necessary for the elimination of a growing abnormal cell population by mechanical contraction at the interface between normal and abnormal cell populations. The main result of this study is the numerical and analytical demonstration that there are two types of critical densities for mechanical elimination of abnormal cell populations, and both depend on tissue physical properties. One of these critical cell densities, $\rho_1$, is related to the homeostatic density previously introduced by Basan et al. [27]. However, we did not explicitly assume dependence of the abnormal cell proliferation rate on density, and the ability of the abnormal cell population to maintain a constant density $\rho_1$ even as it continues to proliferate is attributed to the spontaneous mechanical elimination of each cell. In this sense, $\rho_1$ is different from the original definition of homeostatic density, which explicitly assumes the dependence (i.e., threshold) of cell proliferation or death on density, and here we refer to $\rho_1$ as mechanical homeostatic cell density, the value of which is determined by cell mechanical parameters only. The other critical cell density, $\rho_2$, is a quantity related to the mechanical stability as a population, and it satisfies the cubic equation as shown in the force balance equation, Eq (2). Note that Eq (2) has the same form as that of the force balance equation for a single cell with interfacial contractility between adjacent cells, which was analyzed in our previous study [31]. For a given physical property of cells, when $\rho_2 > \rho_1$, $\rho_1$ is first reached as $\mu$ increases, providing the critical cell density required for mechanical elimination of the abnormal cell population, and vice versa. From the theoretical side, how the concepts of critical density developed here can be meaningfully generalized to a tensorial quantity (such as homeostatic stress tensor [55]) remains an important issue.

We also found counterintuitive properties, such as a negative correlation between the proliferation rate of abnormal cells and the likelihood of their expansion by escaping elimination. As might be obvious, in some cases of cell competition, the fast-growing cell populations win [21]. However, our results indicate that when contractile forces act on the interface between two cell populations (i.e., $\mu > 1$), rapid growth is not always an advantage. This would be an interesting point that can be verified experimentally. For example, in some experimental systems used to evaluate cell competition, it would be feasible to examine the effect on the elimination efficiency of abnormal cells when their relative growth rate is decreased by increasing the growth rate of normal cells, as we did in our simulation. In addition, it may be possible to demonstrate experimentally that the phase diagram for elimination success/failure can vary depending on the tissue physical properties, as shown by our simulations (Fig 2B and 2E). For example, the stiffness of human mesenchymal stem cells (hMSCs) depends on the substrate rigidity [56], and the stiffness of MDCK cells in the confluent state depends on the number of cells seeded [57]. Furthermore, it is also possible to induce local actomyosin activity and to control its intensity, in principle, using recent optogenetic techniques, which enable drawing a phase diagram by changing the contractility at the interface between normal and abnormal tissues.

The inability to describe the 3D effects of the cell elimination process is a limitation of our model. In our 2D model, the elimination of abnormal cells is indicated by their disappearance.
from the apical plane. However, as Bielmeier et al. reported experimentally, when the size of an abnormal cell population increases, it does not lose its apical surface but instead invaginates along the apico-basal plane and is eliminated after forming a cyst [14]. Extending our model to a 3D version might reveal conditions for mechanical cell elimination via apical exclusion and invagination followed by cyst formation, respectively.

In the current study, we assumed that the surrounding normal cells recognize the emergence of abnormal cells and that the contractile force at the interface between normal and abnormal cells increases once the abnormal cells reach a certain population size (in the case of Scenario 2). In real biological situations, some aspects of the signal transduction system involved in cell competition are known, although the recognition mechanisms are not wholly understood. Changes in the mechanical as well as chemical environment caused by the emergence of abnormal cells may provide a clue to their recognition. The possibility of mechanical recognition of abnormal cells would be an interesting issue both theoretically and experimentally to explore in the future.

**Methods**

**A vertex dynamics model**

In brief, in vertex dynamics models, each cell is represented as a polygon formed by linking several vertices, and the motion of each vertex obeys the following equations (non-dimensionalized version) [37]:

\[
\frac{dr_i}{dt} = -\frac{\partial U}{\partial r_i},
\]

\[
U = \sum_\alpha \frac{1}{2} (A_\alpha - 1)^2 + \sum_{\alpha<\beta} \Lambda_{\alpha\beta} l_{\alpha\beta} + \sum_\alpha \frac{\Gamma_\alpha}{2} L_\alpha^2,
\]

where \(r_i\) is the positional vector of the \(i\)-th vertex. The first term of the energy function \(U\) indicates an area constraint, where \(A_\alpha\) is the area of cell \(\alpha\). The second term represents the line tension and cell–cell adhesion at the edges between cell \(\alpha\) and cell \(\beta\), where \(l_{\alpha\beta}\) is the edge length, and \(\Lambda_{\alpha\beta}\) is the coefficient of line tension. The third term represents the perimeter elasticity, where \(L_\alpha\) is the perimeter of cell \(\alpha\), and \(\Gamma_\alpha\) is the coefficient of perimeter elasticity. \(\Lambda\) and \(\Gamma\) determine the physical properties of a cell population or tissue. Quantitatively, the bulk or shear modulus (denoted by \(K\) or \(G\), respectively) is an index characterizing the physical properties of the tissue and, in the case of the above vertex dynamics model, is given as follows [34,49]:

\[
K = 9\sqrt{3}(l_4(\Lambda, \Gamma))^2 + 8\sqrt{3}\Gamma - 2,
\]

\[
G = 12\sqrt{3}\Gamma + \sqrt{3}\Lambda/l_4(\Lambda, \Gamma) = 3(1 - A_4(\Lambda, \Gamma)),
\]

where \(l_4(\Lambda, \Gamma)\) and \(A_4(\Lambda, \Gamma)\) are the cell edge length and cell area at the ground state, respectively, with ground-state networks defined as the polygon configurations minimizing the energy function \(U\) for given physical parameters (\(\Lambda, \Gamma\)) within an infinite plane [34,49] (see Table 1 for the parameter values used in this study).

As a consequence of push–pull dynamics among cells in growing tissues, cellular rearrangement occurs. This rearrangement is driven by edge reconnections (T1 process) and occurs when the edge length is less than the T1 threshold \(\theta_{T1}\) [34,37]. Cell elimination occurs simply by removing a cell with an area less than the T2 threshold \(\theta_{T2}\) [31]. We mainly used \(\theta_{T1}/l = \)
\[ \theta_{T_1}/\bar{A} = 0.01, \] where \( \bar{A} \) is the average area of normal cells. We confirmed that the changes in the values of \( \theta_{T_1} \) and \( \theta_{T_2} \) had minor effects on our results; specifically, the relationships \( \rho_{\theta} = \rho_1 \) and \( \rho_{\theta^*} = \rho_2 \) still hold, although the mechanical homeostatic cell density \( \rho_1 \) changed slightly depending on \( \theta_{T_1} \) and \( \theta_{T_2} \) (please see below or the text for the definitions of \( \rho_1, \rho_2, \rho_{\theta} \), and \( \rho_{\theta^*} \) (S2 and S3 Figs).

In the simulations, the Euler method was used with the time step \( \Delta t = 0.0001 \), corresponding to 1/50000 of the cell cycle time, which is sufficiently small based on a previous study by Kursawe et al. [58]. As for boundary conditions, we tested both free and fixed boundary conditions and confirmed that the simulation results are qualitatively the same under both conditions; in this study, we show the simulation results under the free boundary condition.

### Model for the cell division

We introduced a clock representing the cycle for each cell. The clock progresses linearly with time. When the timer reaches a threshold \( \tau_A \) for abnormal cells and \( \tau_N \) for normal cells, the cell enters the mitotic phase of division. To prevent the synchronization of cell division, we included \( \pm 20\% \) randomness (uniformly distributed) into the cell cycle time. In most simulations, we used \( \tau_A = 5 \) and \( \tau_N = \infty \). As shown in S4 Fig, the intensity of the interfacial contractility necessary for eliminating abnormal cell clusters depends somewhat on the cell cycle time, but the phase diagram for elimination success/failure converges to a certain profile with increasing cell cycle time. For tissues with lower fluidity, the relationship \( \rho_{\theta^*} = \rho_1 \) holds well. For tissues with higher fluidity, the difference between \( \rho_{\theta^*} \) and \( \rho_2 \) becomes larger for larger \( \tau_A \), but both \( \rho_{\theta^*} \) and \( \rho_2 \) still show close values. During the mitotic phase, the target cell area increases linearly with time and thus the first term of Eq (6B) is replaced by \( (A_\alpha - (1 + bt))^2 / 2 \), where \( b \) is the growth rate of the target area, and we used \( b = 10 \). When the actual area of the focal cell \( (A_\alpha) \) doubles, the cell divides with an axis through its center, and the cell cycle clock is reset to zero. A recent study of the cell cycle suggested that some epithelial cells divide by adding a constant volume between consecutive division events [59]. Thus, we also tested this model, called the adder model; specifically, a cell divides when the actual area of the cell \( (A_\alpha) \) becomes \( A_\alpha + \delta A \), where \( \delta A \) is a fixed increment, rather than doubling (i.e., \( 2A_\alpha \)). We confirmed that this change in the rule of cell division has a very minor impact quantitatively on our results (S5 Fig).

Regarding cell division orientation, we performed simulations under the following two cases: (i) the orientation is determined randomly from the uniform distribution, and (ii) the

| Parameter | Description | Value |
|-----------|-------------|-------|
| \( (A, \Gamma) \) | Coefficient of line tension \( (A) \) and perimeter elasticity \( (\Gamma) \) | \((0.12, 0.04), (0.01, 0.025), (0.01, 0.047), (0.01, 0.069), (0.06, 0.015), (0.06, 0.035), (0.06, 0.055), (0.12, 0.015), (0.12, 0.021)\) |
| \( \theta_{T_1}/\bar{l} \) | T1 transition length threshold | 0.01–0.05 |
| \( \theta_{T_2}/\bar{A} \) | T2 transition area threshold | 0.01–0.05 |
| \( \Delta t \) | Time step | 0.0001 |
| \( \tau_A \) | Cell cycle duration of abnormal cells | 5, 25, 50, 100 |
| \( \tau_N \) | Cell cycle duration of normal cells | inf., 50, 500, 5000 |
| \( b \) | Growth rate of the target cell area during the mitotic phase | 10 |
| \( \delta A \) | Constant increment in target cell area for the adder division rule | 0.15 or 0.2 |

https://doi.org/10.1371/journal.pcbi.1010178.t001
division plane is perpendicular to the cell longitudinal axis (i.e., Hertwig’s law [60]). Since there was no qualitative difference in the results between these cases, we present simulation results for case (i).

**Definitions of characteristic densities**

Since multiple characteristic densities appear in this paper, we summarize them here. For each simulation run, the density of an abnormal cell population at time $t$, $\rho(t)$, was defined as

$$\rho(t) = \frac{N(t)}{\sum A_i(t)}$$

where $A_i(t)$ and $N(t)$ are the area of the $i$-th abnormal cell and the total number of abnormal cells, respectively. For each of these time profiles of density (S1B Fig), $\tilde{\rho}$, defined by

$$\tilde{\rho} \equiv \min \{ \rho(t) \},$$

was used as a quantity representing the time average of the density after the initial response to the interfacial contractile force, where $E_{RA}[\cdot]$ represents a moving average with a $\tau_A$ time window. In the case of elimination success, $1/\tilde{\rho}$ was defined as zero.

In the simulations for tissues with lower fluidity, a growth suspension phase was observed when the contractile force at the interface between abnormal and normal cells was moderate. In the growth suspension phase, the density was constant and depends on the cell mechanical parameters. This density observed in the simulation is called $\rho^*$; mathematically, $1/\rho^*$ is defined as the population average of $1/\tilde{\rho}$ for each sample path over all simulation runs showing the growth suspension phase, i.e., $1/\rho^* \equiv \langle 1/\tilde{\rho} \rangle_{GS}$. We showed that $\rho^*$ was in close agreement with mechanical homeostatic density (denoted as $\rho_1$), which is defined as the plateau density when cells continue to proliferate within a fixed wall. The value of $\rho_1$ depends on cell mechanical parameters but is independent of the size of the restricted space.

In the simulations for tissues with higher fluidity, another characteristic density related to mechanical elimination of abnormal cell clusters was observed, which we called $\rho^{**}$. $\rho^{**}$ was defined as the density under the critical contractile force (i.e., at the jump point). We found this density to be in good agreement with the density $\rho_2$, which is responsible for the mechanical stability of the abnormal cells as a population, where the value of $\rho_2$ was derived analytically.

**Derivation of force balance equation Eq (2) and stability of equilibria**

We considered a simplified model for deriving the approximate analytical solutions for elimination conditions (see the main text for the detailed settings and Fig 4A). The radial forces applied to the two interfacial vertices $V_1$ and $V_2$ (denoted by $F_1$ and $F_2$, respectively) of a boundary abnormal cell are given as follows:

$$F_1 = F_1 e_1 = [(1 - a) r \cos \theta_1 - 2 \mu A \sin \theta_1 - 12 \Gamma r \sin \theta_1],$$

$$- (1 - A_N) r \cos \theta_1 + \Lambda + 2 \Gamma L_N - 2 \Gamma L_N \sin \theta_1] e_1,$$

$$F_2 = F_2 e_2 = [(1 - a) r \cos \theta_2 - \Lambda + 12 \Gamma r \sin \theta_2 - 12 \Gamma r ]$$

$$- (1 - A_N) r \cos \theta_2 + 2 \mu A \sin \theta_2 + 2 \Gamma L_N \sin \theta_2] e_2,$$

where $e_1$ and $e_2$ are the unit vectors in the radial directions at $V_1$ and $V_2$, respectively (see Fig 4A and the main text for the definitions of $a$, $r$, $R$, $\Lambda$, $\Gamma$, $\mu$, $A_N$, $L_N$, $\theta_1$, and $\theta_2$). When the force is balanced in each vertex within the abnormal cell population, the radial component (along the direction of $e_1$) of the net force (denoted by $F$) applied to the focal abnormal cell on the interfacial side with normal cells is calculated as

$$F = F_1 + F_2 \cos \frac{\pi}{n} = F_1 + F_2 \left(1 - \sin^2 \frac{\pi}{2n}\right).$$
Using the sum-to-product formulas, the following relationships hold:

\[
\cos \theta_1 + \cos \theta_2 = 2B \cos \frac{\theta_1 - \theta_2}{2} = 2B \cos \frac{\pi}{2n},
\]

\[
\sin \theta_1 - \sin \theta_2 = 2B \sin \frac{\theta_1 - \theta_2}{2} = 2B \sin \frac{\pi}{2n},
\]

where \(B = \cos((\theta_1 + \theta_2)/2)\). In addition, for sufficiently large \(n\) and small \(\theta_1 + \theta_2\), the approximations \(\cos(\pi/(2n)) \approx 1\), \(\sin(\pi/(2n)) \approx 0\), \(\sin^2(\pi/(2n)) \approx 0\), and \(B \approx 1\) hold. Then, the right-hand side of Eq (9) becomes

\[
F_1 + F_2 \left(1 - \sin^2 \frac{\pi}{2n}\right)
\]

\[
= 2B(A_N - a)r \cos \frac{\pi}{2n} - 4B\mu A \sin \frac{\pi}{2n} - 4B \Gamma(L_N + 6r) \sin \frac{\pi}{2n} + 2\Gamma(L_N - 6r) - F_3 \sin^2 \frac{\pi}{2n}.
\]

\[
\approx 2 \left\{(A_N - a)r - \frac{\mu A}{n} + \frac{\pi \Gamma(L_N + 6r)}{n} + \Gamma(L_N - 6r)\right\}
\]

Under the assumptions that the shape of the abnormal cell cluster is rotationally symmetric, and that interfacial abnormal cells become similarly smaller with the increase in \(\mu\), the radial coordinate of the vertex \(V, x (= R)\), satisfies the following dynamics:

\[
\frac{dx}{dt} = \frac{dR}{dt} \propto \frac{d\sqrt{a}}{dt} \propto -F
\]

\[
\Leftrightarrow \frac{d\sqrt{a}}{dt} = -q_0 \left\{\sqrt{a}^3 - 3\left(A_N - 2\Gamma \frac{\pi}{n}\right)\sqrt{a} + \frac{\pi}{nk} \mu A - \Gamma L_N \left(\frac{n - \pi}{nk}\right)\right\}
\]

\[
\Leftrightarrow \frac{d\sqrt{a}}{dt} = -q_0 \left\{\sqrt{a}^3 - 3q_1 \sqrt{a} + 2q_2\right\}
\]

where \(\pi R^2 = Na\) was used in the first line; note that the number of abnormal cells in the cluster \(N\) is assumed to be constant in our model. \(q_0\) is a positive constant, and \(r = k\sqrt{a}\) was used to obtain the equation in the second line. \(q_1\) and \(q_2\) are defined by Eqs (2B) and (2C), respectively. At equilibrium, Eq (2A) is obtained.

The number of equilibrium points in Eq (12) depends on the values of \(q_1\) and \(q_2\). Setting \(f(x) = -(x^3 - 3q_1x + 2q_2)\), the stability of each equilibrium point \(\sqrt{a'} (= x')\) is determined by the sign of the first derivative at the equilibrium point, i.e., \(f'(x') = 3q_1 - (x')^2\). When \(q_1 \geq 0\), the cubic equation \(f(x)\) has no local minima/maxima, and the dynamics can have one or two non-negative equilibria depending on the value of \(q_2\). For \(q_2 < 0\), there is only one non-negative equilibrium \(x' > \sqrt{q_1}\), and it is stable because \(f(x') < 0\). For \(0 < q_2 < q_1\sqrt{q_1}\), there are two equilibria. Denoting them as \(x_{1+}^*\) and \(x_{1-}^*\) \((x_{1+}^* > x_{1-}^*)\), the larger one is stable and the smaller one unstable because \(x_{1+}^* > \sqrt{q_1}\) and \(x_{1-}^* < \sqrt{q_1}\). On the other hand, when \(q_1 < 0\), the cubic equation \(f(x)\) has no local minima/maxima, and when \(q_2 < 0\), the system has one equilibrium, which is stable because \(f(x') < 0\).

**Approximating the relationship between \(n\) and \(N\)**

Regarding the abnormal cell cluster as a circle of radius \(R\), its perimeter is given by \(2\sqrt{\pi Na}\), where \(\pi R^2 = Na\) was used. In addition, when each abnormal cell at the interface takes a shape
close to a regular hexagon, \( a \approx 3\sqrt{3}r^2/2 \) holds, and the perimeter is approximated as \( \sqrt{6\sqrt{3}\pi N}r \). The perimeter length is also calculated by connecting the convex vertices (such as \( V_1 \) in Fig 4A) of the interface abnormal cells, i.e., \( 2ncos\theta_2 \). From the equality of both, the relationship \( n = \sqrt{2\sqrt{3}\pi N} \) holds between \( n \) and \( N \), where we assumed that interface abnormal cells are regular hexagons (i.e., \( \theta_2 = \pi/6 \)).

Supporting information

S1 Fig. Dependence of \( 1/\rho^* \) on the simulation time and the time courses of \( \rho(t) \). (A) The value of \( 1/\rho^* \) was independent of the simulation time. (B) The time courses of cell density \( p(t) \) for different values of relative contractility \( \mu \). The cases of elimination failure (red), growth suspension phase (black), and elimination success (green) are shown. In (A) and (B), the parameter set \( (\Lambda, \Gamma) = 0.12, 0.04 \) was used.
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S2 Fig. Dependence of the simulation results on \( \theta_{T_1} \). (A, D) Comparison of phase diagrams for elimination success/failure between the cases with \( \theta_{T_1}/\bar{A} = 0.01 \) and \( \theta_{T_1}/\bar{A} = 0.05 \) for tissues with lower fluidity (A) and higher fluidity (D). (B, E) The dependence of the average cell area (\( 1/\bar{\rho} \)) on the interfacial contractility (\( \mu \bar{A} \)) for three values of \( \theta_{T_1}/\bar{A} \) for tissues with lower fluidity (B) and higher fluidity (E); left: 0.01; middle: 0.03; right: 0.05. Note that the mechanical homeostatic cell density (\( \rho_1 \)) depends slightly on the value of \( \theta_{T_1}/\bar{A} \) (see the text and Fig 3A for the definition of mechanical homeostatic density). (C) The difference between \( 1/\rho^* \) and \( 1/\rho_1 \) for different values of \( \theta_{T_1}/\bar{A} \) for tissues with lower fluidity. \( \rho_1 \) was very close to \( \rho^* \) for different values of \( \theta_{T_1}/\bar{A} \). (F) The difference between \( 1/\rho^* \) and \( 1/\rho_2 \) for different values of \( \theta_{T_1}/\bar{A} \) for tissues with higher fluidity. \( \rho_2 \) was very close to \( \rho^* \) for different values of \( \theta_{T_1}/\bar{A} \). In (A–C), \( (\Lambda, \Gamma) = 0.12, 0.04 \) was used, and in (D–F), \( (\Lambda, \Gamma) = 0.01, 0.025 \) was used.

(Supporting information)

S3 Fig. Dependence of the simulation results on \( \theta_{T_2} \). (A, D) Comparison of phase diagrams for elimination success/failure between the case with \( \theta_{T_2}/\bar{A} = 0.01 \) and that with \( \theta_{T_2}/\bar{A} = 0.05 \) for tissues with lower fluidity (A) and higher fluidity (D). (B, E) The dependence of the average cell area (\( 1/\bar{\rho} \)) on the interfacial contractility (\( \mu \bar{A} \)) for three values of \( \theta_{T_2}/\bar{A} \) for tissues with lower fluidity (B) and higher fluidity (E); left: 0.01; middle: 0.03; right: 0.05. Note that the mechanical homeostatic cell density (\( \rho_1 \)) depends slightly on the value of \( \theta_{T_2}/\bar{A} \). (C) The difference between \( 1/\rho^* \) and \( 1/\rho_1 \) for different values of \( \theta_{T_2}/\bar{A} \) for tissues with lower fluidity. The difference converges to zero with the decrease in \( \theta_{T_2}/\bar{A} \). The reason why the difference becomes non-negligible as \( \theta_{T_2}/\bar{A} \) increases is that the density in the growth suspension phase decreases due to the death of larger cells. (F) The difference between \( 1/\rho^* \) and \( 1/\rho_2 \) for different values of \( \theta_{T_2}/\bar{A} \) for tissues with higher fluidity. \( \rho_2 \) was very close to \( \rho^* \) for different values of \( \theta_{T_2}/\bar{A} \). In (A–C), \( (\Lambda, \Gamma) = 0.12, 0.04 \) was used, and in (D–F), \( (\Lambda, \Gamma) = 0.01, 0.025 \) was used.

(Supporting information)

S4 Fig. Dependence of the simulation results on the cell cycle time \( \tau_A \). (A, D) Comparison of phase diagrams for elimination success/failure among the cases with different cell cycle durations of abnormal cells for tissues with lower fluidity (A) and higher fluidity (D). The profile for elimination success/failure shifts depending on the cell cycle duration, but the phase diagram converges to a certain profile as the cell cycle duration increases. (B, E) The dependence of the average cell area (\( 1/\bar{\rho} \)) on the interfacial contractility (\( \mu \bar{A} \)) for different cell cycle durations of abnormal cells for tissues with lower fluidity (B) and higher fluidity (E). (C) The
difference between $1/\rho^*$ and $1/\rho_1$ for different cell cycle durations for tissues with lower fluidity. $\rho_1$ was very close to $\rho^*$ independently of cell cycle durations. (F) The difference between $1/\rho^*$ and $1/\rho_2$ for different cell cycle durations for tissues with higher fluidity. For larger $\tau_A$, the difference was larger (but not significant). This is thought to be because the density of abnormal cells becomes slightly smaller when there is sufficient time for area relaxation after division. In (A–C), ($\Lambda, \Gamma = 0.12, 0.04$) was used, and in (D–F), ($\Lambda, \Gamma = 0.01, 0.025$) was used.

EPS

S5 Fig. Dependence of the simulation results on the cell division rule. (A, D) Comparison of phase diagrams for elimination success/failure between two different cell division rules (doubling and adder) for tissues with lower fluidity (A) and higher fluidity (D). The profile was not affected by the division rules. (B, E) The dependence of the average cell area ($1/\bar{\rho}$) on the interfacial contractility ($\mu \Lambda$) for both division rules for tissues with lower fluidity (B) and higher fluidity (E): doubling (left) and adder (right). Note that the mechanical homeostatic cell density ($\rho_1$) depends slightly on the division rules. (C) The difference between $1/\rho^*$ and $1/\rho_1$ for two different cell division rules for tissues with lower fluidity. $\rho_1$ was very close to $\rho^*$ independently of the division rules. (F) The difference between $1/\rho^*$ and $1/\rho_2$ for two different cell division rules for tissues with higher fluidity. $\rho_2$ was very close to $\rho^*$ independently of the division rules. In (A–C), ($\Lambda, \Gamma = 0.12, 0.04$) was used, and in (D–F), ($\Lambda, \Gamma = 0.01, 0.025$) was used.

EPS

Author Contributions

Conceptualization: Sang-Woo Lee, Yoshihiro Morishita.

Formal analysis: Sang-Woo Lee, Yoshihiro Morishita.

Funding acquisition: Sang-Woo Lee, Yoshihiro Morishita.

Investigation: Sang-Woo Lee, Yoshihiro Morishita.

Project administration: Yoshihiro Morishita.

Software: Sang-Woo Lee.

Supervision: Yoshihiro Morishita.

Validation: Sang-Woo Lee, Yoshihiro Morishita.

Visualization: Sang-Woo Lee.

Writing – original draft: Yoshihiro Morishita.

Writing – review & editing: Sang-Woo Lee, Yoshihiro Morishita.

References

1. Morata G, Ripoll P. Minutes: Mutants of Drosophila autonomously affecting cell division rate. Dev Biol. 1975; 42: 211–221. https://doi.org/10.1016/0012-1606(75)90330-9 PMID: 1116643

2. Bowling S, Lawlor K, Rodrı́guez TA. Cell competition: The winners and losers of fitness selection. Dev. 2019; 146. https://doi.org/10.1242/dev.167486 PMID: 31278123

3. Moreno E, Baslier K, Morata G. Cells compete for decapentaplegic survival factor to prevent apoptosis in Drosophila wing development. Nature. 2002; 416: 755–9. https://doi.org/10.1038/416755a PMID: 11961558

4. Brumby AM, Richardson HE. scribble mutants cooperate with oncogenic Ras or Notch to cause neoplastic overgrowth in Drosophila. EMBO J. 2003; 22: 5769–5779. https://doi.org/10.1093/emboj/cdg548 PMID: 14592975
5. Moreno E, Basler K. dMyc transforms cells into super-competitors. Cell. 2004; 117: 117–129. https://doi.org/10.1016/s0092-8674(04)00262-4 PMID: 15066287

6. de la Cova C, Abril M, Bellosta P, Gallant P, Johnston LA. Drosophila myc regulates organ size by inducing cell competition. Cell. 2004; 117: 107–116. https://doi.org/10.1016/s0092-8674(04)00214-4 PMID: 15066286

7. Igaki T, Pagliarini RA, Xu T. Loss of Cell Polarity Drives Tumor Growth and Invasion through JNK Activation in Drosophila. Curr Biol. 2006; 16: 1139–1146. https://doi.org/10.1016/j.cub.2006.04.042 PMID: 16753569

8. Tyler DM, Li W, Zhuo N, Pellock B, Baker NE. Genes affecting cell competition in drosophila. Genetics. 2007; 175: 643–657. https://doi.org/10.1534/genetics.106.061929 PMID: 17110495

9. Menéndez J, Pérez-Garijo A, Calleja M, Morata G. A tumor-suppressing mechanism in Drosophila involving cell competition and the Hippo pathway. Proc Natl Acad Sci. 2010; 107: 14651–6. https://doi.org/10.1073/pnas.1009376107 PMID: 20679206

10. Tamori Y, Bialucha CU, Tian AG, Kajita M, Huang YC, Norman M, et al. Involvement of Lgl and mahjong/VprBP in cell competition. PLoS Biol. 2010; 8. https://doi.org/10.1371/journal.pbio.1000422 PMID: 20644714

11. Sancho M, Di-Gregorio A, George N, Pozzi S, Sánchez JM, Pernaute B, et al. Competitive interactions eliminate unfit embryonic stem cells at the onset of differentiation. Dev Cell. 2013; 26: 19–30. https://doi.org/10.1016/j.devcel.2013.06.012 PMID: 23867226

12. Parker J. Control of Compartment Size by an EGF Ligand from Neighbor Cells. Curr Biol. 2006; 16: 2058–2065. https://doi.org/10.1016/j.cub.2006.08.092 PMID: 17055987

13. Toyama Y, Peralta XG, Wells AR, Kiehart DP, Edwards GS. Apoptotic force and tissue dynamics during Drosophila embryogenesis. Science (80-). 2008; 321: 1683–6. https://doi.org/10.1126/science.1157052 PMID: 18802000

14. Bielmeier C, Alt S, Weichselberger V, La Fortezza M, Harz H, Jülicher F, et al. Interface Contractility between Differently Fated Cells Drives Cell Elimination and Cyst Formation. Curr Biol. 2016; 26: 563–574. https://doi.org/10.1016/j.cub.2015.12.063 PMID: 26853359

15. Levayer R, Dupont C, Moreno E. Tissue Crowding Induces Caspase-Dependent Competition for Space. Curr Biol. 2016; 26: 670–677. https://doi.org/10.1016/j.cub.2015.12.072 PMID: 26894741

16. Wagstaff L, Goschorska M, Kozyrska K, Duclos G, Kucinski I, Chessel A, et al. Mechanical cell competition kills cells via induction of lethal p53 levels. Nat Commun. 2016; 7: 11373. https://doi.org/10.1038/ncomms11373 PMID: 27109213

17. Valon L, Levayer R. Dying under pressure: cellular characterisation and in vivo functions of cell death induced by compaction. Biol Cell. 2019; 111: 51–66. https://doi.org/10.1111/boc.201800075 PMID: 30609052

18. Meghana C, Ramdas N, Hameed FM, Rao M, Shivashankar G V, Narasimha M. Integrin adhesion drives the emergent polarization of active cytoskeletal stresses to pattern cell delamination. Proc Natl Acad Sci. 2011; 108: 9107–12. https://doi.org/10.1073/pnas.1018652108 PMID: 21571643

19. Eisenhoffer GT, Loftus PD, Yoshigi M, Otsuna H, Chien C-B, Morcos PA, et al. Crowding induces live cell extrusion to maintain homeostatic cell numbers in epithelia. Nature. 2012; 484: 546–549. https://doi.org/10.1038/nature10999 PMID: 22504183

20. Marinari E, Menhonic A, Curran S, Gale J, Duke T, Baum B. Live-cell delamination counterbalances epithelial growth to limit tissue overcrowding. Nature. 2012; 484: 542–545. https://doi.org/10.1038/nature10984 PMID: 22504180

21. Vincent J-P, Fletcher AG, Baena-Lopez LA. Mechanisms and mechanics of cell competition in epithelia. Nat Rev Mol Cell Biol. 2013; 14: 581–91. https://doi.org/10.1038/nrm3639 PMID: 23942450

22. Etournay R, Popović M, Merkel M, Nandi A, Blasse C, Aigouy B, et al. Interplay of cell dynamics and epithelial tension during morphogenesis of the Drosophila pupal wing. Elife. 2015; 4. https://doi.org/10.7554/elife.07090 PMID: 26102528

23. Guirao B, Rigaud SU, Bosveld F, Baillès A, Lopez-Gay J, Ishihara S, et al. Unified quantitative characterization of epithelial tissue development. Elife. 2015; 4: e08519. https://doi.org/10.7554/elife.08519 PMID: 26653285

24. Kursawe J, Brodskiy PA, Zartman JJ, Baker RE, Fletcher AG. Capabilities and Limitations of Tissue Size Control through Passive Mechanical Forces. PLoS Comput Biol. 2015; 11: 1–26. https://doi.org/10.1371/journal.pcbi.1004679 PMID: 26713738

25. Monier B, Gettings M, Gay G, Mangeat T, Schott S, Guamer A, et al. Apico-basal forces exerted by apoptotic cells drive epithelium folding. Nature. 2015; 518: 245–248. https://doi.org/10.1038/nature14152 PMID: 25607361
Critical cell density for mechanical elimination of abnormal cell clusters

26. Bove A, Gradeci D, Fujita Y, Banerjee S, Charras G, Lowe AR. Local cellular neighborhood controls proliferation in cell competition. Mol Biol Cell. 2017; 28: 3215–3228. https://doi.org/10.1091/mbc.E17-06-0368 PMID: 28931601

27. Basan M, Risler T, Joanny JF, Sastre-Garau X, Prost J. Homeostatic competition drives tumor growth and metastasis nucleation. HFSP J. 2009; 3: 265–272. https://doi.org/10.2976/1.3086732 PMID: 2119483

28. Bosveld F, Guirao B, Wang Z, Rivière M, Bonnet I, Graner F, et al. Modulation of junction tension by tumor suppressors and proto-oncogenes regulates cell-cell contacts. Development. 2016; 143: 623–634. https://doi.org/10.1242/dev.127993 PMID: 26811379

29. Kuipers D, Meiring JCM, Acharya BR, Matthews DR, Verma S, Han SP, et al. Coronin 1B Reorganizes Ectodermal Cells. J Cell Sci. 2014; 127: 1229–1241. https://doi.org/10.1242/jcs.138289 PMID: 24463819

30. Michael M, Meiring JCM, Acharya BR, Matthews DR, Verma S, Han SP, et al. Coronin 1B Reorganizes Ectodermal Cells. J Cell Sci. 2014; 127: 1229–1241. https://doi.org/10.1242/jcs.138289 PMID: 24463819

31. Honda H. Description of cellular patterns by Dirichlet domains: The two-dimensional case. J Theor Biol. 1978; 72: 523–543. https://doi.org/10.1016/0022-5193(78)90315-6 PMID: 672241

32. Nagai T, Honda H. Computer simulation of wound closure in epithelial tissues: Cell-basal-lamina adhesion. Phys Rev E. 2009; 80: 61903. https://doi.org/10.1103/PhysRevE.80.061903 PMID: 20365186

33. Farhadifar R, Roper JC, Aigouy B, Eaton S, Julicher F. The influence of cell mechanics, cell-cell interactions, and proliferation on epithelial packing. Curr Biol. 2007; 17: 2095–2104. https://doi.org/10.1016/j.cub.2007.11.049 PMID: 18082406

34. Fletcher AG, Osborne JM, Maini PK, Gavaghan DJ. Implementing vertex dynamics models of cell populations in biology within a consistent computational framework. Prog Biophys Mol Biol. 2013; 113: 299–326. https://doi.org/10.1016/j.pbiomolbio.2013.09.003 PMID: 24120733

35. Hironaka K, Morishita Y. Cellular sensory mechanisms for detecting specific fold-changes in extracellular cues. Biophys J. 2014; 106: 279–288. https://doi.org/10.1016/j.bpj.2013.10.039 PMID: 24411260

36. Lee SW, Morishita Y. Possible roles of mechanical cell elimination intrinsic to growing tissues from the perspective of tissue growth efficiency and homeostasis. PLoS Comput Biol. 2017. https://doi.org/10.1371/journal.pcbi.1005651 PMID: 28704373

37. Bi D, Lopez JH, Schwarz JM, Manning ML. A density-independent rigidity transition in biological tissues. Nat Phys. 2015; 11: 1074–1079. https://doi.org/10.1038/nphys3471

38. Wang HB, Dembo M, Wang YL. Substrate flexibility regulates growth and apoptosis of normal but not transformed cells. Am J Physiol—Cell Physiol. 2000; 279: 1345–1350. https://doi.org/10.1152/ajpcell.2000.279.5.c1345 PMID: 11029281

39. Reischauer S, Levesque MP, Nüsslein-Volhard C, Sonawane M, Lgl2 executes its function as a tumor suppressor by regulating ErbB signaling in the zebrafish epidermis. PLoS Genet. 2009; 5. https://doi.org/10.1371/journal.pgen.1000720 PMID: 19766563

40. Cicalese A, Bonizzi G, Pasi CE, Faretta M, Ronzoni S, Giulini B, et al. The Tumor Suppressor p53 Regulates Polarity of Self-Renewing Divisions in Mammary Stem Cells. Cell. 2009; 138: 1083–1095. https://doi.org/10.1016/j.cell.2009.06.048 PMID: 19765663

41. Ishihara S, Sugimura K. Bayesian inference of force dynamics during morphogenesis. J Theor Biol. 2012; 313: 201–211. https://doi.org/10.1016/j.jtbi.2012.08.017 PMID: 22939902

42. Fernandez-Gonzalez R, Simoes S de M, Röper JC, Eaton S, Zallen JA. Myosin II Dynamics Are Regulated by Tension in Intercalating Cells. Dev Cell. 2009; 17: 736–743. https://doi.org/10.1016/j.devcel.2009.09.003 PMID: 19879198

43. Zulueta-Coarasa T, Fernandez-Gonzalez R. Dynamic force patterns promote collective cell movements during embryonic wound repair. Nat Phys. 2018; 14: 750–758. https://doi.org/10.1038/s41567-018-0111-2

44. Duda M, Kirkland NJ, Khalighiabi N, Tozluoglu M, Yuen AC, Carpi N, et al. Polarization of Myosin II Refines Tissue Material Properties to Buffer Mechanical Stress. Dev Cell. 2019; 48: 245–260.e7. https://doi.org/10.1016/j.devcel.2018.12.020 PMID: 30695698

45. Curran S, Strandkviæ C, Bathmann J, de Gennes M, Kabla A, Salbreux G, et al. Myosin II Controls Junction Fluctuations to Guide Epithelial Tissue Ordering. Dev Cell. 2017; 43: 480–482.e6. https://doi.org/10.1016/j.devcel.2017.09.018 PMID: 29107560
47. Gudipaty SA, Lindblom J, Loftus PD, Redd MJ, Edes K, Davey CF, et al. Mechanical stretch triggers rapid epithelial cell division through Piezo1. Nature. 2017; 543: 118–121. https://doi.org/10.1038/nature21407 PMID: 28199303

48. Lewis FT. The correlation between cell division and the shapes and sizes of prismatic cells in the epidermis of cucumis. Anat Rec. 1928; 38: 341–376. https://doi.org/10.1002/ar.1090380305

49. Staple DB, Farhadifar R, Roper JC, Aigouy B, Eaton S, Julicher F. Mechanics and remodelling of cell packings in epithelia. Eur Phys Jour E. 2010; 33: 117–127. https://doi.org/10.1140/epje/i2010-10677-0 PMID: 21082210

50. Gibson MC, Patel AB, Nagpal R, Perrimon N. The emergence of geometric order in proliferating metazoan epithelia. Nature. 2006; 442: 1038–41. https://doi.org/10.1038/nature05014 PMID: 16900102

51. Patel AB, Gibson WT, Gibson MC, Nagpal R. Modeling and inferring cleavage patterns in proliferating epithelia. PLoS Comput Biol. 2009; 5. https://doi.org/10.1371/journal.pcbi.1000412 PMID: 19521504

52. Tsuboi A, Umetzu D, Kuranaga E, Fujimoto K. Inference of Cell Mechanics in Heterogeneous Epithelial Tissue Based on Multivariate Clone Shape Quantification. Front Cell Dev Biol. 2017; 5. https://doi.org/10.3389/fcell.2017.00068 PMID: 28824908

53. Butcher DT, Alliston T, Weaver VM. A tense situation: Forcing tumour progression. Nat Rev Cancer. 2009; 9: 108–122. https://doi.org/10.1038/nrc2544 PMID: 19165226

54. Alibert C, Goud B, Manneville J-B. Are cancer cells really softer than normal cells? Biol Cell. 2017; 109: 167–189. https://doi.org/10.1111/boc.201600078 PMID: 28244605

55. Ambrosi D, Guana F. Stress-Modulated Growth. Math Mech Solids. 2007; 12: 319–342. https://doi.org/10.1177/1081286505059739

56. Tee SY, Fu J, Chen CS, Janmey PA. Cell shape and substrate rigidity both regulate cell stiffness. Biophys J. 2011; 100: L25–L27. https://doi.org/10.1016/j.bpj.2010.12.3744 PMID: 21354386

57. Nehls S, Nöding H, Karsch S, Ries F, Janshoff A. Stiffness of MDCK II Cells Depends on Confluency and Cell Size. Biophys J. 2019; 116: 2204–2211. https://doi.org/10.1016/j.bpj.2019.04.028 PMID: 31126583

58. Kursawe J, Baker RE, Fletcher AG. Impact of implementation choices on quantitative predictions of cell-based computational models. J Comput Phys. 2017; 345: 752–767. https://doi.org/10.1016/j.jcp.2017.05.048

59. Cadart C, Monnier S, Grilli J, Sáez PJ, Srivastava N, Attia R, et al. Size control in mammalian cells involves modulation of both growth rate and cell cycle duration. Nat Commun. 2018; 9. https://doi.org/10.1038/s41467-018-05393-0 PMID: 30115907

60. Hertwig O. Das Problem der Befruchtung und der Isotropie des Eies, eine Theory der Vererbung. Jenaische Zeitschrift fuer Naturwiss. 1884.