The Global Kernel $k$-means Clustering Algorithm for Cerebral Infarction Classification
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Abstract. Cerebral infarction is the death of neurons, glia cells and blood vessel systems caused by a lack of oxygen and nutrients. This situation is often called stroke. Common causes of neuron damage are hypoxia, which is caused by impaired blood flow, reduced oxygen pressure in blood circulation, toxins, and hypoglycemia which can result in the same morphological changes as morphological changes in hypoxia. Hypoxia is reduced oxygen pressure in the alveoli, resulting in hypoxemia which can cause hypoxic brain tissue. The initial stage of ischemic neurons is characterized by the formation of micro vacuolization, which is characterized by the size of the cells that are still normal or slightly reduced, the nucleus shrinks slightly, vacuoles occur in the perikaryon region. This micro vacuole can be found in neurons in hippocampus and cortical 5-15 minutes after hypoxia. The final sign of cell damage due to ischemia is characterized by the nucleus becoming pyknotic and fragmented. To classify cerebral infarction, the author uses the global k-means clustering algorithm as a classification method that shows that the method has good accuracy, good memory, and good precision in classifying cerebral infarction. In this proposed method, the global kernel k-means clustering algorithm is an extension of the standard k-means clustering algorithm and has been used to identify or classify clusters that are non-linearly separated in space input. This method adds one cluster at each stage through a global search process consisting of several k-means kernel executions from the appropriate initialization. Therefore, this method can make good classification accuracy. In particular, this achieves classification accuracy of up to 78% for the highest accuracy.

1. Introduction

Stroke is a cerebrovascular disease that is often found in developed countries, such as Indonesia [1]. Stroke is a serious type of disease. About 30% of stroke patients die within 3 months, and 20% of stroke patients are more severe, and 50% of stroke patients can restore their self-care abilities. Where factors that influence recovery depend on the severity of brain damage.

Stroke is caused by blockages (infarction) or rupture of blood vessels that carry oxygen and nutrients to the brain [2] so that the brain does not get the blood and oxygen needed and causes the death of brain cells [3]. Stroke is caused by several factors, that is hypertension, smoking, unhealthy diet, lack of physical activity, high blood pressure, increased blood sugar and increased blood lipid profile [4].

Hypertension is the most important risk factor [5], which can increase the risk of stroke by about two to four times [6]. Increased blood pressure will cause cerebral constriction. If blood pressure rises
in a period of months or longer than years, it will be accounted for in the cerebral blood muscle layer so that the blood vessel's lumen diameter will remain. If that happens, it can cause the cerebral arteries to not constrict to overcome fluctuations in systemic blood pressure [6].

Stroke is classified into two types, namely hemorrhagic stroke and non-hemorrhagic (ischemic) stroke [7]. Hemorrhagic stroke is a stroke caused by weak blood exploding and bleeding to the brain and its surroundings which causes damage to brain cells so that it cannot work properly [8]. Whereas ischemic stroke is a stroke caused by thrombotic or thromboembolic blockages in the arteries [5]. This blockage of the arteries to the brain causes disruption of blood flow to the brain so that brain cells cannot make enough energy and will stop working [9].

Ischemic stroke is not only caused by clogged arteries to the brain, but can also be caused by the use of drugs, blood clotting disorders, or traumatic damage to neck veins [9]. The number of stroke patients is estimated to reach 85% of the number of strokes that occur [10]. Ischemic stroke is a major cause of disability in the world. In ischemic stroke, cerebral infarction is a more common condition [7]. Cerebral infarction is the death of neurons, blood cells and blood vessel systems caused by a lack of oxygen and nutrients [11].

Stroke affects each person differently, there are some people who need more time to recover [9]. Recovery from physical, social and emotional changes. Treatment for stroke usually starts with hospital treatment. Stroke rehabilitation requires good coordination between patients, families, doctors, nurses, physical therapists, psychologists, and others. Aspects of certain aspects of stroke rehabilitation have been well established in clinical practice and are a standard of care, for example providing physical therapy for patients with early stroke [9].

Treatment or treatment of stroke can also be done through antihypertensive therapy. Antihypertensive administration is given with consideration not only to the brain but also to other damage, such as the heart and kidneys. In addition, strokes need to be avoided, also need to modify the lifestyle of not smoking, not drinking alcohol and not using cocaine [6]. There are several studies that have addressed this resampling technique, including Z Rustam et al., Which classifies unbalanced datasets to predict cerebral infarction. The modeling technique used is Hybrid Preprocessing Method for Support Vector Machine[7].

In this study, we used the Global Kernel $k$-means Clustering Algorithm to classify datasets of cerebral infarction in the brain using data obtained from the Radiology Laboratory at Cipto Mangunkusumo Hospital, Indonesia. In this proposed method, the global $k$-means clustering algorithm is an extension of the standard $k$-means clustering algorithm and has been used to identify or classify clusters that are non-linearly separated in space input. This method adds one cluster at each stage through a global search process consisting of several $k$-means kernel executions from the appropriate initialization. By using the $k$-means kernel, the algorithm works in stages by solving all problems $1, \ldots, M$ clusters. This algorithm combines the global advantages of $k$-means and the $k$-means kernel so as to avoid the limitations of both $k$-means [12].

2. Method

2.1 Clustering

Clustering aims to group similar patterns such as features or data items into certain categories and specifically for classification. Many grouping algorithms have been designed to meet needs, such as efficiency and accuracy, each of which has advantages and disadvantages[13].

2.2 Kernel K-Means Clustering

To group data that is not liner inseparable in the original feature space, the $k$-means grouping is extended to the kernel version. However, the workings of the $k$-means kernel depend on the choice of kernel functions, so many kernel learning has been introduced to $k$-means clustering to get the optimal kernel combination[14].

Some basic structures are taken from the existing $k$-means grouping approach. The resulting kernel $k$-means clustering algorithm is[13]:

- Initialization: $K$ is chosen randomly in the dataset as the initial centroid $c_p$, $1 \leq p \leq K$.
Clustering: Similarity $S_i = Sim(r_i, c_p)$ between each record and centroid is calculated, and record $r_i$ record is assigned to the $c_p$ centroid which is similar.

Centroid re-calculation: $c_p$ the new centroid is recalculated for each cluster with the average embedding vector of all $r_i$ records assigned to the cluster, namely:

$$c_p' = \frac{1}{nc_p} \sum_{i=1}^{nc_p} r_i$$  \hspace{1cm} (1)

Where, $nc_p$ is the number of records in the cluster indicated by the centroid $c_p$.

Termination conditions: the matrix for all old centroids is denoted by $\Theta = \{c_1, ..., c_p, ..., c_K\}$, $1 \leq p \leq K$ and the matrix for all new centroids is denoted by $\Theta' = \{c_1', c_p', ..., c_K'\}$. Next, Euclidean distance $d(\Theta, \Theta')$:

$$d(\Theta, \Theta') = \sqrt{\sum_{p=1}^{K} (c_p - c_p')^2} = \sqrt{\sum_{p=1}^{K} \sum_{i=1}^{\lambda} (v_{p,i} - v_{p,i}')^2}$$  \hspace{1cm} (2)

Where $v_{p,i}$ and $v_{p,i}'$ with $i$ are daro centroid elements $c_p$ and $c_p'$.

### 2.3 K-Means and Global K-Means

K-means is one of the most popular grouping algorithms. Suppose we are given $X = \{x_1, x_2, ..., x_N\}, x_N \in R^d$, The dataset will be divided into separate $M$, namely $C_1, C_2, ..., C_M$. The algorithm finds the optimal local solution with respect to grouping errors as the sum of the square of the Euclidean distance between each data. Analytically the grouping errors are stated by[15]:

$$E(m_1, ..., m_M) = \sum_{i=1}^{N} \sum_{k=1}^{M} I(x_i \in C_k) \|x_i - m_k\|^2$$  \hspace{1cm} (3)

The disadvantages of the k-means algorithm are:

- The final solution depends on the starting position of the cluster center
- Clusters are separated linearly

To overcome this problem, we use the global k-means algorithm[15]. Global k-means is a data grouping approach that dynamically adds one cluster center at once by using a deterministic global from the initial position consisting of N data sizes from the k-means algorithm[16].

### 2.4 Kernel K-Means

The kernel k-means is a generalization of the k-means standard algorithm, where data points are mapped from space input to higher dimensional feature space through non-linear transformation $\emptyset$. In the k-means kernel, data is expected to separate well because overlapping data can be linear in new dimensional space [15] (see table 1).

| Table 1. Examples of kernel functions |
|--------------------------------------|
| Polynomial kernel                    |
| $K(x_i, x_j) = (x_i^T x_j + \gamma)^6$ |
| Gaussian kernel                      |
| $K(x_i, x_j) = \exp\left(-\frac{\|x_i - x_j\|^2}{2\sigma^2}\right)$ |
| Sigmoid kernel                       |
| $K(x_i, x_j) = \tanh(\gamma(x_i^T x_j) + \theta)$ |
The objective function to be reduced by the kernel k-means is equivalent to the grouping error in the feature, which is expressed by [15]:

\[ E(m_1, \ldots, m_M) = \sum_{i=1}^{N} \sum_{k=1}^{M} I(x_i \in C_k) \| \Phi(x_i) - m_k \|^2 \]  

(4)

Where, \( m_k = \frac{\sum_{i=1}^{N} I(x_i \in C_k) \Phi(x_i)}{\sum_{i=1}^{N} I(x_i \in C_k)} \)

\[ \| \Phi(x_i) - m_k \|^2 = K_{ii} - \frac{2}{\sum_{j=1}^{N} I(x_i \in C_k)} \sum_{j=1}^{N} I(x_i \in C_k) K_{ij} + \frac{1}{\sum_{j=1}^{N} I(x_i \in C_k)} \sum_{l=1}^{N} I(x_j \in C_k) I(x_l \in C_k) K_{jl} \]  

(5)

In this study, we use the Radial Basis Function Kernel (RBF Kernel). Conventional RBF networks employ a number of kernels such as multi-quadrics, inverse multi-quadrics, and Gaussian, with the following formula [18]:

\[ K(x_i, x_j) = \exp \left( -\frac{\| x_i - x_j \|^2}{2\sigma^2} \right) \]  

(6)

2.5 Global Kernel K-Means

The global kernel k-means is a combination of global k-means and kernel k-means. The global kernel k-means minimizes grouping errors in the feature space. The global kernel k-means map datasets from the input space to the higher dimensional feature space using the kernel matrix. Global kernel k-means produces optimal solutions in clustering problems [17].

3. Experiment

The following data are data from ischemic stroke patients with cerebral infarction in their brains. Data were taken from Cipto Mangunkusumo Hospital, Indonesia can be used to build the model of The Global Kernel K-Means Clustering (See Table 2).

| Area | Min | Max | Average | SD   | Sum  | Length |
|------|-----|-----|---------|------|------|--------|
| 0.2  | -3  | 38  | 16.88   | 9.3  | 5166 | 2      |
| 0.1  | 15  | 44  | 30.64   | 7.37 | 7722 | 0      |
| 0.2  | -5  | 51  | 19.19   | 12.44| 4797 | 1.9    |
| 0.1  | 18  | 51  | 32.29   | 7.84 | 8136 | 1.8    |
| 0.1  | -14 | 26  | 8.67    | 10.25| 824  | 1.2    |
| 0.1  | 25  | 61  | 38.99   | 7.37 | 6122 | 1.5    |
| ...  | ... | ... | ...     | ...  | ...  | ...    |
| 0.1  | 21  | 51  | 34.67   | 6.37 | 3432 | 1.6    |
| 0    | 7   | 33  | 16.69   | 8.4  | 217  | 0.7    |
| 0.1  | 25  | 59  | 44.73   | 6.16 | 3847 | 1.5    |

Where there are 156 data with 7 features proportional to 70% as training data and 30% testing data from the original data, with the actual number 103 main data showing data classes with no infarction and 53 minor data indicating infarction. Table 4 shows an explanation of the infarction data features examined.
Table 3. The Feature of Cerebral Infarction Dataset

| No | Feature | Definition of feature                  |
|----|---------|---------------------------------------|
| 1  | Area    | The size of the area from the infarction point |
| 2  | Min     | The minimum value of infarction        |
| 3  | Max     | The maximum value of infarction        |
| 4  | Average | The average value of infarction        |
| 5  | SD      | Standard error value of infarction     |
| 6  | Sum     | The sum value of infarction point      |
| 7  | Length  | Length of infarction point             |

4. Result and Discussion

By using the Global Kernel K-Means Clustering Algorithm, it can be obtained as follows, where k-fold divides the sample data into k parts. To get the result, we use a Radial Basis Function Kernel (RBF Kernel).

![Figure 1](image1.png)  
**Figure 1.** For k-fold= 3

![Figure 2](image2.png)  
**Figure 2.** For k-fold= 5
From the chart, we can see that for k-fold=3, the best accuracy is 76.96% while the sigma is 0.0001. For k-fold=5, the best accuracy is 77.28% while the sigma is 10. For k-fold=7, the best accuracy is 78.06% while the sigma is 0.001. And last, for k-fold=10, the best accuracy is 75.25% while the sigma is 1000. So, for all of the k-fold, k-fold=7 with sigma 0.001 gives the best accuracy value, which is 78.06%. While the sensitivity value is 74%, the precision value is 80%, specificity value is 81% and FScore 77%.

5. Conclusion

From the experiments conducted in section 4, we can see that the accuracy achieved by the K-Means Clustering Algorithm Global Kernel method is 78.06%. This method provides high accuracy to classify whether there is an infarction in a person's brain or not. The disadvantage of this method is that it does not produce high accuracy values in terms of classification so that further research is needed by using new methods or with other kernel functions so that it will produce better accuracy.
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