Wound Severity Classification using Deep Neural Network
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Abstract

The classification of wound severity is a critical step in wound diagnosis. An effective classifier can help wound professionals categorize wound conditions more quickly and affordably, allowing them to choose the best treatment option. This study used wound photos to construct a deep neural network-based wound severity classifier that classified them into one of three classes: green, yellow, or red. The green class denotes wounds still in the early stages of healing and are most likely to recover with adequate care. Wounds in the yellow category require more attention and treatment than those in the green category. Finally, the red class denotes the most severe wounds that require prompt attention and treatment. A dataset containing different types of wound images is designed with the help of wound specialists. Nine deep learning models are used with applying the concept of transfer learning. Several stacked models are also developed by concatenating these transfer learning models. The maximum accuracy achieved on multi-class classification is 68.49%. In addition, we achieved 78.79%, 81.40%, and 77.57% accuracies on green vs. yellow, green vs. red, and yellow vs. red classifications for binary classifications.
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I. Introduction

According to a 2018 retrospective investigation [1], more than 8 million people had wounds, and the Medicare cost of wound treatments varied from $28.1 billion to $96.8 billion. This notable figure can give us an indication of the number of people who are affected by wounds and how they are cared for and managed. Diabetic foot ulcers (DFU), venous leg ulcers (VLU), pressure ulcers (PU), and surgical wounds (SW) are the most prevalent forms of wounds/ulcers. The DFU affects around 34% of patients with diabetes during their lifetime, and more than 50% of diabetic foot ulcers become infected [2]. Active VLU affects 0.15 percent to 0.3 percent of the world's population [3]. A pressure ulcer is another serious lesion that affects 2.5 million individuals each year [4]. Approximately 4.5 percent of adults have surgery that results in a surgical wound each year [5].
According to the data above, wounds have resulted in a significant financial burden for patients and may even be life-threatening. In addition, many wound patients lack access to specialized wound care and the latest recommendations due to a scarcity of well-trained wound experts in primary and rural healthcare settings. Therefore, remote telemedicine system advancements can considerably assist patients in remote regions, particularly in rural areas, by providing improved diagnostic guidance, which is especially important in pandemics like COVID-19 [6]. Furthermore, with the growing usage of artificial intelligence (AI) technology and portable devices such as smartphones, it is now more essential to build remote and intelligent wound care diagnostic and prognostic systems. In wound care, an intelligent system can help in various ways, including enhanced accuracy, decreased effort and budgetary burden, standardized diagnosis and management, and improved patient care quality [7].

Wound classification, which includes wound severity detection, differentiating between different types of wounds (DFU, VLU, PU, SW, etc.) and wound conditions (infection vs. non-infection, ischemia vs. non-ischemic, etc.); wound tissue classification, burn depth classification, and so on, is an important part of this wound care system. Physicians must first determine the type of wound to provide appropriate medication and treatment instructions. Wound specialists manually classified wounds before AI growth. As a result, AI can save time and money while also making better predictions than humans in some circumstances [8]. In comparison to the early generations of rule-based AI, which relied heavily on an expert's knowledge, AI algorithms have evolved in recent years into so-called data-driven systems that do not require human or expert participation [9].

Wound severity classification is an essential part of the wound diagnosis process as this study can help physicians make quick and proper decisions on treatment plan making. There are three classes named green, yellow, and red. Green represents the wounds in the primary stage and is most likely to heal with proper treatment. The yellow class contains those wounds that need more attention and treatment than those in the green category. Finally, the red class contains the most severe wounds that require immediate action and quick and proper treatment. The characteristics upon which wound severity can be determined are shown in Figure 1. Color, peri-wound region, size, and depth of wounds are the indicating factors that can differentiate among the green, yellow, and red classes.

This research is the first study that measures and classifies wound severity from wound images using deep learning models to the best of our knowledge. The related works, dataset collection, dataset preparation, model training process, and experiments done to perform this classification among red, yellow, and green images are discussed in the following sections.
II. Related Works

Acute and chronic wound classification includes wound type classification, tissue classification, severity classification, etc. Wound type classification considers different types of wounds and non-wounds (normal skin, background, etc.). Normal skin versus PU and DFU versus PU are binary wound type classification examples. DFU versus PU versus VLU is an example of multi-class wound type classification. Granulation versus slough versus necrosis is an example of wound tissue classification.
Several wound type classification works used machine learning and deep learning-based methods. Goyal et al. [10] used traditional machine learning, deep learning, and ensemble CNN models for binary classification of ischemia versus non-ischemia and infection versus non-infection on DFU images. Abubakar et al. [11] proposed a machine learning approach to differentiating burn wounds and pressure ulcers. A novel CNN architecture named DFUNet was developed by Goyal et al. [12] for binary classification of healthy skin and DFU skin. Shenoy et al. [13] proposed a CNN-based method for binary classification of wound images. A binary patch classification of normal skin versus abnormal skin (DFU) is performed by Alzubaidi et al. [14] with a novel deep convolutional neural network named DFU_QUTNet. A CNN-based method is proposed by Aguirre et al. [15] for VLU versus non-VLU classification from ulcer images. Rostami et al. [16] proposed an end-to-end ensemble DCNN-based classifier to classify the entire wound images into multiple classes, including surgical, diabetic, and venous ulcers. Sarp et al. [17] classified chronic wounds into four classes (diabetic, lymphovascular, pressure injury, and surgical) by using an explainable artificial intelligence (XIA) approach to provide transparency on the neural network. Anisuzzaman et al. [18] proposed a multimodality-based deep learning network to classify DFU, PU, VLU, and SW using wound images and corresponding locations.

Machine learning and deep learning-based approaches were also employed in various wound tissue classification studies. Wannous et al. [19] developed a multi-view strategy for tissue classification (granulation, slough, and necrosis) based on an SVM classifier. Veredas et al. [20] classified five types of tissue (necrotic, slough, granulation, healing, and skin) in wound regions using a hybrid approach consisting of neural networks and Bayesian classifiers. Wannous et al. [21] classified three types of wound tissue (granulation, slough, and necrosis) using an SVM region classifier, with color and texture as input. Mukherjee et al. [22] classified three types of wound tissue (granulation, necrotic, and slough) using Bayesian and SVM classifiers. Wannous et al. [23] classified four tissue types (granulation, slough, necrosis, and healthy skin) using color and texture features as input to the SVM region classifier. Zahia et al. [24] proposed a method for tissue analysis of pressure wound images using deep CNNs. Rajathi et al. [25] proposed a CNN-based method for tissue classification of varicose ulcer wound images. Nejati et al. [26] proposed a deep learning-based method to analyze chronic wound tissue and classify it into one of the seven classes: necrotic, healthy granulation, slough, infected, unhealthy granulation, hyper granulation, epithelialization. Rania et al. [27] performed wound tissue classification into three classes: necrosis, granulation, and slough, by using a superpixel-wise FCN approach.
Though there are many works on wound type and wound tissue classifications, to the best of our knowledge, there is no existing work that uses wound images to learn features to classify them according to their severity. The most related work that can be slightly compared to our work is performed by Nguyen et al. [28]. They explored different machine learning classifiers to provide wound care decisions (target class). The target classes are: 1) Continue current treatment, 2) Request a non-urgent change in treatment from a wound specialist, and 3) Refer the patient to a wound specialist. They used visual wound features and unstructured text from wound experts as the input of their machine learning models. Using only visual features, they achieved an accuracy of 76% with the Support Vector Machine (SVM) classifier. Using both visual and textual wound features, they improved accuracy to 81% with the Gradient Boosted Machine (XGBoost).

The main difference between [28] and our work is that we did not use any textual features, and the visual features authors described were not learned from the images using machine learning methods. The visual features are collected by a visiting nurse or a nursing home nurse. The nurse would capture a photo of the wound with their developed smartphone app and be prompted to enter some wound information such as wound location, appearance, and other clinical characterizations that a nurse could easily assess visually. Where in our work, all the features were learned through convolution to do the classification among green, yellow, and red classes. This makes our developed system free from any wound expert input, which is the primary key to automation and a remote wound care system.

III. Methodology

3.1 Dataset Collection

The dataset was collected from the AZH Wound and Vascular Center, Milwaukee, WI, USA. This dataset contains a total of 420 wound images of different types of wounds, including diabetic, pressure, and venous ulcers. Among these images, 100 are in the green class, 175 are in the yellow class, and 145 belong to the red class. An expert wound specialist from the AZH center classified the images into these classes. All the images were captured with iPad and DSLR cameras. No specific environmental or illumination condition was applied during image capturing. These images were further processed and used as training, validation, and test data. Some sample images of each class are shown in Figure 2.
Figure 2: Wound severity database sample images. (a), (b) and (c) rows represent the examples of green, yellow, and red classes, respectively.

3.2 Dataset Preparation

First, all the images were passed through our developed wound localizer [29] to select the region of interest (ROIs). The developed wound localizer uses the YOLOv3 model to predict the ROIs with a confidence score (mAP value) greater than 97%. The developed localizer automatically cropped the ROIs and passed them to the severity classifier. We have 723 ROIs from the original images as a single image contains multiple wounds. 80% of the ROIs were used for
training and validation, and 20% for testing. The splitting was done carefully so that there should be no overlap between them.

From Figure 1, we can see that the peri-wound area has a significant role in the characteristics of the three classes (green, red, and yellow). The peri-wound region is defined as the area of skin that extends beyond the wound edge to a certain amount. To learn the features from the peri-wound area, we applied three zoom-outs on the original ROIs (training and validation set only) produced by our developed YOLOv3 model [29]. The used terms for this experiment are Z0: zoom out zero or original ROIs, Z1: zoom out one with 50 pixels padding on the original ROIs, Z2: zoom out two with 100 pixels padding on the original ROIs, and Z3: zoom out three with 150 pixels padding on the original ROIs. Then, the training set of each Z0 to Z3 was augmented by using horizontal flip, vertical flip, and three rotations (25, 45, and 90 degrees). The dataset preparation process for wound severity classification is shown in Figure 3. Table 1 shows the dataset splitting and augmentation statistics for wound severity classification.

**Table 1:** Database summary for wound severity classification.

| Class    | ROIs | Augmented ROIs |
|----------|------|----------------|
|          | Train + Validation | Test | Total | Train + Validation | Test | Total |
| Green    | 154  | 39  | 193   | 924  | 39  | 963   |
| Red      | 237  | 60  | 297   | 1116 | 60  | 1176  |
| Yellow   | 186  | 47  | 233   | 1422 | 47  | 1469  |
| **Total**| **577** | **146** | **723** | **3462** | **146** | **3608** |
Figure 3: Dataset processing steps for wound severity classification.

3.3 Models

Transfer learning and stacked deep learning models were used to evaluate this dataset. Transfer learning means taking advantage of features learned on one problem and using them in another similar situation. This method is proper when the dataset in hand is small in number to train a full-scale model from scratch, and the memory power is limited to train a vast deep learning model. The most used workflow of transfer learning is: 1) take a previously trained model's layers, 2) freeze the layers, 3) add some new, trainable layers on top of the frozen layers, which will learn to turn the old features into predictions on a new dataset, and 4) train the new layers on the new dataset [30]. There are 26 deep learning models in Keras Applications [31], among which we
choose nine classification models: VGG16 [32], VGG19 [32], InceptionV3 [33], NasNetLarge [34], ResNet50 [35], DenseNet201 [36], Xception [37], MobileNetV2 [38], and InceptionResNetV2 [39]. All nine models were pre-trained on ImageNet [40], a huge dataset including more than 14 million general images of 1000 classes.

Stacked models are a mixture of these nine individual models. These stacked models include two different models trained on the same dataset. The stacked models were used in the hope that different models may learn some new features that the other model missed and vice versa. Six stacked models were used, and the individual models were picked based on their standalone results. After images went through each network, their outputs were concatenated, and four dense layers were added on top of it to learn about these mixed features, followed by a SoftMax (output) layer.

Finally, nine stacked models were trained, with each having four individual models. These models are different from the previous stacked models because they do not pass the same image through each individual network. Here, four separate networks were trained on the same image's zoom-out channels (Z0 to Z3). These nine stacked models are called multi-zoom learning networks. After images went through every four individual networks, their outputs were concatenated, and five dense layers were added on top of it to learn about these mixed features, followed by a SoftMax (output) layer.

IV. Experiment and Results

4.1 Experimental Setup

One multi-class classification among green, yellow, and red classes was performed. This classification was performed by using the original ROIs (Z0) and their zoom-out images (Z1, Z2, and Z3). A multi-zoom classification was also conducted using all the zoom-out (Z0 to Z3) channels of a single ROI. We also performed three binary classifications: green vs. yellow, green vs. red, and yellow vs. red.

All models were written in Python programming language by using Tensorflow.Keras deep learning framework and trained on an Nvidia GeForce RTX 2080Ti GPU platform. With a learning rate of 0.001 and an Adam optimizer, all models were trained for 250 epochs. Two callbacks were employed with the best validation accuracy and the optimal combination of validation and training accuracy saving. The "sparse_categorical_crossentropy" and "binary_crossentropy" loss functions were used for multi-class and binary classification, respectively.
We use accuracy as the performance metric to investigate the classification performance. The confusion matrix of the best model for classifying Z0 images is also provided. Accuracy is the ratio of correctly predicted data to the total amount of data. Equation 1 shows the formula for accuracy. In this equation, TP, TN, FP, and FN, represent True Positive, True Negative, False Positive, and False Negative measures. More details about this equation can be found in [41].

\[
    Accuracy = \frac{TP + TN}{TP + FP + FN + TN}
\]  

(1)

### 4.2 Results

Nine transfer learning models and six stacked models were used to classify the original ROIs (Z0). The result of this experiment is shown in Table 2.

**Table 2: Wound severity classification performance on original ROIs (Z0 images).**

| Model Type          | Model                  | Accuracy  |
|---------------------|------------------------|-----------|
| Transfer Learning   | VGG16                  | 60.27%    |
|                     | VGG19                  | 68.49%    |
|                     | InceptionV3            | 52.05%    |
|                     | NasNetLarge            | 56.85%    |
|                     | ResNet50               | 41.10%    |
|                     | DenseNet201            | 41.10%    |
|                     | Xception               | 56.16%    |
|                     | MobileNetV2            | 49.32%    |
|                     | InceptionResNetV2      | 47.26%    |

| Stacked Models      | M1: VGG19+NasNetLarge  | 67.81%    |
|                     | M2: NasNetLarge + Xception | 60.96% |
|                     | M3: VGG19+InceptionV3  | 64.38%    |
|                     | M4: VGG16+NasNetLarge  | 65.75%    |
|                     | M5: InceptionV3 + Xception | 56.16% |
|                     | M6: VGG16+InceptionV3  | 63.70%    |

Training all these nine individual and six stacked models is expensive in terms of both time and cost. So, we selected five individual models and three stacked models based on their results achieved on the original ROI (Z0) classification to perform classification on zoom-out images (Z1 to Z3). The accuracy of classifying these Z1, Z2, and Z3 images are shown in Table 3.
Table 3: Wound severity classification performance on zoom-out (Z1, Z2, and Z3) images.

| Model Type       | Model       | Accuracy |
|------------------|-------------|----------|
|                  |             | Z1       | Z2       | Z3       |
| Transfer Learning| VGG16       | 62.33%   | 60.96%   | 55.48%   |
|                  | VGG19       | 66.44%   | 58.22%   | 61.64%   |
|                  | InceptionV3 | 56.16%   | 56.85%   | 53.42%   |
|                  | NasNetLarge | 56.85%   | 61.64%   | 57.53%   |
|                  | Xception    | 56.85%   | 51.37%   |          |
| Stacked Models   | M1: VGG19+NasNetLarge | 67.12%   | 58.90%   | 63.01%   |
|                  | M3: VGG19+InceptionV3 | 63.70%   | 56.85%   | 58.90%   |
|                  | M4: VGG16+NasNetLarge | 68.49%   | 63.01%   | 55.48%   |

Table 4: Multi-zoom learning results for wound severity classification.

| Stacked Model       | Accuracy |
|---------------------|----------|
| M1                  | Z0: VGG19; Z1: InceptionV3; Z2: NasNet large; Z3: Res Net 50 | 58.90% |
| M2                  | Z0: Res Net 50; Z1: InceptionV3; Z2: NasNet large; Z3: VGG19 | 58.22% |
| M3                  | Z0: Res Net 50; Z1: VGG16; Z2: NasNet large; Z3: InceptionV3 | 56.85% |
| M4                  | Z0: Res Net 50; Z1: InceptionV3; Z2: NasNet large; Z3: Xception | 52.74% |
| M5                  | Z0: VGG19; Z1: InceptionV3; Z2: NasNet large; Z3: MobileNetV2 | 63.70% |
| M6                  | Z0: VGG19; Z1: InceptionResNetV2; Z2: NasNet large; Z3: MobileNetV2 | 62.33% |
| M7                  | Z0: DenseNet 201; Z1: InceptionResNetV2; Z2: NasNet large; Z3: MobileNetV2 | 54.11% |
| M8                  | Z0: Xception; Z1: InceptionResNetV2; Z2: DenseNet 201; Z3: MobileNetV2 | 50.68% |
| M9                  | Z0: VGG19; Z1: InceptionResNetV2; Z2: Res Net 50; Z3: MobileNetV2 | 60.27% |
Nine stacked models, each having four individual models, were trained for multi-zoom learning, where four individual networks were trained on four zoom-out versions (Z0 to Z3) of the same image. The individual models include all nine transfer learning models. We cannot apply the same individual models twice or more because, during concatenation, each layer's name must be unique. Table 4 shows the result of this multi-zoom learning. Here, the model's name followed by the zoom-out channel (Z0 to Z3) was trained on the images of that specific zoom-out channel.

Finally, we performed three binary classifications on this dataset. The classification performed are green versus yellow, green versus red, and yellow versus red. We used five individual and three stacked models based on their original ROI (Z0) multi-class classification results to perform these three binary classifications. Table 5 shows the results of binary classifications on the wound severity database. The binary classifications were performed on the original ROIs (Z0 images).

Table 5: Binary classification results on wound severity dataset (Original ROIs).

| Model Type          | Model       | Accuracy                  |
|---------------------|-------------|---------------------------|
|                     |             | Green Vs. Yellow | Green Vs. Red | Yellow Vs. Red |
| Transfer Learning   | VGG16       | 71.72%         | 77.91%       | 73.83%       |
|                     | VGG19       | 76.77%         | 76.74%       | 75.70%       |
|                     | InceptionV3 | 63.64%         | 80.23%       | 64.49%       |
|                     | NasNetLarge | 64.65%         | **81.40%**   | 72.90%       |
|                     | Xception    | 70.71%         | 65.12%       | 68.22%       |
| Stacked Models      | M1: VGG19+NasNetLarge | 65.66%         | 74.42%       | 72.90%       |
|                     | M3: VGG19+InceptionV3 | **78.79%**     | 77.91%       | 68.22%       |
|                     | M4: VGG16+NasNetLarge | 63.64%         | 77.91%       | **77.57%**   |

V. Discussion

From Table 2, we can see that the VGG19 model achieved the highest accuracy (68.49%). The second highest accuracy (60.27%) achieved by any individual model was VGG16, the previous version of the VGG19 model. From the stacked models, the highest accuracy (67.81%) was acquired by VGG19 and NasNetLarge combination. Though we expect more accuracy from these stacked models, they cannot outperform the VGG19 model. But in general, stacked models did well than individual models. For example, VGG16 and NasNetLarge have individual accuracy of 60.27% and 56.85%; but their stacked model achieved an accuracy of 65.75%.
From Table 3, we can see that using zoom-out does not improve the classification performance. Zoom-out one (Z1) with 50 pixels padding images produced the same accuracy as Z0. In the case of Z2 and Z3, we can see a reduction in accuracy value. Though we are using zoom-out images to capture features from the peri-wound regions, increasing the padding size (100 pixels for Z2 and 150 pixels for Z3) of ROIs may capture some unnecessary information like non-skin regions (including bed sheets, the hand of physicians, wall, floor, etc.), which in turns decreased the accuracy. For Z1 and Z2, the highest accuracy was obtained by the M4 stacked network, which is a combination of VGG16 and NasNetLarge networks. The Xception network achieved the highest accuracy for Z3 images.

From Table 4, multi-zoom learning is not helping in the wound severity classification. The highest accuracy was achieved by the M5 model, where Z0 images were passed through the VGG19 network, Z1 images were passed through the InceptionV3 network, Z2 images were passed through the NasNetLarge network, and Z3 images were passed through the MobileNetV2 network. The highest accuracy of multi-zoom learning is 63.70%, almost 5% lower than the accuracy achieved with the original ROIs. As discussed in the above paragraph, the unnecessary information from Z2 and Z3 images may have reduced the classification performance.

From Table 5, the highest accuracy achieved for three binary classifications are 78.79%, 81.40%, and 77.57% for green vs. yellow, green vs. red, and yellow vs. red, respectively. The M3 and M4 stacked models achieved the highest accuracies for green vs. yellow and yellow vs. red. For green vs. red, the highest accuracy was acquired by the NasNetLarge network. This result shows that without the middle class (yellow), the green and red images are easier to distinguish.

The confusion matrix for the best model (VGG19) of multi-class wound severity image classification on original ROIs (Z0) is shown in Figure 4. The most challenging task was distinguishing between green vs. yellow images and yellow vs. red images from this figure. For this reason, as the middle class, yellow has the highest class-wise recall and lowest class-wise precision. From Figure 4, we can see that only 2 green images were misclassified as red, and only one red image was misclassified as green. Some examples of misclassification by the best model of multi-class wound severity image classification on original ROIs are shown in Figure 5.
Figure 4: Confusion matrix for the best model (VGG19) of multi-class wound severity image classification on the original ROIs.

From Figure 5, we can see that it is hard to distinguish between the three classes (green, yellow, and red) from a general human perspective. For example, the second ROI in the top row of Figure 5 was annotated as green, but it generally looks like red. Also, the third ROI in the top row of Figure 5 was annotated as yellow, but it looks like green. So, from the physician's point of view (who annotated the wound severity dataset), there may be some other features than the standard features (i.e., color, texture, edge, etc.) that are not captured by the convolution and deep neural networks. This statement can also be supported by Figure 1. We are now considering only the 2D image features learned through convolutions, but from Figure 1, we can see that there are other contributing factors in this classification task (e.g., size, depth, maceration, breakdown, callus tissue, etc.) that must be incorporated to improve the classification performance. To incorporate these contributing factors (e.g., size, depth, callus tissue, etc.), we may need the output from other wound automation modalities like wound segmentation, wound tissue classification, etc. Finally, we have only 420 wound images, insufficient to develop a sophisticated deep learning model like a wound severity classifier. Also, the collected images on the dataset have lighting issues that hamper the classification performance. The images on the dataset were also not taken from a fixed distance, making the work of wound size calculation much harder. Addressing all these issues and developing an improved and rich dataset in the future will improve the wound severity classification performance by a good margin.
Figure 5: Examples of wound severity image misclassifications by the best model (VGG19) for multi-class classification on the original ROIs (Z0).

As discussed in section 2 (related works), we do not have any existing work (to the best of our knowledge) to compare with our current research. The work performed by Nguyen et al. [28] is not reasonably comparable to our method, as they had used hand-crafted features (by a wound expert: nurse) for their machine learning models. The features used in our work are extracted automatically by deep learning models. This makes our work completely automated and ready to use without any expert's input, which is extremely useful for remote assessment of wounds. Also, the classes used on [28] (continue current treatment, request a non-urgent change in treatment from a wound specialist, and refer patient to a wound specialist) may represent different characteristics from the classes (green, yellow, and red) we used in this research.
VI. Conclusion

In this research, several deep learning networks are applied to a novel dataset collected from the AZH wound center for wound severity classification. This work can help wound professionals in treatment plan making. One multi-class and three binary classifications are performed on this developed dataset to differentiate among wound severity levels. We achieved an accuracy of 68.49% for multi-class classification and 77.57% to 81.40% accuracy for binary classifications. The reason behind this poor performance is the relevant factors (size, depth, etc.) which cannot be measured from a 2D image through just convolution. Also, the scarcity of data plays an essential role in model performance. In the future, these relevant factors should be integrated into the model, and the dataset should be polished and increased to improve wound severity classification performance.
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