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SUMMARY Sparse representation based classification (SRC) has emerged as a new paradigm for solving face recognition problems. Further research found that the main limitation of SRC is the assumption of pixel-accurate alignment between the test image and the training set. A. Wagner used a series of linear programs that iteratively minimize the sparsity of the registration error. In this paper, we propose another face registration method called three-point positioning method. Experiments show that our proposed method achieves better performance.
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1. Introduction

Face recognition has gained much attention in the last two decades due to increasing demand in security and law enforcement applications. Recently, using the sparse representation classification (SRC) method has attracted a lot of attention; especially after its effective application in solving the face recognition problem with significant illumination and expression variations [1]. Based on the theory of compressive sampling [2], this method exploits the discriminative nature of the sparse representation to perform classification. A lot of researches have been done and have achieved great progress [3]–[5]. SRC algorithm has achieved satisfactory recognition results on public face databases including the Extended Yale B face database [6], the AR database [7] and the CMU Multi-PIE face database [8].

However, as is pointed in [5], while those works achieved impressive results on public datasets taken under controlled laboratory conditions, it fails to address two critical aspects of real world face recognition: significant variations in both the image domain and in the image value. To solve this problem, Andrew Wagner [5] proposed a series of linear programs that iteratively minimize the sparsity of the registration error and demonstrated its validity (In this paper, we use LP to represent this method). Although this method can improve the registration accuracy effectively, it is time consuming due to the high complexity.

In this paper, we propose “three-point positioning” (TPP) method to register the face images. Eyeballs and mandibular point are used to normalize the face images; then, the SRC algorithm will be performed on these normalized images. TPP method can perform registration accurately and quickly. Experiments shows that TPP achieves satisfactory performance, which is much better than LP.

The rest of this paper is organized as follows: In Sect. 2, previous related works are introduced. Our proposed method is elaborated in Sect. 3. Section 4 presents the experimental results. Section 5 concludes our work.

2. Previous Works

SRC algorithm was proposed in [1]. Through proper selection of the training samples and the number of features, the SRC algorithm can achieve satisfactory recognition results despite of serious unfavorable illumination condition or large expression variation. The fundamental assumption of this method is that the training samples from a single class lie on a linear subspace. By defining the training matrix A, the linear representation of y can be written as:

\[
y = Ax_0 + \epsilon
\]

where \( x_0 = [0, \ldots, 0, \alpha_i, 0, \alpha_i, \ldots, 0] \) is an unknown coefficient vector whose entries should be zero except those associated with the \( i \)-th class, and \( \epsilon \) is a noise term.

Equation (1) can be efficiently solved through solving the \( l^1 \)-minimization problem shown in Eq. (2).

\[
(l^1) : \hat{x}_1 = \arg \min \| x \|_1 \text{ subject to } y = Ax + \epsilon
\]

Future research found that the main limitation of SRC is the assumption of pixel-accurate alignment between the test image and the training set. This leads to brittleness under pose and misalignment, making it inappropriate for deployment outside a laboratory setting [5]. They also show that this problem can be solved by a series of linear programs that iteratively minimize the sparsity of the registration error (LP). They represented warped image as \( y = y_0 \circ \tau^{-1} \), for some transformation \( \tau \in T \), where \( T \) is a finite-dimensional group of transformations acting on the image domain. Thus Eq. (2) can be written as:

\[
\hat{\tau} = \arg \min \| x \|_1 + \| \epsilon \|_1 \text{ subject to } y \circ \tau = Ax + \epsilon
\]

Considering that Eq. (3) a difficult non-convex optimization problem, the following registration algorithm was used.

Algorithm 1.

\textbf{for} each subject \( k \),

\textbf{end for}
\[ \tau^{(0)} \leftarrow I. \]

\[ \text{do} \]

\[ \tilde{y}(\tau) \leftarrow \frac{-\partial J}{\partial \tau} \left|_{\tau^{(0)}} \right.; \]

\[ \tau = \arg \min_{\tau} \|e\| \quad \text{s.t.} \quad \tilde{y} + J\tau = A_kx + e, \quad x \geq 0. \]

\[ \tau^{(i+1)} \leftarrow \tau^{(i)} + \tau; \]

\[ \text{while} \|\tau^{(i+1)} - \tau^{(i)}\| \geq \varepsilon \]

\[ \text{end} \]

Although it leads to an effective alignment algorithm for face images, the computational complexity is very expensive because of the additional iteration process.

3. Three-Point Positioning (TPP) Method

As is shown in Fig. 1, we choose eyeballs and mandibular point as the three key-points. The accurate face and eye locating method is presented in [9], [10]. However, locating the mandibular point is more challenging, due to the smaller gradient change and greater external interference (e.g. mustache and collar). So far, few methods can achieve satisfactory results in locating the mandibular point while it is essential to face recognition. As a result, we propose a mandibular point locating algorithm, which significantly improves the locating performance and achieves a satisfactory accuracy.

The symmetry of human face helps us find the \( x \)-coordinate of mandibular point easily, when the two eyeballs are located accurately. In contrary, locating \( y \)-coordinate of mandibular point is more difficult and needs more effort. When locating a mandibular point from a face image manually, we always make the judgment globally instead of locally. Therefore, it is more reasonable to use integral projection of the whole facial profile to search the mandibular point. Facial profile can be fitted with a high order polynomial curve. However, the higher order the polynomial is, the higher the computational complexity will be. Besides, the occlusion of hair brings more variety that may interfere with the subsequent judgments. Through a large number of observations, we found that the shape of chin is similar to a parabola, and the quadratic polynomial fitting of the chin can achieve a satisfactory accuracy, as is shown in Fig. 2.

The entire parabola fitting procedure is outlined in Algorithm 2. The input to this procedure is the normalized face image \( I \) and the location of eyes (lefteye, righteye).

**Algorithm 2. Parabola Fitting Procedure**

1. Estimate the location of the initial mandibular point from the location of eyeballs;
2. Set mandibular as the parabolic vertex, initial value, adjusting \( P(1) \) and \( P(2) \) to find the matching parabola. Record the sum gradient \( G \) of each point on the parabola.

\[ \begin{align*}
   y - \text{mandibular}.y &= P(1) \times (x - \text{mandibular}.x)^2 \\
   &+ P(2) \times (x - \text{mandibular}.x)
\end{align*} \]

3. Change the parabolic vertex within a certain range, and find the matching parabola as the step 2.
4. Arrange the ‘\( G \)’s in a vector, the best fitting parabola corresponds to the maximum point of the vector. The parabolic vertex is the required mandibular point.

The searching procedure of Algorithm 2 is also described in Fig. 3 (a). Through changing the \( y \)-coordinate of parabolic vertex, matching parabola is obtained step by step. After comparing the gradient of each matching parabola, the best one is marked in white color.

From the analysis above, mandibular point can be approximately determined as the vertex of the parabola that best fit the chin. However, in some cases, such a locating method may produce errors, since the parabola is a rough estimation so that pix-level accuracy cannot be achieved. Therefore, further smaller-scale search is needed when the parabola vertex is calculated, as is shown in Fig. 3 (b).

![Fig. 1](image1.png) The three key-points.

![Fig. 2](image2.png) Parabolic approximation of the chin.
Y-coordinate of mandibular point is changed in a small range, and the sum gradient of horizontal line through each mandibular point is recorded. The best mandibular point corresponds to the horizontal line that with the maximum gradient, as is marked in white color.

The first searching procedure helps to find the matching parabola robustly. The parabola can be positioned accurately in moderate illumination and expression variations. In the second searching procedure, the mandibular point is regulated in a small range to make the result more precise. After that, the face image is normalized according to the three points. The normalization steps are: first, rotating the image until the two eyes are at a horizontal position; then, zooming the image until the vertical distance between the eyes and mandibular is 200; after that, cropping the face image so that the x-y coordinates of the mandibular point is 180–420 and the image size is 360×480.

4. Experiment Results

To verify the performance of the proposed method, we perform two sets of experiments. In the first set, we compare our mandibular point locating algorithm with ASM[12], [13] and ASM+AAM[14] on TH-FACE database. In the second set, we compare the recognition accuracies of TPP, LP and the accurately registered images on both the AR face database and the CAS-PEAL face database.

4.1 Mandibular Point Locating Results

The performance of mandibular point locating algorithm is experimented on our own face database (TH-FACE). TH-FACE contains five thousand of frontal face images under well-controlled lighting condition. 1,000 face images were chosen to perform the experiment. We also applied the ASM and ASM+AAM algorithm to locate the mandibular point as a comparison. Experimental results are shown in Table 1.

In Table 1, err ≤ 3 refers to the proportion of point i among the 1,000 test images, whose locating deviation is less than C pixels. Our method is more accurate than ASM and ASM+AAM algorithm.

4.2 Face Recognition Results

In this subsection, we do experiments on public face databases to evaluate the performance of the two registration method. We also compare the performance with the accurately registered images. Notice that the choice of features is no longer critical when sparsity in the recognition problem is properly harnessed [1], downsampled images are used during the experiments.

The AR database consists of over 4,000 frontal images for 126 individuals. For each individual, 26 pictures were taken in two separate sessions [7]. These images include facial variations including illumination change, expressions, and facial disguises. In the experiment, we choose a subset of the dataset consisting of 45 male subjects and 45 female subjects. For each subject, 14 images with only illumination change and expressions were selected: the seven images from Session 1 for training, and the other seven from Session 2 for testing. The images are all converted to grayscale.

The CAS-PEAL face database contains 99,594 images of 1,040 individuals (595 males and 445 females) with varying pose, expression, accessory, and lighting (PEAL) [11]. In this experiment, we choose 202 individuals (101 males and 101 females), each individual with 6 varying expressions. For each individual, we randomly select 4 of the face images for training and the rest 2 for testing. This database is substantially more challenging than the AR face database, since the number of subjects is now 202 but the train images is reduced to four per subject. We perform the similar experiments as on the AR face database.

From Tables 2 and 3, we can found that the registration does have a great influence on the recognition rates. Among the three methods, accurately registered images achieve the highest recognition rates; the performance of TPP is closing to that of accurately registered images; the accuracy of LP is much lower than TPP due to the insufficient number of
Running time comparison between LP and TPP is shown in Table 4. Both the methods are tested under the same environment (2.8 GHz Mac Pro, 2 GB RAM, in Matlab). It can be seen from Table 4 that TPP is much faster than LP.

5. Conclusion

In this paper, we analyzed the limitations of LP, and proposed another registration method — Three-point positioning method. In order to demonstrate the ability of Three-point positioning method, we did experiments on public face databases and compared it with LP method. Experiments showed that, Three-point positioning method achieved higher recognition rates than LP. Besides, it is much faster than LP. As a result, TPP is a better registration method in practice.
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