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Abstract. Integer partitions have long been of interest to number theorists, perhaps most notably Ramanujan, and are related to many areas of mathematics including combinatorics, modular forms, representation theory, analysis, and mathematical physics. Here, we focus on partitions with gap conditions and partitions with parts coming from fixed residue classes.

Let $\Delta_d^{(a,b)}(n) = q_d^{(a)}(n) - Q_d^{(b)}(n)$ where $q_d^{(a)}(n)$ counts the number of partitions of $n$ into parts with difference at least $d$ and size at least $a$, and $Q_d^{(b)}(n)$ counts the number of partitions into parts $\equiv \pm b \pmod{d+3}$. In 1956, Alder conjectured that $\Delta_d^{(1,1)}(n) \geq 0$ for all positive $n$ and $d$. This conjecture was proved partially by Andrews in 1971, by Yee in 2008, and was fully resolved by Alfes, Jameson and Lemke Oliver in 2011. Alder’s conjecture generalizes several well-known partition identities, including Euler’s theorem that the number of partitions of $n$ into odd parts equals the number of partitions of $n$ into distinct parts, as well as the first of the famous Rogers-Ramanujan identities.

In 2020, Kang and Park constructed an extension of Alder’s conjecture which relates to the second Rogers-Ramanujan identity by considering $\Delta_d^{(a,b,-)}(n) = q_d^{(a)}(n) - Q_d^{(b,-)}(n)$ where $Q_d^{(b,-)}(n)$ counts the number of partitions into parts $\equiv \pm b \pmod{d+3}$ excluding the $d+3-b$ part. Kang and Park conjectured that $\Delta_d^{(2,2,-)}(n) \geq 0$ for all $d \geq 1$ and $n \geq 0$, and proved this for $d = 2r - 2$ and $n$ even.

We prove Kang and Park’s conjecture for all but finitely many $d$. Toward proving the remaining cases, we adapt work of Alfes, Jameson and Lemke Oliver to generate asymptotics for the related functions. Finally, we present a more generalized conjecture for higher $a = b$ and prove it for infinite classes of $n$ and $d$.

1. Introduction

A partition of a positive integer $n$ is a non-increasing sequence of positive integers, called parts, that sum to $n$. Let $p(n \mid \text{condition})$ count the number of partitions of $n$ satisfying the specified condition. Euler famously proved that the number of partitions of a positive integer $n$ into odd parts equals the number of partitions of $n$ into distinct parts. Two other celebrated partition identities are those of Rogers and Ramanujan. The first Rogers-Ramanujan identity states that the number of partitions of $n$ into parts differing by 2 is equal to the number of partitions of $n$ into parts that are congruent to $\pm 1 \pmod{5}$ and the second Rogers-Ramanujan identity states that the number of partitions of $n$ into parts differing by 2 and with parts at least 2 is equal to the number of partitions of $n$ into parts that are congruent to $\pm 2 \pmod{5}$. These are encapsulated by

$$\sum_{n=0}^{\infty} \frac{q^{n^2}}{(q; q)_n} = \frac{1}{(q; q^5)_{\infty}(q^4; q^5)_{\infty}},$$

$$\sum_{n=0}^{\infty} \frac{q^{n^2+n}}{(q; q)_n} = \frac{1}{(q^2; q^5)_{\infty}(q^3; q^5)_{\infty}}.$$
where \((a; q)_0 = 1\), and \((a; q)_n := \prod_{k=0}^{n-1}(1 - aq^k)\) for \(n \geq 1\), where \(n = \infty\) is also allowed.

Motivated by these identities, Schur found that the number of partitions of \(n\) into parts differing by 3 or more among which no two consecutive multiples of 3 appear is equal to the number of partitions of \(n\) into parts congruent to ±1 \((\text{mod } 6)\).

After showing that no other such partition identities can exist, in 1956 Alder [2, 1] made a claim about a generalization of similar partition inequalities. Alder’s conjecture states that the number of partitions of \(n\) into parts with difference of at least \(d\) is greater than or equal to than the number of partitions of \(n\) into parts congruent to ±1 \((\text{mod } d + 3)\). Notice that the Euler, first Rogers-Ramanujan, and Schur identities are special cases of Alder’s Conjecture. In 1971, Andrews [4] proved Alder’s conjecture for \(n \geq 1\) and \(d = 2^r - 1, r \geq 4\). In 2004 and 2008, Yee [13, 12] proved the conjecture for \(n \geq 1, d \geq 32, d\) \(\neq 7, 15\), thus completely resolving the conjecture.

In 2020, Kang and Park [7] investigated how to generalize Alder’s conjecture further by incorporating the second Rogers-Ramanujan identity. Kang and Park compared the partition functions

\[
q_d^{(a)}(n) := p(n| \text{parts } \geq a \text{ and parts differ by at least } d),
\]

\[
Q_d^{(b)}(n) := p(n| \text{parts } \equiv \pm b \pmod{d + 3}),
\]

by defining the difference function

\[
\Delta_d^{(a,b)}(n) := q_d^{(a)}(n) - Q_d^{(b)}(n),
\]

\[
\Delta_d^{(a)}(n) := \Delta_d^{(a,a)}(n).
\]

**Remark 1.1.** Notice that

- **Euler’s identity** \(\iff\) \(\Delta_1^{(1)}(n) = 0\) for all \(n \geq 1\)
- **Rogers-Ramanujan (1st identity)** \(\iff\) \(\Delta_2^{(1)}(n) = 0\) for all \(n \geq 1\)
- **Rogers-Ramanujan (2nd identity)** \(\iff\) \(\Delta_2^{(2)}(n) = 0\) for all \(n \geq 1\)
- **Schur’s identity** \(\implies\) \(\Delta_3^{(1)}(n) \geq 0\) for all \(n \geq 1\).

Using Kang and Park’s notation, Alder’s conjecture (now theorem) can be stated as

\[
\Delta_d^{(1)}(n) = q_d^{(1)}(n) - Q_d^{(1)}(n) \geq 0
\]

for \(d, n \geq 1\).

Kang and Park were interested in finding an analog of Alder’s conjecture for the second Rogers-Ramanujan identity. However, by observing the data, they found that

\[
\Delta_d^{(2)}(n) < 0\] for some choices of \(d, n \geq 1\).

In order to find a suitable analog, Kang and Park modified \(Q_d^{(2)}(n)\) by defining for \(d, n \geq 1\),

\[
Q_d^{(2, -)}(n) := p(n| \text{parts } \equiv \pm 2 \pmod{d + 3}, \text{ excluding the part } d + 1),
\]

\[
\Delta_d^{(2, -)}(n) := \Delta_d^{(2, 2, -)}(n) := q_d^{(2)}(n) - Q_d^{(2, -)}(n),
\]

and presented the following conjecture.

**Conjecture 1.2** (Kang, Park [7], 2020). For all \(d, n \geq 1\),

\[
\Delta_d^{(2, -)}(n) \geq 0.
\]
Kang and Park [7] proved Conjecture 1.2 when \( d = 2 \) or \( d = 2^a - 2 \) for any positive integer \( s \geq 5 \), and positive even integer \( n \). By developing a new way of comparing these partition functions, we prove Kang and Park’s conjecture except for the cases \( d = 1 \) and \( 3 \leq d \leq 61^1 \).

**Theorem 1.3.** For \( d \geq 62 \) and \( n \geq 1 \),

\[
\Delta_d^{(2,-)}(n) \geq 0.
\]

It is natural to ask whether Conjecture 1.2 can be generalized to consider higher \( a = b \). For \( 1 \leq b \leq d + 2 \), define

\[
Q_d^{(b,-)}(n) := p(n \mid \text{parts } \equiv \pm b \pmod{d + 3}, \text{excluding the part } d + 3 - b),
\]

\[
\Delta_d^{(a,b,-)}(n) := q_d(a)(n) - Q_d^{(b,-)}(n) \quad \text{and} \quad \Delta_d^{(a,-)}(n) := \Delta_d^{(a,a,-)}(n).
\]

We conjecture the following.

**Conjecture 1.4.** For all \( d, n \geq 1 \),

\[
\Delta_d^{(3,-)}(n) \geq 0.
\]

When \( a \geq 4 \), \( \Delta_d^{(a,-)}(n) \) is not always nonnegative. Surprisingly, excluding just one additional part in the definition of \( Q_d^{(a,-)}(n) \) allows us to generalize Conjecture 1.2 to arbitrary \( a \). For \( 1 \leq b \leq d + 2 \), we define\(^2\)

\[
Q_d^{(b,-,-)}(n) := p(n \mid \text{parts } \equiv \pm b \pmod{d + 3}, \text{excluding the parts } b \text{ and } d + 3 - b),
\]

\[
\Delta_d^{(a,b,-,-)}(n) := q_d(a)(n) - Q_d^{(b,-,-)}(n) \quad \text{and} \quad \Delta_d^{(a,-,-)}(n) := \Delta_d^{(a,a,-,-)}(n),
\]

and posit the following conjecture.

**Conjecture 1.5.** Let \( a, d \) be positive integers with \( 1 \leq a \leq d + 2 \). Then for all \( n \geq 1 \),

\[
\Delta_d^{(a,-,-)}(n) \geq 0.
\]

We observe that Conjecture 1.5 is true when \( a = 1 \) and \( d, n \geq 1 \) by (1.1). Moreover, when \( a = 2 \), \( d \geq 62 \), and \( n \geq 1 \), Conjecture 1.5 follows from Theorem 1.3.

We now state three partial results toward a proof of Conjecture 1.5 for \( a \geq 3 \). The first uses methods from the proof of Theorem 1.3.

**Theorem 1.6.** Let \( a \geq 3 \), and \( d \geq 31a - 3 \), such that \( a \) divides \( d + 3 \). Then for all \( n \geq 1 \),

\[
\Delta_d^{(a,-,-)}(n) \geq 0.
\]

The next two results require the following definition. Given fixed \( a, d \geq 1 \), define \( r \) (dependent on \( d \) and \( a \)) to be the largest integer such that

\[
(1.2) \quad 2^r - 2^{a-1} \leq d.
\]

By generalizing methods of Andrews [4], we prove the following, which generalizes results of Andrews [4, Theorem 4] as well as Kang and Park [7, Theorem 1.3].

**Theorem 1.7.** Suppose \( 1 \leq a \leq d + 2 \), where \( d = 2^a - 2^t \), with \( t \geq \log_2(a) \) and \( s \geq t + 4 \). Then for all \( n \geq 1 \),

\[
\Delta_d^{(a,-,-)}(2^tn) \geq 0.
\]

By generalizing methods of Yee [13], we further prove the following.

---

1The \( d = 2 \) case is simply the second Rogers-Ramanujan identity.

2For a discussion on why the exclusion of the \( b \) and \( d + 3 - b \) parts are necessary, see Section 7.
Theorem 1.8. Let \( a \geq 3 \), and \( d = 2^{a-1}m \) where \( m \geq 31 \) and \( m \neq 2^{r-a+1} - 1 \). Then for all \( n \geq 2m + 2^{r-a+1} + 1 \),
\[
\Delta^{(a,-)}_d (2^{a-1}n) \geq 0.
\]

Finally, we investigate and generalize asymptotic results of Andrews [4], as well as Alfes, Jameson, and Lemke Oliver [3].

Theorem 1.9. Let \( a \geq 1 \) and \( d \geq 4 \) such that \( a < \frac{d+3}{2} \) and \( \gcd(a, d + 3) = 1 \). Then for all \( n \geq 1 \),
\[
\lim_{n \to \infty} \Delta^{(a,-)}_d (n) = +\infty.
\]

We note that it is useful to keep in mind the following observation. For \( 1 \leq a \leq d + 2 \) and \( n \geq 1 \),
\[
\Delta^{(a,-)}_d (n) \geq \Delta^{(a,-)}_d (n) \geq \Delta^{(a)}_d (n).
\]

We now outline the rest of the paper. In Section 2, we generalize a theorem of Andrews [4] and establish some other useful lemmas. In Section 3, we prove two modified versions of Alder’s conjecture that will be used in the proofs of Theorem 1.3 and Theorem 1.6. In Section 4, we prove Theorem 1.3 by considering four cases based on the parities of \( n \) and \( d \), and present a partial proof of Conjecture 1.4 in Proposition 4.1. In Section 5, we modify methods from the proof Theorem 1.3 to prove Theorem 1.6, adapt methods of Andrews [4] to prove Theorem 1.7, and generalize methods of Yee [13] to prove Theorem 1.8. In Section 6, we prove Theorem 1.9 as well as analogous a method of Alfes, Jameson, and Lemke Oliver [3] to obtain an asymptotic expression for \( \Delta^{(a)}_d (n) \) with explicit error term. We then discuss how asymptotics could be useful to prove remaining cases of Conjecture 1.2. Finally, in Section 7, we conclude with some remarks about our choice of definitions.

2. Preliminaries

In this section, we first develop generating functions for our partition functions, and then establish some important lemmas that we will employ in later sections. As in Yee [13], we occasionally denote the coefficient of \( q^n \) in an infinite series \( s(q) \) as \([q^n] \langle q(q) \rangle\).

For \( a, d \geq 1 \), the generating function for \( q^{(a)}_d (n) \) is
\[
\sum_{n=0}^{\infty} q^{(a)}_d (n)q^n = \sum_{k=0}^{\infty} \frac{q^{d+2k}a}{(q;q)_k}.
\]

Equation (2.1) appears in work of Alder [2], and the case where \( a = 1 \) is proved combinatorially in [8], which can be easily generalized to \( a \geq 1 \).

As stated in Alfes, Jameson, and Lemke Oliver [3], the generating function for \( Q^{(b)}_d (n) \) is
\[
\sum_{n=0}^{\infty} Q^{(b)}_d (n)q^n = \frac{1}{(q^{d+3-b};q^{d+3})_\infty(q^b; q^{d+3})_\infty}.
\]

From (2.2) we easily obtain the generating function for \( Q^{(b,-)}_d (n) \) by removing the term that generates the part \( d + 3 - b \). For \( 1 \leq b \leq d + 2 \), the generating function for \( Q^{(b,-)}_d (n) \) is thus given by
\[
\sum_{n=0}^{\infty} Q^{(b,-)}_d (n)q^n = \begin{cases} \frac{1}{(q^{d+6-b};q^{d+3})_\infty} & \text{for } b = \frac{d+3}{2}, \\ \frac{1}{(q^{d+6-b};q^{d+3})_\infty(q^b; q^{d+3})_\infty} & \text{otherwise}. \end{cases}
\]
Similarly we can construct the generating function for \( Q_{d}^{(b, \ldots)}(n) \), which for \( 1 \leq b \leq d + 2 \), is given by
\[
\sum_{n=0}^{\infty} Q_{d}^{(b, \ldots)}(n) q^n = \begin{cases} \\
\frac{1}{(q^{d+2b-2d} - q^{d+3})} & \text{for } b = \frac{d+3}{2}, \\
\frac{1}{(q^{d+2b-2d} - q^{d+3})} & \text{otherwise.}
\end{cases}
\]

Andrews [4] uses the following theorem in his proof of certain cases of Alder’s conjecture. Write
\[
\rho(R; n) := p(n \mid \text{parts are from the set } R).
\]

**Theorem 2.1 (Andrews [4], 1971).** Let \( S = \{x_i\}_{i=1}^{\infty} \) and \( T = \{y_i\}_{i=1}^{\infty} \) be two strictly increasing sequences of positive integers such that \( y_1 = 1 \) and \( x_i \geq y_i \) for all \( i \). Then for all \( n > 0 \),
\[
\rho(T; n) \geq \rho(S; n).
\]

Yee [13] employs this theorem in her work on Alder’s conjecture. Kang and Park [7] present a generalization of Theorem 2.1 which we generalize further below.

**Lemma 2.2.** Let \( S = \{x_i\}_{i=1}^{\infty} \) and \( T = \{y_i\}_{i=1}^{\infty} \) be strictly increasing sequences of positive integers such that \( y_1 = m \), \( m \) divides each \( y_i \), and \( x_i \geq y_i \) for all \( i \). Then for all \( n \geq 1 \),
\[
\rho(T; mn) \geq \rho(S; mn).
\]

**Proof.** Let \( \tilde{S}_{mn}, \tilde{T}_{mn} \) be the sets of partitions of \( mn \) with parts coming from \( S, T \), respectively. We construct an injection \( \varphi: \tilde{S}_{mn} \rightarrow \tilde{T}_{mn} \), similar to Yee’s [13] proof of Theorem 2.1.

Let \( \lambda \) be a partition in \( \tilde{S}_{mn} \). Define \( e_i \) to be the number of times \( x_i \) occurs in \( \lambda \), so that \( \lambda \) can be described by \( mn = \sum_{i=1}^{\infty} e_i x_i \), which is clearly divisible by \( m \). Since each \( y_i \) is divisible by \( m \), we can conclude that
\[
\sum_{i=1}^{\infty} (x_i - y_i) e_i
\]
is divisible by \( m \).

Define the sequence \( \{f_i\}_{i=1}^{\infty} \) by
\[
f_i = \begin{cases} \\
ed_1 + \frac{1}{m} \sum_{j=1}^{\infty} (x_j - y_j) e_j, & i = 1 \\
ed_i, & i > 1.
\end{cases}
\]

From this we can define \( \varphi(\lambda) \) to be the partition consisting of parts \( y_i \) each occurring \( f_i \) times. Since \( y_1 = m \),
\[
\sum_{i=1}^{\infty} f_i y_i = e_1 y_1 + \sum_{i=1}^{\infty} (x_i - y_i) e_i + \sum_{i=2}^{\infty} \sum_{i=1}^{\infty} e_i y_i = \sum_{i=1}^{\infty} e_i x_i = mn,
\]
so \( \varphi(\lambda) \) is indeed a partition of \( mn \) and thus \( \varphi(\lambda) \in \tilde{T}_{mn} \) as desired.

It remains to show that \( \varphi \) is injective. Let \( \lambda, \lambda' \in \tilde{S}_{mn} \) such that \( \lambda \) is described by \( mn = \sum_{i=1}^{\infty} e_i x_i \), and \( \lambda' \) is described by \( mn = \sum_{i=1}^{\infty} g_i x_i \). If \( \varphi(\lambda) = \varphi(\lambda') \), then we can immediately conclude \( e_i = g_i \) for all \( i \geq 2 \) by the definition of \( \varphi \). Moreover, we must have
\[
e_1 + \frac{1}{m} \sum_{i=1}^{\infty} (x_i - y_i) e_i = g_1 + \frac{1}{m} \sum_{i=1}^{\infty} (x_i - y_i) g_i,
\]
and thus \( e_1 = g_1 \) as well. So \( \lambda = \lambda' \) and we conclude that \( \varphi \) is injective.

The following application of Lemma 2.2 will be used in the proofs of Theorems 1.7 and 1.8.
Corollary 2.3. Let \( a \geq 1, t \geq \log_2(a), s \geq t+4, d \geq 2^s - 2^t \) such that \( 2^t \) divides \( d \), and \( d - 3 \leq b \leq d \). Then
\[
\rho(T_{t,s,d};2^t n) \geq \rho(S_{a,b};2^t n),
\]
where
\[
T_{t,s,d} := \{ y \in \mathbb{N} \mid y \equiv 2^t, d + 2^{t+1}, \ldots, d + 2^{s-1} \pmod{2d} \},
\]
\[
S_{a,b} := \{ x \in \mathbb{N} \mid x \equiv \pm a \pmod{b+3} \} \setminus \{a, b+3-a\}.
\]

Proof. Since \( d \) is divisible by \( 2^t \), so is each element of \( T_{t,s,d} \). Moreover, the smallest element of \( T_{t,s,d} \) is \( 2^t \), so if we can show that the \( i \)th term of \( T_{t,s,d} \) is at most the size of the \( i \)th term of \( S_{a,b} \) (ordering by size), then \( \rho(T_{t,s,d};2^t n) \geq \rho(S_{a,b};2^t n) \) will follow directly from Lemma 2.2.

By hypothesis, \( 2^t \leq 2^s - 2^t \leq d \). It follows that the elements of \( T_{t,s,d} \) ordered by size across rows are as shown in Figure 1.

![Figure 1. Elements of \( T_{t,s,d} \) ordered by size across rows](image)

Notice that the first column is independent of \( s \), and there are \( s - t \) elements in each row. Decreasing \( s \) will yield fewer columns, so we can conclude that when ordered by size, the \( i \)th element of \( T_{t,s+1,d} \) is less than the \( i \)th element of \( T_{t,s,d} \) for any \( s \geq t + 4 \). Thus to finish the proof it suffices to show that \( i \)th term of \( T_{t,t+4,d} \) is at most the size of the \( i \)th term of \( S_{a,b} \). Here, \( T_{t,t+4,d} \) has elements ordered by size across rows as given in Figure 2.

![Figure 2. Elements of \( T_{t,t+4,d} \) ordered by size across rows](image)

By hypothesis, \( a \leq 2^t \) and \( d \geq 15 \cdot 2^t \). Thus for \( k \) a positive integer, \( k (d+3) + a < (k+1)(d+3) - a \). It follows that the elements of \( S_{a,b} \) are given in order of size in Figure 3.

Let \( x_i \) and \( y_i \) be the \( i \)th smallest elements of \( S_{a,b} \) and \( T_{t,t+4,d} \), respectively. We now prove that \( x_i \geq y_i \) by considering the corresponding elements in the \( j \)th rows of the tables in Figures 3 and 2. Each of the four cases follows in a straightforward manner from the facts that \( d \geq 15 \cdot 2^t \), \( d - 3 \leq b \leq d \), and \( a \leq 2^t \), which concludes the proof.

We now present two lemmas that we use in the proofs of Theorem 1.3, Theorem 1.6, and later Proposition 4.1.
Lemma 2.4. Let \( a, d \geq 1 \), and \( n \geq d + 2a \). Then,

\[
q_d^{(a)}(n) \geq q_\left\lceil \frac{n}{a} \right\rceil (\left\lceil \frac{n}{d} \right\rceil) .
\]

Proof. For a positive integer \( x \), write \( \hat{x} \) to denote the least residue of \(-x \mod a\) so that \( \left\lceil \frac{x}{a} \right\rceil = \frac{x + \hat{x}}{a} \). Fix \( n \geq d + 2a \), and define \( q_{d+\hat{d}}^{(a)}(n + \hat{n})^* \) to count the number of partitions of \( n + \hat{n} \) into parts \( \geq a \), each a multiple of \( a \), with difference between parts \( \geq d + \hat{d} \). Then it is straightforward to see that

\[
q_{d+\hat{d}}^{(a)}(n + \hat{n})^* = q_\left\lceil \frac{n + \hat{n}}{a} \right\rceil (\left\lceil \frac{n}{d} \right\rceil) ,
\]

by the natural bijection between the relevant sets of partitions obtained by dividing (or multiplying) the parts by \( a \). Thus it suffices to show that \( q_d^{(a)}(n) \geq q_{d+\hat{d}}^{(a)}(n + \hat{n})^* \).

Let \( X(n) \) be the set of partitions of \( n \) counted by \( q_d^{(a)}(n) \) and \( Y(n + \hat{n}) \) the set of partitions of \( n + \hat{n} \) counted by \( q_{d+\hat{d}}^{(a)}(n + \hat{n})^* \). We construct an injection \( \varphi : Y(n + \hat{n}) \to X(n) \). Note that when \( n \) is a multiple of \( a \), the identity map gives such an injection. Suppose \( n \not\equiv 0 \mod a \), and \( \lambda \in Y(n + \hat{n}) \) is of the form \( n + \hat{n} = \lambda_1 + \cdots + \lambda_k \), where the parts are listed in increasing order. Define \( \varphi(\lambda) \) by

\[
\varphi(\lambda) = \begin{cases} 
(a, n - a) & \text{if } k = 1 \\
(n) & \text{if } \lambda_1 = a, k = 2 \\
(\lambda_2, \ldots, \lambda_k, a - \hat{n}) & \text{if } \lambda_1 = a, k \geq 3 \\
(\lambda_1 - \hat{n}, \lambda_2, \ldots, \lambda_k) & \text{if } \lambda_1 > a, k \geq 2.
\end{cases}
\]

Since \( n \geq d + 2a \), it follows that \( \varphi(\lambda) \in X(n) \). Moreover, observe that the first case above is the only case where the smallest part of \( \varphi(\lambda) \) is \( a \). Thus, the only way for two partitions \( \lambda \neq \lambda' \in Y(n + \hat{n}) \) to map to the same partition under \( \varphi \) would be through the third and fourth cases above. However, since \( \hat{n} \neq 0 \), the last part arising from the third case is not a multiple of \( a \) and thus cannot equal the any last part arising from the fourth case. So \( \varphi \) is an injection and thus \( q_d^{(a)}(n) \geq q_{d+\hat{d}}^{(a)}(n + \hat{n})^* \) as desired.

\[\square\]

Lemma 2.5. Let \( a, d, n \geq 1 \) such that \( a \) divides \( d + 3 \). Then,

\[
Q_d^{(a,-)}(an) = Q_\left\lceil \frac{an}{d+3} \right\rceil (n) ,
\]

\[
Q_d^{(a,-)}(an) = Q_\left\lceil \frac{an}{a} \right\rceil (n) .
\]

Proof. The result follows directly from the natural bijection between the relevant sets of partitions obtained by dividing (or multiplying) the parts by \( a \). \[\square\]
3. A MODIFICATION OF ALDER’S CONJECTURE

In this section we utilize work of Andrews [4] and Yee [13] to prove two modifications of (1.1). The first, stated below, will be used to prove Theorem 1.3 and later Proposition 4.1.

**Proposition 3.1.** If \( d = 15 \) or \( d \geq 31 \), then for \( n \geq 1 \),

\[
q_d^{(1)}(n) \geq Q_{d-2}^{(1,-)}(n).
\]

**Proof.** Proposition 3.1 will be proved in three cases, which we will prove by adapting the methods of Andrews [4] and Yee [13].

**Case I:** Let \( d \geq 31 \), \( d \neq 2^r - 1 \), where \( r \) is defined in (1.2) with \( a = 1 \), and \( n \geq 4d + 2^r \). By work of Yee [13, Lemmas 2.2 and 2.7] it follows that

\[
q_d^{(1)}(n) \geq G_{d-2}^{(1)}(n).
\]

From (3.2), we see that \( G_{d-2}^{(1)}(n) \) counts partitions of \( n \) into distinct parts from the set \( \{ x \in \mathbb{N} | x \equiv d + 2^r - 1 \mod 2d \} \) and unrestricted parts from the set

\[
T_{r-1,d} = \{ y \in \mathbb{N} | y \equiv 1, d + 2, \ldots, d + 2^{r-1} \mod 2d \}.
\]

Thus clearly \( G_{d-2}^{(1)}(n) \) counts partitions of \( n \) into distinct parts from the set \( \{ x \in \mathbb{N} | x \equiv d + 2^r - 1 \mod 2d \} \) and unrestricted parts from the set

\[
T_{r-1,d} = \{ y \in \mathbb{N} | y \equiv 1, d + 2, \ldots, d + 2^{r-1} \mod 2d \}.
\]

Thus clearly \( G_{d-2}^{(1)}(n) \) counts partitions of \( n \) into distinct parts from the set \( \{ x \in \mathbb{N} | x \equiv d + 2^r - 1 \mod 2d \} \) and unrestricted parts from the set

\[
T_{r-1,d} = \{ y \in \mathbb{N} | y \equiv 1, d + 2, \ldots, d + 2^{r-1} \mod 2d \}.
\]

Thus clearly \( G_{d-2}^{(1)}(n) \) counts partitions of \( n \) into distinct parts from the set \( \{ x \in \mathbb{N} | x \equiv d + 2^r - 1 \mod 2d \} \) and unrestricted parts from the set

\[
T_{r-1,d} = \{ y \in \mathbb{N} | y \equiv 1, d + 2, \ldots, d + 2^{r-1} \mod 2d \}.
\]

Thus clearly \( G_{d-2}^{(1)}(n) \) counts partitions of \( n \) into distinct parts from the set \( \{ x \in \mathbb{N} | x \equiv d + 2^r - 1 \mod 2d \} \) and unrestricted parts from the set

\[
T_{r-1,d} = \{ y \in \mathbb{N} | y \equiv 1, d + 2, \ldots, d + 2^{r-1} \mod 2d \}.
\]

Thus clearly \( G_{d-2}^{(1)}(n) \) counts partitions of \( n \) into distinct parts from the set \( \{ x \in \mathbb{N} | x \equiv d + 2^r - 1 \mod 2d \} \) and unrestricted parts from the set

\[
T_{r-1,d} = \{ y \in \mathbb{N} | y \equiv 1, d + 2, \ldots, d + 2^{r-1} \mod 2d \}.
\]

Thus clearly \( G_{d-2}^{(1)}(n) \) counts partitions of \( n \) into distinct parts from the set \( \{ x \in \mathbb{N} | x \equiv d + 2^r - 1 \mod 2d \} \) and unrestricted parts from the set

\[
T_{r-1,d} = \{ y \in \mathbb{N} | y \equiv 1, d + 2, \ldots, d + 2^{r-1} \mod 2d \}.
\]

**Figure 4.** Elements of \( T_{r-1,d} \) ordered by size across rows

| \( 1 \) | \( d + 2 \) | \( \ldots \) | \( d + 2^{r-2} \) |
|---|---|---|---|
| \( 2d + 1 \) | \( 3d + 2^{r+1} \) | \( \ldots \) | \( 3d + 2^{r-2} \) |
| \( \vdots \) | \( \vdots \) | \( \vdots \) | \( \vdots \) |
| \( (2j - 2)d + 1 \) | \( (2j - 1)d + 2 \) | \( \ldots \) | \( (2j - 1)d + 2^{r-2} \) |
| \( \vdots \) | \( \vdots \) | \( \vdots \) | \( \vdots \) |

Since \( d \geq 31 \), we have that \( r \geq 5 \). As in the proof of Corollary 2.3, it thus suffices to show that \( i \)th term of \( T_{k,d} \) is at most the size of the \( i \)th term of \( S_d \). Here, \( T_{k,d} \) has elements ordered by size across rows as given in Figure 5.
Let \( q_n \) be defined as in (3.4) so that \( q_n = 2 \cdot \cdot \cdot (d-3,2) + (2j-2) \cdot (2j-1)d + 1 \). Then to finish the proof it suffices to show \( \rho(T_{s,d}; n) \geq \rho(S_d; n) \). This follows from the previous case, since the sets \( T_{4,d}, S_d \) are exactly those appearing in that setting.

**Case III:** Let \( d \geq 15 \) and \( 1 \leq n < 4d + 2^r \), where \( r \) is defined in (1.2) with \( a = 1 \). It thus follows that \( n \leq 5d \). Again we let \( S_d \) be defined as in (3.4) so that \( \rho(S_d; n) = Q_{d-2}^{(1,-)}(n) \). Here we will prove the lemma in cases depending on the size of \( n \) in relation to the sizes of available parts in \( S_d \).

---

**Figure 5.** Elements of \( T_{4,d} \) ordered by size across rows

| 1 | \( d + 2 \) | \( d + 4 \) | \( d + 8 \) |
|---|---|---|---|
| \( 2d + 1 \) | \( 3d + 2 \) | \( 3d + 4 \) | \( 3d + 8 \) |
| \( \vdots \) | \( \vdots \) | \( \vdots \) | \( \vdots \) |
| \( (2j - 2)d + 1 \) | \( (2j - 1)d + 2 \) | \( (2j - 1)d + 4 \) | \( (2j - 1)d + 8 \) |
| \( \vdots \) | \( \vdots \) | \( \vdots \) | \( \vdots \) |

**Figure 6.** Elements of \( S_d \) ordered by size across rows

| 1 | \( d + 2 \) | \( 2d + 1 \) | \( 2d + 3 \) |
|---|---|---|---|
| \( 3d + 2 \) | \( 3d + 4 \) | \( 4d + 3 \) | \( 4d + 5 \) |
| \( \vdots \) | \( \vdots \) | \( \vdots \) | \( \vdots \) |
| \( (2j - 1)d + (2j - 2) \) | \( (2j - 1)d + 2j \) | \( (2j)d + (2j - 1) \) | \( (2j)d + (2j + 1) \) |
| \( \vdots \) | \( \vdots \) | \( \vdots \) | \( \vdots \) |

Since \( d \geq 31 \) it follows that the elements of \( S_d \) are given ordered by size across rows in Figure 6.

Let \( x_i \) and \( y_i \) be the \( i \)th smallest elements of \( S_d \) and \( T_{4,d} \), respectively. We now prove that \( x_i \geq y_i \) by considering the \( j \)th rows of the tables in Figures 6 and 5. Each of the four cases follows in a straightforward manner from the fact that \( d \geq 31 \). Thus a direct application of Theorem 2.1 concludes the proof of this case.

**Case II:** Let \( d = 2^s - 1 \) for \( s \geq 4 \), and \( n \geq 1 \). By Andrews [4, Theorem 1], it is known that

\[
q_d^{(1)}(n) \geq L_d(n),
\]

where \( L_d(n) \) counts the number of partitions of \( n \) into distinct parts \( 1, 2, \ldots, 2^s - 1 \) \((\text{mod } d)\). Since

\[
\sum_{n=0}^{\infty} L_d(n) q^n = \frac{(q^2; q^{2d})_\infty (q^d; q^d)_\infty (-q^d; q^d)_\infty (-q^{2d}; q^d)_\infty}{(q; q^{2d})_\infty (q^{d+1}; q^{2d})_\infty (q^{2d}; q^{2d})_\infty (q^{d+2}; q^{2d})_\infty (q^{d+4}; q^{2d})_\infty \cdots (q^{d+2^{s-1}}; q^{2d})_\infty},
\]

we see that in fact for all \( n \),

\[
q_d^{(1)}(n) \geq L_d(n) = \rho(T_{s,d}; n),
\]

where \( T_{s,d} := \{ y \in \mathbb{N} \mid y \equiv 1, d + 2, \ldots, d + 2^s - 1 \pmod{2d} \} \). Let \( S_d \) be defined as before in (3.4) so that \( \rho(S_d; n) = Q_{d-2}^{(1,-)}(n) \). Then to finish the proof it suffices to show \( \rho(T_{s,d}; n) \geq \rho(S_d; n) \). This follows from the previous case, since the sets \( T_{4,d}, S_d \) are exactly those appearing in that setting.

**Case III:** Let \( d \geq 15 \) and \( 1 \leq n < 4d + 2^r \), where \( r \) is defined in (1.2) with \( a = 1 \). It thus follows that \( n \leq 5d \). Again we let \( S_d \) be defined as in (3.4) so that \( \rho(S_d; n) = Q_{d-2}^{(1,-)}(n) \). Here we will prove the lemma in cases depending on the size of \( n \) in relation to the sizes of available parts in \( S_d \).

---

\(^3\)See Section 6 for a comment on the cases when \( 1 \leq d < 31, d \neq 15 \).
We write \( \lambda^x \) to denote that the part \( \lambda \) appears \( x \) times as a part in a partition. Moreover, observe that \( q_d^{(1)}(n) \) is a (weakly) increasing function of \( n \), since adding 1 to the largest part of any partition of \( n \) counted by \( q_d^{(1)}(n) \) yields a partition of \( n+1 \) counted by \( q_d^{(1)}(n+1) \). Similarly \( Q_{d-2}^{(1,-)}(n) \) is a (weakly) increasing function of \( n \), since adding one part of size 1 to any partition of \( n \) counted by \( Q_{d-2}^{(1,-)}(n) \) will yield a partition of \( n+1 \) counted by \( Q_{d-2}^{(1,-)}(n+1) \).

First consider the case when \( 1 \leq n \leq d+1 \). The only available part in \( S_d \) in this case is 1, so \( Q_{d-2}^{(1,-)}(n) = 1 \). Also \( q_d^{(1)}(n) = 1 \), since it only counts the partition \( (n) \).

When \( d+2 \leq n \leq d+3 \), it follows that \( Q_{d-2}^{(1,-)}(n) = 2 \), counting the partitions \( (n) \) and \( (1^n) \). Likewise \( q_d^{(1)}(n) = 2 \), as it will count the partitions \( (n) \) and \( (1,n) \).

Now consider \( d+4 \leq n \leq 2d+2 \). Here \( Q_{d-2}^{(1,-)}(n) \in \{2,3\} \), counting \( (1^n) \), \((1^{n-d-2},(d+2))\), and possibly \((1^{n-2d-1},(2d-1))\). However, \( q_d^{(1)}(n) \geq q_d^{(1)}(d+4) = 3 \), since \( q_d^{(1)}(d+4) \) counts the partitions \( (d+4) \), \((1,(d+3))\), and \( (2,(d+2)) \).

We now consider \( 2d+3 \leq n \leq 4d+1 \). Here \( Q_{d-2}^{(1,-)}(n) \leq Q_{d-2}^{(1,-)}(4d+1) = 10 \), which we calculate by observing that there is exactly one partition of \( 4d+1 \) with parts in \( S_d \) and largest part equal to each of \( 3d+4,3d+2,3d+1,3d+2 \), and 1, there are two each with largest part \( 2d+3 \) and \( 2d+1 \), and three with largest part \( d+2 \). Thus since \( q_d^{(1)}(n) \geq q_d^{(1)}(2d+3) \), it suffices to show that \( q_d^{(1)}(2d+3) \geq 10 \). We can see this by observing that since \( d \geq 15 \), the partitions \((2d+3),(1,2d+2),(2,2d+1),...,(9,2d-6)\) are all counted by \( q_d^{(1)}(2d+3) \).

Lastly, we consider \( 4d+2 \leq n \leq 5d \). Here \( Q_{d-2}^{(1,-)}(n) \leq Q_{d-2}^{(1,-)}(5d) = 20 \), which we calculate as above in terms of largest parts. There is one partition of \( 5d \) with parts in \( S_d \) for each largest part in \( \{4d+5,4d+3,1\} \), two for each largest part in \( \{3d+4,3d+2,2\} \), five with largest part \( 2d+3 \), and four for each largest part in \( \{2d+1,2d+2\} \). Here \( q_d^{(1)}(n) \geq q_d^{(1)}(4d+2) \), so it suffices to show that \( q_d^{(1)}(4d+2) \geq 20 \). We can see this by observing that since \( d \geq 15 \), the partitions \((4d+2),(1,4d+1),(2,4d),...,(19,4d-17)\) are all counted by \( q_d^{(1)}(4d+2) \). \( \square \)

To prove Theorem 1.6 we will make use of the following analogous result.

**Proposition 3.2.** If \( d = 15 \) or \( d \geq 31 \), then for \( n \geq 1 \),

\[
q_d^{(1)}(n) \geq Q_{d-3}^{(1,-)}(n).
\]

**Proof.** As in the proof of Proposition 3.1 we prove the result in three cases.

**Case I:** Let \( d \geq 31 \), \( d \neq 2^r - 1 \) with \( r \) defined in (1.2) with \( a = 1 \), and \( n \geq 4d+2^r \). It follows that \( r \geq 5 \). Recall from (3.3) that

\[
q_d^{(1)}(n) \geq \rho(T_{r-1,d};n),
\]

where

\[
T_{r-1,d} = \{ y \in \mathbb{N} \mid y \equiv 1, d + 2, \ldots, d + 2^{r-2} \pmod{2d} \}.
\]

Furthermore, let

\[
S_{1,d-3} := \{ x \in \mathbb{N} \mid x \equiv \pm 1 \pmod{d} \} \setminus \{1, d-1\},
\]

so that \( \rho(S_{1,d-3};n) = Q_{d-3}^{(1,-)}(n) \). Thus it suffices to show that \( \rho(T_{r-1,d};n) \geq \rho(S_{1,d-3};n) \), which follows directly from Corollary 2.3 by setting \( t = 0 \).

**Case II:** Let \( d = 2^s - 1 \) for \( s \geq 4 \), and \( n \geq 1 \). Recall from (3.5) that

\[
q_d^{(1)}(n) \geq \rho(T_{s,d};n),
\]

where
where $T_{s,d} := \{ y \in \mathbb{N} \mid y \equiv 1, d + 2, \ldots, d + 2^{s-1} \pmod{2d} \}$. Let $S_{1,d-3}$ be defined as before in (3.6) so that $\rho(S_{1,d-3}; n) = Q_{d-3}^{(1-)}(n)$. Thus it suffices to show that $\rho(T_{s,d}; n) \geq \rho(S_{1,d-3}; n)$, which again follows directly from Corollary 2.3 with $t = 0$.

**Case III**: Let $d \geq 5$ and $1 \leq n < 4d + 2^r$, where $r$ is defined in (1.2) with $a = 1$. It thus follows that $n \leq 5d$. Again we let $S_{1,d-3}$ be defined as in (3.6) so that $\rho(S_{1,d-3}; n) = Q_{d-3}^{(1-)}(n)$. As in the proof of Proposition 3.1, we prove this lemma in cases depending on the size of $n$. While $q_d^{(1)}(n)$ is a (weakly) increasing function of $n$, here $Q_{d-3}^{(1-)}(n)$ is not. However, we can calculate all the partitions counted by $Q_{d-3}^{(1-)}(n)$ in the range $1 \leq n \leq 5d$ in a straightforward manner grouping by largest part. For each possible largest part, the values which can be partitioned into parts from $S_{1,d-3}$ are distinct, and are listed in Figure 7.

**Figure 7.** Values partitioned into parts from $S_{1,d-3}$ for $1 \leq n \leq 5d$

| largest part | distinct values of $n$ |
|--------------|------------------------|
| $4d + 1$     | $4d + 1$               |
| $4d - 1$     | $4d - 1, 5d$           |
| $3d + 1$     | $3d + 1, 4d + 2, 5d$   |
| $3d - 1$     | $3d - 1, 4d, 5d - 2, 5d$ |
| $2d + 1$     | $2d + 1, 3d + 2, 4d, 4d + 2, 4d + 3$ |
| $2d - 1$     | $2d - 1, 3d, 4d + 1, 4d - 2$ |
| $d + 1$      | $d + 1, 2d + 2, 3d + 3, 4d + 4$ |

From Figure 7, we see that $Q_{d-3}^{(1-)}(n) \leq 3$ for $1 \leq n \leq 5d$. When $d + 4 \leq n \leq 5d$, $q_d^{(1)}(n) \geq q_d^{(1)}(d + 4) = 3$, since $q_d^{(1)}(d + 4)$ counts the partitions $(d+4), (1, (d+3))$, and $(2, (d+2))$. Furthermore when $1 \leq n \leq d + 3$, $q_d^{(1)}(n) \geq 1$ and $Q_{d-3}^{(1-)}(n) \leq 1$. Thus the lemma is proved. □

4. A proof of Kang and Park’s conjecture for $d \geq 62$

In this section we first prove Theorem 1.3, utilizing Lemmas 2.2, 2.4, and 2.5, as well as Proposition 3.1. We then provide a partial result toward Conjecture 1.4.

**Proof of Theorem 1.3.** Let $d \geq 62$ and $n \geq 1$. We observe that if $n \leq d + 3$, then 2 is the only possible part in a partition counted by $Q_d^{(2-)}(n)$, and thus $Q_d^{(2-)}(n) \leq 1 = q_d^{(2)}(n)$.

Now let $n \geq d + 4$. We approach the proof by cases, considering the parities of $d$ and $n$.

First, we suppose $d$ is odd. If $n$ is also odd, then $Q_d^{(2-)}(n) = 0$, so $\Delta_d^{(2)}(n) \geq 0$ trivially in this case. If $n = 2n'$ is even, then

$$q_d^{(2)}(2n') \geq q_d^{(1)}(n') \geq Q_d^{(1-)}(n') = Q_d^{(2-)}(2n'),$$

where the first inequality follows directly from Lemma 2.4, the second from Proposition 3.1, and the third from Lemma 2.5.

We now suppose $d$ is even. If $n = 2n'$ is also even, then we first observe that

$$q_d^{(2)}(2n') \geq q_d^{(1)}(n') \geq Q_d^{(1-)}(n') = Q_{d-1}^{(2-)}(2n'),$$

where again the first inequality follows directly from Lemma 2.4, the second from Proposition 3.1, and the third from Lemma 2.5. It remains to show $Q_{d-1}^{(2-)}(2n') \geq Q_d^{(2-)}(2n')$, which we do with
an application of Lemma 2.2. Let

\[(4.1) \quad S = \{x \in \mathbb{N} \mid x \equiv \pm 2 \pmod{d + 3}\} \setminus \{d + 1\},
T = \{y \in \mathbb{N} \mid y \equiv \pm 2 \pmod{d + 2}\} \setminus \{d\},\]

so that \(\rho(S; 2n') = Q_{d-1}^{(2,-)}(2n')\) and \(\rho(T; 2n') = Q_{d-1}^{(2,-)}(2n')\). Ordering the elements of \(S\) and \(T\) by size, we have

\[
S = \{2, d + 5, 2d + 4, 2d + 8, \ldots, jd + 3j - 2, jd + 3j + 2, \ldots\},
T = \{2, d + 4, 2d + 2, 2d + 6, \ldots, jd + 2j - 2, jd + 2j + 2, \ldots\},
\]

so it is easy to see that the hypotheses of Lemma 2.2 are satisfied with \(m = 2\). Thus it follows that \(Q_{d-1}^{(2,-)}(2n') \geq Q_{d}^{(2,-)}(2n')\) as desired.

In the case when \(n = 2n' - 1\) is odd, while \(d\) is even, we observe that

\[
q_d^{(2)}(2n' - 1) \geq q_d^{(1)}(n') \geq Q_d^{(1,-)}(n') = Q_{d-1}^{(2,-)}(2n'),
\]

where the first inequality follows directly from Lemma 2.4, the second from Proposition 3.1, and the third from Lemma 2.5. It remains to show that \(Q_{d-1}^{(2,-)}(2n') \geq Q_d^{(2,-)}(2n' - 1)\), which we do by constructing an injection from the set \(X\) of partitions counted by \(Q_d^{(2,-)}(2n' - 1)\) to the set \(Y\) of partitions counted by \(Q_{d-1}^{(2,-)}(2n')\). As in the previous case, let \(S = \{x_i\}_{i=1}^{\infty}\), \(T = \{y_i\}_{i=1}^{\infty}\) be increasing, where \(S, T\) are defined in (4.1). Suppose \(\lambda \in X\) has parts \(x_i \in S, j \geq 1\). Then \(2n' - 1 = \sum_{j \geq 1} x_i\) is odd, so since each \(y_i\) is even it follows that \(\sum_{j \geq 1} (x_i - y_i)\) is also odd. Let \(\beta\) be the positive integer with \(\sum_{j \geq 1} (x_i - y_i) = 2\beta - 1\). We then define \(\varphi : X \to Y\) by defining \(\varphi(\lambda)\) to be the partition with corresponding parts \(y_i \in T\), with \(\beta\) additional parts of size 2. Then \(\varphi(\lambda)\) is a partition of

\[
\sum_{j \geq 1} y_i + 2\beta = \sum_{j \geq 1} x_i + 1 = 2n',
\]

so \(\varphi(\lambda) \in Y\). Moreover, it is easy to see that \(\varphi\) is an injection, since for any \(\lambda \neq \lambda' \in X\), there must exist a part \(x_i > 2\) that occurs in \(\lambda\) a different number of times than it does in \(\lambda'\). But then \(y_i\) must occur in \(\varphi(\lambda)\) a different number of times than it does in \(\varphi(\lambda')\) which implies \(\varphi(\lambda) \neq \varphi(\lambda')\) \(\square\)

We conclude this section with a partial result toward Conjecture 1.4.

**Proposition 4.1.** For \(d \geq 31\) and \(n \geq d + 6\),

\[
\Delta_{3d}^{(3,-)}(n) \geq 0.
\]

**Proof.** First observe that if \(n\) is not divisible by \(3\), then \(Q_{3d}^{(3,-)}(n) = 0\) so \(\Delta_{3d}^{(3,-)}(n)\) is trivially nonnegative. If \(n = 3n'\), then

\[
q_{3d}^{(3)}(3n') \geq q_d^{(1)}(n') \geq Q_{d-2}^{(1,-)}(n') = Q_{3d}^{(3,-)}(3n'),
\]

where the first inequality follows directly from Lemma 2.4, the second from Proposition 3.1, and the third from Lemma 2.5. \(\square\)

5. A generalization of Kang and Park’s conjecture

In this section we use three different methods to prove partial results toward Conjecture 1.5. We begin by adapting methods developed in the proof of Theorem 1.3 to prove Theorem 1.6. We then use methods of Andrews [4] to prove Theorem 1.7 and methods of Yee [13] to prove Theorem 1.8.
Proof of Theorem 1.6. Let \( a \geq 3 \), and \( d \geq 31a - 3 \), such that \( a \) divides \( d + 3 \). We observe that if \( n \leq d + 2a - 1 \), then \( d + 3 + a \) is the only possible part in a partition counted by \( Q_d^{(a,\ldots,-)}(n) \), and thus \( Q_d^{(a,\ldots,-)}(n) \leq 1 \leq q_d^{(a)}(n) \). Now let \( n \geq d + 2a \). We first observe for \( n \) that are not divisible by \( a \), \( Q_d^{(a,\ldots,-)}(n) = 0 \), and thus \( \Delta_d^{(a,\ldots,-)}(n) \geq 0 \) is trivially true. It thus suffices to consider \( n = an' \), for \( n' \geq 1 \). When \( a \geq 4 \), then \( \lfloor \frac{d}{a} \rfloor = \frac{d+3}{a} \). Thus,

\[
q_d^{(a)}(an') \geq q_d^{(1)}(n') \geq Q_d^{(\frac{1}{3}-\ldots-\frac{1}{3})}(n') = Q_d^{(a,\ldots,-)}(an'),
\]

where the first inequality follows directly from Lemma 2.4, the second from Proposition 3.2, and the third from Lemma 2.5.

If \( a = 3 \), then \( d \) is divisible by 3, so we have

\[
q_d^{(3)}(3n') \geq q_d^{(1)}(n') \geq Q_d^{(\frac{1}{3}-\ldots-\frac{1}{3})}(n') = Q_d^{(3,\ldots,-)}(3n'),
\]

using Lemma 2.4, Proposition 3.2, Lemma 2.5, and the definition of \( q_d^{(a)}(n) \).

In order to prove Theorems 1.7 and 1.8 we require a useful theorem of Andrews [4], stated below, and the following notation. For integers \( 0 \leq k \leq \ell \) and \( d \geq 2^\ell - 2^k \), let

\[
A_{d,k,\ell} = \{ x \in \mathbb{N} \mid x \equiv 2^i \pmod{d}, k \leq i \leq \ell - 1 \},
\]

\[
(5.1)
\]

\[
A'_{d,k,\ell} = \{ y \in \mathbb{N} \mid y \equiv 2^{ki} \pmod{d}, 1 \leq i \leq 2^{\ell-k} - 1 \}.
\]

Let \( \beta_d(x) \) be the least positive residue of \( x \) modulo \( d \), let \( b(x) \) be the number of (nonzero) terms appearing in the binary representation of \( x \), and let \( \nu(x) \) be the least \( 2^t \) in this representation.

Theorem 5.1 (Andrews [5], 1969). Using the notation above, let \( D(A_{d,k,\ell};n) \) denote the number of partitions of \( n \) into distinct parts taken from \( A_{d,k,\ell} \), and let \( E(A'_{d,k,\ell};n) \) be the number of partitions of \( n \) into parts taken from \( A'_{d,k,\ell} \), of the form \( n = \lambda_1 + \lambda_2 + \cdots + \lambda_s \), such that

\[
\lambda_{i+1} - \lambda_i \geq d \cdot b(\beta_d(\lambda_i)) + \nu(\beta_d(\lambda_i)) - \beta_d(\lambda_i).
\]

Then \( D(A_{d,k,\ell};n) = E(A'_{d,k,\ell};n) \).

Proof of Theorem 1.7. Let \( 1 \leq a \leq d + 2 \), where \( d = 2^a - 2^t \) for some \( t \geq \log_2(a) \) and \( s \geq t + 4 \). Consider \( A'_{d,t,s} \) as defined in (5.1). Then any partition counted by \( E(A'_{d,t,s};2^t n) \) has parts at least \( 2^t \geq a \), and the difference between parts satisfies

\[
\lambda_{i+1} - \lambda_i \geq d \cdot b(\beta_d(\lambda_i)) + \nu(\beta_d(\lambda_i)) - \beta_d(\lambda_i).
\]

Let \( \lambda_i \) be a part of such a partition counted by \( E(A'_{d,t,s};2^t n) \). If \( \beta_d(\lambda_i) = 2^t \) for some \( t \leq j \leq s - 1 \), then \( \nu(2^t) = \beta(2^t) \), so (5.2) implies that \( \lambda_{i+1} - \lambda_i \geq d \). If \( \beta_d(\lambda_i) \neq 2^t \) for some \( t \leq j \leq s - 1 \), then \( b(\beta_d(\lambda_i)) \geq 2 \). Since \( \beta_d(\lambda_i) \leq 2^t - 2^t = d \), (5.2) again implies that \( \lambda_{i+1} - \lambda_i \geq d \). Thus we can conclude by Theorem 5.1 that

\[
q_d^{(a)}(2^t n) \geq E(A'_{d,t,s};2^t n) = D(A_{d,t,s};2^t n),
\]

The statement of Theorem 5.1 is adjusted to our specific context.
where \( D(A_{d,t,s};2^t n) \) counts the number of partitions of \( n \) into distinct parts from \( A_{d,t,s} \), as defined in (5.1). Since

\[
\sum_{n=0}^{\infty} D(A_{d,t,s};n)q^n = (-q^{2t};q^d)_\infty (-q^{2t+1};q^d)_\infty \cdots (-q^{2t+a-1};q^d)_\infty
= \frac{(q^{2t+1};q^d)_\infty \cdots (q^{2t+a-1};q^d)_\infty}{(q^2;q^d)_\infty (q^{d+2};q^d)_\infty \cdots (q^{d+2a-1};q^d)_\infty}
= \frac{1}{(q^2;q^d)_\infty (q^{d+2};q^d)_\infty \cdots (q^{d+2a-1};q^d)_\infty},
\]

we see that in fact for all \( n \),

\[
D(A_{d,t,s};n) = \rho(T_{t,s,d};n),
\]

where \( T_{t,s,d} := \{ y \in \mathbb{N} \mid y \equiv 2^t d + 2^{t+1} \cdots + d + 2^{a-1} \pmod{2d} \} \).

Now define

\[
S_{a,d} := \{ x \in \mathbb{N} \mid x \equiv \pm a \pmod{d+3} \} \setminus \{ a, d+3-a \},
\]

so that \( \rho(S_{a,d};n) = Q_d^{(a,-)}(n) \). From (5.3) and (5.4) we see that to finish the proof it suffices to show \( \rho(T_{t,s,d};2^t n) \geq \rho(S_{a,d};2^t n) \). This follows directly from Corollary 2.3 by setting \( b = d \), which completes the proof.

5.1. The proof of Theorem 1.8. In this subsection we modify a method of Yee [13] to prove Theorem 1.8. We do this by proving, under the hypotheses of the theorem, the following series of inequalities

\[
q^{(a)}_d (2^{a-1} n) \geq \mathcal{L}^{(a)}_d (2^{a-1} n) + \mathcal{L}^{(a)}_d (2^{a-1} n - 2^r) \geq \mathcal{K}^{(a)}_d (2^{a-1} n) \geq \mathcal{G}^{(a)}_d (2^{a-1} n) \geq Q_d^{(a,-)}(2^{a-1} n),
\]

where

\[
f^{(a)}_d (q) := \sum_{n=0}^{\infty} \mathcal{L}^{(a)}_d (n) q^n = (-q^{2a-1};q^d)_\infty (-q^{2a};q^d)_\infty \cdots (-q^{2^{r-1}};q^d)_\infty,
\]

(5.5)

\[
k^{(a)}_d (q) := \sum_{n=0}^{\infty} \mathcal{K}^{(a)}_d (n) q^n := \frac{1 - q^{d+2a-1}}{1 - q^{2^{r-1}}} (-q^{d+2^{r-1}};q^d)_\infty (-q^{d+2^2};q^d)_\infty \cdots (-q^{d+2^{r-1}};q^d)_\infty,
\]

\[
g^{(a)}_d (q) := \sum_{n=0}^{\infty} \mathcal{G}^{(a)}_d (n) q^n := \frac{(-q^{d+2^{r-1}};q^d)_\infty}{(q^{2a-1};q^d)_\infty (q^{d+2a};q^d)_\infty \cdots (q^{d+2^{r-1}};q^d)_\infty}.
\]

Since the first and third inequality above require a substantial combinatorial argument, we first address those as separate lemmas. Our first lemma is as follows.

Lemma 5.2. Let \( a \geq 3 \) and \( d \geq 2^{a+2} \), where \( d \neq 2^r - 2^{a-1} \) with \( r \) defined by (1.2). Then for all \( n \geq 2d + 2^r + 2^{a-1} - 1 \),

\[
q^{(a)}_d (n) \geq \mathcal{L}^{(a)}_d (n) + \mathcal{L}^{(a)}_d (n - 2^r).
\]

Proof. By (5.5), we see that \( \mathcal{L}^{(a)}_d (n) \) counts the number of partitions into distinct parts coming from the set \( A_{d,a-1,r} \) as defined in (5.1), so by Theorem 5.1 it follows that

(5.6)

\[
\mathcal{L}^{(a)}_d (n) = D(A_{d,a-1,r};n) = E(A'_{d,a-1,r};n).
\]

First we observe that by (5.6) it is equivalent to show that

\[
q^{(a)}_d (n) \geq E(A'_{d,a-1,r};n) + E(A'_{d,a-1,r};n - 2^r).
\]


Recall from the statement of Theorem 5.1 that $E(A'_{d,a-1,r}; m)$ counts the number of partitions of $n$ into parts taken from $A'_{d,a-1,r}$ of the form $n = \lambda_1 + \lambda_2 + \cdots + \lambda_s$ such that

\begin{equation}
\lambda_{i+1} - \lambda_i \geq d \cdot b(\beta_d(\lambda_i)) + \nu(\beta_d(\lambda_i)) - \beta_d(\lambda_i).
\end{equation}

Define $Y_d^{(a)}(n)$ to be the set of partitions counted by $E(A'_{d,a-1,r}; n)$. Additionally, let $X_d^{(a)}(n)$ denote the set of partitions counted by $q_d^{(a)}(n)$, i.e., the partitions of $n$ with parts $\geq a$ having difference at least $d$. By (5.1), partitions in $Y_d^{(a)}(n)$ have parts $\leq a$. Moreover, (5.7) shows that the difference between parts must be at least $d$. This can be seen from the facts that $\nu(\beta_d(\lambda_i)) = \beta_d(\lambda_i)$ when $\lambda_i$ is a power of 2, and $\beta_d(\lambda_i) \leq 2^r - 2^{a-1} < d$, when $\lambda_i$ is not a power of 2. Thus we have $Y_d^{(a)}(n) \subseteq X_d^{(a)}(n)$, and so to prove the lemma it suffices to show that

\begin{equation}
|Y_d^{(a)}(n - 2^r)| \leq |X_d^{(a)}(n)|/|Y_d^{(a)}(n)|.
\end{equation}

In a 2008 paper, Yee [13] constructed an injective map

\begin{equation}
\psi : Y_d^{(1)}(n - 2^r) \rightarrow X_d^{(1)}(n) \setminus Y_d^{(1)}(n),
\end{equation}

which proves (5.8) for $a = 1$. We note that although Yee [13] assumes $n \geq 4d + 2^r$ in the proof, it is only necessary that $n \geq 2d + 2^r$. By the definitions of $X_d^{(a)}(n)$ and $Y_d^{(a)}(n)$, it is easy to see that $Y_d^{(a)}(n) \subseteq Y_d^{(1)}(n)$ and $X_d^{(a)}(n) \subseteq X_d^{(1)}(n)$. Thus to finish the proof it would suffice to show that the restriction of Yee’s map to $Y_d^{(a)}(n - 2^r)$,

$$\Psi : Y_d^{(a)}(n - 2^r) \rightarrow X_d^{(1)}(n) \setminus Y_d^{(1)}(n) \subseteq X_d^{(1)}(n) \setminus Y_d^{(a)}(n),$$

has image contained in $X_d^{(a)}(n)$. Since we already know the image is in $X_d^{(1)}(n)$, we would only need to show that parts of partitions in the image are $\geq a$.

Yee’s map $\psi$ in (5.9) is defined piecewise on four sets (in the case $a = 1$), defined by

\begin{align*}
Z^{(a)} &:= \{ \lambda \in Y_d^{(a)}(n - 2^r) \mid \lambda_{i+1} - \lambda_i \geq 2d, \text{ and } \beta_d(\lambda_i) + 2^r \leq d \text{ for some } 1 \leq i \leq s\} \\
V_1^{(a)} &:= \{ \lambda \in Y_d^{(a)}(n - 2^r) \setminus Z^{(a)} \mid \lambda_1 \geq 2d + 2^{a-1} - 1\}, \\
V_2^{(a)} &:= \{ \lambda \in Y_d^{(a)}(n - 2^r) \setminus Z^{(a)} \mid d \leq \lambda_1 < 2d + 2^{a-1} - 1\}, \\
V_3^{(a)} &:= \{ \lambda \in Y_d^{(a)}(n - 2^r) \setminus Z^{(a)} \mid \lambda_1 < d\},
\end{align*}

where $\lambda = \lambda_1 + \cdots + \lambda_a$ with parts listed in increasing order. Observe that by definition of $Z^{(a)}$, we have $Y_d^{(a)}(n - 2^r) \cap Z^{(1)} = Z^{(a)}$, so it follows that $Y_d^{(a)}(n - 2^r) \setminus Z^{(a)} \subseteq Y_d^{(1)}(n - 2^r) \setminus Z^{(1)}$, so the sets above are all subsets of their $a = 1$ versions. Moreover the set $V_3^{(a)}$ is further partitioned into the five subsets

\begin{align*}
V_{3,1}^{(a)} &:= \{ \lambda \in V_3^{(a)} \mid \lambda_2 - \beta_d(\lambda_2) \geq 6d\}, \\
V_{3,2}^{(a)} &:= \{ \lambda \in V_3^{(a)} \mid \lambda_2 - \beta_d(\lambda_2) = 4d \text{ or } 5d\}, \\
V_{3,3}^{(a)} &:= \{ \lambda \in V_3^{(a)} \mid \lambda_2 - \beta_d(\lambda_2) = 3d\}, \\
V_{3,4}^{(a)} &:= \{ \lambda \in V_3^{(a)} \mid \lambda_2 - \beta_d(\lambda_2) = 2d\}, \\
V_{3,5}^{(a)} &:= \{ \lambda \in V_3^{(a)} \mid \lambda_2 - \beta_d(\lambda_2) = d\}.
\end{align*}
where we note that by our hypothesis on the size of $n$, the number of parts is $s \geq 2$ for any \( \lambda \in V_2^{(a)} \cup V_3^{(a)} \). We are able to simply restrict $\psi$ to $\Psi$ in each case except $V_{3,3}^{(a)}$, where we need to make a slight modification to the map. Thus for the remainder of the proof, we state Yee’s definition of $\psi$ from [13] for each of the above subsets except $V_{3,3}^{(a)}$ and show that restricting to $Y_d^{(a)}(n - 2r)$ yields partitions into parts $\geq a$. We then give our modification for the case $V_{3,3}^{(a)}$, and show not only that partitions in the image of $V_{3,3}^{(a)}$ have parts $\geq a$, but also that the difference between parts is $\geq d$, the map is an injection, and that the image of $V_{3,3}^{(a)}$ is disjoint with $Y_d^{(a)}(n)$ and the image of all of the other sets in the partition of $Y_d^{(a)}(n - 2r)$.

For $\lambda \in Y_d^{(a)}(n - 2r)$, write $\lambda = \lambda_1 + \cdots + \lambda_s$ with parts listed in increasing order. Then Yee defines $\psi(\lambda) = \mu_1 + \cdots + \mu_t$, where again the parts are listed in increasing order. Thus to show parts in the image are $\geq a$ it suffices to simply show $\mu_1 \geq a$.

For our first case, let $\lambda \in Z^{(a)}$, and let $i$ be the least positive integer such that $\lambda_{i+1} - \lambda_i \geq 2d$, and $\beta_d(\lambda_i) + 2r \leq d$. We define $\Psi(\lambda)$ to have parts $\mu_j$, where

$$
\mu_j = \begin{cases} 
\lambda_j + 2r, & \text{if } j = i, \\
\lambda_j, & \text{if } j \neq i.
\end{cases}
$$

By (5.1), each $\lambda_j \geq 2^{a-1} \geq a$, so $\mu_1 \geq a$ as desired.

Next, let $\lambda \in V_1^{(a)}$, and define $\Psi(\lambda)$ to have parts $\mu_j$, where

$$
\mu_j = \begin{cases} 
2r, & \text{if } j = 1, \\
\lambda_{j-1}, & \text{if } j \geq 2.
\end{cases}
$$

Here $\mu_1 = 2r \geq 2^{a-1} \geq a$, as desired.

Next, let $\lambda \in V_2^{(a)}$. Define $i$ to be the least positive integer such that

$$
(\lambda_{i+1} - \beta_d(\lambda_{i+1})) - (\lambda_i - \beta_d(\lambda_i)) \geq 2d,
$$

if such an integer exists, and set $i = s$ if not. Define $\Psi(\lambda)$ by

$$
\mu_j = \begin{cases} 
\beta_d(\lambda_1), & \text{if } j = 1, \\
\lambda_{j-1} - \beta_d(\lambda_{j-1}) + \beta_d(\lambda_j), & \text{if } 2 \leq j \leq i, \\
\lambda_{i} - \beta_d(\lambda_{i}) + 2r, & \text{if } j = i + 1, \\
\lambda_{j-1}, & \text{if } j \geq i + 2.
\end{cases}
$$

By (5.1), $\mu_1 = \beta_d(\lambda_1) \geq 2^{a-1} \geq a$ as desired.

Next, let $\lambda \in V_{3,1}^{(a)}$. Define $\Psi(\lambda)$ by

$$
\mu_j = \begin{cases} 
2r - 1, & \text{if } j = 1, \\
2d + \beta_d(\lambda_1), & \text{if } j = 2, \\
\lambda_2 - 2d + 1, & \text{if } j = 3, \\
\lambda_{j-1}, & \text{if } j \geq 4.
\end{cases}
$$

Since we are assuming $d \geq 2^{a+2}$, (1.2) yields that $r \geq a + 2$, so $\mu_1 = 2r - 1 \geq a$ as desired.
Next, let $\lambda \in V_{3,2}^{(a)}$. Define $\Psi(\lambda)$ by

$$
\mu_j = \begin{cases} 
\lambda_1, & \text{if } j = 1, \\
\lambda_2 - d + 1, & \text{if } j = 3, \\
\lambda_{j-1}, & \text{if } j \geq 4.
\end{cases}
$$

By (5.1), $\mu_1 = \lambda_1 \geq 2^{a-1} \geq a$ as desired.

Next, let $\lambda \in V_{3,4}^{(a)}$. Define $\Psi(\lambda)$ by

$$
\mu_j = \begin{cases} 
2^r - \lambda_1 - 1, & \text{if } j = 1, \\
\lambda_j, & \text{if } 2 \leq j \leq s - 1, \\
\lambda_s + 2\lambda_1 + 1, & \text{if } j = s.
\end{cases}
$$

By definition of $V_{3,4}^{(a)}$, we have $\lambda_2 - \beta_d(\lambda_2) = 2d$. Thus (5.7) implies that $b(\lambda_1) \leq 2$. Thus $b(2^r - \lambda_1 - 1) \geq r - 2$. However, again since we are assuming $d \geq 2^{a+2}$ we have $r \geq a + 2$, so $\mu_1 = 2^r - \lambda_1 - 1 \geq b(2^r - \lambda_1 - 1) \geq a$ as desired.

Next, let $\lambda \in V_{3,5}^{(a)}$. Define $i$ to be the least positive integer such that 

$$(\lambda_{i+1} - \beta_d(\lambda_{i+1})) - (\lambda_i - \beta_d(\lambda_i)) \geq 2d,$$

if such an integer exists, and set $i = s$ if not. Set

$$x_\lambda = \begin{cases} 
5, & \text{if } \beta_d(\lambda_{i-1}) \notin \{1, 4\}, \\
10, & \text{if } \beta_d(\lambda_{i-1}) \in \{1, 4\},
\end{cases}$$

and define $\Psi(\lambda)$ by

$$
\mu_j = \begin{cases} 
\lambda_j, & \text{if } j \leq i - 2, \\
\lambda_j + x_\lambda, & \text{if } j = i - 1 \text{ or } i, \\
\lambda_j, & \text{if } i + 1 \leq j \leq s - 1, \\
\lambda_s + 2^r - 2x_\lambda, & \text{if } j = s.
\end{cases}
$$

By (5.1), $\mu_1 \geq \lambda_1 \geq 2^{a-1} \geq a$, as desired.

It remains to consider the case when $\lambda \in V_{3,3}^{(a)}$ where we make a minor change to Yee’s definition. In this case we define $\Psi(\lambda)$ by

$$
\mu_j = \begin{cases} 
2^{a-1} - 1, & \text{if } j = 1, \\
d + \lambda_1 + 1, & \text{if } j = 2, \\
\lambda_2 - d + 2^r - 2^{a-1}, & \text{if } j = 3, \\
\lambda_{j-1}, & \text{if } j \geq 4.
\end{cases}
$$

By this construction, $\Psi$ is injective on $V_{3,3}^{(a)}$. To see that the parts differ by at least $d$, we first observe that $\lambda_1 = \beta_d(\lambda_1) \geq 2^{a-1}$ by (5.1). Thus $\mu_2 - \mu_1 \geq d$. By definition of $V_{3,3}^{(a)}$, we have $\lambda_2 - \beta_d(\lambda_2) = 3d$. Thus

$$
\mu_3 - \mu_2 \geq d \iff ((2^r - 2^{a-1}) - \lambda_1) + (\beta_d(\lambda_2) - 1) \geq 0,
$$

which follows from the fact that $\lambda_1 = \beta_d(\lambda_1)$ and (5.1). Since $\lambda_3 - \lambda_2 \geq d$, (1.2) gives that $\mu_4 - \mu_3 \geq d$. Since $\lambda_{j+1} - \lambda_j \geq d$ for each $j$ we have directly that $\mu_j - \mu_{j-1} \geq d$ for $j \geq 5$. By hypothesis we have $a \geq 3$, so it follows that $\mu_4 = 2^{a-1} - 1 \geq a$. It remains to show that $\Psi(V_{3,3}^{(a)})$ does not intersect with the images of any of the other sets in the partition of $Y_d^{(a)}(n - 2^r)$. 
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Thus it suffices to prove that excluding the part \(d\) of distinct parts \(\equiv d(\mod 2^r)\), we prove this by constructing a bijective function \(d\). This proof is a generalization of, and follows the method of Yee \[13, Lemma 2.2\]. First, by Lemma 5.3. We observe that the presence of the term \((5.10)\) cannot sum to a power of 2, we conclude \(\lambda_1' \neq 2^r - 2^r\) which finishes the proof.

We now turn our attention to the third inequality.

**Lemma 5.3.** For any \(\alpha \geq 1\), and \(d \geq 2^\alpha + 1\), where \(d \neq 2^r - 2^r\) with \(r\) defined by (1.2), we have for \(n \geq 1\),

\[
K^{(a)}_d(n) \geq G^{(a)}_d(n).
\]

**Proof.** This proof is a generalization of, and follows the method of Yee \[13, Lemma 2.2\]. First, by our hypothesis that \(d \geq 2^\alpha + 1\), we have by (1.2) that \(r \geq a + 1\). Using (5.5) we rewrite \(k^{(a)}_d(q)\) as

\[
k^{(a)}_d(q) = \frac{1 - q^{d+2a-1}}{1 - q^{2d-1}} \cdot \frac{(q^{2d+2a}; q^{2d})_\infty}{(q^{2d+2a-1}; q^{2d})_\infty} \cdot \frac{(q^{2d+2a}; q^{2d})_\infty}{(q^{d+2a}; q^{2d})_\infty} \cdot \cdots \frac{(q^{d+2a}; q^{2d})_\infty}{(q^{2d+2a}; q^{2d})_\infty}.
\]

(5.10)

We observe that the presence of the term \((q^{d+2a}; q^{2d})_\infty\) in the numerator of (5.10) yields a partition theoretic interpretation of \(K^{(a)}_d(n)\) as a difference of two types of partitions. We define \(S^+(n)\) to be the set containing partitions of \(n\) into unrestricted parts \(\equiv 2^{a-1}, d + 2^{a-1}, d + 2^a, \ldots, d + 2^{r-2}\) (mod 2d) excluding the part \(d + 2^{r-1}\), distinct parts \(\equiv d + 2^{r-1}\) (mod 2d), and an even number of distinct parts \(\equiv 2^r\) (mod 4d) that are at least \(4d + 2^r\). Similarly, define \(S^-(n)\) to be the set containing partitions of \(n\) into unrestricted parts \(\equiv 2^{a-1}, d + 2^{a-1}, d + 2^a, \ldots, d + 2^{r-2}\) (mod 2d) excluding the part \(d + 2^{r-1}\), distinct parts \(\equiv d + 2^{r-1}\) (mod 2d), and an odd number of distinct parts \(\equiv 2^r\) (mod 4d) that are at least \(4d + 2^r\). Then we have that

\[
K^{(a)}_d(n) = |S^+(n)| - |S^-(n)|.
\]

Write \(S(n) = S^+(n) \cup S^-(n)\), and define the sign of a partition \(\pi \in S(n)\) by

\[
\text{sgn}(\pi) = \begin{cases} 1 & \text{if } \pi \in S^+(n) \\ -1 & \text{if } \pi \in S^-(n). \end{cases}
\]

Additionally, let \(T(n)\) denote the set of partitions of \(n\) into unrestricted parts \(\equiv 2^{a-1}, d + 2^a, \ldots, d + 2^{r-2}\) (mod 2d) and distinct parts \(\equiv d + 2^{r-1}\) (mod 2d) so that

\[
G^{(a)}_d(n) = |T(n)|.
\]

Thus it suffices to prove that \(|T(n)| \leq |S^+(n)| - |S^-(n)|\), which since \(T(n) \subseteq S^+(n)\) is disjoint from \(S^-(n)\) is equivalent to showing

\[
|T(n) \cup S^-(n)| \leq |S^+(n)|.
\]

We prove this by constructing a bijective function \(\varphi: S(n) \rightarrow S(n)\) such that

\[
\varphi(T(n) \cup S^-(n)) \subseteq S^+(n).
\]
The function \( \varphi \) is constructed by an iterative process which we outline below. Set \( S_{a-2} := \emptyset \). For each \( a-1 \leq t \leq r-2 \), we will define

\[
\varphi_t : S(n) \setminus \bigcup_{j=a-1}^{t-1} S_j(n) \to S(n) \setminus \bigcup_{j=a-1}^{t-1} S_j(n),
\]

and correspondingly set

\[
S_t(n) := \{ \pi \mid \varphi_t(\pi) \neq \pi \}.
\]

By definition, the sets \( S_t(n) \), for \( a-1 \leq t \leq r-2 \) are disjoint and together with \( \bigcup_{t=a-1}^{r-2} S_t(n) \), partition \( S(n) \). We define \( \varphi : S(n) \to S(n) \) by

\[
\varphi(\pi) = \begin{cases} 
\varphi_t(\pi) & \text{if } \pi \in S_t(n), \text{ for } a-1 \leq t \leq r-2, \\
\pi & \text{otherwise}.
\end{cases}
\]

Since \( T(n) \subseteq S^+(n) \), the proof of \((5.11)\) can then be completed by showing that

1. \( \varphi_t \) is a bijection for each \( a-1 \leq t \leq r-2 \),
2. If \( \pi \in S_t(n) \), for \( a-1 \leq t \leq r-2 \), then \( \text{sgn}(\varphi_t(\pi)) = -\text{sgn}(\pi) \),
3. \( S^-(n) \subseteq \bigcup_{t=a-1}^{r-2} S_t(n) \), and
4. \( T(n) \subseteq S(n) \setminus \bigcup_{t=a-1}^{r-2} S_t(n) \).

In order to define \( \varphi_t \), we use the following notation used by Yee [13]. Write \( j \in \pi \) if \( j \) is a part of \( \pi \) and write \( j^x \) to indicate \( x \) occurrences of \( j \) as a part. Also, when the partition \( \pi \) is set, let \( m_j \) denote the number of times \( j \) occurs as a part. Finally, let \( \alpha := d + 2^r - 2^{a-1} \) where \( r \) is defined by (1.2).

**Remark 5.4.** In what follows we define \( \varphi_t \) for the cases \( t = a-1 \), and \( a \leq t \leq r-2 \) separately. In all cases, the only parts that are altered are either of the form \( 2^{r-j}kd + 2^r \), where \( a-1 \leq j \leq r-2 \) and \( k \in \mathbb{Z}, 2^{a-1}, \) or \( kd + 2^j \), where \( a-1 \leq j \leq r-2 \) and \( k \in \mathbb{Z} \). Clearly \( 2^{r-j}kd + 2^r \equiv 2^r \) (mod 4d). Also, \( 2^{a-1} \neq 2^r \) (mod 4d), since \( 2^{a-1} < 2^r < 4d \). By (1.2) and our hypothesis that \( d \neq 2^r - 2^{a-1} \) we have \( 2^r - 2^j < d \), so it follows that \( 2^{r-j}kd + 2^r \neq 2^r \) (mod 4d) as well.

We first define \( \varphi_{a-1} \). For a fixed partition \( \pi \in S(n) \), let

\[
\begin{align*}
x &:= \text{smallest integer } i \text{ such that } 2^{r-(a-1)}id + 2^r \in \pi \\
y &:= \text{smallest integer } j \text{ such that } (2^{r-(a-1)}j - 1)d + 2^{a-1} \in \pi \\
z &:= \text{smallest } l > y \text{ such that } m_{id + 2^{a-1}} \geq 2^{r-(a-1)},
\end{align*}
\]

where if there is no such \( x, y, z \), we set \( x = \infty, y = \infty, \) or \( z = \infty \), respectively. We then define \( \varphi_{a-1}(\pi) \) by making the following substitutions among parts of \( \pi \),

\[
\begin{align*}
2^{r-(a-1)}xd + 2^r &\rightarrow (2^{r-(a-1)}x - 1)d + 2^a - 1, (2^{a-1}) \frac{\alpha}{2^{a-1}} &\text{ if } x \leq y, x < \infty, \\
(2^{r-(a-1)}y - 1)d + 2^{a-1}, (2^{a-1}) \frac{\alpha}{2^{a-1}} &\rightarrow 2^{r-(a-1)}yd + 2^r &\text{ if } y, m_{2d-1} \geq \frac{\alpha}{2^{a-1}}, \\
2^{r-(a-1)}zd + 2^r &\rightarrow (zd + 2^{a-1})2^{r-(a-1)}, &\text{ if } x > y, x < \infty, m_{2d-1} < \frac{\alpha}{2^{a-1}}, x \leq z, \\
(zd + 2^{a-1})2^{r-(a-1)} &\rightarrow 2^{r-(a-1)}zd + 2^r, &\text{ if } x > y, m_{2d-1} < \frac{\alpha}{2^{a-1}}, x > z,
\end{align*}
\]

and setting \( \varphi_{a-1}(\pi) = \pi \) otherwise. Under each condition, the number \( n \) being partitioned doesn’t change. Since the conditions defining \( \varphi_{a-1} \) are pairwise disjoint, and ensure the required parts exist, \( \varphi_{a-1} \) is well-defined. Moreover as the parts \( \equiv 2^r \) (mod 4d) in the definition of \( S(n) \) are distinct, we can see that \( \varphi_{a-1}^2(\pi) = \pi \), and so \( \varphi_{a-1} \) is clearly a bijection. By our discussion in Remark 5.4
we see that in each case of the definition, a part \( \equiv 2^r \pmod{4d} \) is either removed or added. Thus by (5.12), if \( \pi \in S_{a-1}(n) \), we have

\[
\text{sgn}(\varphi_{a-1}(\pi)) = -\text{sgn}(\pi).
\]

Notice that if \( x < \infty \), then \( \pi \) must satisfy one of the four conditions in the definition of \( \varphi_{a-1} \). Thus for any \( \pi \not\in S_{a-1}(n), x = \infty \), i.e., \( \pi \) has no part \( \equiv 2^r \pmod{2^{r-(a-1)}d} \), however may have a part of the form \( 2^r-a\alpha \) with \( k \) odd. We also observe that if \( \pi \not\in S_{a-1}(n) \) and \( y < \infty \), then \( m_{2a-1} < \frac{\alpha}{2r} \) and \( z = \infty \).

We now iteratively define \( \varphi_t(\pi) \) for \( a \leq t \leq r-2 \). For a fixed partition \( \pi \in S(n) \setminus \bigcup_{j=a-1}^{t-1} S_j(n) \), let

\[
\begin{align*}
u &:= \text{smallest integer } p \text{ such that } (2^{r-t+1}p - 1)d + 2^{a-1} \in \pi, \\
x &:= \text{smallest odd integer } i \text{ such that } 2^{r-t}id + 2^r \in \pi, \\
y &:= \text{smallest odd integer } j \text{ such that } (2^{r-t}j - 1)d + 2^{a-1} \in \pi, \\
w &:= \text{smallest odd integer } l \text{ such that } m_{ld+2^r} \geq 2^{r-t}, \\
z &:= \text{smallest odd integer } l > y \text{ such that } m_{ld+2^r} \geq 2^r,
\end{align*}
\]

and setting \( \varphi_t(\pi) = \pi \) otherwise. Under each condition, the number \( n \) being partitioned doesn’t change. Since the conditions defining \( \varphi_a \) are pairwise disjoint, and ensure the required parts exist, \( \varphi_a \) is well-defined. As in the previous case, \( \varphi_2(\pi) = \pi \), so we have a bijection, and by our discussion in Remark 5.4 as well as (5.12), we have \( \text{sgn}(\varphi_t(\pi)) = -\text{sgn}(\pi) \) for \( \pi \in S_t(n) \).

We again observe that if \( x < \infty \), then \( \pi \) must satisfy one of the four conditions in the definition of \( \varphi_t \). Thus for any \( \pi \not\in S(n) \setminus \bigcup_{j=a-1}^{t-1} S_j(n), x = \infty \), i.e., \( \pi \) has no part \( \equiv 2^r \pmod{2^{r-t}d} \), however may have a part of the form \( 2^{r-t} \) with \( k \) odd. We also observe that if \( \pi \not\in S(n) \setminus \bigcup_{j=a-1}^{t-1} S_j(n) \) and \( \pi \) has no part \( \equiv 2^{a-1} - d \pmod{2^{r-t}d} \), then \( m_{2a-1} < \frac{\alpha}{2r} \) and \( z = \infty \).

We now show that \( S^- (n) \subseteq \bigcup_{j=a-1}^{t-2} S_j(n) \). If \( \pi \in S^-(n) \) then \( \pi \) must contain a part \( \equiv 2^r \pmod{4d} \), since there is an odd number of such parts. So this part has the form \( 4dk + 2^r \), where \( k \) is a nonnegative integer. If \( \pi \) contains such a part with \( 2^{r-(a-1)} | 4k \), then \( \pi \in S_{a-1} \). If not, there exists \( a \leq t \leq r-2 \) such that \( 2^{r-t} \equiv 4k \). Then \( \pi \in S_t \).

To finish the proof it now suffices to show that \( T(n) \subseteq S \setminus \bigcup_{j=0}^{t-2} S_j(n) \). Let \( \pi \in T(n) \). Then \( \pi \) has no parts \( \equiv 2^r \pmod{4d} \). So for each \( a-1 \leq t \leq r-2 \), in the definition of \( \varphi_t, x = \infty \). But in each case, having \( \pi \in S_t(n) \) and \( x = \infty \) forces \( \pi \) to contain a part congruent to either \( 2^{a-1} \) or \( 2^a \) modulo an odd multiple of \( d \). Since \( \pi \) cannot contain parts of this form, we conclude that \( T(n) \not\subset S_t(n) \) for any \( a-1 \leq t \leq r-2 \) as desired.

We are now able to prove Theorem 1.8.

**Proof of Theorem 1.8.** By (1.2), we have that \( 2^{r-a+t+1} \leq m+1 < 2^{r-a+t+2} \). Thus for each \( 0 \leq n \leq m \), \( n \) can be written uniquely in binary as \( \sum_{i=0}^{r-a+t+1} \epsilon_i 2^i \), where \( \epsilon_i \in \{0,1\} \). It follows that each term \( x^n \)
appears in the expansion of \( \prod_{i=0}^{r-a+1} (1 + x^{2i}) \). Setting \( x = q^{2^{a-1}} \) yields that
\[
(1 + q^{2^{a-1}+i}) - (1 + q^{2^{a-1}} + q^{2^{2a-1}} + q^{3\cdot2^{a-1}} + \cdots + q^{d}) 
\]
has nonnegative \( q \)-coefficients. From (5.5) we thus observe that
\[
(1 + q^{2^{a}}) f_d^{(a)} (q) - k_d^{(a)} (q) = \left( \prod_{i=0}^{r-a+1} (1 + q^{2^{a-1}+i}) - (1 + q^{2^{a-1}} + q^{2^{2a-1}} + q^{3\cdot2^{a-1}} + \cdots + q^{d}) \right) \cdot (-q^{d+2^{a-1}}; q^{d})_{\infty} (-q^{d+2^{a}}; q^{d})_{\infty} \cdots (-q^{d+2^{r-1}}; q^{d})_{\infty}
\]
has nonnegative coefficients. Since
\[
(1 + q^{2^{a}}) f_d^{(a)} (q) = \sum_{n \geq 0} \left( \mathcal{L}_d^{(a)} (n) + \mathcal{L}_d^{(a)} (n - 2^{r}) \right) q^{n},
\]
where \( \mathcal{L}_d^{(a)} (n) := 0 \) for any \( n < 0 \), (5.14) shows that when \( a, m, n \geq 1, d = 2^{a-1}m \), and \( r \) is defined by (1.2),
\[
\mathcal{L}_d^{(a)} (n) + \mathcal{L}_d^{(a)} (n - 2^{r}) \geq k_d^{(a)} (n).
\]
Applying Lemmas 5.2 and 5.3 to (5.15), we have that when \( a \geq 3, d = 2^{a-1}m \) with \( m \geq 8 \) and \( m \neq 2^{r-a+1} - 1 \), where \( r \) is defined by (1.2), then for \( n \geq 2^{a}m + 2^{r} + 2^{a-1} - 1 \),
\[
q_d^{(a)} (n) \geq G_d^{(a)} (n).
\]
To finish the proof it thus suffices to show that for \( a \geq 3 \), and \( d = 2^{a-1}m \) where \( m \geq 31 \),
\[
G_d^{(a)} (2^{a-1}n) \geq G_d^{(a,-,-)} (2^{a-1}n).
\]
Setting
\[
S_{a,d} := \{ x \in \mathbb{N} \mid x \equiv \pm a \pmod{d+3} \} \backslash \{ a, d+3-a \},
\]
we have \( \rho (S_{a,d}; n) = Q_{a,-,-}^{(a,-,-)} (n) \). Moreover, since \( (-q^{d+2^{r-1}}; q^{2d})_{\infty} \) has nonnegative \( q \)-coefficients, it follows that \( G_d^{(a)} (n) \geq \rho(T_{a-1,r-1,d}; n) \), where
\[
T_{a-1,r-1,d} := \{ y \in \mathbb{N} \mid y \equiv 2^{a-1} + d + 2^{a}, \ldots, d + 2^{r-2} \pmod{2d} \}.
\]
Thus, (5.16) will follow from showing that \( \rho(T_{a-1,r-1,d}; 2^{a-1}n) \geq \rho (S_{a,d}; 2^{a-1}n) \), which is an immediate consequence of Corollary 2.3.

6. Asymptotic results

In this section we first prove Theorem 1.9 which is analogous to a result of Andrews [4, Theorem 2]. We then provide asymptotic bounds for the functions \( q_d^{(a)} (n) \) and \( Q_d^{(a)} (n) \), and discuss potential methods to computationally prove the finitely many remaining cases of Conjecture 1.2.

**Proof of Theorem 1.9.** First, we observe that by equation (1.3), it suffices to consider \( \Delta_d^{(a)} (n) \) instead of \( \Delta_d^{(a,-,-)} (n) \). By work of Meinardus [10, Theorems 2 and 3], it follows that
\[
q_d^{(a)} (n) \sim C(d,a) n^{-\frac{1}{4}} e^{2\sqrt{Kn}},
\]
where
\[ C(d, a) := \frac{1}{2\sqrt{\pi}} A^{\frac{1}{2}} \left( \alpha^{d+1-2a} \cdot (d(\alpha)^{d-1} + 1) \right)^{-\frac{1}{2}}, \]
(6.1)
\[ A := \frac{d}{2} \log \alpha + \sum_{r=1}^{\infty} \frac{(\alpha)^r}{r^2}, \]
and \( \alpha \in [0, 1] \) is the positive real number such that \( \alpha d + \alpha - 1 = 0 \). We thus observe that
\[ \log q_d(a)(n) \sim \log \left( C(d, a)n^{-\frac{3}{4}} \right) + 2\sqrt{An} \sim 2\sqrt{An}, \]
(6.2)
where by work of Andrews [4, proof of Theorem 2]
\[ A > \frac{\pi^2}{3d + 9}. \]

Furthermore, from Andrews [6, Example 1, pg. 97] we have
\[ Q_d(a)(n) \sim \csc\left( \frac{\pi a}{d+3} \right) n^{-\frac{3}{4}} e^{2\pi \sqrt{\frac{n}{3d+9}}}, \]
(6.3)
for \( a < \frac{d+3}{2} \) such that \( a \) is relatively prime to \( d + 3 \). This gives that
\[ \log Q_d(a)(n) \sim \log \left( \frac{\csc\left( \frac{\pi a}{d+3} \right)}{(4\pi)^{\frac{3}{2}(d+3)}} n^{-\frac{3}{4}} e^{2\pi \sqrt{\frac{n}{3d+9}}} \right) + 2\pi \sqrt{\frac{n}{3d+9}} \sim 2\pi \sqrt{\frac{n}{3d+9}}. \]

Together, (6.2) and (6.3) imply that
\[ \lim_{n \to \infty} \left( \log q_d(a)(n) - \log Q_d(a)(n) \right) = +\infty. \]
Thus,
\[ \lim_{n \to \infty} \Delta_d(a)(n) = \lim_{n \to \infty} q_d(a)(n) \left( 1 - \frac{Q_d(a)(n)}{q_d(a)(n)} \right) = +\infty, \]
as desired. \( \square \)

The asymptotic formulas for \( q_d(a)(n) \) and \( Q_d(a)(n) \) given by Meinardus [9, 10] and Andrews [6], while allowing us to examine the asymptotic behavior of \( \Delta_d(a)(n) \), can be made more explicit by following methods of Alfes, Jameson, and Lemke Oliver [3].

First we state a theorem of Xia [11].

**Theorem 6.1** (Xia [11], 2011). Let \( d \geq 1, \) and \( 1 \leq a < \frac{d+3}{2} \), such that \( \gcd(a, d+3) = 1 \). Then for \( n \geq 1, \)
\[ Q_d^{(1)}(n) \geq Q_d(a)(n). \]

We see that under the hypotheses of Theorem 6.1, \( Q_d^{(1)}(n) \) bounds \( Q_d(a)(n) \) from above, thus the asymptotic expression for \( Q_d^{(1)}(n) \) obtained by Alfes, Jameson, and Lemke Oliver [3, Theorem 2.1] is a bound for \( Q_d(a)(n) \). We thus immediately obtain the following. If \( d \geq 4, 1 \leq a < \frac{d+3}{2} \) such that \( \gcd(a, d+3) = 1 \), and \( n \geq 1 \), then
\[ Q_d(a)(n) \leq \frac{(3d + 9)^{\frac{1}{4}}}{4 \sin \left( \frac{\pi}{d+3} \right)} n^{-\frac{3}{4}} \exp \left( n^{\frac{1}{2}} \frac{2\pi}{\sqrt{3(d+3)}} \right) + R(n), \]
(6.4)
where \( R(n) \) is an explicitly bounded function given in Alfes, et al [3, equation (2.10)].
Making only minor modifications to the analysis done by Alfes, et al [3, Proof of Theorem 3.1], we also get the following asymptotic expression. Let $A$ and $\alpha$ be defined as in (6.1). Then for $n \geq 1$,

$$q_d^{(a)}(n) = \frac{A^{1/4}}{2^{\sqrt{n^2 d + 1 - 2a}} \sqrt{\alpha d + 1 - 1}} n^{-3/4} e^{2\sqrt{An}} + r_d(n),$$

where $|r_d(n)|$ can be bounded explicitly.

6.1. Potential methods for proving remaining cases of Conjecture 1.2. Theorem 1.3 resolves Conjecture 1.2 for $d \geq 62$. Furthermore, when $d \leq 61$, Kang and Park [7, Theorem 1.3] have resolved the cases when $d = 2$ and $d = 30$ for even $n$. Moreover, the cases when $d \leq 61$ is odd and $n$ is odd is trivial, as discussed in the proof of Theorem 1.3.

It may be possible to use the method of Alfes, et al [3] to prove some or all of the remaining finite cases by computation. One idea for even $4 \leq d \leq 60$, is to utilize the asymptotic expressions for $q_d^{(2)}(n)$ and $Q_d^{(2)}(n)$ from (6.4) and (6.5) respectively, to calculate the smallest $n_d$, for fixed $d$, for which these bounds imply $\Delta_d^{(2)}(n) \geq 0$ for all $n \geq n_d$. By (1.3), this would also imply $\Delta_d^{(2, -)}(n) \geq 0$ for all $n \geq n_d$. Then one could conceivably check that $\Delta_d^{(2, -)}(n) \geq 0$ for all smaller $n$.

Alternatively, one could utilize the asymptotic bounds for $q_d^{(1)}(n)$ and $Q_d^{(1)}(n)$ given by Alfes, et al [3], and using the same procedure outlined above, potentially prove the missing cases of Proposition 3.1. Then utilizing the method in the proof of Theorem 1.3 this would yield the remaining cases of Conjecture 1.2. It is worth noting that this procedure has its own computational challenges.

7. Discussion of the exclusion of parts

When considering the values of $\Delta_d^{(a)}(n)$ for $a \geq 2$ there are many examples where $\Delta_d^{(a)}(n) < 0$. Kang and Park [7] remove the part $d+3-a$ from consideration when defining $Q_d^{(2, -)}(n)$ to generalize Alder’s conjecture to a statement which generalizes the second Rogers-Ramanujan identity. We remove both $a$ and $d+3-a$ when defining $Q_d^{(a, -)}(n)$ in order to generalize Conjecture 1.2 for arbitrary $a$. While the removal of these terms may appear unmotivated, we argue that it is natural. One way to consider this is to determine values of $q_d^{(a)}(n)$ and $Q_d^{(a)}(n)$ when $\Delta_d^{(a)}(n)$ is negative. In the following we provide some examples.

Example 7.1. For $a \geq 4$ and $k \geq 0$, we have

$$\Delta_{a+k-2}^{(a)}(2a + k + 1) < 0.$$ 

Example 7.1 follows from observing that $q_{a+k-2}^{(a)}(2a + k + 1) = 1$ since $(2a + k + 1)$ is the only partition counted, and that $Q_{a+k-2}^{(a)}(2a + k + 1) \geq 2$ since the partitions $(2a + k + 1)$ and $(a^2, k+1)$ are both counted by $Q_{a+k-2}^{(a)}(2a + k + 1)$.

Example 7.2. We have that

$$\Delta_{3a-3}^{(2a, 2a, -)}(4a) = -1 \text{ for } a \geq 2,$$
$$\Delta_{3a-3}^{(2a, 2a, -)}(6a) = -1 \text{ for } a \geq 4,$$
$$\Delta_{5a-3}^{(2a, 2a, -)}(8a) = -1 \text{ for } a \geq 4,$$
$$\Delta_{4a-3}^{(3a, 3a, -)}(9a) = -1 \text{ for } a \geq 4,$$
$$\Delta_{5a-3}^{(4a, 4a, -)}(12a) = -1 \text{ for } a \geq 4.$$
The first line in Example 7.2 follows from observing that $q_{3a-3}(4a) = 1$, and that $Q_{3a-3}^{(2n-1)}(4a) = 2$ since it counts the partitions $(4a)$ and $((2a)^2)$. The other four follow in the same manner.

By examining the cases in Examples 7.1 and 7.2, we find that the parts which yield more partitions for $Q_d^{(a)}(n)$ than $q_d^{(a)}(n)$ are precisely the parts equal to $d + 3 - a$ and $a$. Roughly speaking, when $n$ is less than $2a + d$, $q_d^{(a)}(n)$ is bounded at 1. However the $a$ and $d + 3 - a$ parts are small enough that they can contribute to partitions of $n$ counted by $Q_d^{(a)}(n)$, especially when $n$ is a multiple of $a$. The removal of these parts for large $n$ is unnecessary to maintain the nonnegativity of $\Delta_d^{(a)}(n)$, which is further evidenced by the proof of Theorem 1.9. A further justification for removing these parts is that we observe computationally that $\Delta_d^{(a, r, -r)}(n) \geq 0$ for $a \geq 3$.
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