Abstract
In this paper we introduce and study a bilinear spherical maximal function of product type in the spirit of bilinear Calderón–Zygmund theory. This operator is different from the bilinear spherical maximal function considered by Geba et al. in (Math Res Lett 20(4):675–694, 2013). We deal with lacunary and full versions of this operator, and prove weighted estimates with respect to genuine bilinear weights beyond the Banach range. Our results are implied by sharp sparse domination for both the operators, following ideas by Lacey (J Anal Math 139(2):613–635, 2019). In the case of the lacunary maximal operator we also use interpolation of analytic families of operators to address the weighted boundedness for the whole range of tuples.
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1 Introduction

The theory of multilinear operators has been an active area of research for the past two decades in harmonic analysis. It finds its roots in the pioneer work by Coifman and Meyer [7], although it was the remarkable proof of the boundedness of the bilinear Hilbert transform by Lacey and Thiele [22,23] that renewed the motivation for the study of multilinear singular integrals. The multilinear Calderón–Zygmund operators were systematically treated in [16] and later on, in [25], Lerner et al. developed an appropriate theory of multilinear maximal functions and multilinear weights. In particular, they established weighted boundedness for multilinear Calderón–Zygmund operators. Since then there have been several developments in the theory of multilinear weights, we emphasize the recent works [27,30] and references therein.

For notational convenience we shall restrict ourselves to the bilinear setting in this paper. Given locally integrable functions $f_1$ and $f_2$ defined on $\mathbb{R}^n$, the bilinear maximal function $M(f_1, f_2)$ is defined by

$$M(f_1, f_2)(x) := \sup_{Q \ni x} \prod_{i=1}^2 \frac{1}{|Q|} \int_Q |f_i(y_i)| \, dy_i,$$

where the supremum in the above is taken over all cubes $Q$ in $\mathbb{R}^n$ containing the point $x$. The cubes are always assumed to have their sides parallel to coordinate axes.

Note that the bilinear maximal operator $M$ is dominated by the product of the classical Hardy-Littlewood maximal functions in a pointwise manner, i.e.,

$$M(f_1, f_2) \leq M(f_1)M(f_2),$$

where $M$ denotes the Hardy-Littlewood maximal operator given by

$$M(f)(x) := \sup_{Q \ni x} \frac{1}{|Q|} \int_Q |f(y)| \, dy.$$

Let $1 < p_1, p_2 < \infty$ and $p$ be such that $\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2}$. Hölder’s inequality yields that the operator $M$ is bounded from $L^{p_1}(w_1) \times L^{p_2}(w_2) \to L^p(w)$ for all $w_i \in A_{p_i}$, $i = 1, 2$, and $w = \prod_{j=1}^2 w_j^{p/p_j}$. Here $A_p$ denotes the class of Muckenhoupt weights, see Sect 3.1.

In [25], the authors showed that the bilinear maximal operator $M$ is the appropriate analogue of the classical Hardy–Littlewood maximal operator. They introduced a suitable analogue of Muckenhoupt weights in the bilinear setting, the class $A_p$ (see Sect. 3.1), and showed that the class $A_p$ is bigger than the product of corresponding linear $A_p$ classes. The class $A_p$ characterizes the weighted boundedness of the bilinear maximal operator $M$. Moreover, the bilinear Calderón–Zygmund operators possess weighted boundedness with respect to bilinear weights in $A_p$. We refer the reader to [10,24,25] for more details.

Later on, first in [27] and then in [26,30], the notion of bilinear (or multilinear) weights was further generalised and extrapolation results were proved, see Sect. 3.1.
Motivated from the discussions above, in this paper we introduce a bilinear spherical maximal function of product type in the spirit of Calderón–Zygmund theory and investigate its weighted boundedness with respect to the bilinear weights just mentioned.

1.1 Linear Spherical Maximal Functions and Bilinear Product-Type Analogues

Let \( f : \mathbb{R}^n \to \mathbb{C} \) be a measurable function. Consider the average of \( f \) over the sphere of radius \( 0 < r < \infty \) given by

\[
A_r f(x) = \int_{S^{n-1}} f(x - ry) \, d\sigma_{n-1}(y),
\]

where \( d\sigma_{n-1} \) is the normalized rotation invariant surface measure on the sphere \( S^{n-1} := \{ x \in \mathbb{R}^n : \|x\| = 1 \} \). The spherical maximal function was introduced by Stein [32] and is defined as

\[
M_{\text{full}}(f)(x) := \sup_{r > 0} A_r f(x), \quad x \in \mathbb{R}^n.
\]

Stein proved that \( M_{\text{full}} \) is bounded in \( L^p(\mathbb{R}^n) \) if and only if \( \frac{n}{n-1} < p \leq \infty \) for all \( n \geq 3 \). The problem in dimension \( n = 2 \) was settled later by Bourgain [4] (we refer to [29] for a different proof of Bourgain’s result).

The dyadic or lacunary version of the spherical maximal function results by taking the supremum over the set \( \{ 2^j : j \in \mathbb{Z} \} \), i.e.,

\[
M_{\text{lac}}(f)(x) = \sup_{j \in \mathbb{Z}} A_{2^j} f(x).
\]

The lacunary spherical maximal operator \( M_{\text{lac}} \) is bounded in \( L^p(\mathbb{R}^n) \) for all \( 1 < p \leq \infty \) and \( n \geq 2 \), see [6,8] for details. Weighted boundedness properties of the spherical maximal operators have been studied in [9,12,13,28].

In a recent article, Lacey [20] revisited the spherical maximal function and, using a new approach that unified the lacunary and full versions, he managed to prove sparse bounds for these operators which led him to obtain new weighted norm inequalities. We also refer to [20] for a discussion about the suitability of \( A_p \) weights in the context of the spherical maximal function.

In this paper we introduce a bilinear analogue of the spherical maximal function in the spirit of the bilinear Hardy-Littlewood maximal function (1), which plays a key role in the theory of bilinear Calderón–Zygmund operators. Define

\[
M_{\text{full}}(f_1, f_2)(x) := \sup_{r > 0} A_r f_1 A_r f_2(x).
\]

As earlier, if we take the supremum in the above over the dyadic numbers, we get bilinear analogue of the lacunary spherical maximal function. This way, the bilinear
lacunary spherical maximal operator $\mathcal{M}_{\text{lac}}$ is defined as

$$\mathcal{M}_{\text{lac}}(f_1, f_2)(x) := \sup_{j \in \mathbb{Z}} A_{2^j} f_1 A_{2^j} f_2(x).$$

We refer to these operators as bilinear spherical maximal functions of product type.\(^1\)

Note that $\mathcal{M}_{\text{full}}(f_1, f_2)$ (and $\mathcal{M}_{\text{lac}}(f_1, f_2)$) is dominated by the product of the linear full (respectively lacunary) spherical maximal functions in a pointwise sense. Therefore, Hölder’s inequality immediately yields the $L^p_1 \times L^p_2 \rightarrow L^p$ estimates for the operators $\mathcal{M}_{\text{full}}$ and $\mathcal{M}_{\text{lac}}$. In fact, we also get the weighted estimates for the operators with respect to product weights, see Theorem 5.3. We will prove new weighted estimates for the bilinear spherical maximal functions with respect to bilinear weights that are beyond the type of weights as described in Theorem 5.3. This result is stated in Theorem 2.1. We exploit the ideas from [20] and establish a sparse domination principle for the bilinear spherical maximal functions in Theorem 2.3 so that we deduce weighted estimates as a consequence of known results in the literature. These weighted estimates cover the best possible range of tuples $(p_1, p_2, p)$ for the $L^p$ boundedness of $\mathcal{M}_{\text{full}}$. Nevertheless, there is a dimensional constraint in this range of $(p_1, p_2, p)$ that prevents the operator $\mathcal{M}_{\text{lac}}$ from getting weighted boundedness in the range $1 < p_1, p_2 < \infty$ via Theorem 2.3. This restriction is overcome in Theorems 2.4 and 2.5. We also provide weighted boundedness of operators $\mathcal{M}_{\text{full}}$ and $\mathcal{M}_{\text{lac}}$ for the case of power weights in Corollaries 5.4, 5.5, and Theorem 2.4. This makes it easier to compare our results with the Hölder type results, see Sect. 5.

A different analogue of the spherical maximal function in the bilinear setting has been studied in the literature. It was introduced in [14] and is defined as follows:

$$\mathcal{M}_{\text{sph}}(f_1, f_2)(x) := \sup_{t > 0} \int_{S^{2n-1}} |f_1(x - ty) f_2(x - tz)| d\sigma_{2n-1}(y, z). \quad (2)$$

In [3,15,17] the authors proved partial results obtaining $L^{p_1} \times L^{p_2} \rightarrow L^p$ estimates for the operator $\mathcal{M}_{\text{sph}}$ for a certain range of $p_1, p_2$ and $p$ and some assumptions on the dimension $n$. In [18] the authors proved the following pointwise domination result

$$\mathcal{M}_{\text{sph}}(f_1, f_2)(x) \lesssim M_{\text{full}}(f_1)(x) M(f_2)(x), \quad (3)$$

and extended the $L^{p_1} \times L^{p_2} \rightarrow L^p$ estimates for the operator $\mathcal{M}_{\text{sph}}$ to the best possible range of exponents $p_1, p_2$ and $p$ for all $n \geq 2$ (note that an estimate similar to (3) holds with the roles of $M_{\text{full}}$ and $M$ interchanged due to symmetry). We also refer to the recent papers [1,11] for the generalisation of the bilinear spherical maximal function to the multilinear setting. Weighted estimates for the bilinear maximal operator $\mathcal{M}_{\text{sph}}$ defined in (2) beyond the ones that can be obtained trivially from the pointwise estimate (3) remain as an open problem.

\(^1\) In a private communication with the second and third authors, Loukas Grafakos suggested that the terminology for this operator should be instead maximal product of spherical averages to better portray the nature of the operators.
The paper is organised as follows. We state the main results in the next section, then in Sect. 3 we recall necessary definitions and results and also set notation that we use in the paper. Section 4 is devoted to prove weighted estimates for the operators under consideration and we complete the proofs of Theorems 2.1, 2.4, and 2.5 in this section. In Sect. 5 we discuss some examples comparing the weighted results obtained in Theorem 2.1 with the Hölder type results. Next, in Sect. 6 we give the proof of sparse domination result Theorem 2.3. Finally, in Sect. 7 we provide the necessity of some conditions for such a sparse domination.

**2 Main Results**

Our first main result is the following theorem containing weighted estimates for the product type operators with bilinear weights in the class $A_{q,r}$ (see Definition 3.2). In what follows, we will denote by $L_n$ the triangle with vertices $(0,1), (1,0)$ and $\left(\frac{n}{n+1}, \frac{n}{n+1}\right)$ and by $F_n$ the trapezium with vertices $(0,1), \left(\frac{n-1}{n}, \frac{1}{n}\right), \left(\frac{n-1}{n}, \frac{n-1}{n}\right)$ and $\left(\frac{n^2-n}{n^2+1}, \frac{n^2-n+2}{n^2+1}\right)$, see Fig. 1.

**Theorem 2.1** Let $n \geq 2$. For $i = 1, 2$, let $(\frac{1}{r_i}, \frac{1}{s_i})$ be in the interior of $L_n$ (respectively $F_n$). Assume that $t := \frac{s_1s_2}{s_1+s_2-s_1s_2} > 1$. Then for all $q = (q_1, q_2)$, $\frac{1}{q} = \frac{1}{q_1} + \frac{1}{q_2}$ with $r_i \leq q_i$, $i = 1, 2$, and $t' > q$, the operator $M_{\text{lac}}$ (respectively $M_{\text{full}}$) extends to a bounded operator from $L^{q_1}(w_1) \times L^{q_2}(w_2) \to L^q(w)$, i.e.,

$$\|M(f_1, f_2)\|_{L^q(w)} \leq C([w]_{A_{q,r}}) \prod_{i=1}^2 \|f_i\|_{L^{q_i}(w_i)},$$

where $M := M_{\text{lac}}$ (respectively $M_{\text{full}}$), $w = (w_1, w_2) \in A_{q,r}$ with $r = (r_1, r_2, t)$ defined as in Definition 3.2 and $C([w]_{A_{q,r}})$ is a constant depending on the characteristic of the weight.
Remark 2.2 Observe that, in Theorem 2.1, we can consider $q = (q_1, q_2)$ with $q < 1$ as well, which means that the weighted inequalities hold beyond the Banach range.

The weighted estimates in Theorem 2.1 are indeed consequence of a sparse domination principle for the bilinear spherical maximal functions shown in Theorem 2.3 below and the extrapolation result in [27, Theorem 1.1]. Actually, one could state an improved result, providing the quantitative bounds (i.e., giving more explicit information on $C([w]_{A_{q,r}})$, including end-points, and vector-valued inequalities, see Theorem 4.3 and Remark 4.4. For these consequences we appeal to [26,27,30].

Before stating the sparse domination result let us set up the notation. A collection of cubes $S$ in $\mathbb{R}^n$ is said to be $\eta$-sparse, $0 < \eta < 1$, if there are sets $\{ E_S \subset S : S \in S \}$ which are pairwise disjoint and satisfy $|E_S| > \eta |S|$ for all $S \in S$. By the term $(p, q, r)$-sparse form we mean:

$$\Lambda_{S,p,q,r}(f, g, h) := \sum_{S \in S} |S|(f)_S,p(g)_S,q(h)_S,r,$$

see Sect. 3 for notations.

Theorem 2.3 Let $n \geq 2$. For $i = 1, 2$, let $(\frac{1}{r_i}, \frac{1}{s_i})$ be in the interior of $L_n$ (respectively $F_n$) and $\rho_i > r_i$. Then for any non-negative compactly supported bounded functions $f_1, f_2$ and $h$, there exists a sparse collection $S = S_{\rho_1, \rho_2, t}$ such that

$$(\mathcal{M}(f_1, f_2), h) \leq C \Lambda_{S_{\rho_1, \rho_2, t}}(f_1, f_2, h),$$

where $t := \frac{s_1 s_2}{s_1 + s_2 - s_1 s_2} > 1$ and $\mathcal{M} := \mathcal{M}_{\text{lac}}$ (respectively $\mathcal{M}_{\text{full}}$).

Furthermore, the ranges of $(\frac{1}{r_i}, \frac{1}{s_i}), i = 1, 2$, are sharp up to endpoints in the sense that no such result can hold if both $(\frac{1}{r_i}, \frac{1}{s_i}), i = 1, 2$, do not lie in the closure of $L_n$ (respectively $F_n$). The condition $1 < t < \infty$ is also a necessary condition.

We prove the sufficiency part of this theorem in two steps. First, we shall establish an analogous result for characteristic functions. Then we consider the theorem for general functions. In this second stage, we use a recursive argument in which both functions involved in the bilinear sparse form are decomposed into simple functions. We perform this step by taking one of the functions to be a characteristic function, then keeping this function fixed we decompose the other function into suitable simple functions. This process along with an application of Carleson embedding theorem allows us to obtain sparse domination for general compactly supported bounded function in one place whereas the other function is taken to be a characteristic function. We repeat the procedure with the second function. The proof of these results and of Theorem 2.3 will be given in Sects. 6 and 7 (in the latter we prove the necessity of the conditions for the sparse domination).

Note that in Theorem 2.3 we have the necessary condition $1 < t := \frac{s_1 s_2}{s_1 + s_2 - s_1 s_2} < \infty$. This condition translates into the fact that we cannot choose both $r_1, r_2 \leq \frac{2n}{2n-1}$. Thus, in the case of lacunary spherical maximal operator $\mathcal{M}_{\text{lac}}$ in Theorem 2.1, we
cannot consider both $q_1, q_2 \leq \frac{2n}{2n-1}$ simultaneously. Nevertheless, we cover the complete range of exponents for the operator $M_{\text{lac}}$ using a different method. We establish non-trivial weighted estimates for $M_{\text{lac}}$ for tuples $(q_1, q_2, q)$ with $1 < q_1, q_2 \leq \frac{2n}{2n-1}$ and $\frac{1}{q_1} + \frac{1}{q_2} = \frac{1}{q}$, see Theorems 2.4 and 2.5. We exploit ideas from [19,31] to obtain these results, based on interpolation of analytic families of linear operators in [5].

Observe that this scenario does not occur in the case of $M_{\text{full}}$. Indeed, the condition $r_1, r_2 > \frac{n}{n-1}$ holds necessarily for the operator $M_{\text{full}}$. Therefore, Theorem 2.3 addresses the question of weighted boundedness of the operator $M_{\text{full}}$ with respect to genuine weights $w = (w_1, w_2) \in A_{q,r}$ for the entire possible range of tuples $(q_1, q_2, q)$.

As mentioned previously, we shall establish non-trivial weighted estimates for $M_{\text{lac}}$ for the tuple $(p_1, p_2, p)$ with $1 < p_1, p_2 \leq \frac{2n}{2n-1}$ and $\frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p}$. For the sake of simplicity we consider $p_1 = p_2 = p$ in the following theorem, since the statement of the result for general tuples turns out to be rather cumbersome.

**Theorem 2.4** Let $n \geq 2$. The operator $M_{\text{lac}}$ is bounded from $L^p(|x|^\alpha) \times L^p(|x|^\beta)$ to $L^{p/2}(|x|^{\alpha+\beta})$ with $1 < p \leq \frac{2n}{2n-1}$ for $\alpha, \beta$ satisfying:

$$(1 - n)p < \alpha, \beta < (n-1)(p-1) \quad \text{and} \quad \alpha + \beta > 2(1-n)(n-(n-1)p), \quad n \geq 2.$$ 

We would like to remark that while proving Theorem 2.4, we actually get weighted boundedness of operators $M_{\text{lac}}$ for the triplet $(p_1, p_2, p)$ for more general weights than considered in Theorem 2.4 above (see Theorem 2.5). Moreover, these weights do not come from the product type bilinear weights. This point is discussed in detail in Sect. 5.

Let $\frac{1}{\phi_{\text{lac}}(\frac{1}{r})}$ denote the piecewise linear function on the interval $(0, 1)$ whose graph connects the points $(0, 1)$, $(\frac{n}{n+1}, \frac{n}{n+1})$ and $(1, 0)$, i.e.,

$$\frac{1}{\phi_{\text{lac}}(\frac{1}{r})} = \begin{cases} 1 - \frac{1}{rn}, & \text{if } 0 < \frac{1}{r} \leq \frac{n}{n+1} \\ n(1 - \frac{1}{r}), & \text{if } \frac{n}{n+1} < \frac{1}{r} \leq 1. \end{cases}$$

(4)

An inspection of the proof of Theorem 2.4 delivers the following (indeed, this is a byproduct of Step I in the proof), see Sect. 3 for the definitions of weights.

**Theorem 2.5** Let $n \geq 2$. The operator $M_{\text{lac}}$ is bounded from $L^{p_1}(w_1) \times L^{p_2}(w_2)$ to $L^p(w)$, where $1 < p_1, p_2 \leq \frac{2n}{2n-1}$ and for certain weights $w = (w_1, w_2)$ which do not belong to product type weights

$$\bigcup_{1 < r_i < p_i} \left( \prod_{i=1}^{2} A_{\bar{p}_i} / r_i \cap \mathbf{RH} \left( \frac{\phi_{\text{lac}}(\frac{1}{r_i})}{\bar{p}_i} \right) \right) \bigcup (\mathcal{R}_{p_1} \times \mathcal{R}_{p_2}),$$

where

$$\mathcal{R}_p = \{|x|^b : 1 - n \leq b < (n-1)(p-1)\}, \quad n \geq 2.$$
3 Notations and Definitions

In this section we collect some of the notations and definitions that we use in this paper. With the letters $c, C \ldots$ we denote structural constants that depend only on the dimension and on parameters. Their values might vary from one occurrence to another, and in most of the cases we will not track the explicit dependence. We will write $\gamma_1 \lesssim \gamma_2$ if $\gamma_1 \leq c \gamma_2$ for a structural constant $c$. Given $p \geq 1$, the conjugate exponent of $p$ will be denoted by $p'$, i.e., $1/p + 1/p' = 1$.

For any cube $Q$ and $1 < p < \infty$, we define
\[
\langle f \rangle_{Q,p} := \left( \frac{1}{|Q|} \int_Q |f(x)|^p \, dx \right)^{1/p}, \quad \langle f \rangle_Q := \frac{1}{|Q|} \int_Q |f(x)| \, dx,
\]
where $|Q|$ denotes the Lebesgue measure of $Q$.

A weight is a non-negative locally Lebesgue integrable function. We say that a weight $w$ belongs to the Muckenhoupt class $A_p$ if
\[
[w]_{A_p} := \sup_Q \left( \frac{1}{|Q|} \int_Q w \, dx \right)
\left( \frac{1}{|Q|} \int_Q w^{1-p'} \, dx \right)^{p-1} < \infty, \quad 1 < p < \infty.
\]
The quantity $[w]_{A_p}$ is referred to as the $A_p$ characteristic of $w \in A_p$. For $p = 1$ the class $A_1$ consists of all $w$ such that
\[
[w]_{A_1} := \text{ess} \sup \frac{M(w)}{w} < \infty.
\]

Given $s > 1$, a weight belongs to the reverse Hölder RH$_s$ if there exists a constant $C$ such that, for every cube $Q$ in $\mathbb{R}^n$ with sides parallel to the coordinate axes,
\[
\left( \frac{1}{|Q|} \int_Q w^s \, dx \right)^{1/s} \leq \frac{C}{|Q|} \int_Q w \, dx < \infty.
\]

3.1 Bilinear Weights

Let $1 \leq p_1, p_2 < \infty$ and $p$ be such that
\[
\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2}.
\]  

Definition 3.1 [25, Definition 3.5] Let $p = (p_1, p_2)$. For a given pair of weights $w = (w_1, w_2)$, set $w := \prod_{i=1}^2 w_i^{p_i/p}$. We say that $w \in A_p$ if
\[
[w]_{A_p} := \sup_Q \left( \frac{1}{|Q|} \int_Q w \, dx \right) \prod_{j=1}^2 \left( \frac{1}{|Q|} \int_Q w_j^{1-p_j/p_j} \, dx \right)^{p/p_j} < \infty.
\]
When \( p_j = 1 \), \( \left( \frac{1}{|Q|} \int_Q w_j^{1-p'_j} \right)^{1/p'_j} \) is understood as \((\inf_Q w_j)^{-1}\). The quantity \([w]_{A_p}\) is referred to as the bilinear \(A_p\) characteristic of the bilinear weight \(w\).

The bilinear \(A_p\) class was further generalised recently in [27].

**Definition 3.2** [27, Sect. 1] Let \( p = (p_1, p_2) \) and \( p \) be as in (6). For a tuple \( r = (r_1, r_2, r_3) \) with \( r_i \leq p_i, i = 1, 2, \) and \( r'_3 > p \), where \( 1 \leq r_1, r_2, r_3 < \infty \), we say that \( w = (w_1, w_2) \in A_{p,r} \) if \( 0 < w_i < \infty \) a.e. for \( i = 1, 2 \) and

\[
[w]_{A_{p,r}} := \sup_{Q \subset \mathbb{R}^n} \left( \frac{r'_3}{r_3} \right)^{\frac{1}{p'_3}} \prod_{i=1}^2 \left( \frac{r_i}{r_i - p_i} \right)^{\frac{1}{q_i}} \left( \frac{1}{r_i} \right)^{\frac{1}{q_i}} < \infty,
\]

where \( w := \prod_{i=1}^2 w_i^{p_i/p_i} \). When \( r_3 = 1 \), the term corresponding to \( w \) needs to be replaced by \( (w_Q)^{1/p} \). Analogously, when \( p_i = r_i \), the term corresponding to \( w_i \) needs to be replaced by \( \text{ess sup}_Q w_i^{-1/p_i} \).

**Remark 3.3** Note that \( A_{p,(1,1,1)} \) agrees with the class \( A_p \).

The following result describes the bilinear weights \( A_{p,r} \) in terms of the classical \( A_p \) weights. This provides a useful tool in the study of weighted estimates with respect to bilinear weights.

**Lemma 3.4** [27, Lemma 5.3] Let \( p = (p_1, p_2) \) with \( 1 < p_1, p_2 < \infty \) and \( r = (r_1, r_2, r_3) \) with \( 1 \leq r_1, r_2, r_3 < \infty \). Let \( p'_3 = p_3 \) and \( \frac{1}{r} := \sum_{i=1}^3 \frac{1}{r_i} \). Assume that \( r_i \leq p_i \) for \( i = 1, 2 \) and \( r'_3 > p \). Consider

\[
\frac{1}{\delta_i} = \frac{1}{r_i} - \frac{1}{p_i} \quad \text{and} \quad \frac{1}{\delta_i} = \frac{1-r}{r} - \frac{1}{\delta_i}, \quad i = 1, 2, 3.
\]

Then \( w = (w_1, w_2) \in A_{p,r} \) if and only if

\[
w_i^\frac{q_i}{\delta_i} \in A_{\frac{1-r}{r}q_i} \quad \text{with} \quad [w_i^\frac{q_i}{\delta_i}]_{A_{\frac{1-r}{r}q_i}} \leq [w]_{A_{p,r}}^{\delta_i}, \quad i = 1, 2
\]

and

\[
w_3^\frac{q_3}{\delta_3} \in A_{\frac{1-r}{r}q_3} \quad \text{with} \quad [w_3^\frac{q_3}{\delta_3}]_{A_{\frac{1-r}{r}q_3}} \leq [w]_{A_{p,r}}^{\delta_3}.
\]

In [30], Nieraeth presented an alternative approach to describe the bilinear weights \( A_{p,r} \) and defined yet another class of weights that is equivalent to the class defined in [27]. Nieraeth extended the extrapolation results contained in [27] in several directions.

**Definition 3.5** [30, Definition 2.1] Let \( p = (p_1, p_2), q = (q_1, q_2) \) with \( p_1, p_2 \in (0, \infty) \) and \( q_1, q_2 \in (0, \infty) \). Let \( q \) be given by \( \frac{1}{q} = \frac{1}{q_1} + \frac{1}{q_2} \). We say \((p, s) \leq q\) if
\( p \leq q \) and \( q \leq s \) where \( s \in (0, \infty] \). Here \( p \leq q \) means that \( p_i \leq q_i \), \( i = 1, 2 \). For weights \( w_1, w_2 \) write \( w = \prod_{i=1}^{2} w_i \). We say that \( w = (w_1, w_2) \in A_{q,(p,s)} \) if

\[
[w]_{q,(p,s)} := \sup_Q \left( \prod_{i=1}^{2} \langle w_i \rangle^{-1} \frac{1}{q_i}, Q \langle w \rangle^{\frac{1}{s-1}} Q \right) < \infty,
\]

where the supremum is taken over all cubes (with sides parallel to coordinate axes) in \( \mathbb{R}^n \).

**Remark 3.6** Note that the definition above includes the case \( q_j = \infty \). In this case the norm is interpreted as \( \| f_j \|_{L^{q_j}(w^{q_j})} = \| f_j w_j \|_{L^\infty} \). Also, the definition is used with \( \frac{1}{q_j} = 0 \) when \( q_j = \infty \). We refer to [30] for more details on this. We also would like to refer the reader to [26], where authors consider a slightly different approach to include the end-points cases which allows one or more indices to take value infinity. Further, note that when \( q_j \) are finite, the following relation holds: \((w_1^{q_1}, w_2^{q_2}) \in A_{q,r,1,2,3}\) if and only if \( w \in A_{q,r,1,2,3}\).

**4 Proofs of Weighted Estimates**

**4.1 Proof of Theorem 2.1**

As pointed out earlier, the proof of Theorem 2.1 follows from the sparse domination result Theorem 2.3 and the already well-known consequences in the literature.

**Theorem 4.1** [27, Corollary 2.15] Fix \( r = (r_1, r_2, r_3) \), with \( r_i \geq 1 \) and \( \sum_{i=1}^{3} \frac{1}{r_i} > 1 \), and a sparsity constant \( \eta \in (0, 1) \). Let \( T \) be an operator so that for every \( f_1, f_2, h \in C_\infty^c(\mathbb{R}^n) \)

\[
\left| \int_{\mathbb{R}^n} T(f_1, f_2)(x)h(x) \, dx \right| \lesssim \sup_S \Lambda_{S,r}(f_1, f_2, h),
\]

where the supremum runs over all sparse families with sparsity constant \( \eta \). Then for all exponents \( q = (q_1, q_2) \), with \( r_i < q_i \) for \( i = 1, 2 \) and \( r_3' > q \) and all the weights \( v = (v_1, v_2) \in A_{q,r} \), and for all \( f_1, f_2, h \in C_\infty^c(\mathbb{R}^n) \), we have

\[
\| T(f_1, f_2) \|_{L^q(v)} \lesssim \prod_{i=1}^{2} \| f_i \|_{L^{q_i}(v_i)},
\]

where \( \frac{1}{q} = \frac{1}{q_1} + \frac{1}{q_2} \) and \( v = v_1^{q_1} v_2^{q_2} \).

The sparse domination result contained in Theorem 2.3 yields the weighted estimates in Theorem 2.1 by using Theorem 4.1 and the extrapolation result in [27, Theorem 1.1].
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4.2 Quantitative Bounds in Theorem 2.1

In [30], an improvement of the quantitative bounds obtained from sparse domination in multilinear forms was achieved. Indeed, the results in [27] missed the quantitative weighted bounds for the range \( q < 1 \).

**Theorem 4.2** [30, Corollary 4.2] Let \( T \) be a bilinear or positive valued bi-sublinear operator and assume that for some \( p_1, p_2 \in (0, \infty) \) and \( t \in [1, \infty) \), we have the sparse domination of the bilinear operator for every \( f_1, f_2, h \in C_c^\infty(\mathbb{R}^n) \), i.e.,

\[
\left| \int_{\mathbb{R}^n} T(f_1, f_2)(x) h(x) \, dx \right| \lesssim \sup_{S} \Lambda_S (p_1, p_2, t)(f_1, f_2, h),
\]

then for all \( \mathbf{q} = (q_1, q_2) \) with \( q_1, q_2 \in (0, \infty] \) such that \( (p, t') < \mathbf{q} \) and all weights \( w \in A_{\mathbf{q},(p,t')}, \) the operator \( T \) extends to a bounded operator \( L^{q_1}(w_1^{q_1}) \times L^{q_2}(w_2^{q_2}) \to L^q(w^q) \), where \( \frac{1}{q} = \frac{1}{q_1} + \frac{1}{q_2} \), with the bound

\[
\|T\|_{L^{q_1}(w_1^{q_1}) \times L^{q_2}(w_2^{q_2}) \to L^q(w^q)} \lesssim [w]_{A_{\mathbf{q},(p,t')}} \max \left( \frac{1}{p_1^{1/t'} - 1}, \frac{1}{p_2^{1/t'} - 1}, \frac{1 - 1/p}{1 - 1/q} \right).
\]

In view of the theorem above, the sparse domination results obtained in Theorem 2.3 together with the extrapolation in [27, Theorem 1.1] yield the following improved weighted estimates for the operators \( \mathcal{M}_{l_{ac}} \) and \( \mathcal{M}_{\text{full}} \).

**Theorem 4.3** Let \( n \geq 2 \) and \((\frac{1}{r_i}, \frac{1}{s_i}), i = 1, 2, \) be in the interior of \( \mathcal{L}_n \) (respectively \( \mathcal{F}_n \)). Assume that \( t = \frac{s_1 s_2}{s_1 + s_2 - s_1 s_2} > 1. \) Then for all \( \mathbf{q} = (q_1, q_2) \) with \( q_1, q_2 \in (0, \infty] \) such that \( \mathbf{q} > (r, t') \) the operator \( \mathcal{M}_{l_{ac}} \) (respectively \( \mathcal{M}_{\text{full}} \)) extends to a bounded operator \( L^{q_1}(w_1^{q_1}) \times L^{q_2}(w_2^{q_2}) \to L^q(w^q) \), where \( \frac{1}{q} = \frac{1}{q_1} + \frac{1}{q_2} \), with the bound

\[
\|\mathcal{M}\|_{L^{q_1}(w_1^{q_1}) \times L^{q_2}(w_2^{q_2}) \to L^q(w^q)} \lesssim [w]_{A_{\mathbf{q},(r,t')}} \max \left( \frac{1}{r_1^{1/t'} - 1}, \frac{1}{r_2^{1/t'} - 1}, \frac{1 - 1/r}{1 - 1/q} \right),
\]

where \( \mathcal{M} := \mathcal{M}_{l_{ac}} \) (respectively \( \mathcal{M}_{\text{full}} \)) and \( A_{\mathbf{q},(r,t')} \), with \( (r, t') = (r_1, r_2, t') \), is defined as in Definition 3.5.

**Remark 4.4** Note that the end-point extrapolation in [26,30] allows the index \( q_j \) above to take value infinity. Moreover, the original Theorem 4.1 contained in [27] includes vector-valued results. These apply to our sparse domination in Theorem 2.1, so that vector-valued inequalities are immediately obtained from [27, Corollary 2.15], see also [30, Corollary 4.6].

4.3 Weighted Boundedness for the Triplet \((p_1, p_2, p)\)

**Proof of Theorem 2.4** The proof of Theorem 2.4 is done in two steps. The first step is to establish a more general result by using analytic interpolation for a family of bilinear
operators. Then in the second step we use this general result with a suitable choice of
exponents to deduce the theorem.

**Step 1:** Let \( 1 < \tilde{p}_1 = \tilde{p}_2 \leq \frac{2n}{2n-1} \). Now consider \( \frac{2n}{2n-1} < p_1, p_2 < \infty, \frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2} \), and \( (\frac{1}{r_i}, \frac{1}{s_i}) \in L_n, i = 1, 2 \) with \( t = \frac{s_1 s_2}{s_1 + s_2 - s_3} > 1 \). For \( r = (r_1, r_2, t) < \text{p} := (p_1, p_2, p) \), let \( w = (w_1, w_2) \in A_{p,r} \). By Theorem 2.1 we have

\[
\|M_{\text{lac}}(f_1, f_2)\|_{L^p(w)} \leq C_1 \|f_1\|_{L^{p_1}(w_1)} \|f_2\|_{L^{p_2}(w_2)}. 
\]

(7)

Also, note that by Theorem 5.3 we have the following weighted estimates for the product weights.

\[
\|M_{\text{lac}}(f_1, f_2)\|_{L^q(w)} \leq C_2 \|f_1\|_{L^{q_1}(w_1)} \|f_2\|_{L^{q_2}(w_2)},
\]

(8)

for \( 1 < q_i < \tilde{p}_i, \frac{1}{q} = \frac{1}{q_1} + \frac{1}{q_2}, v_i \in \left( A_{\frac{q_1}{r_i}} \cap RH \left( \frac{q_i}{\text{lac}_i} \right) \right) \cup \mathcal{R}_{q_i}, v = v_1^{\frac{q}{q_1}} v_2^{\frac{q}{q_2}} \) and \( (\frac{1}{r_i}, \frac{1}{s_i}) \in L_n \) for some \( \eta_i \in (1, \infty) \) and \( 1 < t_i < q_i < \eta_i^2 \), for \( i = 1, 2 \).

We consider the linearised operator \( M_{\text{lac}} \) as follows

\[
M_{\text{lac}}(f_1, f_2)(x) = A_\tau(x) f_1(x) A_\tau(x) f_2(x),
\]

where \( \tau \) is a measurable function from \( \mathbb{R}^n \) to \([0, \infty)\). For \( z \in S := \{ z \in \mathbb{C} : 0 \leq \text{Re}(z) \leq 1 \} \), consider the functions

\[
\frac{1}{l(z)} := \frac{1 - z}{p} + \frac{z}{q}, \quad \frac{1}{l_i(z)} := \frac{1 - z}{p_i} + \frac{z}{q_i}, \quad i = 1, 2.
\]

Choose \( \theta \in (0, 1) \) such that

\[
\frac{1}{l(\theta)} := \frac{1 - \theta}{p} + \frac{\theta}{q} = \frac{1}{\tilde{p}}, \quad \frac{1}{l_i(\theta)} := \frac{1 - \theta}{p_i} + \frac{\theta}{q_i} = \frac{1}{\tilde{p}_i}, \quad i = 1, 2.
\]

Note that for any linear operator \( T \) and a positive number \( k \in (0, 1) \) satisfying \( \frac{k}{p} + \frac{k}{q} < 1 \) and \( k < \tilde{p} \), we can write the following

\[
\|Tf\|_{L^{\tilde{p}}}^k = \|Tf\|_{L^{\tilde{p}}}^k = \sup_{g \in L^{\tilde{p}-k}(\mathbb{R}^n)} \left| \int_{\mathbb{R}^n} |Tf|^k g \right|.
\]

Consider

\[
\tilde{v}_N(x) = v(x), \text{ if } v(x) \leq N \quad \text{and} \quad \tilde{v}_N(x) = N, \text{ if } v(x) > N,
\]

\[
\tilde{w}_N(x) = w(x), \text{ if } w(x) \leq N \quad \text{and} \quad \tilde{w}_N(x) = N, \text{ if } w(x) > N.
\]
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Let $f_1, f_2$ be finite simple functions and $g$ be a non-negative finite simple function such that $\|f_i\|_{L^{\tilde{p}_1}(\mathbb{R}^n)} = 1$, for $i = 1, 2$ and $\|g\|_{L^{\tilde{p}_2}(\mathbb{R}^n)} = 1$.

With the notations introduced as above, consider the following function

$$\psi(z) := \int_{\mathbb{R}^n} \left| A_{\tau(x)} f_1, z(x) A_{\tau(x)} f_2, z(x) \tilde{v}_N^q \tilde{w}_N^p \right|^k dx, \quad (9)$$

where

$$f_j, z(x) := |f_j(x)|^{\tilde{p}_j} e^{iu_j(v_j + \epsilon)} \tilde{z}^{q_j}(w_j + \epsilon)^{\tilde{p}_j}, \quad j = 1, 2,$$

for $z \in \mathcal{S}$, $\epsilon > 0$ and $u_j \in [0, 2\pi]$. Note that we have the following expression for $\psi(\theta), \theta \in (0, 1)$,

$$\psi(\theta) = \int_{\mathbb{R}^n} \left| \prod_{j=1}^{2} A_{\tau(x)} (f_j(v_j + \epsilon) - \frac{\theta}{q_j}(w_j + \epsilon) - \frac{1}{p_j}) \tilde{v}_N^q \tilde{w}_N^p \right|^k g(x) dx.$$

For each $x \in \mathbb{R}^n$, the functions $A_{\tau(x)} f_j, z(x), \tilde{v}_N^q(x), \tilde{w}_N^p(x)$ and $g(x) = |\tilde{z}^{q_j}(w_j + \epsilon)^{\tilde{p}_j}, \quad j = 1, 2,$ are analytic in the domain $\{z \in \mathbb{C} : 0 < \Re(z) < 1\}$. Therefore the integrand in (9) is continuous in $z \in \mathcal{S}$ and subharmonic in the domain $\{z \in \mathbb{C} : 0 < \Re(z) < 1\}$. Also, using the Hölder’s inequality with exponents $\frac{p}{k}$ and $\frac{p}{p-k}$, it is easy to see that $\psi$ is a bounded function. Moreover, the Hölder’s inequality with exponents $\frac{p}{k}$ and $\frac{p}{p-k}$ and the fact that $\|f_i\|_{L^{\tilde{p}_1}(\mathbb{R}^n)} = 1, i = 1, 2$ and $\|g\|_{L^{\tilde{p}_2}(\mathbb{R}^n)} = 1$, yield that

$$|\psi(it)| \leq C_1^k.$$

Similarly, using the Hölder’s inequality with exponents $\frac{q}{k}$ and $\frac{q}{q-k}$, we get

$$|\psi(1 + it)| \leq C_2^k.$$

The constants $C_1, C_2$ are independent of $\epsilon, N$ and $\tau$.

We invoke the maximum modulus principle for subharmonic functions to deduce that

$$|\psi(\theta)| = \int_{\mathbb{R}^n} \left| \prod_{j=1}^{2} A_{\tau(x)} (f_j v_{j,\epsilon} - \frac{\theta}{q_j} w_{j,\epsilon} - \frac{1}{p_j}) \tilde{v}_N^q \tilde{w}_N^p \right|^k g(x) dx \leq C_1^{k(1-\theta)} C_2^k.$$
Here we have used the notation $v_{j,\varepsilon} = v_j + \varepsilon$ and $w_{j,\varepsilon} = w_j + \varepsilon$ for $j = 1, 2$. Therefore, using a duality argument we obtain that

$$
\left( \int_{\mathbb{R}^n} \left| A_{\varepsilon}(x)(f_1 v_{1,\varepsilon} w_{1,\varepsilon}) A_{\varepsilon}(x)(f_2 v_{2,\varepsilon} w_{2,\varepsilon}) \right|^\frac{\theta}{\theta-1} \mu_N \nu_N^\varepsilon dx \right)^\frac{1}{\theta-1} \leq C \left( \int_{\mathbb{R}^n} |f_1|^p_1 \left( \int_{\mathbb{R}^n} |f_2|^p_2 \right)^\frac{1}{p_2} \right),
$$

Since the set of finite simple functions is dense in $L^s(\mathbb{R}^n)$, $1 \leq s < \infty$, we get the estimate above for all $L^\tilde{p}_1(\mathbb{R}^n)$ functions $f_1$ and $f_2$ (note that we have assumed $\tilde{p}_1 = \tilde{p}_2$). Next, recall that the constants $C_1, C_2$ are independent of $\varepsilon, N$ and $\tau$. Let $\varepsilon \to 0$ and $N \to \infty$ and replace $f_i$ by $f_i v_i^{\varepsilon} w_i^{\varepsilon}$, $i = 1, 2$, in the above to get that

$$
\left( \int_{\mathbb{R}^n} \left| A_{\varepsilon}(x)(f_1 v_{1,\varepsilon} w_{1,\varepsilon}) A_{\varepsilon}(x)(f_2 v_{2,\varepsilon} w_{2,\varepsilon}) \right|^\frac{\theta}{\theta-1} \mu_N \nu_N^\varepsilon dx \right)^\frac{1}{\theta-1} \leq C \left( \int_{\mathbb{R}^n} |f_1|^p_1 \left( \int_{\mathbb{R}^n} |f_2|^p_2 \right)^\frac{1}{p_2} \right).
$$

Since the constant $C$ is independent of $\tau$, we get the boundedness of the operator $\mathcal{M}_{\text{lac}}$, i.e.

$$
\left( \int_{\mathbb{R}^n} \left| \mathcal{M}_{\text{lac}}(f_1, f_2)(x) \right|^\frac{\theta}{\theta-1} \mu_N \nu_N^\varepsilon dx \right)^\frac{1}{\theta-1} \leq C \left( \int_{\mathbb{R}^n} |f_1|^p_1 \left( \int_{\mathbb{R}^n} |f_2|^p_2 \right)^\frac{1}{p_2} \right). \tag{10}
$$

**Step II:** We shall use the estimate (10) for radial weights with a suitable choice of exponents to confirm the proof of Theorem 2.4. Indeed, we make the following choice. For $\varepsilon > 0$, let $p_1 = p_2 = \frac{2n}{2n-1} + 2\varepsilon$, $r_1 = r_2 = \frac{2n}{2n-1} + \varepsilon$ and $\frac{1}{r_i}, \frac{1}{s_i} \in L_n$. Check that for this choice of $\frac{1}{r_i}, \frac{1}{s_i}$, $i = 1, 2$, and set $r = (r_1, r_2, r_3)$ with $r_3 = t$. Let $w = (|x|^a, |x|^b) \in A_{p, r}$ and note that the estimate (7) holds for bilinear $A_{p, r}$ weights. Next, for $0 < \delta < \tilde{p}_1 - 1$, choose $q_1 = q_2 = \tilde{p}_1 - \delta$ and $\nu = (|x|^a, |x|^b)$ with $1 - n \leq a, b < (n-1)(\tilde{p}_1 - \delta - 1)$. Then we know that the estimate (8) holds for $\mathcal{M}_{\text{lac}}$. Therefore, by the previous steps the operator $\mathcal{M}_{\text{lac}}$ satisfies the estimate (10) for the above choice of exponents and we get

$$
\left( \int_{\mathbb{R}^n} \left| \mathcal{M}_{\text{lac}}(f_1, f_2) \right|^\frac{\theta}{\theta-1} \mu_N \nu_N^\varepsilon dx \right)^\frac{1}{\theta-1} \leq C \left( \int_{\mathbb{R}^n} |f_1|^p_1 \left( \int_{\mathbb{R}^n} |f_2|^p_2 \right)^\frac{1}{p_2} \right), \tag{11}
$$

with $\theta \in (0, 1)$ and $\frac{(1-\theta)(2n-1)}{n+\epsilon(2n-1)} + \frac{2\theta}{p_1-\delta} = \frac{1}{p} = \frac{2}{p_1}$.
Now, we show that the exponents of weights in the estimate above may be chosen suitably so that they satisfy the hypothesis of Theorem 2.4. Observe that by Lemma 3.4 we have that \( w = (|x|^{\alpha'}, |x|^{\beta'}) \in A_{p, r} \) implies that

\[
|x|^{\frac{\alpha' r_1 (2n-1)}{2n + 2(2n-1)}} \in A_{\frac{1}{1-r}} \theta_1, \quad |x|^{\frac{\beta' r_2 (2n-1)}{2n + 2(2n-1)}} \in A_{\frac{1}{1-r}} \theta_2, \quad \text{and} \quad |x|^{\frac{(\alpha' + \beta') r_3 (2n-1)}{2n + 2(2n-1)}} \in A_{\frac{1}{1-r}} \theta_3,
\]

where

\[
\frac{1}{\delta_i} = \frac{1}{r_i} - \frac{1}{p_i}, \quad \frac{1}{\theta_i} = \frac{1 - r}{r} - \frac{1}{\delta_i} \quad \text{and} \quad p_3 = p', \quad i = 1, 2, 3.
\]

Substituting the values of the various parameters, we obtain

\[
\frac{1 - r}{r} = \frac{(2n - 2)(1 + \epsilon (2n - 1))}{2n + \epsilon (2n - 1)},
\]

\[
\frac{1}{\theta_i} = \frac{\epsilon (2n - 1)(2n - 2) - 1}{2n + \epsilon (2n - 1)} + \frac{2n - 1}{2n + 2\epsilon (2n - 1)}, \quad \text{for} \quad i = 1, 2,
\]

\[
\frac{1}{\delta_3} = \frac{\epsilon (2n - 1)^2}{2n + \epsilon (2n - 1)} + \frac{2n - 1}{n + \epsilon (2n - 1)} - 1.
\]

Since \( \epsilon \) can be chosen arbitrarily small, taking \( \epsilon \to 0 \) we get \((1-n) \frac{2n}{2n-1} < \alpha', \beta' < 0 \) and \((1-n) \frac{2n}{2n-1} < \alpha' + \beta' < 0 \).

Now taking \( \delta \to \tilde{p}_1 - 1 \), we get \( \theta = \frac{2n}{\tilde{p}_1} - (2n - 1) \). Since the range of \( \alpha' \) and \( \beta' \) is an open set, we get that \( \mathcal{M}_\text{lac} \) is bounded from \( L^{\tilde{p}_1}(|x|^{\alpha'}) \times L^{\tilde{p}_2}(|x|^{\beta'}) \) to \( L^{\tilde{p}}(|x|^{\frac{\alpha' + \beta'}{2}}) \) for \( \alpha, \beta \) satisfying

\[
(1 - n) \tilde{p}_1 < \alpha, \beta < 0 \quad \text{and} \quad \alpha + \beta > 2(1 - n)(n - (n - 1) \tilde{p}_1).
\]

Further, using the product-type weighted boundedness of \( \mathcal{M}_\text{lac} \) for \( \tilde{p}_1 = \tilde{p}_2 \), we get \( \mathcal{M}_\text{lac} \) is bounded from \( L^{\tilde{p}_1}(|x|^{a'}) \times L^{\tilde{p}_2}(|x|^{b'}) \) to \( L^{\tilde{p}}(|x|^{\frac{a' + b'}{2}}) \) for \( 1 - n \leq a, b < (n - 1)(\tilde{p}_1 - 1) \).

This proves the desired result for the operator \( \mathcal{M}_\text{lac} \). \( \square \)

5 Comparing Theorem 2.1 with Hölder Type Results

In this section we compare the weighted estimates obtained in Theorem 2.1 with the estimates that can be deduced using Hölder’s inequality for both the operator \( \mathcal{M}_\text{lac} \) and \( \mathcal{M}_\text{full} \). For \( 1 < p < \infty \), define the sets \( \mathcal{L}_p := \{ w : \mathcal{M}_\text{lac} \text{ maps } L^p(w) \text{ to } L^p(w) \} \) and \( \mathcal{F}_p := \{ w : \mathcal{M}_\text{full} \text{ maps } L^p(w) \text{ to } L^p(w) \} \). Recall also the definition of \( \mathcal{R}_p \) in (5) and let \( \tilde{\mathcal{R}}_p \) be defined as

\[
\tilde{\mathcal{R}}_p := \{ |x|^b : 1 - n < b < (n - 1)(p - 1) - 1 \}, \quad n \geq 2.
\]
In [13], Duoandikoetxea and Vega proved the following weighted estimates for spherical maximal functions with respect to radial weights.

**Theorem 5.1** [13] \( \mathcal{R}_p \subseteq \mathcal{L}_p, 1 < p < \infty \) and \( \tilde{\mathcal{R}}_p \subseteq \mathcal{F}_p, \frac{n}{n-1} < p < \infty \).

Let \( \frac{1}{\phi_{\text{full}}(\tau)} \) denote the piecewise linear function on \((0, \frac{n-1}{n})\) whose graph connects the points \((0, 1), \left(\frac{n^2-n}{n^2+n+1}, \frac{n^2-n+2}{n^2+n+1}\right)\) and \((\frac{n-1}{n}, \frac{n-1}{n})\), defined similarly as (4). Recently, in [20] Lacey proved the weighted estimates for the operators with respect to general weights using sparse domination principle.

**Theorem 5.2** [20] The following estimates hold.

- Let \( 1 < r < p < \phi_{\text{lac}}'(\frac{1}{r}) \), then \( A_{\mathcal{P}} \cap \operatorname{RH} \left( \frac{\phi_{\text{lac}}'(\frac{1}{r})}{p} \right) \subseteq \mathcal{L}_p \).
- Let \( \frac{n}{n-1} < r < p < \phi_{\text{full}}'(\frac{1}{r}) \), then \( A_{\mathcal{P}} \cap \operatorname{RH} \left( \frac{\phi_{\text{full}}'(\frac{1}{r})}{p} \right) \subseteq \mathcal{F}_p \).

For \( p = (p_1, p_2, p) \) with \( \frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2} \), define

\[
\mathcal{L}_p := \{ w = (w_1, w_2) : \mathcal{M}_{\text{lac}} \text{ maps } L^{p_1}(w_1) \times L^{p_2}(w_2) \text{ to } L^p(w) \}
\]

and

\[
\mathcal{F}_p := \{ w = (w_1, w_2) : \mathcal{M}_{\text{full}} \text{ maps } L^{p_1}(w_1) \times L^{p_2}(w_2) \text{ to } L^p(w) \}.
\]

In view of Theorems 5.1 and 5.2, Hölder’s inequality yields the following weighted estimates for bilinear spherical maximal functions with respect to product type bilinear weights.

**Theorem 5.3** The following holds:

- \( \prod_{i=1}^2 A_{\mathcal{P}_{ri}} \cap \operatorname{RH} \left( \frac{\phi_{\text{lac}}'(\frac{1}{r_i})}{p_i} \right) \subseteq \mathcal{L}_p \) for all \( 1 < r_i < p_i < \phi_{\text{lac}}'(\frac{1}{r_i}) \) and \( \prod_{i=1}^2 \mathcal{P}_{ri} \subseteq \mathcal{L}_p \), where \( p_i > 1, i = 1, 2 \).
- \( \prod_{i=1}^2 A_{\mathcal{P}_{ri}} \cap \operatorname{RH} \left( \frac{\phi_{\text{full}}'(\frac{1}{r_i})}{p_i} \right) \subseteq \mathcal{F}_p \) for all \( \frac{n}{n-1} < r_i < p_i < \phi_{\text{full}}'(\frac{1}{r_i}) \) and \( \prod_{i=1}^2 \tilde{\mathcal{P}}_{ri} \subseteq \mathcal{F}_p \), where \( p_i > \frac{n}{n-1}, i = 1, 2 \).

We show that Theorem 2.1 addresses the weighted boundedness of bilinear operators \( \mathcal{M}_{\text{lac}} \) and \( \mathcal{M}_{\text{full}} \) with respect to bilinear weights that are not of product type as covered by Theorem 5.3 above. Note that it is enough to consider the case of \( p_1 = p_2 = p \) and point out the difference between the two weighted estimates for power weights.

### 5.1 The Case of Full Spherical Maximal Operator \( \mathcal{M}_{\text{full}} \).

The following result may be deduced from Theorem 2.1.

**Corollary 5.4** The operator \( \mathcal{M}_{\text{full}} \) is bounded from \( L^p(|x|^{\alpha}) \times L^p(|x|^{\beta}) \) to \( L^q\left(|x|^{\frac{\alpha+\beta}{r}}\right) \), for \( \alpha, \beta \) satisfying the following conditions:
(i) For \( n \geq 2 \) and \( \frac{n}{n-1} < p \leq \frac{n^2+1}{n^2-n} \),

\[
\frac{-2n}{n-1}(p(n-1) - 2) < \alpha, \beta < 0 \quad \text{with} \quad \frac{-2n}{n-1}(p(n-1) - 2) < \alpha + \beta < 0
\]

or for \( n \geq 3 \), and \( \frac{n}{n-1} < p \leq \frac{n^2+1}{n^2-n} \),

\[-(n(p+1) - 3p) < \alpha, \beta < n(p-1) - p \]

with \(-2(n-p) < \alpha + \beta < 2(n(p-1) - p)\)

or for \( n = 2 \), and \( 2 < p < \frac{5}{2} \)

\[
\frac{-2}{3} (p - 2) < \alpha, \beta < \frac{2}{3} (p - 2) \quad \text{with} \quad 0 < \alpha + \beta < \frac{4}{3} (p - 2).
\]

(ii) For \( n \geq 2 \) and \( \frac{n^2+1}{n^2-n} < p < \infty \),

\[-2(n-1) < \alpha, \beta < 0 \quad \text{with} \quad -2(n-1) < \alpha + \beta < 0.
\]

(iii) For \( n \geq 2 \) and \( \frac{n^2+1}{n^2-n} < p \leq \frac{n^2+1}{n-1} \),

\[
\frac{-n}{n+1}(p(n-1) - 2) < \alpha, \beta < \frac{n}{n+1}(p(n-1) - 2)
\]

with \( 0 < \alpha + \beta < \frac{2n}{n+1}(p(n-1) - 2) \)

or

\[
\frac{-n}{n^2+1}((n-1)(n-2)p + n^2 + 1) < \alpha, \beta < \frac{n}{n^2+1}((n^2-n)p - n^2 - 1)
\]

with \( \frac{-2n}{n^2+1}(n^2 + 1 - p(n-1)) < \alpha + \beta < \frac{2n}{n^2+1}((n^2-n)p - n^2 - 1) \).

(iv) For \( n \geq 2 \) and \( \frac{n^2+1}{n-1} < p < \infty \),

\[-n(n-1) < \alpha, \beta < n(n-1) \quad \text{with} \quad 0 < \alpha + \beta < 2n(n-1).
\]

**Proof** Proof of (i). Consider \( p_1 = p_2 = p \) with \( \frac{n}{n-1} < p \leq \frac{n^2+1}{n^2-n} \). Choose \( r_1 = r_2 = p - \epsilon \), where \( 0 < \epsilon < p - \frac{n}{n-1} \). For this choice of \( r_i \) we have \( \frac{1}{s_i} = 2 - \frac{n+1}{(n-1)(p-\epsilon)} \). Therefore,

\[
\frac{1}{t} = \frac{1}{s_1} + \frac{1}{s_2} = 4 - \frac{2(n+1)}{(n-1)(p-\epsilon)} - 1 = \frac{3(n-1)(p-\epsilon) - 2(n+1)}{(n-1)(p-\epsilon)}.
\]
Recall that we need to make sure of the condition $t' > \frac{p}{n}$. This gives us that $\epsilon < \frac{p[(p+1)(n-1)-(n+1)]}{(n-1)(p+1)}$. Therefore, we have that

$$0 < \epsilon < \min \left\{ p - \frac{n}{n-1}, \frac{p[(p+1)(n-1)-(n+1)]}{(n-1)(p+1)} \right\}.$$ 

We shall use Lemma 3.4 to get the condition on the exponent of power weights. Following the notation therein, we can write down the parameters $r, \theta_i$ and $\delta_3$ with the above choice of $r_i$, $s_i$ as follows

$$1 - r = \frac{2(n-1)(p-\epsilon) - 4}{(n-1)(p-\epsilon)}$$

$$\frac{1}{\theta_i} = \frac{(2p+1)(n-1)(p-\epsilon) - p(n+3)}{p(p-\epsilon)(n-1)}, \quad \text{for } i = 1, 2$$

$$\frac{1}{\delta_3} = \frac{2(n-1)p(p-\epsilon) - 2p(n+1) + 2(n-1)(p-\epsilon)}{p(p-\epsilon)(n-1)}.$$ 

We know that $|x|^\theta_1^{\frac{p}{p-\epsilon}} \in A_{1-\frac{r}{\theta_1}}$ and $(|x|^\beta)^{\frac{2\delta_3}{p}} \in A_{1-\frac{r}{\delta_3}}$ imply

$$-n\left( (2p+1)(n-1)(p-\epsilon) - p(n+3) \right) < \alpha < \frac{n\epsilon}{p-\epsilon}$$

and

$$-n\left( 2(n-1)p(p-\epsilon) - 2p(n+1) + 2(n-1)(p-\epsilon) \right) < \alpha + \beta < \frac{2n\epsilon}{p-\epsilon}$$

Since the conditions above hold for arbitrarily small $\epsilon$, taking $\epsilon \to 0$, we get that

$$\frac{-2n(p(n-1) - 2)}{n-1} < \alpha < 0 \quad \text{with} \quad \frac{-2n(p(n-1) - 2)}{n-1} < \alpha + \beta < 0.$$ 

Observe that due to symmetry of the bilinear operator we get the same condition on $\beta$ as given above for $\alpha$.

This proves the first condition in (i). The proof for the other cases in (i) as well as the other parts (ii)–(iv) may be completed by using the same idea, therefore we skip it. \hfill $\square$

Now it is easy to compare the exponents of power weights obtained in Corollary 5.4 with that of the Hölder type power weights as given in Theorem 5.3. Recall that in Theorem 5.3 we have that $\mathcal{M}_{\text{full}}$ maps $L^p(|x|^a) \times L^p(|x|^b)$ to $L^p(|x|^{a+b})$ for $1 - n < a, b < (n-1)(p-1) - 1$. Further, note that this range of exponents $a$ and $b$ is the best possible, except possibly at the point $1 - n$, that can be obtained through the classical full spherical maximal function $M_{\text{full}}$ along with the Hölder inequality. On the other hand observe that in Corollary 5.4 we get a significantly better range of
\( \alpha \) and \( \beta \) for which the operator \( M_{\text{full}} \) maps \( L^p(|x|^\alpha) \times L^p(|x|^\beta) \) to \( L^p_2(|x|^{\alpha + \beta/2}) \) for \( \frac{n}{n-1} < p < \infty \). This is the advantage of our method, that gives improved weighted estimates for the operator \( M_{\text{full}} \) with respect to genuine bilinear weights that are not possible using the Hölder’s inequality.

5.2 The Case of Lacunary Spherical Maximal Operator \( M_{\text{lac}} \).

As in the previous case, we can deduce the following weighted estimates for the operator \( M_{\text{lac}} \) with respect to power weights.

**Corollary 5.5** Let \( n \geq 2 \). The operator \( M_{\text{lac}} \) is bounded from \( L^p(|x|^\alpha) \times L^p(|x|^\beta) \) to \( L^p_2(|x|^{\alpha + \beta/2}) \) for \( \alpha, \beta \) satisfying the following conditions:

(i) For \( \frac{2n}{2n-1} < p \leq \frac{n+1}{n} \),

\[-2n(n-1)(p-1) < \alpha, \beta < 0 \text{ with } -2n(n-1)(p-1) < \alpha + \beta < 0 \]

or

\[-\left(n - \frac{p}{2}\right) < \alpha, \beta \]

\[< n(p-1) - \frac{p}{2} \text{ with } -n(2-p) < \alpha + \beta < 2n(p-1) - p.\]

(ii) For \( \frac{n+1}{n} < p < \infty \),

\[-2(n-1) < \alpha, \beta < 0 \text{ with } -2(n-1) < \alpha + \beta < 0.\]

(iii) For \( \frac{n+1}{n} < p \leq n+1 \),

\[-\frac{n(n-2)p}{n+1} - n < \alpha, \beta < \frac{n^2p}{n+1} - n \text{ with } -2n\left(1 - \frac{p}{n+1}\right) < \alpha + \beta < \frac{2n^2p}{n+1} - 2n\]

or for \( 2 < p \leq n+1 \)

\[-(n-1)(p-1) < \alpha, \beta < (n-1)(p-1) \text{ with } 0 < \alpha + \beta < 2(n-1)(p-1).\]

(iv) For \( n+1 \leq p < \infty \),

\[-n(n-1) < \alpha, \beta < n(n-1) \text{ with } 0 < \alpha + \beta < 2n(n-1).\]

We skip the proof of the corollary above because it uses similar computations as in the case of Corollary 5.4. Moreover, it can be verified that the range of exponents covered in Corollary 5.5 is better than that given in Theorem 5.3 for the \( L^p(|x|^\alpha) \times \)}
$L^p(|x|^β) \rightarrow L^2\left(|x|^{α+β}\right)$ boundedness of the operator $M_{\text{full}}$ for all $1 < p < ∞$. As a final remark, observe that part (ii) is not comparable to parts (iii) and (iv) in both corollaries. For example, in the case of $M_{\text{lac}}$, the individual range of $α, β$ in (iv) is better than the individual range of $α, β$ in (ii) for $n + 1 < p < ∞$, but we cannot choose both $α, β$ negative due to the condition $0 < α + β < 2n(n − 1)$. However, in (ii) we could do that.

6 Sparse Domination: Proof of Theorem 2.3 (Sufficiency)

In this section we prove the sufficient part of Theorem 2.3. We have exploited the corresponding ideas for the linear case from [20]. As announced, we will proceed proving the sparse domination for characteristic functions and later extend it to general functions. The argument when passing from characteristic functions to general functions is a bit tricky and we use a two-step procedure without which we would obtain an extra condition restricting the result to the Banach range. We follow a unified approach, stating as simultaneously as possible the results for both $M_{\text{lac}}$ and $M_{\text{full}}$.

Theorem 6.1 Let $n ≥ 2$. For $i = 1, 2$, let $(\frac{1}{r_i}, \frac{1}{s_i})$ be in the interior of the triangle $L_n$ (respectively the trapezium $F_n$). Then for characteristic functions $f_1 = χ_{F_1}, f_2 = χ_{F_2}$ and compactly supported bounded function $h$, where $F_1, F_2$ are bounded measurable subsets of $\mathbb{R}^n$, there exists a sparse collection $S = S_{r_1, r_2, t}$ such that

$$(M(f_1, f_2), h) ≤ CΔ_{S_{r_1, r_2, t}}(f_1, f_2, h),$$

where $t := \frac{s_1s_2}{s_1 + s_2 - s_1s_2} > 1$ and $M := M_{\text{lac}}$ (respectively $M_{\text{full}}$).

For a cube $Q \subset \mathbb{R}^n$ with side-length $l_Q = 2^q$, define $A_Qf_i(x) = A_{2q−3}(f_i\chi_{\frac{1}{q}Q})(x), i = 1, 2$. Note that $A_Qf_i$ is supported in $\frac{2}{q}Q$. The following lemma involving stopping time arguments is the key result in the proof of Theorem 6.1.

Lemma 6.2 Let $n ≥ 2$. For $i = 1, 2$, let $(\frac{1}{r_i}, \frac{1}{s_i})$ be in the interior of the triangle $L_n$ (respectively the trapezium $F_n$), with the additional condition $\frac{1}{s_1} + \frac{1}{s_2} > 1$. Let $f_1 = χ_{F_1}, f_2 = χ_{F_2}$, where $F_1, F_2$ are measurable subsets of $Q_0$ and $h$ be a bounded function supported in $Q_0$. Let $C_0 ≥ 1$ be a constant and let $D_0$ be a collection of dyadic subcubes of $Q_0$ such that

$$\sup_{Q' \in D_0} \sup_{Q' \subset Q \subset Q_0} \left(\frac{\langle h \rangle_{Q, t}}{\langle f_i \rangle_{Q, r_i}} + \frac{\langle h \rangle_{Q, t}}{\langle h \rangle_{Q_0, t}}\right) \leq C_0, \text{ for } i = 1, 2,$$

where $t = \frac{s_1s_2}{s_1s_2 - s_1s_2} > 1$. Then,

(i) If $(\frac{1}{r_i}, \frac{1}{s_i})$ are in the interior of $L_n$, with the additional condition $\frac{1}{s_1} + \frac{1}{s_2} > 1$, then

$$\left|\sup_{Q \in D_0} A_Qf_1A_Qf_2, h\right| \lesssim |Q_0| \langle f_1 \rangle_{Q_0, r_1} \langle f_2 \rangle_{Q_0, r_2} \langle h \rangle_{Q_0, t},$$
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(ii) If \((\frac{1}{r_1}, \frac{1}{s_1})\) are in the interior of \(F_n\), with the additional condition \(\frac{1}{s_1} + \frac{1}{s_2} > 1\), then

\[
\left\| \left( \sup_{Q \in D_0} \sup_{2^{n-3} \leq t \leq 2^n} A_t(f_1\chi_{\frac{1}{t}Q})(x) A_t(f_2\chi_{\frac{1}{t}Q}, h) \right) \right\|_p \lesssim \|f_0\|_{D_0,r_1} \|f_2\|_{D_0,r_2} \|h\|_{Q_0,t}.
\]

We assume Lemma 6.2 for a moment and complete the proof of Theorems 2.3 and 6.1.

### 6.1 Proof of Theorem 6.1

We will present the proof for \(M_{\text{lac}}\), and after that we will point out the main differences in the proof for \(M_{\text{full}}\). First note that using standard arguments we can reduce our work to proving analogous results for the dyadic version of the maximal functions under consideration. Indeed, let \(f_1\) and \(f_2\) be positive functions with their support contained inside a cube \(Q_0\). Fix a dyadic lattice \(D\) and consider the maximal function

\[
M_D(f_1, f_2)(x) := \sup_{Q \in D} |A_Q f_1(x) A_Q f_2(x)|.
\]

Since \(\text{supp}(f_i) \subset Q_0\), we get that \(A_Q f_i = 0\) if \(Q \cap Q_0 = \emptyset\) and also \(A_Q f_i = 0\) for large enough cubes. To justify this, note that we are assuming that \(h\) is supported in the cube \(Q_0\). Therefore, we need to check that for \(x \in Q_0\), \(A_Q f_i(x) = 0\), for large enough cube \(Q\) (with respect to \(Q_0\)). From the definition of \(A_Q f_i\), we have

\[
A_Q f_i(x) = \int_{\mathbb{R}^{n-1}} f_i(x - 2^{q-3}y) \chi_{\frac{1}{t}Q}(x - 2^{q-3}y) d\sigma(y).
\]

Observe that for large enough cube \(Q\) with side length \(l_Q > 16l_{Q_0}\), \(x - 2^{q-3}y \notin Q_0\). Since \(\text{supp}(f_i) \subset Q_0\), then \(A_Q f_i(x) = 0\).

All in all, in view of the above, it is enough to prove corresponding sparse domination for the bilinear maximal function

\[
M_{D \cap Q_0}(f_1, f_2)(x) := \sup_{Q \in D \cap Q_0} |A_Q f_1(x) A_Q f_2(x)|.
\]

Then, \(\langle M_{\text{lac}}(f_1, f_2), h \rangle\) can be dominated by the sum of finitely many sparse forms. By the definition of supremum, one can find a sparse collection \(S_0\) such that

\[
\langle M_{\text{lac}}(f_1, f_2), h \rangle \leq 2C_0 \sum_{S \in S_0} |S| \langle (f_1)_s (f_2)_s, (h)_s \rangle.
\]

We proceed to prove the sparse domination result for the operator \(M_{D \cap Q_0}\). Let \(C_0\) be a constant and \(E_{Q_0}\) denote the collection of maximal dyadic subcubes of \(Q_0\) satisfying

\[
\langle f_1 \rangle_{Q,r_1} > C_0 \langle f_1 \rangle_{Q_0,r_1} \quad \text{or} \quad \langle f_2 \rangle_{Q,r_2} > C_0 \langle f_2 \rangle_{Q_0,r_2} \quad \text{or} \quad \langle h \rangle_{Q,t} > C_0 \langle h \rangle_{Q_0,t}(13)
\]
Let \( E_{Q_0} = \bigcup_{P \in E_{Q_0}} P \). Note that we can choose \( C_0 > 1 \) so that \(|E_{Q_0}| < \frac{1}{2}|Q_0|\).

Writing \( F_{Q_0} = Q_0 \setminus E_{Q_0} \), we have that \(|F_{Q_0}| \geq \frac{1}{2}|Q_0|\).

Next, denote
\[
D_0 := \{ Q \in D \cap Q_0 : Q \cap E_{Q_0} = \emptyset \}
\]
and observe that for \( Q \in D_0 \) we get that
\[
\langle f_1 \rangle_{Q_0,r_1} \leq C_0 \langle f_1 \rangle_{Q_0}, \quad \langle f_2 \rangle_{Q_0,r_2} \leq C_0 \langle f_2 \rangle_{Q_0}, \quad \langle h \rangle_{Q_0} \leq C_0 \langle h \rangle_{Q_0}.
\]
(14)

For, if (13) holds, then there exists \( P \in E_{Q_0} \) such that \( P \supset Q \). This will contradict the definition of \( D_0 \). In a similar way, note that if \( Q' \in D_0 \) and \( Q' \subset Q \subset Q_0 \), then we also have (15). These two observations together give us that, for \( i = 1, 2 \),
\[
\sup_{Q' \in D_0} \sup_{Q' \subset Q \subset Q_0} \langle f_i \rangle_{Q_0,r_i} \leq C_0 \langle f_i \rangle_{Q_0}, \quad \sup_{Q' \in D_0} \sup_{Q' \subset Q \subset Q_0} \langle h \rangle_{Q_0} \leq C_0 \langle h \rangle_{Q_0}.
\]
(16)

Next we claim, using a standard linearisation argument, that it is enough to prove sparse domination for a suitable linearised form. For, let \( Q \) be the collection of all dyadic subcubes of \( Q_0 \). Given \( Q \in Q \), consider the set
\[
H_Q := \left\{ x \in Q : A_Q f_1(x) A_Q f_2(x) \geq \frac{1}{2} \sup_{P \in Q} A_P f_1(x) A_P f_2(x) \right\}.
\]

Note that for any \( x \in Q_0 \), there exists a cube \( Q \in Q \) such that \( x \in H_Q \). Set \( B_Q = H_Q \setminus \bigcup_{Q' \supseteq Q} H_{Q'} \). Observe that \( \{B_Q\}_{Q \in Q} \) are pairwise disjoint and \( \bigcup_{Q \in Q} B_Q = \bigcup_{Q \in Q} H_Q \). Then
\[
\langle \sup_{P \in Q} A_P f_1 A_P f_2, h \rangle = \sum_{Q \in Q} \int_{B_Q} \sup_{P \in Q} (A_P f_1(x) A_P f_2(x)) h(x) dx
\]
\[
\leq 2 \sum_{Q \in Q} \int_{B_Q} A_Q f_1(x) A_Q f_2(x) h(x) dx
\]
\[
\leq 2 \sum_{Q \in Q} \int_{R^n} A_Q f_1(x) A_Q f_2(x) h(x) \chi_{B_Q} (x) dx
\]
\[
= 2 \sum_{Q \in Q} \langle A_Q f_1 A_Q f_2, h_Q \rangle
\]
\[
\leq 2 \sum_{Q \in D \cap Q_0} \langle A_Q f_1 A_Q f_2, h_{B_Q} \rangle
\]
where \( h_Q = h \chi_{B_Q} \). The estimate above allows us to work with a linearised form instead of the supremum. Notice that this argument uses the full collection of dyadic...
subcubes of the given cube $Q_0$. So, in particular,
\[
\left| \left( \sup_{Q \in D_0} A_Q f_1 A_Q f_2, h \right) \right| \leq \left| \left( \sup_{Q \in Q} A_Q f_1 A_Q f_2, h \right) \right| \leq 2 \sum_{Q \in Q} \left( A_Q f_1 A_Q f_2, h_Q \right)
\]
\[
\leq 2 \left| \sum_{Q \in D \cap Q_0} \left( A_Q f_1 A_Q f_2, h \chi_{B_Q} \right) \right|.
\]
Therefore, it suffices to prove the sparse domination for
\[
\sum_{Q \in D \cap Q_0} \left( A_Q f_1 A_Q f_2, h \chi_{B_Q} \right).
\]
Next, observe that for any cube $Q \in D \cap Q_0$ we either have $Q \in D_0$ or $Q \subset P$ for some $P \in \mathcal{E}_{Q_0}$. Therefore,
\[
\sum_{Q \in D \cap Q_0} \left( A_Q f_1 A_Q f_2, h \chi_{B_Q} \right)
= \sum_{Q \in D_0} \left( A_Q f_1 A_Q f_2, h \chi_{B_Q} \right) + \sum_{P \in \mathcal{E}_{Q_0}} \sum_{Q \subset P} \left( A_Q f_1 A_Q f_2, h \chi_{B_Q} \right). \tag{17}
\]
We would like to remark here that so far we have not required that $f_1$ and $f_2$ are characteristic functions. Now we invoke Lemma 6.2 to get that
\[
\sum_{Q \in D_0} \left( A_Q f_1 A_Q f_2, h \chi_{B_Q} \right) \lesssim |Q_0| \langle f_1 \rangle_{Q_0} \langle f_2 \rangle_{Q_0} \langle h \rangle_{Q_0}. \tag{18}
\]
Let $\{P_j\}$ be an enumeration of cubes in $\mathcal{E}_{Q_0}$. Then we can rewrite the remaining term as
\[
\sum_{P \in \mathcal{E}_{Q_0}} \sum_{Q \subset P} \left( A_Q f_1 A_Q f_2, h \chi_{B_Q} \right) = \sum_{j=1}^{\infty} \sum_{Q \in P_j \cap D} \left( A_Q f_1 A_Q f_2, h \chi_{B_Q} \right).
\]
We repeatedly use the estimate above for each $j$ and put all the terms together to get a sparse collection $S$ so that the following holds
\[
\sum_{Q \in D \cap Q_0} \left( A_Q f_1 A_Q f_2, h \chi_{B_Q} \right) \lesssim \sum_{S \in S} |S| \langle f_1 \rangle_{S} \langle f_2 \rangle_{S} \langle h \rangle_{S}.
\]
This completes the proof of Theorem 6.1 for $\mathcal{M}_{\text{lac}}$.

In order to prove the corresponding results for the operator $\mathcal{M}_{\text{full}}$, we require a bilinear analogue of local spherical maximal functions. It is defined as follows
\[
\widetilde{M}(f_1, f_2)(x) := \sup_{t \in [1, 2]} A_t f_1(x) A_t f_2(x).
\] (19)

Again standard arguments reduce the task to consider a dyadic version with the maximal function

\[
\sup_{Q \in \mathcal{D} \cap Q_0} |\widetilde{M}_Q(f_1, f_2)(x)|,
\]

where

\[
\widetilde{M}_Q(f_1, f_2)(x) := \sup_{2q-4 \leq t \leq 2q-3} A_t(f_1 \chi_{\frac{3}{5}Q})(x) A_t(f_2 \chi_{\frac{1}{5}Q})(x).
\]

Note that a linearisation trick as earlier tells us that it suffices to replace the supremum (19) with the form

\[
\left| \sum_{Q \in \mathcal{D}_0} \langle \widetilde{M}_Q(f_1, f_2), h_Q \rangle \right|,
\]

with \( h_Q = h \chi_{B_Q} \) and \( B_Q = E_Q \setminus \bigcup_{Q' \supset Q} E_{Q'} \), where

\[
E_Q = \left\{ x \in Q : \widetilde{M}_Q(f_1, f_2)(x) \geq \frac{1}{2} \sup_{P \in Q} \widetilde{M}_P(f_1, f_2)(x) \right\}.
\]

The remaining part of the proof can be completed following the lacunary case.

### 6.2 Proof of Theorem 2.3

We will make use of Theorem 6.1 in proving Theorem 2.3. The proof is unified in both lacunary and full cases.

**Step I:** Let \( f_1 \) and \( h \) be non-negative compactly supported bounded functions with support in the cube \( Q_0 \) and \( f_2 = \chi_{F_2} \), where \( F_2 \subset Q_0 \). We use the same argument as in the proof of Theorem 6.1 up to the estimate (17) with the same notation and here \( \mathcal{D}_0 \) is defined with respect to \( f_1, \chi_{F_2} \) and \( h \). In fact, it is enough to prove an analogue of estimate (18) for the setting under consideration, i.e., we need to show that

\[
\sum_{Q \in \mathcal{D}_0} \langle A_Q f_1 A_Q \chi_{F_2}, h_Q \rangle \lesssim |Q_0| \langle f_1 \rangle_{Q_0, \rho_1} \langle \chi_{F_2} \rangle_{Q_0, r_2} \langle h \rangle_{Q_0, t},
\]

where \( \rho_1 > r_1 \).

In order to use Theorem 6.1, we first need to decompose the function \( f_1 \) into suitable characteristic functions. Consider \( E_m = \{ x \in Q_0 : 2^m \leq f_1(x) \leq 2^{m+1} \} \). Then there exists \( m_0 > 1 \) such that \( E_m = \emptyset \) for all \( m > m_0 \). Denote \( f_1^m = f_1 \chi_{E_m} \). Thus, we
use Theorem 6.1 for each pair of characteristic functions \( \chi_{E_m} \) and \( \chi_{F_2} \) and obtain the sparse domination for the functions \( f_1^m \) and \( \chi_{F_2} \) as follows

\[
\sum_{Q \in D_0} \langle A_Q f_1^m A_Q \chi_{F_2}, h_Q \rangle \leq 2^{m+1} \sum_{Q \in D_0} \langle A_Q \chi_{E_m} A_Q \chi_{F_2}, h_Q \rangle \\
\lesssim 2^{m+1} \sum_{Q \in D \cap Q_0} \langle A_Q \chi_{E_m} A_Q \chi_{F_2}, h_Q \chi_{F_0} \rangle \\
\lesssim 2^{m+1} \sum_{S \in S_m} |S| \langle \chi_{E_m} \rangle_{S,r_1} \langle \chi_{F_2} \rangle_{S, r_2} \langle h \chi_{F_0} \rangle_{S,t}
\]

where \( S_m \) is the sparse family corresponding to characteristic functions \( \chi_{E_m} \) and \( \chi_{F_2} \).

Next, using the stopping time condition on the functions \( h \) and \( f_2 = \chi_{F_2} \) as given in (16), we get

\[
\sum_{S \in S_m} |S| \langle \chi_{E_m} \rangle_{S,r_1} \langle \chi_{F_2} \rangle_{S, r_2} \langle h \chi_{F_0} \rangle_{S,t} \lesssim \langle h \rangle_{Q_0,t} \langle \chi_{F_2} \rangle_{Q_0,r_2} \sum_{S \in S_m} |S| \langle \chi_{E_m} \rangle_{S,r_1}.
\]

Choose \( \tilde{\rho}_1 > r_1 \) and consider \( \tilde{\rho}_1' > 1 \) such that \( \frac{1}{\rho_1} + \frac{1}{\tilde{\rho}_1'} = 1 \). Now, using an easy consequence of the Carleson embedding theorem (see [21]) we get that

\[
\sum_{S \in S_m} |S| \langle \chi_{E_m} \rangle_{S,r_1} = \sum_{S \in S_m} |S| \langle \chi_{E_m} \rangle_{S,r_1} |S| \frac{1}{\tilde{\rho}_1} \\
\leq \left( \sum_{S \in S_m} |S| \langle \chi_{E_m} \rangle_{S,r_1} \right) \frac{1}{\tilde{\rho}_1} \left( \sum_{S \in S_m} |S| \right) \frac{1}{\tilde{\rho}_1} \\
\leq \langle \chi_{E_m} \rangle_{Q_0, \tilde{\rho}_1} |Q_0|.
\]

Finally, using [2, Lemma 4.6 and Lemma 4.7], we obtain

\[
\left| \sup_{Q \in D_0} \langle A_Q f_1 A_Q \chi_{F_2}, h_Q \rangle \right| \lesssim |Q_0| \langle f_1 \rangle_{Q_0, \tilde{\rho}_1} \langle \chi_{F_2} \rangle_{Q_0, r_2} \langle h \rangle_{Q_0,t}, \tag{20}
\]

where \( \rho_1 > \tilde{\rho}_1 \).

Note that we can decompose \( \sum_{Q \in D \cap Q_0} \langle A_Q f_1 A_Q \chi_{F_2}, h \chi_{B_0} \rangle \) as

\[
\sum_{Q \in D \cap Q_0} \langle A_Q f_1 A_Q \chi_{F_2}, h \chi_{B_0} \rangle = \sum_{Q \in D_0} \langle A_Q f_1 A_Q \chi_{F_2}, h \chi_{B_0} \rangle \\
+ \sum_{P \in E_0} \sum_{Q \subset P} \langle A_Q f_1 A_Q \chi_{F_2}, h \chi_{B_0} \rangle. \tag{21}
\]
Now from (20) we get that
\[
\sum_{Q \in D_0} \langle A_Q f_1 A_Q \chi_{F_2}, h \chi_{B_Q} \rangle \lesssim |Q_0| \langle f_1 \rangle_{Q_0, \rho_1} \langle \chi_{F_2} \rangle_{Q_0, r_2} \langle h \rangle_{Q_0, t}.
\] (22)

Let \( \{P_j\} \) be an enumeration of cubes in \( E_{Q_0} \) defined with \( f_1, \chi_{F_2} \) and \( h \). Then we can rewrite the remaining term as
\[
\sum_{P \in E_{Q_0}} \sum_{Q \subset P} \langle A_Q f_1 A_Q \chi_{F_2}, h \chi_{B_Q} \rangle = \sum_{j=1}^{\infty} \sum_{Q \in P_j \cap D_0} \langle A_Q f_1 A_Q \chi_{F_2}, h \chi_{B_Q} \rangle.
\]

We repeatedly use the estimate above for each \( j \) and put all the terms together to get a sparse collection \( S \) so that the following holds
\[
\sum_{Q \in D_0 \cap Q_0} \langle A_Q f_1 A_Q \chi_{F_2}, h \chi_{B_Q} \rangle \lesssim \sum_{S \in S} |S| \langle f_1 \rangle_{S, \rho_1} \langle \chi_{F_2} \rangle_{S, r_2} \langle h \rangle_{S, t}.
\]

Step II: Now consider \( f_1, f_2 \) and \( h \) are non-negative compactly supported bounded function with support in the cube \( Q_0 \). We use the same argument as in the proof of Theorem 6.1 up to the estimate (17) with the same notation and \( D_0 \) is defined with respect to \( f_1, f_2 \) and \( h \). It suffices to prove an analogue of estimate (18) for the setting under consideration, i.e., we need to show that
\[
\sum_{Q \in D_0} \langle A_Q f_1 A_Q f_2, h \rangle \lesssim |Q_0| \langle f_1 \rangle_{Q_0, \rho_1} \langle f_2 \rangle_{Q_0, \rho_2} \langle h \rangle_{Q_0, t},
\]
where \( \rho_1 > r_1 \) and \( \rho_2 > r_2 \).

Note that we already have an analogue of estimate (18) for general compactly supported bounded functions \( f_1 \) and \( f_2 = \chi_{F_2} \), a characteristic function in (20). Therefore, in order to prove the required estimate for general compactly supported bounded functions \( f_1 \) and \( f_2 \) we decompose the function \( f_2 \) such that \( f_2 = \sum_{n=1}^{n_0} f_2^n \) with \( f_2^n = f_2 \chi_{F_n} \), where \( F_n = \{ x \in Q_0 : 2^n \leq f_2(x) \leq 2^{n+1} \} \) and \( F_n = \emptyset \) for \( n > n_0 \). From this point onward the proof follows in a similar fashion as in Step I. Finally, we get the following estimate
\[
\left| \left( \sup_{Q \in D_0} A_Q f_1 A_Q f_2, h \right) \right| \lesssim |Q_0| \langle f_1 \rangle_{Q_0, \rho_1} \langle f_2 \rangle_{Q_0, \rho_2} \langle h \rangle_{Q_0, t},
\]
where \( \rho_1 > r_1 \) and \( \rho_2 > r_2 \).

Remark 6.3 Observe that the argument in which we freeze one of the characteristic functions when passing from characteristic functions to general functions is crucial. Dealing with both characteristic functions simultaneously yields the extra condition \( \frac{1}{r_1} + \frac{1}{r_2} < 1 \), restricting the result to the Banach range.
6.3 Proof of Lemma 6.2

Finally we provide the proof of Lemma 6.2. This is the most technical and tedious part of the paper. We will begin by giving the proof in the lacunary case, and after that we will sketch the significantly different parts in case of $\mathcal{M}_{\text{full}}$.

First note that one can use the same linearisation trick as in the proof of Theorem 6.1. This would mean that it is enough to prove the following estimate

$$
\sum_{Q \in D_0} \langle A_Q f_1 A_Q f_2, h_Q \rangle \lesssim |Q_0| \langle f_1 \rangle_{Q_0,r_1} \langle f_2 \rangle_{Q_0,r_2} \langle h \rangle_{Q_0,t},
$$

where $A_Q f_i(x) = A_{2q^{-3}}(f_i \chi_{\frac{1}{2}Q})(x)$, and so

$$
A_Q f_i(x) = \int_{S^{n-1}} f_i(x - 2q^{-3}y) \chi_{\frac{1}{2}Q}(x - 2q^{-3}y) \, d\sigma(y).
$$

Since $l_Q = 2q$, we see that for $y \in S^{n-1}$ we have $\frac{1}{3} Q + 2q^{-3}y \subset \frac{2}{3} Q$ and hence $\text{supp}(A_Q f_i) \subset \frac{2}{3} Q$. Now define

$$
\tilde{A}_Q f_i(x) = A_{2q^{-3}}(f_i \chi_{\frac{1}{2}Q})(x).
$$

Observe that $\text{supp}(\tilde{A}_Q f_i) \subset Q$ and since $f_i$’s are non-negative functions, therefore

$$
A_Q f_i(x) = \int_{S^{n-1}} f_i(x - 2q^{-3}y) \chi_{\frac{1}{2}Q}(x - 2q^{-3}y) \, d\sigma(y) \leq \int_{S^{n-1}} f_i(x - 2q^{-3}y) \chi_{\frac{1}{2}Q}(x - 2q^{-3}y) \, d\sigma(y) = \tilde{A}_Q f_i(x),
$$

for a.e. $x$ and $i = 1, 2$. In view of these observations, it is enough to prove that

$$
\sum_{Q \in D_0} \langle \tilde{A}_Q f_1 \tilde{A}_Q f_2, h_Q \rangle \lesssim |Q_0| \langle f_1 \rangle_{Q_0,r_1} \langle f_2 \rangle_{Q_0,r_2} \langle h \rangle_{Q_0,t}.
$$

The important observation here is that with this localization we will be able to separately distinguish the dyadic (bad) cubes in which the cancellation property can be applied. Here we have used the same notation as in Theorem 6.1. For $i = 1, 2$, let

$$
\gamma_{f_i} = \{\text{collection of maximal dyadic subcubes } P \subset Q_0 : \langle f_i \rangle_{P,r_i} > 2C_0 \langle f_i \rangle_{Q_0,r_i}\}.
$$

Applying the Calderón–Zygmund decomposition to each $f_i$ at the height $\alpha_i = 2C_0 \langle f_i \rangle_{Q_0,r_i}$, $i = 1, 2$, we can decompose

$$
f_i = b_i + g_i,
$$
where \( \|g_i\|_{L^\infty} \lesssim \langle f_i\rangle_{Q_0,r_i} \) and

\[
b_i = \sum_{P \in \gamma_{f_i}} (f_i - \langle f_i \rangle_P) \chi_P = \sum_{k = -\infty}^{q_0 - 1} \sum_{P \in B_i(k)} (f_i - \langle f_i \rangle_P) \chi_P =: \sum_{k = -\infty}^{q_0 - 1} B_{i,k},
\]

with \( l_{Q_0} = 2^{q_0} \) and \( B_i(k) = \{ P \in \gamma_{f_i} : l_P = 2^k \} \). Now,

\[
\bigg| \sum_{Q \in D_0} \langle \tilde{A}_Q f_1 \tilde{A}_Q f_2, h_Q \rangle \bigg| \leq \bigg| \sum_{Q \in D_0} \langle \tilde{A}_Q g_1 \tilde{A}_Q g_2, h_Q \rangle \bigg| + \bigg| \sum_{Q \in D_0} \langle \tilde{A}_Q g_1 \tilde{A}_Q b_2, h_Q \rangle \bigg| + \bigg| \sum_{Q \in D_0} \langle \tilde{A}_Q b_1 \tilde{A}_Q g_2, h_Q \rangle \bigg| + \bigg| \sum_{Q \in D_0} \langle \tilde{A}_Q b_1 \tilde{A}_Q b_2, h_Q \rangle \bigg| =: GG + GB + BG + BB.
\]

We estimate all the four parts separately. Note that in view of the symmetry in \( GB \) and \( BG \) parts, it is enough to estimate one of them.

**Estimate for GG (both functions good) part** Using the fact that \( t > 1 \), we have

\[
GG \lesssim \sum_{Q \in D_0} \| \tilde{A}_Q g_1 \tilde{A}_Q g_2 \|_{L^\infty} \| h_Q \|_{L^1} \lesssim \langle f_1 \rangle_{Q_0,r_1} \langle f_2 \rangle_{Q_0,r_2} \sum_{Q \in D_0} \int |h(x)\chi_{B_Q}(x)|dx
\]

\[
\lesssim \langle f_1 \rangle_{Q_0,r_1} \langle f_2 \rangle_{Q_0,r_2} \| h \|_{L^p}(Q_0)
\]

\[
\lesssim \langle f_1 \rangle_{Q_0,r_1} \langle f_2 \rangle_{Q_0,r_2} \| h \|_{L^p}(Q_0,\partial Q_0).
\]

**Estimate for BG (one function bad and one function good) part** Arguing with a similar argument as in the proof of Theorem 6.1 we note that, for all \( Q \in D_0 \) and \( P \in \gamma_{f_i} \), if \( P \cap Q \neq \emptyset \), then \( \partial P \subseteq Q \), by the stopping argument. Therefore, for any \( Q \in D_0 \) with \( l_Q = 2^q \), we have

\[
\langle \tilde{A}_Q b_1 \tilde{A}_Q g_2, h_Q \rangle = \sum_{k < q} \langle \tilde{A}_Q B_{1,k} \tilde{A}_Q g_2, h_Q \rangle = \sum_{k=1}^{\infty} \langle \tilde{A}_Q B_{1,q-k} \tilde{A}_Q g_2, h_Q \rangle.
\]

Thus,

\[
\bigg| \sum_{Q \in D_0} \langle \tilde{A}_Q b_1 \tilde{A}_Q g_2, h_Q \rangle \bigg| = \bigg| \sum_{k=1}^{\infty} \sum_{Q \in D_0} \langle \tilde{A}_Q B_{1,q-k} \tilde{A}_Q g_2, h_Q \rangle \bigg|.
\]

Note that \( (\tilde{\Psi}_Q)^* f(x) = \chi_{\frac{1}{2} Q}(x) A_{2^q-3} f(x) \). Indeed, for compactly supported bounded functions \( f \) and \( g \), we have

\( \text{Birkhäuser} \)
\[
\langle \tilde{A}_Q f , g \rangle = \int_{\mathbb{R}^n} \tilde{A}_Q f(x) g(x) \, dx \\
= \int_{\mathbb{R}^n} \left( \int_{S^{n-1}} f(x - 2^{q-3}y) \, d\sigma(y) \right) g(x) \, dx \\
= \int_{\mathbb{R}^n} f(x) \chi_{\frac{1}{2}Q}(x) \left( \int_{S^{n-1}} g(x + 2^{q-3}y) \, d\sigma(y) \right) \, dx \\
=: (f, (\tilde{A}_Q)^* g),
\]

where

\[
(\tilde{A}_Q)^* g(x) = \chi_{\frac{1}{2}Q}(x) A_{2^{q-3}} g(x).
\]

Hence,

\[
BG = \sum_{Q \in D_0} \int_{\mathbb{R}^n} b_1(x)(\tilde{A}_Q)^* (\tilde{A}_Q g_2 \cdot h_Q)(x) \, dx \\
= \sum_{Q \in D_0} \sum_{k=1}^{\infty} \sum_{P \in B_1(q-k)} B_{1,q-k}(x)(\tilde{A}_Q)^* (\tilde{A}_Q g_2 \cdot h_Q)(x) \, dx \\
= \sum_{Q \in D_0} \sum_{k=1}^{\infty} \sum_{P \in B_1(q-k)} B_{1,q-k}(x) \chi_{\frac{1}{2}Q}(x) A_{2^{q-3}} (\tilde{A}_Q g_2 \cdot h_Q)(x) \, dx.
\]

Now, observe that in the above line only those \( P \) will survive for which \( P \cap \frac{1}{2} Q \neq \emptyset \). Further, we can write

\[
\left| \sum_{Q \in D_0} \sum_{k=1}^{\infty} \sum_{P \in B_1(q-k)} B_{1,q-k}(x) \chi_{\frac{1}{2}Q}(x) A_{2^{q-3}} (\tilde{A}_Q g_2 \cdot h_Q)(x) \, dx \right| \leq I + II,
\]

where

\[
I := \left| \sum_{Q \in D_0} \sum_{k=1}^{3} \sum_{P \in B_1(q-k)} B_{1,q-k}(x) \chi_{\frac{1}{2}Q}(x) A_{2^{q-3}} (\tilde{A}_Q g_2 \cdot h_Q)(x) \, dx \right|
\]

and

\[
II := \left| \sum_{Q \in D_0} \sum_{k=4}^{\infty} \sum_{P \in B_1(q-k)} B_{1,q-k}(x) \chi_{\frac{1}{2}Q}(x) A_{2^{q-3}} (\tilde{A}_Q g_2 \cdot h_Q)(x) \, dx \right|.
\]

Here we have separated subcubes of \( k \)th generation with \( k \geq 4 \) in part \( II \) so that we can use [20, Lemma 2.3]. For the part \( I \) we do not need to use the cancellation
condition on \( B_{1,q-k} \) as there are only finitely many terms with respect to \( k \) and the sizes of subcubes \( P \) in these generations are comparable with the size of original cube \( Q \) with an absolute constant.

Recall that if \( P \cap Q \neq \emptyset \), then \( P \subseteq Q \) (by stopping time argument). Therefore, all the \( P \)'s are dyadic subcubes of \( Q \). Also, observe that all the dyadic subcubes of \( Q \) of second and higher generations which intersect (except with edges) with \( \frac{1}{2} Q \), are contained in \( \frac{1}{2} Q \). In fact, all the second generation subcubes of \( Q \) which are around the center of \( Q \), are contained in \( \frac{1}{2} Q \), and the other second generation subcubes of \( Q \) along the boundary of \( Q \) do not intersect with \( \frac{1}{2} Q \), i.e., for any \( P \in B_1(q - k) \), \( k \geq 2 \), with \( P \cap \frac{1}{2} Q \neq \emptyset \), implies \( P \subset \frac{1}{2} Q \). In particular, this property will be used in estimating part \( II \) for all \( k \geq 4 \).

Now, we first deal with part \( I \), in which we cannot use the cancellation property (since the dyadic cubes of first generation \( P \) are all intersecting \( \frac{1}{2} Q \), but \( P \not\subset \frac{1}{2} Q \)). Nevertheless, we will not need the decay to conclude the estimate in this case\(^2\):

\[
I := \left| \sum_{Q \in D_0} \sum_{k=1}^3 \sum_{P \in B_1(q-k)} \int_P B_{1,q-k}(x) \chi_{\frac{1}{2}Q}(x) A_{2q-3}(\tilde{A}_Q g_2 \cdot h_Q)(x) \, dx \right|
\]

\[
= \left| \sum_{k=1}^3 \sum_{Q \in D_0} \int_{\mathbb{P}_k} B_{1,q-k}(x)(\tilde{A}_Q)^*(\tilde{A}_Q g_2 \cdot h_Q)(x) \, dx \right|
\]

where \( \bigcup_{P \in B_1(q-k)} \mathbb{P}_k \subseteq Q \). Since, \( P \in B_1(q-k) \) are disjoint subcubes of \( Q \), we get \( \mathbb{P}_k \subseteq Q \). Now,

\[
I = \left| \sum_{k=1}^3 \sum_{Q \in D_0} \int_{\mathbb{R}^n} \tilde{A}_Q(B_{1,q-k} \chi_{\mathbb{P}_k})(x) \tilde{A}_Q g_2(x) h_Q(x) \, dx \right|
\]

\[
\leq \sum_{k=1}^3 \sum_{Q \in D_0} \| \tilde{A}_Q(B_{1,q-k} \chi_{\mathbb{P}_k}) \|_{L^{s_1}} \| \tilde{A}_Q g_2 \cdot h_Q \|_{L^{s_1}}
\]

\[
\lesssim \sum_{k=1}^3 \sum_{Q \in D_0} |Q| \| B_{1,q-k} \|_{L^{r_1}} \| A_{Q} \|_{L^{s_1}}.
\]

In the second last line we have applied Hölder’s inequality with respect to \( s_1' \) and \( s_1 \), where \( \frac{1}{s_1} + \frac{1}{s_1'} = 1 \) and in the last line we have applied \( L^{r_1} \to L^{s_1} \) boundedness of the averaging operator \( A_{2q-3} \), for \( (\frac{1}{r_1}, \frac{1}{s_1}) \) belonging to the interior of \( L_n' \).

Let us now estimate the part \( II \). The key point here is that, for small enough cubes, we first write the dual and then use the cancellation:

\(^2\) Note that we are applying the Calderón–Zygmund decomposition for the functions \( f_1, f_2 \). Therefore, \( \int_P B_{1,q-k}(x) \, dx = 0 \) may not imply \( \int_P B_{1,q-k}(x) \chi_{\frac{1}{2}Q}(x) \, dx = 0 \), unless \( P \subset \frac{1}{2} Q \).
II := \left| \sum_{Q \in D_0} \sum_{k=4}^{\infty} \sum_{P \in B_1(q-k)} \int_P B_{1,q-k}(x) \chi_{\frac{1}{2}Q}(x) A_{2^{q-3}}(\widetilde{A}_Q g_2 \cdot h_Q)(x) \, dx \right| \\
\leq \sum_{k=4}^{\infty} \sum_{Q \in D_0} \sum_{P \in B_1(q-k)} \frac{1}{|P|} \\
\times \left| \int_P \int_P B_{1,q-k}(x) \chi_{\frac{1}{2}Q}(x) \left[ A_{2^{q-3}} - \tau_y A_{2^{q-3}} \right] (\widetilde{A}_Q g_2 \cdot h_Q)(x) \, dx \, dy \right| \\
\leq \sum_{k=4}^{\infty} \sum_{Q \in D_0} \sum_{P \in B_1(q-k)} \frac{1}{|P_0|} \\
\times \int_{P_0} \left| \int_P B_{1,q-k}(x) \chi_{\frac{1}{2}Q}(x) \left[ A_{2^{q-3}} - \tau_y A_{2^{q-3}} \right] (\widetilde{A}_Q g_2 \cdot h_Q)(x) \, dx \right| \, dy, \quad (23)

Observe that in the last line we have used the fact that if \( P \in B_1(q - k), k \geq 4 \) with \( P \cap \frac{1}{2}Q \neq \emptyset \), then \( P \subset \frac{1}{2}Q \). Therefore \( \int_P B_{1,q-k}(x) \, dx = 0 \). Now, write \( x' = x - y \), then \( y \in P - P \). Applying this change of variable we get

\[
II \leq \sum_{k=4}^{\infty} \sum_{Q \in D_0} \sum_{P \in B_1(q-k)} \frac{1}{|P|} \\
\times \left| \int_{P - P} \int_P B_{1,q-k}(x) \chi_{\frac{1}{2}Q}(x) \left[ A_{2^{q-3}} - \tau_y A_{2^{q-3}} \right] (\widetilde{A}_Q g_2 \cdot h_Q)(x) \, dx \, dy \right| \\
\leq \sum_{k=4}^{\infty} \sum_{Q \in D_0} \sum_{P \in B_1(q-k)} \frac{1}{|P_0|} \\
\times \int_{P_0} \left| \int_P B_{1,q-k}(x) \chi_{\frac{1}{2}Q}(x) \left[ A_{2^{q-3}} - \tau_y A_{2^{q-3}} \right] (\widetilde{A}_Q g_2 \cdot h_Q)(x) \, dx \right| \, dy,
\]

where \( P - P \subset P_0 \) and \( l_{P_0} = 2l_P \). Observe that the quantity within the modulus sign in (23) is a function of \( y \). We apply duality for the \( L^1(P_0) \)-norm. For \( H \in L^\infty(P_0) \) we write (23) as

\[
\sum_{P \in B_1(q-k)} \frac{1}{|P_0|} \left| \int_{P_0} \int_P B_{1,q-k}(x) \chi_{\frac{1}{2}Q}(x) \left[ A_{2^{q-3}} - \tau_y A_{2^{q-3}} \right] (\widetilde{A}_Q g_2 \cdot h_Q)(x) \, dx \right| \, dy H(y)
= \frac{1}{|P_0|} \left| \int_{P_0} \int_{P_{k}} B_{1,q-k}(x) \chi_{\frac{1}{2}Q}(x) \left[ A_{2^{q-3}} - \tau_y A_{2^{q-3}} \right] (\widetilde{A}_Q g_2 \cdot h_Q)(x) \, dx \right| \, dy H(y)
\leq \| H \|_{L^\infty} \frac{1}{|P_0|} \left| \int_{P_0} \int_{P_{k}} B_{1,q-k}(x) \chi_{\frac{1}{2}Q}(x) \left[ A_{2^{q-3}} - \tau_y A_{2^{q-3}} \right] (\widetilde{A}_Q g_2 \cdot h_Q)(x) \, dx \right| \, dy
= \| H \|_{L^\infty} \frac{1}{|P_0|} \left| \int_{P_0} \int_{\mathbb{R}^n} B_{1,q-k}(x) \chi_{\frac{1}{2}Q \cap P_{k}}(x) \left[ A_{2^{q-3}} - \tau_y A_{2^{q-3}} \right] (\widetilde{A}_Q g_2 \cdot h_Q)(x) \, dx \right| \, dy
= \| H \|_{L^\infty} \frac{1}{|P_0|} \left| \int_{P_0} \int_{\mathbb{R}^n} \left[ A_{2^{q-3}} - A_{2^{q-3}} \tau_y \right] B_{1,q-k}(x) \chi_{\frac{1}{2}Q \cap P_{k}}(x) (\widetilde{A}_Q g_2 \cdot h_Q)(x) \, dx \right| \, dy.
\]
Observe that for all \( k \geq 4 \), the side length \( l_{B} \leq 2^{q-4} \) and hence we have \( |y| \leq 2^{q-3} \). Now, applying [20, Lemma 2.3] we get

\[
II \lesssim \sum_{k=4}^{\infty} \sum_{Q \in \mathcal{D}_0} \frac{1}{|P_0|} \int_{P_0} |Q(\langle B_{1,q-k}^{0} \chi_{F_k}^{0} \rangle Q_{,r_1}) (\tilde{A}_{Q} g_{2} \cdot h_{Q}) Q_{,s_1}| dy.
\]

Further, note that

\[
I_2 \lesssim \sum_{k=4}^{\infty} \sum_{Q \in \mathcal{D}_0} \frac{1}{|P_0|} \int_{P_0} |Q(\langle B_{1,q-k}^{0} \rangle Q_{,r_1}) (\tilde{A}_{Q} g_{2} \cdot h_{Q}) Q_{,s_1}| dy.
\]  

Further, since \( y \in P_0 \) we have \(|y| \leq 2^{q-k+1} \). This implies that

\[ BG \lesssim \sum_{k=1}^{\infty} 2^{-nk} \sum_{Q \in \mathcal{D}_0} |Q(\langle B_{1,q-k}^{0} \rangle Q_{,r_1}) (\tilde{A}_{Q} g_{2} \cdot h_{Q}) Q_{,s_1}|.
\]

Further, note that

\[ (\tilde{A}_{Q} g_{2} \cdot h_{Q}) Q_{,s_1} = \left( \frac{1}{|Q|} \int_{Q} (\tilde{A}_{Q} g_{2})^{s_1} (x) |h_{Q}^{s_1}(x)| dx \right)^{\frac{1}{\|f\|_{1}}} \leq \|\tilde{A}_{Q} g_{2}\|_{L^{\infty}} Q^{1,s_1} \]

\[ \lesssim \langle f_{2} \rangle Q_{0,r_{2}} Q^{1,s_1} \]

and \( \langle B_{1,q-k}^{0} \rangle Q_{,r_{1}} \lesssim (\chi_{F_{1,q-k}}^{0}) Q_{,r_{1}} + \langle f_{1} \rangle Q_{0,r_{1}} (\chi_{E_{1,q-k}}^{0}) Q_{,r_{1}} \), where \( F_{1,q,k}^{0} \) are disjoint subsets of \( F_{1} \) and \( E_{1,q,k}^{0} \) are disjoint subsets of \( Q_{0} \). Putting these estimates together we get

\[
BG \lesssim \langle f_{2} \rangle Q_{0,r_{2}} \sum_{k=1}^{\infty} 2^{-nk} \sum_{Q \in \mathcal{D}_0} |Q(\chi_{F_{1,q,k}}^{0}) Q_{,r_{1}} (h_{Q}) Q_{,s_1}|
\]

\[ + \langle f_{1} \rangle Q_{0,r_{1}} \langle f_{2} \rangle Q_{0,r_{2}} \sum_{k=1}^{\infty} 2^{-nk} \sum_{Q \in \mathcal{D}_0} |Q(\chi_{E_{1,q,k}}^{0}) Q_{,r_{1}} (h_{Q}) Q_{,s_1}| =: BG_1 + BG_2.
\]

We estimate both the terms separately. For the term \( BG_1 \), note that \( \left( \frac{1}{r_{1}}, \frac{1}{s_{1}} \right) \) in the interior of \( L_{\nu} \), which implies that \( \frac{1}{r_{1}} + \frac{1}{s_{1}} > 1 \). Choose \( \tau > 0 \) such that \( \frac{1}{r_{1}} - \tau + \frac{1}{s_{1}} = 1 \). Write \( \frac{1}{r_{1}} - \tau = \frac{1}{r_{1}} \) and note that \( r_{1} > r_{1} \). We have, by using that \( F_{1,q,k}^{0} \subseteq F_{1} \) and the stopping time condition for the function \( f_{1}^{0} \),

\[ (\chi_{F_{1,q,k}}^{0}) Q_{,r_{1}} = \left( \frac{1}{|Q|} \int_{Q} (\chi_{F_{1,q,k}}^{0})^{r_{1}} \right)^{\frac{1}{r_{1}}} \left( \frac{1}{|Q|} \int_{Q} (\chi_{F_{1,q,k}}^{0})^{r_{1}} \right)^{\tau}
\]

\[ \leq \left( \frac{1}{|Q|} \int_{Q} (\chi_{F_{1,q,k}}^{0})^{r_{1}} \right)^{\frac{1}{r_{1}}} \left( \frac{1}{Q} \int_{Q} (f_{1}^{0})^{r_{1}} \right)^{\tau}
\]

\[ \lesssim \left( \frac{1}{Q} \int_{Q} (\chi_{F_{1,q,k}}^{0})^{r_{1}} \right)^{\frac{1}{r_{1}}} \langle f_{1}^{0} \rangle Q_{0,r_{1}}.
\]
Therefore, as \( t \geq s_1 \),

\[
BG_1 = \langle f_2 \rangle_{Q_{0,r_2}} \sum_{k=1}^{\infty} 2^{-nk} \sum_{Q \in \mathcal{D}_0} |Q| \langle \chi_{E_1,q,k} \rangle_{Q,r_1} \langle h \rangle_{Q,s_1} \\
\lesssim \langle f_1 \rangle_{Q_{0,r_1}}^{\mathcal{R}_1} \langle f_2 \rangle_{Q_{0,r_2}} \sum_{k=1}^{\infty} 2^{-nk} \sum_{Q \in \mathcal{D}_0} |Q| \left( \int_Q \chi_{F_1,q,k} \right)^{\frac{1}{r_1}} \left( \int_Q h_{s_1}^{\mathcal{R}_1} \right)^{\frac{1}{s_1}} \\
\lesssim \langle f_1 \rangle_{Q_{0,r_1}}^{\mathcal{R}_1} \langle f_2 \rangle_{Q_{0,r_2}} \sum_{k=1}^{\infty} 2^{-nk} \left( \sum_{Q \in \mathcal{D}_0} \int_Q \chi_{E_1,q,k} \right)^{\frac{1}{r_1}} \left( \sum_{Q \in \mathcal{D}_0} \int_Q h_{s_1}^{\mathcal{R}_1} \chi_Q \right)^{\frac{1}{s_1}} \\
\lesssim \langle f_1 \rangle_{Q_{0,r_1}}^{\mathcal{R}_1} \langle f_2 \rangle_{Q_{0,r_2}} \langle f_1 \rangle_{Q_{0,r_1}}^{\frac{1}{r_1}} \langle h \rangle_{Q_0,s_1} \langle Q \rangle_{Q_0}^{\frac{1}{s_1}} \\
\leq \langle f_1 \rangle_{Q_{0,r_1}}^{\mathcal{R}_1} \langle f_2 \rangle_{Q_{0,r_2}} \langle h \rangle_{Q_0,t} \langle Q \rangle_{Q_0}^{1/2} .
\tag{24}
\]

Next, the term \( BG_2 \) may be estimated as follows. Since \( \hat{r}_1 > r_1 \), we have \( \langle \chi_{E_1,q,k} \rangle_{Q,r_1} \leq \langle \chi_{E_1,q,k} \rangle_{Q,\hat{r}_1} \). Consider

\[
BG_2 = \langle f_1 \rangle_{Q_{0,r_1}} \langle f_2 \rangle_{Q_{0,r_2}} \sum_{k=1}^{\infty} 2^{-nk} \sum_{Q \in \mathcal{D}_0} |Q| \langle \chi_{E_1,q,k} \rangle_{Q,r_1} \langle h \rangle_{Q,s_1} \\
\leq \langle f_1 \rangle_{Q_{0,r_1}} \langle f_2 \rangle_{Q_{0,r_2}} \sum_{k=1}^{\infty} 2^{-nk} \sum_{Q \in \mathcal{D}_0} |Q| \langle \chi_{E_1,q,k} \rangle_{Q,\hat{r}_1} \langle h \rangle_{Q,s_1} \\
\leq \langle f_1 \rangle_{Q_{0,r_1}}^{\mathcal{R}_1} \langle f_2 \rangle_{Q_{0,r_2}} \sum_{k=1}^{\infty} 2^{-nk} \left( \sum_{Q \in \mathcal{D}_0} \int_Q \chi_{E_1,q,k} \right)^{\frac{1}{r_1}} \left( \sum_{Q \in \mathcal{D}_0} \int_Q h_{s_1}^{\mathcal{R}_1} \chi_Q \right)^{\frac{1}{s_1}} \\
\lesssim \langle f_1 \rangle_{Q_{0,r_1}}^{\mathcal{R}_1} \langle f_2 \rangle_{Q_{0,r_2}} \langle h \rangle_{Q_0,s_1} \langle Q \rangle_{Q_0}^{1/2} \\
\leq \langle f_1 \rangle_{Q_{0,r_1}} \langle f_2 \rangle_{Q_{0,r_2}} \langle h \rangle_{Q_0,t} \langle Q \rangle_{Q_0} \quad \text{as} \quad t \geq s_1.
\tag{25}
\]

Estimates (24) and (25) yield the desired result for the term \( BG \). The estimate for the third term \( GB \) follows similarly.

**Estimate for BB (both functions are bad) part** We have

\[
BB = \left| \sum_{Q \in \mathcal{D}_0} \langle \tilde{A} Q b_1, \tilde{A} Q b_2, h \rangle \right| = \left| \sum_{Q \in \mathcal{D}_0} \int b_1(x)(\tilde{A} Q)^*(\tilde{A} Q b_2 \cdot h)(x)dx \right| \\
= \left| \sum_{Q \in \mathcal{D}_0} \sum_{k=1}^{\infty} \sum_{p \in B_1(q-k)} \int p B_{1,q-k}(x) \chi_{\frac{1}{2}Q}(x) A_{2q-3}(\tilde{A} Q b_2 \cdot h)(x)dx \right| \\
\leq \left| \sum_{Q \in \mathcal{D}_0} \sum_{k=1}^{3} \sum_{p \in B_1(q-k)} \int p B_{1,q-k}(x) \chi_{\frac{1}{2}Q}(x) A_{2q-3}(\tilde{A} Q b_2 \cdot h)(x)dx \right|
\]
\[
+ \left| \sum_{Q \in D_0} \sum_{k=4}^{\infty} \sum_{P \in B_1(q-k)} \int_{\mathcal{P}} B_{1,q-k}(x) \chi_{\frac{1}{2}Q}(x) A_{2q-3} \left( \tilde{A}_Q b_2 \cdot h_Q \right)(x) \, dx \right| = I_{bb} + II_{bb}.
\]

Now \(I_{bb}\) can be handled similarly as \(I\). On the other hand, we estimate \(II_{bb}\) as follows

\[
II_{bb} \leq \sum_{k=4}^{\infty} \sum_{Q \in D_0} \sum_{P \in B_1(q-k)} \frac{1}{|P|} \left| \int_{\mathcal{P}} \int_{\mathcal{P}} B_{1,q-k} \chi_{\frac{1}{2}Q}(x) [A_{2q-3} \left( \tilde{A}_Q b_2 \cdot h_Q \right)(x) - A_{2q-3} \left( \tilde{A}_Q b_2 \cdot h_Q \right)(x')] \, dx \, dx' \right|
\]

Now, we proceed as for \(BG\), but at the last line apply Hölder’s inequality. Then the term is dominated by

\[
= \sum_{k=4}^{\infty} \sum_{Q \in D_0} \sum_{P \in B_1(q-k)} \frac{1}{|P|} \left| \int_{\mathcal{P}} \int_{\mathcal{P}} B_{1,q-k} \chi_{\frac{1}{2}Q}(x) [A_{2q-3} - \tau_y A_{2q-3}] \left( \tilde{A}_Q b_2 \cdot h_Q \right)(x) \, dx \, dy \right|
\]

where, in the last inequality, we have used [20, Theorem 2.1] for \((\frac{1}{r_1}, \frac{1}{s_1})\) in the interior of \(L'' = \left\{ (\frac{1}{r}, \frac{1}{s}) : (\frac{1}{r}, 1 - \frac{1}{s}) \in L_n \right\}\) and Hölder’s inequality with exponents \(\frac{1}{t} = \frac{1}{s_1} + \frac{1}{s_2}\). This yields

\[
BB \leq \sum_{k=1}^{\infty} 2^{-\eta k} \sum_{Q \in D_0} |Q|^{1 - \frac{1}{s_1}} \left\langle B_{1,q-k} Q, r_1 \right\rangle \left\| \tilde{A}_Q b_2 \right\|_{L'_{s_2}} \left\| h_Q \right\|_{L'_{t'}}.
\]

Next, we make use of [20, Lemma 2.3] to estimate the quantity

\[
\left\| \tilde{A}_Q b_2 \right\|_{L'_{s_2}} = \sup_{\| \psi \|_{L_{s_2}'} = 1} |\langle \tilde{A}_Q b_2, \psi \rangle|.
\]
Indeed, with a similar computation as the one for $BG$, we can conclude

$$
|⟨\tilde{A}Q b_2, ψ⟩| = \left| \int \tilde{A}Q b_2(x)ψ(x)dx \right| = \left| \sum_{j=1}^{∞} \sum_{P \in B_2(q-j)} \int_P B_{2,q-j}(x)\tilde{A}Q)^*ψ(x)dx \right|
$$

$$
= \left| \sum_{j=1}^{∞} \sum_{P \in B_2(q-j)} \int_P B_{2,q-j}(x)\chi_{\frac{1}{2}Q}(x)A_{2q-3}ψ(x)dx \right|
$$

$$
\lesssim \sum_{j=1}^{∞} \frac{1}{|P_0|} \int_{P_0} |Q|^{-\frac{1}{2}} \left( \frac{|y|}{l_Q} \right)^θ |B_{2,q-j}Q,r_2|ψL^2.\quad (26)
$$

Thus we obtain the following estimate.

$$
BB \lesssim \sum_{k,j=1}^{∞} 2^{-η(k+j)} \sum_{Q \in D_0} \left( \frac{|Q|^2}{|Q|^{-\frac{1}{2}}} \right) |B_{1,q-k}Q,r_1|B_{2,q-j}Q,r_2 \left( \int_Q h'_Q \right) \frac{1}{2},
$$

where we know that

$$
|B_{1,q-k}Q,r_1| \lesssim |\chi_{F_{1,q,k}}Q,r_1 + |f_1|Q_0,r_1|\chi_{E_{1,q,k}}Q,r_1\quad (26)
$$

and

$$
|B_{2,q-j}Q,r_2| \lesssim |\chi_{F_{2,q,j}}Q,r_2 + |f_2|Q_0,r_2|\chi_{E_{2,q,j}}Q,r_2\quad (27)
$$

Here, $E_{1,q,k}, E_{2,q,j}$ are disjoint subsets of $Q_0$ and $F_{1,q,k}, F_{2,q,j}$ are disjoint subsets of $F_1, F_2$, respectively.

Substituting (26) and (27) into (6.3), we get the following four terms, which will be estimated separately.

$$
BB \lesssim \sum_{k,j=1}^{∞} 2^{-η(k+j)} \sum_{Q \in D_0} \left( \frac{|Q|^2}{|Q|^{-\frac{1}{2}}} \right) |\chi_{F_{1,q,k}}Q,r_1|\chi_{F_{2,q,j}}Q,r_2 \left( \int_Q h'_Q \right) \frac{1}{2}
$$

$$
+ \sum_{k,j=1}^{∞} 2^{-η(k+j)} \sum_{Q \in D_0} \left( \frac{|Q|^2}{|Q|^{-\frac{1}{2}}} \right) |\chi_{F_{1,q,k}}Q,r_1|\chi_{F_{2,q,j}}Q,r_2 \left( \int_Q h'_Q \right) \frac{1}{2}
$$

$$
+ \sum_{k,j=1}^{∞} 2^{-η(k+j)} \sum_{Q \in D_0} \left( \frac{|Q|^2}{|Q|^{-\frac{1}{2}}} \right) |f_1|Q_0,r_1|\chi_{E_{1,q,k}}Q,r_1|\chi_{F_{2,q,j}}Q,r_2 \left( \int_Q h'_Q \right) \frac{1}{2}
$$

$$
+ \sum_{k,j=1}^{∞} 2^{-η(k+j)} \sum_{Q \in D_0} \left( \frac{|Q|^2}{|Q|^{-\frac{1}{2}}} \right) |f_1|Q_0,r_1|\chi_{E_{1,q,k}}Q,r_1|\chi_{E_{2,q,j}}Q,r_2 \left( \int_Q h'_Q \right) \frac{1}{2}
$$
\[
\left( \int_Q h_Q^t \right)^{\frac{1}{t}} =: BB_1 + BB_2 + BB_3 + BB_4.
\]

**Estimate for the first term BB\(_1\)** At this point, one has to deal with the cases \(\frac{1}{r_1} + \frac{1}{r_2} > 1\) and \(\frac{1}{r_1} + \frac{1}{r_2} \leq 1\) separately. Let us start with the case \(\frac{1}{r_1} + \frac{1}{r_2} > 1\). Choose positive numbers \(\tau_1\) and \(\tau_2\) such that \(\frac{1}{r_1} + \frac{1}{r_2} = 1 + \tau_1 + \tau_2\) and denote \(\frac{1}{r_i} - \tau_i = \frac{1}{r_i}\), \(i = 1, 2\). Note that \(\frac{1}{r_1} + \frac{1}{r_2} = 1\). We have

\[
BB_1 \lesssim \langle h \rangle_{Q_0,t} \sum_{k,j=1}^{\infty} 2^{-\eta(k+j)} \sum_{Q \in D_0} |Q|^{1 - \frac{1}{r_1} - \frac{1}{r_2}} \left( \int_Q \chi_{F_1,q,k} \right)^{\frac{1}{r_1}} \left( \int_Q \chi_{F_2,q,j} \right)^{\frac{1}{r_2}}
\]

\[
\lesssim \langle f_1 \rangle_{Q_0,r_1} \langle f_2 \rangle_{Q_0,r_2} \sum_{k,j=1}^{\infty} 2^{-\eta(k+j)} \sum_{Q \in D_0} |Q|^{1 - \frac{1}{r_1} - \frac{1}{r_2}} \left( \int_Q \chi_{F_1,q,k} \right)^{\frac{1}{r_1}} \left( \int_Q \chi_{F_2,q,j} \right)^{\frac{1}{r_2}}
\]

\[
= \langle f_1 \rangle_{Q_0,r_1} \langle f_2 \rangle_{Q_0,r_2} \langle h \rangle_{Q_0,t} |Q_0|.
\]

The case \(\frac{1}{r_1} + \frac{1}{r_2} = 1\) follows similarly with \(\tau_1 = \tau_2 = 0\).

Let us turn to the case when \(\frac{1}{r_1} + \frac{1}{r_2} < 1\). Observe that \(\frac{1}{r_1} + \frac{1}{r_2} + \frac{1}{t} > 1\). Now, choose \(\tau_1, \tau_2 > 0\) such that \(\frac{1}{r_1} + \frac{1}{r_2} + \frac{1}{t} = 1 + \tau_1 + \tau_2\). This implies \(\frac{1}{r_1} + \frac{1}{r_2} + \frac{1}{t} = 1\), where \(\frac{1}{r_i} = \frac{1}{r_i} - \tau_i\), for \(i = 1, 2\).

\[
BB_1 = \sum_{k,j=1}^{\infty} 2^{-\eta(k+j)} \sum_{Q \in D_0} |Q|^{1 - \frac{1}{r_1} - \frac{1}{r_2}} \left( \int_Q \chi_{F_1,q,k} \right)^{\frac{1}{r_1}} \left( \int_Q \chi_{F_2,q,j} \right)^{\frac{1}{r_2}}
\]

\[
\lesssim \langle f_1 \rangle_{Q_0,r_1} \langle f_2 \rangle_{Q_0,r_2} \sum_{k,j=1}^{\infty} 2^{-\eta(k+j)} \sum_{Q \in D_0} |Q|^{1 - \frac{1}{r_1} - \frac{1}{r_2}} \left( \int_Q \chi_{F_1,q,k} \right)^{\frac{1}{r_1}} \left( \int_Q \chi_{F_2,q,j} \right)^{\frac{1}{r_2}}
\]

\[
\times \left( \int_Q \chi_{F_1,q,k} \right)^{\frac{1}{r_1}} \left( \int_Q \chi_{F_2,q,j} \right)^{\frac{1}{r_2}} \left( \int_Q h_Q^t \right)^{\frac{1}{t}}
\]

\[
\lesssim \langle f_1 \rangle_{Q_0,r_1} \langle f_2 \rangle_{Q_0,r_2} \langle h \rangle_{Q_0,t} |Q_0|.
\]

In the last inequality we have used the Hölder’s inequality with respect to \(r_1, r_2\) and \(t\).

The latter case is analogous for the remaining three terms \(BB_2, BB_3\) and \(BB_4\), hence we will focus on the estimates only for the case when \(\frac{1}{r_1} + \frac{1}{r_2} > 1\).

**Estimate for the second and third terms BB\(_2\) and BB\(_3\)** The estimates for \(BB_2\) and \(BB_3\) may be obtained in a similar fashion. We provide here the argument for the term \(BB_3\).

Since \(\frac{1}{r_1} + \frac{1}{r_2} > 1\), we can choose a positive number \(\tau\) such that \(\frac{1}{r_1} - \tau + \frac{1}{r_2} = 1\). Denote \(\frac{1}{r_1} - \tau = \frac{1}{r_i}\) and note that \(\frac{1}{r_1} + \frac{1}{r_2} = 1\) and \(r_1 < r_i\). Then we have

\[
BB_3 \lesssim \langle f_1 \rangle_{Q_0,r_1} \langle h \rangle_{Q_0,t} \sum_{k,j=1}^{\infty} 2^{-\eta(k+j)} \sum_{Q \in D_0} |Q|^{1 - \frac{1}{r_1} - \frac{1}{r_2} + \tau}
\]
\[
\times \left( \int_Q \chi_{E_{1,q,k}} \right)^{\frac{1}{T_1}} \left( \int_Q \chi_{F_{2,q,j}} \right)^{\frac{1}{T_2}}
\]

\[
\leq \langle f_1 \rangle_{Q_0,r_1} \langle h \rangle_{Q_0,t} \sum_{k,j=1}^{\infty} 2^{-\eta(k+j)} \left( \sum_{Q \in D_0} \int_Q \chi_{E_{1,q,k}} \right)^{\frac{1}{T_1}} \left( \sum_{Q \in D_0} \int_Q \chi_{F_{2,q,j}} \right)^{\frac{1}{T_2}}
\]

\[
\lesssim \langle f_1 \rangle_{Q_0,r_1} \langle f_2 \rangle_{Q_0,r_2} \langle h \rangle_{Q_0,t} \frac{1}{T_1} \left( \int_Q \chi_{h_{Q_0}} \right)^{\frac{1}{T_1}} = \langle f_1 \rangle_{Q_0,r_1} \langle f_2 \rangle_{Q_0,r_2} \langle h \rangle_{Q_0,t} |Q_0|.
\]

**Estimate for the fourth term** \(B B_4\) Choose \(\tau_1\) and \(\tau_2\) as in the case \(B B_1\). Consider

\[
B B_4 \lesssim \langle f_1 \rangle_{Q_0,r_1} \langle f_2 \rangle_{Q_0,r_2} \langle h \rangle_{Q_0,t} \sum_{k,j=1}^{\infty} 2^{-\eta(k+j)} \left( \sum_{Q \in D_0} \int_Q \chi_{E_{1,q,k}} \right)^{\frac{1}{T_1}} \left( \sum_{Q \in D_0} \int_Q \chi_{E_{2,q,j}} \right)^{\frac{1}{T_2}}
\]

This completes the proof of Lemma 6.2 for the lacunary bilinear spherical maximal operator.

For the case of the full bilinear spherical maximal operator, we proceed analogously as in the proof of the lacunary maximal operator. In this case, we have to deal with

\[
\tilde{M}_Q(f_1, f_2)(x) := \sup_{2^{q-4} \leq t \leq 2^{q-3}} A_t(f_1 x_{\frac{1}{2}} Q)(x) A_t(f_2 x_{\frac{1}{2}} Q)(x)
\]

and we call

\[
\tilde{A}_t f_i(x) = A_t(f_i x_{\frac{1}{2}} Q)(x)
\]

We use the Calderón–Zygmund decomposition to write \(f_i = g_i + b_i, \ i = 1, 2\) to get the following

\[
\left| \sum_{Q \in D_0} \langle \tilde{M}_Q(f_1, f_2), h_Q \rangle \right| \leq \left| \sum_{Q \in D_0} \langle \tilde{M}_Q(g_1, g_2), h_Q \rangle \right| + \left| \sum_{Q \in D_0} \langle \tilde{M}_Q(g_1, b_2), h_Q \rangle \right|
\]

\[
+ \left| \sum_{Q \in D_0} \langle \tilde{M}_Q(b_1, g_2), h_Q \rangle \right| + \left| \sum_{Q \in D_0} \langle \tilde{M}_Q(b_1, b_2), h_Q \rangle \right|
\]

\[
=: GG + GB + BG + BB.
\]
Estimate for GG (both functions good) In this case we have

$$\sum_{Q \in D_0} |\langle \mathcal{M}_Q(g_1, g_2), h_Q \rangle| \leq \sum_{Q \in D_0} \| \mathcal{M}_Q g_1 \|_{L^\infty} \| \mathcal{M}_Q g_2 \|_{L^\infty} \| h_Q \|_{L^1}$$

$$\lesssim (f_1)_{Q_0, r_1} (f_2)_{Q_0, r_2} \sum_{Q \in D_0} \int |h(x)| \chi_{B_Q}(x) dx$$

$$\lesssim (f_1)_{Q_0, r_1} (f_2)_{Q_0, r_2} \langle h \rangle_{Q_0} |Q_0|.$$

Estimate for BG (one function good and one function bad) We have, proceeding as in the case of BG for the lacunary spherical maximal function. Let $t_Q : Q \to [2^{q-4}, 2^{q-3}]$ be a measurable function, then

$$\left| \sum_{Q \in D_0} \langle \mathcal{M}_Q(b_1, g_2), h_Q \rangle \right| \leq \sum_{Q \in D_0} \left| \int b_1(x)(\mathcal{A}_{t_Q})^*(\mathcal{A}_{t_Q} g_2 \cdot h_Q)(x) \ dx \right|$$

$$\lesssim \sum_{k=1}^3 \sum_{Q \in D_0} |Q| \langle B_{1,q-k} \rangle_{Q, r_1} \langle \mathcal{A}_{t_Q} g_2 \cdot h_Q \rangle_{Q, s_1}$$

$$+ \sum_{k \geq 4} \sum_{Q \in D_0} \frac{1}{|P_0|} \int_{P_0} \left( \frac{|y|}{|Q|} \right)^{\eta} |Q| \langle B_{1,q-k} \rangle_{Q, r_1} \langle \mathcal{A}_{t_Q} g_2 \cdot h_Q \rangle_{Q, s_1} dy$$

$$\lesssim \sum_{k \geq 1} 2^{-k\eta} \sum_{Q \in D_0} |Q| \langle B_{1,q-k} \rangle_{Q, r_1} \langle \mathcal{A}_{t_Q} g_2 \cdot h_Q \rangle_{Q, s_1},$$

where we have used [20, Theorem 3.2] in the second to last inequality. Next, observe that

$$\langle \mathcal{A}_{t_Q} g_2 \cdot h_Q \rangle_{Q, s_1} \lesssim \langle f_2 \rangle_{Q_0, r_2} \langle h_Q \rangle_{Q_0}.$$

This point onward, we can follow the proof in the case of bilinear lacunary spherical maximal function and get the desired estimates. We skip the details.

This completes the proof of Lemma 6.2.

7 Necessary Conditions for the Sparse Domination

In this section we prove the necessity part of Theorem 2.3. Indeed, we discuss the relations involving the exponents $r_1, r_2, s_1, s_2$ and $t$ and show that they are necessary conditions for the validity of the sparse domination of the bilinear (both lacunary and full) spherical maximal functions. We make use of examples in the spirit of Knapp and Stein [32]. The approach in the (linear) sparse domination setting is developed in [20].
7.1 Sparse Form for $\mathcal{M}_{\text{lac}}$

Let $f_1 = f_2 = \chi_{||x|| < \delta}$ and $h = \chi_{||x|| - 1 < \delta}$ for some $0 < \delta < 1/4$ and $c \in (0, \frac{1}{2})$. Then we get that $A_1 f_i(x) \geq c h(x)$, $i = 1, 2$. Therefore, the sparse domination for the operator $\mathcal{M}_{\text{lac}}$ implies that

$$\delta^n \lesssim \int_{\mathbb{R}^n} A_1 f_1(x) A_1 f_2(x) h(x) \, dx \leq C_0 \sum_{Q \in S} |Q| \langle f_1 \rangle_Q \langle f_2 \rangle_Q \langle h \rangle_Q,$$

where $S$ is a sparse collection. Observe that in the estimate above, in order to make non-trivial contribution to the term on the right hand side, the cube $Q \in S$ must necessarily intersect with the supports of $f_1, f_2$ and $h$. Moreover, it is crucial that

$$\text{dist}(\text{supp}(f_i), \text{supp}(h)) \geq \frac{1}{2},$$

which implies that all the cubes contributing to the sum have side length at least $1/2$. Further, since the contribution of a cube decreases as its size increases, it suffices to assume that $S$ consists of one such cube $Q$. We have the estimate

$$\delta^n \lesssim \| f_1 \|_{L^{r_1}} \| f_2 \|_{L^{r_2}} \| h \|_{L^t} \lesssim |Q|^{1 - \frac{1}{r_1} - \frac{1}{r_2} - \frac{1}{t} \delta^{rac{1}{r_1} + \frac{1}{r_2} + \frac{n}{t}}.}$$

Since $\delta > 0$ can be chosen arbitrarily small, we get that

$$\frac{1}{r_1} + \frac{1}{r_2} + \frac{n}{t} \leq n.$$

Note that the estimate above forces the condition $t > 1$. Substituting the value of $t$ in terms of $s_1$ and $s_2$, we get the following necessary condition

$$\frac{1}{r_1} + \frac{n}{s_1} + \frac{1}{r_2} + \frac{n}{s_2} \leq 2n. \tag{28}$$

In a similar fashion, one can show that if $f_1 = f_2 = \chi_{||x|| < \delta}$ and $h = \chi_{||x|| - 1 < \delta}$ for some $0 < \delta < 1/4$ and $0 < c < \frac{1}{2}$, then we get that $A_1 f_i(x) \geq c \delta^{n-1} h(x)$. This gives us another necessary condition, namely $\frac{n}{r_1} + \frac{n}{r_2} + \frac{1}{t} \leq 2n - 1$. This would mean that

$$\frac{n}{r_1} + \frac{1}{s_1} + \frac{n}{r_2} + \frac{1}{s_2} \leq 2n. \tag{29}$$

The conditions (28) and (29) imply that both of $(\frac{1}{r_i}, \frac{1}{s_i}), i = 1, 2$, cannot lie outside of the triangle $L_n$.

Next, take $f_1 = \chi_{||x|| < \delta}$, $f_2 = \chi_{||x|| < 2}$ (also interchanging $f_1$ and $f_2$) and $h = \chi_{||x|| - 1 < \delta}$ for some $0 < \delta < 1$ and $0 < c < \frac{1}{2}$ and observe that

$$\delta^{n-1} \delta^\frac{n}{t} \lesssim \delta^\frac{n}{t} \delta^\frac{1}{t}. $$
This yields that \( \frac{n}{r_i} + \frac{1}{t} \leq n, \ i = 1, 2 \). Similarly, by taking \( f_1 = \chi_{|x|<\frac{1}{2}} \), \( f_2 = \chi_{|x|<\epsilon} \), \( h = \chi_{|x|<\delta} \) for some \( 0 < \delta < 1/4 \) and \( 0 < \epsilon < \frac{1}{2} \) and interchanging the roles of \( f_1 \) and \( f_2 \) we get that \( \frac{1}{r_i} + \frac{n}{t} \leq n, \ i = 1, 2 \).

Putting the above two conditions together we get the following condition.

\[
\max \left\{ \frac{n}{r_i} + \frac{1}{t}, \frac{1}{r_i} + \frac{n}{t} \right\} \leq n, \quad i = 1, 2. \tag{30}
\]

The conditions (28), (29) and (30) must necessarily be satisfied for the sparse domination of the operator \( \mathcal{M}_{\text{lac}} \) to hold.

### 7.2 Sparse Form for \( \mathcal{M}_{\text{full}} \)

Consider \( f_1 = |x|^{1-n}(\log \frac{1}{|x|})^{-1} \chi_{|x|<\frac{3}{4}} \) and \( f_2 = \chi_{|x|<1} \) and note that \( f_1 \in L^r(\mathbb{R}^n) \) for \( 1 < r_1 \leq \frac{n}{n-1} \). It is easy to verify that \( \mathcal{M}_{\text{full}}(f_1, f_2) \) is infinite on a set of positive measure. This gives us the condition that \( \frac{1}{r_1} < \frac{n-1}{n} \). Using the symmetry between \( f_1 \) and \( f_2 \), we also have that \( \frac{1}{r_2} < \frac{n-1}{n} \). Next, we observe that both of \( (\frac{1}{r_1}, \frac{1}{r_2}), \ i = 1, 2 \) cannot lie above the line segment \( P_1P_4 \) in Fig. 1. This can be proved by considering the functions \( f_1 = f_2 = \chi_{R_1} \) and \( h = \chi_{|x|<\delta} \) for some \( 0 < \delta < 1/4 \) and \( c \in (0, \frac{1}{2}) \). This is same as in the case of lacunary maximal function. Note that the support-separation property also holds. We omit the details.

Consider \( f_1 = f_2 = \chi_{R_1} \) and \( h = \chi_{R_2} \), where \( R_1 = [-C\sqrt{\delta}, C\sqrt{\delta}]^{n-1} \times [-C\delta, C\delta] \) and \( R_2 = [-\sqrt{n-1}(\sqrt{\delta})^{n-1} \times \left[ \frac{4}{3}, \frac{2}{3} \right] \). This yields

\[
\langle \widehat{\mathcal{M}}(f_1, f_2), h \rangle \gtrsim \delta^{\frac{3(n-1)}{2}}.
\]

The sparse domination of \( \langle \widehat{\mathcal{M}}(f_1, f_2), h \rangle \) yields

\[
\delta^{\frac{3(n-1)}{2}} \leq \delta^{\frac{n+1}{2r_1}} \delta^{\frac{n+1}{2r_2}} \delta^{\frac{n-1}{2s_2}}.
\]

This gives us the condition

\[
\frac{n+1}{r_1} + \frac{n-1}{s_1} + \frac{n+1}{r_2} + \frac{n-1}{s_2} \leq 4(n-1). \tag{31}
\]

Therefore, both of \( (\frac{1}{r_i}, \frac{1}{s_i}), \ i = 1, 2 \), cannot lie above the line segment \( P_3P_4 \) in Fig. 1.

Also, the conditions \( \frac{1}{r_i} + \frac{n}{t} \leq n, \ i = 1, 2 \), must be satisfied for the sparse domination of the full maximal function as they hold for the lacunary maximal function. Further, by considering \( f_1 = \chi_{R_1}, f_2 = \chi_{B((0,0,\ldots,\frac{4}{3}), 2)} \) and \( h = \chi_{R_2} \), we obtain that

\[
\delta^{n-1} \lesssim \langle \mathcal{M}_{\text{full}}(f_1, f_2), h \rangle \lesssim \delta^{\frac{n+1}{2r_1}} \delta^{\frac{n-1}{2s_2}}.
\]
Therefore, we get that
\[
\frac{n+1}{r_1} + \frac{n-1}{t} \leq 2(n-1).
\]
Interchanging the roles of \(f_1\) and \(f_2\), we also have that
\[
\frac{n+1}{r_2} + \frac{n-1}{t} \leq 2(n-1).
\]
These are necessary conditions on various parameters in order the sparse domination to hold for the full bilinear spherical maximal function.
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