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Abstract—The increasing use of Unmanned Aerial Vehicles (UAVs) in various commercial applications, such as precision agriculture and aerial remote sensing, is fast contributing to a significant growth in the UAV market. Also, it is crucial to provide continuous coverage after failures of wireless network components or additional bandwidth in high traffic situations. By introducing the concept of UAVs as a Service (UaaS), we propose a novel framework, dubbed $D^3S$, consisting of four phases: demand, decision, deployment, and service. The main objective of this framework is to provide a realistic and streamlined approach to support the implementation of the UaaS paradigm. The technical problems involved include determining the type and number of UAVs to be deployed and their final locations (e.g., hovering or on-ground). They also include the trajectory planning, possibly several times, between charging stations and deployment locations. We present the application of the $D^3S$ framework to two case studies with the goal of providing wireless connectivity services to (i) static users after failures of wireless network components, including long-term and short-term failures, and (ii) dynamic users in wireless relaying systems.

Index Terms—Unmanned Aerial Vehicles (UAVs), Wireless Networks, UAVs as a Service (UaaS).

I. INTRODUCTION

Unmanned Aerial Vehicles (UAVs) have been mainly used in military domains for years. More recently, UAVs have found many other civilian applications and their number is expected to grow very fast in the future. Recently, with their integration in our society, UAVs have found many civilian applications and the number and type of such applications are expected to grow fast in the future. The U.S. Federal Aviation Administration (FAA) expects that UAVs will introduce a new paradigm shift and that they will do to aviation what the Internet did to information [1]. In the area of Information and Communication Technology, UAVs are gaining huge popularity mainly because of their ability to be equipped with communication and computational capabilities, as well as being highly scalable for on-demand deployment. In this regard, several well-known companies have launched pilot projects intending to provide connectivity from the sky, such as Odysseus project [2], Astigan project [3], and Zephyr project [4], which aim to leverage UAVs for providing worldwide access to the Internet. The 3rd Generation Partnership Project (3GPP) is also looking at having UAVs supported by Long Term Evolution (LTE) [5]. Also, with the approval of the FAA, AT&T and Qualcomm have already optimized their LTE networks for UAV communications [6], paving the way for deployments of UAVs in 5G networks. Extensive research efforts are also devoted to including UAVs in different wireless communication platforms [7], using them as aerial mobile base stations (BSs) [8] and mobile relays [9]. For example, Project CAPANINA studied antennas to deliver broadband wireless access using UAVs [10]. Project ABSOLUTE aimed to design and implement LTE-A aerial base stations to provide wireless coverage for public safety usage during large-scale unexpected and temporary events [11].

All these innovative efforts are paving the way for a generic notion of UAVs as a Service (UaaS), where a variety of UAVs-based applications could be developed. Open, standardized, and flexible UAV-based application development platforms are therefore needed in order to enable stakeholders to explore techno-economic boundaries and tradeoffs in the UAV ecosystem. Further, innovation in UAV applications requires such a UaaS vision to become a reality as a framework for developers and designers. A key challenge towards this vision of UaaS is the communication and networking capability of UAVs. Seamless and immersive solutions are therefore necessary to make many different UAVs work together without causing harm to humans while providing connectivity from the sky.

In this paper, we propose a framework to implement UaaS in order to provide an end-to-end connectivity service to applications such as the above. We refer to this framework as $D^3S$ which is an acronym of the four phases of the framework: demand, decision, deployment, and service. The main objective of this framework is to develop efficient and realistic solutions to support the UaaS paradigm. We present the four phases of the $D^3S$ framework, and explain the methodologies used to implement them. We also present two case studies of the application of $D^3S$, where in the first one the focus is on using UAVs for mitigating the effect of cellular networks after component failures, and in the second one UAVs are used to provide connectivity between mobile users and a sink.

As an example of an application that uses UaaS, we consider the occurrence of a natural disaster, such as a hurricane, that damages the communication infrastructure in a certain area, e.g., a city. In 2017 several such hurricanes hit different parts of the U.S. such as Hurricanes Maria, Irma, and Harvey which damaged significant proportions of the wireless cell towers in several parts of Puerto Rico, Florida, and Southern Texas, respectively. For example, during Hurricane Harvey in Houston, all 911 call centers were damaged and 20 out of 27 cell towers covering the metropolitan Houston area were damaged. Trapped and stranded citizens, as well as rescue personnel, therefore cannot communicate with each other or with entities outside the disaster area. City officials
can request communications services based on a demand that they estimate, in terms of bandwidth requirements and locations. A swarm of UAVs, equipped with wireless communications access points or base stations, can be deployed to provide the wireless communications services. The demands are used to determine the required number of UAVs, their 3D deployment locations and the communications capacities of the UAVs that will be needed to provide the required level of service, with a minimum cost. Another tier of UAVs may be needed to implement backbone connectivity between the UAVs, and between the UAVs and the core network. The UAVs need to be deployed, possibly from multiple locations, and the trajectories of flying from these locations to their final deployment locations are determined in order to minimize flying time, energy consumption and cost. After deploying the UAVs, association and communication between ground users and the UAVs, communication and routing between the UAVs, and between the UAVs and the edge access points to the core networks will have to be decided optimally and in a reliable manner. In this case, UAVs deployment can be implemented in two stages:

- A short-term deployment stage of agile, albeit limited life time, UAVs, such as drones, in order to provide a minimum necessary level of service. Several drones may have to serve the same location due to their limited battery capacities, and the drones will have to commute between the service locations and the charging stations.
- Then, a stage of long-term deployment of UAVs, such as helikites and balloons, which are more energy efficient but take longer to deploy. Once the second set of UAVs are deployed, the drones may be sent back to their charging locations.

This paper starts by introducing the D³S framework for UaaS and its four phases. Then, each of the phases of the framework is described in detail. Two case studies of the application of the proposed D³S framework are then presented, namely, UaaS for wireless networks self-healing and UaaS for connectivity of dynamic ground users. This will be followed by a short conclusion section.

II. THE D³S FRAMEWORK FOR UAA S

In this section, we present the proposed framework for implementing UAVs as a Service (UaaS). This framework consists mainly of four phases, Demand, Decision, Deployment, and Service, abbreviated as D³S. The rationale for using four phases is to simplify and streamline the flow of processing in the framework, including the formal definition of feedback and feed-forward points in the framework, as shown in Fig. 1. The reason for this separation is also motivated by the possibility of working independently to optimize and improve each of the phases. The techniques and algorithms of each phase may therefore updated, replaced or fine tuned independently.

Demand: In this phase, the entity requesting service places a request with a set of high-level parameters that characterize the requested service. These will include: (1) type of request (disaster recovery, self-healing, etc.), (2) the location coordinates of the event and its coverage area, (3) the bandwidth required, (4) mobility characteristics of users, if any, (5) the computing power needed from the UAV, if any, (6) sensing services needed and sensing resolutions, and (7) the time frame of the requested coverage service.

Some of the demand parameters will not be deterministically available, e.g., in disaster areas. These will be learned by the system after deploying initial sets of UAVs, and have them collect information from ground users in order to estimate the demand parameters. This information will be used to revise the demand to be used in other phases. Finally, the specification of the demand will serve as an entry to the second phase, namely, the Decision phase.

Decision: Based on requests made in the Demand phase, this phase will determine the types of UAVs to deploy, their optimal number, their precise deployment locations, and the bandwidth to be used by their communication components. The UAVs will therefore form a mesh network that will provide the requested service to a set of stationary, and/or possibly mobile, ground devices. As different types of UAVs and different deployment locations (e.g., hovering versus on-ground) may offer different tradeoffs in terms of energy consumption, flying time before the need to be recharged, size of the coverage area, etc, will be taken into consideration when making the decision. In addition, other mobile devices or devices that do not need continuous service, such as sensors in a farming field, will also be taken into consideration and linked to the determination of the trajectories taken by UAVs in the Deployment phase.

Deployment: Once the types, numbers, and future locations of the UAVs are determined in the Decision phase, this phase will deal with defining the best trajectories of the UAVs to be deployed. The UAVs will be dispatched either from the same location, and therefore will be flying as a swarm towards the deployment location, or from different locations, therefore will fly individually and be gathered one-by-one to converge towards their deployment location. Multiple configurations to route these UAVs will be taken into consideration such that the energy resource will be used optimally.

Service: In this phase, the proper coverage service to achieve end-to-end connectivity will be provided. This includes communication of UAVs with ground users (stationary or mobile), routing of data between UAVs, and routing of data to and from access points to the core network.

Short-Term versus Long-Term Service: Two time scales will be used to provide service: short- and long-term. The short-
term service provisioning refers to the use of UAVs that can be deployed with agility, e.g., drones. These UAVs typically have short flying and hovering times but can be deployed to provide service with a very short delay. The long-term service provisioning uses UAVs that take longer to deploy but can stay in service for a long time without requiring maintenance or recharging, e.g., helikites, airships, and balloons. The use of short-term followed by long-term, short-term only, or long-term only, depends on the application and the application domain and its properties. For example, disaster recovery and self-healing of wireless systems can use short-term followed by long-term service. For applications involving forecasted increase in bandwidth demand, such as in football games, pre-planning can be implemented ahead of the event and long-term service can be provisioned. The introduction of these two time scales, and the transitioning between them will be implemented by the Decision, Deployment, and Service phases of the framework. Fig. 2 shows an example of the application of four phases of the D3S framework. As shown in the figure, the demand phase receives demands from different sources, processes them, then the output of this phase is forwarded to the decision phase which will make decisions related to the amount of bandwidth needed, the types and number of UAVs. After that, the output of the decision phase will be fed to the deployment and service phases. A disaster scenario is considered where the cellular service is assumed to be out of service and the UAVs are going to provide temporary cellular service to the first responders as well as the users stuck in the disaster area.

III. DEMAND FORECASTING AND CHARACTERIZATION

In the first phase of the framework, the entity requesting a service must provide information about the type of service (e.g., disaster recovery), the devices to be served, whether they are stationary or mobile, and the requested service rates. The requested service duration can also be identified, and whether the service is continuous or intermittent, e.g., for sensors. The information may also be updated with time (Fig. 2).

This information can be provided formally as follows:

- A set, \( D \), of stationary devices that may include sensors, IoT and other stationary devices. Each of the devices is defined in terms of an ordered pair that identifies its location in the two-dimensional Cartesian plane and its rate requirements. The information may be for individual devices, or groups of devices. Each group can be treated collectively as one point of service. If the requested service rates change, then this information may be updated with time.
- A set, \( M(t) \), of mobile devices, e.g., user equipments (UEs), service vehicles, etc. Each device is defined in terms of an ordered pair which identifies its location in the two-dimensional Cartesian plane and its rate requirements at time \( t \). Due to mobility, the locations of devices have to be updated with time.
- The total bandwidth available for communications which consists of a set, \( W \), of fixed bandwidth channels. A device in the sets of stationary or mobile devices \( D \) or \( M \) may use one or multiple of these channels, depending on the rate requirements, the channel gains between the device and the associated UAV, as well as interference from other UAVs.

The rates identified for a device can be regarded as minimum required rates. The type of service and the requested service duration are also important in planning a service and the devices to be committed. For example, service due to a disaster is very different from service due to an increased traffic demand. In the first case there is no service and guaranteeing a minimal level of service is important. In the second case, service is available, but the network is congested, and service improvement is requested.
The decision phase requires that the demand be provided using a certain characterization and a certain model, and this applies to the characterization of $D$, $M(t)$, and $W$. Several models have been developed for characterizing the spatial distribution of wireless traffic, and this has been done using 2-D and 3-D point processes. The surveys in [12], [13] provide an account of these models. Also, mobility discovery and prediction have been dealt with in the literature using stochastic processes and machine learning, as surveyed in [14], [15], [16].

We identify three classes of demand, and for each class the collection and characterization of the demand is different:

a) **Fully Characterized Demand:** This is mostly a demand that is based on information available from service providers based on their service records. This demand characterization is used in the formulation of a static dimensioning problem, as described in the next phase. The use case also dictates how soon this information can be found. In serving disaster areas with predictable disasters, such as a hurricane, service providers may provide this information just before the disaster hits. In unpredictable disasters, such as earthquakes, a snapshot of the last available workload profile could serve as the workload characterization.

b) **Partially Characterized Demand:** Some information, such as users distributions and their demands may be partially available, and these can be used as a starting point to construct statistical models of the demands which can be used in dimensioning. UAVs, in addition to acting as service points, may also collect local information in order to refine the demand characterization. Machine learning plays an important role in profiling the demand, and in characterizing and predicting mobility patterns.

c) **Uncharacterized Demand:** In some cases the information may not be available. An initial assumption about the demand characterization can be made, but similar to the second case the UAVs will also collect local information that better characterize the demand. Machine learning also contributes to the demand profiling and the prediction of mobility patterns, e.g., [17], [18].

Different mechanisms can be used for demand discovery and collection. As an example, the Minimization Drive Test (MDT) that was introduced by 3GPP in Release 10 [19] makes use of UEs’ measurements and reports to operators information, including locations, signal quality, etc. UAVs can fly and act as scouts to discover UEs and collect the MDT vectors from them. The UAVs will act as base stations at different locations, hence the MDT vector can be treated as both demands at those locations and UAV service quality. The UAVs flying trajectories, while acting as scouts, are optimally computed to expeditiously and comprehensively cover the possible service areas in order to collect information about UEs and their demands. The probable service areas may be discovered in phases based on their priority and likelihood of existing demands.

In addition to collecting fully characterized demand, machine learning techniques can be used to learn and classify different demand types and their locations. Demand types may be classified according to levels of bandwidth requirement, latency and loss rates. Deep learning algorithms can also be used to capture and predict users mobility and their demands. To improve accuracy and expedite convergence, deep learning can be combined with probabilistic latent semantic analysis in order to characterize different classes of users traffic and their mobility [17].

IV. DECISION AND DIMENSIONING PHASE

In this phase, the information collected in the demand phase is used to determine the number of UAVs, their locations, and the bandwidth assignments to provide the requested service. For the sake of illustration, we focus on downlink communications only. Backhauling is implemented in a distributed manner between UAVs using multi-hop communications to the nearest stationary base station (Fig. 2).

a) **Short-term Dimensioning:** To provide a service to the set of stationary devices defined above, a subset of the UAVs will act as base stations. The objective of the dimensioning problem is twofold: (1) minimize the number of UAVs, and (2) maximize their operational lifetime. These two objectives may be contradictory since one may be able to reduce the number of UAVs but they will have to cover wider geographical areas, hence consuming more energy and depleting their batteries faster. Therefore, the dimensioning phase is solved as a dual objective optimization problem:

$$
\text{Minimize } (f_U, -f_T),
$$

where $f_U$ is the number of used UAVs and $f_T$ is a function of their lifetimes. $f_T$ can be expressed as the minimum lifetime among all UAVs and minimizing $-f_T$ corresponds to maximizing the minimum lifetime among all UAVs. The lifetime of a UAV depends on its battery energy available for communications after subtracting the mechanical energy. The UAV’s lifetime is obtained by dividing this energy by the power used for communications. The mechanical energy used by the UAV to fly to a hovering location, and from the hovering location to a charging station, is dependent on the chosen location for the UAV. The optimal hovering location of a UAV at a certain time is in the three-dimensional Cartesian plane. As explained above, if the demand is defined according to a stochastic process, the above optimization problem will be formulated as a stochastic optimization problem.

There are two types of communications in which the UAVs are involved, and these influence the use and sharing of the bandwidth: UAV-to-user and UAV-to-UAV communications. These are captured in the dimensioning phase by using two association matrices:

1) The device-UAV association, which is captured using a matrix with appropriate dimensions, where each matrix element is a binary variable that equals one if the device indicated by the row uses the UAV indicated by the column. Typically, each device is constrained to use exactly one UAV. Determining whether a UAV is used can be obtained from this matrix, which is also used to obtain the number of needed UAVs.

2) If UAVs communicate between themselves using the same RF spectrum, then a symmetric UAV-to-UAV association...
matrix with appropriate dimensions is defined. A matrix element is one if two UAVs communicate.

The dimensioning phase evaluates the above two matrices, and the power used for communication between UAVs and UEs, as well as between UAVs. It also determines the downlink rates to devices and guarantees that the spectrum is shared between the above two types of communications and achieves the minimum required rate, even with interference. The interference depends on the channel gain between pairs of devices, and the distances between them. The backbone rate is also a function of the rate of communications between the UAVs and their served UEs and is determined by the backbone routing. Interference is not present if OFDMA is used. A third objective may be added to cater for the case in which the resources are not sufficient, and this will be the maximum violation of the bit rate among all devices. This objective will be minimized.

Solving the optimization problem expressed by the objective function (1), and constraints formulated based on the above discussion, should result in the optimal dimensioning including the number and hovering locations of UAVs and their association with users, as well as their transmission power levels. The solution will be a Pareto front of the non-dominated solutions. Solving this problem is not easy due to a number of reasons: (i) it is a dual objective optimization problem; (ii) the device-UAV and UAV-UAV association problem is a combinatorial optimization problem that is NP-hard; and (iii) it is highly non-convex. Therefore, approximations and heuristics may be employed to solve this optimization problem within a reasonable time. Solution approaches include device clustering, binary variable relaxation, successive convex approximation and evolutionary programming approaches.

b) Long-term Dimensioning: this is similar to short-term dimensioning, except that the characteristics of the UAVs used for long-term service are taken into consideration. Since energy efficient UAVs can stay aloft for a long time, they will need to adapt to changing traffic demands and they may also use high power levels for communication, hence achieving higher rates and covering wider areas. Transitioning from short-term to long-term needs to consider the coexistence of UAVs of different types and capabilities. The simplest approach is to deploy all long-term UAVs and then withdraw all short-term UAVs, but this may also be done incrementally.

V. DEPLOYMENT AND TRAJECTORY PLANNING PHASE

The information from the demand and decision phases play a significant role in the deployment and trajectory planning phase. Information from the decision phase, such as the rate requirements for users, can affect the trajectories. For example, obtaining good channel gains between UAVs and users requires, in general, the UAVs to move closer to users expecting an increase in the achievable rate. On the other hand, the information from the decision phase, such as the number of UAVs and bandwidth limitation, will directly affect the deployment and trajectory design by limiting the available resources to use.

We categorize the ground users into stationary and mobile. The only difference between these two types is that the speed of stationary users is set to zero. By exploiting a careful trajectory design of the UAVs, significant performance gains can be achieved compared to traditional wireless systems. However, several energy and safety factors need to be considered.

a) Instantaneous Battery Levels: each UAV determines its battery level periodically to make sure it has enough battery for both hovering and communication.

b) Charging Stations Types: we consider three types of charging stations as shown in Fig. 3 (1) stationary: charging stations at pre-determined locations that cannot be moved, (2) semi-stationary: UAVs that take some time to deploy, e.g., balloons, which can be connected to a power grid or large batteries, but they can be deployed in optimal and strategic locations to recharge other UAVs, and (3) mobile: UAVs with large batteries that fly around and recharge other UAVs. Note that for stationary and semi-stationary types, each charging station can accommodate a maximum number of UAVs at a time. Therefore, each UAV needs not only find the optimal trajectory, but also the best charging station type. In the case of stationary users, the selections of trajectories and charging station type of the serving UAVs can be optimized offline (i.e., non-instantaneous optimization). On the other hand, in the case of dynamic users (variable users’ locations with time), the selections of trajectories and charging station type of the UAVs are optimized online (i.e., instantaneous optimization). This is due to the variations of the qualities of communication channels over time. The online optimization will enhance the performance; however, it will add more complexity to the problem by optimizing the decision variables based on users’ movements.

c) Recharging Period: this is the time the UAV needs to stay in the charging station, which depends on the decision of the central control unit based on the user’s demand.

d) Safe Path Planning: the UAVs are required to avoid flying over some restricted regions, such as airports. Also, they are required to avoid obstacles, such as buildings, or collisions with other UAVs.

Assuming that we have a certain number of charging locations, with a maximum UAVs that can be accommodated in each charging station, two constraints need to be respected. First, the maximum number of UAVs that can be charged during each time slot at each charging station. Second, to avoid collisions, no more than one UAV can be at the same location during the same time slot. Therefore, the possible scenarios are as follows: (1) the UAV moves between the serving location...
and the charging station, (2) the UAV stays at the same serving location, (3) the UAV moves from one serving location to another serving location, and (4) the UAV decides to remain in the charging station.

VI. SERVICE PHASE

In the service phase, the proper coverage service to achieve end-to-end connectivity will be provided. This includes communications between UAVs and ground users (stationary or mobile), between UAVs, and between access points and the core network. In order to provide UaaS for end-to-end connectivity, it is critical to establish a reliable backbone network between UAVs to allow reliable and low-latency data delivery either from a UAV to a base station, or from a base station to one or more UAVs, or from a base station to another base station through a network of UAVs.

Many of the existing works on routing in UAV networks have typically used classic MANET (Mobile Ad-hoc Networks) protocols. These protocols can be classified as either proactive [20], [21], [22] or reactive [23], [24], depending on whether they maintain routes a priori or build routes on demand. Hybrid protocols, such as Hybrid Wireless Mesh Protocol (HWMP) of the IEEE 802.11s standard, also exist [25]. However, these classic protocols usually perform poorly in UAV networks where nodes are generally moving fast.

Some other works have adapted MANET protocols for their use in UAV networks [26]. For example, ML-OLSR [27] is a mobility- and load-aware version of OLSR, and P-OLSR (Predictive OLSR) [28] uses GPS information to predict link states based on relative speed and direction of the UAVs. Other modifications of OLSR specifically for UAV networks include COLSR [29] and DOLSR [30]. A cluster-based, location-aided version of DSR for UAV networks is proposed in [31]. Other UAV network routing protocols include GPMOR [32], a geographic routing protocol that considers mobility and orientation, and RGR [33], a protocol that combines reactive and geographic routing. Although these efforts have been successful in handling some of the scenarios of UAV networks, more innovations are needed to improve the reliability and latency performances of the routing protocols.

We introduce three possible approaches to deal with routing in the dynamic and challenging environment of UAV networks.

a) Proactive Routing Based on Cohesive Swarming and Machine Learning: Unlike conventional MANETs, designing optimal multi-path routing and congestion control algorithms for UAV networks is particularly challenging due to the highly dynamic and energy-aware UAV flight maneuvers, which yields constantly changing network topology and fluctuating channel qualities. Classic MANET routing methods are known to perform poorly in such environments.

One possible way of enhancement is to combine them with cohesive swarming which coordinates UAVs to form a swarm that suits best the underlying routing method, as well as the locations of the base stations or charging stations and the events or users of interest. In addition, machine learning techniques can be used for more accurate traffic prediction and thus enhancing in-routing functions among UAVs [34], [35].

This type of methods may work well in situations where the locations of base stations, charging station, and events or users of interest are known a priori and thus it is possible to plan the routing and swarming strategies in advance [36].

b) Fast-Converging Reactive Routing: In addition to accurate predictive proactive routing, designing fast-converging reactive routing methods also plays a critical role in UAV networks. In classic reactive methods, queue-length changes are often used as weights in making dynamic routing decisions. Such methods are known to converge slowly. One possible way to improve the convergence speed is to couple queue-length changes with route update from the previous time slot (called momentum). Momentum-based reactive routing methods such as the one proposed in [37] could be a good candidate for routing in UAV networks, due to its low-complexity, and its strong performance guarantees in terms of throughput-optimality, delay reduction, and convergence speed. This type of methods may work better in situations where the locations of events or users of interest may not be completely known a priori before the UAVs are deployed.

c) Anycast-based Opportunistic Routing: Opportunistic routing refers to the practice of making routing decisions dynamically (instead of following predetermined routes) based on network events and conditions, such as link availability and quality. The opportunistic approach gives nodes multiple options for forwarding a packet and, thus, may particularly be suited for UAV networks where a node’s neighbors can be constantly changing. The cross-layer approach proposed in [38] could be a candidate for opportunistic routing in UAV networks. This approach merges information from both network and link layers to make dynamic routing decisions based on the available links. Moreover, the opportunistic approach may be integrated with the first two methods to further improve the system performance.

VII. CASE STUDIES

A. Case Study 1: UaaS For Self-Healing

1) Description: We present here a case study that illustrates the application of the D+S framework. This case study addresses the failure of Ground Base Stations (GBSs) and the application of the D+S framework to provide a backup coverage for the failed GBSs. GBS failures can be classified as short-term and long-term. Short-term failure is defined as the failure that lasts for a short period of time (few hours). The long-term failure can last for a few days.

In our case study and based on different types of UAVs documented in [11], rotary-wing drones are proposed to mitigate the short-term failures as they have an important feature of instant deployment. Moreover, the operational power consumption of these Drone BSs (DBSs), i.e., UAVs, is very high, resulting in a limited flying/service time, which is suitable for short-term deployment. On the other hand, Helikites are proposed to mitigate long-term failures as they fly at low altitudes and for long periods of time, being tethered to a continuous source of power. Based on Fig. 4 where a disaster scenario is considered, other UAVs/DBSs will be used in the healing process, if the failure is short-term or until Helikites are deployed.
In the presented scenario, if the failure is short-term, UAVs will be used in the healing process. However, if it is a long-term failure, Helikites will be used. For the short-term failure scenario, we apply the D³S framework as follows:

**Demand:** once the network operator detects a failure, a request is placed with a set of parameters related to the failed GBS, i.e., location, area, number of users, and bandwidth.

**Decision:** based on the previous request, and since it is a short-term failure, the decision will be taken based on the collected data from the demand phase, i.e., the number of users and requested bandwidth. The number of UAVs needed to heal the failed GBS and their deployment locations will be decided based on an optimization problem.

The formulated optimization problem will aim to maximize the minimum achievable rate of the UEs under the failed GBS and meanwhile minimizing the transmission power of the UAV used which also minimizes the total number of UAVs used.

\[
\text{maximize } \frac{\Omega}{R^\text{th}} - \frac{1}{p_{\text{max}}} \sum_d \sum_u \sum_m \psi_{u,d} \Phi_d^m p_{u,d}^m.
\]  

(2)

The optimization variables are the UAV coordinates \( \mathbf{J} \), the DBS-UE association \( \Psi \), the resource allocation binary variable \( \Phi \), and the transmission power of the UAV \( p \). Note that \( \Omega \) is an auxiliary continuous variable used to represent the maximum of the minimum achievable rate of the UEs [39].

The optimization problem is subject to the following constraints: (i) resource allocation and user association constraints, (ii) minimum achievable rate constraint, and (iii) 2D coordinates constraint to limit the coverage/service area of each UAV given that they all fly at the same altitude.

**Deployment:** the deployment depends mainly on the initial DBS locations and the trajectory is determined optimally. In Fig. 2, the initial location of a particular DBS is shown to be above a certain building.

**Service:** a minimum achievable rate is guaranteed to the users in the affected area. The location of the serving DBSs can change based on the mobility of users.

For long-term failures, the application of the D³S framework is exactly the same as the short-term failure, except for the type of UAVs. Based on the demand, we may use Helikite(s) only (if the application is not time sensitive) or DBSs first until deploying the Helikites since their deployment can take up to 45 minutes. In this case, the DBSs will heal the users until the Helikites are deployed and then the DBSs will return back to their initial locations.

2) **Numerical Results:** Numerical results are provided to investigate the benefits of using different types of UAVs to mitigate GBS failure using the D³S framework. The optimization problem presented in this section is solved using General Algebraic Modeling System (www.gams.com). The simulation area is 400×400 m² and the UEs are distributed randomly. In this case study, we consider that the users are static and the UAVs move dynamically based on the optimization problem.

Fig. 4 represents a mitigation performance for short-term and long-term failures in terms of the achievable downlink rate for static UEs. By increasing the number of used DBSs/UAVs, the consumed power increases. As the maximum power increases, the rate increases but levels off when the power reaches 1W [40]. Owing to the fact that the objective function of the optimization problem is maximizing the minimum achievable rate and at the same time minimizing the downlink power, there is a trade-off between increasing the achievable rate and decreasing the downlink power. The long-term scenario, which uses one Helikite, results in the lowest achievable rate. This is because the Helikite altitude is higher than that of the DBSs.

Fig. 5 shows a short-term failure scenario where the failed GBS (shown as a red triangle) is centered in the middle and other fully loaded GBSs are distributed near the edge. Based on the decision phase, three DBSs are ready to serve the users. Dotted red lines show the scenario if any of the GBSs is not fully loaded. In this case, the UEs will be associated with this particular GBS and the DBS will return back to its initial location. It worth noting that DBS1 and DBS2 utilize less than 50% of their maximum power since in this scenario not all UEs are associated with one DBS. On the contrary, DBS4 utilized around 95% of its maximum power. This is because more than three UEs are connected to DBS4.
B. Case Study 2: UaaS for Dynamic Users

1) Description: In the second case study, we apply the D^3S framework to the case of dynamic users. This case study considers a wireless relaying system consisting of mobile users aiming to transmit their data to a given sink. We assume that mobile users and the sink are out of communication ranges and they are communicating through multiple UAVs. The D^3S framework can be applied as follows:

**Demand:** because of mobile users and sink are out of communication range, the network operator places a request to connect the mobile users with the sink.

**Decision:** because UAVs are battery operated, based on the demand request, the decision will be taken to optimize the needed number of UAVs, energy consumption, power allocation, and association between UAVs and users. For fairness, the formulated optimization problem will aim to maximize the sum of the achievable data rates while respecting: (i) transmit power budget, (ii) UAVs’ battery level, and (iii) trajectory limitations. We assume that each UAV can employ a decode-and-forward strategy. The objective function can be expressed as follows:

$$\text{maximize}_{J, \Psi, P_d} \sum_d \sum_u \sum_m \min \left[R_{u,d}^m(J, \Psi, P_d), R_{d,0}^m(J, P_d)\right], \quad (3)$$

where $R_{u,d}^m(J, \Psi, P_d)$ and $R_{d,0}^m(J, P_d)$ are the achievable data rate from mobile user $u$ to UAV $d$ over bandwidth $m$ and from UAV $d$ to sink, respectively.

**Deployment:** because of the dynamic nature of the mobile users, the UAV trajectory has to be updated regularly. Given a predefined trajectory of UAVs, we can update/adjust the trajectory under some boundary constraints to enhance the provided throughput to users. Hence, we optimize the user-UAV association, in addition to the UAVs’ transmit power levels, while taking into consideration the communication channel quality.

**Service:** a minimum achievable rate is considered for mobile users.

2) Numerical Results: Fig. 6 plots the UAV trajectories using updated and pre-planned trajectory for one UAV. Note that the updated trajectory can be adjusted based on users’ location. In Fig. 7, we plot the achieved average throughput per user versus users’ transmit power for updated and pre-planned trajectory approaches. It shows the improvement of updated trajectory approach over the pre-planned trajectory approach (for static users) in terms of average throughput. This is because the updated trajectory approach has a higher degree of freedom by modifying the trajectory of the UAV to be close to users as much as possible to enhance the channel gain and the total throughput.

VIII. CONCLUSION

We have introduced a novel framework of UAVs as a Service (UaaS) and showcase its usage in the context of wireless connectivity service. Based on four phases of Demand, Decision, Deployment, and Service, the main objectives of this framework is to develop efficient and realistic solutions to implement these four phases. To evaluate the performance of this framework, we illustrated its application in two case studies. The first case study addresses the failure of one or more Ground BSs (GBSs) of a wireless cellular network and shows how we can mitigate the effect of this failure to keep the wireless connectivity service operational using the D^3S framework. The second case study considers a wireless relaying system between one GBS and dynamic users. Depending on the time requested by the users, the drones are able to modify their trajectories to provide effective connectivity services.

REFERENCES

[1] “Ainonline: Faa chief: Drones are the next internet,” https://www.ainonline.com/aviation-news/aerospace/2018-09-06/faa-chief-drones-are-next-internet.
[2] Aurora Flight Sciences, A Boeing Company, “ODYSSEUS Project,” https://www.aurora.aero/odysseus-high-altitude-pseudo-satellite-haps/.
[3] Ordnance Survey, “Astigan High Altitude Pseudo Satellite Project,” https://www.ordnancesurvey.co.uk/news/astigan-pseudo-satellite.
[4] Airbus, “Zephyr,” https://www.airbus.com/defence/uav/zephyr.html.
[5] “3gpp: Long-term evolution (lte),” http://www.3gpp.org/LTE.
[6] “Paving the path to 5g: Optimizing commercial LTE networks for drone communication,” https://www.qualcomm.com/news/onq/2016/09/06/paving-path-5g-optimizing-commercial-lte-networks-drone-communication.

[7] Y. Zeng, R. Zhang, and T. J. Lim, “Wireless communications with unmanned aerial vehicles: opportunities and challenges,” IEEE Communications Magazine, vol. 54, no. 5, pp. 36–42, May 2016.

[8] J. Lyu, Y. Zeng, R. Zhang, and T. J. Lim, “Placement optimization of uav-mounted mobile base stations,” IEEE Communications Letters, vol. 21, no. 3, pp. 604–607, March 2017.

[9] P. Zhan, K. Yu, and A. L. Swindlehurst, “Wireless relay communications with unmanned aerial vehicles: Performance and optimization,” IEEE Transactions on Aerospace and Electronic Systems, vol. 47, no. 3, pp. 2068–2085, July 2011.

[10] D. Grace, M. H. Capstick, M. Mohoric, J. Horwath, M. B. Pallavicini, and M. Fitch, “Integrating users into the wider broadband network via high altitude platforms,” IEEE Wireless Communications, vol. 12, no. 5, pp. 98–105, Oct. 2005.

[11] S. Chandrasekharan, K. Gomez, A. Al-Hourani, S. Kandeepan, T. Rasheed, L. Goratti, L. Reynaud, D. Grace, I. Bucaille, T. Wirth, and S. Allsopp, “Designing and implementing future aerial communication networks,” IEEE Communications Magazine, vol. 54, no. 5, pp. 26–34, May 2016.

[12] J. G. Andrews, R. K. Ganti, M. Haenggi, N. Jindal, and S. Weber, “A primer on spatial modeling and analysis in wireless networks,” IEEE Communications Magazine, vol. 48, no. 11, pp. 156-163, November 2010.

[13] H. ElSawy, E. Hossain, and M. Haenggi, “Stochastic geometry for modeling, analysis, and design of multi-tier and cognitive cellular wireless networks: A survey,” in IEEE Communications Surveys & Tutorials, vol. 15, no. 3, pp. 996-1019, Third Quarter 2013.

[14] H. Zhang and L. Dai, “Mobility prediction: A survey on state-of-the-art schemes and future applications,” in IEEE Access, vol. 7, pp. 802-822, 2019.

[15] C. Zhang, P. Patras, and H. Haddadi, “Deep learning in mobile and wireless networking: A survey,” in IEEE Communications Surveys & Tutorials, vol. 21, no. 3, pp. 2224-2287, thirdquarter 2019.

[16] G. Xiu, S. Gao, M. Daneshmand, C. Wang, and Y. Liu, “A survey for mobility big data analytics for geolocation prediction,” in IEEE Wireless Communications, vol. 24, no. 1, pp. 111-119, February 2017.

[17] A. Alqasir and A. E. Kamal, “Cooperative small cell hetnets with dynamic sleeping and energy harvesting,” IEEE Transactions Green Communications and Networking, vol. 4, no. 3, pp. 774–782, September 2020.

[18] C. Boucetta, A. Dridi, H. Moungla, H. Afifi, and A. E. Kamal, “Optimizing drone deployment for cellular communication coverage during crowded events,” in MILCOM 2019 - 2019 IEEE Military Communications Conference (MILCOM), Norfolk, VA, USA, pp. 622-627, 2019.

[19] https://www.3gpp.org/specifications/releases/70-release-10.

[20] T. H. Clausen and P. Jacquet, “Optimized Link State Routing Protocol (OLSR),” RFC 3626, Oct. 2003. [Online]. Available: https://rfc-editor.org/rfc/rfc3626.txt

[21] C. E. Perkins and P. Bhagwat, “Highly dynamic destination-sequence distance-vector routing (dsdv) for mobile computers,” in ACM SIGCOMM computer communication review, vol. 24, no. 4. ACM, 1994, pp. 234–244.

[22] A. Neumann, C. Aichele, M. Lindner, and S. Wunderlich, “Better Approach To Mobile Ad-hoc Networking (B.A.T.M.A.N.),” Internet Engineering Task Force, Internet-Draft draft-wunderlich-openmesh-manet-routing-00, Apr. 2008, work in Progress. [Online]. Available: https://datatracker.ietf.org/doc/html/draft-wunderlich-openmesh-manet-routing-00

[23] S. R. Das, C. E. Perkins, and E. M. Belding-Royer, “Ad hoc On-Demand Distance Vector (AODV) Routing,” RFC 3561, Jul. 2003. [Online]. Available: https://rfc-editor.org/rfc/rfc3561.txt

[24] D. B. Johnson and D. A. Maltz, Dynamic Source Routing in Ad Hoc Wireless Networks. Boston, MA: Springer US, 1996, pp. 153–181. [Online]. Available: https://doi.org/10.1007/978-0-585-29603-6_5

[25] G. R. Hiertz, D. Denteneer, S. Max, R. Tauri, J. Cardona, L. Berlemann, and B. Walke, “Ieee 802.11s: The wlan mesh standard,” IEEE Wireless Communications, vol. 17, no. 1, pp. 104–111, February 2010.

[26] T. Tu, G. Yu, R. M. Noor, and M. A. Imran, “Routing schemes in fanets: A survey,” Sensors, vol. 20, no. 1, p. 38, 2020.

[27] Y. Zheng, Y. Wang, Z. Li, L. Dong, Y. Jiang, and H. Zhang, “A mobility and load aware olsr routing protocol for uav mobile ad-hoc networks,” in 2014 International Conference on Information and Communications Technologies (ICT 2014), May 2014, pp. 1–7.

[28] S. Rosati, K. Krzelecki, G. Heitz, D. Floreano, and B. Rimoldi, “Dynamic routing for flying ad hoc networks,” IEEE Transactions on Vehicular Technology, vol. 65, no. 3, pp. 1690–1700, March 2016.

[29] Y. Li and X. Luo, “Cross layer optimization for cooperative mobile ad-hoc uav network,” International Journal of Digital Content Technology and its Applications, vol. 6, pp. 367–375, 10 2012.

[30] A. I. Alshabat and L. Dong, “Cross layer design for mobile ad-hoc unmanned aerial vehicle communication networks,” in 2010 International Conference on Networking, Sensing and Control (ICNSC), April 2010, pp. 331–336.

[31] N. Shi and X. Luo, “A novel cluster-based location-aided routing protocol for uav fleet networks,” International Journal of Digital Content Technology and its Applications, vol. 6, pp. 376–383, 10 2012.

[32] L. Lin, Q. Sun, J. Li, and F. Yang, “A novel geographic position mobility oriented routing strategy for uavs,” Journal of Computational Information Systems, vol. 8, no. 2, pp. 709–716, 2012.

[33] Y. Li, R. Shirani, M. St-Hilaire, and T. Kunz, “Improving routing in networks of unmanned aerial vehicles: Reactive-greedy-reactive,” Wireless Communications and Mobile Computing, vol. 12, no. 18, pp. 1608–1619, 2012. [Online]. Available: http://dx.doi.org/10.1002/wcm.233

[34] C. Titouna and F. Nait-Abdesselam, “An efficient probabilistic model for anomaly prediction in aerial ad hoc networks,” in 2020 IEEE International Conference on Advanced Networks and Telecommunication Systems (ANTS), 2020, p. 1–6.

[35] U. Challita, A. Ferdowsi, M. Chen, and W. Saad, “Machine learning for wireless connectivity and security of cellular-connected uavs,” IEEE Wireless Communications, vol. 26, no. 1, pp. 28–35, 2019.

[36] C. Titouna, F. Nait-Abdesselam, and H. Moungla, “An online anomaly detection approach for unmanned aerial vehicles,” in 2020 International Wireless Communications and Mobile Computing (IWCMC), 2020, pp. 469–474.

[37] J. Liu, A. Eryilmaz, N. B. Shroff, and E. Bentley, “Heavy-ball: A new approach to tame delay and convergence in wireless network optimization,” in Proc. IEEE INFOCOM, 2016.

[38] M. L. Wymore, Y. Peng, X. Zhang, and D. Qiao, “Edad: Energy-centric data collection with anycast in duty-cycled wireless sensor networks,” in 2015 IEEE Wireless Communications and Networking Conference (WCNC), March 2015, pp. 1560–1565.

[39] M. Selim, A. Alsharoa, and A. E. Kamal, “Hybrid cell outage compensation in 5g networks: Sky-ground approach,” in 2018 IEEE International Conference on Communications (ICC), 2018, pp. 1–6.

[40] M. Y. Selim, A. Alsharoa, and A. E. Kamal, “Short-term and long-term cell outage compensation using uavs in 5g networks,” in IEEE Global Communications Conference (GLOBECOM), Dec 2018, pp. 1–6.

[41] A. Alsharoa, H. Ghazazi, M. Yukel, A. Kadri, and A. E. Kamal, “Trajectory optimization for multiple uavs acting as wireless relays,” in 2018 IEEE International Conference on Communications Workshops (ICC Workshops), 2018, pp. 1–6.
Ahmad Alsharoa (S’14, M’18, SM’19) was born in Irbid, Jordan. He received the Ph.D. degree with co-majors in Electrical Engineering and Computer Engineering from Iowa State University (ISU), Ames, Iowa, USA, in May 2017. He is an assistant professor at Missouri University of Science and Technology (Missouri S&T), Rolla, Missouri. His current research interests include: Smart systems, wireless networks, optical communications, high-low altitude platform communications, internet of things (IoT), energy harvesting, green wireless networks, and reconfigurable intelligent surfaces.

Mohamed Selim (S’10, M’19, SM’19) received his B.Sc. from Suez Canal University, Egypt, in 2006 and his M.Sc. from Portsaid University, Egypt, in 2011. He got his second M.Sc. from Iowa State University, USA, in 2016, then, he got his PhD from the same university 2018. Currently, he is an assistant teaching professor in the department of Electrical and Computer Engineering, Iowa State University. His primary research interests are heterogeneous wireless networks, drone-based communications, reconfigurable intelligent surfaces, and self-organizing networks.

Daji Qiao (M’04, SM’17) received his Ph.D. degree in Electrical Engineering: Systems from the University of Michigan, Ann Arbor, USA, in 2004. He is currently is an Associate Professor with the Department of Electrical and Computer Engineering, Iowa State University, Ames, IA, USA. His research interests include cyber security, wireless networking and mobile computing, sensor networks, and Internet of Things. He is a senior member of the IEEE and a member of the ACM.

Ahmed E. Kamal (S’82, M’87, SM’91, F’12) is the Richardson Professor and the Director of Graduate Education in the Department of Electrical and Computer Engineering at Iowa State University in the USA. He received a B.Sc. (distinction with honors) and an M.Sc. both from Cairo University, Egypt, and an M.A.Sc. and a Ph.D. both from the University of Toronto, Canada, all in Electrical Engineering. He is a Fellow of the IEEE and a senior member of the Association of Computing Machinery. He was an IEEE Communications Society Distinguished Lecturer for 2013 and 2014. Kamal’s research interests include wireless networks, cognitive radio networks, machine learning in wireless networks, and performance evaluation. He received the 1993 IEE Hartree Premium for papers published in Computers and Control in IEE Proceedings, and the best paper awards of the IEEE Globecom Symposium on Ad Hoc and Sensors Networks Symposium in 2008 and 2018. He also received the 2016 Outstanding Technical Achievement Award from the Optical Networks Technical Committee of the IEEE Communications Society. Kamal chaired or co-chaired Technical Program Committees of several IEEE sponsored conferences including the Optical Networks and Systems Symposia of the IEEE Globecom 2007 and 2010, the Cognitive Radio and Networks Symposium of the IEEE Globecom 2012 and 2014, and the Access Systems and Networks track of the IEEE International Conference on Communications 2016 and IEEE Globecom 2020. He was also the chair of the IEEE Communications Society Technical Committee on Transmission, Access and Optical Systems (TAOS) for 2015 and 2016. He serves or served on the editorial boards of a number of journals including IEEE Communications magazine (lead editor of the IEEE Communications Magazine Data Science and Artificial Intelligence for Communications Series), the IEEE Communications Surveys and Tutorials, the Elsevier Computer Networks journal, the Elsevier Optical Switching and Networking journal and the Arabian Journal of Science and Engineering.