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Abstract
Let \( G \) be a complex affine algebraic group, and let \( \sigma_1 \) and \( \sigma_2 \) be commuting anti-holomorphic involutions of \( G \). We construct an algebraic family of algebraic groups over the complex projective line and a real structure on the family that interpolates between the real forms \( G^{\sigma_1} \) and \( G^{\sigma_2} \).

1 Introduction
The purpose of this note is to construct real forms of one-parameter algebraic families of complex affine algebraic groups. The notion of an algebraic family is as in [BHS16, BHS17], and our results generalize the examples introduced in [BHS16, Sec. 3]. The examples of most interest concern complex semisimple groups. Our construction shows that one can smoothly, and indeed algebraically, interpolate between various real forms, whether or not they are in the same inner class.

Let \( G \) be a complex affine algebraic group. If \( \sigma \) is an antiholomorphic involution of \( G \), then we shall define, as usual, \( G^\sigma \) to be the fixed subgroup
\[
G^\sigma = \{ g \in G : \sigma(g) = g \},
\]
which is a closed Lie subgroup of \( G \). Passing to Lie algebras, define the real Lie subalgebra \( g^\sigma \subseteq g \) similarly, and define
\[
g^{-\sigma} = \{ X \in g : \sigma(X) = -X \}.
\]
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We shall prove the following result:

**Theorem (5.4).** Let $G$ be a complex affine algebraic group and let $\sigma_1$ and $\sigma_2$ be two commuting antiholomorphic involutions of $G$. There exists an algebraic family $\mathbf{G}$ of affine algebraic groups over $\mathbb{CP}^1$, and an antiholomorphic involution $\sigma$ of the family $\mathbf{G}$ that is compatible with the standard real structure on $\mathbb{CP}^1$, such that if $[\alpha : \beta] \in \mathbb{RP}^1$, then

$$G^{\sigma}_{[\alpha : \beta]} \cong \begin{cases} G^{\sigma_1} & \alpha \beta > 0 \\ (G^{\sigma_1} \cap G^{\sigma_2}) \times (g^{\sigma_1} \cap g^{-\sigma_2}) & \alpha \beta = 0 \\ G^{\sigma_2} & \alpha \beta < 0. \end{cases}$$

See [BHS16, Section 2] and Section 4 below for the concepts of algebraic family and antiholomorphic involution that we are using here.

Since the involutions $\sigma_1$ and $\sigma_2$ in the theorem commute, $\sigma_2$ restricts to an involution of $g^{\sigma_1}$ and $\sigma_1$ restricts to an involution of $g^{\sigma_2}$. Hence

$$g^{\sigma_1} = (g^{\sigma_1} \cap g^{\sigma_2}) \oplus (g^{\sigma_1} \cap g^{-\sigma_2})$$

$$g^{\sigma_2} = (g^{\sigma_1} \cap g^{\sigma_2}) \oplus (g^{-\sigma_1} \cap g^{\sigma_2}).$$

Moreover

$$\sqrt{-1} \cdot (g^{\sigma_1} \cap g^{\sigma_2}) = (g^{-\sigma_2} \cap g^{\sigma_2}).$$

In the context of Riemannian symmetric spaces the algebras $g^{\sigma_1}$ and $g^{\sigma_2}$ are called dual real forms of $g$; see [Hel01, Section V.2]. A more general concept of symmetric space, appropriate to the study of involutions on general groups, is considered in [Loo69].

It is easy to find instances where the hypotheses of Theorem 5.4 are satisfied. For instance a theorem of E. Cartan asserts that any antiholomorphic involution of a connected complex semisimple group commutes with an antiholomorphic involution whose fixed group is a maximal compact subgroup (see for example [OV90, Theorem 5.1.3]). Other examples are the antiholomorphic involutions defining the real forms $SU(p, n-p)$ of $SL(n, \mathbb{C})$.

The relation between complex-linear involutions and conjugate-linear involutions of a semisimple complex Lie algebra is well known, and the classification of either is also well known. The question of when two conjugacy classes of involutions have representatives that commute is studied in [HS01] and [Hel88] (the answer depends on the precise notion of conjugacy that one uses). In the case of groups, as opposed to Lie algebras, the
isogeny class also plays a role. See for example [Vog82, Example 16.4] for the case of $D_4$, and see [ABV92] for a discussion of additional subtleties in the definition of a real form that are of importance in representation theory.

Theorem 5.4 extends to all group cases a construction made at the Lie algebra level in [BHS16] and studied in some group cases there. The focus of [BHS16] was on the case where $G^{o_2}$ was a compact form of $G$. In that case $G^{o_1} \cap G^{o_2}$ is a maximal compact subgroup of $G^{o_1}$ and it is natural to study algebraic families of Harish-Chandra modules associated to the algebraic families of groups given by Theorem 5.4. A start on this was made in [BHS16, BHS17, Sub17], where connections were made to the “Mackey bijection” between irreducible representations of $G^{o_1}$ and those of its Cartan motion group [Mac75, Hig08, Hig11, Afg15], as well as to contraction families of representations studied in mathematical physics [IW53, DR83, DR85].

The cases where $G^{o_1} \cap G^{o_2}$ is not maximal compact present interesting new challenges. In representation theory one is often lead to consider at the same time different real forms of a single complex algebraic group. This occurs in the context Vogan’s duality; see e.g., [Vog93, Conjecture 4.15], [ABV92, Theorem 1.18], and [Vog82]. More recently Bernstein has voiced the idea of grouping together various real forms in order to define the “correct” category of representations for real groups; see [Ber14]. See also the work of Flensted-Jensen [FJ78], where spherical functions on dual real forms are related to one another. It remains an open problem to develop a concept of families of modules that might be appropriate and useful to these situations. Perhaps the concept of Schwartz space from [AG08] and the associated idea of SF-module [BK14] might be relevant here.

We note that degenerations of symmetric pairs over algebraically closed fields and related matters were considered before e.g., see [Pan13] and references therein.
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2 An algebraic family of Lie algebras

An algebraic family of complex Lie algebras over a complex variety $X$ is a locally free sheaf $\mathfrak{g}$ of $\mathcal{O}_X$-modules that is equipped with $\mathcal{O}_X$-linear Lie
Now let $g$ be a finite-dimensional complex Lie algebra and let
$$\theta: g \to g$$
be a complex-linear involution of $g$. In [BHS16] a nontrivial algebraic family of complex Lie algebras was constructed using the pair $(g, \theta)$. The purpose of this section is to give a second version of the construction that will be well suited to a later adaptation from Lie algebras to groups.

To start, fix a complex Lie algebra embedding
$$\iota: g \hookrightarrow \mathfrak{sl}(n, \mathbb{C}).$$

Then the formula
\begin{equation}
(2.1) \quad X \mapsto \frac{1}{2} \left[ \iota(X) + \iota(\theta(X)), \iota(X) - \iota(\theta(X)) \right]
\end{equation}
defines a Lie algebra embedding of $g$ into $\mathfrak{sl}(2n, \mathbb{C})$. The image is the Lie subalgebra
$$g[1:1] = \left\{ \begin{bmatrix} X & Y \\ Y & X \end{bmatrix} \in \mathfrak{sl}(2n, \mathbb{C}) : X \in \iota(g^\theta), Y \in \iota(g^{-\theta}) \right\}.$$

Now if $[\alpha: \beta]$ is a point of $\mathbb{C}P^1$ (with homogeneous coordinates $\alpha$ and $\beta$), then the complex vector space
$$g[\alpha: \beta] = \left\{ \begin{bmatrix} X & \alpha Y \\ \beta Y & X \end{bmatrix} \in \mathfrak{sl}(2n, \mathbb{C}) : X \in \iota(g^\theta), Y \in \iota(g^{-\theta}) \right\}$$
is a Lie subalgebra of $\mathfrak{sl}(2n, \mathbb{C})$ that depends only on the point $[\alpha: \beta]$.

The subalgebras $g[\alpha: \beta]$ are the fibers of an algebraic vector subbundle of the trivial bundle over $\mathbb{C}P^1$ with fiber $\mathfrak{sl}(2n, \mathbb{C})$. The sheaf of sections $g$ of this algebraic vector bundle is an algebraic family of Lie algebras over $\mathbb{C}P^1$ with fibers $g|_{[\alpha: \beta]} = g[\alpha: \beta]$.

In [BHS16] the same family was constructed in a different way, as follows. Start with the decomposition
\begin{equation}
(2.2) \quad O_C \otimes_C g = O_C \otimes_C g^\theta \oplus O_C \otimes_C g^{-\theta}
\end{equation}
and define a Lie bracket operation on sections belonging to individual summands by

\[
[\eta, \zeta](z) = \begin{cases} 
  z \cdot [\eta(z), \zeta(z)]_g & \text{if } \zeta \text{ and } \eta \text{ are sections of } O_X \otimes_C g^{-0} \\
  [\eta(z), \zeta(z)]_g & \text{otherwise.}
\end{cases}
\]

We obtain an algebraic family of Lie algebras over \( \mathbb{C} \).

Setting \( z = \alpha/\beta \), we obtain an algebraic family of Lie algebras over the complement of \([1:0]\) in \( \mathbb{CP}^1 \), while setting \( z = \beta/\alpha \) we obtain an algebraic family over the complement of \([0:1]\) in \( \mathbb{CP}^1 \). The formula

\[
\eta \mapsto \begin{cases} 
  [\alpha: \beta] \mapsto \frac{\alpha}{\beta} \cdot \eta\left(\frac{\alpha}{\beta}\right) & \text{if } \eta \text{ is a section of } O_X \otimes_C g^{-0} \\
  [\alpha: \beta] \mapsto \eta\left(\frac{\alpha}{\beta}\right) & \text{if } \eta \text{ is a section of } O_X \otimes_C g^0
\end{cases}
\]

defines an isomorphism from the family over \( \mathbb{CP}^1 \setminus \{[1:0]\} \) to the family over \( \mathbb{CP}^1 \setminus \{[0:1]\} \), on the overlap where both families are defined, and with this identification we obtain the algebraic family of Lie algebras on \( \mathbb{CP}^1 \) from [BHS16].

The formula

\[
\eta \mapsto \begin{cases} 
  [\alpha: \beta] \mapsto \begin{bmatrix} \eta(\frac{\alpha}{\beta}) & 0 \\
  0 & \eta(\frac{\beta}{\alpha}) \end{bmatrix} & \text{if } \eta \in O_X \otimes_C g^0 \\
  [\alpha: \beta] \mapsto \begin{bmatrix} 0 & \frac{\alpha}{\beta} \eta\left(\frac{\alpha}{\beta}\right) \\
  \eta\left(\frac{\alpha}{\beta}\right) & 0 \end{bmatrix} & \text{if } \eta \in O_X \otimes_C g^{-0}
\end{cases}
\]

defines an isomorphism over \( \mathbb{CP}^1 \setminus \{[1:0]\} \) from the family of [BHS16] to the family we have constructed in this section that extends to an isomorphism over all of \( \mathbb{CP}^1 \) by a similar formula.

Of course this identification shows that the construction of \( g \) in this section is independent of the choice of embedding of \( g \) into \( \mathfrak{sl}(n, \mathbb{C}) \). From either point of view, it is easy to see that

\[
g_{[\alpha: \beta]} \cong \begin{cases} 
  g & \alpha \beta \neq 0 \\
  g^0 \ltimes g^{-0} & \alpha \beta = 0.
\end{cases}
\]

Conjugation by the matrix \( [-1, 0; 0, 1] \) defines an involution \( \Theta \) of the family \( g \) constructed in this section, and we obtain a decomposition

\[
g = g^0 \oplus g^{-0}
\]
as \( O_{\mathbb{CP}^1} \)-modules (over \( \mathbb{C} \subseteq \mathbb{CP}^1 \) this is of course the decomposition (22)). The family \( g \) is nontrivial even as a sheaf of \( O_{\mathbb{CP}^1} \)-modules, since the sheaf \( g^0 \) is isomorphic to \( O_{\mathbb{CP}^1} \otimes_C g^0 \), but \( g^{-0} \) is isomorphic to \( O_{\mathbb{CP}^1}(-1) \otimes_C g^{-0} \).
3 Real structure on the family of Lie algebras

If $X$ is a complex algebraic variety, then as usual we shall denote by $\overline{X}$ the complex conjugate variety. It has the same underlying topological space as $X$, but a complex-valued function defined on some open set of $\overline{X}$ is regular if and only if the complex conjugate function is regular on $X$. A morphism $X \to \overline{Y}$ can also be viewed as a morphism $\overline{X} \to Y$. So we can speak of an involutive morphism $\sigma: X \to \overline{X}$, and this is by definition a real structure on $X$, or (conventionally but a little misleadingly) an antiholomorphic involution of $X$.

To each sheaf $S$ of $O_X$-modules there is an obvious associated complex conjugate sheaf $S'$ of $O_{\overline{X}}$-modules. Given a real structure $\sigma$ on $X$, a real structure on the sheaf is an involutive morphism $S \to \sigma^*S'$. This concept specializes to algebraic families of complex Lie algebras in the obvious way [BHS16, Sec. 2.5].

Let $g$ be an algebraic family of Lie algebras over $X$, equipped with a real structure. We shall be interested in the fixed set $X^\sigma \subseteq X$ (in general it could be empty) and in the fibers of the fixed sheaf $g^\sigma$ over $X^\sigma$. If $X$ is nonsingular, then $X^\sigma$ is a smooth submanifold of $X$, and the fibers of $g^\sigma$ constitute the fibers of a smooth vector bundle over $X^\sigma$, with smoothly varying Lie algebra structures.

We shall be concerned throughout the note with the standard real structure on $X = \mathbb{C}P^1$ given by $[\alpha: \beta] \mapsto [\overline{\alpha}: \overline{\beta}]$. Our aim is to construct a real structure on the family $g$ constructed in the previous section, and to prove the following result:

**Theorem 3.1.** Let $\mathfrak{g}$ be a finite-dimensional complex Lie algebra, let $\theta$ be a complex-linear involution of $\mathfrak{g}$, and let $\mathfrak{g}$ be the algebraic family of Lie algebras over $\mathbb{C}P^1$ from the previous section associated to $\mathfrak{g}$ and $\theta$. If $\sigma$ is any conjugate-linear involution of $\mathfrak{g}$ that commutes with $\theta$, then there is an associated real structure $\sigma$ on $\mathfrak{g}$ whose fixed fibers over the fixed space $\mathbb{R}P^1$ for the standard real structure on $\mathbb{C}P^1$ have the following isomorphism types:

$$
\mathfrak{g}^\sigma|_{[\alpha: \beta]} \cong \begin{cases} 
\mathfrak{g}^\sigma & \alpha \beta > 0 \\
(\mathfrak{g}^\sigma \cap \mathfrak{g}^\theta) \times (\mathfrak{g}^\sigma \cap \mathfrak{g}^{-\theta}) & \alpha \beta = 0 \\
\mathfrak{g}^{\sigma \theta} & \alpha \beta < 0.
\end{cases}
$$

To that end, fix a conjugate-linear involution $\sigma$ of the finite-dimensional
Lie algebra $\mathfrak{g}$, and assume that $\sigma$ commutes with the given complex-linear involution $\theta$.

Given $\sigma$, it is very easy to define a real structure on $\mathfrak{g}$ using the description of our family from [BHS16]: just use the formula

$$\sigma(\eta)\left([\alpha;\beta]\right) = \sigma(\eta([\overline{\alpha};\overline{\beta}])),$$

where $\eta$ is a section of the sheaf (2.2). But it will be convenient to translate this into a formula that uses the matrix construction of $\mathfrak{g}$. For this purpose it is helpful (but not necessary) to choose the initial embedding $\iota: \mathfrak{g} \rightarrow \mathfrak{sl}(n, \mathbb{C})$ appropriately.

**Lemma 3.2.** There exists an embedding $\iota$ as above and a matrix $S \in \text{GL}(n, \mathbb{R})$ such that $S^2 = I$, and such that the conjugate linear involution

$$\tau: X \mapsto S\overline{X}S$$

on $\mathfrak{sl}(n, \mathbb{C})$ (the overline denotes entrywise complex conjugation) satisfies

$$\iota(\sigma(X)) = \tau(\iota(X))$$

for every $X \in \mathfrak{g}$.

**Proof.** Start with any embedding of $\mathfrak{g}$ into some $\mathfrak{sl}(k, \mathbb{C})$. Then set $n = 2k$ and embed $\mathfrak{g}$ into $\mathfrak{sl}(n, \mathbb{C})$ via the map

$$X \mapsto \begin{bmatrix} X & 0 \\ 0 & \overline{\sigma(X)} \end{bmatrix}$$

The matrix

$$S = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$$

has the required property. \hfill \square

**Remark 3.3.** The matrix $S$ above is conjugate to $\begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}$ in $\text{GL}(n, \mathbb{R})$. So the fixed subalgebra of the conjugate-linear involution $\tau$ above is conjugate to $\mathfrak{su}(k, k) \subseteq \mathfrak{sl}(2k, \mathbb{C})$.  
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Fix an embedding and matrix $S$ as in the lemma. The formula

\[(3.1) \quad \begin{bmatrix} X & Y \\ Z & W \end{bmatrix} \mapsto \begin{bmatrix} S & 0 \\ 0 & S \end{bmatrix} \begin{bmatrix} X & Y \\ Z & W \end{bmatrix} \begin{bmatrix} S & 0 \\ 0 & S \end{bmatrix} \]

defines a conjugate-linear involution of $\mathfrak{sl}(2n, \mathbb{C})$ that again extends the original conjugate-linear involution on $\mathfrak{g}$, this time under the embedding (2.1). The involution (3.1) defines a real structure in the obvious way on the constant family of Lie algebras over $\mathbb{CP}^1$ with fiber $\mathfrak{sl}(2n, \mathbb{C})$. This restricts to a real structure $\sigma$ on $\mathfrak{g}$ since the involution (3.1) maps $\mathfrak{g}[\alpha: \beta]$ to $\mathfrak{g}[\sigma(\alpha: \beta)]$, for all $[\alpha: \beta] \in \mathbb{CP}^1$. Indeed the action of (3.1) on $\mathfrak{g}[\alpha: \beta]$ is

\[
\begin{bmatrix} \iota(X) & \alpha \iota(Y) \\ \beta \iota(Y) & \iota(X) \end{bmatrix} \mapsto \begin{bmatrix} \iota(\sigma(X)) & \overline{\alpha} \iota(\sigma(Y)) \\ \overline{\beta} \iota(\sigma(Y)) & \iota(\sigma(X)) \end{bmatrix}
\]

for all $X \in \mathfrak{g}^\theta$ and all $Y \in \mathfrak{g}^{-\theta}$.

Suppose now that $[\alpha: \beta] \in \mathbb{RP}^1$, so that we get a conjugate-linear involution

\[\sigma_{[\alpha: \beta]} : \mathfrak{g}[\alpha: \beta] \rightarrow \mathfrak{g}[\alpha: \beta].\]

The fixed-point algebra is

\[\mathfrak{g}^\sigma_{[\alpha: \beta]} = \left\{ \begin{bmatrix} X & \alpha Y \\ \beta Y & X \end{bmatrix} \in \mathfrak{gl}_{2n}(\mathbb{C}) : X \in \iota(\mathfrak{g}^\theta \cap \mathfrak{g}^\sigma), Y \in \iota(\mathfrak{g}^{-\theta} \cap \mathfrak{g}^\sigma) \right\}.\]

When $\alpha/\beta > 0$, upon conjugating by $\begin{bmatrix} \gamma I & 0 \\ 0 & I \end{bmatrix}$, where $\gamma$ is a square root of $\beta/\alpha$, we find that

\[(3.2) \quad \mathfrak{g}^\sigma_{[\alpha: \beta]} \cong \left\{ \begin{bmatrix} X & Y \\ Y & X \end{bmatrix} \in \mathfrak{gl}_{2n}(\mathbb{C}) : X \in \iota(\mathfrak{g}^\theta \cap \mathfrak{g}^\sigma), Y \in \iota(\mathfrak{g}^{-\theta} \cap \mathfrak{g}^\sigma) \right\},\]

and the right-hand side of (3.2) is isomorphic to $\mathfrak{g}^\sigma$ via the embedding (2.1).

When $\alpha/\beta < 0$, upon conjugating by $\begin{bmatrix} i \gamma I & 0 \\ 0 & I \end{bmatrix}$, where $\gamma$ is a square root of $-\beta/\alpha$, we find that

\[(3.3) \quad \mathfrak{g}^\sigma_{[\alpha: \beta]} \cong \left\{ \begin{bmatrix} X & i Y \\ i Y & X \end{bmatrix} \in \mathfrak{gl}_{2n}(\mathbb{C}) : X \in \iota(\mathfrak{g}^\theta \cap \mathfrak{g}^\sigma), Y \in \iota(\mathfrak{g}^{-\theta} \cap \mathfrak{g}^\sigma) \right\}.
\]

Note now that

\[i \cdot (\mathfrak{g}^{-\theta} \cap \mathfrak{g}^\sigma) = (\mathfrak{g}^{-\theta} \cap \mathfrak{g}^{-\sigma}).\]
From this we find that the right-hand side of (3.3) is isomorphic to
\[ g^{\theta \sigma} = (g^\theta \cap g^\sigma) \oplus (g^{-\theta} \cap g^{-\sigma}) \]
via the embedding (2.1).

When \( \alpha \beta = 0 \) it is clear that
\[ (3.4) \quad g_{(\alpha \beta)}^\sigma \cong (g^\theta \cap g^\sigma) \ltimes (g^{-\theta} \cap g^{-\sigma}). \]

Putting everything together, we have proved Theorem 3.1.

The theorem can be re-expressed as follows. Suppose we start with a finite-dimensional complex Lie algebra \( g \) and two commuting conjugate-linear involutions \( \sigma_1, \sigma_2 \) of \( g \). The formulas
\[ \theta := \sigma_1 \sigma_2 \]
\[ \sigma := \sigma_1 \]
associate to \( \sigma_1 \) and \( \sigma_2 \) two commuting involutions \( \theta \) and \( \sigma \) of \( g \), the first complex-linear and the second conjugate-linear. We obtain the following result:

**Theorem 3.4.** Let \( g \) be a finite-dimensional complex Lie algebra and let \( \sigma_1 \) and \( \sigma_2 \) be commuting conjugate linear involutions of \( g \). There is an algebraic family of complex Lie algebras \( g_\sigma \) over \( \mathbb{CP}^1 \) and a real structure on \( g_\sigma \) associated with the standard real structure on \( \mathbb{CP}^1 \) that has fixed fibers
\[ g^{\sigma}_{|_{\alpha \beta}} \cong \begin{cases} g^{\sigma_1} & \alpha \beta > 0 \\ (g^{\sigma_1} \cap g^{\sigma_2}) \ltimes (g^{-\sigma_1} \cap g^{-\sigma_2}) & \alpha \beta = 0 \\ g^{\sigma_2} & \alpha \beta < 0. \end{cases} \]

**Example 3.5.** For \( g = \mathfrak{sl}(n, \mathbb{C}) \), \( \theta(A) = -A^t \) and \( \sigma(A) = \overline{A} \), the above construction leads to the family of real Lie algebras over \( \mathbb{RP}^1 \) with fibers
\[ g^{\sigma}_{|_{\alpha \beta}} = \left\{ \begin{bmatrix} X & \alpha Y \\ \beta Y & X \end{bmatrix} \in \mathfrak{gl}_{2n}(\mathbb{C}) : X \in \mathfrak{so}(n, \mathbb{R}), Y \in \mathfrak{gl}(n, \mathbb{R}), Y^t = Y \right\}. \]

It links the split real form \( \mathfrak{sl}(n, \mathbb{R}) \) with the compact real form \( \mathfrak{su}(n) \). For \( \alpha \beta \neq 0 \) the map
\[ \begin{bmatrix} X & \alpha Y \\ \beta Y & X \end{bmatrix} \mapsto X + i^{1-\text{sgn}(\alpha \beta)}Y \]
defines an isomorphism from \( g^{\sigma}_{|_{\alpha \beta}} \) onto \( \mathfrak{sl}(n, \mathbb{R}) \) if \( \alpha \beta > 0 \), and onto \( \mathfrak{su}(n) \) if \( \alpha \beta < 0 \).
4 A family of complex algebraic groups

In this section we shall construct an algebraic family of groups corresponding to the algebraic family of Lie algebras in Section 2.

We begin with a complex affine algebraic group $G \subseteq SL(n, \mathbb{C})$ and an algebraic involution

$$\theta: G \longrightarrow G.$$ 

The formula

$$(4.1) \quad g \mapsto \frac{1}{2} \begin{bmatrix} g + \theta(g) & g - \theta(g) \\ g - \theta(g) & g + \theta(g) \end{bmatrix}$$

defines a closed algebraic embedding of $G$ into $SL(2n, \mathbb{C})$. This is because

$$\frac{1}{2} \begin{bmatrix} g + \theta(g) & g - \theta(g) \\ g - \theta(g) & g + \theta(g) \end{bmatrix} = A \begin{bmatrix} g & 0 \\ 0 & \theta(g) \end{bmatrix} A^{-1}$$

where

$$A = \begin{bmatrix} 1 & -1 \\ 1 & 1 \end{bmatrix}.$$ 

Denote by $G_1$ the image of the embedding (4.1); it is a closed algebraic subgroup of $SL(2n, \mathbb{C})$.

**Definition 4.1.** For $z \in \mathbb{C}^*$, denote by $d(z)$ the block matrix

$$d(z) = \begin{bmatrix} zI & 0 \\ 0 & I \end{bmatrix}$$

in $GL(2n, \mathbb{C})$ and define

$$G_z = d(z^{\frac{1}{2}})G_1d(z^{-\frac{1}{2}}) \subseteq SL(2n, \mathbb{C}).$$

Observe that conjugation by the matrix

$$d(-z^{\frac{1}{2}})d(z^{-\frac{1}{2}}) = \begin{bmatrix} -I & 0 \\ 0 & I \end{bmatrix}$$

implements the involution $\theta$ on $G_1$. It follows that the algebraic subgroup $G_z \subseteq SL(2n, \mathbb{C})$ does not depend on the choice of square root.
The next proposition, and the two others below it in this section, will be proved in Section 6.

**Proposition 4.2.** The subset

$$\bigsqcup_{z \in \mathbb{C}^*} \{z\} \times G_z \subset \mathbb{C}^* \times \text{SL}(2n, \mathbb{C})$$

is closed subvariety of the affine variety $\mathbb{C}^* \times \text{SL}(2n, \mathbb{C})$ and an algebraic family of groups over $\mathbb{C}^*$.

We shall obtain our algebraic family of groups over $\mathbb{CP}^1$ by taking a closure of the family above, as follows:

**Definition 4.3.** Denote by $G$ the Zariski closure of the set

$$\bigsqcup_{z \in \mathbb{C}^*} \{[z]:1\} \times G_z$$

in $\mathbb{CP}^1 \times \text{SL}(2n, \mathbb{C})$.

In view of Proposition 4.2, the fibers of $G$ over points $[z:1]$ with $z \neq 0$ (that is the inverse images of points under the obvious projection map) are the groups $G_z$.

**Definition 4.4.** Define algebraic subgroups

$$G_0, G_\infty \subseteq \text{SL}(2n, \mathbb{C})$$

by the formulas

$$G_0 = \left\{ \begin{bmatrix} g & 0 \\ gX & g \end{bmatrix} : g \in G^\theta \quad \text{and} \quad X \in g^{-\theta} \right\}.$$

and

$$G_\infty = \left\{ \begin{bmatrix} g & gX \\ 0 & g \end{bmatrix} : g \in G^\theta \quad \text{and} \quad X \in g^{-\theta} \right\}.$$

Here we identify the Lie algebra $\mathfrak{g}$ with a subspace of $\mathfrak{sl}(2n, \mathbb{C})$, and so as a vector space of $n \times n$ matrices, in the usual way.

**Proposition 4.5.** The fiber of the map $G \to \mathbb{CP}^1$ over any $[\alpha: \beta]$ is the group $G_{\alpha/\beta}$ (we set $\alpha/\beta = \infty$ when $\beta = 0$).
Proposition 4.6. The variety $G$ is nonsingular, and is an algebraic family of groups over $\mathbb{CP}^1$.

Remark 4.7. To $G$ there is an associated algebraic family of Lie algebras (for details see [BHS16, sec. 2.2.1]), which is precisely the family and involution constructed in Section 2.

Remark 4.8. The involution of $\mathbb{CP}^1 \times \text{SL}(2n, \mathbb{C})$ which is induced by conjugation by $\begin{bmatrix} -I_0 & 0 \\ 0 & I_0 \end{bmatrix} \in \text{GL}(2n, \mathbb{C})$ restricts to an involution $\theta$ of $G$. It induces the involution of $g$ that was discussed at the end of Section 2. On each fiber of $G$, the effect of $\theta$ is to multiply by $-1$ the off-block-diagonal elements. The fixed point subfamily $G^\theta$ is the constant family over $\mathbb{CP}^1$ with fiber $G^\theta$ (embedded block diagonally inside $\text{SL}(2n, \mathbb{C})$), and on $G|_{\{1,1\}} = G_1$ the involution coincides with $\theta$.

Remark 4.9. As was the case with the family of Lie algebras, the family $G$ is independent (up to isomorphism) of the choice of the closed embedding of $G$ into $\text{SL}(n, \mathbb{C})$ used in the construction. To see this, suppose given two families $G_1$ and $G_2$, as above, associated to two embeddings of $G$ into $\text{SL}(n_1, \mathbb{C})$ and $\text{SL}(n_2, \mathbb{C})$. Consider the diagonal embedding

$$G \rightarrow \text{SL}(n_1, \mathbb{C}) \times \text{SL}(n_2, \mathbb{C}) \rightarrow \text{SL}(n_1+n_2, \mathbb{C}).$$

Applying our construction to this third embedding, we obtain a third family, $G_3$. There are obvious projection morphisms from $G_3$ to $G_1$ and $G_2$, and these are isomorphisms.

5 Real structure on the family of groups

Let $G$ be a complex affine algebraic group and let $\theta$ be an algebraic involution of $G$. In addition, let $\sigma$ be an antiholomorphic involution of $G$ that commutes with $\theta$. The purpose of this section is to associate to $\sigma$ a real structure on the family $G$ that was constructed in the previous section (that is, is an involution $G \rightarrow \overline{G}$ that is a morphism of families; see [BHS16, section 2.5.3]), and then study the associated family of real forms. We shall prove the following result:

Theorem 5.1. Let $G$ be a complex affine algebraic group, let $\theta$ be an algebraic involution of $G$, and let $G$ be the algebraic family of Lie algebras over $\mathbb{CP}^1$ from
the previous section associated to $G$ and $\theta$. If $\sigma$ is any antiholomorphic involution of $G$ that commutes with $\theta$, then there is an associated real structure on $G$ whose fixed fibers over the fixed space $\mathbb{RP}^1 \subseteq \mathbb{CP}^1$ have the following isomorphism types:

$$G^\sigma_{|_{[\alpha:\beta]}} = \begin{cases} G^\sigma \\ (G^\sigma \cap G^\theta) \times (g^\sigma \cap g^{-\theta}) \\ G^\sigma \end{cases}$$

$$\alpha\beta > 0,
\alpha\beta = 0,
\alpha\beta < 0.$$

As in the Lie algebra case, for the proof of the theorem it will be convenient to choose a particular embedding of $G$ into $\text{SL}(n, \mathbb{C})$. The following lemma is proved in exactly the same way as Lemma 3.2.

**Lemma 5.2.** There exists a closed embedding of $\iota: G \to \text{SL}(n, \mathbb{C})$ for some $n$, and a matrix $S \in \text{GL}(n, \mathbb{R})$ such that $S^2 = I$, and such that the antiholomorphic involution $\tau$ of $\text{SL}(n, \mathbb{C})$ defined by

$$\tau: X \mapsto SXS$$

satisfies $\iota(\sigma(g)) = \tau(\iota(g))$ for every $g \in G$.

**Remark 5.3.** As in Lemma 3.2, we can choose $S$ so that the fixed subgroup of the involution on $\text{SL}(n, \mathbb{C})$ is $\text{SU}(k, k)$. Thus every real form embeds into $\text{SU}(k, k)$, for some $k$.

**Proof of Theorem 5.1.** Embed $G$ into $\text{SL}(n, \mathbb{C})$ as in Lemma 5.2 above, and let $S$ be the matrix in that lemma. Then embed $G$ into $\text{SL}(2n, \mathbb{C})$ using the formula

$$g \mapsto \frac{1}{2} \begin{bmatrix} g + \theta(g) & g - \theta(g) \\ g - \theta(g) & g + \theta(g) \end{bmatrix}$$

that we used in the previous section, and apply the construction of the previous section to obtain an algebraic family of groups $G$ that is embedded as a subfamily of the constant family over $\mathbb{CP}^1$ with fiber $\text{SL}(2n, \mathbb{C})$.

When it is combined with the standard real structure on $\mathbb{CP}^1$, the formula

$$\begin{bmatrix} A & B \\ C & D \end{bmatrix} \mapsto \begin{bmatrix} S & 0 \\ 0 & S \end{bmatrix} \begin{bmatrix} A & B \\ C & D \end{bmatrix} \begin{bmatrix} S & 0 \\ 0 & S \end{bmatrix}$$

determines a real structure on the constant family over $\mathbb{CP}^1$ with fiber $\text{SL}(2n, \mathbb{C})$. It restricts to a real structure on $G$ that is associated to the standard real structure on $\mathbb{CP}^1$.  
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Let us now determine the fixed fibers in $G$ over $\mathbb{RP}^1 \subset \mathbb{CP}^1$. The fibers of $G$ are the groups $G_z$ from Definitions 4.1 and 4.4. As in the Lie algebra case, we shall consider separately the cases $z > 0$, $z < 0$ and $z = 0, \infty$.

If $z > 0$, and if $\gamma \in \mathbb{R}$ is a square root of $z$, then

$$G_z = \left\{ \frac{1}{2} \begin{bmatrix} g + \theta(g) & \gamma(g - \theta(g)) \\ \gamma^{-1}(g - \theta(g)) & g + \theta(g) \end{bmatrix} : g \in G \right\}.$$  

The map that associates to $g \in G$ the corresponding matrix displayed in (5.1) is an isomorphism of algebraic groups from $G$ to $G_z$. The fixed group $G^\sigma_z$ consists of those matrices for which

$$\sigma(g) + \sigma(\theta(g)) = g + \theta(g)$$
$$\sigma(g) - \sigma(\theta(g)) = g - \theta(g),$$

and solving the equations we find that $\sigma(g) = g$. So $G^\sigma_z \cong G^\sigma$.

If $z < 0$, and if $\gamma \in \mathbb{R}$ is a square root of $-z$, then

$$G_z = \left\{ \frac{1}{2} \begin{bmatrix} g + \theta(g) & i \gamma(g - \theta(g)) \\ -i \gamma^{-1}(g - \theta(g)) & g + \theta(g) \end{bmatrix} : g \in G \right\}.$$  

The fixed group $G^\sigma_z$ in this case consists of those matrices for which

$$\sigma(g) + \sigma(\theta(g)) = g + \theta(g)$$
$$\sigma(g) - \sigma(\theta(g)) = -(g - \theta(g)),$$

and solving these equations we find that $\sigma(g) = \theta(g)$, or in other words $\sigma(\theta(g)) = g$. So $G^\sigma_z \cong G^\theta$.

The groups $G_0$ and $G_\infty$ are given explicitly in Definition 4.4 and it is clear that

$$G^\sigma_0 \cong G^\sigma_\infty \cong (G^\sigma \cap G^0) \ltimes (g^\sigma \cap g^{-0}),$$

as required.

Theorem 5.1 leads to the following result:

**Theorem 5.4.** Let $G$ be a complex affine algebraic group and let $\sigma_1$ and $\sigma_2$ be commuting antiholomorphic involutions of $G$. There is an algebraic family of complex algebraic groups $G$ over $\mathbb{CP}^1$ and a real structure on $G$ associated with the standard real structure on $\mathbb{CP}^1$ that has fixed fibers

$$G^\sigma_{[\alpha\beta]} \cong \begin{cases} G^\sigma_1 & \alpha \beta > 0 \\ (G^\sigma_1 \cap G^\sigma_2) \ltimes (g^\sigma_1 \cap g^{-\sigma_2}) & \alpha \beta = 0 \\ G^\sigma_2 & \alpha \beta < 0. \end{cases}$$
Example 5.5. Starting with $G = GL(n, \mathbb{C})$, set
\[ \theta(A) = J_\theta A J_\theta \quad \text{and} \quad \sigma(A) = J_\sigma A^{-1} J_\sigma, \]
where
\[ J_\theta = \text{diag}(I_p, I_d, I_q) \quad \text{and} \quad J_\sigma = \text{diag}(I_{p+d}, -I_q), \]
and where $p+q+d = n$. The corresponding family of real groups satisfies
\[ G^\sigma|_{[\alpha: \beta]} \cong \begin{cases} U(p+d, q), & \alpha \beta > 0 \\ U(p, d+q), & \alpha \beta < 0, \end{cases} \]
and $G^\sigma|_{[1:0]} \cong G^\sigma|_{[0:1]}$ is isomorphic to the semi-direct product of the group $U(p, q) \times U(d)$ with the additive abelian group of $(p+q) \times d$ complex matrices, where the action of $U(p, q)$ is through ordinary matrix multiplication on the left, and the action of $U(d)$ is through matrix multiplication by the adjoint on the right.

6 More on the algebraic family of groups

In this section we shall verify that our construction does indeed produce an algebraic family of groups over $\mathbb{CP}^1$ [BHS16, Section 2.2], or in other words that produces a smooth group scheme. The main idea is to carry out computations in the analytic topology, and then argue that the desired results in the Zariski topology follow from general principles.

Lemma 6.1. The subset
\[ \bigcup_{[\alpha: \beta] \in \mathbb{CP}^1} \{[\alpha: \beta]\} \times G_{\alpha/\beta} \subseteq \mathbb{CP}^1 \times SL(2n, \mathbb{C}) \]
is closed in the analytic topology. In addition it is the closure in $\mathbb{CP}^1 \times SL(2n, \mathbb{C})$ of its intersection with $\mathbb{C}^* \times SL(2n, \mathbb{C})$.

Proof. The intersection of the displayed subset with $\mathbb{C}^* \times SL(2n, \mathbb{C})$ is certainly closed in $\mathbb{C}^* \times SL(2n, \mathbb{C})$. So we just need to show that the closure in $\mathbb{CP}^1 \times SL(2n, \mathbb{C})$ includes in addition the fibers $\{[0:1]\} \times G_0$ and $\{[1:0]\} \times G_\infty$, and nothing more.
If $g \in G^\theta$ and $X \in g^{-\theta}$, then the element
\[
\frac{1}{2} \left[ \begin{array}{cc}
g \exp(zX) + g \exp(-zX) & z(g \exp(zX) - g \exp(-zX)) \\
z^{-1}(g \exp(zX) - g \exp(-zX)) & g \exp(zX) + g \exp(-zX)
\end{array} \right]
\]
in the fiber over $[z^2:1]$ converges to $[g_0 0 g]$ as $z \to 0$. So the fiber $\{[0:1]\} \times G_\theta$ is included in the closure, and similarly so is the fiber at $\infty$.

We shall now show that the closure includes nothing more over the point $[0:1]$ (the case of the point $[1:0]$ is similar and will be omitted). Suppose that $z_n \to 0$ and that
\[
\lim_{n \to \infty} \left[ \begin{array}{cc}
g_n + \theta(g_n) & z_n(g_n - \theta(g_n)) \\
z_n^{-1}(g_n - \theta(g_n)) & g_n + \theta(g_n)
\end{array} \right] = \left[ \begin{array}{cc}g & h \\
k & g
\end{array} \right].
\]
Writing
\[
g_n - \theta(g_n) = z_n \cdot z_n^{-1}(g_n - \theta(g_n))
\]
we find that $g_n - \theta(g_n) \to 0$. As a result, $\lim_{n \to \infty} g_n = g$ and $\theta(g) = g$. In addition
\[
h = \lim_{n \to \infty} z_n^2 \cdot z_n^{-1}(g_n - \theta(g_n)) = 0.
\]
So it remains to show that the matrix $k$ in (6.1) has the form $gW$ for some $W \in g^{-\theta}$.

If $n$ is sufficiently large, then we can write
\[
g_n = g \exp(X_n)
\]
where $X_n \to 0$. By elementary calculus, there is a constant $C_1 > 0$ such that
\[
\| \exp(X) - (I + X) \| \leq C_1 \|X\|^2
\]
for all $X$ sufficiently close to $0$. We obtain from this that
\[
\|X - \theta(X)\| < C_2 \| \exp(X) - \exp(\theta(X)) \|
\]
for some $C_2 > 0$ and all $X$ sufficiently close to $0$, and from this we get that
\[
\left\| \frac{1}{2z_n^2}(X_n - \theta(X_n)) \right\| < C_3 \left\| \frac{1}{2z_n^2}(g_n - \theta(g_n)) \right\|
\]
for some $C_3 > 0$ and all $n$ sufficiently large. On the right-hand side of (6.3) appear the norms of a convergent sequence of matrices. So the terms
that appear on the left-hand side constitute a bounded sequence, and passing to a subsequence we may assume this sequence converges, say

$$\lim_{n \to \infty} (2z_n)^{-1}(X_n - \theta(X_n)) = W.$$  

Of course $W \in g^\theta$.

It follows from the Campbell-Baker-Hausdorff formula that there is a constant $C_3 > 0$ such that if $Y$ and $Z$ are any complex $n \times n$ matrices sufficiently close to 0, then

$$\| \exp(Y + Z) - \exp(Y) \exp(Z) \| \leq C_4 \|Y\| \cdot \|Z\|.$$  

Now write

$$Y_n = \frac{1}{2}(X_n + \theta(X_n)) \quad \text{and} \quad Z_n = \frac{1}{2}(X_n - \theta(X_n)).$$

Applying (6.5) we get

$$\| g(\exp(X_n) - \exp(\theta(X_n))) - g(\exp(Y_n)(\exp(Z_n) - \exp(-Z_n)) \| \leq C_4 \|Y_n\| \cdot \|Z_n\|$$

for some $C_4 > 0$ and all large $n$. Multiplying by $(2z_n)^{-1}$ and applying (6.3) we see that

$$\lim_{n \to \infty} (2z_n)^{-1}g(\exp(X_n) - \exp(\theta(X_n))) = \lim_{n \to \infty} (2z_n)^{-1}g(\exp(Y_n)(\exp(Z_n) - \exp(-Z_n)).$$

Remembering the definition of $Z_n$, we see that the second limit is $gW$ by (6.2) and (6.4).

**Lemma 6.2.** The set

$$\bigsqcup_{[\alpha: \beta] \in \mathbb{CP}^1} \{[\alpha: \beta]\} \times G_{\alpha/\beta} \subseteq \mathbb{CP}^1 \times \text{SL}(2n, \mathbb{C})$$

is a complex submanifold, and the projection from it to $\mathbb{CP}^1$ is a submersion.

**Proof.** This follows from the fact that the Lie algebras of the $G_z$ form a complex analytic subbundle of the trivial bundle with fiber $\mathfrak{sl}(2n, \mathbb{C})$, and from the elementary theory of the exponential map. □
Proposition 6.3 ([Ser56, Proposition 7, p.12]). The analytic closure of the image of a regular map between complex affine varieties is Zariski closed.

Proposition 6.4 ([Mil68, p. 13]). If a complex affine variety in $\mathbb{C}^n$ is a complex submanifold of $\mathbb{C}^n$, then it is nonsingular as a variety.

Proof of Proposition 4.2. Consider the regular map
\[
\mathbb{C}^* \times G_1 \longrightarrow \mathbb{C}^* \times \text{SL}(2n, \mathbb{C})
\]
defined by
\[
(w, g) \longmapsto (w^2, d(w)gd(w)^{-1})
\]
The image is
\[
(6.6) \bigcup_{z \in \mathbb{C}^*} \{[z:1]\} \times G_z.
\]
This is closed in the analytic topology, and therefore also in the Zariski topology, by Proposition 6.3. The image is smooth (indeed complex) submanifold, and therefore also a nonsingular subvariety by Proposition 6.4.

Proof of Proposition 4.5. Recall that $G$ is the Zariski closure of the set (6.6) in $\mathbb{P}^1 \times \text{SL}(2n, \mathbb{C})$. By Proposition 4.2 whose proof we just completed, the set (6.6) is already closed in $\mathbb{C}^* \times \text{SL}(2n, \mathbb{C})$, so when $\alpha/\beta \neq 0, \infty$ the fiber of $G$ over $[\alpha: \beta]$ is $G_{\alpha/\beta}$, as required. By Proposition 6.3 the Zariski closure is the analytic closure, so the computation of the fibers over the remaining two points of $\mathbb{P}^1$ is handled by Lemma 6.1.

Proof of Proposition 4.6. According to Lemma 6.2, $G$ is a smooth submanifold of $\mathbb{P}^1 \times \text{SL}(2n, \mathbb{C})$, and so by Proposition 6.4 it is a nonsingular subvariety. The projection to $\mathbb{P}^1$ is once again a submersion of smooth manifolds, and therefore also a smooth morphism.
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