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Abstract

In addition to high accuracy, robustness is becoming increasingly important for machine learning models in various applications. Recently, much research has been devoted to improving the model robustness by training with noise perturbations. Most existing studies assume a fixed perturbation level for all training examples, which however hardly holds in real tasks. In fact, excessive perturbations may destroy the discriminative content of an example, while deficient perturbations may fail to provide helpful information for improving the robustness. Motivated by this observation, we propose to adaptively adjust the perturbation levels for each example in the training process. Specifically, a novel active learning framework is proposed to allow the model to interactively query the correct perturbation level from human experts. By designing a cost-effective sampling strategy along with a new query type, the robustness can be significantly improved with a few queries. Both theoretical analysis and experimental studies validate the effectiveness of the proposed approach.

Introduction

Deep Neural Networks (DNNs) have achieved great success in many tasks with high accuracy (Krizhevsky, Sutskever, and Hinton 2012; He et al. 2015; Sutskever, Vinyals, and Le 2014; Silver et al. 2017). On the other hand, deep models are less robust when applied to datasets with noise perturbations (Szegedy et al. 2013; Alzantot et al. 2018; Hendrycks and Dietterich 2019). Much research has been devoted to mitigating this issue in recent years (Geirhos et al. 2018; Rusak et al. 2020; Tramer et al. 2020; Hendrycks et al. 2019a; Mao et al. 2019; Hendrycks et al. 2019b; Zhang 2019). Roughly speaking, existing studies are trying to improve the model robustness by handling two different categories of perturbations. One is adversarial perturbations, which are maliciously designed to fool the models under some distance constraint (e.g. $\ell_\infty$ distance (Madry et al. 2017) or Wasserstein distance (Wong, Schmidt, and Kolter 2019)), while the appearance contents are preserved. The other one is corruption perturbations, which are usually incidentally generated during the process of data collection and editing (e.g. Gaussian noise (Chapelle et al. 2001), motion blur (Hendrycks and Dietterich 2019)).

In this paper, we focus on the latter case and try to handle corruption perturbations for improving the model robustness. Corruption perturbation problem is becoming a ubiquitous challenge in various applications (Hendrycks and Dietterich 2019; Michaelis et al. 2019). More and more systems based on deep learning have been deployed to real-world applications. They are typically trained and evaluated in laboratory environments. However, extensive and unexpected noises exist in real environments, which may cause serious failures if the models are not robust enough. For example, autonomous vehicles need to be able to cope with wildly varying outdoor conditions such as fog, frost, snow, sand storms, or falling leaves (Michaelis et al. 2019). Likewise, speech recognition systems should perform well regardless of the additive noise or convolutional distortions (Qian et al. 2016).

Training DNNs on perturbed examples is the primal approach to improve the model robustness (Carlini et al. 2019; Hendrycks et al. 2019b). Representative methods include noise injection (Grandvalet, Canu, and Boucheron 1997) and PGD-based robust training (Madry et al. 2017). However, most of the existing methods assign a fixed level of perturbations (e.g. fixed radius in $\ell_\infty$ norm-bounded perturbations or bandwidth in Gaussian noise) to all examples, ignoring the fact that each example has its own intrinsic tolerance to noises. In fact, excessive perturbations would destroy the class-distinguishing feature of an example, while deficient perturbations may fail to provide helpful information for improving the robustness. Intuitively, some examples are closer to the decision boundary, where tiny perturbations could change their labels, while some others are far away from the decision boundary and may tolerate higher levels of perturbation. As shown in Figure 1, under the same perturbation, the discriminability of the corrupted images is significantly different, if the original images have different intrinsic robustness. A higher-quality image is likely to be able to tolerate heavier perturbations.

Several recent works in the literature seek to adjust the perturbation levels for different examples according to prediction loss (Cheng et al. 2020; Sitawarin, Chakraborty, and Wagner 2020; Zhang et al. 2020). While it is intuitively reasonable to assign higher perturbations to examples with smaller losses,
A novel framework AQPL is proposed to improve model robustness via querying the perturbation level of examples. It is a new attempt to improve the model robustness by interacting with human experts.

An effective strategy is proposed to actively select the most useful example for perturbation level correction, which significantly reduces the query numbers for robust training.

A cost-effective query type is designed to allow human experts to easily decide the proper perturbation level of an image with low annotation cost.

Figure 1: The influence of the same perturbation \( \mathcal{N}(0, \sigma^2 I) \), where \( \sigma = 0.23 \) on images with different intrinsic robustness. The three perturbed images are generated by corrupting the three original images respectively with the same perturbation.
that are robust and interpretable will require explicitly encoding human priors into the training process (Ilyas et al. 2019). In this paper, while we focus on improving model robustness via active querying, our active learning framework can also be extended to tackle the adversarial risk minimization problem.

**Active learning.** Active learning has achieved a great success for learning with limited labeled data. Most researches focus on designing effective sampling strategies to make sure that the selected examples can improve the model performance most (Fu, Zhu, and Li 2013). During the past decades, many criteria have been proposed for selecting examples (Fu, Zhu, and Li 2013; Huang, Jin, and Zhou 2010; Lewis and Gale 1994; Seung, Opper, and Sompolinsky 1992; You, Wang, and Tao 2014; Geman, Bienenstock, and Doursat 1992; Roy and McCallum 2001). Among of these approaches, some of them prefer to select the most informative examples to reduce the model uncertainty (Lewis and Gale 1994; Seung, Opper, and Sompolinsky 1992; You, Wang, and Tao 2014), while some others prefer to select the most representative examples to match the data distribution (Geman, Bienenstock, and Doursat 1992; Roy and McCallum 2001). Moreover, some studies try to combine informativeness and representativeness to achieve better performance (Huang and Zhou 2013; Huang, Jin, and Zhou 2010). Standard active learning methods often ask the oracle to annotate data examples (Fu, Zhu, and Li 2013). Huijser and van Gemert (2017) tries to improve the classification model by asking for annotations of decision boundary. Similarly, our approach attempts to improve the model robustness by querying for annotations of perturbation level.

**The Proposed Approach**

In this section, we first formalize the framework for improving model robustness via active querying, and then introduce the proposed AQPL approach in detail, followed by the theoretical analysis on the active selection strategy.

**Problem Setting**

We denote by $\mathcal{D}$ the clean dataset with $n$ examples, i.e., $\mathcal{D} = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}$, where $x_i \in \mathbb{R}^d$ is the feature vector and $y_i \in \{1, \ldots, K\} =: \mathcal{Y}$ is the ground-truth label. We also denote by $\mathcal{C}$ the dataset with common corruptions (e.g. ImageNet-C), i.e., $\mathcal{C} = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}$, where $x_i$ is the corrupted instance of $x_i$ with perturbations.

A model $F_\theta(x) : \mathbb{R}^d \rightarrow \mathcal{Y}$ parameterized by $\theta$ can be trained with the clean dataset $\mathcal{D}$, which however is usually less robust when applied to $\mathcal{C}$ due to the unseen corruptions. To address this issue, the mainstream methods try to train models with noise to improve the robustness against corruption perturbations. Formally, as done in (Chapelle et al. 2001; Gilmer et al. 2019; Rusak et al. 2020), we can improve the classifier $F_\theta$ by minimizing the cross-entropy loss $\mathcal{L}$ on clean dataset $\mathcal{D}$ with additive noise:

$$\min_\theta \sum_{i=1}^{n} \left[ \mathbb{E}_{\varepsilon \sim P(\sigma)} \left[ \mathcal{L} \left( F_\theta (x \varepsilon \varepsilon_i) , y_i \right) \right] \right],$$

where $\varepsilon$ is the random noise generated according to the noise distribution $P(\sigma)$, and $\sigma$ is the perturbation level controlling the intensity of the noise. Here $P(\sigma)$ can be any general noise distribution. Obviously, by minimizing the loss function, the classifier $F_\theta$ will be optimized to correctly recognize the examples perturbed by noise. In previous methods (Madry et al. 2017; Rusak et al. 2020; Gilmer et al. 2019), $\sigma$ is either kept fixed or chosen uniformly from a fixed set of standard deviations. However, as discussed above, it is impractical to set a global constant $\sigma$ for all examples, because each example has its own intrinsic robustness towards noises. Therefore, in this paper, we propose a more practical setting where each example has its own perturbation level. Formally, we introduce instance-dependent perturbation level $\sigma_i$ to generate noises for each $x_i$, and define a new loss function as follows:

$$\min_\theta \sum_{i=1}^{n} \left[ \mathbb{E}_{\varepsilon \sim P(\sigma_i)} \left[ \mathcal{L} \left( F_\theta (x_i + \varepsilon_i , y_i) \right) \right] \right].$$

Figure 2: The proposed AQPL framework. Based on the model trained on the corruption dataset, two examples with most excessive and most deficient perturbations are selected for querying. Then, the perturbation levels (indicated by black marker) are corrected to the proper perturbation levels (indicated by red marker) by the annotator. After that, the corruption dataset and the model are updated.
Obviously, image with stronger intrinsic robustness should receive higher values of $\sigma_i$, while image with weaker intrinsic robustness should receive lower values of $\sigma_i$. While the initialized perturbation levels are likely not to conform with the intrinsic robustness, we actively select the most useful examples and query their ground-truth information to adaptively correct the perturbation levels.

**Algorithm Detail**

The proposed framework AQPL is demonstrated in Figure 2. Firstly, all examples are assigned an initial perturbation level. Then at each iteration, based on the proposed conformity criterion, the two most useful examples (one with most excessive perturbation, and one with most deficient perturbation) are selected for perturbation level correction. After that, the oracle is asked to annotate a proper perturbation level that conform with the intrinsic robustness for the selected examples. Based on the queried information, the classification model will be updated, which can improve the robustness of the model as much as possible at a lower cost.

Formally, we define a triplet $(x, y, \sigma)$ for each training example, which consists of the feature instance, the label and the instance-dependent perturbation level. Then the triplet dataset $T$ with $n$ examples is defined as follows:

$$T := \{(x_1, y_1, \sigma_1), (x_2, y_2, \sigma_2), \ldots, (x_n, y_n, \sigma_n)\}. \quad (3)$$

Next, we will discuss how to select the most useful examples from $T$ to query the perturbation level. As discussed before, neither excessive nor deficient perturbation is helpful to improve the model robustness. If an example falls into these cases, then its perturbation should be corrected to a proper level to conform with its intrinsic robustness. Therefore, given a triplet $(x, y, \sigma)$, the conformity $s(\sigma)$ of the perturbation to an example $x$ can be defined as the perturbation level change before and after querying:

$$s(\sigma) := \sigma - \sigma_o, \quad (4)$$

where $\sigma_o$ is the optimal perturbation level of $x$, which corresponds to the maximum perturbation that the oracle can bear to identify the semantic contents of an image. Intuitively, the larger difference between the current perturbation level and the optimal perturbation level, the more helpful information it may gain with the correction. This motivates us to select the examples that are least conform with its intrinsic robustness.

However, we cannot get the optimal level $\sigma_o$ before active queries. That is why we have to find a surrogate of the conformity $s(\sigma)$. Inspired by randomized smoothing (Cohen, Rosenfeld, and Kolter 2019), we define the classification entropy to estimate the conformity of the perturbation level for an example. Specifically, for an example $x$, we firstly generate $M$ noise instances with additive Gaussian noise $\mathcal{N}(0, \sigma^2 I)$. And then, the current classifier $F$ will predict the classes of these $M$ noise examples. Intuitively, if the $M$ predictions are highly consistent (with small entropy), then it implies that the example $x$ has deficient perturbation. On the other hand, if the $M$ predictions are inconsistent (with large entropy), then it is likely that $x$ received excessive perturbation currently, and thus its perturbation level may need correction from the oracle.

Formally, suppose that we have a classifier $F$ and an input $x$, the probability of being classified as class $k$ under perturbations is $p_k := \mathbb{P}(F(x + \epsilon) = k)$, where $\epsilon \sim \mathcal{P}(\sigma)$ and the noise distribution $\mathcal{P}(\sigma)$ can be any general noise distribution. Without loss of generality, we choose $\mathcal{P}(\sigma) = \mathcal{N}(0, \sigma^2 I)$ as an example in this paper. Then the classification entropy can be defined as follows:

$$H := -\sum_{k=1}^{K} p_k \ln(p_k), \quad (5)$$

where the probability $p_k$ is estimated using Monte Carlo sampling as discussed above.

Figure 3 presents an example to show the relation between the perturbation level and classification entropy. It can be observed that with an excessive perturbation, the classifier (corresponding to the black circle) will produce uncertain predictions with a large entropy, while with a deficient perturbation, the classifier (corresponding to the red circle) will produce consistent predictions with a small entropy. Based on the classification entropy, we then select the two examples with least conformities (one with most excessive perturbation and one with most deficient perturbation) to query their correct perturbation levels from the oracle.

Next we discuss how to let the oracle decide the proper perturbation level for the selected examples. Intuitively, if the corrupted image is difficult for a human annotator to identify its semantic content, then it is likely that the image is suffering from excessive perturbation. For the selected example $x^*$, we generate a series of noise images from the clean instance by varying the perturbation level from the minimum $\sigma_{min}$ to the maximum $\sigma_{max}$ with interval of $\alpha$. Among which, the oracle is asked to choose the image that is at the threshold of identifying its semantic content. Then the corresponding perturbation level of this image is annotated as the optimal perturbation level for the queried example $x^*$. This annotation process is illustrated in the dashed rectangle in Figure 2. Among the noise images generated from the selected example, the black marker indicates the one generated with the current perturbation level, while the red marker indicates the optimal perturbation level annotated by the oracle.
After the querying, the triplet with corrected perturbation level is added into the training set for updating the model. Moreover, to improve the efficiency of learning, we also query the most acceptable perturbation level for two mini batches of examples with maximum and minimum entropy. At last, we update \( \theta \) by minimizing Eq \ref{eq:objective} until query budget or expected performance reached. Note that to maintain high accuracy on clean data, we only perturb 50\% of the training dataset, this analysis gives some insights into the behavior of the proposed surrogate, and how this strategy successfully reduces the query number for robust learning.

For the definition of conformity in Eq \ref{eq:conformity}, if we know the optimal perturbation level \( \sigma^* \), the triplet with largest or smallest value of conformity \( s(\sigma) \) will be selected by the proposed algorithm. In other words, the perturbation level that changes the most before and after querying is of our interest. With the proposed method to estimate \( s(\sigma) \) by the classification entropy \( H \) in Eq \ref{eq:entropy}, we can get the following theorems.

**Theorem 1.** Consider the case of one-layer feed-forward network for binary classification \( F(x) = \text{sign}(f(x)) \) and \( f(x) = w^T x + b \), where \( w \in \mathbb{R}^d \) and \( b \in \mathbb{R} \). For any \( x \in \{ x : f(x) \neq 0 \} \), suppose that \( P(\sigma) = \mathcal{N}(0, \sigma^2 I) \) and its current perturbation level \( \sigma \) is \( (0, \infty) \), then we have

\[
\sigma \propto H. \tag{6}
\]

The proof can be found in the supplementary material. Further, if there is an oracle classifier \( F_\theta(x) \), then for the optimal perturbation level \( \sigma_o \), we have

\[
P(F_\theta(x + \varepsilon_o) = c) = \tau, \tag{7}
\]

where \( \varepsilon_o \sim P(\sigma_o) \) and \( \tau \) is some sufficient large value (e.g. 99.73\% for the empirical rule \cite{pukelsheim1994}). Then for any fixed \( \sigma_o \) and \( \tau \), we have following theorem.

**Theorem 2.** Consider the case of one-layer feed-forward network for binary classification \( F(x) = \text{sign}(f(x)) \) and \( f(x) = w^T x + b \), where \( w \in \mathbb{R}^d \) and \( b \in \mathbb{R} \). For every \( x \in \{ x : f(x) \neq 0 \} \) and its corresponding optimal perturbation level \( \sigma^* \), suppose that \( P(\sigma) = \mathcal{N}(0, \sigma^2 I) \) and its current perturbation level \( \sigma \) is \( (0, \infty) \). If \( w^T w_o \neq 0 \), then we have

\[
\sigma_o \propto -H. \tag{8}
\]

The proof can be found in the supplementary material. Then we can further get the relation between the conformity \( s(\sigma) := \sigma - \sigma_o \) and the classification entropy \( H \) with the following corollary.

**Corollary 2.1.** Consider the case of linear binary classifier \( F(x) = \text{sign}(f(x)) \) and \( f(x) = w^T x + b \), where \( w \in \mathbb{R}^d \) and \( b \in \mathbb{R} \). For every \( x \in \{ x : f(x) \neq 0 \} \) and its corresponding optimal perturbation level \( \sigma^* \) for the oracle classifier \( F_\theta(x) = \text{sign}(w_o^T x + b_o) \), suppose that \( P(\sigma) = \mathcal{N}(0, \sigma^2 I) \) and its current perturbation level \( \sigma \) is \( (0, \infty) \). If \( w^T w_o \neq 0 \), then we have

\[
\sigma - \sigma_o \propto H. \tag{9}
\]

With Corollary \ref{corollary:2.1} it can be observed that the conformity of a perturbation level to an example is directly proportional to the classification entropy. In other words, based on the classification entropy \( H \) of example \( x \), we can effectively select the examples which are most helpful for improving the robustness after correcting their perturbation levels.

**Experiments**

**Settings**

To validate the effectiveness of the proposed approach, we perform experiments on six datasets. Specifically, we train the model on MNIST \cite{lecun1998}, CIFAR10 \cite{krizhevsky2009}, Tiny-ImageNet \cite{yao2015} and Tiny-ImageNet \cite{hendrycks2019}, and test on MNIST-C \cite{mu2017}, CIFAR10-C \cite{hendrycks2019}, Tiny-ImageNet-C \cite{hendrycks2019}. We employ ResNet18 model \cite{he2016} as the base model to implement our approach as well as other compared methods.

We respectively examine the effectiveness of our approach with regard to the active sampling strategy and the querying method. To validate the effectiveness of the sampling
strategy, we compare the following methods in the experiments: i) **Random**: it selects examples at random. ii) **Clean-uncertainty**: it selects the examples with largest uncertainty of clean example predictions (Lewis and Gale 1994). iii) **Noise-uncertainty**: a reasonable extension of the last strategy. It selects the examples with largest expected uncertainty of noise example predictions. iv) **AQPL (ours)**: the proposed approach. It selects the examples with most unsuitability of noise to examples.

Moreover, to validate the effectiveness of the querying method, the following methods are compared: i) **Standard**: the model are trained only on clean datasets. ii) **GNT** (Rusak et al. 2020): it uses a fixed perturbation level to perturb 50% of the training data with Gaussian noise within each batch, and trains the model with clean data and noise data. iii) **CAT** (Cheng et al. 2020): it adaptively customizes the perturbation level according to whether the model has capacity to robustly classify the example. iv) **AQPL-GNT (ours)**: the proposed approach. It corrects perturbation levels by interacting human experts, which based on the training model of GNT. v) **AQPL-CAT (ours)**: the proposed approach. It corrects perturbation levels by interacting human experts, which based on the training model of CAT.

For all active learning methods, $M$ is set to 50, and we fix the query batch size $B$ to 100 on CIFAR10 and MNIST, and 500 on Tiny-Imagenet at each active querying iteration. In annotation process, the parameters $\sigma_{\min}$, $\sigma_{\max}$ and $\alpha$ are respectively set to 0, 0.9 and 0.01. More hyper-parameters and experimental details can be found in the supplementary material.

**Performance comparison**

We plot the accuracy curves of the proposed AQPL approach and compared methods with the number of queries increasing. The results with Gaussian noise are shown in Figure 4. Because of the space limitation, we present the detailed results with other types of noises in the supplementary material, and show the average results of 15 types of noise in Figure 5. The term "QueryNums" in all figures refers to the epoch of interactions with the oracle, and two batches of examples are queried from the oracle at each epoch. It is worthy to note that when comparing with other methods, we use the same base model and query batches of the same size to update the base model for fair comparison. In addition, when the query number is 0, all perturbation levels have not been updated, and the initial value is the performance of GNT.

From Figure 4 and 5, we can observe that the proposed AQPL approach outperforms the other methods in all cases. AQPL can achieve higher accuracy with fewer queries on corruption datasets. The random method, which selects examples at random, can improve the model robustness by querying perturbation levels. This phenomenon implies that it is a reasonable way to improve model robustness by cor-
recting perturbation levels with queried information. It is observed that the clean-uncertainty method performs poorly in most cases. One possible reason is that if the model is much uncertain about the clean example itself, then changing the perturbation level will not improve the model robustness. The noise-uncertainty method can always achieve suboptimal performance because noise examples with high uncertainty often need to adjust the perturbation level. The results in Figure 4 and 5 are consistent in general, validating that the proposed AQPL can effectively improve the model robustness with fewer queries against different types of noises.

To further validate the effectiveness of the querying method, we also show the Top-1 accuracy achieved by different methods on different corruption datasets in Table 1. It is worthy to note that the proposed AQPL-GNT and AQPL-CAT methods respectively use GNT (Rusak et al. 2020) and CAT (Cheng et al. 2020) as the based model, and the mean results over 10 queries are recorded. First of all, the standard method can always achieve the best performance on the clean test set, while performs poorly on corruption datasets. When comparing with the method that only trains on the clean datasets, the GNT method, which trains with Gaussian noise with a fixed perturbation level, significantly improves the model robustness against various noises. The CAT method has higher performance on corruption datasets than GNT by adaptively customizing the perturbation levels of examples, which implies that it is important to adaptively adjust the perturbation levels for different examples in the training process. Moreover, by allowing to query the ground-truth information on the perturbation level, the proposed approaches AQPL-GNT and AQPL-CAT can further improve the performances of GNT and CAT respectively. Most importantly, it can be observed that the proposed approach AQPL-CAT outperforms the other methods in most cases with regard to both Gaussian noise and the other 15 types of noise. Note that, when comparing with the method CAT that also adjusts perturbation level according to whether the current model has the capacity to robustly classify the examples, the AQPL-CAT can still achieve better performance. On one hand, the supervised information provided by the oracle is more reliable. On the other hand, human experts correct perturbation levels more efficiently and directly.

In summary, these results consistently demonstrate that the proposed AQPL approach can effectively improve the model robustness by actively querying the correct perturbation level from the oracle, while the sampling strategy can efficiently select the most useful examples to reduce the querying cost.

**Discussion**

Similar to many existing studies, the experiments are performed on image datasets in this paper. The results show that, by actively querying the supervised information about the perturbation level, model robustness against corruption perturbations on image classification tasks can be improved efficiently. In principle, the proposed method can be applied to any type of data. One challenge is that it could be difficult for human annotators to select a proper perturbation level for non-visual data. If the non-visual data can be easily visualized, such as VisArtico (Ouni, Mangeonjean, and Steiner 2012) for articulatory data, the method is still applicable. It would be an interesting future work to design feasible interfaces for annotators to decide the perturbation level for non-visual data.

In this paper, we focus on the corruption perturbations both in our theoretical and experimental analysis. We believe that corruption perturbations commonly occur in real tasks. On the other hand, it would be interesting to extend the study for improving adversarial robustness. Actually, the average-case robustness under a specific noise distribution could bring non-negligible adversarial robustness (Wong and Kolter 2020). More importantly, the optimal perturbation level for a clean example considered in this paper, essentially, represents an adversarial (worst-case) noise distribution on the example with regard to the oracle.

**Conclusion**

In this work, we propose a novel active learning framework to improve the model robustness by querying the conform perturbation levels. On one hand, instead of assuming a fixed noise for the whole training set, the perturbation levels are adjusted adaptively for different examples during the training process. On the other hand, by estimating the conformity with classification entropy, the most useful examples are actively selected to achieve effective learning with lower annotation cost. Both theoretical and empirical results validate the effectiveness of the proposed approach. In the future, we plan to extend the framework to handle adversarial perturbations.

### Table 1: The Top-1 accuracy of different methods on different corruption datasets.

| Dataset               | Type   | Method          | Standard | GNT   | CAT   | AQPL-GNT | AQPL-CAT |
|-----------------------|--------|-----------------|----------|-------|-------|----------|----------|
|                       | Clean  |                 | 99.29%   | 97.32%| 98.43%| 99.21%   | 99.23%   |
|                       | Gaussian |                | 16.06%   | 84.46%| 98.14%| 96.31%   | 97.90%   |
|                       | All    |                 | 65.34%   | 71.57%| 80.11%| 78.78%   | 80.42%   |
| MNIST-C               | Clean  |                 | 95.05%   | 94.87%| 86.42%| 94.83%   | 94.75%   |
|                       | Gaussian |               | 43.23%   | 71.62%| 82.78%| 82.19%   | 86.69%   |
|                       | All    |                 | 74.24%   | 79.59%| 71.15%| 82.02%   | 83.33%   |
| CIFAR10-C             | Clean  |                 | 57.84%   | 56.14%| 48.62%| 56.60%   | 55.51%   |
|                       | Gaussian |              | 19.27%   | 21.90%| 27.98%| 25.12%   | 31.72%   |
|                       | All    |                 | 9.99%    | 14.04%| 23.77%| 24.82%   | 27.19%   |
| Tiny-Imagenet-C       | Clean  |                 | 99%      | 14%   | 96%   | 99%      | 98%      |
|                       | Gaussian |            | 27%      | 21%   | 94%   | 29%      | 32%      |
|                       | All    |                 | 77%      | 62%   | 83%   | 78%      | 57%      |
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