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Abstract

The problem of mass diffusion in layered systems has relevance to applications in different scientific disciplines, e.g., chemistry, material science, soil science, and biomedical engineering. The mathematical challenge in these type of model systems is to match the solutions of the time-dependent diffusion equation in each layer, such that the boundary conditions at the interfaces between them are satisfied. As the number of layers increases, the solutions may become increasingly complicated. Here, we describe an alternative computational approach to multi-layer diffusion problems, which is based on the description of the overdamped Brownian motion of particles via the underdamped Langevin equation. In this approach, the probability distribution function is computed from the statistics of an ensemble of independent single particle trajectories. To allow for simulations of Langevin dynamics in layered systems, the numerical integrator must be supplemented with algorithms for the transitions across the discontinuous interfaces. Algorithms for three common types of discontinuities are presented: (i) A discontinuity in the friction coefficient, (ii) a semi-permeable membrane, and (iii) a step-function chemical potential. The general case of an interface where all three discontinuities are present (Kedem-Katchalsky boundary) is also discussed. We demonstrate the validity and accuracy of the derived algorithms by considering a simple two-layer model system and comparing the Langevin dynamics statistics with analytical solutions and alternative computational results.
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1 Introduction

Brownian motion of particles and molecules in inhomogeneous media can be described by a diffusion equation for the probability distribution function (PDF), \( p(\vec{r}, t) \), at coordinate \( \vec{r} \) and time \( t \) [1]:

\[
\frac{\partial p(\vec{r}, t)}{\partial t} = \nabla \cdot \left[ D(\vec{r}) \nabla p(\vec{r}, t) - \frac{D(\vec{r})}{k_B T} \vec{f}(\vec{r}) p(\vec{r}, t) \right],
\]  

(1.1)
where $k_B$ is Boltzmann’s constant, and $T$ is the temperature which is assumed to be uniform throughout the system. In Eq. (1.1), $D(\vec{r})$ denotes the coordinate-dependent diffusion coefficient, while $f(\vec{r})$ is the total regular force (i.e., excluding random molecular collisions that cause the diffusive dynamics) acting on the Brownian particle. Obviously, a continuous position-dependent $D(\vec{r})$ can only be defined if the diffusion coefficient does not exhibit strong variations on length scales of the order of the particle’s size. A simple example where this criterion is not met, is the case of a colloidal particle of size $R_c \sim 10 - 10^3$ nm intersecting a thin interface, of the size of a single molecular layer, between immiscible fluids such as water and oil. Typically, the oil is much more viscous than the water and, thus, the diffusion coefficient of the particle in it is much smaller than on the aqueous side. In general, the solubility of the particle may be very different in the water and oil compartments, implying that it also experiences a force at the interface pulling it toward the medium with a lower chemical potential.

A water-oil interface constitutes an example of a layered system with a sharp, essentially discontinuous, boundary between media with distinct diffusion constants. Within each layer, the PDF can be found by solving the partial differential equation (PDE) (1.1) with a constant $D$, and the transition between the layers is accounted for by introducing appropriate boundary conditions (to be discussed below) that the PDFs in the different layers satisfy. Note that the diffusing particle is assumed to be point-like in this continuum description, which is applicable only to length scales much larger than $R_c$. The solutions may be found analytically by, e.g., separation of variables or the Laplace transform method, or numerically through some kind of a discretization scheme, e.g., finite elements, finite differences, and the marker cell method [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. As the number of layers and boundaries becomes larger, the calculation of $p(\vec{r}, t)$ becomes increasingly complicated, which calls for further development of solution methods of diffusion problems in multi-layered systems. In a recent study, we considered the problem of drug release from a drug eluting stent (layer 1) into the artery (layer 2) across a semi-permeable thin membrane (boundary) [16]. We presented a novel approach for finding the time-dependent PDF, which is based on generating a large ensemble of statistically-independent single-particle trajectories using Langevin Dynamics (LD) simulations. In each layer, the trajectory is computed using the statistically-reliable Grønbech-Jensen and Farago (GJF) algorithm [17, 18], which is supplemented with an algorithm describing how to treat a crossing event of the interface between the layers. We found agreement between our computational results and analytical solution of the very same model [19]. Here, we expand our previous work and present a set of such algorithms for crossing different types of commonly encountered boundaries. These include interfaces with (i) a discontinuity in $D$, (ii) a thin semi-permeable membrane, and (iii) an imperfect contact with discontinuity in the chemical potential resulting in a delta-function force. We test each of the algorithms on a simple model system of a particle starting on one side of the interface and spreading across the system (see fig. 1). In cases (i) and (iii) we compare our results with the analytical solution of the problem, and in case (ii) with LD simulations of a similar system that explicitly includes a thin membrane. In all cases, we obtain an excellent fit to the expected solutions. Finally, we consider the case where all three effects are present. Notice that while we study a two-layer system with a single boundary in this paper, the algorithms are applicable to any multi-layer system. In each layer, the trajectory is computed using the GJF integrator for LD, and upon crossing a boundary, the appropriate algorithm is applied. The simulations presented here were performed
on commonly available PCs within a modest CPU time of no more than a few hours.

2 Boundary conditions at interfaces

In what follows, we consider mass transport in a class of model systems consisting of two regions with diffusion coefficients $D_1$ and $D_2$, respectively, and an infinitesimally thin interface separating them at $x = 0$. A schematic of such a system is shown in fig. 1. In many application, one is only interested in mass transport in the $x$ direction (the coordinate perpendicular to the interface), which is characterized by the projected PDF, $p(x, t) = \int \int dz dp(\vec{r}, t)$. If the mass transport process is purely diffusive and the dynamics is not driven by any regular force (i.e., $f(x) = 0$ everywhere except, perhaps, at the boundaries), then the PDF in each region, $p_i(x, t)$ ($i = 1, 2$), is governed by

$$ \frac{\partial p_i}{\partial t} = D_i \frac{\partial^2 p_i}{\partial x^2}. $$

(2.1)

The PDFs in both regions must be matched at the interface $x = 0$, and two boundary conditions (BCs) must be specified. If mass is not lost or generated at the interface (no source or sink), then the probability flux, $J$, must be continuous on the interface for any $t > 0$

$$ J(0, t) = -D_1 \frac{\partial p_1}{\partial x} = -D_2 \frac{\partial p_2}{\partial x}. $$

(2.2)

The other BC to be specified at $x = 0$ depends on the nature of the interface. The transport of material in one of the directions can be completely blocked by placing a perfectly reflecting [$J(0, t) = 0$] or perfectly absorbing [$p(0, t) = 0$] barriers. Typically, however, we are interested at intermediate situations where neither the probability nor the the flux vanish. More specifically,
two types of interfaces are often considered in diffusion controlled setups. The first one is an “imperfect contact” [20] that imposes material partitioning across the boundary such that

\[ p_1(0, t) = \sigma p_2(0, t). \]  

(2.3)

where \( \sigma \) is known as the partition coefficient of the interface. Note that when \( \sigma = 1 \), the PDF exhibits no discontinuity at the boundary \( [p_1(0, t) = p_2(0, t)] \), which is then considered as a “perfect” one. The second commonly imposed BC describes the effect of a thin semi-permeable membrane which, similarly to Eq. (2.3), leads to a discontinuity in the probability. In the case of a semi-permeable thin membrane, the probability jump and the flux are related by \[ J(0, t) = P \left[p_1(0, t) - p_2(0, t)\right]. \]  

(2.4)

where \( P \) is known as the permeability of the membrane. Note that, when \( P \to \infty \), Eq. (2.4) reduces to the continuity condition: \( p_1 = p_2 \) (or, otherwise, the flux diverges), while \( P \to 0 \) corresponds to a perfectly reflecting boundary \( (J = 0) \).

In the most general case, the particle experiences all three effects (discontinuity in \( D \), imperfect contact, and the presence of a membrane) at the interface. In this case, one needs to impose the Kedem-Katchalsky (KK) BC that reads \[ J(0, t) = -D_1 \frac{\partial p_1}{\partial x} = -D_2 \frac{\partial p_2}{\partial x} = P \left[p_1(0, t) - \sigma p_2(0, t)\right]. \]  

(2.5)

3 Langevin Dynamics

3.1 Diffusion in homogeneous medium

At the heart of the proposed method for computing the PDF \( p(x, t) \) lies the alternative route to Eq. (2.1) for depicting particle diffusion, which is the Langevin equation of motion

\[ m \frac{dv}{dt} = -\alpha v + \beta(t) + f(x), \]  

(3.1)

where \( m \) and \( v = dx/dt \) denote, respectively, the mass and velocity of the diffusing particle. Langevin equation describes Newtonian dynamics under the action of (i) a regular force \( f(x) \), (ii) a friction force, \( -\alpha v \), and (iii) stochastic Gaussian thermal noise chosen from a normal distribution with zero mean, \( \langle \beta(t) \rangle = 0 \) and delta-function auto-correlation \( \langle \beta(t)\beta(t') \rangle = 2k_B T \alpha \delta(t-t') \). The friction coefficient, \( \alpha \), in Langevin equation and the diffusion coefficients, \( D \), in the corresponding diffusion equation, satisfy \( \alpha D = k_B T \), which is Einstein’s relation.

The idea is to compute \( p(x, t) \) from an ensemble of statistically-independent stochastic particle trajectories of duration \( t \). The distribution of \( x \) at \( t = 0 \) is drawn from the initial distribution \( p(x, 0) \). The trajectories \( x(t) \) are computed by performing discrete-time integration of Langevin equation (3.1). For this purpose, we use the GJF integrator [17, 18]

\[ x^{n+1} = x^n + b \left[dt v^n + \frac{dt^2}{2m} f^n + \frac{dt}{2m} \beta^{n+1}\right] \]  

(3.2)

\[ v^{n+1} = a v^n + \frac{dt}{2m} \left(a f^n + f^{n+1}\right) + \frac{b}{m} \beta^{n+1}, \]  

(3.3)
to advance the coordinate $x^n = x(t_n)$ and velocity $v^n = v(t_n)$ by one time step from $t_n = n\, dt$ to $t_{n+1} = t_n + dt$. In the above GJF equations (3.2)-(3.3), $f^n = f(x^n)$, and $\beta^n$ is a Gaussian random number satisfying

$$\langle \beta^n \rangle = 0; \quad \langle \beta^n, \beta^m \rangle = 2\alpha k_B T \delta_{n,m},$$ (3.4)

and the damping coefficients of the algorithm are

$$b = \frac{1}{1 + (\alpha\, dt/2m)}, \quad a = b\left[1 - (\alpha\, dt/2m)\right].$$ (3.5)

Generally speaking, numerical integration involves discretization errors which often scale linearly or quadratically with $dt$. The GJF integrator is chosen because of its unusual robustness against such errors, which is critical for achieving accurate statistics of configurational results even when the integration time step $dt$ is not vanishingly small. More specifically, the GJF integrator accomplishes statistical accuracy for configurational sampling of the Boltzmann distribution in closed systems; and it also provides the correct Einstein diffusion, $\langle x^2 \rangle = 2Dt$ (with $D = k_B T/\alpha$), of a freely diffusing particle in an unbounded system [17, 18, 25, 26]. Note that on time scales

$$t \ll \tau_{\text{ballistic}} = \frac{m}{\alpha},$$ (3.6)

Langevin’s dynamics is predominantly ballistic. In “smooth” systems, the GJF algorithm can be implemented in simulations with relatively large time steps $dt > \tau_{\text{ballistic}}$, and still produce accurate statistical results at asymptotically large times. By contrast, in “layered” systems, especially when encountering a discontinuity in $D(x)$ (see section 3.3 below), it is important to perform the simulations in the ballistic regime, i.e., with $dt < \tau$, in order to correctly mimic the imposed BCs at the interfaces between the layers.

### 3.2 Reflecting and absorbing boundaries

In addition to the interface at $x = 0$ shown in fig. 1, the system may be bound by reflecting and absorbing interfaces. These interfaces are treated in the LD simulations as follows: If the particle crosses a reflecting boundary at $x = L$, then its new position and velocity are redefined as follows:

$$x^{n+1} \rightarrow 2L - x^{n+1}, \quad v^{n+1} \rightarrow -v^{n+1},$$ (3.7)

which sets the new position of the “escaping” particle back within the boundaries of the systems and reverse its direction of propagation. Crossing an absorbing boundary is a special case of the imperfect contact BC (2.3) with $\sigma = 0$ or $\sigma \rightarrow \infty$ ($1/\sigma = 0$), where the PDF vanishes on one side of the interface. The discussion on this type of BC is given on section 3.5.

### 3.3 Transition between layers with different diffusion coefficients

The problem of moving in a medium with space-dependent diffusion coefficient, $D(x)$, invokes the so-called “Itô-Stratonovich dilemma” [27, 28, 29]. The dilemma refers to the ambiguity regarding the proper value of the diffusion coefficient to be used in discrete-time integration. The
correct choice is not a-priory clear because $D(x^n) \neq D(x^{n+1})$. Dealing with all the aspects of the dilemma is beyond the scope of this work, and we therefore provide here a limited review containing only the information necessary for understanding the algorithm for crossing a sharp interface. For a more detailed discussion on the Itô-Stratonovich dilemma, the reader is referred to our previous works [30, 31]

Obviously, it is desirable to run an algorithm that uses the friction coefficient at the beginning of the time-step, $\alpha(x^n) = k_B T / D(x^n)$. This is known as the Itô-convention [32] and, algorithmically, it is the simplest one since any other convention that also uses $\alpha(x^{n+1}) = k_B T / D(x^{n+1})$ involves an implicit integration method. However, using Itô’s convention to integrate Eqs. (3.2) and (3.3) would not lead to the correct statistics. More precisely, if the integration is performed with a time step in the diffusive regime $dt \geq \tau_{\text{ballistic}}$, a “spurious force” term, $\vec{f_s} = -k_B T \alpha'/\alpha$ must be added to the dynamics [33]. This is not a real physical force (as the name implies) and, thus, it has no influence on the equilibrium distribution to which the PDF relaxes at large times in closed systems. It nevertheless represents a real drifting effect of Brownian particles in the direction of lower friction. Without the spurious force term, the statistics becomes accurate only in the limit when $dt \to 0$ (i.e., when the time step $dt \ll \tau_{\text{ballistic}}$), but the rate of convergence to the continuous-time PDF with $dt$ may be quite slow [30]. This is because the drift which is generated by the spurious force is an inertial effect that takes place at the ballistic regime of the LD [31].

In layered systems, the friction function is a step-function and its derivative is the Dirac delta-function: $\alpha' = k_B T [1/D_2 - 1/D_1] \delta(x)$. This means that the spurious force $\vec{f_s} = -k_B T \alpha'/\alpha$ vanishes everywhere and has a singularity at $x = 0$, which raises the question how to treat it in the discrete-time integration. To state it differently, the question is how to reproduce the desired drifting effect at the interface without a spurious force. The solution is to avoid using the Itô convention for choosing the friction coefficient and replace it with a different one. This alternative convention, termed the “ballistic (inertial) convention”, is an explicit one and it yields the correct drifting effect at sharp interfaces (as well as in systems with smooth friction functions) [30, 31, 34]. In layered systems, the algorithm runs as follows:

1. If $x^n$ and $x^{n+1}$ are found on different sides of the interface located at $x = L$, then $x^{n+1}$ and $v^{n+1}$ need to be recalculated as follows:

   1. Calculate the ballistic position $x_b^{n+1} = x^n + v^n dt$

   2. Calculate the average friction coefficient along the ballistic trajectory

   $$\bar{\alpha} = \frac{\alpha(x^n) |x^n - L| + \alpha(x_b^{n+1}) |x_b^{n+1} - L|}{|x^n - L| + |x_b^{n+1} - L|}$$

   3. Advance the trajectory from $(x^n, v^n)$ to $(x^{n+1}, v^{n+1})$ by one step $dt$, according to Eqs. (3.2)-(3.5), with $\bar{\alpha}$.

Notice that in some rare cases, the new position $x^{n+1}$ will be found on the same side as $x^n$, but this is acceptable since small discretization errors are always present when encountering a discontinuity in $D$. Nevertheless, with the above ballistic convention, the rate of convergence to
the correct statistics in the limit $dt \to 0$ is markedly faster than that of the Itô convention and, therefore, one can use much larger time-steps without sacrificing the statistical accuracy of the results.

In order to demonstrate the accuracy of the above algorithm, we consider the system depicted in fig. 1 with an interface at $x = 0$ and delta-function initial distribution: $p(x, 0) = \delta(x - x^0)$. Assuming (i) continuity of the flux, Eq. (2.2), and (ii) continuity of the probability at a “perfect” contact, Eq. (2.3) with $\sigma = 1$, the analytical solution is (for $x^0 < 0$):

$$p(x, t) = \begin{cases} 
\frac{1}{\sqrt{4\pi D_1 t}} \exp \left[ -\frac{(x - x^0)^2}{4 D_1 t} \right] + \frac{A}{\sqrt{4\pi D_1 t}} \exp \left[ -\frac{(x + x^0)^2}{4 D_1 t} \right] & \text{for } x < 0 \\
\frac{B}{\sqrt{4\pi D_2 t}} \exp \left[ -\frac{(x - \tilde{x}^0)^2}{4 D_2 t} \right] & \text{for } x > 0,
\end{cases}$$

(3.8)

with

$$\tilde{x}^0 = x^0 \sqrt{D_2/D_1}, \quad A = \frac{1 - \sqrt{D_2/D_1}}{1 + \sqrt{D_2/D_1}}, \quad B = \frac{2}{1 + \sqrt{D_1/D_2}}.$$

Fig. 2 depicts this analytical solution at $t = 100$ (solid red line) for $x^0 = -5$ and

$$D(x) = \begin{cases} 
1 & x < 0 \\
0.1 & x > 0,
\end{cases}$$

(3.9)
along with the results of LD simulations that are based on $10^8$ trajectories. In the simulations, we set $m = 1$ and $k_B T = 1$. Thus, the friction coefficients in the layers are given by $\alpha_1 = k_B T / D_1 = 1$ and $\alpha_2 = k_B T / D_2 = 10$. The integration time step is chosen to be $dt = 0.01$, which is an order of magnitude smaller then the ballistic time in the more viscous layer ($\tau_{\text{ballistic}} = m / \alpha = 1/10$). All the trajectories start at $x^0 = -5$, and the initial velocity $v^0$ is drawn from the equilibrium Maxwell-Boltzmann (MB) distribution

$$\rho_{\text{MB}}(v) = \sqrt{\frac{m}{2\pi k_B T}} \exp \left( -\frac{mv^2}{2k_B T} \right). \quad (3.10)$$

The computational results are marked by circles and exhibit an excellent agreement with the analytical solution (3.8).

### 3.4 Transition of a semi-permeable membrane

The transport of material in the system can be controlled by placing a thin membrane with very low diffusivity, which slows down the flow of particles. In the limit when both the membrane diffusion coefficient, $D_m$, and width, $h$, vanish, the presence of the membrane can be represented by a boundary satisfying condition (2.4), where $P = D_m / h$ is the permeability, or the mass transfer coefficient, of the membrane [22]. Importantly, the material flux is assumed to be continuous across the boundary, which means that the limits $D_m \to 0$ and $h \to 0$ are taken such that the amount of material which is trapped inside the membrane is negligible. This is to be expected because the typical diffusion time of particles inside the membrane, $\tau_m \sim h^2 / D_m = h / P \to 0$, for any non-vanishing value of $P$.

In LD simulations, the mass flux BC (2.4) can be implemented by a simple transition rule that the trajectory crosses the boundary with probability $\Pi$, and is reflected from it with the complementary probability $1 - \Pi$. In the case of a reflection, Eq. (3.7) is used for calculating the coordinate and velocity after the time-step. In order to find the relationship between the transition probability of the simulations, $\Pi$, and the membrane permeability, $P$, we begin with the following standard derivation of Fick’s first law [35]. Let us denote by $J(x)$ the net probability flux crossing an imaginary interface at $x$. The net flux is the difference between the probability flux associated with particles moving from left to right in the positive direction, and the negative flux associated with particles moving from right to left: $J = J^+ - J^-$. The positive flux, $J^+(x)$, can be written as the product of the average thermal velocity, $v_{\text{th}}$, of particles moving rightward (i.e., particles with $v > 0$) and half the density of particles located slightly left to $x$ (which is where these particles are coming from):

$$J^+(x) = \frac{1}{2} p \left( x - \frac{l}{2} \right) v_{\text{th}} \approx \frac{v_{\text{th}}}{2} \left[ p(x) - \frac{l \partial p}{2 \partial x} \right]. \quad (3.11)$$

In the above equation, the density of particles residing left to $x$ is evaluated at $x - l/2$ ($l > 0$). The relationship between $l$ and the other system parameters will be determined later [see Eq. (3.15)]. The following should be also noted about Eq.(3.11): (i) The factor half arises from the physical assumption that the ensemble of particles is found at thermal equilibrium. Specifically,
at each point, the velocity distribution function of the particles is the Maxwell-Boltzmann (MB) one \((3.10)\), which means that only half of the particles residing left to \(x\) are moving in the right direction. (ii) From the MB distribution function we find that the average thermal velocity of those particles is

\[
v_{\text{th}} = 2 \int_0^\infty v \rho_{\text{MB}}(v) \, dx = \sqrt{\frac{2k_BT}{\pi m}},
\]

where the factor 2 here is due to the fact that the average is taken only over half of the population of particles. Similarly to Eq.\((3.11)\),

\[
J^-(x) = \frac{1}{2} p \left( x + \frac{d}{2} \right) v_{\text{th}} \simeq \frac{v_{\text{th}}}{2} \left[ p(x) + \frac{l}{2} \frac{\partial p}{\partial x} \right].
\]

The net flux is then

\[
J(x) = J^+(x) - J^-(x) = -\frac{v_{\text{th}} l}{2} \frac{\partial p}{\partial x},
\]

and by comparison with Fick’s first law, we identify that

\[
l = \frac{2D}{v_{\text{th}}}. \tag{3.15}
\]

The length \(l\) is often identified as the “mean free path” of the particles [35]. This is essentially the characteristic distance that the particle travels before encountering a random collision and acquiring a new random velocity. In the Langevin equation formalism, this is associated with the characteristic ballistic distance of the dynamics. Indeed, the mean free travel time can be estimates by \(\tau_{\text{free path}} = l/v_{\text{th}} = \pi (mD/k_BT) = \pi (m/\alpha) = \pi \tau_{\text{ballistic}},\) which up to a factor of \(\pi\) coincides with the ballistic time defined in Eq. \((3.6)\).

Let us assume that we have a barrier at \(x = L\) with (symmetric) crossing and reflection probabilities \(\Pi\) and \(1 - \Pi\), respectively. For simplicity, let us assume that the diffusion coefficients on both sides are the same. (We could continue the derivation without this assumption). Let us denote by \(J_1^+ = J_{1}^{\text{in}}\) and \(J_2^- = J_{2}^{\text{in}}\) the probability fluxes incoming to the interface from the left and right sides, respectively. The outgoing currents are given by \(J_1^- = (1 - \Pi)J_{1}^{\text{in}} + \Pi J_{2}^{\text{in}}\) and \(J_2^+ = (1 - \Pi)J_{2}^{\text{in}} + \Pi J_{1}^{\text{in}},\) which means that the net fluxes, \(J_1 = J_1^+ - J_1^-\) and \(J_2 = J_2^+ - J_2^-\), are

\[
J_1 = J_2 = \Pi \left( J_{1}^{\text{in}} - J_{2}^{\text{in}} \right). \tag{3.16}
\]

The fact that the fluxes on both sides of the barrier are equal to each other is not surprising since particles can only cross or be reflected from the barrier, but not to be eliminated or generated. Now, from Eq. \((3.11)\) we have that

\[
J_{1}^{\text{in}} = (v_{\text{th}} / 2) \cdot p_1(L - l/2) \simeq (v_{\text{th}} / 2) [p_1(L) - (l/2) \partial p_1 / \partial x]
\]

where \(p_1(L)\) is the probability density on the left side of the barrier. Similarly, from Eq. \((3.13)\), we get

\[
J_{2}^{\text{in}} = (v_{\text{th}} / 2) \cdot p_2(L + l/2) \simeq (v_{\text{th}} / 2) [p_2(L) + (l/2) \partial p_2 / \partial x],
\]
where $p_2(L)$ is the probability density on the right side. By subtracting the above expressions, we find that

$$J_{1}^{in} - J_{2}^{in} = \frac{v_{th}}{2} [p_1(L) - p_2(L)] - \frac{v_{th}l}{4} \left[ \frac{\partial p_1}{\partial x} + \frac{\partial p_2}{\partial x} \right].$$

(3.17)

From Eq. (3.14) and the fact that the net fluxes on both sides are the same, we conclude that the second term on the r.h.s. of Eq. (3.17) is equal to $J$ at the interface. Also, from Eq. (3.16) we conclude that the term on the l.h.s. of Eq. (3.17) is equal to $J/\Pi$. Thus, Eq. (3.17) can be also written as

$$J = \frac{v_{th}\Pi}{2(1 - \Pi)} [p_1(L) - p_2(L)] + J,$$

which leads to

$$\Pi = \frac{2P}{2P + v_{th}},$$

(3.18)

where $v_{th}$ is given by Eq. (3.12).

We notice from Eqs. (3.18) and (3.12) that the transition probability $\Pi$ in the LD simulations is a function of the mass of the particle $m$. This feature of the algorithm is nicely demonstrated in fig. 3, showing the PDF computed at $t = 100$ in the setup shown in fig. 1 with a semi-permeable boundary at $x = 0$. As in the example presented in fig. 2, we assume a delta-function initial distribution $p(x, 0) = \delta(x - x^0)$ with $x^0 = -5$, but in contrast to fig. 2, we here set $D_1 = D_2 = 1$ as we want to “separate” the semi-permeable membrane effect from the impact of the discontinuity in $D$. The decision whether the trajectory crosses the interface is done a-la Monte Carlo, i.e., by drawing a random number $R$ uniformly distributed between 0 and 1, and allowing crossing if $R \leq \Pi$. The black circles depict the results from simulations with $m = 1$ and $P = v_{th}/8$, in which case $\Pi = 1/5$. The red squares represent the results of simulations with $m^* = 4$ at the same temperature ($k_BT = 1$), which means that $v_{th}^* = v_{th}/2$. Since now $P = v_{th}/8 = v_{th}^*/4$, the crossing probability in the simulations is now set to $\Pi = 2P/(2P + v_{th}^*) = 1/3$, yielding results that are almost indistinguishable from those obtained in the simulations with $m = 1$ and $\Pi = 1/5$.

Unfortunately, the two-layer problem with a semi-permeable membrane and delta-function initial conditions cannot be solved analytically and presented in the same form as in Eq. (3.8). Therefore, in order to validate the algorithm, we performed another set of LD simulations where, rather than using a boundary with crossing probability $\Pi$, we explicitly introduced a thin membrane, of width $h = 0.05$, in the interval $|x| < h/2$. The simulations with the explicit presence of a membrane were performed according to the algorithm presented in section 3.3 for Langevin simulations with discontinuous diffusion coefficient. We set $D = 1$ for $|x| > h/2$ (i.e., in both layers) and $D_m = Ph = v_{th}h/8$ in the thin membrane, in order to match it with the simulations results described in the previous paragraph and depicted by black circles in fig. 3 for $m = 1$ and
Figure 3: The PDF, \( p(x, t) \), in a two-layer system with a semi-permeable membrane at \( x = 0 \) at time \( t = 100 \). The black circles show results of simulations with \( m = 1 \) and \( \Pi = 1/5 \), while the red squares show results of the same algorithm with \( m = 4 \) and \( \Pi = 1/3 \). The blue triangles depict the results of simulations with \( m = 1 \), where the boundary at \( x = 0 \) is replaced by a membrane of width \( h = 0.05 \) and diffusion coefficient \( D_m = v_{ch} h/8 \simeq 0.005 \), centered around \( x = 0 \).

\[ k_B T = 1. \] We thus set \( D_m = h(2k_B T/\pi m)^{0.5} \simeq 0.005 \) or \( \alpha_m = k_B T/D_m \simeq 200 \), which requires the simulations to be performed with a very small time step, \( dt = 0.001 \), which is smaller than the ballistic time in the thin membrane \( (\tau_{\text{ballistic, } m} = m/D_m = 0.005) \). The bound imposed on the simulation time step by the large friction coefficient of the membrane explains the utility of the above semi-permeable boundary algorithm, where much larger time steps can be used. Moreover, one also needs to account for the (small, yet non-negligible) fraction of particles that are trapped in the membrane, which is done by excluding from the statistics the trajectories where \( |x| < h/2 \) at the moment of the measurement. The results of the explicit-membrane simulations are presented with blue triangles in fig. 3. The agreement with the semi-permeable boundary algorithm simulations (black circles and red squares) is excellent, which proves the validity and accuracy of the algorithm.

### 3.5 Transition of an imperfect contact boundary

A non-perfect contact interface is a barrier that maintains a fixed ratio \( \sigma \) between the probability densities on both sides, see Eq. (2.3). This BC is essentially a detailed-balance condition. In a two-layer closed system with no external potential, equilibrium is achieved when the density in
each layer is uniform, and the ratio between them is

\[ \sigma = \frac{p_1}{p_2} = \exp \left( -\frac{\Delta \mu}{k_B T} \right) \]

where \( \Delta \mu = \mu_2 - \mu_1 \) is the chemical potential difference between the layers. The step-function chemical potential,

\[ \mu_{\text{step}}(x) = \Delta \mu H(x - L) \]  \hspace{1cm} (3.19)

[where \( H \) is the Heaviside function], produces a delta-function force at \( x = L \), the position of the imperfect contact interface. This resembles the case discussed in section 3.3 where a delta-function force has also been encountered; however, the difference is that here we deal with a real physical, not a spurious, singular force. The question, again, is how to account for such a force that vanishes everywhere. A plausible algorithm would be to resort to energy considerations, and check whether the particle has enough kinetic energy to cross the interface between the layers. Thus, if the particle arrives from the thermodynamically less favorable medium with higher chemical potential then its allowed to cross the interface, but if it arrives from the opposite side then it makes the transition only if it has enough kinetic energy to overcome the potential barrier: \( m(v^n)^2/2 \geq |\Delta \mu| \). The velocity of the particle after the transition is determined by energy conservation: \( (v^n)^2 + 2m\mu(x^n) = (v^{n+1})^2 + 2m\mu(x^{n+1}) \). If the particle arrives from the lower chemical potential side and has no sufficient energy to cross the barrier then it is reflected backward, and the algorithm for a reflecting boundary, see Eq. (3.7), is applied.

One may expect that the above algorithm for crossing a step-function energy barrier would reproduce the desired PDF when the time step is sufficiently small, i.e., for \( dt \ll \tau_{\text{ballistic}} \). This turns out not to be the case, as demonstrated in fig. 4 that shows results from simulations of the two-layer model system in fig. 1 with an imperfect contact surface at \( x = 0 \). The partition coefficient of the imperfect contact boundary is set to \( \sigma = 1/3 \). As in the examples studied in previous sections, we compute the PDF at \( t = 100 \) from \( 10^8 \) independent trajectories, all starting at \( x^0 = -5 \). As in section 3.4, we set \( D_1 = D_2 = 1 \). The blue squares depict the results of LD simulations of the above algorithm, while the solid red line shows the analytical solution, which takes the same form as in Eq. (3.8), with

\[ A = \frac{\sigma - 1}{\sigma + 1} \quad B = \frac{2}{\sigma + 1} \]

We observe that the computational results depart from the analytical solution and do not achieve the correct ratio \( \sigma \) between the densities on both sides of the interface.

The failure of the above algorithm to yield correct results is rooted in the lack of detailed-balance between the fluxes crossing the interface in both directions. If the velocity follows the Maxwell-Boltzmann distribution (3.10), then the above algorithm transfers a fraction 1 of the particles that fall down the potential gap, and a fraction \( \sigma < 1 \) (or \( 1/\sigma \), for \( \sigma > 1 \)) of the particles that climb from the lower to the higher potential side. This, however, is not sufficient to ensure detailed-balance if the system has not reached a steady-state yet. To preserve the ratio \( \sigma \) between the densities on both side of the interface for any time \( t \), the algorithm must also produce the
correct fluxes incoming to the interface from both sides. This, however, cannot be achieved by the above algorithm that, irrespective of $\sigma$, yields the same first crossing time statistics. In the limit $\sigma \to \infty$, for instance, we deal with a one-sided barrier, and from Eq. (2.3) we expect $p_1(0) = 0$. But with the above algorithm $p_1(0)$ does not vanish because, at any time $t$, there is a fraction of “surviving” trajectories reaching arbitrarily close to the surface.

The above argument suggests that the interface at $x = L$ must also have influence on nearby particles, even on those who have never reached it. This can be accomplished by replacing the step-function potential energy Eq. (3.19) with the following sharp piece-wise linear continuous function:

$$
\mu_{\text{linear}}(x) = \begin{cases} 
0 & x < L - \frac{l_1}{2} \\
\frac{\Delta \mu}{2} \left( \frac{x - L + l_1/2}{l_1/2} \right) & L - \frac{l_1}{2} < x < L \\
\frac{\Delta \mu}{2} \left( 1 + \frac{x - L}{l_2/2} \right) & L < x < L + \frac{l_2}{2} \\
\frac{\Delta \mu}{2} & x > L + \frac{l_2}{2},
\end{cases}
$$

(3.20)

where $l_i (i = 1, 2)$ is the mean free path in each layer [see Eqs. (3.15) and (3.12)]. The piece-wise linear potential (3.20) introduces a force, $f(x) = -d\mu_{\text{linear}}(x)/dx$, in a region of the size of the (average) mean free path $(l_1 + l_2)/2$, around the interface. As the mean free path is comparable to
the ballistic distance (see discussion above, section 3.4), the GJF equations (3.2)-(3.3) must be iterated with a sufficiently small time-step $dt < \tau_{\text{ballistic}}$. The resulting statistics must be corrected to account for the distortion of the step-function potentials energy. This is done by multiplying the computed PDF with an exponential weight function associated with the Boltzmann factors of the “step” and “linear” potentials

$$ w(x, t)_{\text{step}} = p(x, t)_{\text{linear}} \cdot \exp \left[ \frac{\mu_{\text{linear}}(x) - \mu_{\text{step}}(x)}{k_B T} \right], $$

and then normalizing the result

$$ p(x, t) = \frac{w(x, t)_{\text{step}}}{\int_{-\infty}^{\infty} w(x, t)_{\text{step}} \, dx}. $$

The results derived based on this algorithm are presented by black circles in fig. 4. They exhibit excellent agreement with the analytical solution which is plotted in red solid curve.

4 Summary

We presented a new computational method for solving diffusion problems in layered systems. The method is based on accumulating statistics from a large number of independent trajectories of LD simulations with friction coefficient $\alpha(x) = k_B T / D(x)$. For this purpose, algorithms for crossing the interfaces between the layers have been derived. In order to ensure that the simulations generate the correct BCs at the interfaces, the discrete-time integration of Langevin equation must be performed with a time-step which is smaller than the ballistic time of the dynamics. The physical basis for this requirement is the fact that the discontinuity in $D$ leads to an inertial drifting effect toward the medium with lower friction. In smooth systems, this effect can be accounted for by introducing a spurious force, but in layered systems the force is ill-defined (singular) and, therefore, the drifting effect must be reproduced explicitly by performing the simulations at the inertial (ballistic) regime of Langevin’s dynamics (see section 3.3). Similarly, a step-function chemical potential (representing distinct solubilities of the diffusing particle in the different layers) must be also approached with simulations of inertial LD. A discontinuity in the chemical potential result in a physical (not spurious) delta-function force, which must be approximated by a non-singular form within a region of the size of mean free ballistic distance around the discontinuity (section 3.5). Another type of interface encountered in many problems is that of a semi-permeable membrane, which can be represented in the LD simulations as a partially-reflecting interface with crossing probability $\Pi$ and a complementary reflection probability $1 - \Pi$ (section 3.4).

We presented examples demonstrating the validity and accuracy of the algorithms for three similar model systems (see fig. 1) where, in each one of them, only one of the three types of discontinuities (diffusion coefficient, semi-permeable membrane, chemical potential) is present. In general, however, all three effects may exist simultaneously. This general case is represented by the Kedem-Katchalsky (KK) BC Eq. (2.5). We conclude the discussion by presenting simulation results for the model system in fig. 1 with a KK interface at $x = 0$. Similarly to the above examples, we assume delta-function initial condition, $p(x, 0) = \delta(x - x^0)$, with $x^0 = -5$. In
the simulations we use the diffusion step-function Eq. (3.9) as in section 3.3. We set the KK parameters to \( P = \nu_{\text{th}}/8 \) (with \( m = 1 \)) as in section 3.4, and \( \sigma = 1/3 \) as in section 3.5. The effects of all the discontinuities can be detected in the results, which are presented in fig. 5. The PDF spreads to larger distances on the left layer \((x < 0)\), reflecting the fact that it has a larger diffusion coefficient than the right layer \((x > 0)\). Also, we observe that the probability to find the particle on the left layer, where it is initially located, is significantly larger than on the right layer. This is mainly due to the presence of the membrane impeding the transition of particles across the interface. Nevertheless, the probability density in the immediate vicinity of the interface is larger for \( x > 0 \) than for \( x < 0 \), which is due to the fact the the KK interface has a partition coefficient which is smaller than unity.
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