Diffusion in binary mixtures: an analysis of the dependence on the thermodynamic factor
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We study the diffusion process in binary mixtures using transition probabilities that depend on a mean-field potential. This approach reproduces the Darken equation, a relationship between the intrinsic and the tracer diffusion coefficients, $D_A$ and $D'_A$, through the thermodynamic factor $\Phi$ (a function of the derivative of the activity coefficient against molar fraction). The mean-field approach allows us to go beyond the Darken equation and separately specify the dependence of $D_A$ and $D'_A$ on the thermodynamic factor. We obtain that $\Phi$ appears in the expression for $D'_A$, but the intrinsic diffusivity $D_A$ turns out to be independent of $\Phi$. Experimental results taken from the literature on diffusion in metal alloys are consistent with this theoretical prediction.
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I. INTRODUCTION

Diffusion in solids is of crucial importance in material science. It is closely related to the durability of a compound, the conduction and transport properties, and it is applied to, for example, the design of new materials, the preparation, processing and subsequent heat treatment for hardening and toughening, etc. The physics of the diffusion process is complex. It involves many-body dynamics, intricate interactions between different types of atoms and holes, and there are a number of different aspects that impact in the diffusion process, such as the presence of vacancies, impurities, if the alloy is diluted or concentrated, the temperature, the pressure, the melting properties, activation energies, elastic constants, etc. The detailed effect of each of these ingredients, and more, can be found in, e.g., Refs. [1–5].

The mean-field approach permits to analyze a complex dynamic and reduce it to a problem where the analytical calculations can be attainable and usually complete. The aim of this work is to find an analytical expression for the diffusion coefficients in binary mixtures in the framework of mean-field theory, isolating the key ingredients to reproduce the observed dynamics in metal alloys. The main purpose is to separately specify the dependence of the intrinsic and tracer diffusion coefficients on the thermodynamic factor. This article is organized as follows. Firstly, in Sec. [1] we condense the background theory of diffusion introduced initially by Darken. In Sec. [II] we present the details of the mean-field approach and how it is related to the experimental system of a binary mixture. Subsequently, in Sec. [III] we calculate analytically the relationship between mean-field parameters to ultimately find their dependence on the physical observables such as the thermodynamic factor and the activation energy. In Sec. [IV] we conclude the theoretical analysis with the derivation of an expression for the intrinsic diffusivity as a function of the concentration. Finally, in Sec. [VI] we test this expression fitting experimental data for diffusion in metallic alloys. We close in Sec. [VII] with the conclusions and discussion.

II. BASIC THEORY

We briefly summarize the theoretical description of substitutional diffusion in solid binary alloys, originally proposed by Darken [6]; see also [1, ch. 10]. Let us call $c_A$ and $c_B$ the molar concentrations of species $A$ and $B$; the total concentration is $c_T = c_A + c_B$. For simplicity, we consider spatial variations only along the $x$ axis, and we write the equations for species $A$; the corresponding equations for species $B$ are immediately obtained exchanging $A \leftrightarrow B$. The diffusion current respect to the crystalline lattice is

$$J_A = -D_A \frac{\partial c_A}{\partial x}, \quad (1)$$

where $D_A$ is the intrinsic diffusivity for species $A$. There could be a net volume flux through a crystalline plane perpendicular to the $x$ axis. In the laboratory reference frame (in which the volume current is zero), such plane moves with the Kirkendall velocity, given by

$$u_K = -\nu_A J_A - \nu_B J_B, \quad (2)$$

where $\nu_A$ and $\nu_B$ are the partial molar volumes; the total molar volume is $\nu_m = 1/c_T = N_A \nu_A + N_B \nu_B$, where $N_A = c_A/c_T$ and $N_B = c_B/c_T$ are the mole fractions; we also have that $c_A \nu_A + c_B \nu_B = 1$ and $\nu_A dc_A + \nu_B dc_B = 0$. It can be seen that the current of species $A$ or $B$ in the laboratory reference frame, $J_{A,\text{lab}}$ and $J_{B,\text{lab}}$, have the
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same diffusion coefficient:
\[ J_{A,lab} = J_A + c_A v_K = -D \frac{\partial c_A}{\partial x} \] \hfill (3)
where
\[ D = \nu_B c_B D_A + \nu_A c_A D_B \] \hfill (4)
is the interdiffusion coefficient.

The thermodynamic force that drives the particle current is the gradient of the chemical potential \( \mu_A \), and the linear relationship that connects current and force is
\[ J_A = B_A c_A \frac{\partial \mu_A}{\partial x} \], where \( B_A \) is the motility of species \( A \).
Using the Einstein relation, \( D_A^* = B_A RT \), where \( D_A^* \) is the tracer diffusion coefficient and \( R \) is the ideal gas constant, we have
\[ J_A = D_A^* c_A \frac{\partial \mu_A}{\partial x}. \] \hfill (5)

Given the expression of the chemical potential in terms of activity coefficient \( \gamma_A \),
\[ \mu_A = \mu_A^0 + RT \ln(N_A \gamma_A), \] \hfill (6)
the following relationship between intrinsic and tracer diffusivity is obtained [1, Sec. 10.3]:
\[ D_A = D_A^* \frac{\nu_m}{\nu_B} \gamma_A, \] \hfill (7)
where
\[ \Phi = 1 + \frac{\partial \ln \gamma_A}{\partial \ln N_A} \] \hfill (8)
is the thermodynamic factor. Using the Gibbs-Duhem relation, it can be shown that the thermodynamic factor is the same for species \( A \) or \( B \). Replacing (7) in (4), we get the following simple equation for the interdiffusion coefficient
\[ \dot{D} = (N_A^* D_B^* + N_B^* D_A^*) \Phi. \] \hfill (9)

Equations (7) and (9) are called Darken equations. In his original derivation, Darken assumed constant total concentration, that means that \( \nu_m = \nu_A = \nu_B \); in this particular case, Eq. (7) becomes \( D_A = D_A^* \Phi \).

Substitutional diffusion is not possible without the presence of vacancies. For small enough vacancy concentration, the probability of finding a vacancy can be taken equal to its mole fraction \( N_V \), and the (tracer or intrinsic) diffusivities should be proportional to \( N_V \) (see [2, Sec. 5.3])

III. MEAN FIELD APPROACH

We divide the system in cells of length \( a \). The cell size should be much smaller than the characteristic length of the concentration inhomogeneities, so that the cell can be considered point-like, and, at the same time, much larger than the lattice spacing. We assume smooth enough spatial and temporal variations, so that the local thermal equilibrium approximation holds. We can write the transition probability from the cell with label \( i \) to the neighboring cell \( i + 1 \), as
\[ W_{i,i+1}^A = P_A \exp \left[ -\frac{\beta}{2} (\theta_{A,i+1} V_{A,i+1} + \theta_{A,i} V_{A,i} + \Delta V_A) \right] \] \hfill (10)
where \( P_A \) is the jump rate of particles \( A \); \( V_{A,i} \) is the mean field potential for one particle in cell \( i \); \( \Delta V_A = V_{A,i+1} - V_{A,i} \); and \( \theta_{A,i} \) is an interpolation parameter that determines if \( W_{i,i+1}^A \) depends on the potential in the origin cell \( i \), on the one in the target cell \( i + 1 \), or on a combination of both. The mean field potential is a function of the number of particles \( n_{A,i} \), and \( V_{A,i} \) is an abbreviation of \( V_A(n_{A,i}) \). Eq. (10) was proposed in [7] as a general form of the Arrhenius formula that satisfies detailed balance. The starting point of the present calculations is the expression for the transition probability (10). In the next paragraphs, we reproduce some results of Ref. [8] for completeness.

The particle current of species \( A \) for a given configuration is given by \( n_A^* W_{i,i+1}^A - n_A^* W_{i+1,i}^A \). Taking the average on configurations and the continuous limit we obtain (see, e.g., Appendix A in Ref. [8] for details)
\[ J_A = -\Delta A e^{-\beta \theta_A V_A} \frac{\nu_m}{\nu_B} \frac{\partial c_A}{\partial x} \] \hfill (11)
where \( \Delta A = P_A a^2 \) has units of diffusion coefficient. Let us note that \( \Delta A \) may depend on position or concentration.

Comparing the zero current equilibrium solution for the concentration with the expression that comes from the chemical potential (6):
\[ c_A = c_T e^{(\mu_A - \mu_0 - RT \ln(\gamma_A))/RT}, \] \hfill (12)
we can obtain a relationship between the mean field potential and the activity coefficient [8]
\[ \beta V_A = \ln(\frac{\gamma_A c_B^0}{\gamma_A^0 c_T}), \] \hfill (13)
where \( c_B^0 \) is the concentration of pure \( B \), and \( \gamma_A^0 \) is the activity coefficient for \( c_A \rightarrow 0 \). In the limit of small concentration, the condition \( V_A \rightarrow 0 \) is satisfied. Replacing (13) in (11), after some algebra (see Appendix A) we get
\[ J_A = -\Delta A e^{-\beta \theta_A V_A} \Phi \frac{\nu_m}{\nu_B} \frac{\partial c_A}{\partial x}, \] \hfill (14)
where we can identify the intrinsic diffusivity
\[ D_A = \Delta A e^{-\beta \theta_A V_A} \Phi \frac{\nu_m}{\nu_B}. \] \hfill (15)
The transition probabilities can also be used to obtain the tracer diffusion coefficient \( D_A^* \) through the evaluation
of the mean square displacement in a short time interval \( \Delta t \): \( \langle (\Delta x)^2 \rangle = 2D^*_A \Delta t \) (see Appendix B in Ref. [8]). We obtain

\[
D^*_A = \Delta_A e^{-\beta \phi_A V_A}.
\]

Combining (15) and (16), we recover the Darken equation [7]: \( D_A = \Delta_A e^{-\beta \nu \Phi} \).

As mentioned in the previous section, both diffusivities are proportional to the vacancy mole fraction \( N_V \) for a substitutional alloy. This dependence is included in \( \Delta_A \), since the jump rate \( P_A \) between cells should also be proportional to \( N_V \). The vacancy mole fraction is given by \( N_V = e^{-\beta g_V} \), where \( g_V \) is the vacancy formation energy. Besides vacancies, we should also include the effect of the migration energy \( g_A \) for a particle of type \( A \). The diffusivities are proportional to \( e^{-\beta g_A} \), where \( g_A = g_V + g_A^0 \) is the activation energy (see [2] Sec. 5.3.5); for a binary alloy we have that \( g_A \) (and \( g_V \) and \( g_A^0 \)) is a function of the molar fraction. We can write

\[
\Delta_A = D_{A0} e^{-\beta (g_A - g_{A0})},
\]

where \( g_{A0} \) and \( D_{A0} \) are, respectively, the activation energy and the diffusivity when \( c_A \to 0 \). In the limit of small concentration we have that \( D_A = D_A^* = D_{A0} \).

IV. THE INTERPOLATION PARAMETER

The analysis of the previous section has some interest as an alternative procedure to obtain the already known relationships derived by Darken (for the limits and range of application of these equations, see, e.g., [1]). Nevertheless, the main purpose of this paper is to further advance in the description of diffusion in binary alloys using the mean field approach. In order to do that, in this section we obtain an expression of the interpolation parameter \( \theta_A \) as a function of the mean field potential \( V_A \) and, using this result, in the next section we demonstrate that the intrinsic diffusivity does not depend on the thermodynamic factor. In the rest of this section we omit subindices \( A \) and \( i \) to lighten the notation, and assume that we deal with \( n \) particles of species \( A \) in cell number \( i \); the cell has volume \( v \).

The first step is to find the connection between the mean field potential \( V \) and the energy \( \phi \) of \( n \) particles in a cell. We use the local equilibrium assumption to consider that the energy is a function only of the number of particles and the temperature. We can write the grand partition function of the cell as

\[
Z = \sum_{n=0}^{\infty} \frac{1}{n!} e^{-\beta \phi(n) - \bar{\mu} n},
\]

where \( \bar{\mu} = \mu / N_A \) is the chemical potential per particle and \( N_A \) is the Avogadro’s constant. The mean number of particles is

\[
\bar{n} = \frac{1}{\beta} \frac{d \ln Z}{d \bar{n}} = \frac{1}{2} \sum_{n=0}^{\infty} \frac{n}{n!} e^{-\beta [\phi(n) - \bar{\mu} n]}
\]

where \( \bar{\mu} = \mu / N_A \) and \( \bar{n} = \sum_{n=0}^{\infty} \frac{n}{n!} e^{-\beta [\phi(n) - \bar{\mu} n]} \).

\[
\bar{n} = \frac{1}{\beta} \frac{d \ln Z}{d \bar{n}} = \frac{1}{2} \sum_{n=0}^{\infty} \frac{n}{n!} e^{-\beta [\phi(n) - \bar{\mu} n]}
\]

where \( b = \frac{1}{2} \frac{d \ln (1 + \beta \bar{n} V^t)}{d \bar{n}} \).

The next step is to find an equation that connects the interpolation parameter \( \theta \) with \( V \) and \( \phi \). Let us consider a process in which one particle jumps from cell number 1 to cell number 2. The rest of the cells remain unchanged, so we specify the configuration of the system using only the number of particles in cells 1 and 2. Initially we have \( \{ n_1, n_2 \} \); after the jump we have \( \{ n_1 - 1, n_2 + 1 \} \). In order to adopt a more compact notation, we now use \( V_n \) instead of \( V(n) \), and the same for \( \phi(n) \) and \( \theta(n) \). From the exponential in the transition probability [10], we have the height of the energy barrier that has to be overcome to perform the jump:

\[
h_{\text{init}} = \frac{\theta_{n_1} - 1}{2} V_{n_1} + \frac{\theta_{n_2} + 1}{2} V_{n_2}.
\]

If we consider the reverse process \( \{ n_1 - 1, n_2 + 1 \} \rightarrow \{ n_1, n_2 \} \), the energy barrier is

\[
h_{\text{fin}} = \frac{\theta_{n_2 + 1} - 1}{2} V_{n_2 + 1} + \frac{\theta_{n_1 - 1} + 1}{2} V_{n_1 - 1}.
\]
We use Eq. (22) for \( \phi \) between sites 1 and 2, therefore, the previous equation implies

\[
\Delta E = E_{\text{fin}} - E_{\text{ini}} = h_{\text{ini}} - h_{\text{fin}}. \tag{25}
\]

On the other hand, using the function \( \phi \) for the energy of a given number of particles in a cell, we have that the energy difference is

\[
\Delta E = \phi_{n_1 - 1} + \phi_{n_2 + 1} - \phi_{n_1} - \phi_{n_2}. \tag{26}
\]

Combining the last equations, and rearranging the terms, we have

\[
\phi_{n_2 + 1} - \phi_{n_2} - \frac{V_{n_2 + 1} + V_{n_2}}{2} + \frac{\theta_{n_2 + 1} V_{n_2 + 1} - \theta_{n_2} V_{n_2}}{2} = \phi_{n_1} - \phi_{n_1 - 1} - \frac{V_{n_1 + V_{n_1 - 1}}}{2} + \frac{\theta_{n_1} V_{n_1} - \theta_{n_1 - 1} V_{n_1 - 1}}{2}. \tag{27}
\]

Now we perform a series expansion of \( \phi \) and \( V \) around \( \bar{n}_2 \) in the left hand side and \( \bar{n}_1 \) in the right hand side; it is the same kind of expansion that is used in Appendix B, where we keep terms up to order \( v^{-1} \) and the volume \( v \) is used as a large parameter. After taking the average on different realizations, we obtain

\[
\left( \phi' - V + \frac{1}{2} \frac{d\theta V}{d \bar{n}} \right)_{\bar{n}_2} = \left( \phi' - V + \frac{1}{2} \frac{d\theta V}{d \bar{n}} \right)_{\bar{n}_1}. \tag{28}
\]

There is a small and arbitrary concentration difference between sites 1 and 2, therefore, the previous equation implies

\[
\frac{d}{d \bar{n}} \left( \phi' - V + \frac{1}{2} \frac{d\theta V}{d \bar{n}} \right) = 0. \tag{29}
\]

We use Eq. (22) for \( \phi' \), cancel constant \( b \) and obtain

\[
\frac{d^2}{d \bar{n}^2} [\beta \theta V - \ln(1 + \beta \bar{n} V')] = 0, \tag{30}
\]

or

\[
\beta \theta V - \ln(1 + \beta \bar{n} V') = \kappa_1 \bar{n} + \kappa_2. \tag{31}
\]

Constants \( \kappa_1 \) and \( \kappa_2 \) are obtained from the following conditions. In the limit of small concentration, \( \bar{n} \to 0 \), we have that \( V = 0 \), see Eq. (13). This condition implies that \( \kappa_2 = 0 \). Now, using that \( \lim_{\bar{n} \to 0} V/\bar{n} = V' \), we can write

\[
\kappa_1 = \beta \theta V' - \frac{1}{\bar{n}} \ln(1 + \beta \bar{n} V') \approx \beta \theta V' - \beta V' \quad (\bar{n} \to 0)
\]

where we have used the condition that \( \theta = 1 \) for \( \bar{n} \to 0 \).

It is deduced from the interpretation of \( \theta \) as an interpolation parameter that determines if the transition probability \( W_{i,i+1} \) [see Eq. (17)] depends on the potential in the origin or target cell. For small concentration there is at most one particle in a cell, and the probability to jump to a neighboring cell depends on whether it is occupied or not by another particle, that is, it depends on the potential in the target cell. This means that in the limit of small concentration we have \( \theta = 1 \).

The final result is

\[
\beta \theta V = \ln(1 + \beta \bar{n} V'). \tag{33}
\]

V. Dependence on the Thermodynamic Factor

In this section, we recover the more specific notation with subindex \( A \) to specify the type of component. The result obtained for \( \theta_A \), Eq. (33), is directly related to the thermodynamic factor. It can be shown that

\[
1 + \beta \bar{n} A V_A' = 1 + \beta c_A \frac{\partial V_A}{\partial c_A} = \Phi \frac{v_m}{v_B}, \tag{34}
\]

where \( c_A = \bar{n}_A/v \), and we have used part of the calculations presented in Appendix A. Then, using (34) in (33), we get

\[
e^{-\beta \theta_A} V_A = \Phi^{-1} \frac{\nu_B}{\nu_m}, \tag{35}
\]

and using this last result in the equations for the intrinsic and tracer diffusivities, Eqs. (15) and (16), we finally obtain:

\[
D_A = D_A^0 e^{-\beta (s_A - g_A)} \tag{36}
\]

\[
D_A^* = D_A^0 e^{-\beta (s_A - g_A)} \Phi^{-1} \frac{\nu_B}{\nu_m}, \tag{37}
\]

where we have used (17) for \( D_A \).

The thermodynamic factor \( \Phi \) depends on the activity coefficient, that represents the departure from the behavior of an ideal mixture due to interactions between \( A \) and \( B \) species. The previous analysis shows that the intrinsic
diffusivity does not depend on the thermodynamic factor, and it is mainly determined by the activation energy $g_A$. On the other hand, the tracer diffusivity behaves as $\Phi^{-1}$.

A first approximation for the mole fraction dependence of the activation energy is

$$g_A = N_A g_{A1} + N_B g_{A0} - \varepsilon_A N_A N_B,$$  \hspace{1cm} (38)

where $g_{A1}$ and $g_{A0}$ are the activation energies for $N_A \to 1$ and $N_A \to 0$, respectively. The first two terms in the previous equation represent the Vegard’s law. The last term is a possible departure from Vegard’s law; it has the same shape as the correction term in the mixing energy that gives rise to Margules equations (see, e.g., [9, p. 150]). For more elaborate representations of the vacancy formation energy, included in $g_A$, see, e.g., [10, 11]; for an introduction to defect-mediated diffusion, see [3, ch. 10]. Now, the intrinsic diffusivity takes the form

$$D_A = D_{A0} e^{-\beta \Delta g_A} e^{\beta \varepsilon_A N_A N_B}$$  \hspace{1cm} (39)

with $\Delta g_A = g_{A1} - g_{A0}$. Using the value of the intrinsic diffusivity in the limit of $N_A \to 1$, $D_A = D_{A0} e^{-\beta \Delta g_A}$, we have

$$D_A = D_{A0}^N D_{A1}^N e^{\beta \varepsilon_A N_A N_B}.$$  \hspace{1cm} (40)

VI. EXPERIMENTAL TEST

To test the expression found for the intrinsic diffusivity in the mean-field theory approach, we gather previous experimental data and fit them with Eq. (40) for different metal alloys. In Fig. 2, we show these results for Au-Ni [12], Ag-Au [13] and Fe-Pd [14] and in Table I we present the fitted parameters $D_{0A}$, $D_{1A}$ (diffusivities for molar fractions in the limits 0 and 1; subindex $A$ is omitted for simplicity), with their respective reference values for comparison, and $\beta \varepsilon$.

We found that the qualitatively different behaviors shown in Fig. 2 can be reproduced, with good agreement, using the expression of Eq. (40), with an appropriate fit of parameters $D_{0A}$, $D_{1A}$ and $\beta \varepsilon$.

Table I also shows reference values of $D_{0A}$ and $D_{1A}$ taken from Refs. [12-14]. The agreement with the fitting parameters that we obtained is good except in cases in which the diffusivity takes small values and the relative error is larger. In addition, extra reference values are presented for $D_{0A}$ and $D_{1A}$. These were calculated using experimental data from Refs. [3, 15, 16], where different contributions to self-diffusion, like monovacancy, divacancy and vacancy migration, are taken into account. Errors are reported when available.

There is a physical argument to qualitatively understand why the values obtained for $\varepsilon$ are positive. As mentioned in Sect. III the activation energy is the sum of the migration energy plus the vacancy formation energy. The mixture of two species with different properties in a solid alloy creates disorder in an otherwise ordered lattice (for a pure material). The disorder favors the formation of vacancies, therefore the vacancy formation energy should be smaller than the linear interpolation represented by the Vegard’s law (as long as the molar fraction takes values different from 0 or 1). This is reflected by the negative nonlinear term in the activation energy, Eq. (38), i.e., a positive value of $\varepsilon$.

VII. CONCLUSIONS

Starting from the expression of the transition probabilities [10] in terms of the mean field potential $V_A$ and the interpolation parameter $\theta_A$ (introduced in Ref. [17]) we can obtain an alternative derivation of the Darken equation (7). More interesting, we obtain separate expressions for the intrinsic and tracer diffusion coefficients, Eqs. (36) and (37). The factors that determine the dependence of
TABLE I. Parameters obtained by fitting Eq. (40) for each metal diffusing in their respective alloy. Reference values for each parameter are shown for comparison. These were extracted from Ref. [14] for Fe-Pd. Extra reference values were calculated using experimental data from Refs. [5,13,16]. Units for $D_0$ and $D_1$ are $10^{-15}\text{cm}^2/\text{s}$.

|       | $D_0$      | $D_1$      | $\beta$  |
|-------|------------|------------|----------|
|       | Our result | Ref. value | Our result | Ref. value |
| Au    | 0.022(4)   | 0.1        | 9.1(1)    | 9          | 6.5(3)    |
| Ni    | 9.01(5)    | 0.015      | 0.009(1)  | 0.006      | 6.9(2)    |
| Ag    | 0.07(2)    | 0.23       | 0.03(1)   | 0.15(2)    | 16(1)     |
| Pd    | 24(1)      | 23(1)      | 21        | 22(3)      | 0.9(3)    |
| Fe    | 8.9(5)     | 7.6        | 13.6(5)   | 13.8       | 0.5(2)    |
|       | 0.03(1)    | 0.09(2)    | 0.10(2)   | 18(1)      |
|       | 0.27(3)    | 0.06       |           |            |

... the diffusivities on concentration are the thermodynamic factor $\Phi$ and the activation energy $g_A$. We obtained that the intrinsic diffusivity $D_A$ does not depend on $\Phi$. We use a quadratic form for the dependence of $g_A$ on the molar fraction, Eq. (38). The resulting expression for the intrinsic diffusivity, Eq. (40), has three parameters: the diffusivity in the limits of molar fraction 0 and 1, and the coefficient $c_A$ of the quadratic term of the activation energy. By fitting these parameters, we show that Eq. (40) is able to correctly represent experimental results of the intrinsic diffusivity for three different metal alloys, see Fig. 2. The available experimental data found in the literature are consistent with the theory here developed, and this is a promising result. However, in order to have a thorough test of the theory it is still necessary, for example, to have access to accurate experimental values of the activation energy, or to consider systems with a concentration dependence of the thermodynamic factor whose influence can be observed in $D_A^*$ and not in $D_A$. Besides the activation energy and the thermodynamic factor, there are other elements at stake to be considered in a more detailed description, and it is experimentally challenging to discriminate all of them. For example, the vacancy wind factor or Manning factor, the presence of impurities, or the impurity vacancy binding energy; see [17].

**APPENDIX A**

We present here more details of the derivation of Eq. (14) from Eq. (11). Let us focus attention on the parenthesis in the right hand side of (11), and let us call it $X$

for further reference:

$$X = \beta c_A \frac{\partial V_A}{\partial x} + \frac{\partial c_A}{\partial x}$$

$$= \left(\beta c_A \frac{\partial V_A}{\partial c_A} + 1\right) \frac{\partial c_A}{\partial x}$$

$$= \left(c_A \frac{\partial \ln(\gamma_A/c_T)}{\partial c_A} + 1\right) \frac{\partial c_A}{\partial x}$$

$$= \left(c_A \frac{\partial \ln(\gamma_A dN_A/\nu_A)}{\partial c_A} - \frac{c_A dT}{c_T dA} + 1\right) \frac{\partial c_A}{\partial x}$$

(41)

where we have used Eq. (13) for the mean field potential $V_A$. For partial molar quantities, as $\nu_A$ and $\nu_B$, the following relation holds: $\nu_A dA/\nu_B dB = 0$. Then, since $c_T = c_A + c_B$, we have

$$\frac{dT}{dA} = 1 - \frac{\nu_A}{\nu_B}$$

(42)

and, using that $N_A = c_A/c_T = c_A\nu_m$,

$$\frac{dN_A}{dA} = \nu_m - \frac{c_A}{c_T^2} \frac{dT}{dA}$$

$$= \nu_m - \frac{c_A}{c_T^2} \left(1 - \frac{\nu_A}{\nu_B}\right)$$

$$= \nu_m - \frac{c_A}{c_T} \left(1 - \frac{\nu_A}{\nu_B}\right)$$

$$= \nu_m - \frac{c_A}{c_T} (c_B \nu_B + c_A \nu_A)$$

$$= \nu_m - \frac{c_A}{c_T} (c_B \nu_B + c_A \nu_A)$$

(43)

Using (42) and (43) in (41), we have

$$X = \left[c_A \frac{\partial \ln(\gamma_A \nu_m^2)}{\partial N_A} - N_A \left(1 - \frac{\nu_A}{\nu_B}\right) + 1\right] \frac{\partial c_A}{\partial x}$$

$$= \left(c_A \frac{\partial \ln(\gamma_A \nu_m^2)}{\partial N_A} - N_A \left(1 - \frac{\nu_A}{\nu_B}\right) + 1\right) \frac{\partial c_A}{\partial x}$$

$$= \left(c_A \frac{\partial (\gamma_A \nu_m^2)}{\partial N_A} - N_A \left(1 - \frac{\nu_A}{\nu_B}\right) + 1\right) \frac{\partial c_A}{\partial x}$$

$$= \left(c_A \frac{\partial (\gamma_A \nu_m^2)}{\partial N_A} - N_A \left(1 - \frac{\nu_A}{\nu_B}\right) + 1\right) \frac{\partial c_A}{\partial x}$$

(44)

where, in the last step, we have used the definition of the thermodynamic factor $\Phi$ [8]. Replacing this expression for $X$ in (11), we obtain (14).

**APPENDIX B**

In this appendix we derive Eq. (22) from Eq. (21). The relevant values of $\Delta\phi(n)$, in the average of Eq. (21), are similar to $\phi'$, so we can approximate

$$e^{-\beta V + b} = e^{-\beta \phi'} \left(e^{-\beta [\Delta \phi(n) - \phi']}\right)$$

$$= e^{-\beta \phi'} [1 - \beta (\Delta \phi(n) - \phi')]$$

$$+ \beta^2 ((\Delta \phi(n) - \phi')^2)/2 + \cdots.$$
For, for example, $\phi(n)$ we can write

$$\phi(n) = \phi(\bar{n} + \Delta n) = \phi + \phi' \Delta n + \frac{1}{2} \phi'' \Delta n^2 + \cdots$$  (46)

where $\Delta n = n - \bar{n}$. Using an expansion of $\Delta \phi(n)$ in terms of the fluctuation $\Delta n$ in Eq. (45), we obtain

$$e^{-\beta (V+b)} = e^{-\beta \phi'} (1 + \beta \epsilon)$$  (47)

with

$$\epsilon = -\frac{1}{2} \phi'' + \frac{1}{2} (\beta \phi'' - \phi'') \langle \Delta n^2 \rangle.$$  (48)

The mean number of particles $\bar{n}$ is an extensive quantity, proportional to the volume $v$; we have that $\phi'' \sim v^{-1}$, $\phi''' \sim v^{-2}$ and so on, and $\langle \Delta n^2 \rangle \sim v$ (we can check this bellow). Then, $\epsilon$ is of order $v^{-1}$ and we have neglected terms of order $v^{-2}$ or smaller in (48). Applying logarithm to Eq. (47) we get

$$\phi' = V + b + \epsilon,$$  (49)

and, deriving with respect to $\bar{n}$,

$$\phi'' = V' + O(v^{-2})$$  (50)

$$\phi''' = V'' + O(v^{-3}).$$  (51)

So, we can rewrite $\epsilon$, keeping the same degree of accuracy, as

$$\epsilon = -\frac{1}{2} V' + \frac{1}{2} (\beta V'^2 - V'') \langle \Delta n^2 \rangle.$$  (52)

We obtain the average of the squared fluctuations from

$$\langle \Delta n^2 \rangle = \frac{1}{\beta^2} \frac{\partial^2 \ln Z}{\partial \ln \mu^2} = \frac{1}{\beta} \frac{\partial \bar{n}}{\partial \mu}.$$  (53)

Let us notice that from this equation we can obtain the known relationship for the thermodynamic factor against fluctuations [18, Sec. 2.6]:

$$\nu_{\mu} \Phi = \beta \frac{\partial \mu}{\partial \ln \nu_{\mu}} = \beta \bar{n} \frac{\partial \bar{n}}{\partial \ln \mu} = \frac{\bar{n}}{\langle \Delta n^2 \rangle}.$$  (54)

Using Eq. (20) to obtain $\frac{\partial n}{\partial \mu}$, we get

$$\langle \Delta n^2 \rangle = \frac{\bar{n}}{1 + \beta \bar{n} V'}$$  (55)

and, replacing in (52), we have

$$\epsilon = -\frac{V' + \bar{n} V''}{2(1 + \beta \bar{n} V')} = -\frac{1}{2} \frac{d \ln (1 + \beta \bar{n} V')}{d \bar{n}}.$$  (56)

Finally, this result for $\epsilon$ gives us Eq. (22).
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