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Abstract

A \( k \)-uniform hypergraph with \( n \) vertices is an \((n, k, \ell)\)-omitting system if it has no two edges with intersection size \( \ell \). If in addition it has no two edges with intersection size greater than \( \ell \), then it is an \((n, k, \ell)\)-system. Rödl and Šišnaı́ová proved a sharp lower bound for the independence number of \((n, k, \ell)\)-systems. We consider the same question for \((n, k, \ell)\)-omitting systems. Our proofs use adaptations of the random greedy independent set algorithm, and pseudorandom graphs. We also prove related results where we forbid more than two edges with a prescribed common intersection size leading to some applications in Ramsey theory. For example, we obtain good bounds for the Ramsey number \( r_k(F, t) \), where \( F \) is the \( k \)-uniform Fan. The behavior is quite different than the case \( k = 2 \) which is the classical Ramsey number \( r(3, t) \).

1 Introduction

For a finite set \( V \) and \( k \geq 2 \) denote by \( \binom{V}{k} \) the collection of all \( k \)-subsets of \( V \). A \( k \)-uniform hypergraph (\( k \)-graph) \( H \) is a family of \( k \)-subsets of finite set which is called the vertex set of \( H \) and is denoted by \( V(H) \). A set \( I \subset V(H) \) is independent in \( H \) if it contains no edge of \( H \). The independence number of \( H \), denoted by \( \alpha(H) \), is the maximum size of an independent set in \( H \). For every \( v \in V(H) \) the degree \( d_H(v) \) of \( v \) in \( H \) is the number of edges in \( H \) that contain \( v \). Denote by \( d(H) \) and \( \Delta(H) \) the average degree and the maximum degree of \( H \), respectively.

An old result of Turán [25] implies that \( \alpha(G) \geq n/(d+1) \) for every graph \( G \) on \( n \) vertices with average degree \( d \). Later, Spencer [23] extended Turán’s result and proved that for all \( k \geq 3 \) every \( n \)-vertex \( k \)-graph \( H \) with average degree \( d \) satisfies

\[
\alpha(H) \geq c_k \frac{n}{d^{1/(k-1)}}
\]

for some constant \( c_k > 0 \).

The bound for \( \alpha(H) \) can be improved if we forbid some family \( F \) of hypergraphs in \( H \). For \( \ell \geq 2 \) a (Berge) cycle of length \( \ell \) in \( H \) is a collection of \( \ell \) edges \( E_1, \ldots, E_\ell \in H \) such that
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there exists $\ell$ distinct vertices $v_1, \ldots, v_\ell$ with $v_i \in E_i \cap E_{i+1}$ for $i \in [\ell-1]$ and $v_\ell \in E_\ell \cap E_1$.

A seminal result of Ajtai, Komlós, Pintz, Spencer, and Szemerédi [2] states that for every $n$-vertex $k$-graph $\mathcal{H}$ with average degree $d$ that contains no cycles of length $2, 3,$ and $4$, there exists a constant $c'_k > 0$ such that
\[
\alpha(\mathcal{H}) \geq c'_k \frac{n}{d^{3/(k-1)}} \left( \log d \right)^{1/(k-1)}.
\] (2)

Moreover, this is tight apart from $c'_k$.

Spencer [20] conjectured and Duke, Lefmann, and Rödl [9] proved that the same conclusion holds even if $\mathcal{H}$ just contains no cycles of length $2$. Their result was further extended by Rödl and Šiňajová [21] to the larger family of $(n, k, \ell)$-systems defined in the following section.

1.1 $(n, k, \ell)$-systems and $(n, k, \ell)$-omitting systems

Let $k > \ell \geq 1$. An $n$-vertex $k$-graph $\mathcal{H}$ is an $(n, k, \ell)$-system if the intersection of every pair of edges in $\mathcal{H}$ has size less than $\ell$, and $\mathcal{H}$ is an $(n, k, \ell)$-omitting system if it has no two edges whose intersection has size exactly $\ell$. It is clear from the definition that an $(n, k, \ell)$-system is an $(n, k, \ell)$-omitting system, but not vice versa, since an $(n, k, \ell)$-omitting system may have pairwise intersection sizes greater than $\ell$.

Define
\[
f(n, k, \ell) = \min \left\{ \alpha(\mathcal{H}) : \mathcal{H} \text{ is an } (n, k, \ell) \text{-system} \right\}, \quad \text{ and } \]
\[g(n, k, \ell) = \min \left\{ \alpha(\mathcal{H}) : \mathcal{H} \text{ is an } (n, k, \ell) \text{-omitting system} \right\}.
\]

We will use the standard asymptotic notations $O, \Omega, \Theta, o$ to simplify the formulas used in the present paper. Recall that given two positive functions $f(n)$ and $g(n)$ we write $f(n) = O(g(n))$, or equivalently, $g(n) = \Omega(f(n))$ if there exists a constant $C > 0$ such that $f(n) \leq C g(n)$ for all sufficiently large $n$, we write $f(n) = o(g(n))$ if $\lim_{n \to \infty} f(n)/g(n) = 0$, and we write $f(n) = \Theta(g(n))$ if both $f(n) = O(g(n))$ and $f(n) = \Omega(g(n))$ hold.

The study of $f(n, k, \ell)$ has a long history (e.g. [21, 16, 10, 24]) and, in particular, Rödl and Šiňajová [21] proved that
\[
f(n, k, \ell) = \Theta \left( n^{\frac{k-\ell}{2}} \left( \log n \right)^{\frac{1}{2\ell+1}} \right) \quad \text{for all fixed } k > \ell \geq 2.
\] (3)

It follows that
\[
g(n, k, \ell) \leq f(n, k, \ell) = O \left( n^{\frac{k-\ell}{2}} \left( \log n \right)^{\frac{1}{2\ell+1}} \right).
\] (4)

One important difference between $(n, k, \ell)$-systems and $(n, k, \ell)$-omitting systems is their maximum sizes. By definition, every set of $\ell$ vertices in an $(n, k, \ell)$-system is contained in at most one edge, thus every $(n, k, \ell)$-system has size at most $\binom{n}{\ell} \left( \frac{k}{\ell} \right) = O \left( n^{k/\ell} \right)$. However, this is not true for $(n, k, \ell)$-omitting systems. Indeed, the following result of Frankl and Füredi [11] shows that the maximum size of an $(n, k, \ell)$-omitting system can be much larger than that of an $(n, k, \ell)$-system when $k > 2\ell + 1$.

Let $k > \ell \geq 1$ and $\lambda \geq 1$ be integers. The $k$-graph $S^k_\lambda(\ell)$ consists of $\ell$ edges $E_1, \ldots, E_\lambda$ such that $E_i \cap E_{i+1} = S$ for $1 \leq i < j \leq \lambda$ and some fixed set $S$ (called the center) of size $\ell$. When $\ell = 1$ we just write $S^k_\lambda$, and we will omit the superscript $k$ in $S^k_\lambda(\ell)$ if it is obvious.

It is easy to see that an $n$-vertex $k$-graph is an $(n, k, \ell)$-omitting system if it is $S^k_2(\ell)$-free, and is an $(n, k, \ell)$-system iff it is $\{S^2_2(\ell), \ldots, S^2_2(k-1)\}$-free.
Theorem 1.1 (Frankl–Füredi [11]). Let \( k > \ell \geq 1 \) and \( \lambda > 1 \) be fixed integers and \( \mathcal{H} \) be an \( S_\lambda(\ell) \)-free \( k \)-graph on \( n \) vertices. Then \( |\mathcal{H}| = O\left(n^{\max(\ell,k-\ell-1)}\right) \). Moreover, the bound is tight up to a constant multiplicative factor.

Theorem 1.1 together with (1) imply that for fixed \( k, \ell \),

\[
g(n,k,\ell) = \begin{cases} 
\Omega\left(n^{\frac{k-\ell}{k-1}}\right) & k \leq 2\ell + 1, \\
\Omega\left(n^{\frac{\ell+1}{\ell+1}}\right) & k > 2\ell + 1.
\end{cases}
\]  

(5)

Notice that for \( k \leq 2\ell + 1 \) the bounds given by (4) and (5) match except for a factor of \((\log n)^{1/(k-1)}\), but for \( k > 2\ell + 1 \), these two bounds have a gap in the exponent of \( n \).

Our main goal in this paper is to extend the results of Rödl and Šišková to the larger class of \((n,k,\ell)\)-omitting systems and improve the bounds given by (4) and (5). In other words, the question we focus on is the following:

**What is the value of** \( g(n,k,\ell) \)?

Our results for \((n,k,\ell)\)-omitting systems are divided into two parts. For \( k \leq 2\ell + 1 \), we believe that the behavior is similar to that of \((n,k,\ell)\)-systems and prove a nontrivial lower bound for the first open case \( \ell = k - 2 \). For \( k > 2\ell + 1 \) we give new lower and upper bounds which show that the minimum independence number of \((n,k,\ell)\)-omitting systems has a very different behavior than for \((n,k,\ell)\)-systems.

1.2 \( k \leq 2\ell + 1 \)

As mentioned above, for this range of \( \ell \) and \( k \), the issue at hand is only the polylogarithmic factor in \( g(n,k,\ell) \). It follows from the definition that an \((n,k,k-1)\)-omitting system is also an \((n,k,k-1)\)-system, thus Rödl and Šišková’s result (3) implies that

\[
g(n,k,k-1) = f(n,k,k-1) = \Theta\left(n^{\frac{1}{k-1}}(\log n)^{\frac{1}{k-1}}\right).
\]

So, the first open case in the range of \( k \leq 2\ell + 1 \) is \( \ell = k - 2 \), and for this case we prove the following nontrivial lower bound for \( g(n,k,k-2) \), which improves (5).

**Theorem 1.2.** Suppose that \( k \geq 4 \). Then every \((n,k,k-2)\)-omitting system has an independent set of size \( \Omega\left(n^{\frac{2}{k(k-1)}}(\log \log n)^{\frac{1}{k(k-1)}}\right) \). In other words,

\[
g(n,k,k-2) = \Omega\left(n^{\frac{2}{k(k-1)}}(\log \log n)^{\frac{1}{k(k-1)}}\right).
\]

Unfortunately, our method for proving Theorem 1.2 cannot be extended to the entire range of \( k \leq 2\ell + 1 \), but we make the following conjecture.

**Conjecture 1.3.** For all fixed integers \( k > \ell \geq 2 \) that satisfy \( k \leq 2\ell + 1 \) there exists a function \( \omega(n) \to \infty \) as \( n \to \infty \) such that \( g(n,k,\ell) = \Omega\left(n^{\frac{1}{k-1}}\omega(n)\right) \).

Theorem 1.2 shows that Conjecture 1.3 is true for \( \ell = k - 2 \). The smallest open case is \( k = 5 \) and \( \ell = 2 \).
1.3 $k > 2\ell + 1$

Recall that in the range of $k > 2\ell + 1$ the bounds given by (4) and (5) leave a gap in the exponent of $n$. The following result shows that for a wide range of $k$ and $\ell$ neither of them gives the correct order of magnitude.

**Theorem 1.4.** Let $\ell \geq 2$ and $k > 2\ell + 1$ be fixed. Then

$$
\Omega \left( \max \left\{ n^{\frac{\ell+1}{k-1}}, n^{\frac{\ell+1}{\ell-1}} \right\} \right) = g(n, k, \ell) = O \left( n^{\frac{\ell+1}{2\ell}} (\log n)^{\frac{1}{\ell}} \right).
$$

**Remark.**

(a) The lower bound $n^{\frac{\ell+1}{k-1}}$ can be improved to $n^{\frac{3-\sqrt{5}}{2}+o(1)} \sim n^{0.38196+o(1)}$. See the remark in the end of Section 3 for details.

(b) It is clear that Theorem 1.4 improves the bound given by (5) for $k > 3\ell$, and it also improves the bound given by (4) for $k > 2\ell + 1$ as $\frac{k-\ell}{k-1} - \frac{\ell+1}{2\ell} = \frac{(\ell-1)(k-2\ell-1)}{2\ell(k-1)} > 0$ for $k > 2\ell + 1$.

It would be interesting to determine $g(n, k, \ell)$ for $k > 2\ell + 1$. Here, we are not able to offer a conjecture for the exponent of $n$.

**Problem 1.5.** Determine the order of magnitude of $g(n, k, \ell)$ for $k > 2\ell + 1$.

For the first open case $(k, \ell) = (6, 2)$ Theorem 1.4 gives $\Omega \left( n^{3/5} \right) = g(n, 6, 2) = O \left( n^{3/4+o(1)} \right)$. Similar to Remark (a) above the lower bound for $g(n, 6, 2)$ can be improved to $\Omega \left( n^{2/3} \right)$. See the remark in the end of Section 3 for details.

1.4 $(n, k, \ell, \lambda)$-systems and $(n, k, \ell, \lambda)$-omitting systems

We consider the following generalization of $(n, k, \ell)$-omitting systems and $(n, k, \ell)$-systems in this section.

An $n$-vertex $k$-graph $\mathcal{H}$ is an $(n, k, \ell, \lambda)$-system if every set of $\ell$ vertices is contained in at most $\lambda$ edges, and $\mathcal{H}$ is an $(n, k, \ell, \lambda)$-omitting system if it does not contain $S_{\lambda+1}(\ell)$ as a subgraph.

Define

$$
f(n, k, \ell, \lambda) = \min \left\{ \alpha(\mathcal{H}) : \mathcal{H} \text{ is an } (n, k, \ell, \lambda)\text{-system} \right\}, \quad \text{and}
$$

$$
g(n, k, \ell, \lambda) = \min \left\{ \alpha(\mathcal{H}) : \mathcal{H} \text{ is an } (n, k, \ell, \lambda)\text{-omitting system} \right\}.
$$

When $\lambda$ is a fixed constant, the value of $f(n, k, \ell, \lambda)$ is essentially the same as $f(n, k, \ell)$ (e.g. see [21]), i.e. $f(n, k, \ell, \lambda) = \Theta(f(n, k, \ell))$. Similarly, the same conclusions as in Theorems 1.2 and 1.4 also hold for $g(n, k, \ell, \lambda)$, since Theorem 1.1 holds for all $S_\lambda(\ell)$-free hypergraphs and using it one can easily extend the proof for the case $\lambda = 1$ to the case $\lambda > 1$. For the sake of simplicity, we will prove Theorem 1.2 only for the case $\lambda = 1$.

When $\lambda$ is not a constant, even the value of $f(n, k, \ell, \lambda)$ is not known in general. Here is a summary of the known results.
• \( \ell = 1 \): An \((n,k,1,\lambda)\)-system is just a \(k\)-graph with maximum degree \(\lambda\) and here complete \(k\)-graphs and (1) yield

\[
f(n,k,1,\lambda) = \Theta \left( \frac{n}{\lambda^{1/(k-1)}} \right)
\]

On the other hand a result of Loh [17] implies

\[
g(n,k,1,\lambda) = \frac{n}{\lambda + 1} \quad \text{whenever} \quad (\lambda + 1)(k-1) | n.
\]

If the divisibility condition fails then we have a small error term above.

• \( \ell = k - 1 \): Kostochka, Mubayi, and Verstraëte [16] proved that

\[
f(n,k,k-1,\lambda) = \Theta \left( \frac{n^{\lambda}}{\lambda} \right)^{1/(k-1)} \left( \log \frac{n}{\lambda} \right)^{1/(k-1)} \quad \text{for} \quad 1 \leq \lambda \leq \frac{n}{(\log n)^{3(k-1)^2}}.
\]

• \( 2 \leq \ell \leq k - 2 \): Tian and Liu [24] proved that

\[
f(n,k,\ell,\lambda) = \Omega \left( \frac{n^{k-\ell}}{\lambda} \right)^{1/(k-1)} \left( \log \frac{n}{\lambda} \right)^{1/(k-1)} \quad \text{for} \quad 2 \leq \ell \leq k - 1, \log n \ll \lambda \ll n.
\]

Since for every \( \lambda > 0 \) an \((n,k,\ell,\lambda)\)-system has size \(O\left(\lambda n^{\ell}\right)\), it follows from (1) that

\[
f(n,k,\ell,\lambda) = \Omega \left( \frac{n^{k-\ell}}{\lambda} \right)^{1/(k-1)},
\]

which, by Tian and Liu’s upper bound, is tight up to a factor of \((\log n)^{1/(k-1)}\) when \(\log n \ll \lambda \ll n\).

Using a result of Duke, Lefmann, and Rödl [9] we are able to improve the lower bound for \(f(n,k,\ell,\lambda)\) to match the upper bound obtained by Tian and Liu for a wide range of \(\lambda\).

**Theorem 1.6.** Let \(k > \ell \geq 2\) be fixed. If there exists a constant \(\delta > 0\) such that \(0 < \lambda < n^{\frac{\ell-1}{2}-\delta}\), then

\[
f(n,k,\ell,\lambda) = \Omega \left( \frac{n^{k-\ell}}{\lambda} \right)^{1/(k-1)} \left( \log n \right)^{1/(k-1)}.
\]

**Remark.** It remains open to determine \(f(n,k,\ell,\lambda)\) for \(\Omega \left( n^{\frac{\ell-1}{2}-o(1)} \right) = \lambda = O \left( n^{k-\ell} \right)\).

Since Theorem 1.1 does not hold when \(\lambda\) is not a constant, our method of proving Theorems 1.2 and 1.4 cannot be extended to this case.
1.5 Applications in Ramsey theory

For a $k$-graph $F$ the *Ramsey number* $r_k(F, t)$ is the smallest integer $n$ such that every $F$-free $k$-graph on $n$ vertices has an independent set of size at least $t$. Determining the minimum independence number of an $F$-free $k$-graph on $n$ vertices is essentially the same as determining the value of $r_k(F, t)$. So, our results above can be applied to determine the Ramsey number of some hypergraphs.

First, Theorem 1.2 and (4) imply the following corollary.

**Corollary 1.7.** Let $k \geq 4$ and $\lambda \geq 2$ be fixed integers. Then

$$
\Omega \left( \frac{t^{(k-1)/2}}{(\log t)^{1/2}} \right) = r_k(S_\lambda(k-2), t) = O \left( \frac{t^{(k-1)/2}}{(\log \log t)^{1/2}} \right).
$$

Similarly, Theorem 1.4 gives the following corollary.

**Corollary 1.8.** Let $\ell \geq 2$, $k > 2\ell + 1$, and $\lambda \geq 2$ be fixed integers. Then

$$
\Omega \left( \frac{t^{2\ell/((\ell+1))}}{(\log t)^{2/((\ell+1))}} \right) = r_k(S_\lambda(\ell), t) = O \left( \min \left\{ \frac{\lambda\ell-1}{t^{\ell+1}}, t^{\ell+1} \right\} \right).
$$

**Remark.** According to Remark (a) after Theorem 1.4, the upper bound $t^{3\ell-1}$ above can be improved to $t^{3\ell/2 + o(1)} \sim t^{2.61803 + o(1)}$.

The following result about $r_k(S^k, t)$ follows from a more general result of Loh [17].

**Theorem 1.9** (Loh [17]). Let $t \geq k \geq 2$, $t - 1 = q(k - 1) + r$ for some $q, r \in \mathbb{N}$ with $0 \leq r \leq k - 2$. Then for every $\lambda \geq 2$

$$
\lambda q(k - 1) + r + 1 \leq r_k(S^k, t) \leq \lambda q(k - 1) + \lambda r + 1.
$$

In particular, $r_k(S^k, t) = \lambda(t - 1) + 1$ whenever $(k - 1) | (t - 1)$.

The $k$-Fan, denoted by $F^k$, is the $k$-graph consisting of $k+1$ edges $E_1, \ldots, E_k, E$ such that $E_i \cap E_j = v$ for all $1 \leq i < j \leq k$, where $v \notin E$, and $|E_i \cap E| = 1$ for $1 \leq i \leq k$. In other words, $F^k$ is obtained from $S^k$ by adding an edge omitting $v$ that intersects each edge of $S^k$. It is easy to see that $F^2$ is just the triangle $K_3$. The $k$-graph $F^k$ was first introduced by Mubayi and Pikhurko [19] in order to extend Mantel’s theorem to hypergraphs. Unlike the case $k = 2$, where it is well known that $r_2(K_3,t) = \Theta(t^2/\log t)$ (e.g. see [3, 14]), the following result shows that $r_k(F^k, t) = \Theta(t^2)$ for all $k \geq 3$.

**Theorem 1.10.** Suppose that $t \geq k \geq 3$. Then

$$
\left\lfloor \frac{t}{2} \right\rfloor \frac{t - 1}{2(k - 2)} < r_k(F^k, t) \leq t(t - 1) + 1.
$$

As $t \to \infty$, it remains open to determine $\lim r_k(F^k, t)/t^2$.

In Section 2, we prove Theorem 1.2. In Section 3, we prove Theorem 1.4. In Section 4, we prove Theorem 1.6. In Section 5, we prove Theorem 1.10. Throughout the paper we will omit floors and ceilings when they do not affect the proofs.
2 Proof of Theorem 1.2

In this section we prove Theorem 1.2. Let us show some preliminary results first.

2.1 Preliminaries

For a $k$-graph $H$ and $i \in [k-1]$ the $i$-th shadow of $H$ is
\[
\partial_i H = \left\{ A \in \binom{V(H)}{k-i} : \exists E \in H \text{ such that } A \subseteq E \right\}.
\]
The shadow of $H$ is $\partial H = \partial_1 H$. For a set $S \subseteq V(H)$ the neighborhood of $S$ in $H$ is
\[
N_H(S) = \{ v \in V(H) \setminus S : \exists E \in H \text{ such that } S \cup \{v\} \subseteq E \},
\]
the link of $S$ in $H$ is
\[
L_H(S) = \{ E \setminus S : E \in H \text{ and } S \subseteq E \},
\]
and $d_H(S) = |L_H(S)|$ is the degree of $S$ in $H$. For $i \in [k-1]$ the maximum $i$-degree of $H$ is
\[
\Delta_i(H) = \max \left\{ d_H(A) : A \in \binom{V(H)}{i} \right\},
\]
and note that $\Delta(H) = \Delta_1(H)$.

For a pair of distinct vertices $u, v \in V(H)$ the $(k-1)$-codegree of $u$ and $v$ is the number of $(k-1)$-sets $S \subseteq V(H)$ such that $S \cup \{u\} \in H$ and $S \cup \{v\} \in H$. Denoted by $\Gamma(H)$ the maximum $(k-1)$-codegree of $H$.

The random greedy independent set algorithm. We begin with $H(0) = H, V(0) = V(H)$ and $I(0) = \emptyset$. Given independent set $I(i)$ and hypergraph $H(i)$ on vertex set $V(i)$, a vertex $v \in V(i)$ is chosen uniformly at random and added to $I(i)$ to form $I(i+1)$. The vertex set $V(i+1)$ is set equal to $V(i)$ less $v$ and all vertices $u$ such that $\{u, v\}$ is an edge in $H(i)$. The hypergraph $H(i+1)$ is formed form $H_i$ by

1. removing $v$ from all edges of size at least three in $H(i)$ that contain $v$, and
2. removing every edge that contains a vertex $u$ such that the pair $\{u, v\}$ is an edge of $H(i)$.

The process terminates when $V(i) = \emptyset$. At this point $I(i)$ is a maximal independent set in $H$. Let $i_{\text{max}}$ denote the step where the algorithm terminates.

In [5], Bennett and Bohman analyzed the random greedy independent set algorithm using the differential equation method, and they proved that if a $k$-graph satisfies certain degree and codegree conditions, then the random greedy independent set algorithm produces a large independent set with high probability.

**Theorem 2.1** (Bennett–Bohman [5]). Let $k$ and $\epsilon > 0$ be fixed. Let $H$ be a $D$-regular $k$-graph on $n$ vertices such that $D > n^\epsilon$. If
\[
\Delta_i(H) < D^{\frac{k-1}{2}-\epsilon} \quad \text{for} \quad 2 \leq i \leq k-1, \quad \text{and} \quad \Gamma(H) < D^{1-\epsilon},
\]
then the random greedy independent set algorithm produces an independent set $I$ in $H$ of size $\Omega \left( (\log n)^{1/(k-1)} \cdot n / D^{1/(k-1)} \right)$ with probability $1 - o(1)$.
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The lower bound on independence number in Theorem 2.1 can easily be proved by applying a theorem of Duke-Lefmann-Rödl [9] (see Theorem 2.3), so the main novelty of Theorem 2.1 is the fact that the random greedy independent set algorithm produces an independent set of this size with high probability.

Let \( S \subset V(\mathcal{H}) \) be a set of bounded size \( s \) such that \( S \) contains no edge in \( \mathcal{H} \). A nice property of the random greedy independent set algorithm is that \( S \) is contained in the set \( I(i) \) with probability \( (1 + o(1)) (i/n)^s \), which is almost the probability that \( S \) is contained in a random \( i \)-subset of \( V(\mathcal{H}) \).

Using this property we can easily control the size of the induced subgraph of \( \mathcal{G} \) on \( I(i) \), where \( \mathcal{G} \) is a hypergraph that has the same vertex set with \( \mathcal{H} \).

**Proposition 2.2** (Bennett–Bohman [5]). Let \( \mathcal{H} \) be a hypergraph that satisfies the conditions in Theorem 2.1 and \( \mathcal{G} \) be a \( k' \)-graph on \( V(\mathcal{H}) \) (i.e. \( \mathcal{G} \) and \( \mathcal{H} \) are on the same vertex set). If \( i \leq i_{\text{max}} \) is fixed, then the expected number of edges of \( \mathcal{G} \) contained in \( I(i) \) is at most \( (1 + o(1)) (i/n)^{k'} |\mathcal{G}| \).

For \( 2 \leq j \leq k - 1 \) and two edges \( E, E' \) in a \( k \)-graph \( \mathcal{H} \) we say \( \{E, E'\} \) is a \((2, j)\)-cycle if \( |E \cap E'| = j \). Denote by \( \mathcal{C}_k(2, j) \) the number of \((2, j)\)-cycles in \( \mathcal{H} \). Duke, Lefmann, and Rödl [9] proved the following result for hypergraphs with few \((2, j)\)-cycles.

**Theorem 2.3** (Duke–Lefmann–Rödl [9]). Let \( \mathcal{H} \) be a \( k \)-graph on \( n \) vertices satisfying \( \Delta(\mathcal{H}) \leq t^{k-1} \), where \( t \gg k \). If \( \mathcal{C}_k(2, j) \leq n^{2k-j-1-\epsilon} \) for \( 2 \leq j \leq k - 1 \) and some constant \( \epsilon > 0 \), then \( \alpha(\mathcal{H}) \geq c(k, \epsilon) (\log t)^{1/(k-1)} \cdot n/t \).

Recall that a hypergraph is linear if every pair of edges has at most one vertex in common. It is easy to see that \( \mathcal{H} \) is linear iff \( \mathcal{C}_k(2, j) = 0 \) for \( 2 \leq j \leq k - 1 \). The following easy corollary of Theorem 2.3 will be handy for proofs in the next section.

**Corollary 2.4** (see e.g. [13]). Suppose that \( \mathcal{H} \) is a linear \( k \)-graph with \( n \) vertices and average degree \( d \). Then \( \alpha(\mathcal{H}) = \Omega \left( (\log d)^{1/(k-1)} \cdot n/d^{1/(k-1)} \right) \).

For a (not necessarily uniform) hypergraph \( \mathcal{H} \) on \( n \) vertices (assuming that \( V(\mathcal{H}) = [n] \)) and a family \( \mathcal{F} = \{G_1, \ldots, G_n\} \) of \( m \)-vertex \( k \)-graphs with \( V(G_1) = \cdots = V(G_n) = V_F \) the Cartesian product of \( \mathcal{H} \) and \( \mathcal{F} \), denoted by \( \mathcal{H} \square \mathcal{F} \), is a hypergraph on \( V(\mathcal{H}) \times V_F \) and

\[
\mathcal{H} \square \mathcal{F} = \{(E, v) : E \in \mathcal{H} \text{ and } v \in V_F \} \cup \{(i, F) : i \in [n] \text{ and } F \in G_i \}.
\]

Since the hypergraphs we considered here are not necessarily regular, Theorem 2.1 cannot be applied directly to our situations. To overcome this issue we use an adaption of a trick used by Shearer in [22], that is, for every nonregular hypergraph \( \mathcal{H} \) we take the Cartesian product of \( \mathcal{H} \) and a family of linear hypergraphs to get a new hypergraph \( \hat{\mathcal{H}} \) that is regular. Then we apply Theorem 2.1 to \( \hat{\mathcal{H}} \) to get a large independent set, and by the Pigeonhole principle, this ensures that \( \mathcal{H} \) has a large independent set.

First, we need the following theorem to show the existence of sparse regular linear hypergraphs.

Given two \( k \)-graphs \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) with the same number of vertices a packing of \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) is a bijection \( \phi : V(\mathcal{H}_1) \rightarrow V(\mathcal{H}_2) \) such that \( \phi(E) \notin \mathcal{H}_2 \) for all \( E \in \mathcal{H}_1 \).
Theorem 2.5 (Lu–Székely [18]). Let $\mathcal{H}_1$ and $\mathcal{H}_2$ be two $k$-graphs on $n$ vertices. If

$$\Delta(\mathcal{H}_1)|\mathcal{H}_2| + \Delta(\mathcal{H}_2)|\mathcal{H}_1| < \frac{1}{ek} \binom{n}{k},$$

then there is a packing of $\mathcal{H}_1$ and $\mathcal{H}_2$.

Theorem 2.5 enables us to construct sparse regular linear hypergraphs inductively.

Lemma 2.6. For every positive integer $n$ that satisfies $k \mid n$ and every positive integer $d$ that satisfies

$$d \leq \frac{(n-k+2)(n-k+1)}{ek^2(k-1)^2n} + 1,$$

there exists a $d$-regular linear $k$-graph with $n$ vertices.

Proof of Lemma 2.6. We proceed by induction on $d$ and note that the case $d = 1$ is trivial since a perfect matching on $n$ vertices is a 1-regular linear $k$-graph. Now suppose that $d \geq 2$. By the induction hypothesis, there exists a $(d-1)$-regular linear $k$-graph on $n$ vertices, and let $\mathcal{H}_{d-1}$ be such a $k$-graph. Let $\mathcal{H}_1$ be a perfect matching on $n$ vertices. Define the extended $k$-graph $\hat{\mathcal{H}}_1$ of $\mathcal{H}_1$ as

$$\hat{\mathcal{H}}_1 = \left\{ \{u, v\} \cup A : \{u, v\} \in \partial_{k-2}\mathcal{H}_1 \text{ and } A \in \binom{V(\mathcal{H}_1) \setminus \{u, v\}}{k-2} \right\}.$$

It is clear from the definition that $\mathcal{H}_1 \subset \hat{\mathcal{H}}_1$, $|\hat{\mathcal{H}}_1| < \frac{n}{k^2(k-2)^2}$, and $\hat{\mathcal{H}}_1$ is regular. So,

$$\Delta(\hat{\mathcal{H}}_1) = \frac{k|\hat{\mathcal{H}}_1|}{n} < \frac{k n}{k^2} \binom{k}{2} \binom{n}{k-2} = \binom{k}{2} \binom{n}{k-2}.$$

By assumption

$$\Delta(\mathcal{H}_{d-1})|\hat{\mathcal{H}}_1| + \Delta(\hat{\mathcal{H}}_1)|\mathcal{H}_{d-1}| < (d-1) \frac{n}{k} \binom{k}{2} \binom{n}{k-2} + \frac{(d-1)n}{k} \binom{k}{2} \binom{n}{k-2}$$

$$= 2(d-1) \frac{n}{k} \binom{k}{2} \binom{n}{k-2} \leq \frac{1}{ek} \binom{n}{k}.$$

Therefore, by Theorem 2.5, there exist a bijection $\phi : V(\mathcal{H}_{d-1}) \to V(\mathcal{H}_1)$ such that $|\phi(E) \cap E'| \leq k-1$ for all $E \in \mathcal{H}_{d-1}$ and all $E' \in \hat{\mathcal{H}}_1$, and this implies that $|\phi(E) \cap E''| \leq 1$ for all $E \in \mathcal{H}_{d-1}$ and all $E'' \in \mathcal{H}_1$. Therefore, $\mathcal{H}_1 \cup \phi(\mathcal{H}_{d-1})$ is a $d$-regular linear $k$-graph on $n$ vertices.

2.2 Proofs

First we use Theorem 2.1 and Proposition 2.2 to prove a result about the common independent set of two hypergraphs on the same vertex set.

Theorem 2.7. Let $k_1, k_2 \geq 2$ be integers, $\epsilon > 0$, $n, D \in \mathbb{N}$, and $d > 0$. Suppose that

(a) $\mathcal{H}$ is an $n$-vertex $k_1$-graph, $\mathcal{G}$ is an $n$-vertex $k_2$-graph, and $V(\mathcal{H}) = V(\mathcal{G}) = V$,

(b) $D > n^\epsilon$ and $d (\log n/D)^{\frac{k_2-1}{k_1-1}} \gg 1$. 


(c) $\mathcal{H}$ satisfies that $\Delta(\mathcal{H}) \leq D$, 

$$\Delta_i(\mathcal{H}) \leq D^{k_i^{-\varepsilon}} \text{ for } 2 \leq i \leq k_1 - 1, \text{ and } \Gamma(\mathcal{H}) < D^{1-\varepsilon},$$

(d) $\mathcal{G}$ satisfies that $d(\mathcal{G}) \leq d$ and 

$$C_\mathcal{G}(2, i) \ll n \left(\frac{D}{\log n}\right)^{\frac{2k_2-i-1}{k_1-1}} \text{ for } 2 \leq i \leq k_2 - 1.$$ 

Then, $\alpha(\mathcal{H} \cup \mathcal{G}) = \Omega(\omega \cdot n/d^{1/(k_2-1)})$, where 

$$\omega = \omega(n, D, d, k_1, k_2) = \left(\log \left(\left(\frac{\log n}{D}\right)^{\frac{k_2-1}{k_1-1}} d\right)\right)^{1/(k_2-1)}.$$ 

Remarks.

- Although Theorem 2.7 imposes no condition on $k_1$ and $k_2$, we will only apply the result in the case $k_2 = k_1 + 1$.
- Spencer’s bound (1) implies that $\alpha(\mathcal{G}) = \Omega\left(\frac{n}{d^{1/(k_2-1)}}\right)$. Theorem 2.7 improves it in two ways: first it improves the bound by a factor of $\omega$, second it is a lower bound for the independence number of $\mathcal{G} \cup \mathcal{H}$. Ajtai, Komlós, Pintz, Spencer, and Szemerédi’s result (2) implies that the upper bound for $\omega$ is $(\log n)^{1/(k_2-1)}$. However, we are not able to show that $\omega = \Omega\left((\log n)^{1/(k_2-1)}\right)$ in general, and it would be interesting to determine the optimal value of $\omega$.
- If $\mathcal{H}$ and $\mathcal{G}$ satisfy conditions (a) and (c) in Theorem 2.7 and also satisfy

$$(b') D > n^\varepsilon \text{ and } d \left(\log n/D\right)^{k_2-1} \ll 1,$$

then $\alpha(\mathcal{H} \cup \mathcal{G}) = \Omega\left((\log n)^{1/(k_1-1)} \cdot n/D^{1/(k_1-1)}\right)$. Moreover, if $\mathcal{G} = \emptyset$, then $\alpha(\mathcal{H}) = \Omega\left((\log n)^{1/(k_1-1)} \cdot n/D^{1/(k_1-1)}\right)$ which is the bound in Theorem 2.1. The proof is similar to the proof of Theorem 2.7.

Proof of Theorem 2.7. For $2 \leq i \leq k_2 - 1$ define 

$$\mathcal{G}^i = \left\{ S \in \binom{V}{2k_2 - i} : \mathcal{G}[S] \text{ contains a (2, } i\text{-cycle}\right\}.$$ 

Fix $m \in \mathbb{N}$ such that $D \ll m = O(n^{k_1})$, and $k_1 \mid m$. Notice that $D$ has a trivial upper bound $n^{k_1-1}$, so such an integer $m$ exists. For every $v \in V$ let $D_v = D - d_H(v)$. Since $m \gg D$ and $k_1 \mid m$, by Lemma 2.6, there exists a $D_v$-regular linear $k_1$-graph $\mathcal{F}(v)$ on $[m]$ for every $v \in V$. Let 

$$\mathcal{H}' = \mathcal{H} \cup \mathcal{G} \cup \left( \bigcup_{2 \leq i \leq k_2 - 1} \mathcal{G}^i \right), \text{ } \mathcal{F} = \{ \mathcal{F}(v) : v \in V \}, \text{ and } \hat{\mathcal{H}}' = \mathcal{H}' \square \mathcal{F}.$$ 

Note that $\hat{\mathcal{H}}'$ is consisting of

1. the $k_1$-graph $\hat{\mathcal{H}} = \mathcal{H} \square \mathcal{F}$, 
2. the $k_2$-graph $\hat{\mathcal{G}}$ that is the union of $m$ pairwise vertex-disjoint copies of $\mathcal{G}$, and
3. the \((2k_2 - i)\)-graph \(\widehat{G}^i\) that is the union of \(m\) pairwise vertex-disjoint copies of \(G^i\) for \(2 \leq i \leq k_2 - 1\).

For every \(v \in V(\widehat{H})\) we have \(d_{\widehat{H}}(v) = d_H(v) + D_v = D\). Moreover,

\[
\Delta_i(\widehat{H}) = \Delta_i(H) < D^{1/2 - \epsilon} \quad \text{for} \quad 2 \leq i \leq k_1 - 1, \quad \text{and} \quad \Gamma(\widehat{H}) = \Gamma(H) < D^{1/2 - \epsilon},
\]

Applying the random greedy independent set algorithm and Theorem 2.1 to \(\widehat{H}\), we obtain an independent set \(\hat{I}\) of size at least \(c (\log nm)^{1/(k_1 - 1)} \cdot nm / D^{1/(k_1 - 1)}\) for some constant \(c > 0\) with probability \(1 - o(1)\). Let \(p = c ((\log nm) / D)^{1/(k_1 - 1)}\) and we may assume that \(|\hat{I}| = pnm\) since otherwise we can take the set of the first \(pnm\) vertices generated by the random greedy independent set algorithm instead.

Applying Proposition 2.2 to \(\widehat{G}, \widehat{G}^2, \ldots, \widehat{G}^{k_2 - 1}\) and by assumption (d) we obtain

\[
\mathbb{E}\left[|\widehat{G}[\hat{I}]|\right] \leq (1 + o(1))p^{k_2}k_2 \cdot \mathbb{E}[\widehat{G}] < 2d^{k_2}np^{k_2}p^{k_2}m,$

and for \(2 \leq i \leq k_2 - 1\)

\[
\mathbb{E}\left[|\widehat{G}^i[\hat{I}]|\right] = (1 + o(1))p^{2k_2 - i} \cdot m \cdot C\widehat{G}(2, i) = o(pnm).
\]

So, by Markov’s inequality and the union bound, with probability at least \(1/2\) both

\[
|\widehat{G}[\hat{I}]| \leq 10d^{k_2}np^{k_2} \quad \text{and} \quad |\widehat{G}^i[\hat{I}]| = o(pnm) \quad \forall \ 2 \leq i \leq k_2 - 1
\]

hold.

Fix a set \(\hat{I}\) such that \(|\hat{I}| = pnm\) and the events above hold. Then by removing \(o(pnm)\) vertices we obtain a subset \(\hat{I}' \subset \hat{I}\) such that

\[
|\widehat{G}^i[\hat{I}']| = 0 \quad \text{for} \quad 2 \leq i \leq k_2 - 1.
\]

In other words, the \(k_2\)-graph \(\widehat{G}[\hat{I}']\) is linear. Since

\[
d\left(\widehat{G}[\hat{I}']\right) \leq \frac{k_2 \cdot 10d^{k_2}np^{k_2}m}{(1 - o(1))pnm} \leq 20k_2d^{k_2 - 1},
\]

by Corollary 2.4, it has an independent set \(I'\) of size at least

\[
\Omega\left(\frac{pnm}{(20k_2d^{k_2 - 1})^{1/(k_2 - 1)}} \right) = \Omega\left(m \cdot n \cdot \frac{n}{d^{1/(k_2 - 1)}} \left(\log p^{k_2 - 1}d\right)^{1/(k_2 - 1)}\right)
\]

Here we used assumption (b) to ensure that \(20k_2d^{k_2 - 1} \geq 1\).

By the Pigeonhole principle, there exists \(j \in [m]\) such that \(I = I' \cap (V \times \{j\})\) has size at least \(|I|/m = \Omega(\omega \cdot n / d^{1/(k_2 - 1)})\), and it is clear that \(I\) is an independent set in both \(H\) and \(G\).

Next we use Theorem 2.7 to prove Theorem 1.2. The idea is to first decompose an \((n, k, k - 2)\)-omitting system \(H\) into two parts: \(H_{k-1} \subset \partial H\) and \(H_k \subset H\), and then apply Theorem 2.7 to \(H_{k-1}\) and \(H_k\) to find a large set \(I \subset V\) that is independent in both of them. It will be easy to see that the set \(I\) is independent in \(H\).
Proof of Theorem 1.2. Let $\mathcal{H}$ be an $(n, k, k - 2)$-omitting system and let $V = V(\mathcal{H})$. By Theorem 1.1, there exists a constant $C_1$ such that $|\mathcal{H}| \leq C_1 n^{k-2}$. Let $\beta = \beta(k) > 0$ be a constant such that $\frac{k}{2(k-1)} < \beta < 1$, for example, take $\beta = 4/5$. Define

$$\mathcal{H}_{k-1} = \left\{ A \in \partial \mathcal{H} : d_{\mathcal{H}}(A) \geq \frac{n^{k-3}}{(\log n)^{\beta}} \right\} \quad \text{and} \quad \mathcal{H}_k = \left\{ E \in \mathcal{H} : \left( \frac{E}{k-1} \right) \cap \mathcal{H}_{k-1} = \emptyset \right\}.$$ 

Let $k_1 = k - 1$, $k_2 = k$, $D = n^{k-4+2/(k-1)(\log n)^{\beta}}$, $d = C_1 n^{k-3}$, and $\epsilon$ be a constant such that $0 < \epsilon < 1/(k - 1)$. Then $D > n^\epsilon$ and

$$d \left( \frac{\log n}{D} \right)^{\frac{\epsilon + 1}{\epsilon - 1}} = C_1 n^{k-3} \left( \frac{\log n}{n^{k-4+2/(k-1)(\log n)^{\beta}}} \right)^{\frac{k-3}{k-2}} = C_1 (\log n)^{(1-\beta)\frac{k-3}{k-2}} \gg 1.$$ 

Therefore, condition (b) in Theorem 2.7 is satisfied. Next we show that $\mathcal{H}_{k-1}$ and $\mathcal{H}_k$ satisfy (c) and (d) in Theorem 2.7 with our choice of $k_1, k_2, D, d, \epsilon$.

Claim 2.8. The $(k - 1)$-graph $\mathcal{H}_{k-1}$ is an $(n, k - 1, k - 2)$-system with $\Delta_{k-3}(\mathcal{H}_{k-1}) \leq n^{2/(k-1)(\log n)^{\beta}}$.

Proof of Claim 2.8. First we prove that $\mathcal{H}_{k-1}$ is an $(n, k - 1, k - 2)$-system. Indeed, suppose to the contrary that there exist $e_1, e_2 \in \mathcal{H}_{k-1}$ such that $S = e_1 \cap e_2$ has size $k - 2$. By the definition of $\mathcal{H}_{k-1}$, $|N_{\mathcal{H}}(e_i)| \geq n^{k-3}/(\log n)^{\beta} > 2k$ for $i = 1, 2$. So there exist $v_1, v_2 \in V \setminus (e_1 \cup e_2)$ such that $E_i = e_i \cup \{v_i\} \in \mathcal{H}$ for $i = 1, 2$. However, $E_1 \cap E_2 = S$ has size $k - 2$, contradicting the assumption that $\mathcal{H}$ is an $(n, k, k - 2)$-omitting system. Therefore, $\mathcal{H}_{k-1}$ is an $(n, k - 1, k - 2)$-system.

Now suppose to the contrary that there exists a set $A \subset V$ of size $k - 3$ with $d_{\mathcal{H}_{k-1}}(A) = m > n^{2/(k-1)(\log n)^{\beta}}$. Since $\mathcal{H}_{k-1}$ is an $(n, k - 1, k - 2)$-system, $L_{\mathcal{H}_{k-1}}(A)$ is a matching consisting of $m$ edges. Suppose that $L_{\mathcal{H}_{k-1}}(A) = \{e_1, \ldots, e_m\}$, and let $B_i = A \cup e_i$ for $1 \leq i \leq m$. Since $B_i \in \mathcal{H}_{k-1}$, by definition, there exists a set $N_i \subset V$ of size at least $n^{\frac{k-3}{k-2}}/(\log n)^{\beta}$ such that $B_i \cup \{u\} \in \mathcal{H}$ for all $u \in N_i$.

Suppose that there exists $v \in N_i \cap N_j$ for some distinct $i, j \in [m]$. Then the two sets $A \cup e_i \cup \{v\}$ and $A \cup e_j \cup \{v\}$ are edges in $\mathcal{H}$ and have an intersection of size $k - 2$, a contradiction. Therefore, $N_i \cap N_j = \emptyset$ for all distinct $i, j \in [m]$. It follows that

$$n = |V| \geq \sum_{i \in [m]} |N_i| \geq mn^{\frac{k-3}{k-2}}/(\log n)^{\beta} > n^2 (\log n)^{\beta} n^{\frac{k-3}{k-2}}/(\log n)^{\beta} > n,$$

a contradiction. Therefore, $\Delta_{k-3}(\mathcal{H}_{k-1}) \leq n^{2/(k-1)(\log n)^{\beta}}$. 

Since $\Delta_{k-3}(\mathcal{H}_{k-1}) \leq n^{2/(k-1)(\log n)^{\beta}}$, for every set $S \subset V$ of size $i$ with $i \in [k - 4]$ the link $L_{\mathcal{H}_{k-1}}(S)$ is an $(n, k - 1 - i, k - 3 - i, n^{2/(k-1)(\log n)^{\beta}})$-system. Therefore, for $i \in [k - 4]$

$$\Delta_i(\mathcal{H}_{k-1}) \leq n^{\frac{k-3}{k-2}}(\log n)^{\beta} \left( \frac{n}{k-3-i} \right) / \left( \frac{k-1-i}{k-3-i} \right) < n^{k-3-i+\frac{k-3}{k-2}}(\log n)^{\beta}.$$ 

Since

$$\left( k - 4 + \frac{2}{k-1} \right) \frac{k-1-i}{k-2} - \left( k - 3 - i + \frac{2}{k-1} \right) = \frac{2(i-1)}{k-1} > \epsilon,$$
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we obtain
\[
\Delta_i(H_{k-1}) < n^{k - 3 - i} + \frac{2}{k - 1} (\log n)^\beta < D^\frac{k - 1}{k - 1 - \epsilon}
\]
for \(2 \leq i \leq k - 3\).

On the other hand, since \(H\) is an \((n, k - 1, k - 2)\)-system, \(\Delta_{k-2}(H_{k-1}) \leq 1 < D^\frac{k - 1 - (k - 2)}{k - 1 - \epsilon}\) and \(\Gamma(H_{k-1}) = 0 < D^{1 - \epsilon}\). Therefore, \(H_{k-1}\) satisfies condition (c) in Theorem 2.7.

**Claim 2.9.** The \(k\)-graph \(H_k\) satisfies \(d(H_k) \leq C_1 n^{k - 2}\),

\[
C_{H_k}(2, i) = O\left(n^{2k - 4 - i}\right) \quad \text{for} \quad 2 \leq i \leq k - 3,
\]

\(C_{H_k}(2, k - 2) = 0\), and \(C_{H_k}(2, k - 1) = O\left(n^{k - 2 + \frac{k - 3}{k - 1}} / (\log n)^\beta\right)\).

**Proof of Claim 2.9.** First, it is clear that \(C_{H_k}(2, k - 2) = 0\) since there is no pair of edges in \(H_k\) with an intersection of size \(k - 2\).

Let \(2 \leq i \leq k - 3\) and \(S \subset V\) be a set of size \(i\). Since \(H_k\) is an \((n, k, k - 2)\)-omitting system, the link \(L_{H_k}(S)\) is an \((n, k - i, k - 2 - i)\)-omitting system. So, by Theorem 1.1, \(|L_{H_k}(S)| = O(n^{k - 2 - i})\), which implies that

\[
C_{H_k}(2, i) \leq |H_k| \cdot \binom{k}{i} \cdot O\left(n^{k - 2 - i}\right) = O\left(n^{2k - 4 - i}\right) \quad \text{for} \quad 2 \leq i \leq k - 3.
\]

Now let \(S \subset V\) be a set of size \(k - 1\). By the definition of \(H_k\), \(d_{H_k}(S) \leq n^{2/(k - 1)} / (\log n)^\beta\). Therefore,

\[
C_{H_k}(2, k - 1) \leq |H_k| \cdot \binom{k}{k - 1} \cdot n^{k - 2 + \frac{k - 3}{k - 1}} / (\log n)^\beta = O\left(n^{k - 2 + \frac{k - 3}{k - 1}} / (\log n)^\beta\right).
\]

Since

\[
1 + \left(k - 4 + \frac{2}{k - 1}\right) - \frac{2k - 1 - i}{k - 2} - (2k - 4 - i) = \frac{2(i - 1)}{k - 1} > \epsilon,
\]

by Claim 2.9,

\[
C_{H_k}(2, i) = O\left(n^{2k - 4 - i}\right) = o\left(n (D/\log n)^\frac{2k - i - 1}{k - 1 - \epsilon}\right) \quad \text{for} \quad 2 \leq i \leq k - 3.
\]

Moreover, \(C_{H_k}(2, k - 2) = 0 \ll n (D/\log n)^\frac{2k - (k - 2) - 1}{k - 1 - \epsilon}\), and

\[
C_{H_k}(2, k - 1) = O\left(\frac{n^{k - 2 + \frac{k - 3}{k - 1}}}{(\log n)^\beta}\right) \ll \frac{n^{k - 2 + \frac{k - 3}{k - 1}}}{(\log n)^{(1 - \beta) \frac{k - 3}{k - 1}}} = n\left(\frac{D}{\log n}\right)^\frac{2k - (k - 1) - 1}{k - 1 - \epsilon},
\]

where the inequality follows from the assumption that \(\beta > \frac{k}{2(k - 1)}\). Therefore, \(H_k\) satisfies condition (d) in Theorem 2.7.

So, by Theorem 2.7, there exists a set \(I \subset V\) of size \(\Omega\left(\omega \cdot n^{k - 4 - k - 1}\right) = \Omega\left(n^{2/(k - 1)}\right)\) such that \(I\) is independent in both \(H_{k-1}\) and \(H_k\). Here

\[
\omega = \left(\log \left(n^{(k - 2 - k - 1) / (k - 1)}\right)\right)^{1/(k_2 - 1)} = \left(\log (\log n)^{(1 - \beta) \frac{k - 1}{k - 1}}\right)^{1/(k - 1)} = \Omega\left((\log \log n)^{1/(k - 1)}\right).
\]
3 Proof of Theorem 1.4

3.1 Lower bound

We prove the lower bound in Theorem 1.4 in this section. The proof idea is similar to that used in the proof of Theorem 1.2, that is, we decompose an \((n, k, \ell, \lambda)\)-omitting system into many different hypergraphs so that each hypergraph contains the information of a certain subset of edges in the original hypergraph. Then we use a probabilistic argument to show that there exists a large common independent set of these hypergraphs.

Recall that an \(n\)-vertex \(k\)-graph \(H\) is an \((n, k, \ell, \lambda)\)-omitting system iff it is \(S_{\lambda+1}(\ell)\)-free. While Theorem 1.4 as stated provides a lower bound on the independence number of \((n, k, \ell, \lambda)\)-omitting systems, the result holds in the more general setting of \((n, k, \ell, \lambda)\)-omitting systems. We present the proof in this more general setting.

Let \(k \geq k_0 > \ell \geq 1, \lambda \geq 2\), and \(H\) be an \(S_\lambda(\ell)\)-free \(k\)-graph. We say \(H\) is \((k_0, \lambda)\)-indecomposable if

- \(k = k_0\), or
- \(k > k_0\) and \(H\) is \(\{S_{\lambda_1}(k-1), \ldots, S_{\lambda_{k-k_0}}(k_0)\}\)-free, where \(\lambda_i = (k\lambda)^{2^{i-1}}\) for \(i \in [k-k_0]\).

Otherwise, we say \(H\) is \((k_0, \lambda)\)-decomposable.

Call a family \(F\) of hypergraphs \((k_0, \lambda)\)-indecomposable if every member in it is \((k_0, \lambda)\)-indecomposable. Otherwise, we say \(F\) is \((k_0, \lambda)\)-decomposable.

The decomposition algorithm.

**Input:** An \(S_\lambda(\ell)\)-free \(k\)-graph \(H\) and a threshold \(k_0\) with \(k \geq k_0 > \ell\).

**Output:** A family \(F\) of \(S_\lambda(\ell)\)-free \((k_0, \lambda)\)-indecomposable hypergraphs.

**Operation:** We start with the family \(F = \{H\}\). If \(F\) is \((k_0, \lambda)\)-indecomposable, then we terminate this algorithm. Otherwise, let \(G \in F\) be a \((k_0, \lambda)\)-decomposable hypergraph and let \(k'\) denote the size of each edge in \(G\). Let \(i_0 \in \{1, \ldots, k' - k_0\}\) be the smallest integer such that \(G\) contains a copy of \(S_{\lambda_{i_0}}(k' - i_0)\), where \(\lambda_{i_0} = (k\lambda)^{2^{q-1}}\). Define

\[
G_{k' - i_0} = \left\{ A \in \left( V(H) \atop k' - i_0 \right) : d_G(A) \geq \lambda_{i_0} \right\} \quad \text{and} \quad G_{k'} = \left\{ B \in G : \left( B \atop k' - i_0 \right) \cap G_{k' - i_0} = \emptyset \right\}.
\]

Update \(F\) by removing \(G\) and adding \(G_{k' - i_0}\) and \(G_{k'}\). Repeat this operation until \(F\) is \((k_0, \lambda)\)-indecomposable.

We need the following lemmas to show that the algorithm defined above always terminates. Write \(\nu(H)\) for the size of a maximum matching in \(H\).

**Lemma 3.1.** Let \(H\) be an \(\{S_{\lambda_1}(k-1), \ldots, S_{\lambda_{k-1}}(1)\}\)-free \(k\)-graph with \(m\) edges. Then

\[
\nu(H) \geq \frac{m}{\prod_{i=1}^{k-1}(i+1)\lambda_i}.
\]

**Proof of Lemma 3.1.** For \(j \in [k-1]\) let \(A_j = \prod_{i=1}^{j}(i+1)\lambda_i\). We prove this lemma by induction on \(k\). Suppose that \(k = 2\). Since \(H\) is \(S_{\lambda_1}(1)\)-free, \(d_H(v) \leq \lambda_1 - 1\) for all \(v \in V(H)\). Therefore, by greedily choosing an edge \(e\) and removing all edges that have nonempty intersection with \(e\), we obtain at least \(m/(2\lambda_1)\) pairwise disjoint edges in \(H\).
Now suppose that \( k \geq 3 \). We claim that \( d_H(v) \leq (\lambda_{k-1} - 1)\lambda_{k-2} \) for all \( v \in V(H) \). Indeed, suppose to the contrary that there exists \( v_0 \in V(H) \) with \( d_H(v_0) \geq (\lambda_{k-1} - 1)\lambda_{k-2} + 1 \).

Since \( H \) is \( \{S_\lambda(k-1), \ldots, S_\lambda(k-2)(2)\} \)-free, the link \( L_H(v_0) \) is \( \{S_\lambda(k-2), \ldots, S_\lambda(1)\} \)-free. By the induction hypothesis,

\[
\nu(L_H(v_0)) \geq \frac{(\lambda_{k-1} - 1)\lambda_{k-2} + 1}{\lambda_{k-2}} > \lambda_{k-1} - 1,
\]

but this contradicts the assumption that \( H \) is \( S_{\lambda_{k-1}}(1) \)-free. Therefore, \( d_H(v) \leq (\lambda_{k-1} - 1)\lambda_{k-2} \) for all \( v \in V(H) \). Then, similar to the case of \( k = 2 \), by greedily choosing an edge \( e \) and removing all edges that have nonempty intersection with \( e \), we obtain

\[
\nu(H) \geq \frac{m}{k(\lambda_{k-1} - 1)\lambda_{k-2} + 1} > \frac{m}{\Lambda_{k-1}}
\]

completing the proof.

Let \( H \) be an \( S_\lambda(\ell) \)-free \( k \)-graph. Define

\[
H_{k-1} = \left\{ A \in \binom{V(H)}{k-1} : d_H(A) \geq k\lambda \right\}.
\]

If \( H \) is \( \{S_\lambda(k-1), \ldots, S_{\lambda_{k-1}}(k', 1), S_\lambda(\ell)\} \)-free for some \( \ell < k' \leq k - 2 \), then also define

\[
H_{k'} = \left\{ A \in \binom{V}{k'} : d_H(A) \geq k\lambda \prod_{i=1}^{k-k'} (i+1)\lambda_i \right\}.
\]

**Lemma 3.2.** The hypergraphs \( H_{k'} \) and \( H_{k-1} \) defined above are \( S_\lambda(\ell) \)-free.

**Proof of Lemma 3.2.** We may only prove that \( H_{k'} \) is \( S_\lambda(\ell) \)-free, since the proof for \( H_{k-1} \) is basically the same. Suppose to the contrary that there exists \( \{A_1, \ldots, A_\lambda\} \subset H_{k'} \) forming a copy of \( S_\lambda(\ell) \). Since \( H \) is \( \{S_\lambda(k-1), \ldots, S_{\lambda_{k-1}}(k', 1)\} \)-free, the link \( L_H(A_i) \) is \( \{S_\lambda(k-k'-1), \ldots, S_{\lambda_{k-1}}(1)\} \)-free for \( i \in [\lambda] \). Let \( \Lambda' = \prod_{i=1}^{k-k'-1}(i+1)\lambda_i' \). It follows from the definition of \( H_{k'} \) that \( |L_H(A_i)| \geq k\lambda\Lambda' \) for \( i \in [\lambda] \). So, by Lemma 3.1, there are at least \( k\lambda\Lambda' \geq k\lambda \) pairwise disjoint edges in \( L_H(A_i) \) for \( i \in [\lambda] \). Therefore, there exist \( \lambda \) pairwise disjoint \((k-k')\)-sets \( B_1, \ldots, B_\lambda \) such that \( B_i \subset V \setminus \left( \bigcup_{i=1}^{\lambda} A_i \right) \) and \( E_i = A_i \cup B_i \in H \) for \( i \in [\lambda] \). It is clear that \( \{E_1, \ldots, E_\lambda\} \) is a copy of \( S_\lambda(\ell) \) in \( H \), a contradiction.

Recall that in the decomposition algorithm we defined

\[
G_{k'-i_0} = \left\{ A \in \binom{V(H)}{k'-i_0} : d_G(A) \geq \lambda_{i_0} \right\}, \quad \text{and} \quad G_{k'} = \left\{ B \in G : \binom{B}{k'-i_0} \cap G_{k'-i_0} = \emptyset \right\},
\]

where \( i_0 \in \{1, \ldots, k'-k_0\} \) is the smallest integer such that \( G \) contains a copy of \( S_{\lambda_{i_0}}(k'-i_0) \) and \( \lambda_{i_0} = (k\lambda)^{2^{i_0-1}} \). It is clear from the definition that \( G_{k'} \) is \( S_{\lambda_{i_0}}(k'-i_0) \)-free. On the other hand, Lemma 3.2 implies that both \( G_{k'} \) and \( G_{k'-i_0} \) are \( S_\lambda(\ell) \)-free. Therefore, the new hypergraphs \( G_{k'-i_0} \) and \( G_{k'} \) we added into \( \mathcal{F} \) either have a smaller edge size (the case \( G_{k'-i_0} \)) or forbid one more hypergraph (the case \( G_{k'} \)). So the algorithm must terminate after finite many steps, and it is easy to see that the outputted family \( \mathcal{F} \) has size at most \( 2^{k-k_0-1} \). Indeed, the latter statement can be proved by associating a binary tree \( T_H \) to the
algorithm: the vertex set of $T_H$ is the collection of all hypergraphs (including $H$) generated in each operation of the algorithm, the root of $T_H$ is $H$, and the children of a vertex $G$ are $G_{k_i-1}$ and $G_{k_i'}$ (if they are defined). It is easy to see that the height of $T_H$ is at most $k - k_0$ and the outputted family $F$ is the collection of hypergraphs that are leaf vertices of $T_H$. Therefore, $|F| \leq 2^{k-k_0}$.

The following lemma shows that in order to find a large independent set in $H$ it suffices to find a large common independent set of all hypergraphs in $F$.

**Lemma 3.3.** Let $H$ be an $S_\lambda(\ell)$-free $k$-graph and $F$ be the outputted family after applying the decomposition algorithm to $H$. Then

$$\alpha(H) \geq \alpha \left( \bigcup_{G \in F} G \right).$$

**Proof of Lemma 3.3.** Suppose that $F = \{H_1, \ldots, H_m\}$ and $I \subset V(H)$ is independent in $H_i$ for $i \in [m]$. It is clear from the definition that for every $E \in H$ there is a subset $E' \subset E$ such that $E' \in H_i$ for some $i \in [m]$. Since $I$ is independent $H_i$, $E' \not\subset I$ and it follows that $E \not\subset I$. Therefore, $I$ is independent in $H$. □

We also need the following lemma which gives an upper bound for the size of an indecomposable hypergraph.

**Theorem 3.4** (Deza–Erdős–Frankl [8]). Let $r \geq 1$, $t \geq 2$ be integers and $L = \{\ell_1, \ldots, \ell_r\}$ be a set of integers with $0 \leq \ell_1 < \cdots < \ell_r < k$. If an $n$-vertex $k$-graph $H$ is $S_t(\ell)$-free for every $\ell \in [k] \setminus L$, then $|H| = O(n^{t-1})$ unless $(\ell_2 - \ell_1) | \cdots | (\ell_r - \ell_{r-1}) | (k - \ell_r)$.

**Lemma 3.5.** Let $k \geq k_0 > \ell \geq 1$, $\lambda \geq 2$ be integers, $k > 2\ell + 1$, $k_0 \geq \ell + 3$, and $H$ be a $S_\lambda(\ell)$-free $(k_0, \lambda)$-indecomposable $k$-graph with $n$ vertices. Then there exists a constant $C_{k,\ell,\lambda}$ such that $|H| \leq C_{k,\ell,\lambda} n^\min\{k_0-2, k-\ell-1\}$.

**Proof of Lemma 3.5.** Since $H$ is $S_\lambda(\ell)$-free and $k > 2\ell + 1$, by the results in [11], $|H| = O\left(n^{k-\ell-1}\right)$. On the other hand, since $H$ is $\{S_\lambda(k-1), \ldots, S_{\lambda k_0-\ell-1}(k_0), S_\lambda(\ell)\}$-free, applying Theorem 3.4 to $H$ with $t = \max\{\lambda_1, \ldots, \lambda_{k_0-\ell-1}\}$ and $L = \{0, 1, \ldots, \ell-1, \ell + 1, \ldots, k_0-1\}$ we obtain $|H| = O\left(n^{k_0-2}\right)$. □

Now we are ready to prove the lower bound in Theorem 1.4.

**Proof of the lower bound in Theorem 1.4.** We may assume that $k > 3\ell$ since otherwise by (5) we are done. Let $H$ be an $S_\lambda(\ell)$-free $k$-graph on $n$ vertices and $V = V(H)$. Apply the decomposition algorithm to $H$ with the threshold $k_0 = 2\ell + 1$, and let $F$ denote the outputted family. Suppose that $F = \{H_1, \ldots, H_m\}$ for some integer $m$. For $i \in [m]$ let $k_i$ denote the size of each edge in $H_i$ and note from the definition of the algorithm that $2\ell + 1 \leq k_i \leq k$. Let $C = \max\{C_{k_i,\ell,\lambda} : 2\ell + 1 \leq k_i \leq k\}$, where $C_{k_i,\ell,\lambda}$ is the constant given by Lemma 3.5. Choose a set $I \subset V$ such that every vertex is included in $I$ independently with probability $p = \delta n^{-\frac{2\ell - \lambda - 1}{2\ell + 1}}$, where $\delta > 0$ is a small constant that satisfies
\[ C m \delta^{3\ell - 2} \leq 1/4. \] Then by Lemma 3.5,
\[
E \left[ |I| - \sum_{i=1}^{m} |H_i[I]| \right] = E[|I|] - \sum_{i=1}^{m} E[|H_i[I]|]
\geq pm - \sum_{i=1}^{m} C p^{k_i} n^{\min\{2\ell - 1, k_i - \ell - 1\}}
\geq pm - C \left( \sum_{i \in [m]; k_i \geq 3\ell} p^{k_i} n^{2\ell - 1} + \sum_{i \in [m]; k_i \leq 3\ell - 1} p^{k_i} n^{k_i - \ell - 1} \right)
\geq \delta n^{\ell+1/4} - C m \delta^{3\ell} n^{3\ell-1} - C m \delta^{3\ell-1} n^{3\ell-1} \geq \delta n^{\ell+1/4}/2.
\]

Therefore, there exists a set \( I \) of size \( \Omega \left( n^{\ell+1/4} \right) \) such that \( H_i[I] = \emptyset \) for \( i \in [m] \), and it follow from Lemma 3.3 that \( \alpha(H) \geq |I| = \Omega \left( n^{\ell+1/4} \right) \).

**Remark.** The lower bound \( n^{\ell+1/4} \) can be improved by optimizing the choice of \( k_0 \). Indeed, suppose that \( \ell \) is sufficiently large. Let
\[
k_0 = \left( \frac{\sqrt{5} + 1}{2} + o(1) \right) \ell, \quad s = \left( \frac{\sqrt{5} + 3}{2} + o(1) \right) \ell, \quad \text{and} \quad p = \delta n^{\left( \frac{\sqrt{5} - 1}{2} + o(1) \right)},
\]
where \( \delta > 0 \) is a sufficiently small constant. Repeating the argument above we obtain
\[
E \left[ |I| - \sum_{i=1}^{m} |H_i[I]| \right] = E[|I|] - \sum_{i=1}^{m} E[|H_i[I]|]
\geq pm - \left( \sum_{k_i \geq s} E[|H_i[I]|] + \sum_{2\ell+1 \leq k_i \leq s} E[|H_i[I]|] + \sum_{k_0 < k_i \leq 2\ell} E[|H_i[I]|] \right).
\]
By Lemma 3.5, we have
\[
\sum_{k_i \geq s} E[|H_i[I]|] \leq C \sum_{k_i \geq s} p^{k_i} n^{k_i - s/2}.
\]
By Theorem 1.1, we have
\[
\sum_{2\ell+1 \leq k_i \leq s} E[|H_i[I]|] \leq C \sum_{2\ell+1 \leq k_i < s} p^{k_i} n^{k_i - \ell - 1} \quad \text{and} \quad \sum_{k_0 < k_i \leq 2\ell} E[|H_i[I]|] \leq C \sum_{k_0 < k_i \leq 2\ell} p^{k_i} n^\ell.
\]
Therefore,
\[
E \left[ |I| - \sum_{i=1}^{m} |H_i[I]| \right] \geq pm - C \left( \sum_{k_i \geq s} p^{k_i} n^{k_i - s/2} + \sum_{2\ell+1 \leq k_i < s} p^{k_i} n^{k_i - \ell - 1} + \sum_{k_0 < k_i \leq 2\ell} p^{k_i} n^\ell \right)
\geq pm - C m \left( p^s n^{k_0 - s/2} + p^{s-1} n^{s-\ell - 2} + p^k n^\ell \right)
\geq \delta n^{\left( \frac{\sqrt{5} - 1}{2} + o(1) \right)} / 2,
\]
which implies that \( H \) contains an independent set \( I \) of size \( \Omega \left( n^{\left( \frac{\sqrt{5} - 1}{2} + o(1) \right)} \right) \).

Similarly, the lower bound for \( g(n, 6, 2) \) can be improved from \( \Omega \left( n^{3/5} \right) \) to \( \Omega \left( n^{2/3} \right) \) by letting \( k_0 = 4 \). Indeed, it is easy to see that when applying the decomposition algorithm
to an $n$-vertex $S_{\lambda}(2)$-free 6-graph $H$ with the threshold $k_0 = 4$, the outputted family $\mathcal{F}$ consists of three hypergraphs: an $S_{\lambda}(2)$-free $(4, \lambda)$-indecomposable 6-graph $H_1$, an $S_{\lambda}(2)$-free $(4, \lambda)$-indecomposable 5-graph $H_2$, and an $S_{\lambda}(2)$-free 4-graph $H_3$. By Theorem 1.1 (the stronger version in [11]), $|H_2| = O(n^2)$ and $|H_3| = O(n^2)$. By Theorem 3.4, $H_1 = O(n^2)$.

So, it follows from a similar probabilistic argument as above that $\alpha(H) \geq \alpha(H_1 \cup H_2 \cup H_3) = \Omega(n^{2/3})$.

### 3.2 Pseudorandom bipartite graphs

Our construction for the upper bound in Theorem 1.4 is related to some pseudorandom bipartite graphs, so it will be convenient to introduce some definitions and results related to pseudorandom bipartite graphs.

For a graph $G$ on $n$ vertices (assuming that $V(G) = [n]$) the adjacency matrix $A_G$ of $G$ is an $n \times n$ matrix whose $(i, j)$-th entry is

$$A_G(i, j) = \begin{cases} 1, & \text{if } \{i, j\} \in E(G), \\ 0, & \text{otherwise.} \end{cases}$$

Denote by $G(V_1, V_2)$ a bipartite graph with two parts $V_1$ and $V_2$, and that say $G(V_1, V_2)$ is $(d_1, d_2)$-regular if $d_G(v) = d_i$ for all $v \in V_i$ and $i = 1, 2$.

For a bipartite $G = G(V_1, V_2)$ denote by $\lambda(G)$ the second largest eigenvalue of $A_G$. Suppose that $G$ is $(d_1, d_2)$-regular. Then we say $G$ is pseudorandom if $\lambda(G) = O(\max\{\sqrt{d_1}, \sqrt{d_2}\})$.

The Zarankiewicz number $z(m, n, s, t)$ is the maximum number of edges in a bipartite graph $G(V_1, V_2)$ with $|V_1| = m$, $|V_2| = n$ such that $G$ contains no complete bipartite graph with $s$ vertices in $V_1$ and $t$ vertices in $V_2$.

Our construction of $(n, k, \ell)$-systems is related to the lower bound (construction) for $z(m, n, s, t)$. More specifically, it is related to a construction defined by Alon, Mellinger, Mubayi and Verstraëte in [4], which was used to show that $z(n^{\ell/2}, n, 2, \ell) = \Omega(n^{(\ell+1)/2})$.

Let $q$ be a prime power and $F = GF(q)$ be the finite field of size $q$. Denote by $F[X]$ the collection of all polynomials over $F$. The graph $G(q^\ell, q^2, 2, \ell)$ is a bipartite graph with two parts $V_1$ and $V_2$, where

$$V_1 = \{P(x) : P(x) \in F[X], \deg(P(x)) \leq \ell - 1\}, \quad \text{and} \quad V_2 = F \times F,$$

and for every $P(x) \in V_1$ and every $(x, y) \in V_2$, the pair $\{P(x), (x, y)\}$ is an edge in $G(q^\ell, q^2, 2, \ell)$ iff $y = P(x)$.

It is clear that $G(q^\ell, q^2, 2, \ell)$ does not contain a complete bipartite graph with two vertices in $V_1$ and $\ell$ vertices in $V_2$ since two distinct polynomials of degree at most $\ell - 1$ over $F$ can have the same value in at most $\ell - 1$ points. It is also easy to see that $G(q^\ell, q^2, 2, \ell)$ is $(q, q^{\ell-1})$-regular.

The proof of the following result concerning the eigenvalues of $G(q^\ell, q^2, 2, \ell)$ can be found in [10].

**Lemma 3.6** ([10]). The eigenvalues of the adjacency matrix of $G(q^\ell, q^2, 2, \ell)$ are

$$q^{\ell/2}, q^{(\ell-1)/2}, \ldots, q^{(\ell-1)/2}, 0, \ldots, 0, -q^{(\ell-1)/2}, \ldots, -q^{(\ell-1)/2}, -q^{\ell/2}.$$

In particular, $G(q^\ell, q^2, 2, \ell)$ is pseudorandom.
3.3 Upper bound

In this section we prove the existence of \((n,k,\ell)\)-systems with independence number \(O\left(n^{\frac{\ell^2}{d^2}}(\log n)^{\frac{1}{2}}\right)\). Our construction is obtained from a random subgraph of the bipartite graph \(G(q^k, q^2, 2, \ell)\) defined in the last section, and the method we used here is similar to that used in [15, 10].

First let us summarize the constructions used in [15] and [10] into a more general form. Since we cannot ensure the random subgraph chosen from \(G(q^k, q^2, 2, \ell)\) is exactly \((d_1, d_2)\)-regular for some \(d_1, d_2 \in \mathbb{N}\), it will be useful to consider the following more general setting.

Let \(C, d_1, d_2 \geq 1\) be real numbers. A hypergraph \(H\) is

(a) \((C, d_1)\)-uniform if \(d_1/C \leq |E| \leq C d_1\) for all \(E \in \mathcal{H}\), and

(b) \((C, d_2)\)-regular if \(d_2/C \leq d_\mathcal{H}(v) \leq C d_2\) for all \(v \in V(H)\).

The edge density of a \(k\)-graph \(H\) with \(n\) vertices is \(\rho(H) = |H|/\binom{n}{k}\). The bipartite incidence graph \(G_H\) of \(H\) is a bipartite graph with two parts \(V_1 = E(H)\) and \(V_2 = V(H)\), and for every \(E \in E(H)\) and \(v \in V(H)\) the pair \(\{E, v\}\) is an edge in \(G_H\) iff \(v \in E\). Denote by \(A_H\) the adjacency matrix of \(G_H\).

Let \(n = |V(H)|, m = |\mathcal{H}|\) and labelling the edges in \(H\) with \(E_1, \ldots, E_m\) We say a family \(\mathcal{F}\) of hypergraphs fits \(\mathcal{H}\) if \(\mathcal{F} = \{\mathcal{G}_i : 1 \leq i \leq m\}\) and \(\mathcal{G}_i\) is a hypergraph with \(|V(\mathcal{G}_i)| = |E_i|\) for \(i \in [m]\).

Given a hypergraph \(H\) and a family \(\mathcal{F}\) that fits \(\mathcal{H}\) we let \(\mathcal{H}(\mathcal{F})\) be the random hypergraph obtained from \(\mathcal{H}\) by taking independently for every \(i \in [m]\) a bijection \(\psi_i : E_i \to V(\mathcal{G}_i)\) and letting a set \(S \subset E_i\) be an edge in \(\mathcal{H}(\mathcal{F})\) if \(\psi_i(S) \in \mathcal{G}_i\).

Let \(\tau \geq 1\) be an integer and denote by \(B_\tau(\mathcal{G})\) the collection of \(\tau\)-subsets of \(V(\mathcal{G})\) that are not independent in \(\mathcal{G}\). Let \(b_\tau(\mathcal{G}) = |B_\tau(\mathcal{G})|\) and \(p_\tau(\mathcal{G}) = b_\tau(\mathcal{G})/\binom{|V(\mathcal{G})|}{\tau}\). In other words, \(p_\tau(\mathcal{G})\) is the probability that a random \(\tau\)-subset of \(V(\mathcal{G})\) is not independent in \(\mathcal{G}\). For a family \(\mathcal{F}\) of hypergraphs define

\[p_\tau(\mathcal{F}) = \min \{p_\tau(\mathcal{G}) : \mathcal{G} \in \mathcal{F}\}.\]

We extend the definition of \(C_G(2, j)\) in Section 2 by letting \(C_G(2, j)\) denote the number of pairs of edges \(\{E, E'\}\) in a \(k\)-graph \(\mathcal{G}\) with \(|E \cap E'| = j\) for all \(0 \leq j \leq k - 1\).

The following lemma gives an upper bound for the independence number of \(\mathcal{H}(\mathcal{F})\).

Lemma 3.7. Let \(C, d_1, d_2 \geq 1\) be real numbers and \(k \geq 2\) be an integer. Suppose that \(H\) is a hypergraph with \(n\) vertices, \(m\) edges, and is \((C, d_1)\)-uniform, \((C, d_2)\)-regular. Let \(\mathcal{F} = \{\mathcal{G}_i : i \in [m]\}\) be a family of \(k\)-graphs that fits \(H\). Suppose there exists \(\lambda \geq 0\) such that the bipartite graph \(G_H\) satisfies

\[
e_{G_H}(X, Y) - \frac{d_1}{n}|X||Y| \leq \lambda \sqrt{|X||Y|}\]

for all \(X \subset V(H)\) and \(Y \subset E(H)\). Then, w.h.p. \(\alpha(H(\mathcal{F})) \leq 2\tau n/d_1\), if \(\tau\) satisfies

\[
p_\tau(\mathcal{F}) \geq \frac{8C^2 \log n}{d_2} \quad \text{and} \quad \tau \geq \frac{8C^2 \lambda^2}{d_2}.\]
Proof of Lemma 3.7. Let τ be a real number that satisfies (7), \( V = V(\mathcal{H}) \), and \( I \subset V \) be a set of size \( 2\tau n/d_1 \).

Let \( m = |\mathcal{H}| \) and label the edges in \( \mathcal{H} \) by \( \{E_1, \ldots, E_m\} \). Let \( m_i = |E_i| \) for \( i \in [m] \). Since \( \mathcal{H} \) is \((C,d_1)\)-uniform and \((C,d_2)\)-regular, we obtain \( d_1|\mathcal{H}|/C \leq \sum_{v \in V} d_{\mathcal{H}}(v) \leq C d_1|\mathcal{H}| \), and consequently,

\[
md_1/C^2 \leq nd_2 \leq C^2 md_1. \tag{8}
\]

Define

\[
\mathcal{E}_1 = \{ E \in \mathcal{H} : |E \cap I| < \tau \}, \quad \text{and} \quad \mathcal{E}_2 = \{ E \in \mathcal{H} : |E \cap I| > 3\tau \}.
\]

Claim 3.8. \( |\mathcal{E}_i| \leq 2C^2\lambda^2 m/d_2\tau \leq m/4 \) for \( i = 1, 2 \).

Proof of Claim 3.8. It follows from (6) that

\[
\sum_{E \in \mathcal{E}_1} |E \cap I| = e_{G_{H}}(I, \mathcal{E}_1) \geq d_1|I||\mathcal{E}_1|/n - \lambda (|I||\mathcal{E}_1|)^{1/2},
\]

and by definition, \( \sum_{E \in \mathcal{E}_1} |E \cap I| < \tau |\mathcal{E}_1| \). Therefore,

\[
\tau |\mathcal{E}_1| > d_1|I||\mathcal{E}_1|/n - \lambda (|I||\mathcal{E}_1|)^{1/2}.
\]

Since \( |I| = 2\tau n/d_1 \), we obtain

\[
|\mathcal{E}_1| < \left( \frac{\lambda |I|^{1/2}}{d_1|I|/n - \tau} \right)^2 = \left( \frac{\lambda |I|^{1/2}}{d_1|I|/2n} \right)^2 = \frac{2\lambda^2 n}{\tau d_1},
\]

which together with (8) implies \( |\mathcal{E}_1| < 2C^2\lambda^2 m/d_2\tau \). Notice that (7) implies that \( C^2\lambda^2/d_2\tau \leq 1/8 \), so \( |\mathcal{E}_1| < m/4 \).

Now consider \( \mathcal{E}_2 \). Similarly, By (6),

\[
\sum_{E \in \mathcal{E}_2} |E \cap I| = e_{G_{H}}(I, \mathcal{E}_2) \leq d_1|I||\mathcal{E}_1|/n + \lambda (|I||\mathcal{E}_1|)^{1/2},
\]

and by definition, \( \sum_{E \in \mathcal{E}_2} |E \cap I| > 3\tau |\mathcal{E}_2| \). Therefore,

\[
3\tau |\mathcal{E}_2| < d_1|I||\mathcal{E}_2|/n + \lambda (|I||\mathcal{E}_2|)^{1/2},
\]

Since \( |I| = 2\tau n/d_1 \), we obtain

\[
|\mathcal{E}_2| < \left( \frac{\lambda |I|^{1/2}}{3\tau - d_1|I|/n} \right)^2 = \left( \frac{\lambda |I|^{1/2}}{d_1|I|/2n} \right)^2 = \frac{2\lambda^2 n}{\tau d_1} \leq \frac{2C^2\lambda^2 m}{\tau d_2} \leq \frac{m}{4}.
\]

For \( i \in [m] \) let \( I_i = I \cap E_i \). By Claim 3.8 the number of set \( I_i \) that satisfies \( \tau \leq |I_i| \leq 3\tau \) (in fact, \( |I_i| \geq \tau \) is sufficient for the proof) is at least \( m/2m/4 = m/2 \). By the definition of \( p_{\tau}(\mathcal{F}) \), for every \( I_i \) that satisfies \( \tau \leq |I_i| \leq 3\tau \) we have

\[
P(\psi_i(I_i) \text{ is independent in } \mathcal{G}_i) \leq 1 - p_{\tau}(\mathcal{F}).
\]
Since, by definition, the bijections \( \{ \psi_i : i \in [m] \} \) are mutually independent, the events

\[ \{ \psi_i(I_i) \text{ is independent in } \mathcal{G}_i : i \in [m] \} \]

are mutually independent. Therefore,

\[
P(I \text{ is independent in } \mathcal{H}(\mathcal{F})) \leq P \left( \bigwedge_{i \in [m]} \psi_i(I_i) \text{ is independent in } \mathcal{G}_i \right) = \prod_{i \in [m]} P(\psi_i(I_i) \text{ is independent in } \mathcal{G}_i) \leq (1 - p_\tau(\mathcal{F}))^{m/2}.
\]

So the expected number of independent \(2n\tau/d_1\)-sets in \(\mathcal{H}(\mathcal{G})\) is at most

\[
(1 - p_\tau(\mathcal{F}))^{m/2} \left( \frac{n}{2n\tau/d_1} \right) < \exp \left( -p_\tau(\mathcal{F}) \frac{m}{2} + \frac{2\tau n}{d_1} \log \left( \frac{en}{2\tau n/d_1} \right) \right) < \exp \left( -p_\tau(\mathcal{F}) \frac{m}{2} + \frac{2C^2 \tau m}{d_2} \log n \right) < \exp \left( -p_\tau(\mathcal{F}) \frac{m}{4} \right) \rightarrow 0 \quad \text{as } m \rightarrow \infty.
\]

Therefore, \(\alpha(\mathcal{H}(\mathcal{F})) \leq 2\tau n/d_1\) holds with high probability. \(\blacksquare\)

The following corollary may be a simpler form to use Lemma 3.7.

**Corollary 3.9.** Let \(C, d_1, d_2 \geq 1\) be real numbers and \(k \geq 2\) be an integer. Suppose that \(\mathcal{H}\) is a hypergraph with \(n\) vertices, \(m\) edges, and is \((C, d_1)\)-uniform, \((C, d_2)\)-regular. Let \(\mathcal{F} = \{ \mathcal{G}_i : i \in [m] \}\) be a family of \(k\)-graphs that fits \(\mathcal{H}\). Suppose there exists \(\lambda \geq 0\) such that the bipartite graph \(G_{\mathcal{H}}\) satisfies (6) for all \(X \subset V(\mathcal{H})\) and \(Y \subset E(\mathcal{H})\). Suppose further that

- there exists \(\rho > 0\) such that \(\rho(\mathcal{G}_i) \geq \rho\) for \(i \in [m]\), and
- \(\lambda < (d_2\tau/8C^2)^{1/2}\), where \(\tau = 2 \left( 16k!C^2 \log n/\rho d_2 \right)^{1/(k-1)} \gg 1\), and
- \(C_{\mathcal{G}_i}(2, j) \leq |\mathcal{G}_i| (v(\mathcal{G}_i)/3\tau)^{k-j}\) for \(0 \leq j \leq k-1\) and \(i \in [m]\).

Then, w.h.p. \(\alpha(\mathcal{H}(\mathcal{F})) \leq 2\tau n/d_1\).

**Proof of Corollary 3.9.** It suffices to show that \(\tau = 2 \left( 16k!C^2 \log n/\rho d_2 \right)^{1/(k-1)}\) satisfies (7). First let us calculate \(p_\tau(\mathcal{F})\). Fix \(i \in [m]\) and for every edge set \(\mathcal{E} \subset \mathcal{G}_i\) let \(T_\mathcal{E}\) denote the collection of \(\tau\)-sets in \(V(\mathcal{G}_i)\) containing the vertex set \(\bigcup_{E \in \mathcal{E}} E\). By the definition of \(B_\tau(\mathcal{G}_i)\), we have

\[ B_\tau(\mathcal{G}_i) = \bigcup_{E \subset \mathcal{G}_i} T_{\{E\}}. \]

It follows from the Bonferroni inequalities [6] that

\[
b_\tau(\mathcal{G}_i) = \left| \bigcup_{E \subset \mathcal{G}_i} T_{\{E\}} \right| \geq \sum_{E \subset \mathcal{G}_i} |T_{\{E\}}| - \sum_{\{E, E'\} \in \binom{\mathcal{G}_i}{2}} |T_{\{E, E'\}}|
\]

\[= |\mathcal{G}_i| \left( \frac{v(\mathcal{G}_i) - k}{\tau - k} \right) \sum_{j=0}^{k-1} C_{\mathcal{G}_i}(2, j) \left( v(\mathcal{G}_i) - 2k + j \right). \]
Since $C_{G_i}(2, j) \leq |G_i| (v(G_i)/\tau)^{k-j}$ for $0 \leq j \leq k-1$, we obtain
\[
\sum_{j=0}^{k-1} C_{G_i}(2, j) \cdot \left( \frac{v(G_i) - 2k + j}{\tau - 2k + j} \right) \leq \sum_{j=0}^{k-1} |G_i| \left( \frac{v(G_i)}{3\tau} \right)^{k-j} \left( \frac{v(G_i) - 2k + j}{\tau - 2k + j} \right) = \sum_{j=0}^{k-1} |G_i| \left( \frac{v(G_i)}{3\tau} \right)^{k-j} \frac{(\tau - k)_{k-j}}{(v(G_i) - k)_{k-j}} \left( \frac{v(G_i) - k}{\tau - k} \right) \leq \sum_{j=0}^{k-1} |G_i| \left( \frac{v(G_i)}{3\tau} \right)^{k-j} \frac{\tau}{v(G_i)} \frac{v(G_i) - k}{\tau - k} \leq \frac{1}{2} |G_i| \left( \frac{v(G_i) - k}{\tau - k} \right).
\]

Therefore, $b_\tau(G_i) \geq \frac{1}{2} |G_i| (v(G_i) - k)/\tau$. Consequently,
\[
p_\tau(G_i) = \frac{b_\tau(G_i)}{\left( \frac{v(G_i)}{\tau} \right)^k} \geq \frac{1}{2} \frac{|G_i| (v(G_i) - k)/\tau}{\left( \frac{v(G_i)}{\tau} \right)^k} = \frac{1}{2} \frac{|G_i|}{\left( \frac{v(G_i)}{\tau} \right)^k} \cdot \frac{\left( \frac{v(G_i)}{\tau} \right)^k}{k!} = \frac{\rho(G_i)}{2} \frac{v(G_i)}{\tau} \cdot \frac{(\tau - k)}{k!} \geq \frac{\rho(G_i)}{2} \frac{(\tau - k)}{k!} \geq \frac{\rho(G_i)}{2} \frac{(\tau - k)}{2^k} \geq \frac{8C^2\log n}{d_2}.
\]
So we obtain
\[
p_\tau(\mathcal{F}) \geq \frac{\rho(G)}{2} \frac{(\tau - 1)(\tau - k)}{k!} \geq \frac{\rho(G)}{2^k} \frac{(\tau - 1)(\tau - k)}{2^k} \geq \frac{8C^2\log n}{d_2}.
\]

On the other hand, our assumption on $\lambda$ clearly implies $\tau \geq 8C^2\lambda/d_2$. Therefore, by Lemma 3.7, w.h.p. $\alpha(\mathcal{H}(\mathcal{F})) \leq 2\tau n/d_1$. \qed

We will also need the following result in our proof.

**Lemma 3.10** ([15]). Let $H$ be a $d_1$-uniform $d_2$-regular hypergraph on $n$ vertices. Then for every $V' \subset V(H)$ and $E \subset E(H)$,
\[
\left| \sum_{E \in \mathcal{E}} |E \cap V'| - \frac{d_1}{n} |V'||\mathcal{E}| \right| \leq \lambda(|G_H|) \sqrt{|V'||\mathcal{E}|}.
\]

We also need the following Chernoff’s inequality (e.g. see Theorem 22.6 in [12]).

**Theorem 3.11** (Chernoff’s inequality). Suppose that $S_n = X_1 + \cdots + X_n$ where $0 \leq X_i \leq 1$ for $i \in [n]$ are independent random variables. Let $\mu = \mathbb{E}[X_1] + \cdots + \mathbb{E}[X_n]$. Then for every $0 \leq t \leq \mu$,
\[
P \left( |S_n - \mu| \geq t \right) \leq e^{-\frac{t^2}{2\mu}}.
\]

Now we are ready to prove the upper bound in Theorem 1.4.

**Proof of the upper bound in Theorem 1.4.** Let $q$ be a prime power and $G = G(q^\ell, q^2, 2, \ell)$ be the bipartite graph on $V_1 \cup V_2$ with $|V_1| = q^\ell$ and $|V_2| = q^2$. Let $\mathcal{G}$ denote the hypergraph on $q^2$ vertices whose bipartite incident graph is $G$. Note that $\mathcal{G}$ is a $q^{\ell-1}$-regular $q$-graph, and by Lemmas 3.6 and 3.10,
\[
\left| \sum_{E \in \mathcal{E}} |E \cap V'| - \frac{1}{q} |V'||\mathcal{E}| \right| \leq q^{(\ell-1)/2} \sqrt{|V'||\mathcal{E}|}
\]
holds for all $V' \subset V(G)$ and $E \subset G$.

Let $U \subset V(G)$ be a random set such that every vertex in $V(G)$ is included in $U$ independently with probability $p = q^{-\frac{2}{r+1}}$. Then $\mathbb{E}[|U|] = pq^2 = q^{\frac{2r}{r+1}}$, and by the Chernoff inequality,

$$P \left( |U| - pq^2 > \frac{pq^2}{2} \right) < e^{-\frac{(pq^2/2)^2}{3pq^2}} = e^{-pq^2/12} \to 0 \text{ as } q \to \infty.$$ 

For every $E \in G$ we have $\mathbb{E}[|E \cap U|] = pq = q^{\frac{r-1}{r+1}}$, and by the Chernoff inequality,

$$P \left( |E \cap U| - pq > \frac{pq}{2} \right) < e^{-\frac{(pq/2)^2}{4pq}} = e^{-pq/12}.$$ 

Let $B$ denote the collection of edges $E \in G$ such that $|E \cap U| - pq > pq/2$. Then

$$\mathbb{E}[|B|] \leq q^{\ell} e^{-pq/12} = q^{\ell} e^{-\frac{pq}{12}} \to 0 \text{ as } q \to \infty.$$ 

Therefore, w.h.p. the set $E$ satisfies that $q^{\frac{2r}{r+1}}/2 \leq |U| \leq 3q^{\frac{2r}{r+1}}/2$ and $q^{\frac{r-1}{r+1}}/2 \leq |E \cap U| \leq 3q^{\frac{r-1}{r+1}}/2$ for all $E \in G$.

Fix such a set $U$ that satisfies the conclusion above, and let $c \in \{1/2, 3/2\}$ be the real number such that $|U| = cq^{\frac{2r}{r+1}}$. Let $n = |U| = cq^{\frac{2r}{r+1}}$, $m = |G| = q^{\ell}$, $d_1 = q^{\frac{r-1}{r+1}}$, and $d_2 = q^{\ell-1}$. Let $H$ be the hypergraph on $U$ with

$$H = \{E \cap U : E \in G\}.$$ 

Since $d_1/2 \leq |E \cap U| \leq 3d_1/2$ for all $E \in G$, the hypergraph $H$ is a $(2, d_1)$-uniform. Moreover, for every pair of edges $E, E' \in G$, since $|E \cap E'| < \ell < d_1/2$, we have $E \cap U \neq E' \cap U$. So, $d_H(u) = d_G(u) = d_2$ for all $u \in U$. In addition, (9) also holds for all $V' \subset U$ and $E \subset G$.

Label the edges in $H$ with $\{E_1, \ldots, E_m\}$ and let $m_i = |E_i|$ for $i \in [m]$. Let $F = \{S_i : i \in [m]\}$, where $S_i$ is the $k$-graph on $[m_i]$ whose edge set is the collection of all $k$-subsets of $[m_i]$ that contain $\ell + 1$. Our construction of the $(n, k, \ell)$-omitting system is simply $H(k, \ell) = H(F)$, and indeed, one can easily check that $|e' \cap e| \neq \ell$ for all distinct edges $e, e' \in H(k, \ell)$.

Let $\tau = 100 (\log n)^{1/\ell}$.

**Claim 3.12.** $p_\tau(F) \geq \left(\frac{\tau}{3d_1/2}\right)^{\ell+1}/2$.

**Proof of Claim 3.12.** Fix $i \in [m]$ and let $I$ be a random $\tau$-subset of $[m_i]$. It is easy to see that $I$ is not independent in $S_i$ iff $[\ell + 1] \subset I$. Since

$$P \left( [\ell + 1] \subset I \right) = \frac{(m_i - \ell - 1) \cdots (m_i - \ell)}{m_i! m_i!} \geq (1 - o(1)) \left( \frac{\tau}{m_i} \right)^{\ell+1} = 1/2 \left( \frac{\tau}{3d_1/2} \right)^{\ell+1},$$

we obtain

$$p_\tau(F) \geq \frac{1}{2} \left( \frac{\tau}{3d_1/2} \right)^{\ell+1}.$$
Observe that $\tau$ satisfies
\[
\frac{p_\tau(F)}{\tau} > \left(\frac{\tau}{\pi d_1^2/2}\right)^{\ell+1}/2 = \frac{100^\ell \log n}{2(3/2)^{\ell+1}} \geq \frac{100^\ell}{2(3/2)^{\ell+1}} \frac{\log n}{d_2} > \frac{32 \log n}{d_2}
\]
(here we used the fact that $d_2 = d_1^{\ell+1}$) and
\[
\tau = 100(\log n)^{1/\ell} > \frac{32 \left(\frac{q^{(\ell-1)/2}}{q^{\ell-1}}\right)^2}{q^{\ell-1}}.
\]
We may therefore apply Lemma 3.7 with $C = 2$ to obtain
\[
\alpha(H(k, \ell)) \leq 2\tau n/d_1 \leq 400n^{\frac{\ell+1}{2\ell}} (\log n)^{1/\ell}.
\]

4 Independent sets in $(n, k, \ell, \lambda)$-systems

In this section we prove Theorem 1.6. Our proof is a direct application of Theorem 2.3.

**Proof of Theorem 1.6.** Fix $\delta > 0$, and let $\epsilon > 0$ be sufficiently small such that $\frac{\ell+1}{k-2+\epsilon} - \delta < \frac{(\ell-1)(1-\epsilon)}{k-2+\epsilon}$ holds. Let $t = \lambda \frac{\ell}{k-1} n^{\frac{\ell}{k-2}}$ and $H$ be a $(n, k, \ell, \lambda)$-system, where $0 < \lambda < n^{\frac{\ell}{k-2} - \delta}$.

Let $j \in [\ell - 1]$ and $S \subset V(H)$ be a set of size $j$. Since $H$ is an $(n, k, \ell, \lambda)$-system, $L_H(S)$ is an $(n, k-j, \ell-j, \lambda)$-system. Therefore,
\[
\Delta(H) \leq \lambda \left(\frac{n}{\ell-j}\right) j \left(\frac{k-1}{\ell-j}\right) < t^{k-1}, \quad \text{and}
\]
\[
|\Delta_j(H)| \leq \lambda \left(\frac{n}{\ell-j}\right) j \left(\frac{k-j}{\ell-j}\right) = O(\lambda n^{\ell-j}) \quad \text{for} \quad 2 \leq j \leq \ell - 1.
\]

It follows that
\[
C_H(2, j) = O \left(\lambda n^{\ell-j} |H|\right) = O \left(\lambda^2 n^{2\ell-j}\right) \leq nt^{2k-j-1-\epsilon} \quad \text{for} \quad 2 \leq j \leq \ell - 1.
\]

On the other hand, for $\ell \leq j' \leq k - 1$ and a set $S \subset V(H)$ of size $j'$ the link $L_H(S)$ has size at most $\lambda$. Therefore,
\[
C_H(2, j') = O \left(\lambda |H|\right) = O \left(\lambda^2 n^{\ell}\right) \leq nt^{2k-j'-1-\epsilon} \quad \text{for} \quad \ell \leq j' \leq k - 1.
\]

Therefore, by Theorem 2.3, $\alpha(H) = \Omega \left(\frac{\log t}{(k-1) n/t}\right) = \Omega \left(\lambda^{-\frac{1}{1-\ell}} n^{\frac{\ell+1}{k-2}} (\log n)^{\frac{1}{k-2+\epsilon}}\right)$. 

5 The Ramsey number of the $k$-Fan

In this section we prove Theorem 1.10. The lower bound (construction) is given by the so called $L$-constructions. These were introduced in [7], where they were used to answer an old Ramsey-type question of Ajtai–Erdős–Komlós–Szemerédi [1].

Let $m, n \geq 2$ and let $L_{m,n}$ be the $k$-graph with vertex set $[m] \times [n]$ and edge set
\[
\{(x_1, y_1), (x_1, y_2), \ldots, (x_{k-1}, y_2)\} : x_1 < \cdots < x_{k-1}, y_1 > y_2\}.
\]
Proposition 5.1. For every \( m, n \geq 2 \) the hypergraph \( L_{m,n} \) is \( F^k \)-free.

Proof of Proposition 5.1. Suppose that \( L_{m,n} \) contains a copy of \( F^k = \{ E_1, \ldots, E_k, E \} \). Let \( v = \bigcap_{i=1}^k E_i \) and assume that \( v = (x_0, y_0), \ E = \{(x_1, y_1), (x_1, y_2), \ldots, (x_{k-1}, y_2)\} \), where \( x_1 < \cdots < x_{k-1} \) and \( y_1 > y_2 \).

By the definition of \( F^k \), for every vertex \( u \in E \), there exists an edge \( E_i \) that contains both \( u \) and \( v \). It is easy to see that if \( x'_1 < x'_2 \) and \( y'_1 < y'_2 \), then there is no edge in \( L_{m,n} \) containing both \( (x'_1, y'_1) \) and \( (x'_2, y'_2) \). Therefore, we must have (see Figure 1)

1. \( x_0 \leq x_1 \) and \( y_0 \geq y_1 \), or
2. \( x_0 \geq x_{k-1} \) and \( y_0 \leq y_2 \), or
3. \( x_0 = x_1 \) and \( y_2 < y_0 < y_1 \), or
4. \( y_0 = y_2 \) and \( x_1 < x_0 < x_{k-1} \).

If \( x_0 \leq x_1 \) and \( y_0 \geq y_1 \), then by the definition of \( L_{m,n} \), there is a \((k - 1)\)-set \( J \subset [k] \) such that \( \bigcap_{j \in J} E_j = (x_0, y_2) \), a contradiction. If \( x_0 \geq x_{k-1} \) and \( y_0 \leq y_2 \), then by the definition of \( L_{m,n} \), there exist \( \{i,j\} \subset [k] \) such that \( E_i \cap E_j = (x_1, y_0) \), a contradiction. Similarly, if Case (3) or Case (4) happens, then there exist \( \{i,j\} \subset [k] \) such that \( E_i \cap E_j = (x_1, y_2) \), a contradiction.

The following result gives an upper bound for the independence number of \( L_{m,n} \).

Proposition 5.2. The hypergraph \( L_{m,n} \) satisfies \( \alpha(L_{m,n}) < m + (k - 2)n \).

Proof of Proposition 5.2. Let \( I \) be an independent in \( L_{m,n} \). Remove the topmost vertex of each column and the \( k - 2 \) rightmost vertices of each row in \( I \). It is easy to see that we removed at most \( m + (k - 2)n \) vertices from \( I \), and \( I \) has no vertex left since otherwise \( I \) would contain an edge in \( L_{m,n} \). Therefore, \( \alpha(L_{m,n}) < m + (k - 2)n \).

Now we finish the proof of Theorem 1.10.
Proof of Theorem 1.10. First we prove the lower bound. Let \( m = \lfloor \frac{t}{2} \rfloor \) and \( n = \lfloor \frac{t-1}{2(k-2)} \rfloor \). By Propositions 5.1 and 5.2, the \( k \)-graph \( L_{m,n} \) is \( F_k \)-free and \( \alpha(L_{m,n}) \leq m + (k-2)n < t \).

So,

\[
\ell_k(F^k, t) > mn = \left\lfloor \frac{t}{2} \right\rfloor \left\lfloor \frac{t-1}{2(k-2)} \right\rfloor .
\]

To prove the upper bound, let us show that \( \ell_k(F^k, t) \leq \ell_k(S^k_k, t) \) first. Indeed, let \( \mathcal{H} \) be a \( k \)-graph on \( \ell_k(S^k_k, t) \) vertices. We may assume that \( \mathcal{H} \) does not contain an independent set of size \( t \). Then, there exist \( t \) distinct edges \( E_1, \ldots, E_t \) and a vertex \( v \) in \( \mathcal{H} \) such that \( E_i \cap E_j = \{v\} \) for \( 1 \leq i < j \leq t \). Let \( S \) be a set that contains exactly one vertex from each \( E_i \setminus \{v\} \) for \( i \in [t] \). Then \( S \) has size \( t \) and hence contains an edge in \( \mathcal{H} \), and it implies that \( \mathcal{H} \) contains a copy of \( F_k \). Therefore, \( \ell_k(F^k, t) \leq \ell_k(S^k_k, t) \), and it follows from Theorem 1.9 that \( \ell_k(F^k, t) \leq t(t-1) + 1 \).
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