Lattice Boltzmann simulations of stochastic thin film dewetting
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We study numerically the effect of thermal fluctuations and of variable fluid-substrate interactions on the spontaneous dewetting of thin liquid films. To this aim, we use a recently developed lattice Boltzmann method for thin liquid film flows, equipped with a properly devised stochastic term. While it is known that thermal fluctuations yield shorter rupture times, we show that this is a general feature of hydrophilic substrates, irrespective of the contact angle \( \theta \). The ratio between deterministic and stochastic rupture times, though, decreases with \( \theta \). Finally, we discuss the case of fluctuating thin film dewetting on chemically patterned substrates and its dependence on the form of the wettability gradients.

DOI: 10.1103/PhysRevE.104.034801

I. INTRODUCTION

A liquid wetting a solid surface is a process that appears in many everyday life situations, like, e.g., when a rain drop hits the leaf of a plant or when coffee is spilt on a table. Wetting phenomena have an impact on areas as diverse as surface coatings, printing, plant treatment with pesticides, or even pandemics [1–8]. Coating processes heavily rely on the affinity between a fluid and a substrate [9]. If this affinity is not sufficiently strong or the substrate is rather heterogeneous, then the liquid layer may eventually become unstable, leading to film rupture [1,10] or wrinkling [11]. These instabilities are, of course, harmful to a uniform coating.

A successful mathematical modeling of the dynamics of thin liquid films is based on the thin-film equation [1,12]

\[
\partial_t h(x, t) = \nabla \cdot \left[ M(h) \nabla p(x, t) \right],
\]

where \( h(x, t) \) is the height of the free surface at position \( x = (x, y) \) and time \( t \), while \( p(x, t) \) is the pressure at the free surface. The function \( M(h) \) denotes the mobility, whose functional form is determined by the fluid velocity boundary condition at the solid surface: for a no-slip condition [1], in particular, \( M(h) = \frac{\mu}{h^2} \), where \( \mu \) is the fluid dynamic viscosity. The film pressure \( p \) consists of the capillary pressure and the disjoining pressure, i.e.,

\[
p = -\gamma \nabla^2 h - \Pi(h),
\]

where \( \gamma \) is the surface tension. The disjoining pressure \( \Pi(h) \) is the derivative, with respect to the height \( h \), of the interfacial potential, which incorporates the interactions between liquid and substrate (i.e., wetting properties). The advantage of this approach in comparison with molecule-resolved methods such as molecular dynamics [13–16] and density functional theory [17–20] is that these may quickly become computationally prohibitive, as the size of the film is increased above few nanometres in thickness and to the micrometric scale in the horizontal extension. However, when dealing with films of nanometric thickness, a hydrodynamic description may fall short due to thermal fluctuations. For instance, in the context of dewetting, rupture times measured in experiments are shorter than predicted by simulations of the thin-film equation [21–23]. More in general, thermal fluctuations can accelerate the appearance of film instabilities [14,24–26]. The first theoretical and experimental studies, by means of light scattering techniques, on film rupture influenced by thermal fluctuations date back to the 1960s [27]. Almost half a century later, a stochastic version of Eq. (1) was derived [28–30], through a lubrication approximation of the Navier-Stokes-Landau-Lifshitz equations of fluctuating hydrodynamics [31]. A strong agreement between experiments and the stochastic thin-film equation was found in showing that the variance of the interfacial roughness cannot be explained without adding a fluctuating term [26]. The influence of thermal fluctuations on the short and long time morphology of a film has been studied with simulations of the one and two dimensional stochastic thin-film equations [32,33]. Recently, new theoretical insights have been gained explaining film rupture as a consequence of the combined action of thermal fluctuations and drainage, both numerically [34] and experimentally [35].
To the best of our knowledge, the impact of thermal fluctuations on thin film dewetting of chemically patterned substrates has so far been overlooked. The purpose of this paper is to fill this gap, studying the role of heterogeneous substrate properties in the fluctuating dewetting dynamics. To this aim we perform numerical simulations of the deterministic and stochastic thin-film equations with space-varying contact angle (parametrizing the chemical patterning of the substrate). In particular, since we aim to simulate large systems to achieve reliable statistics in terms of the number of droplets, we restrict ourselves in this study to the one-dimensional geometry and keep the simulations computationally feasible.

This paper is organized as follows. In Sec. II we shortly discuss the stochastic thin-film equation and its linear stability analysis. Then, we introduce the key features of our lattice Boltzmann model for the thin-film equation and its extension to include thermal fluctuations in Sec. III. The results are presented and discussed in Sec. IV. Finally, conclusions and summary are provided in Sec. V.

II. LINEAR STABILITY ANALYSIS OF THE STOCHASTIC THIN-FILM EQUATION

The one-dimensional stochastic thin-film equation reads [28,29]

\[
\dot{\delta h} = \frac{h^3}{3\mu} \frac{\partial}{\partial y} \frac{\partial p}{\partial y} + \sqrt{\frac{2k_BT}{3\mu} N},
\]

(3)

where \(k_B\) is Boltzmann’s constant, \(T\) is the temperature, and \(N\) is a Gaussian white noise with

\[
\langle N(x,t) \rangle = 0,
\]

(4)

\[
\langle N(x,t)N(x',t') \rangle = \delta(x-x')\delta(t-t').
\]

(5)

To understand the influence of thermal fluctuations on the temporal evolution of the film height, we curiously recall the linear stability analysis of Eq. (3) [14,36]. Introducing the deviation \(\delta h\) from the mean height \(h_0\), such that \(h = h_0 + \delta h\) and \(\delta h \ll h_0\), the linearized stochastic thin-film equation is obtained,

\[
\dot{\delta h} = \frac{h^3}{3\mu} \left[ - \Pi'(h_0) \frac{\partial}{\partial y} \delta h - \gamma \frac{\partial^3}{\partial y^3} \delta h \right] + \sqrt{\frac{2k_BT h_0^3}{3\mu} \partial_y N},
\]

(6)

where \(\Pi'(h_0) \equiv \frac{\partial \Pi(h)}{\partial h}_{h=h_0}\). Here, it is assumed that also the noise is small, in the sense that \(k_B T \ll \gamma h_0^2\). To derive a dispersion relation for this system, first the Fourier transforms of the perturbation \(\delta h\),

\[
\tilde{\delta h}(q,t) = \int_{-\infty}^{\infty} \delta h(x,t)e^{-iqx}dx,
\]

(7)

and the noise term \(\tilde{N}\),

\[
\tilde{N}(q,t) = \int_{-\infty}^{\infty} N(x,t)e^{-iqx}dx,
\]

(8)

must be performed. Inserting \(\tilde{\delta h}\) and \(\tilde{N}\) into Eq. (6) yields

\[
\dot{\tilde{\delta h}} = \omega(q)\tilde{\delta h} + i\sqrt{\frac{2k_BT h_0^3}{3\mu} q} \tilde{N},
\]

(9)

with dispersion relation \(\omega(q)\) given by

\[
\omega(q) = \frac{1}{\tau_0} \left[ 2 \left( \frac{q}{q_0} \right) - \left( \frac{q}{q_0} \right)^4 \right].
\]

(10)

The maximum, \(q_0\), of \(\omega(q)\) and the characteristic time, \(\tau_0\), are specific to the substrate the film is deposited on and their expressions are [26]

\[
q_0^2 = \frac{1}{2^6} \Pi'(h_0),
\]

(11)

and

\[
\tau_0 = \frac{3\mu}{\gamma^2 q_0^4}.
\]

(12)

Solving Eq. (9) leads to the following expression for the spectrum [14,29], \(S(q,t) = |\tilde{\delta h}(q,t)|^2\) (where the brackets stand for the average over the noise):

\[
S(q,t) = S_0(q)e^{2\omega(q)t} + \frac{k_BT h_0^3}{3\mu} \omega(q)\left( e^{2\omega(q)t} - 1 \right).
\]

(13)

For \(q > \sqrt{2q_0}\), \(S(q,t)\) tends to the capillary wave spectrum, \(S \sim S_{cw} \propto q^{1/2}\), as \(t \to \infty\) (whereas it would decay exponentially to zero in the deterministic case) [26,29]. Moreover, while the maximum \(q_0\) is independent of time in the deterministic case, the maximum \(q_0\) of Eq. (13) approaches \(q_0\) from the right as the time increases. It follows that the most unstable wavelength, \(\lambda_{max} = 2\pi/q_0\), grows with time. We will come back to this fact in Sec. IV and show that indeed this behavior is reproduced and observed in our simulations.

III. THIN FILM LATTICE BOLTZMANN MODEL

Performing numerical simulations of the thin-film equation is challenging, even in the deterministic case; including stochastic term adds a further level of complexity. To this aim, several sophisticated numerical methods have been developed, based on, e.g., finite differences [37], finite elements [28], and spectral schemes [38].

A. Lattice Boltzmann method

To simulate the dynamics of thin liquid films described by Eq. (1), we employ a recently developed [39] lattice Boltzmann method (LBM), built on a class of models originally devised for the shallow water equations [40–43]. The one-dimensional lattice Boltzmann equation for the discrete particle distribution functions \(f_i\) reads

\[
f_i(x + c(i)\Delta t, t + \Delta t) = \left( 1 - \frac{\Delta t}{\tau} \right) f_i(x,t) + \frac{\Delta t}{\tau} f_i^{eq}(x,t) + w_i \frac{\Delta t}{c_s^2} e^{(i)} F,
\]

(14)

where \(i\) labels the lattice velocities \(c(i)\) and runs from 0 to \(Q - 1\), with \(Q\) being the number of velocities characterizing the
scheme, and \( F \) is a (generalized) force.\(^1\) Algorithmically, this equation is composed of two steps. In the local collision step, the distribution functions \( f_i \) relax toward their local equilibria \( f_i^{(eq)} \) with a relaxation time \( \tau \). In the streaming step, the \( Q \) distribution functions \( f_i \) are moved over the lattice according to their lattice velocities \( c^{(i)} \). We adopt here the standard one-dimensional D1Q3 scheme with three lattice velocities, given by

\[
c^{(i)} = \{0, c, -c\}, \quad i = 0, 1, 2,
\]

where \( c = \frac{\Delta t}{\Delta x} \), with weights

\[
w_0 = \frac{1}{3}, \quad w_{1,2} = \frac{1}{6},
\]

and speed of sound \( c_s^2 = \frac{c^2}{3} \). The equilibrium distribution functions \( f_i^{(eq)} \) read \([43]\)

\[
f_0^{eq} = h \left( 1 - \frac{1}{2c_s^2} gh - \frac{1}{c^2} u^2 \right),
\]

\[
f_1^{eq} = h \left( \frac{1}{4c_s^2} gh + \frac{1}{2c} u + \frac{1}{2c^2} u^2 \right),
\]

\[
f_2^{eq} = h \left( \frac{1}{4c_s^2} gh - \frac{1}{2c} u + \frac{1}{2c^2} u^2 \right),
\]

with \( g \) being the gravitational acceleration (which will be set to zero, hereafter, as it can be obviously neglected for nanoscale thin films). The hydrodynamic fields (film height \( h \) and velocity \( u \)) are expressed in terms of the distribution functions \( f_i \) as

\[
h = \sum_{i=0}^{2} f_i, \quad hu = \sum_{i=0}^{2} f^{(i)} f_i.
\]

The force \( F \) in Eq. (14) consists of two terms,

\[
F = F_{\text{cap}} + F_{\text{fluc}}.
\]

In the first term the effect of the film pressure \( p \), Eq. (2), is embedded, i.e.,

\[
F_{\text{cap}} = -\frac{1}{\rho_0} h \frac{\partial p}{\partial x},
\]

(\( \rho_0 \) being the fluid density), whereas the second one represents a viscous friction with the substrate,

\[
F_{\text{fluc}} = -\nu \alpha_3(h) u,
\]

where \( \nu = \mu / \rho_0 \) is the fluid kinematic viscosity [related to the relaxation time \( \tau \) by \( \nu = c_s^2 (\tau - \frac{\Delta t}{2}) \)] and the friction factor,

\[
\alpha_3(h) = \frac{6h}{2h^2 + 6h \delta + 3\delta^2},
\]

depends on the film height and on the particular fluid velocity boundary condition at the substrate surface, parameterized by a slip length \( \delta \). It can be shown that in the limit of vanishing inertia, negligible gravity and small film thickness, the model defined by Eqs. (14)–(22) represents a numerical solver for the system of equations

\[
\begin{aligned}
\partial_t h + \alpha_3(h) u &= 0, \\
\partial_t (hu) &= -\frac{1}{\rho_0} h \partial_x p - \nu \alpha_3(h) u.
\end{aligned}
\]

The left-hand side of the second of Eqs. (23) can be neglected in the limits considered (small Reynolds number and film thickness). Thus, the equation reduces to \( u \approx -\frac{h}{\mu \alpha_3(h)} \partial_x p \) that, plugged into the first of Eqs. (23), gives Eq. (1) (with a no-slip mobility \( M(h) = \frac{h}{\delta_\mu} \) if the further limit \( \delta \to 0 \) is taken).

\section{B. Modelling thermal fluctuations}

To enable our method to simulate the stochastic thin-film equation, we proceed in a constructive way, introducing a fluctuating force, \( F_{\text{fluc}} \), in the velocity equation in Eq. (23) such that, in the limits previously discussed, Eq. (3) is recovered. The velocity entering the height equation in Eq. (23) then reads

\[
u \approx \frac{h}{\mu \alpha_3(h)} \partial_x p + \frac{\rho_0}{\mu \alpha_3(h)} F_{\text{fluc}}.
\]

A term-by-term matching with Eq. (3) straightaway tells that the sought form for the fluctuating force is

\[
F_{\text{fluc}} = \frac{1}{\rho_0} \sqrt{2k_B T \mu \alpha_3(h)} \mathcal{N}
\]

(where we have omitted the sign since \( \mathcal{N} \) is a zero-mean random number), or also, in the no-slip limit \( \delta \to 0 \),

\[
F_{\text{fluc}} = \frac{1}{\rho_0} \sqrt{6k_B T \mu} \mathcal{N}.
\]

The fluctuating force \( F_{\text{fluc}} \) enters in the scheme by being added to the total force, Eq. (19), that becomes

\[
F = F_{\text{cap}} + F_{\text{fluc}} + F_{\text{fluc}}
\]

and appears in the lattice Boltzmann Eq. (14).

\section{C. Fluid-substrate interactions: The contact angle}

For the disjoining pressure \( \Pi(h) \) we use the following expression \([1, 10, 32, 44]\):

\[
\Pi(h) = \kappa(\theta) \left[ \left(\frac{h_s}{h}\right)^n - \left(\frac{h_s}{h}\right)^m \right],
\]

where the prefactor \( \kappa(\theta) = \gamma[1 - \cos(\theta)]^{(n-1)(m-1)} / (n-m) \) is related to the Hamaker constant by \( \mathcal{A} = 6\pi h_s^3 \kappa(\theta) \) \([36]\). \( \theta \) is the contact angle, which effectively encodes the interfacial energies of the three-phase system and represents, therefore, a measure of the hydrophilicity or hydrophobicity of the substrate. Throughout the paper we restrict ourselves to low contact angles, \( \theta < 1 \), so to comply with the lubrication approximation, which requires the derivative of the height field to be small, \( \partial_y h(x) \ll 1 \), and hence limits the values of \( \theta \) [since, at the contact point, \( \partial_x h \sim \tan(\theta) \sim \theta \)]. The value \( h_s > 0 \), at which the disjoining pressure vanishes, sets the thickness of the precursor film covering the substrate.

\(^1\)Strictly speaking its dimensions are \([\text{length}]^2 [\text{time}]^{-2}\).
TABLE I. Numerical values (in lbu) of characteristic time, $t_0$, most unstable wavenumber, $q_0$, and corresponding wavelength, $\lambda_{\text{max}}$, for the various contact angles $\theta$ and pairs $(n, m)$ of the disjoining pressure exponents used [see Eq. (28)].

| $\theta$   | $n = 3, m = 2$ | $n = 9, m = 3$ |
|------------|----------------|----------------|
| $\pi/9$    | $5 \times 10^5$ | $6 \times 10^4$ |
| $5\pi/36$  | $2 \times 10^5$ | $3.5 \times 10^6$ |
| $\pi/6$    | $10^4$         | $1.7 \times 10^6$ |
| $7\pi/36$  | $5 \times 10^4$ | $10^5$          |
| $2\pi/9$   | $3 \times 10^2$ | $6 \times 10^5$ |

IV. RESULTS

We numerically solve the model Eqs. (14)–(18), with forcing term Eqs. (20)–(21) and (26)–(27) (and $\Delta x = \Delta t = 1$), on a domain of length $L = 4096$, with a relaxation time $\tau = 1$, corresponding to a kinematic viscosity $v = 1/6$. The surface tension $\gamma$ is set to 0.01 and we use, as exponents appearing in the deterministic run. We would like to stress, incidentally, that the inclusion of the stochastic term then, an average over the noise realisations. We would like the case, at changing the random seed (the data shown represent, the dimensionless temperature $t^*$, as initialized with zero velocity everywhere ($\omega(x, 0) = 0 \forall x \in [0, L]$) and with random perturbations of amplitude $10^{-3}$ around the value $h_0 = 1$ for the film height, i.e., $h(x, 0) = h_0 + 10^{-3} \epsilon (\epsilon$ being a random variable uniformly distributed in $[-1, 1])$. In the remainder of the manuscript all lengths will be given dimensionalized by $h_0$. We vary the contact angle in the interval $[\pi/9, 2\pi/9]$; the numerical values (in lattice Boltzmann units, lbu) of the corresponding wavelength, $\lambda_{\text{max}}$ and wavenumber, $q_0$, of the most unstable mode as well as the characteristic time, $t_0$, can be found in Table I. For each contact angle configuration we perform one simulation for the athermal system and a set of $O(30)$ runs for the fluctuating case, at changing the random seed (the data shown represent, then, an average over the noise realisations). We would like to stress, incidentally, that the inclusion of the stochastic term entails a computational overhead of, roughly, 20% of a typical deterministic run.

The numerical data will be indicated, hereafter, in terms of the dimensionless temperature $\sigma = \sqrt{\frac{k_B T}{\gamma h_0^2}}$, which is set either to $\sigma = 0$ (for the athermal dewetting) or to $\sigma = 3.16 \times 10^{-3} \equiv \sigma_0$, corresponding to a thermal energy of $k_B T = 10^{-3}$ lbu (for the fluctuating dewetting). For the sake of comparison, we remark that such a value lies well within the window $\sigma \in [10^{-3}, 10^{-2}]$, measured in experiments with polymeric and metallic thin films [26,45].

A. Testing the stochastic term

To validate our model against the analytical results discussed in Sec. II, we first rewrite Eq. (13) in a form, involving the dimensionless temperature $\sigma$, which is more convenient for the forthcoming discussion, namely,

$$S(q, t) = S_0 e^{2\omega(q)\sigma} + \frac{\sigma^2 h_0^2 L}{q_0^2} \delta \left( \frac{q}{q_0} \right) (e^{2\omega(q)\sigma} - 1), \quad (29)$$

where $g(\xi) = \frac{\xi^2}{2\xi^2 - \xi}$ and the appearance of the system size $L$ stems from the noise amplitude, $\langle |\vec{\mathcal{N}}(q, t)|^2 \rangle = L$, resulting from discrete Fourier-transforming over a finite length [14,46]. To arrive at Eq. (29), use was made of Eq. (12) for the characteristic time $t_0$ and we omitted the dependence on $q$ of $S_0(q)$ because, with our initialization, the latter is just a constant, $S_0(q) \equiv S_0$. We measured, then, the spectra $S(q, t)$, at two instants of time, in the early stages of the growth of the instability, for both athermal and fluctuating dewetting on a substrate with $\theta = \pi/9$. The theoretical predictions, Eq. (29), are reported with solid ($\sigma = 0$) and dashed ($\sigma = \sigma_0$) lines.

B. Droplet size distributions

In the early stage of the deterministic dewetting, we expect that the droplet size distribution, quantified in terms of the droplet height, will be strongly correlated to the most unstable wavelength $\lambda_{\text{max}} = 2\pi/q_0$:

$$\lambda_{\text{max}} = \frac{2\pi}{q_0} = \frac{\sqrt{8\pi^2 \gamma \sigma}}{\Pi\left(h_0 \epsilon\right)}.$$  \quad (30)

More quantitatively, in our one-dimensional case the equilibrium shape of a droplet is a circular arc, whose chord is the portion of droplet in contact with the substrate and equals $\lambda_{\text{max}}/2$. Therefore, it can be shown, by means of simple geometrical arguments, that the droplet height is

\begin{equation}
    h_{\text{drop}} = \frac{\lambda_{\text{max}}}{4} \tan \left( \frac{\theta}{2} \right), \quad \text{(31)}
\end{equation}
where $\theta$ is the contact angle. For $\theta = \pi/9$, we get $\lambda_{\text{max}} \approx 62$ and $h_{\text{drop}} \approx 2.7$, which is the maximum around which the height values should be distributed. This is, indeed, what we observe in Fig. 2, where we show measurements of the droplet height distribution obtained from simulations with and without thermal fluctuations. In the deterministic case ($\sigma = 0$), the distribution (blue, line-patterned, histogram) sharply peaks around the theoretically predicted value $h_{\text{drop}} \approx 2.7$. As a guide to the eye we add a Gaussian kernel density estimation (solid blue curve) that shows the best fitting continuous distribution to the histogram. The data from the stochastic simulations ($\sigma = \sigma_0$), instead, show a broadening of the distribution (orange, dot-patterned, histogram, and dashed orange curve). Adding thermal energy, then, on the one hand, facilitates the system to explore higher energetic states, whereas, on the other hand, it reduces the coarsening timescales [28]: this is reflected in the tails of the distribution for both small and large values of $h$, respectively. These findings are in agreement with what was reported by Nesic et al. [32].

C. Rupture times and role of contact angle

Let us focus now on the dependence of the rupture events on the contact angle. Defining the rupture time $\tau_r$ as the earliest instant of time at which the free surface “touches” the substrate

$$\tau_r = \min \{t | h(x, t) = h_r\},$$

we find that with thermal fluctuations ($\sigma \neq 0$), $\tau_r$ is shorter than the athermal counterpart. The latter feature holds true irrespective of the contact angle, i.e.,

$$\tau_r^{(\sigma = 0)}(\theta) < \tau_r^{(\sigma = 0)}(\theta) \quad \forall \theta,$$

as it can be better appreciated from Fig. 4, where we plot the ratio

$$\chi_{\sigma_0}(\theta) \equiv \frac{\tau_r^{(\sigma = 0)}(\theta)}{\tau_r^{(\sigma = \sigma_0)}(\theta)}$$

A deeper insight can be achieved looking at the dependence of the rupture events on the contact angle. Defining the rupture times for the deterministic (solid) and stochastic (dotted) simulations.

![FIG. 3. Time evolution of $\Delta h(t) = \max \{h(x, t)\} - \min \{h(x, t)\}$ for the athermal (bullets) and fluctuating (triangles) systems with $\theta = \pi/9$. The blue dashed-dotted line depicts an exponential fit of the data for the athermal case ($\sigma = 0$). The vertical lines mark the rupture times for the deterministic (solid) and stochastic (dotted) simulations.](image)

![FIG. 4. Ratio of rupture times from athermal and fluctuating dewetting, $\chi_{\sigma_0}(\theta)$ [Eq. (32)], as a function of the contact angle $\theta$. The dashed line is Eq. (36) for $\sigma = \sigma_0$. Inset: Rupture times $\tau_r$ normalized by $t_0$ (see Table I) vs $\theta$, for the deterministic (orange bullets •) and stochastic (green triangles ▲) simulations.](image)
as a function of \( \theta \) and we see that it is always larger than one. Remarkably, moreover, while in the athermal system the ratio \( \tau'_r(\theta) / t_0 \) is basically independent of \( \theta \), in the fluctuating case a weak growth of \( \tau'_r(\theta) / t_0 \) can be detected (see inset of Fig. 4). Consequently, \( \chi_\sigma(\theta) \) is a (monotonically) decreasing function of the contact angle.

These findings can be understood as follows. The rupture time is such that \( \Delta h(\tau_r) \sim h_0 \); if we assume the validity of the linear regime (or, equivalently, an exponential evolution) up to rupture (as it looks reasonable from Fig. 3), we can estimate \( \Delta h(\tau) \) as

\[
\Delta h(\tau) \sim \left( \frac{S(q_m, \tau)}{L} \right)^{1/2}
\]

(where it is also assumed that the growth rate is dominated by the maximum of the spectrum, \( q_m^2 \)). At the rupture time we have

\[
\left( \frac{S(q_m, \tau)}{L} \right)^{1/2} \sim h_0.
\]  

(33)

In the deterministic case \( q_m = q_0 \) and \( S(q_0, \tau) = S_0 e^{2\tau/\sigma} \), whence

\[
\tau'_r(\theta) \sim t_0 \log \left( \frac{h_0 L^{1/2}}{\sigma^{1/2}} \right).
\]  

(34)

In the stochastic case, the time dependence of \( S(q_m, \tau) \) is slightly more complicated, but it can be simplified noticing that, when \( \tau \sim t_0 \) (i.e., close to rupture), \( q_m \approx q_0 \) (see Fig. 5) and, therefore, in Eq. (29), \( g(q_m/q_0) \approx g(1) = 1 \) and \( (e^{2\tau(q_m)} - 1) \approx (e^{2\tau/\sigma} - 1) \approx e^{2\tau/\sigma} \). The spectrum, then, reduces to

\[
S(q_m, \tau) \approx \left( S_0 + \frac{\sigma^2 h_0 L}{q_0} \right) e^{2\tau/\sigma},
\]

which, by virtue of Eq. (33) and neglecting \( S_0 \) (for \( S_0 \ll \frac{\sigma^2 h_0 L}{q_0} \)), delivers

\[
\tau'_r(\theta) \sim t_0 \log \left( \frac{q_0}{\sigma} \right) \approx t_0 \log \left( \frac{a^2 \theta}{\sigma} \right).
\]  

(35)

Here we used the expression for the deterministic most unstable wavenumber, \( q_0 \), i.e., from Eqs. (11) and (28),

\[
q_0^2 = \frac{1 - \cos \theta}{2h_0^2(n-m)(n-1)(m-1)} \left[ m(h_x/h_0)^{m+1} - n(h_x/h_0)^{n+1} \right],
\]

which can, in the small angle approximation \( 1 - \cos \theta \approx \theta^2 \), be written as \( q_0^2 \approx a^2 \theta^2 \). Taking the ratio of Eqs. (34) and (35) we get

\[
\chi_\sigma(\theta) \sim \frac{\log \left( \frac{h_0 L^{1/2}}{\sigma^{1/2}} \right)}{\log \left( \frac{a \theta}{\sigma} \right)} \propto \frac{1}{\log(\theta/\sigma)}.
\]  

(36)

The latter relation tells us that \( \chi_\sigma(\theta) \), indeed, increases with the temperature (confirming that the rupture times are shorter for the fluctuating systems), but decreases with the contact angle. Equation (36) is plotted in Fig. 4 (dashed line), showing a nice agreement with the numerical data.

Figure 5 depicts the evolution of the location of the maximum of the spectrum, \( q_m \), with time for different values of the contact angle. The solid lines show the theoretical curves \( q_m(t) \) derived from Eq. (29). In compliance with the theory exposed in Sec. II, we see that, for each \( \theta, q_m \) decreases in time and tends asymptotically to the corresponding \( q_0(\theta) \), indicated with dashed lines.

### D. Patterned substrates

On patterned substrates one generally observes that a fluid prefers to wet regions with lower contact angle, thus the modulated wettability induces a net force [effectively entering in our model through a space-varying contact angle, \( \theta = \theta(x) \), in Eq. (20)]. We will now show how simple patterns can substantially change the droplet distribution, with and without thermal fluctuations, thus allowing, in principle, to control both the size and the number of droplets generated during the dewetting process. We consider two kinds of patterns: a sine wave and a square wave (the latter mimicking the effect of spatially confined defects that induce contact angle “jumps”).

In the following we show data obtained using the disjoining pressure exponents (9,3) instead of (3,2). The reason for this choice is that although the overall behavior is the same, the characteristic timescale \( t_0 \) is larger, as indicated in Table I, thus extending the duration of the height field evolution and, therefore, allowing for a much clearer presentation of the data.

#### 1. Sine wave pattern

The sine wave pattern is defined by

\[
\theta^{(1)}(x) = \frac{5\pi}{36} + \frac{\pi}{36} \sin(q_0 x),
\]

(37)
where the wavenumber is set to $q_0 = 2\pi/512$ (thus, the wavelength is $\lambda_0 = 512$), such that the contact angle ranges between $\pi/9$ ($20^\circ$) and $\pi/6$ ($30^\circ$). We plot the space-time evolution of the height field on this kind of patterned substrate in Fig. 6(a) (deterministic) and Fig. 6(b) (stochastic). Both show, as expected, that the film starts to rupture prevalently in regions of high contact angle and droplet nucleation occurs in regions of low contact angle. Indeed, the deterministic dewetting leads to the formation of precisely $L/\lambda_0$ droplets.

However, in the stochastic case, the morphology of the dewetting process seems to be less bound to the subjacent pattern: we report, indeed, the formation of few droplets [$\approx 0.2 (L/\lambda_0)$, on average] in regions of high contact angle [$\theta(x) \approx \pi/6$]. We also notice that thermal fluctuations are able to induce defects in the stable droplet state, i.e., in regions of low contact angle [$\theta(x) \approx \pi/9$]. This is shown by the double droplet state in Fig. 6(b) at $x \approx 3\lambda_0$ and happens in about 20% of our stochastic simulations. Concerning the timescales involved, it has to be stressed that, owing to the contact angle inhomogeneity, a characteristic time as in Eq. (12) is not anymore uniquely defined. Still, it is natural to assume that the most unstable regions of the substrate, where the contact angle is the highest ($\max_x [\theta(x)] = \pi/6$), are the main driver to the dewetting and, hence, determine the relevant timescales. We set, therefore, $t_0 \equiv t_0(\pi/6)$. With this choice, we observe that the film starts to rupture at around $t \equiv \tau_r \gtrsim 2t_0$ in the deterministic simulation, which is indeed comparable with the homogeneous substrate (see Fig. 4). By analogy we take as the reference wavenumber $q_0 = q_0(\pi/6)$. Consequently, since $q_0$ decreases with $\theta$, we should expect the actual most unstable wavenumber to be slightly below $q_0$.

The influence of the substrate wettability modulation shows up already in the early stages of dewetting ($t < t_0$), as reflected in the shape and evolution of the spectra (Figs. 7 and 8). The maximum of the spectrum from the athermal system [Fig. 7(c)], in fact, is not located at $q \approx q_0$ anymore. Instead, the wavenumber of the substrate pattern sets the (absolute) maximum at $q = q_0$. Interestingly, further local maxima (of progressively decreasing amplitude) can be detected at integer multiples of $q_0$, namely, for $q = 2q_0$ and $q = 3q_0$ (indicated, in the figure, by the gray dashed and dashed-dotted lines, respectively). For higher values of $q$, the spectrum tends to that of spinodal dewetting, with a small local maximum at $q \lesssim q_0$ (consistently with the above discussion about the choice of $q_0$) and a fast decay for $q/q_0 > \sqrt{2}$. The strong correlation between the patterning [$\theta(x)$] and the height field evolution may be further highlighted by visual inspection of the profiles in Figs. 7(a) and 7(b), where a precise phase-shift of $\pi/2$, as compared to the contact angle profile, Fig. 6(c), can be observed. Such shift, mathematically, stems from the fact that the height is forced by the pressure gradient and, hence, by the gradient of the disjoining pressure, which contains the contact angle dependence as $\Pi \propto \cos[\theta(x)]$. In the fluctuating dewetting, instead, the stochastic dynamics shadows the correlation, as it can be appreciated from Figs. 8(a) and 8(b), where the height field is reported. Correspondingly, we see in Fig. 8 the characteristic timescales of the correlation, which are longer than in the deterministic case.
the spectra, Fig. 8(c), that the “spinodal” maximum at $q < q_0$ is much more enhanced, than it was in the athermal case, and it is of comparable to the “pattern” maximum at $q = q_0$. Furthermore, the local maxima at $n q_0$ are basically lost in the spinodal background.

2. Square wave pattern

In the following we focus on the dewetting process on a substrate with a contact angle pattern given by

$$
\theta^{(2)}(x) = \begin{cases} \frac{\pi}{6} & \text{if } \sin(q_0 x) \leq 0, \\ \frac{\pi}{6} & \text{otherwise.} \end{cases}
$$

Looking at Fig. 9, one can immediately notice two main differences in comparison to the sinusoidal pattern (cf. Fig. 6). The first one is that the impact of thermal fluctuations on the global dewetting morphology looks much weaker; in particular, in both deterministic and stochastic simulations, the film ruptures exactly at the wettability discontinuities. Second, stable droplets are formed also in regions of high contact angle. As a consequence, a total amount of $2 q_0$ droplets are observed, which is twice as many as for the pattern $\theta^{(1)}(x)$.

The characteristic timescale of formation process, however, is not the same for all droplets, since it depends on the local contact angle. We observe, indeed, that droplets nucleate faster in regions of higher contact angle. Specifically, if we define the droplet formation time as the delay between the $\theta$-dependent droplet nucleation time, $t_d(\theta)$, and the film rupture time, $\tau_r(\theta)$, i.e.,

$$
\tau_d(\theta) = t_d(\theta) - \tau_r(\theta),
$$

and measure the ratio

$$
\Xi = \frac{\tau_d(\pi/6)}{\tau_d(\pi/9)}
$$

of formation times over patches of different contact angle, then we find $\Xi \approx 0.3$. Theoretically, this can be explained according to a retracting film scenario. We expect, in fact, that the characteristic time Eq. (39) will be inversely proportional to the speed of the receding contact line over a particular substrate patch, namely, $t_d \propto U^{-1}$; such speed, in turn, is known to depend on the contact angle as $U(\theta) \sim \theta^3$ [47]; therefore, we get for the ratio $\Xi$:

$$
\Xi = \frac{\tau_d(\pi/6)}{\tau_d(\pi/9)} \propto \frac{U(\pi/9)}{U(\pi/6)} \sim \frac{(\pi/9)^3}{(\pi/6)^3} = \left(\frac{2}{3}\right)^3 = \frac{8}{27} = 0.296,..,
$$

in excellent agreement with the measured value.

The rupture times from the athermal and fluctuating dewetting films are shorter than their counterparts on the $\theta^{(1)}(x)$ pattern [Eq. (37)], and, unlike those, they are comparable to each other, hinting at a stronger bond to the substrate modulation (also in the fluctuating case). However, a difference arises in the whole time distributions of rupture events, shown, as histograms, in Fig. 10(c) [in Figs. 10(a) and 10(b) we highlight the rupture events with red bullets (●). (c) Distribution of times of occurrence of rupture events for the athermal ($\sigma = 0$, blue, line-patterned) and fluctuating ($\sigma = \sigma_0$, orange, dot-patterned) dewetting.

As a final analysis we discuss the short time (pre-rupture) spectra on this substrate as well (see Fig. 11). We show the deterministic (blue dashed line with bullets) and stochastic (orange dashed line with triangles) data at the same time $t = 0.1 t_0$. Under the light of what obtained with the sine wave pattern and given the dewetting morphology shown in Fig. 9, we would guess to find the absolute maximum of the spectrum at $q = 2 q_0$. Surprisingly, instead, the figure shows that, although a local maximum located at $2 q_0$ can indeed be detected, there are several higher peaks at $n q_0$, with a
global maximum at $7q_0 \approx 1.2q_0$; this probably suggests that the early time dewetting on this kind of substrate is still reminiscent of the spinodal background. Nevertheless, the strong bond of the dynamics with the pattern is evident and it is further pointed out by the unexpected observation that corresponding maxima from the deterministic and stochastic spectra are all of the same magnitude.

V. SUMMARY AND CONCLUSIONS

We have presented a lattice Boltzmann method for the simulation of the stochastic thin-film equation. The method has been tested against exact results on the height fluctuations spectrum of a dewetting film. We observed, in agreement with previous studies, that the inclusion of thermal fluctuations accelerates the dewetting and reduces the rupture times [28]. Furthermore, we have shown that the distribution of droplet sizes measured in the stochastic simulations is more spread out than its deterministic counterpart [32].

A central contribution of our work concerns the study of the role of the liquid-substrate interactions, parametrized by the contact angle $\theta$, on the dewetting process, with and without thermal fluctuations. We reported and justified theoretically that the ratio of the deterministic and stochastic rupture times decreases monotonically with the contact angle, though being always larger than one (i.e., the fluctuating dewetting occurs faster than the athermal one, irrespective of the substrate wettability). We then performed simulations with a chemically patterned substrate, modelled as a space-dependent contact angle $\theta(x)$. Depending on the pattern, a smoothly varying profile (a sine wave) and a sequence of alternate stripes (segments, in 1D), one can control the number of droplets formed, which differ by a factor two, in spite of the two patterns having the same “wavelength.” In both cases, however, the dynamics appears strongly enslaved to the wettability modulation, so much that the effect of thermal fluctuations is significantly hindered. This even holds in the early stages of dewetting, as inferable from the inspection of the spectra. Before concluding, let us make two last remarks.

First, it is worth mentioning that we do not expect that the results presented would differ too much in two dimensions (i.e., for real substrates). The physical observables discussed, in fact, pertain essentially to the early dewetting (spectra, rupture times, droplet size distributions), whereby the dynamics is mostly determined by the spectral properties of the linearized equations and by the characteristics of the free energy. The signature of the dimensionality should, instead, emerge in the morphology of the dewetting pattern, especially in the long time evolution, when coarsening and droplet coalescence dominate. These aspects will be subject of a forthcoming study. Second, we underline that the versatility of the numerical scheme would allow, in principle, to extend the method to simulate the dynamics of thin films of more complex liquids, such as non-Newtonian and active fluids [48,49].
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