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Abstract

This paper proposes a novel variant of hyperinterpolation, called hard thresholding hyperinterpolation. This approximation scheme of degree \( n \) leverages a hard thresholding operator to filter all hyperinterpolation coefficients, which approximate the Fourier coefficients of a continuous function by a quadrature rule with algebraic exactness \( 2^n \). We prove that hard thresholding hyperinterpolation is the unique solution to an \( \ell_0 \)-regularized weighted discrete least squares approximation problem. Hard thresholding hyperinterpolation is not only idempotent and commutative with hyperinterpolation, but also adheres to the Pythagorean theorem in terms of the discrete (semi) inner product. By the estimate of the reciprocal of Christoffel function, we present the upper bound of the uniform norm of hard thresholding hyperinterpolation operator. Additionally, hard thresholding hyperinterpolation possesses denoising and basis selection abilities akin to Lasso hyperinterpolation. To judge the \( L_2 \) errors of both hard thresholding and Lasso hyperinterpolations, we propose a criterion that integrates the regularization parameter with the product of noise coefficients and the signs of hyperinterpolation coefficients. Numerical examples on the sphere, spherical triangle and the cube demonstrate the denoising ability of hard thresholding hyperinterpolation.
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1 Introduction

The concept of hyperinterpolation was introduced by Sloan in 1995 [24]. The hyperinterpolation operator \( L_n \) is defined by replacing Fourier integrals in the \( L_2 \) orthogonal projection onto polynomial spaces with a discrete measure based on a positive weight quadrature rule that has algebraic precision \( 2^n \). The result of [24] has sparked numerous investigations into finding suitable quadrature rules for different regions, thereby expanding the potential applications of hyperinterpolation [3, 4, 5].

Hyperinterpolation is a powerful tool in high-dimensional approximation [11, 20, 21, 23, 29, 30]. It requires only the availability of a positive weight quadrature rule that exactly integrates polynomial of degree \( 2^n \) [24]. This means the function of interest must be sampled on a carefully selected finite set to meet the requirements of the quadrature formula. In most applications, functions are often given by sampled data. However, the modern era of high-throughput data collection creates data with abundant noise. To recover functions from noisy data, An and Wu developed Lasso hyperinterpolation [2], which uses a soft thresholding operator to process all hyperinterpolation coefficients. Although Lasso hyperinterpolation does not retain the projection property or basis invariance of classical hyperinterpolation, it offers an efficient method for basis selection and denoising, leading to a sparse solution. Lasso hyperinterpolation [2] is the solution to an \( \ell_1 \)-regularized weighted discrete least squares problem, which can be regarded as a convex relaxation of an \( \ell_0 \)-regularized problem [17]. As is known to all, an \( \ell_0 \)-regularized weighted discrete least squares problem is NP-Hard to be solved [8]. However, we indicate that hard thresholding hyperinterpolation uniquely solves, in closed form, an \( \ell_0 \)-regularized weighted discrete least squares problem (see Theorem 2.1) under the same conditions of hyperinterpolation.
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Hard thresholding hyperinterpolation exploits a hard thresholding operator to filter all hyperinterpolation coefficients for a given positive regularization parameter. Specifically, it retains hyperinterpolation coefficients whose absolute values exceed the regularization parameter and sets all the others to zero. Since the hard thresholding operator removes small coefficients completely, it can effectively eliminate noise while retaining larger or more important coefficients that capture the essential features of the test function. We obtain some inescapable algebraic and geometric properties of hard thresholding hyperinterpolation: it is idempotent and commutative with hyperinterpolation, but fails to be symmetric; the composition of hard thresholding hyperinterpolation and hyperinterpolation is Hermitian; it satisfies the Pythagorean theorem [28] but is not basis invariant.

In the error analysis, we treat properties of hard thresholding hyperinterpolation from three aspects. First, we prove that the operator norm of hard thresholding hyperinterpolation does not exceed that of hyperinterpolation, and we derive the $L_2$ errors when the test function is contaminated by noise. Second, utilizing the reciprocal of Christoffel function [12], we provide the uniform norms for both hard thresholding hyperinterpolation and the classical hyperinterpolation. Third, we analyze the $L_2$ errors from a practical perspective, specifically demonstrating that hard thresholding hyperinterpolation achieves lower $L_2$ errors compared to Lasso hyperinterpolation (see Theorem 4.4).

In the sequel, an overview of the fundamental concepts of hyperinterpolation and Lasso hyperinterpolation is provided. Section 2.1 investigates some characterizations of hard thresholding hyperinterpolation, i.e., algebraic and geometric properties. In section 2.2, we give error analysis from $L_2$ norms, uniform norms and practical viewpoints. Finally, we apply hard thresholding hyperinterpolation to the sphere, the spherical triangle and the cube to verify our theories.

## 2 Hard thresholding hyperinterpolation

Before the discussion of hard thresholding hyperinterpolation, we introduce hyperinterpolation and Lasso hyperinterpolation.

### 2.1 Hyperinterpolation

Let $\Omega$ be a compact and smooth Riemannian manifold in $\mathbb{R}^s$ with smooth or empty boundary and the measure $d\omega$, which satisfies that

$$\int_{\Omega} d\omega = V < \infty.$$ 

Given the $L_2$ inner product

$$\langle f, g \rangle = \int_{\Omega} f g d\omega \quad \forall f, g \in L_2(\Omega), \tag{2.1}$$

and the induced norm $\|f\|_2 := \langle f, f \rangle^{1/2}$, where $L_2(\Omega)$ denotes the Hilbert space of square-integrable functions on $\Omega$. Let $\{\Phi_\ell\}_{\ell=1}^{d_n}$ be an orthonormal basis of $\mathbb{P}_n(\Omega)$, the space of polynomials of total-degree at most $n$ restricted to $\Omega$, with respect to the measure $d\omega$ on $\Omega$, where $d_n := \dim(\mathbb{P}_n(\Omega))$.

Considering a function $f \in L_2(\Omega)$, we have the discretized truncated orthogonal projection $T_n : L_2(\Omega) \to \mathbb{P}_n(\Omega)$

$$T_n f := \sum_{\ell=1}^{d_n} \hat{f}_\ell \Phi_\ell = \sum_{\ell=1}^{d_n} \langle f, \Phi_\ell \rangle \Phi_\ell,$$

where $\{\hat{f}_\ell\}_{\ell=1}^{d_n}$ are the Fourier coefficients

$$\hat{f}_\ell := \langle f, \Phi_\ell \rangle = \int_{\Omega} f \Phi_\ell d\omega, \quad \forall \ell = 1, \ldots, d_n. \tag{2.2}$$

To approximate the Fourier coefficients in (2.2), we use an exact quadrature formula for $\mathbb{P}_{2n}(\Omega)$ with nodes $X_N = \{x_1, \ldots, x_N\} \subset \Omega$ and positive weights $w = \{w_1, \ldots, w_N\}$,

$$\int_{\Omega} p(x) d\omega = \sum_{j=1}^{N} w_j p(x_j) \quad \forall p \in \mathbb{P}_{2n}(\Omega). \tag{2.3}$$

Corresponding to the inner product in (2.1), Sloan introduced the “discrete (semi) inner product”

$$\langle f, g \rangle_N = \sum_{j=1}^{N} w_j f(x_j) g(x_j) \quad \forall f, g \in \mathcal{C}(\Omega), \tag{2.4}$$

where $\mathcal{C}(\Omega)$ denotes the space of continuous functions on $\Omega$. This discrete inner product allows for the numerical evaluation of inner products and norms, making it suitable for practical applications.

In the error analysis, we treat properties of hard thresholding hyperinterpolation from three aspects. First, we prove that the operator norm of hard thresholding hyperinterpolation does not exceed that of hyperinterpolation, and we derive the $L_2$ errors when the test function is contaminated by noise. Second, utilizing the reciprocal of Christoffel function [12], we provide the uniform norms for both hard thresholding hyperinterpolation and the classical hyperinterpolation. Third, we analyze the $L_2$ errors from a practical perspective, specifically demonstrating that hard thresholding hyperinterpolation achieves lower $L_2$ errors compared to Lasso hyperinterpolation (see Theorem 4.4).

In the sequel, an overview of the fundamental concepts of hyperinterpolation and Lasso hyperinterpolation is provided. Section 2.1 investigates some characterizations of hard thresholding hyperinterpolation, i.e., algebraic and geometric properties. In section 2.2, we give error analysis from $L_2$ norms, uniform norms and practical viewpoints. Finally, we apply hard thresholding hyperinterpolation to the sphere, the spherical triangle and the cube to verify our theories.
in which the exact integral is replaced by the quadrature rule. Based on the discrete (semi) inner product with quadrature exactness 2n, Sloan originally proposed in [24] the hyperinterpolation \( \mathcal{L}_n f \) which is a discretization of the \( L_2 \) orthogonal projection \( T_n f \) of \( f \in \mathcal{C}(\Omega) \), i.e., \( \mathcal{L}_n : \mathcal{C}(\Omega) \rightarrow \mathbb{P}_n(\Omega) \) as

\[
\mathcal{L}_n f := \sum_{\ell=1}^{d_n} \langle f, \Phi_\ell \rangle_N \Phi_\ell.
\]  

(2.5)

For every \( f \in \mathcal{C}(\Omega) \), hyperinterpolant \( \mathcal{L}_n f \) satisfies the basic estimate

\[
\| \mathcal{L}_n f - f \|_2 \leq 2^{1/2} E_n(f),
\]

(2.6)

where \( E_n(f) := \inf \{ \| f - p \|_\infty ; p \in \mathbb{P}_n(\Omega) \} \) and \( E_n(f) \) tends to 0 as \( n \) approaches infinity.

Sloan revealed that \( \mathcal{L}_n f \) is the best discrete least squares approximation (weighted by quadrature weights) of \( f \) at the quadrature points in [24]. Consider the following discrete weighted least squares approximation problem

\[
\min_{p \in \mathbb{P}_n(\Omega)} \left\{ \sum_{j=1}^{N} w_j [p(x_j) - f(x_j)]^2 \right\}
\]

(2.7)

with \( p(x) = \sum_{\ell=1}^{d_n} \alpha_\ell \Phi_\ell(x) \in \mathbb{P}_n(\Omega) \), or equivalently

\[
\min_{\alpha \in \mathbb{R}^{d_n}} \| W^{1/2}(A\alpha - f) \|_2^2,
\]

where \( W = \text{diag}(w_1, \ldots, w_N) \in \mathbb{R}^{N \times N} \), \( A \in \mathbb{R}^{N \times d_n} \) with \( [A]_{j \ell} = \Phi_j(x_\ell) \), \( \alpha = [\alpha_1, \ldots, \alpha_{d_n}]^T \in \mathbb{R}^{d_n} \), and \( f = [f(x_1), \ldots, f(x_N)]^T \in \mathbb{R}^{N} \) are two column vectors (recall \( x_\ell \in \mathbb{R}^d \)).

Then we conclude the above discussion as the following result.

**Lemma 2.1 (24, Lemma 5)** Given \( f \in \mathcal{C}(\Omega) \), let \( \mathcal{L}_n f \in \mathbb{P}_n(\Omega) \) be defined by (2.5), where the quadrature exactness of the corresponding quadrature formula is 2n. Then \( \mathcal{L}_n f \) is the unique solution to the approximation problem (2.7).

**Remark 2.1** The quadrature exactness 2n in the approximation scheme of hyperinterpolation can be relaxed to \( n + k \) with \( 0 < k \leq n \), which implies that the potential quadrature rules for constructing hyperinterpolation can be significantly enriched and the number of quadrature points can be considerably reduced [3].

### 2.2 Lasso hyperinterpolation

Loosely speaking, Lasso hyperinterpolation makes use of a soft thresholding operator [16]

\[
\eta_S(a, k) := \max(0, a - k) + \min(0, a + k)
\]

to filter all hyperinterpolation coefficients \( \langle f, \Phi_\ell \rangle_N \).

**Definition 2.1 (2)** Given a quadrature rule (2.3) with exactness 2n, a Lasso hyperinterpolation of \( f \) onto \( \mathbb{P}_n(\Omega) \) is defined as

\[
\mathcal{L}_n^\lambda f := \sum_{\ell=1}^{d_n} \eta_S(\langle f, \Phi_\ell \rangle_N, \lambda \mu_\ell) \Phi_\ell,
\]

(2.8)

where \( \lambda > 0 \) is the regularization parameter and \( \{ \mu_\ell \}_{\ell=1}^{d_n} \) is a set of positive penalty parameters.

It has been proved in [2] that Lasso hyperinterpolation corresponds to an \( \ell_1 \)-regularized least squares problem

\[
\min_{p_\lambda \in \mathbb{P}_n(\Omega)} \left\{ \frac{1}{2} \sum_{j=1}^{N} w_j [p(x_j) - f(x_j)]^2 + \lambda \sum_{\ell=1}^{d_n} \mu_\ell |\gamma_\ell| \right\}
\]

(2.9)

with \( p_\lambda(x) = \sum_{\ell=1}^{d_n} \gamma_\ell \Phi_\ell(x) \in \mathbb{P}_n(\Omega) \), or equivalently

\[
\min_{\gamma \in \mathbb{R}^{d_n}} \frac{1}{2} \| W^{1/2}(A\gamma - f) \|_2^2 + \lambda \| R_1 \gamma \|_1,
\]
where \( \lambda \) is a positive regularization parameter, \( \gamma^\lambda = [\gamma_1^\lambda, \ldots, \gamma_d^\lambda]^T \in \mathbb{R}^{d_n} \) and \( R_i = \text{diag}(\mu_1, \ldots, \mu_{d_n}) \).

In this paper, the subscript and superscript \( p \) to the regularization parameter \( \lambda \) indicate that their specific forms are related to the regularization parameter \( \lambda \).

As shown in [2], Lasso hyperinterpolation provides superior denoising performance compared to filtered hyperinterpolation [25]. Here, we aim to compare the denoising effectiveness of Lasso hyperinterpolation with that of hard thresholding hyperinterpolation.

### 2.3 Hard thresholding hyperinterpolation

Now we incorporate a hard thresholding operator into the hyperinterpolation operator \( L_n \). Based on the original idea of hard thresholding method proposed by Donoho and Johnstone [16], where only a few wavelet coefficients contribute to the signal, we consider threshold rules that retain only observed data that exceed a multiple of the noise level. For the hyperinterpolant \( L_n f = \sum_{\ell=1}^{d_n} \langle f, \Phi_\ell \rangle_N \Phi_\ell \), this incorporation is achieved by solving the \( \ell_0 \)-regularized weighted least squares problem

\[
\min_{p_x \in \mathbb{P}_n(\Omega)} \left\{ \frac{1}{N} \sum_{j=1}^{N} w_j |p_x(x_j) - f(x_j)|^2 + \lambda^2 \sum_{\ell=1}^{d_n} |\beta^\lambda_\ell|_0 \right\} \quad (2.10)
\]

where \( p_x(x) = \sum_{\ell=1}^{d_n} \beta^\lambda_\ell \Phi_\ell(x) \in \mathbb{P}_n(\Omega) \), \( \lambda > 0 \) is the regularization parameter and \( |\beta^\lambda_\ell|_0 \) denotes the \( \ell_0 \)-norm in one dimension, that is

\[
\forall \beta^\lambda_\ell \in \mathbb{R}, \quad |\beta^\lambda_\ell|_0 := \begin{cases} 0, & \text{if } \beta^\lambda_\ell = 0, \\ 1, & \text{if } \beta^\lambda_\ell \neq 0. \end{cases}
\]

Problem (2.10) also amounts to the following

\[
\min_{\beta^\lambda \in \mathbb{R}^d} \|W^{1/2}(A\beta^\lambda - f)\|_2 + \lambda^2 \|\beta^\lambda\|_0,
\]

where \( \lambda \) is a positive regularization parameter, \( \beta^\lambda = [\beta_1^\lambda, \ldots, \beta_{d_n}^\lambda]^T \in \mathbb{R}^{d_n} \) and \( \|\beta^\lambda\|_0 \) represents the number of nonzero elements of \( \beta^\lambda \).

The reason \( \lambda^2 \) appears in equation (2.10) while \( \lambda \) is used in equation (2.9) is to set a consistent thresholding value for both Lasso and hard thresholding hyperinterpolations when selecting coefficients. Consequently, it is convenient for us to make numerical comparisons, see section 5.

Then we give definitions of hard thresholding operator and hard thresholding hyperinterpolation, respectively.

**Definition 2.2 ([16])** The hard thresholding operator, denoted by \( \eta_H(a, k) \), is defined as

\[
\eta_H(a, k) := \begin{cases} a, & \text{if } |a| > k, \\ 0, & \text{if } |a| \leq k. \end{cases}
\]

**Definition 2.3** Given a quadrature rule (2.3) with exactness \( 2n \), a hard thresholding hyperinterpolation of \( f \) onto \( \mathbb{P}_n(\Omega) \) is defined as

\[
\mathcal{H}^\lambda_n f := \sum_{\ell=1}^{d_n} \eta_H(\langle f, \Phi_\ell \rangle_N, \lambda) \Phi_\ell, \quad \lambda > 0.
\]

Now we show that the hard thresholding hyperinterpolation \( \mathcal{H}^\lambda_n f \) is indeed the unique solution to the \( \ell_0 \)-regularized least squares problem (2.10).

**Theorem 2.1** Let \( \mathcal{H}^\lambda_n f \in \mathbb{P}_n(\Omega) \) be defined by (2.11), and adopt conditions of Lemma 2.4. Then \( \mathcal{H}^\lambda_n f \in \mathbb{P}_n(\Omega) \) is the unique solution to the regularized least squares approximation problem (2.10).

**Proof.** Let \( \alpha = [\alpha_1, \ldots, \alpha_{d_n}]^T \in \mathbb{R}^{d_n} \) with \( \alpha_\ell = \langle f, \Phi_\ell \rangle_N \) for \( \ell = 1, \ldots, d_n \). Then the first-order condition is satisfied by taking the first derivative of \( ||W^{1/2}(A\alpha - f)||_2^2 \) with respect to \( \alpha \) and setting it equal to zero

\[
2A^TWA\alpha - 2A^TWf = 0.
\]

(2.12)
We assert that $A^TWA$ is an identity matrix:

$$[A^TWA]_{ik} = \sum_{j=1}^{N} w_j \Phi_i(x_j)\Phi_k(x_j) = (\Phi_i, \Phi_k)_N = \delta_{ik}, \quad 1 \leq i, k \leq d_n. \quad (2.13)$$

By (2.12) and (2.13), we obtain $\alpha = A^TWF$. Let

$$F(\beta^\lambda) := \|W^{1/2}(A\beta^\lambda - f)\|^2 + \lambda^2\|\beta^\lambda\|_0.$$  

Then we can decompose $F(\beta^\lambda)$ as the following:

$$F(\beta^\lambda) = (\beta^\lambda)^T A^TWA\beta^\lambda - 2(\beta^\lambda)^T A^TWF + \lambda^2\|\beta^\lambda\|_0,$$

$$= (\beta^\lambda)^T \beta^\lambda - 2(\beta^\lambda)^T A^TWF + \lambda^2\|\beta^\lambda\|_0,$$

$$= \beta^T WF - \alpha^T \alpha + \|\beta^\lambda - \alpha\|_2^2 + \lambda^2\|\beta\|_0,$$

$$= C + \sum_{\ell=1}^{d_n} [(\beta^\lambda_\ell - \alpha_\ell)^2 + \lambda^2|\beta^\lambda_\ell|^2],$$

where $C = \sum_{j=1}^{N} w_j f^2(x_j) - \sum_{\ell=1}^{d_n} \alpha_\ell^2$. Thus, solving problem (2.10) is equivalent to solve $d_n$ independent one-dimensional problems, i.e.,

$$g(\beta^\lambda_\ell) := \begin{cases} 
\alpha_\ell^2 + r(\beta^\lambda_\ell), & \beta^\lambda_\ell \neq 0, \\
\alpha_\ell^2, & \beta^\lambda_\ell = 0,
\end{cases}$$

where $r(\beta^\lambda_\ell) := (\beta^\lambda_\ell)^2 - 2\beta^\lambda_\ell \alpha_\ell + \lambda^2$. Since $r(\beta^\lambda_\ell)$ is quadratic with respect to the variable $\beta^\lambda_\ell$, we find

$$\min r(\beta^\lambda_\ell) = r(\alpha_\ell)$$

and have the discriminant

$$\Delta := (2\alpha_\ell)^2 - 4\lambda^2 = 4\alpha_\ell^2 - 4\lambda^2.$$

There are two cases that we need to consider:

(i) If $r(\alpha_\ell) < 0$, then $\Delta > 0$ which means that $|\alpha_\ell| > \lambda$. We deduce that $g(\beta^\lambda_\ell)$ arrives at its minimum when $\beta^\lambda_\ell = \alpha_\ell$ ($|\alpha_\ell| > \lambda$);

(ii) If $r(\alpha_\ell) \geq 0$, then $\Delta \leq 0$ which means that $|\alpha_\ell| \leq \lambda$. In this case, we obtain that

$$\min g(\beta^\lambda_\ell) = g(0) \leq g(\alpha_\ell),$$

where the inequality becomes equality when $|\alpha_\ell| = \lambda$.

Therefore, for $\ell = 1, \ldots, d_n$, we obtain

$$\beta^\lambda_\ell = \eta_H (\alpha_\ell, \lambda) = \begin{cases} 
\alpha_\ell, & \text{if } |\alpha_\ell| > \lambda, \\
0, & \text{if } |\alpha_\ell| \leq \lambda.
\end{cases}$$

Recall that $\alpha_\ell = (f, \Phi_\ell)_N$ for all $\ell = 1, \ldots, d_n$. We deduce that the polynomial constructed with coefficients $\beta^\lambda_\ell = \eta_H (\alpha_\ell, \lambda), \ell = 1, \ldots, d_n$, is indeed $H^\lambda_n f$. □

## 3 Characterizations of hard thresholding hyperinterpolation

In this section, we explore some algebraic and geometric properties of hard thresholding hyperinterpolation, respectively.

### 3.1 Algebraic properties

First, we investigate the idempotent property of hard thresholding hyperinterpolation operator $H^\lambda_n$, and the commutative law between $H^\lambda_n$ and hyperinterpolation operator $L_n$.

**Theorem 3.1** Let $L_n f, H^\lambda_n f \in \mathbb{P}_n(\Omega)$ be defined by (2.5) and (2.11), respectively, and adopt conditions of Lemma [2.7]. Then
(a) $\mathcal{H}^\lambda_n$ is idempotent: $\mathcal{H}^\lambda_n(\mathcal{H}^\lambda_n f) = \mathcal{H}^\lambda_n f$.

(b) $\mathcal{H}^\lambda_n(\mathcal{L}_n f) = \mathcal{L}_n(\mathcal{H}^\lambda_n f) = \mathcal{H}^\lambda_n f$.

Proof. (a) Since $\{\Phi_1, \ldots, \Phi_d\}$ is an orthonormal basis and by (2.11), we have

$$\mathcal{H}^\lambda_n(\mathcal{H}^\lambda_n f) = \sum_{\ell=1}^{d_n} \eta_H \left( \sum_{j=1}^{d_n} \eta_H(\langle f, \Phi_j \rangle_N, \lambda) \Phi_j, \Phi_\ell \right) N, \lambda \right) \Phi_\ell,$$

$$= \sum_{\ell=1}^{d_n} \eta_H(\langle f, \Phi_\ell \rangle_N, \lambda) \Phi_\ell,$$

$$= \sum_{\ell=1}^{d_n} \eta_H(\langle f, \Phi_\ell \rangle_N, \lambda) \Phi_\ell.$$

There are two cases that we need to consider:

(i) If $|\langle f, \Phi_\ell \rangle_N| > \lambda$, then

$$\eta_H(\eta_H(\langle f, \Phi_\ell \rangle_N, \lambda), \lambda) = \eta_H(\langle f, \Phi_\ell \rangle_N, \lambda) = \langle f, \Phi_\ell \rangle_N.$$

(ii) If $|\langle f, \Phi_\ell \rangle_N| \leq \lambda$, then

$$\eta_H(\eta_H(\langle f, \Phi_\ell \rangle_N, \lambda), \lambda) = \eta_H(0, \lambda) = 0.$$

Combining the above, we obtain $\mathcal{H}^\lambda_n(\mathcal{H}^\lambda_n f) = \mathcal{H}^\lambda_n f$.

(b) Recall that $\mathcal{L}_n f, \mathcal{H}^\lambda_n f \in P_n(\Omega)$ defined by (2.5) and (2.11), respectively, we obtain

$$\mathcal{L}_n(\mathcal{H}^\lambda_n f) = \sum_{j=1}^{d_n} \left( \sum_{\ell=1}^{d_n} \eta_H(\langle f, \Phi_\ell \rangle_N, \lambda) \Phi_\ell, \Phi_j \right) N, \lambda \right) \Phi_j,$$

$$= \sum_{j=1}^{d_n} \eta_H(\langle f, \Phi_j \rangle_N, \lambda) \Phi_j,$$

and

$$\mathcal{H}^\lambda_n(\mathcal{L}_n f) = \sum_{\ell=1}^{d_n} \eta_H \left( \sum_{j=1}^{d_n} \langle f, \Phi_\ell \rangle_N \Phi_j, \Phi_\ell \right) N, \lambda \right) \Phi_\ell,$$

$$= \sum_{\ell=1}^{d_n} \eta_H(\langle f, \Phi_\ell \rangle_N, \lambda) \Phi_\ell,$$

$$= \sum_{\ell=1}^{d_n} \eta_H(\langle f, \Phi_\ell \rangle_N, \lambda) \Phi_\ell.$$

Thus, we have completed the proof. □

Remark 3.1 Notice that hard thresholding hyperinterpolation operator is not symmetric in the sense of

$$\langle \mathcal{H}^\lambda_n f, g \rangle_N \neq \langle f, \mathcal{H}^\lambda_n g \rangle_N,$$

where $f, g \in C(\Omega)$. 

---

6
3.2 Geometric properties

The following lemma describes the geometric properties of $\mathcal{H}_n^\alpha$, which is very helpful in proving Theorem 1.2

Lemma 3.1 Under conditions of Theorem 2.1

(a) $\langle f - \mathcal{H}_n^\alpha f, \mathcal{H}_n^\alpha f \rangle_N = 0$,

(b) $\langle \mathcal{H}_n^\alpha f, \mathcal{H}_n^\alpha f \rangle_N + \langle f - \mathcal{H}_n^\alpha f, f - \mathcal{H}_n^\alpha f \rangle_N = \langle f, f \rangle_N$,

(c) $\langle \mathcal{H}_n^\alpha f, \mathcal{H}_n^\alpha f \rangle_N \leq \langle f, f \rangle_N$.

Proof. (a) Let $\alpha \ell = \langle f, \Phi \ell \rangle_N$, $\ell = 1, \ldots, d_n$. Then we obtain

$$\langle f - \mathcal{H}_n^\alpha f, \mathcal{H}_n^\alpha f \rangle_N = \left( f - \sum_{k=1}^{d_n} \eta_H(\alpha_k, \lambda) \Phi_k \right) \left( \sum_{k=1}^{d_n} \eta_H(\alpha_k, \lambda) \Phi_k \right),$$

and

$$\left( \sum_{k=1}^{d_n} \eta_H(\alpha_k, \lambda) \Phi_k \right) \left( \sum_{k=1}^{d_n} \eta_H(\alpha_k, \lambda) \Phi_k \right) = (f, \Phi_k) - \left( \sum_{k=1}^{d_n} \eta_H(\alpha_k, \lambda) \Phi_k, \Phi_k \right) = \alpha_k - \eta_H(\alpha_k, \lambda).$$

The fact

$$\eta_H(\alpha_k, \lambda) = \begin{cases} \alpha_k, & \text{if } |\alpha_k| > \lambda, \\ 0, & \text{if } |\alpha_k| \leq \lambda, \end{cases}$$

gives the following

$$\eta_H(\alpha_k, \lambda)(\alpha_k - \eta_H(\alpha_k, \lambda)) = (\eta_H(\alpha_k, \lambda)\alpha_k - (\eta_H(\alpha_k, \lambda))^2) = 0.$$ 

Therefore, we obtain $\langle f - \mathcal{H}_n^\alpha f, \mathcal{H}_n^\alpha f \rangle_N = 0$.

(b) By $\langle \mathcal{H}_n^\alpha f, \mathcal{H}_n^\alpha f \rangle_N = \langle f, \mathcal{H}_n^\alpha f \rangle_N$ and

$$\langle f - \mathcal{H}_n^\alpha f, f - \mathcal{H}_n^\alpha f \rangle_N = \langle f, f \rangle_N - 2 \langle f, \mathcal{H}_n^\alpha f \rangle_N + \langle \mathcal{H}_n^\alpha f, \mathcal{H}_n^\alpha f \rangle_N,$$

we obtain

$$\langle \mathcal{H}_n^\alpha f, \mathcal{H}_n^\alpha f \rangle_N + \langle f - \mathcal{H}_n^\alpha f, f - \mathcal{H}_n^\alpha f \rangle_N = \langle f, f \rangle_N.$$ 

(c) From (3.1) and the positiveness of $\langle f - \mathcal{H}_n^\alpha f, f - \mathcal{H}_n^\alpha f \rangle_N$, we immediately have

$$\langle \mathcal{H}_n^\alpha f, \mathcal{H}_n^\alpha f \rangle_N \leq \langle f, f \rangle_N.$$ 

Thus, we have completed the proof. □

Remark 3.2 Recall that for hyperinterpolation, we have

$$\langle f - \mathcal{L}_n f, p \rangle_N = 0,$$

for any $p \in \mathcal{P}_n(\Omega)$, and

$$\langle \mathcal{L}_n f, \mathcal{L}_n f \rangle_N + \langle f - \mathcal{L}_n f, f - \mathcal{L}_n f \rangle_N = \langle f, f \rangle_N.$$ 

Since $(\cdot, \cdot)_N$ is the discretization of the inner product $(\cdot, \cdot)$, we can deem that both hyperinterpolation and hard thresholding hyperinterpolation are such that the Pythagorean theorem hold with respect to the discrete (semi) inner product (2.4), as shown in Figure 1. Nevertheless, Lasso hyperinterpolation does not possess this property [3]. Notably, $\mathcal{L}_n f - \mathcal{H}_n^\alpha f \in \mathcal{P}_n(\Omega)$, it is clear that

$$\langle f - \mathcal{L}_n f, \mathcal{L}_n f - \mathcal{H}_n^\alpha f \rangle_N = 0.$$ 
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Proposition 3.1 Let \( \{ q_i \}_{i=1}^{d_n} \) and \( \{ \Phi_i \}_{i=1}^{d_n} \) be two orthonormal bases of \( P_n(\Omega) \) and \( \Phi_i = \sum_{j=1}^{d_n} a_{ij} q_j \) with \( a_{ij} = \langle q_i, \Phi_j \rangle_N \), and let \( b_{ij} = \sum_{k=1}^{d_n} a_{ik} a_{kj} \) for \( i, j = 1, \ldots, d_n \). Then hard thresholding hyperinterpolation is not invariant under a change of basis. That is,

\[
H^\lambda_n f \neq \sum_{i,j=1}^{d_n} \eta_H (\langle f, q_i \rangle_N, \lambda) b_{ij} q_j.
\]

Proof. We assert that hard thresholding hyperinterpolation is not basis invariant, i.e.,

\[
H^\lambda_n f = \sum_{i=1}^{d_n} \eta_H (\langle f, \Phi_i \rangle_N, \lambda) \Phi_i,
\]

\[
= \sum_{i=1}^{d_n} \eta_H (\langle f, \sum_{j=1}^{d_n} a_{ij} q_j \rangle_N, \lambda) \sum_{j=1}^{d_n} a_{ij} q_j,
\]

\[
\neq \sum_{i=1}^{d_n} \eta_H (\langle f, q_i \rangle_N, \lambda) \sum_{j=1}^{d_n} a_{ij} q_j,
\]

\[
= \sum_{i,j=1}^{d_n} \eta_H (\langle f, q_i \rangle_N, \lambda) b_{ij} q_j,
\]

where the inequality holds because of the presence of a hard thresholding operator. \( \square \)

4 Error analysis

4.1 Error analysis in the \( L_2(\Omega) \)-norm

In the following, the norms which appear in the theorems are defined by

\[
\|g\|_2 := \left( \int_{\Omega} g^2 d\omega \right)^{1/2}, \quad g \in L_2(\Omega),
\]

\[
\|g\|_\infty := \sup_{x \in \Omega} |g(x)|, \quad g \in \mathcal{C}(\Omega).
\]

For any operator \( U_n : \mathcal{C}(\Omega) \rightarrow L_2(\Omega) \), its operator norm is defined as

\[
\|U_n\|_{\text{op}} := \sup_{g \in \mathcal{C}(\Omega), g \neq 0} \frac{\|U_n g\|_2}{\|g\|_\infty}.
\]
The error of the best approximation to \( f \in \mathcal{C}(\Omega) \) by polynomials of degree at most \( n \) is defined by
\[
E_n(f) = \inf\{\|f - p\|_\infty : p \in \mathbb{P}_n(\Omega)\}.
\]

The following theorem concentrates on the operator norms of Lasso hyperinterpolation operator \( L_n^\lambda \), hard thresholding hyperinterpolation operator \( H_n^\lambda \), and hyperinterpolation operator \( L_n \).

**Theorem 4.1** Adopt conditions of Lemma 2.1. In Lasso hyperinterpolation (2.8), set all \( \{\mu_\ell\}_{\ell=1}^{d_n} \) to 1. For any given \( \lambda \in [0, \|A^T W f\|_\infty] \), we have
\[
\|L_n^\lambda f\|_2 \leq \|H_n^\lambda f\|_2 \leq \|L_n f\|_2,
\]
where the equality holds when \( \lambda = 0 \). Moreover,
\[
\|L_n^\lambda\|_{\text{op}} \leq \|H_n^\lambda\|_{\text{op}} \leq \|L_n\|_{\text{op}}.
\]

**Proof.** Let \( \alpha_\ell := \langle f, \Phi_\ell \rangle_X \) for all \( 1 \leq \ell \leq d_n \). Since \( \{\Phi_1, \ldots, \Phi_{d_n}\} \) is an orthonormal basis of \( \mathbb{P}_n(\Omega) \) and by Parseval’s identity, we have
\[
\|L_n f\|_2 = \left( \sum_{\ell=1}^{d_n} |\alpha_\ell|^2 \right)^{1/2}
\]
and under the condition \( \{\mu_\ell\}_{\ell=1}^{d_n} \) all being 1,
\[
\|L_n^\lambda f\|_2 = \left( \sum_{\ell=1, \alpha_\ell > \lambda \mu_\ell}^{d_n} (\alpha_\ell - \lambda \mu_\ell)^2 + \sum_{\ell=1, \alpha_\ell < -\lambda \mu_\ell}^{d_n} (\alpha_\ell + \lambda \mu_\ell)^2 \right)^{1/2}
\]
\[
= \left( \sum_{\ell=1, \alpha_\ell > \lambda}^{d_n} (\alpha_\ell - \lambda)^2 + \sum_{\ell=1, \alpha_\ell < -\lambda}^{d_n} (\alpha_\ell + \lambda)^2 \right)^{1/2}.
\]
If \( \alpha_\ell > \lambda \), then \( \alpha_\ell^2 > (\alpha_\ell - \lambda)^2 \); if \( \alpha_\ell < -\lambda \), then \( \alpha_\ell^2 > (\alpha_\ell + \lambda)^2 \). Thus, it is clear that
\[
\|L_n^\lambda f\|_2 \leq \|H_n^\lambda f\|_2 \leq \|L_n f\|_2.
\]
When \( \lambda = 0 \), the conclusion is obvious since both \( L_n^\lambda \) and \( H_n^\lambda \) become as \( L_n \). By the definition of the operator norm, we finish the proof. \( \square \)

Next, we examine the \( L_2 \) errors for hard thresholding hyperinterpolation in approximating the test function given a specific noise \( \epsilon \). Let \( \{f^*(x_j)\}_{j=1}^{N} \) represent the noisy observations of \( \{f(x_j)\}_{j=1}^{N} \), where \( f^*(x_j) = f(x_j) + \epsilon(x_j) \) for \( j = 1, \ldots, N \).

**Theorem 4.2** Adopt conditions of Lemma 2.7 and assume \( f^* = f + \epsilon \) is a noisy version of \( f \), where \( \epsilon \) is some noise. Then
\[
\|H_n^\lambda f\|_2 \leq V^{1/2}\|f\|_\infty,
\]
and
\[
\|H_n^\lambda f^* - f\|_2 \leq \|H_n^\lambda f^* - L_n f^*\|_2 + 2V^{1/2}E_n(f) + V^{1/2}\|\epsilon\|_\infty.
\]

Thus
\[
\lim_{n \to \infty} \lim_{\lambda \to 0} \|H_n^\lambda f^* - f\|_2 = V^{1/2}\|\epsilon\|_\infty.
\]

**Proof.** For any \( f \in \mathcal{C}(\Omega) \), it is clear that \( H_n^\lambda f \in \mathbb{P}_n(\Omega) \). Then we have
\[
\|H_n^\lambda f\|_2^2 = \langle H_n^\lambda f, H_n^\lambda f \rangle = \langle H_n^\lambda f, L_n^\lambda f \rangle_N \leq \langle f, f \rangle_N,
\]
\[
= \sum_{j=1}^{N} w_j (f(x_j))^2 \leq \|f\|_\infty^2 \sum_{j=1}^{N} w_j = V \|f\|_\infty^2,
\]
where the first inequality follows from Lemma 3.1 (c). Consequently, we deduce:
\[
\|H_n^\lambda f\|_2 \leq V^{1/2}\|f\|_\infty.
\]
Recalling that \( \mathcal{L}_n p = p \) for any \( p \in \mathbb{P}_n(\Omega) \) and letting \( p^* \) be the best approximation of \( f \) in \( \mathbb{P}_n(\Omega) \), we have

\[
\| \mathcal{L}_n f^* - f \|_2 = \| \mathcal{L}_n (f^* - p^*) + p^* - f \|_2, \\
\leq V^{1/2} \| f^* - p^* \|_\infty + V^{1/2} \| f - p^* \|_\infty, \\
\leq V^{1/2} \| f^* - f \|_\infty + 2V^{1/2} E_n(f),
\]

where the second term on the right side in the second row follows from the Cauchy-Schwarz inequality.

By direct computation, we obtain

\[
\| \mathcal{H}_n f^* - f \|_2 \leq \| \mathcal{H}_n f^* - \mathcal{L}_n f^* \|_2 + \| \mathcal{L}_n f^* - f \|_2, \\
\leq \| \mathcal{H}_n f^* - \mathcal{L}_n f^* \|_2 + 2V^{1/2} E_n(f) + V^{1/2} \| \epsilon \|_\infty.
\]

Since

\[
\lim_{\lambda \to 0} \| \mathcal{H}_n^\lambda f^* - \mathcal{L}_n f^* \|_2 = 0 \quad \text{and} \quad \lim_{n \to \infty} E_n(f) = 0,
\]

we have

\[
\lim_{n \to \infty} \lim_{\lambda \to 0} \| \mathcal{H}_n^\lambda f^* - f \|_2 = V^{1/2} \| \epsilon \|_\infty.
\]

Thus, we have completed the proof. \( \square \)

### 4.2 Error analysis in the uniform norm

Recall that the function

\[
G_n(x, \mathbf{x}) = \sum_{\ell=1}^{d_n} \Phi^2_\ell(x)
\]

is known as the reciprocal of Christoffel function \([22]\) associated with the measure \( d\omega \) on \( \Omega \). The reciprocal of Christoffel function plays an important role in proving the uniform operator norms for \( \| \mathcal{L}_n \|_\infty \) and \( \| \mathcal{H}_n^\lambda \|_\infty \). Motivated by \([12]\) Proposition 1.1 and arguments in \([27]\), the error estimate \((4.8)\) for hyperinterpolation in \( L_2 \) norms can be extended to a corresponding version in the uniform norm, as detailed below.

**Lemma 4.1 (\([12, 27]\))** Adopt conditions of Lemma \([2.4]\). Let \( C_n = \sqrt{\max_{x \in \Omega} G_n(x, \mathbf{x})} \) with \( G_n \) defined by \((4.5)\). Then

\[
\| \mathcal{L}_n f \|_\infty \leq C_n V^{1/2} \| f \|_\infty
\]

and

\[
\| \mathcal{L}_n f - f \|_\infty \leq (1 + C_n V^{1/2}) E_n(f).
\]

**Proof.** For any nonzero polynomial \( p = \sum_{\ell=1}^{d_n} \langle p, \Phi_\ell \rangle_N \Phi_\ell \in \mathbb{P}_n(\Omega) \), we have

\[
\| p(x) \|_2 \leq \left( \sum_{\ell=1}^{d_n} \langle p, \Phi_\ell \rangle_N^2 \Phi_\ell(x) \right)^{1/2} (G_n(x, \mathbf{x}))^{1/2}, \\
\leq \| p \|_2 \left( \max_{x \in \Omega} G_n(x, \mathbf{x}) \right)^{1/2},
\]

where the first inequality follows from the Cauchy-Schwarz inequality, which implies the known property

\[
\| p \|_\infty \leq C_n \| p \|_2 \quad \forall p \in \mathbb{P}_n(\Omega).
\]

Since the quadrature rule has algebraic degree of precision \( 2n \), \( \mathcal{L}_n f \in \mathbb{P}_n(\Omega) \) can be estimated in the uniform norm, that is,

\[
\| \mathcal{L}_n f \|_\infty \leq C_n \| \mathcal{L}_n f \|_2 = C_n \sqrt{\langle \mathcal{L}_n f, \mathcal{L}_n f \rangle} = C_n \sqrt{\langle \mathcal{L}_n f, \mathcal{L}_n f \rangle}_N, \\
\leq C_n \sqrt{\langle f, f \rangle}_N \leq C_n V^{1/2} \| f \|_\infty.
\]

For any \( p \in \mathbb{P}_n(\Omega) \), we have \( \mathcal{L}_n p = p \) and thus

\[
\| \mathcal{L}_n f - f \|_\infty \leq \| \mathcal{L}_n(f - p) \|_\infty + \| f - p \|_\infty \leq (1 + C_n V^{1/2}) \| f - p \|_\infty.
\]
Let \( p = p^* \) be the best approximation of \( f \) in \( \mathbb{P}_n(\Omega) \). Then we finish the proof. \( \square \)

Lemma \ref{lem:4.1} provides a rough estimate for the hyperinterpolation operator \( L_n \). Some refined results have been explored in various contexts: on the square \cite{9}, on the unit disc \cite{13}, on the sphere \cite{19}, on the spherical triangle \cite{27} and in the cube \cite{10}. Additionally, estimates for the reciprocal of Christoffel functions \( G_n(x, x) \) concerning the disc, ball, square, and cube are discussed in \cite{12}.

The following result provides an upper bound on the uniform norm of the hard thresholding hyperinterpolation operator and estimates the uniform error associated with recovering the test function from noisy data using hard thresholding hyperinterpolation.

**Theorem 4.3** Adopt conditions of Theorem \ref{thm:2.1}. Let \( C_n = \sqrt{\max_{x \in \Omega} G_n(x, x)} \) with \( G_n \) defined by (4.5). Then

\[
\|H_n^f\|_{\infty} \leq C_n V^{1/2} \|f\|_{\infty}
\]

and

\[
\|H_n^f - f\|_{\infty} \leq \|H_n^f - L_n f\|_{\infty} + (1 + C_n) V^{1/2} E_n(f) + C_n V^{1/2} \|\epsilon\|_{\infty}.
\]

**Proof.** By inequalities (4.3) and (4.8), we immediately obtain (4.9). Next, we deduce

\[
\|H_n^f - f\|_{\infty} \leq \|H_n^f - L_n f\|_{\infty} + \|L_n f - f\|_{\infty}.
\]

By Lemma \ref{lem:4.1} and the linearity of \( L_n \), we find that

\[
\|L_n f - f\|_{\infty} = \|L_n(f^* - f) + L_n f - f\|_{\infty},
\]

\[
\leq \|L_n(f^* - f)\|_{\infty} + \|L_n f - f\|_{\infty},
\]

\[
\leq C_n V^{1/2} \|\epsilon\|_{\infty} + (1 + C_n) V^{1/2} E_n(f).
\]

Therefore, we have completed the proof. \( \square \)

### 4.3 Error analysis in practice

We further focus on the practical denoising capabilities of hard thresholding and Lasso hyperinterpolations, exploring how the choice of the regularization parameter \( \lambda \) impacts their denoising effectiveness. Given \( f \in \mathcal{C}(\Omega) \) and a specific noise \( \epsilon \), we can collect sampling data \( f^* = [f^*(x_1), \ldots, f^*(x_N)]^T \in \mathbb{R}^N \) from the contaminated function \( f^* = f + \epsilon \).

**Theorem 4.4** Adopt conditions of Theorem \ref{thm:2.1}. Let \( \{\mu_\ell\}_{\ell=1}^{d_n} \) be \( 1 \) in (2.8), and let \( \epsilon = [\epsilon(x_1), \ldots, \epsilon(x_N)]^T \in \mathbb{R}^N \), \( \alpha = [\alpha_1, \ldots, \alpha_{d_n}]^T \in \mathbb{R}^{d_n} \) with \( \alpha_\ell = (f^*, \Phi_\ell)_N \) and \( \xi = [\xi_1, \ldots, \xi_{d_n}]^T \in \mathbb{R}^{d_n} \) with \( \xi_\ell = (\epsilon, \Phi_\ell)_N \) for \( \ell = 1, \ldots, d_n \). Define

\[
J(z) := z^T z - 2z^T \alpha, \quad H(z) := 2z^T \xi, \quad \text{and} \quad E(z) := \|W^{1/2}(Az - f)\|_2^2
\]

for \( z = [z_1, \ldots, z_{d_n}]^T \in \mathbb{R}^{d_n} \). Then, the following results hold:

(a) For Lasso hyperinterpolation

\[
E(\gamma^\lambda) = J(\gamma^\lambda) + H(\gamma^\lambda) + \|W^{1/2}f\|_2^2,
\]

and the value of \( J(\gamma^\lambda) \) is non-positive, where \( \gamma^\lambda = [\gamma^\lambda_1, \ldots, \gamma^\lambda_{d_n}]^T \in \mathbb{R}^{d_n} \) with \( \gamma^\lambda_\ell = \eta_S(\alpha_\ell, \lambda) \) for \( \ell = 1, \ldots, d_n \).

(b) For hard thresholding hyperinterpolation

\[
E(\beta^\lambda) = J(\beta^\lambda) + H(\beta^\lambda) + \|W^{1/2}f\|_2^2,
\]

and the value of \( J(\beta^\lambda) \) is non-positive, where \( \beta^\lambda = [\beta^\lambda_1, \ldots, \beta^\lambda_{d_n}]^T \in \mathbb{R}^{d_n} \) with \( \beta^\lambda_\ell = \eta_H(\alpha_\ell, \lambda) \) for \( \ell = 1, \ldots, d_n \).
(c) If the regularization parameter \( \lambda \) in Lasso and hard thresholding hyperinterpolations satisfies
\[
\sum_{\ell=1,|\alpha_\ell|>\lambda}^d n [\lambda - 2\text{sgn}(\alpha_\ell)\xi_\ell] \geq 0, \tag{4.11}
\]
then
\[
E(\beta^\lambda) \leq E(\gamma^\lambda). \tag{4.12}
\]

**Proof.**
(a) For Lasso hyperinterpolation, since \( A^T W A = I_{d_n} \) is a \( d_n \times d_n \) identity matrix, we easily have
\[
\langle W^{1/2} A \gamma^\lambda, W^{1/2} A \gamma^\lambda \rangle = \| \gamma^\lambda \|_2^2.
\]
Next, since \( \alpha = A^T W \beta^\gamma \) and \( \xi = A^T W \epsilon \), we can decompose \( E(\gamma^\lambda) \) as the following
\[
E(\gamma^\lambda) = \| \gamma^\lambda \|_2^2 - 2 \langle \gamma^\lambda, A^T W (f + \epsilon) \rangle + \| W^{1/2} f \|_2^2,
\]
\[
= \| \gamma^\lambda \|_2^2 - 2 \langle \gamma^\lambda, A^T W \gamma^\lambda \rangle + 2 \langle \gamma^\lambda, A^T W \epsilon \rangle + \| W^{1/2} f \|_2^2,
\]
\[
= \| \gamma^\lambda \|_2^2 - 2 \langle \gamma^\lambda, \alpha \rangle + 2 \langle \gamma^\lambda, A^T W \epsilon \rangle + \| W^{1/2} f \|_2^2,
\]
\[
= J(\gamma^\lambda) + H(\gamma^\lambda) + \| W^{1/2} f \|_2^2.
\]
Since the coefficients \( \{\gamma^\lambda_\ell\}_{\ell=1}^{d_n} \) of Lasso hyperinterpolation are processed by a soft thresholding operator, i.e.,
\[
\gamma^\lambda_\ell = \eta_\lambda(\alpha_\ell, \lambda) = \begin{cases} 
\alpha_\ell - \lambda, & \text{if } \alpha_\ell > \lambda, \\
0, & \text{if } |\alpha_\ell| \leq \lambda, \\
\alpha_\ell + \lambda, & \text{if } \alpha_\ell < \lambda,
\end{cases}
\]
we obtain
\[
J(\gamma^\lambda) = \sum_{\ell=1}^d \left( (\gamma^\lambda_\ell)^2 - 2\gamma^\lambda_\ell \alpha_\ell \right) \leq 0.
\]
(b) Taking the same techniques as in (a) gives
\[
E(\beta^\lambda) = J(\beta^\lambda) + H(\beta^\lambda) + \| W^{1/2} f \|_2^2.
\]
Next, according to the fact that all coefficients \( \{\beta^\lambda_\ell\}_{\ell=1}^{d_n} \) of hard thresholding hyperinterpolation are given by
\[
\beta^\lambda_\ell = \eta_H(\alpha_\ell, \lambda) = \begin{cases} 
\alpha_\ell, & \text{if } |\alpha_\ell| > \lambda, \\
0, & \text{if } |\alpha_\ell| \leq \lambda,
\end{cases}
\]
we have \( (\beta^\lambda_\ell)^2 - 2\beta^\lambda_\ell \alpha_\ell \leq 0 \) for \( \ell = 1, \ldots, d_n \).
(c) Inspired by the proof of (a) and (b), we deduce that
\[
E(\beta^\lambda) = \sum_{\ell=1,|\alpha_\ell|>\lambda}^d \left( 2\alpha_\ell \xi_\ell - \alpha_\ell^2 \right) + \sum_{j=1}^N w_j f^2(x_j),
\]
and
\[
E(\gamma^\lambda) = \sum_{\ell=1,|\alpha_\ell|>\lambda}^d \left( 2\alpha_\ell \xi_\ell - \alpha_\ell^2 \right) + \sum_{j=1}^N w_j f^2(x_j)
\]
\[
+ \sum_{\ell=1,|\alpha_\ell|>\lambda}^d [\lambda^2 - 2\text{sgn}(\alpha_\ell)\lambda \xi_\ell]. \tag{4.12}
\]
Since \( \lambda \) is positive, then \( E(\beta^\lambda) \leq E(\gamma^\lambda). \)

**Remark 4.1** For hyperinterpolation \( L_n f^e = \sum_{\ell=1}^d \alpha_\ell \Phi_{\ell} = \sum_{\ell=1}^d (f^e, \Phi_{\ell})_N \Phi_{\ell}, \) we have
\[
E(\alpha) = \sum_{\ell=1}^d (2\alpha_\ell \xi_\ell - \alpha_\ell^2) + \sum_{j=1}^N w_j f^2(x_j).
\]
Observing equation (4.12), one can find that Lasso hyperinterpolation not only selects some basis but also introduces an additional term

\[
\sum_{\ell=1,|\alpha_\ell| > \lambda} d_{\ell} \chi^2 - 2\text{sgn}(\alpha_\ell)\lambda \xi_\ell.
\]

We refer to \(\{\xi_\ell\}_{\ell=1}^{d_{\lambda}}\) noise coefficients, which are derived from hyperinterpolation approximating the noise \(\epsilon\).

5 Examples

In this section we test the classical hyperinterpolation as well as Lasso and hard thresholding hyperinterpolations over the sphere \(S^2\) in \(\mathbb{R}^3\) and the cube. Differently from the experiment on the cube and sphere, an orthonormal basis is not theoretically available and must be computed numerically over the spherical triangle.

Depending on the numerical experiments, we have added independent noise to the evaluation of a function \(f\) on the \(N\) nodes \(\{x_j\}_{j=1}^N\). In particular, we considered

- Gaussian noise \(N(0, \sigma^2)\) from a normal distribution with mean 0 and standard deviation \(\text{sigma}=\sigma\), implemented via the Matlab command

\[
\text{sigma*randn}(N,1).
\]

- Impulse noise \(\mathcal{I}(a)\) that takes a uniformly distributed random values in \([-a, a]\) with probability 1/2 by means of the Matlab command

\[
a*(1-2*\text{rand}(N,1))\times\text{binornd}(1,0.5,N,1),
\]

where \(\text{binornd}(1,0.5,N,1)\) generates an array of \(N\times 1\) random binary numbers (0 or 1), with each number having the probability 1/2 of being 1 and the probability 1/2 of being 0.

The regularization parameters \(\lambda\) for hard thresholding hyperinterpolation \(\mathcal{H}_n^\lambda f^{\epsilon}\) and Lasso hyperinterpolation \(\mathcal{L}_n^\lambda f^{\epsilon}\) are computed for a sequence of increasing smoothing parameters, specifically \(\lambda = 2^s\) where \(s\) ranges from \(-15\) to 7 in increments of 0.1. The optimal \(\lambda\) values for both \(\mathcal{H}_n^\lambda f^{\epsilon}\) and \(\mathcal{L}_n^\lambda f^{\epsilon}\) are selected to minimize the \(L_2\) errors, respectively. More examples, including the interval and the polygon, can be found on the website:

https://github.com/JiaShuRan/HardThresholdingHyperinterpolation

5.1 The sphere

As the first domain we consider the unit-sphere \(\Omega\), i.e., \(\Omega := S^2 = \{x : \|x\|_2 = 1\}\) with the surface area \(V = \int_{S^2} \omega(x)dx = 4\pi\). Let \(\mathbb{P}_n(S^2)\) be the space of spherical polynomials of degree at most \(n\) with dimension \(d_n = \text{dim}\mathbb{P}_n(S^2) = (n + 1)^2\). We adopt the so-called spherical harmonics as the orthonormal polynomial basis [7]. In 1977, Delaunay, Goethals and Seidel introduced the famous spherical t-designs on \(S^2\) in the pioneering work [14]. A point set \(\{x_1, \ldots, x_N\} \subset S^2\) is a spherical t-design if it satisfies

\[
\frac{1}{N} \sum_{j=1}^N p(x_j) = \frac{1}{4\pi} \int_{S^2} p(x)d\omega(x) \quad \forall p \in \mathbb{P}_t(S^2).
\]

In the following, we shall consider in particular an efficient spherical design proposed in [31] with a relatively small number of quadrature points \(N\) and a uniformly bounded ratio of the covering radius to the packing radius. In our tests, since we intend to compute several type of hyperinterpolants of total degree at most \(n = 15\), it is necessary to adopt a rule with algebraic degree of exactness \(2\alpha = 30\), consisting of \(N = 482\) points. We thus have that for any \(f, g \in \mathbb{P}_n(S^2)\)

\[
\int_{S^2} f(x)g(x)d\omega(x) = \langle f, g \rangle = \langle f, g \rangle_{482} := \sum_{j=1}^{482} w_j f(x_j)g(x_j).
\]
Following [2] and letting \( z_1 = [1, 0, 0]^T, z_2 = [-1, 0, 0]^T, z_3 = [0, 1, 0]^T, z_4 = [0, -1, 0]^T, z_5 = [0, 0, 1]^T, \) and \( z_6 = [0, 0, -1]^T, \) we considered the function
\[
f(x) = \frac{1}{3} \sum_{i=1}^{6} \Phi_2(\|z_i - x\|_2),
\]
where \( \Phi_2(r) := \tilde{\Phi}_2(r/\delta_2) \) and \( \|z_i - x\|_2 = \|z_i - x\|^T(\|z_i - x\|)^{\frac{1}{2}} \), in which \( \tilde{\Phi}_2 \) is the \( C^6 \) compactly supported of minimal degree Wendland function defined as
\[
\tilde{\Phi}_2(r) := (\max\{1 - r, 0\})^6(35r^2 + 18r + 3)
\]
and \( \delta_2 = \frac{9\Gamma(5/2)}{24\Gamma(3)} \).

In Figures 2 and 3, we fixed the quadrature exactness \( 2n = 30, \) quadrature points \( N = 482, \) Gaussian noise \( N(0, \sigma^2) \) with standard deviation \( \sigma = 0.02 \) and impulse noise \( I(a) \) relatively to the level \( a = 0.02 \). Figure 2 compares the denoising effectiveness of three methods: hard thresholding hyperinterpolation \( \mathcal{H}_n f^\epsilon \), Lasso hyperinterpolation \( \mathcal{L}_n f^\epsilon \) and classical hyperinterpolation \( \mathcal{L}_n f^\epsilon \), all at degree \( n = 15 \). Both hard thresholding and Lasso hyperinterpolation outperform classical hyperinterpolation in reconstructing the test function. Specifically, as illustrated in Figure 3, \( \mathcal{H}_n f^\epsilon \) achieves the lowest \( L_2 \) error of 0.00715667 at \( \lambda \in [0.0096183, 0.010309] \) with only 8 non-zero coefficients, while \( \mathcal{L}_n f^\epsilon \) reaches a minimum \( L_2 \) error of 0.02066131 at \( \lambda = 0.0048092 \) but with 38 non-zero coefficients.

Figure 3 illustrates the \( L_2 \) errors as functions of the regularization parameter \( \lambda \) for two methods: Lasso hyperinterpolation \( \mathcal{L}_n f^\epsilon \) (shown in blue) and hard thresholding hyperinterpolation \( \mathcal{H}_n f^\epsilon \) (shown in dashed black). The dashed black curve, which has a staircase-like shape, is a direct result of the hard thresholding operator \( \eta_H \) used in \( \mathcal{H}_n f^\epsilon \). This operator retains only those coefficients whose absolute values exceed the regularization parameter \( \lambda \) and sets all others to zero. This process leads to abrupt changes in the set of retained coefficients as \( \lambda \) is adjusted, causing the error to increase sharply at certain points—hence, the staircase pattern.

In contrast, the blue curve representing the \( L_2 \) errors for \( \mathcal{L}_n f^\epsilon \) does not exhibit such abrupt changes. Instead, the Lasso method smoothly penalizes the coefficients proportionally, leading to a gradual and continuous variation in the error as \( \lambda \) changes. This results in a much smoother curve compared to the staircase-like pattern observed with the hard thresholding approach.

In addition, we verify that the section where \( \|\mathcal{H}_n f^\epsilon - f\|_2 \leq \|\mathcal{L}_n f^\epsilon - f\|_2 \) in Figure 3 implies that the regularization parameter \( \lambda \) satisfies condition (4.11) stated in Theorem 4.4.

![Figure 2: Approximate \( f(x) = \frac{1}{3} \sum_{i=1}^{6} \Phi_2(\|z_i - x\|_2), \) perturbed by impulse noise \( (a = 0.02) \) and Gaussian noise \( (\sigma = 0.02) \), over the unit-sphere \( \mathbb{S}^2 \), via hyperinterpolation \( \mathcal{L}_n f^\epsilon \), Lasso hyperinterpolation \( \mathcal{L}_n f^\epsilon \), and hard thresholding hyperinterpolation \( \mathcal{H}_n f^\epsilon \) at \( n = 15 \).](image)
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Figure 3: The choices of regularization parameter λ for Lasso hyperinterpolation \( \mathcal{L}^\lambda f \) and hard thresholding hyperinterpolation \( \mathcal{H}^\lambda f \) at \( n = 15 \) approximating \( f(x) = \frac{1}{2} \sum_{i=1}^{6} \Phi_2(\|z_i - x\|_2) \), perturbed by impulse noise (\( a = 0.02 \)) and Gaussian noise (\( \sigma = 0.02 \)), over the unit-sphere \( S^2 \).

Let \( P_n(T) \) be the polynomial space of 3-variate total-degree product Chebyshev basis \( \{ \phi_1, \ldots, \phi_{d_n} \} \) of a cartesian box containing the spherical triangle. The dimension of \( P_n(T) \) is \( d_n = \dim(P_n(T)) = (n + 1)^2 \). Following [24], in order to orthonormalize the basis with respect to the discrete measure generated by the quadrature formula, which by polynomial exactness up to degree 2n is orthonormal also with respect to \( \omega \), we can compute the QR factorization with \( Q \in \mathbb{R}^{N \times d_n} \) and \( R \in \mathbb{R}^{d_n \times d_n} \), and construct the orthonormal basis \( \{ \Phi_1, \ldots, \Phi_{d_n} \} \) as

\[
W^{1/2} A = QR, \quad (\Phi_1, \ldots, \Phi_{d_n}) = (\phi_1, \ldots, \phi_{d_n}) R^{-1},
\]

where \( A \in \mathbb{R}^{N \times d_n} \) with \( [A]_{ij} = \phi_i(x_j) \) and \( W = \text{diag}(w_1, \ldots, w_N) \). Then we obtain the new Vandermonde-like matrix on orthonormal basis \( U = AR^{-1} \in \mathbb{R}^{N \times d_n} \) with \( [U]_{ij} = \Phi_i(x_j) \).

There exists an algorithm for the computation of nodes and positive weights of a quadrature formula on spherical triangles, which is nearly exact for algebraic polynomials of a given degree \( n \) on \( S^2 \), and whose cardinality does not exceed the dimension of the corresponding polynomial space [28]. However, we only consider the general case, i.e., not compressing the quadrature nodes to a low-cardinality. To find a quadrature formula with positive weights and exactness degree 2n on \( T \), we can consider a general case, where the spherical triangle with centroid \( (A + B + C)/\|A + B + C\|_2 \) at the north pole. Then the spherical triangle can be projected on the equatorial plane as an “elliptical triangle” which can be split into three elliptical sectors, say \( S_1, S_2, S_3 \); see Figure 5. For a continuous function \( f(x, y, z) \) on \( T \), we have

\[
\int_T f(x, y, z) d\omega \approx \sum_{j=1}^{3N_{2n+m}} \frac{w_j}{\sqrt{1 - x_j^2 - y_j^2}} f \left( x_j, y_j, \sqrt{1 - x_j^2 - y_j^2} \right),
\]
Hard thresholding hyperinterpolation over general regions

Figure 4: The domain $\mathcal{T} = ABC$ with vertices $A = [1, 0, 0]^T$, $B = [0, 1, 0]^T$, $C = [0, 0, 1]^T$ in which we perform our tests. We represent in black the $3N_{2n+m} = 4620$ nodes of the cubature rule with $n = 10$ and $m = 34$.

which is nearly exact for spherical polynomials of degree not exceeding $n$, and where $N_{2n+m} = (2n + m + 1)[(2n + m + 2)/2]$ is the number of quadrature nodes $\{(x_j, y_j)\}$ on each elliptical sector, $\lceil \cdot \rceil$ is the ceiling function and $\{w_j\}$ are the corresponding positive weights, and $m$ denotes the degree of a suitable bivariate polynomial that approximates $1/\sqrt{1 - x^2 - y^2}$ at machine precision on the elliptical triangle which is the projection of $\mathcal{T}$ onto the $xy$-plane.

Figure 5: Quadrature nodes on a spherical triangle rotated with centroid at the north pole, completely contained in a hemisphere and lifted from the projected elliptical triangle, before compression.

As the numerical experiment, we examine the reconstruction of the function

$$f(x, y, z) = \exp \left( -\left( x - \frac{1}{\sqrt{3}} \right)^2 - \left( y - \frac{1}{\sqrt{3}} \right)^2 - \left( z - \frac{1}{\sqrt{3}} \right)^2 \right),$$

to which we have added Gaussian noise $\mathcal{N}(0, \sigma^2)$ with standard deviation $\sigma = 0.2$ and impulse noise $\mathcal{I}(a)$ relatively to the level $a = 0.1$. 
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Build on the analysis in section 5.1, Figure 6 presents the comparison of denoising performance among hard thresholding hyperinterpolation $\mathcal{H}_n^{\lambda} f^\sigma$, Lasso hyperinterpolation $\mathcal{L}_n^{\lambda} f^\sigma$, and classical hyperinterpolation $\mathcal{L}_n f^\sigma$ for $n = 10$. Consistent with earlier results, $\mathcal{H}_n^{\lambda} f^\sigma$ outperforms its counterparts, achieving the lowest $L_2$ errors with fewer non-zero coefficients. Specific details are depicted in Figure 7, where $\mathcal{H}_n^{\lambda} f^\sigma$ reaches an $L_2$ error of 0.004817 is obtained for $\lambda \in [0.011842, 0.017948]$ with 5 non-zero coefficients, while $\mathcal{L}_n^{\lambda} f^\sigma$ achieves its minimum $L_2$ error of 0.017053 at $\lambda = 0.00634572$ with 27 non-zero coefficients.

![Figure 6: Approximate $f(x, y, z) = \exp(-(x - 1/\sqrt{3})^2 - (y - 1/\sqrt{3})^2 - (z - 1/\sqrt{3})^2)$ perturbed by impulse noise ($a = 0.1$) and Gaussian noise ($\sigma = 0.2$) over $\mathcal{T}$ depicted in Figure 4 via hyperinterpolation $\mathcal{L}_n f^\sigma$, Lasso hyperinterpolation $\mathcal{L}_n^{\lambda} f^\sigma$ and hard thresholding hyperinterpolation $\mathcal{H}_n^{\lambda} f^\sigma$ at $n = 10$.](image)

5.3 The cube

As the third domain we consider the cube $\Omega = [-1,1]^3 \subset \mathbb{R}^3$. For two functions $f, g \in \mathcal{C}(\Omega)$ with respect to a certain measure such that $V = \int_{[-1,1]^3} w(x) dx = 1$, we can define a scalar product

$$\langle f, g \rangle = \int_{[-1,1]^3} f(x) g(x) w(x) dx, \quad w(x) = \frac{1}{\pi^3} \prod_{1 \leq i \leq 3} \frac{1}{\sqrt{1 - x_i^2}},$$

where as usual $x = [x_1, x_2, x_3]^T \in \mathbb{R}^3$.

Let $P_n(\Omega)$ be the polynomial space of the product Chebyshev orthonormal basis $\{\Phi_{ij} \}_{i,j=1}^{d_n}$, with $d_n = \dim(P_n(\Omega)) = (n+1)(n+2)(n+3)/6$. Then the well-known orthogonal basis $\{\Phi_{ij} \}_{i,j=1}^{d_n}$, with respect to the weight function $w(x)$ on $[-1,1]^3$, consists of the tensor product of Chebyshev polynomials with total degree at most $n$, that is

$$\tilde{T}_{\ell_1}(x_1) \tilde{T}_{\ell_2}(x_2) \tilde{T}_{\ell_3}(x_3), \quad \ell = (\ell_i)_{i=1,2,3}, \quad \ell_1 + \ell_2 + \ell_3 \leq n,$$

where $\tilde{T}_k(t) = \sqrt{2} \cos(k \arccos(t))$, for $k > 0, \tilde{T}_0(t) = 1, t \in [-1,1]$.

For the quadrature rule on the cube, we use the method introduced in [13], which is based on a set of quadrature nodes $X_{N2n}$ and a weight function with the algebraic degree of exactness $2n$, where the cardinality is $N_{2n} \approx \frac{(n+2)!}{2^n}$. We claim that the hyperinterpolant will not be in general interpolant in the point set determined by the nodes because of $d_n < N_{2n}$.

This formula is determined as follows. Let $C_n = \{\cos(k\pi/n)\}_{k=0}^{n}$ be the set of $n + 1$ Chebyshev-Lobatto points and let $C_n^{E}, C_n^{O}$ be, respectively, the restriction of $C_{n+1}$ to even and odd indices.
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Figure 7: The choices of regularization parameter $\lambda$ for Lasso hyperinterpolation $L_\lambda^nf^c$ and hard thresholding hyperinterpolation $H_\lambda^nf^c$ at $n = 10$ approximating $f(x, y, z) = \exp(- (x - 1/\sqrt{3})^2 - (y - 1/\sqrt{3})^2 - (z - 1/\sqrt{3})^2)$, perturbed by impulse noise ($\alpha = 0.1$) and Gaussian noise ($\sigma = 0.2$), over $T$ depicted in Figure 4.

Indeed, for any quadrature node $\xi$, the corresponding weight $w_\xi$ is

$$w_\xi := \frac{4}{(n + 1)^3} \begin{cases} 1, & \text{if } \xi \text{ is an interior point}, \\ 1/2, & \text{if } \xi \text{ is a face point}, \\ 1/4, & \text{if } \xi \text{ is an edge point}, \\ 1/8, & \text{if } \xi \text{ is a vertex point}. \end{cases}$$

Consequently, if $f, g \in P_n(\Omega)$, then $\langle f, g \rangle = \langle f, g \rangle_{N_{2n}}$, where $\langle f, g \rangle_{N_{2n}}$ is the discrete scalar product defined by the such quadrature rule with exactness $2n$.

As observed in [13], setting $F(\xi) = F(\xi_1, \xi_2, \xi_3) = \begin{cases} w_\xi f(\xi), & \xi \in \mathcal{X}_{N_{2n}}, \\ 0, & \xi \in (C_{n+1} \times C_{n+1} \times C_{n+1}) \setminus \mathcal{X}_{N_{2n}}, \end{cases}$ the hyperinterpolation coefficients $\alpha_\ell$ are

$$\alpha_\ell = \gamma_\ell \sum_{i=0}^{n+1} \sum_{j=0}^{n+1} \sum_{k=0}^{n+1} F_{ijk} \frac{\cos k \ell_1 \pi}{n+1} \frac{\cos j \ell_2 \pi}{n+1} \frac{\cos i \ell_3 \pi}{n+1},$$

where $F_{ijk} = F\left(\cos \frac{i \pi}{n+1}, \cos \frac{j \pi}{n+1}, \cos \frac{k \pi}{n+1}\right)$, $i, j, k \in \{0, 1, \ldots, n+1\}$ and

$$\gamma_\ell = \prod_{s=1}^{3} \gamma_{\ell_s}, \quad \gamma_{\ell_s} = \begin{cases} \sqrt{2}, & \ell_s > 0, \\ 1, & \ell_s = 0, \quad s = 1, 2, 3. \end{cases}$$

In view of this peculiar structure, fast computation of hyperinterpolation coefficients is feasible via FFT [13].

In our numerical examples, we examine the case of the function

$$f(x, y, z) = \exp(-1/(x^2 + y^2 + z^2))$$
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Figure 8: Approximate $f(x, y, z) = \exp(-1/(x^2 + y^2 + z^2))$, perturbed by Gaussian noise ($\sigma = 0.2$), over $[-1, 1]^3$, via hyperinterpolation $L_n f^\epsilon$, Lasso hyperinterpolation $L^\lambda_n f^\epsilon$, and hard thresholding hyperinterpolation $H^\lambda_n f^\epsilon$ at $n = 20$.

In Figures 8, we continue our investigation with $n = 20$ and explore the denoising capabilities of the three hyperinterpolation methods. The findings align with the previous sections 5.1 and 5.2, where $H^\lambda_n f^\epsilon$ demonstrates superior performance, as illustrated in Figure 9. Here, $H^\lambda_n f^\epsilon$ achieves an $L_2$ error of 0.021623 at $\lambda \in [0.015625, 0.019237]$ with 7 non-zero coefficients, while $L^\lambda_n f^\epsilon$ reaches a minimum $L_2$ error of 0.030396 at $\lambda = 0.0083732$ with 53 non-zero coefficients.

6 Final remarks

Concisely speaking, hard thresholding hyperinterpolation is the unique solution to an $\ell_0$-regularized weighted discrete least square problem, and has been proved to be an effective tool in denoising from the numerical examples. Hard thresholding hyperinterpolation satisfies the Pythagorean theorem with respect to the discrete (semi) inner product, which is an important geometric property that Lasso hyperinterpolation [2] and hybrid hyperinterpolation [1] do not possess. Then we use the reciprocal of Christoffel function to prove that the upper bound of the uniform norm of hard thresholding hyperinterpolation operator is not greater than that of hyperinterpolation operator. What’s more, a practical criterion, using the sum of the difference between the regularization parameter and the product of noise coefficients and signs of hyperinterpolation coefficients, is established to judge the denoising abilities of hard thresholding hyperinterpolation and Lasso hyperinterpolation.

With the aid of the Marcinkiewicz-Zygmund property [3], one can bypass the quadrature exactness as in [4], which can break the restriction of the application of hard thresholding hyperinterpolation. Once the quadrature exactness is not required, there are many quadrature rules that we can take, such as (Quasi) Monte-Carlo rules [15]. Furthermore, one may combine the springback penalty [6] with the weighted least squares problem (2.7) to obtain a more stable and effective approximation scheme. In addition, it seems promising to discuss the relation between different types of noise and denoising ability of hard thresholding hyperinterpolation.
Figure 9: The choices of regularization parameter $\lambda$ for Lasso hyperinterpolation $L_\lambda^n f'$ and hard thresholding hyperinterpolation $H_\lambda^n f'$ at $n = 20$ approximating $f(x, y, z) = \exp(-1/(x^2 + y^2 + z^2))$, perturbed by Gaussian noise ($\sigma = 0.2$), over $[-1, 1]^3$.
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