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Abstract—There is a growing interest in more intelligent natural user interaction with the car. Hand gestures and speech are already being applied for driver-car interaction. Moreover, multimodal approaches are also showing promise in the automotive industry. In this paper, we utilize deep learning for a multimodal fusion network for referencing objects outside the vehicle. We use features from gaze, head pose and finger pointing simultaneously to precisely predict the referenced objects in different car poses. We demonstrate the practical limitations of each modality when used for a natural form of referencing, specifically inside the car. As evident from our results, we overcome the modality specific limitations, to a large extent, by the addition of other modalities. This work highlights the importance of multimodal sensing, especially when moving towards natural user interaction. Furthermore, our user based analysis shows noteworthy differences in recognition of user behavior depending upon the vehicle pose.

I. INTRODUCTION

In the automotive industry, user-centered natural interaction inside the car is gaining prominence. The in-vehicle functions, mainly used for secondary tasks, affect the driver’s cognitive attentiveness as they require off-road eye glances or touch presses [1]. Thus, there is a need for natural forms of interaction with the vehicle to decrease distractions. Speech based voice assistants overcome the off-road glances, but can be mentally tedious when describing deictic references. By using hand gestures and eye movements with speech, in addition to reduced visual demand [2, 3, 4], there is the added advantage of having naturalness and increased simplicity, as compared to touch based interaction [5]. These multimodal interactions, starting from Bolt’s seminal work [6], have been studied and incorporated inside the car by previous researchers [7, 8, 9].

While the integration of multiple modalities has the potential to outperform mono-modal systems [10, 11], many current research methods rely on using single input modalities or using other modalities in a passive manner, such as a trigger [9, 12, 13, 14]. On the one hand, eye gaze imposes limitations with the always-on characteristic and is very volatile. On the other hand, mid-air gestures for referencing can be subjective and result in discrepancies among users. It is important to mention here that, within the context of this paper, the type of gesture we deal with is a deictic gesture by pointing with a finger, which the users do not need to learn. It has been observed that drivers are relatively imprecise in pointing [15, 16], and the integration of gaze improves the accuracy of pointing while driving [17].

In this work, we integrate the deictic information from gaze, head pose and finger pointing gesture in order to reference outside vehicle objects. This multimodal integration combines the efficiency and naturalness of these modes of interaction by overcoming the drawbacks of a single modality using others and enhances recognition performance by taking advantage of the temporal relations between modalities. To this end, we implement a deep model-level fusion neural network by concatenating high-level feature representations of modalities [18, 19]. This research extends our previous work [20], where we use the three modalities for selection of control modules inside the vehicle, to a new application. In this sequel, the driver can freely refer to landmarks and, with the help of advanced sensing and machine learning, the car should be able to understand the driver’s referenced object. Recognition of the action to perform is a different topic which we do not explore. Examples of such natural interaction are inquiries about a certain building, such as “what kind of restaurant is that?”, or commands like “stop over there” [5]. An application of such a multimodal interaction was presented at the Mobile World Congress 2019, namely the BMW Natural Interaction [21].

II. RELATED WORK

Ample research has been conducted on the use of eye gaze, head pose or gestures for user interaction. Eye tracking is often applied to control a cursor on screen, such as in MAGIC pointing [22] and its extension EyePointing [12], which use a manual trigger and a finger pointing gesture for
A multimodal approach using gaze, speech and gestures to select objects is presented by Nesselrath et al. [8]. The integration of gestures and gaze as inputs has been demonstrated to have better outcomes as compared to systems with either gesture or gaze [13]. These approaches use gaze tracking as a primary source of input and enhance the naturalness with a secondary input such as gestures. However, they lack the enhancement in the preciseness of gaze tracking. Unlike these, we use multimodal fusion for better precision of the driver’s referenced direction as head, gaze and finger pointing all provide relevant deictic information [25].

Using finger pointing to recognize objects that do not lie straight ahead is a challenging task [25]. To improve the pointing gesture accuracy for object selection inside the car, Roeder et al. [17] use a simple rule based approach involving gaze tracking. In our prior work, we tackled the problem of accurately selecting control modules in the cockpit of the vehicle using a CNN based fusion model [20]. We used head pose simultaneously with gaze and finger pointing, because the head pose and gaze direction are directly related and usually considered together for recognizing the visual behavior [26, 27]. Head pose typically provides better availability, whereas gaze reveals better preciseness when the driver focuses on an object.

Motivated by applications of deep neural networks for multimodal fusion in the past [18, 28, 29], we apply deep Convolutional Neural Networks (CNN) on the preprocessed sequential (temporal) input data. Each modality feature is treated equally at the input of the fusion network, and the network learns the weight from the training data. Furthermore, with the model-level fusion, the temporal relations between modalities can be exploited [19].

To summarize, majority of the studies are performed in a simulated environment with added limitations, such as pointing only to a screen or using only right hand. We perform our experiments in a real car with an authentic environment to have more realistic results than a simulation. Furthermore, we collected our data from different angles to add a larger variation in the pointing direction. Even though driver’ gaze to query objects outside the vehicle has been studied extensively, simultaneous use of finger pointing with gaze has not. One other aspect which the state-of-the-art lacks is the viability of the non-contact sensors. Non-contact sensors for eye and gesture tracking impose certain constraints such as occlusion or out of field-of-view. In our study, we impose minimal limitations to allow users to behave naturally, and we discuss the problems that arise with a practical experimental setup in real-world situations.

III. Experimental Setup

For data collections, a functional vehicle was used in different locations to have a variety in pointing directions. However, all data was collected in a stationary car to mimic the self-driving cars of the future. This made collecting ground truth data relatively easier as compared to a car being driven. While driving, the primary focus of the driver is on the road [4]. In contrast, free-hand pointing from a stationary car would primarily be focused on the pointing task, which allows drivers to be relatively more composed. To not interfere with the driver’s comfort, non-contact sensors were utilized in a non-intrusive way.

A. Apparatus

The apparatus used is similar to the one in [20]. Two types of non-commercial prototype cameras were used to capture the driver’s gestural and visual features, referred to as the Gesture Camera System (GCS) and the Visual Camera System (VCS) respectively. Additionally, four other cameras were installed in the car to record the events inside the car.

1) GCS: The gesture camera was mounted at the car ceiling adjacent to the rear-view mirror (see Figure 1). It captured the hand and finger movements in the 3D space using a Time-of-Flight camera with a wide angle Field-of-View (FoV). The gesture camera system detects a finger pointing gesture and calculates the vector from the tip of the finger to the base of the finger. The 3D coordinates of the fingertip are used as the finger position.

2) VCS: The visual camera system, installed behind the steering wheel, evaluates the images of the driver for the head and eye poses (where pose constitutes both the position and direction). The algorithm integrated into the camera system calculates the head orientation as three Euler angles (roll, pitch and yaw), and the 3D coordinates of the estimated centre position of the head. In addition to this, it provides eye position as the 3D coordinates of the centre point between the two eyes, and the 3D vector coordinates of the eye direction merged together from both the left and the right eye (shown in Figure 1).

3) Speech: Along with the pointing gesture, a specific speech command was used as a trigger which we implemented with the Wizard-of-Oz (WoZ) method. To record the timestamp of the pointing gesture, a secondary person (acting as the wizard) pressed a button manually when the primary user (i.e. driver) pointed towards an object and said, "what is that?", such that the timestamp is noted at the instant when “that” is said. However, it may involve human error.

B. Feature Extraction and Preprocessing

The out-of-box gestural and visual features from both the camera systems included:

- Finger pose: the position and (normalized) direction vector in the 3D vector space of the finger.
- Eye pose: the position and (normalized) direction vector in the 3D vector space of the eye gaze.
Fig. 2: A multimodal model-level fusion architecture using a deep CNN.

- Head pose: the 3D position of the centre of the head and the Euler angles (in radians) of the head orientation.

In some of the referencing events, due to occlusion, there were frames with missing features. These mainly occurred when the arm came in front of face (as in Figure 1) or when the head is turned to the far sides so that eyes can no longer be tracked. In some cases, the participants extended their arms beyond the field-of-view of the gesture camera, especially when pointing with the left hand to the left side. To fill the gaps in the missing frames, we used linear interpolation from the two nearest neighbouring frames.

The out-of-the-box features were in their respective camera coordinate system. Rotation and translation matrices for both cameras were calculated using markers on the windshield, and the features were transformed to the car coordinate system following the ISO 8855 [30] standard with the origin at the centre of the front car axle (see Figure 3).

Finally, we selected a time interval of 0.8 seconds as input, which is observed to be a comfortable pointing time [4]. The time interval of 0.8 seconds was chosen such that it would have 0.4 seconds before the noted timestamp from the WoZ button press and 0.4 seconds after it.

C. Participants

The experiment involved 28 participants out of which 3 were female, aged between 23 and 57 years old (mean 32 years old). 7 of the participants wore glasses, 2 wore contact lenses, and the remaining did not wear glasses or lenses. 4 (14.2%) of the participants reported left handedness, while remaining reported right handedness. However, in the data collection, there were 16.5% left handed pointing events, and 0.02% pointing events that used both hands.

Due to a few administrative and technical reasons, the referencing events per user are not perfectly balanced. For the point based referencing (explained later in section III-D), only 18 of the 28 participants took part.

D. Experiment design

The environment was carefully chosen to have a large variety of pointing directions while having the landmarks relatively close to each in order to have a complex recognition scenario. The landmarks included small buildings and antennas, which are shown in Figure 4. The participants were asked to point in a natural manner using the phrase, “what is that?” with the pointing gesture. They were free to choose
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the hand for the pointing gesture so that the naturalness of the gesture is not restricted.

The experiments consist of two types of referencing behavior: i) volume-based referencing and ii) point-based referencing. In volume-based referencing, the participants were told to point to a landmark, hereafter called Region of Interest (ROI), without any restrictions. This represents the natural and practical way of referencing as typically people reference objects that have a surface area. In contrast, in point-based referencing, the participants were told to point to a specific point on the landmark, which will be called Point of Interest (POI) hereafter. This referencing type allows precisely measuring the pointing. Both of the reference types were conducted from four different orientations or poses of the car (shown in Figure 4) for a large variance. The first three poses consist of ROIs lying near the vehicle (i.e., 10m to 30m away), while the fourth pose consists of ROIs further away (more than 100m away). The first car pose had ROIs lying on both sides, the second pose was chosen such that all ROIs were situated on the right side, while the third pose was chosen to keep the majority of the ROIs on the left side. The positions of ROIs are categorized as being far left or far right if they lie more than 45° on the left or right side of the car, respectively, and near left or near right if they lie less than 45° to the left or right side, respectively. The details of each car pose for these categorizations are summed up in Table I.

| Car pose | Near left | Near right | Far left | Far right | Distance | Referencing type |
|----------|-----------|------------|----------|-----------|----------|------------------|
| Pose 1   | ✓         | ✓          |          |           | near      | point+volume     |
| Pose 2   | ✓         | ✓          |          |           | near      | point+volume     |
| Pose 3   |           | ✓          | ✓        |           | near      | point+volume     |
| Pose 4   | ✓         | ✓          |          |           | far       | volume           |

TABLE I: Categorization of ROIs based on their position.

E. Dataset statistics

For the measured directions of each modality from the camera systems, the angular distance from the ground truth direction is calculated in the yaw (horizontal) and pitch (vertical) directions. The mean (M) and standard deviation (SD) of the angular distance for each modality are shown in Table II w.r.t. the four car poses. These statistics include samples from all participants, where each sample consists of the entire 0.8 seconds. From amongst all car poses, pose 4 has the least deviation from the ground truth, as the driver mainly looks straight ahead. Eye direction has relatively small deviations from ground truth in pose 1. However, the large M and SD in pose 2 and 3 for both head and eye direction could be due to occlusion (in which case interpolation was used). Finger direction has large M and SD values in all poses. It was observed that the finger pointing lagged the gaze fixation by a small amount (details are omitted from this paper). Therefore, the time interval chosen involves a relatively large change in the finger direction, compared to head and eye, from the hands placement on the steering wheel to the respective pointing gesture. This change is largest in pose 2 as it has ROIs/POIs with the farthest angular distance (see Figure 4).

IV. Multimodal Object Referencing Framework

A. Ground Truth Definition

The GPS coordinates of all the vertices of the ROIs, and the ground contact point of all tyres for the car parked in the four different poses, were measured in WGS84 (World Geodetic System) standard by a laser sensor, Leica Multistation\(^2\). The geodetic coordinates (latitude \(\phi\), longitude \(\lambda\), and altitude \(h\)) were converted to Earth-Centered, Earth-Fixed (ECEF) Cartesian coordinates \((x, y, z)\) using:

\[
x = (N(\phi) + h) \cos \phi \cos \lambda
\]

\[
y = (N(\phi) + h) \cos \phi \sin \lambda
\]

\[
z = (1 - e^2)(N(\phi) + h) \sin \phi
\]

where \(N(\phi)\) is the prime vertical radius of curvature, and \(e\) is the eccentricity of ellipsoid related to the semi-major axis, \(a\), and the semi-minor axis, \(b\), as:

\[
N(\phi) = \frac{a}{\sqrt{1 - e^2 \sin^2 \phi}} , \quad e^2 = 1 - \frac{b^2}{a^2} (4)
\]

An affine transformation was applied to convert the ECEF cartesian coordinates to the car coordinate system, using the rotation and translation matrices calculated from the car pose.

Ground truth is then defined as a unit vector from origin towards the POI for point based referencing, and as a unit vector from origin towards the centre of the ROI (calculated as mean of all vertices) for volume based referencing. Notice that the ground truth is different for both referencing types.

B. Fusion Model

The overall architecture is shown in Figure 2. The features from the camera systems were preprocessed, as mentioned in Section III-B, and merged using a deep CNN in a model-level fusion approach. This supervised learning approach is used to cover a large number of different cases, which the CNN can learn on its own provided there is large variance in the dataset. As the features constitute a temporal sequence, one of the dimensions upon which the convolution block operates is the time dimension. This way, the model-level fusion also provides the CNN with the tendency to implicitly learn the temporal relations between modalities [19].

\(^2\)https://leica-geosystems.com/en-us/products/total-stations/multistation

\(^3\)The semi-major and semi-minor axes are taken as, \(a = 6378137.0\) m and \(b = 6356752.3142\) m, respectively.
A batch of samples of size \( b \) was used as input, \( x \), to the model, such that \( x \in \mathbb{R}^{b \times t \times f \times d} \), where \( t \) is the number of temporal (consecutive) frames, \( f \) is the number of features and \( d \) is the number of dimensions in each feature. Each sample consisted of \( t = 36 \) consecutive frames (\( \approx 0.8 \) sec, at 45 frames per second) and \( f = 6 \) features: the position and direction of the three modalities. Each of these were 3 dimensional, i.e., \( d = 3 \).

The CNN model first applies two convolutional layer operations on each of the eye, head and finger poses separately totalling six layers, with each layer using kernel size of \((1 \times 1)\). Next, a concatenation layer is used to fuse all the feature maps and two convolutional layers are further applied with a kernel size of \((2 \times 2)\). Rectified Linear Unit (ReLU) layers are used as activation after each of the convolutional layers. Each convolutional layer consists of 128 feature maps. A flatten layer is applied before the final dense layer, which consists of 128 feature maps and two convolutional layers are further applied.

\[
\mathcal{L} = \text{MAD} = \frac{1}{N} \sum_{i=1}^{N} \theta_i = \frac{1}{N} \sum_{i=1}^{N} \arccos \left( \frac{\hat{y}_i \cdot y_i}{\|\hat{y}_i\| \|y_i\|} \right) \in [-1, 1] 
\]

where \( \hat{y}_i \) is the \( i \)-th predicted vector, \( y_i \) is the \( i \)-th ground truth vector, \( \theta_i \) is the angle between the two 3D vectors, and \( N \) is the total number of samples.

### C. Matching Algorithm

The referencing direction (as a normalized fused vector) predicted by the multimodal fusion model is matched with the ROI with which it has the minimum Euclidean distance, such that the distance is zero if the predicted vector lies within the boundaries of the ROI. If two or more ROIs have zero distance (for example when one ROI partially occludes the other), then minimum cosine proximity of the fused vector to centre of the ROIs is used to predict the target ROI. The method is explained in Algorithm 1.

#### Algorithm 1: Matching predicted vector to ROI

**input**: Fused vector, \( \hat{v}_f = [v_{x}, v_{y}, v_{z}] \in \mathbb{R}^{1 \times 3} \), Map of ROIs = \( [p_0, p_1, \ldots, p_n] \in \mathbb{R}^{n \times 8 \times 3} \), car_pose \( \in \mathbb{R}^{4 \times 3} \)

**initialize**:

\[
\hat{v}_f \leftarrow \frac{v_f}{\|v_f\|}; \quad d = [d_0, d_1, \ldots, d_n] = [\infty, \infty, \ldots, \infty] 
\]

**for** \( i = 0 \) to \( (n-1) \) **do**

\[
\begin{align*}
\hat{v}_f &\leftarrow WGS84\_to\_car\_coordinates(p_i, car\_pose); \\
p_x &\leftarrow \hat{p}_x/\|\hat{p}_x\|; \\
d_x &\leftarrow \max(\min(c_x(p_x) - \hat{v}_x, 0), \hat{v}_x - \max(c_x(p_x))); \\
d_y &\leftarrow \max(\min(c_y(p_y) - \hat{v}_y, 0), \hat{v}_y - \max(c_y(p_y))); \\
d_z &\leftarrow \max(\min(c_z(p_z) - \hat{v}_z, 0), \hat{v}_z - \max(c_z(p_z))); \\
d_i &\leftarrow \sqrt{(d_x)^2 + (d_y)^2 + (d_z)^2}; \\
\end{align*}
\]

**if** \( count(d_i == 0) > 1 \) \( \forall \ i \in [0, 1, \ldots, n-1] \) **then**

\[
\begin{align*}
\text{indices} &\leftarrow \text{where}(d == 0); \\
\text{roi} &\leftarrow \text{argmin}(\text{cosine_proximity} (\text{mean}(p_j), v_f)); \\
&\forall \ j \in \text{[indices]} \\
\end{align*}
\]

**else**

\[
\text{roi} \leftarrow \text{argmin}(d_0, d_1, \ldots, d_n-1); \\
\]

**output**: roi

## V. Experiments and Results

We used 5-fold cross validation to evaluate our approach on the collected dataset. The entire data is split into training, validation and test sets. Since the data is unbalanced among participants, we chose the splits to be user-based to avoid user specific bias, i.e., no reference sample from participants in the training set appears in either the validation or the test set. Each test set contains five or six users and approximately the same number of samples. For each experiment, the CNN model was trained for 50 epochs using a batch size of 32 and the Adam optimizer with variable learning rate starting from 0.001. The model which minimizes the validation loss.
is used to evaluate the test set. The metrics are averaged over the 5 folds in the test sets to incorporate the entire data.

A. Metrics

1) Accuracy metrics: Our main goal is to be able to correctly identify (i.e. classify) the referenced ROIs. Therefore, we use a 5-class accuracy metric for this:

\[
\text{Accuracy} = \frac{TP}{N} \times 100\% \tag{7}
\]

where \(N\) is the total number of predictions and \(TP\) is the total number of true predictions (or correct identification) by the model. We also use the top-2 accuracy, to see the percentage of the true ROI being among the top two predicted candidates, that may be used when a list of candidate ROIs is presented to the driver to choose the intended one.

2) Mean Angular Distance (MAD): MAD is the mean of the angles between the predicted vectors and the corresponding ground truth vectors. It is used to evaluate the precision of the regression output. Consequently, the lower the MAD, the higher the precision. The standard deviation of the angular distance (Std.AD) is also used to measure the variation of the predictions. It is important to note that ground truth is different for the two types of referencing.

B. Ablation study

We started with an ablation study to see the effects of each individual modality for every car pose. Each car pose contains the ROIs in a different setting (see Table I). Tables III and IV show the detailed results for the volume-based referencing and point-based referencing, respectively. It is worth noting that for the distant objects, only three of the ROIs were visible but the POIs were not visibly distinct to the drivers. Therefore, pose 4 (with distant objects) is not included in the point-based referencing but is still included in volume-based referencing. However, it contains fewer number of reference events as compared to the rest due to less number of ROIs. Nonetheless, matching of the predicted vector to a ROI is done while considering all five ROIs.

For each experiment setting (i.e. each row) in the tables, a new trained model is used, e.g. for head modality and pose 1, model is trained only using head data from the car situated in pose 1. The best values of each metric in each pose are shown in bold in the tables. It can be seen from both tables III and IV that, in all cases, the fusion of the three modalities (head, gaze and finger) results in a higher accuracy.

1) Effect of modalities: Amongst the three modalities, we observe gaze to be most accurate for both volume-based and point-based referencing. For vehicle pose 1 and 4 (which are most representative of real everyday driving on the road), gaze achieves a MAD of about 4° and 1.4°, respectively, which are significantly better than the other two modalities. Similarly, the classification accuracy of gaze in all poses except pose 2 is notably higher than head and finger modalities. The reason why performance of gaze is weaker in pose 2 is explained later in section V-C.2

Head pose as a single modality does not provide much information to distinguish closely situated objects. Finger direction appears to have relatively large deviations compared to gaze, but assists gaze slightly when available. The results in Tables III and IV reveal that in almost all cases multimodal fusion is more precise (i.e. lower MAD), and it offers higher recognition accuracy than monomodal approaches such as those presented in [4, 23].

C. Limitations imposed by vehicle pose and reference type

Volume-based referencing represents real world pointing behavior. However, we do not know the exact point of interest that was actually referenced. On the contrary, in point-based referencing, there is tendency for users to be relatively more precise but it only represents a small fraction of the real world behavior, since most landmarks that the driver could refer to would be large in size. The key points are summarized below:

1) Pose 1: For this case, a ROI recognition accuracy of 90% is achieved with the true ROI lying among top-2 candidates 98% of the time when users pointed freely to the volume. It is intuitive that accuracy for the point based referencing (79%) comes out to be less, compared to volume based referencing, as users attempt to point to...
vertices of the ROIs which could be far from the centre of the ROIs. However, the higher MAD of 4.4° in point-based case compared to 3.4° in the volume-based case is counter intuitive, as one may hypothesize that users may attempt to be more precise in the former case. We observe that users tend to behave very differently when asked to point to precise points, evident from the very low R-squared value of 4.7% of the linear regression of pose 1 in Figure 6.

While pose 1 is a typical referencing case, as the ROIs are situated in front and on the near sides only, pose 2 and 3 provide added limitations.

2) Pose 2: This is a relatively challenging referencing case as objects are situated on the far right side. For both point and volume based referencing types, finger pointing appears to be the most accurate modality as well as the most precise (i.e., lower MAD) (see Tables III and IV).

In pose 2, when objects lie on the far right, drivers need to turn their head resulting in their eyes being out of the FoV of the VCS. The missing data is interpolated linearly but it is not enough to accurately predict the target ROIs. Head pose is still tracked by the VCS but as a single modality, is not of much use. However, fusion of all modalities, significantly improves both the accuracy as well as the precision.

3) Pose 3: In vehicle pose 3, the challenge is to recognize referencing to the far left side. Because of the placement of the GCS in the centre of the roof top, estimating gestures to left side is considerably difficult. As a result, finger pointing becomes the worst modality for object referencing in all metrics for pose 3 in both referencing types.

The reasons behind these effects became clear when we looked deep into the sensory data and the recorded videos. In pose 3, with all ROIs situated on the left side of the driver, we observed 30% of pointing events with the left hand. In all other poses, the left hand use is less than 10%. Two phenomena happen in this pose. Firstly, the left hand was difficult to track by the GCS as left hand would lie near the edge of the FOV fish-eye, and often go beyond it. Occasionally, the right hand would also go beyond the FoV when users fully extended their arms to the left side. Secondly, with the right hand pointing to the left side, the eyes and face would become occluded by the arm. This resulted in missing gaze and head pose sensor data in some cases. Because of the incorrect tracking of the pointing gesture, fusion provides only has an insignificant enhancement compared to using gaze only.

4) Pose 4: In pose 4, the objects were far in distance, and had small variations in the angular distances. This results in a very high precision. In this case, we see gaze to be the most precise with a MAD of 1.4°, while the fusion did not enhance it. The highest accuracy of 65% is achieved using gaze only because slight movements of finger result in large angular deviations which deteriorate the fusion results.

D. Combined training on all poses

The motivation for a combined training is to have one common model to cover all the objects that could be in the driver’s view. Such a generalized model can be used for all cases (typical referencing as well as challenging ones). Intuitively, in both referencing types, gaze is most precise for predicting ROIs with an accuracy of 65% and 69% in the volume and point based referencing, respectively, while the fusion of all modalities further enhances this to 72% and 74%, respectively. The MAD in both types is approximately 7° when all modalities are fused, which is an increase of about 2° compared to gaze modality alone.

E. Driver specific behavior

A leave-one-out (28-fold) cross validation is used to obtain the driver specific results. The behavior of the drivers has a lot of variation between drivers as well as between poses. Scatter plots are shown in Figures 5 and 6 for volume and point based referencing, respectively. Each point represents the performance of the model (accuracy and MAD) for each driver, shown in different colors for the different poses. The linear regression fit for each pose is also plotted.

For volume based referencing, Figure 5 we see a clear inverse relation between accuracy and MAD. Pose 1 (in blue) has a few outliers. The reason for the user with 19% accuracy and 19° MAD is not entirely clear but is hypothesized (from examining the recorded videos) to be erroneous finger tracking as well as occlusion of face. The same user had better accuracy (> 60%) and MAD (< 7°) in other poses.

It can be seen from Figure 6 that in point based referencing, the user behavior has a large variance (in MAD) for
all poses but not in accuracy. All 3 poses have significantly smaller R-squared linear regression values for point based referencing compared to volume based referencing. It is likely that imposition of the restriction to precisely point, led to users overdoing the pointing gesture, resulting in different user behavior.

VI. CONCLUSION

We extend our previous work [20] from the inside car use case to referencing objects outside the car, without the need of any touch based input. As compared to the previous work, this work contains a much larger dataset from 28 participants to have substantial variance for better learning of the deep CNN model. We conducted experiments in four different stationary car orientations for two different types of referencing to objects situated in the field-of-view of the driver. We conclude that the placement of sensors plays an important role when dealing with individual modalities. When using natural free hand pointing for referencing, occlusion of the face is very likely, which hinders the gaze and head pose tracking. Similarly, finger could go out of the FoV of the gesture tracker, which significantly effects it’s performance. However, we show that using a deep CNN multimodal fusion architecture, the sensor based shortcomings can be overcome to predict the direction in which the driver referenced. We achieve a recognition accuracy of 90% in the typical cases (when sensor data contains no or minimal occlusion), and an accuracy of more than 65% in the most difficult cases that have missing sensor data (mainly due to occlusion while tracking the individual modalities).

Furthermore, we observed the user behavior in two referencing types as well as in different environments, and discuss the differences in user referencing behavior. These findings motivate us to look into personalized multimodal models in the future for recognizing user specific behavior and improving predictions of the target object. The unique approach presented in this paper is also intended to provide considerable use of multimodal fusion for practical applications in the driving scenario for intelligent driver vehicle interaction, which we plan to investigate as well.
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