DIRAC OPERATORS WITH OPERATOR DATA OF WIGNER-VON NEUMANN TYPE

ETHAN GWALTNEY

ABSTRACT. We consider half-line Dirac operators with operator data of Wigner-von Neumann type. If the data is a finite linear combination of Wigner-von Neumann functions, we show absence of singular continuous spectrum and provide an explicit set containing all embedded pure points depending only on the $L^p$ decay and frequencies of the operator data. For infinite sums of Wigner-von Neumann-like terms, we bound the Hausdorff dimension of the singular part of the spectrum.

1. Introduction

In 1929, von Neumann and Wigner \cite{25} constructed a potential of a one-dimensional continuum Schrödinger operator behaving at infinity as

$$V(x) = -8 \frac{\sin(2x)}{x} + O(x^{-2}),$$

for which $E = 1$ is an eigenvalue embedded in the absolutely continuous part of the spectrum. Many variants of this model have since been used to demonstrate and study ‘exotic’ singular spectrum (e.g., \cite{1, 4, 8, 11, 15, 20, 24, 30, 35}). One construction due to Simon uses the Wigner-von Neumann model as the basic building block in a potential for which the associated Schrödinger operator exhibits dense embedded point spectrum \cite{29}. Two results of Simonov even precisely describes the asymptotics of the spectral density near a critical point for certain Wigner-von Neumann-like perturbations of a periodic potential \cite{31}.

Functions of generalized bounded variation, of which von Neumann and Wigner’s potential is a special case, combine slower decay with additional Wigner-von Neumann-like terms with differing frequencies, producing a mixture of bounded variation, decay at infinity, and almost periodicity \cite{36}. This combination is an interesting one for at least three reasons: potentials of bounded variation with decay at infinity preserve the absolutely continuous spectrum \cite{34}; $L^1$ potentials preserve the purely absolutely continuous spectrum (see, for example, \cite{28}), which underscores the importance of the rate of decay for producing an embedded eigenvalue; and there is a generic set of almost periodic potentials producing purely singular spectrum \cite{2}.

Historically, most exploration of exotic spectra arising from models based on the Wigner-von Neumann potential restricted to the $L^2$ case, with one result \cite{12} from the discrete case allowing $\ell^2$ decay. Lukić \cite{16, 17, 18, 19} used functions of generalized bounded variation to progress to the $L^p$ setting for any integer $2 \leq p < \infty$, showing the absence of singular continuous spectrum and explicitly providing $p$-dependent finite sets containing all possible instances of embedded pure points. In \cite{19}, Lukić extended this work to include potentials with infinitely many summands of generalized bounded variation, in which case the set of possible pure points is in general infinite.
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Schrödinger operators and Dirac operators have often been studied in tandem. For example, Behncke [3] established criteria for subordinate solutions in both the Schrödinger and Dirac settings, and Naboko [23] demonstrated dense point spectrum in the absolutely continuous spectrum of Dirac operators and deduced the same for Schrödinger operators as a special case. While there are some considerations of Dirac operators with Wigner-von Neumann type operator data in the literature (e.g., [5, 22]), such considerations seem to be rare. Here we continue the work of Lukić on spectral type characterization of models with Wigner-von Neumann type data in the context of the half-line Dirac operator. The analysis begins in much the same way as in [18], but an important adaptation is required that alters the analysis throughout and the results we obtain.

The Dirac operator \( L \) is defined by the expression
\[
L = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \partial_x + \begin{pmatrix} R(x) & I(x) \\ I(x) & -R(x) \end{pmatrix},
\]
where the real-valued functions \( R(x) \) and \( I(x) \) should be viewed as the real and imaginary parts of a complex-valued function \( \varphi(x) \). The function \( \varphi \) arises naturally in the Zakharov-Shabat operator
\[
\Lambda = \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix} d/dx + \begin{pmatrix} 0 & \varphi(x) \\ \varphi(x) & 0 \end{pmatrix},
\]
which differential expression is unitarily equivalent to \( L \). The latter form is often more convenient for calculations, and below we opt to work with \( \Lambda \). More details regarding this gauge distinction are available in [6, 7, 10].

We will study the eigenequation for \( \Lambda \),
\[
\Lambda \varphi(x, \eta) = E \varphi(x, \eta),
\]
where \( \eta = 2E \). Our operator data \( \varphi \) will be of almost the same form as the potentials in [19], which form generalizes the famous Wigner-von Neumann potential of [25]. The only adjustment to the definition from [19] is that, for reasons we will explain shortly, we may without loss of generality restrict to odd integers \( p \). We recall that the variation of a function \( \gamma \) on an interval \( I \) is defined as
\[
\text{Var}(\gamma, I) = \sup_{k \in \mathbb{N}} \sup_{x_0, \ldots, x_k \in I} \sum_{j=1}^k |\gamma(x_j) - \gamma(x_{j-1})|.
\]

**Definition 1.1.** We say \( \varphi \) is of **Wigner-von Neumann type** if it takes the form
\[
\varphi(x) = \sum_{j=1}^{\infty} c_j e^{-i\phi_j x_j}(x),
\]
where \( c_j \in \mathbb{C}, \phi_j \in \mathbb{R} \), and all of the following conditions hold:

(i) (uniformly bounded variation) the functions \( \gamma_j : (0, \infty) \to \mathbb{C} \) obey
\[
\sup_j \text{Var}(\gamma_j, (0, \infty)) < \infty.
\]

(ii) (uniform \( L^p \) condition) for some odd \( p \in \mathbb{Z}, p \geq 3 \),
\[
\sup_j \int_0^\infty |\gamma_j(t)|^p dt < \infty.
\]

(iii) (\( \alpha \)-type decay of coefficients) for some \( \alpha \in (0, \frac{1}{p-2}) \),
\[
\sum_j |c_j|^\alpha < \infty.
\]
If only finitely many $c_j$ are nonzero, we say $\varphi$ is of finite Wigner-von Neumann type. In this latter case, of course, the condition $|\langle 1 \rangle^{1.7}$ holds for arbitrary positive $\alpha$. We call the $\phi_j$ frequencies and denote the set of all frequencies by $\Phi = \{\phi_j : j \in \mathbb{N}\}$.

The differential expression $|\langle 1 \rangle^{1.2}$ with operator data $\varphi$ of Wigner-von Neumann type has 0 as a regular endpoint and, since $\varphi$ decays at infinity, is in the limit point case at $+\infty$. Thus, $\Lambda_\varphi$ defines an unbounded self-adjoint operator with domain $D(\Lambda_\varphi) = \{f \in H^1((0, \infty), \mathbb{C}^2) : (\omega \cdot \varphi) f(0) = 0\}$, where we have parametrized $\Lambda_\varphi$ by a unimodular complex constant $\omega$. The choice of $\omega \in \partial \mathbb{D}$ is not important to the analysis—our results stand as stated independent of the choice of boundary condition.

The first of our main results shows absence of singular continuous spectrum and provides an explicit set containing all possible embedded pure points in the case where $\varphi$ is of finite Wigner-von Neumann type:

**Theorem 1.2.** Let $\Lambda_\varphi$ be a Dirac operator with operator data $\varphi$ of finite Wigner-von Neumann type satisfying the uniform $L^p$ condition $|\langle 1 \rangle^{1.6}$ for some $p = 2n + 1$, $n \geq 1$. Then for

$$S_p = \left\{ \frac{\eta}{2} \mid \eta = \sum_{j=1}^{m} \phi_k_j - \sum_{j=1}^{m-1} \phi_l_j, \phi_k_j, \phi_l_j \in \Phi, 1 \leq m \leq n \right\},$$

which depends only on $p$ and the set $\Phi$ of frequencies of $\varphi$, the spectral measure $\mu$ of $L_\varphi$ is mutually absolutely continuous with Lebesgue measure on $\mathbb{R} \setminus S_p$. Consequently,

(i) $\sigma_{ac}(L_\varphi) = \mathbb{R}$

(ii) $\sigma_{sc}(L_\varphi) = \emptyset$

(iii) $\sigma_{pp}(L_\varphi) \subset S_p$ is a finite set.

In addition to technical adjustments to the methods in $[16,18]$, we encounter an exceptional set similar to that in the setting of orthogonal polynomials on the unit circle, rather than the exceptional sets in the settings of Schrödinger operators or orthogonal polynomials on the real line. Namely, not all sums and differences of frequencies from the operator data give rise to possible pure points, but rather only those of the form

$$\sum_{j=1}^{m} \phi_k_j - \sum_{j=1}^{m-1} \phi_l_j.$$  (1.8)

The intuitive reason for this is reminiscent of the setting of orthogonal polynomials on the unit circle. On the unit circle, rotating the measure by an angle $\psi$ shifts each of the frequencies $\phi_j$ by $\psi$. Thus, from the set of a priori possible critical points, only those of the form $|\langle 1 \rangle^{1.8}$ are preserved. Similarly, to shift the spectral paramater $E = \eta/2$ by $\psi$ in the Dirac setting, we multiply our operator data $\varphi$ by $e^{i2\psi\eta}$, which shifts each frequency $\phi_j$ by $2\psi$, and again we see that only critical points $\eta$ of the form $|\langle 1 \rangle^{1.8}$ are preserved. The fact that new elements of the form $|\langle 1 \rangle^{1.8}$ become available only when $p$ increases to an odd integer accounts for the odd $p$ in the $L^p$ condition of the theorem. Our insistence that $p$ be odd in Definition $|\langle 1 \rangle^{1.1}$ is only a choice made for convenience and not a substantial change to the definition in $[19]$.

Since $S_p$ grows as $n$ grows in $p = 2n + 1$, it is natural to ask both whether there exist $\varphi$ for which $S_p$ indeed contains an embedded eigenvalue and whether the growth in the sets $S_p$ is necessary or an artifact of our method. To answer these questions, we construct operator data that, for the right
choice of boundary condition, yields an eigenvalue in $S_5 \setminus S_3$. A similar argument is available to produce $\varphi$ with eigenvalue $E \in S_p \setminus S_{p-2}$ for larger $p$. Our construction will use operator data of the form

$$\varphi(x) = \sum_{j=1}^{M} c_j x^{-\delta} e^{-i(\phi_j x + \xi_j(x))},$$

where $\delta \in (p^{-1}, (p-2)^{-1})$, $\xi_j$ are real-valued, and $M < \infty$. We can realize $\gamma_j(x)$ in (1.4) as $c_j x^{-\delta} e^{-i\xi_j(x)}$. Thus defined, $\varphi$ satisfies the conditions of Definition 1.1.

**Theorem 1.3.** Let $\varphi$ be given by (1.2) with $p = 5$, $M \geq 3$, $\delta \in (p^{-1}, (p-2)^{-1})$, and the frequencies $\phi_j$ rationally independent. Then there exists $E = \eta/2 \in S_p \setminus S_{p-2}$. Moreover, for any $c_j$ and $\phi_j$ satisfying both

$$\sum_{j=1}^{M} \frac{|c_j|^2}{\phi_j - \eta} = 0 \quad (1.10)$$

and

$$\sum_{j_1, j_2=1}^{M} |c_{j_1} c_{j_2}|^2 \frac{\phi_{j_1} + \phi_{j_2} - 2\eta}{(\phi_{j_1} - \eta)^2(\phi_{j_2} - \eta)^2} = 0, \quad (1.11)$$

there exist functions $\xi_j \in C^1$ such that $\varphi$ satisfies (1.5) and (1.3) has a solution with asymptotics (1.2) and (1.3). In particular, $\sigma_{ac}(A_\varphi)$ has an embedded pure point at $E$.

We will also show that both conditions (1.10) and (1.11) may be simultaneously satisfied.

If $\varphi$ is of Wigner-von Neumann type with infinitely many nonzero $c_j$ and $p \geq 3$, each of the frequencies $\phi_j$ is of the form (1.5) with $n = 1$, so that the set $S_p$ is in general infinite. In this case we instead bound the Hausdorff dimension of the singular part of the spectral measure. This requires careful bookkeeping of the critical points in $\eta$. We will summarize the critical point information via the following recursively defined rational functions: let $h_I(\eta; [\phi_{k_1}]_{j=1}^p; [\phi_{l_1}]_{j=1}^{p-1})$ be defined for $I = 2P - 1$ by $h_1(\eta; [\phi_{k_1}]) = (\phi_{k_1} - \eta)^{-1}$ and

$$h_I(\eta; [\phi_{k_1}]_{j=1}^p; [\phi_{l_1}]_{j=1}^{p-1}) = \frac{1}{\sum_{j=1}^{P} \phi_{k_j} - \sum_{j=1}^{P-1} \phi_{l_j} - \eta} \sum_{m=0}^{I-1} h_m(\eta; [\phi_{k_1}]_{j=1}^{m+1}; [\phi_{l_1}]_{j=1}^{m+1}) h_{I-1-m}(\eta; [\phi_{k_1}]_{j=1}^{m+2}; [\phi_{l_1}]_{j=1}^{m+2}), \quad (1.12)$$

where we denote by $[\phi_j]_{j=1}^n$ an ordered $n$-tuple of frequencies. For even $I$, we define $h_I \equiv 0$. The functions $h_I$ are analogous to the $h_J$ of [19], with additional structure added in order to omit sums of frequencies not of the form (1.8). Since the first three conditions of the following lemma are satisfied by our operator data of Wigner-von Neumann type by definition, the following lemma gives a sufficient condition in terms of the functions $h_I$ for boundedness of all solutions at $E$:

**Lemma 1.4.** Let operator data $\varphi$ be given by (1.4), with $c_j \in \mathbb{C}$, $\varphi_j \in \mathbb{R}$, and let $\eta \in \mathbb{R}$ such that

(i) $\sup_j \text{Var}(\gamma_j, (0, \infty)) := \tau < \infty$;

(ii) for some $p = 2n + 1$, $\sup_j \int_0^\infty |\gamma_j(t)|^p dt := \sigma < \infty$;

(iii) $\sum_{j=1}^{\infty} |c_j| < \infty$;
(iv) for odd \( I = 1, \ldots, p - 2 \) and \( P := \frac{I + 1}{2} \),
\[
\sum_{k_1, \ldots, k_p=1}^{\infty} |h_1(\eta; [\phi_{k_1}]_j=1; [\phi_{j}]_j=1) \prod_{j=1}^{P} c_{k_j} \prod_{j=1}^{N} c_{l_j}| < \infty.
\]

Then, for \( E = \frac{\eta}{2} \), all solutions of \( (1.3) \) are bounded.

With this lemma in hand, we will be able to bound the Hausdorff dimension of the exceptional set, arriving at our second main result:

**Theorem 1.5.** Let operator data \( \phi \) be of Wigner-von Neumann type satisfying the \( L^p \) condition for some odd \( p \). Then the set of energies \( E \) for which there exists an unbounded solution to \( (1.3) \) has Hausdorff dimension at most \( (p - 2)\alpha \), and \( \mathbb{R} \) is the essential support of the absolutely continuous spectrum of \( \Lambda_\phi \).

In Section 2, we define the Prüfer variables to be used throughout. In Section 3 we prove the form \( (1.8) \) of critical points. In Section 4 we prove Theorems 1.2 and 1.3. In Section 5 we prove Theorem 1.5.

2. Subordinacy and Prüfer Variables

A subordinate solution at \( E = \eta/2 \) is a solution \( U(x, \eta) \) to \( (1.3) \) such that for any linearly independent solution at \( E \), \( V(x, \eta) \), we have
\[
\lim_{x \to \infty} \int_0^x \frac{\|U(t, \eta)\|^2 dt}{\|V(t, \eta)\|^2 dt} = 0.
\]

For more on subordinacy theory, we refer the reader to [9]. By work of Behncke [3], for both Schrödinger and Dirac operators the nonexistence of subordinate solutions on a set of energies \( E \) is sufficient to conclude purely absolutely continuous spectrum there. We will find an explicit set of energies \( E \) for which all solutions are bounded. In the context of Schrödinger operators, work of Stolz [33] shows boundedness of all solutions is sufficient to conclude the nonexistence of subordinate solutions. In the same way, the following lemma, following ideas from [33], completes the desired chain of implications in the Dirac operator setting.

**Lemma 2.1.** If all solutions of \( (1.3) \) at \( E \) are bounded, then there is no subordinate solution at \( E \).

**Proof.** Let \( U \) and \( V \) be two linearly independent solutions at \( E \). Since both are bounded, we can denote the (finite) suprema of their norms by \( M_U \) and \( M_V \), respectively. Clearly, for \( x > 0 \) we have
\[
\int_0^x \|V(t)\|^2 dt \leq M_V^2 x.
\]

The Wronskian of any \( f, g \in H^1((0, \infty); \mathbb{C}^2) \), \( W[f, g](x) \), is defined as \( f(x)^t J g(x) \) for \( J = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix} \).

It is straightforward to show \( W[U, V](x) \equiv W \) is a nonzero constant. Thus, for any \( x \) we have
\[
|W| = |U(x)^t J V(x)| \leq \|U(x)\| \|J V(x)\| \leq \|U(x)\| M_V.
\]

Consequently, for any \( x > 0 \),
\[
\frac{\int_0^x \|U(t)\|^2 dt}{\int_0^x \|V(t)\|^2 dt} \geq \frac{|W|^2}{M_V^4} > 0.
\]

Since \( U, V \) were chosen arbitrarily, taking \( x \to \infty \) shows there is no subordinate solution at \( E \). \( \square \)
In order to prove boundedness of solutions, we perform a Prüfer transformation to an arbitrary solution \( U(x, \eta) \). Prüfer variables have been used many times in the spectral theory of Schrödinger and Dirac operators (e.g., [13, 14, 16, 17, 18, 20, 21, 26, 27, 32]). We set

\[ E = \frac{\eta}{2}, \]

and for a solution \( U(x) \) of (1.3) at \( E \), we define the Prüfer amplitude \( r \) and Prüfer angle \( \theta \) by

\[ U(x, \eta) = r(x, \eta) \left( (1 + i) e^{-i(\frac{\eta}{2} x + \theta(x, \eta))} + (1 - i) e^{i(\frac{\eta}{2} x + \theta(x, \eta))} \right), \tag{2.1} \]

The ambiguity in \( \theta \) is addressed by fixing \( \theta(0, \eta) \in [-\pi, \pi) \) and demanding \( \theta \) be continuous in \( x \). So defined, the variables \( r \) and \( \theta \) satisfy the following system of differential equations (recall that \( R = \text{Re} \varphi \) and \( I = \text{Im} \varphi \)):

\[-i \partial_x \theta = i R(x) \sin(\eta x + 2\theta(x, \eta)) + i I(x) \cos(\eta x + 2\theta(x, \eta)),\]

\[ \partial_x \log r = R(x) \cos(\eta x + 2\theta(x, \eta)) - I(x) \sin(\eta x + 2\theta(x, \eta)). \]

Defining the complex Prüfer variable \( Z(x, \eta) := r(x, \eta) e^{-i\theta(x, \eta)} \), we have

\[ \frac{\partial_x Z(x, \eta)}{Z(x, \eta)} = \partial_x \log r(x, \eta) - i \partial_x \theta(x, \eta) = e^{i(\eta x + 2\theta(x, \eta))} \varphi(x). \]

Thus, \( \partial_x \log r(x, \eta) = \text{Re}(e^{i(\eta x + 2\theta(x, \eta))} \varphi(x)) \), and

\[ \log \frac{r(x, \eta)}{r(0, \eta)} = \text{Re} \int_0^x e^{i(\eta t + 2\theta(t, \eta))} \varphi(t) dt. \tag{2.2} \]

To prove boundedness of solutions at \( \eta \), it suffices to bound (2.2). Moreover, we have

\[ \partial_x \theta(x, \eta) = - \text{Im} e^{i(\eta x + 2\theta(x, \eta))} \varphi(x), \tag{2.3} \]

which identity will prove useful in many of our calculations below due to Lemma 3.1. In later sections, we will often suppress the \( \eta \)- and \( x \)-dependence of \( r \) and \( \theta \) for conciseness.

3. Nonremovable singularities

Consider the following reindexing of [19, Lemma 2.1]:

**Lemma 3.1.** Let \( \eta \in \mathbb{R} \) be fixed. Let \( P, N \in \mathbb{Z} \) with \( P \geq 1 \), \( I = P + N \), and \( K = P - N \geq 0 \). Then for \( 0 \leq a < b < \infty \),

\[ \Gamma(x) = \gamma_k(x) \cdots \gamma_{k_p}(x) \overline{\gamma_{k_1}} \cdots \overline{\gamma_{k_N}}, \quad \text{and} \quad \phi = \phi_k + \cdots + \phi_{k_p} - (\phi_1 + \cdots + \phi_N), \]

\[ \left| \int_a^b ((\phi - K\eta)e^{K(i(\eta t + 2\theta(t, \eta)))} e^{-i\phi t} \Gamma(t) - 2Ke^{K(i(\eta t + 2\theta(t, \eta)))} e^{-i\phi t} \Gamma(t) \frac{\partial \theta}{\partial x}(t, \eta)) dt \right| \leq 2\tau^I, \]

where \( \tau = \sup_k \text{Var}(\gamma_k, (0, \infty)) \).

By (1.5), \( \tau < \infty \), and thus by (2.3), each application of Lemma 3.1 appends a new \( L^p \) factor at a finite cost. Applying Lemma 3.1 repeatedly to (2.2) yields terms of the form

\[ f(\eta; [\phi_{k_j}]_{j=1}^P; [\phi_{j}]_{j=1}^N) \int_0^x e^{K(i(\eta t + 2\theta(t, \eta)))} \prod_{i=1}^P e^{-i\phi_{k_i} t} \gamma_{k_i}(t) \prod_{j=1}^N e^{i\phi_{j} t} \gamma_{j}(t) dt, \tag{3.1} \]

where \( K = P - N \geq 0 \). Once \( I = P + N \) grows to \( p \), the \( L^p \) condition [16] gives a finite \( x \)-independent upper bound on that term.
In (3.1) we see an important difference between the Schrödinger and Dirac settings. To ensure self-adjointness, the Schrödinger operator’s potential is taken to be real-valued. Consequently, applications of Lemma 3.1 yield the same terms as the above as well as terms with the complex conjugate of the product appearing in the integral. In the Dirac setting, since \( \varphi \) is in general complex-valued, we inherit no such symmetry. This motivates the more cumbersome notation for the function \( f(\eta) \) above. Going forward, the reader should think of the \( P \phi_{k_j} \) as the positive frequencies and the \( N \phi_i \) as the negative frequencies. While \( P \) and \( N \) depend on \( I \) and \( K \), we will often suppress this dependence for conciseness. Note also that the definitions of \( I, K, P, \) and \( N \) imply \( P = \frac{I + K}{2} \) and \( N = \frac{I - K}{2} \).

We also see a difference between the setting of orthogonal polynomials on the unit circle and the Dirac setting. In the Dirac setting, like in the Schrödinger setting, the appearance of \( \partial_x \theta(x, \eta) \) leads to an increase or decrease of \( K \), the number of \( e^{i(nx + 20(x,n))} \) factors, by one (or also zero, in the Schrödinger setting). In the setting of orthogonal polynomials on the unit circle, on the other hand, the appearance of \( \theta(n + 1, \eta) - \theta(n, \eta) \) leads instead to a much wider range of \( K \) values after the exchange. In [16], this is dealt with by passing to Taylor expansions of \( e^{2ki(\theta_{n+1} - \theta_n)} \), but here we will be able to work directly with \( \partial_x \theta(x, \eta) \).

We will track the terms (3.1) as \( I \) increases to \( p \). Note that such terms appear for any permutation of \([\phi_{k_1}, \ldots, \phi_{k_P}]\) and for any permutation of \([\phi_{l_1}, \ldots, \phi_{l_N}]\), so we can agree to average \( f \) over all such terms, by which we mean replacing \( f(\eta; [\phi_{k_j}]_{j=1}^P; [\phi_{l_j}]_{j=1}^N) \) by

\[
\frac{1}{P!N!} \sum_{\sigma \in S_P} \sum_{\tau \in S_N} f(\eta; [\phi_{k_{\sigma(j)}}]_{j=1}^P; [\phi_{l_{\tau(j)}}]_{j=1}^N),
\]

where \( S_j \) denotes the symmetric group on \( j \) elements. This averaging is useful both for avoiding counting the distinct permutations of the frequencies \( \phi_j \) and, importantly, for showing that many apparent singularities arising in \( f \) are removable, as we shall see in Section 5. The transformed \( f(\eta) \) is symmetric in the parameters \([\phi_{k_1}, \ldots, \phi_{k_P}]\) and in the parameters \([\phi_{l_1}, \ldots, \phi_{l_N}]\). For any given \( I \geq 1 \) and \( 0 \leq K \leq I \) and permutations \( \sigma \in S_P \) and \( \tau \in S_N \), there are either one or two types of term on which \( f_{I,K} \) depends—\( f_{I-1,K-1} \) and \( f_{I-1,K+1} \)—due to Lemma 3.1 and the introduction via \( \frac{d}{d \theta} \) of both \( e^{\pm i(nx + 20)} \). The reason \( f_{I,K} \) may only depend on one of these is that the term (3.1) does not appear if either \( K < 0 \) or \( K > I \), and we will define such \( f_{I,K} \) to be zero. The exchange allowed by Lemma 3.1 motivates the following recursion: if \( 0 \leq K \leq I \) and as before \( P = \frac{I + K}{2}, N = \frac{I - K}{2} \in \mathbb{Z}, \)

\[
f_{1,1}(\eta; [\phi_1]) = 1;
\]

\[
g_{I,K}(\eta; [\phi_{k_j}]_{j=1}^P; [\phi_{l_j}]_{j=1}^N) = \frac{iK}{\sum_{j=1}^P \phi_{k_j} - \sum_{j=1}^N \phi_{l_j} - K \eta} f_{I,K}(\eta; [\phi_{k_j}]_{j=1}^P; [\phi_{l_j}]_{j=1}^N);
\]

\[
f_{I,K}(\eta; [\phi_{k_j}]_{j=1}^P; [\phi_{l_j}]_{j=1}^N) = \frac{1}{P!N!} \sum_{a=-1}^1 \sum_{\sigma \in S_P} \sum_{\tau \in S_N} \omega_a g_{I-1,K+a}(\eta; [\phi_{k_{\sigma(j)}}]_{j=1}^{\min[P,P+a]}; [\phi_{l_{\tau(j)}}]_{j=1}^{\min[N,N-a]}),
\]

where we shall think of \( \omega_a \) as a function of \( 1 + 1 + 0 \) variables if \( a = -1 \) or of \( 1 + 0 + 1 \) variables if \( a = 1 \), in either case defined as

\[
\omega_a = \omega_a(\eta; [\phi_{k_j}]_{j=1}^{\max[0,-a]}; [\phi_{l_j}]_{j=1}^{\max[0,a]}) = \delta_{a+1} - \delta_a - 1,
\]
where $\delta_j$ is one if $j = 0$ and zero otherwise. By convention, we define $f_{I,K}$ and $g_{I,K}$ to be zero whenever $K > I$, $I - K \notin 2\mathbb{Z}$, or either $I < 1$ or $K < 0$, regardless of the number of frequencies on which they are made to depend.

Notation can be simplified using the following symmetric product: given $f$, a function of $1 + P_1 + N_1$ variables, and $g$, a function of $1 + P_2 + N_2$ variables, their symmetric product, $f \circ g$, is defined as

$$
(f \circ g)(\eta; [\phi_{k_j}]_{j=1}^{P_1+P_2}; [\phi_{l_j}]_{j=1}^{N_1+N_2}) = \frac{1}{(P_1 + P_2)!(N_1 + N_2)!} \sum_{\sigma \in S_{P_1+P_2}} \sum_{\tau \in S_{N_1+N_2}} f(\eta; [\phi_{k_{\sigma(j)}}]_{j=1}^{P_1}; [\phi_{l_{\tau(j)}}]_{j=1}^{N_1}) g(\eta; [\phi_{k_{\sigma(j)}}]_{j=1}^{P_1+P_2}; [\phi_{l_{\tau(j)}}]_{j=1}^{N_1+N_2}).
$$

It is straightforward to check that $\circ$ is commutative and associative. We also define for $0 \leq K \leq I$

$$
\Xi_{I,K}(\eta; [\phi_{k_j}]_{j=1}^{P_1}; [\phi_{l_j}]_{j=1}^{N_1}) := \delta_{I-1}\delta_{K-1}.
$$

With this notation, we can abbreviate the definition (3.3) as

$$
f_{I,K}(\eta; [\phi_{k_j}]_{j=1}^{P_1}; [\phi_{l_j}]_{j=1}^{N_1}) = \Xi_{I,K} + \sum_{a=-1}^{1} \omega_a \circ g_{I-1,K+a}.
$$

In each application of Lemma 3.1, the introduction of $\frac{\partial^n}{\partial \eta^a} = \frac{i}{2} (e^{i(\eta x + \eta)} - e^{i(\eta x - \eta)})$ yields two kinds of terms of the form (3.1), one kind for each summand in $\frac{\partial^n}{\partial \eta^a}$. In each kind, the value of $K$, which is the number of $e^{i(\eta x + \eta)}$ factors in the integrand, has either increased or decreased by one, depending on which summand was attached. With enough decreases in $K$, the new $K$ may shrink to zero. Lemma 3.1 may still be applied so long as the sum $\sum_{j=1}^{P} \phi_{k_j} - \phi_{l_j}$ is nonzero. When both $K = 0$ and $\sum_{j=1}^{P} \phi_{k_j} - \phi_{l_j} = 0$, however, Lemma 3.1 cannot be applied, and we depend instead on the following cancellation:

Lemma 3.2. For any $p \in \mathbb{Z}$ and $I \in 2\mathbb{Z}$, $f_{1,2p}$ is purely imaginary. Moreover, if $I = 2P$ and $\sum_{j=1}^{P} \phi_{k_j} - \sum_{j=1}^{P} \phi_{l_j} = 0$, then

$$
f_{1,0}(\eta; [\phi_{k_j}]_{j=1}^{P}; [\phi_{l_j}]_{j=1}^{P}) = f_{1,0}(\eta; [\phi_{k_j}]_{j=1}^{P}; [\phi_{l_j}]_{j=1}^{P}).
$$

Proof. First we prove that $\text{Re} f_{1,2p} = 0$ for all $p \in \mathbb{Z}$ by induction on $I = 2P$. The case $P \leq 0$ holds trivially. Suppose $\text{Re} f_{2k,2p} = 0$ for all $p \in \mathbb{Z}$ and for all $k < P$. By expanding $f_{1,2n}$ using (3.4) and (3.2), we obtain

$$
f_{1,2n} = \sum_{a=-1}^{1} \omega_a \circ \sum_{j=1}^{2n} \phi_{k_j} - \sum_{j=1}^{2n} \phi_{l_j} - (2n + a)\eta
$$

$$
\times \left( \Xi_{I-1,2n+a} + \sum_{b=-1}^{1} \omega_b \circ \sum_{j=1}^{2n} \phi_{k_j} - \sum_{j=1}^{2n} \phi_{l_j} - (2n + a + b)\eta f_{I-2,2n+a+b} \right).
$$

In taking the real part, the term with the $\Xi$ factor vanishes due to the $i$ in the first quotient, and the other term vanishes due to the $i^3$ together with the induction hypothesis.

For the second part, we first prove by induction on $n$ that for $I = 2n$, $n \geq 1$,

$$
f_{1,0} = \frac{1}{n!n!} \sum_{\sigma, \tau \in S_n} \sum_{s \in A(I)} H_{I,s,\sigma,\tau},
$$

(3.5)
where $A(I)$ is the set of $I + 1$-tuples $(s_0, s_1, \ldots, s_I)$ with integer components such that $|s_{i+1} - s_i| = 1$, $s_i \geq 1$ for $1 \leq i \leq I - 1$, and $s_0 = s_I = 0$, and

$$H_{I,s,\sigma,\tau}(\eta; [\phi_{k_1}]_{j=1}^{1/2}, [\phi_{\ell_1}]_{j=1}^{1/2}) = \prod_{m=1}^{I-1} \frac{i(s_m - s_{m-1})s_m}{\sum_{j=1}^{m+1} \phi_{k_{\sigma(j)}} - \sum_{j=1}^{m-1} \phi_{\ell_{\tau(j)}} - s_m \eta}.$$  

We obtained $f_{I,0}$ by averaging over permutations before each application of Lemma 3.1. The terms $H_{I,s,\sigma,\tau}$ are obtained by applying Lemma 3.1 $I - 1$ times without averaging first. We then return to $f_{I,0}$ by averaging over permutations. We also have that

$$H_{I,s,\sigma,\tau}(\eta; [\phi_{k_1}]_{j=1}^{1/2}, [\phi_{\ell_1}]_{j=1}^{1/2}) = H_{I,s,\tilde{\sigma},\tau}(\eta; [\phi_{k_1}]_{j=1}^{1/2}, [\phi_{k_1}]_{j=1}^{1/2}),$$

where $\tilde{s}_i = s_{I-i}$. Clearly, $s \in A(I)$ if and only if $\tilde{s} \in A(I)$, so summing over $A(I)$ and averaging in permutations $\sigma, \tau \in S_n$ completes the proof.

With Lemma 3.2, we see that we may apply Lemma 3.1 ‘to completion,’ that is, until all terms remaining either have $p$ factors $\beta_j$, are bounded by $2\tau^K$ for some finite $K$, or else are purely imaginary and do not contribute to the Prüfer amplitude. Though $\varphi$ not of finite type will yield infinitely many such terms, later we will see that (1.7) is sufficient to control the relevant infinite sums. Now, applying Lemma 3.1 to completion introduces many of the $g_{I,K}$, each of which appears to introduce a singularity in $\eta$ at $\frac{1}{K}(\sum_{j=1}^{P} \phi_{k_j} - \sum_{j=1}^{N} \phi_{\ell_j})$. In fact, such singularities for $K > 1$ are removable, due to the following lemma:

**Lemma 3.3.** If $0 < K \leq I$ and $0 < k < K$, then

$$f_{I,K} = \sum_{i=0}^{I} f_{i,k} \odot g_{I-i,K-k},$$

$$g_{I,K} = \sum_{i=0}^{I} g_{i,k} \odot g_{I-i,K-k}.$$  

**Proof.** The proof is similar to that of [18, Lemma 5.1 (i)]. We prove (3.6) and (3.7) simultaneously by induction on $I$. Both statements hold vacuously when $I < 2$ or $K < 2$, so we assume $2 \leq K \leq I$. Suppose both statements hold for all $\tilde{I} < I$. Then using (3.4) and associativity of $\odot$ yields

$$\sum_{i=0}^{I} f_{i,k} \odot g_{I-i,K-k} = \sum_{i=0}^{I} \left( \Xi_{i,k} + \sum_{a=-1}^{1} \omega_a \odot g_{i-1,k+a} \right) \odot g_{I-i,K-k}$$

$$= \sum_{i=0}^{I} \Xi_{i,k} \odot g_{I-i,K-k} + \sum_{a=-1}^{1} \omega_a \odot \left( \sum_{i=0}^{I} g_{i-1,k+a} \odot g_{I-i,K-k} \right).$$

Since by our convention $g_{-1,k+a} = 0$ for any $k,a$, we may reindex in $i$ with no cost as

$$\delta_{k-1} \Xi_{1,1} \odot g_{I-1,K-1} + \sum_{a=-1}^{1} \omega_a \odot \left( \sum_{i=0}^{l-1} g_{i,k+a} \odot g_{I-1-i,K-k} \right).$$

At this point, we may apply the induction hypothesis on the inner sum both when $a = -1$ and $a = 1$ so long as $0 < k + a < K + a$ and $0 < K + a \leq I$. If $K + a > I$, then for each $i$, either $g_{i,k+1}$ or $g_{I-1-i,K-k}$ is zero. Since $g_{I-1,K+a}$ is also zero, we may include this term at no cost. That
Lemma 3.4. Note that $I \sigma, \tau$.

Clearing denominators here and averaging in permutations ($< k < K$ permutations)

Proof. Summing both sides in $0 \leq i \leq I$ we have

$$
\sum_{i=0}^{I} f_{i,k} \odot g_{I-i,K-k} = \frac{1}{P!N!} \sum_{\sigma \in S_p, \tau \in S_N} (K-k) f_{I-i,K-k} \odot g_{I-i,K-k} + (K-k) f_{I-i,K-k} \odot g_{I-i,K-k} + \frac{K f_{I,K}}{g_{I,K}} \sum_{i=0}^{I} g_{i,k} \odot g_{I-i,K-k} = k f_{I,K} + (K-k) f_{I-i,K-k} + g_{i,k}
$$

where $l := K - k$ and we’ve used (3.3), since $0 < l < K$ also. Dividing both sides by $K f_{I,K}$ completes the proof.

Lemma [5.3] allows us to reduce $f_{I,K}$ and $g_{I,K}$ to sums of products of only the $f_{i,1}$ and $g_{i,1}$. We may use this reduction and a study of singularities of $g_{i,1}$ to define the correct exceptional set $S_p$. Note that $I - K \notin 2 \mathbb{Z}$ implies $g_{i,k} = 0$ by our convention and so contributes no singularities.

Lemma 3.4.

(i) For $I = 2n - 1$, $n \geq 1$, if $\zeta$ is a nonremovable singularity of $g_{I,1}(\eta; [\phi_{k,j}]_{j=1}^{n}; [\phi_{l,j}]_{j=1}^{n-1})$, then $\zeta$ may be written in the form (138) for $1 \leq m \leq n$.

(ii) For $1 < K \leq I$, $I - K \notin 2 \mathbb{Z}$, if $\zeta$ is a nonremovable singularity of $g_{I,K}$, then $\zeta$ may be written in the form (138) for $1 \leq m \leq n$, where $n = [I/2]$.

Proof.
Lemma 3.6. The functions $h \leq 1$ part of the proof (since for $I$ even, $f_{1,1}$ arises from $g_{1-1,2}$, and by (3.7), these are just the singularities arising from $g_{1,1}$ for $0 \leq i \leq I - 1$). The induction hypothesis completes the proof.

(ii) Fix $2 \leq K \leq I$. By iteratively applying (3.7) with $k = 1$ to $g_{1,K} K - 1$ times, we see that nonremovable singularities of $g_{1,K}$ arise as those of $g_{1,1}$ for $1 \leq i \leq I - 1$, since for $i = 0, I$, either $g_{i,1}$ or $g_{i,-1}$ is zero. By part (i), if $I = 2n$, the nonremovable singularities of $g_{1,1}$ for $1 \leq i \leq I - 1$ are of the form (1.8) for $1 \leq m \leq n$. If $I = 2n + 1$, then $g_{1,1}$ is zero, so nonremovable singularities of $g_{1,1}$ for $1 \leq i \leq I - 1$ are still of the form (1.8) for $1 \leq m \leq n$. In either case, $n = \lfloor (I - 1)/2 \rfloor$.

Corollary 3.5. For $0 \leq K \leq I$, $I - K \in 2\mathbb{Z}$, if $\zeta$ is a nonremovable singularity of $f_{1,K}$, then $\zeta$ may be written in the form (1.8) for $1 \leq m \leq n$, where $n = \lfloor (I - 1)/2 \rfloor$.

Proof. If $I = 2n + 1$ and $K = 0$ or $K = 1$, we have from (3.4)

$$f_{1,K} = \tilde{g}_{1,1} + \omega_1 \circ g_{1,-1,K+1},$$

since $g_{1,-1,K-1} = 0$. Thus, nonremovable singularities of $f_{1,K}$ are the same as those of $g_{1,-1,K+1}$. By Lemma 3.4 (ii), each of these has singularities of the form (1.8) for $1 \leq m \leq \lfloor (I - 1)/2 \rfloor = n$. On the other hand, if $1 < K \leq I$, $I - K \in 2\mathbb{Z}$, we can use (3.6) to write $f_{1,K}$ as

$$f_{1,K} = \sum_{i=0}^{I} f_{i,1} \circ g_{1,i,K-1},$$

from which we see that the nonremovable singularities of $f_{1,K}$ arise from those of $f_{i,1}$ and $g_{1,K-1}$ for $1 \leq i \leq I$. Singularities of $f_{i,1}$ are of the form (1.8) for $1 \leq m \leq \lfloor (I - 1)/2 \rfloor$ by the first part of the proof (since for $I$ even, $f_{1,1} = 0$). Singularities of $g_{i,K-1}$ are of the form (1.8) for $1 \leq m \leq \lfloor (I - 1)/2 \rfloor$ by Lemma 3.4 (ii) (since $g_{1,K-1} = 0$ by the assumption $I - K \in 2\mathbb{Z}$).

Now that we have seen that the set $S_p$ is decided by only the functions $g_{i,1}$, we relate $g_{i,1}$ and the functions $h_1$ from (1.12) in anticipation of the proof of Lemma 3.4.

Lemma 3.6. The functions $g_{i,1}$ for $I = 2P - 1$ are just rescaled, symmetrized $h_1$, namely,

$$g_{1,1}(\eta; [\phi_k]_{j=1}^{P}; [\phi_j]_{j=1}^{P-1}) = \frac{1}{P!(P-1)!!} \sum_{\sigma \in S_p} h_1(\eta; [\phi_\sigma(\eta)]_{j=1}^{P}; [\phi_{1,\tau(\eta)}]_{j=1}^{P-1}).$$

Proof. We prove the lemma by induction on $P$. The case $P = 1$ holds by definition. Suppose the statement holds up to $P - 1$. Let us call $\phi = \sum_{j=1}^{P} \phi_k - \sum_{j=1}^{P-1} \phi_j$. Combining (3.2), (3.3), and (3.7), we have

$$g_{1,1}(\eta; [\phi_k]_{j=1}^{P}; [\phi_j]_{j=1}^{P-1}) = \frac{-1}{\phi - \eta} \sum_{m=0}^{P-1} \frac{1}{P!(P-1)!!} \sum_{\sigma \in S_p} g_{m,1}(\eta; [\phi_\sigma(\eta)]_{j=1}^{m+1}; [\phi_{1,\tau(\eta)}]_{j=1}^{m+1}) \circ g_{1-1-m,1}(\eta; [\phi_\sigma(\eta)]_{j=m+2}^{P}; [\phi_{1,\tau(\eta)}]_{j=m+2}^{P-1+1})$$
Then we use the induction hypothesis to rewrite as

\[
\begin{align*}
\frac{-i}{\phi - \eta} & \sum_{m=0}^{l-1} \frac{1}{P!(P-1)!} \sum_{\sigma \in S_p} \sum_{\tau \in S_{p-1}} \frac{i}{(m+1)!} \frac{\omega}{(m-1)!} \sum_{\mu \in S_{m+1}} \sum_{\nu \in S_{m-1}} h_m(\eta; [\phi_{\mu(\sigma(j))}]_{i=1}^{m+1} + [\phi_{\nu(\tau(j))}]_{k=1}^{m+1}) \\
& \qquad \times \frac{i}{(l-m)!} \frac{\omega}{(l-m-2)!} \sum_{\alpha \in S_{l-m}} h_{I-1-m}(\eta; [\phi_{\alpha(\sigma(j))}]_{j=1}^{m+1} + [\phi_{\tau(\tau(j))}]_{j=1}^{m+1}) \frac{P-2}{m+1}
\end{align*}
\]

\[
\frac{m}{2} + \frac{m}{2}
\]

\[
\begin{align*}
&= \frac{1}{P!(P-1)!} \sum_{\sigma \in S_p} \sum_{\tau \in S_{p-1}} \frac{1}{\sum_{j=1}^{P} \phi_{\sigma(j)} - \sum_{j=1}^{P} \phi_{\tau(j)} - \eta} \\
& \qquad \times \sum_{m=0}^{l-1} h_m(\eta; [\phi_{\sigma(j)}]_{j=1}^{m+1} + [\phi_{\tau(j)}]_{j=1}^{m+1}) h_{I-1-m}(\eta; [\phi_{\sigma(j)}]_{j=1}^{m+1} + [\phi_{\tau(j)}]_{j=1}^{m+1})
\end{align*}
\]

where we’ve noticed that the permutations \(\mu, \nu, \alpha, \) and \(\beta\) as well as the remaining \(\circ\) are redundant since the \(h_m\) and \(h_{I-1-m}\) have already been symmetrized. The definition of \(h_I\) completes the proof.  

4. FINITELY MANY SUMMANDS

If \(\varphi\) is of finite Wigner-von Neumann type, there are finitely many nonremovable singularities arising from applications of Lemma 3.1 all of the form (1.8). We obtain the first of our main results:

**Proof of Theorem 1.2** By Lemma 2.1 and subordinacy theory for Dirac operators due to Behncke, it is enough to show that given \(\frac{q}{2} \notin S_p\), all solutions \(U(x, \eta)\) are bounded, regardless of their boundary value at zero. Given such a solution \(U\), we pass to its Pr"{u}fer amplitude \(r(x, \eta)\) and begin from (2.2). Repeatedly applying Lemma 3.1 to

\[
\int_0^x e^{i(\eta t + 2\theta(t, \eta))} \varphi(t) dt,
\]

where \(\varphi\) is of the form (1.3), we obtain a finite sum of terms of the form (3.1) with either \(I = p\) or \(K = 0\) and a finite sum of errors, with each error bounded by \(2^{2K}\) for some finite \(K\). The leading functions \(f_{I,K}(\eta; [\phi_{kj}]_{j=1}^{P} + [\phi_{ij}]_{j=1}^{N})\) are meromorphic functions in \(\eta\) where all poles have the form (1.8) with \(1 \leq m \leq n\) by Lemma 3.1. The terms with \(I = p\) are uniformly bounded in \(x\) by the \(L^p\) condition on the \(\beta_j\). For one of the (finitely many) terms with \(K = 0\),

\[
f_{2P,0}(\eta; [\phi_{kj}]_{j=1}^{P} + [\phi_{ij}]_{j=1}^{P}) \int_0^x \prod_{j=1}^{P} e^{-i\phi_{kj}} e^{i\phi_{ij}} \gamma_{kj}(t) \gamma_{ij}(t) dt,
\]

if \(\sum_{j=1}^{P} \phi_{kj} - \phi_{ij} \neq 0\), we may apply Lemma 3.1 once more to give a finite \(x\)-independent upper bound. If \(\sum_{j=1}^{P} \phi_{kj} - \phi_{ij} = 0\), then there is a corresponding term,

\[
f_{2P,0}(\eta; [\phi_{kj}]_{j=1}^{P} + [\phi_{ij}]_{j=1}^{P}) \int_0^x \prod_{j=1}^{P} \gamma_{kj}(t) \gamma_{ij}(t) dt,
\]
where the two constants $f_{1,0}(\eta)$ of these two corresponding terms are equal and purely imaginary by Lemma 3.2. The sum of these corresponding terms, then, is purely imaginary, and taking the real part in (2.2) annihilates them both. This shows that $\log r(x, \eta)$ is bounded uniformly in $x \in [0, \infty)$ and completes the proof. \hfill \Box

We now turn to the proof of Theorem 1.3 and show that elements of $S_p$ may indeed appear as embedded eigenvalues. We begin with a solution $U(x, \eta)$ to (1.3) for $\varphi$ of the form (1.9). Consider

$$r(x, \eta) = \sum_{j=1}^n \phi_{kj} - \sum_{j=1}^{n-1} \phi_{ij},$$

where $p = 2n + 1$ and assume that $\eta_0$ cannot be rewritten in the form (1.8) using fewer frequencies. We will use the following analog of [18, Lemma 6.1]:

**Lemma 4.1.** Let $E \in \mathbb{R}$ and let $r(x, \eta), \theta(x, \eta)$ be the Prüfer variables for a solution $U(x, \eta)$ of (1.3) at $E = \eta/2$. If

$$\partial_x \log r(x, \eta) = -\frac{B}{x^{(p-2)\gamma}} + b(x, \eta)$$

(4.1)

for some $b(x, \eta)$ integrable in $x$ and $\theta_\infty = \lim_{x \to \infty} \theta(x)$ exists, then for some $A > 0$, we have

$$U(x) = Af(x) \left( (1 + i)e^{-i(\eta/2x + \theta_\infty)} \right) \left( 1 + o(1) \right), \quad x \to \infty,$$

(4.2)

where

$$f(x) = \begin{cases} x^{-B} & \text{if } \gamma = \frac{1}{p-2} \\ \exp(-\frac{B}{-(p-2)\gamma} x^{1-(p-2)\gamma}) & \text{if } \gamma \in \left( \frac{1}{p-2}, \frac{1}{p-2} \right). \end{cases}$$

(4.3)

**Proof.** Follows from the proof of [18, Lemma 6.1] and (2.1). \hfill \Box

Beginning from (2.2), we may apply our iterative procedure from the proof of Theorem 1.2 to produce terms with $x$-independent upper bounds and other terms of the form

$$f_{2n-1,1}(\eta_0; [\phi_{kj}]_{j=1}^n; [\phi_{ij}]_{j=1}^{n-1}) x^{-\delta(p-2)} e^{i\sum_{j=1}^n \xi_{kj}(x) - \sum_{j=1}^{n-1} \xi_{ij}(x) + 2\theta} \prod_{j=1}^n c_{kj} \prod_{j=1}^{n-1} \overline{c_{ij}}.$$

We cannot apply Lemma 3.1 to these latter terms due to the nonremovable singularity in $g_{2n-1,1}(\eta)$ at $\eta_0$. These terms appear once with each distinct permutation pair $(\sigma, \tau)$ of $(k_1, \ldots, k_n) \times (l_1, \ldots, l_{n-1})$, and since there may be repeated indices $k_j = k_i$ or $l_j = l_i$, we simply denote the number of such distinct permutations by $C$. Thus we arrive at

$$\partial_x \log r(x, \eta) = \text{Re} \left( \frac{A}{x^{\delta(p-2)}} e^{i\xi(x) + 2\theta} + b(x) \right),$$

(4.4)

where $\xi(x) = \sum_{j=1}^n \xi_{kj}(x) - \sum_{j=1}^{n-1} \xi_{ij}(x), \ b \in L^1([0, \infty))$, and

$$A = Cf_{2n-1,1} \prod_{j=1}^n c_{kj} \prod_{j=1}^{n-1} \overline{c_{ij}}.$$

Without the exponential term in the above, the right hand side is clearly not integrable. Our goal is to choose $\xi$ such that the exponential term above does not oscillate enough to make the right hand side integrable. To that end, we wish to control the behavior of $\frac{\partial \xi}{\partial \tau}$. Our iterative procedure starting with (2.3) leaves the same terms from before with the addition of terms of the form

$$f_{2n,0}(\eta; [\phi_{kj}]_{j=1}^n; [\phi_{ij}]_{j=1}^{n-1}) \int_0^x \prod_{j=1}^n \gamma_{kj}(t) \gamma_{ij}(t) dt,$$
where \( \sum_{j=1}^{P} \phi_{kj} - \phi_{ij} = 0 \), for all \( 1 \leq P \leq n \). These terms were eliminated in the proof of Theorem 1.2 by taking the real part since we were after \( \partial_x \log r(x, \eta) \), but in controlling \( \frac{\partial \theta}{\partial x} \), we take the imaginary part, and these terms must be included. Thus we write
\[
\partial_x \theta(x, \eta) = -\text{Im} \left( \Omega(x) + \frac{A}{x^{(g-2)}} e^{i(\xi(x)+2\theta)} + c(x) \right),
\]
where again \( c(x) \in L^1 \) and now
\[
\Omega(x) = \sum_{P=1}^{n} \sum_{\sum_{j=1}^{P} \phi_{kj} - \phi_{ij} = 0} f_{2P,0}(\eta; [\phi_{kj}]_{j=1}^{P}; [\phi_{ij}]_{j=1}^{P}) \prod_{j=1}^{P} \gamma_{kj}(x) \gamma_{ij}(x).
\]
For the moment, let us consider only the case \( p = 3 \) for convenience. Then \( \Omega \) simplifies, after appealing to (3.3) to compute \( \Omega(x) \), to
\[
\Omega(x) = -i \sum_{j=1}^{M} \left| c_{j} \right|^2 (\phi_{j} - \eta) x^{-2\delta}.
\]
Supposing \( \min \{ \phi_{j} : 1 \leq j \leq M \} < \eta < \max \{ \phi_{j} : 1 \leq j \leq M \} \), we may choose the \( c_{j} \) such that the summands in \( \Omega \) cancel and \( \Omega(x) \equiv 0 \). Then, using the proof of [18, Lemma 6.3] to instead arrive at a choice of \( \xi(x) \) yielding
\[
\lim_{x \to \infty} \xi(x) + 2\theta(x) = -\text{arg} \Lambda,
\]
rather than \( -\frac{x}{2} - \text{arg} \Lambda \) (which requires no change to the proof), appealing to (4.4) and Lemma 4.1 shows \( \eta_0 \) is an embedded eigenvalue in the case \( p = 3 \). This shows that the sets \( S_{p} \) indeed contain possible embedded eigenvalues, but does not show that the growth in the sets \( S_{p} \) is necessary. For \( p = 5, \eta_0 \in S_5 \setminus S_3 \), and to prove Theorem 1.3, we show that \( \eta_0 \) in this case can be an embedded eigenvalue.

Proof of Theorem 1.3. When \( p = 5 \), \( \Omega \) includes the terms in (4.5) along with the terms
\[
\sum_{j=1}^{2} \sum_{\sum_{j=1}^{2} \phi_{kj} - \phi_{ij} = 0} f_{4,0}(\eta; [\phi_{kj}]_{j=1}^{2}; [\phi_{ij}]_{j=1}^{2}) \prod_{j=1}^{2} \gamma_{kj}(x) \gamma_{ij}(x) = \sum_{j_1, j_2 = 1}^{M} f_{4,0}(\eta; [\phi_{j_1}, \phi_{j_2}]; [\phi_{j_1}, \phi_{j_2}]) |c_{j_1} c_{j_2}|^2 x^{-4\delta}.
\]
Then from (3.3), we compute
\[
f_{4,0}(\eta; [\phi_{j_1}, \phi_{j_2}]; [\phi_{j_1}, \phi_{j_2}]) = -\frac{i}{2} \frac{\phi_{j_1} + \phi_{j_2} - 2\eta}{(\phi_{j_1} - \eta)^2 (\phi_{j_2} - \eta)^2}.
\]
Thus, if conditions (1.10) and (1.11) both hold, \( \Omega(x) \) is identically zero, and the rest of the proof follows exactly as in the \( p = 3 \) case. \( \square \)

Lastly, we show that conditions (1.10) and (1.11) can hold simultaneously, so that Theorem 1.3 can hold non-vacuously. We take \( M = 3 \) in (1.2), so that
\[
\varphi(x) = ae^{i\phi_{x}} \gamma_{1}(x) + be^{i\psi_{x}} \gamma_{2}(x) + ce^{i\phi_{x}} \gamma_{3}(x),
\]
where \( \gamma_j(x) = e^{\xi_j(x)}x^{-d} \) and \( a, b, c \in \mathbb{C} \). The conditions (4.10) and (4.11) become
\[
\frac{|a|^2}{\phi - \eta} + \frac{|b|^2}{\psi - \eta} + \frac{|c|^2}{\rho - \eta} = 0, \\
\frac{|a|^4}{(\phi - \eta)^3} + \frac{|b|^4}{(\psi - \eta)^3} + \frac{|c|^4}{(\rho - \eta)^3} + \frac{|ab|^2}{(\phi - \psi)(\phi - \eta)^2} + \frac{|ac|^2}{(\phi - \eta)^2(\rho - \eta)} + \frac{|bc|^2}{(\psi - \eta)^2(\tau - \eta)} = 0.
\]

(4.6)

Let \( E = \eta/2 \) for \( \eta = \phi + \psi - \rho \). Then \( \phi, \psi, \rho \) rationally independent implies \( E \in S_5 \setminus S_3 \). We wish to choose \( \phi, \psi, \) and \( \tau \) rationally independent such that the above conditions hold. Condition (4.6) is equivalent to \( |e|^2 = \frac{|a|^2}{\psi - \rho} + \frac{|b|^2}{\rho - \eta} \), and we assume \( \psi < \rho < \phi \) so that this condition may be satisfied for many choices of \( a \) and \( b \). Suppose \( 2\rho - \phi - \psi = 1 \). This implies the following simple identities:
\[
\phi - \eta = \phi - \psi, \quad \phi + \psi - 2\eta = 1, \\
\psi - \eta = \rho - \phi, \quad \phi + \rho - 2\eta = \rho - \psi + 1, \\
\rho - \eta = 1, \quad \psi + \rho - 2\eta = \rho + \phi + 1,
\]
which allow us to rewrite (4.7) as
\[
\frac{|a|^4}{(\rho - \phi)^3} + \frac{|b|^4}{(\rho - \phi)^3} + \frac{|a|^2}{\psi - \rho} + \frac{|b|^2}{\phi - \rho} + \frac{|ab|^2}{(\phi - \psi)(\phi - \rho)^2} \\
+ \frac{|a|^2}{(\rho - \phi)^2(\rho - \psi + 1)}\left(\frac{|a|^2}{\psi - \rho} + \frac{|b|^2}{\phi - \rho}\right) + \frac{|b|^2}{(\rho - \phi)^2} = 0,
\]
which equality holds identically, independently of the choice of \( a \) and \( b \), just by expanding and cancelling. There are many choices of \( \phi, \psi, \) and \( \rho \) so that \( \psi < \rho < \phi, \, 2\rho - \phi - \psi = 1 \), and they are rationally independent. We may take, for example, \( \phi = \sqrt{5}, \rho = \sqrt{3}, \) and \( \psi = 2\sqrt{3} - \sqrt{5} - 1 \). For any such choice, both conditions (4.6) and (4.7) hold, and Theorem 1.3 implies that \( \phi + \psi - \rho \) is an embedded eigenvalue.

5. Infinitely Many Summands

If \( \varphi \) is not of finite type, our goal is instead to bound the Hausdorff measure of \( S_p \). To start this section, we prove Lemma 5.1 in a series of smaller lemmas. Our strategy is to begin with
\[
\log \frac{Z(x, \eta)}{Z(0, \eta)} = \int_0^x S_{1,1}(t)dt,
\]
where
\[
S_{I,K}(x) = \sum_{k_1, \ldots, k_P = 1 \atop l_1, \ldots, l_N = 1}^\infty f_{I,K}(\eta; [\phi_{kj}]_{j=1}^P; [\phi_{lj}]_{j=1}^N) \prod_{j=1}^P \beta_{kj}(x) \prod_{j=1}^N \beta_{lj}(x)e^{iK(\eta z + 2\theta(x))},
\]

(5.1)

with \( \beta_j(x) = c_j e^{-i\phi_j x} \gamma_j(x) \), and then pass to higher values of \( I \) via Lemma 5.1. Note that \( S_{I,K} \) is trivial if \( I + K \not\in 2\mathbb{Z} \) or \( I < K \). We will track errors using
\[
E_{I,K} = 2 \sum_{k_1, \ldots, k_P = 1 \atop l_1, \ldots, l_K = 1}^\infty |g_{I,K} \prod_{j=1}^P c_{kj} \prod_{j=1}^N c_{lj}|.
\]

Lemma 5.1. If \( \varphi \) obeys the conditions of Lemma 5.4, then \( E_{I,K} \) is finite for \( 1 \leq K \leq I \leq p - 2 \).
Proof. By Lemma 3.6 and (1.12), since condition (iv) of Lemma 1.4 holds for \(1 \leq I \leq p-2\), \(E_{I,1}\) is finite for the same values of \(I\). Then (3.7) gives

\[
E_{I,K} \leq \sum_{i=0}^{I} E_{i,k} E_{I-i,K-k},
\]

for any \(0 < k < K\). The lemma follows. \(\Box\)

Lemma 5.2. If \(\varphi\) obeys the conditions of Lemma 3.14, then the sum \(S_{I,K}(t)\) is absolutely convergent when \(0 \leq K \leq I \leq p\). If, moreover, \(I = p\), then

\[
\int_{0}^{\infty} \sum_{k_{1},\ldots,k_{P}=1}^{\infty} |f_{I,K}(\eta_{j};[\phi_{k_{j}}]_{j=1}^{P},[\varphi_{j}]_{j=1}^{N})| \prod_{j=1}^{P} \beta_{k_{j}} \prod_{j=1}^{N} \beta_{j} |dt| \leq \sum_{n=-1}^{1} |\omega_{n}| E_{p-1,K+n} \sum_{j=1}^{\infty} |c_{j}| \sigma^{p}.
\]

Proof. Taking absolute values in (3.1) gives

\[
|f_{I,K}| \leq |\Xi_{I,K}| + \sum_{n=-1}^{1} |\omega_{n}| \odot |g_{I-1,K+n}|.
\]

Multiplying by

\[
|\prod_{j=1}^{P} \beta_{k_{j}} \prod_{j=1}^{N} \beta_{j}| \leq |\prod_{j=1}^{P} c_{k_{j}} \prod_{j=1}^{N} c_{j}| r^{I}
\]

and summing in \(k_{j}\) and \(l_{j}\) proves absolute convergence. If \(I = p\), we instead multiply by

\[
\int_{0}^{\infty} |\prod_{j=1}^{P} \beta_{k_{j}}(t) \prod_{j=1}^{N} \beta_{j}(t)| dt \leq |\prod_{j=1}^{P} c_{k_{j}} \prod_{j=1}^{N} c_{j}| \sigma^{p},
\]

and summing again in \(k_{j}\) and \(l_{j}\) completes the proof. \(\Box\)

Lemma 5.3. For a fixed \(I \in \mathbb{N}\), let \(P_{K} := (I+K)/2\), \(N_{K} := (I-K)/2\), and denote \(\phi_{K} = \sum_{j=1}^{P_{K}} \phi_{k_{j}} - \sum_{j=1}^{N_{K}} \phi_{l_{j}}\), \(\Gamma_{K} = \prod_{j=1}^{P_{K}} \gamma_{k_{j}} \prod_{j=1}^{N_{K}} \gamma_{l_{j}}\), and \(C_{K} = \prod_{j=1}^{P_{K}} c_{k_{j}} \prod_{j=1}^{N_{K}} c_{l_{j}}\). Then,

\[
I+1 \sum_{K=0}^{l} S_{I+1,K} = \sum_{K=0}^{l} \left[ \sum_{k_{1},\ldots,k_{P_{K}}=1}^{\infty} C_{K} c_{k_{P_{K}+1}} g_{I,K} e^{i(K+1)(\eta t + 2\theta)} e^{-i(\phi_{K} + \phi_{K+1})} \Gamma_{K} \gamma_{K+1} \right. \\
- \left. \sum_{k_{1},\ldots,k_{P_{K}}=1}^{\infty} C_{K} c_{l_{N_{K}}} g_{I,K} e^{i(K-1)(\eta t + 2\theta)} e^{-i(\phi_{K} - \phi_{K+1})} \Gamma_{K} \gamma_{K+1} \right].
\]

Proof. Beginning from

\[
I+1 \sum_{K=0}^{l} S_{I+1,K} = \sum_{K=0}^{l} \sum_{k_{1},\ldots,k_{P_{K}}=1}^{\infty} f_{I+1,K}(\eta_{j};[\phi_{k_{j}}]_{j=1}^{P_{K}},[\phi_{j}]_{j=1}^{N_{K}}) \prod_{j=1}^{P_{K}} \beta_{k_{j}}(x) \prod_{j=1}^{N_{K}} \beta_{j}(x) e^{iK(\eta x + 2\theta(x))},
\]
we use (5.3) to rewrite as

$$\sum_{k=0}^{l+1} \sum_{\eta=1}^{\infty} \frac{1}{P_K N_K} \sum_{a=-1}^{1} \sum_{\sigma \in \sigma_{P_K}} \sum_{\tau \in \tau_{N_K}} \omega_a g_{I,K+a}(\eta; [\phi_{K+1}]_{j=1}^{\min[P_K]}; [\phi_{I+1}]_{j=1}^{\min[N_K]})$$

$$\times \prod_{j=1}^{P_K} \beta_{k_j}(x) \prod_{j=1}^{N_K} \beta_{l_j}(x) e^{iK(\eta x + 2\theta(x))}.$$  

Grouping terms with $g_{I,K}$ of the same indices $(I, K)$, each such group has two summands, one from the case where $K = K + 1$ and $a = -1$ and another from the case where $K = K - 1$ and $a = 1$. Each such term has the form

$$\sum_{k_1, \ldots, k_{P_K+1}=1}^{\infty} \prod_{j=1}^{k_1} \beta_{k_j}(x) \prod_{j=1}^{N_K} \beta_{l_j}(x) e^{iK(\eta x + 2\theta(x))}.$$  

By choosing to average over permutations of the frequencies in the first summand of the lemma, and summing in $K$ above, we have equality and complete the proof.

Lemma 5.4. If $\varphi$ obeys the conditions of Lemma 1.4, then for $I = 1, \ldots, p-1$ and $0 \leq a < b < \infty$,

$$\left| \int_a^b \left( \sum_{K=1}^{l+1} S_{I,K}(t) - \sum_{K=0}^{l+1} S_{I+1,K}(t) \right) dt \right| \leq \sum_{K=1}^{l} \frac{1}{k} E_{I,K} t^l. \quad (5.2)$$

Proof. For $K \geq 1$, we start from Lemma 5.1 and multiply by $g_{I,K}$ to get

$$\left| \int_a^b f_{I,K} e^{iK(\eta t + 2\theta)} e^{-i\theta t} \Gamma + 2ig_{I,K} e^{iK(\eta t + 2\theta)} e^{-i\theta t} \Gamma \theta \right| \leq \frac{2\Gamma}{K} |g_{I,K}|.$$  

Then we multiply through by $\prod_{j=1}^{P_K} c_{k_j} \prod_{j=1}^{N_K} c_{l_j}$ and sum in all the $k_j$ and $l_j$ from one to infinity, which summation is justified by Fubini’s theorem and Lemmas 5.1 and 5.2. Then summing in $K$ from one to $I$ finishes the proof. The term containing the $g_{I,K}$ becomes $S_{I+1,K}$ using (2.3) and Lemma 5.3.

Proof of Lemma 1.4. By summing over $I = 1, \ldots, p-1$ in (5.2), we have

$$\left| \int_a^b (S_{I,1}(t) - \sum_{K=1}^{p} S_{P,K}(t) - \sum_{l=2}^{p} S_{I,0}(t)) dt \right| \leq \sum_{l=1}^{p-1} \sum_{K=1}^{l} \frac{1}{K} E_{I,K} t^l.$$  

Then, for \( I = p \), we bound the sum in \( K \) by

\[
\left| \sum_{K=1}^{p} \int_{a}^{b} \mathcal{S}_{p,K}(t) dt \right| \leq \sum_{K=1}^{p} \int_{a}^{b} \sum_{k_{1},\ldots,k_{p+K}=1}^{\infty} \left| f_{p,K} \prod_{j=1}^{p+K} \beta_{k_{j}} \prod_{j=1}^{p-K} \beta_{l_{j}} \right| dt
\]

\[
\leq \sum_{K=1}^{p} \sum_{a=-1}^{1} \left| \omega_{a} \right| E_{p-1,K+a} \sum_{j=1}^{\infty} |c_{j}| \sigma^{p} \leq 2 \sum_{K=0}^{p-1} \sum_{j=1}^{\infty} |c_{j}| \sigma^{p}.
\]

The term we have yet to bound, \( \sum_{I=2}^{p} \mathcal{S}_{I,0}(t) \), is independent of the Prüfer variables, since \( K = 0 \).

By condition (W) of Lemma 13, we can write the Prüfer variables for two linearly independent solutions \( U \) and \( V \) as follows:

\[
\log \frac{Z_{U}(x,\eta)}{Z_{U}(0,\eta)} = \sum_{l=2}^{p} \int_{0}^{x} \mathcal{S}_{l,0}(t) dt + B_{U}(x),
\]

\[
\log \frac{Z_{V}(x,\eta)}{Z_{V}(0,\eta)} = \sum_{l=2}^{p} \int_{0}^{x} \mathcal{S}_{l,0}(t) dt + B_{V}(x),
\]

where the terms \( B_{U} \) and \( B_{V} \) are bounded functions that depend on \( U \) and \( V \), respectively, whereas \( \sum_{I=2}^{p} \mathcal{S}_{I,0}(t) dt \) does not depend on the solution \( U \) or \( V \). Thus the difference is given by

\[
\log \frac{Z_{U}(x,\eta)}{Z_{V}(x,\eta)} - \log \frac{Z_{U}(0,\eta)}{Z_{V}(0,\eta)} = B_{U}(x) - B_{V}(x).
\]

Since \( B_{U} - B_{V} \) has a finite limit at infinity, taking the real part shows that \( \log \frac{Z_{U}(x,\eta)}{Z_{V}(x,\eta)} \) also has a finite limit at infinity, and thus \( \frac{r_{U}(x,\eta)}{r_{V}(x,\eta)} \) has a finite, nonzero limit at infinity. This holds independently of the choice of \( U \) and \( V \).

Note that the difference \( B_{U} - B_{V} \) is absolutely continuous, since it may be written as

\[
B_{U}(x) - B_{V}(x) = \log \frac{Z_{U}(x,\eta)}{Z_{U}(0,\eta)} - \log \frac{Z_{V}(x,\eta)}{Z_{V}(0,\eta)} = \int_{0}^{x} e^{i\theta_{U}(t,\eta)}(e^{2i\theta_{U}(t,\eta)} - e^{2i\theta_{V}(t,\eta)}) dt.
\]

Since \( B_{U} - B_{V} \) has a finite limit at infinity, there exists some \( 0 < x_{0} < \infty \) for which

\[
\left| \int_{0}^{\infty} (B_{U}(t) - B_{V}(t))' dt \right| < \frac{\pi}{4}.
\]

Taking the imaginary part then gives that \( |\theta_{U}(x,\eta) - \theta_{V}(x,\eta) - (\theta_{U}(0,\eta) - \theta_{V}(0,\eta))| \) is bounded by \( \pi/4 \) for \( x \geq x_{0} \). In particular, if we choose the solution \( U \) arbitrarily and then choose \( V \) such that \( \theta_{V}(0,\eta) = \theta_{U}(0,\eta) - \pi/2 + 2k\pi \) for some \( k \in \mathbb{Z} \), then for \( x \geq x_{0} \), we have

\[
\theta_{U}(x,\eta) - \theta_{V}(x,\eta) \in \left( \frac{\pi}{4}, \frac{3\pi}{4} \right).
\]

In particular, \( \sin(\theta_{U}(x,\eta) - \theta_{V}(x,\eta)) \in (\frac{\sqrt{2}}{2}, 1] \). Since \( U \) and \( V \) are linearly independent, their Wronskian is independent of \( x \) and is given by some nonzero constant \( C \). We write

\[
W[U,V](x) = 4r_{U}(x,\eta)r_{V}(x,\eta)\sin(\theta_{U}(x,\eta) - \theta_{V}(x,\eta)) = C \neq 0.
\]

Multiplying through by \( r_{U}(x,\eta)/r_{V}(x,\eta) \), the boundedness of \( \sin(\theta_{U}(x,\eta) - \theta_{V}(x,\eta)) \) away from zero implies \( r_{U}^{2}(x,\eta) \), and therefore \( r_{U}(x,\eta) \), has a finite limit at infinity. Since \( U,V \) were chosen arbitrarily, every solution of \( \text{Dirac Operators with Operator Data of Wigner-Von Neumann Type} \) is bounded. \( \square \)
Remark. It is quicker to merely show absence of subordinate solutions, rather than to show boundedness of solutions. If $U$ were a subordinate solution, then for any linearly independent solution $V$ we would have, by L'Hôpital's rule,

$$0 = \lim_{x \to \infty} \int_0^x \|U(t, \eta)\|^2 dt = \lim_{x \to \infty} \frac{\|U(x, \eta)\|^2}{\|V(x, \eta)\|^2} = \lim_{x \to \infty} \frac{r_U(x, \eta)^2}{r_V(x, \eta)^2},$$

which contradicts the fact from the first part of the proof that $\frac{r_U(x, \eta)}{r_V(x, \eta)} \to L$ for some nonzero $L$.

For the following lemma, recall that the Catalan numbers $C_n$ are given by

$$C_n = \frac{1}{n + 1} \binom{2n}{n}.$$ 

Lemma 5.5. Let $\nu$ be a finite uniformly $\beta$-Hölder measure on $\mathbb{R}$.

(i) If $\alpha \in (0, \beta)$, then for all $\psi \in \mathbb{R}$,

$$\int \frac{1}{|\psi - \eta|^\alpha} d\nu(\eta) \leq D_\alpha,$$

where $D_\alpha$ is a finite constant that depends only on $\alpha$.

(ii) For $I \geq 1$, $I = 2^P - 1$, and $\alpha \in (0, \frac{\beta}{I})$,

$$\int |h_I(\eta; [\phi_{k_j}]_{j=1}^P; [\phi_{l_j}]_{j=1}^{P-1})|^\alpha d\nu(\eta) \leq C_I D_\alpha,$$

where $C_I$ are Catalan numbers.

Proof.

(i) This is proved in [19, Lemma 4.1].

(ii) We induct on $P$. The case $P = 1$ holds by (5.3). Suppose the statement holds up to $P - 1$. Integrating one summand in (1.12) and using Hölder’s inequality and the induction hypothesis gives

$$\int \left| \frac{1}{\sum_{j=1}^P \phi_{k_j} - \sum_{j=1}^{P-1} \phi_{l_j} - \eta} h_m h_{I-1-m} \right|^\alpha d\nu(\eta) \leq D_I^{1/I} (C_m D_{I\alpha})^{m/I} (C_{I-1-m} D_{I\alpha})^{(I-1-m)/I} \leq C_m C_{I-1-m} D_{I\alpha},$$

and since the Catalan sequence obeys the recursion $C_n = \sum_{j=0}^{n-1} C_j C_{n-1-j}$, summing in $0 \leq m \leq I - 1$ recovers the Catalan number $C_I$.

Lemma 5.6. Suppose (1.7) holds and let $I = 2^P - 1$. Then the set of $\eta$ for which

$$\sum_{k_1, \ldots, k_P = 1}^{\infty} \sum_{\ell_1, \ldots, \ell_{P-1} = 1}^{\infty} \left| h_I(\eta; [\phi_{k_j}]_{j=1}^P; [\phi_{l_j}]_{j=1}^{P-1}) \prod_{j=1}^P c_{k_j} \prod_{j=1}^N \tau_j \right|^\tau = \infty,$$

has Hausdorff dimension at most $I\alpha$. If $I = 2^P$, the same set is empty.

Proof. Let $T$ be the set of $\eta$ for which condition (X) of Lemma 1.4 fails. Suppose the Hausdorff dimension of $T$ is greater than $I\alpha$. Then for some $\beta > I\alpha$, $h^\beta(T) = \infty$. This implies the existence of
a subset $T' \subset T$ such that $\nu = \chi_T \cdot h^\beta$ is a finite uniformly $\beta$-Hölder measure with $\nu(T) > 0$. Then Lemma 5.5 implies

$$\int \sum_{k_1, \ldots, k_{|I|+1} = 1}^{\infty} |h_i(\eta; [\phi_{k_j}]_{j=1}^{i+1}; [\phi_{l_j}]_{j=1}^{-i-1}) \prod_{j=1}^{i+1} c_{k_j} \prod_{j=1}^{-i-1} c_{l_j}|^\alpha d\nu(\eta)$$

$$= \sum_{k_1, \ldots, k_{|I|+1} = 1}^{\infty} \prod_{j=1}^{i+1} c_{k_j} \prod_{j=1}^{-i-1} c_{l_j} \int |h_i(\eta; [\phi_{k_j}]_{j=1}^{i+1}; [\phi_{l_j}]_{j=1}^{-i-1})|^\alpha d\nu(\eta)$$

$$\leq \sum_{k_1, \ldots, k_{|I|} = 1}^{\infty} \prod_{j=1}^{i+1} c_{k_j} \prod_{j=1}^{-i-1} c_{l_j}|D_{\alpha} = D_{\alpha} \left( \sum_{j=1}^{\infty} |c_j|^{\alpha} \right)^i,$$

which is finite by the $\alpha$-type decay condition (1.7). Since the integral is finite, the integrand is $\nu$-almost everywhere finite. But since $\alpha \in (0, 1]$, this implies that condition (iv) holds $\nu$-almost everywhere, so that $\nu(T) = 0$, a contradiction. The second statement of the lemma follows from the fact that $h_I$ is zero for even $I$. $\square$

Proof of Theorem 1.6 Conditions (1.5), (1.6), and (1.7) of Lemma 1.4 are trivially satisfied for every $\eta$. Condition (iv) is satisfied away from a set $T$ of Hausdorff dimension at most $(p-2)\alpha$ by Lemma 5.6 (note that condition (iv) of Lemma 1.4 need only be satisfied for odd $I = 1, \ldots, p-2$).

By Lemma 1.4 and Lemma 2.1, there are no subordinate solutions for $2E = \eta \in \mathbb{R} \setminus S$, and by the subordinacy theory of Gilbert-Pearson and Behncke, this implies the theorem. $\square$
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