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Abstract: In cyber-physical systems, multidimensional data fusion is an important method to achieve comprehensive evaluation decisions and reduce data redundancy. In this paper, a data fusion algorithm based on fuzzy set theory and Dempster-Shafer (D-S) evidence theory is proposed to overcome the shortcomings of the existing decision-layer multidimensional data fusion algorithms. The basic probability distribution of evidence is determined based on fuzzy set theory and attribute weights, and the data fusion of attribute evidence is combined with the credibility of sensor nodes in a cyber-physical systems network. Experimental analysis shows that the proposed method has obvious advantages in the degree of the differentiation of the results.
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1 Introduction

Cyber-Physical Systems (CPSs) are receiving increased attention because of their wide applications, although the theories and technologies of CPSs still face considerable challenges, including energy management, privacy and security [1–3], data transmission and processing, and control technique. Data processing is one of the most important factor in CPSs. In a typical scenario, a large number of heterogeneous nodes are deployed to monitor the surrounding environment comprehensively and in a timely manner. Various types of data are collected at a high frequency [4]. The quality of decision making of CPSs is related to the accuracy of high-dimensional big data and the transmission rate of this accurate data [5]. In Refs. [6, 7], researchers used a small data set to represent the vast information carried by big sensory data. In Refs. [8–10], approximate aggregation algorithms for different applications are proposed. All these methods aim to improve transmission and processing performance by reducing data size.

From the point of view of improving accuracy, data fusion is used to combine data from multiple sources to achieve inferences, correlations, and associations that are more efficient and potentially more accurate than if they were achieved by means of a single source [11]. In the process of data fusion, different services have different sensitivities to different attribute of records [12]. For example, service A in the control process could particularly be influenced by temperature. Therefore, when judging the influence degree of the environmental status on service A, temperature attribute data will be given a greater weight in data fusion process. Meanwhile, another service B is affected by wind speed in the control process, but the impact of temperature changes is negligible. Then, the attribute weight of temperature should be reduced, and the attribute weight of wind speed should be increased. Under the same environmental conditions, with the adjustments of weights, the degrees of the impact of environmental changes on things will be different in the final fusion results. Therefore, how to scientifically and reasonably optimize the weight of each attribute is one of the key issues in data fusion.
2 Related Work

The concept of data fusion was first proposed by the Joint Directors of Laboratories of the United States Department of Defense. It was defined as a process dealing with the association, correlation, and combination of data and information from single and multiple sources to achieve precise position and identity estimates and complete and timely assessments of situations, threats, and their significance\textsuperscript{[13]}. Data fusion was originally applied to the military field to comprehensively evaluate a battlefield through various data. Later, it was also widely used in civilian fields. In addition to having decision-making ability, data fusion can also reduce data redundancy and improve the accuracy and efficiency of data acquisition. The main research of data fusion is focused on the algorithm\textsuperscript{[14]}, which could be divided into two categories.

One is the single-dimensional attribute data fusion method. All data belong to the same kind of attribute, while the locations of the data sources are different. The data of multiple identical attributes are finally synthesized into a representative feature data. For example, in Ref. [15], a tree-structure-based fusion method is proposed to construct a dynamic network transmission tree. Data are transmitted along the branches to the root. During the transmission process, data are collected at each convergence point, and the data transmission volume is gradually reduced. Reference [16] proposes a fusion algorithm from the perspective of the time correlation of data acquisition, which is used to quantify the data fusion frequency and reduce the load. In addition, prediction-based and compression-based data fusion methods have been proposed in Ref. [17].

The other category is the method of multidimensional attribute data fusion method, which is often used in decision-layer fusion to fuse the recognition results of multiple classification models for measurement targets, and it then executes the final reasoning and decision-making process. Dempster-Shafer (D-S) evidence theory is commonly used in decision-layer data fusion. However, evidence conflict problems are prone to occur, such as the one-vote denial situation. That is, when some evidence is completely denied, no matter how high the degree of the other evidence is, it will be integrated to obtain a negative result. Two main solutions to this problem are presented.

(1) Rule of modifying evidence synthesis. The domain of the synthesis rule is believed to be incomplete, which leads to evidence conflicts. Reference [13] redistributes the conflicting information. For the evidence without a conflict, the basic D-S evidence theory synthesis rule is still adopted, the conflicting evidence is completely denied, and the conflicting evidence is assigned to unknown domain terms. Reference [18] further improved this process by stating that the conflicting evidence also carries support for the original domain and should not be placed into unknown items. Through the introduction of the concept of evidence credibility, the conflicting evidence is weighted and redistributed.

(2) Rule of modifying evidence data. It modifies the basic probabilities of the evidences support to the resulting events and then uses D-S evidence theory synthesis rules to synthesize evidence and reduce or even eliminate the evidence conflict by changing support. The typical Murphy’s average distribution method averages the basic probability distributions of $n$ evidence groups and then uses the basic D-S evidence synthesis rules to synthesize\textsuperscript{[19]}. The advantage of this method is that it can converge quickly, and it can also handle conflicting data. However, Murphy’s method simply calculates the averages without considering the correlations between the evidence. It will provide evidence of the great impact of large deviations on the final synthesis results. On the basis of Murphy’s method, some scholars use the distance between evidence to measure the similarity between evidence to resolve the correlations.

The modification of the synthesis rule changes some basic properties of the synthesis rule, and the modified synthesis rule changes the commutation law and the binding law of the original synthesis rule. When more than one piece of evidence exists, the final result is related to the order of the synthetic evidence, and an unknown domain term that undermines the closure of the domain set is introduced. To modify the evidence data, starting with the evidence data themselves, the reliability of the evidence is derived from the mathematical data provided by all the evidence without considering the actual application. For example, in CPSs, the evidence data are obtained from various sensors, while the sensor itself has a reliability problem in providing data.

3 Proposed Data Fusion Algorithm

A data fusion algorithm based on fuzzy set theory
and D-S evidence theory is proposed here, which combines the weights of environmental attributes and the credibility of CPSs nodes.

First, in accordance with fuzzy set theory, we can determine the degree of membership of an environmental factor to an abnormal level by changing the weight of the environmental attributes. Then, we use fuzzy set theory to determine the initial basic support of a numerical value of environmental attributes and adjust the support based on the weights of the attributes. Next, the membership degree is normalized to obtain the basic probability distribution in D-S evidence theory.

Then, according to D-S evidence theory, data fusion is combined with the credibility of attributes. The credibility of the attribute is the credibility of the sensor node that provides this attribute. At present, D-S evidence theory is mainly based on the evidence distance to calculate the similarity between the evidence. Without combining specific applications, the credibility of evidence is judged based on the source of the evidence.

In this process, the degree of membership is adjusted by the weight of the attribute. Therefore, the value of same abnormal data to different abnormal levels is different, and the final synthesis result will also be different. Considering the credibility of the source node of evidence, the accuracy of the synthesis result could be improved.

### 3.1 Basic probability determination method based on fuzzy sets and attribute weights

Assume that we need to determine the level of an abnormal environment according to the values of abnormal attributes. We define the set of attributes as $E = \{E_1, E_2, \ldots, E_n\}$ and set the abnormal level as $A = \{A_1, A_2, \ldots, A_m\}$. $A_i$ represents the $i$-th abnormal level, and it is an integer. First, we need to use fuzzy set theory to determine the attributes membership degree to all abnormal levels based on the attribute value. Various attributes are the universe of the fuzzy set theory. The abnormal level $A_i$ in CPSs is a fuzzy set. When the value of an attribute is normal, the degree of support for all exception levels is 0. When the value of an attribute is abnormal, the degree of support for all abnormal levels needs to be determined, that is, we need to determine a certain abnormal degree of membership to which the anomaly attribute belongs.

For any exception level $A_i$, each attribute $E_j$ has a value $E_{ji}$. When the value of attribute $E_j$ is not in the range $[E_{ji}^{\min}, E_{ji}^{\max}]$, the support probability of $E_j$ to the exception class $A_i$ is 0. Otherwise, a certain probability that it belongs to the abnormal-level $A_i$ exists. The support degree for determining a property for a fuzzy set is determined by the membership function. When the value of attribute $E_j$ is closer to the middle of the range, a high support probability of attribute $E_j$ to the abnormal level $A_i$ corresponds to a high value of the membership degree function. When the value of attribute $E_j$ is closer to the two sides of the range, a low support probability of attribute $E_j$ to the abnormal level $A_i$ corresponds to a low value of the membership degree function. So, the membership curve, which has the characteristics of high in the middle and low on both sides, can be represented by Gaussian membership functions in Eq. (1),

$$u_{A_i}(E_j) = \begin{cases} e^{- \frac{(E_{ji} - \mu_{ji})^2}{2\sigma_{ji}^2}}, & E_{ji} \in [E_{ji}^{\min}, E_{ji}^{\max}] \\ 0, & E_{ji} \notin [E_{ji}^{\min}, E_{ji}^{\max}] \end{cases}$$

where the value of expectation $\mu_{ji}$ is the average of $E_{ji}^{\min}$ and $E_{ji}^{\max}$ and $\sigma_{ji}$ is the standard deviation of Gaussian function, whose value is $(E_{ji}^{\max} - E_{ji}^{\min})/3$. According to Eq. (1), the attribute corresponding exception can be calculated. According to the degree of membership, a membership matrix $U$ can be proposed in Eq. (2),

$$U = \begin{bmatrix} u_{A_1}(E_1) & u_{A_2}(E_1) & \cdots & u_{A_m}(E_1) \\ u_{A_1}(E_2) & u_{A_2}(E_2) & \cdots & u_{A_m}(E_2) \\ \vdots & \vdots & \ddots & \vdots \\ u_{A_1}(E_m) & u_{A_2}(E_m) & \cdots & u_{A_m}(E_m) \end{bmatrix}$$

According to the detection attribute value, the degree of membership of each attribute to abnormal level can be initially determined by the membership degree function. The weight of each attribute is considered the same. No distinction exists between the weights of attributes. However, an attribute will belong to multiple abnormal levels with different degrees of membership. When the weight of this attribute is high, then the result of the abnormal level is affected by this attribute. When this abnormal property has an abnormality, then a high probability exists that the abnormal level is high. Therefore, the degree of membership needs to be adjusted according to the weight.

According to this analysis, the basic adjustment criteria is based on the weight of attributes. When the weight of an attribute is higher than the average weight, the degree of membership with a high level
of exceptional support for this attribute needs to be increased, and the degree of membership with a low level of support for the anomaly needs to be reduced. When the weight of an attribute is lower than the average weight, the weight is adjusted in the opposite direction. The abnormal level is divided according to the set of abnormal levels with a degree of membership greater than 0. The rank of the abnormality whose attribute degree is greater than 0 is divided into two parts by the middle average, namely, the part with the high abnormal level and the part with the lower abnormal level. Taking the middle as the benchmark, the farther the abnormal level is from the benchmark, the smaller the proportion of adjustment is, and the closer it is to the elevation, the greater the adjustment ratio. When the weight of an attribute is greater than the average weight, the degree of membership with a high level of attribute support anomaly increases, and the degree of membership with a low level of anomaly support decreases.

When the weight of an attribute is less than the average weight, the degree of membership with a low level of attribute support anomaly increases, and the degree of membership with a low level of abnormality is reduced.

Therefore, the adjustment of an attribute relative to an anomaly grade membership degree needs to be determined based on the relationship between attributes weight and average weight, and the distance between anomaly grade and the anomaly rank classification benchmarking. The weight of attribute $E_j$ is represented by $w_j$. Then, the total weight $w$ and the average weight $\bar{w}$ could be calculated by Eqs. (3) and (4), respectively,

$$ w = w_1|w_2|w_3|\cdots|w_n = \sum_{j=1}^{n} w_j $$  \hspace{1cm} (3)

$$ \bar{w} = \frac{(w_1|w_2|w_3|\cdots|w_n)}{n} = \frac{\sum_{i=1}^{n} w_i}{n} $$  \hspace{1cm} (4)

Assume that attribute $E_j$ calculates the abnormality membership degree greater than zero set according to the previous membership function \{$A_a, A_{a+1}, \ldots, A_b$\}. The minimum value of the abnormal level is $A_a$, and the maximum value of the abnormal level is $A_b$. The level of abnormality is divided into the middle of the benchmark $A_{mid}$ as follows:

$$ A_{mid} = \frac{A_a + A_b}{2} $$  \hspace{1cm} (5)

Therefore, the distance from an exception level to the benchmark can be calculated in Eq. (6),

$$ D_{A_i} = |A_i - A_{mid}| $$  \hspace{1cm} (6)

The total distance from the anomaly level collection to the benchmark equals the total distance from the low abnormal level collection to the benchmark. Therefore, we have

$$ D = D_{A_1} + D_{A_{i+1}} + \cdots + D_{A_b}, \ A_i \geq A_{mid} $$  \hspace{1cm} (7)

For a membership value $u_{A_i}(E_j)$, the adjustment equation is shown in Eq. (8),

$$ u'_{A_i}(E_j) = \begin{cases} u_{A_i}(E_j) - \left(\frac{w_j - \bar{w}}{\bar{w}}\right)(1 - \frac{D_{A_i}}{D})u_{A_i}(E_j), & A_i < A_{mid}; \\ u_{A_i}(E_j), & A_i = A_{mid}; \\ u_{A_i}(E_j) + \left(\frac{w_j - \bar{w}}{\bar{w}}\right)(1 - \frac{D_{A_i}}{D})u_{A_i}(E_j), & A_i > A_{mid} \end{cases} $$  \hspace{1cm} (8)

The first expression in brackets is the attribute weights. This expression indicates whether the attribute weight $E_j$ is higher or lower than the average weight value. A value of positive indicates that the weight is higher than the average weight, and a value of negative indicates that the weight is lower than the average weight; And its absolute value represents a proportion that exceeds or falls below the weight. The second parenthesis is a function of abnormal grade distance, which indicates the proportion of an abnormal grade distance to the total distance. A low proportion corresponds to a high percentage of adjustment. A low ratio corresponds to a great proportion of adjustment. Therefore, we should use 1 to reduce the distance ratio by using Eq. (8).

The membership degree is adjusted by Eq. (8). When the attribute weight is higher than the average, the degree of membership of the low abnormal level is reduced, and the degree of membership of the high abnormal level is increased. According to the adjusted degree of membership, a new membership matrix $U_{new}$ is computed by Eq. (9),

$$ U_{new} = \begin{bmatrix} u'_{A_1}(E_1) & u'_{A_2}(E_1) & \cdots & u'_{A_m}(E_1) \\ u'_{A_1}(E_2) & u'_{A_2}(E_2) & \cdots & u'_{A_m}(E_2) \\ \vdots & \vdots & \ddots & \vdots \\ u'_{A_1}(E_m) & u'_{A_2}(E_m) & \cdots & u'_{A_m}(E_m) \end{bmatrix} $$  \hspace{1cm} (9)

To obtain the basic probability distribution in D-S evidence theory, the corresponding degree of membership of each evidence needs to be normalized according to Eq. (10),
and transmitted data in chronological order, and the data passed the anomaly detection process and can distinguish between the correct data and wrong data. The sliding window is a virtual window, and the window size can be adjusted according to the current window. The ratio of correct data to the window size is used to calculate the credibility of the data. The length of the sliding window is denoted as $L$, and the number of correct data in the sliding window is denoted as $N$. The credibility of the current data $C$, is calculated by Eq. (12).

\[
C = \frac{N}{L}
\]

When a sensor transmits the wrong data, the reliability of this sensor should be reduced, and multiple consecutive correct values are needed to gradually increase the reliability of the sensor. The sliding window is used to describe this process, which is reflected in the data filling. If erroneous data are again generated in the process of increasing the credibility, then the credibility will be reduced again, and the process of increasing credibility will be prolonged. That is, wrong data appear during the filling process, and the size of the sliding window needs to be increased to lengthen the filling process. When the continuous acquisition of correct data reaches a certain standard, the influence of eliminating historical error data can be achieved. Then the sliding window should be canceled, and the reliability of the sensor becomes a stable value.

### 3.2.2 D-S evidence synthesis process

The value of an attribute evidence is the data after the fusion of the results of similar sensors. The average of the credibility of the fusion source sensor is taken as the credibility of this fusion data. If there are $n$ $E_j$ type sensors, according to the sensor credibility model, these sensors have a certain degree of confidence in the collected values, which are $C_{E_j}^1, C_{E_j}^2, C_{E_j}^3, \ldots, C_{E_j}^n$, respectively. Then, the credibility $C_{E_j}$ of the attribute $E_j$ evidence can be calculated by Eq. (13).

\[
C_{E_j} = \frac{C_{E_j}^1 + C_{E_j}^2 + \cdots + C_{E_j}^n}{n}
\]

According to the above method, each attribute evidence can be calculated a credibility, which can be regarded as the weight of each evidence. After the weights of each attribute are obtained, the weighted sum of the basic distribution probabilities of all attribute evidences is calculated according to the weights of attributes for each exception level.
\[ p_{A_i}(E) = \sum_{j=1}^{n} (p_{A_i}(E_j) \times C_{E_j}) \]  

(14)

After weighting, the weighted sum obtained above becomes a one-dimensional matrix \( P \) in Eq. (15).

\[ P = [p_{A_1}(E), p_{A_2}(E), \ldots, p_{A_m}(E)] \]  

(15)

The element \( p_{A_i}(E) \) represents a support degree of evidence set \( E \) to abnormal level \( A_i \). Then, it is normalized according to Eq. (16),

\[ p'_{A_i}(E) = \frac{p_{A_i}(E)}{\sum_{i=1}^{m} p_{A_i}(E)} \]  

(16)

the basic probability distribution that is in accordance with the requirement of D-S evidence theory is obtained.

Therefore, we obtain the weighted basic probability distribution matrix in Eq. (17),

\[ P' = [p'_{A_1}(E), p'_{A_2}(E), \ldots, p'_{A_m}(E)] \]  

(17)

Then, on the basis of the D-S evidence, basic theoretical equations are synthesized in Eq. (18),

\[ m(A) = \begin{cases} \frac{1}{1-k} \sum_{A_i \cap B_j = A} m_1(A_i)m_2(B_j), & A \neq \emptyset; \\ 0, & A = \emptyset \end{cases} \]  

(18)

Among them, \( m_1 \) and \( m_2 \) represent two pieces of evidence, \( k \) represents the degree of conflict between these two pieces of evidence and is calculated by Eq. (19),

\[ k = \sum_{A_i \cap B_j = \emptyset} m_1(A_i)m_2(B_j) \]  

(19)

According to Murphy’s improved method for conflict evidence of D-S evidence theory, the weighted evidence is used to obtain the weighted basic probability distribution. The D-S evidence synthesis equation is used to assign the probability after the addition. If \( n \) pieces of evidence exist, then the addition after the probability of synthesis occurs \( n-1 \) times. First, the weighted basic probability distribution is synthesized by itself according to the synthesis equation, and the result \( P_1 \) of the first synthesis can be obtained. Then, the result \( P_1 \) of the first synthesis and the synthesis equation are used to synthesize the result \( P_2 \) after the synthesis of two times and, in turn, recursively. \( n \) pieces of evidence exist on the synthesis that occurs \( n-1 \) times.

### 3.3 Multidimensional attribute data fusion

After synthesizing the rule operation of D-S evidence theory, each attribute has a support probability for an abnormal grade. All attribute evidence is synthesized, and all attributes have a comprehensive support probability for the abnormal grade. Assuming that the results are expressed as \( m(A_i) \), the meaning of \( m(A_i) \) represents a comprehensive support probability for all attributes for the exception level \( A_i \), as shown in Table 1. A new membership degree matrix can be obtained by the membership degree.

The synthesis result is that each abnormal level has a support degree, and an abnormal level needs to be selected from them as the final data fusion result according to judgment rule. For example, suppose that \( A_1 \) and \( A_2 \) are two elements that satisfy Eq. (20),

\[ \left\{ \begin{array}{ll} m(A_1) = \max \{ m(A_i) \}, & A_i \in A; \\ m(A_2) = \max \{ m(A_i) \}, & A_i \in A, A_i \neq A_1 \end{array} \right. \]  

(20)

If \( m(A_1) - m(A_2) > \varepsilon \), then the exception level \( A_1 \) is the final fusion result. \( \varepsilon \) is a preset distinguishing threshold.

The rule of judgment is to select the maximum probability and the second largest probability to compare in the abnormal result level. If the probability difference between them is greater than the preset value, the maximum probability corresponding to the grade is the final fusion result. If the probability difference between the two is less than the preset value, then the rank result corresponding to the maximum probability and the rank result corresponding to the second largest probability have no discrimination degree and no final fusion result.

### 4 Experimental

Assume that four kinds of environmental attributes, named \( E_1, E_2, E_3, \) and \( E_4 \), exist. Three kinds of environmental abnormal levels exist, named \( A_1, A_2, \) and \( A_3 \). D-S evidence synthesis is required for the values of the four environmental attributes. The initial basic probability distribution is shown in Table 2.

For the above basic probability distribution, the D-S synthesis rule, Murphy’s average combination rule, and the proposed method were used for evidence synthesis. In our method, the reliability of nodes is not hallucinated.
taken into account. In the experiments, we specify that the confidence values of $E_1$, $E_2$, $E_3$, and $E_4$ are 0.4, 0.2, 0.9, and 0.7, respectively. The results shown in Table 3 were obtained.

As seen in Table 3, given that evidence $E_2$ does not support $A_1$ at all, in all the D-S synthesis rules, no matter what the other evidence is, the probability of $m(A_1)$ is always 0. The other three methods can handle this problem. The one-vote veto phenomenon leads to the following case. The Murphy average combination rule simply averages the evidence for weighted sums. The processing is relatively simple. No weight information is discriminated. The distance-based method degenerates into Murphy’s weighted average when only two pieces of evidence are processed. If only two pieces of evidence exist, then the distance is not differentiated, and no connection with practical applications occurs. If more evidence of low credibility exists, then the results that are different from the actual results will be obtained. This paper starts from the practical application and uses the credibility of the sensor provider as the weight to process the evidence, which is more in line with the actual situation. The maximum probability and the second largest probability also have a certain distance when the number of evidence is small and can be judged according to the decision. Therefore, we come to the final fusion result.

### Table 2 Basic probability distribution.

| Evidence | $A_1$ | $A_2$ | $A_3$ |
|-----------|-------|-------|-------|
| $E_1$     | 0.60  | 0.12  | 0.28  |
| $E_2$     | 0.65  | 0.25  | 0.10  |
| $E_3$     | 0.55  | 0.32  | 0.13  |
| $E_4$     | 0.65  | 0.25  | 0.10  |

### Table 3 Comparison of the results of different methods.

| Method                        | Evidence | $E_1$, $E_2$, $E_3$, $E_1$, $E_2$, $E_3$, $E_4$ |
|-------------------------------|----------|-----------------------------------------------|
| D-S synthesis rule            | $m(A_1) = 0.00$ | $m(A_1) = 0.00$ | $m(A_1) = 0.00$ | $m(A_1) = 0.00$ |
|                               | $m(A_2) = 0.50$ | $m(A_2) = 0.71$ | $m(A_2) = 0.86$ | $m(A_2) = 0.90$ |
| Murphy’s average combination  | $m(A_1) = 0.26$ | $m(A_1) = 0.56$ | $m(A_1) = 0.72$ | $m(A_1) = 0.86$ |
| rule                          | $m(A_2) = 0.49$ | $m(A_2) = 0.35$ | $m(A_2) = 0.25$ | $m(A_2) = 0.20$ |
|                               | $m(A_3) = 0.25$ | $m(A_3) = 0.09$ | $m(A_3) = 0.03$ | $m(A_3) = 0.01$ |
| Our method                    | $m(A_1) = 0.47$ | $m(A_1) = 0.86$ | $m(A_1) = 0.92$ | $m(A_1) = 0.92$ |
|                               | $m(A_2) = 0.29$ | $m(A_2) = 0.11$ | $m(A_2) = 0.07$ | $m(A_2) = 0.07$ |
|                               | $m(A_3) = 0.24$ | $m(A_3) = 0.03$ | $m(A_3) = 0.01$ | $m(A_3) = 0.01$ |

### 5 Conclusion

In this paper, we analyze some existing defects in data fusion algorithms of decision-making layer. Then, a data fusion method based on fuzzy sets and D-S evidence theory is proposed. The basic probability distribution of evidence is determined based on fuzzy set theory and attribute weights. Then, the data fusion of attribute evidence is combined with credibility of sensor node in CPSs. Furthermore, a method for modeling the reliability of sensors based on the correctness and error of historical data is presented. Finally, a simulation experiment is conducted on the credibility model to prove the validity of our model. Numerical analysis of the new synthesis method was performed. A comparison of the proposed method with other synthetic methods proved that the synthesis method based on node credibility is better. Thus, this method has an obvious advantage in terms of degree of differentiation of the results.
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