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Abstract: In this paper, we study the existence of random periodic solutions for nonlinear stochastic differential equations with additive white noise. We extend the input-to-state characteristic operator of the system to the non-autonomous stochastic differential equation via the pull-back of the discretised stochastic differential equation. We then use the completeness of the measurable function space which we construct skillfully and the Banach fixed point theorem to prove the existence of a fixed point of the gain operator. And we prove that the image for the input-to-state characteristic operator at this fixed point is a random periodic solution for the forward stochastic flow generated by the non-autonomous stochastic differential equation. Finally, we present some examples.
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1 Introduction

Periodic solution has been a central concept of the qualitative theory of ordinary differential equations and the deterministic dynamic system theory, it originated from Poincaré’s pioneering work (\textsuperscript{[17]}). The deterministic autonomous dynamical system does not depend on the initial
time, but depends on the time interval. However, the remarkable feature of deterministic non-autonomous dynamical system is that its evolution depends on both the current time and the initial time. Therefore, this kind of systems require a two-parameter semi-group to characterize, which makes it describe more natural phenomena. Denote \( \triangle := \{(t, s) \in \mathbb{R}^2, s \leq t\} \). For a deterministic non-autonomous dynamical system \( u(t, s) : X \to X \) over time \( (t, s) \in \triangle \), where \( X \) is a metric space. A periodic solution for \( u \) is a periodic function \( y : \mathbb{R} \to X \) with periodic \( T > 0 \) such that

\[
u(t, s)y(s) = y(t) \quad \text{and} \quad y(s + T) = y(s) \quad \text{for all} \ (t, s) \in \triangle.
\]

As the random counterpart of periodic solution, H.Z. Zhao and Z-H. Zheng first proposed the definition of random periodic solution for a \( C^1 \)-cocycle ([19]). Later the concept of random periodic solutions for semi-flows generated by non-autonomous stochastic differential equations and stochastic partial differential equations were given in [8] and [6], respectively. Also, they led to more progress on investigations of various issues in autonomous stochastic differential equations and non-autonomous stochastic differential equations. They include numerical analysis of random periodic solutions and periodic measures of stochastic differential equations ([3], [4]); anticipating random periodic solutions of stochastic differential equations ([5]); random periodic processes, periodic measures and ergodicity ([7]) etc.

Let \((\Omega, \mathcal{F}, P)\) be a probability space, \(X\) be a Polish space and \(\mathcal{B}(X)\) be its Borel \(\sigma\)-algebra. Denote by \((\Omega, \mathcal{F}, P, (\theta_s)_{s \in \mathbb{R}})\) a metric dynamical system and \(\theta_s : \Omega \to \Omega\) is assumed to be measurably invertible for all \(s \in \mathbb{R}\).

**Definition 1.1** ([19]) A random periodic solution of periodic \(T > 0\) for the random dynamical system \(\varphi : \mathbb{R} \times \Omega \times X \to X\) is an \(\mathcal{F}\)-measurable map \(Y : \mathbb{R} \times \Omega \to X\) such that for almost all \(\omega \in \Omega\),

\[
\varphi(t, \theta_s \omega)Y(s, \omega) = Y(t + s, \omega), \quad Y(s + T, \omega) = Y(s, \theta_T \omega), \quad \text{for any} \ t, s \in \mathbb{R}. \quad (1.1)
\]

Consider a forward stochastic flow \(\varphi : \triangle \times \Omega \times X \to X\) of periodic \(T\), which satisfies the following standard condition

\[
\varphi(s, s) = \text{Id}, \quad \varphi(t, s, \omega) = \varphi(t, r, \omega) \circ \varphi(r, s, \omega), \quad (1.2)
\]

and the periodic property

\[
\varphi(t + T, s + T, \omega) = \varphi(t, s, \theta_T \omega), \quad (1.3)
\]

for all \(s \leq r \leq t, \ s, r, t \in \mathbb{R}\).

**Definition 1.2** ([8]) A random periodic solution of periodic \(T > 0\) for the forward stochastic flow \(\varphi : \triangle \times \Omega \times X \to X\) is an \(\mathcal{F}\)-measurable map \(Y : \mathbb{R} \times \Omega \to X\) such that for almost all \(\omega \in \Omega\),

\[
\varphi(t, s, \omega)Y(s, \omega) = Y(t, \omega), \quad Y(s + T, \omega) = Y(s, \theta_T \omega), \quad \text{for any} \ (t, s) \in \triangle. \quad (1.4)
\]
In this paper, we consider the following nonlinear stochastic system:

\[ dX_t = [AX_t + h(t, X_t)]dt + \sigma(t)dW_t, \]  

(1.5)

where \( W_t(\omega) = (W^1_t(\omega), ..., W^m_t(\omega)) \) is a two-side time Wiener process with values in \( \mathbb{R}^m \) on the canonical Wiener space \( (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in \mathbb{R}}, P), \) i.e., \( \mathcal{F} \) is the Borel \( \sigma \)-algebra of \( \Omega = C_0(\mathbb{R}, \mathbb{R}^m) = \{ \omega : \omega(t) \text{ continuous}, \omega(0) = 0, t \in \mathbb{R} \}; \) \( \mathcal{F}_s^t \) is the least complete \( \sigma \)-field for which all \( W_u - W_v, \) \( s \leq v \leq u \leq t \) are measurable and \( \mathcal{F}_t^\infty = \bigvee_{s \leq t} \mathcal{F}_s^t; P \) is the Wiener measure. \( A = (a_{ij})_{d \times d} \) is a \( (d \times d) \)-dimensional matrix. \( h : \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R}^d, \) \( h(t + T, X_t) = h(t, X_t), \) for any \( t \in \mathbb{R}, x \in \mathbb{R}^d, \) \( T > 0 \) is a constant. \( \sigma(t) = \sigma(t + T) \) is a \( (d \times m) \)-dimensional matrix.

In \([9]\), J.F. Jiang and X. Lv studied small-gain results for nonlinear stochastic system driven by additive white noise of the form with \( h(t, x) \equiv h(x), \) \( \sigma(t) \equiv \sigma \) in (1.5), and \( h \) is order-preserving or anti-order-preserving. Motivated by their work, we extend their results to non-autonomous stochastic differential equation (1.5). In our case, the solution of (1.5) is a forward stochastic flow which leads to the input-to-state characteristic operator \( K(u) \) not only depending on \( \omega \in \Omega \) but also depending on \( t \in \mathbb{R} \). Thus, in order to get the fixed point of the gain operator, we construct a measurable function space skillfully. And we prove that the image for the input-to-state characteristic operator at this fixed point is a random periodic solution for the non-autonomous stochastic differential equation (1.5).

The rest of this paper is organized as follows. In section 2, we review some preliminary concepts and definitions, present the assumptions for the non-autonomous stochastic differential equation (1.5), and define an operator of the system via the pull-back of the discretised stochastic differential equation. In section 3, we establish some auxiliary lemmas and proposition, and present the definition of another operator and its properties. In section 4, the main result Theorem 4.2 is proved. In section 5, we present some examples.

### 2 Preliminaries and Assumptions

Before starting our main results, we introduce some basic concepts and notations.

**Definition 2.1 (\([1]\))** A family of mapping on the sample space \( \Omega, \theta_t : \Omega \rightarrow \Omega, t \in \mathbb{R}, \) is called a measurable dynamical system if the following conditions are satisfied

(i) Identity property: \( \theta_0 = \text{Id}; \)

(ii) Flow property: \( \theta_{t+s} = \theta_t \circ \theta_s; \)

(iii) Measurability: \( (\omega, t) \rightarrow \theta_t\omega \) is measurable.

It is called a measure-preserving or metric dynamical system if, furthermore

(iv) Measure-preserving preserving property: \( P(\theta_t(A)) = P(A), \) for every \( A \in \mathcal{F} \) and \( t \in \mathbb{R}. \)

In this case, \( P \) is called an invariant measure with respect to the dynamical system \( \theta_t. \)

**Definition 2.2 (\([1]\))** A measurable random dynamical system (RDS) on the measurable space \((X, \mathcal{B}(X))\) over a metric dynamical system \((\Omega, \mathcal{F}, P, (\theta_t)_{t \in \mathbb{R}})\) with time \( \mathbb{R} \) is a mapping

\[ \Phi : \mathbb{R} \times \Omega \times X \rightarrow X, \ (t, \omega, x) \mapsto \Phi(t, \omega, x) \]
with the following properties:
(i) Measurability: $\Phi$ is $(\mathcal{B}(\mathbb{R}) \otimes \mathcal{F} \otimes \mathcal{B}(X), \mathcal{B}(X))$-measurable.
(ii) Cocycle property: The mappings $\Phi(t, \omega) := \Phi(t, \omega, \cdot): X \to X$ form a cocycle over $\theta(\cdot)$, i.e.
they satisfy
\[
\Phi(0, \omega) = \text{id}_X, \quad \text{for all } \omega \in \Omega,
\]
\[
\Phi(t + s, \omega) = \Phi(t, \theta_s \omega) \circ \Phi(s, \omega), \quad \text{for all } s, t \in \mathbb{R}, \; \omega \in \Omega.
\]
Here $\circ$ means composition of mappings.

**Definition 2.3** [12] Let $\varphi(t, s, x, \omega), s, t \in \mathbb{R}, x \in \mathbb{R}^d$ be a continuous $\mathbb{R}^d$-valued random field defined on the probability space $(\Omega, \mathcal{F}, P)$. Then for almost all $\omega$, $\varphi(t, s, \omega) \equiv \varphi(t, s, \cdot, \omega)$ defines a continuous map from $\mathbb{R}^d$ into itself for any $s, t$. It is called a stochastic flow if there exists a null set $N$ of $\Omega$ such that for any $\omega \in \Omega \setminus N$, the family of continuous maps $\{\varphi(t, s, \omega) : s, t \in \mathbb{R}\}$ defines a flow i.e. it satisfies the following properties:
(i) $\varphi(u, s, \omega) = \varphi(u, t, \omega) \circ \varphi(t, s, \omega)$ holds for all $s, t, u$, where $\circ$ denotes the composition of maps.
(ii) $\varphi(s, s, \omega) = \text{id}_X$ for all $s$.
Further if $\varphi(t, s, \omega)$ satisfies (iii), it is called a stochastic flow of homeomorphisms.
(iii) the map $\varphi(t, s, \omega) : \mathbb{R}^d \to \mathbb{R}^d$ is an onto homeomorphism for all $s, t \in \mathbb{R}$.
For the analysis of a stochastic flow, it is convenient to divide the flow into forward flow $\varphi(t, s), s \leq t$ and the backward flow $\varphi(t, s), s \geq t$ and discuss them separately.

Consider the corresponding linear ordinary differential equation:
\[
dX_t = AX_t \, dt. \tag{2.1}
\]
Let $\Phi_j(t) = (\Phi_{1j}(t), \ldots, \Phi_{dj}(t))^T$ be the solution of equation (2.1) with initial value $X(0) = e_j, j = 1, \ldots, d$. Then the $d \times d$ matrix $\Phi(t) = (\Phi_1(t), \ldots, \Phi_d(t)) = (\Phi_{ij}(t))_{d \times d}$ is the fundamental matrix of equation (2.1) and $\Phi(t + s) = \Phi(t) \circ \Phi(s)$ for all $t, s \geq 0$.

Now we propose the assumptions on $A, h, \sigma$ in (1.5) as follows.

(A) $A$ is cooperative, i.e., $a_{ij} \geq 0$ for all $i, j \in \{1, \ldots, d\}$ and $i \neq j$, and $A$ is stable, i.e., all real part of its eigenvalues are negative:
\[
\Re \mu \leq \lambda < 0 \quad \text{for all eigenvalues } \mu \text{ of } A. \tag{2.2}
\]

(H$_1$) $h \in C^1_b(\mathbb{R} \times \mathbb{R}^d, \mathbb{R}^d)$, i.e., the function $h$ and its derivatives are both bounded, and $h$ is order-preserving in $\mathbb{R}^d$, i.e., for any $t \in \mathbb{R}$
\[
h(t, x_1) \leq h(t, x_2) \quad \text{whenever } x_1 \leq x_2,
\]
or anti-order-preserving in $\mathbb{R}^d$, i.e.,
\[
h(t, x_1) \geq h(t, x_2) \quad \text{whenever } x_1 \leq x_2.
\]
Here, $x \leq y$ means that $y - x \in \mathbb{R}^d$ for all $x, y \in \mathbb{R}^d$. 
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\((H_2)\) \(L := \max \{ \sup_{t \in \mathbb{R}, x \in \mathbb{R}^d} \left| \frac{\partial h_i(t, x)}{\partial x_j} \right|, i, j = 1, \ldots, d \} < -\frac{\lambda}{x_0}.\)

\((\Sigma)\) \(\sup_{t \in \mathbb{R}} ||\sigma(t)|| := \sup_{t \in \mathbb{R}} \max \{ ||\sigma_{ij}(t)| : i = 1, \ldots, d; j = 1, \ldots, m \} < \infty,\) where \(\sigma_{ij}(t), i = 1, \ldots, d, j = 1, \ldots, m\) are continuous functions from \(\mathbb{R}\) to \(\mathbb{R}^d.\)

If \(A\) is stable, by (\cite{16}, Chapter 2, Proposition 2.10) we have
\[
\|\Phi(t)\| := \max \{ ||\Phi_{ij}(t)| : i, j = 1, \ldots, d \} \leq e^{\lambda t}, \quad t \geq 0. \tag{2.3}
\]
In this paper, we use the norm \(|x| := \max \{ |x_i| : i = 1, \ldots, d \}, x \in \mathbb{R}^d.\)

By Theorem 4.3 in \cite{11}, there is a modification of the unique solution for equation (1.5), denoted by \(\varphi(t, s, \omega) x\) and the integral version of (1.3)
\[
\varphi(t, s, \omega) x = \Phi(t-s)x + \Phi(t) \int_s^t \Phi^{-1}(r)h(r, \varphi(r, s, \omega)x)dr + \Phi(t) \int_s^t \Phi^{-1}(r)\sigma(r)dW_r
\]
holds almost surely. In addition, it has the following properties:
(i) For each \((t, s) \in \Delta\) and \(x, \varphi(t, s, \cdot)x\) is \(\mathcal{F}_s^t\)-measurable.
(ii) For almost all \(\omega, \varphi(t, s, \omega)x\) is continuous in \((t, s, x)\) and satisfies \(\lim_{t \downarrow s} \varphi(t, s, x, \omega) = x.\)
(iii) For almost all \(\omega,
\varphi(t, s, \omega) = \varphi(t, r, \omega) \circ \varphi(r, s, \omega),\)
for all \(s \leq r \leq t, s, r, t \in \mathbb{R}.\)

Denote the standard \(\mathbb{P}\)-preserving ergodic Wiener shift by \(\theta : \mathbb{R} \times \Omega \rightarrow \Omega,\)
\[
\theta_t\omega(\cdot) := W(t + \cdot) - W(t), \quad t \in \mathbb{R}.
\]

\textbf{Remark 2.4} The solution \(\varphi(t, s, \omega)x\) of non-autonomous stochastic differential equation (1.5) with the initial value \(X(s) = x \in \mathbb{R}^d\) does not satisfy the cocycle property, but satisfies the forward stochastic flow property (1.2). Furthermore, it has the periodicity (1.3). In fact, for \(s \leq t, s, t \in \mathbb{R},\) by the periodicity of \(h(\cdot, x)\) we have
\[
\varphi(t + T, s + T, \omega)x
\]
\[
= \Phi(t-s)x + \int_{s+T}^{t+T} \Phi(t+T-v)h(v, \varphi(v, s + T, \omega)x)dv + \int_{s+T}^{t+T} \Phi(t+T-v)\sigma(v)dW_v
\]
\[
= \Phi(t-s)x + \int_s^t \Phi(t-v)h(v + T, \varphi(v + T, s + T, \omega)x)dv + \int_s^t \Phi(t-v)\sigma(v + T)dW_{v+T}
\]
\[
= \Phi(t-s)x + \int_s^t \Phi(t-v)h(v, \varphi(v + T, s + T, \omega)x)dv + \int_s^t \Phi(t-v)\sigma(v)dW_v(\theta_T\omega)
\]
We thus have found that the function
\[
\psi(v, s, \theta_T\omega)x = \varphi(v + T, s + T, \omega)x, \quad s \leq v
\]
satisfies
\[ \psi(t, s, \theta_T x) = \Phi(t - s) x + \int_s^t \Phi(t - v) h(v, \psi(v, s, \theta_T x)) dv + \int_s^t \Phi(t - v) \sigma(v) dW_v(\theta_T x). \]

By the uniqueness of the solution
\[ \varphi(t, s, \theta_T x) = \psi(t, s, \theta_T x) = \varphi(t + T, s + T, \omega) x. \]

which implies that (1.3) holds.

Now we are in position to introduce the concept of an operator \( \mathcal{K} \). Denote by \( \varphi(t, -nT, \omega) x \) the solution starting from time \(-nT\) with the initial value \( X(-nT) = x \). Then for any \( n \in \mathbb{N}_+ \), \( t > -nT \),
\[ \varphi(t, -nT, \omega) x = \Phi(t + nT) x + \int_{-nT}^t \Phi(t - s) h(s, \varphi(s, -nT, \omega) x) ds + \int_{-nT}^t \Phi(t - s) \sigma(s) dW_s, \]
holds almost surely.

We define the input-to-state characteristic operator \( \mathcal{K} \):
\[ [\mathcal{K}(u)](t, \omega) = \int_{-\infty}^t \Phi(t - s) u(s, \omega) ds + \int_{-\infty}^t \Phi(t - s) \sigma(s) dW_s, \quad t \in \mathbb{R}, \ \omega \in \Omega. \] (2.6)

where the stochastic process \( u : \mathbb{R} \times \Omega \to \mathbb{R}_+^d \) is bounded.

We denote \( |x|_2 := \left( \sum_{i=1}^d |x_i|^2 \right)^{1/2}, x \in \mathbb{R}^d \) and \( \| \Phi \|_2 := \left( \sum_{i,j=1}^d |\Phi_{i,j}|^2 \right)^{1/2} \) in what follows, where \( \Phi \) is a \((d \times d)\)-dimensional matrix.

Remark 2.5 It is noticed that for fixed \( t \in \mathbb{R}, \omega \in \Omega \), the operator \( \mathcal{K} \) is well defined. In fact, for any bounded stochastic process \( u \), since \( \| \Phi(t) \| \leq e^{\lambda t}, t \geq 0 \), we have \( \| \Phi \|_2 \leq d \| \Phi(t) \| \leq de^{\lambda t} \), and it is not hard to prove that
\[ \int_{-\infty}^t |\Phi(t - s) u(s, \omega)|_2 ds < \infty \]
which implies that \( \lim_{r \to \infty} \int_{-r}^t \Phi(t - s) u(s, \omega) ds \) exists for all \( t \in \mathbb{R}, \omega \in \Omega \). For any \( r_1 > r_2 > 0 \),
\[ \mathbb{E} \left| \int_{-r_1}^t \Phi(-s) \sigma(s) dW_s - \int_{-r_2}^t \Phi(-s) \sigma(s) dW_s \right|_2^2 \]
\[ = \mathbb{E} \int_{-r_1}^{-r_2} \| \Phi(-s) \sigma(s) \|_2^2 ds \]
\[ \leq dm \cdot \sup_{t \in \mathbb{R}} \| \sigma(t) \| \cdot \int_{-r_1}^{-r_2} \| \Phi(-s) \|_2^2 ds \]
which together with assumption (A) and (Σ) shows that \( \int_{-r}^t \Phi(-s) \sigma(s) dW_s \) converges in \( L^2 \) as \( r \to \infty \). Furthermore, \( \int_{-r}^t \Phi(-s) \sigma(s) dW_s \) is a continuous martingale. Hence, it follows from (10, Problem 3.20 in Chapter 1) that \( \int_{-r}^t \Phi(-s) \sigma(s) dW_s \) converges \( \mathbb{P} \)-a.s. to an integrable random variable \( X_\infty := \int_{-\infty}^t \Phi(-s) \sigma(s) dW_s \) as \( r \to \infty \).
3 Measurability and asymptotic behaviour

In this section, we give some lemmas to describe the dynamics of the pull-back trajectory which will be used in the proof of our main result.

Lemma 3.1 For each \( n \in \mathbb{N}^+ \), \( x \in \mathbb{R}^d \), let

\[
a_n^h(t, \omega) = \inf \{ h(t, \varphi(t, -mT, \omega)x) : m \geq n, m \in \mathbb{N}_+ \}, \quad t \in \mathbb{R}, \omega \in \Omega,
\]

and

\[
b_n^h(t, \omega) = \sup \{ h(t, \varphi(t, -mT, \omega)x) : m \geq n, m \in \mathbb{N}_+ \}, \quad t \in \mathbb{R}, \omega \in \Omega,
\]

where \( \inf \) and \( \sup \) mean the greatest lower bound and the least upper bound, respectively. Then \( a_n^h(t, \omega) \) and \( b_n^h(t, \omega) \) are \((\mathcal{B}(\mathbb{R}) \otimes \mathcal{F}, \mathcal{B}(\mathbb{R}^d))\)-measurable stochastic processes.

Proof. First, we show that \( a_n^h(t, \omega) \) and \( b_n^h(t, \omega) \) are well defined. It is clear that

\[
D_n^h(t, \omega) := \{ h(t, \varphi(t, -mT, \omega)x) : m \geq n, m \in \mathbb{N}_+ \}
\]

is a bounded set for fixed \( n \in \mathbb{N}_+, t \in \mathbb{R}, \omega \in \Omega \), which implies that \( D_n^h(t, \omega) \) is order-bounded. Since \( \mathbb{R}^d \) is strongly minihedral ([2], Definition 3.1.7), \( a_n^h(t, \omega) \) and \( b_n^h(t, \omega) \) exist. Since \( \inf D_n^h(t, \omega) = -\sup \{-D_n^h(t, \omega)\} \), it is sufficient to consider \( b_n^h(t, \omega) \) only. Let

\[
\beta_{n,M}^h(t, \omega) = \sup \{ h(t, \varphi(t, -nT, \omega)x), h(t, \varphi(t, -(n+1)T, \omega)x), \ldots, h(t, \varphi(t, -(n+M)T, \omega)x) \},
\]

by the continuity of \( h \), the measurability of \( \varphi \) and Corollary 3.1.1(ii) in [2], \( \beta_{n,M}^h(t, \omega) \) is \((\mathcal{B}(\mathbb{R}) \otimes \mathcal{F}, \mathcal{B}(\mathbb{R}^d))\)-measurable for every \( M = 1, 2, \ldots \). It is also clear that

\[
\beta_{n,1}^h(t, \omega) \leq \beta_{n,2}^h(t, \omega) \leq \cdots \leq \beta_{n,M}^h(t, \omega) \leq \cdots.
\]

Moreover, by the boundedness of \( h \) in \( \mathbb{R}^d \), \( b_n^h(t, \omega) = \lim_{M \to \infty} \beta_{n,M}^h(t, \omega) \) is \((\mathcal{B}(\mathbb{R}) \otimes \mathcal{F}, \mathcal{B}(\mathbb{R}^d))\)-measurable stochastic process.

\[\square\]

Lemma 3.2 Assume that conditions \((A), (H_1)\) and \((\Sigma)\) hold. Let \( \varphi(t, s, \omega)x \) be a solution of stochastic system \((\mathcal{L}, \mathcal{A})\) with initial value \( X(s) = x \in \mathbb{R}^d \). Then we have

\[
\mathcal{K}(\lim h(\cdot, \varphi)) \leq \lim \varphi \leq \overline{\lim} \varphi \leq \mathcal{K}(\overline{\lim} h(\cdot, \varphi)), \quad \mathbb{P}-a.s.,
\]

where

\[
\lim \varphi(t, \omega) = \lim_{n \to \infty} \inf \{ \varphi(t, -mT, \omega)x : m \geq n, m \in \mathbb{N}_+ \}, \quad x \in \mathbb{R}^d, t \in \mathbb{R}, \omega \in \Omega.
\]

\[
\overline{\lim} \varphi(t, \omega) = \lim_{n \to \infty} \sup \{ \varphi(t, -mT, \omega)x : m \geq n, m \in \mathbb{N}_+ \}, \quad x \in \mathbb{R}^d, t \in \mathbb{R}, \omega \in \Omega.
\]

\[
\overline{\lim} h(\cdot, \varphi)(t, \omega) = \lim_{n \to \infty} a_n^h(t, \omega), \quad x \in \mathbb{R}^d, t \in \mathbb{R}, \omega \in \Omega.
\]

\[
\overline{\lim} h(\cdot, \varphi)(t, \omega) = \lim_{n \to \infty} b_n^h(t, \omega), \quad x \in \mathbb{R}^d, t \in \mathbb{R}, \omega \in \Omega.
\]
where $a_n^h$ and $b_n^h$ are as defined in Lemma 3.1.

**Proof.** Here, we only prove the first inequality for the sake of convenience and the rest of the inequalities can be proved analogously. Similar to Lemma 3.1, we can easily get that $\lim \varphi$ and $\lim h(\cdot, \varphi)$ exist, which are also two $(B(\mathbb{R}) \otimes F, B(\mathbb{R}^d))$-measurable stochastic processes. Then by (2.6) and the Fubini Theorem, $\mathcal{K}(\lim h(\cdot, \varphi))$ is well defined and $(B(\mathbb{R}) \otimes F, B(\mathbb{R}^d))$-measurable. By the definition of the $\lim h(\cdot, \varphi)$, $\mathcal{K}$ and Lebesgue's dominated convergence theorem, we have

$$\mathcal{K}(\lim h(\cdot, \varphi)) = \lim_{n \to \infty} \mathcal{K}(a_n^h).$$

For fixed $n \in \mathbb{N}_+$, it is enough to prove that

$$[\mathcal{K}(a_n^h)](t, \omega) = \int_{-\infty}^{t} \Phi(t-s) \inf \{h(s, \varphi(s, -mT, \omega)x) : m \geq n, m \in \mathbb{N}_+\} ds + \int_{-\infty}^{t} \Phi(t-s) \sigma(s) dW_s \leq \lim_{\tilde{m} \to \infty} \lim_{\tilde{n} \to \infty} \mathcal{K}(a_n^h) \leq \lim_{\tilde{m} \to \infty} \lim_{\tilde{n} \to \infty} \mathcal{K}(a_n^h) = [\lim \varphi](t, \omega),$$

where the third equality has used Lemma A.2 in [13], while the second-to-last inequality has applied the positivity of $\Phi(t)$ and $h$.

\[ \Box \]

**Lemma 3.3** Assume that conditions (A), (H1) and (Σ) hold. Let $\varphi(t, s, \omega)x$ be a solution of stochastic system (1.5) with initial value $X(s) = x \in \mathbb{R}^d$. Then we have the following:

(i) if $h$ is order-preserving in $\mathbb{R}^d$, then

$$h(\cdot, \lim \varphi) \leq \lim h(\cdot, \varphi) \leq \lim \inf h(\cdot, \varphi) \leq h(\cdot, \lim \varphi), \quad \mathbb{P} - \text{a.s.}, \quad (3.2)$$

(ii) if $h$ is anti-order-preserving in $\mathbb{R}^d$, then

$$h(\cdot, \lim \varphi) \leq \lim h(\cdot, \varphi) \leq \lim \inf h(\cdot, \varphi) \leq h(\cdot, \lim \varphi), \quad \mathbb{P} - \text{a.s.}, \quad (3.3)$$
Proof. Indeed, the proof of the first inequality in (3.2) is adequate and the rest of the results of this lemma can be obtained analogously. Observe that \( h \) is order-preserving in \( \mathbb{R}^d \); then for fixed \( n \in \mathbb{N}_+ \), we have

\[
h(t, \inf \{ \varphi(t, -kT, \omega)x : k \geq n, k \in \mathbb{N}_+ \}) \leq h(t, \varphi(t, -mT, \omega)x)
\]

and

\[
h(t, \inf \{ \varphi(t, -mT, \omega)x : m \geq n, m \in \mathbb{N}_+ \}) \leq \inf \{ h(t, \varphi(t, -mT, \omega)x) : m \geq n, m \in \mathbb{N}_+ \}.
\]

Let \( n \to \infty \) in (3.4). By the continuity of \( h \), we have

\[
[h(\cdot, \inf n \to \infty \varphi)](t, \omega) = h(t, \lim_{n \to \infty} \inf \{ \varphi(t, -mT, \omega)x : m \geq n, m \in \mathbb{N}_+ \})
\]

\[
= \lim_{n \to \infty} h(t, \inf \{ \varphi(t, -mT, \omega)x : m \geq n, m \in \mathbb{N}_+ \})
\]

\[
\leq \lim_{n \to \infty} \inf \{ h(t, \varphi(t, -mT, \omega)x) : m \geq n, m \in \mathbb{N}_+ \}
\]

\[
= \lim_{n \to \infty} h(\cdot, \varphi)(t, \omega).
\]

Lemma 3.4 Assume that conditions \((A), (H_1)\) and \((\Sigma)\) hold. Let \( \varphi(t, s, \omega)x \) be a solution of stochastic system \((L.1)\) with initial value \( X(s) = x \in \mathbb{R}^d \). Then we have

\[
\mathcal{K}(a^h_n) \leq \inf \varphi \leq \sup \varphi \leq \mathcal{K}(b^h_n) \quad \mathbb{P} \text{ - a.s., } n \in \mathbb{N}_+,
\]

where \( a^h_n \) and \( b^h_n \) are as defined in Lemma 3.1. Furthermore, define the gain operator

\[
\mathcal{K}^h(u)(t, \omega) = h(t, [\mathcal{K}(u)](t, \omega)).
\]

Then we have the following:

(i) if \( h \) is order-preserving in \( \mathbb{R}^d \), then for fixed \( n \in \mathbb{N}_+ \),

\[
(K^h)^k(a^h_n) \leq \inf h(\cdot, \varphi) \leq \sup h(\cdot, \varphi) \leq (K^h)^k(b^h_n), \quad \mathbb{P} \text{ - a.s., } k \in \mathbb{N}_+.
\]

(ii) if \( h \) is anti-order-preserving in \( \mathbb{R}^d \), then for fixed \( n \in \mathbb{N}_+ \),

\[
(K^h)^{2k}(a^h_n) \leq \inf h(\cdot, \varphi) \leq \sup h(\cdot, \varphi) \leq (K^h)^{2k}(b^h_n), \quad \mathbb{P} \text{ - a.s., } k \in \mathbb{N}_+.
\]

Proof. By the definition of \( a^h_n \) and \( b^h_n \), it is evident that

\[
a^h_n \leq \inf h(\cdot, \varphi) \leq \sup h(\cdot, \varphi) \leq b^h_n, \quad n \in \mathbb{N}_+.
\]

By the positivity of \( \Phi \), \( \mathcal{K}(u) \) is monotone with respect to \( u \), and consequently

\[
\mathcal{K}(a^h_n) \leq \mathcal{K}(\inf h(\cdot, \varphi)) \leq \mathcal{K}(\sup h(\cdot, \varphi)) \leq \mathcal{K}(b^h_n), \quad \mathbb{P} \text{ - a.s., } n \in \mathbb{N}_+.
\]

by (3.1), we have

\[
\mathcal{K}(a^h_n) \leq \inf \varphi \leq \sup \varphi \leq \mathcal{K}(b^h_n), \quad \mathbb{P} \text{ - a.s., } n \in \mathbb{N}_+.
\]
which implies that (3.5) holds.

In what follows, we claim that (3.6) and (3.7) hold.

If \( h \) is order-preserving in \( \mathbb{R}^d \), then it deduces that \( h \) preserves the inequalities in (3.5):
\[
\mathcal{K}^h(a_n^h) \leq h(\cdot, \overline{\lim} \varphi) \leq h(\cdot, \underline{\lim} \varphi) \leq \mathcal{K}^h(b_n^h), \quad \mathbb{P} - \text{a.s., } n \in \mathbb{N}_+.
\]
which together with (3.2) implies
\[
\mathcal{K}^h(a_n^h) \leq \underline{\lim} h(\cdot, \varphi) \leq \underline{\lim} h(\cdot, \varphi) \leq \mathcal{K}^h(b_n^h), \quad \mathbb{P} - \text{a.s., } n \in \mathbb{N}_+.
\]
This proves that (3.6) is true for \( k = 1 \).

Next we assume that, for some \( k \in \mathbb{N} \), we have obtained
\[
(\mathcal{K}^h)^k(a_n^h) \leq \underline{\lim} h(\cdot, \varphi) \leq \underline{\lim} h(\cdot, \varphi) \leq (\mathcal{K}^h)^k(b_n^h), \quad \mathbb{P} - \text{a.s., } n \in \mathbb{N}_+.
\]
From the monotonicity of \( \mathcal{K} \) and (3.1), we have:
\[
\mathcal{K}[(\mathcal{K}^h)^k(a_n^h)] \leq \mathcal{K}(\underline{\lim} h(\cdot, \varphi)) \leq \underline{\lim} \varphi \leq \mathcal{K}(\overline{\lim} h(\cdot, \varphi)) \leq \mathcal{K}[(\mathcal{K}^h)^k(b_n^h)].
\]
By the monotonicity of \( h \) in \( \mathbb{R}^d \) and (3.2), we get that
\[
(\mathcal{K}^h)^{k+1}(a_n^h) \leq \underline{\lim} h(\cdot, \varphi) \leq \underline{\lim} h(\cdot, \varphi) \leq (\mathcal{K}^h)^{k+1}(b_n^h), \quad \mathbb{P} - \text{a.s., } n \in \mathbb{N}_+.
\]
Therefore, we conclude that (3.6) holds by mathematical induction.

If \( h \) is anti-order-preserving in \( \mathbb{R}^d \), similar to \( h \) is order-preserving in \( \mathbb{R}^d \); we deduce that
\[
\mathcal{K}^h(b_n^h) \leq h(\cdot, \overline{\lim} \varphi) \leq h(\cdot, \underline{\lim} \varphi) \leq \mathcal{K}^h(a_n^h), \quad \mathbb{P} - \text{a.s., } n \in \mathbb{N}_+.
\]
by (3.3), we have
\[
\mathcal{K}^h(b_n^h) \leq \underline{\lim} h(\cdot, \varphi) \leq \underline{\lim} h(\cdot, \varphi) \leq \mathcal{K}^h(a_n^h), \quad \mathbb{P} - \text{a.s., } n \in \mathbb{N}_+.
\]
Combining the monotonicity of \( \mathcal{K} \) and (3.1), it shows that
\[
\mathcal{K}[\mathcal{K}^h(b_n^h)] \leq \underline{\lim} \varphi \leq \underline{\lim} \varphi \leq \mathcal{K}[\mathcal{K}^h(a_n^h)], \quad \mathbb{P} - \text{a.s., } n \in \mathbb{N}_+,
\]
which together with the anti-monotonicity of \( h \) in \( \mathbb{R}^d \) and (3.3) implies
\[
(\mathcal{K}^h)^2(a_n^h) \leq \underline{\lim} h(\cdot, \varphi) \leq \underline{\lim} h(\cdot, \varphi) \leq (\mathcal{K}^h)^2(b_n^h), \quad \mathbb{P} - \text{a.s., } n \in \mathbb{N}_+.
\]
The rest of the proof of (3.7) can be obtained analogously to \( h \) is order-preserving in \( \mathbb{R}^d \) by the mathematical induction.
4 Main results

In this section, we state our main result on the existence of random periodic solution of nonlinear stochastic system (1.5) and present its proof. We begin with a lemma.

Let $\mathcal{M}^{b,T}_{B(\mathbb{R}) \otimes \mathcal{F}}(\mathbb{R} \times \Omega; [0, N])$ be the space of $\mathcal{B}(\mathbb{R}) \otimes \mathcal{F}$-measurable functions $f : \mathbb{R} \times \Omega \rightarrow [0, N]$ with $f(t + T, \omega) \leq f(t, \theta T \omega), t \in \mathbb{R}, \omega \in \Omega$ or $f(t + T, \omega) \geq f(t, \theta T \omega), t \in \mathbb{R}, \omega \in \Omega$, where $N = (N_1, ..., N_d), N_i = \sup_{t \in \mathbb{R}, x \in \mathbb{R}^d} |h_i(t, x)|, i = 1, ..., d$. We introduce a metric on $\mathcal{M}^{b,T}_{B(\mathbb{R}) \otimes \mathcal{F}}(\mathbb{R} \times \Omega; [0, N])$ as follows:

$$\varrho(f_1, f_2) := |f_1 - f_2|_{\infty} = \sup_{t \in \mathbb{R}, \omega \in \Omega} |f_1(t, \omega) - f_2(t, \omega)|, \text{ for all } f_1, f_2 \in \mathcal{M}^{b,T}_{B(\mathbb{R}) \otimes \mathcal{F}}.$$  

**Lemma 4.1** Assume that conditions (A), (H$_1$), (H$_2$) and (Σ) hold. Then $(\mathcal{M}^{b,T}_{B(\mathbb{R}) \otimes \mathcal{F}}, \varrho)$ is a complete metric space and the gain operator $\mathcal{K}^h : \mathcal{M}^{b,T}_{B(\mathbb{R}) \otimes \mathcal{F}} \rightarrow \mathcal{M}^{b,T}_{B(\mathbb{R}) \otimes \mathcal{F}}, u \mapsto \mathcal{K}^h(u)$ is a contractive mapping, where $\mathcal{K}^h(u)(t, \omega) = h(t, |\mathcal{K}(u)(t, \omega)|)$ and the definition of the input-to-state characteristic operator $\mathcal{K}$ can be chosen as an $\mathbb{R}^d$-value version for all $t \in \mathbb{R}, \omega \in \Omega$.

**Proof.** It is clear that $(\mathcal{M}^{b,T}_{B(\mathbb{R}) \otimes \mathcal{F}}, \varrho)$ is a metric space. We show that the metric space $\mathcal{M}^{b,T}_{B(\mathbb{R}) \otimes \mathcal{F}}$ is complete with respect to $\varrho$. To prove this, we choose a Cauchy sequence $\{f_n, n \in \mathbb{N}\}$ in $(\mathcal{M}^{b,T}_{B(\mathbb{R}) \otimes \mathcal{F}}, \varrho)$; we denote a function $f$ as follows:

$$f(t, \omega) := \lim_{n \rightarrow \infty} f_n(t, \omega) \in [0, N] \text{ for all } t \in \mathbb{R}, \omega \in \Omega,$$

which holds based on the fact that $\{f_n(t, \omega), n \in \mathbb{N}\}$ is a Cauchy sequence in $\mathbb{R}^d$ for fixed $t \in \mathbb{R}, \omega \in \Omega$. It is noticed that the limit of a family of $\mathcal{B}(\mathbb{R}) \otimes \mathcal{F}$-measurable functions is an $\mathcal{B}(\mathbb{R}) \otimes \mathcal{F}$-measurable function. Without loss of generality, we assume that there is a subsequence $\{f_{n_k}\}$ of $\{f_n\}$ such that

$$f_{n_k}(t + T, \omega) \leq f_{n_k}(t, \theta T \omega), \ t \in \mathbb{R}, \omega \in \Omega.$$

Let $n_k \rightarrow \infty$ in the above inequality, then $f(t + T, \omega) \leq f(t, \theta T \omega), t \in \mathbb{R}, \omega \in \Omega$. In what follows, we will prove that $|f - f_n|_{\infty} \rightarrow 0$ as $n \rightarrow \infty$. It is noticed that $\{f_n(t, \omega), n \in \mathbb{N}\}$ is a Cauchy sequence, we know that for any $\varepsilon > 0$, there exists an $N_0 = N_0(\varepsilon) \in \mathbb{N}$ such that for $n, m \geq N_0$,

$$\sup_{t \in \mathbb{R}, \omega \in \Omega} |f_m(t, \omega) - f_n(t, \omega)| < \varepsilon.$$

Let $m \rightarrow \infty$; then

$$\sup_{t \in \mathbb{R}, \omega \in \Omega} |f(t, \omega) - f_n(t, \omega)| \leq \varepsilon \text{ for all } n \geq N_0,$$

which implies that $|f - f_n|_{\infty} \rightarrow 0$ as $n \rightarrow \infty$. Thus $(\mathcal{M}^{b,T}_{B(\mathbb{R}) \otimes \mathcal{F}}, \varrho)$ is a complete metric space.

Next we claim that $\mathcal{K}^h : \mathcal{M}^{b,T}_{B(\mathbb{R}) \otimes \mathcal{F}} \rightarrow \mathcal{M}^{b,T}_{B(\mathbb{R}) \otimes \mathcal{F}}$ is a contractive mapping. First, we should show that $\mathcal{K}^h : \mathcal{M}^{b,T}_{B(\mathbb{R}) \otimes \mathcal{F}} \rightarrow \mathcal{M}^{b,T}_{B(\mathbb{R}) \otimes \mathcal{F}}$ is well defined. From (H$_1$), it follows that $h : \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R}$. [End of proof.]
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Let \( f \) be a function. Without loss of generality, we assume that \( f(t+T, \omega) \leq f(t, \theta_T \omega), t \in \mathbb{R}, \omega \in \Omega \), then

\[
[K(f)](s, \theta_T \omega) = \int_{-\infty}^{s} \Phi(s-r)f(r, \theta_T \omega) dr + \int_{-\infty}^{s} \Phi(s-r)\sigma(r)dW_r(\theta_T \omega) \\
= \int_{-\infty}^{s+T} \Phi(s+T-r)f(r-T, \theta_T \omega) dr + \int_{-\infty}^{s+T} \Phi(s+T-r)\sigma(r-T)dW_r \\
\geq \int_{-\infty}^{s+T} \Phi(s+T-r)f(r, \omega) dr + \int_{-\infty}^{s+T} \Phi(s+T-r)\sigma(r)dW_r \\
= [K(f)](s+T, \omega) \quad \mathbb{P} - a.s.
\]

If \( h \) is order-preserving in \( \mathbb{R}^d \), we have

\[
K^h(f)(t+T, \omega) = h(t+T, K(f)(t+T, \omega)) \\
\leq h(t, K(f)(t, \theta_T \omega)) \\
= K^h(f)(t, \theta_T \omega)
\]

Otherwise, if \( h \) is anti-order-preserving in \( \mathbb{R}^d \), we have \( K^h(f)(t+T, \omega) \geq K^h(f)(t, \theta_T \omega) \). Which yields \( K^h : \mathcal{M}_{B(\mathbb{R}) \otimes \mathcal{F}}^{b,T} \to \mathcal{M}_{B(\mathbb{R}) \otimes \mathcal{F}}^{b,T} \). Finally, we prove that \( K^h \) is a contractive mapping. By (H1) and (H2), we have

\[
\sup_{t \in \mathbb{R}, x \in \mathbb{R}^d} ||D_x(h(t, x))|| = \sup_{t \in \mathbb{R}, x \in \mathbb{R}^d} \left| \left| \left( \frac{\partial h_x(t, x)}{\partial x_j} \right)_{dx \times d} \right| \right| \leq L,
\]

Let \( f_1, f_2 \) be two elements in \( (\mathcal{M}_{B(\mathbb{R}) \otimes \mathcal{F}}^{b,T}, \theta) \). By the fact that \( |\Phi(x)| \leq d||\Phi|| \cdot |x| \) for all \( x \in \mathbb{R}^d \) and \( \Phi \in \mathbb{R}^{d \times d} \), we get

\[
|K^h(f_1) - K^h(f_2)|_\infty = |h(\cdot, K(f_1)) - h(\cdot, K(f_2))|_\infty \\
= |D_x h(\cdot, [K(f_2) + \mu(K(f_1) - K(f_2))]) \cdot [K(f_1) - K(f_2)]|_\infty \\
\leq d \sup_{t \in \mathbb{R}, x \in \mathbb{R}^d} ||D_x(h(t, x))|| \cdot |K(f_1) - K(f_2)|_\infty \\
\leq Ld \left| \int_{-\infty}^{t} \Phi(t-s)f_1(s, \omega) ds - \int_{-\infty}^{t} \Phi(t-s)f_2(s, \omega) ds \right| \\
\leq Ld^2 \left| \int_{-\infty}^{t} ||\Phi(t-s)|| \cdot |f_1 - f_2|_\infty ds \right| \\
\leq Ld^2|f_1 - f_2|_\infty \int_{-\infty}^{t} e^{\lambda(t-s)} ds \\
= -\frac{Ld^2}{\lambda} |f_1 - f_2|_\infty
\]

where \( \mu \in (0, 1), -\frac{Ld^2}{\lambda} < 1 \).
Theorem 4.2 Assume that conditions (A), (H1), (H2) and (Σ) hold. Then the gain operator

\[ \mathcal{K}^h : \mathcal{M}_{\mathcal{B}(\mathbb{R})}^{b,T} \rightarrow \mathcal{M}_{\mathcal{B}(\mathbb{R})}^{b,T}, \ u \mapsto \mathcal{K}^h(u) \]

possesses a unique nonnegative fixed point \( u \in \mathcal{M}_{\mathcal{B}(\mathbb{R})}^{b,T}(\mathbb{R} \times \Omega; [0, N]) \) such that for all \( t \in \mathbb{R}, x \in \mathbb{R}^d \),

\[ \lim_{n \to \infty} \varphi(t, -nT, \omega)x = [\mathcal{K}(u)](t, \omega), \ \mathbb{P} \text{ - a.s.} \]

(4.1)

Moreover, \( \varphi(t, s, \omega)[\mathcal{K}(u)](s, \omega) = [\mathcal{K}(u)](t, \omega), [\mathcal{K}(u)](s + T, \omega) = [\mathcal{K}(u)](s, \theta_T \omega), \ \mathbb{P} \text{ - a.s., } (t, s) \in \triangle \); i.e., the image \( [\mathcal{K}(u)](\cdot, \cdot) \) at the fixed point \( u \) for the input-to-state characteristic operator \( \mathcal{K} \) is a random periodic solution.

**Proof.** In view of Lemma 3.4, regardless of the monotonicity or anti-monotonicity for \( h \), for fixed \( n \in \mathbb{N}_+ \), we have

\[ (\mathcal{K}^h)^{2k} (a_n^h) \leq \lim h(\cdot, \varphi) \leq \lim h(\cdot, \varphi) \leq (\mathcal{K}^h)^{2k} (b_n^h) \ \mathbb{P} \text{ - a.s., } k \in \mathbb{N} \] (4.2)

where \( a_n^h \) and \( b_n^h \) are as defined in Lemma 3.1. By Lemma 3.1, \( a_n^h \) and \( b_n^h \) are bounded \( \mathcal{B}(\mathbb{R}) \otimes \mathcal{F} \)-measurable functions. By (1.3) and the definition of \( a_n^h \) in Lemma 3.1, we have

\[ a_n^h(t + T, \omega) = \inf \{ h(t + T, \varphi(t + T, -mT, \omega)x) : m \geq n, m \in \mathbb{N}_+ \} \]

\[ = \inf \{ h(t, \varphi(t, -(m + 1)T, \theta_T \omega)x) : m \geq n, m \in \mathbb{N}_+ \} \]

\[ \geq \inf \{ h(t, \varphi(t, -mT, \theta_T \omega)x) : m \geq n, m \in \mathbb{N}_+ \} \]

\[ = a_n^h(t, \theta_T \omega). \]

Similarly, we have \( b_n^h(t + T, \omega) \leq b_n^h(t, \theta_T \omega) \). So \( a_n^h \) and \( b_n^h \) are both in \( (\mathcal{M}_{\mathcal{B}(\mathbb{R})}^{b,T}, \varrho) \). Since \( \mathcal{K}^h \) is a contractive mapping on the complete metric space \( (\mathcal{M}_{\mathcal{B}(\mathbb{R})}^{b,T}, \varrho) \), by the Banach fixed point theorem (13), there exists a unique nonnegative stochastic process \( u : \mathbb{R} \times \Omega \to [0, N] \) for \( \mathcal{K}^h \) such that

\[ [\mathcal{K}^h(u)](t, \omega) = u(t, \omega) \quad \text{for all } t \in \mathbb{R}, \omega \in \Omega. \]

then

\[ \lim_{k \to \infty} [(\mathcal{K}^h)^{2k}(a_n^h)](t, \omega) = u(t, \omega) = \lim_{k \to \infty} [(\mathcal{K}^h)^{2k}(b_n^h)](t, \omega) \quad \text{for all } t \in \mathbb{R}, \omega \in \Omega. \] (4.3)

It is noticed that \( b_n^h(t + T, \omega) \leq b_n^h(t, \theta_T \omega) \), \( h(t + T, x) = h(t, x) \) and \( (\mathcal{K}^h)^{2k} \) are monotone, then

\[ [(\mathcal{K}^h)^{2k}(b_n^h)](t + T, \omega) \leq [(\mathcal{K}^h)^{2k}(b_n^h)](t, \theta_T \omega) \]

Let \( k \to \infty \) in the above inequality, then \( u(t + T, \omega) \leq u(t, \theta_T \omega) \). Similarly, for \( a_n^h(t + T, \omega) \geq a_n^h(t, \theta_T \omega) \) we have \( u(t + T, \omega) \geq u(t, \theta_T \omega) \). So for all \( t \in \mathbb{R}, \omega \in \Omega \)

\[ u(t + T, \omega) = u(t, \theta_T \omega) \] (4.4)

Combining (4.2) and (4.3), we have

\[ \lim h(\cdot, \varphi)(t, \omega) = \lim h(\cdot, \varphi)(t, \omega) = u(t, \omega) \ \mathbb{P} \text{ - a.s.} \]
which together with (3.1) implies that
\[
\lim_{t, \omega} \varphi(t, \omega) = \lim_{t, \omega} \varphi(t, \omega) = [K(u)](t, \omega) \quad \mathbb{P} \text{ a.s.}
\]
In order to prove (4.1), it remains to show that
\[
\lim_{n \to \infty} \varphi(t, -nT, \omega)x = \lim_{n \to \infty} \varphi(t, -nT, \omega)x \quad \mathbb{P} \text{ a.s., } x \in \mathbb{R}^d.
\] (4.5)
By the definition of infimum and supremum, it is clear that
\[
\inf\{\varphi(t, -mT, \omega)x : m \geq n\} \leq \varphi(t, -nT, \omega)x \leq \sup\{\varphi(t, -mT, \omega)x : m \geq n\} \quad \mathbb{P} \text{ a.s., } x \in \mathbb{R}^d.
\]
Let \( n \to \infty \) in the above inequality; then (4.5) holds, and so (4.1) holds.

By (4.1) and the continuity of \( \varphi \) in \( \mathbb{R}^d \), we can show that for fixed \((t, s) \in \Delta \) and \( x \in \mathbb{R}^d \),
\[
\varphi(t, s, \omega)[K(u)](s, \omega) = \varphi(t, s, \omega) \lim_{n \to \infty} \varphi(s, -nT, \omega)x = \lim_{n \to \infty} \varphi(t, s, \omega) \varphi(s, -nT, \omega)x = \lim_{n \to \infty} \varphi(t, -nT, \omega)x = [K(u)](t, \omega) \quad \mathbb{P} \text{ a.s.}
\]
Furthermore, by (2.6) and (4.4) we have
\[
[K(u)](s, \theta_T \omega) = \int_{-\infty}^{s} \Phi(s - r)u(r, \theta_T \omega)dr + \int_{-\infty}^{s} \Phi(s - r)\sigma(r)dW_r(\theta_T \omega)
\]
\[
= \int_{-\infty}^{s+T} \Phi(s + T - r)u(r - T, \theta_T \omega)dr + \int_{-\infty}^{s+T} \Phi(s + T - r)\sigma(r - T)dW_r
\]
\[
= \int_{-\infty}^{s+T} \Phi(s + T - r)u(r, \omega)dr + \int_{-\infty}^{s+T} \Phi(s + T - r)\sigma(r)dW_r
\]
\[
= [K(u)](s + T, \omega) \quad \mathbb{P} \text{ a.s.}
\]

**Remark 4.3** Now we consider the nonlinear stochastic differential equation with the additive white noise of the form
\[
 dX_t = [AX_t + h(X_t)]dt + \sigma dW_t,
\] (4.6)
Here \( h \) and \( \sigma \) do not depend on time \( t \), that is to say, the periodic \( T \) in the Theorem 4.2 can be chosen as an arbitrary real number. The difference is that for this equation, we have a random dynamical system \( \varphi : \mathbb{R} \times \Omega \times \mathbb{R}^d \to \mathbb{R}^d \), which satisfies the cocycle property \( \varphi(t, \theta_s \omega)\varphi(s, \omega) = \varphi(t + s, \omega) \). Equation (4.6) has a stationary solution. This result is given by J.F. Jiang and X. Lv ([9]).
5 Examples

In this section, we present several examples to illustrate the use of Theorem 4.2. For simplicity, we only consider three-dimensional systems in the following. First, we give an example that $h$ is order-preserving in $\mathbb{R}^3$.

**Example 5.1** Consider stochastic differential equation

$$dx_i = [(Ax)_i + h_i(t, x_i)]dt + \sigma_i(t)dW^i_t, \quad i = 1, 2, 3, \quad (5.1)$$

where

$$A = \begin{bmatrix} -1 & 1 & 0 \\ 1 & -2 & 0 \\ 0 & 1 & -1 \end{bmatrix}$$

with three eigenvalues $\lambda_1 = -1$, $\lambda_2 = \frac{-3 + \sqrt{5}}{2}$, $\lambda_3 = \frac{-3 - \sqrt{5}}{2}$,

$$h_i(t, x_i) = \frac{1}{10} \sin t + \frac{1}{6 + g_i(x_i)}, \quad i = 1, 2, 3$$

where $g_i(x_i) = \frac{\pi}{2} - \arctan x_i$ is decreasing with respect to $x_i$, $i = 1, 2, 3$ and $\sigma_i(t) = \cos t$. By direct calculation, we obtain

$$\Phi(t) = \begin{bmatrix} \frac{5 + \sqrt{5}}{10} e^{-3 + \sqrt{5} t} + \frac{5 - \sqrt{5}}{10} e^{-3 - \sqrt{5} t} & \frac{\sqrt{5}}{5} e^{-3 + \sqrt{5} t} - \frac{\sqrt{5}}{10} e^{-3 - \sqrt{5} t} & 0 \\ \frac{5 + \sqrt{5}}{10} e^{-3 + \sqrt{5} t} - \frac{5 - \sqrt{5}}{10} e^{-3 - \sqrt{5} t} & \frac{5 - \sqrt{5}}{10} e^{-3 + \sqrt{5} t} + \frac{5 + \sqrt{5}}{10} e^{-3 - \sqrt{5} t} & 0 \\ -e^{-t} + \frac{5 + \sqrt{5}}{10} e^{-3 + \sqrt{5} t} - \frac{5 - \sqrt{5}}{10} e^{-3 - \sqrt{5} t} & \frac{5 - \sqrt{5}}{10} e^{-3 + \sqrt{5} t} - \frac{5 + \sqrt{5}}{10} e^{-3 - \sqrt{5} t} & e^{-t} \end{bmatrix}$$

It is not difficult to estimate that for any $t \geq 0$,

$$||\Phi(t)|| := \max\{|\Phi_{ij}(t)| : i, j = 1, 2, 3\} \leq e^{\lambda_2 t},$$

which implies that (2.3) holds. Moreover, it is easy to see that $\max_{1 \leq i \leq 3} \text{Re} \lambda_i = \lambda_2 \leq 0$, $L \leq \frac{1}{36}$. So

$$-\frac{9L}{\lambda_2} \leq \frac{1}{2(3 - \sqrt{5})} < 1.$$  

By Theorem 4.2, stochastic differential equation (5.1) has a unique random periodic solution of periodic $2\pi$.

Next, we give two examples that $h$ is anti-order-preserving in $\mathbb{R}^3$.

**Example 5.2** Consider stochastic differential equation

$$dx_i = [a_ix_i + h_i(t, x_{i-1})]dt + \sigma_i(t)dW^i_t, \quad i = 1, 2, 3, \quad (5.2)$$

where $a_1 = -1, a_2 = -2, a_3 = -3$,

$$h_i(t, x_{i-1}) = \frac{1}{6 + \cos t + \text{th} x_{i-1}} := \frac{1}{5 + \cos t + g_i(x_{i-1})}, \quad i = 1, 2, 3$$
where $g_i(x_{i-1}) = 1 + t h x_{i-1}$ is increasing with respect to $x_{i-1}$, $i = 1, 2, 3$ and $\sigma_i(t) = \cos t$. It is easy to see that $\lambda = -1$ and $L \leq \frac{1}{16}$, it follows that for any $t \geq 0$,

$$||\Phi(t)|| := \max\{|\Phi_{ij}(t)| : i, j = 1, 2, 3\} = e^{-t}$$

and

$$-\frac{9L}{\lambda} \leq \frac{9}{16} < 1.$$

By Theorem 4.2, stochastic differential equation (5.2) has a unique random periodic solution of periodic $2\pi$.

**Example 5.3** Consider stochastic differential equation

$$dx_i = [(Ax)_i + h_i(t, x_{i-1})]dt + \sigma_i(t)dw^i_t, \quad i = 1, 2, 3,$$

where $x_0 = x_3, x_4 = x_1$ and

$$A = \begin{bmatrix} -1 & \sqrt{2} & 0 \\ 0 & -2 & \sqrt{2} \\ \sqrt{2} & 0 & -4 \end{bmatrix}$$

with three eigenvalues $\lambda_1 = -3, \lambda_2 = -2 + \sqrt{2}, \lambda_3 = -2 - \sqrt{2}$,

$$h_i(t, x_{i-1}) := \frac{1}{8} \sin t + \frac{1}{4 + g_i(x_{i-1})}, \quad i = 1, 2, 3$$

where $g_i(x_{i-1}) = \frac{\pi}{2} + \arctan x_{i-1}$ is increasing with respect to $x_{i-1}, i = 1, 2, 3$ and $\sigma_i(t) = \sin t$. By direct calculation, we obtain

$$\Phi(t) = \begin{bmatrix} e^{-3t} + \frac{\sqrt{2}}{2} e^{-2+\sqrt{2}}t - \frac{\sqrt{2}}{2} e^{-2+\sqrt{2}}t \\ -\frac{\sqrt{2}}{4} e^{-3t} + \frac{\sqrt{2}}{2} e^{-2+\sqrt{2}}t + \frac{\sqrt{2}}{2} e^{-2+\sqrt{2}}t \\ \frac{\sqrt{2}}{2} e^{-3t} + \frac{2}{2} e^{-2+\sqrt{2}}t - \frac{\sqrt{2}}{2} e^{-2+\sqrt{2}}t \\ \frac{\sqrt{2}}{2} e^{-3t} + \frac{\sqrt{2}}{2} e^{-2+\sqrt{2}}t + \frac{\sqrt{2}}{2} e^{-2+\sqrt{2}}t \\ -\frac{\sqrt{2}}{2} e^{-3t} + \frac{\sqrt{2}}{2} e^{-2+\sqrt{2}}t + \frac{\sqrt{2}}{2} e^{-2+\sqrt{2}}t \\ 2e^{-3t} + \frac{\sqrt{2}}{2} - \frac{1}{2} e^{-2+\sqrt{2}}t - \frac{\sqrt{2}}{2} e^{-2+\sqrt{2}}t \\ -\frac{\sqrt{2}}{4} e^{-3t} + \frac{2}{2} e^{-2+\sqrt{2}}t + \frac{\sqrt{2}}{2} e^{-2+\sqrt{2}}t \\ -\frac{\sqrt{2}}{4} e^{-3t} + \frac{\sqrt{2}}{2} e^{-2+\sqrt{2}}t + \frac{\sqrt{2}}{2} e^{-2+\sqrt{2}}t \\ 2\sqrt{2} e^{-3t} + \left(\frac{3\sqrt{2}}{4} - \frac{3\sqrt{2}}{2}\right) e^{-2+\sqrt{2}}t - \left(\frac{3\sqrt{2}}{4} + \sqrt{2}\right) e^{-2+\sqrt{2}}t \\ -2e^{-3t} + \left(\frac{3}{2} - \sqrt{2}\right) e^{-2+\sqrt{2}}t + \left(\frac{3}{2} + \sqrt{2}\right) e^{-2+\sqrt{2}}t \end{bmatrix} ,$$

$$\begin{bmatrix} 1 \\ \sqrt{2} \\ 0 \end{bmatrix}$$
It is not difficult to prove that for any $t \geq 0$,

$$\|\Phi(t)\| := \max\{|\Phi_{ij}(t)| : i, j = 1, 2, 3\} \leq e^{\lambda_2 t},$$

which can be found in (5.3) for a detailed proof. Moreover, it is easy to see that

$$\max_{1 \leq i \leq 3} \text{Re}\lambda_i = \lambda_2 \leq 0, \quad L \leq \frac{1}{16}, \quad \text{and so}$$

$$-\frac{9L}{\lambda_2} \leq \frac{9}{16(2 - \sqrt{2})} < 1.$$

By Theorem 4.2, stochastic differential equation (5.3) has a unique random periodic solution of periodic $2\pi$.
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