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Abstract
Several bivariate beta distributions have been proposed in the literature. In particular, Olkin and Liu (2003) proposed a 3 parameter bivariate beta model, which Arnold and Ng (2011) extend to 5 and 8 parameter models. The 3 parameter model allows for only positive correlation, while the latter models can accommodate both positive and negative correlation. However, these come at the expense of a density that is mathematically intractable. The focus of this research is on Bayesian estimation for the 5 and 8 parameter models. Since the likelihood does not exist in closed form, we apply approximate Bayesian computation, a likelihood free approach. Simulation studies have been carried out for the 5 and 8 parameter cases under various priors and tolerance levels. We apply the 5 parameter model to a real data set by allowing the model to serve as a prior to correlated proportions of a bivariate beta binomial model. Results and comparisons are then discussed. Keywords. Approximate Bayesian computation, Bayesian inference, bivariate beta, accept-reject algorithm

1 Introduction
Bivariate beta distributions are becoming increasingly popular across many disciplines. Furthermore, it is common for Bayesian analysts to use them as prior distributions of correlated binomial random variables. An incomplete list of bivariate beta distributions includes use of the Dirichlet distribution as well as those studied by Arnold and Ng (2011), Gupta and Wong (1985), Jones (2002), Morgenstern (1956), Nadarajah and Kotz (2005), Olkin and Liu (2003), Sarmanov (1966), and Ting Lee (1996). Gupta et al. (2011) also consider a non-central bivariate beta model. An interested reader is directed to Balakrishnan and Lai (2009) for an extensive list of bivariate beta models along with other bivariate continuous distributions.
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Unfortunately, many bivariate beta models contain parameter and correlation restrictions and hence may not be suitable in applications. For example, suppose $Z = (Z_1, Z_2)$ defines a bivariate beta random variable. Then it is well known that if $Z$ follows a Dirichlet distribution the marginals are beta distributed with $z_1 + z_2 = 1$. Further, the family of bivariate distributions of Morgenstern (1956) has a limited correlation range of $(-1/3, 1/3)$ as shown by Schucany et al. (1978) and those of Olkin and Liu (2003) only allow for positive correlation.

The focus of this paper is on parameter estimation for the flexible 5 and 8 parameter models of Arnold and Ng (2011), which extend the 3 parameter specification of Olkin and Liu (2003). The models of Arnold and Ng (2011) allow for both positive and negative correlation, that is any correlation in $(-1, 1)$. The cost of this increased flexibility is a joint density unavailable in closed form, but simulating pseudo-random observations from it is trivial.

This paper proposes a Bayesian approach applicable in the 5 and 8 parameter models, resulting in improved estimation relative to MMLE. Given that the joint density does not exist in closed form, we cannot compute the posterior distribution with usual techniques. Instead, we will bypass this difficulty by considering a likelihood free method known as approximate Bayesian computation (ABC). Rubin (1984) first described elements of the ABC algorithm, however it was Tavare et al. (1997) who laid the groundwork for the original ABC algorithms. The basic idea of ABC is to generate a candidate parameter from the prior distribution and based on this parameter value, an auxiliary data set is generated. If the auxiliary data is sufficiently “close” to the observed data, then the candidate parameter is accepted as a plausible value. The accepted parameter values via this ABC accept-reject (ABC-AR) algorithm form an i.i.d. sample from a distribution that approximates the true posterior, where the approximation is dependent upon the notion of “close”.

In this paper, we consider an ABC-AR algorithm using various parameter settings, priors, sample sizes, and tolerance levels. We show use of a posterior mean obtained via ABC improves parameter estimation over MMLE in the 5 parameter model. Specifically, our simulations show a significant decrease in mean square error (MSE) even in the presence of bias introduced via a Bayesian approach. The decrease in MSE depends upon the true parameter values and selected prior. Furthermore, we illustrate ABC estimation for the 8 parameter model where we know of no other existing approach.

Finally, we make application of the 5 parameter bivariate beta model in a bivariate beta binomial context. Specifically, the bivariate beta binomial distribution is used to model the purchasing habits of bacon and eggs, described previously by Danaher and Hardie (2005). In this model, we allow the 5 parameter model to serve as a prior distribution to correlated proportions and it serves as a com-
petitor to the [Sarmanov 1966] bivariate beta model that [Danaher and Hardie 2005] proposed. Our analysis considers the ABC-AR algorithm and a Metropolis Hastings based modification proposed by [Marjoram et al. 2003].

The rest of this paper is organized as follows, Section 2 introduces the bivariate beta models of [Arnold and Ng 2011] and MMLE. Section 3 outlines Bayesian inference for this model along with ABC algorithms for exploring the posterior. Section 4 describes the simulation study and discusses findings. In section 5, we describe the application of our 5 parameter model to the bacon and eggs data set.

2 Bivariate beta model

The 8 parameter model of [Arnold and Ng 2011] is defined as follows. Suppose \( U_i \sim \Gamma(\delta_i, 1) \) for \( i = 1, \ldots, 8 \) and let
\[
V_1 = \frac{U_1 + U_5 + U_7}{U_3 + U_6 + U_8} \quad \text{and} \quad V_2 = \frac{U_2 + U_5 + U_8}{U_4 + U_6 + U_7}.
\]
If \( Z_1 = V_1/(1 + V_1) \) and \( Z_2 = V_2/(1 + V_2) \), then \( Z = (Z_1, Z_2) \) defines a bivariate beta random variable, which we will denote as \( BB(\delta_1, \ldots, \delta_8) \). It is easy to show the marginal distributions of \( Z_1 \) and \( Z_2 \) are beta distributed, i.e.
\[
Z_1 \sim \text{Beta}(\delta_1 + \delta_5 + \delta_7, \delta_3 + \delta_6 + \delta_8) \quad \text{and} \quad Z_2 \sim \text{Beta}(\delta_2 + \delta_5 + \delta_8, \delta_4 + \delta_6 + \delta_7).
\]
The 8 parameter model reduces to the 5 parameter model when \( \delta_3 = \delta_4 = \delta_5 = 0 \) and by setting \( \alpha_1 = \delta_1, \alpha_2 = \delta_2, \alpha_3 = \delta_7, \alpha_4 = \delta_8, \) and \( \alpha_5 = \delta_6 \). We denote the 5 parameter model as \( BB(\alpha_1, \ldots, \alpha_5) \).

The 5 parameter model reduces to the 3 parameter model of [Olkin and Liu 2003] with parameters \( \alpha_1, \alpha_2 \) and \( \alpha_5 \) by setting \( \alpha_3 = \alpha_4 = 0 \).

Under a similar construction, one can construct a \( k \)-variate flexible beta distribution with \( 2k + 1 \) parameters [Arnold and Ng 2011]. An interested reader is directed to [Olkin and Trikalinos 2015] for other constructions of \( k \)-variate beta distributions.

2.1 Modified maximum likelihood estimation

Since the joint density does not exist for the 5 and 8 parameter models, standard estimation techniques are unavailable. In the 5 parameter setting, [Arnold and Ng 2011] propose 3 estimation techniques. The most promising of these is MMLE, which combines MLE for the marginals of \( Z_1 \) and \( Z_2 \) with a method of moments estimate.

Suppose we have \( n \) observations from the 5 parameter bivariate beta model. Specifically, define \( \tilde{z}_1 = (z_{11}, z_{21}, \ldots, z_{n1})', \tilde{z}_2 = (z_{12}, z_{22}, \ldots, z_{n2})', \) and \( \tilde{z} = (\tilde{z}_1, \tilde{z}_2) \). Based on the marginals of \( Z_1 \) and \( Z_2 \), the MLE for \( a = \alpha_1 + \alpha_3, \ b = \alpha_4 + \alpha_5, \ c = \alpha_2 + \alpha_4, \) and \( d = \alpha_3 + \alpha_5 \) can be easily obtained. We denote the MLE by \( \hat{a}, \hat{b}, \hat{c}, \) and \( \hat{d} \), respectively.
Further, one can show
\[ E\left[\frac{(1-Z_1)(1-Z_2)}{Z_1Z_2}\right] = \left(\frac{\alpha_4}{\alpha_2 + \alpha_4}\right) \left(\frac{\alpha_3}{\alpha_1 + \alpha_3}\right) + \left(\frac{\alpha_3}{\alpha_1 + \alpha_3}\right) \left(\frac{\alpha_5}{\alpha_2 + \alpha_4 - 1}\right) + \left(\frac{\alpha_4}{\alpha_2 + \alpha_4}\right) \left(\frac{\alpha_5}{\alpha_1 + \alpha_3 - 1}\right) + \left(\frac{\alpha_5}{\alpha_1 + \alpha_3 - 1}\right) \left(\frac{\alpha_5 + 1}{\alpha_2 + \alpha_4 - 1}\right). \]

Suppose
\[ S(\tilde{z}) = \frac{1}{n} \sum_{i=1}^{n} \frac{(1 - z_{i1})(1 - z_{i2})}{z_{i1}z_{i2}}. \]  

Then the sample moment at (1) can be set equal to the theoretical moment. By plugging in \(\hat{a}, \hat{b}, \hat{c}, \hat{d},\) and \(\alpha_5\) we have
\[ S(\tilde{z}) = \left(\frac{\hat{b} - \alpha_5}{\hat{c}}\right) \left(\frac{\hat{d} - \alpha_5}{\hat{a}}\right) + \left(\frac{\hat{d} - \alpha_5}{\hat{a}}\right) \left(\frac{\alpha_5}{\hat{c} - 1}\right) + \left(\frac{\hat{b} - \alpha_5}{\hat{c}}\right) \left(\frac{\alpha_5}{\hat{a} - 1}\right) + \left(\frac{\alpha_5(\alpha_5 + 1)}{(\hat{a} - 1)(\hat{c} - 1)}\right). \]

This yields the quadratic equation, \(\alpha_5^2 + B\alpha_5 + C = 0,\) where \(B = \hat{b}\hat{c} + \hat{a}\hat{c} + \hat{a}\hat{d} - \hat{b} - \hat{d}\) and
\[ C = (\hat{a} - 1)(\hat{c} - 1)\hat{b}\hat{d} - \hat{a}\hat{c}(\hat{a} - 1)(\hat{c} - 1)S(\tilde{z}). \]

It is possible that the solution (and the estimate) for \(\alpha_5\) can be negative, thus yielding negative values for \(\alpha_i, i = 1, 2, 3, 4.\) However, since we know that \(\alpha_5 > 0,\) the maximum of the larger root of the quadratic equation and 0 will be chosen as the estimate. We apply this same principle for the estimates of \(\alpha_i, i = 1, 2, 3, 4.\) Therefore the MMLE for parameters \(\alpha_i, i = 1, \ldots, 5\) are
\[ \hat{\alpha}_5 = \max \left\{0, \frac{-B + \sqrt{B^2 - 4C}}{2}\right\}, \quad \hat{\alpha}_4 = \max \left\{0, \hat{b} - \hat{\alpha}_5\right\}, \quad (2) \]
\[ \hat{\alpha}_3 = \max \left\{0, \hat{d} - \hat{\alpha}_5\right\}, \quad \hat{\alpha}_2 = \max \left\{0, \hat{c} - \hat{\alpha}_4\right\}, \quad \text{and} \quad \hat{\alpha}_1 = \max \left\{0, \hat{a} - \hat{\alpha}_3\right\}. \]

Unfortunately, \(S(\tilde{z})\) is easily influenced by observed data points near zero. For example, in our simulation studies (discussed in detail later) a particular data set of size 50, denoted \(D,\) produced the bivariate observation \((z_{43,1}, z_{43,2}) = (0.1089, 0.0038).\) Clearly \(z_{43,2}\) will severely inflate \(S(\tilde{z}),\) thus affecting the MMLE at (2). Further, it will affect the ABC-AR algorithm if we use \(S(\tilde{z})\) as a near sufficient statistic, which we discuss in detail later. For illustration, Table 1 compares the summary statistics for \(D\) to those of a more typical data set, denoted \(D',\) with no observed points near zero. Notice that the sufficient statistics for the marginal distributions of \(Z_1\) and \(Z_2\) are not

[4]
much affected, however there is a heavy influence on \( S(\tilde{z}) \).

\[
\begin{array}{cccccc}
\mathcal{D} & \sum \log z_{i1} & \sum \log z_{i2} & \sum \log (1 - z_{i1}) & \sum \log (1 - z_{i2}) & S(\tilde{z}) \\
\mathcal{D}' & -0.81 & -1 & -1 & -0.76 & 47.77 \\
\end{array}
\]

Table 1: Comparison of five summary statistics between dataset \( \mathcal{D} \) and dataset \( \mathcal{D}' \).

3 Bayesian inference

Suppose we have \( n \) i.i.d. observations from the 8 parameter bivariate beta model of Arnold and Ng (2011). That is, 

\[ Z_i \sim BB(\delta_1, \ldots, \delta_8) . \]

Bayesian inference requires prior distributions for \( \delta_i > 0, i = 1, \ldots, 8 \), which we assume are independent a priori. Our simulations consider two proper prior distributions with two hyperparameter settings.

First, we consider independent modified uniform priors with support on \( \mathbb{R}^+ \) (see Figure 1). Specifically, for each \( \delta_i \) the density function is

\[
f(\delta|\mu, p) = \begin{cases} 
p/\mu & \text{if } \delta \in (0, \mu) \\
n p \exp\left(-\frac{p(\delta-\mu)}{\mu(1-p)}\right) & \text{if } \delta \in (\mu, \infty). \end{cases}
\]

The motivation for the modified uniform is to reflect a lack of information of parameter values on the interval \((0, \mu)\) where the density curve is uniform. The tail is added to cover the entire support while maintaining a proper prior. The hyperparameter \( p \) is such that \( P(\delta \in (0, \mu)) = p \) and \( P(\delta \in (\mu, \infty)) = 1 - p \). We denote the modified uniform as \( U_p(0, \mu) \) and consider \( U_{0.8}(0, 2) \) and \( U_{0.8}(0, 4) \). We denote these priors as \( U1 \) and \( U2 \), respectively.

Second, we consider independent gamma priors, i.e. \( \delta_i \overset{iid}{\sim} \Gamma(\lambda, \beta) \), where \( \lambda \) and \( \beta \) are hyperparameters. We consider \( \Gamma(2.5, 0.52) \) and \( \Gamma(2.5, 1.04) \) denoted \( G1 \) and \( G2 \), respectively. To compare the gamma and modified uniform priors, the selected hyperparameters result in equal means and variances for \( G1 \) and \( U1 \) and for \( G2 \) and \( U2 \), see Figure 1. In the case of the reduced 5 parameter model, we consider the same independent priors for \( \alpha_i > 0, i = 1, \ldots, 5 \).

3.1 Approximate Bayesian computation

In Bayesian analysis, the posterior density is typically known up to a normalizing constant and countless Markov chain Monte Carlo (MCMC) methods have been developed that enable sampling from the posterior (see e.g. Brooks et al. 2011). However, these require knowledge of the likelihood function, which is unavailable for the 5 and 8 parameter bivariate beta models of Arnold and Ng (2011). Bayesian inference of these models requires the likelihood-free approach of ABC, which makes sampling from the posterior (or an approximate posterior) possible.
The fundamental idea of ABC is to generate a candidate parameter $\theta'$ from the prior distribution, say $\pi(\cdot)$, and based on this proposed parameter value, generate an auxiliary data set $y$, i.e. $y \sim p(\cdot|\theta')$. If $y$ is equal to the observed data $x$, then $\theta'$ is accepted as a plausible value to have generated $x$, however, if $y$ does not equal $x$, then $\theta'$ is rebuffed. The accepted parameter values form an i.i.d. sample from the posterior distribution, say $\pi(\theta|x)$. Then if the number of accepted values, say $m$, is sufficiently large, we can form a good approximation to any Bayes estimator.

If sufficient statistics are known, then we only require that the sufficient statistics for the auxiliary data $y$ to be equal to the sufficient statistics of the observed data $x$ (see e.g. Brooks et al., 2011). That is, we accept the proposed value if $S(y) = S(x)$, where $S(\cdot) = (S_1(\cdot), \ldots, S_p(\cdot))$, is the set of sufficient statistics and $p \geq \dim(\theta)$. However, in many situations sufficient statistics cannot be determined so one must rely on a set of summary statistics, thus $S(\cdot)$ becomes a set of summary or near sufficient statistics. Furthermore, in order for $y$ to be equal to $x$, it is then necessary for the model to be discrete and of low dimension.

This is problematic for continuous models since the probability of $y = x$ is zero. Thus, Pritchard et al. (1999) extended the above algorithm by comparing the summary statistics of $y$ to the summary statistics of $x$. If both sets of summary statistics are within some fixed tolerance level $\epsilon$, of each other, according to some distance function $\rho$, then the candidate parameter $\theta'$ is accepted. The accepted parameter values form an i.i.d. sample from $\pi_\epsilon(\theta|x) = p(\theta|\rho(S(y), S(x)) < \epsilon)$. The
idea here is that if $\epsilon$ is small, then $\pi(\theta|x)$ will provide a good approximation to $\pi(\theta|x)$. The ABC algorithm for continuous models is described as follows

1. Generate $\theta' \sim \pi(\cdot)$
2. Generate a data set $y$ from the model $p(\cdot|\theta')$
3. Accept $\theta'$ if $\rho(S(y), S(x)) < \epsilon$ otherwise discard $\theta'$

Continue until $m$ observations have been accepted.

Thus, the outcome $(\theta'_1, \ldots, \theta'_m)$ is an i.i.d. sample from $\pi(\theta|x)$. Further, the smaller the tolerance level, the greater the computational cost, as will be evident in our simulation study.

A deficiency of the ABC-AR algorithm is that while the accepted parameter values are independent it provides low acceptance rates (see e.g. [1]). To overcome this problem, Marjoram et al. [2003] proposed implementing the Metropolis Hastings algorithm into the ABC algorithm (ABC-MH). However, while acceptance rates can be improved this method often leads to highly correlated draws. Our simulations consider a random walk ABC-MH algorithm with a Normal proposal described as follows

1. Initialize $\theta^{(1)}$, $m = 1$
2. Generate independent candidate parameters $\theta'_i \sim N(\theta^{(m)}_i, \sigma^2_i)$ for $i = 1, \ldots, \text{dim}(\theta)$
3. Generate a data set $y$ from the model $p(\cdot|\theta')$
4. Set $\theta^{(m+1)} = \theta'$ with probability
   \[
   h = \begin{cases} 
   1, & \pi(\theta') / \pi(\theta^{(m)}) \geq \rho(S(y), S(x)) < \epsilon \\
   \pi(\theta^{(m)}) / \pi(\theta') & \text{otherwise}
   \end{cases}
   \]
   otherwise set $\theta^{(m+1)} = \theta^{(m)}$
5. Set $m = m + 1$

Continue until $m$ reaches desired number of iterations.

To improve upon the inefficiency of ABC-MH, there have been a large number of proposals that incorporate sequential Monte Carlo (SMC) techniques. Sisson et al. [2007] was one of the first to make use of SMC methodology, proposing coupling SMC with partial rejection control and a biased approximation of the posterior distribution. Beaumont et al. [2009] further proposed utilizing population Monte Carlo methods of Cappé et al. [2004]. Similarly, Toni et al. [2009] proposed an algorithm derived from the framework of sequential importance sampling. Peters et al. [2012] embed the partial rejection control mechanism of Liu [2001] which incorporates a mutation and correction step within the standard SMC sampler algorithm. This incorporation of a mutation kernel reduces the variability of the importance weights when compared to more standard SMC algorithms.

Another attempt to improve ABC-AR is to incorporate regression methodology. The pioneer of this approach was [Beaumont et al. 2002] who assumed that the conditional density can be de-
scribed by a regression model. The idea was to weight the parameters by comparing the auxiliary summary statistics with the observed summary statistics. An interested reader is directed to Blum and François (2010) and Leuenberger and Wegmann (2010) for extensions of this approach. Unfortunately, these methods focus on univariate settings though some authors comment that an extension using multivariate regression is straightforward.

Our work considers both the ABC-AR and ABC-MH algorithms under various parameter settings, priors, sample sizes, and tolerance levels. The use of SMC and regression methodology is a direction of future research.

3.2 ABC for the bivariate beta model

Given the joint likelihood is unavailable in closed form, sufficient statistics cannot be determined. Thus, we are forced to choose informative summary or near sufficient statistics. First, consider the 5 parameter model where we will use 5 summary statistics. Since the marginals of \(Z_1\) and \(Z_2\) are distributed as beta random variables, we choose the corresponding univariate sufficient statistics, i.e. 
\[
S_1(\tilde{z}) = \frac{1}{n} \sum \log z_{i1}, \quad S_2(\tilde{z}) = \frac{1}{n} \sum \log z_{i2}, \quad S_3(\tilde{z}) = \frac{1}{n} \sum \log (1 - z_{i1}), \quad \text{and} \quad S_4(\tilde{z}) = \frac{1}{n} \sum \log (1 - z_{i2}).
\]

For our fifth summary statistic, we first considered \(S(\tilde{z})\) at (1) used in MMLE. As we have illustrated in Table 1, \(S(\tilde{z})\) is influenced by small observed values. The implications in a preliminary simulation study were twofold. First, a small portion of simulated datasets contained severely inflated values of \(S(\tilde{z})\), one of which is illustrated in Table 1. Thus, there would be difficulty generating an auxiliary dataset where \(S(\tilde{z})\) is close to that of the observed data set resulting in extremely low acceptance rates. Second, using \(S(\tilde{z})\) as a summary statistic inflated the observed bias and MSE in repeated simulations.

Given the problems with \(S(\tilde{z})\) as a summary statistic, we require an alternative to capture the correlation that offers more stability for any observed values. To this end, we used the Pearson correlation between \(\tilde{z}_1\) and \(\tilde{z}_2\), that is
\[
S_5(\tilde{z}) = \frac{\sum (z_{i1} - \bar{z}_{1})(z_{i2} - \bar{z}_{2})}{\sqrt{\sum (z_{i1} - \bar{z}_{1})^2 \sum (z_{i2} - \bar{z}_{2})^2}}.
\]
Thus, \(S = (S_1(\tilde{z}), S_2(\tilde{z}), S_3(\tilde{z}), S_4(\tilde{z}), S_5(\tilde{z}))\) is the vector of summary statistics used for ABC in the 5 parameter model. The use of \(S_5(\tilde{z})\) instead of \(S(\tilde{z})\) vastly improved the acceptance rates, bias and MSE.

Finally, we considered the distance function
\[
\rho(S(\tilde{z}), S(\tilde{y})) = \sum_{i=1}^{5} |S_i(\tilde{z}) - S_i(\tilde{y})|
\]
where \(\tilde{y}\) denotes the auxiliary dataset. Preliminary simulations showed the 5 summary statistics had approximately equal variability for a variety of distance cutoff values. Hence, there is no need to consider weights or a scale adjustment in the distance function.
Next, consider the 8 parameter model where we will use 8 summary statistics. We begin by including the 5 summary statistics from the smaller model. In order to capture additional dependency between $Z_1$ and $Z_2$, we added the Spearman rank correlation and Kendall correlation, that is

$$S_6(\tilde{z}) = 1 - \frac{6 \sum d_i^2}{n(n^2 - 1)} \text{ where } d_i = z_{i1} - z_{i2}$$

and

$$S_7(\tilde{z}) = \frac{\text{(number of concordant pairs)} - \text{(number of discordant pairs)}}{\frac{1}{2} n(n - 1)}.$$

Finally, we consider $S_8(\tilde{z}) = \frac{1}{n} \sum \sqrt{z_{i1} z_{i2}}$ as our eighth summary statistic. Our distance function is $\rho(S(\tilde{z}), S(\tilde{y})) = \sum_{i=1}^{8} |S_i(\tilde{z}) - S_i(\tilde{y})|$. Again, preliminary simulations showed the 8 summary statistics were approximately equal in terms of scale and variability.

4 Simulation study

This section investigates parameter estimation for the 5 and 8 parameter bivariate beta models through a variety of simulations. In total, we considered 96 and 32 settings for the 5 and 8 parameter models, respectively. In each setting, we independently repeat the simulation for 200 simulated datasets to evaluate the resulting parameter estimates. Specifically, estimated posterior means obtained via ABC are compared to the true values used to simulate the data. For the 5 parameter model, Bayesian estimates are also compared to those obtained via MMLE.

Given the breadth of this simulation study, we only present results using the ABC-AR algorithm. We note that the ABC-MH algorithm (results not shown) sometimes resulted in highly correlated samples and low acceptance rates caused by poor starting values or proposal variances. Practitioners, with a single data set, may find the cost of tuning an ABC-MH algorithm or incorporating SMC techniques a worthwhile investment. Section 3 considers such an example comparing results from the ABC-AR to ABC-MH.

Overall, as $\epsilon$ decreases we observe decreases in bias and MSE relative to the true values. However, this improvement requires additional computational effort. The choice of prior also has a significant impact on both bias and computational time. In short, priors centered close to the observed data result in less bias and greater computational efficiency of the ABC algorithm. In our settings, gamma priors improve computational efficiency slightly and lead to smaller MSEs. For this reason, we suggest a gamma prior in conjunction with a “small” $\epsilon$.

There are a number of other potential priors including uniform, triangle, Epanechnikov or Gaussian (truncated on $\mathbb{R}^+$) kernels. In applications, these will impact acceptance rates (positively and negatively) for an ABC-AR algorithm, which is a direction of future research. The following sections outline specific results for the 5 and 8 parameter model.
4.1 5 parameter model

For the 5 parameter model, we consider three parameter settings, $A_1 = (1, 1, 1, 1, 1)'$, $A_2 = (3, 2.5, 2, 1.5, 1)'$, and $A_3 = (1, 1, 2, 6, 1)'$. The first two settings were used by Arnold and Ng (2011). Figure 2 shows a scatter plot for a single data set for each parameter setting. Note that each of these has a negative correlation.

Within each parameter setting, we consider every combination of prior in $\{G_1, G_2, U_1, U_2\}$, $n \in \{50, 100\}$, and $\epsilon \in \{0.2, 0.4, 0.6, 0.8\}$. Each setting was repeated across 200 datasets with inferences based on 1000 ABC-AR acceptances (or $15e6$ proposals, whichever came first).

Table 8 shows the results for $A_1$ when $n = 100$. As $\epsilon$ decreases, bias and MSE decrease while the number of proposals increases. The choice of prior also impacts the number of proposals required, with priors centered near the true values being more efficient. For example, when $\epsilon = 0.2$, the $G_1$ and $G_2$ priors required approximately $9e5$ and $1e7$ proposals (on average), respectively.

As expected, the Bayesian approach introduces bias not present with MMLE. However, even in the presence of bias the overall precision of estimation improves using the Bayesian approach. To illustrate this, Figure 3 shows histograms of estimators based on MMLE and ABC for the 200 simulated datasets. The histograms were generated under the $G_1$ prior, $n = 100$ and $\epsilon = 0.2$ and the black vertical line represents the true parameter value. Here, we can clearly see the bias from a Bayesian approach and the reduction in variability. One reason for this reduction is elimination of $S(\hat{z})$ when using ABC. Overall, estimating $(\alpha_1, \ldots, \alpha_5)$ with posterior expectations decreased MSE relative to MMLE for every prior considered. Similar conclusions were observed for the case when $n = 50$ (results not shown).

Table 9 shows the results for $A_2$ when $n = 100$. As with the previous setting, bias and MSE decrease as $\epsilon$ decreases at the expense of computational time. The Bayesian approach also introduces bias for all priors. For $U_1$ and $G_1$, we observe smaller MSE relative to MMLE, however for $U_2$ and $G_2$ the MSE results are similar to MMLE. Finally, we observe the overall computational costs for $U_2$ and $G_2$ under $A_2$ are lower than that of $A_1$. Similar conclusions were observed when $n = 50$.

Results for $A_3$ show similar behavior as the other settings (results not shown), but are slightly more muted. The challenge of this setting is having $\alpha_4 = 6$ in the model. In this case, $G_2$ and $U_2$ result in lower MSE and simulation effort since they are more likely to propose values near $\alpha_4$.

4.2 8 parameter model

For the 8 parameter model, we considered parameter settings $A_4 = (2, 1, 1, 2, 4, 6, 2, 1)'$ and $A_5 = (3.5, 2, 1.5, 4, 1.25, 3, 4.5)'$ and set $n = 100$. Here we consider every combination of prior in $\{G_1, G_2, U_1, U_2\}$ and $\epsilon \in \{0.2, 0.4, 0.6, 0.8\}$. Each setting was repeated across 200 datasets with inferences based 1000 ABC-AR acceptances (or $15e6$ proposals, whichever came first). Again estimated posterior means were used to estimate $\delta_i$, $i = 1, \ldots, 8$, which were compared to the true values using bias and MSE. The results were not compared to an existing approach since we know of no other applicable method.

Table 10 displays the results for the $A_4$ setting. Again, bias and MSE decrease as $\epsilon$ decreases.
Figure 2: Scatterplots of $Z_1$ and $Z_2$ for $n = 100$ with the estimated correlation.

(a) $A_1$, $r = -0.2384$

(b) $A_2$, $r = -0.2859$

(c) $A_3$, $r = -0.7068$
Note there is a significant amount of bias with large MSEs for $\alpha_5$ and $\alpha_6$ under the $G_1$ and $U_1$ priors since they tend to propose values far from the truth. However, the estimation improves under the $G_2$ and $U_2$ priors. We observed similar behaviour for the $A_5$ setting.

5 Bacon and eggs

In this section, we apply our bivariate beta model to an example previously analyzed by Danaher and Hardie (2005). The objective of the study was to observe the behavior of households and their grocery store habits. In particular, we study the probabilities and correlation of purchasing bacon and eggs on a single shopping trip. In the study, a sample of 548 independent households were taken and details of what the household purchased at the market were recorded over 4 consecutive trips. For each trip, it was recorded whether or not the household purchased bacon or eggs or both, see Table 2. We will refer to Table 2 as $T$, which is a 5x5 matrix of observations.

| Eggs  | 0   | 1   | 2   | 3   | 4   | Total |
|-------|-----|-----|-----|-----|-----|-------|
| Bacon | 254 | 115 | 42  | 13  | 6   | 430   |
|       | 34  | 29  | 16  | 6   | 1   | 86    |
|       | 8   | 8   | 3   | 3   | 1   | 23    |
|       | 0   | 0   | 4   | 1   | 1   | 6     |
|       | 1   | 1   | 1   | 0   | 0   | 3     |
| Total | 297 | 153 | 66  | 23  | 9   | 548   |

Table 2: Bivariate binomial counts describing bacon and egg purchases.

Let $X_{kb}$ and $X_{ke}$ represent the number of times the $k$th customer purchased bacon and eggs over the course of the 4 trips, respectively. Clearly, $X_{kb}$ and $X_{ke}$ are correlated, and so Danaher and Hardie (2005) proposed a bivariate beta binomial model to capture the over dispersion and correlation. Let $p_{kb}$ and $p_{ke}$ denote the probability of household $k$ purchasing bacon and eggs, respectively. In this model, $(p_{kb}, p_{ke})$ is a bivariate random vector, where the requirement is that it follow some bivariate joint density, where the marginals are beta distributed. Thus, $(X_{kb}, X_{ke})| (p_{kb}, p_{ke}) \sim BivBin(4, p_{kb}, p_{ke})$ where $BivBin$ denotes a bivariate binomial distribution. Furthermore, $X_{kb}$ and $X_{ke}$ are conditionally independent given $(p_{kb}, p_{ke})$, i.e. $X_{kb}| p_{kb} \sim Bin(4, p_{kb})$ and $X_{ke}| p_{ke} \sim Bin(4, p_{ke})$. The unconditional correlation between $X_{kb}$ and $X_{ke}$ is introduced through the bivariate distribution of $(p_{kb}, p_{ke})$.

We propose use of the 5 parameter bivariate beta model proposed by Arnold and Ng (2011), that is

$$(p_{kb}, p_{ke}) \sim BB(\alpha_1, \ldots, \alpha_5).$$

Furthermore, we consider gamma priors for $\alpha_i$, $i = 1, \ldots, 5$ and use an empirical Bayes approach to select hyperparameters. Specifically, we compute marginal MLEs under the beta binomial model and use this to help guide our hyperparameter selection. Using the beta binomial distribution family function within the VGAM package in R, we have the following MLEs, $\hat{\alpha}_b = 0.3571$, $\hat{\beta}_b = 4.4552$, 

\[ \hat{\alpha}_c = 0.8592, \text{ and } \hat{\beta}_c = 3.9593. \] Linking our bivariate beta parameters to these estimates we have

\begin{align*}
\hat{\alpha}_1 + \hat{\alpha}_3 &= \hat{\alpha}_b = 0.3571 & \hat{\alpha}_4 + \hat{\alpha}_5 &= \hat{\beta}_b = 4.4552 \\
\hat{\alpha}_2 + \hat{\alpha}_4 &= \hat{\alpha}_c = 0.8592 & \hat{\alpha}_3 + \hat{\alpha}_5 &= \hat{\beta}_c = 3.9593.
\end{align*}

(3)

We choose values of \( \hat{\alpha}_i, i = 1, \ldots, 5 \) such that \( \alpha_i \) is centered around \( \hat{\alpha}_i \) a priori with variance of 1, i.e. \( \alpha_i \sim \Gamma(\hat{\alpha}_i^2, 1/\hat{\alpha}_i), i = 1, \ldots, 5 \). Furthermore, since we believe there should be a moderate and positive correlation between the purchase of bacon and eggs, we choose \( \hat{\alpha}_i, i = 1, \ldots, 5 \) such that the Monte Carlo correlation estimate under \( BB(\hat{\alpha}_1, \ldots, \hat{\alpha}_5) \) is close to 0.30. In short, we choose values close to (3) with a correlation near 0.30. The exact prior means are, \( \hat{\alpha}_1 = 1.6182, \hat{\alpha}_2 = 1.9932, \hat{\alpha}_3 = 0.1684, \hat{\alpha}_4 = 0.1702, \) and \( \hat{\alpha}_5 = 3.1234 \), where the Monte Carlo estimate of the correlation is 0.3004. As we will see, this choice allows for exploration of the parameter space with reasonable computational effort.

Thus, the Bayesian hierarchical model contains the following stages

\[
(X_{kb}, X_{ke})|(p_{kb}, p_{ke}) \sim \text{BivBin}(4, p_{kb}, p_{ke}) \text{ for } k = 1, \ldots, 548,
\]

\[
(p_{kb}, p_{ke}) \sim BB(\alpha_1, \ldots, \alpha_5) \text{ for } k = 1, \ldots, 548,
\]

\[
\alpha_i \sim \Gamma(\hat{\alpha}_i^2, 1/\hat{\alpha}_i) \text{ for } i = 1, \ldots, 5.
\]

Danaher and Hardie (2005) proposed using the bivariate beta model from Sarmanov (1966) which can be described as \( g(p_b, p_e) = f_b(p_b)f_e(p_e)[1 + \omega \phi_b(p_b)\phi_e(p_e)] \), where \( \phi_b(p_b) \) is a bounded non-constant “mixing” function such that \( \int \phi_b(l)f_b(l)dl = 0 \) (similar for “eggs”). The parameter \( \omega \) determines the correlation between \( p_b \) and \( p_e \) and must satisfy the condition \( 1 + \omega \phi_b(p_b)\phi_e(p_e) > 0 \) for all \( p_b \) and \( p_e \) to be a valid joint density function. Furthermore, the marginals are beta distributed, i.e. \( p_b \sim \text{Beta}(\alpha_b, \beta_b) \) and \( p_e \sim \text{Beta}(\alpha_e, \beta_e) \). Letting \( \phi_b(p_b) = \mu_b - \mu_b, \) where \( \mu_b = E(p_b) = \frac{\alpha_b}{\alpha_b + \beta_b} \), and similarly for “eggs,” yields a closed form likelihood enabling estimation via maximum likelihood.

### 5.1 Sampling algorithms

Given the prior density for \( (p_{kb}, p_{ke}) \) is unavailable in closed form, we consider the ABC-AR and ABC-MH algorithms to obtain posterior samples from the model at (4). Since our data is discrete, it is possible to simulate \( T \) exactly. However, since the probability of this event is very small, we will accept candidate parameters when the auxiliary table \( T' \) is close to the observed table \( T \). Here, we must define what “close” means, i.e. what does it mean for \( T' \approx T \)? To this end, we consider the absolute difference between the cells of \( T' \) and \( T \). In other words, let \( T = \{a_{ij}\} \) and \( T' = \{b_{ij}\} \) and the distance function be \( \rho = \sum_{i=1}^{5} \sum_{j=1}^{5} |a_{ij} - b_{ij}|. \)

For the ABC-AR algorithm, the simulation was run until 500 acceptances with \( \epsilon = 100 \) and is described as follows
1. Generate $\alpha_i' \sim \Gamma(\hat{\alpha}_i^2, 1/\hat{\alpha}_i)$ for $i = 1, \ldots, 5$
2. Generate $(p_{kb}, p_{ke}) \sim BB(\alpha_1', \ldots, \alpha_5')$ for $k = 1, \ldots, 548$
3. Generate $(Y_{kb}, Y_{ke})| (p_{kb}, p_{ke}) \sim BivBin(4, p_{kb}, p_{ke})$ for $k = 1, \ldots, 548$
4. Generate an auxiliary table $T'| (Y_{1b}, Y_{1e}), \ldots, (Y_{548b}, Y_{548e})$
5. Accept $(\alpha_1', \ldots, \alpha_5')$ if $\rho = \sum_{l=1}^{5} \sum_{j=1}^{5} |a_{lj} - b_{lj}| < \epsilon$ otherwise discard

Continue until 500 observations have been accepted.

5.2 Simulation results

|        | $\hat{\alpha}_1$ | $\hat{\alpha}_2$ | $\hat{\alpha}_3$ | $\hat{\alpha}_4$ | $\hat{\alpha}_5$ |
|--------|------------------|------------------|------------------|------------------|------------------|
| ABC-AR | 0.344 (0.0045)   | 0.876 (0.0084)   | 0.0055 (0.0012)  | 0.012 (0.0025)   | 4.41 (0.045)     |
| ABC-MH | 0.351 (0.0022)   | 0.891 (0.0042)   | 0.0044 (0.0005)  | 0.010 (0.0011)   | 4.46 (0.021)     |

|        | $\hat{\alpha}_b$ | $\hat{\beta}_b$ | $\hat{\alpha}_e$ | $\hat{\beta}_e$ | $r$              |
|--------|------------------|------------------|------------------|------------------|------------------|
| ABC-AR | 0.349 (0.0044)   | 4.42 (0.045)     | 0.888 (0.0085)   | 4.42 (0.045)     | 0.119            |
| ABC-MH | 0.356 (0.0022)   | 4.47 (0.021)     | 0.901 (0.0042)   | 4.47 (0.021)     | 0.120            |
| D&H    | 0.357            | 4.46             | 0.859            | 3.96             | 0.430            |

Table 3: Comparison of results from ABC-AR, ABC-MH, and [Danaher and Hardie, 2005] for bacon and eggs data.

Table 3 summarizes the simulation results with estimated posterior means and correlations (with standard errors). We can see each of the three analyses yields similar results. The ABC-AR algorithm required 399,879 proposals to obtain 500 acceptances. The $2\times 10^6$ iterations in the ABC-MH algorithm resulted in 2,721 moves in the chain. Given the similarity of the results, it appears the ABC-AR is
performing just as well with less computational effort.

Table 3 also compares our results to the model proposed by [Danaher and Hardie (2005)]. Note the parameter estimates are very similar with the exception of the estimated correlation. Our model slightly underestimates the observed table correlation of 0.23, but provides a better fit than that of [Danaher and Hardie (2005)]. We can also see the estimates of $\alpha_3$ and $\alpha_4$ are near 0, suggesting the 3 parameter model of [Olkin and Liu (2003)] may be more appropriate.

We also considered $\epsilon = 80$, $\epsilon = 60$, and $\epsilon = 40$, but have not included the results here. In short, the inferences were unchanged while the computational burden increased dramatically. This was especially true in the case of $\epsilon = 40$ where obtaining 500 acceptances via ABC-AR would require at least $1e8$ proposals.

| Bacon | 0   | 1   | 2   | 3   | 4   | Total  |
|-------|-----|-----|-----|-----|-----|--------|
| 0     | 250.82 | 115.11 | 48.11 | 17.17 | 4.02 | 435.23 |
| 1     | 41.66  | 21.85  | 10.32 | 3.92  | 0.98 | 78.73  |
| 2     | 12.52  | 6.85   | 3.66  | 1.52  | 0.46 | 25.01  |
| 3     | 3.38   | 1.95   | 1.33  | 0.51  | 0.23 | 7.40   |
| 4     | 0.66   | 0.45   | 0.30  | 0.17  | 0.07 | 1.65   |
| Total | 309.04 | 146.21 | 63.72 | 23.29 | 5.76 | 548    |

Table 4: Average cell counts based on the 500 accepted parameter values of the ABC-AR algorithm.

Table 4 shows the observed average cell counts for accepted tables $T'$ using ABC-AR. Comparing Table 2 to Table 4 we can see no apparent pattern of bias. We see a slight reduction in bias as $\epsilon$ is decreased from 100 to 40 (results not shown).

5.3 Alternate analysis

| Bacon | Eggs | 0   | 1   | 2   | 3   | 4   | Total  |
|-------|------|-----|-----|-----|-----|-----|--------|
| 0     | 6    | 13  | 42  | 115 | 254 |     | 430    |
| 1     | 1    | 6   | 16  | 29  | 34  |     | 86     |
| 2     | 1    | 3   | 3   | 8   | 8   |     | 23     |
| 3     | 1    | 4   | 0   | 0   |     | 6   |        |
| 4     | 0    | 0   | 1   | 1   | 1   | 3   |        |
| Total | 9    | 23  | 66  | 153 | 297 |     | 548    |

Table 5: Partially transposed bacon and eggs data to illustrate a negative correlation.

This section briefly considers an alternative analysis of the bacon and eggs data with negative correlation. In this case, the 3 parameter model of [Olkin and Liu (2003)] would be inappropriate. To this end, consider a partial transpose of the data as in Table 5 where the observed table correlation is -0.23. We apply the ABC algorithms using the same steps taken before. Under Table 5, the MLEs are $\hat{\alpha}_b = 0.3571$, $\hat{\beta}_b = 4.4552$, $\hat{\alpha}_e = 3.9593$, and $\hat{\beta}_e = 0.8592$. Linking the bivariate beta model, we
have
\[
\hat{\alpha}_1 + \hat{\alpha}_3 = \hat{\alpha}_b = 0.3571 \quad \hat{\alpha}_4 + \hat{\alpha}_3 = \hat{\beta}_b = 4.4552 \\
\hat{\alpha}_2 + \hat{\alpha}_4 = \hat{\alpha}_e = 3.9593 \quad \hat{\alpha}_3 + \hat{\alpha}_5 = \hat{\beta}_e = 0.8592.
\] (5)

Prior means were chosen close to the constraints in (5) subject to a correlation of -0.30. Thus, the
prior means are, \(\hat{\alpha}_1 = 0.9173, \hat{\alpha}_2 = 1.7502, \hat{\alpha}_3 = 0.8462, \hat{\alpha}_4 = 1.1421,\) and \(\hat{\alpha}_5 = 0.4852,\) where the
Monte Carlo estimate of the correlation is -0.3002.

As with before, we ran the ABC-AR and ABC-MH algorithms for \(\epsilon = 100.\) The results are
summarized in Table 6 where we see that they are similar for both methods. Table 7 shows an
observed average cell counts for accepted tables \(T'\) using ABC-AR. Comparing Table 5 to Table 7,
we can see there is no apparent pattern of bias. Again, we only see a slight reduction in bias as \(\epsilon\) is
decreased from 100 to 40, confirming that a larger \(\epsilon\) suffices.

| \(\hat{\alpha}_1\)  | \(\hat{\alpha}_2\)  | \(\hat{\alpha}_3\)  | \(\hat{\alpha}_4\)  | \(\hat{\alpha}_5\)  | \(r\) |
|------------------|------------------|------------------|------------------|------------------|-----|
| ABC-AR           | 0.125 (0.0047)   | 1.83 (0.043)     | 0.171 (0.0053)   | 2.76 (0.057)     | 0.753 (0.011) | -0.246 |
| ABC-MH           | 0.124 (0.0024)   | 1.90 (0.023)     | 0.172 (0.0025)   | 2.73 (0.027)     | 0.748 (0.005) | -0.247 |

Table 6: Comparison of results from ABC-AR and ABC-MH algorithms for partially transposed bacon and eggs data.

| Eggs\(^c\) | \(\text{Bacon}\) | 0 | 1 | 2 | 3 | 4 | Total |
|-----------------|-----------------|---|---|---|---|---|-----|
| 0               | 3.84            | 15.83 | 46.02 | 113.11 | 253.25 | 432.05 |
| 1               | 0.93            | 3.86  | 11.04 | 23.29  | 37.06  | 76.18  |
| 2               | 0.51            | 1.86  | 4.45  | 8.44   | 11.58  | 26.84  |
| 3               | 0.36            | 0.99  | 2.15  | 2.80   | 3.72   | 10.02  |
| 4               | 0.15            | 0.32  | 0.60  | 0.70   | 1.12   | 2.89   |
| Total           | 5.79            | 22.86 | 64.26 | 148.34 | 306.73 | 548    |

Table 7: Average cell counts based on the 500 accepted parameter values of the ABC-AR algorithm.
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Figure 3: Histograms comparing ABC-AR with the $G_1$ prior to MMLE under $A_1$, $n = 100$, and $\epsilon = 0.2$. 
\( BB(\alpha_1, \ldots, \alpha_5) = (1, 1, 1, 1, 1) \), \( N = 200, n = 100 \)

| Parameter | Bias 1 | MSE 1 | Bias 2 | MSE 2 | Bias 3 | MSE 3 | Bias 4 | MSE 4 | Bias 5 | MSE 5 |
|-----------|--------|-------|--------|-------|--------|-------|--------|-------|--------|-------|
| \( \alpha_1 \) | 0.008  | 0.291 | 0.313  | 0.107 | 0.479  | 0.242 | 1.532  | 2.393 | 1.895  | 3.645 |
| \( \alpha_2 \) | -0.095 | 0.292 | 0.314  | 0.109 | 0.477  | 0.240 | 1.530  | 2.391 | 1.899  | 3.666 |
| \( \alpha_3 \) | 0.081  | 0.156 | 0.329  | 0.127 | 0.520  | 0.292 | 1.474  | 2.259 | 1.893  | 3.715 |
| \( \alpha_4 \) | 0.139  | 0.214 | 0.332  | 0.130 | 0.524  | 0.299 | 1.482  | 2.295 | 1.897  | 3.740 |
| \( \alpha_5 \) | -0.014 | 0.233 | 0.338  | 0.131 | 0.532  | 0.302 | 1.574  | 2.551 | 2.005  | 4.110 |

### \( \varepsilon = 0.6 \)

| Proposals | – | 13,603(1,710) | 15,050(2,293) | 15,191(3,862) | 18,578(5,813) |
|-----------|---|----------------|----------------|----------------|----------------|
| Parameter | Bias 1 | MSE 1 | Bias 2 | MSE 2 | Bias 3 | MSE 3 | Bias 4 | MSE 4 | Bias 5 | MSE 5 |
| \( \alpha_1 \) | 0.008  | 0.291 | 0.290  | 0.102 | 0.464  | 0.236 | 1.132  | 1.399 | 1.365  | 2.075 |
| \( \alpha_2 \) | -0.095 | 0.292 | 0.288  | 0.100 | 0.463  | 0.236 | 1.133  | 1.400 | 1.365  | 2.080 |
| \( \alpha_3 \) | 0.081  | 0.156 | 0.270  | 0.097 | 0.456  | 0.244 | 0.995  | 1.112 | 1.207  | 1.701 |
| \( \alpha_4 \) | 0.139  | 0.214 | 0.273  | 0.101 | 0.460  | 0.249 | 0.998  | 1.119 | 1.209  | 1.713 |
| \( \alpha_5 \) | -0.014 | 0.233 | 0.306  | 0.118 | 0.499  | 0.278 | 1.147  | 1.452 | 1.406  | 2.234 |

### \( \varepsilon = 0.4 \)

| Proposals | – | 50,469(10,637) | 61,438(20,344) | 166,248(168,771) | 377,764(471,901) |
|-----------|---|----------------|----------------|-------------------|------------------|
| Parameter | Bias 1 | MSE 1 | Bias 2 | MSE 2 | Bias 3 | MSE 3 | Bias 4 | MSE 4 | Bias 5 | MSE 5 |
| \( \alpha_1 \) | 0.008  | 0.291 | 0.290  | 0.102 | 0.464  | 0.236 | 1.132  | 1.399 | 1.365  | 2.075 |
| \( \alpha_2 \) | -0.095 | 0.292 | 0.288  | 0.100 | 0.463  | 0.236 | 1.133  | 1.400 | 1.365  | 2.080 |
| \( \alpha_3 \) | 0.081  | 0.156 | 0.270  | 0.097 | 0.456  | 0.244 | 0.995  | 1.112 | 1.207  | 1.701 |
| \( \alpha_4 \) | 0.139  | 0.214 | 0.273  | 0.101 | 0.460  | 0.249 | 0.998  | 1.119 | 1.209  | 1.713 |
| \( \alpha_5 \) | -0.014 | 0.233 | 0.306  | 0.118 | 0.499  | 0.278 | 1.147  | 1.452 | 1.406  | 2.234 |

### \( \varepsilon = 0.2 \)

| Proposals | – | 926,581(427,404) | 1,989,341(1,444,414) | 10,678,542(4,732,615) | 14,000,000(2,424,044) |
|-----------|---|-----------------|---------------------|----------------------|----------------------|
| Parameter | Bias 1 | MSE 1 | Bias 2 | MSE 2 | Bias 3 | MSE 3 | Bias 4 | MSE 4 | Bias 5 | MSE 5 |
| \( \alpha_1 \) | 0.008  | 0.291 | 0.175  | 0.065 | 0.270  | 0.130 | 0.407  | 0.237 | 0.410  | 0.306 |
| \( \alpha_2 \) | -0.095 | 0.292 | 0.152  | 0.056 | 0.243  | 0.114 | 0.384  | 0.215 | 0.364  | 0.255 |
| \( \alpha_3 \) | 0.081  | 0.156 | 0.110  | 0.037 | 0.186  | 0.073 | 0.263  | 0.113 | 0.232  | 0.110 |
| \( \alpha_4 \) | 0.139  | 0.214 | 0.125  | 0.047 | 0.201  | 0.091 | 0.277  | 0.132 | 0.257  | 0.142 |
| \( \alpha_5 \) | -0.014 | 0.233 | 0.175  | 0.061 | 0.273  | 0.117 | 0.398  | 0.219 | 0.391  | 0.233 |

Table 8: Bias and MSE comparisons between priors and MMLE for \( A_1 \).
\( \alpha_1, \ldots, \alpha_5 = (3, 2, 5, 2, 1, 5, 1) \), \( N = 200, n = 100 \)

| Parameter \( \hat{\alpha}_1 \) | Bias | MSE | Bias | MSE | Bias | MSE | Bias | MSE |
|-------------------------------|------|-----|------|-----|------|-----|------|-----|
| Proposal | 0.174 | 0.833 | -1.111 | 1.243 | -1.112 | 1.242 | 0.662 | 0.466 | 0.609 | 0.384 |
| \( \epsilon = 0.6 \) | \( \hat{\alpha}_2 \) | 0.075 | 0.598 | -0.742 | 0.560 | -0.648 | 0.433 | 0.829 | 0.715 | 1.041 | 1.117 |
| \( \hat{\alpha}_3 \) | 0.032 | 0.240 | -0.512 | 0.278 | -0.334 | 0.129 | 0.707 | 0.555 | 1.061 | 1.202 |
| \( \hat{\alpha}_4 \) | 0.040 | 0.178 | -0.401 | 0.175 | -0.283 | 0.107 | 0.455 | 0.256 | 0.648 | 0.524 |
| \( \hat{\alpha}_5 \) | 0.047 | 0.122 | -0.227 | 0.060 | -0.244 | 0.074 | 0.374 | 0.164 | 0.328 | 0.154 |

| Parameter | Bias | MSE | Bias | MSE | Bias | MSE | Bias | MSE |
| Proposal | 0.174 | 0.833 | -1.111 | 1.243 | -1.112 | 1.242 | 0.662 | 0.466 | 0.609 | 0.384 |
| \( \epsilon = 0.4 \) | \( \hat{\alpha}_2 \) | 0.075 | 0.598 | -0.599 | 0.373 | -0.524 | 0.293 | 0.874 | 0.799 | 1.150 | 1.363 |
| \( \hat{\alpha}_3 \) | 0.032 | 0.240 | -0.438 | 0.214 | -0.302 | 0.115 | 0.666 | 0.515 | 0.981 | 1.062 |
| \( \hat{\alpha}_4 \) | 0.040 | 0.178 | -0.261 | 0.058 | -0.288 | 0.116 | 0.395 | 0.219 | 0.521 | 0.395 |
| \( \hat{\alpha}_5 \) | 0.047 | 0.122 | -0.150 | 0.058 | -0.227 | 0.070 | 0.320 | 0.137 | 0.309 | 0.150 |

| Parameter | Bias | MSE | Bias | MSE | Bias | MSE | Bias | MSE |
| Proposal | 0.174 | 0.833 | -0.733 | 0.564 | -0.781 | 0.623 | 0.643 | 0.479 | 0.563 | 0.357 |
| \( \epsilon = 0.2 \) | \( \hat{\alpha}_2 \) | 0.075 | 0.598 | -0.343 | 0.149 | -0.341 | 0.148 | 0.789 | 0.689 | 1.100 | 1.275 |
| \( \hat{\alpha}_3 \) | 0.032 | 0.240 | -0.261 | 0.103 | -0.200 | 0.068 | 0.542 | 0.379 | 0.801 | 0.760 |
| \( \hat{\alpha}_4 \) | 0.040 | 0.178 | -0.264 | 0.102 | -0.223 | 0.089 | 0.298 | 0.160 | 0.361 | 0.254 |
| \( \hat{\alpha}_5 \) | 0.047 | 0.122 | -0.150 | 0.044 | -0.176 | 0.055 | 0.257 | 0.112 | 0.271 | 0.130 |

Table 9: Bias and MSE comparisons between priors and MMLE for \( A_2 \).
\[ \delta(1, \ldots, 8) = (2, 1, 1, 2, 4, 6, 2, 1) \]

\[ \epsilon = 0.6 \]

\[ \epsilon = 0.4 \]

\[ \epsilon = 0.2 \]

| Proposals | \( g_1 \) | \( g_2 \) | \( g_4 \) | \( g_6 \) |
|-----------|-----------|-----------|-----------|-----------|
| \( \alpha_1 \) | -0.685 | 0.371 | -0.724 | 0.529 |
| \( \alpha_2 \) | -0.076 | 0.011 | -0.088 | 0.018 |
| \( \alpha_3 \) | 0.159 | 0.031 | 0.310 | 0.104 |
| \( \alpha_4 \) | -0.446 | 0.201 | -0.430 | 0.187 |
| \( \alpha_5 \) | -2.220 | 4.970 | -2.225 | 4.967 |
| \( \alpha_6 \) | -3.566 | 12.771 | -3.747 | 14.052 |
| \( \alpha_7 \) | -0.990 | 0.995 | -1.006 | 0.952 |
| \( \alpha_8 \) | -0.419 | 0.182 | -0.537 | 0.302 |

| Proposals | \( g_1 \) | \( g_2 \) | \( g_4 \) | \( g_6 \) |
|-----------|-----------|-----------|-----------|-----------|
| \( \alpha_1 \) | -0.655 | 0.433 | -0.712 | 0.510 |
| \( \alpha_2 \) | -0.098 | 0.017 | -0.111 | 0.026 |
| \( \alpha_3 \) | 0.142 | 0.029 | 0.333 | 0.123 |
| \( \alpha_4 \) | -0.407 | 0.168 | -0.390 | 0.154 |
| \( \alpha_5 \) | -2.122 | 4.552 | -2.149 | 4.641 |
| \( \alpha_6 \) | -3.412 | 11.700 | -3.647 | 14.316 |
| \( \alpha_7 \) | -0.968 | 0.955 | -0.994 | 1.039 |
| \( \alpha_8 \) | -0.440 | 0.202 | -0.560 | 0.328 |

| Proposals | \( g_1 \) | \( g_2 \) | \( g_4 \) | \( g_6 \) |
|-----------|-----------|-----------|-----------|-----------|
| \( \alpha_1 \) | -0.534 | 0.291 | -0.612 | 0.378 |
| \( \alpha_2 \) | -0.049 | 0.014 | -0.034 | 0.017 |
| \( \alpha_3 \) | 0.204 | 0.055 | 0.431 | 0.202 |
| \( \alpha_4 \) | -0.287 | 0.087 | -0.274 | 0.078 |
| \( \alpha_5 \) | -1.832 | 3.419 | -1.914 | 3.694 |
| \( \alpha_6 \) | -2.966 | 8.873 | -3.280 | 10.786 |
| \( \alpha_7 \) | -0.799 | 0.672 | -0.822 | 0.741 |
| \( \alpha_8 \) | -0.395 | 0.170 | -0.522 | 0.293 |

### Table 10: Bias and MSE comparisons between priors for \( A_4 \).
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