1. INTRODUCTION

1.1. Related works

Voice identity conversion (VC) consists in modifying the voice of a source speaker so as to be perceived as the one of a target speaker. Voice conversion has a wide range of applications, from entertainment (speaking with someone else voice, for instance through mobile applications), creative (reconstructing the voice of personalities), and medical (voice repair for individual with vocal disabilities). VC has substantially gained in popularity and in quality over the past few years, in particular with the large development of parallel VC in terms of conversion quality. In particular, parallel VC based on sequence-to-sequence models has recent reached a very good conversion quality.

VC has substantially gained in popularity and in quality over the past few years, in particular with the large development of parallel VC in terms of conversion quality. In particular, parallel VC based on sequence-to-sequence models has recent reached a very good conversion quality.

Modern neural VC architectures have been proposed over the past few years, in particular with the goal to learn VC from non-parallel speech databases. The main advantage of non-parallel VC is that it provides the flexibility to learn the conversion from “on-the-fly” speech databases, which can more easily handle large amount of data and accommodate multiple speakers. These architectures includes Variational Autoencoders (VAEs) [8,9,10], Generative Adversarial Networks (GANs) [11,12,13,14,15], Phonetic Posteriors (PPGs) [16] or with sampleRNNs [17]. Despite its advantages, non-parallel VC is a complex task and remains behind parallel VC in terms of conversion quality. In particular, parallel VC is used in many applications, such as voice conversion in the context of speech synthesis.

The main contribution of this paper is to present the SoftGAN, a novel method to tackle the stability issue of GAN training, encouraging a training in tandem between the generator and the discriminator. We achieve this by replacing the hard GAN label decision, by a soft and gradual one. A secondary contribution was the addition of an energy constraint to our system, which considerably led to better results. The paper is organized as follows: in section 2 we remind the reader the GAN architecture and then we explain the cycleGAN and, in particular, its application to VC. In section 3 we discuss the GAN instability issues and we introduce the SoftGAN. In Section 4 architecture details are explained. In Section 5 our architecture is detailed and our perceptual evaluation is described. Finally, in 6 we
present and discuss our results.

2. PRELIMINARY WORKS ON CYCLEGAN VC

2.1. Generative Adversarial Networks

A Generative Adversarial Network (GAN) \[18\] is a neural network system composed by a generator G and a discriminator D, in which the discriminator is trained to discriminate real samples from generated samples, while the generator is trained to generate real-like samples, using the discriminator as the decision rule. The objective can be written as:

\[
\min_{G} \max_{D} V(D, G) = \mathbb{E}_{x \sim p_{data}(x)}[\log D(x)] + \mathbb{E}_{z \sim p_{z}(z)}[\log(1 - D(G(z)))] \tag{1}
\]

2.2. Cycle Generative Adversarial Networks

In the cycleGAN architecture \[19, 22\], a generator G reads data from a dataset X and learns to map it into its respective position in a dataset Y, and vice versa for a generator F. If X and Y represent languages, this system should be analogous to two translators. To train these generators, the cycleGAN framework uses two adversarially trained discriminators to discriminate respectively X in relation to F(Y) and Y in relation to G(X). Since F(G(X)) should be equal to X, and G(F(Y)) should be equal to Y, a loss named cycle-consistent loss is added to enforce this constraint.

The cycleGAN-VC, introduced by \[13\], is trained to convert a source speaker Mel Frequency Cepstral Coefficients (MFCCs) into a target speaker MFCCs, so as to perform VC. Their discriminators task is therefore to discriminate whether the conversions belong to their respective target speaker identity or not. So as to adapt the original cycleGAN framework, they used Gated CNNs as well as an identity-mapping loss, which is reported to encourage phonetic invariance.

The following equation describes the adversarial loss:

\[
\mathcal{L}_{adv}(G_{X \rightarrow Y}, D_Y) = \mathbb{E}_{y \sim p_{data}(y)}[\log D_Y(y)] + \mathbb{E}_{x \sim p_{data}(x)}[\log(1 - D_Y(G_{X \rightarrow Y}(x)))] + \mathbb{E}_{y \sim p_{data}(y)}[||G_{Y \rightarrow X}(G_{Y \rightarrow X}(y)) - y||_1]. \tag{2}
\]

The following equation describes the cycle-consistency loss:

\[
\mathcal{L}_{cyc}(G_{X \rightarrow Y}, G_{Y \rightarrow X}) = \mathbb{E}_{x \sim p_{data}(x)}[||G_{Y \rightarrow X}(G_{X \rightarrow Y}(x)) - x||_1] + \mathbb{E}_{y \sim p_{data}(y)}[||G_{X \rightarrow Y}(G_{Y \rightarrow X}(y)) - y||_1]. \tag{3}
\]

The following equation describes the identity-mapping loss:

\[
\mathcal{L}_{id}(G_{X \rightarrow Y}, G_{Y \rightarrow X}) = \lambda_x \mathbb{E}_{y \sim p_{data}(y)}[||G_{X \rightarrow Y}(y) - y||_1] + \lambda_y \mathbb{E}_{x \sim p_{data}(x)}[||G_{Y \rightarrow X}(x) - x||_1] \tag{4}
\]

The following equation describes the total objective of the cycleGAN:

\[
\mathcal{L}_{ftotal} = \mathcal{L}_{adv}(G_{X \rightarrow Y}, D_Y) + \mathcal{L}_{adv}(G_{Y \rightarrow X}, D_X) + \lambda_x \mathbb{E}_{y \sim p_{data}(y)}[||G_{X \rightarrow Y}(y) - y||_1] + \lambda_y \mathbb{E}_{x \sim p_{data}(x)}[||G_{Y \rightarrow X}(x) - x||_1] \tag{5}
\]

3. SOFTGAN

3.1. Stability Issues in GAN

Generative Adversarial Networks are reported to be difficult to train. One problem are vanishing gradients when the discrimina-
tor achieves perfect discrimination, or when the generator is able to perfectly fool the discriminator, though it is producing nonsense. Another problem is the instability that is due to the fact that the discriminator is trained to systematically reject generated examples independent of their quality. In the case when the generator generates target samples covering only a small part of the target space the discriminator will improve its objective by means of pushing the generator out of the target space even if it has to wrongly classify some of the real samples as well. As a result the discriminator will push the generator away from the target space hindering the generator to converge.

To solve these issues, many ideas have been proposed, such as the DCGAN architecture [21]. [23] discussed mini-batch discrimination, historical averaging, one-sided label smoothing and virtual batch normalization. Also, new losses have been proposed, such as the Wasserstein GAN [24] and the LSGAN [25]. Though these solutions can help training, instability issues persist.

### 3.2. Proposed SoftGAN architecture

So as to encourage an efficient GAN training, we don’t want the discriminator to be trained to judge the generated data, independent of its quality, as fake. Instead, we propose that the feedback given by means of the discriminator to the generator takes into account what the discriminator has learned over the process of the training. Accordingly, instead of feeding a 0 hard label for all generated examples to the discriminator, we feed it with the following soft label:

$$D(G(x)) + \rho_{gen}(0 - D(G(x))) = (1 - \rho_{gen})D(G(x))$$  \hspace{1cm} (6)

The motivation here is that for labels that for generated samples that the discriminator qualifies as real there should be less pressure to the discriminator to qualify them as fake. We choose $\rho_{gen}$ to be 0.1.

Furthermore, the better the generator gets at following the discriminator, the more we make it become suspicious of the discriminator output, otherwise the generator could be too good for an yet untrained discriminator. To achieve this, instead of feeding a hard label of 1 to the discriminator when training the generator, we feed the following soft label:

$$D(G(x)) + \rho_{dis}(1 - D(G(x)))$$  \hspace{1cm} (7)

We choose $\rho_{dis}$ to be 0.9.

Finally, we introduce false anchors to the discriminator, more data meaning a better training. Particularly, for our VC approach, we have used noise and source data as false anchors. We named this architecture SoftGAN. An illustration of the proposed SoftGAN with comparison to the classic GAN is provided in Figure 1.

### 3.3. Proposed energy constraint

Additionally, following the attribute constraints proposed in [26] an energy constraint was added to the cycleGAN architecture. This constraint follows our need to have the same energy contour in the source and converted speech signals. To achieve this, we impose a reconstruction loss on the amplitude mean for each frame, on both generators, by adding the following term to the total loss: $\lambda_{e} E_{p_{data}(x)} \sum_{t=0}^{T} G_{X \rightarrow Y}(x_{t} - x_{t}) + \lambda_{e} E_{p_{data}(x)} \sum_{t=0}^{T} G_{Y \rightarrow X}(y_{t} - y_{t})$. This is energy constraint enforces to preserve the energy contour of the original source speech signal during conversion, and avoids incoherence between source and converted envelope in the converted speech signal. Further, by means of providing stable feedback to the generator, this constraint is expected to reduce the instability of the GAN training.

### 4. EXPERIMENT

#### 4.1. Database and architecture details

The proposed CycleGAN architecture has been trained and evaluated, using the VCC2018 database [2]. The VCC2018 training corpus contains 80 short sentences per speaker, sampled at 16 kHz and quantified on 16 bits. For the evaluation set, we used the first 5 sentences, whose length was superior to 2s.

Our architecture was inspired by the DCGAN. For both generators, we used a two layer encoder with convolutions, followed by a two layer decoder with transposed convolutions. We applied a kernel size 2 and a stride size 2, so as to avoid the checkerboard effect [27], noticing that consistently better results were obtained when this undesirable effect was avoided. With respectively 256, 512, 256 and 1 filters. We applied instance normalization, followed by a ReLU at the end of each layer. We worked with a rather small generator, with only four layers, since a generator with less capacity could be more easily trained. For both discriminators, we used 4 convolutional layers with a filter size 2, a kernel size 2, with respectfully 64, 128, 256 and 512 filters. These four layers were followed by two fully connected layers, with 512 and 1 neurons respectively. We applied instance normalization, followed by a LeakyReLU at the end of each layer, except the last one.

We chose $\lambda_{e}$, $\lambda_{c}$, $\lambda_{d}$ to respectively be 0.15, 0.3 and 1. We found it very important to have the cycle-consistency weight sufficiently low so that the network does not ignore the generator and stays only focused on the cycle-consistency, which would otherwise result less in a conversion and rather in a reconstruction. CycleGAN networks tend to be larger than ours [2]. However, a larger network is more prone to suffer from instability issues, since its capacity may allow it to do nonsense more easily, and since we have rather limited training data. Therefore, we prioritize small networks. Our inputs were of size 32 and 128, for frequency bins and time frames respectively. We applied a batch size 1. Finally, we used used least squares error, introduced in the LSGAN [25] and optimized it with the Adam algorithm.

Similarly to previous research on VC, the proposed VC is focused on spectral voice conversion only. The VC is based on a source/filter decomposition of the speech signal, in which the excitation of the source speaker is preserved during conversion and only the spectral envelope conversion is learned and modified. The analysis/synthesis engine relies on superVP, an extended phase vocoder developed by IRCAM. The spectral envelope is estimated from the short-term Fourier transform (STFT) by using the True Envelope algorithm [28]. The Mel spectral envelope is then computed by integrating the estimated spectral envelope over 32 Mel filters in which the energy of each Mel filter is normalized to unity.

#### 4.2. Experimental setups

The experiment consisted into the judgment by listeners of singing voice samples, based on the similarity to the target singer and the naturalness of the singer, as used for the voice conversion 2018 challenge [2]. Conversion were processed for all sentences contained in the test set. For the perceptual experiment, short excerpts were used and presented to the participants (around 5s.). We chose SF4

[2] www.forumnet.ircam.fr/product/supervp-max-en/
and TM4 as the source and TF3, TF4, TM3 and TM4 as the target. We evaluated the naturalness and speaker similarity of the converted samples, with a mean opinion score (MOS) test.

During the experiment, 15 short speech samples, original source and target speakers, and converted source-to-target speaker (each having duration of about 5s) were randomly selected from the test set, and presented to the participant in a random order. For each speech sample, the participant has the possibility to listen to an excerpt of the original target speaker. Then the participant is asked to rate the naturalness of the converted speech sample and its similarity to the target speaker. The experiment was conducted on-line, encouraging the use of headphones and quiet environment. 15 individuals participated in the experiment.

5. RESULTS AND DISCUSSION

The results of the perceptual evaluation are presented in Table 1. A first result is that the original target speaker is consistently qualified to have high similarity and quality. It can be seen that the proposed SoftGAN training performs significantly better than all other training strategies and network architectures. For the other approaches that were tested we note that the conversion without SoftGAN even with energy constraint did not produce any sounds recognizable as speech and was therefore excluded from the test. The energy constraint had a significant positive effect on the conversion which leads for the small network with SoftGAN training to an improvement of the Similarity and the Quality of 0.5 points in the MOS scale. This confirms the beneficial stabilizing effect of adding attribute constraints to the GAN training. Furthermore, since without the SoftGAN our small generator did not work, we trained a slightly larger network following the classical CycleGAN VC network structure [14]. We added a bottleneck between the encoder and the decoder: a convolutional layer followed by a transposed convolutional layer, each with 512 filters, kernel size 3 and stride size 1. Interestingly, the increasing network complexity allowed the network converging to solution that produced recognizable speech. However, while having many more parameters the perceived sound quality and similarity remains far lower than our smaller network with SoftGAN training. This result seems to support our hypothesis that for the small training datasets that are available for VC smaller network structures may be beneficial.

6. CONCLUSION

The present paper investigates into Voice Conversion with GAN. To address the stability issue of the GAN training we propose to use soft training labels that are influenced by the discriminator output, and we investigate into using an additional energy attribute attribute constraint providing a more stable objective to the generator. Using these means, we built a rather small generator with only a few layers. Our conducted experiment shows that the SoftGAN training was able to stabilize the small network, that was otherwise not converging to produce useful sound, achieving a similarity score of 3.40 +/- 0.40 and a naturalness score of 3.02 +/- 0.35 in a MOS scale. Using a larger network, both the naturalness and the similarity were 0.5 MOS points bellow our SoftGAN results. Furthermore, the experimental results confirm the beneficial impact of the energy constraint can improve the similarity and the naturalness of VC by again 0.5 MOS points. The experimental results seem to confirm our hypothesis that smaller networks can be beneficial for training VC networks when only small training databases are available. Finally, we hope that this innovative GAN technique might be beneficial for other applications.
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