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Abstract

With the development of the industry, the physical model of controlled object tends to be complicated and unknown. It is particularly important to estimate the state variables of a nonlinear system when the model is unknown. This paper proposes a state estimation method based on adaptive fusion of multiple kernel functions to improve the accuracy of system state estimation. First, a dynamic neural network is used to build the system state model, where the kernel function node is constructed by a weighted linear combination of multiple local kernel functions and global kernel functions. Then, the state of the system and the weight of the kernel functions are put together to form an augmented state vector, which can be estimated in real time by using high-degree cubature Kalman filter. The high-degree cubature Kalman filter performs adaptive fusion of the kernel function weights according to specific samples, which makes the neural network function approximate the real system model, and the state estimate follows the real value. Finally, the simulation results verify the feasibility and effectiveness of the proposed algorithm.

1. Introduction

With the development of industrial technology, the physical model of control object is also becoming more and more complicated [1, 2]. The linear system model can no longer accurately describe the system model, leading to new challenges for linear control theory. Although the classical control theory for linear systems is relatively mature, we are often faced with different types of nonlinear systems in practice; the characteristics include model nonlinearity, time variance, uncertain terms, and so on [3–5]. The state estimation of nonlinear systems has attracted more attention in recent decades. For nonlinear systems with unknown parameters, adaptive control with parameter approximation has been fully studied, and a reasonable adaptive law is designed to achieve stable control effects. For nonlinear systems whose models are completely unknown, the function approximation theory of neural networks makes it an effective approximation tool.

The kernel function is the core of the neural network [6–11]. The commonly used kernel functions include Gaussian kernel function, Fourier kernel function, linear kernel function, polynomial kernel function, and sigmoid kernel function. For the selection of the kernel function type, the most commonly used method is the cross-validation method, which uses different kernel functions to train the samples and selects the kernel function with the smallest overall error as the optimal kernel function. Machine training based on a single kernel function in a single feature space has great defects when dealing with uneven sample distribution. For example, an actual sample feature is a fusion of two basic features, where the first feature obeys a polynomial distribution and the second feature obeys the normal distribution. A single kernel function can only describe the characteristics of a certain aspect of the data, and it cannot properly represent the characteristics of different distributions [12]. Literatures [13–15] use a hybrid kernel with strong local and global information processing capabilities to deal with classification problems. This method can make up for the shortcomings of a single kernel function in processing sample local and global information, but it lacks an effective method to optimize the weighting coefficients of...
the two basic kernel functions. Kernel functions are divided into local kernel functions and global kernel functions according to their local and global capabilities. The local kernel function has a strong learning ability, while the global kernel function has a strong extrapolation ability [16, 17]. However, how to choose the weights of multiple kernel functions, multiple local kernel functions and global kernel functions is a challenging problem. 

There are a variety of existing kernel functions, each with its own characteristics, and different kernel functions have different nonlinear processing capabilities. On the basis of maintaining the basic characteristics of the original kernel function, multiple local kernel functions and global kernel functions are linearly combined into a new kernel function, that is, the multiple kernel functions absorb the advantages of the local kernel function and the global kernel function. It can accurately reflect the characteristics of the actual sample [18, 19]. However, how to choose the weights of multiple kernel functions is a challenging problem.

In 1960, Kalman introduced state variables into the filtering theory and proposed the famous Kalman filter. But it is suitable for the linear time-invariant system model. For nonlinear systems, researchers have successively proposed extended Kalman filter, unscented Kalman filter, cubature Kalman filter, and so on [20–22]. For the problem of state estimation of nonlinear systems with unknown models, many scholars have combined the unscented Kalman filter algorithm with neural networks to solve practical problems. Literatures [21, 23, 24] use a neural network to establish a one-dimensional nonlinear time series model. The input and output of the model are the value of the time series at the current time and the next time, respectively. The unscented Kalman filter algorithm is used to simultaneously update the network weights and time series, and the method is compared with the standard neural network learning algorithm and a separate unscented Kalman filter estimation algorithm. It proves that the estimation effect of this method is better than other methods. However, when the dimensionality of the system is high, the unscented Kalman filter faces the problem of dimensionality catastrophe, which causes its estimation performance to be greatly reduced. In order to further improve the filtering accuracy, literature [25] proposed a high-degree cubature Kalman with arbitrary order volume rules. The filtering algorithm uses radial integration rules to optimize sigma points and weights, which greatly enhances the ability to handle high-dimensional nonlinear states, and the estimation accuracy and stability are also significantly improved.

The selection of multiple function fusion coefficients is actually a process of constant weight adjustment. This paper regards the fusion coefficients as part of the augmented system state. Since the kernel function is often nonlinear, the training of neural networks can be regarded as the state estimation of the nonlinear system. The problem is that the estimation of the fusion coefficient of the multiple function and the system state can be regarded as the optimal estimation of the state vector in filtering. Therefore, the main contributions of this paper include the following:

(1) Building the unknown system state model using the weighted linear combination of multiple local functions and global functions. Then, establishing a nonlinear system model with augmented state.

(2) By using the high-degree cubature Kalman filter to estimate the fusion coefficient and the system state in real time, a nonlinear system state estimation method based on adaptive fusion of multiple functions is proposed, and the optimal fusion coefficients are selected to improve the accuracy of state estimation.

2. Problem Formulation

Denote $K^1_t(x_i, x_j)$ $(t1 = 1, 2, \ldots, M)$ and $K^2_t(x_i, x_j)$ $(t2 = 1, 2, \ldots, N)$ as the local kernel functions and the global kernel functions, respectively. $w^{f1}$ and $w^{g2}$ represent the corresponding weight coefficients for the above kernel function, respectively. Then, the multiple kernel functions can be expressed as follows:

$$K_m(x_i, x_j) = \sum_{t1=1}^{M} w^{f1} \cdot K^1_t(x_i, x_j) + \sum_{t2=1}^{N} w^{g2} \cdot K^2_t(x_i, x_j).$$

(1)

Further, the structure of the neural network state space model based on the multiple kernel function is shown in Figure 1.

$x_1, x_2, \ldots, x_n$ represent the input sample nodes, and $W_{ij}, W_{ki}$ stand for the weight coefficients among all layers. $y_1, y_2, \ldots, y_m$ denote the output sample nodes. The neural network model structure has three node layers, namely, input layer, hidden layer, and output layer. It is connected by weight coefficients, the input and output layers are at both ends, and the number of nodes in the middle hidden layer is selected according to actual requirements.

Since the system model is unknown, this paper uses a neural network based on multiple kernel functions to approximate it. Specifically, the nonlinear systems can be described as follows:

$$x_k = f(x_{k-1}) + w_k,$$

$$z_k = h(x_k) + v_k,$$

(2)

where $x_k$ is an $n$-dimensional state vector, $z_k$ is an $m$-dimensional observation vector, functions $f$ and $h$ are known nonlinear functions, and $\{w_k\}$ and $\{v_k\}$ are independent zero-mean Gaussian white noise.

For general nonlinear systems, under the Gaussian hypothesis, the basic theory of Bayesian estimation can be combined with any order cubature rule to derive a high-order cubature Kalman filter. Similar to the unscented Kalman filter structure, high-order cubature Kalman filter is also divided into two steps: state prediction (time update) and measurement update. The high-degree cubature Kalman filter uses the phase difference cubature rule to solve the problem of dimensional explosion in high-dimensional systems. High-degree cubature rules satisfy

$$I_{u_k} = \underbrace{w_{21} \sum_{j=1}^{n(n-1)} g_i(z_j^*) + g_i(-z_j^*) + g_i(-z_j^*)} + \underbrace{w_{22} \sum_{j=1}^{n} g_i(e_j) + g_i(-e_j)}.$$

(3)
where $s = [s_1, s_1, \ldots, s_1]^T, U_s = \{s \in \mathbb{R}^n: s_1^2 + s_2^2 + \ldots + s_n^2 = 1\}$, and $e_j$ is the $j$-th column of the unit vector matrix of $n$-dimensional space $\mathbb{R}^n$. $g_j(\cdot)$ is a general nonlinear function that has different forms in different filtering steps. $s_j^+$ and $s_j^-$ are the sets of points as shown below:

\[
\{s_j^+\} = \left\{ \frac{1}{2}(e_k + e_l): \; k < l, k, l = 1, 2, \ldots, n \right\},
\]

\[
\{s_j^-\} = \left\{ \frac{1}{2}(e_k - e_l): \; k < l, k, l = 1, 2, \ldots, n \right\}.
\]

The weight coefficients $\mathbf{w}_{11}$ and $\mathbf{w}_{12}$ are

\[
\mathbf{w}_{11} = \frac{A_n}{n(n + 2)}
\]

\[
\mathbf{w}_{12} = \frac{(4 - n)A_n}{2n(n + 2)}.
\]

where $A_n = \frac{2}{n(n+1)}\Gamma((n/2))$ is the surface area of the unit sphere and $\Gamma(z) = \int_0^{\infty} \frac{\exp(-\lambda)\lambda^{z-1}}{\lambda} \, d\lambda$. According to the moment matching method, when $n = 2$, the weight is

\[
\begin{aligned}
    w_1 &= \frac{\Gamma(n/2)}{(n + 2)} \\
    w_2 &= \frac{n\Gamma(n/2)}{(2(n + 2))}
\end{aligned}
\]

In this paper, we study how to combine high-degree cubature filter and neural networks to model unknown nonlinear systems and how to estimate the state of the system. Consequently, the addressed problem in this paper can be summarized as follows:

1. For the multiple kernel function in (1), how to construct a unified model of the combination of multiple kernel function weights and state variables to satisfy the requirements of the filter.
2. How to design a high-degree cubature filter to adaptively estimate the system state and kernel function weights.

3. Main Results

3.1. Establishment of Nonlinear System Model. When the model of the system is unknown, the neural network is used to approximate the system model, and then the optimal network node weight coefficients need to be solved. Meanwhile, the state is also unknown, and the state and weight coefficients are related. Therefore, we combine the original state $x_{k-1}$ and weight coefficient of the kernel functions $\mathbf{w}^1, \mathbf{w}^2$ as a new state $x_k^a = [x_{k-1}, \mathbf{w}^1_k, \mathbf{w}^2_k, \mathbf{w}^3_k, \ldots, \mathbf{w}^M_k, \mathbf{w}^N_k]$. Then, the original system equation and the augmented equation of the weight coefficient equation are considered as a new system model:

\[
x_k^a = \begin{bmatrix} x_k \\ \mathbf{w}^1_k \\ \vdots \\ \mathbf{w}^M_k \\ \mathbf{w}^N_k \\ \mathbf{w}^1_{k-1} \\ \vdots \\ \mathbf{w}^M_{k-1} \\ \mathbf{w}^N_{k-1} \end{bmatrix} = \begin{bmatrix} f^1(x_{k-1}) \\ f^2(x_{k-1}) \\ \vdots \\ f^M(x_{k-1}) \\ \vdots \\ f^N(x_{k-1}) \end{bmatrix} + \mathbf{w}_{k-1} = \begin{bmatrix} f(x_{k-1}) \\ \mathbf{w}^1_{k-1} \\ \mathbf{w}^M_{k-1} \\ \mathbf{w}^N_{k-1} \end{bmatrix} + \mathbf{w}_{k-1} = f^a(x_k^a) + \mathbf{w}_{k-1},
\]

\[
z_k = \mathbf{h}(x_k^a) + v_k,
\]

where $f^1(x_{k-1})$ is the mathematical model established by the neural network for the nonlinear system:
f^j(x_k) = \sum_{l=1}^{J} \left( W_{kl}^m g\left( \sum_{i=1}^{N} x_{ik} W_{il}^1 \right) \right), \quad j = 1, 2, \ldots, N, \quad (9)

where \( g(x) \) is the sigmoid kernel function of the neural network, which has been proved to have good global classification performance in the application of neural network because it is a smooth function that is convenient to find derivatives [26]. \( W_k \) is the weight coefficient of the neural network. The process noise \( w_k \) and observation noise \( v_k \) of the new system are independent zero-mean Gaussian white noise, and the corresponding covariance matrices are \( Q_k \) and \( R_k \).

**Remark 1.** Since the neural network based on multiple kernels is used to approximate the nonlinear function, it is necessary to solve the weight coefficients of the local kernel function and the global kernel function. By assuming that the weight coefficients are disturbed by Gaussian white noise, the coefficients and the state can be combined into an augmented state vector, so that a nonlinear system model based on the augmented state can be established.

### 3.2. Adaptive Fusion Filtering

In the past two decades, the extended Kalman filter has been widely used in the training of a neural network and as an optimizer of fuzzy membership functions for fuzzy classifiers. Tuning of multiple parameters of SVM can be viewed as an identification problem of a nonlinear dynamic system. Due to the truncation error introduced by the extended Kalman filter when linearizing the nonlinear system, the state estimation accuracy is low. The high-degree cubature Kalman filter has higher estimation accuracy than the extended Kalman filter because it uses radial integration rules to optimize sigma points and weights. Therefore, the high-degree cubature Kalman filter is exploited to estimate the augmented state.

The parameter estimation model is established in the previous section, and the adaptive selection method of fusion coefficients is given below. The estimation process of the entire augmented state is shown in Figure 2. First, select some local kernel functions with learning ability and some global kernel functions with generalization ability from the commonly used kernel functions to form a multiple kernel function. Then, the weighted fusion coefficient and the original state are combined to form an augmented state vector, then the high-degree cubature Kalman filter is used for time update, and then the real output value of the data set is used for the high-degree cubature Kalman filter measurement update.

The specific algorithm is given as follows:

1. **Update the state:**
   - At time \( k \), assume that the error covariance \( P_{k-1|k-1} \) at time \( k-1 \) is known, and the factorization is
     \[
     P_{k-1|k-1} = S_{k-1|k-1} S_{k-1|k-1}^T
     \]  
     \[
     (10)
     \]
     where the vector \( S_{k-1|k-1} \) is the Cholesky factorization of \( P_{k-1|k-1} \).
   - Compute the cubature points:
     \[
     X_{a,k-1|k-1} = S_{k-1|k-1} \xi_i + \bar{X}_{a,k-1|k-1}, \quad (i = 1, 2, \ldots, m),
     \]  
     \[
     (11)
     \]
     where \( m = 2n \), and the vector \( \xi_i \) is
     \[
     \begin{align*}
     \beta s_i^+, & \quad i = 1, 2, \ldots, n(n-1) / 2 \\
     \beta s_i^-, & \quad i = n(n-1) + 1, \ldots, n(n-1), \\
     -\beta s_i^{-(n-1)/2}, & \quad i = n(n-1) + 1, \ldots, n(n-1), \\
     -\beta s_i^{-(2n-1)/2}, & \quad i = n(n-1) + 1, \ldots, n(n-1), \\
     \beta e_i^{-(n-1)}, & \quad i = 2n(n-1) + 1, \ldots, 2n(n-1), \\
     -\beta e_i^{-(2n-1)}, & \quad i = n(2n-1) + 1, \ldots, 2n^2,
     \end{align*}
     \]  
     \[
     (12)
     \]
     where \( \beta = \sqrt{n+2} \), \( e_i \) represents an \( n \)-dimensional unit vector, and its \( i \)-th element is 1. \( s_i^+, s_i^- \) are
     \[
     \begin{align*}
     s_i^+ = \sqrt{\frac{1}{2}} (e_p + e_q), & \quad p < q, p, q = 1, 2, \ldots, n, \\
     s_i^- = \sqrt{\frac{1}{2}} (e_p - e_q), & \quad p < q, p, q = 1, 2, \ldots, n.
     \end{align*}
     \]  
     \[
     (13)
     \]

2. **Calculate the cubature points after propagation of state equation** (\( i = 1, 2, \ldots, m \)):
   \[
   X_{a,k+1|k-1} = f(X_{a,k-1|k-1}).
   \]  
   \[
   (14)
   \]

3. **Compute one-step state prediction:**
Figure 2: State estimation system.

\[
\hat{x}_{k|k-1} = \sum_{i=1}^{m} w_i x_{i,k|k-1}^{*}
\]

where the weights \( w_i \) are

\[
w_i = \begin{cases} 
\frac{2}{n+2}, & i = 0, \\
\frac{1}{(n+2)^2}, & i = 1, 2, \ldots, 2n(n-1), \\
\frac{4-n}{(n+2)^2}, & i = 2n(n-1) + 1, 2n(n-1) + 2, \ldots, 2n^2.
\end{cases}
\]

(5) Calculate the one-step prediction error covariance matrix:

\[
P_{k|k-1} = \sum_{i=1}^{m} w_i \hat{x}_{i,k|k-1}^{*} - \hat{x}_{k|k-1}^{*} (\hat{x}_{k|k-1}^{*})^T + Q_{k|k-1}.
\]

(5) Calculate the innovation covariance matrix:

\[
P_{zz,k|k-1} = \sum_{i=1}^{m} w_i z_{i,k|k-1} - \tilde{z}_{k|k-1} \tilde{z}_{k|k-1}^T + R_k.
\]

(6) Compute the one-step prediction cross covariance matrix:

\[
P_{xz,k|k-1} = \sum_{i=1}^{m} w_i x_{i,k|k-1} - \tilde{x}_{k|k-1} \tilde{z}_{k|k-1}^T.
\]

(7) Calculate the gain matrix:

\[
K_k = P_{xz,k|k-1} P_{zz,k|k-1}^{-1}.
\]

(8) Update state as follows:

\[
\tilde{x}_{k|k} = \tilde{x}_{k|k-1} + K_k (z_k - \tilde{z}_{k|k-1})
\]

(9) Error covariance matrix can be obtained by

\[
P_{k|k} = P_{k|k-1} - K_k P_{xz,k|k-1} K_k^T.
\]

Remark 2. For the known nonlinear system described in formulas (10) and (11), given the initial state of the state, the high-degree cubature Kalman filter can be performed according to the above two steps of time update and measurement update to obtain an augmented state vector value.

4. Simulation Example

The neural network approximation of the system model using the nonlinear filtering algorithm based on the Kalman filter framework has many practical applications, for example, the tracking problem of a moving target at a constant
speed in a two-dimensional plane [22], the state estimation problem of the concentration and temperature of the reactant in the non-isothermal chemical stirring tower reactor [27], etc. The example considered in this paper is a commonly used discrete model of a nonlinear system as follows [28]:

$$x(k + 1) = \begin{bmatrix} 0.8 + 0.05 \sin(0.1k) & 0.06 \\ 0.1 & -0.3 + 0.2 \sin(0.1k) \end{bmatrix} x(k) + w(k),$$

$$y(k) = x_1(k) + x_2(k) + v(k),$$

(27)

where \(w(k)\) and \(v(k)\) are independent zero-mean Gaussian white noises, with the variances \(Q(k) = \begin{bmatrix} 2.3478 & 0.7314 \\ 0.7314 & 2.6532 \end{bmatrix}\) and \(R(k) = 0.8\), respectively. The initial state is \(x_0 = [9.5 \ 4.5]^T\), and its estimate is set as \(\bar{x}_0 = [6.5 \ 2.2]^T\). The initial state error covariance matrix is \(P_0 = \begin{bmatrix} 0.2 & 0 \\ 0 & 0.3 \end{bmatrix}\).

The neural network model has two input nodes, two output nodes, and two hidden nodes. The simulation environment is Intel i5 CPU with 4G memory, and the simulation software uses Matlab R2013a.

In this simulation, the linear combination of Gaussian kernel function, Fourier kernel function, and linear kernel function is selected as the multiple kernel function, and the weight coefficients are, respectively, denoted as \(w^l_1, w^l_2\), and \(w^g\). For convenience of comparison, denote MAEE as mean absolute estimation error, and we simply mark the algorithms as follows:

- EAFMKF: estimation algorithm based on adaptive fusion of multiple kernel functions.
- ESKF: estimation algorithm based on single sigmoid kernel function.

The simulation results are shown in Figures 3–7 and Table 1.

From the estimation curves of Figures 3 and 4, both EAFMKF and ESKF can perform a good tracking estimation on the two states, indicating that both algorithms are effective. From the estimation error curves of Figures 5 and 6, the error curve of ESKF is generally above EAFMKF, which means that the error of ESKF is obviously greater than that of EAFMKF. From the statistics of Table 1, it can be seen that the time consumption of EAFMKF is slightly higher than that of ESKF, but the accuracy of the state estimation of EAFMKF is much higher than that of ESKF. Specifically, estimation error of ESKF is more than twice that of the EAFMKF. This is mainly because the multiple function can accurately describe the characteristics of the sample by adaptively adjusting the weight coefficients, thereby making the established state model more accurate. As shown in Figure 7, the weights \(w^l_1, w^l_2\), and \(w^g\) of the neural network are an adaptive adjustment process in the whole estimation process, and they quickly stabilize to the corresponding

![Figure 3: Estimation curve for state 1.](image3)

![Figure 4: Estimation curve for state 2.](image4)

![Figure 5: Estimation error curve for state 1.](image5)
values of 0.52, 0.21, and 0.27. These demonstrate the effectiveness of cubature Kalman filtering and neural network estimation algorithms.

5. Conclusions

This paper proposed a state estimation algorithm based on adaptive fusion of multiple kernel function for nonlinear systems with unknown state model. The system state model is built by using multiple kernel function, which is constructed by some local kernel functions and global kernel functions. Under this case, the characteristics of the actual sample can be fully characterized. Then, we put the weights of the multiple kernel function and the original state together as a augmented state. Futher, the high-degree cubature Kalman filter algorithm is used to estimate the augmented state in real time. Thus, we can obtain the optimal weight coefficients by the adaptive fusion of multiple kernel function, and the accuracy of the original states is significantly improved. Finally, a simulation example verifies the effectiveness of the proposed algorithm. In some practical applications, the state dimensionality is often very high. The next research content is how to choose a suitable approximate neural network to establish the state transition equation when the state dimension is high. Under this case, good state estimation results can be obtained while reducing the dimensionality of the estimation problem.
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