ABSTRACT

We consider the problem of binary power control, or link scheduling, in wireless interference networks, where the power control policy is trained using graph representation learning. We leverage the interference graph of the wireless network as an underlying topology for a graph neural network (GNN) backbone, which converts the channel matrix to a set of node embeddings for all transmitter-receiver pairs. We show how the node embeddings can be trained in several ways, including via supervised, unsupervised, and self-supervised learning, and we compare the impact of different supervision levels on the performance of these methods in terms of the system-level throughput, convergence behavior, sample efficiency, and generalization capability.

Index Terms— Wireless link scheduling, supervised learning, unsupervised learning, self-supervised learning, graph neural networks.

1. INTRODUCTION

Over the past few years, machine learning, and particularly deep learning, architectures have been increasingly used to address challenging problems in wireless communications, including those that fall under the umbrella of radio resource management (RRM), such as beamforming and power control [1,3]. More recently, solutions based on graph neural networks (GNNs), or in general, graph representation learning, have become more popular, mainly due to their desirable properties, such as permutation equivariance, size invariance, and stability to perturbations [4–7].

Nevertheless, it has been shown in [8] that when using supervised learning for RRM problems, the quality of the labels has a significant impact on the performance and convergence of the resulting models. For a special case of RRM problems which we focus on in this paper, i.e., link scheduling or binary power control, the highest-quality labels can be derived using exhaustive search. Figure 1 compares the average time it takes to generate an unlabeled sample, i.e., the channel matrix, and a labeled sample, including the optimal link scheduling decisions generated by exhaustive search. It is clear that as the network size grows, generating high-quality labeled samples becomes exponentially more costly. This computational complexity has led to alternatives to supervised learning for training deep learning models in RRM problems, including unsupervised learning, reinforcement learning, self-supervised learning, and meta-learning, which do not necessarily rely on (extensive) labeling of the data for training the underlying neural networks [3,5,9,16]. However, except for a few recent studies, such as [3,8,11], little effort has been made to thoroughly compare the performance of models trained using supervised and unsupervised learning procedures.

In this paper, we consider graph representation learning algorithms for the problem of link scheduling in wireless networks with multiple transmitter-receiver pairs, and study the impact of supervision level and type on the model performance using various metrics. We specifically use a GNN module to operate on the network graph in order to derive a set of node embeddings for all transmitter-receiver pairs in the network, which are then used to learn optimal link scheduling decisions [11]. We show how such decisions can be learned in both supervised and unsupervised learning, and we compare the resulting models in terms of system-level throughput, convergence behavior, sample complexity, and generalization capability. We also show how self-supervised learning can be used to pre-train the GNN backbones, further boosting the resultant supervised/unsupervised models [14].
2. PROBLEM FORMULATION

We consider a $K$-user interference channel with $K$ transmitter-receiver pairs $\{(\text{Tx}_i, \text{Rx}_i)\}_{i=1}^K$, where each transmitter $\text{Tx}_i$ intends to communicate with its corresponding receiver $\text{Rx}_i$. We assume that simultaneous transmissions of multiple transmitters cause interference on each other, as they all use the same time/frequency/spatial resources. Let $h_{ij} \in \mathbb{C}$, $P_{\text{max}}$, and $N$ denote the channel gain between transmitter $\text{Tx}_j$ and receiver $\text{Rx}_i$, maximum possible transmit power, and Gaussian noise variance at each receiver, respectively. Then, assuming that each receiver treats the interference from other transmitters as noise [17], the Shannon capacity of the channel between transmitter $\text{Tx}_i$ and receiver $\text{Rx}_i$ is given by

$$R_i = \log_2 \left( 1 + \frac{|h_{ij}|^2 \gamma_i}{\sum_{j'=1, j' \neq j}^K |h_{ij'}|^2 \gamma_i + P_{\text{max}}} \right),$$

where $\gamma_i = \frac{P_i}{P_{\text{max}}} \in [0, 1]$ denotes the normalized transmit power used by transmitter $\text{Tx}_i$.

In this paper, we focus on binary power control, i.e., link scheduling, where $\gamma_i \in \{0, 1\}$, $\forall i \in \{1, \ldots, K\}$, for maximizing the sum-rate across the network. In particular, we intend to solve the following non-convex optimization problem:

$$\max_{\gamma_1, \ldots, \gamma_K} \quad \sum_{i=1}^K \log_2 \left( 1 + \frac{|h_{ij}|^2 \gamma_i}{\sum_{j'=1, j' \neq j}^K |h_{ij'}|^2 \gamma_i + P_{\text{max}}} \right)$$

s.t. $\gamma_i \in \{0, 1\}, \forall i \in \{1, \ldots, K\}$. (2b)

3. LINK SCHEDULING VIA GRAPH REPRESENTATION LEARNING

To apply graph representation learning approach to the link scheduling problem in [2], similar to [3][11], we first represent a given $K$-user interference channel with matrix $H \in \mathbb{C}^{K \times K}$ as a directed graph $G^H = (\mathcal{V}^H, \mathcal{E}^H, \phi^H, \beta^H)$, where $\mathcal{V}^H = \{1, \ldots, K\}$ denotes the set of graph nodes, and the $i$th node corresponds to the $i$th transmitter-receiver pair $(\text{Tx}_i, \text{Rx}_i)$. The set of edges in the graph is denoted by $\mathcal{E}^H = \{ (u, v) \in \mathcal{V}^H \times \mathcal{V}^H : u \neq v \}$. Furthermore, $\phi^H : \mathcal{V}^H \to \mathbb{R}$ and $\beta^H : \mathcal{E}^H \to \mathbb{R}$ denote functions which determine initial node feature vectors $x_i^0$, edge weights $e_{u,v} = \beta^H(u,v)$, $\forall (u,v) \in \mathcal{E}$, respectively. In the following, we drop the dependence of the graph $G$ on $H$ for brevity unless necessary.

The aforementioned graph $G$ serves as the underlying topology for a graph neural network (GNN) backbone, which takes as input the graph and produces as output a node embedding for each node in the graph. In particular, the GNN processes the set of node features through a sequence of $L$ layers, where at each layer $l \in \{1, \ldots, L\}$, the feature vector of each node $v \in \mathcal{V}$ is updated as

$$x_v^l = \phi_l \left( x_v^{l-1}, \{x_{u}^{l-1}, e_{u,v}\}_{u \in \mathcal{V}(u,v) \in \mathcal{E}} \right),$$

where $\phi_l$ denotes a parametric combining function, whose parameters are learned, e.g., through backpropagation of the gradients of an objective function. This implies that each node combines its own features from the previous layer, the features of its incoming neighbors from the previous layer, and the incoming edge weights into a new feature vector $x_v^l$. The resulting feature vectors of each node at the end of $L$ layers, i.e., $\{x_v^L\}_{v \in \mathcal{V}}$, are called node embeddings.

Once the node embeddings are created, they finally undergo a link scheduling head, denoted by $\psi : \mathbb{R}^{F_l} \to [0, 1]$, which is another parametric function that maps each node embedding $x_v^L$ to a normalized power level $\psi(x_v^L)$ for the corresponding transmitter $\text{Tx}_v$. These continuous normalized power levels can be translated into link scheduling decisions using a thresholding mechanism, e.g., $\gamma_v = \mathbb{I}(\psi(x_v^L) \geq 0.5)$, where $\mathbb{I}(\cdot)$ denotes the indicator function.

3.1. Supervised and Unsupervised Training

The parameters of the GNN backbone and the link scheduling head can be trained in an end-to-end manner using either supervised or unsupervised learning. Assume that we have access to a batch of $B$ labeled samples $\{(G_i, \Gamma_i^*)\}_{i=1}^B$, where for a given network graph $G_i = (\mathcal{V}_i, \mathcal{E}_i, \alpha_i, \beta_i)$, $\Gamma_i^* = (\gamma^*_i, \ldots, \gamma^*_i)$ denotes the optimal link scheduling decisions derived using exhaustive search. Then, the supervised loss can be written as the cross-entropy loss between the model outputs and the optimal power control decisions,

$$L_{\text{supervised}} = -\frac{1}{B} \sum_{i=1}^B \sum_{v \in \mathcal{V}_i} \ell_{i,v},$$

where we define

$$\ell_{i,v} = \gamma^*_{i,v} \log_2(\psi(x_v^L)) + (1 - \gamma^*_{i,v}) \log_2(1 - \psi(x_v^L)).$$

On the other hand, an unsupervised training procedure directly tunes the model parameters to maximize the objective function in [28], without the need for any ground-truth labels, i.e., optimal power control decisions. Specifically, given a batch of $B$ unlabeled samples $\{G_i^H\}_{i=1}^B$, the unsupervised loss function is given by

$$L_{\text{unsupervised}} = -\frac{1}{B} \sum_{i=1}^B \sum_{v \in \mathcal{V}_i} r_{i,v},$$

where we have

$$r_{i,v} = \log_2 \left( 1 + \frac{|h_{i,v}|^2 \psi(x_v^L)}{\sum_{u \in \mathcal{V}(u,v)} |h_{i,u,v}|^2 \psi(x_u^L) + \frac{P_{\text{max}}}{P_{\text{max}}}} \right).$$

3.2. Self-Supervised Pre-Training

It was shown in [14] that using contrastive self-supervised pre-training (as originally proposed in [18][19]) helps significantly improve the sample efficiency of a subsequent supervised training process for learning power control decisions. Assuming a batch of unlabeled augmented graph pairs $\{(\overline{G}_i, G_i)\}_{i=1}^B$, where for any $i \in \{1, \ldots, B\}$, $\overline{G}_i$ and $G_i$ are semantically similar, the self-supervised loss is given by
\[ \mathcal{L}_{\text{self-supervised}} = -\frac{1}{B} \sum_{i=1}^{B} \sum_{v \in \mathcal{V}_i} \log \left( \frac{e^{(x^i_v)^T z^i_v}}{\sum_{j=1}^{B} e^{(x^i_v)^T z^i_j}} \right), \]

where \( \{ x^i_v \}_{v \in \mathcal{V}_i} \) and \( \{ z^i_v \}_{v \in \mathcal{V}_i} \) respectively denote the set of node embeddings when the GNN backbone is applied to \( \mathcal{G}_i \) and \( \mathcal{G}_v \), and \( \tau \) denotes a temperature hyperparameter. Note that as the self-supervised loss \( \mathcal{L}_{\text{self-supervised}} \) is defined on the node embeddings, it only impacts the GNN backbone parameters. The parameters of the link scheduling head need to be trained using either the supervised loss \( \mathcal{L}_{\text{supervised}} \) or the unsupervised loss \( \mathcal{L}_{\text{unsupervised}} \).

4. EMPIRICAL EVALUATION OF THE IMPACT OF SUPERVISION LEVEL ON TRAINED MODELS

Given that the cost of optimal labeling of samples in a link scheduling problem grows exponentially with the network size (see Figure 1), it is imperative to understand how the supervised and unsupervised losses in \( \mathcal{L}_{\text{supervised}} \) and \( \mathcal{L}_{\text{unsupervised}} \) compare to each other in different aspects. While some initial comparative studies have been conducted in prior work, e.g., in [3][8][11], in this section we perform a more comprehensive analysis to study how these different supervision levels impact the resulting models in terms of i) system sum-rate, ii) convergence behavior, iii) sample complexity, and iv) generalization capability. We also show how self-supervised pre-training can help improve models trained under both supervised and unsupervised loss types.

We consider \( K \)-user interference channels with \( K \in \{4, 6, 8, 10\} \), and for each value of \( K \), we generate a total of 256 training samples and 256 testing samples, all labeled using exhaustive search. For each sample, the \( K \) transmitters are located uniformly at random within a 250m \( \times \) 250m area, ensuring a minimum inter-transmitter distance of 35m. Then, for each transmitter, the corresponding receiver is located uniformly at random inside a ring around the transmitter, with inner and outer radii of 10m and 50m, respectively. We follow the dual-slope path-loss model of [10][13] and a log-normal shadowing with 7dB standard deviation to generate the channel gains. We set the maximum transmit power, bandwidth, and noise power spectral density to \( P_{\text{max}} = 10 \text{dBm} \), 10MHz, and \(-174\text{dBm/Hz}\), respectively.

For the graph generation, we use scalar initial node features (i.e., \( F_0 = 1 \)), where for a node \( v \in \mathcal{V} \), we set
\[ x^0_v = \log \left( \frac{P_{\text{max}}|h_{vu}|^2}{N} \right) / Z, \]
where \( Z \) is a normalization factor, defined as
\[ Z = \frac{1}{|\{(u,v) \in \mathcal{V} \times \mathcal{V} \}|} \log \left( \frac{P_{\text{max}}|h_{vu}|^2}{N} \right)^2. \]

This implies that the initial feature of each node is the normalized signal-to-noise ratio (SNR) between the corresponding transmitter-receiver pair (in dB). Similarly, for each edge \( (u, v) \in \mathcal{E} \), we define its edge weight as the normalized interference-to-noise ratio (INR) from transmitter \( \text{T}x_u \) to receiver \( \text{Rx}_v \) (in dB), i.e.,
\[ e_{u,v} = \log \left( \frac{P_{\text{max}}|h_{vu}|^2}{N} \right) / Z. \]

As for the GNN, we use the local extremum operator proposed in [20], where the combining function \( \psi \) is given by
\[ x_v^l = \mu \left( x_v^{l-1} \Theta_{l,1} + \sum_{u:(u,v) \in \mathcal{E}} e_{u,v} (x_v^{l-1} \Theta_{l,2} - x_u^{l-1} \Theta_{l,3}) \right), \]

Here, \( \Theta_{l,1}, \Theta_{l,2}, \Theta_{l,3} \) denote learnable parameters, all residing in \( \mathbb{R}^{F_{l-1} \times F_l} \), and \( \mu(\cdot) \) represents a LeakyReLU non-linearity (with a negative slope of \( 10^{-2} \)). We use \( L = 3 \) hidden layers and set \( F_1 = F_2 = F_3 = 64 \). Moreover, we parameterize the link scheduling head as
\[ \psi(x_v^l) = \sigma (w^T x_v^l + b), \]
where \( w \in \mathbb{R}^{F_L} \) and \( b \in \mathbb{R} \) represent learnable parameters, and \( \sigma(\cdot) \) denotes the sigmoid function.

We use a learning rate of \( 10^{-2} \), set the batch size to \( B = 32 \), train each model for 500 epochs, and report the maximum test sum-rate normalized by the optimal sum-rate under binary power control (derived using exhaustive search). For models with self-supervised pre-training, we train them for 100 epochs using the contrastive loss in [8] with \( \tau = 0.1 \) before the main supervised/unsupervised training phase. To create augmentations, we use a similar process as in [14] based on the information-theoretic optimality condition of treating interference as noise [17][21], coupled with multiplicative perturbations of the channel gains, drawn uniformly at random from the interval \([0.9, 1.1]\). We run each experiment with three different random seeds and report the mean performance across the three resulting models. All the training and testing procedures are implemented using the PyTorch Geometric library [22]. Unless explicitly stated, we assume each model is trained and tested on a fixed network size, i.e., \( K \).

4.1. System Sum-Rate

Figure 2a shows the normalized test sum-rates achieved by the supervised and unsupervised models for different numbers of transmitter-receiver pairs. As the figure demonstrates, both types of models achieve more than 80% of the optimal sum-rate of exhaustive search. However, as expected, the normalized sum-rates of both model types decline with increased network size, which leads to more complex link scheduling decisions since the density of the links grows in the fixed network area. Interestingly, unsupervised models outperform the
Supervised models in smaller networks, but they are overtaken by the supervised models for $K = 10$, potentially since supervision is more helpful in larger network sizes due to more complex interference patterns.

4.2. Convergence Behavior

In Figure 2b, we compare the supervised and unsupervised models in terms of their convergence behavior. In particular, we plot the first epoch in which each model’s normalized test sum-rate exceeds 0.8. As expected, both models take longer to converge with increased network size. However, without any supervision, unsupervised models take significantly longer to converge as compared to supervised models, especially for larger network sizes. As the plot shows, self-supervised pre-training helps both supervised and unsupervised models converge considerably faster, with the supervised models exceeding 0.8 normalized sum-rate within the first two epochs for $K \in \{4, 6\}$.

4.3. Sample Complexity

Another important aspect to study for the trained models is their sample complexity. Figure 2c illustrates the performance of supervised and unsupervised models for $K \in \{4, 10\}$, when the number of training samples changes from 32 samples to the entire training set of 256 samples. As the figure shows, for $K = 4$, unsupervised models outperform supervised models with as few as 64 training samples. However, for $K = 10$, supervised models outperform unsupervised models in the entire range of the training set size.

4.4. Generalization Capability

One of the main benefits of GNNs is their size-invariance, implying that a model trained on a specific network size, $K_{\text{train}}$, can be evaluated on any other network size $K_{\text{test}}$. Figure 2d shows how models trained on $K_{\text{train}} \in \{4, 10\}$ perform on networks with $K_{\text{test}} \in \{4, 6, 8, 10\}$. As the figure shows, the performance of both supervised and unsupervised models is highest when $K_{\text{test}} = K_{\text{train}}$. However, depending on the value of $K_{\text{train}}$, supervised and unsupervised models show significantly different behaviors: Unsupervised models trained on small networks with $K_{\text{train}} = 4$ demonstrate considerably better generalization capability as compared to supervised models. However, when trained on large networks with $K_{\text{train}} = 10$, supervised models generalize much better than unsupervised models. This again shows that as the network gets denser and more complex interference patterns emerge, supervised training leads to better models, but at the expense of the costly labeling process.

5. DISCUSSION AND CONCLUDING REMARKS

In this paper, we studied learning-based solutions for link scheduling in wireless networks using graph representation learning. We considered three types of loss functions with different supervision levels, including supervised, unsupervised, and self-supervised losses, and compared the trained graph-neural-network-based models using these losses from different angles. We showed that unsupervised models generally outperform supervised models when trained on smaller network sizes. However, supervised models are superior in terms of system-level performance, convergence behavior, sample efficiency, and generalization capability when trained on denser networks, though this comes at the exponentially high cost of obtaining high-quality labeled samples in these large configurations. We further showed how self-supervised pre-training can boost both supervised and unsupervised models in terms of convergence behavior. Our results confirm the findings of prior work in terms of the trade-offs between the considered metrics for models trained using supervised and unsupervised learning. The very feasibility of unsupervised learning approaches hinges on having the complete knowledge of the objective function. Therefore, in radio resource management problems where the objective function is unknown or not differentiable, unsupervised learning is not possible, and approaches based on reinforcement learning can instead be applied. Comparing the performance of reinforcement learning and supervised learning approaches in such scenarios, especially for modeling the temporal aspects of the underlying problems, is an interesting research topic, which we leave for future work.
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