SPECTRAL CONDITIONS FOR SPHERICAL TWO-DISTANCE SETS
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Abstract. A set of points $S$ in $d$-dimensional Euclidean space $\mathbb{R}^d$ is called a 2-distance set if the set of pairwise distances between the points has cardinality two. The 2-distance set is called spherical if its points lie on the unit sphere in $\mathbb{R}^d$. We characterize the spherical 2-distance sets using the spectrum of the adjacency matrix of an associated graph and the spectrum of the projection of the adjacency matrix onto the orthogonal complement of the all-ones vector. We also determine the lowest dimensional space in which a given spherical 2-distance set could be represented using the graph spectrum.

1. Introduction

The problem of sets with few distances is considered to be naturally emerging in discrete geometry and coding theory. The simplest case is the one of 2-distance sets, i.e. sets of points in $n$-dimensional space with only two possible distances between its elements.

The study of 2-distance sets began in 1947 when Kelly [1] showed that a 2-distance set in the plane can have at most 5 points. In 1963, Croft [2] showed that a 2-distance set in $\mathbb{R}^3$ can have at most 6 points. Larman, Rogers, and Seidel [3] found an upper bound on the size of a 2-distance set in $\mathbb{R}^d$ that is asymptotically tight, essentially resolving this question.

The other extreme case, the “minimal” 2-distance sets, has also been extensively studied. There are infinitely many non-isomorphic 2-distance sets with $d+1$ points or fewer, so the smallest interesting case is $d+2$ points. In 1966, Einhorn and Schoenberg [4] showed that there is a finite number of 2-distance sets in $\mathbb{R}^d$ with $d+2$ points and gave a combinatorial interpretation for the number of such “small” sets (see Theorem 2.1).

Motivated by Theorem 2.1, we are interested in characterizing the 2-distance sets whose points lie on the unit sphere. We call those sets spherical. A previous characterization of the spherical 2-distance sets was completed in 2012 by Nozaki and Shinohara [5], who gave a necessary and sufficient condition for a graph to correspond to a spherical 2-distance set in some Euclidean space (see Definition 2.4) based on Roy’s previous results [6]. The conditions in [5, Theorem 2.4] involve bulky expressions that use the eigenvalues of the adjacency matrix and the angles of its eigenvectors with the all-ones vector. In contrast, here we focus on the “small” spherical graphs (with exactly $d+2$ vertices in $\mathbb{R}^d$) and obtain a much cleaner necessary and sufficient condition for a graph to have a spherical representation in this case, only using the eigenvalues of the adjacency matrix and the eigenvalues of its projection onto a subspace.

Theorem 1.1. Let $d$ be a positive integer, and let $G$ be a graph on $d+2$ vertices whose adjacency matrix $A_G$ has eigenvalues $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{d+2}$. Let $J$ be the all-ones matrix and $P = I - \frac{1}{d+2}J$.
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be the projection matrix onto the subspace orthogonal to the all-ones vector. Then $G$ has a spherical representation in $\mathbb{R}^d$ if and only if the maximum eigenvalue of $P A_G P$ is equal to $\lambda_2$ and the multiplicity of the eigenvalue $\lambda_2$ is equal in $A_G$ (excluding $\lambda_1$ if $\lambda_1 = \lambda_2$) and $P A_G P$.

In fact, the lowest dimensional space in which a given spherically representable graph $G$ is also determined by the multiplicity of the second eigenvalue of $G$.

**Proposition 1.2.** Let $n \leq d$ be a positive integer. If a graph $G$ on $d + 2$ vertices is spherically representable in $\mathbb{R}^d$, then it is (spherically) representable in $\mathbb{R}^n$ if and only if the multiplicity of $\lambda_2$ in its adjacency matrix $A_G$ (excluding $\lambda_1$ if $\lambda_1 = \lambda_2$) is at least $d + 1 - n$.

The paper is organized as follows. In Section 2, we define (spherical) 2-distance sets and (spherically) representable graphs, and recall two results from the literature that we use in the paper. In Section 3, we give four initial conditions for a graph on $d + 2$ vertices to be representable as a spherical 2-distance set in $\mathbb{R}^d$. In Section 4, we rephrase the four conditions from Section 3 in terms of another matrix, and find a formula for the matrix that depends on the second eigenvalue of the adjacency matrix of the graph. In Section 5, we further reduce the positive-semidefinite conditions, which we use to prove Theorem 1.1 and Proposition 1.2 in Section 6. In Section 7, we use Proposition 1.2 to enumerate small spherical graphs by size and lowest representable dimension.

2. Preliminaries

First, we formally define a 2-distance set and some related concepts.

**Definition 2.1.** A set of points $S$ in $\mathbb{R}^d$ is a 2-distance set if $|D| = 2$, where $D = \{||p_i - p_j|| \text{ for } p_i, p_j(\neq p_i) \in S\}$.

Let $D = \{\alpha_1, \alpha_2\}$ such that $\alpha_1 > \alpha_2$. Denote by $k = \alpha_1/\alpha_2 > 1$ the distance ratio of $S$. Two 2-distance sets are equivalent if one can obtain one from the other via isometries and scaling.

The structure of a 2-distance set can be naturally encoded with a graph.

**Definition 2.2.** For a 2-distance set $S$, we define its associated graph $G = G(S)$ to be a graph whose vertices correspond points in $S$, and two vertices are adjacent if and only if the distance between their corresponding points in $S$ is $\alpha_1$ (i.e. the longer distance of the two).

We are also interested in the opposite direction, i.e. when a graph has an associated 2-distance set.

**Definition 2.3.** A graph $G$ is representable in $\mathbb{R}^d$ with ratio $k > 1$ if there exists a 2-distance set $S$ in $\mathbb{R}^d$ with distance ratio $k > 1$ such that $G = G(S)$ is the associated graph of $S$.

There are infinitely many non-equivalent 2-distance sets on at most $d + 1$ points. For instance, we can generate infinitely many 2-distance sets by taking a regular simplex on $d$ points in a hyperplane of dimension $d - 1$ and an arbitrary point on the line through the center of the simplex that is perpendicular to the $(d - 1)$-dimensional hyperplane of the simplex.

The following theorem gives a necessary and sufficient condition for a graph of size $d + 2$ to be representable in $\mathbb{R}^d$, thus proving that there are finitely many 2-distance sets with $d + 2$ points. It is a direct implication from the proof of Theorem 1 in [4].
Theorem 2.1 (Einhorn–Schoenberg [4]). Let $G$ be a graph on $d+2$ vertices. If $G$ is a complete multipartite graph, then $G$ is not representable in $\mathbb{R}^d$ for any value of $k > 1$. If $G$ is not a complete multipartite graph, then there exists a unique value $k > 1$ for which $G$ is representable in $\mathbb{R}^d$ with ratio $k$.

Theorem 2.1 allows us to work with the graph of the 2-distance set, which is a much simpler structure than the 2-distance set. We also cite the following lemma which was used to prove Theorem 2.1. It gives us a necessary and sufficient condition for the existence of points with a fixed set of distances between them in a Euclidean space of dimension $d$.

Lemma 2.2 (Schoenberg [7]). Let $\{m_{ij}\}_{i,j=1}^n$ be nonnegative real numbers such that $m_{ij} = m_{ji}$ for all $i, j$ and $m_{ii} = 0$ for $i = 1, 2, \ldots, n$. There exist points $p_1, \ldots, p_n \in \mathbb{R}^d$ with $||p_i - p_j|| = m_{ij}$ for all $i, j$ if and only if the $(n-1) \times (n-1)$ matrix $B'$ with

$$b'_{ij} = m_{1i}^2 + m_{1j}^2 - m_{ij}^2$$

is positive semidefinite (which we denote by $B' \succeq 0$) and $\text{rank}(B') \leq d$. Moreover, this configuration is unique up to congruence.

Now we give a definition for a spherical 2-distance set, the main focus of this paper. A similar definition is used in the literature ([8], [9]).

Definition 2.4. A 2-distance set $S$ in $\mathbb{R}^d$ is called spherical if all of its points lie on an $(d-1)$-dimensional sphere in $\mathbb{R}^d$. A graph $G$ is spherical or has a spherical representation in $\mathbb{R}^d$ if there exists a spherical 2-distance set $S \subset \mathbb{R}^d$ whose associated graph is $G$.

Finally, we denote by $A_G$ the adjacency matrix of a graph $G(V, E)$ and its eigenvalues by $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{|V|}$. For the remainder of the paper, $\lambda_i$ will always refer to the $i$-th eigenvalue of $A_G$.

3. Conditions for spherical 2-distance sets

In this section we give a set of four necessary and sufficient conditions for a graph to have a spherical representation. First, we define the matrix $B_G$ which encodes the pairwise distances of the corresponding 2-distance set.

Definition 3.1. Given a representable graph $G(V, E)$ on $d+2$ vertices with ratio $k$, denote by $B_G = B_G(k)$ the $(d+2) \times (d+2)$ matrix with entries

$$b_{ij} = \begin{cases} 
0, & \text{if } i = j \\
-1, & \text{if } \{i, j\} \not\in E \\
-k^2, & \text{if } \{i, j\} \in E.
\end{cases}$$

Next, we gives an exact characterization of graphs with $d+2$ vertices that are representable in $\mathbb{R}^d$. This characterization is symmetric with respect to all vertices, in contrast with Lemma 2.2 in which one vertex has to be used as a reference. Let $\mathbf{1}$ be the all-ones vector and $\mathbf{1}^\perp$ be the orthogonal complement of the span of $\mathbf{1}$.

Proposition 3.1. Let $G$ be a graph on $d+2$ vertices. Then $G$ is representable in $\mathbb{R}^d$ with ratio $k$ if and only if the following two conditions hold.
(1) For all vectors $w\in 1^\bot$ we have $w^TB_G(k)w \geq 0$.

(2) There exists a nonzero vector $w\in 1^\bot$ such that $B_G(k)w = \gamma 1$ for a real number $\gamma$.

Proof. We define $B_G' = (I - 1e_1^T) B_G (I - e_1 1^T)$, which is equivalent to the definition in Lemma 2.2. Thus, $G$ is representable in $\mathbb{R}^d$ if and only if

$$B_G' \succeq 0 \text{ and } \text{rank}(B_G') \leq d.$$  

We show that these two conditions are equivalent to conditions (1) and (2) respectively.

The condition $B_G' \succeq 0$ is equivalent to $v^T B_G' v \geq 0$ for all vectors $v$. This gives us

$$v^T (I - 1e_1^T) B_G (I - e_1 1^T) v \geq 0 \Leftrightarrow w^T B_G w \geq 0,$$

where $w = (I - e_1 1^T) v$.

Note that $w_1 = -\sum_{i=2}^n v_i, w_2 = v_2, w_3 = v_3, \ldots, w_{d+2} = v_{d+2}$, so $w$ is a vector in $1^\bot$ and hence condition (1) implies $B_G' \succeq 0$. Conversely, every vector in $1^\bot$ can be expressed in this form, so $B_G' \succeq 0$ implies condition (1) as well.

The condition $\text{rank}(B_G') \leq d$ is equivalent to $\dim \text{null}(B_G') \geq 2$. Observe that $e_1 \in \text{null}(B_G')$, so there exists a vector $v$ independent with $e_1$ such that $(I - 1e_1^T) B_G (I - e_1 1^T) v = 0$. This means that there exists $w \perp 1$ such that $(I - 1e_1^T) B_G w = 0$, so $B_G w \in \text{null}(I - 1e_1^T) = \text{span}(1)$, thus there exists a real number $\gamma$ such that $B_G w = \gamma 1$. Conversely, if there exist a vector satisfying condition (2) then it is in the nullspace of $B_G'$ and is independent of $e_1$, so $\text{rank}(B_G') \leq d$. \hfill \Box

Corollary 3.2. The nullspace of $B_G'$ consists of the vector $e_1$ and the space of vectors $w\in 1^\bot$ such that $B_G(k)w = \gamma 1$ for some real number $\gamma$.

We now consider the conditions for a graph to be spherical. Denote by $J$ the all-ones matrix.

Lemma 3.3. Let $G$ be a graph on $d + 2$ vertices that is representable in $\mathbb{R}^d$ with ratio $k$. It has a spherical representation with ratio $k$ if and only if the following two conditions hold:

(3) $\det(xJ + B_G)$ is the zero polynomial.

(4) There exists $r_0 = r_0(B_G) \in \mathbb{R}$ such that $rJ + B_G \succeq 0$ for all $r \geq r_0$.

Proof. We first show the only if direction. Suppose that $G$ is a graph on $d + 2$ vertices which can be representable in $\mathbb{R}^d$ with ratio $k$, and its corresponding 2-distance set is spherical. Take the center $O$ of the sphere and take a point $O_1$ on the line in $\mathbb{R}^{d+1}$ through $O$ that is orthogonal to the subspace $\mathbb{R}^d$ where $G$ is representable. The distance between every point from the 2-distance set and $O_1$ is the same and is denoted by $x_1$. Note that we can choose any $x_1 \geq \sqrt{r_0/2}$ where $r_0$ is the radius of the circumsphere of the 2-distance set that corresponds to $G$. By Lemma 2.2, we see that $B' = 2x_1^2 J + B_G \succeq 0$ for all $x_1 \geq \sqrt{r_0/2}$, so condition (4) holds for $r \geq r_0$, and $\text{rank}(B') \leq d + 1$, i.e., $\det(B') = 0$. Since $\det(B')$ is a polynomial in $x_1$ which vanishes for all $x_1 \geq \sqrt{r_0/2}$, it must be the zero polynomial, so condition (3) holds.

We now show the if direction. Suppose that $G$ is representable in $\mathbb{R}^d$ with ratio $k$ and conditions (3) and (4) hold. Take $r = r_0$. Since $rJ + B_G$ is positive semidefinite and $\text{rank}(rJ + B_G) \leq d + 1$, by Lemma 2.2, the 2-distance set corresponding to $G$ is inscribed in a sphere with radius $r$ in $\mathbb{R}^{d+1}$.
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but it also lies on a subspace isomorphic to $\mathbb{R}^d$, so it lies in the intersection of the sphere and an $d$-dimensional hyperplane, which is isomorphic to a sphere in $\mathbb{R}^d$. This means that the 2-distance set corresponding to $G$ is spherical. □

By combining Proposition 3.1 and Lemma 3.3, we obtain a set of four conditions that is necessary and sufficient for $G$ to be representable in $\mathbb{R}^d$ with ratio $k$ using only the matrix $B_G$.

(1) For all vectors $w \in 1^\perp$ we have $w^T B_G w \geq 0$.

(2) There exists a nonzero vector $w \in 1^\perp$ such that $B_G w = \gamma 1$ for a real number $\gamma$.

(3) $\det(xJ + B_G)$ is the zero polynomial.

(4) There exists $r_0 = r_0(B_G) \in \mathbb{R}$ such that $rJ + B_G \succeq 0$ for all $r \geq r_0$.

We first simplify condition (3):

Lemma 3.4. If a graph $G$ on $d + 2$ vertices with a distance ratio $k$ satisfies condition (2), then (3) holds if and only if $\det(B_G) = 0$.

Proof. It is clear that condition (3) implies $\det(B_G) = 0$, so we only need to show the converse. Assume that $\det(B_G) = 0$. Thus, there exists a vector $u \neq 0$ such that $B_G u = 0$. From (2) there exists $w \in 1^\perp$ such that $B_G w = \gamma 1$. It therefore suffices to show that for every $x$, there exists a nonzero vector $v$ such that $(xJ + B_G)v = 0$.

First, if $\gamma = 0$, then $(xJ + B_G)w = 0$ for every $x$. Otherwise, take $\beta = -\frac{x(u, 1)}{\gamma}$. Then,

$$
(xJ + B_G)(u + \beta w) = xJu + \beta xJw + B_G u + \beta B_G w
= x(u, 1) + \beta x 0 + 0 + \beta \gamma 1
= (x(u, 1) + \beta \gamma)1 = 0.
$$

Note that $u + \beta w \neq 0$ because otherwise $u$ and $w$ would have been collinear, which gives us $Bw = 0$, so $\gamma = 0$. Thus, for every $x$ there exists a nonzero vector $v$ such that $(xJ + B_G)v = 0$, as needed. □

We let $\det(B_G) = 0$ be condition (3’).

4. SECOND EIGENVALUE OF THE ADJACENCY MATRIX

From Lemma 3.4 we can find a formula for $B_G$ which does not depend on the ratio of the 2-distance set. Conversely, if this formula for $B_G$ holds, then we prove that condition (1) implies conditions (2) and (3’).

First, we transform the matrix $B_G$ to a new matrix $\overline{B}_G$ which is more closely related to the adjacency matrix $A_G$ and rewrite conditions (1)-(4) in terms of $\overline{B}_G$.

Proposition 4.1. A graph $G$ on $d + 2$ vertices is spherical in $\mathbb{R}^d$ with distance ratio $k$ if and only if the following conditions hold for $\overline{B}_G = B_G(k) = \frac{1}{k^2 - 1}(B_G + J) = \frac{1}{k^2 - 1}I - A_G$:

(1) For all $w \in 1^\perp$ we have $w^T \overline{B}_G w \geq 0$.

(2) There exists a nonzero vector $w \in 1^\perp$ such that $\overline{B}_G w = \gamma 1$ for some real number $\gamma$.  

(3) \( \det(B_G) = 0. \)

(4) There exists \( r_0 \in \mathbb{R} \) such that for all \( r \geq r_0 \) we have \( rJ + B_G \succeq 0. \)

**Proof.** It suffices to show that the conditions (1), (2), (3), and (4) are equivalent to conditions (1), (2), (3), and (4) respectively. The first two are clearly equivalent to the original conditions because \( B_G w = \frac{1}{k^2 - 1} (B_G + J) w = \frac{1}{k^2 - 1} B_G w \) for all \( w \in 1^k \). Condition (3) is equivalent to \( \det(xJ + B_G) \equiv 0 \) by a change of variable:

\[
\det \left( xJ + \frac{1}{k^2 - 1} (B_G + J) \right) = \left( \frac{1}{k^2 - 1} \right)^{d+2} \det ( (x(k^2 - 1) + 1)J + B_G ).
\]

By the same proof as in Lemma 3.4 we see that this is also equivalent to condition (3). Condition (4) is equivalent to \( B_G + (r(k^2 - 1) + 1)J \succeq 0 \) for sufficiently large \( r \), which is the same as condition (4).

We now find a formula for \( B_G \) in terms of the second eigenvalue of the adjacency matrix. This also gives us a formula for \( B_G \) that does not depend on \( k \).

**Lemma 4.2.** Let \( G \) be a graph on \( d + 2 \) vertices. Suppose that it satisfies conditions (2) and (3) for some \( k > 1 \), then \( B_G = I - \frac{1}{\lambda_2} A_G - J \).

**Proof.** Let \( m = \frac{1}{k^2 - 1} \), so \( B_G = mI - A_G \). By Lemma 3.4 \( \det(B_G) = 0 \), so there exists an eigenvector \( v \) of \( A_G \) that has eigenvalue \( m = \lambda_i \) for some \( i \). By condition (1) \( x^T B_G x \geq 0 \) for \( x \in 1^k \) which is equivalent to \( x^T A_G x \leq m x^T x \), i.e., \( \frac{x^T A_G x}{x^T x} \leq m \) for every \( x \in 1^k \). So, by the Courant–Fischer–Weyl min-max principle [10] we have

\[
\lambda_2 = \min_{\dim(U) = d-1} \left\{ \max_{x \in U} \frac{x^T A_G x}{x^T x} \right\} \leq \max_{x \in 1^k} \frac{x^T A_G x}{x^T x} \leq m.
\]

By condition (2) there exists a vector \( x_1 \in 1^k \) such that \( x_1^T (mI - A_G) x_1 = 0 \) or equivalently \( m = \frac{x_1^T A_G x_1}{x_1^T x_1} \). But \( m = \lambda_i \) for some \( i \), so \( m \leq \lambda_1 \).

If \( \lambda_1 = \lambda_2 \), then \( m = \frac{x_1^T A_G x_1}{x_1^T x_1} \leq \lambda_1 = \lambda_2 \) by the min-max principle.

If \( \lambda_1 > \lambda_2 \), then \( v_1 \notin 1^k \) because \( \lambda_1 \)'s eigenvector \( v_1 \) has nonnegative coordinates. Since \( \frac{x_1^T A_G x}{x_1^T x} = \lambda_1 \) holds if and only if \( x \in \text{span}(v_1) \) and \( x_1 \notin \text{span}(v_1) \), so \( m = \lambda_1 \) and \( m \leq \lambda_2 \).

Therefore \( \lambda_2 \leq m \leq \lambda_2 \), so \( m = \lambda_2 \). Undoing the transformations of \( B_G \), we obtain \( B_G = I - \frac{1}{\lambda_2} A_G - J \), as needed.

This gives us a formula for \( k \) in terms of \( \lambda_2 \).

**Corollary 4.3.** Given graph \( G \) on \( d + 2 \) vertices. If \( G \) is spherical, then the distance ratio is \( \sqrt{\frac{1}{\lambda_2} + 1} \). (In particular, this implies that \( \lambda_2 > 0 \).)

**Proof.** From the proof of Lemma 4.2 we have \( \frac{1}{k^2 - 1} = m = \lambda_2 \), so we have \( k = \sqrt{\frac{1}{\lambda_2} + 1} \).
Therefore, we can rephrase Proposition 4.1 with the definition $B_G = \lambda_2 I - A_G$ instead of the original definition, which removes the need to consider $k$ altogether.

Using Lemma 4.2 we can also prove that one of the eigenvectors of $\lambda_2$ is in $1^\perp$.

**Lemma 4.4.** Let $G$ be a graph on $d + 2$ with ratio $k$ that satisfies conditions (1), (2), and (3). There exists an eigenvector $v_2$ of $\lambda_2$ that is orthogonal to $1$.

**Proof.** Let $v_1$ be an eigenvector of $\lambda_1$ and $v_2$ be an eigenvector of $\lambda_2$ such that $\langle v_1, v_2 \rangle = 0$ and let $\|v_1\| = \|v_2\| = 1$. The subspace span$(v_1, v_2)$ has dimension 2, so it intersects $1^\perp$ in a line or a plane. This means that there exist real numbers $\alpha$ and $\beta$ such that $\alpha v_1 + \beta v_2 \in 1^\perp$ (where $\alpha$ and $\beta$ are not both equal to 0). The matrix $B_G = \lambda_2 I - A_G$ by Lemma 4.2 so it has $v_2$ in its nullspace. By condition (1)

$$0 \leq (\alpha v_1 + \beta v_2)^T B_G (\alpha v_1 + \beta v_2)
= \alpha^2 v_1^T B_G v_1 + \beta^2 v_2^T B_G v_2 + \alpha \beta (v_1^T B_G v_2 + v_2^T B_G v_1)
= \alpha^2 (\lambda_2 v_1^T v_1 - v_1^T A_G v_1) + \beta^2 v_2^T B_G v_2 + \alpha \beta (v_1^T B_G v_2)^T
= \alpha^2 (\lambda_2 v_1^T v_1 - v_1^T A_G v_1)
= \alpha^2 (\lambda_2 - \lambda_1).
$$

Since $\alpha^2 (\lambda_2 - \lambda_1)$ is clearly nonpositive, this means that either $\lambda_1 = \lambda_2$ or $\alpha = 0$. In the first case $\lambda_2$'s eigenspace has dimension at least 2, so there is a nonzero intersection with $1^\perp$, so we can set $v_2 \in 1^\perp$. In the second case we have $\beta v_2 \in 1^\perp$, and $\beta \neq 0$, so $v_2 \in 1^\perp$. $\Box$

**Corollary 4.5.** If $G$ is a graph with ratio $k$ that satisfies conditions (1), (2), and (3) then if $\lambda_1 > \lambda_2$, all eigenvectors of $\lambda_2$ are in $1^\perp$, and if $\lambda_1 = \lambda_2$, then all but one vector of the eigenbasis of $\lambda_2$ can be chosen to be in $1^\perp$.

**Proof.** From the proof of Lemma 4.4 we can see that the eigenspace of $\lambda_2$ is in $1^\perp$ when $\lambda_1 > \lambda_2$. If $\lambda_1 = \lambda_2$, we can choose the eigenbasis of $\lambda_2$ so that at most one of the basis vectors is not in $1^\perp$, so we can assign it to be the eigenvector for $\lambda_1$. $\Box$

Now, we are ready to prove that condition (1) implies conditions (2) and (3) so we can remove the latter two from Proposition 4.1.

**Lemma 4.6.** Given a graph $G$ on $d + 2$ vertices and $B_G = \lambda_2 I - A_G$. If for every $w \in 1^\perp$ $w^T B_G w \geq 0$, then conditions (2) and (3') are satisfied.

**Proof.** By the proof of Lemma 4.4 if condition (1) is true for the matrix $B_G = \lambda_2 I - A_G$, then the eigenvector $v_2$ of the second largest eigenvalue is in $1^\perp$. From this we can deduce that $B_G v_2 = 0$, which implies both conditions (2) and (3') $\Box$
5. Reduction of the positive-semidefinite condition

In this section we simplify condition (4). To do this, we use condition (1) to reduce condition (4) to the existence of an upper bound on \( \lambda_2 v^T v - v^T A_G v \) for \( v \in \mathbf{1}^\perp \). Lemma 5.1 gives a necessary and sufficient condition for the existence of this bound.

**Lemma 5.1.** Let \( G \) be a graph on \( d + 2 \) vertices such that \( \overline{B_G} = \lambda_2 I - A_G \), and \( \overline{B_G} \) satisfies condition (1) and let \( V \) be a subspace of \( \mathbf{1}^\perp \). There exists a real number \( r \) such that

\[
r(d + 2)(\lambda_2 v^T v - v^T A_G v) \geq (1^T A_G v)^2 \quad \text{for every} \quad v \in V
\]

if and only if \( 1^T A_G v = 0 \) for all vectors \( v \in V \) such that \( \lambda_2 v^T v = v^T A_G v \).

**Proof.** The forward direction is straightforward. For the reverse direction, we induct on the dimension of \( V \). The base case \( \dim(V) = 0 \) is trivial. For the inductive step, assume that \( V \) has dimension at least one and that the statement hold for all subspaces of \( \mathbf{1}^\perp \) with lower dimension. Divide both sides of inequality (1) by \( v^T v \) to obtain

\[
r(d + 2) \left( \lambda_2 - \frac{v^T A_G v}{v^T v} \right) \geq \frac{(1^T A_G v)^2}{v^T v}.
\]

By Cauchy-Schwartz’s inequality, we can bound the absolute value of the right-hand side \( |(1^T A_G v)^2| \leq ||1^T A_G||^2 \). Denote by

\[
f(v) = \left( \lambda_2 - \frac{v^T A_G v}{v^T v} \right).
\]

Let \( L = \inf_{v \in V \setminus \{0\}} f(v) \). Note that \( L \geq 0 \) by condition (1). If \( L > 0 \), the inequality is true for every \( r \geq \frac{||1^T A_G||^2}{(d + 2)L} \). If \( L = 0 \), then as \( f \) is invariant under scaling, so \( L \) is also the infimum of \( f \) on the unit sphere, which is compact. Therefore, this infimum is achieved, i.e., there exists a vector \( w \) such that \( f(w) = 0 \). By the inductive hypothesis the inequality holds for all \( v \in V \cap \text{span}(w)^\perp \). If \( v \) is not perpendicular to \( w \), by scaling \( v \) we can write \( v = w + \varepsilon x \) where \( ||x|| = 1 \) and \( x \perp w \). The inequality becomes

\[
r(d + 2)(\lambda_2 + \lambda_2 \varepsilon^2 - w^T A_G w - 2\varepsilon x^T A_G w - \varepsilon^2 x^T A_G x) \geq (1^T A_G w + \varepsilon 1^T A_G x)^2
\]

\[
r(d + 2)(\lambda_2 - 2\varepsilon x^T A_G w - \varepsilon^2 x^T A_G x) \geq (\varepsilon 1^T A_G x)^2.
\]

Inequality (2) is a quadratic inequality in \( \varepsilon \) with zero constant term, so the linear term should also be zero, i.e., \( x^T A_G w = 0 \). Going back to inequality (2) and dividing by \( \varepsilon^2 \) we get

\[
r(d + 2)(\lambda_2 - x^T A_G x) \geq (1^T A_G x)^2
\]

for \( x \in V \cap \text{span}(w)^\perp \) that has lower dimension than \( V \), so the inductive step is completed. \( \square \)

We are now equipped to simplify condition (4). We prove that it is equivalent to condition (1) combined with a new condition (5).

**Lemma 5.2.** A graph \( G \) on \( d + 2 \) vertices is spherical if and only if \( w^T \overline{B_G} w \geq 0 \) for all vectors \( w \in \mathbf{1}^\perp \) where \( \overline{B_G} = \lambda_2 I - A_G \), and

\[
(5) \quad 1^T A_G w = 0 \quad \text{for all vectors} \quad w \in \mathbf{1}^\perp \quad \text{such that} \quad w^T \overline{B_G} w = 0.
\]
Proof. We can easily see that condition (4) implies condition (1), so if we know that (4) holds for the matrix $B_G = \lambda_2 I - A_G$, then by Lemma 4.6 we also have conditions (2) and (3), so $G$ has a spherical representation.

Thus, we need to check that condition (1) combined with the fact that $1^T A_G w = 0$ for all vectors $w \in 1^\perp$ such that $\lambda_2 w^T w = w^T A_G w$ is equivalent to condition (4).

Every vector $u$ can be expressed as $\alpha \mathbf{1} + \beta v$ where $v \in 1^\perp$. So, condition (4) states that for all $\alpha, \beta, v$ and sufficiently large $r$

$$0 \leq (\alpha \mathbf{1} + \beta v)^T (r J + \lambda_2 I - A_G)(\alpha \mathbf{1} + \beta v) = r(\alpha \mathbf{1} + \beta v)^T J(\alpha \mathbf{1} + \beta v) + (\alpha \mathbf{1} + \beta v)^T (\lambda_2 I - A_G)(\alpha \mathbf{1} + \beta v).$$

As span$(J)$ = span$(\mathbf{1})$, the right-hand side expression is equal to

$$\alpha^2 r(d + 2) + (\alpha \mathbf{1} + \beta v)^T (\lambda_2 I - A_G)(\alpha \mathbf{1} + \beta v) = \alpha^2 r(d + 2) + \lambda_2 (\alpha \mathbf{1} + \beta v)^T (\alpha \mathbf{1} + \beta v) - (\alpha \mathbf{1} + \beta v)^T A_G(\alpha \mathbf{1} + \beta v)$$

$$= \alpha^2 r(d + 2) + \lambda_2 \alpha^2 (d + 2) + \lambda_2 \beta^2 v^T v - (\alpha \mathbf{1} + \beta v)^T A_G(\alpha \mathbf{1} + \beta v)$$

$$= \alpha^2 r(d + 2) + \lambda_2 \alpha^2 (d + 2) + \lambda_2 \beta^2 v^T v - \alpha^2 1^T A_G \mathbf{1} - \beta^2 v^T A_G v - 2\alpha \beta \mathbf{1}^T A_G v$$

$$= \alpha^2 (\lambda_2(d + 2) - 1^T A_G \mathbf{1} + r(d + 2)) - 2\alpha \beta \mathbf{1}^T A_G v + \beta^2 (\lambda_2 v^T v - v^T A_G v).$$

If $\alpha = 0$ this becomes condition (1).

Assume that $\alpha \neq 0$. The first two terms in the coefficient of $\alpha^2$ are constants, so we can ignore them and increase $r$ by a constant. So, we want

$$\alpha^2 r(d + 2) - 2\alpha \beta \mathbf{1}^T A_G v + \beta^2 (\lambda_2 v^T v - v^T A_G v) \geq 0.$$

Thus the discriminant of the quadratic polynomial should be non-positive. That is

$$r(d + 2)(\lambda_2 v^T v - v^T A_G v) \geq (\mathbf{1}^T A_G v)^2$$

for sufficiently large $r$, which reduces the lemma to Lemma 5.1.

By condition (5), for all $w \in 1^\perp$ such that $w^T B_G w = 0$ we have $A_G w \in 1^\perp$. It turns out that if conditions (1) and (5) hold simultaneously, then a stronger condition is true $A_G w = \lambda_2 w$ for all $w \in 1^\perp$ such that $w^T B_G w = 0$. Therefore all vectors for which equality holds in condition (1) are eigenvectors of $A_G$ with eigenvalue $\lambda_2$, i.e., null vectors of $B_G$.

Lemma 5.3. Let $G$ be a graph on $d + 2$ vertices. Then $G$ has a spherical representation if and only if condition (1) holds for $B_G = \lambda_2 I - A_G$, and for every vector $w \in 1^\perp$ such that $w^T B_G w = 0$ we have $B_G w = 0$.

Proof. By Lemma 5.2, it suffices to show that if $w^T B_G w = 0$, then $A_G w \in 1^\perp$ is equivalent to $B_G w = 0$. From the proof of Lemma 5.1 we know that $x^T A_G w = 0$ for all $x \in 1^\perp$ and $x \perp w$ and thus $A_G w \in \text{span}(1, w)$. Therefore $A_G w \in \text{span}(w)$, so $w$ is an eigenvector of $A_G$. If its eigenvalue is $\lambda$, then

$$0 = \lambda_2 w^T w - w^T A_G w = (\lambda_2 - \lambda)w^T w.$$
This means that $\lambda = \lambda_2$, so $B_G w = \lambda_2 w - A_G w = 0$. Thus if equality holds in condition (1), then $B_G w = 0$. On the other hand, if $B_G w = 0$, then $\lambda_2 w - A_G w = 0$, so $1^T A_G w = \lambda_2 1^T w = 0$ which is equivalent to $w^T B_G w = 0$ by Lemma 5.2.

\section{Proof of the main theorem}

We now use Lemma 5.3 and Proposition 1.2 to prove Theorem 1.1.

\begin{proof}[Proof of Theorem 1.1] Let the eigenvalues of $PA_G P$ be $\mu_1 \geq \mu_2 \geq \cdots \geq \mu_{d+1}$ and $0$ where $0$ corresponds to the eigenvector $1$. Suppose that the maximum eigenvalue of $PA_G P$ is $\lambda_2$. The matrices $PA_G P$ and $PB_G P$ have the same set of eigenvectors. Therefore the spectrum of $PB_G P$ is the set $\lambda_2 \mu_2, \ldots, \lambda_2 - \mu_{d+1}$, so condition (1) holds for $B_G$. Conversely, if condition (1) holds, then $\mu_1 \geq \lambda_2$. Furthermore, by Lemma 4.6, conditions (2) and (3) hold. So, by Lemma 4.4, there is an eigenvector with an eigenvalue $\lambda_2$ of $A_G$ such that $v_2 \in 1^\perp$, thus $v_2$ is an eigenvector of $PA_G P$ and $PB_G P$, so $\mu_1 \geq \lambda_2$. Thus $\mu_1 = \lambda_2$.

Now, by Lemma 5.3, we have to prove that if we assume condition (1) holds for $B_G$, then the following two conditions are equivalent.

(a) The multiplicity of $\lambda_2$ in $A_G$ (excluding $\lambda_1$ if $\lambda_1 = \lambda_2$) is equal the multiplicity of $\lambda_2$ in $PA_G$.

(b) We have $w^T B_G w = 0$ if and only if $B_G w = 0$ for all $w \in 1^\perp$.

Condition (1) holds for $B_G$, so by Lemma 4.6, conditions (2) and (3) hold, thus Corollary 4.5 holds and every eigenvector of $\lambda_2$ (except the eigenvector of $\lambda_1$ when $\lambda_1 = \lambda_2$) is also an eigenvector of $PA_G P$, thus the multiplicity of $\lambda_2$ in $A_G$ (excluding $\lambda_1$ when $\lambda_1 = \lambda_2$) is at most the multiplicity of $\lambda_2$ in $PA_G P$. By condition (1) $w^T B_G w = 0$ if and only if $w$ is an null vector of $PB_G P$, i.e., an eigenvector of $\lambda_2$ in $A_G$. So, if $w^T B_G w = 0$ is true only if $B_G w = 0$, i.e., $w$ is an eigenvector of $\lambda_2$ in $A_G$, then the multiplicity of $\lambda_2$ in $A_G$ (excluding $\lambda_1$ when $\lambda_1 = \lambda_2$) is at least the multiplicity of $\lambda_2$ in $PA_G P$, so they are equal. The reverse also holds.

We can combine Theorem 1.1 with Corollary 3.2 to obtain the lowest dimensional space in which a given 2-distance set is representable.

\begin{proof}[Proof of Proposition 1.2] By Lemma 2.1, $G$ is representable in $\mathbb{R}^n$ if and only if rank$(B_G') \leq n$ where $B_G' = (I - G 1_1^T) B_G (I - e_1 e_1^T)$. Let $S$ be the space of vectors $w \in 1^\perp$ such that $B_G w = \gamma 1$ for some real number $\gamma$. By Corollary 3.2, rank$(B_G') = d + 2 - 1 - \text{rank}(S) = d + 1 - \text{rank}(S)$. Note that the nullspace of $PB_G P$ which is $1 \cup S$, thus rank$(PB_G P) = d + 2 - 1 - \text{rank}(S) = d + 1 - \text{rank}(S) = \text{rank}(B_G')$, so rank$(B_G') \leq n$, but the nullspace of $PB_G P$ is the union of 1 and eigenspace of $\lambda_2$ in $PA_G P$. For spherically representable graphs the multiplicity of $\lambda_2$ in $PA_G P$ is the same as the multiplicity of $\lambda_2$ in $A_G$. Therefore, $G$ is representable in $\mathbb{R}^n$ if the multiplicity of $\lambda_2$ in $A_G$ is at least $d + 1 - n$.

We also give an equivalent formulation of Theorem 1.1 using the Cauchy interlacing theorem, which gives a more intuitive understanding of what Theorem 1.1 means.

\begin{theorem}[Cauchy interlacing theorem] Let $A$ be a symmetric $n \times n$ matrix and $B$ be an $m \times m$ matrix with $B = P A P^*$ where $P$ is an orthogonal projection onto a subspace of $\mathbb{R}^n$. Then $A$ and $B$ share the following properties:

(a) $\lambda_1 \leq \cdots \leq \lambda_d \leq \cdots \leq \lambda_n$,

(b) $\mu_1 \leq \cdots \leq \mu_d \leq \cdots \leq \mu_m$,

(c) $\mu_1 \leq \cdots \leq \mu_d \leq \cdots \leq \mu_m$.
\end{theorem}
dimension $m$. Then if the eigenvalues of $A$ are $\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_n$ and the eigenvalues of $B$ are $\beta_1 \geq \beta_2 \geq \cdots \geq \beta_m$, then for all $j \leq m$
\[ \alpha_j \geq \beta_j \geq \alpha_{j+n-m}. \]

In our case, if the eigenvalues of $PA_GP$ are $\mu_1 \geq \mu_2 \geq \cdots \geq \mu_{n-1}$, then
\[ \lambda_1 \geq \mu_1 \geq \lambda_2 \geq \mu_2 \geq \cdots \geq \lambda_k \geq \mu_k \geq \lambda_{k+1} \geq \cdots \geq \lambda_n. \]

The condition of Theorem 1.1 is therefore equivalent to $\mu_1 = \lambda_2$ and $\mu_k < \lambda_k$, where $k$ is such that $\lambda_{k+1} < \lambda_k = \lambda_2$. Proposition 1.2 implies that the lowest representable dimension of a spherical graph on $n$ vertices is $n - k$.

The main theorem also implies that all small regular graphs have a spherical representation:

**Corollary 6.2.** If $G$ is a regular graph on $d + 2$ vertices that is not complete multipartite, then $G$ has a spherical representation in $\mathbb{R}^d$.

**Proof.** If $G$ is a regular graph, then the eigenvector of the first eigenvalue is $1$, thus $\mu_i = \lambda_{i+1}$ for $i = 1, 2, \ldots, n - 1$, which clearly satisfies Theorem 1.1. \qed

It may be possible to derive more necessary or sufficient combinatorial conditions for a graph to be spherical based on our main theorem.

## 7. Computational Results

Using Theorem 1.1 we can provide a fast algorithm with complexity of $\Theta(n^w)$ (where $w \approx 2.373$ is the exponent in the complexity of the best-known algorithm for matrix multiplication) for testing if a graph has a spherical representation. We used our algorithm to find all spherical graphs with up to 9 vertices and the lowest dimension in which each one is representable. The results are listed in Table 1.

| # Points ($n$) | Minimum dimension ($d$) |
|---------------|------------------------|
|               | 3 | 4 | 5 | 6 | 7   |
| 6             | 6 | 36 |   |   |   |
| 7             | 0 | 23 | 175 | |   |
| 8             | 0 | 7 | 122 | 1409 |   |
| 9             | 0 | 2 | 65 | 1037 | 18007 |

**Table 1.** Number of non-equivalent $n$-point spherical 2-distance sets that can be embedded in $\mathbb{R}^d$ but not $\mathbb{R}^{d-1}$.

The spherical 2-distance sets in $\mathbb{R}^4$ have been previously enumerated by Szőllősi ([12], Propositions 2–5). One can check that our results agree with theirs.

We also used random sampling to estimate the probability that a random graph with $n$ vertices is spherical, for larger values of $n$. The results are listed in Table 2.

Notice that the fraction of spherical graphs appear to converge to zero, unlike the case of normal representable graphs. (Recall that by Theorem 2.1 a graph is representable as long as it is not
# Vertices (n) | % Spherical | # Samples
--- | --- | ---
8 | 8.282% | $10^5$
9 | 3.541% | $10^5$
10 | 0.980% | $10^6$
12 | 0.111% | $10^6$
15 | 0.048% | $10^7$

Table 2. Estimated fraction of graphs on $n$ vertices that are spherical.

complete multipartite.) It would be interesting to find an asymptotic estimate for the fraction of the spherical graphs with $n$ vertices.
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