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ABSTRACT. We obtain the state probabilities of various fractional versions of the classical homogeneous Poisson process using an alternate and simpler method known as the Adomian decomposition method (ADM). Generally these state probabilities are obtained by evaluating probability generating function using Laplace transform. A generalization of the space and time fractional Poisson process involving the Caputo type Saigo differential operator is introduced and its state probabilities are obtained using ADM.

1. Introduction

The distribution of the classical homogeneous Poisson process \( \{N(t, \lambda)\}_{t \geq 0} \) with intensity parameter \( \lambda > 0 \) is given by

\[
p(n, t) = \Pr\{N(t, \lambda) = n\} = \frac{e^{-\lambda t}(\lambda t)^n}{n!}, \quad n = 0, 1, 2, \ldots
\]  

(1.1)

The state probabilities \( p(n, t), n \geq 0, \) of the homogeneous Poisson process solve the following difference-differential equations:

\[
\frac{d}{dt}p(n, t) = -\lambda(1 - B)p(n, t), \quad n \geq 0,
\]

(1.2)

with \( p(-1, t) = 0, \quad t \geq 0 \) and subject to the initial conditions \( p(0, 0) = 1 \) and \( p(n, 0) = 0, \quad n \geq 1. \) In the above Kolmogorov equations, \( B \) is the backward shift operator acting on the state space, i.e. \( B(p(n, t)) = p(n - 1, t). \)

Recently, many authors introduced various fractional generalizations of the homogeneous Poisson process. The time fractional version is obtained by replacing the time derivative in (1.2) with the Riemann-Liouville fractional derivative (see Laskin (2003)) or the Caputo fractional derivative (see Beghin and Orsingher (2009)). The time fractional Poisson process (TFPP) \( \{N^\alpha(t, \lambda)\}, \quad 0 < \alpha \leq 1, \) is defined as the stochastic process whose probability mass function (pmf) \( p^\alpha(n, t) = \Pr\{N^\alpha(t, \lambda) = n\}, \) satisfies

\[
\partial_t^\alpha p^\alpha(n, t) = -\lambda(1 - B)p^\alpha(n, t), \quad n \geq 0,
\]

(1.3)

with \( p^\alpha(-1, t) = 0, \quad t \geq 0 \) and the initial conditions \( p^\alpha(0, 0) = 1 \) and \( p^\alpha(n, 0) = 0, \quad n \geq 1. \) Here \( \partial_t^\alpha \) denotes the fractional derivative in Caputo sense defined as

\[
\partial_t^\alpha f(t) := \begin{cases} 
\frac{1}{\Gamma(1-\alpha)} \int_0^t (t-s)^{-\alpha} f'(s) \, ds, & 0 < \alpha < 1, \\
f'(t), & \alpha = 1. 
\end{cases}
\]

(1.4)
The pmf of the TFPP is given by
\[ p^\alpha(n,t) = \frac{(\lambda^\alpha)^n}{n!} \sum_{k=0}^{\infty} \frac{(k+n)!}{k!} \frac{(-\lambda^\alpha)^k}{\Gamma((k+n)\alpha + 1)}, \quad n \geq 0. \] (1.5)

Moreover, we have (see Meerschaert et al. (2011)) for \( 0 < \alpha < 1 \),
\[ N^\alpha(t, \lambda) \overset{d}{=} N(E^\alpha(t), \lambda), \] (1.6)
where \( \overset{d}{=} \) means equal in distribution and \( \{E^\alpha(t)\} \) is the inverse \( \alpha \)-stable subordinator independent of \( \{N(t, \lambda)\} \).

Orsingher and Polito (2012) introduced a fractional difference operator in the equations governing the state probabilities of the homogeneous Poisson process to obtain a space fractional generalization. The space fractional Poisson process (SFPP) \( \{N^\nu_t(t, \lambda)\} \), \( 0 < \nu \leq 1 \), is defined as the stochastic process whose pmf \( p^\nu(n, t) = \text{Pr}\{N^\nu_t(t, \lambda) = n\} \), satisfies
\[ \frac{d}{dt} p^\nu(n, t) = -\lambda^\nu(1 - B^\nu)p^\nu(n, t), \quad n \geq 0, \] (1.7)
with initial conditions \( p^\nu(0, 0) = 1 \) and \( p^\nu(n, 0) = 0, \quad n \geq 1 \). Also, \( p^\nu(-n, t) = 0, \quad t \geq 0, \quad n \geq 1 \). Here, \( (1 - B^\nu) = \sum_{r=0}^{\infty} (-\nu_r) r! \) is the fractional difference operator and hence, (1.7) can be equivalently written as
\[ \frac{d}{dt} p^\nu(n, t) = -\lambda^\nu \sum_{r=0}^{n} \frac{(-\nu_r)}{r!} (-1)^r p^\nu(n-r, t), \quad n \geq 0, \] (1.8)
where \( \nu_r = \nu(\nu - 1) \ldots (\nu - k + 1) \) denotes the falling factorial. The pmf of the SFPP is given by
\[ p^\nu(n, t) = \frac{(-1)^n}{n!} \sum_{k=0}^{\infty} \frac{(-\lambda^\nu t)^k}{k!} \frac{\Gamma(k\nu + 1)}{\Gamma(k\nu + 1 - n)}, \quad n \geq 0. \] (1.9)

A different characterization of the SFPP is obtained in Orsingher and Polito (2012), where the homogeneous Poisson process \( \{N_t(t, \lambda)\} \) is subordinated by an independent \( \nu \)-stable subordinator \( \{D^\nu_t(t)\} \), \( 0 < \nu < 1 \), i.e.
\[ N^\nu_t(t, \lambda) \overset{d}{=} N(D^\nu_t(t), \lambda), \quad t \geq 0. \] (1.10)

A further generalization, namely, the space and time fractional Poisson process (STFPP) (see Orsingher and Polito (2012)) \( \{N^\alpha^\nu_t(t, \lambda)\} \), \( 0 < \alpha, \nu \leq 1 \), is the stochastic process with pmf \( p^\alpha^\nu(n, t) = \text{Pr}\{N^\alpha^\nu_t(t, \lambda) = n\} \), satisfying
\[ \partial^\nu_t p^\alpha^\nu(n, t) = -\lambda^\nu(1 - B^\nu)p^\alpha^\nu(n, t), \quad n \geq 0, \] (1.11)
with initial conditions \( p^\alpha^\nu(0, 0) = 1 \) and \( p^\alpha^\nu(n, 0) = 0, \quad n \geq 1 \). Also, \( p^\alpha^\nu(-n, t) = 0, \quad t \geq 0, \quad n \geq 1 \). Equivalently, (1.11) can be written as
\[ \partial^\nu_t p^\alpha^\nu(n, t) = -\lambda^\nu \sum_{r=0}^{n} \frac{(-\nu_r)}{r!} (-1)^r p^\alpha^\nu(n-r, t), \quad n \geq 0. \]

The pmf of the STFPP is given by
\[ p^\alpha^\nu(n, t) = \frac{(-1)^n}{n!} \sum_{k=0}^{\infty} \frac{(-\lambda^\nu t^\alpha)^k}{\Gamma(k\alpha + 1)} \frac{\Gamma(k\nu + 1)}{\Gamma(k\nu + 1 - n)}, \quad n \geq 0. \]
For $\alpha = \nu = 1$ in (1.3), (1.7) and (1.11) the TFPP, SFPP and STFPP reduces to classical homogeneous Poisson process. Polito and Scalas (2016) introduced and studied a further generalization of the STFPP which involves the Prabhakar derivative.

The state probabilities of such fractional Poisson processes are generally obtained by evaluating the corresponding probability generating function using Laplace transform. Also, in view of (1.6) and (1.10) the state probabilities of the SFPP and TFPP can be obtained from the density of the stable and inverse stable subordinator, respectively.

In this note, we obtain these state probabilities by using an alternative method known as the Adomian decomposition method (ADM), which is more direct and much simpler. The method is effective in cases where Laplace transform of a certain fractional derivative is either not known or have complicated form. We also improve the result of Rao et al. (2010) by introducing the correct version of the Caputo type Saigo fractional derivative. A generalization of the STFPP, namely, the Saigo space and time fractional Poisson process (SSTFPP), which involves the Saigo fractional derivatives in Caputo sense is introduced. As an illustration we obtain the state probabilities of SSTFPP using ADM which are otherwise difficult to obtain using prevalent methods.

2. Adomian decomposition method

In ADM (see Adomian (1986), (1994)), solution of the functional equation

$$u = f + N(u), \quad (2.1)$$

where $N$ is a nonlinear operator and $f$ is a known function, is expressed in the form of an infinite series

$$u = \sum_{n=0}^{\infty} u_n. \quad (2.2)$$

The nonlinear term $N(u)$ decomposes as

$$N(u) = \sum_{n=0}^{\infty} A_n(u_0, u_1, \ldots, u_n), \quad (2.3)$$

where $A_n$ denotes the $n$-th Adomian polynomial in $u_0, u_1, \ldots, u_n$. Also, the series (2.2) and (2.3) are assumed to be absolutely convergent. So, (2.1) can be rewritten as

$$\sum_{n=0}^{\infty} u_n = f + \sum_{n=0}^{\infty} A_n(u_0, u_1, \ldots, u_n). \quad (2.4)$$

Thus $u_n$’s are obtained by the following recursive relation

$$u_0 = f \quad \text{and} \quad u_n = A_{n-1}(u_0, u_1, \ldots, u_{n-1}).$$

The crucial step involved in ADM is the calculation of Adomian polynomials. Adomian (1986) gave a method for determining these polynomials, by parametrizing $u$ as

$$u_\lambda = \sum_{n=0}^{\infty} u_n \lambda^n$$

and assuming $N(u_\lambda)$ to be analytic in $\lambda$, which decomposes as

$$N(u_\lambda) = \sum_{n=0}^{\infty} A_n(u_0, u_1, \ldots, u_n) \lambda^n.$$
Hence, Adomian polynomials are given by

\[ A_n(u_0, u_1, \ldots, u_n) = \frac{1}{n!} \frac{\partial^n N(u_\lambda)}{\partial \lambda^n} \bigg|_{\lambda=0}, \quad \forall \ n \geq 0. \tag{2.5} \]

Rach (1984) suggested the following formula for these polynomials: \( A_0(u_0) = N(u_0), \)

\[ A_n(u_0, u_1, \ldots, u_n) = \sum_{k=1}^{n} C(k, n) N^{(k)}(u_0), \quad \forall \ n \in \mathbb{N}, \tag{2.6} \]

where

\[ C(k, n) = \sum_{\sum_{j=1}^{n} j k_j = n} \prod_{j=1}^{n} \frac{u_j^{k_j}}{k_j!}, \]

and \( N^{(k)}(\cdot) \) denotes the k-th derivative of the nonlinear term. One can easily show the equivalence of (2.5) and (2.6) using the Faà di Bruno’s formula. Recently, Kataria and Vellaisamy (2016) obtained simple parametrization methods for generating these Adomian polynomials both explicitly and recursively. For more recent work on Adomian polynomials see Duan (2010), (2011).

The only crucial and difficult step involved in ADM is the computation of these polynomials. But, for the linear case, \( N(u) = u, \) \( A_n \) simply reduces to \( u_n. \) Note that the functional equations corresponding to various fractional generalizations of the homogeneous Poisson process does not involve nonlinear term. Hence, ADM conveniently and rapidly gives the state probabilities as the series solutions of the corresponding difference-differential equations.

3. Application of ADM to fractional Poisson processes

The state probabilities of certain fractional versions of homogeneous Poisson process are obtained by several authors by evaluating the probability generating functions using Laplace transform, see Beghin and Orsingher (2009), Polito and Scalas (2016) and Remark 3.3 of Meerschaert et al. (2011) and references therein. In this section, we apply ADM to obtain the distribution of STFPP. Note that ADM can also be effectively used to independently obtain the state probabilities of TFPP and SFPP (see Supplementary file).

First we define the Riemann-Liouville (RL) fractional integral \( I^\alpha_t \) of order \( \alpha \),

\[ I^\alpha_t f(t) := \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} f(s) \, ds, \quad \alpha > 0. \tag{3.1} \]

**Remark 3.1.** Note that the RL integral is a linear operator. Therefore, the Adomian polynomials \( A_k \)'s for the case \( N(u(t)) = c I^\alpha_t u(t) \) are simply \( A_k(u_0(t), u_1(t), \ldots, u_k(t)) = c I^\alpha_t u_k(t), \) where \( c \) is a scalar.

The following result will be used (see Eq. 2.1.16, Kilbas et al. (2006)).

**Lemma 3.1.** Let \( \alpha, \rho > 0. \) Then

\[ I^\rho_t I^\alpha_t f(t) = \frac{\Gamma(\rho)}{\Gamma(\rho + \alpha)} I^{\rho + \alpha - 1}_t f(t). \]

It is known that (see Eq. 2.4.44, Kilbas et al. (2006))

\[ I^\alpha_t \partial^\alpha_t f(t) = f(t) - f(0), \quad 0 < \alpha \leq 1, \tag{3.2} \]

where \( \partial^\alpha_t \) denotes the Caputo derivative defined in (1.4).
3.1. Space and time fractional Poisson process. The next result is stated without proof in Orsingher and Polito (2012). We give a detailed proof using ADM.

**Theorem 3.1.** Consider the following difference-differential equations governing the state probabilities of the STFPP:

$$\partial_t^\alpha p^{\alpha}_v(n, t) = -\lambda^\nu \sum_{r=0}^{n} (-1)^r \frac{(\nu)_r}{r!} p^{\alpha}_v(n-r, t), \quad 0 < \alpha, \nu \leq 1, \ n \geq 0,$$

(3.3)

with \( p^{\alpha}_v(0, 0) = 1 \) and \( p^{\alpha}_v(n, 0) = 0, \ n \geq 1 \). The solution of (3.3) is given by

$$p^{\alpha}_v(n, t) = \frac{(-1)^n}{n!} \sum_{k=0}^{\infty} \frac{(-\lambda^\nu t^\alpha)_k}{\Gamma(k \nu + 1)} \Gamma(k \nu + 1 - n), \ n \geq 0.$$

(3.4)

**Proof.** Applying RL integral \( I_t^\alpha \) on both sides of (3.3) and using (3.2), we get

$$p^{\alpha}_v(n, t) = p^{\alpha}_v(n, 0) - \lambda^\nu I_t^\alpha \sum_{r=0}^{n} (-1)^r \frac{(\nu)_r}{r!} p^{\alpha}_v(n-r, t), \ n \geq 0.$$

(3.5)

Note that \( p^{\alpha}_v(-1, t) = 0 \) for \( t \geq 0 \). For \( n = 0 \), the above functional equation is of the form (2.1), where \( N(p^{\alpha}_v(0, t)) = -\lambda^\nu I_t^\alpha p^{\alpha}_v(0, t) \). Therefore, Adomian polynomials \( A_k \)'s are simply \( A_k = -\lambda^\nu I_t^\alpha p^{\alpha}_v(0, t) \). Substitute \( p^{\alpha}_v(0, t) = \sum_{k=0}^{\infty} p^{\alpha}_v(0, 0) \) in (3.5) and apply ADM (see (2.4)), to get

$$\sum_{k=0}^{\infty} p^{\alpha}_v(0, t) = p^{\alpha}_v(0, 0) - \lambda^\nu \sum_{k=0}^{\infty} I_t^\alpha p^{\alpha}_v(0, t).$$

Thus, \( p^{\alpha}_v(0, 0) = p^{\alpha}_v(0, 0) = 1 \) and \( p^{\alpha}_v(n, 0) = -\lambda^\nu I_t^\alpha p^{\alpha}_v(n-1, t), \ k \geq 1 \).

Hence,

$$p^{\alpha}_{v,1}(0, t) = -\lambda^\nu I_t^\alpha p^{\alpha}_{v,0}(0, t) = -\lambda^\nu I_t^\alpha t^\alpha = \frac{-\lambda^\nu t^\alpha}{\Gamma(\alpha + 1)},$$

$$p^{\alpha}_{v,2}(0, t) = -\lambda^\nu I_t^\alpha p^{\alpha}_{v,1}(0, t) = \frac{\lambda^\nu}{\Gamma(\alpha + 1)} I_t^\alpha t^\alpha = \frac{(-\lambda^\nu t^\alpha)^2}{\Gamma(2\alpha + 1)},$$

$$p^{\alpha}_{v,3}(0, t) = -\lambda^\nu I_t^\alpha p^{\alpha}_{v,2}(0, t) = \frac{-\lambda^\nu}{\Gamma(2\alpha + 1)} I_t^\alpha t^{2\alpha} = \frac{(-\lambda^\nu t^\alpha)^3}{\Gamma(3\alpha + 1)}.$$  

Let

$$p^{\alpha}_{v,k-1}(0, t) = \frac{(-\lambda^\nu t^\alpha)^{k-1}}{\Gamma((k-1)\alpha + 1)}.$$

(3.6)

Then

$$p^{\alpha}_{v,k}(0, t) = -\lambda^\nu I_t^\alpha p^{\alpha}_{v,k-1}(0, t) = \frac{(-\lambda^\nu)^k}{\Gamma((k-1)\alpha + 1)} I_t^\alpha t^{(k-1)\alpha} = \frac{(-\lambda^\nu t^\alpha)^k}{\Gamma(k\alpha + 1)}, \ k \geq 0.$$  

Therefore

$$p^{\alpha}_v(0, t) = \sum_{k=0}^{\infty} \frac{(-\lambda^\nu t^\alpha)^k}{\Gamma(k\alpha + 1)},$$

(3.7)

i.e. the result holds for \( n = 0 \). For \( n = 1 \), substituting \( p^{\alpha}_v(1, t) = \sum_{k=0}^{\infty} p^{\alpha}_{v,k}(1, t) \) in (3.5) and applying ADM, we get

$$\sum_{k=0}^{\infty} p^{\alpha}_{v,k}(1, t) = p^{\alpha}_v(1, 0) - \lambda^\nu \sum_{k=0}^{\infty} I_t^\alpha \left(p^{\alpha}_{v,k}(1, t) - \nu p^{\alpha}_{v,k}(0, t)\right).$$
Thus, $p_{\nu,0}(1, t) = p_{\nu}^\alpha(1, 0) = 0$ and $p_{\nu,k}(1, t) = -\lambda^\nu I_t^\alpha \left( p_{\nu,k-1}^\alpha(1, t) - \nu p_{\nu,k-1}^\alpha(0, t) \right)$, $k \geq 1$.

Hence,

\[
\begin{align*}
p_{\nu,1}^\alpha(1, t) &= -\lambda^\nu I_t^\alpha \left( p_{\nu,0}^\alpha(1, t) - \nu p_{\nu,0}^\alpha(0, t) \right) = \frac{-\nu(-\lambda^\nu t^\alpha)}{\Gamma(\alpha + 1)}, \\
p_{\nu,2}^\alpha(1, t) &= -\lambda^\nu I_t^\alpha \left( p_{\nu,1}^\alpha(1, t) - \nu p_{\nu,1}^\alpha(0, t) \right) = \frac{-2\nu(-\lambda^\nu t^\alpha)^2}{\Gamma(2\alpha + 1)}, \\
p_{\nu,3}^\alpha(1, t) &= -\lambda^\nu I_t^\alpha \left( p_{\nu,2}^\alpha(1, t) - \nu p_{\nu,2}^\alpha(0, t) \right) = \frac{-3\nu(-\lambda^\nu t^\alpha)^3}{\Gamma(3\alpha + 1)}. \\
\end{align*}
\]

Let

\[
p_{\nu,k-1}^\alpha(1, t) = \frac{-(k - 1)\nu(-\lambda^\nu t^\alpha)^{k-1}}{\Gamma((k - 1)\alpha + 1)}. \tag{3.8}
\]

Then

\[
\begin{align*}
p_{\nu,k}^\alpha(1, t) &= -\lambda^\nu I_t^\alpha \left( p_{\nu,k-1}^\alpha(1, t) - \nu p_{\nu,k-1}^\alpha(0, t) \right) \\
&= -\lambda^\nu I_t^\alpha \left( \frac{-(k - 1)\nu(-\lambda^\nu t^\alpha)^{k-1}}{\Gamma((k - 1)\alpha + 1)} - \frac{\nu(-\lambda^\nu t^\alpha)^{k-1}}{\Gamma((k - 1)\alpha + 1)} \right) \\
&= -\frac{k\nu(-\lambda^\nu t^\alpha)^{k}}{\Gamma(k\alpha + 1)}, \quad k \geq 0.
\end{align*}
\]

Therefore

\[
p_{\nu}^\alpha(1, t) = -\sum_{k=0}^{\infty} \frac{k\nu(-\lambda^\nu t^\alpha)^{k}}{\Gamma(k\alpha + 1)}, \quad \text{i.e. the result holds for } n = 1.
\]

For $n = 2$, substituting $p_{\nu,k}^\alpha(2, t) = \sum_{k=0}^{\infty} p_{\nu,k}^\alpha(2, t)$ in (3.5) and applying ADM, we get

\[
\begin{align*}
\sum_{k=0}^{\infty} p_{\nu,k}^\alpha(2, t) &= p_{\nu}^\alpha(2, 0) - \lambda^\nu \sum_{k=0}^{\infty} I_t^\alpha \left( p_{\nu,k}^\alpha(2, t) - \nu p_{\nu,k}^\alpha(1, t) + \frac{\nu(\nu - 1)}{2} p_{\nu,k}^\alpha(0, t) \right).
\end{align*}
\]

Thus, $p_{\nu,0}^\alpha(2, t) = p_{\nu}^\alpha(2, 0) = 0$ and

\[
p_{\nu,k}^\alpha(2, t) = -\lambda^\nu I_t^\alpha \left( p_{\nu,k-1}^\alpha(2, t) - \nu p_{\nu,k-1}^\alpha(1, t) + \frac{\nu(\nu - 1)}{2} p_{\nu,k-1}^\alpha(0, t) \right), \quad k \geq 1.
\]

Hence,

\[
\begin{align*}
p_{\nu,1}^\alpha(2, t) &= -\lambda^\nu I_t^\alpha \left( p_{\nu,0}^\alpha(2, t) - \nu p_{\nu,0}^\alpha(1, t) + \frac{\nu(\nu - 1)}{2} p_{\nu,0}^\alpha(0, t) \right) = \frac{\nu(\nu - 1)(-\lambda^\nu t^\alpha)}{2\Gamma(\alpha + 1)}, \\
p_{\nu,2}^\alpha(2, t) &= -\lambda^\nu I_t^\alpha \left( p_{\nu,1}^\alpha(2, t) - \nu p_{\nu,1}^\alpha(1, t) + \frac{\nu(\nu - 1)}{2} p_{\nu,1}^\alpha(0, t) \right) = \frac{2\nu(\nu - 1)(-\lambda^\nu t^\alpha)^2}{2\Gamma(2\alpha + 1)}, \\
p_{\nu,3}^\alpha(2, t) &= -\lambda^\nu I_t^\alpha \left( p_{\nu,2}^\alpha(2, t) - \nu p_{\nu,2}^\alpha(1, t) + \frac{\nu(\nu - 1)}{2} p_{\nu,2}^\alpha(0, t) \right) = \frac{3\nu(3\nu - 1)(-\lambda^\nu t^\alpha)^3}{2\Gamma(3\alpha + 1)}.
\end{align*}
\]

Let

\[
p_{\nu,k-1}^\alpha(2, t) = \frac{(k - 1)\nu((k - 1)\nu - 1)(-\lambda^\nu t^\alpha)^{k-1}}{2\Gamma((k - 1)\alpha + 1)}. \tag{3.10}
\]

Then

\[
\begin{align*}
p_{\nu,k}^\alpha(2, t) &= -\lambda^\nu I_t^\alpha \left( p_{\nu,k-1}^\alpha(2, t) - \nu p_{\nu,k-1}^\alpha(1, t) + \frac{\nu(\nu - 1)}{2} p_{\nu,k-1}^\alpha(0, t) \right) \\
&= \frac{k\nu(k\nu - 1)(-\lambda^\nu t^\alpha)^{k}}{2\Gamma(k\alpha + 1)}, \quad k \geq 0.
\end{align*}
\]
Therefore
\[ p_\nu^\alpha (2, t) = \frac{1}{2} \sum_{k=0}^{\infty} \frac{k \nu (k \nu - 1)(-\nu \gamma \lambda \tau)^k}{\Gamma(k \alpha + 1)}. \] (3.11)
i.e. the result holds for \( n = 2 \).

Now assume for \( m > 2 \) the following:
\[ p_\nu^\alpha (m, t) = \frac{(-1)^m (k \nu)_m (-\nu \gamma \lambda \tau)^k}{m! \Gamma(k \alpha + 1)}, \quad k \geq 0, \] (3.12)i.e. (3.4) holds for \( n = m \), where \( p_\nu^\alpha (m, t) = \sum_{k=0}^{\infty} p_\nu^\alpha (m, t) \) and \( (k \nu)_m \) denotes the falling factorial.

For \( n = m + 1 \), substituting \( p_\nu^\alpha (m + 1, t) = \sum_{k=0}^{\infty} p_\nu^\alpha (m + 1, t) \) in (3.5) and applying ADM, we get
\[ \sum_{k=0}^{\infty} p_\nu^\alpha (m + 1, t) = p_\nu^\alpha (m + 1, 0) - \lambda^\nu \sum_{k=0}^{\infty} I_t^\alpha \sum_{r=0}^{m+1} (-1)^r \frac{(\nu)_r}{r!} p_\nu^\alpha (m + 1 - r, t). \]
Thus, \( p_\nu^\alpha (m + 1, t) = p_\nu^\alpha (m + 1, 0) = 0 \) and
\[ p_\nu^\alpha (m + 1, t) = -\lambda^\nu I_t^\alpha \sum_{r=0}^{m+1} (-1)^r \frac{(\nu)_r}{r!} p_\nu^\alpha (m + 1 - r, t), \quad k \geq 1. \]

Hence,
\[ \begin{align*} p_\nu^\alpha (m + 1, t) &= -\lambda^\nu I_t^\alpha \sum_{r=0}^{m+1} (-1)^r \frac{(\nu)_r}{r!} p_\nu^\alpha (m + 1 - r, t) \\
&= -\lambda^\nu \frac{(1)^m+1}{(m + 1)!} (\nu)_{m+1} I_t^\alpha t^0 = \frac{(-1)^m+1}{(m + 1)!} (\nu)_{m+1} (-\nu \gamma \lambda \tau)^k \frac{1}{\Gamma(\alpha + 1)}, \\
p_\nu^\alpha (m + 1, t) &= -\lambda^\nu I_t^\alpha \sum_{r=0}^{m+1} (-1)^r \frac{(\nu)_r}{r!} p_\nu^\alpha (m + 1 - r, t) \\
&= \frac{\lambda^\nu \lambda^\nu (-1)^{m+1}}{(m + 1)! \Gamma(\alpha + 1)} I_t^\alpha \sum_{r=0}^{m+1} \frac{(m + 1)!}{r!(m + 1 - r)!} (\nu)_{m+1 - r}^r (\nu)_{m+1 - r} \\
&= \frac{(-1)^{m+1} \lambda^\nu (m + 1)!}{m + 1)! \frac{2(\nu)_{m+1} (-\nu \gamma \lambda \tau)^2}{\Gamma(2 \alpha + 1)}, \end{align*} \]
where the last step follows from the binomial theorem for falling factorials. Now let
\[ p_\nu^\alpha (m + 1, t) = \frac{(-1)^{m+1}}{(m + 1)!} (\nu)_{m+1} (-\nu \gamma \lambda \tau)^k \frac{1}{\Gamma((k - 1) \alpha + 1)}. \] (3.13)
Then
\[ \begin{align*} p_\nu^\alpha (m + 1, t) &= -\lambda^\nu I_t^\alpha \sum_{r=0}^{m+1} (-1)^r \frac{(\nu)_r}{r!} p_\nu^\alpha (m + 1 - r, t) \\
&= \frac{(-1)^{k+1} I_t^\alpha (k \nu)_{m+1} (-\nu \gamma \lambda \tau)^k}{(m + 1)! \Gamma((k - 1) \alpha + 1)} \sum_{r=0}^{m+1} \frac{(m + 1)!}{r!(m + 1 - r)!} (\nu)_{m+1 - r}^r (\nu)_{m+1 - r} \\
&= \frac{(-1)^{k+1} (k \nu)_{m+1} (-\nu \gamma \lambda \tau)^k}{(m + 1)! \Gamma(k \alpha + 1)}, \quad k \geq 0. \end{align*} \]
Therefore
\[ p_\nu^\alpha (m + 1, t) = \frac{(-1)^{m+1}}{(m + 1)!} \sum_{k=0}^{\infty} (\nu)_{m+1} (-\nu \gamma \lambda \tau)^k \frac{1}{\Gamma((k - 1) \alpha + 1)} \Gamma(k \nu + 1) \Gamma(k \nu + m). \]
and thus the result holds for \( n = m + 1 \). This completes the proof.

\[ \Box \]

**Remark 3.2.** The state probabilities of TFPP and SFPP can be obtained as special cases of the above result i.e. by substituting \( \nu = 1 \) and \( \alpha = 1 \) in Theorem 3.1, respectively. However, the difference-differential equations (1.3) and (1.8) governing the state probabilities of TFPP and SFPP can also be independently solved using ADM to obtain the corresponding distributions.

**Corollary 3.1.** Let the random variable \( X^\alpha_\nu \) be the waiting time of the first space and time fractional Poisson event. Then the following determine the distribution of \( X^\alpha_\nu \):

\[
\Pr\{X^\alpha_\nu > t\} = \Pr\{N^\alpha_\nu(t, \lambda) = 0\} = E_{\alpha}(-\lambda^\nu t^\alpha), \quad t \geq 0,
\]

where \( E_{\alpha}(.) \) is Mittag-Leffler function defined by

\[
E_{\alpha}(x) = \sum_{k=0}^{\infty} \frac{x^k}{\Gamma(k\alpha + 1)}, \quad \alpha > 0, \quad x \in \mathbb{R}.
\]

**Remark 3.3.** The special cases \( \alpha = 1 \) and \( \nu = 1 \) gives the corresponding waiting times of SFPP and TFPP. i.e.

\[
\Pr\{X_\nu > t\} = e^{-\lambda^\nu t}, \quad t \geq 0,
\]

\[
\Pr\{X^\alpha > t\} = E_{\alpha}(-\lambda t^\alpha), \quad t \geq 0,
\]

respectively.

### 4. A Generalization of the STFPP

**SAIGO (1978)** introduced the fractional integral operators with Gauss hypergeometric function as the kernel, which are interesting generalizations of the classical Riemann-Liouville and Erdélyi-Kober fractional operators. For real numbers \( \alpha > 0, \beta \) and \( \gamma \), the generalized fractional integral associated with Gauss hypergeometric function is defined by (see **SAIGO (1978)** and **SRIVASTAVA et al. (1988)**):

\[
I^{\alpha,\beta,\gamma}_t f(t) = \frac{t^{-\alpha-\beta}}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha-1} 2F_1 \left( \alpha + \beta, -\gamma; \alpha; 1 - \frac{s}{t} \right) f(s) \, ds,
\]

where \( f(t) \) is a continuous real valued function on \((0, \infty)\) of order \( O(t^\epsilon) \), \( \epsilon > \max\{0, \beta - \gamma\} - 1 \).

The Gauss hypergeometric function \( 2F_1(a, b; c; z) \) is defined by

\[
2F_1(a, b; c; z) = \sum_{k=0}^{\infty} \frac{(a)_k(b)_k}{(c)_k k!} \frac{z^k}{k!}, \quad |z| < 1, \quad z \in \mathbb{C},
\]

where \( a, b \in \mathbb{C} \) and \( c \in \mathbb{C} \setminus \mathbb{Z}^- \). The corresponding fractional differential operator (**SAIGO AND MAEDA (1998)**) is

\[
D^{\alpha,\beta,\gamma}_t f(t) = \frac{d^m}{dt^m} I^{\alpha+m,\beta-m,\alpha+\gamma-m}_t f(t),
\]

where \( m - 1 < \alpha \leq m, \ m \in \mathbb{N} \). Substituting \( \beta = -\alpha \) (\( \beta = 0 \) in (4.1) and (4.2), we get the Riemann-Liouville (Erdélyi-Kober) integral and differential operator, respectively.

The following is a known result for Saigo fractional integral (see **Lemma 3, SRIVASTAVA et al. (1988)**).

**Lemma 4.1.** Let \( \alpha > 0, \beta, \gamma \) and \( \rho \) be real numbers such that \( \rho > \beta - \gamma \). Then

\[
I^{\alpha,\beta,\gamma}_t t^{\rho-1} = \frac{\Gamma(\rho)\Gamma(\rho - \beta + \gamma)}{\Gamma(\rho - \beta)\Gamma(\rho + \alpha + \gamma)} t^{\rho-\beta-1}.
\]

For \( \beta = -\alpha \), the above result reduces to **Lemma 3.1**.
4.1. Caputo-type modification of Saigo fractional derivative. Rao et al. (2010) introduced the Caputo-type fractional derivative that involves the Gauss hypergeometric function in the kernel. The Caputo fractional differential operator of order $\alpha > 0$ associated with the Gauss hypergeometric function is defined by
\[ sD_t^{\alpha,\beta,\gamma} f(t) = I_t^{\alpha+m,-\beta-m,\alpha+\gamma-m} f(m)(t), \]  
where $m-1 < \alpha \leq m$, $m \in \mathbb{N}$ and $f^{(m)}(t) = \frac{d^m}{dt^m} f(t)$.

The following semi group property of Saigo integral operator was used to prove Theorem 6 of Rao et al. (2010):
\[ I_t^{\alpha,\beta,\gamma} I_t^{\eta,\delta,\xi} f(t) = I_t^{\eta,\delta,\xi} I_t^{\alpha,\beta,\gamma} f(t). \]  
We claim that (4.4) is false and hence Theorem 6 of Rao et al. (2010) does not hold true for $sD_t^{\alpha,\beta,\gamma}$. The counter example follows:

Example 4.1. For $\alpha > 0$, $\eta > 0$, $\rho > \max\{\beta - \gamma, \delta - \xi, \beta - \gamma + \delta, \delta - \xi + \beta\}$ and $f(t) = t^{\rho-1}$, it is easy to see using Lemma 4.1 that (4.4) is contradicted.

Next we introduce a new Caputo version of the Saigo fractional derivative by slight modification of (4.3). For real numbers $\alpha > 0$, $\beta$ and $\gamma$, we define a new version of the Caputo fractional differential operator associated with the Gauss hypergeometric function as follows:
\[ \partial_t^{\alpha,\beta,\gamma} f(t) = I_t^{\alpha+m,-\beta-m,\alpha+\gamma} f(m)(t), \]  
where $m-1 < \alpha \leq m$, $m \in \mathbb{N}$.

Now we show that Theorem 6 of Rao et al. (2010) holds for new Caputo version of the Saigo fractional derivative $\partial_t^{\alpha,\beta,\gamma}$. The following semi group property of Saigo integral operator (see Eq. (22) Saigo (1978)) will be used to prove the next result:
\[ I_t^{\alpha,\beta,\gamma} I_t^{\eta,\delta,\xi} f(t) = I_t^{\eta,\delta,\xi} I_t^{\alpha,\beta,\gamma} f(t). \]  

Theorem 4.1. The following composition holds:
\[ I_t^{\alpha,\beta,\gamma} \partial_t^{\alpha,\beta,\gamma} f(t) = f(t) - \sum_{k=0}^{m-1} \frac{f^{(k)}(0)}{k!} t^k, \]  
where $m-1 < \alpha \leq m$.

Proof. Consider
\[ I_t^{\alpha,\beta,\gamma} \partial_t^{\alpha,\beta,\gamma} f(t) = I_t^{\alpha,\beta,\gamma} I_t^{\alpha+m,-\beta-m,\alpha+\gamma} f(m)(t) = I_t^{m,-m,\gamma} f(m)(t) = I_t^{m} f(m)(t), \]
and the result follows on using Lemma 2.22 of Kilbas et al. (2006). \qed

As a special case we have
\[ I_t^{\alpha,\beta,\gamma} \partial_t^{\alpha,\beta,\gamma} f(t) = f(t) - f(0), \ 0 < \alpha \leq 1. \]  

4.2. Saigo space and time fractional Poisson process. We define the Saigo space and time fractional Poisson process (SSTFPP) $\{N_\nu^{\alpha,\beta,\gamma}(t, \lambda)\}$ for parameters $0 < \alpha, \nu \leq 1$, $\beta < 0$ and $\gamma \in \mathbb{R}$ as the stochastic process whose state probabilities $p_\nu^{\alpha,\beta,\gamma}(n, t) = \text{Pr}\{N_\nu^{\alpha,\beta,\gamma}(t, \lambda) = n\}$, satisfies
\[ \partial_t^{\alpha,\beta,\gamma} p_\nu^{\alpha,\beta,\gamma}(n, t) = -\lambda^\nu (1 - B)^\nu p_\nu^{\alpha,\beta,\gamma}(n, t), \ n \geq 0, \]  
with $p_\nu^{\alpha,\beta,\gamma}(-1, t) = 0$ and subject to the initial conditions $p_\nu^{\alpha,\beta,\gamma}(0, 0) = 1$ and $p_\nu^{\alpha,\beta,\gamma}(n, 0) = 0$, $n \geq 1$. Also, (4.9) can be rewritten as
\[ \partial_t^{\alpha,\beta,\gamma} p_\nu^{\alpha,\beta,\gamma}(n, t) = -\lambda^\nu \sum_{r=0}^{n} (-1)^r \frac{(\nu)_r}{r!} p_\nu^{\alpha,\beta,\gamma}(n - r, t), \ n \geq 0. \]  
For $\beta = -\alpha$, the SSTFPP reduces to STFPP.
Theorem 4.2. The probability mass function, \( p_{\nu}^{\alpha,\beta,\gamma}(n, t) \), of the SSTFPP \( \{N_{\nu}^{\alpha,\beta,\gamma}(t, \lambda)\} \) is

\[
p_{\nu}^{\alpha,\beta,\gamma}(n, t) = \frac{(-1)^n}{n!} \sum_{k=0}^{\infty} C_k (-\lambda^t \nu^{-\beta})^k \frac{\Gamma(k\nu + 1)}{\Gamma(1 - k\beta)} \frac{\Gamma(k\nu + 1)}{\Gamma(k\nu + 1 - n)}, \quad n \geq 0,
\]

where

\[
C_k = \prod_{j=1}^{k} \frac{\Gamma(1 + \gamma - j\beta)}{\Gamma(1 + \gamma + \alpha - (j - 1)\beta)}.
\]

**Proof.** Applying \( I_t^{\alpha,\beta,\gamma} \) on both sides of (4.10) and using (4.8), we obtain

\[
p_{\nu}^{\alpha,\beta,\gamma}(n, t) = p_{\nu}^{\alpha,\beta,\gamma}(n, 0) - \lambda^t I_t^{\alpha,\beta,\gamma} \sum_{r=0}^{n} (-1)^r \frac{\Gamma(r)}{r!} p_{\nu}^{\alpha,\beta,\gamma}(n - r, t), \quad n \geq 0.
\]

For \( n = 0 \), substituting \( p_{\nu}^{\alpha,\beta,\gamma}(0, t) = \sum_{k=0}^{\infty} p_{\nu, k}^{\alpha,\beta,\gamma}(0, t) \) in (4.13) and applying ADM (see (2.4)), we get

\[
\sum_{k=0}^{\infty} p_{\nu, k}^{\alpha,\beta,\gamma}(0, t) = p_{\nu}^{\alpha,\beta,\gamma}(0, 0) - \lambda^t \sum_{k=0}^{\infty} I_t^{\alpha,\beta,\gamma} p_{\nu, k}^{\alpha,\beta,\gamma}(0, t).
\]

Thus, \( p_{\nu, 0}^{\alpha,\beta,\gamma}(0, t) = p_{\nu}^{\alpha,\beta,\gamma}(0, 0) = 1 \) and \( p_{\nu, k}^{\alpha,\beta,\gamma}(0, t) = -\lambda^t I_t^{\alpha,\beta,\gamma} p_{\nu, k-1}^{\alpha,\beta,\gamma}(0, t), \quad k \geq 1. \)

Hence,

\[
p_{\nu, 1}^{\alpha,\beta,\gamma}(0, t) = -\lambda^t I_t^{\alpha,\beta,\gamma} p_{\nu, 0}^{\alpha,\beta,\gamma}(0, t) = -\lambda^t I_t^{\alpha,\beta,\gamma} C_1 \frac{\Gamma(1 - \beta)}{\Gamma(1 - \beta)} = -\lambda^t I_t^{\alpha,\beta,\gamma} C_1 \frac{\Gamma(1 - \beta)}{\Gamma(1 - \beta)}.
\]

\[
p_{\nu, 2}^{\alpha,\beta,\gamma}(0, t) = -\lambda^t I_t^{\alpha,\beta,\gamma} p_{\nu, 1}^{\alpha,\beta,\gamma}(0, t) = -\lambda^t I_t^{\alpha,\beta,\gamma} \frac{\Gamma(1 - \beta)}{\Gamma(1 - \beta)} \frac{\Gamma(1 - \beta)}{\Gamma(1 - \beta)} = -\lambda^t I_t^{\alpha,\beta,\gamma} \frac{\Gamma(1 - \beta)}{\Gamma(1 - \beta)},
\]

\[
p_{\nu, 3}^{\alpha,\beta,\gamma}(0, t) = -\lambda^t I_t^{\alpha,\beta,\gamma} p_{\nu, 2}^{\alpha,\beta,\gamma}(0, t) = -\lambda^t I_t^{\alpha,\beta,\gamma} \frac{\Gamma(1 - \beta)}{\Gamma(1 - \beta)} \frac{\Gamma(1 - \beta)}{\Gamma(1 - \beta)},
\]

Let

\[
p_{\nu, k-1}^{\alpha,\beta,\gamma}(0, t) = \frac{C_{k-1}(\lambda^t)^{k-1}}{\Gamma(1 - (k - 1)\beta)}.
\]

Then

\[
p_{\nu, k}^{\alpha,\beta,\gamma}(0, t) = -\lambda^t I_t^{\alpha,\beta,\gamma} p_{\nu, k-1}^{\alpha,\beta,\gamma}(0, t) = \frac{(-\lambda^t)^k C_{k-1}}{\Gamma(1 - (k - 1)\beta)} \frac{\Gamma(1 - (k - 1)\beta)}{\Gamma(1 - (k - 1)\beta)} = \frac{(-\lambda^t)^k C_{k-1}}{\Gamma(1 - (k - 1)\beta)}, \quad k \geq 0.
\]

Therefore

\[
p_{\nu}^{\alpha,\beta,\gamma}(0, t) = \sum_{k=0}^{\infty} \frac{C_k(-\lambda^t)^k}{\Gamma(1 - \beta)},
\]

i.e. the result holds for \( n = 0 \).

For \( n = 1 \), substituting \( p_{\nu}^{\alpha,\beta,\gamma}(1, t) = \sum_{k=0}^{\infty} p_{\nu, k}^{\alpha,\beta,\gamma}(1, t) \) in (4.13) and applying ADM, we get

\[
\sum_{k=0}^{\infty} p_{\nu, k}^{\alpha,\beta,\gamma}(1, t) = p_{\nu}^{\alpha,\beta,\gamma}(1, 0) - \lambda^t \sum_{k=0}^{\infty} I_t^{\alpha,\beta,\gamma} \left( p_{\nu, k}^{\alpha,\beta,\gamma}(1, t) - \nu p_{\nu, k}^{\alpha,\beta,\gamma}(0, t) \right).
\]

Thus, \( p_{\nu, 0}^{\alpha,\beta,\gamma}(1, t) = p_{\nu}^{\alpha,\beta,\gamma}(1, 0) = 0 \) and

\[
p_{\nu, k}^{\alpha,\beta,\gamma}(1, t) = -\lambda^t I_t^{\alpha,\beta,\gamma} \left( p_{\nu, k-1}^{\alpha,\beta,\gamma}(1, t) - \nu p_{\nu, k-1}^{\alpha,\beta,\gamma}(0, t) \right), \quad k \geq 1.
\]

Hence,

\[
p_{\nu, 1}^{\alpha,\beta,\gamma}(1, t) = -\lambda^t I_t^{\alpha,\beta,\gamma} \left( p_{\nu, 0}^{\alpha,\beta,\gamma}(1, t) - \nu p_{\nu, 0}^{\alpha,\beta,\gamma}(0, t) \right) = \frac{-\nu C_1(-\lambda^t)}{\Gamma(1 - \beta)},
\]
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Let
\[ p_{\nu,2}^{\alpha,\beta,\gamma}(1, t) = -\lambda^\nu I_t^{\alpha,\beta,\gamma}(p_{\nu,1}^{\alpha,\beta,\gamma}(1, t) - \nu p_{\nu,1}^{\alpha,\beta,\gamma}(0, t)) = \frac{-2\nu C_2(-\lambda^\nu t^{-\beta})^2}{\Gamma(1-2\beta)}. \]
\[ p_{\nu,3}^{\alpha,\beta,\gamma}(1, t) = -\lambda^\nu I_t^{\alpha,\beta,\gamma}(p_{\nu,2}^{\alpha,\beta,\gamma}(1, t) - \nu p_{\nu,2}^{\alpha,\beta,\gamma}(0, t)) = \frac{-3\nu C_3(-\lambda^\nu t^{-\beta})^3}{\Gamma(1-3\beta)}. \]

Let
\[ p_{\nu,k-1}^{\alpha,\beta,\gamma}(1, t) = -(k-1)\nu C_{k-1}(-\lambda^\nu t^{-\beta})^{k-1}. \quad (4.16) \]

Then
\[ p_{\nu,k}^{\alpha,\beta,\gamma}(1, t) = -\lambda^\nu I_t^{\alpha,\beta,\gamma}(p_{\nu,k-1}^{\alpha,\beta,\gamma}(1, t) - \nu p_{\nu,k-1}^{\alpha,\beta,\gamma}(0, t)) = \frac{-k\nu C_k(-\lambda^\nu t^{-\beta})^k}{\Gamma(1-k\beta)}, \quad k \geq 0. \]

Therefore
\[ p_{\nu}^{\alpha,\beta,\gamma}(1, t) = -\sum_{k=0}^{\infty} \frac{k\nu C_k(-\lambda^\nu t^{-\beta})^k}{\Gamma(1-k\beta)}, \quad (4.17) \]
i.e. the result holds for \( n = 1 \).

Now assume for \( m > 1 \) the following:
\[ p_{\nu,k}^{\alpha,\beta,\gamma}(m, t) = \frac{(-1)^m (k\nu)_m C_k(-\lambda^\nu t^{-\beta})^k}{m! \Gamma(1-k\beta)}, \quad k \geq 0. \quad (4.18) \]
i.e. \( \text{(4.11)} \) holds for \( n = m \), where \( p_{\nu,k}^{\alpha,\beta,\gamma}(m, t) = \sum_{k=0}^{\infty} p_{\nu,k}^{\alpha,\beta,\gamma}(m, t) \).

For \( n = m + 1 \), substituting \( p_{\nu,k}^{\alpha,\beta,\gamma}(m + 1, t) = \sum_{k=0}^{\infty} p_{\nu,k}^{\alpha,\beta,\gamma}(m + 1, t) \) in \( \text{(4.13)} \) and applying ADM, we get
\[ \sum_{k=0}^{\infty} p_{\nu,k}^{\alpha,\beta,\gamma}(m + 1, t) = p_{\nu}^{\alpha,\beta,\gamma}(m + 1, 0) - \lambda^\nu \sum_{k=0}^{\infty} I_t^{\alpha,\beta,\gamma} \sum_{r=0}^{m+1} (-1)^r \frac{(\nu)_r}{r!} p_{\nu,k}^{\alpha,\beta,\gamma}(m + 1 - r, t). \]

Thus, \( p_{\nu,0}^{\alpha,\beta,\gamma}(m + 1, t) = p_{\nu}^{\alpha,\beta,\gamma}(m + 1, 0) = 0 \) and
\[ p_{\nu,k}^{\alpha,\beta,\gamma}(m + 1, t) = -\lambda^\nu I_t^{\alpha,\beta,\gamma} \sum_{r=0}^{m+1} (-1)^r \frac{(\nu)_r}{r!} p_{\nu,k}^{\alpha,\beta,\gamma}(m + 1 - r, t), \quad k \geq 1. \]

Hence,
\[ p_{\nu,1}^{\alpha,\beta,\gamma}(m + 1, t) = -\lambda^\nu I_t^{\alpha,\beta,\gamma} \sum_{r=0}^{m+1} (-1)^r \frac{(\nu)_r}{r!} p_{\nu,0}^{\alpha,\beta,\gamma}(m + 1 - r, t) \]
\[ = \frac{(-1)^{m+1} (\nu)_{m+1} C_1(-\lambda^\nu t^{-\beta})}{(m+1)! \Gamma(1-\beta)}, \]
\[ p_{\nu,2}^{\alpha,\beta,\gamma}(m + 1, t) = -\lambda^\nu I_t^{\alpha,\beta,\gamma} \sum_{r=0}^{m+1} (-1)^r \frac{(\nu)_r}{r!} p_{\nu,1}^{\alpha,\beta,\gamma}(m + 1 - r, t) \]
\[ = \frac{\lambda^\nu (-1)^{m+1} C_1}{(m+1)! \Gamma(1-\beta)} I_t^{\alpha,\beta,\gamma} \sum_{r=0}^{m+1} \frac{(m+1)!}{r!(m+1-r)!} (\nu)_r (\nu)_{m+1-r} \]
\[ = \frac{(-1)^{m+1} (2\nu)_{m+1} C_2(-\lambda^\nu t^{-\beta})^2}{(m+1)! \Gamma(1-2\beta)}. \]

Let
\[ p_{\nu,k-1}^{\alpha,\beta,\gamma}(m + 1, t) = \frac{-((k-1)\nu)_{m+1} C_{k-1}(-\lambda^\nu t^{-\beta})^{k-1}}{(m+1)! \Gamma(1-(k-1)\beta)}. \]
Then
\[ p^{\alpha,\beta,\gamma}_{\nu,k}(m+1,t) = -\lambda^\nu I_t^{\alpha,\beta,\gamma} \sum_{r=0}^{m+1} (-1)^r \frac{(\nu)^r}{r!} p^{\alpha,\beta,\gamma}_{\nu,k-1}(m+1-r,t) \]
\[ = \frac{(-\lambda^\nu)(1)^{m+1} C_{\nu-1}^{\alpha,\beta,\gamma} t^{(k-1)^\beta}}{(m+1)!\Gamma(1-(k-1)^\beta)} \sum_{r=0}^{m+1} \frac{(m+1)!}{r!(m+1-r)!} (\nu)_r ((k-1)\nu)_{m+1-r} \]
\[ = \frac{(-1)^{m+1} (k\nu)_{m+1} C_k(-\lambda^\nu t^{-\beta})^k}{(m+1)! \Gamma(1-k\beta)}, \quad k \geq 0. \]
Therefore
\[ p^{\alpha,\beta,\gamma}_{\nu}(m+1,t) = \frac{(-1)^{m+1} \sum_{k=0}^\infty C_k(-\lambda^\nu t^{-\beta})^k \Gamma(k\nu+1)}{(m+1)! \Gamma(1-k\beta) \Gamma(k\nu-m)}, \]
and thus the result holds for \( n = m+1 \). This completes the proof.

Next we show that \( p^{\alpha,\beta,\gamma}_{\nu}(n,t) \) is indeed a pmf. Note that
\[ \sum_{n=0}^\infty p^{\alpha,\beta,\gamma}_{\nu}(n,t) = \sum_{n=0}^\infty \frac{(-1)^n}{n!} \sum_{k=0}^\infty \frac{C_k(-\lambda^\nu t^{-\beta})^k \Gamma(k\nu+1)}{\Gamma(1-k\beta) \Gamma(k\nu+n)} \]
\[ = \sum_{k=0}^\infty \frac{C_k(-\lambda^\nu t^{-\beta})^k}{\Gamma(1-k\beta)} \sum_{n=0}^\infty \frac{(-1)^n}{n!} \]
\[ = \sum_{k=0}^\infty \frac{C_k(-\lambda^\nu t^{-\beta})^k}{\Gamma(1-k\beta)} (1-1)^{k\nu} = 1, \]
since for \( k\nu \geq 0 \) the binomial series \( \sum_{n=0}^\infty (k\nu)_n \frac{(-1)^n}{n!} \) converges absolutely and also all the terms except for \( k = 0 \) vanishes. For \( \beta = -\alpha \), the pmf \( p^{\alpha,\beta,\gamma}_{\nu}(n,t) \) reduces to that of the STFPP.

**Corollary 4.1.** Let the random variable \( X^{\alpha,\beta,\gamma}_{\nu} \) be the waiting time of the first Saigo space and time fractional Poisson event. Then
\[ \Pr\{X^{\alpha,\beta,\gamma}_{\nu} > t\} = \Pr\{N^{\alpha,\beta,\gamma}_{\nu}(t,\lambda) = 0\} = \sum_{k=0}^\infty \frac{C_k(-\lambda^\nu t^{-\beta})^k}{\Gamma(1-k\beta)}, \quad t \geq 0. \]
The special case \( \beta = -\alpha \) corresponds to Mittag-Leffler distribution \([3.13]\) i.e. the first waiting time of STFPP.

**Theorem 4.3.** The probability generating function \( G^{\alpha,\beta,\gamma}_{\nu}(u,t) = \mathbb{E}(u^{N^{\alpha,\beta,\gamma}_{\nu}(t,\lambda)}) \) of the SSTFPP is
\[ G^{\alpha,\beta,\gamma}_{\nu}(u,t) = \sum_{k=0}^\infty \frac{C_k(-\lambda^\nu (1-u)^{-\beta})^k}{\Gamma(1-k\beta)}, \quad |u| < 1. \quad (4.19) \]

**Proof.** We have
\[ G^{\alpha,\beta,\gamma}_{\nu}(u,t) = \sum_{n=0}^\infty u^n p^{\alpha,\beta,\gamma}_{\nu}(n,t) \]
\[ = \sum_{k=0}^\infty \frac{C_k(-\lambda^\nu t^{-\beta})^k}{\Gamma(1-k\beta)} \sum_{n=0}^\infty \frac{\Gamma(k\nu+1)}{\Gamma(k\nu+1-n)} \frac{(-u)^n}{n!}, \]
and thus the proof follows on using the generalized binomial theorem.

□
Corollary 4.2. The probability generating function of the SSTFPP satisfies the following Cauchy Problem:
\[
\frac{\partial}{\partial t} G^{\alpha,\beta,\gamma}_\nu(u, t) = -\lambda^\nu G^{\alpha,\beta,\gamma}_\nu(u, t)(1-u)^\nu, \quad |u| < 1,
\]
\[
G^{\alpha,\beta,\gamma}_\nu(u, 0) = 1.
\]

Corollary 4.3. The probability generating functions of STFPP \((\beta = -\alpha)\), SFPP \((\beta = -\alpha = -1)\), and TFPP \((\beta = -\alpha, \nu = 1)\) are
\[
G^{\alpha}_\nu(u, t) = E^\alpha(\lambda^\nu(1-u)^\nu t^\alpha), \quad |u| < 1,
\]
\[
G_\nu(u, t) = e^{-\lambda^\nu(1-u)^\nu t}, \quad |u| < 1,
\]
\[
G^\alpha(u, t) = E^\alpha(-\lambda(1-u)t^\alpha), \quad |u| < 1,
\]
respectively.

5. Concluding remarks

The state probabilities of various fractional generalizations of the classical homogeneous Poisson process are obtained by several authors by evaluating probability generating function using Laplace transform. Sometimes Laplace transform of certain fractional derivatives may not be known or may have complicated forms. In this paper, we have shown that ADM can be effectively used to obtain these state probabilities. As an illustration, we have obtained the distribution of STFPP using ADM. We have also improved a result of Rao et al. (2010) by introducing the correct version of the Caputo type Saigo fractional derivative. We used Caputo type Saigo fractional derivative to generalize STFPP to SSTFPP and the state probabilities of SSTFPP are obtained using ADM.
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Supplementary

Here we have illustrated the use of ADM to obtain the state probabilities of TFPP and SFPP.

**Time fractional Poisson process.** Consider the following difference-differential equations governing the state probabilities of the TFPP:

$$\partial_t^\alpha p^{\alpha}(n, t) = -\lambda (p^{\alpha}(n, t) - p^{\alpha}(n-1, t)), \quad 0 < \alpha \leq 1, \quad n \geq 0,$$

with $$p^{\alpha}(0, 0) = 1$$ and $$p^{\alpha}(n, 0) = 0, \quad n \geq 1$$. The solution of (5.1) is given by

$$p^{\alpha}(n, t) = \frac{(\lambda t^{\alpha})^n}{n!} \sum_{k=0}^{\infty} \frac{(k+n)!}{k!} \frac{(-\lambda t^{\alpha})^k}{(k+n)(k+n+1)}, \quad n \geq 0. \quad (5.2)$$

*Proof.* Applying RL integral $$I_t^\alpha$$ on both sides of (5.1), we get

$$p^{\alpha}(n, t) = p^{\alpha}(n, 0) - \lambda I_t^\alpha (p^{\alpha}(n, t) - p^{\alpha}(n-1, t)), \quad n \geq 0. \quad (5.3)$$

Note that $$p^{\alpha}(-1, t) = 0$$ for $$t \geq 0$$. For $$n = 0$$, substitute $$p^{\alpha}(0, t) = \sum_{k=0}^{\infty} p_k^{\alpha}(0, t)$$ in (5.3) and apply ADM to get

$$\sum_{k=0}^{\infty} p_k^{\alpha}(0, t) = p^{\alpha}(0, 0) - \lambda \sum_{k=0}^{\infty} I_t^\alpha p_k^{\alpha}(0, t).$$

Thus, $$p_0^{\alpha}(0, t) = p^{\alpha}(0, 0) = 1$$ and $$p_k^{\alpha}(0, t) = -\lambda I_t^\alpha p_{k-1}^{\alpha}(0, t), \quad k \geq 1$$. Hence,

$$p_1^{\alpha}(0, t) = -\lambda I_t^\alpha p_0^{\alpha}(0, t) = -\lambda I_t^\alpha t^0 = \frac{-\lambda t^{\alpha}}{\Gamma(\alpha + 1)},$$

and similarly

$$p_2^{\alpha}(0, t) = \frac{(-\lambda t^{\alpha})^2}{\Gamma(2\alpha + 1)}, \quad p_3^{\alpha}(0, t) = \frac{(-\lambda t^{\alpha})^3}{\Gamma(3\alpha + 1)}, \ldots.$$

Let

$$p_{k-1}^{\alpha}(0, t) = \frac{(-\lambda t^{\alpha})^{k-1}}{\Gamma((k-1)\alpha + 1)}. \quad (5.4)$$

Then

$$p_k^{\alpha}(0, t) = -\lambda I_t^\alpha p_{k-1}^{\alpha}(0, t) = \frac{(-\lambda)^k}{\Gamma((k-1)\alpha + 1)} p_t^{\alpha}(k-1) = \frac{(-\lambda t^{\alpha})^k}{\Gamma(k\alpha + 1)}, \quad k \geq 0.$$

Therefore

$$p^{\alpha}(0, t) = \sum_{k=0}^{\infty} \frac{(-\lambda t^{\alpha})^k}{\Gamma(k\alpha + 1)}, \quad (5.5)$$

and thus the result holds for $$n = 0$$.

For $$n = 1$$, substituting $$p^{\alpha}(1, t) = \sum_{k=0}^{\infty} p_k^{\alpha}(1, t)$$ in (5.3) and applying ADM, we get

$$\sum_{k=0}^{\infty} p_k^{\alpha}(1, t) = p^{\alpha}(1, 0) - \lambda \sum_{k=0}^{\infty} I_t^\alpha (p_k^{\alpha}(1, t) - p_k^{\alpha}(0, t)).$$

Thus, $$p_0^{\alpha}(1, t) = p^{\alpha}(1, 0) = 0$$ and $$p_k^{\alpha}(1, t) = -\lambda I_t^\alpha (p_{k-1}^{\alpha}(1, t) - p_{k-1}^{\alpha}(0, t)), \quad k \geq 1$$. Hence,

$$p_1^{\alpha}(1, t) = -\lambda I_t^\alpha (p_0^{\alpha}(1, t) - p_0^{\alpha}(0, t)) = \lambda I_t^\alpha t^0 = \frac{(-\lambda t^{\alpha})}{\Gamma(\alpha + 1)};$$

$$p_2^{\alpha}(1, t) = -\lambda I_t^\alpha (p_1^{\alpha}(1, t) - p_1^{\alpha}(0, t)) = \frac{-2\lambda^2}{\Gamma(\alpha + 1)} I_t^\alpha t^\alpha = \frac{-2(-\lambda t^{\alpha})^2}{\Gamma(2\alpha + 1)};$$

$$p_3^{\alpha}(1, t) = -\lambda I_t^\alpha (p_2^{\alpha}(1, t) - p_2^{\alpha}(0, t)) = \frac{3\lambda^3}{\Gamma(2\alpha + 1)} I_t^\alpha t^{2\alpha} = \frac{-3(-\lambda t^{\alpha})^3}{\Gamma(3\alpha + 1)}.$$
Let
\[ p^\alpha_{k-1}(1, t) = \frac{-(k-1)(-\lambda t^\alpha)^{k-1}}{\Gamma((k-1)\alpha + 1)}. \] (5.6)

Then
\[ p^\alpha_k(1, t) = -\lambda I_t^\alpha \left( p^\alpha_{k-1}(1, t) - p^\alpha_{k-1}(0, t) \right) = \frac{(-1)^{k+1} k \lambda^k}{\Gamma((k-1)\alpha + 1)} I_t^\alpha t^{(k-1)\alpha} \]
\[ = \frac{-k(-\lambda t^\alpha)^k}{\Gamma(k\alpha + 1)}, \quad k \geq 1. \]

Therefore
\[ p^\alpha(1, t) = \sum_{k=1}^{\infty} \frac{k(-\lambda t^\alpha)^k}{\Gamma(k\alpha + 1)} = \lambda t^\alpha \sum_{k=0}^{\infty} \frac{(k+1)(-\lambda t^\alpha)^k}{\Gamma((k+1)\alpha + 1)}, \] (5.7)
and thus the result holds for \( n = 1 \).

For \( n = 2 \), substituting \( p^\alpha(2, t) = \sum_{k=0}^{\infty} p^\alpha_k(2, t) \) in (5.3) and applying ADM, we get
\[ \sum_{k=0}^{\infty} p^\alpha_k(2, t) = p^\alpha(2, 0) - \lambda \sum_{k=0}^{\infty} I_t^\alpha \left( p^\alpha_k(2, t) - p^\alpha_k(1, t) \right). \]

Thus, \( p^\alpha_0(2, t) = p^\alpha(2, 0) = 0 \) and \( p^\alpha_0(2, t) = -\lambda I_t^\alpha \left( p^\alpha_{k-1}(2, t) - p^\alpha_{k-1}(1, t) \right), \quad k \geq 1. \)
Hence,
\[ p^\alpha_1(2, t) = -\lambda I_t^\alpha \left( p^\alpha_0(2, t) - p^\alpha_0(1, t) \right) = 0, \]
\[ p^\alpha_2(2, t) = -\lambda I_t^\alpha \left( p^\alpha_1(2, t) - p^\alpha_1(1, t) \right) = \frac{\lambda^2}{\Gamma(\alpha + 1)} I_t^\alpha = \frac{2.1(-\lambda t^\alpha)^2}{2\Gamma(2\alpha + 1)}, \]
\[ p^\alpha_3(2, t) = -\lambda I_t^\alpha \left( p^\alpha_2(2, t) - p^\alpha_2(1, t) \right) = \frac{-3\lambda^3}{\Gamma(2\alpha + 1)} I_t^\alpha = \frac{3.2(-\lambda t^\alpha)^3}{2\Gamma(3\alpha + 1)}. \]

Let
\[ p^\alpha_{k-1}(2, t) = \frac{(k-1)(k-2)(-\lambda t^\alpha)^{k-1}}{2\Gamma((k-1)\alpha + 1)}. \] (5.8)

Then
\[ p^\alpha_k(2, t) = -\lambda I_t^\alpha \left( p^\alpha_{k-1}(2, t) - p^\alpha_{k-1}(1, t) \right) \]
\[ = \frac{(-1)^k k(k-1)\lambda^k}{2\Gamma((k-1)\alpha + 1)} I_t^\alpha t^{(k-1)\alpha} = \frac{k(k-1)(-\lambda t^\alpha)^k}{2\Gamma(k\alpha + 1)}, \quad k \geq 2. \]

Therefore
\[ p^\alpha(2, t) = \sum_{k=2}^{\infty} \frac{k(k-1)(-\lambda t^\alpha)^k}{2\Gamma(k\alpha + 1)} = \frac{(\lambda t^\alpha)^2}{2} \sum_{k=0}^{\infty} \frac{(k+2)(k+1)(-\lambda t^\alpha)^k}{\Gamma((k+2)\alpha + 1)}, \] (5.9)
and thus the result holds for \( n = 2 \).

Let \( p^\alpha(m, t) = \sum_{k=0}^{\infty} p^\alpha_k(m, t) \) in (5.3) and assume the result holds for \( n = m > 2 \) i.e. \( p^\alpha_k(m, t) = 0, \quad k < m \) and
\[ p^\alpha_k(m, t) = \frac{(-1)^m m!(-\lambda t^\alpha)^k}{m!(k-m)!\Gamma(k\alpha + 1)}, \quad k \geq m. \]

For \( n = m + 1 \), substituting \( p^\alpha(m + 1, t) = \sum_{k=0}^{\infty} p^\alpha_k(m + 1, t) \) in (5.3) and applying ADM, we get
\[ \sum_{k=0}^{\infty} p^\alpha_k(m + 1, t) = p^\alpha(m + 1, 0) - \lambda \sum_{k=0}^{\infty} I_t^\alpha \left( p^\alpha_k(m + 1, t) - p^\alpha_k(m, t) \right). \]

Thus, \( p^\alpha_0(m + 1, t) = p^\alpha(m + 1, 0) = 0 \) and \( p^\alpha_k(m + 1, t) = -\lambda I_t^\alpha \left( p^\alpha_{k-1}(m + 1, t) - p^\alpha_{k-1}(m, t) \right), \quad k \geq 1. \) Hence,
\[ p^\alpha_1(m + 1, t) = -\lambda I_t^\alpha \left( p^\alpha_0(m + 1, t) - p^\alpha_0(m, t) \right) = 0, \]
\[ p_{\alpha}^2(m + 1, t) = -\lambda I_t^\alpha (p_{\alpha}^1(m + 1, t) - p_{\alpha}^1(m, t)) = 0. \]

Let
\[ p_{\alpha}^0_{k-1}(m + 1, t) = 0, \quad k - 1 < m + 1. \]

Then
\[ p_{\alpha}^0_k(m + 1, t) = -\lambda I_t^\alpha (p_{\alpha}^0_{k-1}(m + 1, t) - p_{\alpha}^0_{k-1}(m, t)) = 0, \quad k < m + 1. \]

Now for \( k \geq m + 1 \), we have
\[
\begin{align*}
p_{\alpha}^0_{m+1}(m + 1, t) &= -\lambda I_t^\alpha (p_{\alpha}^0_m(m + 1, t) - p_{\alpha}^0_m(m, t)) = \frac{\lambda^{m+1}}{\Gamma(m\alpha + 1)} I_t^{\alpha m} = \frac{(\lambda t^{\alpha})^{m+1}}{\Gamma((m + 1)\alpha + 1)}, \\
p_{\alpha}^0_{m+2}(m + 1, t) &= -\lambda I_t^\alpha (p_{\alpha}^0_{m+1}(m + 1, t) - p_{\alpha}^0_{m+1}(m, t)) = \frac{- (m + 2)\lambda^{m+2}}{\Gamma((m + 1)\alpha + 1)} I_t^{\alpha(m+1)\alpha} = -\frac{(m + 2)(\lambda t^{\alpha})^{m+2}}{\Gamma((m + 2)\alpha + 1)}.
\end{align*}
\]

Let
\[ p_{\alpha}^0_{k-1}(m + 1, t) = \frac{(-1)^{m+1}(k - 1)!(-\lambda t^{\alpha})^{k-1}}{(m + 1)!(k - m - 2)!\Gamma((k - 1)\alpha + 1)}, \quad k - 1 \geq m + 1. \]

Then
\[
\begin{align*}
p_{\alpha}^0_k(m + 1, t) &= -\lambda I_t^\alpha (p_{\alpha}^0_{k-1}(m + 1, t) - p_{\alpha}^0_{k-1}(m, t)) \\
&= \frac{(-1)^{k+m+1}k!\lambda^k}{(m + 1)!(k - m - 1)!\Gamma((k - 1)\alpha + 1)} I_t^{\alpha(k-1)\alpha} \\
&= \frac{(-1)^{k+m+1}k!(\lambda t^{\alpha})^k}{(m + 1)!(k - m - 1)!\Gamma(k\alpha + 1)}, \quad k \geq m + 1.
\end{align*}
\]

Therefore
\[
p_{\alpha}(m + 1, t) = \sum_{k=m+1}^{\infty} \frac{(-1)^{k+m+1}k!(\lambda t^{\alpha})^k}{(m + 1)!(k - m - 1)!\Gamma(k\alpha + 1)} I_t^{\alpha m} = \frac{(\lambda t^{\alpha})^{m+1}}{(m + 1)!} \sum_{k=0}^{\infty} \frac{(k + m)!(-\lambda t^{\alpha})^k}{k!\Gamma((k + m + 1)\alpha + 1)},
\]

and thus the result holds for \( n = m + 1 \). This completes the proof. \( \square \)

**Space fractional Poisson process.** Consider the following difference-differential equations governing the state probabilities of the SFPP:
\[
\frac{d}{dt} p_{\nu}(n, t) = -\lambda^\nu \sum_{r=0}^{n} (-1)^r \frac{(\nu)_r}{r!} p_{\nu}(n - r, t), \quad 0 < \nu \leq 1, \ n \geq 0, \tag{5.10}
\]

with \( p_{\nu}(0, 0) = 1 \) and \( p_{\nu}(n, 0) = 0, \ n \geq 1 \). The solution of (5.10) is given by
\[
p_{\nu}(n, t) = \frac{(-1)^n}{n!} \sum_{k=0}^{\infty} \frac{(-\lambda^\nu t)^k}{k!} \frac{\Gamma(k\nu + 1)}{\Gamma(k\nu + 1 - n)}, \quad n \geq 0. \tag{5.11}
\]

**Proof.** The difference-differential equations (5.10) can be equivalently written as
\[
p_{\nu}(n, t) = p_{\nu}(n, 0) - \lambda^\nu \int_0^t \sum_{r=0}^{n} (-1)^r \frac{(\nu)_r}{r!} p_{\nu}(n - r, s) \, ds, \quad n \geq 0. \tag{5.12}
\]

For \( n = 0 \), substituting \( p_{\nu}(0, 0) = \sum_{k=0}^{\infty} p_{\nu,k}(0, 0) \) in (5.12) and applying ADM, we get
\[
\sum_{k=0}^{\infty} p_{\nu,k}(0, t) = p_{\nu}(0, 0) - \lambda^\nu \sum_{k=0}^{\infty} \int_0^t p_{\nu,k}(0, s) \, ds.
\]
Thus, \( p_{\nu,0}(0,t) = p_{\nu}(0,0) = 1 \) and \( p_{\nu,k}(0,t) = -\lambda^{\nu} \int_{0}^{t} p_{\nu,k-1}(0,s) \, ds, \, k \geq 1. \)

Hence,

\[
\begin{align*}
p_{\nu,1}(0,t) &= -\lambda^{\nu} \int_{0}^{t} p_{\nu,0}(0,s) \, ds = -\lambda^{\nu} \int_{0}^{t} ds = -\lambda^{\nu} t, \\
p_{\nu,2}(0,t) &= -\lambda^{\nu} \int_{0}^{t} p_{\nu,1}(0,s) \, ds = -\lambda^{\nu} \int_{0}^{t} (-\lambda^{\nu} s) \, ds = \frac{(-\lambda^{\nu} t)^2}{2!}, \\
p_{\nu,3}(0,t) &= -\lambda^{\nu} \int_{0}^{t} p_{\nu,2}(0,s) \, ds = -\lambda^{\nu} \int_{0}^{t} \frac{(-\lambda^{\nu} s)^2}{2!} \, ds = \frac{(-\lambda^{\nu} t)^3}{3!}, \\
&\vdots \\
p_{\nu,k}(0,t) &= -\lambda^{\nu} \int_{0}^{t} p_{\nu,k-1}(0,s) \, ds = -\lambda^{\nu} \int_{0}^{t} \frac{(-\lambda^{\nu} s)^{k-1}}{(k-1)!} \, ds = \frac{(-\lambda^{\nu} t)^k}{k!}, \, k \geq 1.
\end{align*}
\]

Therefore

\[
p_{\nu}(0,t) = \sum_{k=0}^{\infty} \frac{(-\lambda^{\nu} t)^k}{k!}.
\]

For \( n = 1 \), substituting \( p_{\nu}(1,t) = \sum_{k=0}^{\infty} p_{\nu,k}(1,t) \) in (5.12) and applying ADM, we get

\[
\sum_{k=0}^{\infty} p_{\nu,k}(1,t) = p_{\nu}(1,0) - \lambda^{\nu} \sum_{k=0}^{\infty} \int_{0}^{t} (p_{\nu,k}(1,s) - \nu p_{\nu,k}(0,s)) \, ds.
\]

Thus, \( p_{\nu,0}(1,t) = p_{\nu}(1,0) = 0 \) and \( p_{\nu,k}(1,t) = -\lambda^{\nu} \int_{0}^{t} (p_{\nu,k-1}(1,s) - \nu p_{\nu,k-1}(0,s)) \, ds, \, k \geq 1. \)

Hence,

\[
\begin{align*}
p_{\nu,1}(1,t) &= -\lambda^{\nu} \int_{0}^{t} (p_{\nu,0}(1,s) - \nu p_{\nu,0}(0,s)) \, ds = -\nu(-\lambda^{\nu} t), \\
p_{\nu,2}(1,t) &= -\lambda^{\nu} \int_{0}^{t} (p_{\nu,1}(1,s) - \nu p_{\nu,1}(0,s)) \, ds = -\nu(-\lambda^{\nu} t)^2, \\
p_{\nu,3}(1,t) &= -\lambda^{\nu} \int_{0}^{t} (p_{\nu,2}(1,s) - \nu p_{\nu,2}(0,s)) \, ds = \frac{-\nu(-\lambda^{\nu} t)^3}{2!}, \\
&\vdots \\
p_{\nu,k}(1,t) &= -\lambda^{\nu} \int_{0}^{t} (p_{\nu,k-1}(1,s) - \nu p_{\nu,k-1}(0,s)) \, ds \\
&= -\lambda^{\nu} \int_{0}^{t} \left( \frac{-\nu(-\lambda^{\nu} s)^{k-1}}{(k-2)!} - \frac{\nu(-\lambda^{\nu} s)^{k-1}}{(k-1)!} \right) \, ds = \frac{-\nu(-\lambda^{\nu} t)^k}{(k-1)!}, \, k \geq 1.
\end{align*}
\]

Therefore

\[
p_{\nu}(1,t) = -\sum_{k=1}^{\infty} \frac{\nu(-\lambda^{\nu} t)^k}{(k-1)!} = -\sum_{k=0}^{\infty} \frac{k \nu(-\lambda^{\nu} t)^k}{k!}.
\]

Now assume for \( m > 1 \) the following:

\[
p_{\nu,k}(m,t) = \frac{(-1)^m}{m!} (kv_m)(-\lambda^{\nu} t)^k, \, k \geq 0,
\]

i.e. (5.11) holds for \( n = m \), where \( \rho_{\nu}(m,t) = \sum_{k=0}^{\infty} p_{\nu,k}(m,t). \)

For \( n = m + 1 \), substituting \( p_{\nu}(m+1,t) = \sum_{k=0}^{\infty} p_{\nu,k}(m+1,t) \) in (5.12) and applying ADM, we get

\[
\sum_{k=0}^{\infty} p_{\nu,k}(m+1,t) = p_{\nu}(m+1,0) - \lambda^{\nu} \sum_{k=0}^{\infty} \int_{0}^{t} \sum_{r=0}^{m+1} (-1)^r \frac{\nu_r}{r!} p_{\nu,k}(m+1-r,s) \, ds.
\]
Thus, $p_{\nu,0}(m+1,t) = p_{\nu}(m+1,0) = 0 \text{ and }$

$$p_{\nu,k}(m+1,t) = -\lambda^\nu \int_0^t \sum_{r=0}^{m+1} (-1)^r \frac{(\nu)_r}{r!} p_{\nu,k-1}(m+1-r,s) \, ds, \quad k \geq 1.$$  

Hence,

$$p_{\nu,1}(m+1,t) = -\lambda^\nu \int_0^t \sum_{r=0}^{m+1} (-1)^r \frac{(\nu)_r}{r!} p_{\nu,0}(m+1-r,s) \, ds$$

$$= -\lambda^\nu \frac{(-1)^{m+1}}{(m+1)!} (\nu)_{m+1} \int_0^t ds = -\frac{(1)^{m+1}}{(m+1)!} (\nu)_{m+1} (-\lambda^\nu t),$$

$$p_{\nu,2}(m+1,t) = -\lambda^\nu \int_0^t \sum_{r=0}^{m+1} (-1)^r \frac{(\nu)_r}{r!} p_{\nu,1}(m+1-r,s) \, ds$$

$$= \frac{\lambda^{2\nu}(-1)^{m+1}}{(m+1)!} \int_0^t s \sum_{r=0}^{m+1} \frac{(m+1)!}{r!(m+1-r)!} (\nu)_r (\nu)_{m+1-r}$$

$$= \frac{(-1)^{m+1}(2\nu)_{m+1}(-\lambda^\nu t)^2}{(m+1)!} 2!,$$

where the last step follows from the binomial theorem for falling factorials. Now let

$$p_{\nu,k-1}(m+1,t) = \frac{(-1)^{m+1} ((k-1)\nu)_{m+1} (-\lambda^\nu t)^{k-1}}{(m+1)!}.$$  

Then

$$p_{\nu,k}(m+1,t) = -\lambda^\nu \int_0^t \sum_{r=0}^{m+1} (-1)^r \frac{(\nu)_r}{r!} p_{\nu,k-1}(m+1-r,s) \, ds$$

$$= \frac{(-\lambda^\nu)^{k}(-1)^{m+1}}{(m+1)!(k-1)!} \int_0^t s^{k-1} \sum_{r=0}^{m+1} \frac{(m+1)!}{r!(m+1-r)!} (\nu)_r ((k-1)\nu)_{m+1-r}$$

$$= \frac{(-1)^{m+1}(kv)_{m+1}(-\lambda^\nu t)^k}{k!}, \quad k \geq 0.$$  

Therefore

$$p^\alpha(m+1,t) = \frac{(-1)^{m+1}}{(m+1)!} \sum_{k=0}^{\infty} \frac{(-\lambda^\nu t)^k}{k!} \frac{\Gamma(k\nu+1)}{\Gamma(k\nu-m)},$$

and thus the result holds for $n = m + 1$. This completes the proof. \qed
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