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Abstract. Based on the experimental data set of NASA lithium-ion battery, this paper proposes two novel methods for estimating the health status of lithium-ion battery. Firstly, the definition of battery health status is introduced. Secondly, based on the data preprocessing and visualization analysis, four features related to actual capacity degradation are extracted from the data. Thirdly, Two machine learning models, regression tree and random forest, are compared in this work. Both models are used Bootstrap methods for performance evaluation. Finally, The experimental results show that both have high estimation accuracy. The regression tree final model predicts a mean square error of 0.0006, while the random forest final model predicts a mean square error of 0.0002, indicating that the random forest is a better model.

1. Introduction
In recent years, the research on batteries at home and abroad is mainly State of Charge (SOC) and Remaining Useful Life (RUL) [1-10]. The research method is mainly based on the application of battery experimental data using machine learning algorithms for data experiments. In recent years, the types of batteries studied at home and abroad are mainly lead-acid batteries and lithium-ion batteries. Among them, lithium-ion batteries are mostly studied, and the research methods are mainly machine learning algorithm experiments. Domestic research such as: Yang [1] uses support vector machine to predict the SOC of lead-acid batteries; Jiang [2] uses BP neural network and particle swarm optimization autoregressive model to carry out SOC estimation and RUL prediction for lithium-ion batteries. Foreign studies such as: Frisk [7] using random survival forests for RUL prediction of lead-acid batteries; Richardson [10] using Gaussian process regression for RUL prediction of lithium-ion batteries.

Compared with lead-acid batteries, lithium-ion batteries, as a high-performance secondary green battery, have the advantages of high operating voltage, high energy density, low self-discharge rate, no memory effect, and small volume [11], so lithium ions are studied. The battery health assessment method has practical significance.

2. The definition of battery health status
The actual capacity of the battery will gradually decrease with the number of charge and discharge cycles due to aging, etc. Usually, the end of life is determined when the actual battery capacity is lower than the Acceptable Performance Threshold (APT) [2,12]. APT is usually 70% or 80% of rated capacity. State of Health (SOH) is defined as [13]:

\[ \text{SOH} = \frac{\text{Current Capacity}}{\text{Initial Capacity}} \times 100\% \]
SOH = \frac{Q_{aged}}{Q_{rate}} \times 100\% \tag{1}

Where \(Q_{rate}\) is the rated capacity of the battery when it leaves the factory, and \(Q_{aged}\) is the actual capacity.

It can be seen from Eq.(1) that since the rated capacity is constant, the actual capacity of the battery can represent the health of the battery.

3. Data preprocessing and visualization analysis

The experimental data used was from the National Aeronautics and Space Administration (NASA) lithium-ion battery charge and discharge experimental data set [12].

The four battery numbers in the data set are B0005, B0006, B0007, B0018, the model number are all 18650, and the rated capacity is 2Ah. The experiments are all carried out at room temperature of 24\(^\circ\)C. The charging experiment was first charged with a constant current of 1.5A until the voltage reached 4.2V, and then in constant voltage mode until the current dropped to 20mA. The discharge process was discharged with a constant current of 2A until the voltage dropped to 2.7V (B0005), 2.5V (B0006), 2.2V (B0007), and 2.5V (B0018), respectively. The charging process and the discharging process in each charging and discharging cycle are started from time 0, and the data of charging and discharging such as voltage, current, temperature and actual capacity are recorded. The experiment stopped after the measured actual capacity was less than the rated capacity of 70\% (APT). The actual capacity degradation curve of four batteries is shown in Figure 1.

![NASA Lithium-ion battery actual capacity degradation curve](image)

**Figure 1.** NASA Lithium-ion battery actual capacity degradation curve

In order to dig out the correlation between the data and the actual capacity degradation, the charging voltage timing curve, charging temperature timing curve, discharge voltage timing curve and discharge temperature timing curve of each charge and discharge cycle of each battery are plotted. The trend of each mode of each battery are similar, the trend of each mode of B0006 battery as shown in Figure 2.
4. Feature extraction

It can be seen from Figure 2 that the time required for the charging voltage of different charging and discharging cycles to reach 4.2V is different. The time required for the charging temperature of different charging and discharging cycles to reach a maximum value is different. And the time required for the discharging voltage of different charging and discharging cycles to 2.5V is different. And the time when the discharge temperature reaches the maximum value in different charge and discharge cycles is different. Therefore, the four types of features of B0006 are extracted as shown in Figure 3.

In the experimental data of B0006 battery, the number of times of charging is 170, and the number of times of discharge is 168. In order to maintain consistency, it is necessary to remove 2 times of charging data, so 2 data points are removed from feature 1 and feature 2. The 4 minimum values in feature 1 and feature 2 are directly removed. These 4 data points are the measurement abnormal points. In addition, the experimental condition of B0018 battery is exactly the same as that of B0006 battery,
and the model number is also the same. Therefore, the same four types of features are extracted for B0018 battery and the data is combined with B0006. B0018 battery is charged 134 times, discharged 132 times, and the two outliers in the charging data is removed. The total amount of data is 168 + 132 = 300 samples and the actual capacity values corresponding to the specific samples. Although the obvious outliers are removed, there are still slight glitch in the feature sequence due to measurement errors, etc. Therefore, one-time cubical smoothing algorithm with five-point approximation operation is used for each feature sequence to appropriately reduce the measurement error [14].

5. SOH estimation based on machine learning Algorithm

5.1. SOH estimation based on regression tree model

The Classification and Regression Tree (CART) was proposed by Breiman in 1984 [15]. It is a widely used machine learning algorithm that can be used for both classification and regression problems. The core of the classification tree is that the optimal splitting feature is selected based on the Gini index [16], and the regression tree is based on the heuristic algorithm and the least squares method to select the optimal splitting node [17]. The final fitting function is a piecewise constant function, because its core method is the least squares method, so the CART regression tree is also called the least squares regression tree.

The data of 300 samples of 4 features selected in section 4 are used as the input of the model, and the actual capacity values corresponding to the specific samples is the output of the model, and a least squares regression tree model is established. In order to obtain a training set with a more even sample distribution, each of the fourth sample in the B0006 and B0018 batteries is selected as a test set, B0006 is 168/4=42, B0018 is 132/4=33, and a total of 75 test samples. 75/300=25% of the total data set, and the remaining 75% of the samples are used as training sets.

While training the regression tree, the Bootstrap method was used to evaluate the performance [18]. The data outside the bag was used as the verification set, and the experiment was repeated 100 times. The mean square error of the estimated value of each out-of-bag data was calculated, and the mean square error was 0.0291. The standard deviation is 0.0018.

Since the prediction error of the performance evaluation is small, it is determined that the regression tree model is trained by this method, and all the training sets are used to train a certain regression tree model, and then 75 test samples are input, and the prediction mean square error is 0.0006, and the fitting effect is obtained as shown in Figure 4.

![Figure 4. Least squares regression tree fitting effect](image-url)
It can be seen from the experimental results that the test error is further reduced a lot. The reason is that when the performance evaluation is performed by the Bootstrap method, since the sampling with replacement is applied to the training set, the number of samples actually used for training in each experiment does not exceed the 70% training set. When the number of samples is large enough, theoretically about 36.8% of the samples will become out-of-bag samples, so the training set of the final model is increased by more than 30% compared to the evaluation experiment, and the prediction error will be further reduced. On the other hand, because of the Bootstrap method may change the distribution of real training samples due to its randomness, this may lead to an increase in estimation bias, and the generalization error may also increase [18].

5.2. SOH estimation based on random forest model

The random forest algorithm is the most representative integrated learning algorithm [18], in which the base learner is CART, so the random forest is also applicable to both classification and regression. It not only introduces the training sample interference through the Bootstrap method, but also introduces the attribute interference through the sampling without replacement method, which further improves the generalization performance of the random forest. [18]

The training set and test set of the random forest regression tree model are set up with the selection method in 5.1 subsection. The number of trees is set to 100, and the number of split attributes randomly selected by each tree is 2, and 100 times training experiments are also performed. The out-of-bag samples of the random forest regression model (out-of-bag samples of the last tree of each training random forest model) is estimated, and the mean value of mean square error is 0.0003 with a standard deviation of 0.000055.

The training process of the random forest regression model is shown in Figure 5.

![Figure 5. The training process of the random forest regression model](image)

The number of iterations is the number of regression trees trained in random forests. It can be seen that the mean square error converges to a small value before reaching 100 trees. In fact, the random forest is an iterative application Bootstrap method for training. It is proved that the random forest model does not need performance evaluation, and its convergent OOBMSE value can be directly applied as the evaluation of model generalization performance [19-21].

In addition, the random forest can randomly discard a certain feature sequence of the sample outside the bag, and determine the importance degree of a certain feature according to the increase of the prediction error. The judgment results of the four features of the experiment are shown in Figure 6.
Figure 6. The importance of features

A random forest regression model was used to test 75 test samples with a mean square error of 0.0002, which is 0.0004 smaller than the single regression tree model in subsection 5.1. The fitting effect is shown in Figure 7.

Figure 7. Random forest regression model fitting effect

Compared with the fitting effect of Figure 4., it can be seen that the fitting curve in Figure 7 has no horizontal line segment at all, and the actual capacity value of the test set does not exist for two consecutive identical values, and there are more horizontal lines in Figure 4., so the error is slightly larger.

6. Conclusion
This paper first introduces the definition of battery SOH, then data preprocessing section introduces the experimental conditions of NASA lithium-ion battery and data visualization work. By observing the time series curves of charging voltage, charging temperature, discharging voltage and discharging temperature for each charge and discharge cycle, four features are extracted. (The time required for the charging voltage to reach 4.2V in each charge and discharge cycle, the time when the charging temperature reaches the maximum value, the time when the discharging voltage reaches 2.5V, and the time when the discharging temperature reaches the maximum value) are used for SOH estimation. The
least squares regression tree model is compared with the established random forest regression model. The final test set estimation show that the mean square error of a single least squares regression tree is 0.0006, and the mean square error of random forest regression is 0.0002.
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