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Abstract— In the medical domain, brain image classification is an extremely challenging field. Medical images play a vital role in making the doctor's precise diagnosis and in the surgery process. Adopting intelligent algorithms makes it feasible to detect the lesions of medical images quickly, and it is especially necessary to extract features from medical images. Several studies have integrated multiple algorithms toward medical images domain. Concerning feature extraction from the medical image, a vast amount of data is analyzed to achieve processing results, helping physicians deliver more precise case diagnoses. Image processing mechanism becomes extensive usage in medical science to advance the early detection and treatment aspects. In this aspect, this paper takes tumor, and healthy images as the research object and primarily performs image processing and data augmentation process to feed the dataset to the neural networks. Deep neural networks (DNN), to date, have shown outstanding achievement in classification and segmentation tasks. Carrying this concept into consideration, in this study, we adopted a pre-trained model Resnet_50 for image analysis. The paper proposed three diverse neural networks, particularly DNN, CNN, and ResNet-50. Finally, the splitting dataset is individually assigned to each simplified neural network. Once the image is classified as a tumor accurately, the OTSU segmentation is employed to extract the tumor alone. It can be examined from the experimental outcomes that the ResNet-50 algorithm shows high accuracy 0.996, precision 1.00 with best F1 score 1.0, and minimum test losses of 0.0269 in terms of Brain tumor classification. Extensive experiments prove our offered tumor detection segmentation efficiency and accuracy. To this end, our approach is comprehensive sufficient and only requires minimum pre-and post-processing, which allows its adoption in various medical image classification & segmentation tasks.
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I. INTRODUCTION

Medical imaging is the primary carrier and crucial vector of a current medical alternative terminology classification. It continually performs a frequently important part in the medical domain amidst objective description and instinctive expression [1]. Originally, from the 1970s to 1990s, a study of the medical image was performed by sequential utilization of low-level pixel processing (line detector filter, edge and growth region) [2]. Various mathematical modelling (ellipses, circles and fitting lines) to create compound rule-based systems that solved specific tasks. Those special systems were called GOFAI (good old-fashioned artificial intelligence) alike rule-based image processing [3]. The primary goal of the classification of brain tumors is to very precisely analyses of MRI images to identify with the type of tumor a patient is affected [4]. Determining whether a tumor confines to the image is benign or malignant is also a hot-topic not ended by the medical community [5]. Glioma is the most considerable mortality risk and incidence rate. Such neoplasms can be classified according to their violent and infiltrative features as low-grade gliomas (LGGs) and high-grade gliomas (HGGs). The brain tumor surgery depended on the size of the tumor; it types and its stage of development. However, in the healthcare sector, physicians use numerous medical imaging methods to diagnose the occupancy of a brain tumor [7]. Multiple imaging methods own to examine brain tumors, such as computed tomography (CT) [8], magnetic resonance imaging (MRI) [9], computed tomography with single-photon emission (SPECT) and positron emission tomography (PET) [10]. Medical imaging may be used as a tool to generate a medical image for clinical study, analysis. MRI Adopting a magnetic system to capture medical images. It can deliver reproducible quantitative and non-invasive determinations of tissue, including anatomical, architectural and functional information’s [11]. Among them, MRI fitted the primary imaging method for tumor determination and practice; besides its dominance of proper soft-tissue contrast, non-invasive, multi-parameter, imaging arbitrary etc. Moreover, various modalities, e.g., T1-weighted with contrast improvement (T1c), T1-weighted (T1), Inversion Recovery (FLAIR), Fluid Attenuated and T2-weighted (T2) also obtained by MRI [12]. Several MRI modalities concentrate on various specified information of images and specify the features of brain tumors from diverse aspects. The precise Brain segmentation tumors are a prominent concern for scientific, surgical diagnosis ad preparing for surgery. In particular, this is critical separating tumor tissues, for example, edema, necrosis, enhancement and non-enhancing nuclei of healthy brain tissues the white matter (WM), coronary spinal fluid (CSF) and the grey matter (GM) [13]. Despite to segment them correctly, it is a notably challenging task mainly because of the following causes. Primary, gliomas can differ significantly in form, position, appearance, and size from case to case. Secondary, gliomas typically penetrate surrounding tissues, thereby blurring the boundary [14]. Third, the deformity of the image and the noise-induced by various factors such as imaging devices or acquisition protocols additional enhances the effect [15]. The image segmentation is a division of an image into segments described groups or sub-sets according to an individual or more features or characteristics, and intensifying areas of concern by separating them from the background and other regions [16]. To overcome this problem, the earliest successful practice of image features extraction implied in 1972 when Sutton and Hall identified healthy and abnormal lungs [17]. About the completion of the 1990s, supervised methods were frequently growing popular in medical image analysis [18]. The algorithm is based on training data which is used to design a system. Examples are included, atlas approaches (where the atlases that are suited to current data from the training data), active shape models (for segmentation), and the theory of extracting features and utilizing statistical classifiers (for computer-aided detection and analysis) [19]-[20]. In the past and recent years, by the advancement of computer execution and the continuous improvement of machine learning algorithms, many automatic and semi-automatic techniques for tumor segmentation have been introduced [21]. Towards the medical image processing, both conventional machine learning [22]-[23]-[24]-[25] and deep learning techniques [26]-[27]-[28]-[29] have been broadly studied and practiced by researchers. However, in most circumstances, deep learning techniques produce abler in computer vision tasks, but still, deep learning algorithms own substantial success in recognition of images [30]. Currently, various conventional models are fully trained end-to-end in a supervised manner, effects simplifying the training method. Neural networks (NN) classify by learning from data and never apply rule sets [31]. The neural network can generalize utilizing previous data and discover from past experience. They hold benefits such as learning through themselves, fault tolerance and the search for the optimum [32]. They work adequately on non-linear, complicated multivariate and noisy domains, such as segmentation of brain tissue. As a long time, deep neural networks (DNN) have long been considered challenging to train efficiently [33]. They barely grew reputation in 2006 while it did show that training layer by layer DNNs (pre-training) in an unsupervised manner, supported by supervised fine-tuning of the network stacked, could lead to high-grade results [34]. Convolutional neural networks (CNNs) are the most popular kind of models for image analysis. CNN hold multiple layers which transform their input by utilizing convolution filters of a small size [35]. Since the late seventies, research on CNNs has been performed and already practiced to medical images study in 1995 [36]. Despite particular primary successes, the performance of CNN's did not attain momentum until modern new systems were developed to train deep network work efficiently, and advancement was created in core computing systems [37]. In addition to deeper networks, further complex building blocks
were offered to advance the performance of the training method and reduce the number of parameters once again [38]. Szegedy et al (2014) established a 22-layer Google Net network, also known as Inception, which employed such named inception blocks [39]. The architecture of ResNet won the contest of ImageNet in 2015 and comprised so-called ResNet blocks [40]. Instead of reading a function, the residual block barely learns the residual and is consequently preconditioned in each layer to learn mappings that are approaching to the identity function.

It is repeatedly challenging to assess whether this is due to a superior or simple architecture because the model is a default selection option in modern software packages [41]. In deep learning or machine learning the process of classification is known as a supervised learning challenge that indicates a link among class labels and features (characteristics of the dataset) [42]. These derived features are the basis for the classification concerning high-dimensional data [43]. However, in the medical image analysis and segmentation, the domain had the models with low accuracy efficiency of diagnosis, tumor types and area. Therefore, decision-making is it of great impact on a patient’s life; thus, the specialist began utilizing data mining methods to recognize the appearance of these tumors. So, specialists consider the brain tumor detection system as a secondary option since it corresponded to their own judgment in deciding the right determination and therapy of brain tumors. Through adopting this method, much deeper models could be trained efficiently. Subsequently, ResNet, Alex-Net or other simplistic models such as VGG remain still famous for medical data [44]-[45]. Though current studies all apply a Google Net version called Inception v3 [46]. The core objective of this paper is to develop an intelligent model that can analysis and segments the MR brain images further efficiently than existing models.

![Fig. 1 Flow chart of Brain Tumor classification and Segmentation](image)

The experiment was conducted carried out on Spyder, in an environment of Keras 2.2.4 with Tensor flow 2.0 and Theano 1.0 backend. The System in which the experiment was carried out runs on Windows 10 and had a RAM of 8GB and no Graphics Processing Unit’s (GPU’s) were utilized in this experiment Fig 1 shows the flow of the algorithm.
III. DATA SET

In our study, we utilized MR brain images of benign 1211, malignant 1212 tumors case as well as the healthy brains of 1739 patients. There are total 4162 T1 weighted, T2 weighted and Flair MR images inside a particular dataset. The entire images are 256 x 256-pixel 8-bit RGB (color images) JPEG format. This open-access dataset is provided by one of the most patronized organization TCIA (The Cancer Imaging Archive) [47]-[48]and some of the other data obtained from General Electric MR machine 1.5 T. In the proposed study, three classes of brain images are picked for classification. The dataset holds a diverse number of image samples, each belongs to a particular class, this leads to emphasize the imbalanced of data set, in each class is conducted in this paper. This dataset is randomly split into two sets as training and validation data. Mixed classes of Brain images trained the proposed models for detection as shown in Fig 2. We further trained the models such that they can learn about characteristics as well as to be able to identify its status.

![Fig. 2 Shows the Number of images and Category](image)

IV. IMAGE PREPROCESSING & LABELING

This stage involves linear smoothing named Gaussian filtering to intensify the MR brain images for qualify them toward the next stage which is Image preprocessing it helps enhances the necessary image data for image labeling tasks. In preprocessing methods, we choose to use geometric transformations such as image rotation, image scaling, and image translation. While in our preprocessing, we have decreased the resolution concerning all the images into 128*128 pixels. It wants to ensure by that the whole images are supposed to have identical resolution, and after the normalization, we transform RGB to the grayscale images. After the normalized, then we labeling the data in a binary arrangement.

\[ S(x) = \ell \frac{x^2}{2 \rho} \]  

Where the Gaussian range parameter (\( \rho \)) defines the width of the Gaussian. Toward image processing, the two-dimensional zero-mean discrete Gaussian function is utilized as a smoothing filter

\[ S[i, j] = \ell \frac{(i^2 + j^2)}{2 \rho} \]  

The Fourier transform of a Gaussian is calculated by

\[ D\{S(x)\} = \int_{-\infty}^{\infty} S(x) e^{-j w x} dx \]  

\[ D\{S(x)\} = \int_{-\infty}^{\infty} \ell \frac{x^2}{2 \rho^2} e^{-j w x} dx \]  

\[ D\{S(x)\} = \int_{-\infty}^{\infty} \ell \frac{x^2}{2 \rho^2} (\cos \omega x + \sin \omega x) dx \]  

The Gaussian is a symmetric function. Furthermore, the sine function is antisymmetric; hence the integrand in the second integral signifies antisymmetric. Since the integral must be zero, moreover the Fourier transform simplifies to:

\[ D\{S(x)\} = \int_{-\infty}^{\infty} \ell \frac{x^2}{2 \rho^2} \cos \omega x dx \]  

\[ D\{S(x)\} = \sqrt{2\pi \rho} \ell \frac{\omega^2}{2 \kappa^2} \]  

This spatial frequency parameter is \( \omega \). The range of the Gaussian in the particular frequency domain is controlled through \( \kappa \), which denotes the reciprocal of the spread parameter \( \rho \) in the spatial domain. These features designate that the Gaussian smoothing filters are efficient low-pass filters from the prospect of both the spatial and frequency domains, remain efficient to execute, and can be practiced effectively in image smoothing. These characteristics associates with the noise suppressing capability of a Gaussian filter.
V. DATA AUGMENTATION

Augmentation of image data is a method that can be adopted to artificially expand the capacity of a training dataset by generating updated image in the data set. This method is implemented to advance the number of images data in the Learning dataset. It assists in avoiding overfitting difficulties while training the model [49]. Training deep learning models of neural networks on more exceeding data can produce efficient skillful models, and the augmentation methods can generate image variations that can boost the strength of the fit models to induce anything they have learned into new images [50]. Image data augmentation is conceivably the standard, well-known kind of data augmentation, which includes creating transformed images versions in the training dataset that relate to the corresponding class as the primary image. Transforms hold a spectrum of image processing operations such as flips, zooms, shifts and many more. In Fig 3, we describe the data is splitted in to training as well as validation.

VI. CONVOLUTION NEURAL NETWORK

CNN is an enduring robust method in the field of image classification. The primary architecture of CNN covers input layer, hidden layer, and output layer. The utilization of convolution layers [51] consists of convolving an image or signal by the kernel to get feature maps. So, a unit in a feature map is associated with the previous layer with the weights of the kernels. The kernel weights are adjusted during the backpropagation training process, to intensify the input characteristics. In CNN, the quality of output can be achieved from the forward propagation, and through backpropagation, the bias and weight can be balanced. Since the kernels are shared among all layers of the same feature maps, convolutional layers own some weights to train than dense FC layers, addressing CNN more accessible to train, including less prone to overfitting. Furthermore, since the similar kernel is convolved across all the image, the likewise feature is identified individually of the location translation invariance. By employing kernels, neighborhood information is taken into account, which contributes with valuable contextual information. Normally, non-linear activation function is employed to a particular output of the individual neural unit. The subsequent concepts are essential in the context of CNN.

VII. CONVOLUTIONAL LAYER

The central task of the convolution layer is to identify local conjunctions of features from the former layer and map their presence to a feature map. The image is divided into perceptron’s as a consequence of convolution in neuronal networks, producing local receptive fields and eventually reducing the perceptron’s in feature maps of size m2 × m3. However, this stores the details where these features appear in the image furthermore how expertly corresponds over the filter. Inside the individual layer, they own a bank of m1-filters. The estimate of how several filters are applied in the single-stage is equal to the volume depth concerning output feature maps. The individual filter recognizes a distinct feature at each location on the input. Hence the output $y^l_p$ of layer $l$ depend on $m^l_1$ feature maps of size $m^l_2 \times m^l_3$. The $i^{th}$ feature map, denoted $y^l_{pi}$, is calculated as follow.

$$y^l_p = C^l_p + \sum K^l_{pn} \ast y^{(l-1)}_{ni}$$  \hspace{1cm} (10)

Where $C^l_p$ is a bias matrix and $K^l_{pn}$ is the size of filter $2g^l_1+1 \times 2g^l_2+1$ joining the $j^{th}$ map feature in layer $(l-1)$ with $i^{th}$ map feature in layer. The outcome of organizing these convolution layers in combination with the subsequent layers is that the image information is organized similarly in vision.
VIII. Activation Function ReLU

The rectified linear units (ReLu) hold a particular implementation that consolidates rectification layers and non-linearity toward convolutional neural networks. A graphical representation of ReLu is defined in fig.4. A ReLu (i.e. thresholding at zero) implies a piecewise linear function represented as:

$$ Z_i^l = \max(0, Z_i^{(l-1)}) $$

(11)

However, ReLu arises with three vital advantages in convolutional neural networks over the conventional logistic or hyperbolic tangent activation functions. In Fig4 we represent the graphical structure of ReLu function.

- Rectified linear units efficiently propagate the gradient and thus reduce the probability of a disappearing gradient problem typical in deep neural architectures.
- ReLu threshold negative values to zero, and thus resolve the problem of cancellation, resulting in a significantly sparse activation volume at its outcome. The sparsity is valuable for various reasons but primarily gives robustness to minor input changes such as noise.
- ReLu consist only of basic computational operations (mainly comparisons) and are much effective to implement in convolution neural networks.

IX. Pooling Layer

It is the pooling or down sampling layer capable of decreasing the special size of the activation maps. In common, they are applied next multiple stages of different layers (i.e., convolution and non-linearity layers) to progressively reduce computational requirements across the network, as well as minimize the probability of overfitting. The pooling layer$i$ holds two hyper parameters, the stride $S^l$ and the spatial range of the filter $F^l$ that gets an input volume of size $M_1^{(l-1)} \times M_2^{(l-1)} \times M_3^{(l-1)}$ and offers an output volume of a size $M_1^l \times M_2^l \times M_3^l$ where.

$$ M_1^l = M_1^{(l-1)} $$

(12)

$$ M_2^l = (M_2^{(l-1)} - F^l) / S^l + 1 $$

(13)

$$ M_3^l = (M_3^{(l-1)} - F^l) / S^l + 1 $$

(14)

The pooling layer's key concept is to provide translational invariance since, especially in image identification tasks, the feature detection is more vital associated to the feature's specific location.

X. Fully Connected Layer

In a convolutional network, the fully connected layers are efficiently a multilayer perceptron (usually a two- or three-layer MLP) that target to map the $M_1^{(l-1)} \times M_2^{(l-1)} \times M_3^{(l-1)}$ activation volume from the consolidation of several former layers into a class probability distribution. Hence, the multilayer perceptron's output layer would have $M_1^{(l-1)}$ outputs i.e. output neurons where $i$ indicates the number of layers in the multilayer perceptron. The main difference from a typical multilayer perceptron is the input layer, where instead of a vector, an activation volume is taken as the input. As a result, the fully connected layer is described as:

If a fully connected layer is $l-1$:
\[ y'_i = f(Q'_i) \quad \text{with} \quad Q'_i = \sum_{j=1}^{M_i} R'_{i,j} y_{i-1} \quad (15) \]

Otherwise;

\[ y'_i = f(Q'_i) \quad \text{with} \quad Q'_i = \sum_{j=1}^{M_i} \sum_{a=1}^{M_a} \sum_{x=1}^{M_x} R'_{i,j,a,x} (Y_{i-1})_{a,x} \quad (16) \]

The objective of the entire fully connected formation is to adjust the weight parameters \( R'_{i,j} \) or \( R'_{i,j,a,x} \) to build a stochastic possibility representation of particular class based on the activation maps created by the concatenation of convolutional, rectification, nonlinear and pooling layers. However, individual fully connected layers work identically with multilayer perceptron including the unique exception holding the input layer. It is exceptional that the function \( f \) once again represents the non-linearity; despite, in a fully connected construction, the non-linearity is formed inside the neurons and is not a separate layer.

XI. ARCHITECTURE

In our proposed CNN model, we utilize three convolutional layers (Conv Layer1, Conv Layer2, Conv Layer3) three Maxpooling layers (Maxpooling1, Maxpooling2, Maxpooling3), and two fully connected layers (Dense Layer), which implies one hidden layer including one output layer Fig2 shows the proposed CNN model. The range of RGB we normalize it from 0-255 to 0-1. Besides this, we assign the number of filters for every convolutional layer (32,32,64); we assigned the value of zero to the padding. The Fig5 represent the basis structure of CNN model.

As the CNN model's computational complexity, the testing and training time depended on the size and number of layers and filters. We empirically fixed the optimum number of filters by assessing work of [52]-[53]-[54]-[55]-[56]. To build the 1st, 2nd and 3rd convolutional layers, we utilized filter sizes of 3x3,3x3,3x3 and stride sizes are identical to all 2×2, respectively. However, the detailed summary of the model is defined in Fig6.

Fig. 6 Represent the CNN model Summary

![Fig. 5 Show the basic structure of CNN Model](image-url)
\[ G'_{\phi}(y) = \left( \sum_{f=1}^{3} \sum_{k=1}^{a} (\omega^f_{\phi}(k) \times G_{\phi}^{f-1}(x)) + \beta_{\phi} \right) \]  
(17)

Where \( G'_{\phi}(y) \) indicates the pixel of \( t \)th convolutional layer toward location \( y \) concerning the 3rd filter \( G_{\phi}^{f}(x) \) expresses the pixel of the past layer of \( t \)th convolutional layer toward location \( x \) for specific \( t \)th channel. In Equation (17), \( \omega^f_{\phi}(k) \) holds the value of the 3rd filter regarding the \( t \)th, convolutional layer through location \( k \), \( a \) is the whole elements of the filter \( \omega^f_{\phi}(k) \), \( \beta_{\phi} \) and holds the bias term of the 3rd filter to our model. Besides this, in our study, we fixed the number of filters \( \phi \) for every convolutional layer as 32. Equation (18) describes the method of ReLu activation function.
\[
\mu^t_f(y) = \max(\mu^t_f(y), \mu^t_f(y) \times 0.1) \]
(18)

Where \( \mu^t_f(y) \) belongs to the pixel after implementing the process of the ReLu activation function toward location \( y \) for the \( f \)th channel of the \( t \)th convolutional layer. The Maxpooling layer is represented in Equation (19).
\[
Z'_{f}(y) = \frac{1}{t \times t_w} \sum_{x=1}^{t \times t_w} \mu^t_f(x) \]
(19)

Where \( Z'_{f}(y) \) shows the pixel on location \( y \) after employing the method of Maxpooling in the \( t \)th convolutional layer for the \( f \)th channel, where \( t \) and \( t_w \) indicate the image patch width and height, sequentially. From Equation (20) - (23), we explain the process of a fully connected layer and an output layer.
\[
\delta^c = \sum_k (\varphi_k \times \omega^c_{k,i}) + \beta^i_d \]
(20)
\[
A^c = \max(\delta^c, \delta^c \times 0.1) \]
(21)
\[
\delta^d = \sum_{c=1}^{r} (A^c \times \omega^d_{c,d}) + \beta^d_d \]
(22)
\[
V^d = \frac{\exp(\delta^d)}{\sum_{d=1}^{3} \exp(\delta^d)} \]
(23)

Next the linking of the Maxpooling layers took place, the features are transformed into a matrix form. We address them a single-vector form, moreover, they are the inputs over the fully connected layer. In our proposed model, we utilize one (hidden layer) fully connected layer. While in Equation (20), \( \varphi_k \) holds the input feature vector \( \omega^c_{k,i} \) is the weight of the input feature through the \( l \)th hidden layer neuron, including specific \( \beta^i_d \) bias term of \( l \)th hidden layer neuron. Meanwhile, \( \delta^c \) and \( A^c \) designate the input toward the \( l \)th hidden layer neuron and the whole number of input features, sequentially. In Equation (21), \( A^c \), the hidden layer denotes the output of the \( c \)th neuron after a specific process of the ReLu activation function. In Equation (22), \( \delta^d \) denotes the input toward \( d \)th neuron in the output layer. Besides, we have to predict three kinds of brain images, hence in the output layer, the cumulative number of output neurons is three. to this instance, \( \omega^d_{c,d} \), \( \beta^d_d \), and \( \tau \) express the weight of the \( c \)th neuron (hidden layer) to the \( d \)th neuron (output layer), bias term of each \( d \)th neuron inside the output layer, and this whole number of neurons within the hidden layer, sequentially. We employed 128 hidden layer neurons (\( \tau \)). In Equation (23), \( V^d \) holds the softmax output of the \( d \)th neuron in the output layer.

XII. DEEP NEURAL NETWORK

A (DNN) deep neural network is a multilayered artificial neural network (ANN) among particular input and output layers. The DNN finds the accurate numerical manipulation to transform the input into the output, either in a non-linear or linear relationship. The network flows through the layers, assessing the probability of specific output. In our study, we employ a DNN model that is trained to recognized tumor category as well as the non-existing tumor. Furthermore, calculate the probability outcomes belonging to every category respectively. Every mathematical manipulation as such is named a layer, and complex DNNs hold several layers. Usually, DNNs are feedforward networks where data flows from the input layer to a particular output layer without looping backwards. The Fig7 shows the basic structure of DNN network.
The DNN initially generates a map of virtual neurons and selects arbitrary numerical values, or "weights," to links among them. The input and weights are calculated and return an output amid 1 and 0. If the network did not correctly recognize any appropriate sequence, an algorithm would change the weights. Such way, the algorithm can select specific parameters more influential until it discovers the exact mathematical manipulation to process the data fully. In our study, we employed multiple layers in our DNN model. The input layer, hidden layers, and the last one is the output layer. The first hidden layers hold 128 number of perceptron’s, the second one own 64, and the third one has 32. The last output layer occupies three perceptron’s for giving the predicted output. The detail summary of the model is given in Fig8.

Furthermore, to reduce training time, we resized the input images to 128x128. Hereafter, the input shape is 128x128x1 number of rows and columns along with a single channel. The first layer flattens the input to one-dimension tensor, which is then fed into dense layers. Optimizer function RMSprop are utilized in our proposed method further details of the optimizer are given below.

### XIII. RMSprop Optimizer

The RMSprop optimizer acts similar to the gradient descent algorithm. The RMSprop optimizer limits the oscillations toward a specific vertical direction. RMSprop adopts an adaptive learning rate rather than using the learning rate as a hyper parameter, indicating that the learning rate varying over time. The distinction between RMSprop and gradient descent is approaching how the gradients are calculated. RmsProp is an optimizer that employs a particular magnitude of new gradients to normalize the gradients. We continuously keep a moving average across the root mean squared gradients, through which we divide a specific current gradient. Let \( D'(\theta_t) \) will be the derivative from the loss with respect to the parameters toward time step \( t \). In the primary form, assign a step rate \( \eta \) including a decay term \( \lambda \) we achieve the following updates.

\[
\theta_{t+1} = \theta_t - \eta \frac{D'(_\theta)}{\sqrt{r_t}}
\]

While some cases, computing a momentum term \( \beta \) is useful.

\[
\theta_{t+1} = \theta_t - \beta h_t
\]

\[
r_{t+1} = (1-\lambda)D'(\theta_{t+1})^2 + \lambda r_{t-1}
\]

\[
h_{t+1} = \beta h_t + \frac{\eta}{\sqrt{r_t}}
\]

\[
\theta_{t+1} = \theta_t - h_{t+1}
\]
Additionally, that implementation holds adaptable step rates since the components of the step, including the momentum point in the corresponding direction (consequently have the identical sign) the step rate toward that parameter is multiplied with one plus step-adapt. Otherwise, it is multiplied with one minus step-adapt. However, the maximum and minimum step rates step rate-max and step rate-min are respected, and exceeding values truncated to it. RmsProp it is a quite robust optimizer which associates pseudo curvature. Additionally, it can also deal very adequately with stochastic objectives, addressing this applicable to mini-batch learning.

XIV. ResNet-50 Neural Network

In CNN's, after the convolution process, those images from diverse datasets distribute similar low-level features. Performing training from scratch is not economical, particularly on a small range dataset. A new dataset's training strategy employs parameters that are transferred from pre-trained models, fine-tuned based on the initial dataset. Therefore, we utilized pre-trained models to produce our task. ResNet-50 implies the abbreviated form for Residual Network. Throughout the year's deep CNN hold produced a series of breakthroughs in the area of an image classification and recognition. It becomes a trend to go deeper to resolve further complicated problems and advance classification or accuracy in recognition. Furthermore, training deeper neural networks has been challenging due to the degradation problem and vanishing gradient problem. For neural networks, each layer learns low or high-level features while continuing to train for the task. Meanwhile, residual learning, rather than trying to determine features, the model serves to learn some residual. As seen in Fig9, specific input 'x' is added as residue to the weight layers' output, and the activation is carried out.

Residual Networks (ResNet) hold deep convolutional networks where the primary approach is to skip blocks of convolutional layers by utilizing alternative connections. The main blocks, called "bottlenecks," follow two fundamental principles of design. During the identical map size of the output feature, the layers own the equal number of filters. Whereas if the feature map size is half, the quantity of filters is twice. The down-sampling is delivered direct by convolutional layers that hold a stride of two, furthermore batch normalization is executed right after every convolution plus ReLu activation. However, if the input and output are of the equivalent dimensions, then identity shortcut is utilized. When the dimensions were increasing, the projection bypass is used to meet dimensions through $1 \times 1$ convolutions. Meanwhile, both cases, if shortcuts move crossed the feature maps of two sizes, then they are delivered with a stride of 2. The ResNet-50 network concludes with a 1,000 fully-connected (fc) layer including softmax activation. However, the total quantity of weighted layers is 50, including 23,534,592 trainable parameters. The architecture of the primary ResNet-50 is demonstrated in Fig10.
In our study, pre-trained weights are to be imported for the ResNet-50 model. Furthermore, by utilizing the pre-trained weights, the input data is trained, and the only layer, which implies learning with backpropagation, holds the dense layer as shown in Fig. 10. In our study, from Fig. 10 second image, the last fully connected layer, we declare fc3 because we have three different categories of data sets to classify. The base of our model architecture is the same as the primary ResNet-50 in Fig. 10 except for the last fully connected layer, the model summary, as shown in Fig. 11.

The ResNet-50 layer input image should be of the size 224 * 224. Therefore, all the images must be re-sized to the spot size of 224*224. We adopted stochastic gradient descent (SGD) optimizer. SGD optimizer has confirmed to be functioning more reliable than several other optimizers. In our study, we utilize the sigmoid activation function. The intention to adopt sigmoid activation other than softmax is that the task which is to deliver is a binary classification of images and sigmoid acts considerably with binary classification. The mathematical description of sigmoid activation is shown in Equation (31) below where \( x \) denotes the dot product of individual neuron value with the weights.

\[
\rho(x) = \frac{1}{1 + e^{-x}}
\]

\( (31) \)

**XV. SEGMENTATION**

The next stage is implementing the segmentation process after the image classification from neural networks here; we embedded the condition if the dataset has the tumor either (Benign or Malignant), the segmentation process is executed; otherwise, the algorithm is terminated. For implementation, the segmentation and extract, the tumor following method are utilized.
XVI. MEDIAN FILTER

In our study, a non-linear Median filter technique is adopted, which exceptionally enhances the quality of the image. The filter is serving by moving through the image pixel by pixel replacing the individual value by a specific median value of neighboring pixels. The arrangement of a window that drifts pixel by pixel over the entire image. Moreover, the filter is working by shifting in the image pixel by pixel swapping the value with a specific median value of neighboring pixels. The sequence of neighbor’s is named as the window, which moves pixel by pixel over the complete image. The Window in numerical order modified the existing pixel with taking into consideration the (median) middle pixel value. It is more robust to edges of the images. Since the median is a pixel value that can be traced from the pixel neighborhood itself that accommodates to reduce the damage of image detail as well as edge blurring. The replacing manner of the pixel’s value is show in Figure 12.

Sorted in ascending order (001112244).

| Input Image pixels’ value | Output Image pixels’ value |
|---------------------------|---------------------------|
| 1 4 0 1 3 1               | 1 4 0 1 3 1               |
| 2 2 4 2 2 3               | 2 1 1 1 1 3               |
| 1 0 1 0 1 0               | 1 1 1 1 2 0               |
| 1 2 1 0 2 2               | 1 1 1 1 1 2               |
| 2 5 3 1 2 5               | 2 2 2 2 2 5               |
| 1 1 4 2 3 0               | 1 1 4 2 3 0               |

Fig. 12 Replacing method of the pixel’s value is shown.

XVII. OTSU THRESHOLDING

Digital image segmentation remains one of the necessary steps toward computer vision and image processing. It serves in splitting the pixels toward diverse regions according to their intensity level. During segmentation, many methods have been suggested, and some of them practice complex computational processes. However, the most favored method that can be employed satisfactorily is the Otsu thresholding method, amongst others. This paper proposes a distinct heuristic approach to image segmentation that resolves multilevel thresholds automatically by analyzing a digital image histogram. Our method’s importance is to determine a valley as an optimal threshold value. Meanwhile, in term of computing time and outcome, the Otsu thresholding technique is considerably more robust than different segmentation technique. Furthermore, the Otsu thresholding technique is applied to conclude the image threshold and apply the labels, respectively. Here, the thresholding method assumes that the histogram intensity should be bi-modal if non, then modify it into one. However, minimizes the alteration intra-classes and maximizer the inter-classes alteration effects in a distinct foreground and background.

The mathematical implementation of Otsu is as follow.

\[
\sigma_a^2(t) = \alpha_0(t)\sigma_0^2(t) + \alpha_1(t)\sigma_1^2(t) \tag{32}
\]

\[
\alpha_0(t) = \sum_{a=0}^{b-h} h(a) \tag{33}
\]

\[
\alpha_1(t) = \sum_{a=h}^{b-1} h(a) \tag{34}
\]

Here, \( h(a) \) is the probability of single pixels’ intensity. Furthermore, Otsu’s approach symbolizes that minimizing the intra-class variance effect maximizes the inter-class variance, as presented below.

\[
\sigma_d^2(t) = \sigma^2 - \sigma_a^2(t) \tag{35}
\]

XVIII. SKULL STRIPPING OF BRAIN TUMOR SEGMENTATION.

In the domain of image processing, Skull Stripping holds one of the primary tools in which the tissues formed of white and gray matter are isolated from the skull. While in MRI images, quantitative morphometric examinations of MR brain images usually need preliminary processing to isolate the brain from extra-cranial or non-brain tissues, generally referred to as skull stripping. The current method is deeply dependent on specific geometric hypotheses.

\[
\sigma_d^2(t) = \alpha_0(G_0 - G_r)^2 + \alpha_1(G_1 - G_r)^2 \tag{36}
\]

\[
\sigma_d^2(t) = \alpha_0(t)\alpha_1[G_0(t) - G_1(t)]^2 \tag{37}
\]
XIX. COMPARISON

The DNN, CNN and ResNet-50 performance of the algorithm can be considered in terms of, Accuracy, Recall, Precision, F1 score, Training accuracy vs Validation accuracy and Training losses vs Validation losses.

XX. RECALL

A test can diagnose all those accurately having a specific disease. Mathematically it can be determined as in Equation (29).

\[ \text{Recall} = \frac{TP}{TP + FN} \times 100 \]  

(38)

XXI. F1 SCORE

F1 score merges precision and recalls related to a particular positive class. The F1 score can be represented as a weighted average of recall and precision, where an F1 score approaches its greatest value at one and worst at 0.

\[ F1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \]  

(39)

XXII. ACCURACY

The Accuracy holds one metric for assessing classification models. Informally, Accuracy is a specific fraction of predictions our model got right. However, Accuracy has the following description.

\[ \text{Accuracy} = \frac{\text{Number of Correct Prediction}}{\text{Total Number of Prediction}} \]

As a binary classification, accuracy can also be determined in terms of negative and positive as follows.

\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]  

(40)

XXIII. PRECISION

Precision is described as the fraction of relevant instances between all retrieved instances.

\[ \text{precision} = \frac{TP}{TP + FP} \]  

(41)

However, where TP = True Positives, TN = True Negatives, FP = False Positives, and FN = False Negatives.

XXIV. RESULT AND DISCUSSION

In our study, the performance analysis of our models (DNN, CNN and ResNet-50) is done by experimenting individually preferably of on using the MRI dataset. The distribution of a dataset is shown in Fig 2. We evaluate our models on the three group order dataset (No tumor, Benign tumor and Malignant tumor) that holds about 4162 images. The 80% of data were used for training while the remaining 20% were used for testing the model as shown above in Fig 3.

Fig. 13 Shows the Parameters of DNN, CNN and ResNet-50

In our study, we adopt the callback function to the overall models and monitoring the validation losses, as shown in Fig 13. However, from Fig 13, the three models are compared, and we assessed that the higher accuracy and minimum validation losses achieved by ResNet-50 model.
Furthermore, from Fig 14, we declared a confusion matrix of our models, which describe the efficacy of models classification. Moreover, the parameters of our models are shown in Fig 14. After the classification of a dataset next, we performed the segmentation method as shown in Fig 14. However, if the model classifies the MRI image that having a tumor either (benign or malignant), the segmentation process executed; otherwise, the algorithm is terminated. In our proposed method, we adopted the Otsu method for the segmentation and have extracted tumor.

From Fig 15 firstly, the median filter is applied to enhance the input image. The next phase to implemented the skull strip method to eliminate the unwanted area after performing the skull striping. Next, we employed Otsu algorithm, and lastly, we got the extracted tumor on the output. In our study, we evaluated from Fig 13 that the DNN model improved the validation loss from 1.07274 to 0.6627, and CNN update from 0.51781 to 0.1041, while ResNet-50 succeed to reduce the validation loss from 0.37695 to 0.0304. Despite, from Table 1, we approximate the result; there are three class of dataset class 0, class 1, and class 2. Additionally, the main objective of the results is given below.
The DNN model failed to detect the overall class 1. It needs to be further improved by adding some more layers.

- The DNN model failed to detect the overall class 1. It needs to be further improved by adding some more layers.
- The CNN result for overall classes is considered satisfactory, but it requires advanced in terms of F1 score and test losses.
- However, it is explicit that the ResNet-50 delivered a higher precision, recall, accuracy rate with minimum test loss, along with holding the best F1 score for all classes.

### XXV. Conclusion

In past studies, both objective features and traditional subjective features are practiced. Objective features hold features extracted, while Traditional subjective features involve morphology, density, and texture. Those features exist flawed to some extent. In this study, we consolidate subjective and objective features, considering the doctor's expertise and the required attributes of the Brain Tumor account at the same time. Next, extracting the features, each model is applied to classify the Tumor mass's benign or malignant. The main contribution of this paper is to produce an automated system that can segment and classify three classes, namely no tumor, benign tumor and malignant tumor. In our study, we segmented brain MR images and extracted the tumor from the MRI dataset. Also, we adopted 1212 patients suffering from the Malignant tumor and 1211 from the Benign tumor while 1739 are healthy patients. We registered three major types of MRI images T1-weighted, T2-weighted usually mentioned as T1(tissue type is Bright & Fat), T2 (tissue types are bright, Fat & Water) and Flair images(Fluid Aattenuated Inversion Recovery). After filtering with a median filter we design an algorithm that merges threshold and morphological methods for stripping the skull that is not our area of interest. Furthermore, we adopt the Otsu method for image segmentation. The paper introduces three models of neural networks DNN, CNN and ResNet-50 for the same data samples, the most robust and advanced we discovered is ResNet-50 model that owns a maximum test accuracy 0.996, precision 1.00 with best F1 score 1.0 including minimum validation losses 0.0269 for medical images, which is presented for the follow-up development specialist diagnosis method and self-checking technique, this provides strong technical support. The advanced ResNet-50 model outcomes prove that its accuracy and efficacy are competing the offered two models in the paper. In our future work it would be considerably further interesting to investigate the possibility of merging the ResNet-50 with several other auto-encoder modifications to see the outcome or performance in the same Mri brain dataset also focus on improving reducing the time taken by the algorithm through adopting advanced computer and GPU Additionally.

- Extending the number of classes, which could accommodate more knowledge on the classes of tumors types.
- Examine the classification capacity of the pre-trained ResNet-50 on some further datasets including CT and Pet-scan.
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