Self-assembly and cooperative dynamics of a model colloidal gel network
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We study the assembly into a gel network of colloidal particles, via effective interactions that yield local rigidity and make dilute network structures mechanically stable. The self-assembly process can be described by a Flory-Huggins theory, until a network of chains forms, whose mesh size is on the order of, or smaller than, the persistence length of the chains. The localization of the particles in the network, akin to some extent to caging in dense glasses, is determined by the network topology, and the network restructuring, which takes place via bond breaking and recombination, is characterized by highly cooperative dynamics. We use $NVE$ and $NVT$ Molecular Dynamics as well as Langevin Dynamics and find a qualitatively similar time dependence of time correlations and of the dynamical susceptibility of the restructuring gel. This confirms that the cooperative dynamics emerge from the mesoscale organization of the network.

I. INTRODUCTION

Gels are disordered elastic materials that can form also via reversible aggregation and even in extremely diluted particles suspensions [1, 2]. Their heterogeneous microscopical structure—a particle network holding the solvent therein—is the result of the complex interplay of aggregation, phase separation and arrested kinetics and the stress transmission through it under deformation is far from trivial. Although being able to design the smart mechanics of these fascinating materials at the level of their nanoscale components could be ground-breaking for several technological applications [3–6], there is still little theoretical understanding of the physical mechanisms underlying the development of their mechanical response. The elastic moduli and the mechanical strength are not only determined by the solvent-mediated effective interactions between the primary particles, but are also affected by the mesoscale organization of the network and its topology: local rigidity, connectivity and degree of heterogeneity of the structure can vary a lot depending on the system and on the arrest conditions that eventually lead to gelation. Various internal deformation modes, in particular the soft ones, depending on the network topology, may dominate the elastic response [7–9]. The nonlinear behavior is also a hallmark of the mechanics of these materials [10, 11]. Nonaffine microscopic deformations of the weakly connected structure certainly play an important role, but here also the possible restructuring of the gel network has to be taken into account. It has been suggested that breaking of weakly connected parts of the gel structure may be determinant for the nonlinear response [10, 12] and that their sudden breaking or recombination produces its structural aging [13, 14]. Investigations of the microscopic dynamical processes indicate slow cooperative dynamics very similar to the ones of dense glassy systems [14, 15] and the dynamical heterogeneities observed in various studies have also been connected to several aspects of the formation of the gel structure [15, 20]. The link between structural features, microscopic dynamical processes and mechanical response still needs to be established.

In recent years a number of approaches for simulating colloidal gelation have been proposed, including short-range isotropic interactions [21–24], valence-limited and patchy-particle models [25–27], dipolar particles [28], and anisotropic effective interactions [18, 29, 30]. We follow here this latter approach, using an effective interaction that includes, in the form of a three-body term, the basic ingredients for a minimal model of particle gels. Using this approach, we were able to show in a previous work that bond-breaking events in physical gels strongly couple to the complex network topology and result in cooperative dynamics that are absent in chemical gels, in which bonds are permanent [30]. This is due to the fact that bond breaking has nonlocal consequences, because the network structure entails long range correlations: bond breaking is more likely to occur in specific parts of the network, i.e. its soft parts, but induces an enhancement of particle mobility and significant particle rearrangements relatively further away. We expect these features of restructuring networks to play a crucial role in the mechanical response of physical gels.

In the present paper we thoroughly analyze the self-assembly process and the spatial structure of the networks obtained within our model, and we present two main contributions concerning the relaxation dynamics of colloidal gels. First, we characterize the cooperative dynamics of the gels by means of the dynamical susceptibility $\chi_4$. This quantity has been extensively analyzed in numerical simulations of dense glassy systems [31], but it has been relatively less studied in gels [14, 15, 22–35], in spite of the fact that experimental measures of $\chi_4$ in colloidal gels have already been performed [14, 32]. We compute $\chi_4$ and its dependence on the scattering wave vector $q$ in networks with varying density, discussing possible connections with experimental observations. Second, we assess to what extent the cooperative dynamics of the gel are affected by the choice of the microscopic particle dynamics employed in the simulation (Newtonian vs. stochastic, with different conserved quantities). In fact, in simulations of dense glasses it has been shown that the amplitude of the dynamical fluctuations depends both on the statistical ensemble and on the microscopic particle dynamics adopted [36]. We address this problem...
in our model gel and confirm that the measured dynamical fluctuations, i.e. the peak amplitude of $\chi_4$, depend on the microscopic particle dynamics, but the average long-time dynamics do not. Nonetheless, the scaling behavior of the peak with the scattering wave vector $q$ is robust with respect to changes in the microscopic dynamics. Overall, we provide evidence that the cooperative character of the long-time rearrangements in the gel is determined by its mesoscopic network structure and is thus a feature appearing irrespective of the nature of the underlying microscopic dynamics.

The paper is organized as follows. In Sec. II we describe our model for colloidal gel networks and provide the details of the numerical simulations we performed. In Sec. III we analyze the assembly process through which the particles aggregate into stress-bearing percolating networks, and characterize the structure of the resulting gels. Section IV is devoted to the analysis of the average particle dynamics and relaxation processes. Section V deals with dynamical fluctuations and cooperative dynamics. In Sec. VI we analyze the dependence of our findings on the microscopic particle dynamics chosen for the numerical simulation. Finally, in Sec. VII we present a summary of the main results and some concluding remarks.

II. MODEL AND NUMERICAL SIMULATIONS

Dilute colloidal gels are characterized by open and thin network structures, where particle coordination can be very low (two to three) \cite{37, 38}. Hence the network connections need to be fairly rigid to support at least their own weight and experiments have proven that bonds between the colloidal particles can indeed support significant torques \cite{39}. We consider these as the two basic ingredients for a minimal model of particle gel networks, in the same spirit as recent work \cite{28, 40, 41}, where anisotropic interactions promote the assembly of thin open structures and stabilize them at low volume fraction.

Our model system consists of $N$ identical particles with mass $m_i$, interacting via the potential

$$ U(r_1, \ldots, r_N) = \epsilon \left[ \sum_{i>j} u_2 \left( \frac{r_{ij}}{\sigma} \right) + \sum_{i} \sum_{j>k} u_3 \left( \frac{r_{ij}}{\sigma}, \frac{r_{ik}}{\sigma} \right) \right] $$

(1)

where $r_{ij} = r_j - r_i$, being the position vector of particle number $i$, $\epsilon$ sets the energy scale, and $\sigma$ represents the particle diameter. Typical values for a colloidal system are $\sigma = 10 - 100$ nm and $\epsilon = 1 - 100 k_B T_i$, $k_B$ being the Boltzmann constant and $T_i$ the room temperature \cite{10, 42}. The two-body term $u_2$ consists of a repulsive core complemented by a narrow attractive well:

$$ u_2(r) = A \left( a r^{-18} - r^{-16} \right). $$

(2)

The three-body term $u_3$ conforms angular rigidity to the interparticle bonds and prevents the formation of compact clusters:

$$ u_3(r, r') = B \Lambda(r) \Lambda(r') \exp \left[ - \left( \frac{r \cdot r'}{r r'} - \cos \theta \right)^2 / \omega^2 \right]. $$

(3)

The intensity of the three-body interaction decays with increasing distance from the central particle in accordance with the radial modulation

$$ \Lambda(r) = \begin{cases} r^{-10} \left[ 1 - (r/2)^{10} \right]^2 & r < 2, \\ 0 & r \geq 2. \end{cases} $$

(4)

The potential energy $\Pi$ depends on the dimensionless parameters $A, a, B, \theta, w$. In our study the model is not tailored to any specific colloidal system: we have chosen these parameters such that for $\epsilon$ of the order of $10k_B T$ the particles start to self-assemble into a persistent particle network like the one represented in Fig. II. The data here discussed refer to $A = 6.27, a = 0.85, B = 67.27, \theta = 65^\circ, w = 0.30$, one convenient choice to realize this condition.

In the following we will express distance in units of $\sigma$, energy in units of $\epsilon$, time in units of $\sqrt{\sigma^2 m / \epsilon}$, and temperature in units of $\epsilon / k_B$.

We performed molecular dynamics simulations with the LAMMPS source code \cite{13}, that we have suitably extended to include the potential $\Pi$. We used a cubic simulation box with periodic boundary conditions. We have investigated systems with number density $\rho = N/V = 0.20, 0.15, 0.10$, and 0.05; these correspond to approximate particle volume fractions $\phi = 10\%, 7.5\%, 5\%$, and 2.5\%, respectively. The simulations we will report in the following were performed with 16384 particles unless stated otherwise. We performed simulations in the canonical (NVT) ensemble using the velocity Verlet algorithm coupled to a chain of Nosé-Hoover thermostats, with a timestep $\Delta t = 0.005$; a typical production run consisted in $2 \cdot 10^8$ steps. In order to equilibrate the network we started at high temperature ($T = 5.0$) and cooled the system to a prescribed lower temperature over the course of $2 \cdot 10^7$ timesteps; afterwards, the temperature was kept fixed at the target value. In the range of temperatures we will report, structural and dynamical quantities did not show any aging with time after equilibration. In order to investigate the role of different microscopic dynamics in our model gel we have also performed simulations in the microcanonical (NVE) ensemble, and with Langevin dynamics, using in both cases the same timestep as for NVT dynamics. For the simulations in the NVE ensemble we first equilibrated the system at the target temperature with the Nosé-Hoover thermostat; we then evolved the system at constant energy for $2 \cdot 10^8$ steps. In the case of Langevin dynamics we used a drag force $F_i = -m_i \gamma \dot{X}_i$, with a drag coefficient $\gamma = 10.0$, and a typical production run covered $6 \cdot 10^8$ steps.

In the range of temperatures of interest here, interparticle bonds are not permanent: thermal fluctuations
favor breaking of existing bonds and formation of new ones between particles that were previously nonbonded. In order to identify how these processes affect the network dynamics we have also performed simulations where we added a narrow potential barrier $u_{c2}(r)$ to the two-body term (2) of the interaction potential:

$$u_{c2}(r) = C \exp \left[ -\frac{(r - r_0)^2}{\delta^2} \right],$$

with $C = 10.0$, $r_0 = 1.2$, and $\delta = 0.01$. This enabled us to switch at will, for the same gel, between a restructuring network, in which bonds may be broken and created, to a nonrestructuring one, where the particle connections do not change over time [18, 44].

### III. SELF-ASSEMBLY, SPATIAL CORRELATIONS AND NETWORK STRUCTURE

Upon lowering the temperature the particles progressively assemble into a network. Pairs of particles separated by a distance $r \leq r_{\text{min}} \approx 1.2\sigma$, around which is centered the first minimum of the radial distribution function, are considered bonded [45]. The average fraction of particles with $n_c$ bonds, $p(n_c)$, is shown as a function of temperature in Fig. 2. At high temperature most particles do not form any long-lived bond and exist as monomers ($n_c = 0$), although there is a certain fraction of transient dimers ($n_c = 1$). Upon lowering the temperature chains with an increasing number of particles begin to form, so that the fraction of two-coordinated particles increases significantly. We can distinguish a first regime where $p(n_c = 2)$ increases while $p(n_c = 1)$ is roughly constant. Below $T \approx 0.2$ chains grow at the expense of dimers and in the region $T \lesssim 0.1$ the chains branch, with a notable growth of three-coordinated particles (crosslinks or nodes) at the expense of two-coordinated particles.

Having defined the chains as clusters of bonded one- or two-coordinated particles, the fraction of chains with length $l$, $p(l)$, is plotted in Fig. 3 (main plot) for different temperatures. For $T \geq 0.1$, i.e. before the onset
of branching, we expect the chain length distribution to be well described by a Flory-Huggins (mean field) type of theory \cite{46, 47}, and hence that at relatively low volume fractions the chain length follows an exponential law indicating the formation of short-lived clusters upon particle collisions, by lowering the temperature the cluster size distribution becomes nonmonotonic, with dimers having a higher statistical frequency than monomers, and eventually develops a power-law tail, compatible with a percolation phenomenon \cite{48}. The fraction \( P \) of particles belonging to a percolating cluster shows a sudden increase when the temperature drops below 0.1, where the mean cluster size \( \chi \), defined as \( \sum_{s=1}^{\infty} s^2 n_s / \sum_{s=1}^{\infty} s n_s \), also displays a peak (inset of Fig. 4). For \( T < 0.1 \) practically all particles (more than 99\%) belong to a single percolating cluster, that is a persistent, connected network of particles spanning the whole system.

To clarify the origin of the mesoscale correlations and in particular of the peak at \( q^* \) we compute the mesh size of the network by evaluating the distribution \( p(l) \) of chain lengths between nodes, which is plotted in Fig. 4 for various volume fractions. From the exponential distributions we extract the average chain length \( \langle l \rangle \) that gives us an estimate of the average mesh size of the network, shown...
in the inset. The data show that both the value of \( \langle l \rangle \) and its dependence on \( \phi \) are consistent with the position of the peak at low \( q \) in the structure factor.

In addition to the network connectivity, another origin of mesoscale correlations in the network could be the local rigidity of the chains. We estimate the persistence length of the network chains by introducing an orientational correlation function of the chain bonds, as explained in the following. Considering a chain of length \( l \) in a given network configuration, we denote by \([\pi_0, \pi_1, \ldots, \pi_l]\) the sequence of particle indices corresponding to the sequence of particles forming the chain. The \( i \)-th particle-particle bond in the chain is then \( \mathbf{b}_i = \mathbf{r}_{\pi_{i+1}} - \mathbf{r}_{\pi_i} \), with \( 0 \leq i < l \). The correlation function \( b_{\text{corr}}(d) \) measures the coherence between the orientation of two bonds separated by \( d \) particles along the same chain; it is defined by \( b_{\text{corr}}(d) = \langle \mathbf{b}_0 \cdot \mathbf{b}_d \rangle \), the angular brackets denoting an average over (i) the set of all chains in a given network configuration, and (ii) a sequence of configurations sampling the time evolution of the network. The range of the correlation function is restricted to the maximum chain length and is therefore density-dependent. The results are plotted in Fig.7 and compared to the same bond orientational correlations obtained for long, isolated chains, i.e. chains not embedded in a network: from the exponential decay we obtain a persistence length \( l_p \) \( \approx 4 \) bonds (see inset). Being \( l_p \geq 2\pi/q^* \), we can conclude that correlations over these length scales must be also due to the persistence length of the chains, that therefore certainly contributes to the peak at \( q^* \) in the structure factor. Nevertheless, \( l_p \) does not change significantly within the range of densities investigated here, therefore the fact that the position of the peak moves towards lower \( q \) upon decreasing the density is instead controlled by the mesh size (or the length of the chains at higher temperatures, when the network has not formed yet). It is interesting to note that the persistence length of the chains in the networks is larger than, or of the order of, their contour length, indicating that this gel network could have features quite similar to semiflexible networks typical of biopolymer systems [49, 51].

The contribution to \( S(q) \) of the network nodes alone is shown in the inset of Fig.5; the data indicates that a certain fraction of them are nearest or next-nearest neighbors, creating densely connected regions. This is confirmed when we associate to each particle \( i \) a local density of nodes \( c_i \) that measures the number of nodes lying within a distance of \( l_0 = 5 \) bonds along the network: the spatial distribution of \( c_i \) is highly inhomogeneous, ranging from 0 in loosely connected regions to \( \approx 20 \) in strongly connected ones [30]. The reader may appreciate the existence of regions with different density of crosslinks also by looking at the gel snapshot in Fig.1. The strong signal in the node \( S(q) \) at small \( q \) shows another common feature of dilute networks, emerging from long-range spatial correlations between nodes across loosely connected domains [29].

IV. PARTICLE LOCALIZATION IN THE GEL NETWORK

We first characterize the average single-particle dynamics using the mean square displacement (MSD)

\[
\langle \Delta r^2(t) \rangle = \left\langle \frac{1}{N} \sum_{i=1}^{N} (\mathbf{r}_i(t) - \mathbf{r}_i(0))^2 \right\rangle , \quad (7)
\]

which we plot in Fig.5 for \( T = 0.05 \) and different volume fractions. In the restructuring networks (full lines) \( \langle \Delta r^2 \rangle \) has a transition from a ballistic behavior \( (\sim t^2) \) at short
times (due to the Newtonian dynamics we use here) to a diffusive behavior (∼ t) at long times. A pronounced plateau—corresponding to a time window in which particles are transiently localized—separates the two regimes. The point of inflection of the mean square displacement defines a density-dependent localization time \( t_{\text{loc}} \), which increases from \( t_{\text{loc}} \approx 20 \) at \( \phi = 10\% \) to \( t_{\text{loc}} \approx 400 \) at \( \phi = 2.5\% \). The corresponding localization length, defined as \( l_c = \langle \Delta r^2(t_{\text{loc}}) \rangle^{1/2} \), increases from \( l_c \approx 0.6 \) to \( l_c \approx 6 \). This type of particle localization is strongly reminiscent of the \textit{caging} in the dynamics of dense glasses \[52\], but whereas there this is due to the particles being embedded in a crowded environment, in the gel it is a consequence of the particles being constrained by the network structure. Consequently, the localization length of the particles can be much larger than the one typical of dense glasses \[53, 54\]. Figure 8 in fact shows the mean square displacements in the nonrestructuring networks (dashed lines), which up to \( t_{\text{loc}} \) coincide with the ones of the restructuring networks; after the localization time they are instead constant and roughly equal to \( l_c \). This shows that the localization length is mainly controlled by the network topology (having fixed the effective interactions that stabilize the structure), i.e. the average fraction of two- and three-coordinated particles. On the contrary, the long-time diffusion of particles in the gel hinges on network restructuring. One might think that the escaping of a particle from its cage is a completely local process, corresponding to the breaking of one or more bonds linking the particle to the rest of the network. In order to test this hypothesis we partition the trajectory of each particle \( i \), starting at time \( t_0 = 0 \) and ending at time \( t_f \) corresponding to the entire simulation window, into a set of \textit{blobs}, on the basis of changes in the coordination number of the particle. Whenever the particle acquires a new neighbor, or it loses an existing neighbor, the current blob ends and the next one starts: \( B_i^n = [t_i^n = 0, t_i^n], B_i^n = [t_i^n, t_i^n], \ldots, B_i^n = [t_i^n, t_i^n = t_f] \). We define the size of a blob as the variance of the particle position over the corresponding time interval:

\[
||B_k||^2 = \langle r_i(t)^2 \rangle_{[t_{k-1}, t_k]} - \langle r_i(t) \rangle_{[t_{k-1}, t_k]}^2,
\]

and compute the mean blob size \( l_b^2 \) by averaging over the blobs of all particles:

\[
l_b^2 = \langle ||B_k||^2 \rangle_{i,k}.
\]

This mean blob size quantifies the extent of particle localization on the time scale typical of changes in the local particle environment. In the inset of Fig. 8 we plot \( l_b^2/l_c^2 \) as a function of the volume fraction. The data show that the localization length measured in this way in between bond-breaking events is of the order of the one detected by the MSD at volume fractions \( \approx 10\% \), but becomes significantly smaller than that upon decreasing the volume fraction. This suggests that the cage effect detected by the MSD should not be thought of in terms of the two-three bonds linking the particle to the network, but rather in terms of a relatively larger portion of the structure constraining the particle motion.

Useful information on the bond-breaking processes in the network can be obtained by computing the probability distribution (i.e. normalized histogram) of the time lag between the formation of a bond and its subsequent breaking, which is shown in Fig. 9; the data refer to \( T = 0.05 \) and various volume fractions \( \phi \). One can see
that the long-time behavior of the distribution varies significantly with \( \phi \), suggesting that bond breaking is not simply a thermally activated process, but is instead significantly affected by the large scale structure of the network, which changes with \( \phi \), as indicated by the structure factor (Fig. 9).

We analyze now the spatial dependence of the single-particle dynamics by computing the incoherent scattering function

\[
F_s(q,t) = \langle \Phi_s(q,t) \rangle ,
\]

where \( \langle \ldots \rangle \) indicates a time average and

\[
\Phi_s(q,t) = \frac{1}{N} \sum_{j=1}^{N} \exp\left[-i q \cdot (\mathbf{r}_j(t) - \mathbf{r}_j(0))\right].
\]

This function quantifies the time correlation in single-particle displacements over a length scale \( \approx 2\pi/q \) and a time lag \( t \). In Fig. 10 we plot \( F_s(q,t) \) for a set of wave vectors at volume fraction \( \phi = 7.5\% \) and temperature \( T = 0.05 \) in a restructuring network (symbols) and in a non-restructuring network (dashed lines) with the same topology. In the restructuring network, for \( q \lesssim 5 \) the two-step decay of time correlations indicates a separation of time scales (i.e. between a fast process and a slow process) with a plateau corresponding to a localization regime around a time \( t_{loc} \approx 10^2 \). This is again strongly reminiscent of the caging phenomenon in the dynamics of dense glasses [52], consistent with the time dependence of the MSD (Fig. 8). Here we can see that the height of the plateau decreases with increasing wave vector; at sufficiently high wave vector \( (q \gtrsim 5) \) the plateau disappears completely, indicating that the fast relaxation process is the only one relevant at small length scales.

The decay of correlations in the restructuring and non-restructuring networks coincide up to \( t_{loc} \): therefore, the fast relaxation process is due to particle motion—network “vibrations”—that does not entail breaking of bonds; this is somewhat similar to cage rattling in glasses. The decay of correlations after the plateau is instead due to network restructuring, since it takes place only if bonds are allowed to break. This decay can be fitted by a stretched exponential function

\[
F_s(q,t) \sim \exp\left[-\left(t/t_q\right)^\beta\right],
\]

where \( t_q \) is the structural relaxation time and \( \beta \) a \( q \)-dependent stretching exponent. Our data indicate a strong dependence of the relaxation dynamics on the length scale set by \( q \). In Fig. 11 we plot the stretching exponent as a function of the wave vector in four networks with different volume fraction. At very large length scales (i.e. low wave vector) the incoherent scattering function decays exponentially (\( \beta \approx 1 \)) as one would expect for simple particle diffusion. However, with increasing \( q \) within the range where the plateau is observed the decay of correlations becomes more and more stretched (\( \beta < 1 \)); in all cases \( \beta \) decreases from unity down to 0.70 ± 0.75. These results indicate that the decay of time correlations changes qualitatively with the size of the region under analysis: in particular, there is an intermediate range of wave vectors where relaxation dynamics become complex and slow. The range of wave vectors where the stretched exponential decay is observed increases with increasing volume fraction, suggesting that in networks obtained at higher \( \phi \) the correlations in the dynamics may be more extended. Following the model developed in Ref. [53], we have used these data to extract the dependence of the localization length on the volume fraction: within the relatively limited range of volume fractions investigated here, the results are consistent with the prediction of Krall and Weitz. Our findings are also reminiscent of the results of dynamic light scattering experiments conducted on colloidal gels and other jammed soft materials, in which...
they report a two-step decay of dynamical correlators, a length scale dependence of the slow relaxation dynamics, and a $\beta$ exponent decreasing with increasing wave vector $\mathbf{q}$ \cite{13,14}. However, while we find that the decay of time correlations is exponential at low wave vector and becomes progressively stretched with increasing $q$, in the experiments a compressed decay ($\beta \lesssim 1.5$) is consistently reported. This behavior has been connected to microcollapses of the gel structure under the action of internal stresses driving the aging of the material \cite{13,14}. The absence of aging in our model (at least on the time scale accessible in the simulations) might explain why we do not observe any compressed exponential behavior.

We have also computed the coherent scattering function
\begin{equation}
F(q,t) = \frac{1}{NS(q)} \sum_{j,k=1}^{N} \exp \left[ -i \mathbf{q} \cdot (\mathbf{r}_k(t) - \mathbf{r}_j(0)) \right],
\end{equation}
which provides information on the collective dynamics of the system and is akin to the intensity autocorrelation function accessible in light scattering experiments. Figure 12 shows a comparison between $F(q,t)$ (symbols) and $F_s(q,t)$ (lines) for selected wave vectors in a gel network with volume fraction $\phi = 7.5\%$ and temperature $T = 0.05$. The coherent scattering function follows the same two-step decay pattern shown by the incoherent part and already discussed. At high wave vector the two curves are on top of each other, whereas at low wave vector $F(q,t)$ decays faster than $F_s(q,t)$. We have evaluated the $q$-dependent structural relaxation time of the network by computing the aging function: $\tau_q = \int_0^\infty \mathcal{F}(q,t)dt$, where $\mathcal{F}(q,t)$ stands either for $F(q,t)$ or $F_s(q,t)$. The results are shown in the inset of Figure 12.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure12.png}
\caption{Comparison between the coherent scattering function $F(q,t)$ (symbols) and the incoherent part $F_s(q,t)$ (lines) in a restructuring network with volume fraction $\phi = 7.5\%$ and temperature $T = 0.05$, for a selection of wave vectors. (Inset) Structural relaxation time $\tau_q$ as determined from $F(q,t)$ (full line) and $F_s(q,t)$ (dashed line).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure13.png}
\caption{Dynamical susceptibility $\chi_4(q,t)$ in a restructuring network with $\phi = 7.5\%$, $T = 0.05$.}
\end{figure}

At low wave vector the relaxation time deduced from the incoherent scattering function scales as $q^{-2}$, suggesting that the large-scale single-particle dynamics are diffusive. On the contrary, the relaxation time extracted from the coherent scattering function has a ballistic scaling ($\tau_q \sim q^{-1}$), in accordance with experimental results on gels and other soft materials \cite{14,15}.

Overall our study of the average single-particle dynamics hints in several places to the fact that such dynamics are strongly affected by the mesoscale organization of the network, and therefore characterized by long-range correlations and presumably strong cooperativity. In the following we quantify these correlations and analyze their origin.

\section*{V. COOPERATIVE DYNAMICS}

We analyze the degree of cooperativity in the dynamics of the gel network by computing the variance
\begin{equation}
\chi_4(q,t) = N \left[ \langle |\Phi_s(q,t)|^2 \rangle - \langle \Phi_s(q,t) \rangle^2 \right].
\end{equation}
This dynamical susceptibility detects fluctuations from the mean degree of correlation in single particle displacements due to spatial correlations of the dynamics, i.e. to particles undergoing cooperative motion over a distance $\approx 2\pi/q$ and a time $t \approx T^{1/2}$. In Figure 13 we plot $\chi_4$ as a function of time for a set of wave vectors in a restructuring network with volume fraction $\phi = 7.5\%$ and temperature $T = 0.05$. At large wave vectors the curves start from zero, have a peak corresponding to the localization time $t_{loc} \approx 10^2$, then decay to the asymptotic value $\chi_4(q,t \to \infty) = 1$. The shape of the curves changes qualitatively for $q \lesssim q^*$, $q^* \approx 2$ being the peak in the structure factor corresponding to the mesh size of the network (see Section III). In this regime the curves display a second peak in correspondence of the structural
relaxation time \( \tau_s \). Accordingly, the peak shifts at larger times with decreasing \( q \); at the same time, the amplitude of the peak diminishes. This is again very similar to what is found in dense glassy suspensions \cite{31}. Figure \ref{fig:14} shows the dynamical susceptibility for the same network as in Fig. \ref{fig:13}, but in which the bonds have been constrained so that no restructuring happens. Since the dynamics of the two systems coincide until the localization time is reached, \( \chi_4 \) displays the same features up to the first peak. Beyond \( t_{\text{loc}} \), however, the curves are markedly different: the second peak is totally lacking in the constrained network; \( \chi_4 \) reaches instead a plateau value close to the amplitude of the first peak and therefore different from the asymptotic value attained in the restructuring case (unity), as it is expected for chemical gels \cite{33,35,59}. The comparison between the two networks indicates that whereas the first peak has to be ascribed to vibrational motion present in both systems, the second peak is associated solely to the restructuring process.

We concentrate now on the peak in the dynamical susceptibility associated to network restructuring, and whose \( q \)-dependent amplitude is \( \chi_4^{*}(q) \). In Fig. \ref{fig:15} we plot \( \chi_4^{*} \) as a function of the wave vector in networks assembled at different volume fractions (symbols). The set of wave vectors shown for each density corresponds to the \( q \)-range where in the restructuring case we are able to identify the second peak in \( \chi_4(q,t) \), which also coincides with the range where \( F_1(q,t) \) displays a stretched exponential decay (see Fig. \ref{fig:11}). In the same plot the plateau value reached by \( \chi_4(q,t) \) for the same but nonrestructuring networks is also shown (lines). It is apparent that the peak value in the restructuring networks is constantly larger than the plateau value in the corresponding nonrestructuring networks, therefore confirming that the restructuring of the network happens via cooperative processes that are not present in the nonrestructuring case.

Overall, we find that the dynamics of our model gel are characterized by restructuring-induced heterogeneities whose magnitude depends on the length scale probed by the wave vector \( q \). A \( q \)-dependent dynamical heterogeneity in colloidal gels has indeed been reported in recent light scattering experiments \cite{15,60}. It is worth mentioning that the experiments do not show a peak in \( \chi_4 \) associated to thermally induced fluctuations of the gel branches (i.e. the analogous of our first peak), due to damping of the particle motion through the solvent. As we will see in the next section, the use of dissipative microscopic dynamics—which are more appropriate to model a real colloidal suspension—suppresses the first peak in our model as well, leaving only the peak due to restructuring. The amplitude of the restructuring peak increases roughly linearly with \( q \) (see Fig. \ref{fig:15}), in accordance with the scaling observed for the dynamical susceptibility in the experiments reported in Ref. \cite{15}.

\section*{VI. COMPARISON OF DIFFERENT MICROSCOPIC PARTICLE DYNAMICS}

The overall picture we have obtained so far is that the restructuring of the gel networks, although due to individual bond-breaking events, takes place in a cooperative fashion. We would like at this point to investigate whether the picture obtained depends on the microscopic dynamics used in the simulations. In particular we have so far discussed molecular dynamics simulations performed integrating Newton’s equation of motion, whereas the real systems are characterized by damped microscopic dynamics due to the solvent. Newtonian dy-
namic simulations and compared three different microscopic particle dynamics [36]. Microscopic particle dynamics chosen for the numerical runs at constant energy. In the case of Langevin dynamics, in order to exclude size effects we used the same thermostat (Nosé-Hoover) and equilibration protocol employed for the bigger systems, as detailed in Section II. The NV E simulations were started from a well equilibrated configuration obtained with NV T dynamics; we checked that the temperature variation was negligible during the runs at constant energy. In the case of Langevin dynamics we solved for each particle the equation of motion

\[ m\ddot{x} = F_c + F_f + F_r, \tag{15} \]

where \( F_c \) is the conservative force derived from the potential \( V \), \( F_f = -m\gamma \dot{x} \) is a frictional force, and \( F_r \propto \sqrt{\kappa_B T/m\gamma} \) is a random force due to solvent atoms at a temperature \( T \) bumping into the particle [61]. We chose \( \gamma = 10.0 \) in reduced units, which we found high enough to make a substantial difference with respect to Newtonian dynamics, yet small enough to enable the system to reach full relaxation on a time scale accessible to simulations.

In Fig. 16 we compare the mean square displacement \( \langle \Delta r^2 \rangle \) for the three microscopic dynamics in a restructuring network (symbols) and a nonrestructuring one (lines). The curves for NV T and NV E coincide, showing that the two distinct microscopic dynamics result in virtually identical average particle displacements over time. In the case of Langevin dynamics, owing to the microscopic damping of particle motion, after an initial segment coinciding with the other two curves the dynamics slow down. In the restructuring network the plateau is significantly smoothed, resulting in a more gradual transition from the ballistic to the diffusive regime (see also the inset of Fig. 16 reporting the logarithmic derivative \( d\log(\Delta r^2)/d\log t \)). In the nonrestructuring network the three curves reach at long times the same asymptotic value, showing that the extent of particle localization, being determined only by the network topology, is independent of the microscopic dynamics (the temperature being equal).

The incoherent scattering function \( F_s(q,t) \) is shown in Fig. 17 for \( q = 1.05 \). Time is rescaled by the structural relaxation time \( \tau_\phi = \int_0^\infty F_s(q,t) dt \) to account for the trivial slowing down of the relaxation in the case of Langevin dynamics. We see again that NV T and NV E dynamics result in equivalent relaxation patterns. In the restructuring network (symbols) the use of Langevin dynamics causes the damping of the short-time vibrational motion of the network, leading to the disappearance of the plateau separating this fast relaxation process from...
the slower restructuring dynamics. The pattern of long-
time relaxation is instead clearly independent of the mi-
croscopic dynamics, since the three curves fall on top of
each other. A similar behavior has been observed in simu-
lations of dense glassy systems \[61\]. As a further con-
firmation we plot in the upper inset of Fig. 17 the
stretching exponent $\beta$ obtained as a function of $q$
from a fit of a stretched exponential function \[12\] to the
long-time decay of $F_\phi(q,t)$. Although the results are not
identical, presumably due to the sensitivity of the result
on the time range chosen for the fit, there is no qualita-
tive difference between the various microscopic dynamics:
the relaxation is exponential at small wave vector, then
becomes more and more stretched ($\beta$ diminishes) by in-
creasing $q$. In the lower inset we plot $q^2/\tau_q$ as a function of $q$: in all cases the dynamics are diffusive ($\tau_q \sim q^{-2}$) at low $q$ and ballistic ($\tau_q \sim q^{-1}$) at high $q$. In the case of
Langevin dynamics the transition is smoother, and the
dynamics ballistic only at very high wave vector because
of the microscopic damping. In the nonrestructuring net-
work (lines in the main plot of Fig. 17) the three curves
attain the same asymptotic value, proving again that the
extent of particle caging is not affected by the microscopic
dynamics, but instead set by the network topology.

Finally, we report in Fig. 18 the dynamical suscepti-
bility $\chi_4(q, t/\tau_q)$ for $q = 1.05$ as a function of the rescaled
time $t/\tau_q$. Again, NVT and NV E microscopic dynam-
ics produce similar results. In the restructuring network
the curves show two peaks: the first one corresponds to the
localization time $t_{loc}$ and is due to network vi-
bractions; the second one corresponds to the relaxation
time $\tau_q$ and arises from network restructuring (see Sec-
tion 11). In the case of Langevin dynamics the first peak
disappears completely, presumably due to the damping of
the vibrations of the network strands. The restructuring
peak is still present, but its amplitude is smaller than the
one of the peaks of NVT and NV E dynamics. We there-
fore conclude that dynamic fluctuations with stochastic
microscopic dynamics are quantitatively different from the
fluctuations obtained with deterministic microscopic
dynamics, a fact that has already been pointed out for
dense glassy systems in Ref. [30]. In the same work the
authors additionally found that at low enough tempera-
ture the fluctuations for NVT and NV E deterministic
dynamics also differ (the latter being roughly equivalent
to Langevin dynamics in terms of dynamic fluctuations). In
our gel network—at least at the state point that we have
analyzed—the two deterministic dynamics produce
instead similar results; it might be that lower tempera-
tures and/or higher densities are required to observe a
difference as big as the one reported for the dense glass.
In the nonrestructuring network all three curves attain
the same plateau value at large time, which is consistent
with the results in Figs. 10 and 17.

In the inset of Fig. 18 we plot the amplitude of the
restructuring peak of the dynamical susceptibility, $\chi_4$
as a function of the wave vector $q$ (symbols), compared to the plateau value of $\chi_4(q, t)$ in the nonrestructuring
network (lines). Irrespective of the microscopic particle
dynamics, at low wave vector the restructuring process
is characterized by a degree of cooperativity larger than the
one that might be explained by simple network vibra-
tions. We also note that in all three cases the amplitude
of the restructuring peak scales roughly linearly with the
wave vector at low $q$, again in accordance with the ex-
perimental findings in Ref. [53].

VII. SUMMARY AND CONCLUSIONS

In this work we have analyzed via numerical simu-
lations the self-assembly, the structure, and the cooper-
tive dynamics of model colloidal gels. In the spirit of
other recent works, our model uses anisotropic effective
interaction to stabilize thin stress-bearing networks at
low particle volume fractions. Starting from a colloidal
gas at high temperature, upon lowering the temperature
the particles first aggregate into chains, a process that is
well described by a Flory-Huggins type of mean field the-
ory. At low enough temperature the chains cross-link and
percolate, leading to dynamically arrested networks, i.e.
gels. Although in reality there is a variety of pathways
to gelation (involving, for instance, arrested spinodal de-
composition \[2\]), our assembled networks capture a few
distinctive traits of real colloidal gels. In addition to
analyzing the structure factor, we also observed that the
spatial distribution of crosslinks is not homogeneous, but
shows spatial correlations ascribable to the interactions
stabilizing the network. This is probably a distinctive
feature of physical gels, in which crosslinking is driven by
the same interparticle interactions that lead to the aggregation, whereas in chemical gels irreversible crosslinking is usually initiated at random locations throughout the sample. In the range of temperatures that we have simulated the interparticle bonds are not permanent: thermal fluctuations favor the breaking of existing bonds and the formation of new bonds. Thus the networks restructure over time, an inherent feature of colloidal gels. Since the persistence length of the chains in our model is of the order of, or greater than, the average chain length, our networks have interesting similarities with fiber gels such as semiflexible biopolymer networks.

The structural relaxation of the networks as measured by the average particle dynamics follows a two-step decay pattern reminiscent of glassy dynamics: two relaxation processes taking place on different time scales are separated by an intermediate plateau. By comparing the dynamics of gels differing only in the possibility to restructure, we have been able to show that the fast relaxation process corresponds to fluctuations of the network strands that do not entail any breaking of bonds; on the contrary, the final decay of correlations is caused by the restructuring of the network. The plateau separating the two regimes is again reminiscent of the caging effect in dense glasses: whereas in the glass the caging arises because of the crowding of the particles, in the gel it is a consequence of the particles being embedded in the network structure through relatively long-lived bonds. However, escaping from the cage is not to be merely identified with the breaking of the local bonds connecting a particle with its neighbors; instead, it is a process that involves a much larger environment, i.e. the restructuring of the whole network. As we have shown in Ref. 30 this happens in a cooperative fashion because breaking of interparticle bonds has nonlocal consequences, in the sense that it affects the displacements of particles located in regions of the gel different from the one where the breaking event originated.

The cooperative nature of the network restructuring translates into a length-scale dependent relaxation behavior. The final decay of correlations measured by the incoherent scattering function \( F_s(q, t) \) is exponential at low wave vector, but becomes more and more stretched by increasing \( q \) in the range of wave vectors that is able to capture the glassy dynamics. In the same range of wave vectors the dynamical susceptibility \( \chi_4(q, t) \) displays in the restructuring gels a pronounced peak corresponding to the structural relaxation time \( \tau_q \), whereas it saturates to a much lower plateau in the nonrestructuring case. The amplitude of the restructuring peaks scales as \( q^{-1} \) at low wave vector.

We have performed simulations with different choices of the statistical ensemble and of the microscopic particle dynamics: Newtonian dynamics at constant energy (\( NVE \)) and temperature (\( NVT \)), and stochastic dynamics at fixed temperature (Langevin). We observed that the absolute value of the restructuring peak of \( \chi_4 \) when using stochastic dynamics is different from the ones obtained with Newtonian dynamics, in accordance with earlier observations made in a dense glass. Nevertheless, the pattern of the long-time relaxation of the gel is robust with respect to the choice of microscopic dynamics and statistical ensemble: the stretching exponents, the scaling of the relaxation time with the wave vector, and the \( q \)-dependence of the peak amplitude of \( \chi_4 \) are very similar in the three cases. In this respect, although the choice of a damped microscopic dynamics such as Langevin might appear more relevant for modeling the real system (in which the particles are embedded in a solvent) Newtonian dynamics has the advantage of being less demanding in terms of computational resources, and enables as well a sharper separation of the short-time vibrational dynamics from the long-time restructuring process. Therefore, whenever the interest lies in the long-time properties of the gel the choice of Newtonian microscopic dynamics is legitimate.

There is one aspect of the real system that we have completely ignored: hydrodynamics. It has been shown that many-body hydrodynamic interactions can promote gelation, or lower the colloid volume fraction threshold for percolation, as compared to their absence; they also appear to influence the morphology of the particle clusters forming during the aggregation. Although the results discussed here support the idea that the long-time glassy and cooperative dynamics should not be quantitatively changed by hydrodynamics, these recent works suggest that hydrodynamics may significantly affect the kinetic path to gelation, leading to possibly strong differences in the structure of the gel network, and these changes may in turn eventually affect the microscopic cooperative processes. This point requires further investigations.

The dynamics of our model system encompass many of the distinctive traits that have been measured in real colloidal gels with the use of advanced light scattering techniques; the structural relaxation time extracted by the coherent scattering function shows a ballistic scaling with the wave vector at low \( q \) (\( \tau_q \propto q^{-1} \)); in the same range of wave vectors the peak value of the dynamical susceptibility has a linear \( q \)-dependence (\( \chi_4 \propto q \)); the final decay of correlations after the plateau is nonexponential, with a \( \beta \) exponent decreasing with increasing wave vector. However, while in our model the decay is stretched (\( \beta \lesssim 1 \)), in the experiments a compressed relaxation (\( \beta \gtrsim 1 \)) is observed, a behavior that should be ascribed to the aging of the material under the effect of internal stresses quenched in the gel structure during solidification. Hence to investigate this part of the relaxation dynamics, deeply quenched gel configurations should be analyzed. The authors of Ref. 15 propose that the slow relaxation dynamics of a colloidal gel and the associated dynamical fluctuations result from a series of discrete, instantaneous rearrangement events taking place inside the gel volume as a consequence of the progressive relaxation of internal stresses. The average degree of correlation \( F(q, t) \) and the related dynamical
susceptibility $\chi(q,t)$ can therefore be quantitatively connected with the number of such events taking place in a time interval $t$. If in our model gel we identify the elementary rearrangement event with the breaking of a single bond, then an elementary event can have quite different effects depending on the local environment of the broken bond $[30]$. Hence the structural relaxation of our gel, although clearly correlated to bond breaking, is not simply determined by the total number of breaking events taking place in a specified time interval. This suggests that the elementary rearrangements events to be considered might correspond to processes that are more complex than the breaking of individual bonds.
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