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Abstract

Estimates from infectious disease models have constituted a significant part of the scientific evidence used to inform the response to the COVID-19 pandemic in the UK. These estimates can vary strikingly in their precision, with some being over-confident and others over-cautious. The uncertainty in epidemiological forecasts should be commensurate with the errors in their predictions. We propose Normalised Estimation Error Squared (NEES) as a metric for assessing the consistency between forecasts and future observations. We introduce a novel infectious disease model for COVID-19 and use it to demonstrate the usefulness of NEES for diagnosing over-confident and over-cautious predictions resulting from different values of a regularization parameter.

1 Introduction

Several epidemiological modelling groups use statistical models of infectious disease to generate forecasts that contribute to a body of scientific evidence that informs the response to the COVID-19 pandemic in the UK. The models developed by the University of Cambridge MRC Biostatistics Unit and Public Health England (PHE) [1], the University of Warwick [2], and the London School of Hygiene & Tropical Medicine (LSHTM) [3] provide three notable examples of statistical models used to produce such estimates.

It does not appear to be standard practice to assess the uncertainty of epidemiological forecasts by scrutinising them to ensure that the uncertainty is commensurate with the disparity between predictions and future observations. Maishman et al. [4] provide a set of anonymised estimates for the effective reproduction number $R_t$ that highlights the striking differences in estimate uncertainty that different epidemiological models can produce.

We make two contributions to the collective effort of modelling COVID-19 in this paper. First, we introduce a statistical model for multisource COVID-19 surveillance data. This model is novel as a result of its use of symptom report data from the NHS 111 telephone service, its compartments for terminally ill individuals, and its implementation, which uses a bespoke numerical integrator to solve the system of ODEs for the transmission model. Second, we propose the Normalised Estimation Error Squared (NEES), which is popular in the tracking and data fusion communities, as a metric for diagnosing inconsistencies between epidemiological forecasts of observable quantities and their future values.

We begin by describing the novel statistical model in Section 2 before defining the NEES metric in Section 3. In Section 4, we make our proposal to use NEES more compelling by demonstrating its use in diagnosing issues with forecasts generated by the statistical model. Finally, in Section 5, we bring the paper to an end by presenting our conclusions.
2 Statistical Model

The model we describe in this section builds on a previous version whose implementation we contributed to the CoDatMo (Covid Data Models) organisation on GitHub [5]. The purpose of CoDatMo is to provide a collection of COVID-19 models, all written in the statistical modelling language Stan [6]. In addition to models originally implemented in Stan, CoDatMo provides Stan instantiations of COVID-19 models, initially written in other programming languages. By hosting a set of well-documented models, all implemented in a common language, CoDatMo hopes to improve understanding of the set of existing models and make it easier for newcomers and established researchers within the domain of epidemiology to make extensions and potential improvements.

We note that CoDatMo has already had some success against its objectives, with a group, primarily based at Universidade Nove de Julho in Brazil, creating a related but simpler model [7]. We also note that the UK Health Security Agency uses a slightly more sophisticated version of the model presented in this paper to generate weekly estimates of the effective reproduction number and growth rate for regions of the UK [8].

The statistical model consists of two parts: a transmission model that captures a simplified mechanism for the spread of coronavirus through the population; and an observation model that encapsulates the assumptions about the connection between the states of the transmission model and the observed surveillance data used to calibrate the model.

2.1 Transmission Model

The simple SIR compartmental model developed by Kermack and McKendrick [9] provides the theoretical basis for the transmission model. As with the SIR model, we assume a single geographical region with a large population of identical individuals who come into contact with one another uniformly at random but do not come into contact with individuals from other areas. In contrast to some other models, for example, those developed by Birrel et al. [1] and Keeling et al. [2], we treat the population as identical in terms of age and sex and only discriminate between individuals based on their disease states. We also assume that the population is closed, meaning that no births or deaths occur and no migration in or out of the population occurs.

The SIR model divides the population into three disease states: individuals who are (S) susceptible to infection; individuals who have been infected with the disease and are (I) infectious to other people; and individuals who have (R) “recovered” either by recuperating from the disease or dying. We augment these compartments in the transmission model by adding disease states for individuals who have been (E) exposed to the virus but are not yet infectious, individuals who are (T) terminally ill as a result of infection, and individuals who have (D) died of the disease. The exposed and dead compartments are standard extensions to the original SIR model. In contrast, we believe the terminally ill compartments to be a novel aspect of the model. In addition to adding these compartments, we also redefine the (R) recovered population to include the living only.

Inspired by the work of the University of Cambridge MRC Biostatistics Unit and Public Health England (PHE) [1], we partition each of the intermediate disease states (E, I, T) into two sub-states. Partitioning the sub-states in this way makes the model more realistic by implicitly constraining the times spent in each of these disease states to have Erlang rather than Exponential distributions.

We assume that there is at least one individual in each susceptible, exposed, and infectious compartment on the 17th of February 2020, which is the beginning of time in the model. At this stage, we assume that no population members have recovered, become terminally ill, or died. Two parameters, $\alpha_1$ and $\alpha_2$, determine the allocation of the rest of the population to the first five compartments of the transmission model. $\alpha_1$ is the proportion of the remaining population initially in the susceptible compartment, and $\alpha_2$ is the proportion of the infected population that is not yet infectious at time zero. For simplicity, we divide the exposed and infectious populations equally between the respective sub-states. We can express the exact relationship between the two parameters, $\alpha_1$ and $\alpha_2$, and the initial state of the transmission model as a set of equations:
\[ S(0) = (N - 5) \alpha_1 + 1, \]
\[ E_1(0) = \frac{1}{2} (N - 5) (1 - \alpha_1) \alpha_2 + 1, \]
\[ E_2(0) = \frac{1}{2} (N - 5) (1 - \alpha_1) \alpha_2 + 1, \]
\[ I_1(0) = \frac{1}{2} (N - 5) (1 - \alpha_1) (1 - \alpha_2) + 1, \]
\[ I_2(0) = \frac{1}{2} (N - 5) (1 - \alpha_1) (1 - \alpha_2) + 1, \]
\[ R(0) = 0, \]
\[ T_1(0) = 0, \]
\[ T_2(0) = 0, \]
\[ D(0) = 0. \]

Figure 1 provides a graphical illustration of the transmission model that captures the assumptions relating to the flow of individuals between disease states.

We assume that the population randomly mixes as time elapses, with infectious and susceptible individuals coming into contact with one another, potentially transmitting the virus. Susceptible people who have become exposed through these contacts are not initially infectious. The virus replicates in their bodies for a time, known as the latent period, before they become infectious and have the potential to transmit the virus onto members of the remaining susceptible population. We assume that after being infectious for some time, individuals either recover and become indefinitely immune to reinfection or become terminally ill for a while before, unfortunately, dying.

The number of individuals in each disease state varies with time according to a system of ordinary differential equations:
\[
\frac{dS(t)}{dt} = -\beta(t) \frac{I_1(t) + I_2(t)}{N} S(t),
\]
\[
\frac{dE_1(t)}{dt} = \beta(t) \frac{I_1(t) + I_2(t)}{N} S(t) - \frac{2}{d_L} E_1(t),
\]
\[
\frac{dE_2(t)}{dt} = \frac{2}{d_L} \left[ E_1(t) - E_2(t) \right],
\]
\[
\frac{dI_1(t)}{dt} = \frac{2}{d_I} E_2(t) - \frac{2}{d_I} I_1(t),
\]
\[
\frac{dI_2(t)}{dt} = \frac{2}{d_I} \left[ I_1(t) - I_2(t) \right],
\]
\[
\frac{dR(t)}{dt} = \frac{2}{d_I} I_2(t) \left[ 1 - \omega \right],
\]
\[
\frac{dT_1(t)}{dt} = \frac{2}{d_T} I_2(t) \omega - \frac{2}{d_T} T_1(t),
\]
\[
\frac{dT_2(t)}{dt} = \frac{2}{d_T} \left[ T_1(t) - T_2(t) \right],
\]
\[
\frac{dD(t)}{dt} = \frac{2}{d_T} T_2(t),
\]

where

- \( S(t) \) is the number of susceptible individuals who have not yet been infected and are at risk of infection,
- \( E_1(t) + E_2(t) \) is the number of exposed individuals who have been infected but are not yet infectious,
- \( I_1(t) + I_2(t) \) is the number of infectious individuals,
- \( R(t) \) is the number of recovered individuals,
- \( T_1(t) + T_2(t) \) is the number of terminally ill individuals who have been infected and will die,
- \( D(t) \) is the number of dead individuals,
- \( N = S(t) + E_1(t) + E_2(t) + I_1(t) + I_2(t) + R(t) + T_1(t) + T_2(t) + D(t) \) is the constant total number of individuals in the population,
- \( d_L \) is the mean time between infection and onset of infectiousness,
- \( d_I \) is the mean time for which individuals are infectious,
- \( d_T \) is the mean time for which individuals are terminally ill,
- \( \omega \), the infection fatality ratio (IFR), is the proportion of infected individuals who will die,
- \( \beta(t) \) is the mean rate of contacts between individuals per unit time that are sufficient to lead to transmission if one of the individuals is infectious and the other is susceptible. \( \beta(t) \) is a continuous piecewise linear function of time:

\[
\beta(t) = \sum_{j=1}^{J} \beta_j(t) \chi_{[t_{j-1}, t_j)}(t),
\]

where the mean rate of effective contacts during the \( j \)th time interval, \( \beta_j(t) \), is given by
\[
\beta_j(t) = \frac{\beta_{j+1} - \beta_j}{t - t_{j-1}} (t - t_{j-1}) + \beta_j,
\]
and
\[
\chi_{[t_{i-1}, t_i)}(t) = \begin{cases} 
1 & \text{if } t \in [t_{i-1}, t_i), \\
0 & \text{if } t \notin [t_{i-1}, t_i). 
\end{cases}
\]

The effective contact rate parameters \(\beta_1, \beta_2, \ldots, \beta_{J+1}\) in Equation 20 are the values \(\beta(t)\) takes on a set of predefined dates \(t_0, t_1, \ldots, t_J\). The first date is the 17th of February 2020. The second date is the 24th of March 2020, the first day after the Prime Minister announced the first national lockdown. The third date is seven days after the second. The fourth date is seven days after the third and so on.

2.2 Observation Model

Epidemiological modelling groups use many types of surveillance data to calibrate statistical models of infectious diseases. An observation model captures the assumptions about the relationship between the states of the transmission model and the surveillance data that we use for calibration.

We have designed the observation model to be extensible. Here, the model only has death data and symptom report data components to keep things as simple as possible. Nonetheless, the observation model can be extended to assimilate additional types of surveillance data, such as case data or hospital admissions data, by appending extra components that mirror the structure for ingesting symptom report data.

2.2.1 Death Data

On their official website for coronavirus data [10], the UK government publishes a daily time series of the number of deaths of individuals whose death certificate mentioned COVID-19 as one of the causes. We assume that the number of deaths on day \(t\), according to this definition, \(d_{\text{obs}}(t)\), has a negative binomial distribution parameterised by a mean \(d(t)\) and parameter \(\phi_{\text{deaths}}\) which affects overdispersion:

\[
d_{\text{obs}}(t) \sim \text{NegativeBinomial}(d(t), \phi_{\text{deaths}}),
\]

where we use the alternative parameterisation of the negative binomial distribution as defined by the Stan Development Team [11]:

\[
\text{NegativeBinomial}(\mu, \phi) = \left( \frac{n + \phi - 1}{n} \right) \left( \frac{\mu}{\mu + \phi} \right)^n \left( \frac{\phi}{\mu + \phi} \right)^\phi.
\]

In Equation 22, \(d(t)\) is the difference between the population of the D state of the transmission model between days \(t - 1\) and \(t\): \(d(t) = D(t) - D(t - 1)\).

2.2.2 Symptom Report Data

Every weekday up to the previous calendar day, NHS Digital publishes a daily time series of the number of assessments completed through the NHS 111 telephone service where callers reported potential coronavirus (COVID-19) symptoms [12]. Leclerc et al. found a strong correlation between the volume of these symptom reports and the number of COVID-19 deaths reported 16 days later [13].

NHS Digital provides the symptom report data with two important caveats, which we keep in mind while constructing the model. First, each time series element is the number of callers reporting potential COVID-19 symptoms, not testing positive for the virus. Second, there are no restrictions on the number of assessments that members of the public can complete. Consequently,
an individual can increment the count on a single day more than once by reporting potential COVID-19 symptoms through multiple assessments.

We use $c_{\text{obs}}(t)$ to denote the number of assessment calls to NHS 111 on day $t$ where callers reported potential COVID-19 symptoms. As with the number of deaths on day $t$, we assume that $c_{\text{obs}}(t)$ has a negative binomial distribution

$$c_{\text{obs}}(t) \sim \text{NegativeBinomial}(c(t), \phi_{\text{calls}}), \quad (24)$$

with parameters $c(t)$ and $\phi_{\text{calls}}$, where the negative binomial distribution is defined by the alternative parameterisation given in Equation (23). For the symptom reports, however, the mean parameter $c(t)$ has a more complicated relationship with the transmission model than being the difference between consecutive values of the deceased population.

There is an unknown latency between individuals being infected with the virus and calling NHS 111 to report their symptoms. We embody this unknown latency by making the mean number of symptom reports on day $t$, $c(t)$, depend on a weighted sum of current and lagged values of the number of new daily infections at time $t$,

$$\lambda(t) = -\beta \frac{I_1 + I_2}{N} S, \quad (25)$$

Even after sufficient time has passed since an individual was exposed to the virus to call NHS 111 and report potential coronavirus symptoms, there is no guarantee that they will do so. On aggregate, we assume that the ratio of symptom reports to potential symptom reporters, $\rho_{\text{calls}}(t)$, will vary with time due to two key phenomena. First, along with attitudes to the pandemic, the propensity of individuals to report their symptoms via the NHS 111 service changes with time. Second, the classification of reported symptoms indicative of potential coronavirus has changed at two points during the pandemic. Changes made to assessment on the 18th of May 2020 reduced the number of symptom reports, and changes made on the 26th of June 2020 increased the number of symptom reports. Full details of these changes are available on the NHS Digital website [12].

Combining our assumptions leads to the expression for the mean number of symptom reports

$$c(t) = \rho_{\text{calls}}(t) \sum_{l=0}^{L} w_l \lambda(t - l), \quad (26)$$

where $w_l$ is the lag weight placed on the number of new daily infections $l$ days before day $t$, and $L$ is the maximum lag, which we choose to be 13 days. These lag weights form a unit 14-simplex $w = (w_0, w_1, ..., w_L)$.

We select a discontinuous piecewise constant functional form for the ratio of symptom reports to potential symptom reporters

$$\rho_{\text{calls}}(t) = \sum_{k=1}^{K} \rho_{\text{calls,k}}(t) \chi_{[t_{k-1}, t_k)}(t), \quad (27)$$

where $\rho_{\text{calls,k}}(t)$ is the ratio of symptom reports to potential symptom reporters during the $k$th time interval, and the indicator function for the $k$th time interval, $\chi_{[t_{k-1}, t_k)}(t)$, is defined in Equation (21).

The first interval $[t_0, t_1)$ is from the 18th of March 2020 to the 21st of April 2020. The following interval $[t_1, t_2)$ runs for four weeks from the 21st of April 2020 and so on.

3 Normalised Estimation Error Squared

The tracking and data fusion community has studied performance measures for evaluating estimation algorithms, such as Li and Zhao’s absolute [14] and relative [15] error measures. Blasch, Rice, and Yang [16] and Chen et al. [17] describe a now-popular relative error measure called the
Normalised Estimation Error Squared (NEES), which researchers have used extensively as an easily understood approach to arguing the merits of, for example, different extensions of the Kalman filter to specific non-linear settings where the Extended Kalman Filter is routinely over-confident \[18\]. The NEES is

\[
\text{NEES} = \sum_t \left( \bar{X}_t - x_t^\dagger \right)^T \Sigma_t^{-1} \left( \bar{X}_t - x_t^\dagger \right),
\]

where \( \bar{X}_t \), \( x_t^\dagger \), and \( \Sigma_t \) are the estimate mean, the true value of the estimand \( x_t \), and the covariance matrix of the estimate at time \( t \). We note that although many researchers use NEES to refer to the metric in Equation 28 which is an average over multiple points in time, some researchers use it to refer to the summand. For example, Bar-Shalom et al. uses NEES in this way to refer to the summand of Equation 28 for a distinct point in time \[19\].

In general, \( \bar{X}_t \), \( x_t^\dagger \), and \( x_t \) are \( d \)-dimensional vectors and \( \Sigma_t \) is a \( d \times d \)-matrix. Nevertheless, in this paper, we use the NEES to assess forecasts for the daily number of deaths caused by COVID-19, which is a scalar quantity. It follows that we can simplify each term in Equation 28 to be the ratio of the squared estimation error, \( (\bar{X}_t - x_t^\dagger)^2 \), to the estimate variance, \( \sigma^2_{X_t} \). This simplification leads us to the specific form of the NEES,

\[
\text{NEES} = \frac{1}{T+7} \sum_{t=T+1}^{T+7} \frac{(\bar{X}_t - x_t^\dagger)^2}{\sigma^2_{X_t}},
\]

that we use in this paper to evaluate 7-day forecasts from day \( T+1 \) to day \( T+7 \). We compute the estimate variance,

\[
\sigma^2_{X_t} = \frac{1}{N} \sum_{i=1}^{N} (X_t^i - \bar{X}_t)^2,
\]

and the estimate mean,

\[
\bar{X}_t = \frac{1}{N} \sum_{i=1}^{N} X_t^i,
\]

in Equation 30 with the random sample \( X_1^1, X_1^2, ..., X_N^N \).

Taking a step back, we can see that each term in Equation 28 quantifies the level of agreement between the squared error of an estimate and its variance. On average, we hope the terms will be approximately one, with their numerators and denominators being similar. However, there are instances in which estimators are over-cautious and over-confident. Over-cautious estimators generate estimates with variances that, on average, dominate their squared errors, resulting in NEES values less than 1. Vice versa, over-confident estimators, which are arguably more damaging in terms of their impact on decision making, generate estimates with squared errors that, on average, dominate their variances, resulting in NEES values greater than 1.

4 Computational Experiments

4.1 Setup

We implement the statistical model described in Section 2 in Stan \[10\]. Stan is a probabilistic programming language that allows users to articulate statistical models and calibrate them with data using a Markov chain Monte Carlo (MCMC) method called the No-U-Turn Sampler (NUTS), proposed by Hoffman and Gelman \[20\]. Stan also provides diagnostic information, such as warnings about divergent transitions, to help users check it has sampled the posterior faithfully.
In addition to encoding the statistical model, the Stan implementation includes prior distributions for the model parameters. Table 1 gives details of the prior distributions we have chosen to use in the computational experiments, along with the reasoning behind their selection.

The software implementation has two idiosyncrasies worthy of discussion. First, the current implementation does not use any of the integrators provided by Stan to solve the system of ordinary differential equations (ODEs) in Equation 10. Instead, a bespoke implementation of the explicit trapezoidal method [21] solves the system of ODEs for the transmission model. Anecdotally, the trapezoidal integrator significantly reduces runtime while producing acceptable numerical errors. Second, the current implementation only uses Stan’s default initialisation strategy for $1/\phi_{\text{deaths}}$, $1/\phi_{\text{calls}}$, $\rho_{\text{calls},1}$, ..., $\rho_{\text{calls},K}$, and $\text{w}$ by drawing values uniformly between -2 and 2 on the unconstrained parameter space. Rather than doing this for $\alpha_1$, $\alpha_2$, $\beta_1$, ..., $\beta_J$, $d_L$, $d_I$, $d_T$, and $\omega$, the implementation draws uniformly from custom intervals to prevent initialisation failures caused by unrealistic parameter values.

We calibrate the model with data for seven NHS regions: the East of England, London, the Midlands, the North East and Yorkshire, the North West, the South East, and the South West. For each region, we use NUTS to draw six independent Markov chains for each of eight smoothness hyperparameter, $\sigma_\beta$, values. Each chain draws 512 samples and discards the first 256 drawn during warmup.

The data we use for calibration comprises death data, as described in Section 2.2.1, that starts on the 24th of March 2020 and finishes on 30th of December 2020, and symptom report data, as described in Section 2.2.2, that begins on 18th of March 2020 and ends on the 6th of January 2021. We chose to use this period because it includes the first two coronavirus waves in the UK.

Each calibration job generates a posterior predictive distribution for the daily number of deaths. The last seven elements of these distributions are forecasts for the 31st of December to the 6th of January 2021, for which we calculate NEES and root-mean-square error (RMSE) values.

We ran the computational experiments for this paper on two dedicated nodes of the University of Liverpool’s primary high-performance computing (HPC) resource, the Barkla cluster. Each of Barkla’s nodes has Intel(R) Xeon(R) Gold 6138 CPU @ 2.00GHz processors, a total of 40 cores and 384 GB of memory. We were unable to exploit the full potential of the hardware available because out-of-the-box Stan can only use one CPU per calibration job, which takes on average 2 hours and 20 minutes to complete.

We have made the code and data for the computational experiments publically available on GitHub.

### 4.2 Results

The NEES and RMSE values from the computational experiments are presented in the top and bottom of Table 2, respectively. The columns contain results for different values of the smoothness hyperparameter $\sigma_\beta$ defined in Table 1. Smaller values of $\sigma_\beta$ make the random-walk prior on the effective contact rate $\beta(t)$ tighter, causing it to vary more slowly and, if low enough, to underfit the data. Conversely, larger values of the smoothness hyperparameter loosen the random-walk prior and allow overfitting of the data if $\sigma_\beta$ is high enough.

Generally, the NEES values in Table 2 become closer to one as $\sigma_\beta$ increases. For the lowest values of the smoothness hyperparameter, the NEES values are either significantly below or above one, indicating large discrepancies between the forecasts and future observations. The trend is clearer for the RMSE, with the values decreasing quickly as $\sigma_\beta$ increases.

We have highlighted two NEES values for each NHS region in Table 2. Based on the definition of NEES in Section 3, we expect the values highlighted in blue to be associated with forecasts that are consistent with the future observations that they predict. However, we have different expectations for the values highlighted in orange and red, which should correspond to over-cautious and over-confident forecasts, respectively. Figure 2 displays plots of the forecasts associated with

[1]https://github.com/codatmo/UniversityOfLiverpool_PaperSubmission
Table 1: Prior distributions for the parameters of the statistical model with the rationale for their selection.

| Parameter(s) | Prior Distribution | Comment |
|--------------|--------------------|---------|
| $\alpha_1$   | Beta (5.0, 0.5)    | This reflects our belief that most of the population is initially susceptible. |
| $\alpha_2$   | Beta (1.1, 1.1)    | This reflects our uninformed beliefs about the initial division of the infected population into those who are infectious and those who are not. |
| $\beta_1$    | Normal (0.0, 0.5)  | This is a generic, weakly informative prior inspired by the work of Gelman [22]. |
| $\beta_2, ..., \beta_J$ | Normal ($\beta_{i-1}, \sigma_\beta$) | This is random-walk prior with smoothness hyperparameter $\sigma_\beta$ that enforces correlation between contiguous $\beta_i$. |
| $d_L$        | Normal(4.0, 3.0)   | This is based on an estimate of the incubation period provided by Pellis et al. [23]. |
| $d_I$        | Normal(5.0, 4.0)   | This is based on an estimate of the delay from onset of symptoms to hospitalisation provided by Pellis et al. [23]. |
| $d_T$        | Normal(13.0, 4.0)  | This is based on an estimate of the delay from hospitalisation to death provided by Linton et al. [24]. |
| $\omega$     | Beta (3.8, 571.6)  | This is based on an estimate provided by Verity et al. [25]. |
| $\varphi_{\text{deaths}}$ | Exponential (5.0) | This is a containment prior for the overdispersion parameter, which is discussed by Simpson [26]. |
| $\varphi_{\text{calls}}$ | Exponential (5.0) | This is a containment prior for the overdispersion parameter, which is discussed by Simpson [26]. |
| $\rho_{\text{calls,1} - \rho_{\text{calls,}K}}$ | HalfNormal (0.0, 0.5) | This is a generic, weakly informative prior inspired by the work of Gelman [22]. |
| $w$          | Dirichlet (0.1)    | This is a distribution chosen to encourage the unit 14-simplex of lag weights to gravitate towards its corners. |
Table 2: Top: NEES values for different combinations of NHS region and $\sigma_\beta$ value. The orange, red and blue cells highlight selected NEES values that are significantly below, significantly above, and approximately equal to one. Bottom: RMSE values for different combinations of NHS region and $\sigma_\beta$ value.

| NHS Region              | $\sigma_\beta$ | 0.0005 | 0.001  | 0.0025 | 0.005  | 0.01   | 0.025  | 0.05   |
|-------------------------|----------------|--------|--------|--------|--------|--------|--------|--------|
| East of England         | NEES           | 5.670  | 2.707  | 2.370  | 1.758  | 0.986  | 0.665  | 0.562  |
| London                  |                | 5.843  | 6.379  | 5.418  | 3.140  | 1.731  | 0.650  | 0.334  |
| Midlands                |                | 0.122  | 0.185  | 0.292  | 1.039  | 1.023  | 0.512  | 0.435  |
| North East and Yorkshire|                | 0.067  | 0.222  | 0.181  | 0.544  | 0.675  | 0.659  | 0.715  |
| North West              |                | 0.309  | 0.131  | 0.594  | 1.981  | 1.371  | 1.063  | 0.934  |
| South East              |                | 3.081  | 0.871  | 0.690  | 0.659  | 0.405  | 0.433  | 0.409  |
| South West              |                | 1.654  | 0.088  | 0.179  | 0.820  | 1.639  | 1.849  | 1.561  |

| NHS Region              | RMSE           | 79.091 | 42.212 | 35.380 | 29.295 | 20.753 | 16.458 | 14.637 |
|-------------------------|----------------|--------|--------|--------|--------|--------|--------|--------|
| East of England         |                | 108.138| 69.868 | 61.482 | 47.094 | 31.116 | 17.190 | 12.837 |
| London                  |                | 37.212 | 31.866 | 17.460 | 22.984 | 19.405 | 13.972 | 13.300 |
| Midlands                |                | 21.301 | 31.451 | 11.452 | 11.899 | 11.774 | 10.742 | 10.653 |
| North East and Yorkshire|                | 42.787 | 17.964 | 17.177 | 21.620 | 15.457 | 12.201 | 11.528 |
| North West              |                | 94.362 | 33.681 | 27.819 | 23.301 | 16.650 | 15.918 | 15.254 |
| South West              |                | 24.899 | 5.763  | 6.090  | 9.694  | 11.358 | 11.264 | 10.451 |

The plots behind the values highlighted in orange and red are in the left column, and the plots behind the values highlighted in blue are in the right column.

We can see that the plots in the left column of Figure 2 associated with NEES values significantly greater than one correspond to genuinely over-confident forecasts. The NEES and RMSE values for the East of England, London and the South East behave similarly and correctly identify the significant bias and over-confidence in the forecasts. However, the two metrics behave differently in the over-confidence forecasts for the North West and South West. The NEES values are high and quantify the over-confidence apparent where RMSE alone would simply identify that these are relatively low-bias forecasts.

We can also see that the plots in the left column of Figure 2 behind NEES values much less than one correspond to genuinely over-cautious forecasts. These forecasts for the Midlands and the North East and Yorkshire underscore NEES’s ability to distinguish between over-cautious and over-confident forecasts, which the RMSE alone cannot quantify.

As anticipated, the plots in the right column of Figure 2 behind NEES values closer to one correspond to forecasts consistent with the observations they predict. The results are less variable than those in the left column, and, in the main, neither metric identifies any issues.

While there will be cases where the RMSE alone is able to identify deficiencies of a model, these results show the potential for NEES to provide an additional useful and simple to calculate diagnostic.

5 Conclusion

We have shown that NEES is a useful metric for assessing epidemiological forecasts. The comparison with the RMSE presented in Section 4 highlights how the NEES can complement the widespread use of RMSE. We, therefore, advocate both the NEES and RMSE as simple metrics for evaluating forecasts to establish if they are over-cautious, over-confident, or capture the uncertainty associated with future observations.

One of the significant limitations of NEES is that we can only use it to assess forecasts of
Figure 2: Plots of the forecasts behind the NEES values highlighted in Table 2. The red line shows the forecast mean, and the orange ribbon covers values one standard deviation from the mean. The black and green points are the true number of deaths before and after the forecasting date, which is shown as a vertical dashed blue line.
observable variables. Epidemiological modellers cannot apply it to important latent quantities, such as the effective reproduction number $R_t$ and the growth rate $r$, which they often forecast. Accordingly, the epidemiological community needs a method for assessing forecasts of quantities for which the truth is unknown. Simulation-Based Calibration (SBC) \cite{27} is a candidate method for this task, worth investigating further.

There are three worthwhile directions in which we can extend the statistical model presented in Section 2. The first direction for extending the model involves adding additional components to the observation model described in Section 2.2 to allow calibration with a greater quantity and diversity of surveillance data. The second fruitful direction for extending the model involves modifying it to accommodate surveillance data from other countries. The final direction for extending the model entails making the disease-specific, geography-independent parameters $d_L$, $d_I$, $d_T$, and $\omega$ global to facilitate information sharing between regions, as is done by Birrell et al. \cite{1}.
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