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\textbf{ABSTRACT} Infrared and visible image fusion combine data information from different sensors to achieve a richer description of the same scene. In order to highlight the salient features of the infrared image and the visible image in the fusion image and obtain a fusion image with good performance, an end-to-end infrared and visible image fusion algorithm is proposed in this paper. The contrast attention module and visible image cascade part are introduced in the generator, so that the fusion image can focus on the detail information in the visible image and the contrast information in the infrared image. And in order to retain more structural contour information in the original image, the contour loss is added to the content loss function. In addition, the contrast and detail information in infrared and visible images are balanced by two discriminators. And a goal-guided reward function is introduced into the discriminator, which further facilitates the generator to produce effective fused images. Finally, extensive fusion experiments on public datasets verify the advantages of the proposed algorithm compared with other classical algorithms, and ablation experiments demonstrate the effectiveness of the improved part of the algorithm.

\textbf{INDEX TERMS} End-to-end infrared and visible image fusion, contrast attention module, contour loss, target-guided reward function.

\section{I. INTRODUCTION}
The purpose of image fusion is to extract useful data information from images obtained from different sensors, and then fuse them to generate an image that contains more information. Among the existing multi-sensor fusion, infrared and visible image fusion is the most widely utilized [1]. Infrared images are thermal radiation images obtained from infrared sensors that are minimally affected by changes in lighting and obstructions, and they can be easily captured at night even with obstructions. But infrared images usually lack texture, and their ability to express details is not enough. Visible images are light reflection images obtained from visible sensors, which have rich structural texture information. But at night, with obstructions, or with a cluttered background, objects in visible images may not be easily observed. Due to the complementary characteristics of infrared and visible images, the fusion of the two can obtain rich detailed information and important thermal target information, and obtain ideal fusion results. Infrared and visible image fusion has been widely utilized in target detection [2], tracking [3], agricultural activities [4], military operations [5], and many other fields [6], [7].

For the fusion of infrared and visible images, the key is to maintain the significant contrast information in the infrared images and the rich detailed texture information in the visible images. To achieve this goal, many traditional infrared and visible image fusion algorithms have been widely proposed in the past, and these traditional algorithms can be divided into six categories: feature-based methods [8], decision-based methods [9], sparse representation-based methods [10], transformation-based methods [11], subspace-based methods [12], and hybrid methods [13], which have achieved good results in many application scenarios. In order to better
consider the inherent properties of infrared and visible images, and to design more convenient activity level measurement and fusion rules, recently, with the in-depth development of deep learning, many researchers have found that algorithms using deep learning can achieve this purpose. Therefore, deep learning-based methods are now widely studied. Generally, methods based on deep learning can be divided into two categories, one is fusion methods based on convolutional neural networks, and the other is fusion methods based on generative adversarial networks (GAN). Fusion methods based on convolutional neural networks usually apply convolutional neural networks in part of the fusion process, while the overall fusion process is still in the traditional framework [14], [15]. The fusion method based on GAN is an end-to-end model, which does not require manual design of fusion rules or reconstruction strategies. This feature enables GAN-based fusion algorithms to have good performance in applications, and various GAN-based image fusion methods have emerged in an endless stream, such as FusionGAN [16], DDcGAN [17] and ResNetFusion [18].

Although these methods can well solve some problems of the previous methods, their fusion results still have shortcomings such as loss of details, lack of contrast, and poor visual perception. On the one hand, these methods are based on improving a type of feature in the fused image, such as enhancing the detail features in visible images. However, such improvements may affect the features of the infrared images, resulting in an unsatisfactory final fusion performance. On the other hand, these methods do not fully address the balance of the respective features of infrared and visible images in the fusion image, resulting in poor fusion results.

In order to solve the above problems and improve the fusion quality of end-to-end models, a new GAN network framework was proposed in this paper. First, in order to increase the contrast information in infrared images, a contrast attention module is introduced in the generator, and this module is cascaded with each layer of the network to retain more contrast information. Simultaneously, in order to increase the detail information in visible images, visible images are connected at each layer, so that the fused image retains more visible information. Second, a contour loss function is introduced, that is, a contour loss is added to the content loss to control the similarity of the contour detail features of the generated image and the source image. In addition, a dual discriminator is designed to identify and enhance its corresponding modal features under the constraints of pixel intensity and contour variation and is supervised by a specific loss function to fully extract information from infrared and visible images. Simultaneously, in the discriminator, in order to improve the discriminator’s discriminative ability and promote the generator to produce better fusion images, a target-guided reward function module is utilized in the discriminator, which enables it to more accurately discriminate images from the generator. The entire network is an end-to-end model, which can not only overcome the shortcomings of the manual design of activity level measurement and fusion rules in traditional algorithms, but also solve the shortcomings of previous GAN-based fusion algorithms. A large number of experiments have proved that the proposed algorithm can achieve significant fusion results with visual effects, and because the trained model is directly utilized in the test stage, the real-time performance of the algorithm is also very high. The main contributions are as follows:

1. By introducing the contrast attention module and cascading the visible image with the network, not only the contrast information of the fused image is enhanced, but also the texture details of the fused image are effectively enhanced.
2. Based on the original loss function, the contour loss function is introduced to make the fusion image and the source images have more similar edge and contour details.
3. Two discriminators are employed to fully extract information from infrared and visible images. A target-guided reward function module is designed in the discriminator to improve the discriminator’s discriminative ability and thus the quality of the generator to generate fused images.
4. Comparative experiments and ablation experiments verify the good performance of the proposed algorithm from different perspectives.

The rest of this paper is organized as follows. Section 2 presents related work on image fusion, and Section 3 introduces the algorithm proposed in this paper. Section 4 is the experimental part, which validates the proposed algorithm on public data and compares it with other methods. The effectiveness of the key parts of the proposed algorithm is verified by ablation experiments. Conclusions are in Section 5.

II. RELATED WORKS

A. IMAGE FUSION BASED ON DEEP LEARNING

Deep learning is a research subfield of machine learning, with artificial neural network (ANN) as the main architecture of the model, aiming to make the model fit the end-to-end data mapping well in a data-driven manner. The deep learning fusion methods can not only mine the deep features of the image, but also have good model learning ability. In recent years, deep learning fusion methods have become a new research direction in the field of infrared and visible image fusion [19]. Compared with the traditional fusion algorithm, the deep learning network can optimize the error caused by the traditional algorithm from manually extracting features, constructing fusion rules and reconstruction, further to improve the performance of image fusion, and it is more robust.

Liu et al. [20] first used convolutional neural networks for learning and training to obtain feature maps, and then reconstructed feature maps and source images to obtain fused images. Li et al. decomposed the infrared and visible images separately to obtain the base layer and the detail layer [15]. They used a pre-trained VGG network [21] to extract the
detail layer features and proved that its computational efficiency is higher than the traditional methods. Different from the direct use of deep features by the above methods, for the deep features of infrared and visible images extracted by the pre-trained ResNet [22], Li et al. [23] used zero-phase component analysis (ZCA) and L1 regularization for post-processing, and the subjective and objective evaluations of the obtained fused images were better. In addition, Li et al. also proposed an autoencoder-based fusion method, named DenseFuse [24]. The similarity between images was used for training constraints during training, and two given fusion strategies of addition and L1-norm were utilized during testing, which can achieve adaptive fusion of infrared and visible images. Liu et al. applied CSR to image fusion [14] to perform image decomposition based on sparse coefficients obtained by CSR. Compared with other traditional methods based on sparse representation, this method preserved details more comprehensively, and had better robustness when multi-source image registration is poor.

The above methods either still require manual design of partial fusion rules, or a manual design of ground truth to train the network. On the one hand, there will be some errors in artificially designed fusion rules, which are usually designed with human subjective consciousness. On the other hand, there is no ground truth in image fusion, and the artificially constructed ground truth will limit the learning and training of the network. With the expansion of the application scope, the scene information represented by multimodal images becomes more and more complex and diverse. Ideally, image fusion is an end-to-end image generation task with multimodal images as the input and fused images as the output. Since 2019, researchers have proposed a data-driven end-to-end deep learning fusion method, which overcomes the complex and difficult design of fusion strategies in the previous methods, and significantly improves the computational efficiency and universality of image fusion.

Researchers in the field of deep learning continue to optimize the combination of deep networks. Goodfellow et al. proposed the Generative Adversarial Network (GAN) [25] architecture based on zero-sum game theory. GAN can generate new samples that conform to given constraints, which promotes the application of deep learning from data discrimination to data generation. In 2019, Ma et al. proposed the first image fusion method based on generative adversarial networks, named FusionGAN [16], which transformed the fusion task into an adversarial learning process for infrared and visible image information retention, opening up new ideas for deep learning fusion methods. Xu et al. proposed a conditional generative adversarial network-based fusion method (DDcGAN) [17] at the IJCAI 2019 conference, and designed two discriminators that constrain the information retention of infrared and visible images, respectively. Based on their research basis in the literature [26] and literature [16], Ma et al. proposed an end-to-end fusion method based on detail preservation [27]. The designed detail loss helped preserve visible texture information and can significantly improve the clarity of fused images. With the development of deep learning technology, starting from the modal characteristics of infrared and visible images and the target task of image fusion, the semantic information of images is mined and utilized to improve the fusion efficiency and quality in different scenarios, which is a new direction for deep learning fusion method research worthy of expansion.

B. GENERATIVE ADVERSARIAL NETWORKS

GAN is a probabilistic generative model, which makes the generated sample distribution obey the real data distribution through a game. The traditional GAN model consists of a generator $G$ and a discriminator $D$. In order for $G$ to learn the distribution $P_g$ of the real data $x$, a noise variable $P_z(z)$ is first defined. The $G$ is mapped to the data space $G(z, \theta_G)$; the $D(z, \theta_D)$ is a binary classification network, which is utilized to judge whether the data generated by the $G$ comes from the $P_g$. During the model training, $G$ tries to “deceive” $D$ by generating real samples as much as possible, and the discriminator tries to identify fake samples as much as possible, and the two play against each other. In other words, the generative adversarial network is a minimax optimization problem, and the optimal value is a saddle point at which the generator reaches the minimum value and the discriminator reaches the maximum value. The objective function $V(D, G)$ [25] of the traditional generative adversarial network is shown in Eq. (1):

$$\min_G \max_D V(D, G) = E_{x \sim P_{data}(x)} \left[ \log D(x) \right] + E_{z \sim P_z(z)} \left[ \log (1 - D(G(z))) \right]$$ (1)

where $P_{data}$ represents the distribution of real training data, $P_z(z)$ represents the input noise variable. $D(x)$ represents the probability that the discriminator distinguishes the sample from the real sample, $\log D(x)$ represents the cross entropy (CE) of $[1, 0]^2$ and $[D(x), 1 - D(x)]^2$, $\log (1 - D(G(z)))$ represents the cross entropy of $[1, 0]^2$ and $[D(G(z)), 1 - D(G(z))]^2$.

However, in the early stage of traditional GAN model training, the learning performance of the generator is very poor, and the generated data distribution is quite different from the real data distribution. So that the discriminator has a high degree of confidence in identifying the generated data, and it causes the problem that the gradient of the objective function in (1) back-propagated to the generator is very small, resulting in the problem of gradient disappearance. The Least Squares Generative Adversarial Nets (LSGAN) [28] introduced to this paper proposed a least squares loss function based on the traditional GAN model. The new decision boundary generated by the discriminator $D$ will penalize those who are far away from the decision boundary. The samples are generated to provide a larger gradient for the generator $G$ during the training process, which overcomes the problem that the gradient of the original GAN model disappears. The LSGAN objective function is shown
in Eq. (2) and Eq. (3):
\[
\min_D V_{\text{LSGAN}}(D) = E_{x \sim P_{\text{data}}(x)}[(D(x) - b)^2] + E_{z \sim P_z(\mathcal{Z})}[(D(G(z)) - a)^2] \quad (2)
\]
\[
\min_G V_{\text{LSGAN}}(G) = E_{z \sim P_z(\mathcal{Z})}[(D(G(z)) - c)^2] \quad (3)
\]
where \(a\) and \(b\) represent the labels of the generated samples and real samples, respectively, and \(c\) represents the boundary value that the discriminator identifies as the generated samples.

III. THE PROPOSED ALGORITHM

In a generative adversarial network model, the purpose of training is to let the generator fool the discriminator to achieve the final goal. Corresponding to image fusion, that is, the purpose of training is to make the generator generate a fusion image with good visual performance, rich information, and prominent contrast. Since infrared and visible images have different characteristics, infrared images are thermal radiation imaging, which has the contrast characteristics of the target; visible images rely on light reflection imaging, which has rich texture details. Therefore, in order to better combine the respective feature attributes of these two types of images and achieve good image fusion results, a generative adversarial network model based on contrast enhancement and detail preservation is designed. This section introduces the proposed model in detail, including the generator and discriminator structures in the network, and the loss function of the network.

A. NETWORK STRUCTURE

The key of the infrared and visible fusion algorithms is that they can effectively extract the features of the source images, and complete the reconstruction of the fused image through a reasonable fusion strategy, so as to improve the fused image expression ability. In this paper, an infrared and visible image fusion algorithm based on GAN is proposed, which transforms the fusion problem into a process of confrontation between source images and fused images. The network structure of the algorithm is shown in Figure 1, and the entire network consists of generators and discriminators.

In the training phase, the infrared and visible images are input into the generator as shown in Figure 1. The infrared image goes through the convolutional blocks and the contrast attention module. Simultaneously, the visible image goes through the convolutional blocks, and each convolutional block is cascaded with the visible image. The two parts are converged before the fourth convolution block, and then the fused image is obtained through the remaining convolution blocks. Then the fused image, infrared image, and visible image are fed into the discriminator for adversarial training. The visible image and the fusion image go through a designed discriminator, and the discriminator judges whether the details of the generated fusion image are rich enough and whether it is natural compared with the original visible image.

Similarly, the infrared image and the fused image also go through a discriminator, and the discriminator is used to judge whether the generated fused image has sufficient contrast and the structural information compared with the infrared image. Both discriminators output a compared value. The generator and discriminator in the training phase alternate until the desired effect is achieved.

In the testing phase, the discriminator is not utilized and only the generator is kept. The infrared image and the visible image are directly input into the trained generator to obtain fused images.

1) GENERATOR NETWORK STRUCTURE MODEL

The generator model \(G\) is an improved network based on VGG-16 [18], which is divided into visible path and infrared path. The basic structure of each path is the same, each path contains 3 convolutional blocks, each block has 2-3 convolutional layers and a max pooling layer at the end of each block. First, the infrared image and the visible image pass through the three convolutional blocks of their respective paths simultaneously. Then the two paths together feed into the fourth convolutional block. Finally, the fused image is output after the fifth convolution block. Before the two-way convergence, in order to better extract the contrast features of the infrared image, a contrast attention module is added after the third convolution block of the infrared path, which can better refine the feature mapping in the network. Inspired by SE-Net [29], the network structure of this module includes convolutional layers, activation layers and pooling layers. As shown in Figure 2.

Contrast attention generating features can be computed as:

\[
A = F \otimes S(\text{Conv}_{1 \times 1}((\text{ReLU} (\text{Conv}_{1 \times 1} (\text{Avg} (F)))))) \quad (4)
\]

where \(F\) is the output of the three convolutional blocks and the input of the contrast attention module. RELU is the Leaky RELU activation function, \(\text{Conv}_{1 \times 1}\) is the convolution operation with a \(1 \times 1 \times 64\) size, and the size of the convolution kernel is set to 3, and the stride is set to 1. \(S\) represent Sigmoid activation function. The contrast attention module finds out the contrast salient features in the infrared images by learning the context information of the samples, and enhances the network’s ability to express the contrast saliency regions. In order to obtain the contrast attention feature, the average value of the contrast feature map is obtained from the input \(F\) by using average pooling, and then the non-linear interaction of the average value of the contrast feature is learned with two convolutions and the Leaky RELU activation function, resulting in a contrast attention feature map. Finally, the Sigmoid activation function is used to map the contrast attention feature to the [0, 1] interval to obtain the output contrast attention descriptor.

In addition, in order to obtain more significant detailed texture features of the visible image, the visible image is cascaded with each convolutional block of the visible path to correlate to the deeper detailed features of the visible image.
2) DISCRIMINATOR NETWORK STRUCTURE MODEL

In order to make the feature information of both infrared and visible image reflected in the fusion image, two discriminators with the same network structure are used to judge the quality of the generated fusion image. As shown in Figure 1. $D_{\text{visible}}$ is designed to discriminate the similarity between the generated fusion image and the original visible image, and $D_{\text{infrared}}$ is designed to discriminate the similarity between the generated fusion image and the original infrared image. The two discriminators contain 4 convolutional blocks, a linear layer, and a reward function module. Among them, every convolutional block designs a convolutional layer, a switchable normalization (SN) layer and a Leaky RELU. The size of samples of each convolutional layer is designed to 32, 64, 128 and 256, respectively. The size of all convolutional kernels is set to 3, and the stride of all convolutional layer is set to 2. Especially, SN is adopted in the discriminator, which can not only improve the speed of network training, but also obtain well-normalized data.

The setting of the reward function can improve the discriminator’s discriminative ability, thereby improving the quality of the fused image. In this paper, a goal-guided reward function module is designed, and its specific expression...
is as follows.

\[ r = \begin{cases} 
0, & s_t < s_{t-1} \\
\theta(s_t - S), & s_t \geq s_{t-1}
\end{cases} \quad (5) \]

where \( r \) represents the reward function, \( \theta \in (0, \infty) \) is the reward coefficient, \( s_t \) is the output value obtained by the discriminator to determine whether the fused image is similar to the source image. The value is between 0 and 1, and the closer to 1 it is, the more similar the images are. When the value reaches 1, the two images are judged to be exactly the same by the machine. \( s_t \) and \( s_{t-1} \) are the network output values in the current state and the previous state, respectively. \( S \) is a constant, the value is greater than 1. It can be seen from the equation that the reward \( r \) is closely related to the state before and after the network update. Whenever the fusion result is more similar to the original image, it will receive a negative reward. Its essence is to improve the judgment ability of the discriminator to motivate the generator to generate better result. It can be seen that the reward function module designed can generate dynamic rewards in real time in combination with state update information, so that the discriminator has good control performance and can be optimized according to the continuously updated similarity results. Since the reward situation is related in real time to the task goal, it is called a goal-directed reward function.

**B. LOSS FUNCTION**

The loss function includes the loss function of the generator and the loss function of the discriminator. The loss function of the generator guides the generator to produce a good fused image, and the loss function of the discriminator is used to facilitate the ability of the discriminator to judge the fused image and the source images.

1) THE LOSS FUNCTION OF THE GENERATOR

Similar to the previous algorithm based on the generative adversarial model, the loss function \( L_{\text{Generator}} \) of the generator in this paper is also composed of the adversarial loss \( L_{\text{adv}}^{\text{Generator}} \) and the content loss \( L_{\text{con}}^{\text{Generator}} \), the difference is that the content loss includes the intensity loss \( L_{\text{Intensity}}^{\text{Generator}} \) and the contour loss \( L_{\text{Contour}}^{\text{Generator}} \) proposed in this paper. The expression of the loss function is as follows:

\[ L_{\text{Generator}} = L_{\text{adv}}^{\text{Generator}} + \lambda L_{\text{con}}^{\text{Generator}} \quad (6) \]

where \( \lambda \) is the weight coefficient, the purpose is to balance the two-part loss function, and this paper sets it to 100. \( L_{\text{Generator}} \) is the loss function of generator, \( L_{\text{adv}}^{\text{Generator}} \) is the adversarial loss, and \( L_{\text{con}}^{\text{Generator}} \) is the content loss. The adversarial loss can be expressed as:

\[ L_{\text{adv}}^{\text{Generator}} = \frac{1}{N} \sum_{n=1}^{N} (D(F_n) - t)^2 \quad (7) \]

where \( D(\cdot) \) represents the discriminator model function, \( F_n \) represents the fusion image, \( t \) is the threshold for the discriminator to judge that the input image is a fake image, \( n \) represents the \( n \)-th image input into the discriminator, and \( N \) represents the number of images input to the discriminator. The intensity loss is expressed as follows:

\[ L_{\text{Intensity}}^{\text{Generator}} = \|F_n - I_{ir}\|^2 \quad (8) \]

where \( F_n \) represents the fusion image, and \( I_{ir} \) represents the infrared image.

\( L_{\text{Contour}}^{\text{Generator}} \) is the contour loss function proposed in this paper. It uses the feature description operator to map the infrared image, visible image and fusion image from the pixel space to the shallow gradient space. By calculating the shallow contour feature distance between the fused image and the source images, the contour feature distribution of the infrared and visible images is learned, and the fusion image is realized. At the same time, the contour information of the infrared target and the detailed texture information of the visible image are preserved. In this paper, the Laplacian operator is used to extract the contour information of the source images, and the Manhattan distance is used to calculate the distance between the gradient of the fusion image and the gradient of the infrared and visible images. The edge loss function \( L_{\text{Contour}}^{\text{Generator}} \) is expressed as follows:

\[ L_{\text{Contour}}^{\text{Generator}} = \frac{1}{HW} \| \nabla F_n - \nabla I_{ir} - \nabla I_{vis} \|_1 \quad (9) \]

where \( H \) and \( W \) are the height and width of the input image, respectively, \( \nabla \) represents the Laplacian operator, and \( \|\cdot\|_1 \) represents the \( L_1 \) norm.

2) DISCRIMINATOR LOSS FUNCTION

Two separate discriminator loss functions work simultaneously for dual adversarial training, namely \( L_{\text{Discriminator}}^{\text{ir}} \) and \( L_{\text{Discriminator}}^{\text{vis}} \). \( L_{\text{Discriminator}}^{\text{ir}} \) is used to discriminate the difference between the generated fused image and the infrared image, and \( L_{\text{Discriminator}}^{\text{vis}} \) is used to discriminate the difference between the generated fused image and the visible image. Through these two loss functions, the discriminator parameters can be well updated, and a fusion image that can balance infrared features and visible features can be generated. The loss functions of the two discriminators are defined as follows:

\[ L_{\text{Discriminator}}^{\text{ir}} = \frac{1}{N} \sum_{n=1}^{N} (D(I_{ir}) - t_{ir})^2 + \frac{1}{N} \sum_{n=1}^{N} (D(F_n) - t_F)^2 \quad (10) \]

\[ L_{\text{Discriminator}}^{\text{vis}} = \frac{1}{N} \sum_{n=1}^{N} (D(I_{vis}) - t_{vis})^2 + \frac{1}{N} \sum_{n=1}^{N} (D(F_n) - t_F)^2 \quad (11) \]

where \( N \) is the total number of input images, \( D(I_{ir}) \) is the discrimination result of infrared images, \( D(I_{vis}) \) is the discrimination result of visible images, and \( D(F_n) \) is the discrimination result of the fused image. \( t_{ir}, t_{vis}, t_F \) represent the threshold of infrared image, visible image, and fusion image, respectively. In our paper, \( t_F \) is a constant number...
between [0, 0.3], and \( t_{ir} \) and \( t_{vis} \) are set as constant random numbers between [0.7, 1.2].

**IV. EXPERIMENTS**

In this section, first, the detailed experimental configuration is presented. Second, a competent visual evaluation and objective quantitative analysis of the proposed method and other commonly used methods are performed. Finally, additional ablation experiments are provided.

**A. EXPERIMENTAL SETTING**

During training, 40 pairs of images from the TNO [21] dataset and 20 pairs of images from the RoadScene [30] dataset were selected for training. Since only these image pairs cannot be used for good learning and training, we use a sliding step size of 14 for the source images, and split these images into images of size 128 x 128, which effectively expands the training dataset. In addition, the Adam optimizer is used to update the network parameters, the Batch size is set to 32, the epoch is set to 16, the learning rate is set to 0.0001, and the training step of the discriminator is set to 2. The experimental platform is adopted PyCharm and MATLAB 2018a on a PC with twelve Intel (R) Core (TM) i7-8700 CPU @ 3.2 GHz and NVIDIA GeForce RTX 2060.

During the testing process, TNO dataset, RoadScene dataset and other infrared and visible image datasets were selected for testing. And we select five classic methods such as FusionGAN [16], CNN [31], ResNet [23], GTF [26], GANMcC [32] to compare with the proposed method. In addition, the fusion performance is objectively evaluated by six indicators, including entropy (EN) [33], spatial frequency (SF) [34], correlation coefficient (CC) [35], mutual information (MI) [35], structural similarity (SSIM) [36], and \( Q_{ABF} \) [37]. These metrics are defined as follows:

Entropy can indicate the richness of the information of the image. The larger the entropy value of the fusion image is, the richer the feature information contains, and the better the fusion performance is. The formula for calculating EN is as follows:

\[
EN = -\sum_{n=1}^{R-1} p(n) \log_2 p(n)
\]

where \( R \) is the dynamic range of the analyzed image, and \( p(n) \) is the distribution probability of the \( n^{th} \) gray level.

Spatial frequency is a measure of the overall activity level of the image, which can reflect the ability of the fusion image to describe the contrast of details, expressed as row frequency and column frequency. The higher the spatial frequency value of the fused image is, the clearer the fused image is. The formula for calculating SF is as follows:

\[
SF = \sqrt{RF^2 + CF^2}
\]

where \( RF \) and \( CF \) are given by:

\[
RF = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=2}^{N} [F(m, n) - F(m, n - 1)]^2
\]

\[
CF = \frac{1}{M \times N} \sum_{i=2}^{M} \sum_{j=1}^{N} [F(m, n) - F(m, n - 1)]^2
\]

where \( F(m, n) \) is the pixel value of the fusion image \( F \) at position \((m, n)\), and \( M \times N \) represents the image size.

Correlation coefficient represents the correlation between the fusion image and the source images. The larger the value of the correlation coefficient is, the better the quality of the fusion image is. The formula for calculating CC is as follows:

\[
CC(s, f) = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} (s_{i, j} - \bar{s}) (f_{i, j} - \bar{f})}{\sqrt{\left(\sum_{i=1}^{M} \sum_{j=1}^{N} (s_{i, j} - \bar{s})^2 \right) \left(\sum_{i=1}^{M} \sum_{j=1}^{N} (f_{i, j} - \bar{f})^2 \right)}}
\]

where \( s \) and \( f \) are the source image and fusion images of size \( M \times N \), respectively. \( \bar{s} \) and \( \bar{f} \) are the mean values of the source image and fusion images, respectively.

Mutual information means that the fusion image retains the amount of information in the source image. The larger the mutual information value is, the better the image fusion performance is. The formula for calculating MI is as follows:

\[
MI_{IF}(i, f) = \sum_{i, f} P_{IF}(i, f) \log \frac{P_{IF}(i, f)}{P_I(i) P_F(f)}
\]

Structural similarity can express the similarity of the structural texture between the fusion images and the source images. It is used to measure the structural similarity between the source images and the fusion images. The larger the structural similarity value is, the better the quality of the fusion image is. The formula for calculating SSIM is as follows:

\[
SSIM = \frac{(2\mu_s \mu_f + C_1)(2\sigma_{sf} + C_2)}{(\mu_s^2 + \mu_f^2 + C_1)(\sigma_s^2 + \sigma_f^2 + C_2)}
\]

where \( s \) and \( f \) represent the source image and the fusion image, respectively, \( \mu_s \) and \( \mu_f \) are their average values, \( \sigma_s^2 \) and \( \sigma_f^2 \) are their variances, \( \sigma_{sf} \) are the covariances between them; \( C_1 \) and \( C_2 \) are variable used to stabilize the denominator.

\( Q_{ABF} \) can express the degree to which the salient information of the source images is contained in the fusion images through local analysis. The higher the value is, the better the quality of the fused image is. The formula for calculating \( Q_{ABF} \) is as follows:

\[
Q(a, b, f) = \frac{1}{|W|} \sum_{\omega \in W} (\lambda(\omega) Q_0(a, f | \omega) + (1 - \lambda(\omega)) Q_0(b, f | \omega))
\]

where \( W \) is the family of all windows and \( |W| \) is the cardinality of \( W \). \( \lambda(\omega) \) is a local weight, \( a \) and \( b \) are the pixels, \( Q_0(\cdot) \) is the local quality index.

**B. FUSION RESULTS AND EVALUATION**

Figure 3 and Figure 4 show the fusion results of the proposed algorithm and the other five comparison algorithms. Due to space limitations, this paper only shows the results of six pairs
FIGURE 3. Image fusion and comparison results. ((a1, b1, c1) are infrared images, (a2, b2, c2) are visible images, (a3-a8, b3-b8, c3-c8) are the fusion results acquired by different methods).
FIGURE 4. Image fusion and comparison results. ((a1, b1, c1) are infrared images, (a2, b2, c2) are visible images, (a3-a8, b3-b8, c3-c8) are the fusion results acquired by different methods).
of images. Areas that require focus have been marked with red boxes. And the detail area that needs attention is enlarged.

1) SUBJECTIVE EVALUATION
As can be seen from the enlarged detail area in the Figure 3 and Figure 4, the proposed algorithm can retain more detailed information, and there is less artificial information. In addition, its results have good contrast, which meets the needs of human vision. In comparison, the FusionGAN method has serious lack of details and is relatively blurred as a whole. As shown in Figure 3 (a3), the trees in the background can no longer see detailed features, and as shown in Figure 3 (c3), the contrast of some fused images is too high and the visual effect is poor. The fusion results obtained by the ResNet method have a low contrast of significant targets. Although the fusion results of GANMcC have obvious target contrast, they also have the phenomenon of loss of details. The fusion images obtained by the GTF method preserve the edge structure well, but the internal details are also blurred. The overall performance of the CNN method is better than the other four compared methods, but compared with the fusion results of the proposed algorithm, some areas are overexposed, resulting in poor visual effects, as shown in Figure 4 (b4). Therefore, the proposed algorithm can transfer the significant information from the source image into the fusion image, and can obtain the best visual performance in terms of contrast and detail texture, which means the proposed method performs well subjectively.

2) OBJECTIVE EVALUATION
Visual evaluation analysis is usually subjective, so it is also essential to use different indicators to evaluate the fusion results objectively. The results are shown in Figure 5. According to the data in the figure, it can be seen that the proposed method has outstanding performance in various indicators, especially the indicators EN, MI and SSIM always perform better. In all quantitative evaluations, there are only a few places that are not optimal, but this does not affect the advantages of our method.

In addition, in order to enhance the reliability of the experimental results, we select 20 pairs of image fusion results for quantitative experiments, and calculates the average value of each index in 20 pairs of images of different algorithms. The results are shown in Table 1. The data in the table also show that the proposed algorithm has significantly higher objective evaluation index values than other algorithms, which further proves the effectiveness of the proposed algorithm.

To sum up, for the fusion of infrared and visible images, the proposed algorithm has good performance both subjectively and objectively.

C. ABLATION EXPERIMENTS
1) ABLATION EXPERIMENT OF GENERATOR MODEL
In the generator model proposed in this paper, the contrast attention module and the visible image cascading part are added. The contrast attention module is designed to make the fused image have more contrast information of the infrared image. After the cascading of visible image, the fused image has obvious advantages in preserving the detail texture. Therefore, in order to verify the effectiveness of the proposed model, corresponding ablation experiments were carried out, including four cases, namely: (1) The experiment of removing the contrast attention module and the visible image cascading part at the same time; (2) The experiment of removing the contrast attention module and retaining only the part of the visible image cascading; (3) The experiment of removing the part of the visible image cascading and retaining only the contrast attention module; (4) Both are retained.

Figure 6 shows the results of the ablation experiment. It can be seen that in the first case, the contrast and detail retention of the fused image are not good, and even some areas have the phenomenon of missing details. In the second case, the retention of detailed texture information is improved compared to the first case, but the contrast information is still not obvious enough. The third case is much more contrasty than the first case, but the detail retention is still insufficient. The fourth case is the best performer in terms of visual performance, contrast, and detail retention.

In addition, we use six evaluation metrics including EN, SF, CC, MI, SSIM, and Q_{ABF} to conduct quantitative experiments on the fusion results in different situations, and the obtained results are shown in Table 2. As can be seen from Table 2, the results are consistent with Figure 6. The six index values of Case 1 are the lowest, indicating that the fusion result is the worst in this case. Some index values in Case 2 and Case 3 are improved compared to the values in Case 1, but still

### Table 1. Average quantitative evaluation results of the fused image.

| index | FusionGAN | CNN   | ResNet | GTF   | GANMcC | Proposed |
|-------|-----------|-------|--------|-------|--------|----------|
| EN    | 6.286     | 6.637 | 6.508  | 6.542 | 6.426  | 6.761    |
| SF    | 3.233     | 3.664 | 3.41   | 3.846 | 3.392  | 4.079    |
| CC    | 0.475     | 0.531 | 0.507  | 0.555 | 0.491  | 0.57     |
| MI    | 0.953     | 1.291 | 1.523  | 1.465 | 1.035  | 1.643    |
| SSIM  | 1.079     | 1.362 | 1.342  | 1.374 | 1.362  | 1.484    |
| Q_{ABF} | 0.372 | 0.387 | 0.344  | 0.424 | 0.432  | 0.478    |
not very good. The six index values of the fourth case are all the highest, which also shows that the improved part added in this paper is effective.

Therefore, it can be concluded that the design of the contrast attention module and the parts of the visible image cascade are complementary, and they work together to make the generator produce the expected fusion results.

2) ABLATION EXPERIMENT OF LOSS FUNCTION

In this work, two loss functions are adopted to update optimization network parameters, namely content loss, and adversarial loss. Content loss controls the extraction of information types, and adversarial loss controls the balance of information content. Specifically, in content loss, intensity loss and contour loss are included. The former controls infrared contrast information, and the latter controls texture detail information. Through the constraint on content loss, the source image can obtain complementary information, making the extracted information more detailed and comprehensive. Through the constraint on adversarial loss, complementary information can be fitted in the form of a game, making the extracted information more integrated and
balanced. To verify the effectiveness of the loss function, ablation experiments of the loss function are performed. Specifically, it is divided into five cases, namely: (1) The discriminator is removed, and only the content loss is used to guide the optimization of the generator. (2) The content loss is removed, and only the adversarial loss is kept. (3) The intensity loss is eliminated, and the network is trained only by the adversarial loss and the contour loss. (4) The contour loss is removed and the network is only trained with adversarial loss and intensity loss. (5) Both are retained.

Figure 7 shows the results of the ablation experiment. It can be seen that when there is only content loss, the fusion results are confusing. The reason for this is that although the fusion results have the characteristic information of infrared images and visible images, due to the lack of adversarial loss, the distribution of the two kinds of information is unbalanced, and the matching performance with the source image is poor. However, the feature information in the source images is still well extracted. When only the adversarial loss is retained, the texture details and contrast information of the fusion result are not rich enough, and the fusion image is blurry. The reason for this phenomenon is that the ability to extract feature information is poor due to the lack of content loss. The third and fourth cases correspond to lack of contrast detail and lack of texture detail, respectively. Finally, when both content loss and adversarial loss are included, the fusion results not only have obvious contrast and rich texture details, but also are well-balanced in the distribution of fused images, with good visual performance.

Similarly, we use six evaluation metrics including EN, SF, CC, MI, SSIM, and $Q_{ABF}$ to conduct quantitative experiments on the fusion results of different situations, and the obtained results are shown in Table 3. The results in Table 3 are also consistent with Figure 7. It can be seen from Table 3 that the six index values of Case 5 are all the best, while the quantitative performance of the other cases is reduced to varying degrees.

From the above analysis, it can be concluded that content loss and adversarial loss are complementary, and they work together to obtain well-performing fusion results.

### TABLE 2. Quantitative evaluation results of generator model ablation.

| index | Case 1 | Case 2 | Case 3 | Case 4 |
|-------|--------|--------|--------|--------|
| EN    | 6.433  | 6.678  | 6.879  | 7.129  |
| SF    | 4.012  | 4.567  | 4.952  | 5.201  |
| CC    | 0.436  | 0.577  | 0.543  | 0.69   |
| MI    | 0.768  | 1.434  | 1.438  | 1.952  |
| SSIM  | 0.876  | 0.987  | 1.011  | 1.389  |
| $Q_{ABF}$ | 0.423 | 0.501  | 0.493  | 0.582  |

### 3) ABLATION EXPERIMENT OF REWARD FUNCTION MODULE

In the discriminator, in order to improve the discriminator’s discriminative ability and thus promote the generator to produce better fused images, a target-guided reward function module is designed. This module can more accurately discriminate the images sent by the generator. Therefore, in order to verify the effectiveness of the proposed reward function module, corresponding ablation experiments are carried out, including two cases, namely: (1) The experiment of removing the reward function module. (2) The experiment of retaining the reward function module.

![FIGURE 6. Experiment results of generator model ablation.](image-url)
Case 1 is the situation where the reward function module is removed, and Case 2 is the situation where the reward function module is retained. From the experimental results of the two pairs of pictures, it can be seen that after adding the reward function module, the fusion results have achieved better visual effects, and the fusion of the detailed features and contrast salient information of the images is better than removing the reward function.

We still use six evaluation metrics including EN, SF, CC, MI, SSIM, and $Q_{ABF}$ to conduct quantitative experiments on the fusion results, and the obtained results are shown in Table 4. It can be seen from Table 4 that the quantitative index value of Case 2 is the best in the fusion results of the two pairs of images, which is also consistent with the analysis of Figure 8. To sum up, the setting of the reward function module is very necessary.

### D. COMPUTATIONAL EFFICIENCY

To test the computational efficiency of the proposed algorithm, the comparison algorithm and the proposed algorithm are placed in the same experimental environment, and then we separately calculate the average time it takes for them to complete the fusion of multiple pairs of images. Since the training time of each algorithm is too long, only the time used in the test experiment of each algorithm is calculated. Table 5 shows the average time for different algorithms to complete the fusion of 20 pairs of images.

From the results in Table 5, it can be seen that the proposed algorithm has relatively low computational efficiency.
TABLE 5. Average quantitative evaluation results of the fused image.

| Method  | FusionGAN | CNN | ResNet | GTF | GANMcC | Proposed |
|---------|-----------|-----|--------|-----|--------|-----------|
| Time/s  | 10.98     | 23.16 | 18.85  | 2.91 | 13.41  | 15.12     |
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