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Review #1

1. How much time do you estimate the authors will need to complete the suggested revisions:

Estimated time to Complete Revisions (Required)

(Decision Recommendation)

Between 1 and 3 months

2. Evidence, reproducibility and clarity:

Evidence, reproducibility and clarity (Required)

The work presents some interesting theories on the role of CRY in the clock. In general, these theories seem sound based on the data that the authors present. However, a direct link between proteotoxic stress and CRY is not validated, as the authors are not able to alleviate the proteotoxic stress and return the clock to a robust oscillation. In addition, as the authors discuss, these cells were drawn from a single mouse and only a single sample was analyzed at a given time point, giving little statistical power to the changes noted in the analysis. Overall, I believe it is important for the authors to make clear that their findings are highly correlated with their predictions but have not been able to demonstrate causation. As there could be many things that cause the proteotoxic stress associated with CRY KOs directly rather than indirectly, it is important to suggest that the CRY KO phenotype could also be an unintentional byproduct rather than an evolved function in the clock. And while I agree that this could support the authors hypothesis that there is another, underlying, clock beyond the TTFL, there are many other possibilities that explain these results, and this should be noted as well.

In summary, I found this work to be interesting and present some novel ideas about the roles of CRY in the TTFL. However, the authors could do more statistically to support their assertions and in some cases either need to specifically state that their findings are correlative and not causative or need to show more direct evidence to support their idea of causation. In addition to these general comments, I have some specific issues with the manuscript (see below).

**Major comments**

1) The authors state in their introduction that the 10-20% daily variation in protein levels would likely not elicit rhythms in protein function but then go on to argue a great increase in protein oscillations in the CRY KOs with a cutoff of 10% variation. If it is the case that oscillations in these levels don’t matter, then the fact that CRY suppresses a 10% variation in protein levels should have no bearing on physiological functions. I do not think that they mean to imply this, and they should revise the comment so that this statement is clearer in the context of the paper. This is also true in reference to Fig 1B. Either 20% abundance change matters, or it doesn’t.
2) It would be helpful to have the luciferase traces of the CKO cells, to support their assertion that CRY is contributing robustness to the TTFL in these cells.

3) From the text, it is not clear if biological replicates were run for the proteomics or if all samples were combined and run as one. This should be clear as it has implications as to the confidence in the changes that were seen between the WT and CKO cells.

4) If CRY is suppressing oscillations, it is possible that the rhythms in WT cells would decrease in amplitude over time and not be detected by eJTK. Metacycle or the PAICE suite are better at detecting these non-uniform oscillations and might give you a better idea of what is oscillating and what is not. The same is true for phase calls, neither RAIN nor eJTK is good at calling phase and is 2-4 hours off in most cases.

5) The authors state that "the TTFL-independent circadian rhythm seen in CKO cells drives oscillations of higher relative amplitude and acts preferentially towards more abundant proteins and phosphopeptides" While I do see a correlation between the increased abundance and the oscillations, I do not see evidence that there is a preferential and direct drive in the oscillation higher abundance proteins. This statement either needs to be supported with more direct evidence or needs to be changed.

6) While a P value might validate that these variations in protein abundance are "significantly different" in figure S2, a Cohen statistic will likely show that the change in variability is not meaningful. The authors should run a Cohen analysis to demonstrate that the small changes spread out over many proteins truly represent a meaningful difference.

7) The authors state that there is a decrease in 20S alpha subunits. However, the supplement shows that at 12 hrs the 20S subunits are the same in the WT and the KO but different at 36 hrs. Though the authors state that the lack of differences at 12 hrs are likely due to the medium change, it could also be an induction due to the stress response in cells or it might be that their 36hr tpt was not accurate. More time points are needed to validate that the increase in 20S in WT (or decrease in CRY KO) is valid. In addition, there could be oscillations in the 20S subunits. This data needs to have more timepoints assessed before the authors draw conclusions about the role of CRY in the 20S proteosome.

8) The authors relate proteotoxic stress in the CRY KO to the lack of robustness in the clock. To show this, they added proteotoxic stress elicitors to WT cells and noted that the clock was damped. While this data is correlated, relieving proteotoxic stress in a CRY KO strain and seeing a return to robust oscillations would be the only way to demonstrate that the buffering of proteotoxic stress was the key role of CRY in the clock.

**Minor Comments**

1) Much of the results reads like a discussion section and the discussion section repeats what is in the results. Consolidating and reorganizing these two sections will streamline
the paper and make the conclusions much more obvious.

2) line 140 should be figure s1b.

3) line 401 synthesise is synthesize

3. Significance:

Significance (Required)

The manuscript "CRYPTOCHROME suppresses the circadian proteome and promotes protein homeostasis" investigates the role that CRY plays in generating circadian rhythms, an important question as the essentiality of CRY in the clock for robustness has been established but the mechanistic role that CRY plays is much less clear. The authors find that a CRY KO leads to global changes in the proteome and phosphoproteomes. They also note that there is an increase in the number of oscillating proteins in the CRY KO, suggesting that CRY is a suppressor of oscillations. The authors also note that the changes in protein levels and oscillating proteins lead to the dysregulation of cellular stress responses. These results lead them to conclude that CRY KO phenotypes are less related to the dysfunction of the clock then they are to CRY specific-clock independent functions and that the main role of CRY in generating circadian robustness is in regulating proteotoxic stress. This work is of interest to most researchers who are interested in circadian rhythms. My expertise is in the fundamental regulation of circadian timing and output and nothing in this manuscript was beyond my expertise.

Review #2

1. How much time do you estimate the authors will need to complete the suggested revisions:

Estimated time to Complete Revisions (Required)

(Decision Recommendation)

Cannot tell / Not applicable

2. Evidence, reproducibility and clarity:

Evidence, reproducibility and clarity (Required)

Please find below the review, which I structured according to the guidelines given by Review Commons.
This review was compiled by David Gatfield, University of Lausanne.
**SECTION A - Evidence, reproducibility and clarity**

**Summary: Provide a short summary of the findings and key conclusions (including methodology and model system(s) where appropriate).**

The manuscript reports on how the circadian rhythmic proteomes and phosphoproteomes in mouse fibroblasts are affected by the knockout of the Cryptochrome genes (Cry1 and Cry2), encoding critical inhibitors of the transcriptional feedback loops that drive the molecular circadian oscillator in mammals. A large body of evidence from many labs has previously shown that mice lacking both Cry genes (CKO) are behaviourally arrhythmic - they are, in fact, one of the most frequently used genetic models for a clock-less animal. However, a very recent paper (Putker, [...], O’Neill, 2021, EMBO J 40(7):e106745) - from the same lab that is also submitting the current manuscript - has shown that under specific conditions (e.g. after entrainment through stronger environmental Zeitgeber) circadian rhythms are observable in CKO mice. In the previous paper, the authors put forward their idea that whereas circadian transcriptional feedback imparts robustness and functionality onto biological clocks, the core timekeeping mechanism is post-translational.

In the current manuscript, the authors continue along this line of research. They temperature-entrain CKO fibroblasts and control cells, release them into constant conditions, and sample them over 3 days (resolution 3 hours). In both cell lines, quantitative proteomics allowed the detection of thousands of individual proteins and phosphopeptides. The abundance of most proteins (82% of all detectable) and phosphopeptides (68%) was significantly different between the two cell lines when averaging over all timepoints of the series. Moreover, when applying rhythmicity detection algorithms to the time series, almost 3-fold more rhythmically accumulating proteins were found in the CKO than in the WT cells, with only few rhythmic proteins in common. Of note, for the main rhythmicity analyses, relatively lenient rhythmicity criteria were applied (relative amplitude threshold of 10%; main detection algorithm RAIN; however, also the more stringent JTK method resulted in similar results). The ensemble of these findings - all in Figure 1 - are unexpected and intriguing given that normally less rhythmicity, rather than more rhythmicity, would be expected in cells in which the Cry1/2 genes are inactivated. Further analyses of the proteomics data, shown in Figure 2, explore more detailed rhythmic properties of the oscillating proteins. Proteins rhythmic in both cell lines have a moderately higher amplitude and are on average more abundant in CKO than in WT. Moreover, depending on which subsets of rhythmic events were analysed and compared (i.e. proteins, phosphoproteins, common, or exclusive to one of the two genotypes), phase distributions of the oscillating events were differentially affected. The intermediary conclusion that the authors make is that the role of CRY proteins is to suppress rhythmic events (proteins/phosphoproteins), which now, in the CKO cells, are unmasked and detectable.

In the rest of the manuscript the authors put together different ideas for the underlying mechanism(s) and show data that is globally consistent with these ideas. First, they hypothesise that in order to accumulate higher average (rhythmic) protein levels, proteasomal activity may be reduced and translation rate increased. Figure 3 shows data that indeed points in this direction, especially for the lower proteasomal activity. Another difference between CKO and WT cells, shown in Figure 4, concerns the overall
cytosolic protein content and - possibly coupled to this - the regulation of osmotic homeostasis, both of which show genotype-dependent differences in their daily patterns. These findings are consistent with the idea that in the absence of CRY proteins some sort of "proteomic imbalance" occurs - a state that may be reflected in higher sensitivity to proteotoxic stress; indeed, different assays shown in Figure 5 indicate that CKO cells have higher basic and inducible (by tunicamycin) levels of eIF2alpha phosphorylation (marker of integrated stress response), and CKO mice are sensitive to cellular stress induction as well (phospho-STAT3 levels after proteasome inhibitor treatment). Finally, in Figure 6, the authors induce proteotoxic stress conditions similar to what CKO cells experience under basic levels, now in WT cells. The observation is that under conditions of chronic stress (using 3 different inducers), rhythmicity of the circadian clock is reduced/abolished in WT cells, as judged from circadian reporter rhythms (transcriptionally driven PER2::LUC reporter). Overall, the authors conclude that CRY proteins have an important role in buffering overall protein biosynthesis against (circadian) fluctuations.

**Major comments:**

- Are the key conclusions convincing?

(1) Concerning the initial findings of more abundant rhythmicity in the CKO vs. WT cells (i.e. Figures 1-2), the conclusions are convincing within the limits of the applied experimental design. Thus, I am concerned that the data originate (if I understand this correctly) from a single cellular CKO and WT preparation (or pool of cells) that has been in culture for up to 30 passages. It is difficult to assess whether lower or higher detectable rhythmicity is a (to be a bit provocative: arbitrary?) feature of the different cellular preparations, or truly of the different genotypes. Many labs have experienced that in different cellular preparations, even when they are isogenic, there can be quite substantial differences in cellular morphology, gene expression, and many other parameters, including rhythmicity dynamics. Ideally, the experiment should therefore have included several biological replicates (i.e. independent cell preparations) or even a rescue experiment: re-expressing CRYs in the CKO line. Otherwise, I do not see how the authors can make a strong argument for a genotype-specific effect.

Independently of this issue, instead of the interpretation that CRYs suppress rhythmicity that becomes unmasked in CKO cells, I am wondering whether the authors have also considered an alternative model according to which the difference in rhythmicity detectable under free-run actually lies in differential sensitivity to the temperature-entrainment protocol in CKO vs WT cells? Maybe CKO and WT cells do not differ in their rhythmic proteomes per se, but only in the efficiency with which one can synchronise the cells, which will then be reflected in the protein rhythms during free-run?

(2) The other findings (Figures 3-6) are overall convincing, but again with the caveat of using single CKO and WT preparations for many conclusions. However, this risk is hedged somewhat better here, through additional experiments (e.g. in mice). Still, I would like to point out that while the findings in Figures 3-6 are generally consistent with the proposed model, there are overall relatively few experiments that actually attempt to challenge it. Much of the data thus remains suggestive and
circumstantial.

I also do not agree with the statement (page 10) that it is not necessary to interrogate the transcriptome in the CKO cells because this has been done previously. It would be important to know which of the rhythmicity changes (or, as a matter of fact, gene expression changes at large) show parallel transcriptomal effects as well, and which ones are truly translationally/post-translationally driven. I do not believe that the reference to historical controls is valid in this case - for an integrative view of the sources of changes in protein levels, it would be essential to know how the mRNA levels change within the same samples.

- Should the authors qualify some of their claims as preliminary or speculative, or remove them altogether?

I would say that overall probably a number of claims could require considerable toning down - when reading the results part, several times I thought this would be better for discussion.
I am not listing these points here in detail; further down in this review, I give a short compilation of some things I noticed while reading the manuscript.

- Would additional experiments be essential to support the claims of the paper? Request additional experiments only where necessary for the paper as it is, and do not ask authors to open new lines of experimentation.

The lack of true biological replicates (or rescue experiments) in the mass-spec data is problematic in my view.
I am not sure whether there is a less laborious (time & cost) way around doing such an experiment, but I am reluctant to accept that one can make quite substantial novel claims on CRY proteins based on a single cell preparation/cell line.

- Are the suggested experiments realistic in terms of time and resources? It would help if you could add an estimated cost and time investment for substantial experiments.

This is something I cannot judge.
But quality of the data and validity of the interpretation is for me the only thing that is relevant here.

- Are the data and the methods presented in such a way that they can be reproduced?

Yes, I think this is overall well described.

- Are the experiments adequately replicated and statistical analysis adequate?

See above. This is where I see the main issue with the study in its present form!

**Minor comments:**
- Specific experimental issues that are easily addressable.

I have a list of individual comments just below.
- Are prior studies referenced appropriately?
Yes.

- Are the text and figures clear and accurate?
Overall yes.

- Do you have suggestions that would help the authors improve the presentation of their data and conclusions?

In the following I list a couple of points that the authors may find helpful and that are generally easy to correct:

- Page 4, line 74: "Similarly, circadian oscillations persist in cells and tissue slices lacking BMAL1 (37,38)" Given the problematic situation surrounding the paper Ref. 37 (Ray et al., 2020), the authors are probably better advised to not use it as an argument to support their story.

- Page 6, line 109-110: "In our cellular time course, as expected, Cry1 was selectively detected in WT, but not in CKO cells, and [...] (Figure S1B).". It would be good to show all core clock protein data (where detectable) in WT vs CKO, as supplemental material.

- Figure S1D-G: In the heatmaps (S1D-E), a black line indicates the loss of a specific timepoint from the time series (explained in figure legend). However, individual protein plots in S1F-G appear to show all timepoints. How is this possible?

- Page 7, line 129: "In this way we found that more abundant proteins were more likely to be rhythmic than less abundant proteins, but crucially, [...]". Can this simply by an effect of signal/noise, variation, statistical power, etc.?

- Page 7, line 140: Reference to (Figure S1A) should be corrected to (Figure S1B).

- Page 8, line 158: "Secondly, in WT cells, CRY regulates the phase of rhythmicity for a subpopulation of proteins and phosphopeptides whose abundance peaks around the same phase as CRY1 and in antiphase with the majority of the rhythmic (phosphor)proteome." I am not sure this claim can be made here from the presented data, because the phase difference of the commonly rhythmic proteins is not shown?

Page 9 (line 186) - page 10 (line 209): all this is very speculative and hypothetical - rather something for discussion than for results section?

Page 10, lines 212-217. As already mentioned above, the fact that other publications have studied CKO transcriptional changes in other biological samples, paradigms etc., does not mean that the authors can ignore them in this study with, after all, other cells, other entrainment paradigms, etc.!
The authors are taking a shortcut that I find difficult to accept - transcriptomal changes should be taken into account in order to be sure what effects are really occurring at the
protein level! Difficult to look at the protein in isolation.

Page 13, line 286: "This may be reconciled by our observation that density regulated protein (DENR) and eIF2A. additional alternative subunits of the translation initiation complex. Were significantly upregulated in CKO cells compared with WT (Figure S6B-C).". The increase in DENR is so minimal, it is hard to imagine that this can explain anything. Honestly, I do not see the sense in this statement, it's unnecessary distraction and not hard data. In general, there are too many such suggestive claims in the results section that are then not followed up on. BTW, DENR likely has very little, if any, role in canonical translation (but rather in re-initiation).

Figure 3C vs. 3B: The quantification of the Western blot does not appear to reflect the experiment itself. On the membrane (3B), it does not look like a reduction down to <25 % that is show in the quantification (3C); also the (supposedly more quantitative) mass-spec data suggests that the effect size is smaller. Did something go wrong in the quantification?

Figure 3D: The signal in this assay depends on cell number or "total cytoplasmic content per well." In the Methods section, I saw that 20'000 cells were seeded per well. Question: at the time of experiment, were cell numbers equivalent (e.g. are proliferation rates - from seeding to measurement - of CKO vs. WT the same?), and are the cells actually of comparable size (i.e. do 20'000 CKO cells have about the same cytoplasmic equivalent as 20'000 WT cells)? The assay could be, for example, normalised to total protein content.

Figure 3E: The significance is indicated with (**), but the same graph in Figure S4C only carries one star for significance (*).

Figure 3: How do low proteasome activity (=more stable proteins) and stronger protein amplitudes fit together? This is something I did not fully understand.

Figure 5A: Are p-eIF2alpha peptides detected in the original mass spec data? If yes, can the quantification be added to this Figure?

Figure 5C: the WT animals are rhythmic, but the CKOs are not. Is this a concern (confounding factor) in this experiment?

3. Significance:

Significance (Required)

**SECTION B - Significance**

- Describe the nature and significance of the advance (e.g. conceptual, technical, clinical) for the field.

The nature and significance of the advance would be "conceptual", representing a new way of how we may think about the role of CRY proteins for gene expression - inside
and outside of the clock!

- Place the work in the context of the existing literature (provide references, where appropriate).

From the original view - held until a few years ago - that CRY proteins are exclusively active as components of the core clock negative limb, broader functions have been documented over the last years. In particular, work by the Lamia lab and by others has shown a role as a modulator of nuclear receptor-mediated transcription - giving CRYs also a role in output pathways. In this context, further investigations into other/additional roles of CRYs are important and welcome.

- State what audience might be interested in and influenced by the reported findings.

I think that (for sure in the current state in which the authors do not provide a molecular explanation of how CRYs supposedly regulate the various proposed processes - from proteasome regulation, to translation etc.) this work would be mainly interesting for the broader circadian clock community.

- Define your field of expertise with a few keywords to help the authors contextualize your point of view. Indicate if there are any parts of the paper that you do not have sufficient expertise to evaluate.

My expertise: Circadian clocks, RNA biology/translation, gene expression more broadly.
We thank both reviewers for their most constructive comments. Below we respond to each of their comments in detail. We have also now included additional experimental evidence, in cells and mice, to address their comments and hope that they will both find the manuscript to be much improved.

We note that both reviewers were concerned by a single point on which we were quite clear in our original submission: that a single well-characterised cell line was used to test the hypothesis that CRY is essential for circadian regulation of the mammalian cellular proteome. Our data are evidently sufficient to refute this hypothesis – it cannot be true if a single exception is observed. We agree that the increased number and amplitude of rhythmic proteins detected in CKO vs WT cells would not be sufficient to support our secondary finding that CRY functions to suppress circadian protein rhythms – if considered in isolation. For this reason, we interrogated in vivo data from multiple biological replicates that were collected and previously published by an independent lab (Fig S2C). We hope the reviewers agree that independent physiological validation in vivo should automatically render additional cellular experiments to be redundant, since the cell is a simplified model for the mouse.

Therefore, whilst we are not at all resistant to doing further proteomics experiments, we do not see how their results could have any bearing on the current manuscript. We have already established that the expression of circadian rhythms in CKO cells is more variable than in WT cells (Putker et al., 2021); thus, were we to repeat the entire cellular proteomics experiment with an independent cell line and observed a smaller effect size, it would not change that fact that CRY is not essential for circadian regulation of the proteome in mammalian cells because this was already observed in the first set of experiments (Fig 1, 2, 4D). Moreover, it would not change the observation that CRY effectively functions to suppress temporal variation in protein abundance, since we have already validated this prediction in mouse tissue, i.e., no cellular data can render the mouse tissue result to be any less true.

Whilst outside the scope of our original study, we do agree that it might be interesting to assess the extent of within-genotype variation, comparing independently generated WT and CRY lines. However, we would like to emphasise that this cannot change the observations we have already made, nor their interpretation, for the reasons outlined above. We would therefore appreciate some guidance here. Multiplexed isobaric tag mass spectrometry has advanced since our first experiment and can now accommodate 16 samples in a single mass spectrometry run. We would therefore propose to compare 4 independent cell lines (2 male, 2 female) from each genotype, at two circadian timepoints (36 and 48h). Based on our previous findings, we would expect more variation in protein abundance between CKO lines, and more variation between timepoints within each CKO line, compared with wild type controls. We have hesitated to begin this experiment, as we are not confident that this is what the reviewers are looking for, and because it is unlikely to provide more insight than already furnished by the mouse liver analysis.

Reviewer #1 (Evidence, reproducibility and clarity (Required)):

The work presents some interesting theories on the role of CRY in the clock. In general, these theories seem sound based on the data that the authors present. However, a direct link between proteotoxic stress and CRY is not validated, as the authors are not able to alleviate the proteotoxic stress and return the clock to a robust oscillation.

We thank the reviewer for their comments. Unfortunately, there has been a misunderstanding that we claim a direct link between CRY knock-out and proteotoxic stress. We do not claim this, nor is it addressed by our experiments, and we apologise if this was insufficiently clear. A vast literature already connects proteome imbalance with sensitivity to proteotoxic stress, and is taken as
foundational knowledge for our investigation (Hipp et al., 2019; Harper & Bennett, 2016). CRY-deficient mice and cells differ from wild type controls in many ways, presumably because CRY proteins directly regulate several different biological functions (Huber et al., 2016; Correia et al., 2019; Koike et al., 2012; Lamia et al., 2011) and indirectly regulate many more (Krieba et al., 2017; Koike et al., 2012). We found that overall proteome composition (82% detected proteins) of CRY-deficient cells was significantly different compared with wild type i.e. the proteome is imbalanced with respect to wild type controls, and CRY-deficient cells and tissues are more sensitive to proteotoxic stress. We do not propose any specific mechanism since proteotoxic stress is known to be multifactorial and can occur through many different mechanisms (Anckar & Sistonen, 2011; Hetz & Saxena, 2017; Sasaki & Hiderou, 2015; Zhao et al., 2002; Pakos-Zebrucka et al., 2016).

Rather, we observe that proteome imbalance and increased propensity towards proteotoxic stress is associated with CRY-deficiency and propose that proteotoxic stress underlies and contributes to other CRY-deficient phenotypes that have hitherto been attributed solely to the absence of CRY-mediated cycling clock gene regulation (Bur et al., 2009; Masuki et al., 2005; Barclay et al., 2013; Takasu et al., 2015). We have revised Figure 6G and Figure S7B along with accompanying figure legends to emphasise the indirect nature of the association between CRY deficiency and proteome imbalance, and altered the abstract and discussion as follows:

Line 22: “Proteome imbalance and increased temporal variation of protein abundance in CRY-deficient cells and tissue was linked with increased proteotoxic stress, which impairs circadian robustness, and may contribute to the wide-ranging phenotypes of CRY-deficient mice.”

Line 358: “Our observations in vitro and in vivo are more consistent with a model whereby CRY functions indirectly to prevent proteome imbalance by suppressing temporal variation in protein abundance.”

We agree with the reviewer’s prediction that reduction of proteotoxic stress should increase the robustness of PER2::LUC rhythms in CRY-deficient cells. Importantly, however, we would not expect a complete rescue of circadian robustness since these cells would still lack any underlying transcriptional cycles that are proposed to amplify and confer hysteresis upon daily rhythms in PERIOD protein activity (Putker et al., 2021; Wong & O’Neill, 2018). To test the reviewer’s prediction, we treated cells with a low (sub-saturating) concentration of cycloheximide in order to reduce the overall rate of protein synthesis, and thereby reduce the increased burden placed on the protein quality control machinery in CKO cells (Kim & Strange, 2013; Peng et al., 2015; Parzych et al., 2015). Consistent with prediction, we observed that CKO PER2::LUC rhythms became more robust (rhythms persisted for more cycles) under mild inhibition of protein synthesis, but importantly did not rescue them to wild type level. These data are now presented in revised Figure 6, with the following changes to the manuscript text:

Line 325: “Conversely, the relief of proteotoxic stress, by partial inhibition of protein synthesis with sub-saturating cycloheximide (CHX) (Kim & Strange, 2013; Peng et al., 2015; Parzych et al., 2015), was sufficient to partially rescue PER2::LUC rhythms in CKO cells (Figure 6G, H). Critically, the relative amplitude of CHX-rescued PER2::LUC rhythms was much lower than wild type PER2::LUC rhythms, commensurate with the established contribution of CRY proteins in the daily repression of Period gene expression, which is absent from CKO cells. This is consistent with our hypothesis (Putker et al., 2021) that CRY-mediated transcriptional feedback amplifies a post-translational circadian timing mechanism regulating PER protein stability/activity, that is rendered less robust and frequently masked by proteotoxic stress associated with CRY-deficiency.”

In addition, as the authors discuss, these cells were drawn from a single mouse and only a single sample was analyzed at a given time point, giving little statical power to the changes noted in the analysis.
In our previous work we demonstrated the variable expression of CRY-independent circadian PER2::LUC rhythms in multiple independent lines (Putker et al., 2021). In this investigation we specifically addressed the function of CRY in the temporal regulation of a cellular proteome. Sampling with high temporal resolution over several independent circadian cycles provides greater statistical power to detect cycling abundance over time than sampling with many technical replicates and lower resolution (Hughes et al., 2017). Compared with the temporal regulation of a cellular proteome, the use of cells from multiple mice would provide insight into biological variation within each genetic background. This was not a focus of our investigation, but in light of other reviewer comments (described and discussed above), we agree that some exploration of the biological variation within each genotype would have been helpful if we had not also validated key findings in mouse tissue in vivo. As discussed on page 1, the outcome of further cellular mass spectrometry experiments cannot affect the two main findings: that CRY is not essential for circadian proteome regulation (demonstrated in Fig 1, 2, 4) or that CRY suppresses temporal proteome variation (validated in mouse tissue, Fig S2C).

Overall, I believe it is important for the authors to make clear that their findings are highly correlated with their predictions but have not been able to demonstrate causation. As there could be many things that cause the proteotoxic stress associated with CRY KOs directly rather than indirectly, it is important to suggest that the CRY KO phenotype could also be an unintentional byproduct rather than an evolved function in the clock. And while I agree that this could support the authors hypothesis that there is another, underlying, clock beyond the TTFL, there are many other possibilities that explain these results, and this should be noted as well.

In summary, I found this work to be interesting and present some novel ideas about the roles of CRY in the TTFL. However, the authors could do more statistically to support their assertions and in some cases either need to specifically state that their findings are correlative and not causative or need to show more direct evidence to support their idea of causation. In addition to these general comments, I have some specific issues with the manuscript (see below).

We thank the reviewer for these comments, we address specific statistics comments below.

Regarding correlation vs causation, we absolutely agree that current understanding of the circadian function of CRY is largely correlational. To reiterate, although plausible and widely assumed, there is no direct evidence that a TTFL involving the Cry genes/proteins directly generates clock-controlled protein abundance rhythms in mammalian cells – even PER2 protein (not mRNA) rhythms persist in CRY-deficient cells, indicating a signal amplification not generation function for CRY (Putker et al., 2021). Moreover, several other experimental observations from independent labs are not consistent with CRY oscillations fulfilling the function attributed to them in the canonical TTFL model. For example, constitutive expression of CRY does not abolish E-box mediated circadian transcriptional rhythms (Fan et al., 2007; Nangle et al., 2014); and there is greater temporal protein variation in CRY KO mouse liver than in WT (Fig S2C from Mauvoisin et al. (Mauvoisin et al., 2014)). It is not disputed that CRY proteins normally facilitate rhythmic repression of transcription at many genomic loci, nor that CRY proteins must be present within some permissive range for transcriptional rhythms to be observed. On the other hand, whilst a modulatory role has been clearly established, there is simply no direct evidence that CRY-dependent transcriptional cycles are the essential mechanism that actually generates clock-controlled protein rhythms in mammalian cells.
Thus, in this investigation, we specifically and directly test a clear prediction from the prevailing hypothesis, that CRY proteins are essential for circadian regulation of mammalian cellular proteomes (Kume et al., 1999; Sato et al., 2006; Ye et al., 2014). Our findings are incompatible with that hypothesis and so we propose a refinement to it. We do not claim causality, rather we refute a previous claim of causality - the observation of increased circadian protein abundance rhythms in a single CRY-deficient mammalian cell line, validated in mouse liver, is sufficient to refute the hypothesis that CRY is essential for the generation of circadian protein rhythms in mammalian cells. We do not claim that the refinement we propose (Fig S7) is “true”, merely that it agrees substantially better with empirical observation than the prevailing paradigm, and makes testable predictions, several of which we validate experimentally. We have revised the text to communicate this point and associated caveats more clearly, as follows:

Line 352: “In this study we found that circadian regulation of the cellular proteome persists in CRY1−/−; CRY2−/− (CKO) mouse fibroblasts under constant conditions. This is consistent with previous studies showing circadian oscillations in cellular reporter activity and whole-organism behaviours in this genetic background (Putker et al., 2021; Maywood et al., 2011; Ono et al., 2013a, 2013b), and is incompatible with the prevailing hypothesis that daily cycles of CRY-mediated transcriptional repression are the essential mechanism that generates circadian regulation of cellular function and organismal physiology (Sato et al., 2006; Kume et al., 1999; Ye et al., 2014). Our observations in vitro and in vivo are more consistent with a model whereby CRY functions indirectly to prevent proteome imbalance by suppressing temporal variation in protein abundance. Validating predictions from this model by several approaches, we found that CRY deficiency was linked with proteotoxic stress, which renders circadian rhythms less robust in cells and in mice. There is no reason to doubt that CRY proteins normally regulate circadian transcription, rather our data suggest that the function of CRY-mediated circadian transcriptional regulation requires urgent reappraisal. In light of our findings, we propose a refinement to current models for the generation and utility of circadian rhythms in mammalian cells (Figure S7). We anticipate that experimental comparison of this refinement with predictions from the canonical TTFL model will help to distinguish the circadian functions of CRY proteins from other possible interpretations.”

**Major comments**

1) The authors state in their introduction that the 10-20% daily variation in protein levels would likely not elicit rhythms in protein function but then go on to argue a great increase in protein oscillations in the CRY KOs with a cutoff of 10% variation. If it is the case that oscillations in these levels don't matter, then the fact that CRY suppresses a 10% variation in protein levels should have no bearing on physiological functions. I do not think that they mean to imply this, and they should revise the comment so that this statement is clearer in the context of the paper. This is also true in reference to Fig 1B. Either 20% abundance change matters, or it doesn’t.

We believe the reviewer may have misunderstood our meaning. For most proteins, a 10-20% variation in their overall abundance would not be expected to elicit any change in protein activity simply because the abundance of most enzymes is not rate-limiting for enzyme activity under physiological conditions (Aragón & Sols, 1991; Bulik et al., 2016; Rocca et al., 2015; Nadaraia et al., 2007). We do not claim that the daily rhythms in protein abundance in cells or in vivo have any physiological relevance; rather this has been claimed or implied by others (Cox & Takahashi, 2019; Zhang et al., 2014a; Lowrey & Takahashi, 2011; Jang et al., 2015; Cederroth et al., 2019; Reddy et al., 2006; Dunlap, 1999; Lück & Westermark, 2016; Neufeld-Cohen et al., 2016). In our analysis of changes in protein abundance, we employed a 10% relative amplitude threshold as a conservative, evidence-based estimate for cell-intrinsic noise of protein expression i.e. a daily abundance rhythms of <10% relative amplitude cannot have biological relevance, since this much variation is observed
between otherwise identical cells in the same culture at the same time (Elowitz et al., 2002; Raser & O’Shea, 2004; Volfson et al., 2006; Sigal et al., 2006; Pedraza & Van Oudenaarden, 2005). This does not mean that protein rhythms >10% can be assumed to have biological relevance, and nor do we do address whether rhythms of any specific protein have any biological importance.

To be clear, the current paradigm for circadian regulation of mammalian cellular physiology assumes that circadian regulation of biological processes is achieved through clock-controlled gene expression resulting in circadian rhythms in the abundance of clock-controlled proteins that leads to a rhythm in the activity of those proteins. Again, there is little direct evidence to support the assumption that physiological protein abundance rhythms result in protein activity rhythms, nor is it really consistent with contemporary understanding of protein homeostasis given the large proportion of cellular energy budgets that are employed to maintain constant protein levels in other contexts (Franks et al., 2017; Hipp et al., 2019; Wolff et al., 2014; Harper & Bennett, 2016; Wang et al., 2019; Liu et al., 2016a). The alternative hypothesis therefore merits some consideration: that, as in yeast metabolic oscillations, cellular circadian rhythms promote protein homeostasis by temporal consolidation of proteome renewal, whilst minimising energetically costly changes in the abundance of most proteins (O’Neill et al., 2020). Again, we do not claim that this “true”, merely that it is more consistent with empirical observation than the hypothesis that daily protein rhythms drive daily rhythms in cell function.

To prevent any misunderstanding of this point, we have revised the text as follows:

Line 452: “The extent of daily variation for most ‘clock-controlled proteins’ is rather low however (relative amplitude <20%, Figure 1D, Figure S2C), and there is little reason to think that such modest changes in protein abundance would impact on protein function in most cases (Aragón & Sols, 1991; Bulik et al., 2016; Rocca et al., 2015; Nadaraia et al., 2007).”

2) It would be helpful to have the luciferase traces of the CKO cells, to support their assertion that CRY is contributing robustness to the TTFL in these cells.

This is not an assertion but the focus of our previous paper, which employed many different independent biological replicates and contexts (Putker et al., 2021). As the reviewer will be aware, the prevailing paradigm posits that circadian rhythms in mammalian cells are ultimately generated by an auto-regulatory delayed transcripational feedback loop in which CRY genes/proteins are essential components. In CRY-deficient cells, we found no evidence for continued TTFL function (consistent with predictions of the TTFL model), but found that PER2::LUC rhythms remained observable (not consistent with predictions of the TTFL model), but with less robustness than wild type controls. Thus CRY confers robustness, not timekeeping, to cellular circadian rhythms (Putker et al., 2021).

The parallel CKO PER2::LUC recording from the cells used for proteomics analysis is now included in revised Supplementary Figure 1, as requested, but please note that any single set of recordings would not constitute evidence for or against the robustness of an oscillation. These data simply reflect the level of PER2::LUC reporter activity that was measured over the time window during which sample collection for mass spectrometry occurred.

3) From the text, it is not clear if biological replicates were run for the proteomics or if all samples were combined and run as one. This should be clear as it has implications as to the confidence in the changes that were seen between the WT and CKO cells.

As described in the methods section, for the proteomics an equal mixture of 3 technical replicates from a single biological replicate were sampled at each time point over full 3 circadian cycles, for
each genotype. Pooled samples were created by mixing a fixed amount of each sample (including all time points and both genotypes). Samples were then labelled with different tandem mass tags for multiplexed analysis. This was done in sets of 10, representing one cycle and genotype per mass spectrometry run (8 samples) together with 2 pooled samples. Protein abundance was standardised against the pooled samples during the data analysis. This is known as “internal reference scaling”, a standard method for eliminating batch effects in quantitative proteomics experiments (Plubell et al, 2017).

We have revised Figure 1A to communicate this more clearly as well as the accompanying section in the methods as follows:

Line 617: “A timecourse was carried out as described above, with three technical replicates per genotype (i.e. 3 wells in a 6-well plate) at each timepoint. At each timepoint cells were washed twice in ice cold PBS and then lysed at room temperature in 100 μL lysis buffer (8 M urea, 20 mM Tris, pH 8) for 20 minutes. The lysis buffer was prepared the day before sampling began, and frozen in 1 mL aliquots. At each timepoint, one aliquot was defrosted at room temperature (23°C) whilst shaking at 700 rpm for 5 minutes. After lysis, the cells were scraped and technical replicates were combined, thus creating 1 sample per genotype at each time point. These samples were flash frozen immediately after collection in liquid nitrogen and stored at -80°C. After the time course was completed, all the samples were simultaneously defrosted and sonicated for 2 minutes. The protein concentration was then measured using a BCA assay (Pierce). 12 pooled samples were created by combining a portion of each experimental sample such that each sample/pool contained an equal mass of protein. All samples were then flash frozen in liquid nitrogen and stored at -80°C.”

Finally, we stress that these cellular experiments were not designed to address biological variation within each genotype, they test for differences in temporal regulation of the proteome between non-transformed mouse cell lines that we have previously characterised, and behave no differently to many independently generated cell lines isolated from different mice. The clear rhythm of CRY1 abundance in wild type cells, and absence of CRY1 from CKO cells validates our experimental design for mass spectrometry (Figure S1). The cells were treated/sampled identically, at the same time, and the positive and negative controls produced the expected results, and there is therefore no reason to doubt our technical capability to measure changes in protein abundance over time or between genotypes. Whether or not a given protein is “rhythmic” is a largely semantic debate; we used two popular methods and these gave a similar result in the important and surprising respect that both found the CKO cellular (phospho)proteome to contain more rhythmic proteins and phosphopeptides than WT. Another major finding was the greater temporal variation of protein abundance in the absence of CRY, than in its presence. We then validated this finding in a post-hoc analysis of mouse liver from publicly available data generated by an independent lab. We agree that other methods will produce different numbers and identities of rhythmic proteins but it is implausible that another method of analysis would produce a qualitatively different answer. Moreover, our validation of the cellular results using data from mouse liver (multiple biological replicates) would generally be assumed to render superfluous any additional validation in cellular models.

4) If CRY is suppressing oscillations, it is possible that the rhythms in WT cells would decrease in amplitude over time and not be detected by eJTK. Metacycle or the PAICE suite are better at detecting these non-uniform oscillations and might give you a better idea of what is oscillating and what is not. The same is true for phase calls, neither RAIN nor eJTK is good at calling phase and is 2-4 hours off in most cases.

Thanks for this suggestion. With several hundred “rhythmic” proteins identified, phase estimates that are “off” by 10-20% would not be able to alter the temporal clustering we observe. We agree
that different algorithms will produce quantitively different numbers, identities and phases for “rhythmic” proteins in WT and CKO cells. They will not produce a qualitatively different result however i.e. that most rhythmically abundant proteins are most abundant within the same 6 hour window, irrespective of genotype.

5) The authors state that "the TTFL-independent circadian rhythm seen in CKO cells drives oscillations of higher relative amplitude and acts preferentially towards more abundant proteins and phosphopeptides" While I do see a correlation between the increased abundance and the oscillations, I do not see evidence that there is a preferential and direct drive in the oscillation higher abundance proteins. This statement either needs to be supported with more direct evidence or needs to be changed.

Thank you for pointing out this distinction, we have revised the text as follows:

Line 152: “…the CRY-independent circadian rhythm seen in CKO cells produces oscillations of higher relative amplitude, with this trend being most evident for those proteins and phosphopeptides with higher overall abundance”

6) While a P value might validate that these variations in protein abundance are "significantly different" in figure S2, a Cohen statistic will likely show that the change in variability is not meaningful. The authors should run a Cohen analysis to demonstrate that the small changes spread out over many proteins truly represent a meaningful difference.

These data are not normally distributed (Figure S2B, C, E); Cohen’s analysis would therefore be inappropriate. As we already report moreover, a clear majority of proteins in both genotypes, for both mouse tissue and isolated cells, change by <<10%, and so it is correct that the overall genotype-dependent difference in daily variance is small. However, the point we were trying to communicate with the graphs in S2B, C & E, was that more proteins change over time, and exhibit a greater level of temporal variation, in CKO cells/tissue compared with WT. We therefore very much thank the reviewer for encouraging us to find a clearer way to present these data. In revised Figure S2, we now use probability density functions to illustrate the greater number of proteins showing temporal variation in CKO cells/tissue, accompanied by appropriate statistics, which allows readers to judge the effect size for themselves. One thing that now becomes clear as a result of this suggestion, is that the increase in the level of temporal variation in protein abundance between CKO and WT, is even greater in vivo than in our cellular model system.

7) The authors state that there is a decrease in 20S alpha subunits. However, the supplement shows that at 12 hrs the 20S subunits are the same in the WT and the KO but different at 36 hrs. Though the authors state that the lack of differences at 12 hrs are likely due to the medium change, it could also be an induction due to the stress response in cells or it might be that their 36hr tpt was not accurate. More time points are needed to validate that the increase in 20S in WT (or decrease in CRY KO) is valid. In addition, there could be oscillations in the 20S subunits. This data needs to have more timepoints assessed before the authors draw conclusions about the role of CRY in the 20S proteosome.

Apologies, we should have been clearer here, mTOR-dependent acute induction of proteasome biogenesis by serum factors is well established (Dikic, 2017; Zhang et al, 2014b), and was included as a positive control. Whether wild type cells synthesise more proteasomes or degrade fewer proteasomes than CKO cells over a circadian cycle (i.e. under constant conditions) is beyond the scope of our study, and would not change the result that these CKO cells consistently have fewer proteasomes under the same conditions employed during the two main time series experiments (Figures 1+2 and Figure 4). Figure 3A already reports the quantification of mean abundance for
each of the 3 different proteasome catalytic subunits from the mass spectrometry time course averaged across all 24 different timepoints (now also plotted as a time series in revised Figure S4, and this shows no circadian variation). The western blot in 3B is simply an experimentally independent validation of this result at a specific timepoint in the same cell line at 36h after a media change. Immunoblotting is semi-quantitative (at best), and these quantifications are not helped by the difference in detected H3 levels (used as loading control). Ultimately though, these blots simply provide additional experimental support for the direction of change indicated by the very strong quantitative data shown in Figure 3A. Figure 3D then provides a further completely independent validation of the same finding by an orthogonal enzymatic assay for proteasome activity.

We have therefore measured different aspects of the same phenomenon using 3 independent methods, in 8 independent experiments. Whilst it is of course possible that further replicates might potentially yield a different result, we believe that overwhelming evidence is already presented for reduced proteasome activity in these cells. This feature provided some insight into the more general phenotype of CRY-deficient cells and tissues i.e. increased sensitivity to proteotoxic stress, which we go on to test in cells then validate in vivo.

8) The authors relate proteotoxic stress in the CRY KO to the lack of robustness in the clock. To show this, they added proteotoxic stress elicitors to WT cells and noted that the clock was damped. While this data is correlated, relieving proteotoxic stress in a CRY KO strain and seeing a return to robust oscillations would be the only way to demonstrate that the buffering of proteotoxic stress was the key role of CRY in the clock.

As described above, we agree with the reviewer’s prediction that alleviation of proteotoxic stress should increase the robustness of PER2::LUC rhythms in CRY-deficient cells but we would not expect a complete rescue, as these cells would still lack canonical TTFL function, which is very important for robustness and amplification of PER2::LUC rhythms (Putker et al, 2021). At sub-saturating concentrations, cycloheximide reduces the rate of translational elongation and previously has been shown to alleviate several elements of proteotoxic stress in cultured cells (Kim & Strange, 2013; Peng et al, 2015; Parzych et al, 2015). We observed that CKO PER2::LUC rhythms became significantly more robust in the presence of low concentrations of cycloheximide, but importantly did not rescue them to wild type level. These data are now presented in Revised Figure 6. Please note that, as described in Putker et al (Putker et al, 2021), CKO PER2::LUC rhythms are intrinsically more variable between experiments and always less robust than in parallel WT control cells. It remains unclear whether this variation occurs due to variable fidelity of PER2::LUC as a post-translational circadian reporter or through less stable rhythm generation, or both. The observation of K+ and cytosolic protein rhythms without any accompanying PER2::LUC rhythm in the same cell line (Figure 4E), but collected during a different experiment, argues for the latter.

**Minor Comments**

1) Much of the results reads like a discussion section and the discussion section repeats what is in the results. Consolidating and reorganizing these two sections will streamline the paper and make the conclusions much more obvious.

We do appreciate this advice. Our serious concern is to prevent any misunderstanding of our observations – we do not want readers to think we are suggesting that the TTFL model is wrong, rather we suggest that it is in need of refinement. Thus in the results section we aimed to simply report what was observed with minimal context and interpretation. In the discussion, we frame these observations among the broader scientific literature and propose what we believe to be the most parsimonious interpretation. Ultimately however there is only one important conclusion, that the CRY-mediated TTFL mechanism proposed as the fundamental basis for clock-controlled protein
rhythms in mammalian cells does not fulfil this function. If anything it suppresses protein rhythms. We have removed additional text from the results to try to improve narrative flow.

2) line 140 should be figure s1b.

Thanks.

3) line 401 synthesise is synthesize

Thank you. We have used the British English spelling.

Reviewer #1 (Significance (Required)):

The manuscript "CRYPTOCHROME suppresses the circadian proteome and promotes protein homeostasis" investigates the role that CRY plays in generating circadian rhythms, an important question as the essentiality of CRY in the clock for robustness has been established but the mechanistic role that CRY plays is much less clear. The authors find that a CRY KO leads to global changes in the proteome and phosphoproteomes. They also note that there is an increase in the number of oscillating proteins in the CRY KO, suggesting that CRY is a suppressor of oscillations. The authors also note that the changes in protein levels and oscillating proteins lead to the dysregulation of cellular stress responses. These results lead them to conclude that CRY KO phenotypes are less related to the dysfunction of the clock then they are to CRY specific-clock independent functions and that the main role of CRY in generating circadian robustness is in regulating proteotoxic stress. This work is of interest to most researchers who are interested in circadian rhythms. My expertise is in the fundamental regulation of circadian timing and output and nothing in this manuscript was beyond my expertise.
Reviewer #2 (Evidence, reproducibility and clarity (Required)):

Please find below the review, which I structured according to the guidelines given by Review Commons.

This review was compiled by David Gatfield, University of Lausanne.

**SECTION A - Evidence, reproducibility and clarity**

**Summary: Provide a short summary of the findings and key conclusions (including methodology and model system(s) where appropriate).**

The manuscript reports on how the circadian rhythmic proteomes and phosphoproteomes in mouse fibroblasts are affected by the knockout of the Cryptochrome genes (Cry1 and Cry2), encoding critical inhibitors of the transcriptional feedback loops that drive the molecular circadian oscillator in mammals. A large body of evidence from many labs has previously shown that mice lacking both Cry genes (CKO) are behaviourally arrhythmic - they are, in fact, one of the most frequently used genetic models for a clock-less animal. However, a very recent paper (Putker, [...] O'Neill, 2021, EMBO J 40(7):e106745) - from the same lab that is also submitting the current manuscript - has shown that under specific conditions (e.g. after entrainment through stronger environmental Zeitgeber) circadian rhythms are observable in CKO mice. In the previous paper, the authors put forward their idea that whereas circadian transcriptional feedback imparts robustness and functionality onto biological clocks, the core timekeeping mechanism is post-translational.

In the current manuscript, the authors continue along this line of research. They temperature-entrain CKO fibroblasts and control cells, release them into constant conditions, and sample them over 3 days (resolution 3 hours). In both cell lines, quantitative proteomics allowed the detection of thousands of individual proteins and phosphopeptides. The abundance of most proteins (82% of all detectable) and phosphopeptides (68%) was significantly different between the two cell lines when averaging over all timepoints of the series. Moreover, when applying rhythmicity detection algorithms to the time series, almost 3-fold more rhythmically accumulating proteins were found in the CKO than in the WT cells, with only few rhythmic proteins in common. Of note, for the main rhythmicity analyses, relatively lenient rhythmicity criteria were applied (relative amplitude threshold of 10%; main detection algorithm RAIN; however, also the more stringent JTK method resulted in similar results). The ensemble of these findings - all in Figure 1 - are unexpected and intriguing given that normally less rhythmicity, rather than more rhythmicity, would be expected in cells in which the Cry1/2 genes are inactivated. Further analyses of the proteomics data, shown in Figure 2, explore more detailed rhythmic properties of the oscillating proteins. Proteins rhythmic in both cell lines have a moderately higher amplitude and are on average more abundant in CKO than in WT. Moreover, depending on which subsets of rhythmic events were analysed and compared (i.e. proteins, phosphoproteins, common, or exclusive to one of the two genotypes), phase distributions of the oscillating events were differentially affected. The intermediary conclusion that the authors make is that the role of CRY proteins is to suppress rhythmic events (proteins/phosphoproteins), which now, in the CKO cells, are unmasked and detectable.

In the rest of the manuscript the authors put together different ideas for the underlying mechanism(s) and show data that is globally consistent with these ideas. First, they hypothesise that in order to accumulate higher average (rhythmic) protein levels, proteasomal activity may be reduced and translation rate increased. Figure 3 shows data that indeed points in this direction, especially for the lower proteasomal activity. Another difference
between CKO and WT cells, shown in Figure 4, concerns the overall cytosolic protein content and - possibly coupled to this - the regulation of osmotic homeostasis, both of which show genotype-dependent differences in their daily patterns. These findings are consistent with the idea that in the absence of CRY proteins some sort of "proteomic imbalance" occurs - a state that may be reflected in higher sensitivity to proteotoxic stress; indeed, different assays shown in Figure 5 indicate that CKO cells have higher basic and inducible (by tunicamycin) levels of eIF2alpha phosphorylation (marker of integrated stress response), and CKO mice are sensitive to cellular stress induction as well (phospho-STAT3 levels after proteasome inhibitor treatment). Finally, in Figure 6, the authors induce proteotoxic stress conditions similar to what CKO cells experience under basic levels, now in WT cells. The observation is that under conditions of chronic stress (using 3 different inducers), rhythmicity of the circadian clock is reduced/abolished in WT cells, as judged from circadian reporter rhythms (transcriptionally driven PER2::LUC reporter). Overall, the authors conclude that CRY proteins have an important role in buffering overall protein biosynthesis against (circadian) fluctuations.

Thank you, this is a very accurate summary of our findings.

**Major comments:**

- Are the key conclusions convincing?

(1) Concerning the initial findings of more abundant rhythmicity in the CKO vs. WT cells (i.e. Figures 1-2), the conclusions are convincing within the limits of the applied experimental design. Thus, I am concerned that the data originate (if I understand this correctly) from a single cellular CKO and WT preparation (or pool of cells) that has been in culture for up to 30 passages.

The proteomics experiment used cells that had been passaged 20 times. This is now clarified in the methods section (Line 689). After isolation/selection, fibroblasts first need to be passaged ~10 times to overcome replicative senescence in atmospheric oxygen levels, then expanded to provide sufficient material for cryo-preservation and experimentation. Primary fibroblasts grow quite slowly, and proliferate best when 30-80% confluent, hence they are usually diluted ~1 in 3 during routine culture. Thus the number of cell doublings from 20 passages is much lower than for highly transformed cells such as U2OS or 3T3 cells (which are generally diluted 1 in 10 at each passage).

It is difficult to assess whether lower or higher detectable rhythmicity is a (to be a bit provocative: arbitrary?) feature of the different cellular preparations, or truly of the different genotypes. Many labs have experienced that in different cellular preparations, even when they are isogenic, there can be per se quite substantial differences in cellular morphology, gene expression, and many other parameters, including rhythmicity dynamics. Ideally, the experiment should therefore have included several biological replicates (i.e. independent cell preparations) or even a rescue experiment: re-expressing CRYs in the CKO line. Otherwise, I do not see how the authors can make a strong argument for a genotype-specific effect.

A single biological replicate allows us to confidently refute the hypothesis that CRY is essential for circadian regulation of clock-controlled protein abundance in mammalian cells, because these observations could not have been made if the hypothesis were true. The secondary finding from cellular models, that CRY suppresses temporal proteome variation, was then validated in mouse liver using published data from an independent lab that employed many biological replicates (Fig 2C). With high temporal resolution, technical replicates and 3 circadian cycles, the cellular study had the greatest sensitivity to detect temporal variation in a cellular proteome within the constraints of current technology. The liver data has lower temporal resolution (4 time points) but employed
multiple mice. Observing the same thing in two very different contexts, with different methodologies, allows us to argue for a genotype-specific effect.

However, we absolutely agree that the specific identity of proteins (and transcripts) that exhibit a significant circadian rhythm in abundance shows poor reproducibility between labs and even between independently performed experiments within the same lab. Indeed, in our recent study of rhythmic protein abundance across the yeast metabolic cycle (O’Neill et al, 2020), we found only 4% overlap in the identity of significantly rhythmic proteins within the exact same cell cultures, during a single experiment, where the only variable was dilution rate. These observations have led us to question one element of the current circadian paradigm, that TTFL-mediated circadian regulation of protein abundance is the central mechanism by which circadian regulation of cellular function is achieved – if it were we would expect the same proteins to vary by the same amount when experiments are repeated. Indeed, our recent observations are better consistent with the alternative hypothesis, that circadian rhythms in gene expression function to suppress daily variation in the abundance of most proteins in order to maintain protein homeostasis and minimise the bioenergetic cost of proteome renewal (O’Neill et al, 2020). In this case, the relatively low amplitude cell-autonomous rhythms in protein abundance detected by us and other labs across a range of biological contexts may reflect imprecise temporal protein quality control and would be expected to vary rather stochastically between different cell lines and experimental conditions.

Irrespective of whether this alternative hypothesis is correct, whilst the use of several independent biological replicates would provide much greater insight into the level of variation within each genotype, it would not provide more insight into physiological temporal proteome variation than is already provided by the post-hoc analysis of mouse liver data (Fig S2C).

Independently of this issue, instead of the interpretation that CRYs suppress rhythmicity that becomes unmasked in CKO cells, I am wondering whether the authors have also considered an alternative model according to which the difference in rhythmicity detectable under free-run actually lies in differential sensitivity to the temperature-entrainment protocol in CKO vs WT cells? Maybe CKO and WT cells do not differ in their rhythmic proteomes per se, but only in the efficiency with which one can synchronise the cells, which will then be reflected in the protein rhythms during free-run?

This is an interesting suggestion. Certainly, CKO cells are consistently more sensitive to temperature cycles than WT (Putker et al, 2021). However, if the differences we observe were attributable to greater synchronisation, then we would not observe so many proteins and phosphopeptides with altered overall abundance (which averages out any temporal variation). Secondly, we would observe a consistently narrower phase distribution of both proteins and phosphopeptides in CKO if the cells were more synchronised than WT, not the similar protein and broader phosphopeptide phase distributions we actually observe. Third, if the reviewer’s hypothesis were correct, then we would expect a much greater overlap in the rhythmic proteome and phosphoproteome than was actually observed between CKO and WT cells. Finally, we have tested entrainment by temperature cycles in many different WT cell lines, and consistently find greater synchrony after 4 days compared with 2 days, but no difference between 4 days and 7 days i.e. after 4 days WT cells are already as synchronous as possible, whereas our previous work indicates that CKO cells tend to desynchronise more quickly that WT under constant conditions (Putker et al, 2021).

(2) The other findings (Figures 3-6) are overall convincing, but again with the caveat of using single CKO and WT preparations for many conclusions. However, this risk is hedged somewhat better here, through additional experiments (e.g. in mice).
Still, I would like to point out that while the findings in Figures 3-6 are generally consistent with the proposed model, there are overall relatively few experiments that actually attempt to challenge it. Much of the data thus remains suggestive and circumstantial.

We absolutely agree that a hypothesis must be robustly tested before it can be accepted. Thus, in this investigation, we specifically tested the long-standing prediction that CRY proteins are essential for circadian regulation of mammalian cellular proteomes (Sato et al, 2006; Kume et al, 1999; Ye et al, 2014). Our findings are incompatible with that hypothesis i.e. the observation of circadian protein abundance rhythms in a single CRY-deficient mammalian cell line is sufficient to refute the hypothesis that CRY is essential for the generation of circadian protein rhythms in all mammalian cells. We then propose an alternative model (Fig S7), informed by our observations (Figures 1-4), and test some key predictions from it (Figures 5-6). We do not claim that this alternative model is “true”, merely that it more consistent with our own and previous observations than the prevailing paradigm. Suggested by reviewer 1, we now also include a test of the prediction that exogenous alleviation of proteotoxic stress increases the robustness of PER2::LUC rhythms in CKO cells.

As a further test of our model, the revised manuscript now includes behavioural data from mice treated with the proteasome inhibitor ixazomib in their drinking water (Figure 6). Our model predicts that cellular stress normally obscures the expression of circadian physiology and behaviour in mouse models. When rhythms are observed in CKO mice (Maywood et al, 2011; Ono et al, 2013; Putker et al, 2021), after strong environmental cues, the period of oscillation in constant darkness is shorter and the amplitude lower than wild type controls. We therefore simply tested the prediction that the mild continuous proteotoxic stress of oral ixazomib would reversibly shorten the period of mouse circadian rhythms and reduce their amplitude i.e. pushing the phenotype closer to CKO mice. Our results were consistent with this prediction. We do not expect a complete phenocopy since the level of serum ixazomib required to induce sufficient proteotoxic stress to recapitulate CRY-deficiency in the SCN would be likely to result in unacceptable welfare issues. We hope that the reviewer will agree that within the iterative cycle of the scientific method, there comes a natural point where observations should be communicated to the field, before the next cycle of prediction/experiment/refinement begins. We believe that we have reached that point and that the information provided in our study will be of great interest to the scientific community. The next cycle of experiments will be able to explicitly refute the alternative model for circadian proteostasis we are proposing, if it is incorrect, and we have absolutely no qualms about disproving our own hypotheses, e.g., Putker et al, ARS, 2017 (Putker et al, 2017).

We have revised the text as follows:
Line 336: “Extending this hypothesis in vivo predicts that cellular stress normally obscures the expression of circadian physiology and behaviour in mouse models. When rhythms are observed in CKO mice (Maywood et al, 2011; Ono et al, 2013b; Putker et al, 2021), after strong environmental cues, the period of oscillation in constant darkness is shorter and the amplitude lower than wild type controls. We therefore tested the prediction that the mild continuous proteotoxic stress presented by a continuous low-dose of ixazomib (an orally available proteasome inhibitor) would reversibly shorten the period of circadian locomotor activity rhythms and reduce their amplitude i.e. pushing the phenotype closer to CKO mice. We found that amplitude was reduced and period length was shortened during 7 days of drug treatment of WT mice compared with vehicle controls, and reversible upon drug removal (Figure 6I-L). Therefore, chronic proteotoxic stress is sufficient to impair robustness of circadian rhythms in cells and mice. In principle this may contribute to the reduced robustness and timekeeping fidelity of CKO cells as well as diverse phenotypes of CRY-deficient mice (Figure 6M).”
I also do not agree with the statement (page 10) that it is not necessary to interrogate the transcriptome in the CKO cells because this has been done previously. It would be important to know which of the rhythmicity changes (or, as a matter of fact, gene expression changes at large) show parallel transcriptomal effects as well, and which ones are truly translationally/post-translationally driven. I do not believe that the reference to historical controls is valid in this case - for an integrative view of the sources of changes in protein levels, it would be essential to know how the mRNA levels change within the same samples.

With the greatest respect, we disagree, since the transcriptome would provide minimal insight, if any. We already found that clock gene rhythms are effectively absent from CKO cells (Putker et al., 2021). More importantly, there are only two relevant factors that can confer a rhythm in abundance upon a given protein: these are its rate of synthesis and degradation. If one or both of these is circadian regulated then, dependent on their relative amplitudes and phases, a detectable circadian rhythm in steady state abundance of the protein might arise.

Proteome-wide circadian variation of protein turnover, by autophagy or ubiquitin-proteosome system, has been reported but its regulation is very poorly understood at this time (Wang et al., 2020; Desvergne et al., 2016). As the reviewer will be aware there are many factors that can affect the rate of synthesis of a given protein, i.e., codon usage vs aminoacyl-tRNA availability; subcellular localisation/sequestration of mRNA into condensates by RNA binding proteins; phosphoregulation of translation factors (particularly eIF2α, eIF3d, eIF4E1); UTR motifs (TOP, IRE, IRES, TISU, Kozak); frameshift-inducing secondary structures; microRNA binding sites vs microRNA availability; mRNA stability (~polyA tail length), and finally the cytosolic availability of the protein’s encoding mRNA (not its overall cellular abundance). Thus, whilst it is plausible that in some cases daily variation in overall mRNA abundance might contribute to daily variation in abundance of the encoded protein, a correlation between the two can never demonstrate causation, given the wide range of other equally plausible mechanisms by which daily variation in protein abundance might arise. Indeed, it is perfectly plausible that rhythms in the abundance of a protein directly (or indirectly) stimulate rhythms in its transcription, rather than the other way around. This is a common homeostatic feedback mechanism observed for the Period and other genes such as the ERK signalling pathway (Nakayama et al., 2008; Shin et al, 2009) and the NFκB pathway (Ashall et al., 2009). Moreover, it is now well-established and widely accepted that whole cell transcript levels are poorly predictive of protein levels (Liu et al., 2016b; Feltham et al, 2019; Ohtsuki et al, 2012; Cheng et al, 2016; Zapalska-Sozoniuk et al, 2019). Roughly 50% of rhythmic proteins in mouse liver and SCN have no corresponding cycling mRNA (Deery et al, 2009; Reddy et al, 2006). Moreover, in a study of mouse liver, half of the cycling proteome was delayed in phase by 6 hours compared to their corresponding mRNA, and 20% had no cycling transcript at all (Robles et al, 2014); similar findings have been demonstrated under diurnal conditions (Mauvoisin et al, 2014).

In cultured mammalian cells, relatively few transcripts exhibit a detectable circadian rhythm in abundance (Collins et al, 2021; Hughes et al, 2009; Hoffmann et al, 2014). In the few cases that this has been studied (in wild type cells), less than half of those few rhythmic cellular transcripts encode proteins whose abundance is also rhythmic, and only for less than half of these does the phase of mRNA abundance adequately account for the phase of the protein abundance. Even within this handful of proteins, that show circadian abundance rhythms in cell culture where the phase of mRNA rhythms is roughly coherent with encoded protein rhythms, there is no direct evidence that the rhythm in transcript level is directly responsible for the rhythm in protein abundance – the evidence is circumstantial, and ribosome profiling has never been performed over 2 circadian cycles, the minimum recommended to confidently claim a rhythm (Hughes et al, 2017).
Ultimately then, if we were to perform transcriptomics in CKO vs WT cells, the very best outcome we might expect is to observe that transcript rhythms correlate better with protein rhythms in WT cells than in CKO cells. This correlation would provide no more insight than currently exists, and would have no bearing on our finding that in cells, and in vivo, temporal variation in protein abundance is suppressed, not generated, by CRY proteins. For an integrative view, within each cell or cell culture we would need to be able to measure the rates of each protein’s synthesis and degradation, combined with its overall abundance, transcript level, transcript availability and % of each transcript engaged by actively translating ribosomes. It is not possible to measure all of these simultaneously with current technologies, and even then it would probably not be sufficient to mechanistically explain the complex relationship between protein levels and transcript levels. We do not dismiss the enormous contribution to understanding of circadian physiology facilitated by technologic advances in transcriptomics during the last two decades, we merely assert that transcriptomics cannot provide insight into the specific hypothesis we are testing.

To emphasise this point more clearly, we have made the following change to the text:

Line 485: “...Moreover the generally poor correlation between changes in whole cell transcriptome with changes in protein abundance and activity (Feltham et al, 2019; Ohtsuki et al, 2012; Cheng et al, 2016; Liu et al, 2016a; Zapalska-Sozoniuk et al, 2019; Eastman et al, 2018; Cenik et al, 2015) means that causal relationships cannot be reliably inferred in any case. In our future work we will determine the relative rates of protein synthesis and removal that generate rhythms in abundance. Once proteins are identified whose abundance rhythm is specifically attributable to a cell-autonomous rhythm in translation, it will be possible to determine the relative contribution made by any circadian variation in cytosolic mRNA availability and its ribosomal recruitment. Whole cell transcriptomics alone cannot provide immediate mechanistic insight, since this does not distinguish sequestered mRNA from the pool that is actually available for translation (Eastman et al, 2018; Ivanov et al, 2019).”

- Should the authors qualify some of their claims as preliminary or speculative, or remove them altogether?

I would say that overall probably a number of claims could require considerable toning down - when reading the results part, several times I thought this would be better for discussion. I am not listing these points here in detail; further down in this review, I give a short compilation of some things I noticed while reading the manuscript.

Thanks, we have revised the results section to focus simply on what was observed, with minimal essential context.

- Would additional experiments be essential to support the claims of the paper? Request additional experiments only where necessary for the paper as it is, and do not ask authors to open new lines of experimentation.

The lack of true biological replicates (or rescue experiments) in the mass-spec data is problematic in my view. I am not sure whether there is a less laborious (time & cost) way around doing such an experiment, but I am reluctant to accept that one can make quite substantial novel claims on CRY proteins based on a single cell preparation/cell line.

We understand the reviewer’s concern. To reiterate, a single well-characterised cell line was used to test the hypothesis that CRY is essential for circadian regulation of the proteome in mammalian
cells. Our data are evidently sufficient to refute this hypothesis – it cannot be true if a single exception is observed. We also previously showed that many different CKO lines have the capacity to express PER2::LUC rhythms (Putker et al., EMBO J, 2021). The CKO line used in this investigation, (chosen randomly from 6 that were isolated from 6 independent mice) showed higher amplitude rhythms in independent time courses that employed several different methods (Figure 1,2 & 4). We agree that the increased number and amplitude of rhythmic proteins detected in CKO vs WT cells would not be sufficient to support our secondary finding that CRY functions to suppress circadian protein rhythms – if considered in isolation. This is why we interrogated in vivo data from multiple biological replicates that were collected and previously published by an independent lab (Fig S2C). We suggest that we are not making a novel claim, in that it has been assumed that CKO cells lack circadian proteome regulation because they lack an “essential clock gene”, we are in fact simply testing this assumption and find it to be incorrect.

- Are the suggested experiments realistic in terms of time and resources? It would help if you could add an estimated cost and time investment for substantial experiments.

This is something I cannot judge.
But quality of the data and validity of the interpretation is for me the only thing that is relevant here.

It is not clear to us that a simple repeat of the same experiment with independent WT & CKO lines would provide any additional insight, as discussed on Page 1 of our response to reviewers. Here we have also proposed an experimental design and predictions that we think would address the reviewer’s main concern and would appreciate their thoughts, however, it is not clear to us how this experiment could have any bearing on our original results or interpretation, irrespective of the outcome i.e. if we get a different result, it is still true CRY is not essential for circadian proteome rhythms; if we observe a smaller effect size, it would not change the larger variation we have already observed in CKO mouse liver compared with wild type (Figure S2C).

- Are the data and the methods presented in such a way that they can be reproduced?

Yes, I think this is overall well described.

- Are the experiments adequately replicated and statistical analysis adequate?

See above. This is where I see the main issue with the study in its present form!

In the revised manuscript, we now support all the major findings with validation in vivo. We hope the reviewer will agree that further cellular experiments might be interesting, but would not provide more new understanding than we have already gleaned.

**Minor comments:**

- Specific experimental issues that are easily addressable.

I have a list of individual comments just below.

- Are prior studies referenced appropriately?

Yes.

- Are the text and figures clear and accurate?
Overall yes.

- Do you have suggestions that would help the authors improve the presentation of their data and conclusions?

In the following I list a couple of points that the authors may find helpful and that are generally easy to correct:

-Page 4, line 74: "Similarly, circadian oscillations persist in cells and tissue slices lacking BMAL1 (37,38)" Given the problematic situation surrounding the paper Ref. 37 (Ray et al., 2020), the authors are probably better advised to not use it as an argument to support their story.

Thank you. We had no reason to doubt this study at the time of submission, but clearly subsequent revelations have called its methodology and conclusions into question. We have removed this citation from the manuscript.

-Page 6, line 109-110: "In our cellular time course, as expected, Cry1 was selectively detected in WT, but not in CKO cells, and [...] (Figure S1B).". It would be good to show all core clock protein data (where detectable) in WT vs CKO, as supplemental material.

CRY1 was the only “core clock protein” detected. This is now stated in the accompanying figure legend. As stated in the methods, the complete set of proteins detected is available in the material provided on Github.

-Figure S1D-G: In the heatmaps (S1D-E), a black line indicates the loss of a specific timepoint from the time series (explained in figure legend). However, individual protein plots in S1F-G appear to show all timepoints. How is this possible?

Thanks for noticing this oversight. This timepoint is now omitted throughout the proteomics time series.

-Page 7, line 129: "In this way we found that more abundant proteins were more likely to be rhythmic than less abundant proteins, but crucially, [...]". Can this simply by an effect of signal/noise, variation, statistical power, etc.??

Thanks, we also considered what other explanations could give rise to this intriguing observation. It is certainly true that sensitivity to detect a rhythm is associated with overall abundance, which is intuitive and has been reported previously (Laloum & Robinson-Rechavi, 2020). As stated in the text, the relationship between abundance and rhythmicity is much stronger for CKO than WT cells, both for proteins and phosphopeptides, whereas differences in overall abundance of highly abundant proteins/phosphopeptides is not so great. This argues in favour of the observation being a biologically “real” phenomenon compared with any kind of technical artifact. If it were some unexpected artifact, one would expect the same effect size irrespective of genotype. If we were to speculate, these observations may be consistent with a non-specific mechanism of protein degradation, obeying mass action kinetics, that is circadian regulated and with higher amplitude in CKO compared with WT cells. We hope to be able to explain these observations mechanistically in our future work, as this goes beyond the scope of this study.

-Page 7, line 140: Reference to (Figure S1A) should be corrected to (Figure S1B).
-Page 8, line 158: "Secondly, in WT cells, CRY regulates the phase of rhythmicity for a subpopulation of proteins and phosphopeptides whose abundance peaks around the same phase as CRY1 and in antiphase with the majority of the rhythmic (phospho)proteome." I am not sure this claim can be made here from the presented data, because the phase difference of the commonly rhythmic proteins is not shown? Apologies for the misunderstanding, we worded this poorly. The point here is that amongst the proteins and phosphopeptides that are rhythmic in WT (and not in CKO), a small population are in antiphase to the majority of rhythmic proteins. The conclusion is that the rhythmicity of these “antiphasic” proteins/phosphopeptides is dependent on CRY, since they are not rhythmic in CKO cells and neither do we observe any such clustering at this phase in CKO cells. Therefore, showing the phase maps for proteins/phosphopeptides rhythmic in both genotypes does not add to our argument.

We have clarified this point in the text as follows:

Line 175: “Secondly, in WT cells only, there is a subpopulation of proteins and phosphopeptides whose rhythmicity is dependent on CRY, and in antiphase to the majority of the rhythmic (phospho)proteome.”

Page 9 (line 186) - page 10 (line 209): all this is very speculative and hypothetical - rather something for discussion than for results section?

Thank you (now starting line 205). The first paragraph simply describes what was observed and so should correctly be in the results section. The second paragraph contains a summary of the preceding section that is required as essential context for the concept of proteome imbalance, but also did contain some interpretation that we agree would be better communicated in the discussion section. We have removed much of this in the revised manuscript because it is covered in the discussion already.

Page 10, lines 212-217. As already mentioned above, the fact that other publications have studied CKO transcriptional changes in other biological samples, paradigms etc., does not mean that the authors can ignore them in this study with, after all, other cells, other entrainment paradigms, etc.!

The authors are taking a shortcut that I find difficult to accept - transcriptomal changes should be taken into account in order to be sure what effects are really occurring at the protein level! Difficult to look at the protein in isolation.

These changes are evidently occurring at the level of protein abundance. We are entirely agnostic as to their mechanistic underpinnings. As described above there are many ways in which a circadian rhythm in the synthesis of a protein might be achieved, and three in which a rhythm in its removal from the cell might be accomplished (UPS, autophagy, exosomes). This study is focused explicitly on protein abundance in the steady state, in our future work we will determine the relative rates of protein synthesis and removal that generate rhythms in abundance (by pulsed SILAC-TMT). Once we know the identity of proteins whose abundance rhythm is specifically attributable to a cell-autonomous rhythm in translation, we can determine the relative contribution made by any circadian variation in cytosolic mRNA availability and its ribosomal recruitment. We do not anticipate that that whole cell transcriptomics alone can provide immediate mechanistic insight, since this does not distinguish mRNA that is available for translation from that which is sequestered.
in non-membrane bound compartments (stress granules, p-bodies etc) or that which is bound by stalled ribosomes. To make this clearer, we have added to the discussion as follows:

Line 489: “In our future work we will determine the relative rates of protein synthesis and removal that generate rhythms in abundance. Once proteins are identified whose abundance rhythm is specifically attributable to a cell-autonomous rhythm in translation, it will be possible to determine the relative contribution made by any circadian variation in cytosolic mRNA availability and its ribosomal recruitment. Whole cell transcriptomics alone cannot provide immediate mechanistic insight, since this does not distinguish sequestered mRNA from the pool that is actually available for translation (Eastman et al, 2018; Ivanov et al, 2019).”

Page 13, line 286: "This may be reconciled by our observation that density regulated protein (DENR) and eIF2A, additional alternative subunits of the translation initiation complex. Were significantly upregulated in CKO cells compared with WT (Figure S6B-C);". The increase in DENR is so minimal, it is hard to imagine that this can explain anything. Honestly, I do not see the sense in this statement, it's unnecessary distraction and not hard data. In general, there are too many such suggestive claims in the results section that are then not followed up on.

BTW, DENR likely has very little, if any, role in canonical translation (but rather in re-initiation).

Thanks for this suggestion. It is entirely correlational we agree, we simply found the upregulation of eIF2a particularly interesting because it has been observed in the context of certain cancers. We have now removed these data and associated text from the revised manuscript.

Figure 3C vs. 3B: The quantification of the Western blot does not appear to reflect the experiment itself. On the membrane (3B), it does not look like a reduction down to <25 % that is show in the quantification (3C); also the (supposedly more quantitative) mass-spec data suggests that the effect size is smaller. Did something go wrong in the quantification?

As the reviewer is aware, western blotting is only semi-quantitative and comparison between cells requires several replicates and appropriate loading controls. In this experiment, we decided to use histone H3 as a loading control since a previous mass spectrometry experiment revealed no significant circadian or genotype-dependent variation in H3 levels. We encountered more variation in H3 levels between replicate dishes than was expected, however, which has the effect of accentuating the apparent difference in 20S alpha subunits. We cannot justify retrospectively changing the loading control that we picked before doing the experiment, and in any case the result is consistent with the findings in 3A and 3D i.e. lower proteasome abundance/activity in CKO compared with WT cells.

Ultimately the western blots are included simply as an additional validation, of the independent (more quantitative) measurements that were performed independently by mass spec and enzyme assay and so there is no reason to doubt them.

Figure 3D: The signal in this assay depends on cell number or "total cytoplasmic content per well." In the Methods section, I saw that 20'000 cells were seeded per well. Question: at the time of experiment, were cell numbers equivalent (e.g. are proliferation rates - from seeding to measurement - of CKO vs. WT the same?), and are the cells actually of comparable size (i.e. do 20'000 CKO cells have about the same cytoplasmic equivalent as 20'000 WT cells)? The assay could be, for example, normalised to total protein content.
The cells were counted seeded about 12h before the experiment, so proliferation would have been minimal. Any differences in cell size do not affect our interpretation that proteasomal activity is lower in CKO cells compared with WT. Normalising to protein in this case would be inappropriate, since already know that there is more protein present in CKO cells compared with WT (Figure 3F). We have clarified the timings in the methods as follows:

Line 805: “20,000 cells per well were plated in a 96-well plate using standard culture medium, and the medium was changed 9 hours later. 10 µM epoxomicin in the medium was used as negative control. 3 hours after this medium change/epoxomicin treatment, the ProteasomeGlo Cell-Based Assay (Promega) was used to measure proteasome catalytic activity.”

**Figure 3E:** The significance is indicated with (**), but the same graph in Figure S4C only carries one star for significance (*).

These are the same data but a different statistical test was employed since more conditions are being compared in the supplementary figure (Welsh’s t-test in 3E, 2-way ANOVA with multiple comparisons tests in S4C). In both cases, the null hypothesis (no difference) was rejected.

**Figure 3:** How do low proteasome activity (=more stable proteins) and stronger protein amplitudes fit together? This is something I did not fully understand.

There are at least 5 ways in which this could occur:

1. Autophagic flux has been reported to be rhythmic (Wang et al, 2020). If this were also true in our cells, then decreased proteasomal degradation in CKO cells would demand a compensatory increase in the amount and amplitude of autophagy-mediated degradation in order maintain steady state total protein concentration overall – especially given that overall protein synthesis is higher in CKO cells.

2. If the rhythmic rates of both synthesis and degradation (in WT cells) of a protein oscillate with similar amplitude and phase, the protein’s steady state abundance will be constant or oscillate with a low relative amplitude (<10% and tending towards 0%). Any change in the phase relationship between synthesis and degradation will increase the relative amplitude in steady state abundance. If the phase difference in CKO cells is much greater than WT the rhythm in steady state abundance may increase above 10% relative amplitude and thus be detected as “rhythmic” by the analysis criteria used in this manuscript.

3. Also for those proteins with a rhythmic rate of synthesis and degradation (in WT cells), where synthesis and degradation rates normally oscillate with similar amplitude and phase, then a decrease in the relative amplitude of degradation vs synthesis will increase the relative amplitude of oscillation in (dynamic) steady state abundance. If the decrease in degradation amplitude for CKO vs WT cells is sufficiently great, then the rhythm in steady state abundance may increase above 10% relative amplitude and thus be detected as “rhythmic” by the criteria used in this manuscript.

4. Same as 3, but increase in the relative amplitude of synthesis vs degradation.

5. Any combination of 1-4.

We have attempted to explain a simplified version of this reasoning in Supplementary Figure 2 and the accompanying text. To distinguish between these possible mechanisms, for the entire proteome, lies well beyond the scope of this investigation. We will be able to address this question soon using a refinement of pulsed SILAC-TMT that is currently underway.

**Figure 5A:** Are p-eIF2alpha peptides detected in the original mass spec data? If yes, can the quantification be added to this Figure?
P-eIF2alpha peptides were not detected. Unfortunately our phosphoproteomics coverage was not as high as we would have liked.

**Figure 5C: the WT animals are rhythmic, but the CKOs are not. Is this a concern (confounding factor) in this experiment?**

These animals were maintained under diurnal conditions, under which there is essentially no discernible difference in behavioural activity i.e. rhythms in CKO animals are considered to be driven by the LD and associated feeding cycle (Vollmers et al, 2009; Mauvoisin et al, 2014; Crosby et al, 2019; Wang et al, 2017). This is readily observable from the behavioural data in Revised Figure 6. We have revised the figure 5 legend to make this clearer.

**Reviewer #2 (Significance (Required))**:

**SECTION B - Significance**

- **Describe the nature and significance of the advance (e.g. conceptual, technical, clinical) for the field.**

The nature and significance of the advance would be "conceptual", representing a new way of how we may think about the role of CRY proteins for gene expression - inside and outside of the clock!

- **Place the work in the context of the existing literature (provide references, where appropriate).**

From the original view - held until a few years ago - that CRY proteins are exclusively active as components of the core clock negative limb, broader functions have been documented over the last years. In particular, work by the Lamia lab and by others has shown a role as a modulator of nuclear receptor-mediated transcription - giving CRYs also a role in output pathways. In this context, further investigations into other/additional roles of CRYs are important and welcome.

- **State what audience might be interested in and influenced by the reported findings.**

I think that (for sure in the current state in which the authors do not provide a molecular explanation of how CRYs supposedly regulate the various proposed processes - from proteasome regulation, to translation etc.) this work would be mainly interesting for the broader circadian clock community.

The reviewer implicitly supposes that CRY proteins contribute to the regulation of protein homeostasis by a specific mechanism, but we suggest the logic here is unsound. Considering the many established targets of CRY, and the pleiotropic phenotype of other E3 ligase and transcriptional repressor knockouts (Huber et al, 2016; Correia et al, 2019; Lamia et al, 2009, 2011; Kriebs et al, 2017; Chan et al, 2020; Koike et al, 2012; Hoffmann & Spengler, 2019; Lombardi et al, 2015; Scheffner & Kumar, 2014; Zhou et al, 2013; Liu et al, 2020), we consider that direct regulation of translation or proteasomal activity by CRY is extremely unlikely – apart from anything else, there are orders of magnitude more ribosomes and proteosomes in the cell than there are copies of the CRY protein. The idea that deletion of a ubiquitously expressed, multifunctional protein would elicit many complex consequences, that compensate for its loss-of-function to maintain cellular function, is not novel or even surprising, and we cite several precedents in the
manuscript. Certainly, it cannot be assumed from our data that protein synthesis and proteasomal activity are directly regulated by CRY in WT cells.

To be clear once more, the central finding is that CRY is not required for circadian regulation of the cellular proteome, a direct experimental refutation of the mechanism that is broadly accepted to underpin daily regulation of mammalian cell biology. In cells and mouse tissue we observed greater temporal variation of more proteins in CKO cells than WT controls, thus CRY suppresses circadian regulation of the proteome in two independent biological contexts; again in stark contradiction of predictions from the currently accepted model. This is not to suggest that the currently accepted model is without virtue, merely that it is in need of urgent refinement.

Finally, given the importance of protein homeostasis for all cellular functions, and its causal role in many cancers and age-linked pathologies, we hope that the reviewer will agree that the association between CRY and protein homeostasis is of broader scientific interest than to the circadian field exclusively.

- Define your field of expertise with a few keywords to help the authors contextualize your point of view. Indicate if there are any parts of the paper that you do not have sufficient expertise to evaluate.

My expertise: Circadian clocks, RNA biology/translation, gene expression more broadly.
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Dear John,

Thank you for transferring your manuscript from Review Commons to The EMBO Journal. I have now read your manuscript, the reviewer comments and your rebuttal, and discussed the scope of the revision with reviewer #1.

I note that both reviewers express interest in the study, but also indicate a major issue with the lack of biological replicates in the provided proteomics analysis. I have consulted further on this point with reviewer #1, who finds that, although the added reanalysis of a published dataset provides support to the findings, the manuscript would need further revision before they can recommend its publication. From the editorial side, I find that the addition of further proteomics analysis as proposed in your rebuttal would significantly strengthen the manuscript and its message and would therefore ask you to add this data in the final revised manuscript.

We have extended our 'scooping protection policy' beyond the usual 3-month revision timeline to cover the period required for a full revision to address the essential experimental issues. This means that competing manuscripts published during revision period will not negatively impact on our assessment of the conceptual advance presented by your study. Please contact us if you see a paper with related content published elsewhere to discuss the appropriate course of action.

When preparing your letter of response to the referees’ comments, please bear in mind that this will form part of the Review Process File and will therefore be available online to the community. For more details on our Transparent Editorial Process, please visit our website: https://www.embopress.org/page/journal/14602075/authorguide#transparentprocess

Please note that I will be on maternity leave from June 23, and my colleague David del Alamo, with whom I have already discussed your study, will take care of your manuscript in my absence.

With best regards,

Ieva

---
Ieva Gailite, PhD
Scientific Editor
The EMBO Journal
Meyerhofstrasse 1
D-69117 Heidelberg
Tel: +4962218891309
i.gailite@embojournal.org
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Rev_Com_number: RC-2021-00727
New_manu_number: EMBOJ-2021-108883
Corr_author: O’Neill
Title: CRYPTOCHROME suppresses the circadian proteome and promotes protein homeostasis

Reviewer #1 additional comments:

In brief, I don't think that they have done is sufficient to warrant publication at this stage, but I don't think that it is essential for them to do more proteomics.
To explain further: After reading the responses, I think that the authors have two choices. Either 1. They do more proteomics to give their results section a sound footing statistically, OR 2. They decrease the emphasis that they put on figures 1 and 2. The way that their paper is written, they base their entire hypothesis on one in vitro replicate of deeply sampled data and a second sparsely sampled biological triplicate in vivo set of data from a different author (the existing liver proteome that they had in before but have now played up a bit more). Neither of these data sets has sufficient data in order to get statistically meaningful data to strongly support their hypothesis. They then present this data in figure 1 and 2 and S1 and S2 and analyze the phase and the overlap of these oscillations. Their data is consistent BUT their data is not well sampled enough for a confident argument. Proteomics data, especially phosphoproteomics data, is way too messy for a single replicate. I don't believe that they need multiple different cell types, just more biological replication.

In all honestly, I think that their hypothesis in the paper is probably right, and will be backed up by more replication. However, there is too much noise in proteomic data for a single biological replicate to be sufficient for the kinds of statements they are making about the data. I think that their figures 3-6 tell the story without the need for the omics analysis and if they do not want to, or cannot afford to, do a more detailed proteomics analysis, then they should deemphasize their data in figures 1 and 2 and refocus their paper on figures 3-6.

I would be happy to provide a thorough response to this new version when the authors are ready. I do think that it adds to the conversation about CRY in the circadian field. However, I don't feel that their omics are strong enough to stand alone in the way that they are framing them and they would need to change something in order for me to support publication.
RE: EMBOJ-2021-108883R – response to reviewers

Reviewer 1: “In brief, I don't think that they have done is sufficient to warrant publication at this stage, but I don't think that it is essential for them to do more proteomics.

To explain further: After reading the responses, I think that the authors have two choices. Either 1. They do more proteomics to give their results section a sound footing statistically, OR 2. They decrease the emphasis that they put on figures 1 and 2. The way that their paper is written, they base their entire hypothesis on one in vitro replicate of deeply sampled data and a second sparsely sampled biological triplicate in vivo set of data from a different author (the existing liver proteome that they had in before but have now played up a bit more). Neither of these data sets has sufficient data in order to get statistically meaningful data to strongly support their hypothesis. They then present this data in figure 1 and 2 and S1 and S2 and analyze the phase and the overlap of these oscillations. Their data is consistent BUT their data is not well sampled enough for a confident argument. Proteomics data, especially phosphoproteomics data, is way too messy for a single replicate. I don't believe that they need multiple different cell types, just more biological replication.

In all honestly, I think that their hypothesis in the paper is probably right, and will be backed up by more replication. However, there is too much noise in proteomic data for a single biological replicate to be sufficient for the kinds of statements they are making about the data. I think that their figures 3-6 tell the story without the need for the omics analysis and if they do not want to, or cannot afford to, do a more detailed proteomics analysis, then they should deemphasize their data in figures 1 and 2 and refocus their paper on figures 3-6.

I would be happy to provide a thorough response to this new version when the authors are ready. I do think that it adds to the conversation about CRY in the circadian field. However, I don’t feel that their omics are strong enough to stand alone in the way that they are framing them and they would need to change something in order for me to support publication.”

We thank the reviewer for this further feedback. in our revised manuscript we have enacted both of their suggestions by: (1) reducing the emphasis on any specific results/analysis presented in Figures 1, 2 & S1-4 that were not subsequently and independently validated in separate experiments (i.e., with sufficient biological replicates); and by (2) performing the validation experiment outlined in our previous response to reviewers, i.e., 4 independently-derived biological replicates from each genotype sampled after 36 and 48 h under constant conditions.
The results of this validation experiment agree with the major findings of the 3 day proteomics experiment, i.e., more differences in protein composition overall between genotypes than variation over time within each genotype; differing identities of most proteins whose abundance changed over time between genotypes, association between change in abundance and change in temporal variation etc. These data are presented in the new Figure 3. Compared with the original 3 day study, we did not observe an increased number of proteins whose abundance changed over time in CKO compared with WT cells. However, this is very likely attributable to the increased variance in the abundance of proteins that change over time between the 4 different CKO biological replicates compared with between the WT replicates (Figure 3E). Because this experiment provided no direct evidence for significantly increased numbers of time-dependent abundance changes in CKO cells, we have deemphasised this element of the 3 day time course analysis in the revised manuscript. Instead we have stated that “at least as many” proteins are subject to temporal variation in CKO as WT cells, unless referring specifically to the 3 day time course.

More generally, and in addition to the changes made after both reviewers’ previous comments, we have made further and rather substantial changes to the manuscript in order to better focus on what we think to be the most important and robust findings. We thank the reviewer for encouraging us on the need for clear communication of the most pertinent experimental observations. Specifically, we have:

- Revised the title to “CRYPTOCHROMES promote daily protein homeostasis”, for which there surely is now overwhelming supporting evidence.

- Revised the abstract to reflect changes in the focus of the text and figures.

- Added an entirely new figure 3 and accompanying results section that provides ample validation of the key findings from the first 3-day proteomics study, as the reviewer requested.

- Reformatted Figure S2B/S3B to allow comparisons to be easily made with the new Figure 3G, i.e., both experiments found that genotype-dependent differences in proteome composition are much greater than variation in proteome composition over time within a genotype.

- Emphasised that the findings of the first 3-day proteomics cannot, alone, provide support for any specific genotype-dependent differences in proteome composition.

- Removed several paragraphs from the results and discussion section that concerned the 3 day proteomics experiment. A severely truncated and heavily revised version of this text can now be found in the legends of Figures S2-4. In the interests of transparency, full disclosure and open communication, we decided it would not be appropriate to remove these analyses entirely. They thus remain available for the very interested reader, though the text makes clear that any findings that we did not pursue experimentally require further validation before they can be accepted.

- Further emphasised the scope of this study, which essentially just asks why circadian timing is less robust in CRY-deficient cells; to do this we began by testing an extension of the prevailing hypothesis: that CRY proteins are essential for temporal regulation of cellular proteomes. Analysis of the 3 day proteomics data inform the subsequent hypothesis that we go on to test by many independent
methods. Our study does not address the basis of circadian timekeeping, nor does it address all the pathways by which proteome imbalance arises in CRY-deficient cells, which this is bound to be multifactorial and beyond the scope of this investigation.

- Further emphasised that we do not claim any biological relevance for temporal variation in protein abundance, which has been assumed previously elsewhere. Indeed, if anything, our observations support the opposite conclusion: that daily variation in proteome composition is disadvantageous, and that circadian regulation helps to prevent it.

We have highlighted the major changes to the revised text, and the reviewer will note the many additional caveats that we have added throughout the manuscript, wherever an interpretation is made. Ultimately the data are the data and need to be communicated at this stage because, irrespective of what we think they mean, there is no precedent for these findings; which are supported by multiple independent methods. We are as confident as one ever can be about their reproducibility and simply suggest what we believe to be the most parsimonious interpretation for their meaning. We hope the reviewer is satisfied by the extensive changes we have made to the manuscript, which now provides much more validation and exploration of physiological consequence than in the original submission.
Dear Dr. O'Neill,

Thank you for the submission of your revised manuscript to The EMBO Journal. We now consider that you have properly dealt with the referees' concerns and your manuscript is almost ready for publication once a minor detail has been addressed:

Please provide the paper's synopsis composed of:
- A short 'blurb' text summarizing in two sentences the study (max. 250 characters). Add as well three to four 'bullet points' highlighting the main findings. Bullet points and standfirst text should be submitted as a separate manuscript file in LaTeX, RTF or MS Word format.
- A "synopsis image", which can be used as a "visual title" for the synopsis section of your paper. The image should be PNG or JPG format with pixel dimensions of 550 x 300-600 (width x height).

Please let me know if you have any further questions regarding any of these points. Thank you again for giving us the chance to consider your manuscript for The EMBO Journal. I look forward to receiving the final version.

Yours sincerely,

David del Alamo
Editor
The EMBO Journal

Further information is available in our Guide For Authors: https://www.embopress.org/page/journal/14602075/authorguide
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The authors performed the requested editorial changes.
Dear Dr. O'Neill,

I am pleased to inform you that your manuscript has been accepted for publication in the EMBO Journal.

Please note that it is EMBO Journal policy for the transcript of the editorial process (containing referee reports and your response letter) to be published as an online supplement to each paper. If you do NOT want this, you will need to inform the Editorial Office via email immediately. More information is available here: https://emboj.embopress.org/about#Transparent_Process

Your manuscript will be processed for publication in the journal by EMBO Press. Manuscripts in the PDF and electronic editions of The EMBO Journal will be copy edited, and you will be provided with page proofs prior to publication. Please note that supplementary information is not included in the proofs.

Should you be planning a Press Release on your article, please get in contact with embojournal@wiley.com as early as possible, in order to coordinate publication and release dates.

If you have any questions, please do not hesitate to call or email the Editorial Office. Thank you for your contribution to The EMBO Journal.

Yours sincerely,

David del Alamo
Editor
The EMBO Journal
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Any descriptions too long for the figure legend should be included in the methods section and/or with the source data.

This checklist is used to ensure good reporting standards and to improve the reproducibility of published results. These guidelines are consistent with the Principles and Guidelines for Reporting Preclinical Research issued by the NIH in 2014. Please follow the journal’s authorship guidelines in preparing your manuscript.

A- Figures

1. Data

The data shown in figures should satisfy the following conditions:

- The data were obtained and processed according to the field’s best practice and are presented to reflect the results of the experiments in an accurate and unbiased manner.
- Figure panels include only data points, measurements or observations that can be compared to each other in a scientifically meaningful way.
- Graphs include clearly labeled error bars for independent experiments and sample sizes. Unless justified, error bars should not be shown for technical replicates.
- If n = 5, the individual data points from each experiment should be plotted and any statistical test employed should be justified.
- Source data should be included to report the data underlying graphs. Please follow the guidelines set out in the author ship guidelines on Data Presentation.

2. Captions

Each figure caption should contain the following information, for each panel where they are relevant:

- A specification of the experimental system investigated (e.g., cell line, species name).
- A description of the sample collection allowing the reader to understand whether the samples represent technical or biological replicates (including how many animals, litters, cultures, etc.).
- An explicit mention of the biological and chemical entity(ies) that are altered/varied/perturbed in a controlled manner.
- An explicit mention of the biological and chemical entity(ies) that are being measured.
- A statement of how many times the experiment shown was independently replicated in the laboratory.
- Definitions of statistical methods and measures:
  - Common tests, such as t test (please specify whether paired vs. unpaired), simple p tests, Wilcoxon and Mann-Whitney tests, can be unambiguously identified by name only, but more complex techniques should be described in the methods section.
  - Are tests one-sided or two-sided?
  - Are there adjustments for multiple comparisons?
  - Exact statistical test results, e.g., P value = x but not P value < x.
  - Definitions of center values as median or average.
  - Definition of error bars as standard deviation or standard error of the mean.

Any descriptions too long for the figure legend should be included in the methods section and/or with the source data.

B- Statistics and general methods

1.a. How was the sample size chosen to ensure adequate power to detect a pre-specified effect size?

Where a specific hypothesis was tested, no explicit assumption about effect size was made beforehand since we had not performed the experiment, but typically 20% coefficients of variation are expected. For example, in Figure 7, we used a of 8 to test whether a difference in circadian period could be detected between experimental groups assuming a variance of 3% based on previous similar experiments. We knew this would be sufficient to detect a period difference of 0.5h (alpha = 0.05, Power of 90%) for 10% variance within groups. We were therefore underpowered to detect small differences between groups, in order to minimise the likelihood of type I errors.

1.b. For animal studies, include a statement about sample size estimate even if no statistical methods were used.

See above.

2. Describe inclusion/exclusion criteria if samples or animals were excluded from the analysis. Were the criteria predefined?

One control animal that died during the experiment presented in Figure 7I-L which was not included in our analysis.

3. Were any steps taken to minimise the effects of subjective bias when allocating animals/samples to treatment (e.g. randomisation procedure)? If yes, please describe.

Animals were assigned to groups by research technicians who were unaware of the hypothesis under investigation.

5.a. How was the variability among groups determined? If yes please describe.

No specific method of randomisation was used as animals were age/gender matched and assigned to groups arbitrarily.

6. Were any steps taken to minimise the effects of subjective bias during group allocation (e.g., blinding of the investigator) if yes please describe.

All analyses were performed by two or more investigators, independently by objective methods as reported.

6.b. For animal studies, include a statement about blinding even if no blinding was done.

No blinding was performed.

7. For every figure, are statistical tests justified as appropriate?

Yes.

8. Do the data meet the assumptions of the tests (e.g., normal distribution)? Describe any methods used to assess it.

Where appropriate, normally distributed test was used within the distribution test of graphed data.

9. Does the data satisfy the assumptions of the tests (e.g., normal distribution)? Describe any methods used to assess it.

Where appropriate, normally was used within the distribution test of graphed data.
C- Reagents

6. To show that antibodies were profiled for use in the system under study (assay and species), provide a citation, catalog number and/or clone number, supplementary information or reference to an antibody validation profile. e.g., Antibodies (see link list at top right), 1Dg5m01c (see link list at top right).

7. Identify the source of cell lines and report if they were recently authenticated (e.g., by STR profiling) and tested for mycoplasma contamination.

Where appropriate the variation within each group is described.

1986, with Local Ethical Review by the Medical Research Council and the University of Cambridge, UK. All animal work was licensed by the Home Office under the Animals (Scientific Procedures) Act 1986, with Local Ethical Review by the Medical Research Council and the University of Cambridge, UK.

F- Human Subjects

12. Identify the committee(s) approving the study protocol.

N/A

13. Include a statement confirming that informed consent was obtained from all subjects and that the experiments conformed to the principles set out in the WMA Declaration of Helsinki and the Department of Health and Human Services Belmont Report.

N/A

14. Report any restrictions on the availability (and/or on the use) of human data or samples.

N/A

15. Report the clinical trial registration number (at ClinicalTrials.gov or equivalent), where applicable.

N/A

16. For phase II and III randomized controlled trials, please refer to the CONSORT flow diagram (see link list at top right) and submit the CONSORT checklist (see link list at top right) with your submission. See author guidelines, under 'Reporting Guidelines'. Please confirm you have submitted this list.

N/A

17. For tumor marker prognostic studies, we recommend that you follow the REMARK reporting guidelines (see link list at top right). See also: NIH (see link list at top right) and NCI (see link list at top right) recommendations. Please confirm compliance.

N/A

G- Dual use research of concern

21. Could your study fall under dual use research restrictions? Please check biosecurity documents (see link list at top right) and list of select agents and toxins (APHS/CDC) (see link list at top right). According to our biosecurity guidelines, provide a statement only if it could.

No