The Application of Improved Local Preserving Projection Dimension Reduction Method in Spare Parts Classification
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Abstract. In order to classify spare parts by machine learning method, it is necessary to reduce the dimension of spare parts because of the large number of characteristic indexes. An improved dimensionality reduction method for local preserving projection is presented in this paper. The model optimizes the parameters in local preserving projection dimensionality reduction by using kernel function parameter estimation method. The accuracy and efficiency of dimension reduction classification model are improved. Finally, through an example analysis, the simulation results show that the proposed dimension reduction method can solve the problem of spare parts classification better. It also improves the accuracy and efficiency of traditional classification methods.

1. Introduction

With the development of modern industry, machinery and equipment are becoming larger and more complex. As an important material basis for maintenance and support of machinery and equipment, how to classify and select among the numerous spare parts is the key to reasonably plan and reserve spare parts. Classical spare parts classification problem is mainly through the construction of multi-attribute decision-making evaluation system, and then according to the comprehensive evaluation of spare parts to complete the classification of reserves \cite{1-4}. However, the classification method of multi-attribute evaluation will inevitably affect the accuracy of classification results because of the subjective decision of weight assignment \cite{5}. Compared with the traditional classification methods, which are subjective in weight calculation, machine learning classification can effectively avoid the influence of subjective decision on classification accuracy. Therefore, the use of machine learning methods for spare parts classification increasingly highlights its advantages.

However, with the continuous application and research of machine learning in classification, how to further improve the classification accuracy and efficiency has become the focus of machine learning classification methods. Among them, the classification speed is closely related to the number of data feature indicators. It is necessary to reduce the dimensionality of data to remove redundant information and improve the classification speed. Therefore, many scholars focus on the dimensionality reduction of feature indicators. Document \cite{6} considers the preference of spare parts attributes, uses dominance
rough set method to make logical judgment on feature indexes, and finally generates "if-then" decision rules for spare parts classification. In Document [7], principal component analysis method (PCA) was used to reduce dimensions of nuclear plant accident characteristics, which improved the efficiency of accident classification decision. However, the dimension reduction methods proposed in the above literature are all feature selection, that is, to select a subset of the original data feature indicators as the basis for decision. It will result in the loss of data features and the deviation of classification accuracy in forecasting classification. The dimension reduction method of Local Preservation Projection (LPP) can retain the original index characteristics to the greatest extent.

In view of this, a new dimension reduction method based on Kernel Density Estimation (KDE-LPP) is proposed in this paper. Firstly, the characteristic indexes of spare parts are obtained according to the influencing factors of spare parts reserve. Then the kernel density estimation method is used to adjust the parameters of the dimensionality reduction method adaptively to improve the classification accuracy. Finally, the data are input into the spare parts classifier to realize the rapid classification of spare parts. The reasonableness and practicability of the classification model are verified by simulating the spare parts of large-scale equipment in enterprises.

2. Problem Description

![Figure 1. The factors influencing the classified reserve of the spare parts.](image-url)
There are many characteristic indexes that affect spare parts reserve. If the spare parts are classified directly by machine learning method, not only will the calculation amount of classification be too large and the speed be slowed down, but also there may be information redundancy between the feature indexes, which will cause data over-fitting because of excessive dimension. Therefore, characteristic indexes of data should be screened before classification, and dimension reduction of spare parts data of characteristic indexes should be conducted. In addition, it can reduce the feature dimension of the data and effectively improve the speed of classification. It can be seen from the analysis in Figure 1 that there are many characteristic indexes affecting the classification of spare parts reserve, and the feature dimension reduction method can be used to improve the classification efficiency of spare parts.

3. Feature Index Dimensionality Reduction Method Based on Local Projection

3.1. The principle of local projection (LPP) dimensionality reduction method

Local Preserving Projection (LPP) is a linear approximation method of Laplace Mapping (LE) [8-9]. Let data sample \( X = (x_1, x_2, ..., x_n), x_i \in \mathbb{R}^M \) be the initial high-dimensional data set. The dimension of data is \( M \). The dimension reduction method of LPP is to use a mapping matrix \( A \) to transform high-dimensional data set \( X \) into low-dimensional data set \( Y = (y_1, y_2, ..., y_n), y_i \in \mathbb{R}^d \) through \( y_i = A^T \cdot x_i \). Where the dimension is \( d(d << M) \). Mapping matrix \( A \) can be obtained by satisfying the following objective equation.

\[
Z = \min_{i,j} \sum_{i,j} w_{ij} \left\| y_i - y_j \right\|^2
\]  

In the formula, \( w_{ij} \) is the element of the weight matrix \( W \), and \( w_{ij} \) represents the weight of the relationship between the original data point \( x_i \) and \( x_j \).

In the dimension reduction method of LPP, the key is to determine the weight matrix \( W \), and the element \( w_{ij} \) of the weight matrix is related to the location of the original data points. The specific solving steps are as follows:

1. Constructing adjacency graphs
   The distance formula is used to calculate the distance between the original data, and then the adjacent data points are connected to form a sparse adjacency graph. This paper chooses \( \epsilon \)-neighbourhood method as the nearest neighbor rule to judge the relationship between data.

2. Calculating the weights between data points
   The edge weights between two original data points are calculated to measure the similarity between two data points.
   \[
   w_{ij} = \begin{cases} 
   \exp\left(-\frac{\left\| x_i - x_j \right\|^2}{t}\right) & \left\| x_i - x_j \right\|^2 \leq \epsilon \\
   0 & \text{other}
   \end{cases}
   \]  
   In the formula, parameter \( t > 0 \) is the width of the core.

3. Computing eigenvalues
   Constraint \( YDY^T = I \) is introduced. Then, \( XAX^T = \lambda DAX^T \).
In the formula, \( \lambda \) is the generalized eigenvalue, and the column vector \( a_1, a_2, \ldots, a_d \) is the eigenvector corresponding to the first \( d \) minimum non-zero eigenvalues in \( \lambda \). Then the dimension of the mapping matrix \( A \) is \( D \times d \), and its expression is: \( A = \{a_1, a_2, \ldots, a_d\} \).

3.2. LPP dimension reduction method based on kernel density estimation

Formula (2) shows that when selecting neighborhood data points in high-dimensional data space, the neighborhood is determined by the value of parameter \( \varepsilon \). And directly affects the performance of dimension reduction methods. In view of this, this paper uses the Kernel Density Estimation (KDE) method [10] to estimate the sample probability density of the original data, and then adaptively adjusts the neighborhood parameter \( \varepsilon \) [11].

Let \( X = (x_1, x_2, \ldots, x_n), x_i \in \mathbb{R}^M \) be the original high-dimensional data set, then its kernel probability density estimation formula is:

\[
p(x_i) = \frac{1}{nV} \sum_{j=1}^{n} \varphi\left( \frac{x_i - x_j}{a} \right)
\]  

(3)

In the formula, \( \varphi() \) is a kernel function and \( \varphi(x) \geq 0, \int \varphi(x)dx = 1 \) satisfies it. In this paper, Gauss window function is selected. \( \varphi(x) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{||x-x||^2}{2}\right) \), Then the probability density of data point \( x_i \) is estimated as:

\[
\hat{p}(x_i) = \frac{1}{n(2\pi)^{\frac{M}{2}}a^M} \sum_{j=1}^{n} \exp\left(-\frac{||x_i - x_j||^2}{2a^2}\right)
\]  

(4)

Let the initial neighbourhood parameter be \( \varepsilon_0 \), then the neighbourhood of the original sample point \( x_i \) with respect to \( \varepsilon_0 \) is \( N_{\varepsilon_0}(x_i) \). The number of nearest neighbour data of data point \( x_i \) is \( n(x_i) \). The window width \( a \) of the Gauss window is a variable to adjust the probability density. Then the original data points can adjust the neighbourhood parameters adaptively according to the global density distribution of high-dimensional data sets. Its parameter adjustment formula is as follows:

\[
\varepsilon(x_i) = \varepsilon_0 \frac{\hat{p}(x_i)}{\overline{p}}, \overline{p} = \frac{1}{n(x_i)} \sum_{i=1}^{n} \hat{p}(x_i)
\]  

(5)

3.3. Spare parts classification based on KDE-LPP dimension reduction method

The process of spare parts classification based on KDE-LPP dimensionality reduction method is shown in Figure 2. The steps are as follows:
Figure 2. Spare parts classification model based on KDE-LPP.

(1) According to the characteristic indexes of spare parts classification, data collection is conducted for spare parts information and the classification results of spare parts are recorded. Finally, all data are divided into training sample A and test sample B.

(2) For each spare parts sample, KDE-LPP dimension reduction method is used to extract feature, and the dimension of the index is reduced. When calculating the value of each reduced dimension $d(d=1,2,...,12)$, the corresponding mapping matrix $A$ and low-dimensional eigenvector $Y$, $y_i \in R^d$ are obtained.

(3) In step (2), when dimension $d$ takes different values, the low-dimensional eigenvector $Y$ is taken as a known quantity. Input to the classifier, repeat steps (2), and compare the maximum accuracy of spare parts classification with different dimension reduction $d$. Then the optimal accuracy $\eta^*$ of spare parts classification model is determined, and the corresponding optimal dimension $d^*$ is obtained. At this time, the data dimension is low and the speed of spare parts classification is fast.

(4) The optimal dimension $d^*$ obtained in step (3) is taken as input. Using KDE-LPP to reduce the dimension of test sample data, the dimension-reduced eigenvector $Y^*$ and the optimal dimension-reduced dimension $d^*$ are obtained. Finally, input the classifier to get the final result of spare parts classification.
3.4. Case Study and Analysis

In order to manufacture a product, an enterprise needs many kinds of equipment to cooperate with each other, and there are many kinds of spare parts needed by the equipment. This requires the maintenance personnel to select the appropriate classification method of spare parts. At the same time, the classification accuracy of spare parts is the best. Finally, according to the classification results of spare parts, the spare parts are classified and stored. According to the characteristics of spare parts, spare parts are divided into three categories: key reserve spare parts (A), conditional reserve spare parts (B), and non-reserve spare parts (C). Fifty sets of spare parts in each category were selected for verification and analysis. Thirty samples of each category were randomly selected as training samples, and another 20 samples were selected as test samples. The spare parts information is collected according to the characteristic indexes in Fig.1. The specific data are shown in table 1.

| number | index 1 | index 2 | index 3 | index 4 | index 5 | index 6 | index 7 | index 8 | index 9 | index 10 | index 11 | index 12 | classification |
|--------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|----------------|
| 1      | 1       | 0.95    | 0       | 1       | 38      | 2       | 2.3     | 1       | 1       | 5000     | 1       | 1       | A               |
| 2      | 1       | 0.92    | 0       | 1       | 30      | 5       | 1.5     | 1       | 1       | 18000    | 1       | 1       | A               |
| 3      | 2       | 0.68    | 0       | 7       | 26      | 136     | 0.9     | 4       | 1       | 600      | 0       | 3       | B               |
| ...    | ...     | ...     | ...     | ...     | ...     | ...     | ...     | ...     | ...     | ...      | ...     | ...     | ...             |

LPP algorithm is used to reduce the dimension of the feature data set of spare parts. In order to verify the validity of the KDE-LPP dimension reduction method proposed in this paper, the feature data of spare parts are analysed by LPP dimension reduction method and principal component analysis (PCA), respectively, as shown in Figure 3. The initial neighbourhood parameter $\epsilon_0 = 2.5$ and the thermonuclear width $a = 6$ are set in the LPP dimension reduction method. When using PCA dimension reduction method to find the optimal dimension, the dimension of PCA dimension reduction is determined according to the principle that the cumulative contribution rate of PCA principal component is not less than 95%.

In Figure 3, the curves show the advantages and disadvantages of three dimension reduction methods. At the initial stage, with the continuous increase of dimension reduction, the accuracy of spare parts classification improves gradually. When the accuracy of spare parts classification reaches the maximum, the optimal dimension reduction is reached. When the dimension continues to increase, the classification accuracy of spare parts decreases, but the curve fluctuation tends to be stable.

Compared with the three dimension reduction methods, the KDE-LPP dimension reduction method has the highest accuracy in the classification of spare parts. When dimension reduction is 6, the accuracy of spare parts classification reaches 0.92. LPP dimension reduction method is second, when dimension reduction is 8, the accuracy of spare parts classification is 0.88. This is because KDE-LPP adaptively adjusts the neighbourhood range according to the density of high-dimensional data points, which can reflect the distance relationship of data points more appropriately. In contrast, the neighbourhood parameters in the LPP dimension reduction method are fixed values, and the effect is not as good as the former. The accuracy of spare parts classification obtained by PCA dimension reduction method is the smallest. However, compared with the other two methods, the optimal dimension reduction method is the smallest. When the dimension reduction is 4, the classification accuracy of spare parts is 0.86. Because PCA dimension reduction method changes high-dimensional data into low-dimensional data through linear transformation, which makes the non-linear relationship between data missing when high-dimensional data is mapped to low-dimensional space. Combining the accuracy of spare parts classification, the dimension reduction method of KDE-LPP is the best for spare parts classification.
Figure 3. The relationship between classification accuracy of spare parts and dimension reduction.

4. Conclusion
When classifying spare parts by machine learning, the traditional method of dimensionality reduction does not reflect the position between data. In this paper, KDE-LPP dimension reduction method is used to deal with the feature indexes of spare parts. The method based on kernel density estimation can adjust the neighborhood parameters adaptively and ensure the popular structure between the original data to the greatest extent. According to the relationship between the classification accuracy of spare parts and the dimension reduction, the optimal dimension reduction is obtained and the classification of spare parts is finally realized. The reasonableness of dimension reduction method is verified by an example, and the cross comparison shows that the proposed method can improve the speed and accuracy of classification model operation compared with other methods.
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