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Abstract

We develop entanglement swapping protocols and memory allocation methods for quantum repeater chains. Unlike most of the existing studies, the memory size of each quantum repeater in this work is a parameter that can be optimized. Based on Markov chain modeling of the entanglement distribution process, we determine the trade-off between the entanglement distribution rate and the memory size. We then propose three memory allocation methods that achieve entanglement distribution rates decaying polynomially with respect to the distance while using a constant average number of memories per node. We also quantify the average number of memories required due to classical communication delay, as well as the delay of entanglement distribution. Our results show that a moderate memory size suffices to achieve a polynomial decay of entanglement distribution rate with respect to the distance, which is the scaling achieved by the optimal protocol even with infinite memories at each node.

I. INTRODUCTION

The quantum Internet can revolutionize many applications in the field of communication, computation, and sensing [1]. One important service of the quantum Internet is its capability to distribute entanglement among end users. However, entanglement distribution rate decays exponentially with respect to the distance over optical fiber [2]. To circumvent the exponential decay of rate with respect to distance, quantum repeaters need to be inserted between end users. By generating entanglement between quantum repeaters with quantum channels and entanglement swapping at the quantum repeaters, it is possible to achieve entanglement distribution rate that decays much slower than exponentially obtained by direct transmission.
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However, the quantum repeaters may not be perfect, e.g., entanglement swapping may have errors or succeed probabilistically. If entanglement swapping has errors, one can apply entanglement distillation or error correction to improve the fidelity of entanglement [3]–[6]. Together with a nesting method, an entanglement distribution rate that decays polynomially with respect to the distance can be achieved [3]–[5]. If entanglement swapping fails with a nonzero probability, the entanglement distribution rate may vary significantly depending on the setting, such as the number of memories and the lifetime of qubits [7]–[14]. For one extreme case where each node has infinite memories and qubits have sufficiently long lifetime, the optimal entanglement distribution rate can be obtained in a closed form for homogeneous repeater chains [7]. For the other extreme case where each node has one memory per link and qubits have lifetime of one time slot, protocols for quantum repeaters have been developed by exploiting the diversity of multiple paths in the network [8]. Although studies in these two extreme cases offer important insight into the design of quantum networks in the NISQ era [15], it is much more common to encounter intermediate cases where nodes have a finite number of memories and reasonably long lifetime. Existing studies generally consider that each node has one memory per link [9]–[12], and it is unclear how increased memory size can improve the entanglement generation rate. Moreover, in most existing entanglement swapping protocols, a node’s operation may depend on the results of entanglement swapping at another node that is far away. The classical communication delay cannot be ignored and it may be detrimental to the entanglement distribution rate. However, the effects of classical communication delay in the entanglement distribution rate and memory size requirement are not well studied. In [9], [10], the classical communication delay is considered for determining the expected waiting time in quantum repeaters, but explicit expressions are provided for only a few links. For a general case, the computation complexity grows fast with respect to the number of links.

To the best of the authors’ knowledge, it remains unknown how the entanglement distribution rate depends on the memory size and classical communication delay. A fundamental question related to entanglement distribution is, for a targeted entanglement distribution rate, how many memories are needed at each node in a network when classical communication delay is considered? The answer to this question will guide the design of quantum repeaters, the deployment of quantum nodes, and the implementation of entanglement swapping protocols.

The goal of this manuscript is to determine the effects of memory size and classical communication delay on entanglement distribution rates, and develop memory allocation methods
based on these effects. Key contributions of this work are as follows.

- We develop a modified doubling method that schedules entanglement swapping operations and determine an approximation of the entanglement distribution rate as a function of the number of memories.
- We proposed three memory allocation methods. These methods achieve an entanglement distribution rate decaying polynomially with respect to the distance while using a constant average number of memories per node.
- We determine the expected number of memories per node required due to classical communication delay, and show that this number does not rely on the distance between end users.
- We quantify the delay of entanglement distribution, i.e., the maximum time that a qubit stays in the memory during the entanglement distribution process.

II. System Model

Consider a repeater chain consisting of $K$ nodes and quantum channels illustrated in Fig. 1. We assume $K$ is power of 2 in this paper, i.e., $K = 2^k$, $k \in \mathbb{N}^*$, but the results are applied to the case with a general $K$. The nodes are labelled as 0, 1, ..., $K$. There exist a quantum channel that connects node $i$ and $i + 1$, $i = 0, 1, 2, \ldots, K - 1$. The length of these channels are the same. A quantum node may consist multiple memories to store entangled qubits. The goal is to maximize the distribution rate of Einstein-Podolsky-Rosen (EPR) pair between two end node, nodes 0 and $K$, via entanglement generation and entanglement swapping.

![Fig. 1: Illustration of repeater chains. Circles represent memories for storing entangled qubits. Red solid circle represent entangled qubits. Blue lines represent quantum channels.](image-url)
We consider a continuous time model, where the successful entanglement generation between neighboring nodes follows a Poisson process with rate $\lambda$. Consequently, two entanglement generation attempts cannot succeed simultaneously. Any node $i = 1, 2, \ldots, K - 1$ may perform entanglement swapping that consumes two EPR pairs $|\Psi_{ij}\rangle$ and $|\Psi_{ij'}\rangle$ to distribute an EPR pair $|\Psi_{jj'}\rangle$. Such entanglement operation succeeds with probability $q$. If it succeeds, we assume that entanglement swapping has no errors; if it fails, we assume no entanglement is obtained.

Note that entanglement swapping at certain nodes may depend on the operation at other nodes. This incurs the delay due to the delay to transmit classical messages and consequently extra memory requirement. We will consider no classical communication delay for now and leave the discussion of classical communication in Section IV.

III. TEMPORAL MULTIPLEXING

In temporal multiplexing, the generated entangled pairs can be stored in the memory so that these pairs can be used in the future [16]. The performance of temporal multiplexing depends on entanglement swapping protocols. It is shown that the “doubling method” can achieve the optimal entanglement generation rate with infinite memories and qubit lifetime [7].

A. Level $i$ Entanglement and Doubling Method

To explain the doubling method, we need to introduce the concept of level $i$ entanglement. As shown in Fig. 2 we refer to entangled pair that spans $2^i$ channels as level $i$ entanglement, where $i = 0, 1, 2, \ldots, k$. The doubling method only allows entanglement swapping at node $n \in \{2^i, 2^i \ast 3, \ldots, K - 2^i\}$, $i = 1, 2, \ldots, k - 1$: whenever there are entanglement $|\Psi_{(n-2^i)n}\rangle$ and $|\Psi_{n(n+2^i)}\rangle$, node $n$ swaps entanglement to create a level $i + 1$ entanglement $|\Psi_{(n-2^i)(n+2^i)}\rangle$. If each node has infinite memories, then the optimal entanglement distribution rate $pq^k$ can be achieved. On the other hand, even if there is only one memory per link at each node, the doubling method is shown to achieve the entanglement generation rate of $p(2q/3)^k$ [12]. In this section, we study an intermediate case, where there are finite memories at each node, and aim to develop memory allocation methods that can maximize the entanglement distribution rate.

As shown in Fig. 2 we assign different number of memories to store different levels of entanglement. In particular, nodes $1, 2, \ldots, K - 1$ are allocated with $2B_0$ memories to store level 0 entanglement, and at node $n \in \{1, 2, \ldots, K - 1\}$, $B_0$ memories store entanglement $|\Psi_{(n-1)n}\rangle$ and the other $B_0$ memories store entanglement $|\Psi_{n(n+1)}\rangle$. Similarly, nodes $2^i, 2^i \ast 2,$
Fig. 2: Illustration of level $k$ entanglement. The red lines and red circles represent entanglement that spans one channel, and such entanglement is referred to as level 0 entanglement. Similarly, blue lines and blue circles represent level 1 entanglement. In this figure, $B_0 = 1$ and $B_1 = 2$.

$\ldots$, $K - 2^i$ are allocated with $2B_i$ memories to store level $i$ entanglement, $i = 1, 2, \ldots, k - 1$, and at node $n \in \{2^i, 2^i \times 2, \ldots, K - 2^i\}$, $B_i$ memories store entanglement $|\Psi_{(n-2^i)n}\rangle$ and the other $B_i$ memories store entanglement $|\Psi_{n(n+2^i)}\rangle$.

We consider a modified doubling method that works as follows. Each channel keeps generating level 0 entanglement until the $B_0$ memories are full. For a node $n \in \{2^i, 2^i \times 2, \ldots, K - 2^i\}$, $i = 1, 2, \ldots, k - 1$, whenever there are entanglement $|\Psi_{(n-2^i)n}\rangle$ and $|\Psi_{n(n+2^i)}\rangle$, node $n$ swaps entanglement to create a level $i + 1$ entanglement $|\Psi_{(n-2^{i+1})(n+2^i)}\rangle$ until the $B_{i+1}$ memories are full. When the memories of some entanglement are full, then the protocol can choose to throw certain lower level entanglement or stops generating lower level entanglement. The following theorem shows the trade-off between memory size and entanglement distribution rate achieved by the modified doubling entanglement swapping protocol for small $q$.

**Theorem 1:** Let $R_k(\lambda, q)$ denote the entanglement distribution rate achieved by a modified doubling entanglement swapping protocol. Then

$$\lim_{q \to 0} \frac{R_k(p, q)}{R_k(p, q)} = 1,$$

where

$$R_k(p, q) = \lambda q^k \prod_{i=0}^{k-1} \frac{2B_i}{2B_i + 1}.$$
Proof: See Appendix A

Theorem I shows that for sufficiently small \( q \), the entanglement distribution rate achieved by a modified doubling entanglement swapping protocol can be accurately estimated by \( R_k(p, q) \). In fact, analysis for small scale networks (e.g., \( K = 4 \)) and numerical results show that \( R_k(p, q) \) may be a lower bound for \( R_k(\lambda, q) \). In the rest of this section, we will use (I) as an approximation of the entanglement distribution rate for any \( q \in (0, 1] \) and analyze the memory size with respect to the distance (or equivalently, \( K \)).

B. Memory Allocation Methods

We now consider two memory allocation methods. The first method is the constant memory allocation method. If we set \( B_i \) to be constant, i.e., \( B_i = B > 0, i = 0, 1, 2, \ldots, k - 1 \), then the entanglement distribution rate becomes \( \lambda(2Bq/(2B + 1))^k \). Note that such a rate decays polynomially with respect to the distance. The average number of memories is upper bounded by a constant \( 4B \) because

\[
2B + 2B/2 + 2B/2^2 + \ldots + 2B/2^k \leq 4B
\]

and the maximum number of memory among the \( K + 1 \) nodes is \( 2kB \), which grows logarithmically with respect to the distance.

We can use another memory allocation method, referred to as the exponential memory allocation, to achieve a near optimal entanglement distribution rate. Let \( \delta > 0 \) denote a preset constant. The goal is to achieve an entanglement distribution rate \( \lambda q^k(1 - \delta) \) using the fewest memories. In fact, we can set \( B_i = \gamma^{i+i_0}, i = 0, 1, 2, \ldots, k - 1 \), where \( \gamma \in (1, 2) \) and \( i_0 \in \mathbb{N}^* \) are constants chosen later. The average number of memories is

\[
\frac{1}{K} \sum_{i=0}^{k-1} 2B_i \cdot (2^{k-i} - 1) \leq \frac{1}{2k} \sum_{i=0}^{k-1} 2\gamma^{i+i_0} \cdot 2^{k-i} \\
\leq 2\gamma^{i_0} \sum_{i=0}^{k-1} (\gamma/2)^i \leq \frac{2\gamma^{i_0}}{1 - \gamma/2}
\]

which is a constant independent of the distance. Regarding the entanglement distribution rate, Theorem I implies that the rate can be lower bounded by

\[
pq^k \prod_{i=0}^{k-1} \frac{2\gamma^{i+i_0}}{2\gamma^{i+i_0} + 1},
\]
**Lemma 1:** There exists $i_0 \in \mathbb{N}^*$ such that for any $k \in \mathbb{N}^*$
\[
\prod_{i=0}^{k-1} \frac{2\gamma^{i+i_0}}{2\gamma^{i+i_0} + 1} \geq 1 - \delta.
\]

**Proof:** Consider the following sequence:
\[
a_i = \log \frac{2\gamma^i}{2\gamma^i + 1}.
\]
Evidently, $a_i < 0$. Since
\[
\lim_{i \to \infty} \frac{a_{i+1}}{a_i} = \lim_{i \to \infty} \frac{1/(2\gamma^{i+1} + 1)}{1/(2\gamma^i + 1)} = 1/\gamma < 1,
\]
we have
\[
\sum_{i=0}^{\infty} a_i > -\infty.
\]
Therefore, there exists $i_0 \in \mathbb{N}^*$ such that
\[
\sum_{i=i_0}^{\infty} a_i \geq \log(1 - \delta). \tag{2}
\]
We then have the desired result because
\[
\prod_{i=0}^{k-1} \frac{2\gamma^{i+i_0}}{2\gamma^{i+i_0} + 1} \geq \prod_{i=0}^{\infty} \frac{2\gamma^{i+i_0}}{2\gamma^{i+i_0} + 1} \geq \exp \left\{ \sum_{i=i_0}^{\infty} a_i \right\} \geq 1 - \delta
\]
where the last inequality is due to (2).

The results above shows that the temporal multiplexing achieves the entanglement distribution rate $\lambda q^k (1 - \delta)$ and the average number of memories is a constant independent of the distance. The parameter $\gamma$ can be an arbitrary number in $(1, 2)$, and $i_0$ depends on $\delta$ and $\gamma$ suggested in Lemma 1. Note that the maximum memory size is
\[
2 \sum_{i=0}^{k-1} B_i = 2 \sum_{i=0}^{k-1} \gamma^{i+i_0} = 2\gamma^{i_0} \frac{\gamma^k - 1}{\gamma - 1} \leq \frac{2\gamma^{i_0}}{\gamma - 1} \gamma^k = \frac{2\gamma^{i_0}}{\gamma - 1} K^{\log \gamma}
\]
Since $\gamma < 2$, the value above grows sub linearly with respect to $K$.

**C. More Efficient Use of Memory: Cognitive Method**

The memory allocation methods require that $B_i$ memories are reserved to store level $i$ entanglement, and this may not be the most efficient way of using memories. For example, if the $B_0$ memories that store level 0 entanglement are full but there are unused memories that store higher level entanglement, the memory allocation method in previous sections do not use...
these free memories. We next propose a cognitive method that allows using these memories. Suppose each node is allocated with $2B$ memories, and for each link, $B$ memories are allocated. The doubling entanglement swapping protocol is used. Higher level entanglement has priority to use memories. Whenever there are free memories, lower level entanglement can be generated through channels or entanglement swapping.

This method is referred to the cognitive method because the use of memory is similar to spectrum use in cognitive radio, where primary users have priority to use spectrum and if spectrum is not occupied by primary users, the secondary users can use the spectrum.

**Theorem 2:** Let $E(p, q, B, i)$ denote the entanglement distribution rate achieved by the cognitive memory allocation method for a repeater with $2^i$ channels and $2B$ memories ($B$ memories per link). Then

$$\lim_{q \to 0} \frac{E(p, q, B, i)}{E(p, q, B, i)} \geq 1$$

where $E(p, q, B, i) = pq^i f_{B,i}$, in which $f_{B,i}$ is obtained recursively as follows. For $i = 0$, $f_{B,0} = 2B/(2B + 1)$. For $i > 0$,

$$f_{B,i} = 1 - \left[ 1 + \sum_{j=0}^{B-1} \prod_{j=0}^{i-1} f_{B,j-1}^{j+1} \right]^{-1}.$$

**Proof:** See Appendix B.}

As a special case where $B = 1$, one can see that

$$\frac{f_{B,i}}{f_{B,i-1}} = 1 - \left[ 1 + 2 \prod_{j=0}^{i-1} f_{1,j-1}^{j+1} \right]^{-1} = \frac{2}{3}.$$

Consequently, $f_{1,i} = (2/3)^i$ and $E(p, q, 1, i) = p(2q/3)^i$. This is consistent with Proposition 3(d) in [12].

**IV. Classical Communication Delay**

The protocols above rely on classical communication that informs certain nodes whether entanglement swapping is successful. For example, consider a simple case where $K = 2$. Suppose node 1 swaps entanglement to create $|\Psi_{02}\rangle$ by consuming $|\Psi_{01}\rangle$ and $|\Psi_{12}\rangle$. This operation can be success or failure. Before this result is received by node 0, node 0 has to hold its part of $|\Psi_{01}\rangle$. This increases the memory size requirement. To emphasize the different roles of memory, we refer to the $2B_i$, $i = 0, 1, 2, \ldots, k - 1$ memories in previous section as queueing delay memory, and the memories that store the entanglement during the time waiting for the entanglement swapping result as communication delay memory.
We now determine the size of communication delay memory. Without loss of generality, consider that node $2^{n-1}$ swaps entanglement to create $|\Psi_{02^n}\rangle$. It takes time $2^{n-1}d/c$ to send the entanglement swapping result to node 0 and $2^n$, where $c$ is the speed of classical communication. Nodes 0 and $2^n$ need to keep their part of $|\Psi_{02^n-1}\rangle$ and $|\Psi_{2^n-12^n}\rangle$ for $2^{n-1}d/c$ due to classical communication delay. Suppose the entanglement swapping protocol achieves the rate in Theorem 1. Little’s law shows that the expected number of qubits stored in the communication delay memory of node 0 and node $2^n$ is upper bounded by

$$\lambda q^{n-1} \prod_{i=0}^{n-2} \frac{2B_i}{2B_i + 1} \frac{2^{n-1}d}{c}.$$ 

Then the expected number of qubits stored in the communication delay memory average over all the nodes is upper bounded by

$$\frac{1}{2k} \sum_{n=1}^{k} 2^{1+k-n} \left( \lambda q^{n-1} \prod_{i=0}^{n-2} \frac{2B_i}{2B_i + 1} \right) \frac{2^{n-1}d}{c} \leq \frac{1}{2k} \sum_{n=1}^{k} 2^{1+k-n} \lambda q^{n-1} \frac{2^{n-1}d}{c}$$

$$= \sum_{n=1}^{k} \lambda q^{n-1} \frac{1}{c} = \frac{\lambda d (1 - q^k)}{c(1-q)} \leq \frac{\lambda d}{c(1-q)}$$

which is a constant that does not depend on the distance. Therefore, the entanglement distribution rate does not change significantly by adding communication delay memories, the number of which remains constant per node. Moreover, the expected number of qubits stored in the communication delay memory in any node is upper bounded by

$$\sum_{n=1}^{k} \left( \lambda q^{n-1} \prod_{i=0}^{n-2} \frac{2B_i}{2B_i + 1} \right) \frac{2^{n-1}d}{c} \leq \sum_{n=1}^{k} \lambda q^{n-1} \frac{2^{n-1}d}{c} = \frac{\lambda d}{c} \frac{1 - (2q)^k}{1 - 2q}.$$ 

One can see that if $q < 1/2$, this quantity is upper bounded by a constant $\lambda d/(c(1-q))$; if $q = 1/2$, this quantity is $\lambda dk/c$, which grows logarithmally with respect to the distance as queuing delay memory with $B_i$ being constant. If $q > 1/2$, one can discard some entanglement so that communication delay memory size is constant per node while still achieving entanglement distribution rate that decays polynomially with respect to the distance.

V. DELAY OF ENTANGLEMENT DISTRIBUTION

The fidelity of the final level $k$ entanglement depends on the delay of entanglement distribution. In this manuscript, we refer to delay as the maximum time that a qubit stays in the memory during the entanglement distribution process. As mentioned in Section IV, there are two types of delay, namely, queuing delay and communication delay.
Without loss of generality, we consider the node $2^n$, $n \in \{0, 1, 2, \ldots, k\}$ and the time that level $i$ entanglement ($i = 0, 1, 2, \ldots, n$) stays in the memory of node $2^n$. The classical communication delay for level $i$ entanglement is $2^i d/c$ because of waiting for entanglement swapping results from node $2^n - 2^i$. The average queuing delay can be obtained from Little’s law as follows.

$$T_{QD}(i) = \frac{B_i}{2}\frac{\lambda q^{i-1} \prod_{m=0}^{i-2} 2B_m / (2B_m + 1)}{\gamma^{i+i_0} \prod_{m=0}^{i-2} \frac{2B_m + 1}{2B_m}}$$

where $T_{QD}(i)$ denotes the average queuing delay of level $i$ entanglement at node $2^n$, $B_i/2$ is the average queue length of level $i$ entanglement, and $\lambda q^{i-1} \prod_{m=0}^{i-2} 2B_m / (2B_m + 1)$ denotes the arrival rate of level $i$ entanglement.

Suppose we use the constant memory allocation, and the average queuing delay becomes

$$T_{QD}(i) = B_i/2\frac{\lambda q^{i-1} \prod_{m=0}^{i-2} 2B_m / (2B_m + 1)}{\gamma^{i+i_0} \prod_{m=0}^{i-2} \frac{2B_m + 1}{2B_m}}.$$
We determine the expected number of memories per node required due to classical communication delay. This number does not rely on the distance between end users. Moreover, we quantify the delay of entanglement distribution, i.e., the maximum time that a qubit stays in the memory during the entanglement distribution process. If \( q > \frac{1}{2} \), then the average delay of entanglement distribution is on the same order of classical communication delay.
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APPENDIX A

PROOF OF THEOREM 1

To shown the entanglement distribution rate is given by (1), we only need to determine the stationary distribution of the whole repeater chain system. The state of a repeater chain system with $2^n$ channels is represented recursively as follows. For $n = 1$, the state is a scalar $S_1$, which represents the number of stored level 0 EPR pairs in the system. Note that with the entanglement swapping protocol, the stored EPR pairs are either $S_1$ pairs of $|\Psi_0\rangle$ or $S_1$ pairs of $|\Psi_1\rangle$. For $n > 1$, the repeater chain can be divided into two sub repeater chains, each has $2^{n-1}$ channels, and let $S_{n-1}^L$ and $S_{n-1}^R$ denote the states of the left and right sub repeater chains, respectively. The state of the repeater chain is

$$S_n = (S_{n-1}^L, S_{n-1}^R, E_n^L, E_n^R)$$

where $E_n^L$ and $E_n^R$ denote the number of EPR pairs $|\Psi_{02n-1}\rangle$ and $|\Psi_{2n-12n}\rangle$. Note that $E_n^L \cdot E_n^R = 0$. Let $\pi_{S_n}(s_n)$ denote the stationary distribution for the repeater that has $2^n$ channels, where state $s_n$ is one of the possible states. We next approximate $\pi_{S_n}$ for small $q$ recursively.

**Lemma 2:** The stationary distribution for the repeater state can be approximated by $\bar{\pi}_{S_n}$ for small $q$, i.e.,

$$\lim_{q \to 0} \pi_{S_n}(s_n) = \bar{\pi}_{S_n}(s_n)$$

where $\bar{\pi}_{S_n}$ is given as follows. For $n = 1$, $\bar{\pi}_{S_1}(s_1) = 1/(2B_0 + 1)$ for $s_1 = 1, 2, \ldots, B_0$ and $\bar{\pi}_{S_1}(s_1) = 2/(2B_0 + 1)$ for $s_1 = 0$. For $n > 1$,

$$\bar{\pi}_{S_n}(s_n) = \frac{\pi_{S_{n-1}}(s_{n-1}^L) \pi_{S_{n-1}}(s_{n-1}^R)}{2B_{n-1} + 1}$$

where $s_{n-1}^L$ and $s_{n-1}^R$ correspond to the states of the left right sub repeater chains.

**Sketch of the Proof:** We prove this lemma by induction. For $n = 1$, one can easily verify that $\pi_{S_1}(s_1) = 2/(2B_0 + 1)$ for $s_1 = 1, 2, \ldots, B_0$ and $\pi_{S_1}(s_1) = 2/(2B_0 + 1)$ for $s_1 = 0$.

For $n > 1$, the possible states can be grouped based on the last two components as shown in Fig. 3. For sufficiently small $q$, the transitions between states from different groups can be ignored. Therefore, for $e_n^L, e_n^R \in \{0, 1, 2, \ldots, B_{n-1}\}$ and $e_n^L \cdot e_n^R = 0$,

$$\lim_{q \to 0} \frac{\pi_{S_n}(s_{n-1}^L, s_{n-1}^R, e_n^L, e_n^R)}{\pi_{S_n}(s_{n-1}^L, s_{n-1}^R, e_n^L, e_n^R)} = \lim_{q \to 0} \frac{\pi_{S_{n-1}}(s_{n-1}^L) \pi_{S_{n-1}}(s_{n-1}^R)}{\pi_{S_{n-1}}(s_{n-1}^L) \pi_{S_{n-1}}(s_{n-1}^R)}.$$
The induction hypothesis gives

$$
\lim_{q \to 0} \pi_{S_{n-1}} (s_{n-1}^L, s_{n-1}^R, s_{n-1}) \pi_{S_{n-1}} (s_{n-1}^L, s_{n-1}^R, e_{n-1}^L, e_{n-1}^R) = \frac{\pi_{S_{n-1}} (s_{n-1}^L, s_{n-1}^R) \pi_{S_{n-1}} (s_{n-1}^R)}{\pi_{S_{n-1}} (s_{n-1}^L) \pi_{S_{n-1}} (s_{n-1}^R)}.
$$

Hence,

$$
\lim_{q \to 0} \frac{\pi_{S_n} ((s_{n-1}^L, s_{n-1}^R, s_{n-1}^L, e_{n-1}^L, e_{n-1}^R))}{\pi_{S_n} ((s_{n-1}^L, s_{n-1}^R, s_{n-1}^L, e_{n-1}^L, e_{n-1}^R))} = \frac{\pi_{S_{n-1}} (s_{n-1}^L, s_{n-1}^R) \pi_{S_{n-1}} (s_{n-1}^R)}{\pi_{S_{n-1}} (s_{n-1}^L) \pi_{S_{n-1}} (s_{n-1}^R)}.
$$

(3)

We then calculate the total probability for each group. By comparing the transitions between

$$(s_{n-1}^L, s_{n-1}^R, 0, B_{n-1})$$

and

$$(s_{n-1}^L, s_{n-1}^R, 0, B_{n-1} - 1),$$

we have

$$
\lim_{q \to 0} \sum_{s_{n-1}^L, s_{n-1}^R} \pi_{S_n} ((s_{n-1}^L, s_{n-1}^R, 0, B_{n-1})) = \lim_{q \to 0} \sum_{s_{n-1}^L, s_{n-1}^R} \pi_{S_n} ((s_{n-1}^L, s_{n-1}^R, 0, B_{n-1} - 1)).
$$
Similarly, we have

\[
\lim_{q \to 0} \sum_{s_n^{-1}, s_{n-1}^R} \pi_{S_n} \left( (s_{n-1}^L, s_{n-1}^R, 0, B_{n-1}) \right )
\]

\[
= \lim_{q \to 0} \sum_{s_n^{-1}, s_{n-1}^R} \pi_{S_n} \left( (s_{n-1}^L, s_{n-1}^R, 0, B_{n-1} - 1) \right ) = \lim_{q \to 0} \sum_{s_n^{-1}, s_{n-1}^R} \pi_{S_n} \left( (s_{n-1}^L, s_{n-1}^R, 0, B_{n-1} - 2) \right )
\]

\[
= \ldots
\]

\[
= \lim_{q \to 0} \sum_{s_n^{-1}, s_{n-1}^R} \pi_{S_n} \left( (s_{n-1}^L, s_{n-1}^R, 0, 0) \right ) = \lim_{q \to 0} \sum_{s_n^{-1}, s_{n-1}^R} \pi_{S_n} \left( (s_{n-1}^L, s_{n-1}^R, 1, 0) \right )
\]

\[
= \lim_{q \to 0} \sum_{s_n^{-1}, s_{n-1}^R} \pi_{S_n} \left( (s_{n-1}^L, s_{n-1}^R, 2, 0) \right )
\]

\[
= \ldots
\]

\[
= \lim_{q \to 0} \sum_{s_n^{-1}, s_{n-1}^R} \pi_{S_n} \left( (s_{n-1}^L, s_{n-1}^R, B_n, 0) \right ).
\]

That means the total probability for each group is the same when \( q \) goes to 0. Combined this with (3), we have the desired result. \( \square \)

For \( S_n \), let \( S_n \) denote the set of states that have nonzero transition rates to create an EPR \( |\Psi_{02^n}⟩ \). Then

\[
R_n(p, q) = pq^n \sum_{s_n \in S_n} \pi_{S_n} (s_n).
\]  

(4)

It is straightforward to see that \( \sum_{s_1 \in S_1} \pi_{S_1} (s_1) = 2B_0/(2B_0 + 1) \). We can calculate \( \sum_{s_n \in S_n} \pi_{S_n} (s_n) \):

\[
\sum_{s_n \in S_n} \pi_{S_n} (s_n) = \sum_{e_{n-1}^R = 1}^{B_{n-1}} \sum_{s_{n-1}^L \in S_{n-1}, e_{n-1}^L = s_{n-1}^R} \pi_{S_n} \left( (s_{n-1}^L, s_{n-1}^R, 0, e_{n}^R) \right )
\]

\[
+ \sum_{e_{n}^L = 1}^{B_{n-1}} \sum_{s_{n-1}^R \in S_{n-1}, e_{n-1}^R = s_{n-1}^L} \pi_{S_n} \left( (s_{n-1}^L, s_{n-1}^R, e_{n}^L, 0) \right )
\]

When \( q \) goes to 0, we have

\[
\lim_{q \to 0} \sum_{s_n \in S_n} \pi_{S_n} (s_n) = \sum_{s_n \in S_n} \pi_{S_n} (s_n)
\]

\[
= \sum_{e_{n-1}^R = 1}^{B_{n-1}} \sum_{s_{n-1}^L \in S_{n-1}} \frac{\pi_{S_{n-1}} (s_{n-1}^L)}{2B_{n-1} + 1} + \sum_{e_{n}^L = 1}^{B_{n-1}} \sum_{s_{n-1}^R \in S_{n-1}} \frac{\pi_{S_{n-1}} (s_{n-1}^R)}{2B_{n-1} + 1}
\]

\[
= \frac{2B_{n-1}}{2B_{n-1} + 1} \lim_{q \to 0} \sum_{s_{n-1} \in S_{n-1}} \pi_{S_{n-1}} (s_{n-1}).
\]
This gives a recursion, and
\[
\lim_{q \to 0} \sum_{s_n \in \mathcal{S}_n} \pi_{s_n}(s_n) = \frac{2B_{n-1}}{2B_{n-1} + 1} \lim_{q \to 0} \sum_{s_{n-1} \in \mathcal{S}_{n-1}} \pi_{s_{n-1}}(s_{n-1}) = \ldots = \prod_{i=1}^{n-1} \frac{2B_i}{2B_i + 1} \sum_{s_1 \in \mathcal{S}_1} \pi_{s_1}(s_1)
\]
\[
= \prod_{i=0}^{n-1} \frac{2B_i}{2B_i + 1}.
\]

Together with (4), we have the desired result.

**APPENDIX B**

**PROOF OF THEOREM 2**

We consider an auxiliary method that achieves a rate no greater than the cognitive memory allocation method, and show that this auxiliary method achieves a rate of \(E(p, q, B, i)\). In this auxiliary method, the doubling entanglement swapping protocol is used and higher level entanglement has priority to use memories. The following part is its key difference from the cognitive method: whenever a level \(i\) EPR pair \(|\Psi_{(n-2^i)n}\rangle\) is generated, two virtual qubits are stored from nodes \(n - 2^i+\) to node \(n - 1\) (one virtual qubit per link). These virtual qubits have higher priority to occupy the memory than entanglement with levels lower than \(i\). Whenever a level \(i\) EPR pair \(|\Psi_{(n-2^i)n}\rangle\) is consumed, these virtual qubits are removed from the memory.

This method achieves no greater rate than the cognitive memory allocation method because the latter does not have virtual qubits occupying the memory.

The state of a repeater chain can be represented by \(\mathcal{S}_n\), the same way as in the proof of Theorem 1. Let \(\pi_{\mathcal{S}_n}^b(s_n)\) denote the stationary distribution for the repeater that has \(2^n\) channels, where state \(s_n\) is one of the possible states and \(b\) represents the number of memories per link.

We next approximate \(\pi_{\mathcal{S}_n}^b(s_n)\) for small \(q\) recursively.

**Lemma 3:** The stationary distribution for the repeater state can be approximated by \(\overline{\pi}_{\mathcal{S}_n}^b\) for small \(q\), i.e.,
\[
\lim_{q \to 0} \pi_{\mathcal{S}_n}^b(s_n) = \overline{\pi}_{\mathcal{S}_n}^b(s_n)
\]
where \(\overline{\pi}_{\mathcal{S}_n}^b\) is given as follows. For \(n = 1\), \(\overline{\pi}_{\mathcal{S}_1}^b(s_1) = 1/(2B + 1)\) for \(s_1 = 1, 2, \ldots, B\) and \(\overline{\pi}_{\mathcal{S}_1}^b(s_1) = 2/(2B + 1)\) for \(s_1 = 0\). For \(n > 1\),
\[
\overline{\pi}_{\mathcal{S}_n}^b(s_n) = \overline{\pi}_{\mathcal{S}_{n-1}}^{b-e_{n-1}^L}(s_{n-1}) \overline{\pi}_{\mathcal{S}_{n-1}}^{b-e_{n-1}^R}(s_{n-1}) \prod_{j_0=0}^{\max\{e_{n-1}^L, e_{n-1}^R\}} \frac{\prod_{j_i=0}^{\max\{e_{n-1}^L, e_{n-1}^R\}+1} (f_{b-i-1}^{j_0})^{j_0} f_{b-j_0,i-1}}{1 + \sum_{j=0}^{b-1} \prod_{j_0=0}^{j} f_{b-j_0,i-1}^{j_0} f_{b-j_0,i-1}^{j_0+1}}^{-1}
\]
where \( s_{n-1}^L \) and \( s_{n-1}^R \) correspond to the states of the left right sub repeater chains; \( e_{n}^L \) and \( e_{n}^R \) correspond to the last two components of \( s_n \).

The proof is similar to the proof of Lemma 2 and is omitted here.

For \( S_n \), let \( S_n^b \) denote the set of states that have nonzero transition rates to create an EPR \( |\Psi_{02n}\rangle \). Then

\[
E(p, q, b, i) = pq^i \sum_{s_n \in S_n^b} \pi_{S_n}^b (s_n). \tag{5}
\]

It is straightforward to see that \( \sum_{s_1 \in S_1^b} \pi_{S_1}^b (s_1) = 2b/(2b+1) \). We can calculate \( \sum_{s_n \in S_n} \pi_{S_n}^b (s_n) \):

\[
\sum_{s_n \in S_n^b} \pi_{S_n}^b (s_n) = \sum_{e_{n}^L=1}^{b} \sum_{s_{n-1}^L \in S_{n-1}^b, s_{n-1}^R} \pi_{S_n}^b ((s_{n-1}^L, s_{n-1}^R, 0, e_{n}^R)) + \sum_{e_{n}^L=1}^{b} \sum_{s_{n-1}^L \in S_{n-1}^b, s_{n-1}^R} \pi_{S_n}^b ((s_{n-1}^L, s_{n-1}^R, e_{n}^L, 0)).
\]

When \( q \) goes to 0, we have

\[
\lim_{q \to 0} \sum_{s_n \in S_n^b} \pi_{S_n}^b (s_n) = \sum_{s_n \in S_n} \pi_{S_n}^b (s_n) = \frac{f_{B,i}}{f_{B,i-1}} \lim_{q \to 0} \sum_{s_{n-1} \in S_{n-1}^b} \pi_{S_{n-1}}^b (s_{n-1}).
\]

This gives a recursion, and

\[
\lim_{q \to 0} \sum_{s_n \in S_n} \pi_{S_n} (s_n) = f_{B,i}.
\]

Together with \( (5) \), we have the desired result.