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1 Introduction

Recent years have witnessed a substantially increased interest in the study of many-body dynamics (three particles and more) on the lattice. On the one hand, available computing resources already enable one to carry out calculations of the three-meson spectrum in QCD at a reasonable accuracy, so that results of lattice measurements can be used for the extraction of parameters of many-body interactions in infinite volume [1–7]. On the other hand, there has been substantial progress in the development of the framework that enables one to analyze the lattice data.

These developments have followed different patterns. First, Rayleigh-Schrödinger perturbation theory has been used to calculate the ground-state energy shift of \( N \) identical bosons in a finite box of size \( L \) in a systematic expansion in powers of \( 1/L \) (modulo logarithms). This problem has been attracting attention for decades already (see, e.g. [8–10]) but in the context of lattice calculations, Lüscher [11] was the first to propose using finite-volume two-body energy levels for the extraction of scattering lengths. In the three-particle sector, perturbative calculations have culminated in refs. [12, 13], where the result is given up-to-and-including order \( L^{-6} \) and \( L^{-7} \), respectively (see also ref. [14]). On the other hand, starting from 2012 (see ref. [15]), the exact three-body quantization condition — not based on the perturbative expansion — has been formulated in three different settings, which can be referred to as relativistic field theory (RFT) [16, 17] non-relativistic effective field theory (NREFT) [18, 19] and finite-volume unitarity (FVU) [20] approaches, see also ref. [21] for a review.\(^1\) In the following years, extensive exploratory studies and theoretical extensions have been undertaken, addressing various aspects of all three approaches [26–47]. The equivalence of different approaches has been discussed in refs. [19, 21], and demonstrated for RFT and FVU in ref. [36]. It should be especially stressed here that the perturbative expansion of the quantization condition in powers of \( 1/L \) reproduces the results of Rayleigh-Schrödinger perturbation theory for the ground state [26]. The expansion of the first excited level can be also obtained in this manner [39]. Finally, alternative approaches to study many-body dynamics are provided by the HAL QCD method [48, 49], the optical potential method [50], a method of the spectral density functions [51] and the variational method [52–54]. The volume dependence of bound states has also been studied in ref. [55]. Moreover, multi-particle interactions in lower-dimensional systems have been addressed in refs. [56, 57].

It should be stressed that for the extraction of the many-body interaction parameters (effective couplings) from the measured energy levels on the lattice, the perturbative expansion in powers of \( 1/L \) provides a very convenient tool, whereas for the study of resonances, an exact quantization condition should be used.

In our opinion, despite the recent progress in the field, there still remain issues requiring further scrutiny. Namely:

\begin{itemize}
  \item[i)] Using the exact quantization condition for the derivation of the perturbative expression for the energy shift is a rather complicated enterprise. On the contrary, the
\end{itemize}

\(^1\)Numerical studies, closely related to the NREFT approach, were done earlier (see refs. [22–25]).
Rayleigh-Schrödinger perturbative expansion provides a straightforward path to a final result. However, the inclusion of relativistic corrections, up to now, has been only performed in the ground state. Since at order $L^{-6}$ several effects (relativistic corrections, two-body effective-range corrections, three-body force) contribute to the ground-state energy, it would be important to extend this to excited states in order to separate these effects from each other.

ii) The NREFT three-particle formalism provides a very simple derivation of the quantization condition. Thus, it would be interesting to systematically study the size of the relativistic effects in finite-volume energy levels.

iii) All the above derivations implicitly assume that the corrections, exponentially suppressed at large $L$, are very small and can be safely neglected. In reality, the situation is more nuanced. The three-body coupling, which should be extracted from data, enters first at order $L^{-6}$, i.e., it is suppressed by three powers of $L$ with respect to the leading-order contribution. Thus, making $L$ very large will render the extraction more difficult, whereas the exponential corrections are not sufficiently suppressed for smaller values of $L$. Hence, one has to balance between two opposing trends. It would be interesting to estimate the order of magnitude of exponential corrections, in order to establish, whether a window in $L$ exists for which the extraction can be carried out with a small systematic error.

iv) The energy shift of the $N$-particle state (both the ground state and the excited ones) at $O(L^{-6})$ depends only on three independent dynamical parameters: the two-body scattering length and the effective range, as well as the three-body non-derivative coupling constant. Consequently, a global fit to the data with different $N$ enables one to put more stringent constraints on these parameters that well result in the substantially improved precision.

v) It would be very interesting to test the extraction method in models where the answer is known from the beginning (e.g., where the perturbation theory is applicable).

In the present paper, we address these problems in complex scalar $\varphi^4$ theory on the lattice, which has been already used for the similar purpose in [58]. A big advantage of this model as compared to lattice QCD is that it can be simulated with much less computational effort. It allows one to carry out lattice calculations at many different values of $L$ in the sectors with different number of particles. Moreover, the model is perturbative for small values of the coupling constant, so that the values of the parameters, extracted on the lattice, can be confronted with results of direct perturbative calculations. In the present, follow-up work, we, in addition to ref. [58], calculate the ground-state energies of the 4- and 5-particle states. We also discuss relativistic effects, exponentially-suppressed polarization effects, and compare to perturbative results in finite volume. Finally, as the present work was already in progress, ref. [59] appeared. There, relativistic corrections were perturbatively included at $O(L^{-6})$ in the case of $N$ identical particles, albeit only for the ground state.
The paper is naturally divided in two parts, containing the derivation of the theoretical framework (sections 2 and 3), and the analysis of the results of numerical calculations (section 4). More specifically, in section 2, we carry out the construction of the effective non-relativistic Lagrangian and the matching of its couplings in great detail. Further, in section 3, the evaluation of the consecutive terms in Rayleigh-Schrödinger perturbation theory order by order is considered. The energy shift (both the ground state and the first excited state) is calculated up to $O(L^{-6})$, and relativistic corrections are taken into account at the same order. The calculations on the lattice (at present, only ground-state levels in the sectors with different $N$), as well as the extraction of parameters through the fit to the measured energy shifts are presented in section 4. Finally, section 5 contains our conclusions.

2 Matching in the NREFT Lagrangian

Below, we shall present the derivation of the energy shift to the $N$-body state of identical spinless particles with mass $m$. The derivation proceeds in two steps. In the first step, we perform the matching of the two- and three-body effective Lagrangians, taking into account relativistic corrections. In the second step, we use these effective Lagrangians to perform the calculation of the energy shift in the framework of the Rayleigh-Schrödinger perturbation theory. It will be seen that this procedure allows one to get the final result with a surprising ease and elegance.

In this section, we will focus on the first step of this process. The starting point is the non-relativistic effective Lagrangian containing all two- and three-particle interactions that are relevant in the calculations up to order $L^{-6}$. In a general moving frame, it takes the form:

$$
\mathcal{L} = \psi^\dagger \left( i\partial^0 - m + \frac{\nabla^2}{2m} + \frac{\nabla^4}{8m^3} \right) \psi - \frac{g_1}{4} (\psi^\dagger \psi)^2 - g_2 (\psi^\dagger \psi^\dagger \nabla^2 \psi \psi) - g_3 ((\psi^\dagger \psi^\dagger) (\psi \nabla^2 \psi) + \text{h.c.}) - \frac{\eta_3}{6} (\psi^\dagger \psi)^3, 
$$

(2.1)

with $a \nabla b = \frac{1}{2} (a \nabla b - b \nabla a)$. Hence,

$$
\psi \nabla^2 \psi = \frac{1}{4} \left( \psi (\nabla^2 \psi) + (\nabla^2 \psi) \psi - 2 (\nabla \psi) (\nabla \psi) \right) = \frac{1}{2} \left( \psi (\nabla^2 \psi) - (\nabla \psi) (\nabla \psi) \right). 
$$

(2.2)

As will be seen in section 3.2, terms with higher derivatives, as well as four- and more particle interactions do not contribute to the energy shifts at order $L^{-6}$.

In general, the matching of relativistic and non-relativistic theories proceeds as follows. Let $\mathcal{M}_N$ denote the relativistic $N$-particle scattering amplitude. The corresponding non-relativistic amplitude will be denoted by $\mathcal{T}_N$. The matching condition states that

$$
\mathcal{T}_N = \prod_{i=1}^{N} \frac{1}{(2w_i')^{1/2}} \mathcal{M}_N \prod_{i=1}^{N} \frac{1}{(2w_i)^{1/2}},
$$

(2.3)
with \( w_i = \sqrt{m^2 + \mathbf{p}_i^2} \) for incoming particles and, similarly, \( w'_i = \sqrt{m^2 + \mathbf{p}'_i^2} \) for outgoing particles. More precisely, it is understood that both sides of eq. (2.3) are expanded in a Taylor series in the three-momenta \( \mathbf{p}_i, \mathbf{p}'_i \) around threshold, and the coefficients of this expansion are set equal to each other up to a given order in \( \mathbf{p} \). Then, the matching condition expresses the non-relativistic effective couplings \( g_1, g_2, g_3, \ldots \) in terms of the relativistic amplitudes. Note that both relativistic and non-relativistic amplitudes contain also terms that are not analytic in external momenta \( \mathbf{p}_i, \mathbf{p}'_i \). However, the structure of such terms is exactly the same in both theories, and they automatically drop from the matching condition without imposing additional constraints on the effective couplings. An explicit example of such a cancellation will be given below. Note also that due to particle number conservation in the non-relativistic theory, the sectors containing different number of particles do not talk to each other. For this reason, the matching in the two- and three-particle sectors can be done without considering other sectors. For a detailed review on the matching of non-relativistic and relativistic theories, see, e.g., ref. [60].

In the remainder of this section, we will express the effective couplings, \( g_1, g_2, g_3 \) and \( \eta_3 \), in terms of observable quantities, such as the scattering length, \( a_0 \), the effective range \( r_0 \) and the (subtracted) three-particle scattering amplitude at threshold.

### 2.1 Matching in the two-body sector

Let us start with the matching in the two-body sector. It should be pointed out that it is not enough to perform matching in the center-of-mass (CM) frame of two-particles, because in many-body systems two-particle subsystems have, in general, a non-zero CM momentum.

Let \( \mathbf{p} \) be a generic three-momentum of a particle, and \( |\mathbf{p}| \ll m \). As seen from eq. (2.1), the kinetic term contains the expansion of the relativistic one-particle energy up to and including \( O(\mathbf{p}^4) \). Further, the terms up to \( O(\mathbf{p}^2) \) are retained in the expansion of the two-body interaction Lagrangian. Note that the term with \( g_2 \) is absent if the matching is carried out in the CM frame. When working in an arbitrary moving frame this term must be included. As it will become clear later, the coupling \( g_2 \) is not an independent physical quantity — it is uniquely fixed by the requirement of relativistic invariance.

Let us now recall that the expression of the relativistic \( S \)-wave amplitude\(^2\) in all frames is given by the Lorentz-invariant expression:

\[
\mathcal{M}_2(s) = \frac{16\pi \sqrt{s}}{k \cot \delta(k) - ik}, \quad k \cot \delta(k) = -\frac{1}{a_0} + \frac{1}{2} r_0 k^2 + O(k^4). \tag{2.4}
\]

Here, \( s \) is the usual Mandelstam variable related to the relative three-momentum in the CM frame as \( k = (s/4 - m^2)^{1/2} \). Further, \( \delta(k) \) denotes the \( S \)-wave phase shift and \( a_0, r_0 \) are the pertinent scattering length and the effective range, respectively. In addition, the \( P \)-waves are absent due to Bose-symmetry. The presence of \( D \)-waves requires operators with four derivatives, which can contribute at most to order \( L^{-7} \). Hence, at order \( L^{-6} \), it is justified to assume that only the \( S \)-wave phase shift is different from zero.
scattering $K$-matrix can be expressed in terms of the amplitude given in eq. (2.4):
\[
K_2(s) = \frac{16\pi\sqrt{s}}{k} \tan \delta(k) = -32\pi a_0 m \left\{ 1 + \frac{1}{2} k^2 \left( \frac{1}{m^2} + a_0 r_0 \right) + O(k^4) \right\}. \tag{2.5}
\]

As noted above, the matching condition for the scattering amplitudes contains both analytic and non-analytic terms at small momenta. Only the former are relevant for carrying out the matching, and the latter should match automatically. For this reason, it would be technically convenient to “purify” the matching condition from these non-analytic terms (we shall check a posteriori that the non-analytic terms are indeed the same in the relativistic and in the non-relativistic theories and cancel in the matching condition). The goal can be easily achieved in the two-body sector, where the sole source of the non-analytic contribution is rescattering in the $s$-channel (the so-called bubble diagrams). One could remove this contribution by considering the quantity $K_2$ and its non-relativistic counterpart $V_2$ which, in contrast to the pertinent amplitudes, are analytic at threshold. In terms of the $K$-matrices, the matching condition is written down in a form identical to eq. (2.3):
\[
V_2 = \prod_{i=1}^2 \frac{1}{(2w'_i)^{1/2}} \prod_{i=1}^2 \frac{1}{(2w_i)^{1/2}}. \tag{2.6}
\]

Namely, in dimensional regularization, which will be used throughout this paper, $V_2$ is given only by the tree-level diagrams, produced by the non-relativistic effective Lagrangian (2.1).

In order to do the matching, one has to perform the non-relativistic expansion of the relativistic variable $k^2$:
\[
k^2 = \frac{s}{4} - m^2 = \frac{1}{4} (P^0 - \sqrt{P^2 + 4m^2})(P^0 + \sqrt{P^2 + 4m^2}) = \tilde{q}_0^2 \left( 1 + \frac{P^2}{8m^2} + \frac{\tilde{q}_0^2}{4m^2} + \frac{P^4}{64m^2 \tilde{q}_0^2} + O(p^4) \right), \tag{2.7}
\]
where $P = p_1 + p_2 = p'_1 + p'_2$,
\[
P^0 = p_{1}^0 + p_{2}^0 = p'_{1}^0 + p'_{2}^0 = 2m + \frac{1}{4m} (p_1^2 + p_2^2 + p'_1^2 + p'_2^2) + \cdots, \tag{2.8}
\]
and
\[
\tilde{q}_0^2 = m \left( P^0 - 2m - \frac{P^2}{4m} \right) = \frac{1}{8} ( (p'_1 - p'_2)^2 + (p_1 - p_2)^2 ) + \cdots. \tag{2.9}
\]
Expanding the right-hand side of the matching condition in eq. (2.6) up to and including terms of order $p^2$, we get:
\[
\prod_{i=1}^2 \frac{1}{(2w'_i)^{1/2}} \prod_{i=1}^2 \frac{1}{(2w_i)^{1/2}} = -\frac{8\pi a_0}{m} \left\{ 1 + \frac{1}{16} \left( -\frac{1}{m^2} + a_0 r_0 \right) ((p'_1 - p'_2)^2 + (p_1 - p_2)^2) - \frac{1}{4m^2} P^2 \right\} + \cdots. \tag{2.10}
\]
On the other hand, in the non-relativistic effective theory we obtain:
\[
V_2 = -g_1 + 4g_2 P^2 + g_3 ( (p'_1 - p'_2)^2 + (p_1 - p_2)^2 ) + \cdots. \tag{2.11}
\]
Figure 1. Diagrams contributing to the non-relativistic scattering amplitude \( T(p'_1, p'_2; p_1, p_2) \) up to and including \( O(p^3) \). The shaded squares stand for vertices with the non-derivative coupling \( g_1 \), the filled circles for the vertices with derivative couplings \( g_2, g_3 \), and the cross corresponds to the relativistic insertion \( p^4/(8m) \).

From the above two equations, one can readily fix the values for the constants \( g_1, g_2, g_3 \):

\[
\begin{align*}
g_1 &= \frac{8\pi a_0}{m}, \\
g_2 &= \frac{\pi a_0^2}{2m^3}, \\
g_3 &= -\frac{\pi a_0^2}{2m} \left( -\frac{1}{a_0 m^2} + r_0 \right).
\end{align*}
\] (2.12)

Note also that three effective couplings \( g_1, g_2, g_3 \) are expressed in terms of two dynamical quantities \( a_0, r_0 \) only. This confirms the statement that was made above, namely that one of the couplings is not independent and is fixed through relativistic invariance.

2.2 Loops in the two-body sector

Now, we shall explicitly demonstrate that the matching of the couplings, given in eq. (2.12), ensures the matching of the scattering amplitudes up to and including \( O(p^3) \) (i.e., the loops that contribute to the amplitude, are automatically the same in the relativistic and non-relativistic theories). This is because additional couplings first emerge at \( O(p^4) \). All diagrams, contributing to the non-relativistic amplitude at \( O(p^3) \), are depicted in figure 1.

Apart from the tree-level contributions, shown in figure 1a, at this order one has the one-, two- and three-loop diagrams with the non-derivative vertex \( g_1 \) shown in figure 1b,c,d, the one-loop vertex with the insertion of the relativistic correction (figure 1e) and the one-loop vertex with the insertion of the derivative vertices (figure 1f). We shall calculate all of them separately. The tree-level contribution coincides with the quantity \( \mathcal{V}_2 \) given in eq. (2.11):

\[
\mathcal{T}_2^{(a)} = -g_1 + 4g_2 P^2 + g_3( (p'_1 - p'_2)^2 + (p_1 - p_2)^2 ).
\] (2.13)

Further, using dimensional regularization, we can calculate the one-loop diagram in figure 1b:

\[
\mathcal{T}_2^{(b)} = \frac{1}{2} g_1^2 \int \frac{d^D l}{(2\pi)^D i} \frac{1}{(m - l^0 + \frac{l^2}{2m} - i\epsilon)(m - P^0 + i\epsilon)(m - P - l)^2)}.
\] (2.14)
where $P_\mu = (p_1 + p_2)_\mu$ is the total four-momentum of the pair and $D$ is the number of the space-time dimensions ($D \to 4$ at the end of calculations). Similarly, we have:

$$
T_2^{(c)} = -g_1^3 \left( \frac{im}{8\pi} \tilde{q}_0 \right)^2,
$$

$$
T_2^{(d)} = g_1^4 \left( \frac{im}{8\pi} \tilde{q}_0 \right)^3,
$$

The insertion of the relativistic correction in the internal line gives:

$$
T_2^{(c)} = g_1^2 \int \frac{dD^4}{(2\pi)^D} \frac{1}{8m^3} \frac{1}{(m - l^0 + \frac{l^2}{2m} - \epsilon)^2 (m - P^0 + l^0 + \frac{(P - l)^2}{2m} - \epsilon)}\left( \frac{5q_0^2}{2} + \frac{5}{2} \mathbf{P}^2 + \frac{\mathbf{P}^4}{16q_0^2} \right).
$$

Finally,

$$
T_2^{(f)} = -\frac{1}{2} g_1 \int \frac{dD^4}{(2\pi)^D} \frac{1}{8m^3} \frac{1}{(m - l^0 + \frac{l^2}{2m} - \epsilon)^2 (m - P^0 + l^0 + \frac{(P - l)^2}{2m} - \epsilon)}\left( 8g_2 \mathbf{P}^2 + 2g_3 (2l - P)^2 + g_3 (l' - P)^2 + (P' - P_0)^2 \right) \left( \frac{5q_0^2}{2} + \frac{5}{2} \mathbf{P}^2 + \frac{\mathbf{P}^4}{16q_0^2} \right).
$$

Adding everything together up to and including $O(\mathbf{p}^3)$, we get:

$$
T_2 = -g_1 + 4g_2 \mathbf{P}^2 + 8g_3 \tilde{q}_0^2 + \frac{img_1 \tilde{q}_0}{8\pi} \left( 1 + \frac{5q_0^2}{8m^2} + \frac{5P_0^2}{16m^2} + \frac{P^4}{128m^2q_0^2} \right) \left( \frac{5q_0^2}{2} + \frac{5}{2} \mathbf{P}^2 + \frac{\mathbf{P}^4}{16q_0^2} \right) \left( \frac{im}{8\pi} \tilde{q}_0 \right)^2 + g_1^4 \left( \frac{im}{8\pi} \tilde{q}_0 \right)^3.
$$

Now, let us expand the quantity relativistic amplitude up to and including $O(\mathbf{p}^3)$:

$$
\mathcal{M}_2 = \frac{-16\pi a_0 \sqrt{s}}{4(w_1w_2w_1w_2)^{1/2}} \left( 1 - i\alpha_0 + (i\alpha_0)^2 - (i\alpha_0)^3 + \frac{a_0 r_0}{2} k^2 - ia_0^2 r_0 k^3 \right).
$$

Taking into account the relation between the quantities $k^2$ and $\tilde{q}_0^2$, which is given by eq. (2.7), one can finally verify that the expansion of the expression in eq. (2.19) exactly coincides with eq. (2.18) term by term. This is a nice check of the matching procedure, carried out in a moving frame and including leading-order relativistic corrections.

### 2.3 Matching in the three-particle sector

At the order we are working, it suffices to include a single operator that describes the short-range non-derivative three-particle interactions. Note also that the coupling $\eta_3$ should be ultraviolet divergent in order to cancel the divergences emerging from the loops. When the dimensional regularization is used, then $\eta_3$ contains the term proportional to $(D - 4)^{-1}$.
and a finite piece. The matching condition that allows one to determine this finite piece, is given by:

$$T_3 = \prod_{i=1}^{3} \frac{1}{(2w'_i)^{1/2}} M_2 \prod_{i=1}^{3} \frac{1}{(2w_i)^{1/2}} ,$$  \hspace{1cm} (2.20)

Again, both left- and right-hand sides of the above equation contain non-polynomial contributions, which should be separated before the matching for the regular part is carried out. In the two-particle case, one has achieved this goal by rewriting the matching condition in terms of the $K$-matrix, which does not contain non-polynomial contributions at all. Here, the situation is more complicated. It is important to realize that there is a certain ambiguity in the definition of the regular part of the three-body amplitude at threshold, in contrast to the two-body sector, where the parameterization of the amplitude through the effective-range expansion is commonly accepted. Below, we give a simple prescription that operates on the on-shell amplitudes only. The advantage of this prescription is that such amplitudes are physical observables that can be defined both in relativistic and non-relativistic theories.\footnote{Note that this prescription differs slightly from the one used in ref. [39], which operated with an off-energy-shell non-relativistic scattering amplitude at an intermediate step. While the prescription is well-defined in the non-relativistic case, one encounters difficulties in properly defining it for the relativistic amplitudes. Of course, the choice made in ref. [39] does not lead to any physical consequences, since in that paper one has stayed exclusively within the non-relativistic framework.}

One should also note here that, once the relation between $\eta_3$ and the threshold amplitude is established, one can use either of these in the fit of the three-particle energy levels. From this point of view, the matching procedure described below is superfluous. Still, we shall present it here in order to shed light on the physical meaning of the three-body coupling $\eta_3$ (a three-body force, in the terminology of the non-relativistic scattering theory).

Let us start by identifying the most singular piece in the relativistic amplitude. It is given by the (infinite) sum of all one-particle reducible diagrams, shown in figure 2. In total, there are 9 diagrams of this type, differing by permutations of the initial $p_i, p_m, p_n$ and final $p'_i, p'_j, p'_k$ momenta. The contribution of all such diagrams can be written down
The advantage of this definition is that the singular part is defined solely in terms of the three-body amplitude as:

\[ M_3^{\text{pole}}(p_1', p_2', p_3'; p_1, p_2, p_3) = \sum_{(ijk)} \sum_{(lmn)} \frac{M_2(p_i', p_j'; p_n, q)M_2(p_k', q; p_i, p_m)}{m^2 - q^2 - i\varepsilon}. \tag{2.21} \]

The two-body scattering amplitude, \( M_2 \), entering the above expression depend on three four momenta as \( q = p_i' + p_j' - p_n = p_i + p_m - p_k' \). These amplitudes are in general off-mass-shell, since \((p_i' + p_j' - p_n)^2 \neq m^2 \) and \((p_i + p_m - p_k')^2 \neq m^2 \). However, the singular contribution at \( q^2 = m^2 \) contains only on-shell amplitudes. In order to define the on-mass-shell amplitudes, say, for the first amplitude in the numerator of eq. (2.21) we perform a Lorentz boost to the center-of-mass (CM) frame of \( p_i', p_j' \) and denote the boosted momenta \( p_i'^*, p_j'^*, p_n^* \) and \( q^* = p_i'^* + p_j'^* - p_n^* \). In this frame, the amplitude depends of four variables. Two of them are related to the total energy in the initial and final state:

\[ s = 4((p_n^*)^2 + m^2), \]
\[ s' = 4((p_i'^*)^2 + m^2) = 4((p_j'^*)^2 + m^2) = (p_i' + p_j')^2, \tag{2.22} \]

and two are unit vectors:

\[ n^* = \frac{p_n^*}{|p_n^*|}, \quad n'^* = \frac{p_i'^*}{|p_i'^*|} = -\frac{p_j'^*}{|p_j'^*|}. \tag{2.23} \]

The partial-wave expansion of the two-body amplitude takes the form:

\[ M_2(p_i'^*, p_j'^*; p_n^*, q^*) = 4\pi \sum_{\ell m} Y_{\ell m}(n'^*)M_2^\ell(s', s)Y_{\ell m}^*(n^*). \tag{2.24} \]

The on-shell two-body amplitude is then defined at \( s = s' \):

\[ \overline{M}_2(p_i'^*, p_j'^*; p_n^*, q^*) = 4\pi \sum_{\ell m} Y_{\ell m}(n'^*)\overline{M}_2^\ell(s', s')Y_{\ell m}^*(n^*). \tag{2.25} \]

The second amplitude in the numerator of eq. (2.21) can be treated similarly. It is evaluated at \( s = (p_i + p_m)^2 \).

Finally, taking into account the identity

\[ \frac{1}{m^2 - q^2} = \frac{1}{2w(q)} \left\{ \frac{1}{w(q) + w(p_n) - w(p_i') - w(p_j')} + \frac{1}{w(q) - w(p_n) + w(p_i') + w(p_j')} \right\}, \tag{2.26} \]

where only the first term is singular, one could finally define the most singular (pole) piece of the three-body amplitude as:

\[ M_3^{\text{pole}}(p_1', p_2', p_3'; p_1, p_2, p_3) = \sum_{(ijk)} \sum_{(lmn)} \frac{\overline{M}_2(p_i'^*, p_j'^*; p_n^*, q^*)\overline{M}_2(p_k'^*, q^*; p_i^*, p_m^*)}{2w(q)(w(q) + w(p_n) - w(p_i') - w(p_j'))}. \tag{2.27} \]

The advantage of this definition is that the singular part is defined solely in terms of the observable on-shell two-body amplitudes. Note also that at the order we are working, it
suffices to retain only the $S$-wave contribution in the partial-wave expansion, eq. (2.24). Consequently, the numerator in eq. (2.27) simplifies to $\mathcal{M}_2(s')\mathcal{M}_2(s)$, with the on-shell $S$-wave amplitudes given in eq. (2.4).

The difference $\mathcal{M}_3 - \mathcal{M}_3^{(pole)}$ is still singular. Moreover, the singularity depends on the configuration of the initial and final three-momenta. In order to define the threshold amplitude in general, one should first perform the partial-wave expansion and then consider the limit where the magnitudes of external momenta tend to zero. However, to invoke such a cumbersome framework for matching a single coupling $\eta_3$ seems to be an overkill, since this goal can be achieved much easier. For example, we could agree to perform the limit $p \to 0$ for a particular configuration of the initial and final momenta. Namely, let $e_x, e_y, e_z$ denote unit vectors in the direction of axes in the momentum space. Then, choose the configuration, for example, as:

$$p_1 = \lambda e_y,$$
$$p_2 = \lambda \left( \frac{\sqrt{3}}{2} e_x - \frac{1}{2} e_y \right),$$
$$p_3 = -\lambda \left( \frac{\sqrt{3}}{2} e_x + \frac{1}{2} e_y \right),$$

and $p_i = -p_i'$. This means that

$$p_k p_n = p_k' p_n' = -p_k' p_n = -\frac{1}{2} \lambda^2 + \frac{3}{2} \lambda^2 \delta_{kn},$$

For this configuration of momenta, both $\mathcal{M}_3$ and $\mathcal{M}_3^{(pole)}$ become functions of a single variable $\lambda$. In the vicinity of the three-particle threshold, their difference can be expanded in a Lorraine series:

$$\text{Re} \left( \mathcal{M}_3(\lambda) - \mathcal{M}_3^{(pole)}(\lambda) \right) = \frac{1}{\lambda} \mathcal{M}_3^{(-1)} + \ln \frac{\lambda}{m} \mathcal{M}_3^{(i)} + \mathcal{M}_3^{(0)} + \cdots,$$

where ellipses stand for the terms that vanish as $\lambda \to 0$, and hence do not contribute to the matching condition at threshold at this order. Here, we have arbitrarily chosen $m$ to be a scale appearing in the logarithm. Any other choice would change the definition of the regular part of the threshold amplitude $\mathcal{M}_3^{(0)}$ by an additive contribution. Note also that $\mathcal{M}_3^{(pole)}(\lambda)$ behaves like $\lambda^{-2}$ near threshold. Thus, the subtraction of the pole part indeed eliminates the leading singularity in the relativistic three-particle amplitude.

Next, we turn to the non-relativistic amplitude and carry out an extraction of the singular pieces in a similar fashion. It is important to note that if the dimensional regularization is used, only a finite number of diagrams, shown in figure 3, will contribute to the regular part of the threshold amplitude. In the following, we shall examine all these diagrams one by one.

---

4Our definition of the regular part of the threshold amplitude is very similar in spirit to the procedure considered in refs. [16, 17], but differs in details. For example, in difference to those papers, our threshold amplitude does not depend on the ultraviolet cutoff. On the other hand, the infrared cutoff, introduced in those papers, enables one to set all external momenta to zero in a trivial fashion. However, it is very inconvenient to use such a cutoff in the context of the dimensional regularization.
2.3.1 Singular diagrams in the non-relativistic theory

We start from the diagrams figure 3a and figure 3b. In fact, one could resum all relativistic insertions in the internal line — this obviously results in replacing the non-relativistic energies in the energy denominator by their relativistic counterparts. Thus, we get:

\[ T_{3}^{(a)} + T_{3}^{(b)} = \sum_{\text{perm}(ijk)} \sum_{\text{perm}(lmn)} \frac{T_2(p'_i, p'_j; p_n, q) T_2(p'_k, q; p_l, p_m)}{w(q) - w(p'_i) - w(p'_j) + w(p_n) - i\varepsilon} \tag{2.31} \]

where \( q = p'_i + p'_j - p_n = p_l + p_m - p'_k \). The calculations are performed in the CM frame of three particles, i.e., \( p'_1 + p'_2 + p'_3 = p_1 + p_2 + p_3 = 0 \). The quantity \( T_2 \) denotes the two-point amplitude in this particular kinematics. For our purposes, it suffices to evaluate this amplitude at order \( p^2 \), since the higher-order terms will lead to the contributions that vanish at threshold (we remind the reader that the denominator in the above equation is of order \( p^2 \)). Using eq. (2.18) at this order, we get:

\[ T_2(p'_i, p'_j; p_n, q) = -g_1 + 4g_2P^2 + g_3((p'_i - p'_j)^2 + (p_n - q)^2) \]
\[ + \frac{mg_1^2}{8\pi} q_{ij} + \frac{m^2g_3^2}{64\pi^2} (q_{ij})^2 + O(p^3), \tag{2.32} \]

where

\[ (q_{ij})^2 = \frac{s_{ij}^{'2}}{4} - m^2, \quad s_{ij} = (w(p'_i) + w(p'_j))^2 - (p'_i + p'_j)^2. \tag{2.33} \]

The amplitude \( T_2(p'_k, q; p_l, p_m) \) is defined in a similar way.

The permutations refer to different choices of the spectator particle in the initial and final state. There are nine choices in total.
The one-loop diagram, shown in figure 3c, is given by

$$
\mathcal{T}_3^{(c)} = -g_1^3 \sum_{\text{perm}(ijk)} \sum_{\text{perm}(lmn)} \int \frac{d^D q}{(2\pi)^D} \frac{1}{m - q^0 + \frac{q^2}{2m} - i\varepsilon} 
\times \frac{1}{m - p_i^0 - p_j^0 + q^0 + \frac{(p_i^0 + p_j^0 - q)^2}{2m} - i\varepsilon} 
\times \frac{1}{m - p_i^0 - p_m^0 + q^0 + \frac{(p_i^0 + p_n^0 - q - k)^2}{2m} - i\varepsilon}.
\tag{2.34}
$$

whereas the two-loop diagrams in figure 3d,e take the following form:

$$
\mathcal{T}_3^{(d)} = \frac{1}{2} g_4^4 \sum_{\text{perm}(ijk)} \sum_{\text{perm}(lmn)} \int \frac{d^D q}{(2\pi)^D} \int \frac{d^D k}{(2\pi)^D} \frac{1}{m - q^0 + \frac{q^2}{2m} - i\varepsilon} 
\times \frac{1}{m - p_i^0 - p_j^0 + q^0 + \frac{(p_i^0 + p_j^0 - q)^2}{2m} - i\varepsilon} 
\times \frac{1}{m - p_i^0 - p_m^0 + q^0 + \frac{(p_i^0 + p_n^0 - q - k)^2}{2m} - i\varepsilon} 
\times \frac{1}{m - p_i^0 - p_m^0 - p_n^0 + q^0 + k^0 + \frac{(p_l^0 + p_m^0 + p_n^0 - q - k)^2}{2m} - i\varepsilon}.
\tag{2.35}
$$

and

$$
\mathcal{T}_3^{(e)} = g_4^4 \sum_{\text{perm}(ijk)} \sum_{\text{perm}(lmn)} \int \frac{d^D q}{(2\pi)^D} \int \frac{d^D k}{(2\pi)^D} \frac{1}{m - q^0 + \frac{q^2}{2m} - i\varepsilon} 
\times \frac{1}{m - p_i^0 - p_j^0 + q^0 + \frac{(p_i^0 + p_j^0 - q)^2}{2m} - i\varepsilon} 
\times \frac{1}{m - p_i^0 - p_m^0 + k^0 + \frac{(p_i^0 + p_m^0 - k)^2}{2m} - i\varepsilon} 
\times \frac{1}{m - p_i^0 - p_m^0 - p_n^0 + q^0 + k^0 + \frac{(p_l^0 + p_m^0 + p_n^0 - q - k)^2}{2m} - i\varepsilon}.
\tag{2.36}
$$

Finally, the diagram in figure 3f gives:

$$
\mathcal{T}_3^{(f)} = -6\eta_3.
\tag{2.37}
$$

### 2.3.2 Evaluation of the singular diagrams

We start with the diagrams in figure 3a,b. As already mentioned, there is a subtlety here, which consists in the fact that $\mathcal{T}_2$, given by eq. (2.32) is not on shell, i.e., $w(p_i^0) + w(p_j^0) \neq$
condition for the on-shell amplitudes looks as follows

\[ 2 \left( \bar{p}_i + \bar{p}_j \right) + w(q) \]. For the on-shell amplitude, the Mandelstam variable \( s = (p'_i + p'_j)^2 \). Since both particles \( i,j \) are on the mass shell, we get also \( s = 4m^2 + (p'_i - p'_j)^2 \), but \( s \neq 4m^2 + (p_n - q)^2 \). Thus, the on-shell amplitude is given by:

\[
\bar{T}_2(p'_i, p'_j; p_n, q) = -g_1 + 4g_2p^2 + 2g_3(p'_i - p'_j)^2
\]

\[ + i \frac{mg_1}{8\pi} q'_{ij} + \frac{m^2g_3}{64\pi^2} (q'_{ij})^2 + O(p_3^2) = \bar{T}_2 + \delta\bar{T}_2, \quad (2.38) \]

where

\[
\delta\bar{T}_2 = g_3((p'_i - p'_j)^2 - (p_n - q)^2). \quad (2.39) \]

For the second amplitude, we have the similar expression.

Further, in the matching condition, we have the factor \( (w(p'_i)w(p'_j))^{1/2} \) for the outgoing particles and the similar factor for the ingoing particles. In the off-shell kinematics, the second factor will not be equal to \( (w(p_n)w(q))^{1/2} \) anymore. Our aim is to establish, which factor should be present here. To this end, let us start from the outgoing state. In the CM frame of the pair \( (i,j) \), the above factor is replaced by \( (w(p'_i)w(-p'_j))^{1/2} \), where \( p'_i \) is the relative momentum of the pair. Performing now the boost to the frame where the total momentum of the pair is \( p'_{ij} = p'_i + p'_j \), we get

\[
w(p'_i) = \sqrt{1 - v^2} (w(p'_i) + v(p'_iu)),
\]

\[
w(p'_j) = \sqrt{1 - v^2} (w(-p'_j) - v(p'_j u)),
\]

\[ v = \frac{|p'_{ij}|}{\sqrt{s + p'_{ij}^2}}, \quad (2.40) \]

where \( u \) denotes the unit vector in the direction of \( p'_{ij} \).

Let now the initial pair have the relative momentum \( p \) on shell that means that \( |p'| = |p| \), but the direction can be arbitrary. Consequently, under the Lorentz transformation,

\[
w(p) \rightarrow \bar{w}_1 = \sqrt{1 - v^2} (w(p) + v(p u)),
\]

\[
w(-p) \rightarrow \bar{w}_2 = \sqrt{1 - v^2} (w(-p) - v(p u)). \quad (2.41) \]

Taking into account that we are dealing with the identical particles, i.e., \( w(p)w(-p) \), we finally get:

\[
w(p'_i)w(p'_j) - \bar{w}_1\bar{w}_2 = v^2(p'_iu)^2 - v^2(p'u)^2 = O(p^4), \quad (2.42) \]

since \( v^2 = O(p^2) \).

The brief summary of this a bit lengthy discussion is simple: at \( O(p^2) \), the matching condition for the on-shell amplitudes looks as follows

\[
\bar{T}_2(p'_i, p'_j; p_n, q) = \frac{1}{2(w(p'_i)w(p'_j))^{1/2}} M_2(s'_{ij}) \frac{1}{2(\bar{w}_1\bar{w}_2)^{1/2}} = \frac{M_2(s'_{ij})}{4w(p'_i)w(p'_j)}. \quad (2.43) \]
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Now, the evaluation of the finite part in $T_3^{(a)} + T_3^{(b)}$ is straightforward:

$$T_3^{(a)} + T_3^{(b)} = \bar{T}_3^{(a+b)} - \sum_{\text{perm}(ljk)} \sum_{\text{perm}(lmn)} \frac{\bar{T}_2^{l}\delta T_2 + \delta T_2^{l}\bar{T}_2 + \bar{T}_2^{l}\delta T_2}{w(q) - w(p'_l) - w(p'_l) + w(p_n) - i\varepsilon} \cdot (F - 1), \quad (2.44)$$

where

$$\bar{T}_3^{(a+b)} = \frac{3}{(2w_1')^{1/2}} \prod_{i = 1}^{3} \frac{1}{(2w_i)^{1/2}} \times \left( \sum_{\text{perm}(ljk)} \sum_{\text{perm}(lmn)} 2w(q)(w(q) - w(p'_l) - w(p'_l) + w(p_n) - i\varepsilon) \right), \quad (2.45)$$

and

$$F = \frac{(w(p'_l)w(p'_l))^{1/2}}{(w(p_n)w(q))^1/2} \frac{(w(p_1)w(p_m))^1/2}{(w(p'_l)w(q))^1/2}. \quad (2.46)$$

The second term in eq. (2.44) can be simplified by expanding both the numerator and denominator in momenta. The denominator cancels, and we get:

$$T_3^a + T_3^b - \bar{T}_3^{(a+b)} = -72mg_1g_3 + \frac{9}{m} \frac{g_1^2}{m} + \cdots$$

$$= \frac{288\pi^2a_0^3}{m} \left( -\frac{1}{a_0m^2} + r_0 \right) + \frac{576\pi^2a_0^2}{m^3} + \cdots, \quad (2.47)$$

As one sees, the difference is a regular function at threshold, albeit both $T_3^a + T_3^b$ and $\bar{T}_3^{(a+b)}$ scale as $1/\lambda^2$ at small momenta.

The rest of calculations is straightforward, because one can consider non-relativistic two-body amplitudes at $O(p^6)$ (i.e., replace these with the scattering length). The diagram in figure 3c is ultraviolet-finite in the dimensional regularization. Its explicit expression is not needed. It suffices to note that, in a given configuration of external momenta,

$$\text{Re } T_3^{(c)} = \frac{\text{const}}{\lambda}, \quad (2.48)$$

so that the constant piece is absent. Further, the diagrams in figure 3d,e are ultraviolet-divergent:

$$\text{Re } T_3^{(d)} = 9\sqrt{3}g_1^4m^3 \left( L_2 + \frac{1}{4\pi^3} \ln \frac{\lambda^2}{m^2} + \frac{\delta^{(d)}}{(4\pi)^3} \right) = 9\sqrt{3}g_1^4m^3L_2 + \text{Re } \bar{T}_3^{(d)}, \quad (2.49)$$

$$\text{Re } T_3^{(e)} = -9\frac{4\pi}{3}g_1^4m^3 \left( L_2 + \frac{1}{4\pi^3} \ln \frac{\lambda^2}{m^2} + \frac{\delta^{(e)}}{(4\pi)^3} \right) = -9\frac{4\pi}{3}g_1^4m^3L_2 + \text{Re } \bar{T}_3^{(e)},$$

where

$$L_2 = \frac{(\mu^2)^{D-4}}{(4\pi)^3} \left( \frac{1}{D-4} - \Gamma(1) - \ln 4\pi + \ln \frac{m^2}{\mu^2} \right), \quad (2.50)$$
\( \mu \) denotes the scale of the dimensional regularization, and factor 9 comes from summing all permutations. The finite parts of the above diagrams \( \delta^{(d)}, \delta^{(e)} \) are pure numbers, given by the integrals over Feynman parameters, see appendix A.

Using now the matching condition for the coupling \( g_1 \), it can be seen that the three-body coupling should contain the following divergent part that cancels the divergences from the loops:

\[
\eta_3 = \frac{32\pi a_0^4}{m} (3\sqrt{3} - 4\pi)(\mu^2)^{D-4}\left(\frac{1}{D-4} - \Gamma'(1) - \ln 4\pi\right) + \eta_3^R(\mu), \tag{2.51}
\]

with \( \eta_3^R(\mu) \) being the renormalized coupling. Choosing, for simplicity, the scale \( \mu = m \) in this low energy constant, we may rewrite the matching condition as:

\[
-6\eta_3^R(m) = -\frac{288\pi^2 a_0^3}{m} \left( - \frac{1}{a_0 m^2} + r_0 \right) - \frac{576\pi^2 a_0^3}{m^3} + \bar{T}, \tag{2.52}
\]

whereas at an arbitrary scale

\[
\eta_3^R(\mu) = \eta_3^R(m) - \frac{32\pi a_0^4}{m} (4\pi - 3\sqrt{3}) \ln \frac{m^2}{\mu^2}. \tag{2.53}
\]

Here, the threshold amplitude \( \bar{T} \) is defined as:

\[
\bar{T} = \lim_{\lambda \to 0} \text{Re} \left( \prod_{i=1}^{3} \frac{1}{(2w_i)^{1/2}} \mathcal{M}_3 \right) \left( \prod_{i=1}^{3} \frac{1}{(2w_i)^{1/2}} - \bar{T}^{(a+b)}_3 - \bar{T}^{(c)}_3 - \bar{T}^{(d)}_3 - \bar{T}^{(e)}_3 \right). \tag{2.54}
\]

Finally, using eq. (2.30), one may express \( \bar{T} \) through the relativistic threshold amplitude:

\[
\bar{T} = \frac{1}{(2m)^3} \mathcal{M}_3^{(0)} - \frac{192\pi a_0^4}{m} (3\sqrt{3}\delta^{(d)} - 4\pi\delta^{(e)}), \tag{2.55}
\]

with \( \delta^{(d)}, \delta^{(e)} \) as in appendix A. In principle, eqs. (2.52) and (2.55) solve the problem completely: they express the coupling \( \eta_3^R(m) \) in terms of physical observables in the two- and three-particle sectors. A non-trivial statement, which is implicit in these equations is that threshold singularities of the three-particle amplitude are produced by two-body rescattering processes only — that is, by subtracting diagrams that describe exactly these processes, one has to arrive at a non-singular expression. Mathematically, this is equivalent to the statement that the limit \( \lambda \to 0 \) in eq. (2.54) exists.

3 Energy shifts in the ground and excited states

In this section, we aim to derive energy shifts of the ground and excited states of multiparticle systems. Following ref. [12], this calculation can be easily done within the framework of Schrödinger perturbation theory.

Let us first set up the notations. The energy levels of \( N \) identical particles in a free, non-relativistic theory in finite volume are given by:

\[
E_n(p_1, \ldots, p_N) = \frac{1}{2m} \sum_{i=1}^{N} p_i^2, \quad p_i = \frac{2\pi}{L} n_i, \quad n_i \in \mathbb{Z}^3, \tag{3.1}
\]
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where \( \mathbf{p}_i \) is the momentum of the \( i \)-th particle. The set \( n = \{n_i\} \) labels the unperturbed levels. For example, the ground state corresponds to \( n_1 = 0, \ i = 1, \ldots N \).

We shall further see that in a regime, in which \( |a_0/L| \ll 1 \), and \( mL \gg 1 \), the effect of the interactions on the finite-volume spectrum in the relativistic theory can be treated as a perturbation to the free non-relativistic energy levels. Using the canonical procedure, one can construct the Hamiltonian of the system from the Lagrangian density, given in eq. (2.1):

\[
H = H_0 + H_r + H_1 + H_2 + H_3 + H_\eta, \\
H_X = \int_L d^3x \mathcal{H}_X(x, 0), \quad X \equiv 0, r, 1, 2, 3, \eta,
\]

where the space integral is taken over a finite cube with side \( L \), and

\[
\begin{align*}
H_0 &= -\frac{1}{2m} \psi^\dagger \nabla^2 \psi, \\
H_r &= -\frac{1}{8m^2} \psi^\dagger \psi \nabla^4 \psi, \\
H_1 &= \frac{g_1}{4} (\psi^\dagger \psi)^2, \\
H_2 &= g_2 (\psi^\dagger \psi)^2 \nabla^2 (\psi \psi^\dagger) + \text{h.c.}, \\
H_3 &= g_3 (\psi^\dagger \psi^4 (\psi \nabla^2 \psi) + \text{h.c.}), \\
H_\eta &= \frac{g_\eta}{6} (\psi^\dagger \psi)^3.
\end{align*}
\]

In the above expressions, \( H_0 \) denotes the free Hamiltonian, whereas \( H_1 = H_r + H_1 + H_2 + H_3 + H_\eta \) is treated as a perturbation.

In a finite volume, free fields can be expanded in a Fourier series over the creation and annihilation operators:

\[
\psi(x, t) = \frac{1}{L^3} \sum_\mathbf{p} e^{-ip_0 t + i\mathbf{p} \cdot \mathbf{x}} a(\mathbf{p}), \quad \psi^\dagger(x, t) = \frac{1}{L^3} \sum_\mathbf{p} e^{ip_0 t - i\mathbf{p} \cdot \mathbf{x}} a^\dagger(\mathbf{p}).
\]

Here, the momentum \( \mathbf{p} \) runs over discrete values \( \mathbf{p} = 2\pi \mathbf{n}/L, \ \mathbf{n} \in \mathbb{Z}^3 \), and the creation/annihilation operators obey the following commutation relations:

\[
[a(\mathbf{p}), a^\dagger(\mathbf{q})] = L^3 \delta_{\mathbf{pq}}.
\]

The properly normalized unperturbed eigenstates are given by:

\[
|\mathbf{p}_1, \ldots, \mathbf{p}_N\rangle = \frac{1}{\sqrt{N! L^{3N/2}}} a^\dagger(\mathbf{p}_1) \ldots a^\dagger(\mathbf{p}_N) |0\rangle.
\]

These eigenstates obey the eigenvalue equation:

\[
H_0 |\mathbf{p}_1, \ldots, \mathbf{p}_N\rangle = E_n(\mathbf{p}_1, \ldots, \mathbf{p}_N) |\mathbf{p}_1, \ldots, \mathbf{p}_N\rangle.
\]

One may also define the matrix elements of the interaction Hamiltonian between the unperturbed states:

\[
V_{qp} = \langle \mathbf{q}_1, \ldots, \mathbf{q}_N | H_I | \mathbf{p}_1, \ldots, \mathbf{p}_N \rangle.
\]

The Rayleigh-Schrödinger perturbation theory enables one to calculate the energy shift of a state \( n \) using the interaction Hamiltonian \( H_I \). A standard formula, which can be found in the quantum mechanics textbooks (see, e.g., [61]), reads:

\[
\Delta E_n = V_{nn} + \sum_{p \neq n} \frac{|V_{np}|^2}{E_n - E_p} + \sum_{p, q \neq n} \frac{V_{np} V_{pq} V_{qn}}{(E_n - E_p)(E_n - E_q)} - V_{nn} \sum_{p \neq n} \frac{|V_{np}|^2}{(E_n - E_p)^2} + O(V^4).
\]
3.1 Two-particle levels

As a warm-up example, we consider the well-known case of two particles in the center-of-mass (CM) frame. The $1/L$ expansion of the energy shift for the two-particle ground state has been known for a long time up to and including $O(L^{-5})$ [9, 11]. At this order, the effects of relativity are irrelevant and one can work in a non-relativistic setup. The next order was worked out in the NREFT approach [12], and in a fully relativistic setup [26, 27]. As pointed out in ref. [26], these two calculations differ by a term that vanishes in the limit $m \to \infty$, and can be referred to as “relativistic corrections”. Recently, in ref. [59], relativistic corrections to the ground state were derived in the NREFT with a method, which is identical to the one used here. Below, for illustrative purpose, we shall rederive $1/L$ expansion of the energy shift up to and including $O(L^{-6})$ by using Rayleigh-Schrödinger perturbation theory.

The matrix element to the interaction Hamiltonian between the two-particle unperturbed states is given by:

$$V_{qp} = \langle q_1, q_2 | H_I | p_1, p_2 \rangle .$$  \hspace{1cm} (3.10)

Calculating the matrix element, one gets:

$$V_{qp} = \frac{1}{2L^3} \left[ g_1 - g_3(q_1 - q_2)^2 - g_3(p_1 - p_2)^2 \right] \delta_{q_1 + q_2, p_1 + p_2} - \frac{1}{16m^3} \left[ q_1^4 + q_2^4 + p_1^4 + p_2^4 \right] \frac{1}{2!} \sum_{(ij) \in S_2} \delta_{q_1 p_i} \delta_{q_2 p_j} ,$$  \hspace{1cm} (3.11)

where the sum in the last term runs over the two-element permutation group $S_2$ for the indices $i, j$. The relation between $g_{1,3}$ and $a_0, r_0$ is given in eq. (2.12). The term with $g_2$ does not contribute in the CM frame and is therefore omitted here.

Now, using eq. (3.9), we can calculate the energy shift of the ground state order by order in perturbation theory. It is easy to verify that, at lowest order, only terms with the non-derivative coupling $g_1$ from the interaction Hamiltonian, $H_I$, contribute:

$$\Delta E_0^{(1)} = V_{00} = \frac{g_1}{2L^3} = \frac{4 \pi a_0}{m L^3} .$$  \hspace{1cm} (3.12)

In order to evaluate the next-order result, we use eq. (3.11) and get:

$$V_{0p} = -\frac{1}{2L^3} \left[ g_1 - 4g_3p^2 \right] \delta_{0, p_1 + p_2} , \hspace{0.5cm} p_1 = -p_2 = p .$$  \hspace{1cm} (3.13)

Substituting this expression into the second-order energy shift, eq. (3.9), and using $E_0 = 0$, $E_p = p^2/m$, we get:

$$\Delta E_0^{(2)} = \frac{1}{4L^5} \sum_{p \neq 0} \left( \frac{g_1 - 4g_3p^2}{E_0 - E_p} \right)^2 = -\frac{g_1^2m}{16\pi^2L^4} \sum_{n \neq 0} \frac{1}{n^2} + \frac{2g_1g_3m}{L^6} \sum_{n \neq 0} 1 + O(L^{-8})$$

$$= -\frac{4 \pi a_0}{m L^3 \pi L} + \frac{4 \pi a_0}{m L^3} \frac{2 \pi a_0^2}{L^5} \left( r_0 - \frac{1}{a_0 m^2} \right) + O(L^{-8}) .$$  \hspace{1cm} (3.14)
Here, one has used $p = 2\pi n/L$ in order to display the powers of $L$ explicitly. It is already clear that one has a double perturbative expansion in powers of $1/L$. First, each order in Rayleigh-Schrödinger perturbation theory brings a factor $L^{-3}$ associated to the momentum sum and a factor $L^2$, emerging from the propagator, $L^{-1}$ in total. The pertinent expansion parameter here is $a_0/L$. Further, each derivative vertex is suppressed by powers of $L$, since the momentum $p$ scales as $1/L$. In this case, the pertinent expansion parameter is $1/(mL)$.

Consequently, in order to obtain an expression of the energy shift to a given order in $1/L$, it suffices to retain finite number of terms in the effective Lagrangian and truncate the perturbative series at a fixed order.

Furthermore, the momentum sums emerging in eq. (3.14), are formally ultraviolet divergent. In order to be consistent with the matching condition, this divergence should be subtracted in the same way as in the infinite volume, i.e., by using the MS scheme in dimensional regularization. In this particular case, it is very simple. Namely, one might rewrite the first sum as:

$$I = \sum_{n \neq 0} \frac{1}{n^2} = \sum_{n \neq 0} \frac{1}{n^2(n^2 + 1)} - 1 + \sum_n \frac{1}{n^2 + 1}. \tag{3.15}$$

Here, we have added and subtracted the term with $n = 0$ in the last sum. Now, the first term is perfectly convergent, and the last term can be calculated by means of the Poisson summation formula, applying the MS scheme to the $|n| = 0$ term:

$$\sum_n \frac{1}{n^2 + 1} = \int d^d x \frac{1}{x^2 + 1} + \sum_{n \neq 0} \frac{\pi}{|n|} e^{-2\pi |n|}, \tag{3.16}$$

This way, one gets:

$$I = \sum_{n \neq 0} \frac{1}{n^2(n^2 + 1)} - 1 - 2\pi^2 + \sum_{|n| \neq 0} \frac{\pi}{|n|} e^{-2\pi |n|} \simeq -8.9136329. \tag{3.17}$$

Acting in the same way, one can easily see that

$$\sum_{n \neq 0} 1 = -1, \tag{3.18}$$

and finally, using the matching condition for $g_{1,3}$, one arrives at the last line of eq. (3.14).

Continuing in the same manner, one can calculate corrections up to and including order $L^{-6}$. The result is given by the following expression:

$$\Delta E_0 = \frac{4\pi a_0}{mL^3} \left\{ 1 - \frac{a_0}{\pi L} I + \left( \frac{a_0}{\pi L} \right)^2 [I^2 - J] - \frac{\pi a_0}{m^2 L^3} + \frac{2\pi a_0^2 \gamma_0}{L^3} - \left( \frac{a_0}{\pi L} \right)^3 [I^3 - 3IJ + K] \right\}, \tag{3.19}$$

where

$$J = \sum_{n \neq 0} \frac{1}{n^4} \simeq 16.5323, \quad K = \sum_{n \neq 0} \frac{1}{n^6} \simeq 8.40192. \tag{3.20}$$

This, of course, agrees with the result of refs. [26, 27] as well as ref. [59]. Moreover, relativistic corrections are easy to identify. They emerge from the contributions from $H_3$ and $H_r$. If they are dropped, the result in ref. [12] is recovered.
Next, we turn to the relativistic energy shift for the first excited state in the two-particle sector. We start by defining the unperturbed states. In the non-interacting theory and for identical particles, this state is threefold degenerate in the relativistic, as well in the non-relativistic case and has unit back-to-back momentum in the units of \( \frac{2\pi}{L} \), directed along the \( x, y \) or \( z \)-axis. These three states can be classified in irreducible representations of the cubic group. There is a one-dimensional irrep \( A^+_1 \), and a two-dimensional irrep \( E^+ \). The two-particle \( A^+_1 \) state is given by:

\[
| (p, -p)_{A^+_1} \rangle = \frac{1}{\sqrt{6}} \sum_{a=x,y,z} \left( | p_a, -p_a \rangle + | -p_a, p_a \rangle \right),
\]

where \( p_x = \frac{2\pi}{L} (1, 0, 0) \), and so on. The basis vectors of the irrep \( E^+ \) are given by:

\[
| (p, -p)_{E^+, 1} \rangle = \frac{1}{2} \left( | p_x, -p_x \rangle + | p_y, -p_y \rangle - | -p_y, p_y \rangle \right), \\
| (p, -p)_{E^+, 2} \rangle = \frac{1}{\sqrt{12}} \left( | p_x, -p_x \rangle + | p_z, -p_z \rangle + | p_y, -p_y \rangle + | -p_y, p_y \rangle \\
- 2 | p_z, -p_z \rangle - 2 | -p_z, p_z \rangle \right).
\]

Because of the cubic symmetry, any of these two states can be used for the calculation of the energy shift.

The calculation of the energy shifts proceeds analogously to the case of ground state. We do not display the intermediate steps here. Note that the energy shifts are calculated with respect to the relativistic unperturbed energy of the first unperturbed state \( E_1 = 2\sqrt{m^2 + \left( \frac{2\pi}{L} \right)^2} - 2m \). It is easy to see that the leading contribution to the energy shift in the irrep \( E^+ \) arises from the \( D \)-wave interaction and is beyond the accuracy we are calculating:

\[
\Delta E_1^{E^+} = O(L^{-7}).
\]

The shift in the irrep \( A^+_1 \) at order \( L^{-5} \) was calculated in ref. [11]. In the present paper this result is extended up to and including order \( L^{-6} \), where the method, used in ref. [11], does not directly apply for the calculation of the relativistic corrections. The final answer reads:

\[
\Delta E_1^{A^+_1} = \frac{24\pi a_0}{mL^3} \left\{ 1 - \mathcal{I}_1 \frac{a_0}{\pi L} + (\mathcal{I}_2^2 - 6\mathcal{J}_1) \left( \frac{a_0}{\pi L} \right)^2 + (-\mathcal{I}_1^3 + 18\mathcal{I}_1\mathcal{J}_1 - 36\mathcal{K}_1) \left( \frac{a_0}{\pi L} \right)^3 \\
+ \frac{2\pi^2 a_0 r_0}{L^2} \left[ 1 - \mathcal{I}_1 \frac{a_0}{\pi L} \right] - \frac{2\pi^2}{m^2 L^2} \left[ 1 + \mathcal{J}_1 - \frac{1}{2} \frac{a_0}{\pi L} \right] \right\}.
\]
Here,

\[ I_1 = \sum_{|n| \neq 1} \frac{1}{n^2 - 1} \approx \sum_{n \neq 0} \frac{2}{(n^2 - 1)(n^2 + 1)} - 3 - 2\pi^2 + \sum_{n \neq 0} \frac{\pi}{n} e^{-2\pi|n|} \approx -1.2113357, \]

\[ J_1 = \sum_{|n| \neq 1} \frac{1}{(n^2 - 1)^2} \approx 23.2432219, \]

\[ K_1 = \sum_{|n| \neq 1} \frac{1}{(n^2 - 1)^3} \approx 13.0593768 \quad (3.25) \]

### 3.2 Ground state of \( N \) particles

If we are dealing with more than two particles, two new effects arise. First, the two-particle subsystems can be in the moving frames, even if the total momentum of the \( N \)-particle system vanishes. Therefore, \( H_2 \) in eq. (3.2) starts to contribute (still, as we will see, this contribution is only non-vanishing for excited states). Second, one has to take into account the contribution from the non-derivative three-particle interaction, which is parameterized by the coupling constant \( \eta_3 \). Four- and more particle interactions, as well as the operators with higher derivatives in the two- and three-particle sectors do not contribute at the order we are working. In particular, from eq. (3.6) it is seen that the normalization of the \( N \)-particle wave function depends only on \( L \). Then, on dimensional grounds, a generic operator in the Lagrangian, \( \delta \mathcal{L} = c_k \mathcal{O}_k \), where \( c_k \) has the mass dimension \([c_k] = M^k\), starts to contribute to the energy shift at \( \Delta E \sim c_k L^{k-1} \). For example, one can see that the operator of the type \((\psi \psi^\dagger)^N\) contributes to order \( L^{-3(N-1)} \).

The expression in eq. (3.11) can be easily generalized to more than two particles. For instance, for three particles, we have:

\[
V_{qp} = \sum_{k=1,2,3} \frac{1}{2L^3} \left[ g_1 - 4g_2 (q_i + q_j)^2 - g_3 (q_i - q_j)^2 - g_3 (p_i - p_j)^2 \right] \delta_{q_i + q_j, p_i + p_j} \delta_{q_k, p_k} \\
+ \frac{\eta_3}{L^6} \delta_{q_1 + q_2 + q_3 + p_1 + p_2 + p_3} \\
- \frac{1}{16m^3} \left[ q_i^2 + q_j^2 + q_k^2 + p_i^2 + p_j^2 + p_k^2 \right] \frac{1}{3!} \sum_{(ijk) \in S_3} \delta_{q_i p_i} \delta_{q_j p_j} \delta_{q_k p_k}, \quad (3.26)
\]

where \( i \neq j \neq k \). This expression is easy to understand. In the first line, there are three pairwise interactions, in which \( k \) labels the spectator particle; the second line stems from the three-particle contact interaction; and the third line corresponds to the kinetic term at \( O(p^4) \). Note that, in this case, the indices in the last sum run over the three-element permutation group \( S_3 \). For more than three particles, the generalizations are straightforward at this order and include only additional combinatorial factors. In particular, there exist \( \binom{N}{2} \) pairwise interactions, \( \binom{N}{3} \) three-particle interactions, and \( N! \) permutations in the kinetic term.

Further, we shall take an advantage of the fact that the expression without relativistic corrections has been already derived previously exactly with the same method [12]. The remainder can be calculated relatively easy. The final result for the \( N \)-particle ground
state, expressed in terms of the threshold amplitude $\bar{T}$, has the form:

$$\Delta E_0 = \left(\frac{N}{2}\right)\frac{4\pi a_0}{mL^3} \left[ 1 - \frac{a_0}{\pi L} I + \frac{a_0}{\pi L} I^2 + (2N - 5)J \right] - \left(\frac{a_0}{\pi L}\right)^3 \left[ I^3 + (2N - 7)IJ + (5N^2 - 41N + 63)K + 8(N - 2)(2Q + R) \right] + (4N - 9)\frac{\pi a_0}{mL^3} \left[ I^3 + (2N - 6)\frac{a_0^2 r_0}{L^3} \right] + \left(\frac{N}{3}\right)\left\{ \frac{32\pi a_0^4}{mL^6} (3\sqrt{3} - 4\pi) (2\ln(mL) - \Gamma'(1) - \ln 4\pi) - \bar{T} \right\}. \quad (3.27)$$

Here, the quantities $I, J, K$ were defined above, whereas the quantities $Q \simeq -102.1556055$ and $R \simeq 19.186903$ are the quantities defined in ref. [12]. The factor $(\Gamma'(1) + \ln 4\pi)$ emerges, because the quantities $Q, R$ in ref. [12] are defined in the MS renormalization scheme rather than $\overline{\text{MS}}$, which is used in the present paper. Further, we confirm that the above equation agrees with eq. (42) of ref. [59], if expressed in terms of the renormalized coupling $\eta_0^\prime$. In order to compare with the result of refs. [26, 27], one has to carry out the matching of the threshold amplitude, defined in those papers, to the quantity $\bar{T}$. We do not do this (rather straightforward but tedious) exercise here.

### 3.3 Energy shift for the three-particle excited states.

In this section we discuss the calculation of relativistic corrections to the excited state levels in the three-particle state. To the best of our knowledge, this issue has not been addressed so far in the literature and appears here for the first time. Note also that the combinatorics in the excited states becomes rather cumbersome. For this reason, we first focus on three particles.

Let us start with the definition of the state vectors. In the three-particle system in the CM frame, the first excited unperturbed state contains one particle at rest, whereas two other particles have back-to-back momenta of unit magnitude, in units of $2\pi/L$. Again, the first excited states contains only the $A^+_1$ and $E^+$ irreps of the cubic group. The pertinent basis functions are:

$$|A^+_1\rangle = \frac{1}{\sqrt{3}} \left( |(p_1, p_2)_{A^+_1}, p_3 = 0\rangle + |(p_3, p_1)_{A^+_1}, p_2 = 0\rangle + |(p_2, p_3)_{A^+_1}, p_1 = 0\rangle \right),$$

$$|E^+, \alpha\rangle = \frac{1}{\sqrt{3}} \left( |(p_1, p_2)_{E^+}, \alpha, p_3 = 0\rangle + |(p_3, p_1)_{E^+}, \alpha, p_2 = 0\rangle + |(p_2, p_3)_{E^+}, \alpha, p_1 = 0\rangle \right), \quad (3.28)$$

where $\alpha = 1, 2$ and the basis vectors $|(p_i, p_j)_{A^+_1}\rangle$ and $|(p_i, p_j)_{E^+, \alpha}\rangle$ with back-to-back three-momenta $p_i$ and $p_j$ are given by eqs. (3.21) and (3.22), respectively.

---

Note that there was a small numerical error in the value of $Q$ in ref. [12], which was corrected in ref. [13]. The corrected value agrees exactly with the number given in ref. [39].
As a simple check, let us calculate the energy level shift at leading order:

\[
\Delta E^A_{1+} = \langle A^+_1 | H_1 | A^+_1 \rangle = \frac{40 \pi a_0}{mL^3} + O(L^{-4}),
\]

\[
\Delta E^E_{1+} = \langle E^+, \alpha | H_1 | E^+, \alpha \rangle = \frac{16 \pi a_0}{mL^3} + O(L^{-4}).
\] (3.29)

It is seen that the leading-order result of ref. [39] is readily reproduced. One might continue along the same path and evaluate all contributions up to and including \(O(L^{-6})\). However, since the result in the non-relativistic limit is already known [39], one can achieve the same goal with a significantly less effort, evaluating only the relativistic corrections to this result. Below we shall demonstrate, how this can be done.

Let us start from the energy shift in the irrep \(E^+\), which does not contain the three-body coupling \(\eta_r\). The non-relativistic result, given in ref. [39], reads:

\[
\Delta E^{E^+}_{1+}^{\text{(non-rel)}} = 16 \frac{\pi a_0}{mL^3} \left( 1 + \frac{h_1'}{L} + \frac{h_2'}{L^2} + \frac{h_4'}{L^3} + \cdots \right).
\] (3.30)

Here,

\[
h_1' = y_1' a_0,
\]

\[
h_2' = y_2 a_0^2 + \frac{\pi^2}{2} r_0 a_0,
\]

\[
h_4' = y_4 a_0^3 + \pi (11 - \mathcal{I}_2) r_0 a_0^2,
\] (3.31)

where the numerical constants \(y_1' = 2.984094, y_2' = 3.001706, y_4' = -28.8947538\) are complicated combinations of the infinite sums. The quantity \(\mathcal{I}_2\) is defined as:

\[
\mathcal{I}_2 = \sum_{n \neq 0, -n_0} \frac{1}{n^2 + m n_0} = \sum_{n \neq 0, -n_0} \left( \frac{1}{n^2 + m n_0} - \frac{1}{n^2 + 1} \right) - \frac{3}{2} - 2 \pi^2 + \sum_{n \neq 0} \frac{\pi}{|n|} e^{-2 \pi |n|} \simeq -6.37480912,
\] (3.32)

where \(n_0 = (0, 0, 1)\) is a unit vector [39].

Relativistic corrections to this result emerge from three different sources:

1. shifting the effective range \(r_0 \to r_0 - 1/(a_0 m^2)\), according to eq. (2.12):

\[
\Delta E^{E^+}_{1+}^{\text{(eff.range)}} = \frac{16 \pi a_0}{mL^3} \left( -\frac{\pi^2}{2m^2 L^2} - \frac{\pi a_0}{m^2 L^3} (11 - \mathcal{I}_2) \right); \tag{3.33}
\]

2. contributions, containing the coupling \(g_2\), which vanishes in the non-relativistic limit. This contribution describes the CM motion of the two-particle subsystem in the three-particle system at rest:

\[
\Delta E^{E^+}_{1+}^{\text{(CM)}} = \frac{-32 \pi^2}{L^5} g_2 + \frac{8 n q_1 g_2}{L^6} (-3 + \mathcal{I}_2)
\]

\[
= \frac{16 \pi a_0}{mL^3} \left( -\frac{\pi^2}{2m^2 L^2} + \frac{2 \pi a_0}{m^2 L^3} (\mathcal{I}_2 - 3) \right); \tag{3.34}
\]
3. contributions, emerging from the \( \mathcal{O}(p^4) \) kinetic term \( \mathbf{H}_r \):

\[
\Delta E_1^{E^+}(\text{kinetic}) = \frac{16\pi a_0}{mL^3} \left( \frac{\pi a_0}{2m^2L^3} (15 - 4\mathcal{S}) \right),
\]  

where

\[
\mathcal{S} = \sum_{n \neq 0, n_0} \frac{n^4 + (n - n_0)^4 + 1}{(n^2 + (n - n_0)^2 - 1)^2} = -\frac{13}{8} + \frac{1}{2} \sum_{n \neq 0, n_0} (n^2 + (n_0)^2 - 2nn_0 + 1) \left( \frac{1}{(n^2 - nn_0)^2} - \frac{1}{(n^2 + 1)^2} \right) - \frac{1}{6} \sum_n \frac{1}{(n^2 + 1)^2} - \frac{4\pi^2}{3} + \sum_{n \neq 0} \frac{2\pi}{3|n|} e^{-2\pi|n|} \simeq 1.849866.
\]  

Bringing everything together, we get:

\[
\Delta E_1^{E^+} = \Delta E_1^{E^+}(\text{non-rel}) + \Delta E_1^{E^+}(\text{rel}),
\]  

where

\[
\Delta E_1^{E^+}(\text{rel}) = \frac{16\pi a_0}{mL^3} \left( -\frac{3\pi^2}{2(mL)^2} + \frac{\pi a_0}{2m^2L^3} (19 + 6I_2 - 4\mathcal{S}) \right),
\]  

and \( \Delta E_1^{E^+}(\text{non-rel}) \) as in eq. (3.30).

Next, we turn to the energy shift in the irrep \( A_1^+ \), which, in contrast to the \( E^+ \), contains contribution from the three-body coupling. We shall again be using a shortcut, calculating only the relativistic corrections to the result given in ref. [39]. To this end, comparing first the expressions for the ground-state energy shift in the non-relativistic limit, we read off the relation between the three-body coupling \( \eta_r^3(m) \) and the threshold amplitude \( \hat{\mathcal{M}} \) from ref. [39]:

\[
\eta_r^3(m) = -\frac{96\pi^2 a_0^2}{m} \hat{\mathcal{M}} + \frac{48\pi^2 a_0^3}{m} r_0 - \frac{12a_0^4}{\pi^2 m} \mathcal{A},
\]

where \( \mathcal{A} \) collects all numerical factors that account for the different regularization and conventions, used in ref. [39] and the present article:

\[
\mathcal{A} = \frac{1}{3} (2\pi)^3 (3\sqrt{3} - 4\pi)(2\ln 2\pi - \Gamma'(1) - \ln 4\pi) + \pi \delta + 16(\hat{Q} - \bar{Q}) + 8(\hat{R} - \bar{R}) \simeq 1278.49567.
\]

Here, \( \delta \simeq 887.65392 \) and \( \hat{Q} \simeq -105.0597779 \), \( \hat{R} \simeq -32.60560475 \) are the counterparts of \( Q, R \) in the cutoff regularization. All these quantities have been defined in ref. [39].

Next, let us consider the expression for the energy shift of the first excited state in the \( A_1^+ \) irrep in the non-relativistic theory, given in ref. [39]:

\[
\Delta E_1^{A_1^+}(\text{non-rel}) = \frac{40\pi a_0}{mL^3} \left( 1 + \frac{h_1}{L} + \frac{h_2}{L^2} + \frac{h_3}{L^3} \ln \frac{mL}{2\pi} + \frac{h_4}{L^3} \right),
\]
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where
\[h_1 = y_1 a_0,\]
\[h_2 = y_2 a_0^2 + \frac{7\pi^2}{5} a_0 r_0,\]
\[h_3 = \frac{144}{5} (3\sqrt{3} - 4\pi) a_0^3,\]
\[h_4 = \frac{y_4 a_0^3 + \frac{\pi}{10} a_0^2 r_0 (212 - 24\mathcal{I}_1 - 4\mathcal{I}_2) - \frac{27}{5} 8\pi a_0 \hat{\mathcal{M}}}{5}.\]

(3.42)

where \(y_1 \simeq 0.279070, y_2 \simeq 8.494802\) and \(y_4 \simeq -172.001650\) are numerical constants, defined in ref. [39]. Using now the relation (3.39), one may rewrite last of the above equations as:
\[h_4 = \left(y_4 + \frac{27}{5\pi} A\right) a_0^3 - \frac{2\pi}{5} a_0^2 r_0 (1 + 6\mathcal{I}_1 + \mathcal{I}_2) + \frac{9m}{20\pi a_0} r_0^e(m).\]

(3.43)

Now, we can readily evaluate the relativistic corrections to this result from three different sources, listed above:

1. shifting the effective range \(r_0 \to r_0 - 1/(a_0 m^2)\):
\[\Delta E_1^{A_1} \text{(eff.range)} = \frac{40\pi a_0}{m L^3} \left(-\frac{7\pi^2}{5m^2 L^2} + \frac{2\pi a_0}{5m^2 L^3} (1 + 6\mathcal{I}_1 + \mathcal{I}_2)\right);\]

(3.44)

2. the CM motion of the two-particle subsystems:
\[\Delta E_1^{A_1} \text{(CM)} = -\frac{32\pi^2}{L^5} g_2 + \frac{8mg_1 g_2}{L^6} (9 + \mathcal{I}_2)
= \frac{40\pi a_0}{m L^3} \left(-\frac{2\pi^2}{5m^2 L^2} + \frac{4\pi a_0}{5m^2 L^3} (9 + \mathcal{I}_2)\right);\]

(3.45)

3. the kinetic term:
\[\Delta E_1^{A_1} \text{(kinetic)} = \frac{40\pi a_0}{m L^3} \left(-\frac{\pi a_0}{5m^2 L^3} (54 + 6\mathcal{I}_1 + 3\mathcal{J}_1 + 4S)\right),\]

(3.46)

where
\[\mathcal{J}_1 = \sum_{|n| \neq 1} \frac{1}{(n^2 - 1)^2} \simeq 23.2432219;\]

(3.47)

Finally, expressing the three-body coupling in terms of the threshold amplitude \(\tilde{T}\), we arrive at the following relation:
\[\Delta E_1^{A_1} = \frac{40\pi a_0}{m L^3} \left(1 + \frac{\tilde{h}_1}{L} + \frac{\tilde{h}_2}{L^2} + \frac{\tilde{h}_3}{L^3} \ln \frac{m L}{2\pi} + \frac{\tilde{h}_4}{L^3} - \frac{9\pi^2}{5m^2 L^2} + \frac{\pi a_0}{5m^2 L^3} (92 + 6\mathcal{I}_1 - 3\mathcal{J}_1 + 6\mathcal{I}_2 - 4S)\right),\]

(3.48)

where
\[\tilde{h}_1 = h_1, \quad \tilde{h}_2 = h_2, \quad \tilde{h}_3 = h_3, \quad \tilde{h}_4 = \left(y_4 + \frac{27}{5\pi} A\right) a_0^3 - \frac{2\pi}{5} a_0^2 r_0 (-53 + 6\mathcal{I}_1 + \mathcal{I}_2) - \frac{3m}{40\pi a_0} \tilde{T}.\]

(3.49)

The equation (3.48) represents our final result for the energy shift in the first excited state, irrep \(A_1^+\). The last two terms in the brackets are the relativistic corrections.
3.4 Leading contribution to N-particle excited states

To conclude this section, we focus on the leading contribution to the first N-particle excited states. For this, we need the N-particle generalization of the $A_1^+$ and $E^+$ states, which must contain all possible pairs with back-to-back momentum in one specific irrep:

$$|\Gamma = A_1^+, E^+\rangle = \sqrt{\frac{2}{N(N-1)}} \sum_{n_1, n_2 \in \text{comb}(N,2)} |(p_{n_1}, p_{n_2})\rangle \Gamma, p_{n_3} = 0, \ldots, p_{n_N} = 0\rangle,$$  \hspace{1cm} (3.50)

where “comb(N,2)” stands for all elements in the combination of N particles in pairs, with the pair states given in eqs. (3.21) and (3.22). For instance, in the case of $N = 4$, the possible combinations are

$$\text{comb}(N,2) = \{(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4)\}.$$ \hspace{1cm} (3.51)

Now, using the N-particle generalization of eq. (3.26), we calculate the leading effect to the N-particle energies with $n^2 = 1$:

$$\Delta E_{1}^{N, A_1^+} = \frac{2\pi a_0}{m L^3} \left(N^2 + 3N + 2\right) + O(L^{-4}),$$  \hspace{1cm} (3.52)

$$\Delta E_{1}^{N, E^+} = \frac{2\pi a_0}{m L^3} \left(N^2 + 3N - 10\right) + O(L^{-4}).$$  \hspace{1cm} (3.53)

The extension to higher orders in the previous equation is straightforward but rather tedious.

4 Application: N-particle energy levels in $\varphi^4$ theory

In this section, we investigate the extraction of the scattering parameters on the lattice in the complex $\varphi^4$ theory. For the extraction, eq. (3.27) will be used. The main goal is to explore strategies and challenges in the determination of the three-particle coupling from lattice simulations, using the fit to the ground-state energy spectrum in the sectors for two, three, four and five particles. Note that, to this end, in ref. [58] only the two- and three-particle energies were used. In addition, we study the impact of including relativistic and exponentially-suppressed corrections. Moreover, a comparison between the obtained results and perturbative predictions is made. In this manner, we confront the lattice description of the $\varphi^4$ theory to the continuum perturbation theory. For additional fits, we refer the reader to the following repository [70].

4.1 Perturbative results for the $\varphi^4$ theory in the continuum

Before turning to the lattice simulations, we discuss here perturbative results for the $\varphi^4$ theory in the continuum. This will provide useful check for the scattering parameters, obtained from lattice simulations in this work. The starting point is the continuum Lagrangian of the complex $\varphi^4$ theory:

$$\mathcal{L} = \partial_{\mu} \varphi^* \partial^{\mu} \varphi - m_0^2 \varphi^* \varphi - \lambda_0 (\varphi^* \varphi)^2.$$  \hspace{1cm} (4.1)
Here $m_0$ denotes the bare particle mass and $\lambda_0$ the dimensionless coupling constant. The first quantity of interest is the two-particle scattering amplitude. Up to one loop, the contributing diagrams are shown in figure 4. The amplitude is then given by

$$M_2 = -4\lambda_0 + (4\lambda_0)^2 \left[ \frac{1}{2} J(p_1 + p_2) + J(p_1 - k_1) + J(p_1 - k_2) \right], \quad \text{(4.2)}$$

with the choice of momenta as in figure 4, and the loop integral being

$$J(q) = \int \frac{d^D k}{(2\pi)^D} \frac{1}{m^2 - k^2} \frac{1}{m^2 - (k + q)^2}. \quad \text{(4.3)}$$

We shall use the dimensional regularization and $\overline{\text{MS}}$ scheme for renormalization:

$$J(q) = -2 \frac{\mu^{D-4}}{16\pi^2} \left( \frac{1}{D - 4} - \frac{1}{2} (\Gamma'(1) + \ln 4\pi) \right) + J_r(q). \quad \text{(4.4)}$$

In the two-particle sector, the two quantities of interest are the scattering length and the effective range. In order to compute them, we just need to compute the expansion up to $O(p^2)$ in eq. (4.3):

$$J_r(p_1 + p_2) \equiv J_r(s) = \frac{1}{16\pi^2} \left[ -\ln \frac{m^2}{\mu^2} + 2 + i\pi \frac{|p|}{m} - 2 \frac{p^2}{m^2} + O(p^3) \right], \quad \text{(4.5)}$$

$$J_r(p_1 - k_1) \equiv J_r(t) = -\frac{1}{16\pi^2} \left[ \ln \frac{m^2}{\mu^2} - \frac{t}{6m^2} \right] + O(p^4), \quad t = -2p^2(1 - \cos \theta), \quad \text{(4.6)}$$

$$J_r(p_1 - k_2) \equiv J_r(u) = -\frac{1}{16\pi^2} \left[ \ln \frac{m^2}{\mu^2} - \frac{u}{6m^2} \right] + O(p^4), \quad u = -2p^2(1 + \cos \theta). \quad \text{(4.7)}$$

Carrying out the renormalization, $\lambda_0$ is replaced by the renormalized coupling $\lambda_r$. The two-body scattering amplitude is then given by:

$$M_2 = -4\lambda_r + \frac{(4\lambda_r)^2}{16\pi^2} \left[ -\frac{5}{2} \ln \frac{m^2}{\mu^2} + 1 + i\pi \frac{|p|}{2m} - 5 \frac{p^2}{3m^2} + O(p^3) \right] + O(\lambda^3), \quad \text{(4.8)}$$

Now, by comparing to the expansion of eq. (2.4):

$$M_2 = -32\pi ma_0 \left[ 1 - ia|p| + \frac{p^2}{2m^2} \left( 1 + m^2a_0r_0 \right) \right] + O(p^3) + O(a_0^3), \quad \text{(4.9)}$$

we can obtain the one-loop values of the scattering length and the effective range:

$$\lambda_r(m) = 8\pi ma_0 \left( 1 + \frac{2ma_0}{\pi} \right), \quad \text{mr}_0 = -\frac{1}{ma_0} + \frac{20}{3\pi}. \quad \text{(4.10)}$$

Note here that in the running coupling $\lambda_r(m)$ the scale $\mu$ is set equal to $m$.

We now turn to the computation of the subtracted three-particle scattering amplitude at threshold, $\mathcal{T}$. At leading order, the only diagram that contributes is like diagram (a) in figure 2 (including all nine combinations of incoming and outgoing particles). The tree-level result is:

$$\mathcal{T} = \frac{9\lambda_r^2}{2m^4} = \frac{288\pi^2a_0^2}{m^3}. \quad \text{(4.11)}$$
4.1.1 Exponentially-suppressed corrections

The eq. (3.27), which is used for the extraction of the scattering parameters from lattice simulations, contains only terms that vanish like powers of $L$. There are, however, exponentially-suppressed effects, which might be relevant. In order to take them into account, one can apply perturbation theory in the continuum and evaluate the corrections in the parameters that enter eq. (3.27). In this manner, it is possible to explicitly include the leading exponential corrections into the fit.

We start from the single-particle mass, where the leading-order result of ref. [62] will be used:

$$M_\phi(L) = m + c_M \cdot \frac{K_1(mL)}{mL} \rightarrow m + c'_M \frac{e^{-mL}}{(mL)^{3/2}}. \quad (4.12)$$

In this formula, $M_\phi(L)$ denotes the finite-volume mass and $m$ the infinite-volume one. Further, $c_M, c'_M$ are constants whose exact value is not of interest at this stage, and $K_\nu(z)$ are the modified Bessel functions of second kind.

The leading exponentially-suppressed finite-volume correction to the scattering length can be calculated, following the strategy explained in ref. [58]. The result is given by:

$$a_0(L) = a_0 \left(1 - \frac{24ma_0}{\pi} K_0(mL)\right) \rightarrow a_0 \left(1 - \frac{24ma_0}{\sqrt{2\pi mL}} e^{-mL}\right). \quad (4.13)$$

4.2 Lattice simulation

For the numerical approach to complex scalar $\varphi^4$ theory, the discretization of space-time is required. This can be realized by introducing a finite hypercubic lattice of a volume $T \cdot L^3$. Here $T$ denotes the Euclidean time length of the lattice and $L$ is the spatial extension. Such a four-dimensional lattice can be described by means of discrete points $x^\mu$, separated by the lattice spacing $a$. In addition, periodic boundary conditions are assumed in all four directions. These are implemented by requiring

$$\varphi(x^\mu + Le^\mu) = \varphi(x^\mu), \quad \text{for} \quad \mu = 1, 2, 3,$$

$$\varphi(x^\mu + Te^\mu) = \varphi(x^\mu), \quad \text{for} \quad \mu = 4. \quad (4.14)$$
where $\varphi(x^\mu) \in \mathbb{C}$ is the complex scalar field and $e^\mu$ denotes a unit vector in the direction of axis $\mu$.

For the numerical simulation of field configurations, a discretization of the action is mandatory. This is realized by replacing the four-dimensional integral by a sum, as well as the partial derivatives by finite differences. Furthermore, introducing a hopping parameter $\kappa$, the fields are rescaled, according to

$$a \varphi(x^\mu) = \sqrt{\kappa} \varphi_x.$$

Similarly, the dimensionful mass $m$ is removed from the action by converting the terms, depending on absolute values of $\varphi_x$ to a binary quadratic form. For that purpose, we use the following relations:

$$\lambda_0 = \lambda' \kappa^2, \quad (am)^2 = 1 - 2\lambda' - 8\kappa \kappa'.$$

Taking this into account, the discretized expression for the action becomes:

$$S = \sum_{x^\mu} \left[ -\kappa \sum_\mu \varphi^*_x \varphi_{x+\mu} + \text{c.c.} \right] + \lambda' \left( |\varphi_x|^2 - 1 \right)^2 + |\varphi_x|^2.$$

In the simulations, particle mass and coupling constant are set to $m^2 = -4.9$ and $\lambda_0 = 10.0$, respectively. This leads to $\lambda' = 0.253308$, and $\kappa = 0.159156$ in the discretized action, eq. (4.17). This choice — identical to ref. [58]—has the advantage that it leads to a small renormalized coupling constant, which strongly suppresses excited states.

By means of Metropolis-Hastings simulations, ensembles are generated with constant $T = 48$ and varying $L$ in the interval $L \in [6, 24]$ (from now on, $L$ and $T$ will be given in lattice units). More extended lattices are not studied, because of the increased numerical cost. Likewise, smaller lattices with $L < 6$ are not taken into account, as they are dominated by the boundaries, and marginally incorporate physical information. The different volumes and the corresponding number of produced configurations, as well as the volume-dependent number of Metropolis updates per thread are summarized in table 1.

### 4.2.1 Effective potential

The $\varphi^4$ theory has two distinct phases: the symmetric and the broken one. Before performing simulations, one wants to know, which phase is realized by a given choice of parameters. Our framework, used for the analysis of the multi-particle energy levels, can be used in the symmetric phase only, where the particle, described by the field $\varphi$, has a non-zero mass. In order to answer the above question, note that measuring the effective potential allows one to distinguish between the two phases: a monotonically growing potential is associated with the symmetric phase, whereas a “Mexican-hat” potential characterizes the broken phase.

The effective potential of the $\varphi^4$ can be computed by including a term in the action — with the coefficient $J$ — that explicitly breaks the $U(1)$ global symmetry. The continuum Lagrangian in the presence of the symmetry-breaking term has the form:

$$\mathcal{L} = \partial_\mu \varphi^* \partial^\mu \varphi - m_0^2 \varphi^* \varphi - \lambda_0 (\varphi^* \varphi)^2 - J |\varphi|.$$

(4.18)
Table 1. Summary of simulations used in this work. $T = 48$ is kept throughout. $n_{\text{conf}}$ labels the number of field configurations. The number of updates per thread, ud/thr, is provided as well. In order to decrease correlation, only every 1000\textsuperscript{th} configuration is saved.

This way, the effective (renormalized) potential

$$U(|\varphi|) = V(|\varphi|) + J|\varphi| = m^2 \varphi^* \varphi + \lambda_r (\varphi^* \varphi)^2 + J|\varphi|,$$

will have a minimum at

$$\frac{dU}{d|\varphi|}\bigg|_{\varphi = \langle \varphi \rangle} = 0 \rightarrow J(\langle \varphi \rangle) = \frac{dV}{d|\varphi|}\bigg|_{\varphi = \langle \varphi \rangle}.$$

Now, by measuring $\langle \varphi \rangle$ as a function of $J$, we could infer the shape of the potential:

$$\frac{dV}{d|\varphi|}\bigg|_{\varphi = \langle \varphi \rangle} = a_1 \langle \varphi \rangle + a_2 \langle \varphi \rangle^3.$$

We have performed the simulations on a $16^4$ lattice for different values of $J$, using the same $m_0$ and $\lambda_0$ as in the “main” simulations. The results are shown in figure 5. The parameters obtained from the corresponding cubic polynomial fit read

$$a_1 = 0.70(13), \quad a_2 = 28.01(58).$$

As can be seen, the shape of $\frac{dV}{d|\varphi|}$ is that of a positive monotonically growing function. This implies a monotonically growing effective potential, $V(\varphi)$. Therefore, we can confirm that the set of parameters, chosen for this work, corresponds to the symmetric phase of the $\varphi^4$ theory.

### 4.3 The operators and correlation functions

With the configurations from table 1, the one- to five-particle correlators are computed. The errors are determined from the corresponding bootstrap samples (standard deviation).
Figure 5. Derivative of the effective potential with respect to $|\varphi|$ as a function of $\langle \varphi \rangle$. The existing statistical errors on $\langle \varphi \rangle$ are too small to be visible. The blue curve corresponds to a cubic polynomial fit with eq. (4.21).

Then, particle energies are extracted by fitting the analytic form of the respective correlation function to the data. The $N$-particle correlation function can be written as:

$$C_N(t_{\text{in}}, t_{\text{out}}) = \left\langle \hat{O}_{N\varphi}(t_{\text{out}}) \hat{O}_{N\varphi}^\dagger(t_{\text{in}}) \right\rangle,$$  \hspace{1cm} (4.23)

with

$$\hat{O}_{N\varphi} = \left( \sum_x \varphi(x) \right)^N.$$  \hspace{1cm} (4.24)

We restrict ourselves to $N = 1, \ldots, 5$ henceforth. In Euclidean time, the temporal evolution of an operator generally reads

$$\hat{O}(t) = e^{\hat{H}t} \hat{O}(0) e^{-\hat{H}t}.$$  \hspace{1cm} (4.25)

Considering this definition, with the source operator at the initial time $t_{\text{in}} = 0$, and the sink operator at the final time $t_{\text{out}} = t$, eq. (4.23) can be expressed as

$$C_N(t) = \frac{1}{Z} \text{Tr} \left[ e^{-\hat{H}(T-t)} \hat{O}_{N\varphi}(0) e^{-\hat{H}t} \hat{O}_{N\varphi}^\dagger(0) \right].$$  \hspace{1cm} (4.26)

The trace occurring here is due to the periodic boundary conditions. It is the origin of the undesirable thermal pollutions of the correlation functions, that is, effects from particles propagating across the boundary backwards in time. In order to find the analytic form of the correlation function, eq. (4.23) has to be expanded in an infinite sum of eigenstates,
resulting in:

\begin{equation}
C_N(t) = \frac{1}{Z} \sum_{m,n} |\langle n|\hat{O}_{N\varphi}|m\rangle|^2 e^{-E_n(T-t)} e^{-E_m t} \\
= \frac{1}{Z} \sum_{m,n} |\langle n|\hat{O}_{N\varphi}|m\rangle|^2 e^{-(E_m+E_n)\frac{T}{T}} \cosh \left( (E_m - E_n) (t - \frac{T}{2}) \right). \tag{4.27}
\end{equation}

Keeping only the leading terms, the explicit expressions of the one- to five-particle correlation functions follow are:

\begin{align}
C_1(t) &= |A_{1+0}^{(1)}|^2 \exp \left( -M_\varphi \frac{T}{T} \right) \cosh \left( M_\varphi (t - \frac{T}{2}) \right) \tag{4.28} \\
C_2(t) &= |A_{2+0}^{(2)}|^2 \exp \left( -E_2 \frac{T}{T} \right) \cosh \left( E_2(t - \frac{T}{2}) \right) + |A_{1+1}^{(2)}|^2 \exp (-M_\varphi T) \\
C_3(t) &= |A_{3+0}^{(3)}|^2 \exp \left( -E_3 \frac{T}{T} \right) \cosh \left( E_3(t - \frac{T}{2}) \right) \\
&\quad + |A_{2+1}^{(3)}|^2 \exp \left( -(E_2 + M_\varphi) \frac{T}{T} \right) \cosh \left( (E_2 - M_\varphi)(t - \frac{T}{2}) \right) \tag{4.29} \\
C_4(t) &= |A_{4+0}^{(4)}|^2 \exp \left( -E_4 \frac{T}{T} \right) \cosh \left( E_4(t - \frac{T}{2}) \right) \\
&\quad + |A_{3+1}^{(4)}|^2 \exp \left( -(E_3 + M_\varphi) \frac{T}{T} \right) \cosh \left( (E_3 - M_\varphi)(t - \frac{T}{2}) \right) \\
&\quad + |A_{2+2}^{(4)}|^2 \exp (-E_2 T) \tag{4.30} \\
C_5(t) &= |A_{5+0}^{(5)}|^2 \exp \left( -E_5 \frac{T}{T} \right) \cosh \left( E_5(t - \frac{T}{2}) \right) \\
&\quad + |A_{4+1}^{(5)}|^2 \exp \left( -(E_4 + M_\varphi) \frac{T}{T} \right) \cosh \left( (E_4 - M_\varphi)(t - \frac{T}{2}) \right) \\
&\quad + |A_{3+2}^{(5)}|^2 \exp \left( -(E_3 + E_2) \frac{T}{T} \right) \cosh \left( (E_3 - E_2)(t - \frac{T}{2}) \right) \tag{4.31}
\end{align}

The first term in each of the previous equations includes the energy to be determined. Except for the single-particle correlator $C_1$ all functions exhibit thermal-pollution terms in addition to the “cosh” signal. In case of $C_2$, this term is time-independent, whereas the remaining ones contain time-dependent thermal effects. Although these vanish in the large $T$-limit, they will taken into account, as the analysis is restricted to the finite lattice volumes. For instance, time-independent terms can be removed by shifting the affected functions:

\begin{equation}
C_N'(t + 1/2) = C_N(t) - C_N(t + 1). \tag{4.33}
\end{equation}

This also allows to reduce the correlation between different time slices. The analytical form of the shifted correlators will be as in eqs. (4.28)–(4.32), with cosh replaced by sinh.

### 4.4 Fit strategies and parameter extraction

For the parameter extraction, the correlated fits are performed. When the correlation functions $C_N'(t)$ with $N > 2$ are examined, energy levels corresponding to lower numbers of particles, contribute to the time-dependent thermal pollution terms, cf. eq. (4.28) to (4.32). Those terms will be taken into account in the fit. In order to increase the fit sensitivity to the $N$-particle energy $E_N$, lower lying energy levels, already determined in previous fits, may be used as priors for constraining the fit. This procedure is shown in the following...
scheme (4.34):

\[ C'_2(t) \rightarrow E_{3-M\bar{\phi}} C'_3(t) \rightarrow E_{4-M\bar{\phi}} C'_4(t) \rightarrow E_{5-M\bar{\phi}} C'_5(t) \]  

(4.34)

Hence, the best fit parameters obtained previously — shown on top of the arrows — enter the current fit as priors. The \( \chi^2 \)-function has to be modified accordingly:

\[ \chi^2 \rightarrow \chi^2 + \sum_{i=1}^{k-1} \left( \frac{P_{p_i} - p_i}{\Delta p_i} \right)^2. \]  

(4.35)

Here, \( P_{p_i} \) denotes the prior applied to constrain the \( i \)th parameter \( p_i \) and \( \Delta p_i \) the corresponding standard error. Finally, the energy shifts with respect to the free energies are computed as:

\[ \Delta E_N(L) = E_N(L) - N \cdot M\phi(L) \quad \text{with} \quad M\phi(L) \equiv E_1(L), \]  

(4.36)

including the corresponding bootstrap samples. Note that the volume-dependent mass is used for the computation of the shift, as it has been shown to cancel the leading exponentially-suppressed effects [58].

The first quantity to be studied is the single-particle mass \( M\phi(L) \) and its volume-dependence. This is relevant because the mass enters in the threshold expansion in eq. (3.27). We will use the infinite-volume mass, \( m \), obtained by fitting eq. (4.12) to the \( M\phi(L) \) data. In practice, using \( m \) or \( M\phi(L) \) in eq. (3.27) induces only higher-order exponentially-suppressed effects.

Once the infinite-volume mass is determined, different strategies are carried out to fit the energy shifts:

1. Fixed-\( N \) fits. Here the energy shifts of \( N \) particles are fitted separately. For \( N > 2 \), we also employ \( a_0 \) and \( r_0 \) as priors. For this, the \( a_0 \) and \( r_0 \), extracted from the two-body sector, are used as input for the analysis of the three- to five-body sector. Priors in \( r_0 \) are crucial to disentangle \( r_0 \) and \( T \), as the two parameters enter at the same order. This also increases the fit sensitivity for the threshold amplitude \( \bar{T} \). According to the prescription in eq. (4.35), the modification of the \( \chi^2 \)-function is given by

\[ \chi^2 \rightarrow \chi^2 + \left( \frac{P_{a_0} - a_0}{\Delta a_0} \right)^2 + \left( \frac{P_{r_0} - r_0}{\Delta r_0} \right)^2. \]  

(4.37)

2. Unconstrained global fits. This fit includes all data with \( N = 2 - 5 \). It is based on the determination of the values of \( \{a_0, r_0, \bar{T}\} \) that minimize the sum of all contributing \( \chi^2 \)-functions, i.e.,

\[ \chi^2_{\text{global}}(\vec{p}) = \sum_{N=2}^{5} \sum_{i \in D} \frac{[\Delta E_{N,d}(L_i) - \Delta E_N(L_i, \vec{p})]^2}{[\Delta(\Delta E_{N,d}(L_i))]^2}. \]  

(4.38)

Here, \( \vec{p} \) denotes a vector containing all fit parameters. Furthermore, \( d \) labels the data, \( L_i \) denote the sizes of different boxes used in the calculations, and \( D \) represents a complete set of ensembles.
\[ \delta(k) = \arctan \left( -\frac{1}{a_0 k} + \frac{r_0 k}{2} \right) \] 

\[ k \cot[\delta(k)] = -\frac{1}{a_0} + \frac{r_0 k^2}{2} \]

\[ \delta(k) = \arctan \left( -\frac{1}{a_0 k} + \frac{r_0 k}{2} - Pr_0^3 k^3 \right) \]

\[ k \cot[\delta(k)] = -\frac{1}{a_0} + \frac{r_0 k^2}{2} - Pr_0^3 k^4 \]

**Table 2. S-wave phase-shift fit models.**

3. Prior-constrained global fits. In this case, the data with \( N = 3 - 5 \) is considered, and we include priors in \( a_0, r_0 \) from the \( \Delta E_2 \)-fits.

Finally, it is very important to check the convergence of the \( 1/L \) expansion of the energy shifts. For this purpose, we study the phase shift, extracted from the Lüscher formalism [63], and compare it to the scattering parameters, obtained from the various fits to eq. (3.27). According to [63], the \( S \)-wave phase shift is determined by

\[ \cot(\delta) = \frac{Z_{00}(1, q^2)}{\pi^{3/2} q} \quad \text{with} \quad q = \frac{L k}{2\pi} \]

and the Lüscher zeta function \( Z_{00} \). The momentum \( k \) can be calculated as

\[ E_2 = 2\sqrt{k^2 + M_{\varphi}(L)^2} \]

Furthermore, the effective-range expansion at order \( k^6 \) reads

\[ k \cot(\delta) = -\frac{1}{a_0} + \frac{r_0 k^2}{2} - Pr_0^3 k^4 + O(k^6), \]

where \( P \) denotes the \( S \)-wave shape parameter. Starting from this expansion, four different models are set up, as summarized in table 2. They are fitted to the phase-shift data, calculated from eq. (4.39) using bootstrap samples. This allows to extract both \( a_0 \) and \( r_0 \) independently from the \( N \)-particle ground-state fits. In case of model (IIa) and (IIb), the \( S \)-wave shape parameter \( P \) is obtained in addition. The “a” and “b” models should be equivalent, and they allow us to explore the systematics of different fitting techniques.

### 4.5 Results

In this section, the numerical results are presented. The material is organized as follows. First, the volume-dependence of the single-particle mass is analyzed. Then, the energy shifts are investigated at order \( L^{-5} \). After that, the results, obtained from different types of fits at \( O(L^{-6}) \) — described in section 4.4 — are presented. The effects of relativistic and exponentially-suppressed corrections are studied separately. Finally, the results, obtained from the lattice simulations, are compared to the corresponding perturbative predictions.
The results from the fits of the mass to eq. (4.12) for different ranges of \( L \) are summarized in table 3. The best result for the infinite-volume mass is obtained from the range \( [8, 24] \):

\[
m = 0.20368(17), \quad \chi^2/\text{ndof} = 13.13/15, \quad p\text{-value} = 0.59
\] (4.42)

The corresponding curve is shown in figure 6, suggesting that a rough approximation \( M_\phi(L) \approx m \) is valid for \( L \geq 20 \), or equivalently, \( M_\phi(L)L \geq 4 \). In the forthcoming analysis, the numerical result in eq. (4.42) will be used, when fitting to eq. (3.27).

### 4.5.2 \( N \)-particle ground state to order \( L^{-5} \)

We start by studying the energy shifts at order \( L^{-5} \). At this order, all energies are solely described by the scattering length. First, the ratios of energy shifts are explored. Because of the binomial coefficients, occurring in the \( N \)-particle threshold expansion, eq. (3.27),
Table 4. Comparison of the results obtained from the energy shift fits to order $L^{-5}$ in the interval [14, 24]. We provide the results with as well as without EC.

| fit | EC | $a_0$ | $\chi^2$/ndof | p-value |
|-----|----|-------|----------------|---------|
| $\Delta E_2$ | × | 0.421(18) | 7.42/10 = 0.74 | 0.69 |
| ✓ | 0.428(18) | 7.17/10 = 0.72 | 0.71 |
| $\Delta E_3$ | × | 0.441(16) | 4.66/10 = 0.47 | 0.91 |
| ✓ | 0.449(16) | 4.29/10 = 0.43 | 0.93 |
| $\Delta E_4$ | × | 0.425(15) | 8.18/10 = 0.82 | 0.61 |
| ✓ | 0.432(15) | 7.90/10 = 0.79 | 0.64 |
| $\Delta E_5$ | × | 0.410(14) | 8.77/10 = 0.88 | 0.55 |
| ✓ | 0.418(15) | 8.46/10 = 0.85 | 0.58 |

Figure 7. Energy shift ratios in dependency of the lattice parameter $L$. For orientation the colored straight lines mark the ratio values 3, 6, 10.

These ratios behave as:

$$\frac{\Delta E_N}{\Delta E_2} = \binom{N}{2} + \mathcal{O}(L^{-5}).$$

(4.43)

The results are shown in figure 7, where it can be seen that the values are in a right ballpark. The accuracy of the energy shift ratios, however, does not suffice for reliable parameter extraction. For this reason, figure 7 should only be considered as a rough quality test of the simulation.

Next, we perform fits to the threshold expansion up to the same order. To this end, we truncate eq. (3.27) at $\mathcal{O}(L^{-5})$, and include only the data at larger values of $L$, for which this approximation should be valid. We separate fits for $N = 2, 3, 4$ and 5, and obtain $a_0$. The best fit range is determined by varying the lower bound of the fit interval, while
Table 5. The results, obtained from the fixed-$N$ energy shift fits at order $L^{-6}$ in the interval $[9, 24]$ with and without EC and RC. The results for $a_0$ and $r_0$ obtained from the $\Delta E_2$-fit serve as priors in the remaining fits.

| fit   | EC | RC | $a_0$    | $r_0$    | $\bar{T}$ | $\chi^2$/ndof | p-value |
|-------|----|----|----------|----------|-----------|--------------|---------|
| $\Delta E_2$ | ×  | ×  | 0.430(16)| -319(17)| -           | 12.31/14 | 0.58 |
|       | ×  | √  | 0.430(16)| -291(17)| -          | 12.31/14 | 0.58 |
|       | √  | ×  | 0.432(16)| -256(17)| -          | 11.69/14 | 0.63 |
|       | √  | √  | 0.432(16)| -228(18)| -          | 11.69/14 | 0.63 |
| $\Delta E_3$ | ×  | ×  | 0.426(14)| -314(16)| -354647(40323) | 20.08/15 | 0.17 |
|       | ×  | √  | 0.426(14)| -286(17)| -262938(35766) | 20.08/15 | 0.17 |
|       | √  | ×  | 0.428(14)| -251(16)| -289575(36963) | 19.18/15 | 0.21 |
|       | √  | √  | 0.428(14)| -222(17)| -196974(32676) | 19.18/15 | 0.21 |
| $\Delta E_4$ | ×  | ×  | 0.432(13)| -315(16)| -348072(38974) | 18.12/15 | 0.26 |
|       | ×  | √  | 0.432(13)| -287(16)| -253866(34474) | 18.12/15 | 0.26 |
|       | √  | ×  | 0.434(13)| -252(16)| -280922(35690) | 17.63/15 | 0.28 |
|       | √  | √  | 0.434(13)| -224(17)| -185831(31390) | 17.63/15 | 0.28 |
| $\Delta E_5$ | ×  | ×  | 0.431(13)| -316(17)| -341000(38374) | 16.75/15 | 0.33 |
|       | ×  | √  | 0.431(13)| -288(17)| -247376(33891) | 16.75/15 | 0.33 |
|       | √  | ×  | 0.433(13)| -253(17)| -274134(35092) | 16.41/15 | 0.36 |
|       | √  | √  | 0.433(13)| -225(17)| -179652(30784) | 16.41/15 | 0.36 |

In order to extract information on the three-body interactions — parameterized by the quantity $\bar{T}$ — the fits at order $O(L^{-6})$ should be performed. We start with the fixed-$N$ fits as described in section 4.4. We first fit $\Delta E_2$, and use $a_0, r_0$ as priors for $N > 2$. The selected results come from the interval $[9, 24]$. We shall try various fit models to explore the effects of EC and relativistic corrections (RC). The latter are the $O(L^{-6})$ terms in eq. (3.27) that vanish, when $m \to \infty$. All results are displayed table 5.

The fit results for $a_0$ are in agreement with the findings from the fits at order $L^{-5}$, cf. table 4. As can be seen, the fit quality — represented by $\chi^2$/ndof and p-value — is not affected by the RC. Yet, it slightly improves when EC is included. On the other hand, both RC and EC modify significantly the best fit parameters. Since the change is comparable to — or even larger than — the statistical error, It is important to include these effects in the fit.
Table 6. Comparison of the results, obtained from the global energy shift fits to order $L^{-6}$ in the interval $[10, 24]$ with and without using priors, EC and RC. The four results above the horizontal line correspond to the fits without priors. The last two results are fits, for which the parameter(s) $a_0$ ($a_0$ and $r_0$) obtained from the corresponding $\Delta E_2$-fit within the interval $[10, 24]$ serve(s) as prior(s).

| priors | EC | RC | $a_0$  | $r_0$  | $\bar{T}$ | $\chi^2$/ndof | p-value |
|--------|----|----|--------|--------|-----------|---------------|---------|
|        | $\times$ | $\times$ | $0.438(15)$ | $-320(21)$ | $-362327(52137)$ | 52.83/57 | 0.63 |
|        | $\times$ | $\checkmark$ | $0.438(15)$ | $-292(21)$ | $-265422(46637)$ | 52.83/57 | 0.63 |
|        | $\checkmark$ | $\times$ | $0.439(15)$ | $-255(22)$ | $-286929(47814)$ | 52.29/57 | 0.65 |
|        | $\checkmark$ | $\checkmark$ | $0.439(15)$ | $-227(22)$ | $-189799(42507)$ | 52.29/57 | 0.65 |
| $a_0$  | $\checkmark$ | $\checkmark$ | $0.443(15)$ | $-207(25)$ | $-165483(45346)$ | 37.19/43 | 0.72 |
| $a_0$, $r_0$ | $\checkmark$ | $\checkmark$ | $0.450(12)$ | $-234(18)$ | $-216760(31039)$ | 42.05/44 | 0.56 |

Figure 8. Global fit without priors in the interval $[10, 24]$ for $L$. Both EC and RC are included.

4.5.4 Global $N$-particle ground-state fits

In order to increase the fit sensitivity for $\bar{T}$, it is appropriate to try another strategy, namely, a combined fit of eq. (3.27) to the energy shifts $\Delta E_{N=2,3,4,5}$. Furthermore, global fits to the $\Delta E_{N=3,4,5}$ data with prior-constrained scattering length (or both $a_0$ and $r_0$), determined from the $\Delta E_2$-fit to order $L^{-6}$, are conducted. Again, the lower fit interval limit is varied, while the upper one stays fixed at $L = 24$. The best results are obtained from the fit interval $[10, 24]$. They are summarized in table 6. For illustrative purposes, a global fit with EC as well as RC without any prior knowledge is shown in figure 8.

The results without priors are highly consistent with those from the previous fixed-$N$ fits to order $L^{-6}$, cf. table 5. Similarly to the fixed-$N$ fits, EC slightly improve the fit quality, and both RC and EC affect the best fit parameters beyond the size of the statistical
error. If only $a_0$ is used as prior, the fit is consistent but errors remain comparable. Yet, the inclusion of priors in $a_0$ and $r_0$ reduces notably the statistical errors, while changing the best fit parameters only by order the statistical error. Remarkably, in this last fit we observe that $\bar{T} \neq 0$ with 7σ considering only the statistical error.

4.5.5 Phase-shift fits

In order to check the convergence of the $1/L$ expansion, we will compare the previous fit results to the ones from the full Lüscher formalism — see eq. (4.39). All fit models, used in the phase-shift analysis, are listed in table 2. In general, the best results are obtained from the fits to the complete set of data points. This is particularly important for the fit models that include the shape parameter, $P$. The results are summarized in table 7.

As it can be seen, the results from fits, which are using model (Ia) and (Ib), are in good agreement with the previous findings, which are obtained from the perturbative expansion of the $N$-particle ground-state energies, cf. with tables 4, 5 and 6. In contrast, the results from the fits with (IIa) and (IIb) do not seem to match those from the energy shift fits. A potential explanation could be provided by exponentially-suppressed effects that have been seen to be relevant before — see e.g. table 6—and are not considered in the phase-shift data points. It is important to note that we must include points with large $k^2$ to fit the parameter $P$ reliably. However, these points originate from simulations with $L < 8$, and exponentially-suppressed effects can be very significant. To check this, in figure 9 we plot the results from the fits (Ib) and (IIb) along with the predictions, based on the results for $a_0$ and $r_0$, obtained from the global energy shift fits in table 6. If EC are not included in the expansion of the energy levels, the resulting line describes the red data points very well. From this, one can conclude two things: (i) the convergence of the $1/L$ is not of a concern here, and (ii) EC produce a visible impact. A side observation is that RC are also noticeable in the phase-shift curve.

4.5.6 $N$-particle ground-state fits with perturbative constraints

As explained in section 4.1, in the $\varphi^4$ theory, the different scattering parameters are determined by a single coupling constant. A rough estimate for $r_0$ and $\bar{T}$ in perturbation theory, which can be obtained with $m \approx 0.2$ and $a_0 \approx 0.4$, are:

$$r_{0,pt} \approx -50 \quad \text{and} \quad \bar{T}_{pt} \approx 57000. \quad (4.44)$$

It is however surprising to see that the perturbative results are $\sim 9\sigma$ away from the best global fit in table 6. As an attempt to understand the reason for this discrepancy, one could

| fit model | $a_0$      | $r_0$      | $P$          | $\chi^2$/ndof | $p$-value |
|-----------|------------|------------|--------------|---------------|-----------|
| (Ia)      | 0.407(17)  | $-274(23)$ |              | 14.63/17 = 0.86 | 0.62      |
| (Ib)      | 0.419(16)  | $-285(21)$ |              | 28.20/17 = 1.66 | 0.04      |
| (IIa)     | 0.483(36)  | $-534(93)$ | 0.000049(19) | 10.13/16 = 0.63 | 0.86      |
| (IIb)     | 0.474(33)  | $-494(89)$ | 0.000052(35) | 19.96/16 = 1.25 | 0.22      |

Table 7. Results from the different $S$-wave phase-shift fits to the complete set of data points.
Figure 9. Comparison of the phase-shift fit, which is using the model (Ib) as well as (IIb), with the predictions from the global fit without priors. All predictions, displayed here, are based on the model (Ib) and involve the scattering parameters, obtained from the global fits shown in table 6. Both fit curves are plotted with error bands. The corresponding fit results are listed in table 7.

| fit[PC; PR] | $a_0$ | $r_0$ | $\mathcal{T}$ | p-val. | $r_{0,pt}$ | $\mathcal{T}_{pt}$ |
|-------------|-------|-------|---------------|--------|------------|--------------|
| global[$r_0; \times$] | 0.412(11) | – | 42559(12695) | 0.46 | –48(2) | 57101(3052) |
| global[$r_0; \checkmark$] | 0.414(11) | – | 40462(13274) | 0.34 | –48(2) | 57656(3067) |
| global[$\mathcal{T}; \times$] | 0.412(12) | –37(10) | – | 0.43 | –48(2) | 57101(3329) |
| global[$\mathcal{T}; \checkmark$] | 0.415(13) | –40(12) | – | 0.24 | –48(2) | 57935(3633) |
| global[$r_0, \mathcal{T}; \times$] | 0.423(11) | – | – | 0.14 | –47(1) | 60190(3134) |
| global[$\times; \times$] | 0.491(24) | –334(48) | –443857(134298) | 0.89 | –39(2) | 81074(7925) |

Table 8. Results from the different energy shift fits with perturbative constraints (PC). Both fixed-$N$ fits ($\Delta E_N, N = 2, 3, 4, 5$) and global fits to order $L^{-6}$ are listed, without as well as with $a_0$ priors (PR), obtained from the respective $\Delta E_2[r_0; \times]$-fit. In case of combined fits without $a_0$ priors, $\Delta E_2$ contributes, in contrast to global fits with priors. All fits are performed in the interval $[12, 24]$ for $L$, and they include EC as well as RC. The perturbative predictions $r_{0,pt}$ and $\mathcal{T}_{pt}$ are calculated from eqs. (4.10) and (4.11), using the corresponding values of $a_0$.

enforce the constraints of eqs. (4.10) and (4.11) in the threshold expansion [eq. (3.27)]. This way, the fits would have a reduced number of free parameters. In that context, different ansätze for a modification of eq. (3.27) are studied. We can either simultaneously constrain both $r_0$ and $\mathcal{T}$ by their one-loop values, or just one of them. The best results, stemming from global fits with $L \in [12, 24]$ are shown in table 8. There we also show the perturbative expectations for $r_0$ and $\mathcal{T}$, labeled $r_{0,pt}$ and $\mathcal{T}_{pt}$. If only $r_0$ is constrained, the best fit result for $\mathcal{T}$ is about $1.5\sigma$ away from the perturbative prediction. Alternatively, if $\mathcal{T}$ is constrained, $r_0$ is also in $\sim 1\sigma$ agreement with perturbation theory. Constraining both also
produces a similar result. All these fits are seemingly reasonable. Yet, if no constraints are applied, the fit quality — see the p-value — moderately improves, while the best fit results for $\bar{T}$ and $r_0$ strongly differ from the perturbative predictions. This remains an open question, that will be addressed in the next section.

4.5.7 Final assessment of results

We have extracted the two- and three-particle scattering parameters using the $N$-particle ground state of simulations in complex $\varphi^4$ theory in the symmetric phase. Reviewing the results discussed in the previous sections, one can see that the different fit strategies seem to agree with each other. More specifically, it can be stated that $a_0$ is consistent, independently of the applied fit method. Nevertheless, we have noticed a concerning tension of $\sim 9\sigma$ between our unconstrained fit results and the predictions of the perturbation theory. This deviation affects two parameters, $r_0$ and $\bar{T}$, whose contribution is very subleading — they appear first at $O(L^{-6})$. To illustrate this discrepancy, a comparison between the phase shift and the perturbative prediction is shown in figure 10. In this plot, the perturbative prediction uses the value of $a_0$ from the fit to $\Delta E_2$ at order $L^{-5}$ (with and without EC), and $r_0$ from eq. (4.44), corresponding to the same $a_0$. At this stage, it is obvious that the strong deviations cannot emerge from the statistical fluctuations.

In section 4.5.5, we have also checked that the $1/L$ expansion seems to be converging properly. In addition, we have explicitly accounted for the leading exponentially-suppressed effects. Besides this, we note that the impact of EC in the perturbative prediction is minimal — see figure 10. Even though subleading EC effects could contribute, it seems unlikely that they are sizable.
At this point, there remain very few explanations for this discrepancy. One possibility could be discretization effects. In order to study this, one could perform a Symanzik analysis [64]. The idea is to write down the effective Lagrangian of the theory, including higher-dimensional operators that account for the cutoff effects. The contribution to the Lagrangian in the Euclidean space from the dimension-6 operators is

$$\Delta L_6 = a^2 c_1 (\partial_\mu \phi \partial_\mu \phi^* + \text{h.c.}) + a^2 c_2 \partial_\mu \phi \partial_\mu \phi \phi^* + a^2 c_3 (\phi^* \phi)^3.$$  

(4.45)

As can be seen, both $c_1$ and $c_2$ contribute at tree-level to the two-particle scattering amplitude, and particularly to $a_0$ and $r_0$. Moreover, all three coefficients $c_1, c_2, c_3$ contribute at the three level to $\bar{T}$. The crucial point is that the discretization effects are of the order $(aM)^2 \sim 0.04$. However, a measure of the strength of the interactions, $Ma_0 \sim 0.08$, is of the same order. Thus, it is plausible that cutoff effects could be significant, and so the continuum perturbation theory would not be an appropriate description of the lattice $\phi^4$ theory with our set of parameters.

To gain further insight into the above discrepancy and the fit systematics, we study the shape of the $\chi^2$ function for the previously discussed energy shift fits to order $L^{-6}$. For this, we use heat map plots to localize emerging minima and identify potential quasi-flat directions. Furthermore, the best fit parameters can then be easily compared with perturbative predictions. For a two-dimensional visualization in the $r_0$, $\bar{T}$ plane, $a_0$ is fixed to the best fit result. We show the heat map plot for a global fit with EC and RC in figure 11. There, one can see that the $\chi^2$ function grows much slower in one particular direction in the $r_0$, $\bar{T}$ plane. This happens, because in eq. (3.27), the dependence on $r_0$ and $\bar{T}$ can only be disentangled by considering different values of $N$. This feature increases the difficulty of measuring $\bar{T}$ with statistical significance. In the appendices B and C we discuss further heat map plots.

Since the inconsistency between perturbation theory and the unconstrained fit could not be resolved even after many different tests, we conclude that the perturbative results do not describe the lattice $\phi^4$ theory properly. Beyond that, figure 11 displays the challenges that arise, when extracting low energy scattering parameters on the lattice. Namely, is clearly demonstrates the difficulty of extracting subleading effects and separating two- and three-body effects in the spectrum.

5 Conclusions and outlook

In the present paper, we discuss the derivation of the formula for the finite-volume energy shift of $N$ identical relativistic bosons in detail, up to and including $O(L^{-6})$. Moreover, in case of two- and three-particle systems, the derivation is extended to the first excited state, which is contained in the irreducible representations $A_1^+$ and $E^+$ of the cubic group. The derivation is performed in the framework of a non-relativistic effective theory, and relativistic effects are included perturbatively. Moreover, if needed, using the same effective

---

7We omit $O(4)$-breaking operator, $(\partial_\mu \phi \partial_\mu \phi)(\partial_\mu \phi^*)$, since it does not contribute at tree-level to the scattering amplitude.
Figure 11. $\chi^2$ heat map that corresponds to the global fit at order $L^{-6}$ without priors, taking both EC and RC into account. The fit interval is $[10, 24]$, and $a_0$ is fixed to 0.439. The black data point with error bars marks the corresponding fit results for $r_0$ and $\bar{T}$, cf. table 6. The black star marks the perturbative prediction.

Lagrangian, the derivation can be straightforwardly extended to higher excited states, and to excited states of systems containing more particles. This paper contains the necessary prescription in order to carry out such calculations.

We have also calculated finite-volume energy levels in the sectors with one, two, three, four and five identical bosons in the symmetric phase of the complex $\varphi^4$ theory on the lattice for many different values of the box size $L$. The wealth of the available lattice data enables us to carry out fits using different fit strategies, aiming at finding an optimal way to extract infinite-volume observables from the measured spectrum.

The main goal of lattice calculations is to establish few parameters (effective couplings), which describe the interactions in multiparticle systems. Only three parameters contribute at order in $1/L$ we are working. These are: the two-body scattering length $a_0$ and the effective range $r_0$, as well as the non-derivative three-body coupling that can be traded for the threshold amplitude $\bar{T}$. The latter is of our primary concern. It turns out that $a_0$ can be reliably determined in all fits, whereas $r_0$ and $\bar{T}$ are correlated in the fixed-$N$ fits. Only performing a global fit, involving sectors with different $N$, enables one to fix these parameters at a reasonable precision. The three-particle amplitude $\bar{T}$, turns out to be different from zero at $7\sigma$, taking into account only statistical error. Still, the $\chi^2$ heat map in the parameters $r_0$, $\bar{T}$ represents a rather elongated ellipse that indicates a strong correlation. It is important to stress also that this property stems merely from the way these two parameters enter the expression of the ground-state energy shift of $N$-particles at order $L^{-6}$. In this sense, it does not depend on the dynamics and will show up in QCD as well.

From this point of view, the study of the excited states becomes particularly interesting. As it is clear from the explicit expressions that are contained in the present paper, in
excited states the relativistic and the effective-range corrections contribute already at order $L^{-5}$, whereas the contribution from $\bar{T}$ emerges again first at order $L^{-6}$. Moreover, the contribution from $\bar{T}$ is present in certain irreducible representations and is absent in others. All this gives hope that the study of the excited states might help one to break the spell of large correlations between extracted parameters. It would be certainly interesting to study this issue in the future.

The study of the role of relativistic effects, as well as leading-order exponentially-suppressed polarization effects was one of the main aims of the present work. We have shown that at the values of $L$ considered, both effects are substantial in the sense that including them in the fit leads to the changes in some observables beyond one standard deviation. This circumstance must be kept in mind when analyzing data from lattice QCD.

We have explicitly observed that finite lattice spacing effects might have a substantial impact on the values of the extracted parameters. In our example, the continuum theory badly fails to predict the values of $r_0$ and $\bar{T}$, which are determined on the lattice. This fact should be also remembered when extracting the corresponding observables in lattice QCD that contribute at the subleading order(s) in the $1/L$ expansion.
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A The finite parts of the two-loop diagrams

The finite parts of the two-loop diagrams in eq. (2.49) in the chosen configuration of the external momenta are given by the following integrals over the Feynman parameters:

\[
\delta^{(d)}(d) = \frac{1}{2} \ln 3 - \ln 2 + \frac{1}{9} \sum_{(ijk)} \sum_{(lmn)} \int_0^1 dx \int_0^1 dy \sqrt{y} \left( \frac{1}{2} \ln g + \frac{1}{4} \frac{y - dy}{g} \right) \\
g = \frac{1}{4} (1 - y)^2 + \frac{1}{2} (1 - y) + 2y + \frac{1}{2} (1 - y)^2 x(1 - x) (a_{kn} - 1),
\]

(A.1)

and

\[
\delta^{(e)} = -\frac{1}{9} \sum_{(ijk)} \sum_{(lmn)} \int_0^1 dx \int_0^1 \frac{dy}{h^{3/2}} (-\ln G + \frac{3}{2} \ln h),
\]

\[
h = (1 - y) - \frac{1}{4} (1 - y)^2 + x(1 - x) y^2,
\]

\[
G = \frac{3}{8} (1 - y)(y - 3) + y^2 x(1 - x) \left( -1 + \frac{y}{4} + \frac{1}{4} (1 - y) a_{kn} \right).
\]

(A.2)

In these equations, \(a_{kn} = p'_k p_n / \lambda^2\). According to eq. (2.29),

\[
a_{kn} = \frac{1}{2} - \frac{3}{2} \delta_{kn}.
\]

(A.3)

B \(\chi^2\) heat map for the \(\Delta E_2\)-fit to order \(L^{-6}\)

Figure 12 depicts the \(\chi^2\) heat map, corresponding to the \(\Delta E_2\)-fit to order \(L^{-6}\) in the interval [9, 24], including EC as well as RC. Here, we follow the visualization convention of figure 11. As expected, a distinct minimum that can be observed, is in agreement with the parameters obtained from the corresponding fit (black data point with error bars, cf. table 5). The black star marks the corresponding perturbative prediction. Similarly to other fits in this work, the perturbative prediction is far from the best fit results.

C \(\chi^2\) heat map for the \(\Delta E_N\)-fits to \(L^{-6}\)

In this appendix, we show some additional heat map plots in order to explore the impact of priors in our fits — see figure 13. As already explained, \(r_0\) and \(\bar{T}\) cannot be disentangled in a fixed-\(N\) fit with \(N > 2\), because they enter at the same order in the threshold expansion. This is seen very well in figures 13a, 13c and 13e, as a flat direction with constant \(\chi^2\). If priors from the \(\Delta E_2\)-fit are used for \(r_0\), the flat direction disappears and \(r_0\) and \(\bar{T}\) can be obtained — see figures 13b, 13d, and 13f.
Figure 12. $\chi^2$ heat map that corresponds to the $\Delta E_2$-fit to order $L^{-6}$ taking both EC and RC into account. The fit interval is [9, 24], and $a_0$ is fixed to 0.432. The black data point with error bars marks the corresponding fit result for $r_0$, cf. table 5. The black star corresponds to the perturbative prediction.
Figure 13. $\chi^2$ heat maps a) to f) that correspond to the fits with EC as well as RC in the interval [9, 24] for $L$. The black data points with error bars mark the respective results for $r_0$ and $\bar{T}$ from prior constrained fits, cf. table 5. The black stars correspond to the perturbative predictions, calculated from the fixed $a_0$ values by using eqs. (4.10) and (4.11).
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