Assessing the impact of air pollution on mortality rate from cardiovascular disease in Seoul, Korea
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ABSTRACT

The adverse health impact of air pollution is becoming more serious. The purpose of this study is twofold: One is to analyze the effect of air pollution and temperatures on human health by analyzing the number of deaths from cardiovascular disease in Seoul, Korea; the other is to determine what impact the location of a monitoring site has on the results of a health study. For this latter purpose, air pollution and temperature monitors are sited at three locations termed green, public, and residential. Then, a decision tree model is used to analyze factors linked with deaths occurring at each monitoring site. The results show that the environmental temperatures before death and the PM$_{2.5}$ concentrations on the day of death are highly linked with the number of deaths regardless of the monitoring location. However, results are most accurate with residential data. The results of this study can be used as base data for a similar analysis and ultimately, as a guide to minimize the health impact of air pollution.
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1. Introduction

Air pollution is a critical environmental issue. Various forms of air pollutants are known to have a direct impact on human health. Carbon dioxide has recently been recognized as a main cause of global climate change. An elevated level of PM$_{2.5}$ leads to low visibility and inhibition of plant growth. When inhaled, PM$_{2.5}$, partly because of its small size, causes serious adverse health effects by penetrating blood vessels [1, 2]. Ozone (O$_3$), a secondary pollutant, is an important greenhouse gas in causing climate change. In addition, extended exposure to elevated ozone levels is a known cause of respiratory and ocular diseases [3].

The South Korean government has undertaken to reduce the adverse health effects of air pollution by designating eight pollutants – PM$_{2.5}$, PM$_{10}$, O$_3$, sulfur dioxide (SO$_2$), nitrogen dioxide (NO$_2$), carbon monoxide (CO), lead (Pb), and benzene (C$_6$H$_6$) – as targets of regulation [4]. However, effective reduction of air pollution is currently difficult in Korea because of domestic emissions and the inflow of external pollutants. In addition, the reduction of pollutants in Seoul, the capital of Korea, is complicated by a population nearing 10 million and the air pollutants emitted during commuting.

With the rising awareness of the negative impact of air pollution, epidemiological studies were being widely conducted [5, 6]. To improve the accuracy of health impact assessments of air pollution, the pollutant concentrations used in these analyses must accurately represent their levels in the corresponding region [7, 8]. In addition, air pollutant concentrations must be measured from areas of high population density [9].

The purpose of this study is to analyze the impact of air pollution and meteorological conditions on death caused by cardiovascular disease. Data used were hourly air pollutant concentrations (O$_3$, NO$_2$, PM$_{2.5}$, and PM$_{10}$) and temperatures in Seoul between 2008 and 2013. In addition, this study analyzed differences in factors linked with the death from cardiovascular disease of persons older than 65 when data from different locations were used. To achieve these goals, the monitoring stations from which air pollutant concentrations and temperatures were collected were divided into three types: Green, Public, and Residential areas. Green area included parks and mountains, and Public area covered the city hall, the public educational institutes, the health centers, the museum, and the district office. Residential area included the community service center, schools, and the public library school. Then, the factors affecting death were analyzed by using
data from the three types of monitors to ascertain the impact of a monitoring location on an epidemiological study.

Social and economic factors other than air pollution and temperature can affect death from cardiovascular disease. Therefore, if comprehensive diverse factors were included, causes that influence such deaths could be more accurately analyzed. However, because considering all such factors were outside the scope of this study, the influence of air pollution and temperature were specifically considered in assessing the number of deaths caused by cardiovascular disease.

2. Research Methods

2.1. Data

2.1.1. Air pollution and temperature

Hourly air pollutant concentrations measured at 25 observation stations from 2008 to 2013 were used to analyze the health impact of air pollution (Fig. 1) [10]. The typical types of air pollutants in South Korea included PM$_{10}$, PM$_{2.5}$, ozone (O$_3$), sulfur dioxide (SO$_2$), nitrogen dioxide (NO$_2$), carbon monoxide (CO), lead (Pb), and benzene (C$_6$H$_6$). Among pollutant species, PM$_{10}$, PM$_{2.5}$, O$_3$, and NO$_2$, which exceeded the standard, were used in the analysis. Because PM$_{10}$ corresponded to particles smaller than 10 m, and PM$_{2.5}$ referred to particles smaller than 2.5 m, the mass of PM$_{10}$ included that of PM$_{2.5}$. To accurately analyze the health impact of particles larger than 2.5 m, PMC (coarse particulate matter) was used instead of PM$_{10}$. PMC referred to particles with aerodynamic diameter between of 2.5 m and 10 m. Hourly air pollutant concentrations and temperatures were converted into daily values before their use in the analyses. In calculating daily averages with hourly data, only days with more than 20 h of data (> 80% out of 24 h) were used to increase the reliability of the analysis results.

2.1.2. Number of deaths caused by cardiovascular disease

Daily deaths attributed to cardiovascular disease were collected from the National Statistical Office [11]. The number of deaths from cardiovascular disease was taken as the number of deaths in the “100~199” category as based on the $10^{th}$ International Classification of Diseases [12]. The number of deaths of persons older than 65, a population segment known as sensitive to elevated levels of air pollution and to climate change, were used for the analyses [13].

2.2. Classification and Regression Tree (CART) Model

A Classification and Regression Tree (CART) model is a decision tree model widely used for classification and prediction. For example, the CART model has been used extensively in predicting surface O$_3$ concentrations in the United Kingdom [14]. In addition, the CART model was also used in Taiwan in analyzing factors that influence ozone concentrations [15]. Because the CART model uses a tree structure to show the rules required in classifying or predicting dependent variables, it is advantageous in terms of visual understanding and interpretation [16].

In a CART model, not all independent variables are used to classify dependent variables. Instead, it uses only those independent variables appropriate for creating a decision tree [17]. The selection of independent variables to use to classify dependent variables is determined based on the Gini index [16].

Several impurity indices (Gini index, entropy, misclassification error) existed to measure degree of impurity for classification trees. In this study, Gini index, represented as the following equation, was used [16]:

$$G_{ini} = \sum_j P_j (1 - P_j)$$  \hspace{1cm} (1)

where $P_j$ was the probability of each class. Gini index reached the maximum value when all classes had the same probability. For two-class problems, Gini index was maximized when $P_1 = P_2 = 0.5$. The value of Gini index was zero when $P_j = 1$, indicating that all observations belonged to only one class (i.e., perfectly pure state).

Independent variables used in this study were daily air pollutant concentrations (O$_3$, PM$_{2.5}$, PMC, NO$_2$) and temperatures. The dependent variable was expressed as a categorical value: “H(high)” or “L(low).” If the number of deaths on a specific day equals or exceeds the median daily number of deaths, the value of the dependent variable on that day is “H.” Conversely, if the number of deaths is lower than the median number of deaths, the value of the dependent variable is “L.”

In classifying a dependent variable as “H” or “L,” the CART model analyzes which independent variable is important to this determination. For example, when independent variables “A,” “B,” “C,” and “D” are given, the CART model finds an appropriate independent variable – here A – that best classifies as H or L, resulting in two branches (Fig. 2). The model then finds another appropriate independent variable to subdivide each branch into H and L. Because of such a classification method, the result is expressed in a tree-shaped hierarchical structure (Fig. 2). All observational data was given equal weight in this study [15].

Sub branch classification was allowed only when there were 10 or more data in an individual node, and the minimum number of data in an individual node was one. The accuracy of the results was analyzed through a 10-fold cross validation.
3. Air Pollution, Temperature, and the Number of Deaths from Cardiovascular Disease in Seoul

3.1. Air Pollution and Temperatures in Seoul
Temporal and spatial variations of PM$_{2.5}$, PM$_{10}$, O$_3$, and NO$_2$ in Seoul were analyzed. Ozone concentrations were highest in spring because of strong sunlight. Ozone concentrations in northern Seoul were relatively higher than in its southern section (Fig. 3). Nitrogen dioxide levels, as well as PM$_{2.5}$ and PM$_{10}$ concentrations, were relatively higher in winter, partly due to the lower mixing height and relatively frequent inversion in winter. NO$_2$ concentrations were relatively higher in southwestern Seoul. A relatively low level of particulate matter in summer was related to the season’s frequent rainfall. In addition, increased vertical
mixing and diffusion of the atmosphere because of the high altitude of the mixing layer was a factor in the relatively low levels of PM$_{2.5}$ and PM$_{10}$ near the ground in summer [18].

The average summer temperature in Seoul has increased or decreased from 2008 to 2013 by approximately 2-3°C (Fig. 4). The average temperature did not consistently increase or decrease from 2008 to 2013. However, summer temperatures trended upward except in 2010. Such increases in temperatures in Seoul were similar to the pattern of global change in summer temperatures. As summers have trended warmer, winters have become colder. The trend of lower winter temperatures from 2008 to 2013 was explained, ironically, by global warming. Cold Siberian air, previously trapped in the northern latitudes by a once strong winter jet stream, could move south because of a now weakened winter jet stream caused by global warming. Thus, winter temperatures in Korea are colder [19].

3.2. Number of Deaths Caused by Cardiovascular Disease

Statistics showed that cancer was the number one cause of death in Korea (Fig. 5). Cardiovascular disease, the focus of this study, ranked second. The number of deaths from cardiovascular disease in Seoul, Korea from 2008 to 2013 was 47,839 [11]. The number of deaths per age group slowly increased up to age 65, after which the rate of increase became quite obvious, indicating that people older than 65 were those most vulnerable to cardiovascular disease (Fig. 6) [20]. Consequently, people age 65 and older were the targets of our analyses to determine the factors that affect death from the cardiovascular disease. In Seoul from 2008 to 2013, 38,112 people older than 65 died from cardiovascular disease.

Relatively more people older than 65 died from cardiovascular disease in winter (Fig. 7). The number of these deaths per 1,000 people was relatively higher in the western and northern sections of Seoul (Fig. 7). Here, the reason for accounting for deaths according to 1,000 people rather than by sectional population was to show the ratio of deaths because the different sectional numbers of populations would influence the absolute number of deaths. A comparison of the spatio-temporal distribution of the number of deaths from air pollution and temperatures could yield useful information, but the linkages could not be analyzed accurately with average air pollution counts and the number of the deaths alone. Therefore, daily data were used to analyze the linkage of air pollution and temperatures with the number...
of deaths from cardiovascular disease. As noted earlier, the population studied consisted of persons 65 or older at the time of their death because this group was known as vulnerable to cardiovascular disease.

4. Results and Discussion

4.1. Factors Linked with Cardiovascular Disease

4.1.1. Number of deaths, air pollutant concentrations, and temperatures in Seoul

Each day between 2008 and 2013 was categorized as ranking high (H) or low (L) according to the number of deaths on that day based on the median number of deaths of persons 65 and older from cardiovascular disease in Seoul. The monthly average temperature and air pollutant concentrations of O₃, NO₂, PM₂.₅, and PMC were separately plotted for H and L days (Fig. 8).

Monthly average temperatures and O₃ concentrations were similar between H and L days (Fig. 8). However, monthly average NO₂, PM₂.₅, and PMC concentrations were relatively higher on H days than on L days (Fig. 8). As such, air pollution was assumed to be related to the number of deaths because several elements of air pollution concentrations were quite
different on H and L days. However, factors that influenced the number of the deaths could not be isolated by comparing monthly average pollutant concentrations alone. To resolve such a limitation, the CART model was used to analyze daily data. The daily data were also used to analyze the delay time between the point of exposure to air pollution and the time of death.

The number of deaths analyzed included deaths from both acute and chronic cardiovascular disease. If the analysis was conducted separately for acute and chronic death cases, the accuracy of the results could be improved. However, since the separate data was not available, the analysis was conducted with the total number of deaths. In addition, by expanding the analytical target to the number of visitations to emergency rooms for specific diseases, the influence of air pollution and temperature could be more accurately identified.

4.1.2. Lag time between deaths and exposure to air pollution
Elevated air pollutant levels and temperature changes can directly lead to the death of patients, but patients can also die a few days after the exposure. Related studies showed that elevated levels of air pollution had a direct impact on health for up to two days after exposure [18]. Studies had also showed a delay between a change in temperature and a spike in the number of deaths. The lag time varied depending on the season, but the lag time in summer was relatively shorter than in winter [21].

Air pollutant concentrations and temperatures a few days before death were also examined to see the lag time. Differences in air pollution and temperatures between H and L days were largest in May (Fig. 8). Air pollution and temperatures before deaths in May were represented in Fig. 9. Thus, the bar for a lag time of zero in Fig. 9 corresponded to the value in May in Fig. 8. The bar on the lag time for one day showed air pollution and temperatures one day before deaths. Differences in the number of deaths between H and L days decreased as the lag time increased from zero to four days. Temperatures on the lag time of a zero day differed little between H and L days. However, the difference increased as the lag time increased, indicating that temperature before death could have direct connection with deaths.

Fig. 9. Average temperatures (lag: zero ~ 25 d) and air pollutant concentrations (lag: zero ~ 4 d) in May between 2008 and 2013 before deaths. H is temperature and air pollution before a day with a higher probability of death, and L is temperature and air pollution before a day with a lower probability of death.
4.1.3. Factors linked with deaths due to cardiovascular diseases in Seoul analyzed through CART

Days of higher or lower numbers of deaths were classified based on the median number of deaths throughout Seoul. Since the mean number was more prone to be affected by the extreme value, the median number was used. The use of median number, instead of the median number of daily deaths from cardiovascular disease between 2008 and 2013 was calculated for each season. The median number of daily deaths for spring, summer, fall, and winter was 17, 15, 17, and 19, respectively (Table 1).

The CART model was used to analyze factors that influence the daily number of deaths from cardiovascular disease. The dependent variable was categorized as days with higher and lower numbers of daily deaths compared with the median numbers of deaths. Independent variables were daily levels of air pollution (PM2.5, PMC, O3, and NO2) and temperatures. To see the differences in air pollution and temperatures on the day of deaths and before death, air pollution up to four days before the day of death was used as the independent variable. Temperature was known to have a relatively long-term effect compared with air pollution in terms of time before the day of death [13]; consequently, average temperatures between 11 and 20 d before death were also used as variables. Here, the span of 11 to 20 d was selected in order to decrease the number of independent variables in CART. Ideally, temperature in each day should be separately use, but if so, the number of variables because too large. Then, the accuracy of classification may decrease [16]. Thus, temperature between 11 and 20 d were grouped before it was used in CART.

The CART model was used to separately analyze each season (Fig. 10). The results of the CART model in Fig. 10 could be interpreted as follows [16-17]. The top branch was created based on the average temperature from 11 d to 20 d before deaths: [T (11-20 d)] as the most important factor in determining higher or lower numbers of deaths in spring (Fig. 10). The risk of death was higher when [T (11-20 d)] was lower or equal to 7°C. In addition, if [T (11-20 d)] were higher than 7°C, the branch was subdivided based on PM2.5 on the day of death: [PM2.5 (0 d)]. If [PM2.5 (0 d)] was lower than 28 gm⁻³, CART classified such days as carrying a lower risk of death. In that way, CART added more branches until 10 or more data were in each node. Results showed that temperature, PM2.5, and NO2 were closely related to the number of deaths caused in spring by cardiovascular disease (Fig. 10).

Among temperature and the four forms of pollutants, temperature was found to be the most important factor in deaths in summer (Fig. 10). However, unlike spring, the risk of death was higher when the average temperature one day before death: [T (1 d)] was higher than 29°C. The risk of death was also higher when the [PM2.5 (0 d)] was higher than 31 gm⁻³ although [T (1 d)] was lower than 29°C. Temperature was also the most important factor in fall. The risk of death was higher when the average temperature two days before death: [T (2 d)] was lower or equal to 9°C (Fig. 10). The risk of death was lower when the [PM2.5 (0 d)] was lower or equal to 29 gm⁻³ although the [T (2 d)] was higher than 9°C (Fig. 10).

Table 1. Basic Statistics of the Daily Number of Deaths from Cardiovascular Disease in Seoul 2008-2013

| Season  | Median | Mean | Max | Min |
|---------|--------|------|-----|-----|
| Spring  | 17     | 17.6 | 33  | 7   |
| Summer  | 15     | 15.5 | 30  | 4   |
| Fall    | 17     | 17   | 32  | 7   |
| Winter  | 19     | 19.4 | 34  | 8   |

Fig. 10. Factors affecting the high (H) and low (L) probability of death from cardiovascular disease. H and L days are classified based on the median number of daily deaths in all of Seoul.
The result of CART analysis showed that temperature was also the most influential factor on deaths from cardiovascular diseases in winter. The risk of death was higher when [T (11-20 d)] was lower than minus 7°C (Fig. 10). The risk of death was also higher when [PM$_{2.5}$ (0 d)] exceeded 35 g.m$^{-3}$, although [T (11-20 d)] was higher than 7°C. Through this analysis, temperatures and air pollutant concentrations were found to be closely related with the daily number of deaths from cardiovascular disease.

The accuracy of the CART analysis was evaluated by using a 10-fold cross validation. Because relevant documents with detailed descriptions of 10-fold cross validation are readily available [22, 23], only a concise description of the concept is given here. First, data were divided into 10 groups, and a CART model was constructed using data from only nine groups. The model’s error was calculated by testing the constructed model with the data of the unused group. The average error calculated after repeating the above process ten times becomes the 10-fold cross validation error.

The 10-fold cross validation errors per season were 12% (spring), 29% (summer), 20% (fall), and 13% (winter), respectively. The errors were acceptable when compared with other studies in the environmental fields. When CART was applied to predict ground-level O$_3$ concentrations over southwestern Taiwan, the errors were between 17 and 28% [15]. Another study that used CART to predict summer season maximum surface O$_3$ for the Vancouver, Montreal, and Atlantic Regions of Canada, errors were between 40 and 80% [24]. Park (2016) also used CART to predict O$_3$ concentrations, and errors were around 10% [25]. Marshall used classification and regression trees in clinical epidemiology, and indicated that the limitations of the tree model to decrease errors below a certain point [26].

4.2. Effect of Geographic Location on Health Study Result

4.2.1. Geographic properties of monitoring stations
Factors linked with deaths from cardiovascular disease could differ depending on the choice of monitoring stations. The 25 air pollution and temperature monitoring stations in Seoul were categorized according to their geographical type: residential, public, and green area. Then, factors affecting H and L days were analyzed separately for these three geographical types to ascertain the different effects associated with data from different monitoring stations (Fig. 11).

4.2.2. Comparisons of monthly average air pollution and temperatures at different monitors
Monthly average air pollutant concentrations and temperatures on H days and those on L days were compared separately for different monitoring locations. Differences in monthly average O$_3$ concentrations and temperatures between H and L days were insignificant for all three types of monitors. However, the differences were obvious for NO$_x$, PM$_{2.5}$, and PMC (Fig. 12). Air pollution and temperatures on the day of death up until three days before the day of death were also observed. The plot for May was an example. Although the differences in air pollution and temperatures between H and L days were obvious, differences among residential, public, and green stations were not obvious (Fig. 13).

Similar studies have been conducted; some of them categorized stations as roadside or non-roadside monitors to find the health impact of traffic-related air pollution [27-29]. Those studies indicated that especially NO$_x$ concentrations were relatively higher in roadside monitors since a large part of NO$_x$ emissions was originated from the on-road mobile source. However, this study divided the 25 monitoring stations, which were all among the non-roadside monitors, into residential, public, and green areas. Thus, the differences were not significant.

4.2.3. Comparisons of factors linked with deaths among data used from different monitors
Factors that influence the number of deaths was analyzed separately using CART with data from three locations (Fig. 14). Those factors were similar, but differences existed in the threshold of the independent variables that distinguished high and low numbers of deaths. In spring, the primary factor that distinguished H and L days was T (11-20 d) regardless of the monitoring location. When T (11-20 d) was lower than the threshold, higher chances of deaths from the cardiovascular disease were expected. Although T (11-20 d) was higher than 6.5°C, if PM$_{2.5}$ (0 d) was higher than 24.5 g.m$^{-3}$, the probability of deaths increased in Green area. Besides T (11-20 d), factors affecting the number of deaths in Public area included NO$_x$ (0 d) and PM$_{2.5}$ (0 d), and those in Residential area were PM$_{2.5}$ (0 d), T (5-10 d), NO$_x$ (0 d).

In summer, the major factor that determine the number of deaths was T (1 d). If T (1 d) was higher than 29-30.5°C depending on the monitoring location, the probability of deaths increased. Other important factors in summer were PM$_{2.5}$ (0 d), PM$_{2.5}$ (2 d), and T (2 d). The most important factor in fall was T (2 d). If T (2 d) was lower than 8-9°C depending on the monitoring location, the probability of deaths increased. Besides T (2 d), PM$_{2.5}$ (0 d) and T (5-10 d) were also important in fall. T (11-20 d) and PM$_{2.5}$ (0 d) were important factors to determine the number of deaths in winter.

In addition to these differences, there were differences in the 10-fold cross validation errors for different station locations (Table 2). Errors were relatively low for green areas and residential areas in spring. Errors for residential areas were lowest in summer and fall. Errors for green and public areas were lowest in winter; errors for residential areas were the lowest across all seasons. Based on the results, the air pollutant concentrations in resi-
Residential area were most directly affecting factors to the number of deaths. The results could be used to select the monitoring locations of air pollution and temperature for the epidemiological studies.

Table 2. Ten-fold Cross Validation Errors When Using Data from Different Locations

| Locations          | Spring | Summer | Fall  | Winter |
|--------------------|--------|--------|-------|--------|
| Green Area         | 11.6%  | 23.5%  | 19.8% | 10.9%  |
| Public Area        | 20.2%  | 25.7%  | 21.0% | 10.4%  |
| Residential Area   | 13.1%  | 19.8%  | 16.6% | 13.9%  |

Fig. 12. Average pollutant concentrations and temperatures in residential, public, and green areas between 2008 and 2013. H/L days are days with higher/lower numbers of deaths compared with the median number of daily deaths in Seoul. (a) O₃, (b) NO₂, (c) PM_{2.5}, (d) PMC, and (e) temperature.
Fig. 13. Average pollutant concentrations (lag: zero ~ 3 d) and temperatures (lag: zero ~ 20 d) in residential, public, and green areas in May between 2008 and 2013 before deaths. H/L days are days with higher/lower numbers of deaths compared with the median numbers of daily deaths in Seoul. (a) O₃, (b) NO₂, (c) PM₂.₅, (d) PMC, and (e) temperature.
5. Conclusions

Factors linked with the number of deaths from 2008 to 2013 of persons over 65 y old from cardiovascular disease were analyzed in relation to air pollution and temperature. For this purpose, the analysis was conducted per season using a decision tree model. Independent variables were daily air pollutant concentrations (O3, PM2.5, PMC, NO2) and temperatures. The dependent variables were categorized as days with higher and lower numbers of daily deaths compared with the median numbers of daily deaths. Results of the analyses showed that the most influential factors on the number of deaths caused by cardiovascular disease were temperatures and PM2.5 concentrations. The temperature one day or two days before death was one of the important factors in deaths in summer and in fall, whereas, temperatures more than 10 days before death were a primary factor for deaths in winter and in spring. PM2.5 concentrations on the day of death were an important factor in deaths across all seasons.

When the analysis was conducted, air pollution and temperature monitors were categorized as three geographical types – residential, public, and green areas – and data collected from each type were analyzed separately. The accuracy of analysis through 10-fold cross validation errors was better with pollution and temperature data from monitors in residential areas compared with data used from green or public areas. As such, site selection for observation stations could influence the results of a health impact assessment. The accuracy of analytical results was better when using data from the residential areas, indicating that people are highly affected by air pollution. Studies showed that accuracy could increase by using air pollutant concentrations from area of highest population density rather than average concentrations in the area.

The results of this study could be used as a guidance to select monitoring stations for epidemiological studies. In addition, this study could provide useful information for the health impact assessment analyses for similar studies of other causes of death, such as respiratory diseases. Furthermore, this study could be used as the base data for establishing environmental policies.
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