Optimal power flow using particle swarm optimization for IEEE 30 bus
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Abstract. Particle Swarm Optimization (PSO) is one of the algorithm intends to get minimum or maximum value of a function, based on the behavior of a bird flocks. In this research, PSO has implemented to overcome the problem of power flow in the plant. The search for solutions is carried out by a population of several individuals. Population is the representation of a generator in electric power distribution system. The plant used in this study is IEEE 30 bus. There are 6 plants which must be optimized. PSO generate one power value in each generator as a reference value. This value will be shifted by increasing or reducing it, until the optimal generation value is found for all plants. The result of the experiment proved that PSO is able to solve power flow optimization problems on IEEE 30 bus, indicated by the individual rate in each population, the rate of fitness and the rate of generation can reach its convergence. This convergence rate is strongly influenced by the value of Velocity on the PSO. With PSO method, the IEEE 30 bus system can generate optimal power of 193 MW.

1. Introduction

Electrical energy is important component in human life. Electricity takes a leading role as indicators of a nation's progress, but now the availability of electrical energy is decreasing. Therefore, for the last 30 years, many researchers continue to think of finding new energy sources to maintain the sustainability of electricity. In addition to the availability of electrical energy, how to distribute and how to maintain the quality of electric power are the main factors in the electricity system.

In electrical energy there are 3 main components, generation, transmission and distribution. Of the three components, transmission and distribution are components that experience a lot of interference. Many methods are proposed to overcome these problems. Maintenance of intelligence-based transmission and distribution network equipment [1]. Combine UPFC power flow and economic equipment delivery requests, using the optimal power flow control method based on UPFC's minimum capacity [2]. The optimal combination of parameterization methods in voltage stability analysis with continuous power flow to improve the efficiency of continuous power flow and hybrid power flow calculations [3]. This research focus to numerical method and included voltage stability during getting optimal power flow [1-3].

Implementation power electronic in energy management system [4]. Micro grid power flow optimization has also been researched [5]. This optimization combines the main network with small scattered plants (wind and solar cells). These scattered small generators are used to support larger main
networks. The influence of the micro grid on the main system power flow has also been researched [6]. Application of power electronics to obtain optimal power flow [7]. Based on Hanna et al., Dent et al., and Noguchi et al. [5-7] focus to impact micro grid to power flow in large system.

Some artificial intelligence applications on power flow optimization problems have also been carried out. Application of genetic algorithms and neural networks in optimal power flow to obtain low costs [8]. The application of genetic algorithms in power flow with limits on voltage security has been carried out [9]. This research focus to implementation artificial intelligent in power system [8-9].

The application of particle swarm optimization on work hours scheduling has been done [10]. Multi-objective differential evolution method use to optimized the train operation planning [11]. Fractional swarm intelligent computing with entropy evolution use to optimal power flow [12]. From the literature has been studies, we know that previous studies have used artificial intelligence to optimize power flow and some studies mathematical functions (Newton Raphson, Lagrange etc.). In addition, they try to install additional equipment to make the optimal power flow. This research offered the application of particle swarm optimization to obtain optimum power flow on the IEEE 30 bus system and in the fitness result of this research has compared with genetic algorithm.

2. Methods

2.1. Bus Parameter

The optimal power flow here will be applied to the IEEE 30 bus system. This system has 6 generators and 41 channels. The generator is installed on buses 1, 2, 13, 22, 23 and bus 27. The generator on bus 1 acts as a generator or slack bus.

The types of buses on the IEEE 30 bus system are given as follows:
- One slack bus, and the generator bus on bus 1.
- 5 bus generators
- 30 bus loads

Figure 1 shows the topology of the IEEE 30 bus system. There have 30 grid buses with 6 generators on bus 1, 2, 13, 22, 23 and bus 27. The channel impedance or Z value in the system is expressed in units of Ω (Ohm). To simplify the calculation, the unit must be changed to p.u (per unit) value.
2.2. Channel Parameters
The other bus parameters specified are Z base. The Z base value on the channel can be determined using the following formula.

\[
Z_{\text{base}} = \frac{(kV_{\text{base}})^2}{\text{MVA}_{\text{base}}}
\]  

(1)

Calculation of Z values in units of p.u can be determined using a formula:

\[
Z_{\text{p.u}} = \frac{Z_{\text{ohm}}}{Z_{\text{base}}}
\]  

(2)

After determining the bus and channel parameters, then the system is evaluated by power flow analysis to determine the stability of the system model. For large-scale electric power systems, the Newton-Raphson method is very efficient and practical for obtaining large currents in the transmission and power which enter the bus. The form of complex power on bus i is expressed in the following formula.

\[
p_i - jQ_i = |V_i| \angle \delta_i \sum_{j=1}^{n} |Y_{ij} V_j| \angle \theta_{ij} + \delta_i
\]  

(3)

2.3. Optimization Using The Lagrange Method

![Figure 2. Generating unit with cost function](image)

Mathematically, the problem can be written in objective function expressed in \( F_T \) which is equal to the total cost to supply the load and power loss in the transmission line.

\[
F_T = F_1 + F_2 + F_3 + \ldots + F_N = \sum_{i=1}^{N} F(P_i)
\]  

(4)

The solution to this problem is how to minimize \( F_T \) by paying attention to the limits that the amount of power generated must be equal to the load power including transmission losses. The mathematical form is

\[
\min \sum_{i=1}^{N} F(P_i) = \min \sum_{i=1}^{N} (\alpha_i + \beta_i P_i + \gamma_i P_i^2)
\]  

(5)
2.4. Particle Swarm Optimization

The PSO algorithm mimics the social behavior of an insect swarm. Social behavior consists of individual action and influence from other individuals in a group. Each individual or particle behaves in a distributed manner by using its intelligence and also influenced by collective group behavior. This algorithm optimizes the problem by moving individuals within the scope of the problem using the optimal function for the position and speed of the swarm. At each iteration each individual in the population will renew its position following the two best values, called the best solution for each individual (pBest) and the best solution in the population (gBest). After obtaining the two best values, the position and speed of individual movements are updated using the equation:

\[ V_j(i) = V_j(i-1) + c_1 r_i \left[ pBest_j - x_j(i-1) \right] + c_2 r_i \left[ gBest - x_j(i-1) \right] \]  \hspace{1cm} (6)

and

\[ x_j(i) = x_j(i-1) + V_j(i) \]  \hspace{1cm} (7)

One of the advantages of the PSO algorithm is that the acquisition of its convergence value is quite high and act as the basis for selecting this algorithm to be applied in the case of optimization of costs at the power plant. In the IEEE 30 bus problem, there are 6 plants represented as populations in the PSO algorithm. Each population has a number of individuals \( x_j(i) \) randomly generated with \( j \) being an indicator for each generator. These individuals will be used as particles in the PSO algorithm.

The process of PSO algorithm begins by generating a random population. It is selected through the Individual evaluation function and Flow Power function to obtain a number of individuals with appropriate fitness values. The best solution for each will be saved as pBest and the best solution for the population will be saved as gBest. Both of these values are continually updated until the pBest value for all individuals is converged. The pBest and gBest solutions will determine updates to the velocity value while updating individual values. The value of the last individual is reevaluated through the Individual Evaluation function and the Flow Power function to determine the update of pBest and gBest. This process will continue until the maximum number of iterations is fulfilled. The simple process of implementing PSO on IEEE 30 buses can be seen on Figure 3.

![Figure 3. PSO flowchart on IEEE 30 bus system](image-url)
3. Results and Discussion
To get the results on the IEEE 30 bus power flow optimization simulation using PSO. We limit the iteration to 2 conditions, the first condition is the number of iteration, the second condition is the individual difference in population. Whichever condition of those is reached first, the program will automatically stop. In this chapter from these experiments we obtained the following results.

3.1. The Individual Movement In Each Population
Figures 4 and 5 show the movement of individuals from each population. This population is a representation of the generator on the IEEE 30 bus system. It shows that individuals start from the beginning moving towards convergent points and reach convergence at the 9th iteration. From each population / generator experiencing a rhythmic movement. Individual speed in achieving convergence is greatly influenced by its velocity.

![Figure 4: Movement of individuals in populations / generators 1-3](image)

Figure 4 shows the movement of the population at generator 1-3 on the IEEE 30 bus system. The X axis represents the number of iterations and the Y axis represents the value of the power generated by the generator. In the initial iteration, each generator randomly generates one particular power value. The value is shifted through the PSO algorithm and reaches convergence on iteration 9. From the convergence result is obtained power generation at generator (1) 48 MW, generator (2) 20 MW and generator (3) 17 MW.

Figure 5 shows the movement of the population at generator 4-6 on the IEEE 30 bus system. The X axis represents the number of iterations and the Y axis represents the value of the power generated by the generator. In the initial iteration, each generator randomly generates one particular power value. The value is shifted through the PSO algorithm and reaches convergence on iteration 9. From the convergence result is obtained power generation at generator (4) 59 MW, generator (5) 31 MW and generator (6) 18 MW.
3.2. Cost Movement Rate
Figure 6 shows that the generation costs move towards convergence. Convergence of generation costs shows a minimum movement. Therefore, the cheapest generation costs are obtained.

3.3. Fitness Movement Rate
Figure 7 shows the rate of fitness movement in each population. Fitness is a representation of the quality of individuals in the population. The higher the fitness value, the more optimal results will be obtained.
Figure 7. Fitness movements in each population.

The Figure 7 shows that the value of fitness in the first iteration until the last iteration always increases. This shows that the PSO algorithm can improve power optimization in each iteration and in the last iteration a fitness value of 0.173 is obtained.

3.3.1. Fitness comparison Genetic Algorithm (GA) and PSO

Figure 8. Fitness value of GA

Figure 9. Fitness value of PSO

This chapter compare fitness value and iteration value of GA and PSO. Figures 8 and 9 show that PSO has need fewer iterations than GA to achieve fitness values. This figure also shows that the fitness values of GA and PSO are close (0.17). It proved that PSO is one of artificial intelligence that can be used to solve the optimization problem, special on power generation.

4. Conclusion

From simulation result obtained that individual variables in population, fitness and costs were able to reach the convergence value. The average time needed for this variable to reach the convergence point is 9 iterations in the PSO. From some of the images presented (power generation, fitness, and cost) it
can be seen that from iteration 9 to the final iteration, the system never goes out of convergence. These results prove that PSO is able to be an alternative solution in terms of optimization, in this case the PSO is implemented for IEEE 30 bus power flow optimization. For further research, researchers will try to implemented this method to hardware with small system that can be representation the all system.
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