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Abstract—In this work we introduce a novel meta-learning method for sleep scoring based on self-supervised learning. Our approach aims at building models for sleep scoring that can generalize across different patients and recording facilities, but do not require a further adaptation step to the target data. Towards this goal, we build our method on top of the Model Agnostic Meta-Learning (MAML) framework by incorporating a self-supervised learning (SSL) stage, and call it S2MAML. We show that S2MAML can significantly outperform MAML. The gain in performance comes from the SSL stage, which we base on a general purpose pseudo-task that limits the overfitting to the subject-specific patterns present in the training dataset. We show that S2MAML outperforms standard supervised learning and MAML on the SC, ST, ISRUC, UCD and CAP datasets.

Clinical relevance—Our work tackles the generalization problem of automatic sleep scoring models. This is one of the main hurdles that limits the adoption of such models for clinical and research sleep studies.

I. INTRODUCTION

Sleep is known to play a significant role in the mental and physical health of an individual [1] and therefore the development of tools to diagnose the quality of sleep and common sleep pathologies is fundamental. Sleep is monitored through polysomnography (PSG), i.e., the analysis of electrical bio-signals, such as the electroencephalogram (EEG), the electromyograph (EMG), the electrooculograph (EOG), and the electrocardiograph (ECG). The recorded bio-signals are split into 30-second intervals (epochs), and annotated by clinicians into several categories, such as: wake (W), non-rapid eye movement (NREM: N1, N2, and N3), and rapid eye movement (REM). This task is difficult and time-consuming. Thus, the ability to carry it out consistently and at a large scale through automation has an important impact on medical research and clinical practice [2].

Towards this purpose, machine learning methods have been introduced as a way to obtain automatic sleep scoring [3], [4], [5]. However, these methods are still not widely adopted amongst sleep practitioners. One limitation is that the current methods for sleep stage classification typically experience a decay in performance on data obtained from new cohorts of patients. The main reason behind this decay is the large variability of the bio-signals across subjects and sessions. This variability stems from experimental factors such as differences in the recording equipment and protocol (e.g., the number and placement of the electrodes) or physiological factors such as age, prognosis and medication. While this problem is commonly known among practitioners through direct experience, we illustrate it quantitatively in detail in our experimental analysis.

An approach to overcome this limitation is transfer learning, where a classification model is adapted to the target cohort through further training. This approach also motivated the recent work MetaSleepLearner [6], which builds on meta-learning in the case of few-shot adaptation. MetaSleepLearner requires only a small set of annotations of the target dataset and a limited amount of training whenever new data becomes available.

However, as we show in our experiments, the scheme used in MetaSleepLearner, i.e., MAML, still runs the risk of overfitting even if the adaptation is done on a large dataset. Moreover, we find the few-shot learning scenario or, more in general, the transfer learning case, not practical, because practitioners would need further training and/or to provide annotation to adapt a classifier to new target data. Thus, in this paper we propose to build a single sleep staging model and then use it “as is” on new data. To avoid the overfitting issues of the MetaSleepLearner we combine the Model Agnostic Meta-Learning (MAML) framework with self-supervised learning (SSL) [7]. SSL has the advantage of not requiring annotation and it can be designed to train models that overfit less to the training data. With a slight abuse of notation we refer to the proposed setting as zero-shot learning, to emphasize that no new training or annotation is needed with new data. To the best of our knowledge, the zero-shot learning scenario has not been explored so far in the literature for sleep scoring. We test our proposed method on several datasets and find that the use of SSL with MAML yields state of the art performance in zero-shot learning.

II. RELATED WORK

The application of deep learning together with the steady increase in available public sleep data have resulted in a dramatic improvement of the performance of methods for automated sleep staging. These methods have now reached high levels of accuracy and robustness. Moreover, thanks to their computational efficiency they can be employed at a large scale and they can work directly on the raw data, instead of requiring hand-crafted guessing of useful pre-processing procedures.

A. Automatic Sleep Scoring

Recent methods, such as SeqSleepNet [4], have focused on exploiting the context of the data by staging sequences rather than single epochs, or aimed at reducing the model parameters and introducing the estimation of the uncertainty of
the prediction [3]. One important limitation that has emerged is the lack of generalization, i.e., the drop in performance when trained models are used on new data. As mentioned in the Introduction, this phenomenon is currently attributed to the large diversity of the data across subjects/patients and sessions. To address this problem, U-Sleep [8] introduces a u-net architecture for high frequency sleep staging. However, the generalization across datasets still remains an open problem.

In our method, we do not seek for an optimal architecture, but rather for a training scheme that can be easily adapted to other methods. Thus, for simplicity, we adopt the DeepSleepNet-Lite [3] as the classification model.

B. Meta Learning

A more fundamental approach towards generalization is the meta-learning framework [9]. The main objective of meta-learning is to learn to learn. In other words, rather than just learning from a single dataset to generalize to new data from the same distribution (as in the training set), one aims to train a model that can generalize well across other datasets. A recent approach in this domain is Model Agnostic Meta Learning (MAML) [9]. This method has been the employed successfully in recent work on sleep staging [6], brain-computer interfacing [10] and for emotion prediction [11].

In our method, we combine it with self-supervised learning and show experimentally that this yields a significant boost in performance.

C. Self-Supervised Learning

Self-supervised learning (SSL) is a relatively recent technique in machine learning that has emerged as a very promising and powerful unsupervised learning approach. SSL allows one to train a model on data without annotation by specifying an artificial task, also called pseudo-task. A model trained with such a pseudo-task can then be adapted to some target data through transfer learning. Recent work has defined pseudo-tasks based on detecting the phase-swap in EEG [7] and the context prediction and contrastive predictive coding [12]. In our method, we propose to combine the ability to generalize of an SSL method [7] with the meta-learning framework.

III. METHODS

A. Datasets

In this work, we use 5 different sleep scoring datasets.

1) Sleep Cassette (SC): It is a subset of the Expanded Sleep-EDF Database [5]. It contains PSG sleep recordings obtained between 1981 and 1991. It includes recordings from 78 healthy subjects between the age of 25 and 101 with two recordings per person for most of them.

2) Sleep Telemetry (ST): It is another subset of the Expanded Sleep-EDF Database [5]. It was collected as part of a 1994 study of the effect of temazepam on sleep. It contains PSG recordings from 22 subjects with one session per individual.

Old datasets like SC & ST allows us to investigate generalization from/to recordings with different signal quality.

3) ISRUC: It is a publicly available sleep dataset [13]. It consists of PSG recordings obtained at the Sleep Medicine Centre of the Hospital of Coimbra University (CHUC) between 2009 and 2013. This database has three different subsets:

- Subgroup-I contains one recording per subject for 100 individuals with sleep disorders;
- Subgroup-II contains two recordings per subject for 8 individuals with sleep disorders;
- Subgroup-III contains one recording per subject for 10 healthy individuals.

4) University College Dublin Sleep Apnea Database (UCD): It is a 2011 database collected at St. Vincent’s University Hospital [14]. It contains one PSG recording per subject for 25 individuals with suspected sleep-disordered breathing.

5) Cyclic Alternating Pattern (CAP) Sleep Database: It is a collection of one recording per subject for 108 individuals with varying conditions. It contains 10 healthy subjects, 40 diagnosed with NFLE, 22 affected by RBD, 10 with PLM, 9 insomniac, 5 narcoleptic, 4 affected by SDB and 2 by bruxism [15]. It was published in 2001.

B. Data Preprocessing

Out of all the signals available in each recording, we keep the EEG, EMG and EOG channels. All signals are re-sampled at 102.4Hz. This allows us to represent a 30sec epoch with 3072 time points, which is more compact and closer to the original sampling frequency compared to the commonly adopted 128Hz. This is sufficient since most spectral features classically used for sleep scoring are at lower frequency bands.

Since the convolution architecture we adopted in our experiments requires a constant number of channels as input, we fix that number to 9. If the recording contains more than 9 channels, which is the case for ISRUC and CAP, we randomly select a subset of them. Otherwise, if the recording does not have enough channels, we add dummy ones that are all zeros. The channels are shuffled before being fed to the model. We normalize each channel to have zero mean and a unit standard deviation.

C. Data Split

To evaluate our models, we choose two different train/evaluation splits. We first split each dataset by subjects, then we randomly split each recording into samples of 3 × 30sec. This allows us to have an evaluation set containing subjects that were seen during training and another evaluation set containing unseen ones. Both splits follow a 75%-25% ratio. An illustration of both splits is shown in Table II.

D. Notation

We define the mapping $E : x \mapsto h$ as the encoding of the input signal $x$ into a feature vector $h$. The associated trainable parameters are denoted by $\Theta^E$. We denote the mapping from the feature vector $h$ to the predicted class label $\hat{y}$ for the
supervised and self-supervised settings as $C^{SL}$ and $C^{SSL}$ respectively. Their associated trainable parameters are $\Theta_{SL}^C$ and $\Theta_{SSL}^C$ respectively. The predicted labels of the model are therefore

$$\hat{y}^{SL/SSL} = C^{SL/SSL}(E(x)).$$

In all experiments, models are trained by minimizing the average cross-entropy loss given by

$$L(T, \Theta^E, \Theta^C) = \frac{1}{|T|} \sum_{t \in T} \frac{1}{|t|} \sum_{(x,y) \in t} - \sum_{c=1}^{N_t} y_c \log(\hat{y}_c),$$

where $y$, $\hat{y}$, $N_t$, and $T$ are respectively the true labels, the model predictions, the numbers of classes and a set of tasks $t$ consisting of signal-label pairs. Note that we represent the true labels as a one-hot encoding vector so $v_c$ refers to the $c$-th entry in the vector $v \in \mathbb{R}^N$. We frame the sleep scoring problem as a 5-way classification with the 5 classes being: Wake (W), N1, N2, N3 and REM.

E. Self-Supervised MAML ($S2MAML$)

Model Agnostic Meta Learning (MAML) is a meta-learning algorithm, where a given model is trained on a large variety of tasks with the goal of generalizing to novel tasks through fast-adaptation, i.e., few-shot learning or with no adaptation, i.e., zero-shot learning. In this work, we investigate the benefit of using meta-learning jointly with self-supervised learning to improve generalization to unseen subjects and datasets.

The problem that our proposed model solves can be described using the following bilevel formulation

$$\Theta^E, \Theta^C = \arg\min_{\Theta^E, \Theta^C} L(T_{SL}, \hat{y}^E, \Theta^C_{SL})$$

subject to $\Theta^E, \Theta^C_{SL} = \arg\min_{\Theta^E, \Theta^C_{SSL}} L(T_{SSL}, \Theta^E, \Theta^C_{SSL}),$

where the model $E$ is optimized to learn useful self-supervised representations of the set of tasks $T_{SSL}$. The bilevel optimization favors representations that generalize well to the supervised outer problem on tasks $T_{SSL}$. Algorithm 1 outlines our adaptation of MAML, which we call $S2MAML$. Given $K$ datasets $\{D_k\}_{k=1}^K$, we randomly sample $n_{tasks}$ tasks from each one of them. Each task $t = \{(x_j, y_j)\}_{j=1}^{N_t}$ is defined as a set signal and label pairs belonging to the same subject in a given dataset. The total set of tasks $T$ is then split into a meta-training set $T^{tr}$ and a meta-validation set $T^{val}$. Each MAML iteration consists of an inner and an outer optimization problem. In the inner problem, $\Theta^E_{in}$ is initialized with the values of $\Theta^E$. Both $\Theta^E_{in}$ and $\Theta^C_{SSL}$ are optimized for $n_{in}$ iterations with respect to the self-supervised loss $L^{in}$ computed on the meta-training set. For that, we need to generate a set of self-supervised tasks $T^{SSL}$ based on the $T^{tr}$. The details of this step are outlined in section III-C.

The weights $\Theta^E$ are then updated in the outer problem by minimizing the supervised loss $L^{out}$ (see Algorithm 1) computed on the meta-validation set. The gradient for the $\Theta^E$ update is computed at $\Theta^E_{in}$, and not at $\Theta^E$, because we use the first-order approximation version of MAML [9].

The goal of this design is to encourage the model to learn general purpose self-supervised features in the inner problem that would generalize well to the outer supervised problem computed on novel tasks, i.e., unseen subjects.

Algorithm 1 $S2MAML$

Require: $\{D_k\}_{k=1}^K, \Theta^E, \Theta^C_{SSL}, \Theta^C_{sup}, \lambda_{in}, \lambda_{out}$

while not converged do

$T \leftarrow \{\}$

for $k$ in 1..K do

for $i$ in 1..$n_{tasks}$ do

$t \leftarrow$ sample task($D_k$)

$T \leftarrow T \cup \{t\}$

end for

end for

$T^{tr}, T^{val} \leftarrow$ split($T$)

$\Theta^E_{in} \leftarrow \Theta^E$

for $i$ in 1..$n_{in}$ do

$T^{tr} \leftarrow$ generate_ssl_task($T^{tr}$)

$L^{in}_{in} \leftarrow L(T^{tr}, \Theta^E_{in}, \Theta^C_{SSL})$

$\Theta^E_{in} \leftarrow \Theta^E_{in} - \lambda_{in} \nabla_{\Theta^E_{in}} L^{in}_{in}$

$\Theta^C_{SSL} \leftarrow \Theta^C_{SSL} - \lambda_{in} \nabla_{\Theta^C_{SSL}} L^{in}_{in}$

end for

$L^{out} \leftarrow L(T^{val}, \Theta^E_{sup}, \Theta^C_{sup})$

$\Theta^E \leftarrow \Theta^E - \lambda_{out} \nabla_{\Theta^E} L^{out}$

$\Theta^C_{sup} \leftarrow \Theta^C_{sup} - \lambda_{out} \nabla_{\Theta^C_{sup}} L^{out}$

end while

F. PhaseSwap

For our self-supervised training, we choose PhaseSwap (PS) introduced in [7]. Our choice is motivated by two reasons. Firstly, PS has been shown to improve generalization to unseen subjects and this makes it a strong candidate for our approach. Secondly, PS can be defined on the same time scale as the supervised task. Indeed, other self-supervised methods such Relative Positioning (RP) or Contrastive Positional Coding (CPC) [12] require a longer temporal context, which would complicate the training loop. Since the main focus of this work is to highlight the potential of using self-supervised learning in a meta-learning setting, we opted for the simplest self-supervised loss.

More specifically, PS is defined as a binary classification problem, where a model is trained to distinguish between
samples \( x \) and \( x_{PS} \) defined as
\[
x_{PS} = F^{-1} \left( |F(x)| \odot |F(x')| \right),
\]
where \( x \) and \( x' \) are two different samples. For a complex scalar \( z \in \mathbb{C}^* \), the absolute value \( |\cdot| \) and angle \( \angle \) operators are defined such that \( z = |z|e^{i\angle z} \).

In Algorithm 1, \( T^{tr} = \{ t_1 \}_{i=1}^{K \times n_{tasks}}/2 \) is a set of supervised tasks. For each task \( t \in T^{tr} \), the function \texttt{generate.ssl.task} generates a new task \( t_{SSL} \) to be included in \( T_{SSL}^{tr} \). For each signal-label pair \( (x, y) \in t \), \( t_{SSL} \) includes \( (x, y_{SSL} = 0) \) and its phase-swapped counterpart \( (x_{PS}, y_{SSL} = 1) \).

\section{G. Architecture Choice}

For our experiment, we use DeepSleepNet-Lite [3] as our architecture of choice. It consists of two parallel convolutional neural networks using sets of small and large filters for the first layer respectively. The output of the two networks is concatenated into a single vector \( h \) and fed into a softmax layer that maps it to the predicted class. The input \( x \) to the network is a 90sec segment, \textit{i.e.}, 3 consecutive epochs of 30sec each. We chose this architecture for its simplicity, its shorter temporal context and the fact that it does not require the power spectrum as input.

\section{H. Baselines and Training Hyper-parameters}

In all experiments, we compare the performance of our S2MAML model to two other baselines: A supervised classification model without meta-learning and a MAML based training similar to ours, but where we replace the self-supervised problem in the inner loop with a supervised one. We refer to these models as \texttt{SL} and \texttt{MAML} respectively.

Unless stated otherwise, each task \( t \) contains 8 samples from the same subjects. \( n_{tasks} \), \( n_{ins} \), \( \lambda_{out} \) and \( \lambda_{in} \) are set to 32, 1, \( 10^{-4} \) and \( 5 \cdot 10^{-5} \) respectively and each model is trained for 20 full iterations over all the databases considered for training. We use Adam [16] as optimizer with its default hyperparameters. Our models are implemented using PyTorch\footnote{https://pytorch.org/} and ran on a single NVIDIA 1080Ti GPU. We observe no significant differences between the computation times off all models both in inference and training.

We adopt the same label smoothing regulariztion used by [3] with their suggested tuning.

\section{I. Evaluation Metrics}

We use macro F1 (MF1) as an evaluation metric for our experiments. Macro F1 is defined as
\[
MF1 = \frac{1}{N_c} \sum_{c=1}^{N_c} F1_c = \frac{1}{N_c} \sum_{c=1}^{N_c} \frac{2P_c \times R_c}{P_c + R_c}
\]
where \( N_c \), \( P_c \) and \( R_c \) are respectively the number of classes, the precision and recall for the class \( c \). It is the average F1 score per class, where the F1 score is defined as the harmonic mean of precision and recall. We choose MF1, instead of the classic F1 score, as it is a better metric when the data has significant class imbalance, which is the case for sleep scoring. All reported MF1 Scores are averaged across a 4-way cross validation split.

\section{IV. RESULTS}

\subsection{A. Generalization to Novel Databases: 3 vs 5}

In this set of experiments, we compare the performance of S2MAML to the two baselines when training on 3 out of 5 of the considered databases. This allows us to evaluate the performance of our model on completely unseen cohorts of subjects belonging to different databases (see section \texttt{III-C}). More specifically, we train using ST, CAP and ISRUC and evaluate on all five datasets. We report the performance of all models on both evaluation sets with \textit{seen} and \textit{unseen} subjects in Table II.

For seen subjects, we observe that our model outperforms the two baselines (supervised and MAML training) on average as well as on CAP and ISRUC. The performance gap on average is of 2.5% compared to the MAML and 7.1% compared to supervised training. This shows that meta-learning based methods are generally better suited for overcoming intra-subject variability, and that self-supervision is a powerful tool to further reduce that performance gap.

For unseen subjects, we observe that our model outperforms both baselines on most datasets as well as on average. We also find that the meta-learning based models outperform the supervised based baseline, a feature that we noticed also with seen subjects. More importantly, the performance gap between our S2MAML and MAML is wider on held out datasets. Although MAML generalizes better to unseen subjects from the databases used for training compared to the supervised baseline, it generalizes less to held out databases compared to our model. In other words, our S2MAML is not only better suited for dealing with inter-subject variability, but it is also better suited for dealing with inter-cohort variability.

We discuss the low performance on ST in in section \texttt{IVC}.

\subsection{B. Generalization in a Data Abundant Setting: All vs All}

In this set of experiments we compare the performance of S2MAML to our two baselines when trained on all databases jointly. This allows us to highlight the benefit of our algorithm in a setting where a large quantity of labeled recordings are available. The MF1 Scores of all models on both seen and unseen subjects are reported in Table \texttt{III}.

We observe that our model outperforms both baselines on all datasets as well as on average for both evaluation settings. This shows that the generalization advantage of our model does not disappear when scaling up the amount of available data. In the deep learning literature, scaling up the amount of training data is a common practice used to improve the generalization of artificial neural networks. This relies on the implicit assumption that with enough data, one is able to obtain a training set that is similar in distribution to the evaluation set and contains most sources of variability that can be encountered. However, in the case of physiological signals this assumption may not hold as well.
A new individual will always have subject-specific sleep patterns and the inter-dataset variability will always remain a challenge as long as hardware/software recording pipelines keep evolving.

In the previous section, we have split the data by subjects, which is not a common practice. We did so to illustrate a more extreme setting for generalization. In this section, we also obtain the performance on seen subjects, as done in the literature, so that it is easier to compare to prior work. Although the main focus of our work is to reduce the generalization gap between subjects and datasets, the MF1s reported on seen subjects are comparable or better than state of the art methods in the literature. Our model achieves an MF1 score of 86.3% and 85.0% compared to 79% and 76% for U-Sleep [8] on SC and ST respectively. The numbers are however not directly comparable due to the difference in the randomness of the splits. For this reason, and in order to keep our results focused on the generalization problem, we chose to omit numbers reported by other prior works from our tables.

### C. Disparity Between Datasets: One vs All

In this set of experiments, we compare the performance of the different models on unseen databases when trained only on a single one. This represents a worst case scenario, where one has access to a very limited number of subjects and therefore learning to generalize becomes much more challenging. Since the different databases considered in this study have different sizes, we choose to equalize experiments by training for a fixed number of gradient updates, 5000, instead of looping through the training set 20 times. The goal of these experiments is to gauge how similar or dissimilar the databases considered in this work are. In other words, our goal is to confirm that generalizing from one set to the others is indeed a challenging task and that each database has its particularities.

#### TABLE II

Cross-validation MF1 Scores for the 3 vs 5 setting. Avg(S) and Avg(U) refer to the average MF1s across all seen and unseen evaluation sets marked with (S) and (U) respectively. Avg(U1) and Avg(U2) refer to the averages MF1s for unseen subjects across seen (CAP(U), ISRUC(U), ST(U)) and unseen (UCD(U), SC(U)) datasets respectively. Avg(U) is the average MF1 across all unseen sets.

| Run     | CAP(S) | ST(S) | ISRUC(S) | Avg(S) | CAP(U) | ST(U) | ISRUC(U) | Avg(U) | SC(U) | UCD(U) | Avg(U1) | Avg(U2) | Avg(U) |
|---------|--------|-------|----------|--------|--------|-------|----------|--------|-------|--------|---------|---------|--------|
| S2MAML  | 68.8   | 74.8  | 74.7     | 72.8   | 56.5   | 65.2  | 70.3     | 64.0   | 41.1  | 43.7   | 42.4    | 55.4    |
| MAML    | 66.4   | 71.3  | 73.3     | 70.3   | 55.0   | 65.3  | 68.9     | 63.1   | 34.4  | 42.1   | 38.2    | 53.1    |
| SL      | 55.0   | 75.5  | 66.7     | 65.7   | 46.4   | 63.2  | 63.0     | 57.5   | 30.3  | 37.9   | 34.1    | 48.1    |

#### TABLE III

Cross-validation MF1 Scores for the All vs All setting. We also report the average MF1 across all databases.

| Run     | Subjects | CAP | ST | ISRUC | SC | UCD | Avg |
|---------|----------|-----|----|-------|----|-----|-----|
| S2MAML  | Seen     | 82.1| 85.0| 88.8  | 86.3| 90.4| 86.5|
|         | MAML     | 80.2| 81.5| 86.1  | 84.1| 89.4| 84.3|
|         | SL       | 59.3| 83.2| 71.2  | 82.1| 68.6| 72.9|
| S2MAML  | Unseen   | 70.7| 75.8| 82.7  | 83.8| 70.5| 75.8|
|         | MAML     | 65.7| 69.2| 80.8  | 80.8| 69.8| 73.3|
|         | SL       | 50.8| 70.0| 67.2  | 79.5| 55.0| 64.5|

#### TABLE IV

Cross-validation MF1 Scores for models trained on one dataset and evaluated on unseen subjects/datasets. Each row block corresponds to models trained on a single dataset.

| Test | Train | Model | ISRUC | SC | ST | CAP | UCD |
|------|-------|-------|-------|----|----|-----|-----|
| S2MAML | 80.2 | 76.0 | 27.4 | 9.7 | 25.8 | 12.2 |
| S2MAML | 74.7 | 24.5 | 10.3 | 23.5 | 15.0 |
| SL     | 71.7 | 17.7 | 11.0 | 21.6 | 16.1 |
| SC     | 69.1 | 74.1 | 41.5 | 6.3  | 7.4 |
| S2MAML | 54.4 | 75.2 | 44.3 | 19.4 | 7.5 |
| SL     | 10.1 | 75.5 | 43.7 | 6.1  | 8.2 |
| ST     | 19.3 | 28.9 | 68.2 | 18.4 | 19.2 |
| SL     | 21.7 | 28.3 | 68.3 | 18.2 | 19.6 |
| CAP    | 28.8 | 27.4 | 13.9 | 58.1 | 48.5 |
| S2MAML | 28.5 | 24.6 | 13.2 | 54.3 | 46.4 |
| SL     | 29.8 | 25.4 | 14.4 | 49.0 | 41.7 |
| UCD    | 23.2 | 18.6 | 4.5  | 24.2 | 62.2 |
| S2MAML | 20.0 | 18.5 | 4.9  | 20.9 | 59.4 |
| SL     | 29.9 | 18.5 | 6.1  | 25.7 | 57.7 |

We report the obtained MF1 scores on Table [IV]. For all datasets and all three models considered, we observe that the performance drops significantly on unseen datasets. One additional noteworthy observation is that out of all combinations, models trained on SC/ST and tested on others and vice versa seem to generalize the least. On the other hand, generalizing between ST and SC seems more feasible. This may be due to fact that ST/SC were collected a few decades ago or the fact that they include EEG electrodes that are not common in the other three databases. We believe that this observation may explain why both meta-learning models struggle compared to the SL baseline on ST as reported in Table [III].

Overall in this setting the performance across different methods does not indicate a clear winner. Given the restricted number of subjects per dataset, all methods struggle to learn features that generalize well to new cohorts. However, on average across all possible combinations, S2MAML and MAML comes out slightly on top with 29.8% and 29.9% respectively compared to 29.4% for the SL baseline.

#### D. Effect of λ

In this section we study the effect of λ on our model and the MAML baseline. We train both our model and the MAML baseline in the 3 vs 5 setting described in Section [IV-A] for λ ∈ {10⁻², 5 · 10⁻⁵}. Tables [VII] and [V] report the obtained MF1 scores for seen and unseen subjects respectively. We observe that while the value of λ has little
effect on the performance of our model, setting it to $10^{-3}$ greatly reduces the performance of the MAML baseline. By setting $\lambda_{in}$ to a higher value, we put more emphasis on the convergence on the meta-train set, i.e., in the inner loop. This confirms that using PhaseSwap as a self-supervised task in the inner loop, i.e., on the meta-train set, is less prone to learning subject-specific features and thus generalizes better compared to its supervised counterpart. Additionally, this shows that our methods is more robust to the choice of the hyper-parameter $\lambda_{in}$.

V. DISCUSSIONS

With the increasing popularity of deep learning methods, more and more artificial neural network architectures have been proposed in the literature for automatic sleep scoring. Reliable automatic sleep scoring models have the potential to speed up sleep research and make it more accessible by reducing the cost of manual annotations and enable more advanced closed-loop system. However, one important requirement for such models is that they should maintain their level of performance across sessions, subjects and hardware/software recording settings. Our work positions itself as a step forward toward achieving this goal. By leveraging both meta-learning and self-supervised learning, our S2MAML is able to reduce the performance drop associated with both intra-subject variability, i.e., unseen subjects from seen datasets, and intra-database variability, i.e., on unseen datasets.

VI. CONCLUSIONS

In this work, we introduce a novel deep learning model for automatic sleep scoring. By leveraging meta-learning and robust self-supervised features, our model is able to better cope with intra-subject and intra-dataset variabilities in the zero-shot setting. We show through extensive experiments that our model outperforms all baselines in terms of generalization capabilities both on seen and unseen subjects. Our work presents itself as an important milestone toward the wide adoption of automatic sleep scoring in sleep research by bridging the performance gap present when deploying such models on new datasets and cohorts of subjects.

ACKNOWLEDGMENT

This research was supported by the Interfaculty Research Cooperation “Decoding Sleep: From Neurons to Health & Mind” of the University of Bern.

REFERENCES

[1] J. M. Siegel, “Clues to the functions of mammalian sleep,” Nature, vol. 437, no. 7063, pp. 1264–1271, 2005.
[2] K. Wulff, S. Gatti, J. G. Wettstein, and R. G. Foster, “Sleep and circadian rhythm disruption in psychiatric and neurodegenerative disease,” Nature Reviews Neuroscience, vol. 11, no. 8, pp. 589–599, 2010.
[3] L. Fiorillo, P. Favaro, and F. D. Faraci, “Deepsleepnet-lite: A simplified automatic sleep stage scoring model with uncertainty estimates,” IEEE Transactions on Neural Systems and Rehabilitation Engineering, vol. 29, pp. 2076–2085, 2021.
[4] H. Phan, F. Andreotti, N. Cooray, O. Y. Chen, and M. De Vos, “Seqsleepnet: end-to-end hierarchical recurrent neural network for sequence-to-sequence automatic sleep staging,” IEEE Transactions on Neural Systems and Rehabilitation Engineering, vol. 27, no. 3, pp. 400–410, 2019.
[5] B. Kemp, A. H. Zwiderman, B. Tuk, H. A. Kamphuisen, and J. J. Obery, “Analysis of a sleep-dependent neuronal feedback loop: the slow-wave microcontinuity of the eeg,” IEEE Transactions on Biomedical Engineering, vol. 47, no. 9, pp. 1185–1194, 2000.
[6] N. Banluesombatkul, P. Ouuppaphan, P. Leelaarporn, P. Lakhan, B. Chaitusaney, N. Jaimchariya, E. Chuangsawanich, W. Chen, H. Phan, N. Dilokthanakul et al., “Meta asleep: A pilot study on fast adaptation of bio-signals-based sleep stage classifier to new individual subject using meta-learning,” IEEE Journal of Biomedical and Health Informatics, 2020.
[7] A. Lemkhenter and P. Favaro, “Boosting generalization in bio-signal classification by learning the phase-amplitude coupling,” in DAGM German Conference on Pattern Recognition, pp. 72–85, Springer, 2020.
[8] M. Perslev, S. Darkaer, L. Kempfner, M. Nikolic, P. J. Jenum, and C. Igles, “U-sleep: resilient high-frequency sleep staging,” NPJ digital medicine, vol. 4, no. 1, pp. 1–12, 2021.
[9] C. Finn, P. Abbeel, and S. Levine, “Model-agnostic meta-learning for fast adaptation of deep networks,” in International Conference on Machine Learning, pp. 1126–1135, PMLR, 2017.
[10] D. Li, P. Ortega, X. Wei, and A. Faisal, “Model-agnostic meta-learning for eeg motor imagery decoding in brain-computer-interfacing,” in 2021 10th International IEEE/EMBS Conference on Neural Engineering (NER), pp. 527–530, IEEE, 2021.
[11] K. Miyamoto, H. Tanaka, and S. Nakamura, “Meta-learning for emotion prediction from eeg while listening to music,” in Companion Publication of the 2021 International Conference on Multimodal Interaction, pp. 324–328, 2021.
[12] H. Banville, O. Chehab, A. Hyvärinen, D. A. Engemann, and A. Gramfort, “Uncovering the structure of clinical eeg signals with self-supervised learning,” Journal of Neural Engineering, vol. 18, no. 4, p. 046020, 2021.
[13] S. Khalighi, T. Sousa, J. M. Santos, and U. Nunes, “Isrruc-sleep: A comprehensive public dataset for sleep researchers,” Computer methods and programs in biomedicine, vol. 124, pp. 180–192, 2016.
[14] C. Heneghan, “St. vincent’s university hospital/university college dublin sleep apnea database,” 2011.
[15] M. G. Terzano, L. Parrino, A. Sherrier, R. Chervin, S. Chokroverty, C. Guilleminault, M. Harshkowitz, M. Mahowald, H. Moldofsky, A. Rosa, et al., “Atlas, rules, and recording techniques for the scoring of cyclic alternating pattern (cap) in human sleep,” Sleep medicine, vol. 2, no. 6, pp. 537–553, 2001.
[16] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” in ICLR (Poster), 2015.