Case Study: Reconstruction of Runoff Series of Hydrological Stations in the Nakdong River, Korea
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Abstract: Reliable runoff series is sine qua non for flood or drought analysis as well as for water resources management and planning. Since observed hydrological measurement such as runoff can sometimes show abnormalities, data quality control is necessary. Generally, the data of adjacent hydrological stations are used. However, difficulties are frequently encountered when runoff series of the adjacent stations have different flow characteristics. For instance, when the correlation between the up- and downstream locations in which the stations are located is used as the main criterion for quality control, difficulties can occur. Therefore, this study aims to suggest a method to reconstruct an abnormal daily runoff series in the Nakdong River, Korea. The variational mode decomposition (VMD) technique is applied to the runoff series of the three target stations: Goryeong County (Goryeong bridge) and Hapcheon County (Yulji bridge and Jeogpo bridge). These runoff series are also divided into several intrinsic mode functions (IMFs) that are governed by basin runoff and disturbed flow caused by the hydraulic structure. The decomposition results based on VMD show that the runoff components in a particular station that is influenced by hydraulic structures could be reconstructed using adjacent stations, but the residual mode could not. The runoff reconstruction model using an artificial neural network (ANN), the two “divided” modes, and the residual component is established and applied to the runoff series for the target station (Yulji bridge in Hapcheon County). The reconstructed series from the model show relatively good results, with $R^2 = 0.92$ and RMSE = 99.3 in the validation year (2019). Abnormal runoff series for 2012 to 2013 at the Yulji bridge station in Hapcheon County are also reconstructed. Using the suggested method, a well-matched result with the observations for the period from 2014 onwards is produced and a reconstructed abnormal series is obtained.
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1. Introduction

The observation process plays a vital role in many studies and industries [1,2], and it is particularly important in hydrology and water resources management. Technological advances, such as real-time information acquisition or new measuring equipment, have been brought to a new level. However, there are still concerns about their use in practice. The microwave Doppler current meter (hereafter referred to as “MDCM”) [1,3], a new way to measure velocity or depth, has been found to be questionable in terms of reflectivity due to meteorological or structural conditions [4]. These erroneous and abnormal records sometimes mislead management, which often leads to property losses. Therefore,
the accuracy of measurement should be ensured, especially in the field of hydrology and water resources management, where it is found to be a key issue [5].

Many studies contribute to reducing the error of measurements or suggest new methodologies which try to minimize systematic errors. For instance, the frequency of the MDCM was changed from 10 GHz to 24 GHz for efficiency [6,7]. The tracer method, which has been used for a long time to measure flow velocity, was also examined with various materials, including dye, salts, fertilizers, gases, and radioisotopes [8–10]. Sometimes, popcorn was even used for measurements [11] with the surface image velocimetry method [12]. On the other hand, some studies focused on error correction or the removal of uncertainty. Errors or uncertainties could be caused by the installation of the data acquisition system, the monitoring sensor interfering with accuracy, and abnormal jumping of instruments, among others [5]. The statistical approach is one of the most widely used methods to reconstruct abnormal data with precipitation [13,14], temperature [15], and runoff [16,17]. Spatial interpolation could be used for ground-level data [18] and gridded data [19], just the same as the CRESSMAN [20] or Barnes [21] methods. However, there are also studies wherein basic data quality control and reconstruction methods, such as logic, spatial, internal, and temporal interpolation and consistency checking, can detect anomalies but do not give a reliable value, because they fail to capture nonlinear characteristics and non-stationarity hidden in the hydrological series [22,23]. Therefore, advanced methods such as an artificial neural network (hereafter referred to as “ANN”) was widely employed to detect and correct abnormal data [24,25]. Machine learning techniques [26] are considered a good alternative to overcome the aforementioned existing limitations. The same goes for support vector regression (SVR), which is widely used to detect [27] anomalies or predict runoff series [28,29]. However, there is still difficulty when each runoff series has different flow characteristics [30]. Even though many studies and models could contribute to a more accurate reconstruction of abnormal data, such as regression [31,32], ANN [33,34], Adaptive neuro fuzzy inference system (ANFIS) [35], or a simplified weighted sum or average [36,37], all these methods need the same and inevitable assumption, that is, hydrological stations are stationary and correlated in the spatial or temporal scale (e.g., the up- and downstream stations). Thus, the above methods could not be applied when they have different flow characteristics from their adjacent stations [16].

The objective of the study is to suggest a method to reconstruct the abnormal runoff series in the observed data, which has different flow characteristics as compared to the adjacent hydrological stations. Some creative studies suggest that the runoff series could be divided into several components with local frequency ranges [38], and it could also be reconstructed by summing up each component [39,40]. Inspired by these studies, variational mode decomposition (hereafter referred as “VMD”) was employed to divide runoff series into several intrinsic mode functions (hereafter referred as “IMFs”) and residuals. A runoff reconstruction model was established using an ANN technique and was “divided” using IMFs and residuals of the 2014 to 2019 runoff series. Established models showed a well-matched result with the observed data and analyzed its efficiency and applicability. Using the model, the abnormal runoff series from 2012 to 2013 at the Hapcheon County (Yulji bridge) station were reconstructed.

2. Methods

2.1. Study Material

The target of the study are the three hydrological stations—Goryeong County (Goryeong bridge), referred to as station A, Hapcheon County (Yulji bridge), referred to as station B, and the main target of runoff reconstruction, Hapcheon County (Jeogpo bridge), referred to as station C—which were constructed in the middle of the main stream of the Nakdong River, as shown in Figure 1. All of them are adjoined and located in the upper to downstream zones along the 40 km river length. From these stations, the water level and runoff series were obtained. During the Four Major Rivers Restoration Project, many hydrological stations were constructed to collect essential data that are used to maintain the multi-purpose weir (dam) in the Nakdong River [41]. Almost all of them, including the targets
of the study, employ automated measuring equipment, such as acoustic Doppler velocity meters (ADVMs) [42] to avoid disturbing the flow influence of the weirs. The upper-basin areas of the stations are 14,034, 15,053, and 16,449.6 km² and the river widths at the stations are approximately 150 m, 350 m, and 550 m, respectively. The runoff amount at the median water level is 79.2, 93.4, and 101.0 m³/s for each station from 2014 onwards. The start year of the observations for each station was February 1968 for station A, February 2006 for station B, and June 1980 for station C. However, flow characteristics were significantly changed by the Four Major Rivers Restoration Project [43], which caused the unmatched historical record of runoff from 2012 to the present. Table 1 shows the general flow conditions and changed characteristics before and after the project. Overall, the flow amount of each quantile was approximately increased by 10–20 m³/s, and the kurtosis coefficient, which is highly correlated with the shape of distribution, was also increased. Stations A, B, and C are considered to be very important points due to being: (i) runoff observatories in the middle part of the Nakdong River, (ii) validation points of the inflow amount from the Hwang River, which is one of the main tributaries, and (iii) the official check points for green algal blooms of the Nakdong River [43]. So, all of them are essential for water resources management, including flood, drought, and water quality. However, station B has abnormal data from 2012 to 2013 that show approximately 3200 m³/s for the average runoff amount, despite stations A and C showing averages of 208 m³/s and 259 m³/s, respectively. So, the historical runoff record of 2012 to 2013 is insignificant and the official approval of hydrological data for the target stations has not been implemented due to the runoff consistency problem. The daily runoff series data of the three hydrological stations and their properties were obtained from the Water Resources Management Information System [44].

![Figure 1](image_url)  
**Figure 1.** The target stations of the study in the main stream of the Nakdong River; red inverted triangles indicate water level stations, and gray blocks indicate multi-purpose weirs which were completed in 2012 by the Four Major Rivers Restoration Project [43].

**Table 1.** The general flow condition at target stations before and after the Four Major Rivers Restoration Project.

| Station | Before the Project (Until 2012) | After the Project (2012 Onward) |
|---------|--------------------------------|--------------------------------|
|         | Runoff at Quantile (m³/s) | Standard Deviation | Kurtosis Coefficient | Runoff at Quantile (m³/s) | Standard Deviation | Kurtosis Coefficient |
|         | 0.75 | 0.5 | 0.25 | 0.75 | 0.5 | 0.25 |
| Station A | 152.1 | 85.3 | 52.5 | 343.0 | 110.9 |
| Station B | 155.5 | 94.3 | 61.1 | 309.1 | 57.1 |
| Station C | 174.5 | 107.4 | 71.7 | 447.9 | 144.9 |
2.2. Variational Mode Decomposition (VMD)

VMD was developed by Dragomiretskiy and Zosso (2013) [45] to overcome the limitations of empirical mode decomposition (hereafter referred to as “EMD”) [46]. In principle, all of the “mode decomposition” techniques are used to decompose a signal into several fast and slow oscillating components, which are called IMFs, or simply, “mode”. It enables breaking through the limitation of traditional harmonic analysis, which is based on the Fourier transform [47]. However, there is also a mode-mixing problem, which has been defined as the IMF consisting of oscillation frequencies of disparate scales which makes the decompositions harder to interpret [48]. VMD aims to decompose a signal into k band-limited modes with specific sparsity properties [45]. The constrained variational formulation for yielding the IMFs can be expressed as follows:

$$\min_{\{u_k\}, \{\omega_k\}} \left\{ \sum_{k=1}^{k} \left\| \partial_t \left[ \left( \delta(t) + \frac{j}{\pi t} \right) \times u_k(t) \right] e^{-j \omega_k t} \right\|_2^2 \right\}, \text{s.t.} \quad \sum_{k=1}^{k} u_k(t) = f(t)$$ 

(1)

where $u_k$ and $\omega_k$ are the kth mode and its center frequency of signal, respectively. $\{u_k\} = \{u_1, \ldots, u_k\}$ and $\{\omega_k\} = \{\omega_1, \ldots, \omega_k\}$ are shorthand notations for the set of all modes and frequencies, $\| \|_2$ denotes the Euclidean distance ($L_2$), $\delta$ is the Dirac distribution, $\ast$ denotes convolution, $f^2 = -1$ is the Fourier transform of the signal $f(t)$, $k$ is the amount of data, $t$ is the time step, and $f(t)$ is original signals. Equation (1) is changed to the following unconstrained equation by introducing an augmented Lagrangian $L$ [45].

$$L (\{u_k\}, \{\omega_k\}, \lambda) = \alpha \sum_{k=1}^{k} \left\| \partial_t \left[ \left( \delta(t) + \frac{j}{\pi t} \right) \ast u_k(t) \right] e^{-j \omega_k t} \right\|_2^2$$

$$+ \left\| f(t) - \sum_{k=1}^{k} u_k(t) \right\|_2^2 + \langle \lambda \rangle \langle f(t) - \sum_{k=1}^{k} u_k(t) \rangle$$

(2)

where $\alpha$ denotes the balancing parameter, $\lambda$ is the Lagrange multiplier, $\langle \rangle$ is the scalar product, and Equation (2) could be solved with the alternate direction method of multipliers (ADMM) [49]. Additionally, the mode $u_k(t)$ can be obtained using:

$$u_k(t) = Y \left\{ \frac{F^{-1} \left( \hat{f}(\omega) - \sum_{\omega \neq \omega_k} \hat{u}_i(\omega) + \frac{\lambda(\omega)}{1 + 2 \alpha (\omega - \omega_k)^2} \right)}{1 + 2 \alpha (\omega - \omega_k)^2} \right\}$$

(3)

where $\hat{f}(\omega)$ is the Fourier transform of the signal $f(t)$, $F^{-1}$ is understood as the inverse Fourier transform, and $Y$ is the real parts of the signal. Equation (3) has a Wiener filtering structure, so, the mode in the time domain can be obtained from the real part of the inverse Fourier transform. More specific details on VMD and its process can be found in Dragomiretskiy and Zosso (2013) [45], and Herrera et al. (2014) [45,50].

2.3. Artificial Neural Network (ANN)

There are many models and techniques to forecast or simulate and reconstruct hydrological series. An ANN was treated as a good alternative because it had shown an ability to reproduce and capture nonlinearity in pattern recognition [51,52], signal classification [52–54], trajectory prediction [54,55], and even financial trading [53,56]. Additionally, an ANN could be regarded as a better option than Autoregressive integrated moving average (ARIMA) or Autoregressive (AR)-related models in forecasting or simulating seasonal time series [57] and reconstructing nonlinear time series, including runoff [22,23]. Therefore, an ANN is found to be a suitable method to reconstruct runoff series using the IMFs that were decomposed by VMD.

The ANN mimics the structure and connectivity and functions of nodes through which neurons are connected to each other in biological systems [58]. Generally, an ANN is composed of three
layers: the input layer which represents the observed data, the output layer which serves as the result of reconstruction, and the hidden layer which is a network of neurons trained to recognize observed data [59]. The back-propagation algorithm has been used in the structure to train the connection strength to learn about the error and optimize the neurons, therefore, an appropriate algorithm is essential for ANN modeling [60]. The Levenberg–Marquardt–QNBP algorithm was selected as the back-propagation algorithm in accordance with its well-founded performance for nonlinear hydrological series [60].

Finally, Figure 2 shows the overall framework and process for the runoff reconstruction model with three stages: (i) decomposing the runoff series into IMFs based on the VMD technique, (ii) training and establishing an ANN model to reconstruct each IMF using adjacent stations, and (iii) runoff reconstruction by summing up reconstructed IMFs and residuals.

![Figure 2](image)

**Figure 2.** Overall framework of the reconstruction method for daily runoff time series with three stages: (i) decomposing runoff series, (ii) training an artificial neural network (ANN) using intrinsic mode functions (IMFs), (iii) summing up each reconstructed IMF and residual.

3. Application and Discussion

3.1. Runoff Series Characteristics and Its Decomposition

Figure 3 shows the obtained runoff time series from 2012 to 2019 and the abnormal data from 2012 to 2013 in station B. All of stations have a similar trend in the flow duration curve (FDC), except station B, including 2012 to 2013. It is assumed to have interference and instability during the period of stabilization. In fact, several hydrological stations in the Nakdong River showed the same problem. There are eight hydraulic structures (multi-purpose weirs) in the main stream, and the flow characteristic or correlation between each hydrological station is disturbed. For example, adjacent hydrological stations in the Hyeongsan River—specifically, Gyeongju City (Seochoen bridge) and Gyeongju City (Kangdong large bridge) in Figure 1—showed 0.94 for the correlation coefficient from 2012 to 2019 (See Figure 4a). In stark contrast, stations A and B (see Figure 4b) and B and C showed only about 0.49 and 0.55 for the correlation coefficient in the same period despite similar distances in between stations (km) and times of concentrations [61].
One of the challenges in the target stations is the quality control for abnormal or missing data. All of the observed data cause concerns about their general use in practice due to their accuracy, with abnormal and missing data during the observation process. Different flow characteristics tend to make quality control more difficult because the techniques to fill or adjust hydrological data depend on the correlation between adjacent hydrological stations. For instance, Figure 4a shows a relatively constant correlation for the Hyeongsan River, unlike in Figure 4b, wherein there are two groups of correlations which make it hard to determine the exact correlation between the two stations. In this
case, it is difficult to fix the abnormal data. This is the reason why the data in station B from 2012 to 2013 cannot be solved (see Figure 3) and why VMD was selected and applied for the study.

Since VMD can decompose a signal into several numbers of each oscillating component [45], it could be used as a method to divide runoff series into several “correlated” and “independent” components with their own frequencies, and it can also be used as basic data to reconstruct or predict runoff series [39]. Therefore, VMD was applied to the runoff series of the target stations (see Figure 5). Each series was decomposed into two IMFs (1st mode, 2nd mode) and a residual mode. The parameters of VMD, such as the moderate bandwidth constraint, were calibrated with trial and error, focusing on the simulated efficiencies of hydrological series because there are no criteria to select the exact value for the hydrological series. The decomposed result of each runoff series shows fascinating results in Figure 5a–c: (i) the 1st and the 2nd mode showed a similar trend which, during the calibration process, have correlation coefficients of 0.90, 0.88 for stations A and B, and 0.91, 0.78 for stations B and C, respectively. The station B series from 2012 to 2013 has inaccurate observations due to the facility issue. (ii) The residual shows a less similar trend for whole periods, with a value of 0.75 or less for stations A and B and C for correlation coefficient, and (iii) stations A and C show “very” similar trends, with 0.96, 0.95 for 1st, 2nd mode, and 0.76 for the residual in the correlation coefficient for the whole period. Therefore, some conclusions could be reached by combining these results since there are common components for all of them, and it could be assumed to be rainfall–runoff processes of the basin. Both show a very similar trend with over 0.9 or more in the correlation coefficient, which means that these modes are governed by the same components or local frequency ranges [39]. Therefore, the 1st and 2nd modes are runoff components and entirely governed by rainfall–runoff processes. Furthermore, the residuals are probably a mixture of runoff components and their own flow characteristics, such as back-water, disturbed flow, and other uncertainties. The residual shows a constant value in the correlation coefficient, with 0.75 or less regardless of the periods or stations, but not for the modes. This could be due to a mixture of the same and different characteristics with local frequency ranges [38]. Therefore, the 1st and 2nd mode could be used as the data to explain the runoff series in other stations, but the residual could not be used.
was selected as the back-propagation algorithm in accordance with its well-founded performance for another ANN model using raw runoff series [60]. Before the training process, all of the IMFs were normalized to improve the efficiency of the ANN model and avoid large fluctuations during the training process [39]. The normalization formula is defined as follows:

\[ \hat{u}_k = \frac{u_k - u_{k_{\min}}}{u_{k_{\max}} - u_{k_{\min}}} \]  

where \( \hat{u}_k \) is the normalized IMF, \( u_k \) is the original IMF, \( u_{k_{\max}} \) and \( u_{k_{\min}} \) are the maximum and minimum value of the IMF, respectively. To validate the performance of reconstruction, the 1st and 2nd modes of station B due to its ability to capture the nonlinearity of the runoff series [62,63]. Since the runoff series has nonlinearity characteristics [64–67], an ANN will be a good alternative during the reconstruction process. Additionally, the number of hidden layers, which significantly affects whole ANN procedure, was set to 12 with trial and error, and the Levenberg–Marquardt–QNB algorithm was selected as the back-propagation algorithm in accordance with its well-founded performance for nonlinear hydrological series [60]. Before the training process, all of the IMFs were normalized to improve the efficiency of the ANN model and avoid large fluctuations during the training process [39]. The normalization formula is defined as follows:

\[ \hat{u}_k = \frac{u_k - u_{k_{\min}}}{u_{k_{\max}} - u_{k_{\min}}} \]  

Figure 5. Decomposed result with variational mode decomposition (VMD): (a) station A, (b) station B, (c) station C, and each runoff series decomposed into two modes and residual mode.

3.2. Establishment of Reconstruction Model

The 1st and 2nd modes could be used to explain others, but the residual could not. Thus, the two modes could be a target of “reconstruction”, but the residual should only be used for itself. Therefore, to fill the abnormal data from 2012 to 2013, the 1st and 2nd modes of station B were reconstructed using stations A and C, and the residual of station B was added to the reconstructed series to take into account its own flow characteristics. An ANN was employed to reconstruct the modes of station B due to its ability to capture the nonlinearity of the runoff series [62,63]. Since the runoff series has nonlinearity characteristics [64–67], an ANN will be a good alternative during the reconstruction process. Additionally, the number of hidden layers, which significantly affects whole ANN procedure, was set to 12 with trial and error, and the Levenberg–Marquardt–QNB algorithm was selected as the back-propagation algorithm in accordance with its well-founded performance for nonlinear hydrological series [60]. Before the training process, all of the IMFs were normalized to improve the efficiency of the ANN model and avoid large fluctuations during the training process [39]. The normalization formula is defined as follows:

\[ \hat{u}_k = \frac{u_k - u_{k_{\min}}}{u_{k_{\max}} - u_{k_{\min}}} \]  

where \( \hat{u}_k \) is the normalized IMF, \( u_k \) is the original IMF, \( u_{k_{\max}} \) and \( u_{k_{\min}} \) are the maximum and minimum value of the IMF, respectively. To validate the performance of reconstruction, the 1st and 2nd modes from 2014 to 2019 were divided into two periods: 2014 to 2018 for training and 2019 for validation. Another ANN model using raw runoff series was also established to compare with the suggested method of the study. Both of them had the same parameters, input periods, and algorithm, the only
difference between the two ANN models was the data, wherein one used modes and residuals while the other used raw runoff series. Additionally, multiple regression, which is widely used to reconstruct missing or abnormal data, was employed as one of the control groups (see Figure 6 and Table 2).

![Figure 6](image_url)

**Figure 6.** Simulated result with two ANN models: (a) learning periods, (b) validation periods; black line indicates observed runoff, green line indicates simulated runoff with multiple regression, blue line indicates simulated runoff with raw runoff, and red line indicates simulated runoff with modes and residual.

**Table 2.** Evaluation criteria for ANN model result using VMD and raw runoff.

| Evaluation Criteria | Training Period (2014–2018) | Validation Period (2019) |
|---------------------|-----------------------------|--------------------------|
|                     | R²       | RMSE (m³/s) | R²       | RMSE (m³/s) |
| ANN with Raw        | 0.93     | 59.3        | 0.84     | 127.3       |
| ANN with VMD        | 0.93     | 80.3        | 0.91     | 99.3        |
| Multiple Regression | 0.88     | 116.7       | 0.81     | 219.2       |

Comparison results are shown in Figure 6a,b and Table 2. To sum up, both ANN results look like more convincing performances than multiple regression. For learning periods, the ANN with VMD has 0.93, 80.3 for the coefficient of determination (R²) and root mean square error (RMSE), which are widely known and used as measures and evaluation for model performance or selection criteria [68]. In comparison, the ANN with raw runoff and multiple regression has 0.93, 0.88 for R² and 59.3, 116.7 for the RMSE, respectively. Therefore, both ANN models showed similar and better performance than multiple regression. Station B has 15,053 km² of upper basin area and 350 m of river width, therefore, the station measures the runoff from a relatively large basin. It would be reasonable to regard it as an abnormal observation when station B shows a low flow rate of approximately 20 m³/s or less [61]. Having too little runoff is a problem in observation. The ANN with raw runoff and multiple regression shows several relatively small runoffs during both periods, such as 0.1–1.0 m³/s in September 2015, 0.5–8.0 m³/s in August 2016, and 1.0–7.2 m³/s in March 2017. Station B has 51.8 m³/s at the drought water level, which is equal to 0.97 in percentiles [41]. Approximately 24 m³/s or less of runoff amount,
which is 0.995 in percentiles in station B at the drought water level and is the confidence boundary for proper observation percentiles [69], has the probabilities of abnormal observation. In the periods of validation (2019), the ANN with raw runoff and multiple regression shows 0.84, 0.81 for $R^2$ and 127.3, 219.2 for the RMSE, respectively. The ANN with VMD shows a more stable result with 0.91 for $R^2$ and 99.3 for the RMSE. Above all, it does not show an abnormal trend or too little runoff during the whole period. Therefore, the suggested method based on VMD shows its applicability.

3.3. Reconstruction Results and Discussion

The abnormal runoff series from 2012 to 2019 in station B were reconstructed using an established ANN model with VMD, and its results are shown in Figure 7. For their visibility, reconstructed and observed runoff values are expressed as a 5-day moving average, and the runoff boundary, which is explained with high and low runoff values of stations A and C, are also plotted to compare with station B.

![Reconstructed results for station B](image)

Figure 7. Reconstructed results for station B: (a) reconstructed periods, (b) observed periods; gray boundary indicates high and low flow at stations A and C, blue line indicates observed runoff, and red line indicates reconstructed (simulated) runoff using the suggested method.

Overall, the reconstructed runoff series in station B has shown a relatively good result, with 0.92 for $R^2$ and 55.9 for the RMSE from 2014 to 2019 (Figure 7b). Additionally, the reconstructed runoff series was identified to have the same distribution as the two-variable Kolmogorov–Smirnov test with a 95% significance level [70]. Of course, there is no “true value” of observations for 2012 to 2013, but the reconstructed series (red line) seems to be well matched with the observed runoff (blue line) after 2013. In fact, the reconstructed series shows a similar trend with the runoff boundary in stations A and C. Additionally, other evidence could be found in 2014 to 2019. In Figure 7b, there are three periods with wide range of runoff boundaries and abnormal runoff observations in station B:
(i) the period (marked as “Missing data”) during March 2017 has a zero value of runoff in station A and was identified as missing data due to the failure of measuring equipment, (ii) period A during November 2018 to February 2019, with approximately a 65.0 m$^3$/s difference with stations A and C and abnormal runoff (minus runoff value) in station B, and (iii) period B during October 2019, with approximately a 81.6 m$^3$/s difference between stations A and C and abnormal runoff (1.0–10 m$^3$/s) in station B. Technically, there is a relatively more constant low runoff amount in station C than stations A and B, therefore, it is insignificant since station C is the downstream station. Station C is located about 7 km downstream from the Hapcheon-Changnyeong weir and about 35 km upstream from the Changnyeong-Haman weir, and therefore it was influenced by the weirs (see the Figure 1). The Korean government established and carried forward the plan that tries to open and monitor the multi-purpose weir for environmental restorations (the Ministry of Environment 2019) [43]. As part of the plan, the Hapcheon-Changnyeong and Changnyeong-Haman weir were also opened twice to evaluate the effect of continuous discharge. The opening periods were from 10 October 2018 to 22 February 2019 and 17 October 2019 to the end of that year, with Height above sea level (EL.) 9.2 to 4.8 m for the Hapcheon-Changnyeong weir, and EL.4.8 to 2.2 m for the Changnyeong-Haman weir, respectively. Therefore, the abnormal observation of stations B and C in these periods (A and B) could be explained by the gate operation of the weirs. It is one of the pieces of evidence proving that the ANN model with VMD is appropriate. Consequently, the suggested method could be used to reconstruct the abnormal data in the river section, which are influenced by hydraulic structures.

The limitation of the study is the absolute accuracy of the measurement. The hydrological stations in the middle part of the Nakdong River have 80 to 100 m$^3$/s as the median value of runoff, and have 150 to 550 m in river width, with approximately a 10 m depth [43]. This means that the flow velocity in the Nakdong River is inevitably low, at 0.05–0.08 m/s, even at median water level, and since the accuracy of ADVM is 1% of the measure velocity or 0.005 m/s [42], this suggests that there is 10% uncertainty or more under the median water level. That is the reason for this study and why the daily runoff time series was selected. Thus, with the help of the methodology suggested in this study, a reconstruction of abnormal data would be possible and can later be used as a basis for accurate quality control in the Nakdong River region.

4. Conclusions

The objective of the study is to suggest a method to reconstruct abnormal daily runoff data, particularly in adjacent hydrological stations where different flow characteristics are present and the influence of hydraulic structure exists. The VMD technique was applied to three runoff series obtained through several hydraulic structures in the main stream of the Nakdong River. The series were divided into three components of two runoff components (1st and 2nd modes), which are governed by basin runoff characteristics, and a residual, which is combined with runoff and disturbed flow characteristics. The decomposed result using VMD showed that the runoff components in a particular station that was influenced by hydraulic structures could be reconstructed using adjacent stations, but the residual mode could not be reconstructed and had to be used only on its own series. Therefore, the abnormal data could be reconstructed using the “reconstructed” modes and the “original” residuals in each hydrological station. The IMF reconstruction model was established using the ANN technique, two “divided” modes, and the reconstructed runoff, which is done by summing up reconstructed IMFs and residual modes. The runoff series in station B from 2012 to 2019, which shows inaccurate observation from 2012 to 2013 due to a facility issue, was also reconstructed. The reconstructed result in station B has been shown to have relatively good results, with 0.92 for $R^2$ and 55.9 for the RMSE, thereby proving its applicability. Considering the importance of target stations, inaccurate or missing observations could cause problems in managing water resources, especially in times of flood, drought, and even algal blooms. Since different flow characteristics of target stations tend to make quality control more difficult, the method suggested in this study could be used as an alternative to reconstruct or control the quality of the hydrological data for both missing and abnormal data. Finally, with further
study, VMD is an effective way to separate or remove white noise in signals, and it could also be a good alternative to remove uncertainties in observed series. This topic can be a subject for further studies. **Author Contributions:** Conceptualization, methodology, analysis, visualization, J.K.; writing-review and editing, J.J.; investigation and editing, J.L.; supervision and project administration, H.S.K. All authors have read and agreed to the published version of the manuscript. **Funding:** This research and the APC were funded by the National Research Foundation of Korea (NRF) grant funded by the Korean government (MSIT) (No. 2017R1A2B3005695). **Conflicts of Interest:** The authors declare no conflict of interest. **References**
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