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ABSTRACT

Control of light through a microscope objective with a high numerical aperture is a common requirement in applications such as optogenetics, adaptive optics, or laser processing. Light propagation, including polarization effects, can be described under these conditions using the Debye-Wolf diffraction integral.

Here, we take advantage of differentiable optimization and machine learning for efficiently optimizing the Debye-Wolf integral for such applications. For light shaping we show that this optimization approach is suitable for engineering arbitrary three-dimensional point spread functions in a two-photon microscope. For differentiable model-based adaptive optics (DAO), the developed method can find aberration corrections with intrinsic image features, for example neurons labeled with genetically encoded calcium indicators, without requiring guide stars. Using computational modeling we further discuss the range of spatial frequencies and magnitudes of aberrations which can be corrected with this approach.

1 Introduction

Control of light through high numerical aperture (N.A.) objectives is a common requirement in microscopy, for example for engineering specific point spread functions for super-resolution imaging [1,2], for generating target light distributions for optical stimulation [3,4,5], for optical tweezers [6,7], or for aberration corrections in adaptive optics [8,9,10]. For controlling light in all these situations, computational modeling is the most versatile approach for finding a phase pattern that, when displayed on a spatial light modulator (SLM), results in the desired target light distribution in the focal volume.

Light propagation through a microscope objective with high N.A. can accurately be described with the vectorial Debye-Wolf diffraction integral [11]. The Debye-Wolf integral takes into account the orientation of the electromagnetic field vector (polarization) which contributes to the shape of the focus in high N.A. objectives. Such effects can be exploited for high resolution imaging, for example with diffraction limited objects, such as single molecules or nanostructures [1,2,12].

However, inversion of the Debye-Wolf integral does not have a general closed-form solution [13], and one therefore typically resorts to numerical approaches for applications that aim to generate an intended target light distribution. A fast method for calculating the Debye-Wolf integral would therefore be useful across a range of applications, for example vectorial imaging [14], vectorial beam shaping for tight focusing [2] or superresolution computational imaging [15], as well as any light shaping or imaging applications also at lower resolution, that is where polarization effects have less of an impact.
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Here, we develop such an efficient approach for computing the Debye-Wolf integral using chirp-Z transforms (CZT) [16] which can be used, both, for modelling (forward problem) and parameter search through optimization (inverse problem) within the Tensorflow machine learning framework [17]. This framework provides tools for differentiable optimization and leverages Graphics Processing Units (GPUs) for performance (see Sec. 3.4). Differentiable optimization of physical models is used across disciplines and is often called differentiable physics (see for example [18, 19, 20]).

We demonstrate two applications of the implemented differentiable model: light shaping as well as adaptive optics in a two-photon fluorescence microscope, in both cases by solving an inverse problem.

Model-based adaptive optics takes advantage of modeling image formation in the microscope for finding aberration corrections, for example by taking into account how aberrations affect the imaging system [21, 22, 23, 24, 25, 26] or by introducing constraints on the structure of aberrations [27, 28]. Differential model-based adaptive optics (DAO), in addition to using a computational model that describes image formation, relies on differentiable optimization of the model in machine learning frameworks [25, 26].

Model-based AO approaches generally aim to reduce the number of measurements required for finding corrections compared with other sensorless iterative methods [22, 29, 23, 30, 31, 32, 33]. Reducing the number of required measurements improves the speed with which corrections can be found and reduces photobleaching or phototoxicity, both of which is of interest in particular for dynamic biological samples.

For using the Debye-Wolf diffraction integral in the differentiable optimization of a microscope model for adaptive optics [25, 26], an aberration is included in the model as an unknown parameter. This parameter is then found using optimization, matching the model output to experimental measurements. We show that by additionally including the fluorescence distribution or object function of the sample as an optimization parameter, DAO can be used for arbitrary samples, without the requirement of guide stars, provided that sufficiently informative, or high-resolution, features are present. We demonstrate sensorless aberration detection under imaging conditions encountered in biological samples, such as in the fruit fly (Drosophila melanogaster) or the zebrafish (Danio rerio) expressing genetically encoded calcium indicators. Using simulations we additionally discuss the limits in terms of magnitude and spatial frequency over which this optimization approach is expected to work.

In a second application we use the Debye-Wolf integral for light shaping in the focal volume, as commonly applied for example in the context of optogenetics [5, 34] or other photostimulation techniques [4, 3]. These applications typically use computer generated holography based on an iterative approach such as Gerchberg-Saxton [35], which relies on forward and inverse beam propagation calculations usually implemented with Fourier transforms [36, 4]. Here, applying optimization of the Debye-Wolf integral for light shaping, we generate arbitrary light intensity distribution in the focal volume of a two-photon microscope.

2 Methods

The principle of the differentiable adaptive optics approach has been described in [26] using the Rayleigh–Sommerfeld approximation [37]: a computational model of the microscope is created using wave optics, encompassing fixed parameters of the microscope such as N.A. and focal distance of the objective, controlled parameters, such as the applied illumination modulation, and unknown parameters, such as the aberration function. We here introduce and additional unknown parameter, the object function, which describes the fluorescence distribution, and makes the differentiable approach independent of guide stars (which were required in [26]). This model functions as a digital twin of the microscope. Once an unknown aberration is introduced in a sample in the microscope, the images produced by the model no longer match the experimental measurements. Given enough distinct measurements from the aberrated microscope with varying modulations (probes), the model output can be matched to the microscope by optimizing its aberration parameter (Fig. 1). Once the model output matches the probing images of the microscope, its aberration parameter can be transformed into a correction by taking the phase conjugate.

We here apply a similar approach but model image formation in the microscope by computing a vectorial Debye-Wolf diffraction integral of the pupil function at the focal plane, thus obtaining the point spread function of the microscope (PSF). The pupil function encompasses the apodization of the objective, applied SLM modulation, and system aberrations. The resulting PSF is convolved with the object function to obtain an image.

2.1 Setup

We use a similar custom built two-photon fluorescence laser scanning microscope as in [26], equipped with a phase spatial light modulator (SLM) in the excitation path, as schematically shown in Fig. 1: an expanded laser beam (920 nm, Chameleon Discovery, Coherent), modulated by the SLM (Meadowlark, HSP1920-1064-HSP8) is focused onto the...
Figure 1: Schematic of microscope and DAO correction procedure. Left: schematic of the 2-photon microscope (relay lenses and mirrors omitted). An expanded circularly polarized beam is reflected off the phase-SLM (quarter waveplate ensures linear polarization of light aligned with SLM); scanned with mirrors and focused in the sample with an objective. Fluorescence is focused onto a PMT over a dichroic mirror. SLM, scanning mirrors and objective pupil are conjugate. Right: diagram of the computational model of the microscope. Taking SLM modulation as input, complex amplitude of the modulated beam at the SLM plane $P$ is calculated: (1) Incident polarized beam. (2) Pupil function is projected onto the focal sphere as in Debye-Wolf integral (3) resulting in angular spectra $Q$ for all three components of electromagnetic field for either of $x$- and $y$- pupil polarization components. These are integrated with chirp-Z transform (4). The fluorescence PSF is obtained (5) and convolved with the object function $OF$ (6), which yields a simulated image. PMT and noise effects on image formation can also be included (7).

Middle: diagram of model optimization to infer unknown aberration in the microscope. A number of random phase modulations is used to probe the microscope and corresponding fluorescence images are recorded. The model is run with the same modulations serving as input and optimized variables (object function and aberration) are tuned to match model output to the aberrated microscope by minimizing the loss function.

sample with the objective (Nikon CFI Apo 60X W NIR, N.A. 1.0, 2.8 mm W.D.) and scanned with a pair of scanning mirrors (one resonant, one non-resonant). The SLM was imaged onto the resonant scanning mirrors with a pair of lenses and the mirrors were imaged into the back focal plane of the objective. Fluorescence was collected with a dichroic mirror collected with a photomultiplier (Hamamatsu, H7422PA-40) operating in photon counting mode. Images were recorded at a resolution of $512 \times 512$ pixels at a rate of 30 Hz. The microscope was controlled with Scanimage [38] which was integrated with custom software written in Python for SLM control and for synchronizing probing modulations with image acquisition using Scanimage API callbacks.

2.2 Computational model

Vectorial diffraction theory (unlike scalar diffraction) accounts for the direction of the electromagnetic field and therefore allows to represent light polarization. This is relevant for modelling of high N.A. objectives, which deflect light by
large angles and thus induce non-negligible oscillations of the electromagnetic field along the optical axis. Modeling of image formation in the two-photon microscope proceeded along the following steps:

First, the pupil function of the objective was computed by representing it as a complex-valued function discretized at the chosen resolution. The amplitude of this function represents the beam profile, including apodization by the objective; the phase carries the modulation imposed by the SLM as well as the aberration of the sample, since aberrations are modeled at the plane conjugate to the SLM [25]. This alleviates the necessity to model intermediate planes in the light propagation path and allows to convert aberrations determined through optimization (see below) into corrections by simple inversion of the phase \( \varphi_{\text{corr}} = -\varphi_{\text{aberration}} \).

Second, simulation of the point spread function (PSF) corresponding to the pupil function was done by computing the diffraction of the wavefront at the focal plane considering objective and microscope parameters. The PSF was computed at the same scale \( \mu \text{m}/\mu\text{x} \) as the microscope image discretization to ensure pixelwise matching of the simulated images. The PSF for two-photon imaging was obtained by squaring the intensity of the excitation light.

Next, image formation in the microscope was modelled as the convolution of the PSF and an object function. As for the PSF, the resolution of the object function matched the imaging resolution of the microscope.

Modelling gain and nonlinearity of the photomultiplier operating in photon counting mode is relevant to get realistic images. The limited dynamic range of the PMT, which leads to saturation at high photon count rates, affects especially images of brighter objects, which as a result appear bigger. This process is modelled by multiplying the image intensity by the gain factor and capping the result at a constant value, corresponding to the maximum photon count rate.

Two types of PMT noise were taken into account: shot noise (due to probabilistic nature of single photon counting) and dark current (thermally generated electrons in the PMT). Shot noise was modelled by drawing Poisson-distributed random variables with \( \lambda \) proportional to the imaged intensity. Dark current was modelled by adding a positive bias to the image before the Poisson sampling.

Combining all of the above steps, the model produced images that closely matched experimental data as shown in Fig. 1. More details of the implementation are provided in the next section.

### 2.3 Efficient implementation of the Debye-Wolf integral optimization

Using vectorial diffraction theory as described in [39, 40] requires the independent calculation of diffraction of the 3 orthogonal components of electromagnetic field. We follow the convention in [39, 40] where the optical axis of the system is directed in z-direction of a Cartesian coordinate system. The electromagnetic field oscillations in a collimated beam are occurring in the x- and y- directions. The pupil function is then defined by two complex-valued distributions \( PX \) and \( PY \), corresponding to the x- and y-polarized light field components. In our case, the beam is circularly polarized and therefore the complex amplitudes of both polarization components of the beam are identical except for a global \( \pi/2 \) phase difference. If \( A_0 \) is the amplitude profile of the beam, \( \Phi_{\text{aberration}} \) is the aberration equivalent at the SLM plane, and \( \Phi_{\text{modulation}} \) is the phase modulation imposed by SLM,

\[
EX = A_0 \cdot \exp (i\Phi_{\text{aberration}} + i\Phi_{\text{modulation}}) \\
EY = \frac{EX}{\sqrt{2}} \cdot \cos (\pi/2)
\]

Next, the PSF of the obtained pupil function is computed. This can be done by mapping the pupil function onto the converging spherical wavefront that the objective creates, which results in the Debye-Wolf integral [11], which has to be computed for every point of the target (focal) plane to obtain the PSF. This has to be solved numerically, and, depending on the resolution of the integrand and the target plane, naive calculation of the this integral is prohibitively slow. Additionally, the discretization resolution of the integrand needs to be high for strong phase perturbations to satisfy the sampling criterion (the phase difference between adjacent sampling points of the pupil function cannot exceed \( \pi \) radians [40]). However, this integral can be formulated in terms of Fourier transforms, if the integrand is suitably parameterized and sampled, allowing to leverage the fast Fourier transform (FFT) algorithm with lower time complexity, which is the cornerstone of the angular spectrum method [37]. For that, the entrance pupil function is mapped into the angular spectrum – a distribution of complex amplitudes over k-space, where each point represents a plane wave with given amplitude and phase travelling in a distinct direction [41 Chapter 3]. In this representation, the focal plane diffraction is a Fourier transform of the angular spectrum. Similarly, diffraction in other offset planes can be computed if the angular spectrum is multiplied by a corresponding propagation factor, which allows simulating focal volumes.

For calculating the angular spectrum, each of the x- and y-polarizations of the objective pupil functions is remapped onto 3-dimensional k-space \( Q(k_x, k_y, k_z) \), sampled over the region corresponding to the angle of convergence of the focused beam. Diffraction of this 3D pupil function at the target plane is expressed with a Fourier transform (taken
component-wise), denoted here as $\mathcal{F}$:

$$EX_{X,Y,Z} = \mathcal{F}[QX_{kX,kY,kZ}]$$
$$EY_{X,Y,Z} = \mathcal{F}[QY_{kX,kY,kZ}]$$

The resulting vector electric field in the target plane $E = (EX, EY, EZ)$ is found by summing the corresponding components of the vectorial diffraction of either of X- and Y- polarization components of the beam:

$$EX = EX_X + EY_X$$
$$EY = EX_Y + EY_Y$$
$$EZ = EX_Z + EY_Z.$$ 

We use the mapping of $EX$ and $EY$ into k-space $QX$ and $QY$ from [39]. However, using FFT for integrating the angular spectrum has the limitation that the resolution of the output is the same as the resolution of the input. As a result, the frequency band of the integrand results in a major part of the k-space remaining empty, although it still needs to be computationally processed, while the relevant frequency band has only very low resolution [10] (see Supplementary Materials). Instead of FFT we therefore use the chirp-z transform (further denoted as $\mathcal{Z}$), which is free of these constraints, allowing to arbitrarily chose the resolution of the output and the frequency band of the input, alleviating the idle computations and keeping the resolution of the input pupil function high [40]. Using Bluestein’s algorithm, it can be computed with two FFTs and one multiplication with a precomputed coefficient matrix [16]. This allows to freely select the resolution of the discretization of the pupil function, as well as the size of the calculated field of view and its resolution. This in turn allows to easily adjust the model to parameters of the microscope, such as zoom level or imaging resolution [10].

The measured light intensity is proportional to the squared magnitude of the electric field (considering all 3 directional components), and taking into account the two-photon fluorescence excitation process, we obtain the fluorescence PSF as:

$$PSF = (|EX|^2 + |EY|^2 + |EZ|^2)^2$$

Given an object function $OF$, the fluorescence image $I_{\text{fluorescence}}$ is obtained as the convolution of the object function with the PSF: $I_{\text{fluorescence}} = OF \ast PSF$. This assumes that the entire field of view lies within the isoplanatic patch.

Finally, to simulate photon counting, the measured intensity in photon counts for every pixel is sampled from a Poisson distribution $\text{Pois}(\lambda)$ with $\lambda \propto I_{\text{fluorescence}}$. To control the proportionality we introduce the gain parameter $a$, simulate background noise with a global positive bias to the fluorescence $b$. To avoid excessive background contributions at the edges of the field of view and to control the overall bias, we apply Poisson resampling of the measured intensities.

$$I_{\text{PMT}} = \min(\text{Pois}(a \cdot I_{\text{fluorescence}} + b), I_{\text{max}})$$

This allows to closely match actually recorded focal volumes of the microscope once all the parameters are fitted. We verified that the implementation of the Debye-Wolf integral accurately reproduced vectorial PSFs as described in [40], see Supplementary Materials.

### 2.4 Fitting the model to the experimental setup

Parameters for fitting the model to the microscope included N.A. (refractive index of immersion medium, pupil diameter and focal length of the objective), illumination wavelength, as well as size and resolution of the field of view. These parameters need to be adjusted such that the resulting PSF generated computationally dependent on an arbitrary phase image matches the experimentally measured PSF when displaying the same phase pattern on the SLM.

The procedure for model matching was similar to the one previously described in [26]. We started with the physical parameters of the microscope and fine-tuned them manually to match the model response to low-order Zernike modes to that of the microscope when imaging 0.5 µm fluorescent beads. Compared with the physical parameters, only a minor adjustment of the numerical aperture was needed, achieved by reducing the pupil diameter, since the microscope objective was slightly underfilled. Displaying phase ramps of varying magnitudes (tip and tilt modes Z2 and Z3) caused focus displacements in the field of view depending on the numerical aperture (see Supplementary Materials Fig. [4]). By adjusting the model numerical aperture, the lateral displacements of the foci were matched to the measured ones (see Supplementary Materials).

Additionally, the correspondence between the AO system of the microscope and the model needed to be adjusted. The displayed patterns were slightly rotated to match the geometry of the setup which was achieved by adding the rotation to the phase patterns before displaying them on the SLM. Furthermore, the modulations applied to the SLM needed to exactly match the beam diameter and any light entering the system not accounted for in the model had to be blocked.
For this, we implemented binary amplitude modulation with the phase-only SLM [42] and muted the SLM area outside the modulation, effectively creating an aperture with the SLM and allowing only modulated light to proceed to the sample. The beam intensity distribution within the modulated area was obtained through optimization of the model in the same way as used for finding aberrations, and embedded in the model as amplitude of the pupil function (apodization).

The same amplitude modulation technique was also used to match the simulated PMT gain parameters: a number of phase modulations with varying attenuation from 1.0 to 0.0 were consecutively tested in the microscope. The gain was set such that overexposure (and PMT photon count capping) happened at full amplitude; this was indicated by the focal spot getting broader without its maximum count number increasing. At a particular level of attenuation, the imaged focus reached its maximum before being capped, and the model parameters (gain level and maximum photon count) were adjusted to reach the cap at the same level of beam attenuation.

2.5 Model optimization

Once the model is initialized with correctly adjusted parameters, it can be treated as a function generating fluorescence images depending on multiple variables, such as SLM modulation, sample aberration, and object function: \( I_{\text{PMT}} = M(\Phi_{\text{modulation}}, \Phi_{\text{aberration}}, OF) \). Finding the unknown parameters then can be formulated as an optimization problem of matching the output of the model to the observations:

\[
\arg \min_{OF, \Phi_{\text{aberration}}} \sum_{i=1}^{N} \text{loss}(M(\Phi_{\text{modulation}}_{i}, \Phi_{\text{aberration}}, OF), I_{i}),
\]

where \( I_{i} \) is a fluorescence image taken with the microscope under the \( i \)-th out of \( N \) probing modulations, \( \Phi_{\text{modulation}}_{i} \), and the loss is the function measuring the difference between images, which is to be minimized. The loss function was constructed from the following terms:

\[
\text{loss} = -r(M(\Phi_{\text{modulation}}, \Phi_{\text{aberration}}, OF), I_{\text{measured}}) - I_{\text{max}} + L_{1}(OF),
\]

where \( r \) is Pearson’s correlation coefficient between simulated images and measurements. \( I_{\text{max}} \) is the maximum intensity of the PSF which promotes solutions that do not discard light out of the field of view. The \( L_{1}(OF) \) norm promotes sparsity of the object function with the goal of getting a minimal footprint of objects and thus imposing the assumption that image blurring (and visible object footprint expansion) happens due to PSF broadening.

For object function optimization, an initial estimate was selected based on the probing images by taking the brightest probing modulations, \( \Phi_{\text{modulation}}_{i} \), and the loss is the function measuring the difference between images, which is to be minimized. The loss function was constructed from the following terms:

\[
\text{loss} = -r(M(\Phi_{\text{modulation}}, \Phi_{\text{aberration}}, OF), I_{\text{measured}}) - I_{\text{max}} + L_{1}(OF),
\]

where \( r \) is Pearson’s correlation coefficient between simulated images and measurements. \( I_{\text{max}} \) is the maximum intensity of the PSF which promotes solutions that do not discard light out of the field of view. The \( L_{1}(OF) \) norm promotes sparsity of the object function with the goal of getting a minimal footprint of objects and thus imposing the assumption that image blurring (and visible object footprint expansion) happens due to PSF broadening.

For object function optimization, an initial estimate was selected based on the probing images by taking the brightest of all measurements. (In situations where the object is known and can be accurately modelled, for example when guide stars of known size are present in the sample, this information could be used alternatively.)

The model was implemented in Tensorflow with the following adjustments: First, the PMT shot noise simulation was omitted, since the random sampling operation interrupts gradient backpropagation needed for optimization. Also, pixel-wise image comparison in the loss function becomes very irregular for noisy low-intensity images. Second, the PMT nonlinearity simulated with a \text{MAX} function was implemented with a repurposed leaky ReLU function to prevent gradient loss in high-intensity areas and to facilitate the optimization process. Third, the object function \( OF \) and PSF convolution was implemented as a multiplication in the Fourier domain, since direct convolution in Tensorflow is very resource exhaustive for big kernels as used here. Fourth, the chirp-Z transforms were optimized and sped up by precomputing and storing the coefficient matrices and sharing them across multiple transforms, since these coefficients depend on the respective resolution of the transform input and output only, and not on the transformed data. Fifth, following model evaluation, the maximal intensity \( I_{\text{max}} \) of the PSF was saved to be used in the loss function. Finally, simulated and recorded images were compared over a cropped central region. The reason was that SLM modulations can cause images to shift substantially in the field of view, causing ambiguity at the edges. Cropping images to the central region means that the object function was simulated for a greater area than was typically visible, allowing to reproduce images shifting without edge artifacts.

2.6 Model optimization for adaptive optics

For adaptive optics the goal is the identification of an unknown aberration as well as an unknown object function (unless guide stars are present in the sample). To constrain the optimization problem, \( N = 56 \) random phase aberrations were generated by randomly sampling the first 55 Zernike coefficients from a normal distribution and by taking the weighted sum of the corresponding polynomials. The magnitude of the resulting probe phase modulation was normalized to \( \text{RMS} = 0.18 \lambda \). Applying these modulations consecutively, fluorescence images were recorded under aberrated conditions, resulting in a dataset of pairs of input modulations (probes) and corresponding output images (responses).
Out of all these response images, the brightest one was selected and assigned to the object function variable as an initial estimate; the inverse of the corresponding probing modulation was assigned as an initial estimate for the aberration.

Optimization was done with Adam with default parameters and a learning rate of 0.1. We did not use the standard training loop which iterates through a complete dataset introducing each sample once per epoch. Instead we implemented a custom loop which draws random samples from the dataset to populate a batch in every iteration and therefore does not operate in terms of epochs:

```plaintext
i_init = indexof(max(brightness(images)))
aberration ← modulations[i_init]
object_function ← images[i_init]
for (i = 0; i < max_iter; i) do
    modulations, images ← sample_random_batch(modulations, images)
simulated ← M(modulations, aberration, object_function)
gradients ← get_gradients(loss(simulated, images))
aberration, modulation ← apply_gradients(aberration, modulation, gradients)
end for
correction ← aberration
```

Typically, we used 300 such iterations with a batch size of 8 and the solution was obtained once the correlation between probes and simulations exceeded 0.5. Additionally we did not have validation data since we were dealing with a very small number of samples (<100).

### 2.7 Model optimization for light shaping

Since the model is optimized for matching an output to a target, it can also be similarly used for light shaping. In this case, a synthetic image serves as target. Since the shape of the focus has to match the synthetic target image, the object function is not contributing to image formation and can be set to a Dirac delta function or a small bead, without being subject to optimization. Additionally, since no probing modulations are required, the optimization is done with batch size equalling one (flat phase mask).

### 2.8 Simulation of PSFs depending on different aberration conditions

Aberrations encountered in biological samples result from sample inhomogeneities, or changes in refractive index, across spatial scales, from variations between individual cells to changes in tissue composition. Such inhomogeneities lead to changes in the optical path between different parts of the beam propagating in the sample and thus impede focusing of light to a diffraction limited spot. To assess the range of aberrations that one can expect to correct with the developed approach, we simulated and quantified the effect of various aberrations with varying spatial frequencies and phase magnitude on the PSF and consecutively imaging quality.

We use conventions from aberration theory \[43\] and describe an aberration as optical path difference (OPD) of an aberrated compared to an unaberrated system, measured in wavelengths \(\lambda\). Here, this corresponds to the deviation of the wavefront from an ideal spherical shape, comprising the OPD surface \(W\). This surface can be characterized by its magnitude, for example peak-to-valley difference \(W_{PV}\) between the maximal (peak) and minimal (valley) OPD of the surface, or \(W_{RMS}\) - root-mean-square of the OPD, and by its spatial frequency \(\nu\) - number of peak-valley cycles across the pupil, which roughly translates to the size of phase discontinuities in the aberrating medium. Either parameter has an effect on the resulting PSF, reducing it’s peak intensity by reducing constructive interference through off-phasing parts of the wavefront, or introducing destructive interference with bigger magnitudes, which splits the focus and adds speckles. The effect of the latter and the complexity of the speckle patterns depend on the spatial frequencies of the aberration.

We assessed both effects by simulating the effect of randomly drawn aberrations with \(W_{RMS}\) and \(\nu\) on the PSF in our microscope model by measuring the resulting Strehl ratio \(S\), resulting in a map of aberrations allowing to qualitatively describe their effect on the focus (Fig. 1). The aberrations were generated by integrating a single frequency-band angular spectrum with randomized phase using CZT, and normalizing the surface magnitude to \(W_{RMS}\).

### 2.9 Sample preparation

Flies expressed the genetically encoded calcium indicator jGCaMP8m \[44\] in ensheathing glia using the GAL4 line R56F03 \[45\] and were dissected using laser surgery and glued to a glass cover slide as described in \[46\]. Zebrafish (Danio rerio) Tg(elavl3:GCaMP6s) 5dpf larvae expressed GCaMP6s pan-neuronally \[47\], and were fully embedded in 3.5% low-melting agarose.
3 Results

3.1 Differentiable adaptive optics using the Debye-Wolf integral

To validate the performance of the developed DAO approach we used several different samples: fluorescent beads (with a diameter of 0.5 \( \mu m \)) distributed in clusters on a cover glass, as well as fruit flies (\textit{Drosophila melanogaster}) and zebrafish larvae (\textit{Danio rerio}). None of these samples included guide stars and optimization instead took advantage of sample intrinsic features. Fruit fly and zebrafish samples were largely transparent, without inducing any visible distortions of the PSF shape. Aberrations were therefore introduced by applying a phase pattern generated from the first 56 Zernike modes on the SLM. The samples were then imaged under these aberrating conditions and probed with 56 randomly selected modulations with the same maximal order of Zernike modes. This procedure had the advantage of that the unaberrated ground truth was known and therefore could be compared with the achieved correction.

We additionally verified that the developed approach could correct for aberrations generated by aberrating samples, such as a layer of vacuum grease on top of fluorescent beads (in which case the ground truth was not known). The intrinsic aberrations encountered in zebrafish and fruit flies, which lead to reduced intensity when imaging deeper into the sample, exceeded the range of applications of the method, likely consisting of very high frequency aberrations that lead to dimming of the excitation light, without however leading to detectable changes in the PSF shape (see section 3.2).

As seen in examples with fluorescent bead clusters (Fig. 2), fruit flies and zebrafish (Fig. 3) corrections led to an increase in image contrast and intensity. However the corrected PSF brightness was generally below the unaberrated ground truth. This was likely due to high spatial frequency noise, resulting from measurement noise, manifesting itself as high-order aberrations similar to what is discussed in [48]. Model optimization required typically around 120 seconds on a workstation with four Nvidia Titan RTX GPUs.

3.2 Aberration characterization

To investigate the domain over which aberrations can be corrected with the developed model, we characterized the effect of aberrations on the microscope PSF. For this, we quantified aberrations by their spatial frequency and phase magnitude and explored a range of aberrations by running a simulation of 50 random aberrations per data point and averaging the resulting PSF Strehl ratio \( S \).

The resulting map of the parameter space confirms that both high phase magnitude and high spatial frequency correlate negatively with focus brightness. One can qualitatively describe several regions of the parameter space (Fig. 4): First, bright foci with \( S > 0.8 \) (samples 1, 5) which appear as close to diffraction-limited can be achieved even at high magnitude aberrations with low enough spatial frequency (where aberrations are ramp-like, causing only the displacement of the focus), or at high spatial frequencies when aberration magnitude is low. In a second region with compact deformed foci (samples 2, 3) corresponding to lower-order Zernike modes - often the shapes of aberrations can be recognized (coma, trefoil, astigmatism, etc.). Third, a region with broader foci expanding over or beyond the whole field of view, at higher spatial frequencies or magnitudes (sample 4). Fourth, a speckle regime (samples 8, 9) with no recognizable focus shapes, only uniformly scattered speckles in and beyond the field of view. Finally, a transition to a region dominated by speckles at above 10 cycles across the pupil. Further increasing the spatial frequency did not affect the quality of the PSF. The PSF depends only on the magnitude of the aberration and shows a characteristic transition with increasing magnitude (samples 5 through 8): the focus becomes dimmer (5, 6), then coexists with appearing background speckle (7) and gets even dimmer while the background speckle gets brighter, until it can not be distinguished from the speckles (8).

These qualitative observations describe several imaging situations: low spatial frequency aberrations, such as spherical, coma, or astigmatism, resulting for example from a refractive index mismatch at the sample interface, can have a strong deteriorating effect on the image quality by deforming the PSF. They can however be relatively easily corrected, since the number of degrees of freedom for the correction is low. Regions in Fig. 4 with high spatial frequencies and a transition of the focus to speckles are reminiscent of imaging deep in tissue: with depth, image brightness reduces without affecting the resolution at first. As background speckles increase in brightness, the image contrast is lost until no details are distinguishable (since the speckled PSF may become as big as the FOV). The advantage of the nonlinearity of multi-photon imaging is especially evident here, since it increases the contrast of a dim focus and the background speckles for higher magnitude aberrations.

The aberrations in these simulations were generated with a single spatial frequency band, whereas in actual samples aberrations with multiple frequencies can overlap, presenting additional challenge and possibilities of partial corrections, for example when a low-frequency component is corrected and sensed, while a high-frequency residual aberration stays, since it can not be measured.
The aberrations used in our experiment were falling in the range of up to 2 cycles across the phase image, and these strongly affect the focus shape, and therefore could be sensed by our image-based method. From the simulation results we expect our method to work for aberrations with spatial frequencies up to around 5 cycles across and with magnitudes limited by the focus brightness and measurements signal-to-noise ratio or the size of the focus. Increasingly more probes are required for higher spatial frequency aberrations. This matches the conclusions from [48]: more complex aberrations require probing with higher spatial frequency component and also are more susceptible to noise.

The speckle range of the parameter space is the most challenging to correct, since apart from the large number of degrees of freedom, these aberrations allow only a very small isoplanatic patch. These conditions require significantly more (intensity-only) measurements, and can be addressed by methods such as [49, 50, 51].

### 3.3 Light shaping

We demonstrate light shaping using differentiable model optimization by generating planar (in a single focal plane) and volumetric holograms (in three focal planes at the same time) and by testing them in the microscope. For this, we used single beads of 0.5 μm diameter, which allows to image the PSF. Note that since such PSF shaping requires redistribution of energy of the beam over a larger volume, the intensity of the two-photon excitation dramatically...
Figure 3: Correction of SLM-imposed aberrations in biological samples. Top group: fruit fly *Drosophila melanogaster*. a<sub>xy</sub>, a<sub>zy</sub>, a<sub>xz</sub> - max projections of the sample volume imaged without correction; c<sub>xy</sub>, c<sub>zy</sub>, c<sub>xz</sub> - with correction; e<sub>xy</sub>, e<sub>zy</sub>, e<sub>xz</sub> - without aberration. b - imposed aberration, d - found aberration, and f - intensity cross sections (color coded) from uncorrected, corrected and unaberrated stacks.

Middle group: zebrafish sample, g<sub>xy</sub>, g<sub>zy</sub>, g<sub>xz</sub> - max projections of the sample volume imaged without correction; i<sub>xy</sub>, i<sub>zy</sub>, i<sub>xz</sub> - with correction; k<sub>xy</sub>, k<sub>zy</sub>, k<sub>xz</sub> - without aberration. h - imposed aberration, j - found aberration, and l - intensity sections (color coded) from uncorrected, corrected and unaberrated stacks.

Bottom group: another zebrafish sample, m<sub>xy</sub>, m<sub>zy</sub>, m<sub>xz</sub> - max projections of the sample volume imaged without correction; o<sub>xy</sub>, o<sub>zy</sub>, o<sub>xz</sub> - with correction; q<sub>xy</sub>, q<sub>zy</sub>, q<sub>xz</sub> - without aberration. n - imposed aberration, p - found aberration, and r - intensity sections (color coded) from uncorrected, corrected and unaberrated stacks.
Figure 4: Simulation of aberrations with varying magnitude $W_{\text{RMS}}$ and spatial frequency, averaged over 50 repetitions with representative aberrations and corresponding single- and two-photon PSFs for each point of the parameter space. Simulated field-of-view width equals $20\mu m$. Isolines separate the characteristic regions of the parameter space.

reduces. A fraction of the light that reflects off the SLM cover glass was not modulated and becomes relatively strongly visible (in the center of Fig. 5b).

3.4 Software

Python code and detailed instructions with examples are provided in Supplementary Materials. All the underlying functions for the model are available in Tensorflow, thus allowing to implement the simulation with the provided automatic differentiation, gradient-based optimizers and GPU-acceleration. The model can be used either for simulation of the microscope and generation of synthetic images, or for wavefront sensing by fitting it to the output of the aberrated microscope.

All code used for the applications described in the current paper will be provided upon publication at https://github.com/ivan-vishniakou/differentiable-adaptive-optics, and a Jupyter notebook with examples is provided in Supplementary Materials. The code is split into three dedicated Python modules: `czt_tf.py`, containing the implementation of the chirp-z transform in Tensorflow, `microscope_model.py` with the end-to-end microscope model, and `wavefronts.py` with helper functions to generate wavefront shapes from Zernike polynomials. Additionally, Jupyter Notebooks are provided with examples of how to run the model optimization and for synthetic image generation (`microscope_demo.ipynb`), vectorial PSF validation (`vectorial_psf.ipynb`), as well as demonstration of the chirp-Z transform (`czt_demo.ipynb`).
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4 Discussion

We developed a framework for differentiable modeling of light propagation with the Debye-Wolf diffraction integral. Efficient computation and optimization as well as close integration with an experimental setup opens up a range of applications. While we used the developed framework for DAO as well as light shaping, the same method could similarly be used in situations where the vectorial aspects of the computation are more important [15, 2].

Different from our previous DAO implementation [25, 26], which used Rayleigh–Sommerfeld diffraction [37], we here used the Debye-Wolf integral, which describes light propagation through high N.A. microscope objectives. Apart from being physically more accurate, an additional advantage is that the physical parameters of the objective can be directly inserted into the model and only minor parameter adjustments are needed for accurately describing image formation. Adjusting the model to the experimental setup is therefore simpler than when using the Rayleigh-Sommerfeld approximation [26].

Including an object function in the optimization allowed using intrinsic image features for DAO, that is, without requiring guide stars as in our previous implementation [25, 26]. Many biological samples show features close to the diffraction limit, such as axons or dendrites, which in this way can be exploited for aberration sensing. We demonstrated this under imaging conditions which are encountered with genetically encoded calcium indicators in fruit flies or zebrafish (Fig. 2, 3).

Compared with other sensorless methods that only use intensity characteristics or displacements of the image in one direction [9, 48], the method developed here relies on image modelling and allows to utilize a multidimensional feedback signal extracted from multiple pixels. However, in very dense and homogeneous samples, for example densely packed cell bodies that cover the entire field of view, the information that can be extracted in one measurement relies only on intensity, and in this situation feedback based methods are more suitable.

The phase output of DAO is not bound to any mode basis and can result in a phase surface with higher resolution than the spatial frequency of the probing modulations. We here nevertheless used Zernike modes to allow easier comparison with sensorless modal methods, requiring $2N + 1$ [8] or $N + 1$ measurements [25, 22, 29] for $N$ aberration modes. We therefore also used the same number $N$ of probing modulations as Zernike modes present in the aberration. DAO is additionally similar to another image based method which also requires $N$ measurements [9], but in DAO the entire beam can be used for probing, thus increasing the available power and resolution for aberration sensing.

The number of required probing modulations could potentially be further reduced using an optimal probing strategy by finding aberrations that would be suited best for gaining information about aberrations, and inferring the microscope-specific optimal probing mode basis as discussed in [52]. Probing of aberrations could be additionally improved by taking into account the three dimensional distribution of fluorescence typical observed in biological samples. Fluorescent volumes generally lead to confounds for sensing aberrations with sensorless methods due to shifts in the
focal plane or axial structure of the focus with changing probing modulations. This could be addressed by including a three dimensional sample distribution as an optimization parameter in DAO.

The simulations in Fig. 4 show the range of aberrations that one can expect to correct using DAO. For example, the distributions with fine and low intensity speckles will typically not be correctable using DAO due to the limited signal to noise ratio and dynamic range.

The developed optimization approach can equally be used for light shaping (Fig 5). Since the model captures effects due to light polarization, it could similarly be applied in situations where such effects are of greater interest, for example for vectorial imaging or optical tweezers [14, 15, 6, 2, 7].

Overall, we have developed a differentiable optimization method for the Debye-Wolf integral and applied it for light shaping and adaptive optics. The provided software offers a unified framework for efficiently modeling light propagation in high N.A. objectives and therefore can be used across microscopy applications.
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