Management and Orchestration Architecture for Integrated Access of Satellite and Terrestrial in 5G

Abstract—Multi-RAT access network, or heterogeneous access network, is considered to be the key enabling technology to satisfy the 5G requirements, such as high data rate, ultra-low latency and reliability. To make efficient use of all the available network resources, various research activities on multi-connectivity have been proposed to simultaneously connect, steer, and orchestrate across multiple different radio access technologies. Standardization of the management and orchestration of multi-connectivity environment, however, has just been initiated, thus further research and development is required. This paper proposes a novel management and orchestration architecture for integrated access of satellite and terrestrial in 5G. It especially focuses on the traffic steering and load-balancing of heterogeneous multi-RAT access environment.
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I. INTRODUCTION

Multi-RAT access network, or heterogeneous access network, is considered to be the key enabling technology to satisfy the 5G requirements, such as high data rate, ultra-low latency and reliability. To make efficient use of all the available network resources, multi-connectivity has been proposed to simultaneously connect, steer, and orchestrate across multiple different radio access technologies. The main advantage of the multi-connectivity approach fosters the possibility to send the user traffic in different Radio Access Technologies (RATs) that better satisfy the service requirements and the user needs. Some of the important advantages that can achieved by multi-connectivity are:

- Improvement of the overall data rates (throughput) to mobile UEs in 5G networks for both DL and UL.
- Improvement of the optimal exploitation of 5G network resources while meeting the 5G KPIs.
- Guarantee of service continuity (reliability) in mobile UEs

They, however, do not just come by without efforts of appropriate management and orchestration of multi-RAT environment. The main challenge is full lifecycle management of resources involved in the multi-connectivity environment: resource status observation, analytics, decision, and execution. Observation of precise resource status of both satellite and terrestrial RAT and that of the associated core network requires new capabilities across UE, gNB, and CN. Standardization of interfaces, protocols and mechanism of them are also essential for global interoperability. Analytics plays a very important role to accurately diagnosis optimal resource usage in multi-connectivity environment. Based on the analytics results, intelligent decision making for the optimization of resource usage can be performed by utilizing AI-assisted load-balancing algorithms. Lastly, execution process can trigger traffic steering and load-balancing control and management actions which have been made during the decision making process.

ETSI 3GPP Release 15 5G architecture [1] has been standardized in September 2018 and more advanced capabilities including network slicing, network and management data analytics function, traffic steering, and QoS control and monitoring are under development as Release 16 targeted for its completion in March 2020. However, management and orchestration of multi-connectivity environment has just been initiated and will be completed in Release 17. Our research, 5G All-Star (5G AgiLe and fLexible integration of SaTellite And cellularR) [2], is trying to define multi-connectivity management and orchestration architecture and develop associated enabling technologies by analyzing the gaps present in the current standards and available technical solutions.

In this paper, we propose a novel architecture for management and orchestration specifically for the multi-connectivity environment in 5G. The paper is organized as following. Section II describes core technologies to enable optimal multi-connectivity architecture in 5G. Section III explains our proposed management and orchestration architecture for optimal resource usage in multi-RAT environment. Section IV provides a prototype implementation efforts with preliminary performance evaluation results. Section V summaries our ongoing research efforts with potential future work.

II. ENABLING TECHNOLOGY

This section provides the state of the art concerning 5G networks related to the 5G multi-connectivity, its management and orchestration, and essential enabling technologies and standards.
First enabling technology is multi-RAT integration and management methods. In [3] three multi-RAT integration methods are presented:

Application Layer Integration: it consists of a higher-layer interface, providing information exchange between UEs and content provider, over multiple RATs. This solution can be easily implemented, but it is an application-dependent and may not fully take into account the network state, which leads to suboptimal exploitation of resources, especially if the network state is observed to vary dynamically.

Core-Network-Based Integration: this solution is proposed by 3GPP for cellular/WLAN integration based on interworking between core networks. In this case, the RAT selection is made considering operators’ policy for network selection, but the overall network selection decision remains in control of the UE. The UE is then able to take its decisions considering operator policies, radio links performances and user preferences. It is worth remarking that typically the UE only has local knowledge about the network conditions, resulting in the suboptimal selection of decisions, degrading the overall network performances and the Quality of Experience (QoE) of its user.

RAN-Based Integration: this solution is proposed by 3GPP in NR/LTE dual-connectivity and allows coordination between the RATs using dedicated interfaces. The cooperation level between the different RATs is constrained by the back-haul links. Having high backhaul link capacities allows full cooperation between RATs, enabling more dynamic RRM mechanism and improving overall system and user performances. In addition, the central units may be employed as a mobility and control anchor. The benefits of this solution are the adaptation of the decisions to dynamic variations in the radio links conditions, consequentially minimizing session interruptions or packet drops. Furthermore, in this configuration, appropriate feedback from UEs and operator preferences can be considered in the RATs selection.

Furthermore, in [3], multi-connectivity management approaches are presented:

User-Centric Approach: with this solution the UE is continuously monitoring the radio links conditions, and, considering thresholds-based performance parameters (e.g. SNR), the RAT selection can be performed. In advanced scenarios, the UE can consider other RATs characteristics (e.g. coverage) to better satisfy the application and user needs.

RAN-Assisted Approach: User-Centric approach is limited to the local UE knowledge. For instance, the UE performs RAT selection based typically on the SNR, and in a highly dense environment the selection decision typically doesn’t remain effective for long, due to the varying load of the RATs. The RAN-assisted approach employs network assistance from the RAN to the UE for RAT selection decisions. An example of assistance parameters can be network load, RAT utilization, expected resources allocation, etc.

RAN-Controlled Approach: the above-mentioned schemes are user-centric by nature, resulting in suboptimal decisions from the overall system performances point of view. The RAN-controlled approach places the multi-connectivity control in the radio networks. In this approach the RAN can assign the UEs to certain RATs. Such a solution can be distributed across RATs or may utilize a central unit that manages radio resources across several cells/RATs. The UEs, in this solution, is configured to report radio measurements on their local radio environment. This solution is adopted by 3GPP for addressing dual-connectivity issues.

3GPP SA5 is recently defining a standard for “management and orchestration aspects with integrated satellite components in 5G network”[4]. It identifies the main key issues associated with business roles, service and network management and orchestration of a 5G network with integrated satellite component(s) (whether as NG-RAN or non-3GPP access, or for transport). As solutions, it defines a management architecture of integrated access of satellite and terrestrial RATs.

The second enabling technology is traffic steering and load-balancing algorithms to assist making optimal decision of RAT selection. The problem consists in the selection of the most appropriate access network with characteristics able to satisfy the 5G KPI requirements. These selections can be performed by considering different network features as for instance: the mobility of the network nodes, the QoS attributes, the energy constraints, etc.. The algorithms capable to perform the RAT selection are evaluated by considering the algorithms characteristics like computational complexity, implementation complexity, distributed or centralized deployment with either open or closed-loop type, dynamic or static behavior, model-based or data-driven. RAT selection approaches, already investigated in the literature, concern the use of mathematical theories with the main characteristics detailed in Table 1.

| Objective | Utility Evaluation | RAGOM | Fuzzy Logic | Game Theory | Combinatorial Optimization | Markov Chain/RL |
|-----------|-------------------|-------|-------------|-------------|---------------------------|-----------------|
| Decision Time | Fast | Fast | Fast | Fast | Middle | Slow | Middle |
| Implement. Complexity | Simple | Simple | Simple | Complex | Complex | Middle |
| Precision | Middle | High | High | High | High | High |
| NWDAF Related Data Driven | Model-based | Model-based | Model-based | Model-based | Data driven | Model-based |
| Open/Closed Loop | Open-loop | Open-loop | Closed/ Open-loop | Closed/ Open-loop | Closed/ Open-loop | Closed/ Open-loop |
| Centralized/ Distributed | Centralized | Centralized | Centralized | Centralized/ Distributed | Centralized/ Distributed | Centralized/ Distributed |

Besides load-balancing algorithms, it is also important to provide network data and management data analytics function for generating accurate data that these algorithms can utilize for their decision making. 3GPP is defining related standards: NWDAF (Network Data Analytics Function) [5] and MDAS (Management Data Analytics Service) [6]

The third key enabling technology for optimal multi-connectivity management and orchestration is network slicing. Since it is important to share the limited physical satellite and radio resources, network slicing technology allows resource sharing by creating network slice per network operator and its specific KPI. 3GPP is currently defining various standards for network slice lifecycle management and orchestration including planning, commissioning, operation, and decommissioning processes [7].
III. MANO ARCHITECTURE FOR 5G MULTICONNECTIVITY

Based on the key enabling technology gap analysis, we defined a 5G-ALLSTAR multi-connectivity management and orchestration architecture as depicted in Figure 1.

For the optimal distributed resource control and maximization of the whole user's experience, 5G-ALLSTAR project proposes to enrich the current 5G entities, i.e., Core Network, Cloud Radio Access Network and Distributed Radio Access Networks, with advanced functionalities to satisfy and control specific end-to-end Services/Applications by using both Traffic Flow Control and Quality of Experience (QoE) Control.

The QoE/QoS Management is a module aimed at enhancing the standard QoS Control that 5G implements through the QoS Profile. Such an enhancement is performed by means of the so-called Connection Preferences which are deduced by the QoE/QoS Management taking into account personalized connection requirements aimed at satisfying even the subjective Quality of Experience of the user handling the connection in question; so, the Connection Preferences include QoE-related requirements which are additional with respect to the QoS-related requirements which are associated with the standard 5G QoS Profile. At each connection set-up, the QoE Control (i) deduces the Connection Preferences, (ii) stores them in the QoE Management Repository, (iii) sends the Connection Preferences, related to a specific Connection and UE, to the gNB-CU and, in particular, both to the Traffic Flow Control module and to the cRRM module. At each Connection termination, the QoE Control has to inform the gNB-CU about the termination of the Connection.

The QoE Control module, at each connection set-up, is in charge of deducing the Connection Preferences by analyzing (by means of suitable AI-based techniques) the (big) data included in the QoE Management Repository. The rationale of the Connection Preferences is to include personalized QoE-related requirements which are additional with respect to the QoS-related requirements which are associated with the standard 5G QoS Profile. At each connection set-up, the QoE Control (i) deduces the Connection Preferences, (ii) stores them in the QoE Management Repository, (iii) sends the Connection Preferences, related to a specific Connection and UE, to the gNB-CU and, in particular, both to the Traffic Flow Control module and to the cRRM module. At each Connection termination, the QoE Control has to inform the gNB-CU about the termination of the Connection.

The QoE/QoS Management whenever the Cell in question no longer serves the Connection in question.

Figure 2 shows the multi-connectivity management and orchestration functionality distribution in 5G network. Resource control including QoS/QoE control functionalities are distributed at gNB-DU, gNB-CU, and CN and its management and orchestration functionality is located at 5G management system. Real-time control is executed at network level, that is, in cooperation between gNBs and CN. Management decisions and actions are performed by the 5G management system. It includes both real-time, near real-time, and non-real-time management actions.

For the optimal multi-connectivity management, the architectural selection of the functional splits, i.e., the decision about which function should be placed in either the central or the distributed units of gNB, is a crucial point that defines the whole traffic flow control system.

From the control plane perspective, the ideal scenario would be to put the whole set of functionalities that are technology independent as well as non-real-time and low bit rate, (e.g., traffic steering, spectrum sharing, etc...) in the central unit in order to have a complete view of the system, allowing optimal decision making. In this case, the distributed

Figure 1. Multi-connectivity management and orchestration architecture

Figure 2. Multi-connectivity control and management relationships
units have technology dependent, real-time and high bit rate functionalities in order to meet their requirements.

Regarding the protocol stack split there are three main options as shown in Figure 3:

- **Intra-PHY split:** in this case, there are the requirements of low latency (about 1 ms one-way delay) and high throughput in the fronthaul, but there is no requirement of high computing power in the distributed units;
- **PHY-MAC split:** in this case the throughput is reduced compared with the intra-PHY split, but the same latency constraints are present. In this case, the amount of computing power in the distributed units is higher than the previous case;
- **PDCP split:** this case is the most attractive for the relaxed latency requirements (tens of ms) with a throughput like the PHY-MAC, but there is a significant need for computing power in the distributed units.

The whole set of available RATs have common RRC and partially common UP (SDAP and PDCP layers). The RRC and PDCP common layers approach in the C-RAN bring several advantages i.e., the fast switch/UP aggregation and PDCP split.

The architecture in Figure 4 is composed of three RATs: i) a terrestrial BS; ii) a transparent satellite, and iii) a regenerative satellite. The figure presents two data flows (Data Traffic) coming from the Data Network. The Core Network divides the data flows in three QoS Flows by using the UP functionalities (considering the SMF configuration) and, in turn, the C-RAN sends the QoS Flows to the UEs with a proper selection of radio bearers.

The C-RAN entails RRC functions capable to (i) configure the SDAP for the mapping of QoS Flows into data bearers; (ii) configure the other UP layers to establish the data bearers with the desired performances. These functionalities are performed by the cRRM and Traffic Flow Control module as defined in the description of Figure 1.

### IV. PROTOTYPE IMPLEMENTATION

In this section, we describe our prototype implementation efforts based on the proposed architecture. We are currently developing various modules of multi-connectivity management and orchestration system including QoE/QoS personalization module, QoE/QoS traffic flow control module, QoE/QoS resource load-balancing algorithms, and overall management and orchestration module.

The Quality of Experience/Quality of Service Management is a fundamental part of a “Personalisation system”, see Figure 5. The 5G-ALLSTAR Personalization System is aimed at providing a non-standardized Connection Preferences which enriches the inputs deployed to the Traffic Flow Control. These Connection Preferences will be considered during the Multi-Connectivity assignment tasks. The Connection Preferences contain a set of parameters deduced by the QoE Control module. The Personalization System is also able to estimate the perceived QoE for each ongoing service/application at each UE by using the QoE Estimation module.

The 5G networks aim at satisfying at the same time a large diversity of UE requirements. This requires that the network be flexible and adaptable to different traffic types, as defined by the 5G requirements which need a granular approach to the QoS handling. It is known that each UE could have one or more PDU sessions which may have one or more QFI (QoS Flows Identifier) at the same time. In this respect, a granular assignment of the QoS markers into the PDU session/s for different traffic types is a fundamental feature in the design of a 5G network for both Downlink (DL) and Uplink (UL) cases. It also allows the Access Network to handle the data packets.
with different QFI, by assigning the different QoS flow to the most suitable data radio bearers.

The QoE Control module (see Figure 6), in the 5G-ALLSTAR project, is developed to assign for each PDU session the enriched QoS Profile needed to cope with the related QoS Requirements. The QoE Control module relies on the information stored into the QoE Management Repository and the service information provided by the data provider. The QoE Control module includes algorithms that will be able to produce the Connection Preferences identified for each UE and Connection by correlating different input data.

![Figure 6. QoE Control Module Implementation Architecture](image)

The 5G-ALLSTAR project is implementing Multi-Connectivity solutions to satisfy both (i) data rate boosting and (ii) service continuity for reliability purposes with the implementation of innovative control methodologies leveraging the already available tendency in the cloud-based solutions for improving network performances. As already described above, in 5G-ALLSTAR project the Traffic Flow Control module will be in charge of ensuring the 5G KPIs in terms of latency, data rate, reliability, etc, by combining different methodologies for delivering the suitable traffic steering, splitting and switching solutions in order to handle Multi-Connectivity mechanisms. The methodologies behind the Traffic Flow Control module will set up both SDAP layer and PDCP layer in the gNB-CU for enabling the Multi-Connectivity where the radio access points do not need to be divided in master node or secondary node but assuming to have the Control Plane functionalities in the C-RAN and the split functions are at the PDCP level.

The traffic flow control algorithm will be able to decide the dynamic association of the traffic of a given UE with one or more RATs. Indeed, these decisions will be based on the information about the traffic, the UE and the RATs conditions as shown in Figure 7.

![Figure 7. Traffic Flow Control Input / Output](image)

As traffic flow control algorithm, we are developing a few load-balancing algorithms based on the gap analysis in Table 1. They are wardrop equilibrium [9], reinforcement learning based [10], and maximizing load balancing [11] algorithms.

![Figure 8. Flow diagram for the maximizing load-balancing algorithm](image)

V. CONCLUSION AND FUTURE WORK

We described 5G-ALLSTAR project research and development efforts on 5G multi-connectivity management and orchestration architecture and a proof-of-concept implementation. We provided initial R&D results. However, the project is still in the early stage of its R&D lifecycle and...
need more work in various aspects. We need to complete our PoC implementation and its functionality verification. Load-balancing algorithms simulations and performance verification have to be further improved. We are currently experimenting multiple algorithms but will eventually select an algorithm with best performance. Finally, we will test our PoC system in intercontinental R&D network between EU and Korea. For that we are currently finalizing the testing scenario. We will provide the detailed results of such enhancements in the future version of the paper.
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