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Abstract. We consider mixed finite element methods for linear elasticity for which the symmetry of the stress tensor is exactly satisfied. We derive a new quasi-optimal a priori error estimate uniformly valid with respect to the compressibility. For the a posteriori error analysis we consider the Prager-Synge hypercircle principle and introduce a new estimate uniformly valid in the incompressible limit. All estimates are validated by numerical examples.

1. Introduction

The purpose of this paper is to provide an analysis of mixed finite element methods for linear elasticity. By mixed methods we mean methods based on the principle of minimum of the complementary energy, i.e. methods in which the strain energy is expressed with the stress tensor and the equation of static equilibrium acts as a constraint. The Lagrange multiplier connected to this constraint is the displacement vector. By an integration by parts, this formulation is dual to the standard formulation of minimizing the total energy where Dirichlet boundary condition for the displacement now become natural and traction conditions are enforced. A crucial property of this class of methods is that each element is point wise in mechanical equilibrium and along each element edge or face the traction vector is continuous. These conditions are naturally very appealing, and that was the original motivation to develop the methods in the engineering community [17, 38]. The formulation can be traced by various energy methods classically used in elastostatics, cf. [11]. The first mathematical treatment of this principle was done by Friedrichs [18] (cf. also [14, Chapter IV.9]).

Mathematically, the methods (and the corresponding simpler methods for scalar second order problems) have been analyzed thoroughly, and the literature is voluminous as can be seen from the monograph by Boffi, Brezzi and Fortin [12]. The analysis framework usually used is the one laid down in the pioneering work by Raviart and Thomas [30]. More recently, tools of differential exterior calculus has been used to gain insight into the methods [5], which has lead to numerous new methods. These analyses uses the $H(\text{div})$ and $L^2$ norms for the stress and the displacement, respectively. From a mechanical point of view this can be seen as unnatural since the norms do not have any physical meaning and hence blur the origin of the methods, the minimization of the strain energy. In our analysis we derive the estimates in energy, or closely related, norms. This approach was initiated in a classical paper by Babuška, Osborn and Pitkäranta [6]. For the elasticity problem their technique of mesh dependent norms was first used by Pitkäranta and Stenberg [28]. The norms used are basically the energy norm for the stresses and a broken...
energy norm for the displacement. The broken $H^1$ norm dates back, at least, to the early works on interior penalty methods, cf. Arnold [1], Douglas and Dupont [16] and Baker [8]. During the last decades the interior penalty methods have received considerable attention, now under the name of discontinuous Galerkin methods, cf. [15].

The equilibrium property enables the error in the stress to be decoupled from that of the displacement (which is of lower order). However, it also leads to a superconvergence estimate for the difference between the finite element solution and the $L^2$ projection of the displacement. Brezzi and Arnold where the first to observe that this can be used in a local postprocessing yielding a more accurate approximation [3]. In Lovadina and Stenberg [26] it was shown that this leads to a simple a posteriori error estimate.

In this paper we first collect the techniques and results mentioned above. In addition, we improve and extend the analysis. For the a priori analysis we use Gudi’s trick for DG methods [20] in order to improve the estimate removing the flaw that the exact stress should be in $H^s$, with $s > 1/2$. In addition, we use a second postprocessing, the so-called Oswald interpolation [15], to obtain a kinematically admissible displacement, i.e. continuous and satisfying the Dirichlet boundary conditions. With this we utilize the classical hypercircle principle of Prager and Synge [29, 27], which states with a kinematically admissible displacement and a statically admissible stress approximation, i.e. one with exact satisfaction of the equilibrium and traction boundary conditions, it is possible to get an a posteriori estimate in the form of an equality. This idea we use to derive an a posteriori estimate that includes oscillation terms in the case when the equilibrium and the traction boundary are satisfied only approximately.

One attractive feature of mixed methods is that they are robust also in the incompressible limit. For the a priori estimate this is a consequence of the ellipticity in the kernel in Brezzi’s theory of saddle point problems which is valid. The Prager-Synge hypercircle estimate, however, breaks down near incompressibility. For this case we introduce a novel a posteriori estimate.

The plan of the paper is the following: in the next two sections we first recall the elasticity problem and then discuss its mixed approximation. We concretize it by the Watwood-Hartz (or Johnson-Mercier) [38, 23] method, and the families of Arnold-Douglas-Gupta [4] and Arnold-Awanou-Winther [2]. Then we derive the a priori estimates for both the stress and the post processed displacement in Section 4 an Section 5, respectively. In Section 6 we prove both the Prager-Synge and our new a posteriori estimate. In the final section numerical results are given.

In a subsequent paper [25], we will consider mixed methods with the symmetry of the stress tensor enforced in a weak sense.

We use the established notation for Sobolev spaces and finite element methods. We write $A \lesssim B$ when there exist a positive constant $C$, that is independent of the mesh parameter and in particular of the two Lamé parameters $\mu, \lambda$ (see below) such that $A \leq CB$. Analogously we define $A \gtrsim B$. This means that the dependency of the two Lamé parameters are made explicit in the norms used.

2. The Equations of Elasticity

Let $\Omega \subset \mathbb{R}^d$ be a polygonal or polyhedral domain. The physical unknowns are the displacement vector $u = (u_1, \ldots, u_d)$ and the symmetric stress tensor $\sigma = \{\sigma_{ij}\}$,
\( \sigma_{ij} = \sigma_{ji}, \ i, j = 1, \ldots, d. \) The stress tensor is related to the strain tensor

\[
\varepsilon(u), \ \varepsilon(u)_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right),
\]

by a linear constitutive law. In order to be explicit, we consider the plain strain \((d = 2)\) or 3D \((d = 3)\) problem for an isotropic material. We define the compliance matrix

\[
C_{\tau} = \frac{1}{2\mu} \left( \tau - \frac{\lambda}{2\mu + d\lambda} \text{tr}(\tau) I \right),
\]

with the Lamé parameters \(\mu\) and \(\lambda\). Then it holds

\[
C\sigma + \varepsilon(u) = 0.
\]

The inverse of the compliance matrix, the elasticity matrix, we denote by \(A\), i.e.

\[
A\sigma = C^{-1}\tau = 2\mu\tau + \lambda \text{tr}(\tau) I.
\]

In the limit \(\lambda \to \infty\) the material becomes incompressible, i.e.

\[
\text{div} \ u = 0.
\]

The loading consists of a body load \(f\) and a traction \(g\) on the boundary part \(\Gamma_N\). On the complementary part \(\Gamma_D\) homogeneous Dirichlet conditions for the displacement are given. The equations of elasticity in mixed form are then

\[
C\sigma - \varepsilon(u) = 0 \quad \text{in} \ \Omega,
\]

\[
\text{div} \ \sigma + f = 0 \quad \text{in} \ \Omega,
\]

\[
u = 0 \quad \text{on} \ \Gamma_D,
\]

\[
\sigma n = g \quad \text{on} \ \Gamma_N.
\]

For this system we use two variational formulations. The first is: find \(\sigma \in [L^2(\Omega)]^{d \times d}\) and \(u \in [H^1_D(\Omega)]^d = \{v \in [H^1(\Omega)]^d \mid v|_{\Gamma_D} = 0\}\) such that

\[
B(\sigma, u; \tau, v) = (f, v) + (g, v)_{\Gamma_N} \forall (\tau, v) \in [L^2(\Omega)]^{d \times d} \times [H^1_D(\Omega)]^d,
\]

with the bilinear form

\[
B(\sigma, u; \tau, v) = (C\sigma, \tau) - (\varepsilon(u), \tau) - (\varepsilon(v), \sigma).
\]

Physically, the natural norms for analyzing this problem are

\[
\|\tau\|_C^2 = (C\sigma, \sigma) \quad \text{and} \quad \|\varepsilon(u)\|_A^2 = (A\varepsilon(u), \varepsilon(u)),
\]

which are twice the strain energy expressed by the stress and displacement, respectively. The Babuška–Brezzi condition is then simply the identity

\[
\sup_{\tau \in [L^2(\Omega)]^{d \times d}} \frac{\langle \tau, \varepsilon(v) \rangle}{\|\tau\|_C} = \|\varepsilon(v)\|_A \quad \forall v \in [H^1_D(\Omega)]^d.
\]

This gives the following stability estimate (with a known constant, cf. [22])

\[
\sup_{\tau \in [L^2(\Omega)]^{d \times d}} \frac{B(\tau, v; \eta, z)}{(\|\eta\|_C^2 + \|\varepsilon(z)\|_A^2)^{1/2}} \geq \left( \frac{\sqrt{5} - 1}{2} \right) \left( \|\tau\|_C^2 + \|\varepsilon(v)\|_A^2 \right)^{1/2} \quad \forall (\tau, v) \in [L^2(\Omega)]^{d \times d} \times [H^1_D(\Omega)]^d.
\]

In the incompressible limit \(\| \cdot \|_C\) does not, however, define a norm, and the full stability is a consequence of the ellipticity in the kernel. Instead of using the
abstract theory of Brezzi [12], we give an explicit proof of stability. More precisely, for \( \tau \) we let \( \tau^D \) be the deviatoric part of \( \tau \), defined by the condition \( \text{tr}(\tau^D) = 0 \). Hence it holds

\[
(2.15) \quad \tau = \tau^D + \frac{1}{d} \text{tr}(\tau) I.
\]

By a direct computation we get.

**Lemma 1.** It holds that

\[
(2.16) \quad (C\tau, \tau) = \frac{1}{2\mu} \| \tau^D \|_0^2 + \frac{1}{2\mu + d\lambda} \| \text{tr}(\tau) \|_0^2.
\]

From this it is seen that when \( \lambda \to \infty \), \( \cdot \mid_c \) does not give control over the pressure part (the trace) of the stress tensor.

To derive estimates valid independently of \( \lambda \) we use the norms

\[
(2.17) \quad \mu^{-1/2} \| \tau \|_0 \quad \text{for} \quad \tau \in [L^2(\Omega)]^{d\times d}_{\text{sym}}, \quad \text{and} \quad \mu^{1/2} \| \varepsilon(v) \|_0 \quad \text{for} \quad v \in [H^1_D(\Omega)]^d.
\]

For the stability estimate the Babuška–Brezzi condition for the Stokes problem [19] is needed. Using this we prove the following stability estimate.

**Theorem 1.** It holds that

\[
(2.18) \quad \sup_{v \in [H^1_D(\Omega)]^d} \frac{(\text{div} \, v, q)}{\| \varepsilon(v) \|_0} \geq \beta \| q \|_0 \quad \forall q \in L^2(\Omega), s
\]

is used. Using this we prove the following stability estimate.

**Theorem 1.** It holds that

\[
(2.19) \quad \sup_{\varepsilon \in [L^2(\Omega)]^{d\times d}_{\text{sym}}} \frac{B(\tau, v; \eta, z)}{\mu^{-1} \| \eta \|_0^2 + \mu \| \varepsilon(z) \|_0^2}^{1/2} \geq \left( \mu^{-1} \| \tau \|_0^2 + \mu \| \varepsilon(v) \|_0^2 \right)^{1/2}
\]

\forall (\tau, v) \in [L^2(\Omega)]^{d\times d}_{\text{sym}} \times [H^1_D(\Omega)]^d.

**Proof.** Let \((\tau, v)\) be given. By (2.18) there exists \(z \in [H^1_D(\Omega)]^d\) such that

\[
(2.20) \quad (\text{div} \, z, \text{tr}(\tau)) \geq \beta \| \text{tr}(\tau) \|_0^2 \quad \text{and} \quad \| \varepsilon(z) \|_0 = \| \text{tr}(\tau) \|_0.
\]

Let \(\delta > 0\) and \(\gamma > 0\). By the bilinearity we have

\[
B(\tau, v; \tau - \gamma \varepsilon(v), -v - \delta z)
\]

\[
= B(\tau, v; \tau - v) - \gamma B(\tau, v; \varepsilon(v), 0) - \delta B(\tau, v; 0, z).
\]

For the first term we have

\[
B(\tau, v; -v) = (C\tau, \tau) = \frac{1}{2\mu} \| \tau^D \|_0^2 + \frac{1}{2\mu + d\lambda} \| \text{tr}(\tau) \|_0^2.
\]

From (2.2) we have

\[
(2.23) \quad \|C\tau\|_0 \leq \frac{1}{2\mu} \left( \| \tau \|_0 + \frac{1}{d} \| \text{tr}(\tau) I \|_0 \right) \leq \frac{1}{\mu} \| \tau \|_0.
\]

Using the Schwarz and Young inequalities then gives

\[
-\gamma B(\tau, v; \varepsilon(v), 0) = -\gamma (C\tau, \varepsilon(v)) + \gamma \| \varepsilon(v) \|_0^2 \geq -\frac{\gamma}{2} \| C\tau \|_0^2 + \frac{\gamma}{2} \| \varepsilon(v) \|_0^2
\]

\[
(2.24) \quad \geq -\frac{\gamma}{2\mu^2} \| \tau \|_0^2 + \frac{\gamma}{2} \| \varepsilon(v) \|_0^2.
\]
By (2.20) we have
\[ -\delta B(\tau, v; 0, z) = \delta(\tau, \varepsilon(z)) = \frac{\delta}{d}(\text{tr}(\tau), \text{div} z) + \delta(\tau^D, \varepsilon(z)) \]
\[ \geq \frac{\delta \beta}{d} ||\text{tr}(\tau)||_0^2 + \delta(\tau^D, \varepsilon(z)) \geq \frac{\delta \beta}{d} ||\text{tr}(\tau)||_0^2 - \delta ||\tau^D||_0 ||\varepsilon(z)||_0 \]
\[ = \frac{\delta \beta}{d} ||\text{tr}(\tau)||_0^2 - \delta ||\tau^D||_0 ||\text{tr}(\tau)||_0 \]
\[ \geq \frac{\delta \beta}{2d} ||\text{tr}(\tau)||_0^2 - \frac{\delta d}{2\beta} ||\tau^D||_0^2. \]
(2.25)
Collecting the above estimates, we get
\[ B(\tau, v; -\gamma \varepsilon(v), -v - \delta z) \]
\[ \geq \left( \frac{1}{2\mu} - \frac{\delta d}{\beta} \right) ||\tau^D||_0^2 + \left( \frac{1}{2\mu + d\lambda} + \frac{\delta d}{2\beta} \right) ||\text{tr}(\tau)||_0^2 \]
\[ - \frac{\gamma}{2\mu^2} ||\tau||_0^2 + \frac{\gamma}{2} ||\varepsilon(v)||_0^2. \]
(2.26)
Now we choose \( \delta = \frac{\beta}{2\mu} \), which gives
\[ B(\tau, v; -\gamma \varepsilon(v), -v - \delta z) \]
\[ \geq \frac{1}{4\mu} ||\tau^D||_0^2 + \left( \frac{1}{2\mu + d\lambda} + \frac{\beta^2}{4d\mu} \right) ||\text{tr}(\tau)||_0^2 - \frac{\gamma}{2\mu^2} ||\tau||_0^2 + \frac{\gamma}{2} ||\varepsilon(v)||_0^2. \]
(2.27)
Let \( C > 0 \) such that
\[ \frac{1}{4\mu} ||\tau^D||_0^2 + \left( \frac{1}{2\mu + d\lambda} + \frac{\beta^2}{4d\mu} \right) ||\text{tr}(\tau)||_0^2 \geq \frac{C}{\mu} ||\tau||_0^2, \]
(2.28)
and choose \( \gamma = C\mu. \) This gives
\[ B(\tau, v; -\gamma \varepsilon(v), -v - \delta z) \geq \frac{C}{2} \left( \mu^{-1} ||\tau||_0^2 + \mu ||\varepsilon(v)||_0^2 \right). \]
(2.29)
It also holds
\[ \mu^{-1} ||\tau - \gamma \varepsilon(v)||_0^2 + \mu ||\varepsilon(v + \delta z)||_0^2 \lesssim \mu^{-1} ||\tau||_0^2 + \mu ||\varepsilon(v)||_0^2, \]
(2.30)
which proves the asserted estimate. \( \square \)

The second variational form is the basis for the mixed finite element method.

By dualisation the stress is in
\[ H(\text{div}:\Omega) = \{ \tau \in [L^2(\Omega)]^{d \times d} | \text{div} \tau \in [L^2(\Omega)]^d \}, \]
the displacement in \([L^2(\Omega)]^d\), and the bilinear form used is
\[ M(\sigma, u; \tau, v) = (C\sigma, \tau) + (u, \text{div} \tau) + (v, \text{div} \sigma), \]
and the formulation is: find \( \sigma \in H_g(\text{div}:\Omega) \) and \( u \in [L^2(\Omega)]^d \), such that
\[ M(\sigma, u; \tau, v) = 0 \quad \forall (\tau, v) \in H_0(\text{div}:\Omega) \times [L^2(\Omega)]^d, \]
(2.33)
with
\[ H_g(\text{div}:\Omega) = \{ \tau \in H(\text{div}:\Omega) | \tau n|_{\Gamma_N} = g \}, \]
(2.34)
and
\[ H_0(\text{div}:\Omega) = \{ \tau \in H(\text{div}:\Omega) | \tau n|_{\Gamma_N} = 0 \}. \]
(2.35)
3. Exactly symmetric mixed finite element methods

The mixed finite element method is based on the variational formulation (2.33) using piecewise polynomial subspaces \( V_h \subset [L^2(\Omega)]^d \) and \( S_h \subset H(\text{div}; \Omega) \). We give a unified presentation that covers the following methods:

- The linear triangular method of Johnson–Mercier (JM) [23, 38].
- The triangular family of Arnold–Douglas–Gupta [4].
- The triangular family of Guzman–Neilan [21].
- The tetrahedral family of Arnold–Awanou–Winther [2].

The triangular or tetrahedral mesh is denoted by \( C_h \). The families are indexed by the polynomial degree \( k \geq 2 \) and the displacement space is simply

\[
V_h = \{ v \in [L^2(\Omega)]^d \mid v|_K \in [P_{k-1}(K)]^d \forall K \in C_h \}.
\]

For the JM method the space in (3.1) appears with \( k = 2 \), i.e. discontinuous piecewise linear polynomials are used.

The spaces for the stress are defined by

\[
S_h = \{ \tau \in H(\text{div}; \Omega) \mid \tau|_K \in S(K) \forall K \in C_h \}.
\]

The local spaces \( S(K) \) are rather involved and here we will not give the explicitly definitions. The essential properties are, however, the right approximation order which is ensured by the inclusion

\[
[P_h(K)]^{n \times n}_{\text{sym}} \subset S(K),
\]

and the degrees of freedom needed for the stability; the local degrees of freedom of \( \tau \in S(K) \) contain the moments

\[
\int_K \tau : \epsilon(v) \quad \forall v \in [P_{k-1}(K)]^d,
\]

and

\[
\int_E \tau n \cdot v \quad \forall v \in [P_k(E)]^d,
\]

for each edge or face \( E \) of \( K \). For the JM method (3.3), (3.4) and (3.5) are valid with \( k = 1 \).

For all spaces, except JM, we have

\[
\text{div} \; \tau \in V_h \quad \forall \tau \in S_h,
\]

and hence for these it holds

\[
(\text{div} \; \tau, v - P_h \nu) = 0 \quad \forall \tau \in S_h,
\]

where \( P_h : [L^2(\Omega)]^d \to V_h \) denotes the \( L^2 \)-projection. For JM (3.6) does not hold. However, it is easily seen that if \( \tau \in S(K) \) satisfies

\[
(\text{div} \; \tau, v)|_K = 0 \quad \text{for } v \in [P_k(K)]^2
\]

then \( \text{div} \; \tau = 0 \) on \( K \). By this there exist a projection with the property (3.7), cf. [23, Lemma 2] and [28, Lemma 4.3].

For an edge/face \( E \subset \Gamma_N \) we let \( Q_E : [L^2(E)]^d \to [P_k(E)]^d \) denote the \( L^2 \) projection and define the operator \( Q_h \) by \( Q_h|_E = Q_E \).

The trial and test finite element spaces are then defined as

\[
S^0_h = \{ \tau \in S_h \mid \tau n = Q_h g \text{ on } \Gamma_N \},
\]

\[
S^0_h = \{ \tau \in S_h \mid \tau n = 0 \text{ on } \Gamma_N \}.
\]
The mixed finite element method is: find \((\sigma_h, u_h) \in S_h^0 \times V_h\) such that
\[
M(\sigma_h, u_h; \tau, v) + (f, v) = 0 \quad \forall (\tau, v) \in S_h^0 \times V_h.
\]

4. Stability and a priori error analysis

In this section we will derive a priori error estimates. For the displacement we use the following broken energy norm, first introduced in [28, 33]. Here \(\Gamma_h\) denotes the edges/faces in the interior of \(\Omega\).

\[
\|v\|_h^2 = \sum_{K \in \mathcal{C}_h} \|\varepsilon(v)\|_{0,K}^2 + \sum_{E \in \Gamma_h} h_E^{-1} \|v\|_{0,E}^2 + \sum_{E \subset \Gamma_D} h_E^{-1} \|v\|_{0,E}^2 \quad v \in V_h.
\]

The stability of the method is proven by the following two conditions.

**Lemma 2.** It holds that
\[
sup_{v \in S_h^0} \frac{(\text{div} \tau, v)}{\|v\|_0} \gtrsim \|v\|_h \quad \forall v \in V_h.
\]

**Proof.** Let \(v \in V_h\) be given. We choose \(\tau \in S_h^0\) such that all degrees of freedom vanish, except (3.4) and (3.5) which are chosen such that
\[
\int_K \tau : \varepsilon(v) = \int_K |\varepsilon(v)|^2 \quad \forall K \in \mathcal{C}_h,
\]
\[
\int_E \tau n \cdot v = h_E^{-1} \int_E |\varepsilon(v)|^2 \quad \forall E \in \Gamma_h,
\]
and
\[
\int_E \tau n \cdot v = h_E^{-1} \int_E |v|^2 \quad \forall E \subset \Gamma_D.
\]

Hence
\[
\text{div} \tau, v) = \|v\|_h^2.
\]

By scaling it holds
\[
\|\tau\|_0 \lesssim \|v\|_h,
\]
which proves the claim. □

**Lemma 3.** It holds that
\[
sup_{v \in V_h} \frac{(v, \text{div} \tau)}{\|v\|_h} \geq C_1 \|\text{tr}(\tau)\|_0 - C_2 \|\tau^D\|_0 \quad \forall \tau \in S_h^0.
\]

**Proof.** Given \(\tau \in S_h^0\), (2.18) implies that there exists \(v \in [H^1_D(\Omega)]^d\) such that
\[
(div v, \text{tr}(\tau)) \geq -\beta \|\text{tr}(\tau)\|_0^2 \quad \text{and} \quad \|\varepsilon(v)\|_0 = \|\text{tr}(\tau)\|_0.
\]

Let \(P_h v \in V_h\) be the projection in (3.7). It holds
\[
(P_h v, \text{div} \tau) = (v, \text{div} \tau) = -\varepsilon(v), \tau
\]
\[
= -\frac{1}{d} (div v, \text{tr}(\tau)) - (\varepsilon(v), \tau^D) \geq \frac{\beta}{d} \|\text{tr}(\tau)\|_0^2 - \|\varepsilon(v)\| \|\tau^D\|_0
\]
\[
= \|\varepsilon(v)\|_0 \left(\frac{\beta}{d} \|\text{tr}(\tau)\|_0 - \|\tau^D\|_0\right).
\]

By scaling we have
\[
\|P_h v\|_h \lesssim \|\varepsilon(v)\|_0.
\]
Combining the two estimates above proves the claim. □

In analogy with the proof of Theorem 1 we then obtain the stability of the mixed method.

**Theorem 2.** It holds that

\[
\sup_{(\eta, z) \in S^0_h \times V_h} \frac{\mathcal{M}(\tau, v; \eta, z)}{\left( \mu^{-1}||\eta||_0^2 + \mu ||z||_h^2 \right)^{1/2}} \gtrsim \left( \mu^{-1}||\tau||_0^2 + \mu ||v||_h^2 \right)^{1/2}
\]

\forall (\tau, v) \in S^0_h \times V_h.

We then get the a priori estimate. Here \( f_h \) is any piecewise polynomial approximation of \( f \).

**Theorem 3.** It holds that

\[
\mu^{-1/2}||\sigma - \sigma_h||_0 + \mu^{1/2}||P_h u - u_h||_h \lesssim \mu^{-1/2} \left( \inf_{\tau \in S^0_h} ||\sigma - \tau||_0 + \left( \sum_{K \in \mathcal{C}_h} h_K^2 ||f - f_h||_{0, K}^2 \right)^{1/2} \right).
\]

**Proof.** By the stability there exist \((\eta, z) \in S^0_h \times V_h\) with

\[
\mu^{-1/2}||\eta||_0 + \mu^{1/2}||z||_h = 1,
\]

such that for all \(\tau \in S^0_h\) we have

\[
\mu^{-1/2}||\sigma_h - \tau||_0 + \mu^{1/2}||P_h u - u_h||_h \lesssim \mathcal{M}(\sigma_h - \tau, u_h - P_h u; \eta, z).
\]

By the consistency it holds

\[
\mathcal{M}(\sigma_h - \tau, u_h - P_h u; \eta, z) = \mathcal{M}(\sigma - \tau, u - P_h u; \eta, z).
\]

Writing out gives

\[
\mathcal{M}(\sigma - \tau, u - P_h u; \eta, z) = (\mathcal{C}(\sigma - \tau), \eta) + (u - P_h u, \text{div} \eta) + (\text{div} (\sigma - \tau), z).
\]

From (2.16) and (4.14) it follows

\[
(\mathcal{C}(\sigma - \tau), \eta) \lesssim \mu^{-1/2}||\sigma - \tau||_0 \mu^{-1/2}||\eta||_0 \lesssim \mu^{-1/2}||\sigma - \tau||_0.
\]

By the property (3.7) the second term vanishes

\[
(u - P_h u, \text{div} \eta) = 0.
\]

Let \( I^a_h z \) be the so called Oswald interpolant to \( z \), for which it holds [15]

\[
||\nabla I^a_h z||_0 + \left( \sum_{K \in \mathcal{C}_h} h_K^{-2} ||z - I^a_h z||_{0, K}^2 \right)^{1/2} \lesssim ||z||_h.
\]

Using this we obtain

\[
(\text{div} (\sigma - \tau), z) = (\text{div} (\sigma - \tau), z - I^a_h z) + (\text{div} (\sigma - \tau), I^a_h z).
\]
The first term above we treat as follows. First, (4.20) and (4.14) yield
\[
(\text{div } (\sigma - \tau), z - I_h^a z) = \sum_{K \in C_h} (\text{div } (\sigma - \tau), z - I_h^a z)_K
\]
\[
\leq \sum_{K \in C_h} \|\text{div } (\sigma - \tau)\|_{0,K} \|z - I_h^a z\|_{0,K}
\]
(4.22)
\[
\leq \left( \mu^{-1} \sum_{K \in C_h} h_K^2 \|\text{div } (\sigma - \tau)\|_{0,K}^2 \right)^{1/2} \left( \mu \sum_{K \in C_h} h_K^{-2} \|z - I_h^a z\|_{0,K}^2 \right)^{1/2}
\]
\[
\lesssim \left( \mu^{-1} \sum_{K \in C_h} h_K^2 \|\text{div } (\sigma - \tau)\|_{0,K}^2 \right)^{1/2}.
\]
By a posteriori error analysis techniques [37] we have
(4.23) \[ h_K \|\text{div } (\sigma - \tau)\|_{0,K} \lesssim (\|\sigma - \tau\|_{0,K} + h_K \|f - f_h\|_{0,K}), \]
and hence
(4.24) \[ (\text{div } (\sigma - \tau), z - I_h^a z) \lesssim \mu^{-1/2} (\|\sigma - \tau\|_0 + \left( \sum_{K \in C_h} h_K^2 \|f - f_h\|_{0,K}^2 \right)^{1/2}), \]

Finally, an integration by parts, and (4.20) and (4.14), yield
(4.25) \[ (\text{div } (\sigma - \tau), I_h^a z) = -(\sigma - \tau, \nabla I_h^a z) \leq \|\sigma - \tau\|_0 \|\nabla I_h^a z\|_0 \]
\[ \lesssim \|\sigma - \tau\|_0 \|z\|_h \lesssim \mu^{1/2} \|\sigma - \tau\|_0. \]
Collecting the estimates proves the claim. □

The above result shows that for an exact, sufficiently smooth, solution we get (by standard arguments) the expected convergence result
(4.26) \[ \|\sigma - \sigma_h\|_0 = O(h^{k+1}). \]
The estimate for \( \|P_h u - u_h\|_h \) is a superconvergence result, i.e. we have (again for a sufficiently smooth exact solution)
(4.27) \[ \|P_h u - u_h\|_h = O(h^{k+1}) \text{ whereas } \|u - u_h\|_h = O(h^{k-1}), \]
except for JM for which we have \( \|u - u_h\|_h = O(h) \). This property enables the postprocessing of the solution in the next section.

5. POSTPROCESSING OF THE DISPLACEMENT

In this section we give a two step postprocessing yielding a continuous displacement field with enhanced convergence properties. We define the following two spaces
(5.1) \[ V_h^* = \{ v \in [L^2(\Omega)]^d \mid |v|_K \in [P_{k+1}(K)]^d \ \forall K \in C_h \}, \]
(5.2) \[ V_h^a = V_h^* \cap [H_0^1(\Omega)]^d. \]
Further let \( P_h^* : L^2(\Omega) \to V_h^* \) denote the \( L^2 \) projection on \( V_h^* \).

Postprocessing. Step I: Following [35, 34] we obtain a discontinuous displacement with an enhanced accuracy: find \( u_h^* \in V_h^* \) such that
(5.3) \[ P_h u_h^* = u_h \]
\[ (\varepsilon(u_h^*), \varepsilon(v))_K = (C\sigma_h, \varepsilon(v))_K \ \forall v \in (I - P_h)V_h^*|_K. \]
Lemma 4. It holds that
\begin{equation}
\|u - u_h^*\|_h \lesssim \|u - P_h^* u\|_h + \mu^{-1} \left( \|\sigma - \sigma_h\|_0 + \left( \sum_{K \in \mathcal{C}_h} \hat{h}_K^2 \|f - f_h\|^2_{0,K} \right)^{1/2} \right).
\end{equation}

Proof. By the triangle inequality we have
\begin{equation}
\|u - u_h\|_h \leq \|P_h^* u - u\|_h + \|P_h^* u - u_h^*\|_h.
\end{equation}

Next, we write
\begin{equation}
P_h^* u - u_h = P_h^* (u - u_h) = (P_h^* - P_h)(u - u_h) + P_h(u - u_h)
\end{equation}

for convenience we denote \(v = (P_h^* - P_h)(u - u_h) \in (I - P_h)V_h^*|K\).

From (5.3) we get
\begin{equation}
\|\varepsilon((P_h^* - P_h)(u - u_h))\|^2_{0,K} = \|\varepsilon((P_h^* - P_h)(u - u_h)), \varepsilon(v)\|_{0,K}
\end{equation}

Next, using \(P_h^* u_h = u_h^*\), \(\varepsilon(u) - C\sigma = 0\), and (5.3) gives
\begin{equation}
\|\varepsilon((P_h^* - P_h)(u - u_h)), \varepsilon(v)\|_{0,K} = \|\varepsilon((P_h^* - P_h)(u - u_h)), \varepsilon(v)\|_{0,K} = \|\varepsilon((P_h^* - P_h)(u - u_h)), \varepsilon(v)\|_{0,K}.
\end{equation}

Combining, we get
\begin{equation}
\|\varepsilon((P_h^* - P_h)(u - u_h))\|_{0,K} \lesssim \|u - P_h^* u\|_{0,K} + \mu^{-1} \|\sigma - \sigma_h\|_{0,K}.
\end{equation}

By scaling arguments we have
\begin{equation}
\|\varepsilon((P_h^* - P_h)(u - u_h))\|_{0,K} \lesssim \left( \sum_{K \in \mathcal{C}_h} \|\varepsilon((P_h^* - P_h)(u - u_h))\|^2_{0,K} \right)^{1/2}.
\end{equation}

Combining the estimates gives the claim. \(\square\)

Postprocessing. Step II: The second step is used to derive the final continuous displacement approximation (used for the hypercircle technique below) by applying an averaging operator \(I_h^*: V_h^* \rightarrow V_h^0\). Now let \(u_h^a = I_h^* u_h^a\), then we have the following error estimate.

Theorem 4. It holds that
\begin{equation}
\mu^{1/2} \|\varepsilon(u - u_h^a)\|_0 \lesssim \mu^{1/2} \|u - P_h^* u\|_h + \mu^{-1/2} \left( \inf_{\tau \in S_h^0} \|\sigma - \tau\|_0 + \left( \sum_{K \in \mathcal{C}_h} \hat{h}_K^2 \|f - f_h\|^2_{0,K} \right)^{1/2} \right).
\end{equation}

Proof. From the interpolation estimate \([24, \text{Theorem 2.2}]\) and the discrete Korn inequality \([13]\), it follows that
\begin{equation}
\|u_h^a - u_h\|_h \lesssim \left( \sum_{E \in \Gamma_h} \hat{h}_E^{-1} \|\varepsilon(u_h^a)\|_{0,E}^2 \right)^{1/2} = \left( \sum_{E \in \Gamma_h} \hat{h}_E^{-1} \|u - u_h^a\|_{0,E}^2 \right)^{1/2}
\end{equation}

\begin{equation}
\leq \|u - u_h^a\|_h.
\end{equation}
By the triangle inequality we have

\[ \| \varepsilon(u - u_h^a) \|_0 \leq \| u - u_h^* \|_h + \| u_h^* - u_h^a \|_h \]

and the claim follows from Lemma 4. \( \square \)

For a sufficiently smooth solution we now have

\[ \| \varepsilon(u - u_h^a) \|_0 = O(h^{k+1}), \]

which should be compared to (4.27).

### 6. A posteriori error estimates by the hypercircle Theorem

First we recall the hypercircle method [29] and include its proof.

**Theorem 5.** (The Prager-Synge hypercircle theorem) Suppose that:
- The stress \( \Sigma \in H(\text{div}: \Omega) \) is statically admissible; \( \text{div} \Sigma + f = 0 \) in \( \Omega \), and \( \Sigma n = g \) on \( \Gamma_N \).
- The displacement \( U \in [H^1(\Omega)]^d \) is kinematically admissible; \( U \rvert_{\Gamma_D} = 0 \).

Then it holds

\[ \| \sigma - \Sigma \|_C^2 + \| \sigma - A \varepsilon(U) \|_C^2 = \| \Sigma - A \varepsilon(U) \|_C^2 \]

and

\[ \| \sigma - \frac{1}{2}(\Sigma + A \varepsilon(U)) \|_C = \frac{1}{2} \| \Sigma - A \varepsilon(U) \|_C. \]

**Proof.** We have

\[ \| \Sigma - A \varepsilon(U) \|_C^2 = \| \Sigma - \sigma + \sigma - A \varepsilon(U) \|_C^2 \]

\[ = \| \Sigma - \sigma \|_C^2 + \| \sigma - A \varepsilon(U) \|_C^2 + (C(\Sigma - \sigma), \sigma - A \varepsilon(U)). \]

Next, the symmetry of \( C, A = C^{-1}, \) and \( \varepsilon(u) = C\sigma, \) give

\[ (C(\Sigma - \sigma), \sigma - A \varepsilon(U)) = (\Sigma - \sigma, C(\sigma - A \varepsilon(U))) \]

\[ = (\Sigma - \sigma, \varepsilon(u) - \varepsilon(U)). \]

An integration by parts yields

\[ (\Sigma - \sigma, \varepsilon(u) - \varepsilon(U)) = -(\text{div} (\Sigma - \sigma), u - U) + \langle (\Sigma - \sigma)n, u - U \rangle_{\Gamma_N} \]

\[ = -(\text{div} \Sigma + f, u - U) + \langle (\Sigma n - g, u - U) \rangle_{\Gamma_N} = 0, \]

which proves the first identity.
Next, the orthogonality (6.5) also yields
\[
\|\sigma - \frac{1}{2}(\Sigma + \mathcal{A}\varepsilon(U))\|_C^2 = \|\mathcal{A}\varepsilon(u) - \frac{1}{2}(\Sigma + \mathcal{A}\varepsilon(U))\|_C^2 \\
= \frac{1}{4}\|2(\mathcal{A}\varepsilon(u) - \mathcal{A}\varepsilon(U)) + (\mathcal{A}\varepsilon(U)) - \Sigma\|^2 \\
= \|\mathcal{A}\varepsilon(u) - \mathcal{A}\varepsilon(U)\|_C^2 + \langle C(\mathcal{A}\varepsilon(u) - \mathcal{A}\varepsilon(U)), \mathcal{A}\varepsilon(U) - \Sigma \rangle \\
+ \frac{1}{4}\|\mathcal{A}\varepsilon(U) - \Sigma\|^2 \\
= \langle C(\mathcal{A}\varepsilon(u) - \mathcal{A}\varepsilon(U)), \mathcal{A}\varepsilon(u) - \Sigma \rangle + \frac{1}{4}\|\mathcal{A}\varepsilon(U) - \Sigma\|^2 \\
= \langle \varepsilon(u) - \varepsilon(U), \mathcal{A}\varepsilon(u) - \Sigma \rangle + \frac{1}{4}\|\mathcal{A}\varepsilon(U) - \Sigma\|^2 \\
= \frac{1}{4}\|\mathcal{A}\varepsilon(U) - \Sigma\|^2.
\] (6.6)

Let \( P_K = P_h|_K \), where \( P_h \) is the projection (3.7). The a posteriori estimate is now.

**Theorem 6.** It holds that
\[
\|\sigma - \sigma_h\|_C^2 + \|\sigma - \mathcal{A}\varepsilon(u_h^0)\|_C^2 \lesssim \|\sigma_h - \mathcal{A}\varepsilon(u_h^0)\|_C^2 + \text{osc}(f)^2 + \text{osc}(g)^2.
\] (6.7)
and
\[
\|\sigma - \frac{1}{2}(\sigma_h + \mathcal{A}\varepsilon(u_h^0))\|_C \leq \frac{1}{2}\|\sigma_h - \mathcal{A}\varepsilon(u_h^0)\|_C + \text{osc}(f) + \text{osc}(g)
\] (6.8)
with
\[
\text{osc}(f) = C\left( \sum_{K \in \mathcal{C}_h} h_K^2 \|f - P_K f\|_0,K^2 \right)^{1/2}
\] (6.9)
and
\[
\text{osc}(g) = C\left( \sum_{E \subset \Gamma_N} h_E \|g - Q_E g\|_0,E^2 \right)^{1/2}
\] (6.10)

**Proof.** Let \( (\bar{\sigma}, \bar{u}) \in [L^2(\Omega)]^{d \times d}_{\text{sym}} \times [H^2_0(\Omega)]^d \) be the solution to
\[
\mathcal{B}(\bar{\sigma}, \bar{u}; \tau, v) = (P_h f, v) + (Q_h g, v)_{\Gamma_N} \quad \forall (\tau, v) \in [L^2(\Omega)]^{d \times d}_{\text{sym}} \times [H^2_0(\Omega)]^d.
\] (6.11)
Now \((\sigma_h, u_h)\) are admissible approximations to \((\bar{\sigma}, \bar{u})\) and the preceding theorem yields
\[
\|\bar{\sigma} - \sigma_h\|_C^2 + \|\bar{\sigma} - \mathcal{A}\varepsilon(u_h^0)\|_C^2 \leq \|\sigma_h - \mathcal{A}\varepsilon(u_h^0)\|_C^2
\] (6.12)
and
\[
\|\bar{\sigma} - \frac{1}{2}(\sigma_h + \mathcal{A}\varepsilon(u_h^0))\|_C \leq \frac{1}{2}\|\sigma_h - \mathcal{A}\varepsilon(u_h^0)\|_C.
\] (6.13)
For the difference \((\sigma - \bar{\sigma}, u - \bar{u})\) we get
\[
\mathcal{B}(\sigma - \bar{\sigma}, u - \bar{u}; \tau, v) = (f - P_h f, v) + (g - Q_h g, v)_{\Gamma_N}.
\] (6.14)
The stability then yield
\[
\|\sigma - \bar{\sigma}\|_C + \|\varepsilon(u - \bar{u})\|_A \lesssim \sup_{\|\varepsilon(v)\|_A = 1} \left( \|f - P_h f, v\| + (g - Q_h g, v)_{\Gamma_N} \right).
\] (6.15)
By the properties of the projection operators and Korn’s inequality we have
\begin{equation}
(f - P_h f, v) = (f - P_K f, v - P_K v)_K
\leq \sum_{K \in \mathcal{C}_h} \|f - P_K f\|_{0,K} \|v - P_K v\|_{0,K}
\end{equation}
\begin{align}
\lesssim & \sum_{K \in \mathcal{C}_h} h_K \|f - P_K f\|_{0,K} \|\nabla v\|_{0,K} \\
\lesssim & \left( \sum_{K \in \mathcal{C}_h} h_K^2 \|f - P_K f\|_{2,K}^2 \right)^{1/2} \|\nabla v\|_0.
\end{align}
(6.16)

Using the trace theorem, a similar estimate also gives
\begin{equation}
((g - Q_h g, v)_\Gamma_N \lesssim \left( \sum_{E \subset \Gamma_N} h_E \|g - Q_K g\|_{0,E}^2 \right)^{1/2} \|\varepsilon(v)\|_A.
\end{equation}
(6.17)

The assertion then follows by combining the above estimates. □

**Remark 1.** For $f$ and $g$ smooth, (6.9), (3.1), and (6.10), (3.5), yield
\begin{equation}
\text{osc}(f) = O(h^{k+1}) \text{ and } \text{osc}(g) = O(h^{k+3/2}),
\end{equation}
(6.18)
respectively. Hence, only $\text{osc}(g)$ is a higher order term. However, in most engineering problems, the loading $f$ is given by the gravity, i.e. it is a constant, and then $\text{osc}(f)$ vanish.

Note also that when the oscillation terms vanish, the estimates become equalities.

7. An a posteriori estimator uniformly valid in the incompressible limit

The drawback of the estimate by the hypercircle argument is that it is formulated in terms of $\|\cdot\|_C$ which, unfortunately, ceases to be a norm in the incompressible limit $\lambda \to \infty$. Then the stress computed from the displacement, i.e.
\begin{equation}
\mathcal{A}(u_h^0) = 2\mu \varepsilon(u_h^0) + \lambda \text{div} u_h^0 I,
\end{equation}
(7.1)
grows without limit unless $\text{div} u_h^0$ will vanish identically. For two space dimensions is well known [7, 32] that in order to have a convergence, uniformly valid in the limit, it is required to use piecewise polynomials of degree four or higher. In our knowledge no result of this type is known for the three dimensional problem.

In this section we will therefore derive the following a posteriori estimate uniformly valid with respect to the second Lamé parameter.

**Theorem 7.** It holds
\begin{equation}
\mu^{-1/2} \|\sigma - \sigma_h\|_0 + \mu^{1/2} \|\varepsilon(u - u_h^0)\|_0 \\
\lesssim \mu^{1/2} \|\mathcal{C}\sigma_h - \varepsilon(u_h^0)\|_0 + \text{osc}(f) + \text{osc}(g).
\end{equation}
(7.2)
Proof. By Theorem 1 there exists \((\tau, v) \in [L^2(\Omega)]_{\text{sym}}^{d \times d} \times [H^1_0(\Omega)]^d\), with 
\(\mu^{-1/2}\|\tau\|_0 + \mu^{1/2}\|v\|_0 = 1\), such that
\[
\left\| \sigma - \sigma_h \right\|_0 + \|v - u_h\|_0 \lesssim B(\sigma - \sigma_h, u - u_h; \tau, v)
\]
(7.3)
\[
= (C(\sigma - \sigma_h), \tau) - (\varepsilon(u - u_h), \tau) - (\varepsilon(v), \sigma - \sigma_h).
\]
Since \(C\sigma - \varepsilon(u) = 0\) we have
\[
(C(\sigma - \sigma_h), \tau) - (\varepsilon(u - u_h), \tau) = (C\sigma_h - \varepsilon(u_h), \tau) \leq \|C\sigma_h - \varepsilon(u_h)\|_0 \|\tau\|_0.
\]
(7.4)
\[
\text{Since } \text{div } \sigma_h = P_h f \text{ and } \sigma_h n = Q_h g \text{ we get}
\]
\[
- (\varepsilon(v), \sigma - \sigma_h) = (\text{div } (\sigma - \sigma_h), v) - (\sigma - \sigma_h n, v)_{\Gamma_N}
\]
(7.5)
\[
= (P_h f - f, v) - (g - Q_h g, v)_{\Gamma_N},
\]
and (6.16), (6.17) give
\[
- (\varepsilon(v), \sigma - \sigma_h) \lesssim \text{osc}(f) + \text{osc}(g).
\]
The assertion follows by collecting the above estimates. □

8. Numerical examples

In this section we validate our theoretical findings with various numerical examples. All numerical examples were implemented in the finite element library Netgen/NGSolve, see [31]. For simplicity we only consider the two dimensional case and we use the following two methods:

- The Johnson–Mercier method (JM) from [23] considers linear displacements and linear stresses.
- The Arnold–Douglas–Gupta method (ADG) from [4] where we use the choice of linear displacements and quadratic stresses.

For both methods we hence have
\[
V_h = \{ v \in [L^2(\Omega)]^d \mid v|_K \in [P_1(K)]^d \forall K \in \mathcal{C}_h \}.
\]
(8.1)
As mentioned in Section 3 we need to specify the local stress space \(S(K)\) which then defines the global stress space by (3.2). Both, the JM and ADG method use a similar construction. Each triangle \(K \in \mathcal{C}_h\) is divided into three sub triangles \(K_i\) with \(i = 1, 2, 3\), by connecting the barycenter with the three vertices. \(S(K)\) is given by
\[
S(K) = \{ \tau \in H(\text{div }, K), \tau|_{K_i} \in [P_k(K_i)]^{2 \times 2}, i = 1, 2, 3 \},
\]
with \(k = 1\) for JM and \(k = 2\) for ADG. For the postprocessing
\[
V_h^* = \{ v \in [L^2(\Omega)]^d \mid v|_K \in [P_{k+1}(K)]^d \forall K \in \mathcal{C}_h \}
\]
(8.2)
is used. Our first example contains a curved boundary and for that we use curved elements in order to retrieve the convergence rates of the analysis. To illustrate this in more details an example is given in Figure 1. Here we consider an element \(K \in \mathcal{C}_h\) with the vertices \(V_0, V_1\) and \(V_2\) (the triangle filled with gray color). Now let \(\Psi_K \in P_{k+2}(K)\) with \(\Psi_K(K) = K\) be a polynomial mapping from \(K\) to the curved triangle \(\hat{K}\) (filled with orange color), where we have chosen the order \(k + 2\) as suggested in [10]. Then, in order to guarantee normal continuity, see (3.2), the stress finite elements are mapped by a Piola transformation, see [12], which includes the mapping \(\Psi_K\). Thus if \(\hat{\tau}\) is a basis function on a given reference element \(\hat{K}\) and
\( \Phi_K \) denotes the linear mapping from \( \hat{K} \) to \( K \), then the mapped basis function on \( \hat{K} \) is given by

\[
\tau = \frac{1}{\det(D(\Psi_K \circ \Phi_K))} \frac{D(\Psi_K \circ \Phi_K)\hat{\tau}}{\det(D(\Psi_K \circ \Phi_K))},
\]

where \( D(\cdot) \) denotes the Jacobian. For more details we refer to [9, 10]. Note that the mapping \( \Psi_K \circ \Phi_K \) is applied for all sub triangles as illustrated in Figure 1.

![Barycentric refined element at the boundary of the domain (left) and corresponding curved element (right).](image)

We have chosen two classical examples with known exact solutions [36]. In them the material parameters used are the Young modulus \( E \) and the Poisson ratio \( \nu \). They are related to the Lamé parameters by

\[
\lambda = \frac{E\nu}{(1 + \nu)(1 - 2\nu)}, \quad \text{and} \quad \mu = \frac{E}{2(1 + \nu)}.
\]  

The incompressible limit is obtained for \( \nu \rightarrow \frac{1}{2} \). The exact solutions are given in polar coordinates \( r \) and \( \theta \). In the expressions for the exact solutions the parameter value is \( \kappa = 3 - 4\nu \).

8.1. Circular hole in an infinite plate. The problem is that of the unstressed circular hole with radius \( a \) in an infinite plate subject to the unidirectional tension \( \sigma_\infty \) as discussed in Section 19.3.1 in [36]. The exact displacement is

\[
u_x = \frac{\sigma_\infty a}{8\mu} \left( \frac{r}{a}(\kappa + 1)\cos(\theta) + 2\frac{a}{r}((1 + \kappa)\cos(\theta) + \cos(3\theta)) + 2\frac{a^3}{r^3}\cos(3\theta) \right),
\]

\[
u_y = \frac{\sigma_\infty a}{8\mu} \left( \frac{r}{a}(\kappa - 3)\sin(\theta) + 2\frac{a}{r}((1 - \kappa)\sin(\theta) + \sin(3\theta)) + 2\frac{a^3}{r^3}\sin(3\theta) \right),
\]

and the exact stress components are given by

\[
\sigma_{xx} = \sigma_\infty \left( 1 - \frac{a^2}{r^2}\left( \frac{3}{2}\cos(2\theta) + \cos(4\theta) \right) + \frac{3}{2}a^2\frac{1}{r^4}\cos(4\theta) \right),
\]

\[
\sigma_{yy} = \sigma_\infty \left( -\frac{a^2}{r^2}\left( \frac{1}{2}\cos(2\theta) - \cos(4\theta) \right) - \frac{3}{2}a^4\frac{1}{r^4}\cos(4\theta) \right),
\]

\[
\sigma_{xy} = \sigma_\infty \left( -\frac{a^2}{r^2}\left( \frac{1}{2}\sin(2\theta) + \sin(4\theta) \right) + \frac{3}{2}a^4\frac{1}{r^4}\sin(4\theta) \right).
\]
The computations we do for the domain $\Omega = (-b, b) \times (-w, w) \setminus \Omega_\circ$ with the hole given by $\Omega_\circ = \{(x, y) \in \mathbb{R}^2 : |(x, y)| \leq a\}$, see the left picture of Figure 2.

We choose $a = 1$ and $b = w = 4a$, and use the material parameters $E = 1$ and $\nu = 0.3, 0.4, 0.49, 0.4999$. On the outer boundary we assign the traction obtained from (8.4) with $\sigma_\infty = 1$. The displacement is fixed to be orthogonal to the rigid body motions.

To validate the theoretical findings we introduce the relative $L^2$-error of the stress and strain

$$e_0^\sigma = \frac{\|\sigma - \sigma_h\|_0}{\|\sigma\|_0}, \quad e_0^u = \frac{\|\varepsilon(u) - \varepsilon(u^a_h)\|_0}{\|\varepsilon(u)\|_0},$$

for which the a priori estimates of Theorems 3 and 4, and the a posteriori estimate of Theorem 7 hold.

The second set of error quantities are the relative errors in strain energy for the stress directly obtained from the method, and computed from the displacement $u^a_h$, through (7.1)

$$e_0^C = \frac{\|\sigma - \sigma_h\|_C}{\|\sigma\|_C}, \quad e_0^{A(e)} = \frac{\|\sigma - A(e(u^a_h))\|_C}{\|\sigma\|_C}.$$
The last set is those given by the hypercircle estimate

\[
E^\text{mean}_C = \frac{\| \sigma - \frac{1}{2}(\sigma_h + A\varepsilon(u^a_h)) \|_C}{\| \sigma \|_C}, \quad c_{\text{eff}} = \frac{\| \sigma - \frac{1}{2}(\sigma_h + A\varepsilon(u^a_h)) \|_C}{\frac{1}{2}\| \sigma_h - A\varepsilon(u^a_h) \|_C},
\]

where \( c_{\text{eff}} \) measures the efficiency of estimate (6.8). The oscillation is a higher order term, and we expect that \( c_{\text{eff}} \to 1 \) when \( h \to 0 \), which means that the error estimator is asymptotically exact. Further, we introduce the symbol \( N \) for the number of elements in \( C_h \). For uniform refinements we have \( h \sim N^{-1/2} \).

In Table 1 and Table 2 the errors and the order of convergence (oc) for the JM and the ADG method are given for varying Poisson ratios for a uniform mesh refinement. As predicted by the analysis all errors converge with optimal order \( O(N^{-1}) \) and \( O(N^{-3/2}) \), for JM and ADG, respectively, and the constant \( c_{\text{eff}} \) converges to 1. Further, the quantities \( e^0_C \), \( e^u_C \) and \( e^C_{\text{mean}} \) stay constant for all values \( \nu \). Since in the incompressible limit \( \nu \to \frac{1}{2} \), the Lamé parameter \( \lambda \to \infty \), see (8.3), we expect that the errors, when computed from (7.1), should deteriorate. Indeed, although converging with optimal order, the errors \( e^\text{mean}_C \) and \( e^{A\varepsilon(u)}_C \) start to grow significantly in the incompressible limit. To give more insight on this behavior we have plotted in Figure 5 the error \( e^{A\varepsilon(u)}_C \) for both methods with respect to the Poisson ratio. As we can see the blow up occurs continuously and can be made arbitrarily big if one approaches the incompressible limit.

We finally note that in all cases the stress \( \sigma_h \) is much more accurate than that computed by \( A\varepsilon(u^a_h) \). Furthermore, the latter dominates in \( e^\text{mean}_C \), thus it holds \( e^\text{mean}_C \sim \frac{1}{2}e^{A\varepsilon(u)}_C \), for all values of the Poisson ratio.

**8.2. L-shape example.** We employ an adaptive mesh refinement for the L-shape example from Section 10.3.2 of [36]. To this end let \( \Omega \) be given by

\[
\Omega = \{(x, y) : |x| + |y| \leq 2^{1/2}a\} \setminus \{(x, y) : |x - 2^{-1/2}a| + |y| \leq 2^{-1/2}a\},
\]
as illustrated in the right picture of Figure 2. For our test case we choose \( a = 1 \) and use \( E = 1 \) and different values of \( \nu \). Further, we define the constants...
body displacements and rotations, is given by

\[ u(x) = \left( \begin{array}{c} u_x \\ u_y \end{array} \right) = \frac{1}{2\mu} \begin{pmatrix} r^\alpha ((\kappa - Q(\alpha + 1)) \cos(\alpha \theta) - \alpha \cos((\alpha - 2)\theta)) \\ r^\alpha ((\kappa + Q(\alpha + 1)) \sin(\alpha \theta) + \alpha \sin((\alpha - 2)\theta)) \end{pmatrix}, \]

Table 1. Errors and order of convergence for the hole in an infinite plate example 8.1 for the JM method and varying Poisson ratios \( \nu \).

| \( N \) | \( e_\theta^\alpha \) (oc) | \( e_\theta^u \) (oc) | \( e_\theta^C \) (oc) | \( e_\theta^{A\xi(u)} \) (oc) | \( e_\theta^{\text{mean}} \) (oc) | \( e_\theta^{\text{eff}} \) |
| --- | --- | --- | --- | --- | --- | --- |
| 202 | \( 4.3 \times 10^{-2} \) (–) | \( 1.1 \times 10^{-1} \) (–) | \( 4.3 \times 10^{-2} \) (–) | \( 1.2 \times 10^{-1} \) (–) | \( 6.4 \times 10^{-2} \) (–) | \( 0.94 \) |
| 808 | \( 1.8 \times 10^{-2} \) (1.2) | \( 4.5 \times 10^{-2} \) (1.3) | \( 1.8 \times 10^{-2} \) (1.2) | \( 5.0 \times 10^{-2} \) (1.3) | \( 2.7 \times 10^{-2} \) (1.3) | \( 0.94 \) |
| 3232 | \( 4.5 \times 10^{-3} \) (2.0) | \( 1.2 \times 10^{-2} \) (1.9) | \( 4.5 \times 10^{-3} \) (2.0) | \( 1.3 \times 10^{-2} \) (1.9) | \( 7.0 \times 10^{-3} \) (1.9) | \( 0.95 \) |
| 12928 | \( 1.1 \times 10^{-3} \) (2.0) | \( 3.3 \times 10^{-3} \) (1.9) | \( 1.1 \times 10^{-3} \) (2.0) | \( 3.6 \times 10^{-3} \) (1.9) | \( 1.9 \times 10^{-3} \) (1.9) | \( 0.96 \) |

\( \nu = 0.3 \)

| \( N \) | \( e_\theta^\alpha \) (oc) | \( e_\theta^u \) (oc) | \( e_\theta^C \) (oc) | \( e_\theta^{A\xi(u)} \) (oc) | \( e_\theta^{\text{mean}} \) (oc) | \( e_\theta^{\text{eff}} \) |
| --- | --- | --- | --- | --- | --- | --- |
| 202 | \( 4.3 \times 10^{-2} \) (–) | \( 1.0 \times 10^{-1} \) (–) | \( 4.3 \times 10^{-2} \) (–) | \( 1.4 \times 10^{-1} \) (–) | \( 7.4 \times 10^{-2} \) (–) | \( 0.96 \) |
| 808 | \( 1.8 \times 10^{-2} \) (1.2) | \( 4.3 \times 10^{-2} \) (1.3) | \( 1.8 \times 10^{-2} \) (1.2) | \( 6.0 \times 10^{-2} \) (1.2) | \( 3.1 \times 10^{-2} \) (1.2) | \( 0.96 \) |
| 3232 | \( 4.5 \times 10^{-3} \) (2.0) | \( 1.1 \times 10^{-2} \) (1.9) | \( 4.5 \times 10^{-3} \) (2.0) | \( 1.6 \times 10^{-2} \) (1.9) | \( 8.4 \times 10^{-3} \) (1.9) | \( 0.96 \) |
| 12928 | \( 1.1 \times 10^{-3} \) (2.0) | \( 3.1 \times 10^{-3} \) (1.9) | \( 1.1 \times 10^{-3} \) (2.0) | \( 4.5 \times 10^{-3} \) (1.8) | \( 2.3 \times 10^{-3} \) (1.9) | \( 0.97 \) |

\( \nu = 0.4 \)

| \( N \) | \( e_\theta^\alpha \) (oc) | \( e_\theta^u \) (oc) | \( e_\theta^C \) (oc) | \( e_\theta^{A\xi(u)} \) (oc) | \( e_\theta^{\text{mean}} \) (oc) | \( e_\theta^{\text{eff}} \) |
| --- | --- | --- | --- | --- | --- | --- |
| 202 | \( 4.3 \times 10^{-2} \) (–) | \( 9.4 \times 10^{-2} \) (–) | \( 4.3 \times 10^{-2} \) (–) | \( 3.8 \times 10^{-1} \) (–) | \( 1.9 \times 10^{-1} \) (–) | \( 0.99 \) |
| 808 | \( 1.8 \times 10^{-2} \) (1.2) | \( 4.0 \times 10^{-2} \) (1.2) | \( 1.8 \times 10^{-2} \) (1.2) | \( 1.6 \times 10^{-2} \) (1.2) | \( 8.1 \times 10^{-2} \) (1.2) | \( 0.99 \) |
| 3232 | \( 4.5 \times 10^{-3} \) (2.0) | \( 1.1 \times 10^{-2} \) (1.9) | \( 4.5 \times 10^{-3} \) (2.0) | \( 4.4 \times 10^{-3} \) (1.9) | \( 2.2 \times 10^{-2} \) (1.9) | \( 1.00 \) |
| 12928 | \( 1.1 \times 10^{-3} \) (2.0) | \( 2.9 \times 10^{-3} \) (1.8) | \( 1.1 \times 10^{-3} \) (2.0) | \( 1.3 \times 10^{-2} \) (1.8) | \( 6.3 \times 10^{-3} \) (1.8) | \( 1.00 \) |

\( \nu = 0.49999 \)

| \( N \) | \( e_\theta^\alpha \) (oc) | \( e_\theta^u \) (oc) | \( e_\theta^C \) (oc) | \( e_\theta^{A\xi(u)} \) (oc) | \( e_\theta^{\text{mean}} \) (oc) | \( e_\theta^{\text{eff}} \) |
| --- | --- | --- | --- | --- | --- | --- |
| 202 | \( 4.3 \times 10^{-2} \) (–) | \( 9.2 \times 10^{-2} \) (–) | \( 4.3 \times 10^{-2} \) (–) | \( 1.2 \times 10^{-1} \) (–) | \( 5.9 \) (–) | \( 1.00 \) |
| 808 | \( 1.8 \times 10^{-2} \) (1.2) | \( 3.9 \times 10^{-2} \) (1.2) | \( 1.8 \times 10^{-2} \) (1.2) | \( 5.0 \) (1.2) | \( 2.5 \) (1.2) | \( 1.00 \) |
| 3232 | \( 4.5 \times 10^{-3} \) (2.0) | \( 1.0 \times 10^{-2} \) (1.9) | \( 4.5 \times 10^{-3} \) (2.0) | \( 1.4 \) (1.9) | \( 6.9 \times 10^{-1} \) (1.9) | \( 1.00 \) |
| 12928 | \( 1.1 \times 10^{-3} \) (2.0) | \( 2.9 \times 10^{-3} \) (1.8) | \( 1.1 \times 10^{-3} \) (2.0) | \( 3.9 \times 10^{-1} \) (1.8) | \( 2.0 \times 10^{-1} \) (1.8) | \( 1.00 \) |

Figure 5. The error \( e_\theta^{A\xi(u)} \) of the JM and ADG method for the hole in an infinite plate example 8.1 for varying Poisson ratios on a fixed mesh with \( N = 606 \).
The mesh refinement loop is defined as usual by

\[ \| \cdot \| \]

where \( \partial \) reads as the norm \( \cdot \). We consider a uniform refinement and adaptive refinements where

\[ \max_{e \in \mathcal{E}_h} \cdot \]

\( \eta \) is the error estimator. We denote by \( \mathcal{E}_h \) the set of elements. The element of \( \mathcal{E}_h \) with the largest error \( \eta \) is marked. Then, we solve the problem on the marked element and refine the marked element and its neighbors. The adaptive mesh refinement loop is defined as usual by

\[ \text{SOLVE} \to \text{ESTIMATE} \to \text{MARK} \to \text{REFINE} \to \text{SOLVE} \to \ldots \]

The adaptive mesh refinement algorithm refines the

\[ N \quad \varepsilon^e_{\text{rel}} \quad \varepsilon^u_{\text{rel}} \quad \varepsilon^e_{\text{mean}} \quad \varepsilon^u_{\text{mean}} \]

with the following table:

| \( \nu \) | \( \varepsilon^e_{\text{rel}} \) (oc) | \( \varepsilon^u_{\text{rel}} \) (oc) | \( \varepsilon^e_{\text{mean}} \) (oc) | \( \varepsilon^u_{\text{mean}} \) (oc) | \( c_{\text{rel}} \) |
|---|---|---|---|---|---|
| \( \nu = 0.3 \) | 2.02 | 9.9 \times 10^{-3} \quad (\text{oc}) | 2.5 \times 10^{-2} \quad (\text{oc}) | 2.8 \times 10^{-2} \quad (\text{oc}) | 1.5 \times 10^{-2} \quad (\text{oc}) | 0.94 |
| \( \nu = 0.4 \) | 2.02 | 9.9 \times 10^{-3} \quad (\text{oc}) | 2.4 \times 10^{-2} \quad (\text{oc}) | 3.3 \times 10^{-2} \quad (\text{oc}) | 1.7 \times 10^{-2} \quad (\text{oc}) | 0.96 |
| \( \nu = 0.49 \) | 2.02 | 9.9 \times 10^{-3} \quad (\text{oc}) | 2.2 \times 10^{-2} \quad (\text{oc}) | 9.0 \times 10^{-2} \quad (\text{oc}) | 4.5 \times 10^{-2} \quad (\text{oc}) | 0.99 |
| \( \nu = 0.4999 \) | 2.02 | 9.9 \times 10^{-3} \quad (\text{oc}) | 2.2 \times 10^{-2} \quad (\text{oc}) | 9.0 \times 10^{-3} \quad (\text{oc}) | 2.8 \quad (\text{oc}) | 1.4 \quad (\text{oc}) | 1.0 |

Table 2. Errors and order of convergence for the hole in an infinite plate Example 8.1 for the ADG method and varying Poisson ratios \( \nu \).

...
marked elements plus further elements to guarantee a regular triangulation. Beside the error quantities introduced above we further define the (relative) estimators
\[ \eta = \frac{1}{2} \| \sigma_h - A\varepsilon(u_h^0) \|_0 \| \sigma \|_0, \quad \eta^{\text{inc}} = \frac{\mu^{1/2} \| C\sigma_h - \varepsilon(u_h^0) \|_0}{\mu^{-1/2} \| \sigma \|_0}, \]
and the scaled error
\[ e_0^{u,\text{inc}} = \frac{\mu^{1/2} \| \varepsilon(u) - \varepsilon(u_h^0) \|_0}{\mu^{-1/2} \| \sigma \|_0}. \]

In Figure 6 we plot the error history of \( e_0^C \), \( e_C^{A\varepsilon(u)} \) and \( e_0^{\text{mean}} \) for the JM and the ADG method using an adaptive refinement based on the estimator \( \eta \) for a moderate Poisson ratio \( \nu = 0.3 \). From the coarsest to the finest mesh the measure of efficiency \( c_{\text{eff}} \) varies in in the range 0.99 — 1.00, and hence the error estimator \( \eta \) is not plotted as it would be indistinguishable from \( e_0^{\text{mean}} \). From the figure we see that all errors converge with optimal order \( O(N^{-\nu}) \).

To show the drastic decrease of the errors when using an adaptive algorithm, we also include the error \( e_0^C \) for a uniform refinement. Since the exact solution is in the Sobolev space \( H^s \), with \( s < 1.54 \), a uniform mesh only yields a convergence rate of \( O(h^{0.54}) \), i.e. \( O(N^{-0.27}) \).

In Figure 7 we plot the same quantities but using an incompressible setting with \( \nu = 0.49999 \). Although all quantities still converge with an optimal order, we observe the same error deterioration as in the previous example. Thus, while \( e_0^C \) (and also \( e_0^{\text{mean}}, e_0^0 \) which are not plotted) is not affected by the choice of the Poisson ratio \( \nu \), the errors \( e_C^{\text{mean}} \) and \( e_C^{A\varepsilon(u)} \) and the estimator \( \eta \) are much bigger and should not be used in practice.

To this end we follow the theory of Theorem 7, i.e. we employ the estimator \( \eta^{\text{inc}} \). In Figure 8 the corresponding relative errors and the estimator are plotted and we observe that (up to an unknown constant \( O(1) \)) the error estimator gives a good prediction of the errors \( e_0^C \) and \( e_0^{u,\text{inc}} \). Further, all errors converge with optimal error \( O(N^{-(k+1)/2}) \), \( k = 1, 2 \). Again we include the errors for a uniform refinement which shows the drastic decrease when using an adaptive algorithm.
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