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We have implemented the generalized Bloch theorem based on first-principles calculations using a linear combination of pseudo-atomic orbitals (LCPAO) as the basis sets. In order to test our implementation in a code, we examined three systems that have been reported in experiments or other calculations, namely, the carrier-induced spin-spiral ground state in the one-dimensional model system, the spin stiffness of bcc-Fe, and the spin stiffness in a zigzag graphene nanoribbon. We confirmed that our implementation gives good agreement with experiments. Based on these results, we believe that our implementation of the generalized Bloch theorem using an LCPAO is useful for predicting the properties of complex magnetic materials. We also predicted a large reduction (enhancement) of spin stiffness for the electron (hole) doping of zigzag-edge graphene nanoribbon ferromagnetic states.

1. Introduction

Noncollinear magnetic structures, which are extensions of the collinear magnetic structures, are of interest for the in-depth study of the hidden phenomena in condensed matter physics. The structure of noncollinear magnetism has been discovered experimentally for crystalline and amorphous materials.$^{1,1}$ Theoretically, for the whole crystal, a noncollinear magnetic structure has no natural spin quantization axis, contrary to the collinear magnetic structure. Therefore, the magnetic moment of each atom can have a different direction in the crystal. A typical noncollinear magnetic structure is the spin spiral, where each magnetic moment is rotated around a specific spin rotation axis from atom to atom on a periodic lattice by
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a constant angle following a certain direction of the crystal.

Due to the translation symmetry breaking in a Bravais lattice, to consider a spiral structure by first-principles calculation, especially in the case of long-wavelength spin waves, we have to make a large unit cell. By neglecting spin-orbit coupling (SOC), this problem can be solved using the generalized Bloch theorem (GBT) by considering the minimal number of atoms in the primitive unit cell.\(^2\) In other words, without SOC, we are allowed to calculate a spiral system efficiently without using a large unit cell by implementing the GBT. In addition to its advantage, by using first-principles calculation, the implementation of the GBT can also be used to deal with the magnon dispersion relation and its related quantities, such as computing the exchange coupling constant and Curie temperature,\(^3\)–\(^7\) the Dzyaloshinskii–Moriya interaction including SOC perturbatively,\(^8\) and so forth.

We have implemented the GBT in the framework of a linear combination of pseudo-atomic orbitals (LCPAO) as basis sets, as implemented in the OPENMX code.\(^9\) There are some advantages of using an LCPAO as basis sets, especially in the implementation of density functional theory (DFT). Due to its localized property, an LCPAO can be employed to treat large systems efficiently using the so-called O(N) method as implemented in DFT calculation.\(^10, 11\) In addition, good accuracy in describing electronic properties can be obtained for large systems by using only a minimal basis set.\(^12, 13\)

The combination of the GBT with an LCPAO as basis sets has an advantage over the GBT with plane-wave basis sets. The advantage of using an LCPAO for the GBT is related to the computational time, especially for calculating spin stiffness. Evaluating spin stiffness needs a large amount of \(k\) point sampling and many spiral vectors \(q\) around \(q = 0\). The problem of using plane-wave basis sets arises when treating the vacuum region for a one or two-dimensional system. Treating the vacuum region requires more plane waves than an LCPAO, so using an LCPAO is more efficient than using plane waves. This means that more complex systems including a vacuum region can be handled by an LCPAO more efficiently than by using plane waves.

Regarding the O(N) method, we clarify that this method and the GBT can be treated as complementary methods. Using the OPENMX code, the O(N) method has been successfully implemented to treat large systems.\(^14, 15\) However, the computational cost is still very expensive, especially for investigating long-wavelength spin waves by supercell calculation. The GBT minimizes the computational cost by using the minimal number of atoms for long-wavelength spin waves. However, the GBT can only handle homogeneous spin spirals, while the O(N) method can handle inhomogeneous ones. Therefore, the choice of using either the
O(N) method or the GBT depends on the order of the magnetic moment.

It is known that the spin stiffness is very important for predicting the Curie temperature, which can be computed by using the mean field approximation (MFA) or random phase approximation (RPA). To calculate the spin stiffness using the frozen magnon method with a small deviation from the ground state, constraint DFT for the spin orientation is needed. The OPENMX code provides a constraint method by introducing a penalty functional in such a way that the spin orientation can be fixed. This penalty functional is generated by the difference between the initial and final density matrices to control the spin orientation self-consistently. The applications of the constraint scheme in the OPENMX code can be found in Refs. 19–21.

A similar implementation of the GBT combined with an LCPAO has also been reported previously. While the authors in Ref. 22 successfully computed the spin-spiral ground state of fcc-Fe, they did not combine the GBT with the spin constraint method. Therefore, to our knowledge, there have been no attempts to compute spin stiffness by the GBT and an LCPAO. We claim that our implementation can also give accurate results compared with other implementations. In addition, if we combine the GBT and an LCPAO with other methods, such as LDA+U, we can apply our implementation to a wide variety of complex materials.

In this paper, to support our implementation, we have investigated the carrier-induced spin-spiral ground state and spin stiffness. As a test case, we investigated the appearance of the carrier-induced spin-spiral ground state of a one-dimensional hydrogen chain by changing the hole doping. We observed the magnetic phase transition when the hole doping was performed. Next, we evaluated the spin stiffness of bcc-Fe and the convergence in terms of the basis set. We obtained reliable results compared with both experimental results and other calculations. Finally, we investigated the enhancement or reduction of spin stiffness with respect to the amount of hole-electron doping for a zigzag graphene nanoribbon. For the nondoping case, we obtained a high value of spin stiffness, as predicted for the p electron system. Based on the calculated results, we believe that our implementation using an LCPAO can treat larger and more complex magnetic materials, especially when calculating spin stiffness.

2. Method

This section is devoted to describing the details of including the GBT into the noncollinear spin DFT provided in the OPENMX code and to exploring the derivation of the magnon dispersion relation.
2.1 Formulation of the GBT for the LCPAO basis sets

The main principle of a spin spiral is to rotate the magnetic moment of an atom from one unit cell to other unit cells following the direction of a certain spiral vector \( \mathbf{q} \). Consider the rotation of the \( i \)th atom, which is assigned to site \( \mathbf{R}_i \), by a constant angle \( \varphi_i = \mathbf{q} \cdot \mathbf{R}_i \). Then its magnetic moment is given by

\[
M_i(r + \mathbf{R}_i) = M_i(r) \begin{pmatrix}
\cos (\varphi_0 + \mathbf{q} \cdot \mathbf{R}_i) \sin \theta_i \\
\sin (\varphi_0 + \mathbf{q} \cdot \mathbf{R}_i) \sin \theta_i \\
\cos \theta_i
\end{pmatrix}.
\] (1)

From this equation, it is clear that one has to set the nonzero cone angle \( \theta \) of the initial magnetic moment to make the GBT work. Note that \( \theta \) and \( \varphi \) are the polar and azimuthal angles in spherical coordinates, respectively, if we define the \( z \) axis as the spin rotation axis. We remind readers that as long as the cone angle is the same, due to the decoupling between the real space and spin space, the spin spirals become equivalent even though the spin rotation axis can be different.

![Diagram of a conical spiral structure with spiral vector \( \mathbf{q} \) along the \( x \) axis in a cubic lattice.](image)

Fig. 1. Illustration of a conical spiral structure with spiral vector \( \mathbf{q} \) along the \( x \) axis in a cubic lattice.

The OPENMX is an open-source package used to perform material simulations adopting DFT, using norm-conserving pseudopotentials.\(^{27}\) It employs pseudo-atomic orbitals (PAO) as basis sets generated by the confinement scheme method.\(^{28,29}\) To apply the GBT to the OPENMX code, we initially extend the translation operator to a generalized translation operator \( \mathcal{T}_i \) that translates an atom and rotates its magnetic moment simultaneously from one unit cell to other unit cells following the direction of a certain spiral vector \( \mathbf{q} \) as shown in Fig. 1. It is clear that we only introduce a new rotation operator \( U(\varphi) \) that rotates a spinor in the spin
space by a constant angle around the spin rotation axis. Note that if we have a Bloch wavefunction \( \psi_k(r) \), then the generalized translation operator applied to the Bloch wavefunction should still obey the Bloch condition

\[
\mathcal{T}_j \psi_k(r) = U(-\varphi) \psi_k(r + R_i) = e^{iR_i \varphi} \psi_k(r),
\]

where the spin rotation matrix now is defined as

\[
U(\varphi) = \begin{pmatrix}
  e^{-i\varphi/2} & 0 \\
  0 & e^{i\varphi/2}
\end{pmatrix}.
\]

In order to preserve Eq. (2), it can be easily proven that the two-component spinor Bloch wavefunction should be written as

\[
\psi_k(r) = e^{i k \cdot r} \begin{pmatrix}
  e^{-i q \cdot r/2} \alpha_k^\uparrow(r) \\
  e^{i q \cdot r/2} \alpha_k^\downarrow(r)
\end{pmatrix},
\]

where \( \alpha_k^\uparrow(r) \) and \( \alpha_k^\downarrow(r) \) have a translational periodicity obeying \( \alpha_k^\sigma(r) = \alpha_k^\sigma(r + R_i) \), in which \( \sigma \) can be up or down components. In the OPENMX code, by using the definition in Eq. (4), the Bloch wavefunction is expanded as an LCPAO \( \phi_{i\alpha} \) fixed on site \( \tau_i \) as

\[
\psi_{\nu k} (r) = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} \sum_{i\alpha} \left[ e^{i(k-\frac{1}{2}) R_i} C^\dagger_{\nu k,i\alpha} \begin{pmatrix} 1 \\ 0 \end{pmatrix} + e^{i(k+\frac{1}{2}) R_i} C^\dagger_{\nu k,i\alpha} \begin{pmatrix} 0 \\ 1 \end{pmatrix} \right] \times \phi_{i\alpha} (r - \tau_i - R_n). \tag{5}
\]

By using the density operator

\[
\hat{n} = \sum_{\nu} \sum_{\nu} f_{\nu} |\psi_{\nu k}| \langle \psi_{\nu k} |,
\]

the noncollinear electron density in real space can be composed in the matrix form

\[
n_{\sigma\sigma'} (r) = \langle r \sigma' | \hat{n} | r \sigma \rangle = \begin{pmatrix} n_{\uparrow\uparrow} (r) & n_{\uparrow\downarrow} (r) \\ n_{\downarrow\uparrow} (r) & n_{\downarrow\downarrow} (r) \end{pmatrix}, \tag{7}
\]

whose components are given as

\[
n_{\uparrow\uparrow} (r) = \sum_{\nu} \sum_{\nu} f_{\nu} \sum_{n} e^{i(k-\frac{1}{2}) R_i} \sum_{i\alpha, \beta} C^\dagger_{\nu k,i\alpha} C^\dagger_{\nu k,i\beta} \times \phi_{i\alpha} (r - \tau_i) \phi_{i\beta} (r - \tau_j - R_n), \tag{8}
\]

\[
n_{\uparrow\downarrow} (r) = \sum_{\nu} \sum_{\nu} f_{\nu} \sum_{n} e^{i(k-\frac{1}{2}) R_i} \sum_{i\alpha, \beta} C^\dagger_{\nu k,i\alpha} C^\dagger_{\nu k,i\beta} \times \phi_{i\alpha} (r - \tau_i) \phi_{i\beta} (r - \tau_j - R_n), \tag{9}
\]
In Eqs. (5)-(11), Roman and Greek indexes in the subscripts refer to the site index and orbital index, respectively. Based on the above analytical expressions, we developed a code in the OPENMX that implements the GBT.

2.2 General procedure for obtaining magnon dispersion relation

In order to obtain the spin stiffness of bcc-Fe and a zigzag graphene nanoribbon, a special treatment should be considered. However, for the carrier-induced spin-spiral ground state of a hydrogen chain, we can perform a direct self-consistent calculation for a given spiral vector \( \mathbf{q} \) by using the GBT. To obtain the magnon dispersion relation that will be used to calculate the spin stiffness, we use the frozen magnon method, which has been implemented widely to describe the long-wavelength excitations in itinerant ferromagnets where the magnetic moment deviates from the ground state with a small fixed cone angle \( \theta \), see Fig. 1. The frozen magnon method itself is based on the collective transverse fluctuations of magnetization, which are in the opposite direction to the Stoner excitations (longitudinal spin fluctuations). To calculate the spin stiffness, the frozen magnon method is more efficient than the real-space method proposed by Liechtenstein et al. due to the computational cost, as reported in Ref. 5.

The energy of spin waves can be obtained from the deviation of the magnetic moment from its ground state. To evaluate the energy of spin waves by DFT calculation, we assumed the Heisenberg Hamiltonian, i.e., the total energy obtained from the DFT calculation can be approximated by the energy of the Heisenberg Hamiltonian with the definition of the magnetic moment given in Eq. (1). The formulation that relates these two energies can be given as

\[
E = E \left( \mathbf{M}_i^2 \right) - \frac{1}{2N} \sum_{i \neq j} J_{ij} \mathbf{M}_i \cdot \mathbf{M}_j
\]

\[
= E \left( \mathbf{M}_i^2 \right) - \frac{1}{2N} \sum_{i \neq j} J_{ij} M_i M_j \left\{ \cos \left[ \mathbf{q} \cdot (\mathbf{R}_i - \mathbf{R}_j) \right] \right\}
\]
\[ \times \sin \theta_i \sin \theta_j + \cos \theta_i \cos \theta_j \right\}, \tag{12} \]

where \( i \neq j \) is imposed to avoid the double counting of sites and \( N \) denotes the number of unit cells. Here, \( E \) and \( E(M_i^2) \) are the total energy and ground-state energy for the unperturbed system, respectively. For convenience, we apply the Fourier transformation for the exchange coupling constant \( J_{ij} \)

\[ J_q = \frac{1}{N} \sum_{i \neq j} J_{ij} e^{i \mathbf{q} \cdot (\mathbf{R}_i - \mathbf{R}_j)}. \tag{13} \]

For a small cone angle \( \theta \), after substituting Eq. (13) into Eq. (12), we obtain

\[ \text{Re} J_q - J_0 = \left[ \frac{1}{M^2} \frac{\partial^2 E}{\partial \theta^2} \right]_{\theta = 0}. \tag{14} \]

Hereafter, the above equation will be used in formulating the magnon dispersion relation. To derive the magnon dispersion relation, we change the classical Heisenberg Hamiltonian \( H \) to the quantum version and use the latter to describe the dynamics of the magnetic moment as

\[ i \hbar \frac{d \hat{M}_i}{dt} = \left[ \hat{M}_i, \hat{H} \right]. \tag{15} \]

In addition, the operator of the lattice magnetic moment always obeys the commutation relations

\[ \left[ \hat{M}_i^\alpha, \hat{M}_j^\beta \right] = i \mu_B \delta_{ij} \epsilon_{\alpha\beta\gamma} \hat{M}_i^\gamma, \tag{16} \]

where the lattice sites and Cartesian coordinates are described by Roman and Greek indexes, respectively. The expression in Eq. (16) depends on the convention, for comparison, one can refer to Refs. 4 and 16. Moreover, observing that \( \hat{M}_i^2 \) commutes with all \( \hat{M}_i \), the magnitude of the magnetic moment should not depend on time, \( dM_i/dt = 0 \).

Since the magnetic moment vectors now depend on time, we should take into account the time variable that describes the rotation around the spin rotation axis. We can see directly in the formulation of the magnetic moment in Eq. (1) that we should insert a constant frequency \( \omega_q \) into the angle \( \varphi \) to obtain \( \varphi_i(t) = \mathbf{q} \cdot \mathbf{R}_i + \omega_q t \). Substituting Eq. (1) into Eqs. (15) and (16), we derive the relation

\[ \hbar \omega_q = 2 \mu_B M \left( \text{Re} J_q - J_0 \right). \tag{17} \]

Comparing Eq. (14) with Eq. (17), we directly conclude that the magnon dispersion relation can be given as

\[ \hbar \omega_q = \left[ \frac{2 \mu_B \partial^2 E}{M \partial \theta^2} \right]_{\theta = 0}. \tag{18} \]

As immediately observed from Eq. (18), we should calculate \( E(\theta) \) for several \( \theta \) and evaluate
the second derivative of $E(\theta)$ by using the available methods, such as the finite difference method as suggested by Gebauer.\textsuperscript{16} However, this method is not so efficient since it includes several computations before the calculation of the magnon dispersion relation. There is another way, namely, replacing the second derivative $\partial^2 E / \partial \theta^2$ with the analytical form in terms of the total energy difference $\Delta E(q, \theta) = E(q, \theta) - E(0, \theta)$. We therefore rewrite Eq. (18) as

$$\hbar \omega_q = \lim_{\theta \to 0} \frac{4 \mu_B \Delta E(q, \theta)}{M \sin^2 \theta}. \quad (19)$$

This relation was derived by Kübler and applied to calculate the spin stiffness for 3d transition metals.\textsuperscript{31} It can derive Eq. (18) by applying L’Hôpital’s rule. The other methods to derive the magnon dispersion are given in Refs. 32–34.

The schematic procedure to obtain the curve of the magnon dispersion relation to obtain the spin stiffness by using an LCPAO is as follows. First, we choose successive spiral vectors $q$ near the $\Gamma$ point; in this paper we select the range $[0, 1] \text{Å}^{-1}$ for bcc-Fe and set the cone angle $\theta$. Then, based on the selected $\theta$, we calculate the total energy difference between $q = 0$ and each of the chosen higher $q$, and add the right-hand side of Eq. (19). Finally, we evaluate the left-hand side of Eq. (19) with $\hbar \omega_q = Dq^2(1 - \beta q^2)$ to compute the spin stiffness $D$. The above procedure has been employed by several authors\textsuperscript{3,4,31} to calculate the spin stiffness for bcc-Fe, which will be compared with our result in Sec. 3. For the graphene nanoribbon, we follow a somewhat different approach, in which sufficiently lower magnitudes of spiral vectors $q$ than those for the case of bcc-Fe case are set to fix the magnitudes of the magnetic moment as described later in Sect. 3.

### 3. Results and Discussion

#### 3.1 Carrier-induced spin-spiral ground state in one-dimensional hydrogen chain

By applying the MFA to the one-dimensional single-orbital Hubbard model, Inoue and Maekawa have shown that a magnetic phase transition takes place from antiferromagnetic (AFM) state to a spiral state at $T = 0$ in a perovskite manganite by introducing hole doping.\textsuperscript{35} Another carrier-induced magnetic phase transition in a perovskite manganite has also been reported by applying the constraint scheme method within noncollinear DFT.\textsuperscript{20} Since the perovskite manganite has one electron at the $e_g$ state of the Mn site, it can be modeled by a one-dimensional hydrogen chain, similarity to the one-dimensional single-orbital Hubbard model. Therefore, we expect that the magnetic phase transition takes place in a one-dimensional hydrogen chain. We used one valence orbital $s$ as a basis set specified by H7.0-$s1$, which indicates that the H atom has a 7.0 Bohr cutoff radius. The direction of the
spiral vector $q$ was selected to be along the $x$ axis with a $30 \times 1 \times 1$ $k$ point grid and a cutoff energy of 150 Ryd as illustrated in Fig. 2. We also employed 2.5 Å for the lattice constant and used the generalized gradient approximation (GGA)$^{36}$ for the exchange-correlation potential.

Figure 3(a) shows the $q$-dependent total energy difference for nondoping, 0.1 $e$/site hole doping, and 0.2 $e$/site hole doping for a one-dimensional hydrogen chain. The calculated ground states for nondoping, 0.1 $e$/site hole doping, and 0.2 $e$/site hole doping are the AFM state at $q = 0.5$, the spiral (SP) state at $q = 0.36$, and the ferromagnetic (FM) state at $q = 0$, respectively. For comparison, we provide the supercell calculation for several cells in Fig. 3(b). Here, we only consider 2, 3, 4, 6, and 8 supercells from right to left, which are associated with rotation angles of $180^\circ$, $120^\circ$, $90^\circ$, $60^\circ$, and $45^\circ$, respectively. By comparing the two figures, we observe the same profiles, as mentioned previously, as those when using the GBT, and the total energy differences for all hole doping are of the same order. As shown in Fig. 4, amounts of detailed calculations, including those for very small hole doping in the range of $0 \leq$ hole $\leq 0.2$ $e$/site, are performed to explore three separate ranges, i.e., the nondoping case is the AFM ground state, $0 <$ hole $\leq 0.171$ $e$/site is the SP ground state, and hole $> 0.171$ $e$/site is the FM ground state. This result is similar to the previous result obtained by Inoue and Maekawa using the one-dimensional single-orbital Hubbard model.$^{35}$

Note that the magnetic phase transition relies on the competition between the kinetic energy and exchange interaction, which depends on the lattice constant in our model. We use the lattice constant of 2.5 Å as an example to investigate this competition. We have examined the lattice constant dependence of the magnetic ground state. For example, when we increase the lattice constant to 3.0 Å, the ground state for the nondoping case is still the AFM state. On the other hand, in the case of 0.1 $e$/site hole doping, the ground state changes from the SP
Fig. 3. (Color online) Hole doping dependence of spiral vector vs total energy difference for the one-dimensional hydrogen chain using the GBT (a) and the supercell calculation (b). Here, the total energy difference $\Delta E$ is obtained by subtracting the total energy of each $q$ from that for each hole doping with respect to $q = 0$.

state to the FM state. It seems that varying the lattice constant tunes the new magnetic phase transition due to the competition between the kinetic energy and the exchange interaction.

We used the minimal basis set, which contains only an $s$ orbital, since our purpose is to test the implementation of the GBT by reproducing the one-dimensional single-orbital Hubbard model. Here we comment on the basis set dependence of our model. We investigate the inclusion of the $p$ orbital, i.e., $s2p1$ orbitals, in the hydrogen chain system to evaluate the effect. For simplicity, we only consider the nondoping case. When $s2p1$ orbitals are applied, the AFM state is no longer the ground state when using both the GBT and the supercell calculation. We argue that PAO cutoff radius of 7.0 Bohr (3.7 Å) used here is too large compared with the lattice constant of 2.5 Å when including the $p$ orbital. This means that the wavefunction using $s2p1$ orbitals for the H atom will cover up the next nearest-neighbor of the H atom much more than that when using the $s$ orbital. This situation is different from that of the one-dimensional single-orbital Hubbard model with the nearest-neighbor approximation.
Fig. 4. (Color online) (a) Hole doping dependences of the total energy difference \( \Delta E \) and the spiral vector \( q \) for the one-dimensional hydrogen chain using the GBT. The total energy difference at each hole doping is defined as \( E(0) - E(q) \), where \( E(q) \) is the total energy of the ground state with spiral vector \( q \). (b) Plot around phase boundary between spiral and FM ground states.

Therefore, if we want to obtain the same ground state using the \( s \) orbital and \( s^2p^1 \) orbitals, we should increase the lattice constant or decrease the cutoff radius so that the effect of the \( p \) orbital can be decreased. A clear description of the relationship between the cutoff radius and the number of orbitals will be given when considering the case of bcc-Fe in Sect. 3.2.

3.2 Magnon dispersion relation of bcc-Fe

We now focus on how to calculate the spin stiffness for bcc-Fe using an LCP AO. The main reason why we chose bcc-Fe is that the spin stiffness has been well provided theoretically and experimentally as shown in Table I. In performing the first-principles calculation, we used the local spin density approximation (LSDA),\(^{37}\) we set the cutoff energy to 300 Ryd, and varied both the cutoff radius and the number of orbitals. In this paper, as shown in Fig. 5, we fixed
the cone angle to $10^\circ$ by using the constraint DFT provided in the OPENMX code. Note that the total energy difference cannot be fitted by a fourth-order fit if using a small number of $k$ points. This is due to the insufficient $k$ point mesh for the metallic system. Therefore, we used a $50 \times 50 \times 50$ $k$ point mesh to overcome this problem. For the next discussion, we define the notation of basis sets Fe4.0-$s2p2d1$, where Fe is the atomic symbol for iron, 4.0 is the cutoff radius in units of Bohr, and $s2p2d1$ indicates that two primitive orbitals are employed for $s$ and $p$ orbitals and one primitive orbital is employed for the $d$ orbital.

The accuracy of the wavefunction is determined by the cutoff radius and the number of orbitals. First, if we use a short cutoff radius, the number of orbitals should be sufficiently large, otherwise the insufficient number of orbitals will result in a poor fitting, i.e., deviation between the data and fitting line. Second, if we use a long cutoff radius, a small number of orbitals should be used to avoid a poor fitting due to overcompleteness. Figure 6 provides a good fitting for the relationship between the cutoff radius and the number of orbitals. Owing to the same value of spin stiffness when using $s3p3d3f2$ orbitals, the magnon energy using $s3p3d3f1$ orbitals is not shown. Here, we can see that the cutoff radius of 4.0 Bohr is sufficiently short since the number of orbitals can be increased to a large number. On the other hand, it is also shown that the cutoff radii of 5.0 and 5.5 are sufficiently long to increase the number of orbitals over $s2p2d2$ orbitals due to overcompleteness. We summarize our calculated spin stiffness and report the theoretical and experimental spin stiffnesses in Table I and Fig. 7. As observed in Fig. 7, we also confirm that our LCPAO result is in good agreement
Fig. 6. (Color online) Magnon energy of bcc-Fe near $q = 0$ for several cutoff radii and basis sets (a) $s2p2d1$, (b) $s2p2d2$, (c) $s3p3d3$, (d) $s3p3d3f2$. Here, all the solid lines represent the fitting function $\hbar\omega_q = Dq^2(1-\beta q^2)$.

with the result using the plane-wave basis set and pseudopotential calculated by Gebauer.\textsuperscript{16)} Our claim is that the reliable spin stiffness for bcc-Fe is about 283 meVÅ\textsuperscript{2}, obtained using

| $D_{\text{cal}}$ (meVÅ\textsuperscript{2}) | $D_{\text{exp}}$ (meVÅ\textsuperscript{2}) |
|---------------------------------|---------------------------------|
| 283, 247,\textsuperscript{3,5} 250,\textsuperscript{5} | 314,\textsuperscript{39} 230\textsuperscript{40} |
| 281,\textsuperscript{16} 355,\textsuperscript{31} 313\textsuperscript{38} | 280,\textsuperscript{41} 307\textsuperscript{42} |

a 4.0 Bohr cutoff radius, and its convergence can be easily achieved. We also state that the fitting error obtained by our spin stiffness calculation is 3 meVÅ\textsuperscript{2} for Fe4.0-s3p3d3f2, which is acceptable considering the experimental result of about 15 meVÅ\textsuperscript{2}.\textsuperscript{42)}

From the above results, we should carefully examine the relationship between the number of orbitals and the cutoff radius to obtain reliable results. A similar dependence on these parameters was also reported in a recent paper\textsuperscript{43)} on implementing the magnetic-force theorem using an LCPAO for a metallic system such as bcc-Fe. In Ref. 43, it was stated that the appropriate choice of parameters, such as the cutoff radius and the number of orbitals, can
Fig. 7. (Color online) Basis-set dependence of spin stiffness for bcc-Fe. The reported calculations and experimental data are also shown.

give more reliable results compared with the experimental results.

3.3 Carrier-induced change in spin stiffness for graphene nanoribbon

Graphene nanoribbons have been reported to be promising materials for use in spintronic applications.\textsuperscript{44,45} In graphene nanoribbons, magnetism can be generated by various treatments, such as applying an external electric field\textsuperscript{46–48} and arranging the magnetic moment at different edges.\textsuperscript{19,49,50}

In the case that weak ferromagnetism appears upon the doping of electrons or holes, it is of interest to explore another physical property in depth, i.e., the change in spin stiffness with respect to the carrier doping. As predicted in a previous paper,\textsuperscript{51} zigzag graphene nanoribbons (ZGNRs) should have higher spin stiffness than 3$d$ transition elements due to the very small magnetic moment of C atoms of about 0.28 $\mu_B$ at the two edges. By performing a supercell calculation, Yazyev and Katsnelson have obtained a spin stiffness of $D = 2100$ meVÅ$^2$ for a ZGNR.\textsuperscript{52} Our motivation for using the GBT is to compute the spin stiffness more accurately by using the total energy difference of long-wavelength spin waves. We also investigated the carrier dependence of spin stiffness. A major advantage of using the GBT instead of performing a supercell calculation is that the computational cost is lower if considering long-wavelength spin waves as performed in this paper.

We constructed a flat spiral ($\theta = 90^\circ$) by using a ferromagnetic edge state unit cell with 10 ZGNRs, which means that the width of the ribbon is 10, as shown in Fig. 8, by imposing a
Fig. 8. (Color online) Flat spiral configurations in a ferromagnetic ZGNR model with initial angles \((\theta_0, \varphi_0) = (90^\circ, 0^\circ)\). The unit cell is represented by the black rectangle while the spiral vector is parallel to the periodic direction along the \(x\) axis. Here, C and H atoms are represented by blue and white spheres, respectively.

constraint on the spin orientation. A structural optimization was conducted using a nonmagnetic structure, and the lattice constant of graphite (2.46 Å) obtained from the experiment was set as the length of the unit cell along the \(x\) axis (periodic direction). A cutoff energy of 150 Ryd was set to obtain convincing results. Here, we used C4.0-s2p2 and H6.0-s2p1 for the basis sets, meaning that two valence orbitals for the \(s\) and \(p\) orbitals are assigned to C atoms while two valence orbitals for \(s\) and one valence orbital for \(p\) are assigned to H atoms. The cutoff radii for C and H atoms are 4.0 and 6.0 Bohr, respectively. Using these assignments, the self-consistency of all calculations can be confirmed with the magnetic moment of 0.28 \(\mu_B\) of C atoms at the two edges. Following previous studies, we chose the GGA as the exchange-correlation potential, set a 90 × 1 × 1 \(k\) point mesh, and applied the length of the vacuum area (nonperiodic directions) larger than 25 Å to ensure the vacuum condition.

To use the frozen magnon method, the magnitude of the magnetic moment should be constant. In the case of a ZGNR, the magnitude of the magnetic moment is sensitive to the spiral vector \(q\). Therefore, we used the spiral vectors \(q\), whose the magnitudes are sufficiently lower than those used for bcc-Fe. After evaluating the total energy difference \(\Delta E = E(q) - E(0)\) for each \(q\), we fit the total energy difference to obtain \(\kappa\) using the fourth-order dispersion \(\Delta E = \kappa q^2(1 - \beta q^2)\) instead of the quadratic dispersion used by Yazyev and Katsnelson. This was to obtain the dependence of the spin stiffness on the quadratic spiral vectors, see Fig. 9(a), which can only be obtained by fourth-order fitting. In this calculation, we applied the following values of doping (e/nm): -0.033, -0.017, 0, 0.017, and 0.033. Spin stiffness constants were determined using the expression \(D = 2\kappa/M\), where \(M\) denotes the total magnetic moment of C atoms at the two different edges.
Table II. Calculated spin stiffness $D$ (meVÅ$^2$) for ferromagnetic edge state in ZGNR for several values of doping. For the nondoping case, 2100 meVÅ$^2$ is the spin stiffness obtained by Yazyev and Katsnelson by supercell calculation.$^{52}$

| Doping (e/nm) | -0.033 | -0.017 | 0.0  | 0.017 | 0.033 |
|---------------|--------|--------|------|-------|-------|
| $D$ (meVÅ$^2$) | 2873   | 2930   | 2982, 3025, 3060 | 2100$^{52}$ |

The evaluated spin stiffness constants $D$ are provided in Table II and Fig. 9 together with the previous result obtained by Yazyev and Katsnelson.$^{52}$ As seen in Table II, we obtained a spin stiffness of 2982 meVÅ$^2$ for the nondoping case. Even though this value is larger than that of Ref. 52, the order is the same. Next, we discuss the change in spin stiffness by resulting from carrier doping. We initially examine the convergence of each value of spin stiffness. As immediately observed in Fig. 9(a), good convergence of the spin stiffness for each quadratic spiral vector was achieved. This means that the trends show a suitable change in the spin stiffness using this set of spiral vectors. The change in spin stiffness together with the appropriate magnetic moment is given in Fig. 9(b). We found a difference between the carrier doping dependence of spin stiffness for hole and electron doping. As hole doping increases, the spin stiffness increases, while the spin stiffness decreases as electron doping increases. In addition, we also observed the same tendency of the magnetic moment at $q = 0$ with respect to carrier doping as also shown in Fig. 9(b). Since the excitations of spin waves are governed by the rotation of magnetic moments of magnetic atoms, we justify that the resulting tendency is driven by the magnitude of the magnetic moment. This justification is supported by considering the perspective of the classical Heisenberg model, in which the total energy difference in our system is proportional to the magnitude of the magnetic moments $M$ of the two C atoms at the two edges where the exchange coupling constant $J_{ij}$ is fixed. Since the spin stiffness is proportional to the total energy difference, the tendency of spin stiffness follows the tendency of the total energy difference. From all the above observations, it seems that the spin stiffness can be tuned by varying the carrier doping.

We have verified the basis set dependence of the results. Since the ZGNR is a $p$-electron system, the minimal basis set should contain $s$ and $p$ orbitals. We also examine the inclusion of $d$ orbital for C atoms to observe the tendency of spin stiffness. We increase the number of orbitals for C atoms up to $s2p2d1$ orbitals. For the nondoping case, the spin stiffness for $s2p2d1$ orbitals is 3036 meVÅ$^2$, larger than the spin stiffness of 2982 meVÅ$^2$ for the case of $s2p2$ orbitals, a difference of about 2%. This means that the use of these two different orbitals
Fig. 9. (Color online) (a) Quadratic spiral vector $q^2$ dependence of total energy difference per total magnetic moment of C atom at the edges $\Delta \epsilon = 2\Delta E/M$ divided by $q^2$ for 10 ZGNR. Plus signs, diamonds, filled circles, triangles, and empty squares denote nondoping and doping of 0.017, 0.033, -0.017, and -0.033 e/\text{nm}, respectively. (b) Doping dependence of spin stiffness and magnetic moment at $q = 0$. Filled circles and diamonds represent the spin stiffness and magnetic moment, respectively.

Table III. Calculated spin stiffness as a function of ribbon width for the nondoped ZGNR.

| Width | $D$ (meVÅ$^2$) | Moment per C atom ($\mu_B$) |
|-------|----------------|-----------------------------|
| 8     | 2775           | 0.27374                     |
| 10    | 2982           | 0.27955                     |
| 12    | 3219           | 0.28302                     |

will not significantly affect the rigidity of spin stiffness. Therefore, by comparing $s_2p_2$ and $s_2p_2d_1$ orbitals, we clarify that the use of orbitals up to $p$ orbitals is sufficient to calculate the spin stiffness.

It is interesting to note that if we increase the width of the ribbons, the spin stiffness is enhanced, as shown in Table III. For a fixed lattice constant, it seems that the distance between the two edges of C atoms contributes to the total energy difference. This means that we need much more energy to excite spin waves. This is also supported by the enhancement of the magnetic moment with increasing width of the ribbons, as shown in Table III.

For further discussion, we attempt to find the likelihood of the appearance of a carrier-induced spin-spiral ground state, as conducted previously for a one-dimensional hydrogen chain. We increase the concentration of both hole and electron doping to 2.85 e/\text{nm} as in Ref. 49. However, we do not find a spiral ground state despite the increased doping. At 2.85
$e$/nm, the nonmagnetic (NM) state appears, similar to Ref. 49. Here, we give some comments on the use of the GBT in the case of the ZGNR. In fact, a different version of the GBT can be applied in the case of the ZGNR, which can be found in Ref. 53. In this reference, the authors implemented the GBT for a ZGNR with a collinear magnetic structure to study the half-metallic property. Even though the concept of the GBT is similar to ours, they used the rotation symmetry to induce bending of the ZGNR.

4. Conclusions

The GBT has been successfully implemented in the OPENMX code in order to perform a spin spiral calculation to replace the supercell calculation if SOC is neglected. As directly seen, by using an LCPAO and norm-conserving pseudopotentials in the OPENMX code, we can obtain reliable results compared with other methods.

We have proven that the spiral ground state can be induced by increasing hole doping for the case of a one-dimensional hydrogen chain. In this case, different levels of hole doping induce three states, i.e., antiferromagnetic (AFM) - spiral (SP) - ferromagnetic (FM) ground states. It is also seen that the results obtained by supercell calculation are in good agreement with those obtained using the GBT.

For bcc-Fe, one must be careful to determine the number of orbitals used as basis sets to ensure the quality of the fitting in the calculation. In this case, we found that increasing the number of orbitals to obtain a good result can only be done for a short cutoff radius, which has been verified in Ref. 28, such as for determining the equilibrium lattice constant. Therefore, although we can also apply a long cutoff radius, it is recommended that the minimal number of orbitals is used as the basis sets. Conversely, by using a short cutoff radius, we should use a sufficiently large number of orbitals to attain reliable results.

For the ZGNR, our calculated spin stiffness using the GBT has the same order as that obtained previously by Yazyev and Katsnelson\cite{52} by supercell calculation. We show that the spin stiffness can be controlled by changing the carrier doping; increasing the hole or electron doping increases or decreases the spin stiffness. In addition, it is also shown that the magnitude of the magnetic moment behaves similarly to the spin stiffness as the carrier doping changes.

From the results in this paper, we conclude that the implementation of the GBT using an LCPAO is successful and can be applied to more complex magnetic materials.
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