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Abstract
Facial symmetry is a key component in quantifying the perception of beauty. In this paper, we propose a set of facial features computed from facial landmarks which can be extracted at a low computational cost. We quantitatively evaluated the proposed features for predicting perceived attractiveness from human portraits on four benchmark datasets (SCUT-FBP, SCUT-FBP5500, FACES and Chicago Face Database). Experimental results showed that the performance of the proposed features is comparable to those extracted from a set with much denser facial landmarks. The computation of facial features was also implemented as an augmented reality (AR) app developed on Android OS. The app overlays four types of measurements and guidelines over a live video stream, while the facial measurements are computed from the tracked facial landmarks at run time. The developed app can be used to assist plastic surgeons in assessing facial symmetry when planning reconstructive facial surgeries.
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1 Introduction

The human face is central to many aspects of social interaction [1]. It forms the basis from which humans are able to process, recognize and draw information from one another. Even from infancy, humans are able to demonstrate a preference for faces perceived as attractive [2]. Indeed, there have been several studies suggesting that individuals deemed as being attractive are more likely to achieve prestigious occupations, to have better prospects for personal fulfillment and to benefit from additional social advantages in their everyday lives [3, 4]. These observations have subsequently garnered the attention of researchers, in seeking to determine whether attractiveness can be considered objective or subjective. Several studies, both in the fields of psychology and medical science, suggest that facial attractiveness can indeed be quantified [5, 6].

Humans have evolved in such a way that they are able to perceive subtle deviations in what would be considered a normal facial structure. Facial symmetry and averageness have consequently been identified as key components in this perception, and several attempts to produce metrics for these elements have been proposed [7–9]. The development of these attractiveness metrics has led to the development of
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several tools that can theoretically determine facial attractiveness based upon the proposed empirical data.

Recently, automated machine learning methods of assessing facial attractiveness using beauty metrics have been proposed [10–12]. These proposed frameworks focus on developing systems which automatically assess facial attractiveness based upon the facial proportions and specified landmarks typically associated with facial beauty. It is thought that automated technology capable of the quantifiable analysis and measurement of facial attractiveness could have many applications including anxiety recognition [13], entertainment, virtual media, cosmetics, orthodontics [14] and plastic surgery [12].

Given that facial symmetry has the potential to contribute greatly to the perception of facial attractiveness, the impact of facial asymmetry can lead to significant emotional and psychological distress [15]. The UK Equality Act 2010 [16] states that a severe facial disfigurement should be treated as a disability. In these cases, reconstructive plastic surgery is often considered necessary. In undertaking surgery to resolve facial asymmetry, surgeons will often manually determine the differences between the two sides of the face, simply by examining the patient subjectively. Working in close collaboration with the patient, surgeons tend to use the contralateral normal side as a guide rather than using the well-studied metrics discussed above. While the implementation of technology has not been widely acknowledged in this area, there is certainly the potential for it to be very helpful.

Recent studies [17–20] suggest that the implementation of computer-based assessment systems can provide an aid to surgeons in preparing, measuring and analyzing facial reconstruction procedures. These studies typically demonstrate methodologies for the objective and quantifiable measurement of facial imperfections and provide a means of tracking treatment outcomes. These approaches utilize still images for comparison, which are generated either from photographs or 3D scans of the patient. These images are then analyzed and overlaid with relevant information pertinent to the surgical processes, such as predefined landmarks or volumetric comparisons. While encouraging results using computer vision and computer-based assessment are evident from the literature, it is worth considering that the financial costs of implementing full clinical 3D systems, such as 3dMD [21], can be significant. Additionally, each of the considered related works deals only with still images, potentially neglecting vital information about the transitions between facial expressions.

To this end, we propose a set of new features which focuses on facial symmetry for use in an augmented reality (AR)-based prototype for objective assessment of facial deformation and subsequently perceived facial beauty. The facial features are computed from facial landmarks extracted from the 2D color video stream of the patient. In order to reduce the computation cost to improve the interactivity and responsiveness on AR applications, the features are computed from a compact set of facial landmarks extracted using the Google Face API. We further developed a smartphone application (with Android OS) which captures a 2D color video stream of the patient, extracts important facial features, such as facial landmarks, and analyzes the data in real time. The results are then overlaid directly onto the live video stream, to assist both the surgeon and patient in determining the most appropriate surgical options interactively.

We quantitatively evaluated the proposed features for attractiveness prediction on four benchmark datasets [22–25], and the results show that the proposed features can improve the performance of the existing geometric features. On the AR app, the on-screen visual feedback provided by the overlaid visualizations is based upon several of the quantifiable metrics and guidelines discussed, allowing for objective and fully informed decisions to be made. The proposed face assessment method is quick, cost-effective, and non-invasive.

The remainder of the paper is structured as follows; Sect. 2 discusses the related works, Sect. 3 describes our methodology, Sect. 4 presents our experimental results, Sect. 5 discusses the limitations and applicability of the proposed method, and finally, Sect. 6 presents our conclusions and discusses intended future work.

2 Related works

Assessing facial symmetry and attractiveness using computer vision and pattern recognition techniques has recently become an active area of research. This section discusses the most prominent examples in this field.

Hong et al. [12] proposed an automated framework which extracts geometric facial features from images to predict the “beauty score” of the subject. In particular, 4 types of features (neoclassical features [26], golden ratio [27], symmetry [27], and 8-ratio vectors [28]) are extracted to train multiple regressors for the prediction task. The predicted scores are then fused to predict a final score in order to boost the performance. Ulrich et al. [29] proposed the use of facial proportions as a means of predicting facial attractiveness in females. In particular, 29 features are extracted from facial landmarks. Gan et al. [30] proposed a deep learning framework for multi-task transfer learning, which focuses on beauty score prediction as the primary task, treating gender recognition as an auxiliary task. This multi-task framework improves the performance of both tasks and alleviates the over-fitting problem in training the network. Xu et al. [31] also proposed a multi-task deep learning framework for facial attractiveness, gender, and race prediction, achieving
state-of-the-art performance. Zhou et al. [32] presented a system for analyzing trends in perceived attractiveness of Chinese males at different times. A large image database of Chinese male faces was constructed. The Inception v3 network was then retrained using the new data for facial shape classification. The correlation between the shape of facial landmarks and the attractiveness at different times was then compared. Liu et al. [33] proposed a method for facial attractiveness computation from 2.5D data; however, their facial landmarks (82 frontal keypoints and 40 profile keypoints) were computed from 3D faces.

In addition to general attractiveness prediction, automated facial feature assessment is also used in health and medical applications. Sajid et al. [34] proposed an image classification framework to automatically assess whether the subject is suffering from facial palsy. Image features are automatically extracted from a pre-trained convolutional neural network (CNN). To further improve the robustness of the classification framework and avoid over-fitting, a generative adversarial network (GAN) is proposed for data augmentation. To make the automated facial palsy assessment more accessible, Kim et al. [35] proposed a computationally efficient framework, enabling the image classification to be done on a smartphone. The facial landmarks are used to compute an asymmetry index as features for light-weight classification, using classifiers such as support vector machine (SVM), and linear discriminant analysis (LDA).

The metrics incorporated into our prototype system are primarily based around the perceived notion that facial symmetry is a desirable trait. Based upon the literature there is also evidence to suggest that the golden ratio may contribute to the overall aesthetic of facial construction. The implementation of metrics such as these are a commonly found approach in many related works. In a recent study, Gunes and Piccardi [36] attempted to evaluate human facial attractiveness using an automated classifier. A decision tree extracted features from the images based upon the golden ratio and, through supervised classification, calculated what the average human judgment would be regarding the facial beauty portrayed in the image. Schmid et al. [27] proposed a regression-based approach to analyze the significance of symmetry, neoclassical canon, and golden ratio in the attractiveness of a face. Their study focused on the geometry of the face by using a specific set of 29 landmarks. Their results suggest that while symmetry plays an important part in the perceived attractiveness, its role is secondary to those defined by the neoclassical canons and golden ratios.

Each of these studies suggests that symmetry and golden ratio have the potential to play a significant part in the subjective perception of facial attractiveness. It is this search for a perceptually ideal facial structure that has led to a correlation between symmetry, golden ratio, and attractiveness, and subsequently the development of models such as Marquardt Phi Mask [37]. And while the idea that a universal standard to classify beauty has been discredited in some areas [38], it does not diminish the potential of such models to function as indicative tools for the analysis of facial structure. The amalgamation of real-time video data and computer-generated visual feedback, such as the discussed indicative tools and overlay metrics, has the capacity to provide objective and quantifiable data. While augmented reality has been discussed in other works [39] as a potential diagnostic and rehabilitative tool, limited work has been done to apply it in this context.

### 3 Methodology

#### 3.1 Framework

The outline of the proposed framework for facial symmetry evaluation is outlined in Fig. 1. The face measurements should be visualized in an intuitive way, such that users understand the readings easily. Also, interactivity is one of
the most important aspects of the tool, so that the surgeon and patient can see the results immediately. Finally, the tool should be easy to use and the hardware should be portable with simple setup procedures, such that it can be used in a clinical environment (e.g., consultation room).

As a result, we decided to develop the prototype of the tool as an augmented reality (AR) app, allowing us to incorporate all the aforementioned features. The AR app is developed on the Android platform using Java in Android Studio. Inspired by the FaceSpotter [40] project, which tracks faces in real time and overlays graphics on facial landmarks, the Google Face API [41] is used. The Google Face API provides mobile App developers with a wide range of face-related functionalities, including face recognition and face tracking. By utilizing this, the positions of facial landmarks as well as the head orientation (in Euler angles) can be detected.

The Google Face API can track 12 facial landmarks on each face. However, we found that the tracking accuracy for the left and right ear landmarks is significantly lower than other landmarks in our experiments. As a result, only 10 facial landmarks are used in the app, including left and right eyes, left and right ear tips, left and right cheeks, left and right mouth corners, nose base, and mouth bottom. An example is shown in Fig. 2a. Having detected the facial landmarks, we then assess the facial symmetry using the facial geometric features.

### 3.2 Facial geometric features extraction

The developed AR app provides a wide range of quantitative measurements interactively. Since the accuracy of facial landmark tracking depends on various factors (such as the lighting conditions, camera motion, movement of the subject, head orientation), the tracked landmark locations and labels are displayed for the user to evaluate whether the landmarks are tracked correctly. In order to assist the users, we designed user interface measurement tools which can be overlaid on the live video stream (as illustrated in Fig. 3(a)) to help determine facial symmetry. Our proposed pipeline makes use of these indicative measurement tools to ensure that the user is able to extract the most accurate features for assessment. Once aligned correctly, the tracked landmark locations can then be used for further analysis.

#### 3.2.1 Eye distance to the midline:

With the facial landmarks tracked using the Google Face API, the nose base and mouth bottom landmarks are used to define the midline. The distance between each of the eyes and the midline can then be computed to evaluate whether the eye positions are symmetrical. Directly using the distances between facial landmarks has been explored in previous works [22]. One of the limitations of this is that the distances are sensitive to scaling of the facial features, e.g., the

![Fig. 2 The proposed facial geometric features. a The 10 facial landmarks detected using Google Face API. b The deviation of the distances between each of the eyes and the midline of the face. c The acute angle between the eye level and a horizontal line. d The acute angle between the facial midline (derived from the nose and the bottom of the mouth) and a vertical line. e The acute angle between the diagonal lines connecting the eyes and the mouth. f The acute angle between the ‘v-shape’ lines connecting the eyes and the bottom of the mouth. g The acute angle between the ‘v-shape’ lines connecting the ears and the nose. h The interior angle at the bottom of the mouth](image-url)
Fig. 3 The prototype AR app. Different types of information are overlaid on the live video stream. 

(a) Basic information. 
(b) The rule of fifths—uniformly dividing the face into 5 regions vertically. 
(c) The rule of thirds—uniformly dividing the face into 3 regions by horizontal lines. 
(d) Marquardt’s Phi Mask [37]
distance between the subject and the camera. To alleviate the problem of scaling and normalizing the images properly, we propose a ‘relative measurement’ of the differences between the distances from each eye to the midline. Specifically,

\[
\text{eye}_{\text{dev}} = \frac{||p_{l,x} - p_{\text{mid},x}|| - ||p_{r,x} - p_{\text{mid},x}||}{\max(||p_{l,x} - p_{\text{mid},x}||, ||p_{r,x} - p_{\text{mid},x}||)} \tag{1}
\]

where \(p_{l,x}\) and \(p_{r,x}\) are the x coordinates of the left and right eyes, respectively. \(p_{\text{mid},x}\) is the x coordinate of the midline derived from the nose base and mouth bottom landmarks. An example is illustrated in Fig. 2b.

### 3.2.2 Horizontal eye-level deviation

The deviation (in degrees) can be computed by calculating the acute angle between the line drawn between two eyes and a horizontal line:

\[
\theta_{\text{hor}} = \arccos \left( \frac{p_{l,x} - p_{r,x}}{\sqrt{(p_{l,x} - p_{r,x})^2 + (p_{l,y} - p_{r,y})^2}} \right) \tag{2}
\]

where \(p_{l,x}\) and \(p_{l,y}\) are the x and y coordinates of the left eye, and \(p_{r,x}\) and \(p_{r,y}\) are the x and y coordinates of the right eye. By this, the deviation can effectively be represented by a scale value. Since we are calculating the acute angles between two lines derived from the facial landmarks, the feature is scale-invariant and robust to image resizing. An example is illustrated in Fig. 2c.

### 3.2.3 Vertical midline deviation:

Similarly, the deviation (in degrees) can be computed by acute angle between the midline computed from the tracked facial landmarks and a vertical line:

\[
\theta_{\text{ver}} = \arccos \left( \frac{p_{m,x} - p_{n,x}}{\sqrt{(p_{m,x} - p_{n,x})^2 + (p_{m,y} - p_{n,y})^2}} \right) \tag{3}
\]

where \(p_{m,x}\) and \(p_{m,y}\) are the x and y coordinates of the mouth bottom landmark, and \(p_{n,x}\) and \(p_{n,y}\) are the x and y coordinates of the nose base landmark. An example is illustrated in Fig. 2d.

### 3.2.4 Eye-mouth diagonal

Since the symmetry among multiple facial landmarks is also important for humans to perceive facial symmetry, we further propose extracting geometric features from different combinations of facial landmarks. Here, we focus on the central area of the face, focusing upon the eyes and the mouth. There are four landmarks in this combination: right eye, left eye, right mouth, and left mouth, forming a rough rectangular shape. We derive the diagonal lines from the 4 landmarks and compute the acute angle between these diagonal lines:

\[
\theta_{\text{eye-mouth-diag}} = \arccos \left( \frac{(p_{l} - p_{\text{rm}}) \cdot (p_{r} - p_{\text{lm}})}{\|p_{l} - p_{\text{rm}}\| \|p_{r} - p_{\text{lm}}\|} \right) \tag{4}
\]

where \(p_{l}\) and \(p_{r}\) are the x and y coordinates of the left eye and right eye, respectively. \(p_{\text{lm}}\) and \(p_{\text{rm}}\) are the x and y coordinates of the left mouth and right mouth. An example is illustrated in Fig. 2e.

### 3.2.5 Eye-mouth angle

Facial symmetry can also be evaluated using a combination of eyes and mouth bottom. The three landmarks form a roughly triangular shape. As the triangle should be close to an Isosceles triangle on a typical face, we focus on the interior angle at the mouth bottom instead of the other interior angles at the eyes. As a result, the feature is calculated by:

\[
\theta_{\text{eye-mouth-V}} = \arccos \left( \frac{(p_{l} - p_{\text{mb}}) \cdot (p_{r} - p_{\text{mb}})}{\|p_{l} - p_{\text{mb}}\| \|p_{r} - p_{\text{mb}}\|} \right) \tag{5}
\]

where \(p_{\text{mb}}\) contains the x and y coordinates of the mouth bottom landmark. An example is illustrated in Fig. 2f.

### 3.2.6 Ear–nose angle

Similar to \(\theta_{\text{eye-mouth-V}}\), we extract another geometric feature using a combination of the ears and nose base. We focus on the interior angle at the nose:

\[
\theta_{\text{ear-nose}} = \arccos \left( \frac{(p_{le} - p_{\text{nb}}) \cdot (p_{re} - p_{\text{nb}})}{\|p_{le} - p_{\text{nb}}\| \|p_{re} - p_{\text{nb}}\|} \right) \tag{6}
\]

where \(p_{le}\) and \(p_{re}\) are the x and y coordinates of the left ear and \(p_{\text{nb}}\) contains the x and y coordinates of the nose base landmark. An example is illustrated in Fig. 2g.

### 3.2.7 Mouth angle

This feature focuses on the landmarks for the mouth. Similar to \(\theta_{\text{eye-mouth-V}}\), we extract the feature from a triangle formed by three landmarks: right mouth, left mouth, and mouth bottom. We compute the interior angle at the mouth bottom:

\[
\theta_{\text{mouth-V}} = \arccos \left( \frac{(p_{\text{lm}} - p_{\text{mb}}) \cdot (p_{\text{rm}} - p_{\text{mb}})}{\|p_{\text{lm}} - p_{\text{mb}}\| \|p_{\text{rm}} - p_{\text{mb}}\|} \right) \tag{7}
\]

An example is illustrated in Fig. 2h.
3.2.8 Laplacian coordinates of facial landmarks

Within the computer graphics community, differential coordinates have been widely used to encode the local details of 3D shapes, such as preserving details in 3D mesh deformation [42], maintaining the spatial relation between close character interactions [43], and robot environment interactions [44]. Here we propose using the Laplacian coordinates of the selected facial landmarks as additional facial features to assess facial symmetry and attractiveness. For the sake of generality, we first explain how to calculate the Laplacian coordinates of a facial landmark. Given \( P = p_1, \ldots, p_n \) where \( P \) is the vector that contains the 2D coordinates of all \( n \) facial landmarks; the Laplacian coordinates \( \theta_{\text{Lap} - i} \) of the landmark \( p_i \) are computed by:

\[
\theta_{\text{Lap} - i} = p_i - \frac{1}{n-1} \sum_{\substack{j = 1 \atop j \neq i}}^{n} p_j
\]

The Laplacian coordinates of a facial landmark essentially indicate the degree by which the landmark deviates from the average position computed for the rest of the landmarks. As a result, the Laplacian coordinates features should target the landmarks which are close to the central area of the face. In particular, we selected left eye, right eye, and nose to calculate the Laplacian coordinates as \( \theta_{\text{Lap} - \text{eyeL}}, \theta_{\text{Lap} - \text{eyeR}} \) and \( \theta_{\text{Lap} - \text{nose}} \), respectively.

3.3 Visualizing the rule of Fifths—Vertical

Having tracked the landmarks for the ears, the face can be divided into 5 equal-width segments vertically [45]. The width of each segment should be close to the width of one of the eyes. In addition, the width of the nose base should be close to the distance between the inner corners of the eyes. An example of the overlaid information is shown in Fig. 3(b).

3.4 Visualizing the rule of Thirds—Horizontal

A face can be uniformly divided into 3 segments (i.e., the top of the head to the eye, the eye to the nose base, and the nose base to the chin) horizontally using the rule of thirds [45]. However, tracking the outline of the face on smartphones can be challenging due to illumination variations. On the other hand, having tracked the landmarks for the eyes (i.e., eye level) and the nose, the height of the middle segment (eye to nose base) can be computed. In doing so, the other two segments can be estimated. An example of this estimation is illustrated in Fig. 3(c). The bottom segment can also be further divided, whereby the distance between the nose base and the middle of the mouth should be 1/3 of the segment height.

3.5 Visualizing the Marquardt Phi Mask

Marquardt [37] proposed the Marquardt Phi Mask as a means of describing the ideal facial proportions for perceptually beautiful faces. As such, the mask can be used as a guideline for make-up or even plastic surgery, such that the facial landmarks appear to be closer to the corresponding parts of the mask. The mask is derived from mathematics and mostly related to the Golden Ratio. An example of the mask overlaid on a male subject is illustrated in Fig. 3(d). Positive feedback on measuring facial attractiveness using this mask has previously been documented [7, 46], and since publication, common variations of the mask have been made available for different age groups, genders, and ethnicities [47]. In our implementation, the mask can be used to show facial symmetry, and if the deviations of the tracked facial landmarks adhere to the template. In the AR app, the mask is overlaid onto the live video stream. Having detected the facial landmarks from the live video stream, the distance between two eyes is calculated and the mask is scaled accordingly, as the eye distance of the mask is known. Next, the location of the mask is updated by using the mid-point between the two eyes as a reference point.

4 Experimental results

In this section, we evaluate the proposed facial features and the developed AR tool. Qualitative results are illustrated in Fig. 3, which highlights the tracking accuracy of the facial landmarks. It can be seen that that AR tool is intuitive to use and provides visualized quantitative measurements.

4.1 Benchmark datasets

To further evaluate the proposed features quantitatively, we conducted a series of experiments on the following four benchmark datasets: SCUT-FBP [22], SCUT-FBP5500 [23], FACES [24], and Chicago Face Database (CFD) [25].

4.1.1 SCUT-FBP

The SCUT-FBP [22] dataset contains 500 portraits of different females of Asian ethnicity. Each of the portraits is rated by 70 different assessors, and for each image the average is reported as the final score. The rating process focuses entirely on the beauty of the subject, asking the rater to confirm to which extent they think the subject is beautiful. The scoring system ranges from 1 (strongly disagree) to 5
(strongly agree). Figure 4 shows some examples from the SCUT-FBP [22] dataset.

4.1.2 SCUT-FBP5500

The SCUT-FBP5500 [23] dataset is an extension of the SCUT-FBP [22] dataset and has 5500 facial portraits. In addition to the increased size of the dataset, the SCUT-FBP5500 provides a wider variety by including male and female subjects, Asian and Caucasian ethnicities, as well as a wider range of ages (from 15–60). This makes the SCUT-FBP5500 more challenging due to the increased diversification of facial images. Each of the portraits is rated by 60 different assessors, and for each image the average of these is reported as the final score. Again, a beauty rating is associated with each subject, with the scoring system once again ranging from 1 (strongly disagree) to 5 (strongly agree).

4.1.3 FACES benchmark dataset

The FACES [24] dataset contains 2,052 facial portrait images collected from 171 men and women, categorized into different age groups (young, middle-aged, and older). Multiple images are captured from each of the subjects. In particular, images from the same subjects show different facial expressions. The original usage of this dataset focused upon emotion and perceived age analysis. Recently, Ebner [48] further enhanced the dataset by labeling the images with attractiveness scores to support studies related to perceived attractiveness. The dataset is annotated by 154 participants with a scoring range from 1 to 100, where the higher the score the more attractive the subject is perceived to be. In our study, as in the reported baseline method, all images in the dataset were used; however, each image is associated with a score; as such, the same subject received different scores for different expressions. Figure 5 shows some examples in the FACES [24] dataset.

4.1.4 Chicago Face Database (CFD)

The Chicago Face Dataset (CFD) [25] contains facial portrait images collected from 158 subjects of varying genders and ethnicities, including 37 Black males, 48 Black females, 36 White males, and 37 White females. The images were annotated by 1,087 participants with a scoring range from 1 to 100, where again the higher the score the more attractive the subject is perceived to be. In our work, 597 images from this dataset are used. Figure 6 shows some examples from the CFD [25] dataset.

4.2 Evaluation methods

In this work, we follow [22, 23] in conducting experiments on beauty score prediction to quantitatively evaluate different features. While other facial features, such as color and texture, can also be used to assess facial beauty, these
features can, however, be easily affected by other factors such as make-up and illumination. As a result, we focus on analyzing the performance of geometric features. Specifically, given the geometric facial features extracted from the images, a beauty score prediction can be formulated as a regression problem, which takes the features as the input and treats the annotated beauty score as the output. As in [22], SVM regression (SVR) and linear regression are used in our experiments.

We also include other previous approaches for comparison. In particular, Hong et al. [12] summarized and evaluated 4 types of geometric facial features. The neoclassical features are presented in [26] which focused on the ratios between different facial landmarks such as the eyes and mouth. The golden ratio features presented in [27] are based upon the ratio between the sizes of different facial regions and landmarks. The symmetry features in [27] purely focus on facial symmetry using distances between facial landmarks. The 8-ratio vectors in [28] is similar to the neoclassical features which are computed based on the ratios of the distances between landmarks. We follow the summary in [12] to extract all 4 different feature sets in this work.

We further compare our system with the geometric facial features produced using the method proposed in [49]. This method produces a detailed set of 18 distances [22] between different pairs of landmarks (see Fig. 7b). However, extracting the aforementioned geometric features requires a denser set of facial landmarks, such as the 68 landmarks detected using dlib (see Fig. 7a). As a result, a subset of the features proposed in [22] is selected and illustrated in Fig. 7c. We also computed the complete set of 18 features [22] by detecting the 68 landmarks using dlib as a comparison.

Our evaluation implemented fivefold cross-validation to test the regression performance. For each dataset, all images are divided into 5 groups. In each trial, 1 of these groups is used as the testing set and the remaining 4 groups are used as the training set. In order to ensure a fair comparison is obtained, images taken from the same subject do not appear in both the training and testing sets in each trial. We further follow [22, 23] to measure the regression performance using mean absolute error (MAE) and root-mean-squared error (RMSE).

4.3 Results of beauty score prediction

With a fivefold cross-validation, we observe that the proposed features consistently outperformed the subset of features, proposed in [22], on all 4 datasets in RMSE (see Tables 3 and 4), and in 3 of the 4 datasets (SCUT-FBP [22], SCUT-FBP5500 [23], and FACES [24]) in MAE (see Tables 1 and 2).
The proposed features also outperformed the neoclassical features [26], golden ratio features [27], symmetry features [27], and 8-ratio vectors [28], in 3 datasets (SCUT-FBP [22], SCUT-FBP5500 [23] and FACES [24]) and produced a comparable performance on CFD [25] in both MAE and RMSE. This highlights the effectiveness of the newly proposed features, particularly given that the proposed features are extracted from a compact set of 10 facial landmarks, rather than from a dense set of facial landmarks as per the baseline methods.

To further boost the performance, we combined the proposed features with the subset of the features proposed in
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**Fig. 7** a The 68 facial landmarks (magenta) detected using the dlib facial landmark detector are much denser than the 10 landmarks (green) detected using Google Face API. b Geometric features proposed in [22]. c A simplified set of features detected using Google Face API.

| Table 1 | Beauty score prediction error (MAE) on SCUT-FBP [22] and SCUT-FBP5500 [23] benchmark datasets with a fivefold cross-validation |
|---------|--------------------------------------------------|
|         | SCUT-FBP [22]                                       | SCUT-FBP5500 [23] |
|         | SVM Regr   | Linear Regr | SVM Regr   | Linear Regr |
| Xie et al. subset [22] | 0.0948     | 0.0945       | 0.1003     | 0.1002 |
| Proposed features | 0.0826     | 0.0829       | 0.0889     | 0.0889 |
| Proposed features with landmark distance | 0.0838     | 0.0838       | 0.0878     | 0.0878 |
| Neoclassical features [26] | 0.0830     | 0.0830       | 0.0925     | 0.0925 |
| Golden ratio [27] | 0.0877     | 0.0875       | 0.0914     | 0.0914 |
| Symmetry [27] | 0.1004     | 0.1001       | 0.1102     | 0.1102 |
| 8-Ratio vectors [28] | 0.0886     | 0.0886       | 0.0988     | 0.0988 |
| Xie et al. [22] | 0.0840     | 0.0841       | 0.0792     | 0.0792 |
| Proposed features + Xie et al. [22] | **0.0785** | **0.0781** | **0.0760** | **0.0760** |

*The best values are shown in bold*

| Table 2 | Beauty score prediction error (MAE) on FACES [24] and CFD [25] benchmark datasets with a fivefold cross-validation |
|---------|--------------------------------------------------|
|         | FACES [24]                                       | CFD [25] |
|         | SVM Regr   | Linear Regr | SVM Regr   | Linear Regr |
| Xie et al. subset [22] | 0.0883     | 0.0884       | 0.0840     | 0.0840 |
| Proposed features | 0.0874     | 0.0875       | 0.0841     | 0.0844 |
| Proposed features with landmark distance | 0.0801     | 0.0801       | 0.0821     | 0.0822 |
| Neoclassical features [26] | 0.1038     | 0.1044       | 0.0811     | 0.0811 |
| Golden ratio [27] | 0.0983     | 0.0983       | 0.0833     | 0.0832 |
| Symmetry [27] | 0.1040     | 0.1040       | 0.0900     | 0.0901 |
| 8-Ratio vectors [28] | 0.1021     | 0.1022       | 0.0824     | 0.0825 |
| Xie et al. [22] | 0.0784     | 0.0782       | 0.0807     | 0.0807 |
| Proposed features + Xie et al. [22] | **0.0743** | **0.0745** | **0.0771** | **0.0770** |

*The best values are shown in bold*
[22] (namely, ‘Proposed features with landmark distance’ in Tables 1, 2, 3, 4 and 5). The results show that the proposed facial symmetry features can be successfully combined with widely used features, based on the distances of facial landmarks, to boost the beauty score prediction performance.

We further compare the proposed set of facial symmetry features with the more complex 18 geometric features proposed in [22]. Note that the features proposed in [22] have to be extracted from a much denser set of facial landmarks (see 68 landmarks in Fig. 7a). Although our method extracts robust features from a sparse set of only 10 facial landmarks, combining the proposed features with landmark distance obtained comparable performance when compared with the 18 features from [22]. When combining the

| Table 3 | Beauty score prediction error (RMSE) on SCUT-FBP [22] and SCUT-FBP5500 [23] benchmark datasets with a fivefold cross-validation |
|-----------------|-----------------|-----------------|
|                | SCUT-FBP [22]   | SCUT-FBP5500 [23] |
|                | SVM Regr | Linear Regr | SVM Regr | Linear Regr |
| Xie et al. subset [22] | 0.1325 | 0.1324 | 0.1277 | 0.1274 |
| Proposed features | 0.1150 | 0.1152 | 0.1155 | 0.1154 |
| Proposed features with landmark distance | 0.1165 | 0.1165 | 0.1144 | 0.1144 |
| Neoclassical features [26] | 0.1160 | 0.1158 | 0.1193 | 0.1193 |
| Golden ratio [27] | 0.1195 | 0.1194 | 0.1183 | 0.1182 |
| Symmetry [27] | 0.1405 | 0.1401 | 0.1410 | 0.1406 |
| 8-Ratio vectors [28] | 0.1256 | 0.1256 | 0.1281 | 0.1279 |
| Xie et al. [22] | 0.1229 | 0.1231 | 0.1024 | 0.1024 |
| Proposed features + Xie et al. [22] | **0.1102** | **0.1097** | **0.0990** | **0.0990** |

The best values are shown in bold

| Table 4 | Beauty score prediction error (RMSE) on FACES [24] and CFD [25] benchmark datasets with a fivefold cross-validation |
|-----------------|-----------------|-----------------|
|                | FACES [24]      | CFD [25]        |
|                | SVM Regr | Linear Regr | SVM Regr | Linear Regr |
| Xie et al. subset [22] | 0.1135 | 0.1137 | 0.1071 | 0.1070 |
| Proposed features | 0.1094 | 0.1096 | 0.1060 | 0.1061 |
| Proposed features with landmark distance | 0.1015 | 0.1014 | 0.1041 | 0.1043 |
| Neoclassical features [26] | 0.1288 | 0.1296 | 0.1027 | 0.1028 |
| Golden ratio [27] | 0.1460 | 0.1438 | 0.1044 | 0.1043 |
| Symmetry [27] | 0.1300 | 0.1299 | 0.1139 | 0.1139 |
| 8-Ratio vectors [28] | 0.1273 | 0.1272 | 0.1041 | 0.1043 |
| Xie et al. [22] | 0.0979 | 0.0976 | 0.1018 | 0.1019 |
| Proposed features + Xie et al. [22] | **0.0930** | **0.0932** | **0.0986** | **0.0985** |

The best values are shown in bold

| Table 5 | Beauty score prediction error (MAE and RMSE) on SCUT-FBP5500 [23] with a fivefold cross-validation. The prediction errors are normalized and compared to the geometric-based features as in [23] |
|-----------------|-----------------|-----------------|
|                | MAE | RMSE |
|                | SVM Regr | Linear Regr | SVM Regr | Linear Regr |
| Xie et al. subset [22] | 0.5017 | 0.5011 | 0.6383 | 0.6370 |
| Proposed features | 0.4447 | 0.4443 | 0.5775 | 0.5770 |
| Proposed features with landmark distance | 0.4392 | 0.4391 | 0.5722 | 0.5721 |
| Neoclassical features [26] | 0.4624 | 0.4626 | 0.5965 | 0.5965 |
| Golden ratio [27] | 0.4572 | 0.4572 | 0.5913 | 0.5908 |
| Symmetry [27] | 0.5512 | 0.5509 | 0.7049 | 0.7032 |
| 8-Ratio vectors [28] | 0.4942 | 0.4941 | 0.6405 | 0.6396 |
| Xie et al. [22] | 0.3959 | 0.3959 | 0.5119 | 0.5118 |
| Liang et al. [23] | 0.3898 | 0.4289 | 0.5132 | 0.5531 |
| Proposed features + Xie et al. [22] | **0.3798** | **0.3799** | **0.4952** | **0.4952** |

The best values are shown in bold
proposed features with the 18 features from [22], the best performance is consistently achieved across all tests. This highlights how the proposed facial symmetry features can further improve the performance of landmark distance-based features.

We also compared the proposed features with another 18-dimensional ratio feature vector [23], which is extracted from 86 facial landmarks points. The beauty score prediction performance is evaluated on SCUT-FBP5500, which is the largest of the benchmark datasets used in this study. The evaluation results are presented in Table 5. Solely using the proposed features achieved comparable performance with [23] for linear regression on both MAE and RMSE. We observe that by combining the proposed features with Xie et al. [22], we achieved the best performance across all datasets in both MAE and RMSE.

4.4 Computational Cost

To further evaluate and compare the performance of different features in beauty score prediction, the computation time for training and predicting the scores are presented in Table 6 and 7. All the tests were executed in MATLAB R2020a on a desktop PC with an Intel Core-i7 7700K CPU and 8GB of 2133MHz DDR4 RAM. Since a fivefold cross-validation test was used, the computation times (in seconds) reported are the averaged total times for training and prediction in each fold.

Recall that, in general, our method outperformed all of the other approaches except Xie et al. [22], as presented in Tables 1, 2, 3 and 4. For the CFD database, our method performed comparable to the best result. The computation time required by our method is comparable with other methods in general. While a smaller beauty score prediction error is obtained by using the method proposed by Xie et al. [22], their method has a significantly higher computational cost when compared with all other methods. This highlights how our method is able to provide a balance between accuracy and efficiency. Depending upon the computational power available to the device, it may be optimal to fuse our proposed features with others to further boost the performance, as demonstrated in the Proposed features + Xie et al. [22] example in Tables 6 and 7.

| Table 6 | Averaged training and beauty score prediction time (in seconds) with SVM regression on benchmark datasets |
|---------|---------------------------------------------------------------------------------------------------|
|         | SCUT-FBP [22]                      | SCUT-FBP5500 [23]                  | FACES [24]                      | CFD [25]                      |
|         | Train   | Predict  | Train   | Predict  | Train   | Predict  | Train   | Predict  |
| Xie et al. subset [22] | 0.0138  | 0.0004  | 1.9533  | 0.0032   | 0.2811  | 0.0011   | 0.0261  | 0.0005   |
| Proposed features      | 0.0340  | 0.0005  | 5.2256  | 0.0092   | 0.4574  | 0.0012   | 0.0495  | 0.0005   |
| Proposed features with landmark distance | 0.0482  | 0.0005  | 6.6754  | 0.0104   | 0.8335  | 0.0038   | 0.0631  | 0.0005   |
| Neoclassical features [26] | 0.0294  | 0.0006  | 4.1425  | 0.0113   | 0.3664  | 0.0011   | 0.0340  | 0.0005   |
| Golden ratio [27]      | 0.0348  | 0.0005  | 4.9752  | 0.0104   | 0.5699  | 0.0033   | 0.0487  | 0.0005   |
| Symmetry [27]          | 0.0358  | 0.0006  | 3.9144  | 0.0121   | 0.3805  | 0.0011   | 0.0428  | 0.0006   |
| 8-Ratio vectors [28]   | 0.0223  | 0.0005  | 3.3229  | 0.0078   | 0.2295  | 0.0011   | 0.0291  | 0.0005   |
| Xie et al. [22]        | 0.0613  | 0.0005  | 9.8003  | 0.0172   | 1.2449  | 0.0044   | 0.0743  | 0.0005   |
| Proposed features + Xie et al. [22] | 0.0942  | 0.0005  | 14.0903 | 0.0258   | 1.8689  | 0.0057   | 1.287   | 0.0006   |

| Table 7 | Averaged training and beauty score prediction time (in seconds) with linear regression on benchmark datasets |
|---------|---------------------------------------------------------------------------------------------------|
|         | SCUT-FBP [22]                      | SCUT-FBP5500 [23]                  | FACES [24]                      | CFD [25]                      |
|         | Train   | Predict  | Train   | Predict  | Train   | Predict  | Train   | Predict  |
| Xie et al. subset [22] | 0.0149  | 0.0003  | 0.0128  | 0.0002   | 0.0123  | 0.0003   | 0.0108  | 0.0002   |
| Proposed features      | 0.0114  | 0.0003  | 0.0160  | 0.0003   | 0.0152  | 0.0003   | 0.0126  | 0.0003   |
| Proposed features with landmark distance | 0.0199  | 0.0003  | 0.0430  | 0.0005   | 0.0211  | 0.0003   | 0.0201  | 0.0003   |
| Neoclassical features [26] | 0.0123  | 0.0003  | 0.0184  | 0.0005   | 0.0147  | 0.0003   | 0.0126  | 0.0002   |
| Golden ratio [27]      | 0.0223  | 0.0002  | 0.0339  | 0.0002   | 0.0374  | 0.0004   | 0.0196  | 0.0003   |
| Symmetry [27]          | 0.0158  | 0.0003  | 0.0253  | 0.0003   | 0.0189  | 0.0003   | 0.0158  | 0.0002   |
| 8-Ratio vectors [28]   | 0.0109  | 0.0003  | 0.0115  | 0.0003   | 0.0099  | 0.0003   | 0.0102  | 0.0002   |
| Xie et al. [22]        | 0.0270  | 0.0003  | 0.0399  | 0.0004   | 0.0266  | 0.0003   | 0.0250  | 0.0003   |
| Proposed features + Xie et al. [22] | 0.0282  | 0.0002  | 0.0721  | 0.0003   | 0.0420  | 0.0002   | 0.0288  | 0.0002   |
4.5 Beauty score classification

Similar to the beauty score prediction experiments, we compared the performance of different types of features on the task of classifying the beauty scores into 2 classes: more beautiful and less beautiful. The class label for each image is determined by calculating whether its beauty score is greater than the dataset’s average beauty score or not. After extracting the facial features from the images, a support vector machine (SVM) is used as the classification model. The results are presented in Table 8. The general trend of the results is similar to those obtained in the beauty score prediction tests. Specifically, the proposed features outperformed the subset of landmark distance features in [22], neoclassical features [26], golden ratio features [27], symmetry features [27], and 8-ratio vectors [28] in 3 of the datasets (SCUT-FBP [22], SCUT-FBP5500 [22] and FACES [24]), and comparable results were obtained on CFD [25]. Combining the proposed features with landmark distance features boosted the classification performance in 3 of the datasets (SCUT-FBP5500 [23], FACES [24], and CFD [25]), ranging from 1.38% to a significant 5.6%. When combining the proposed features with the 18-dimensional features in [22], the classification accuracy is improved in all 4 datasets with a range of 0.16% to 2.49%.

4.6 Feature analysis

To further evaluate the performance of the proposed features, we carried out the analysis of the regression models trained for beauty score prediction. This provided us with a quantitative analysis of the significance of each proposed feature on beauty score prediction. The results (i.e., p values) are presented in Table 9. Although the p value of each feature varies across different datasets, 6 of the proposed features (eye_dev, \(\theta_{\text{eye-mouth-diag}}\), \(\theta_{\text{mouth-V}}\), \(\theta_{\text{Lap-eyeL}}\), \(\theta_{\text{Lap-eyeR}}\), and \(\theta_{\text{Lap-nose}}\)) showed a significant impact (i.e., \(p < 0.05\)) on 3 out of 4 benchmark datasets we tested. Another 3 features (\(\theta_{\text{hor}}\), \(\theta_{\text{ver}}\), and \(\theta_{\text{ear-nose}}\)) showed a significant impact on 2 of the benchmark datasets. Additionally, 8 proposed features were identified as having significant impact on the beauty score prediction results for the largest dataset (SCUT-FBP5500 [23]), and 8 features were shown to have significant impact on the second large dataset (FACES [24]). This evaluation highlights the robustness of the proposed features.

We further justify the selection of features by conducting statistical analysis of the regression models on all landmarks, the results of which are presented in Table 10. We observe that the proposed features (i.e., \(\theta_{\text{Lap-eyeL}}, \theta_{\text{Lap-eyeR}},\) and \(\theta_{\text{Lap-nose}}\)) have a significant impact on 3 out of 4 benchmark datasets in the beauty score prediction experiment. Conversely, the Laplacian coordinates computed from other landmarks only have a significant impact on 1 to 2 datasets. This further supports the facial landmark selection for the proposed features.

Table 8 Beauty score classification on benchmark datasets with a fivefold cross-validation

| Feature Type                  | SCUT-FBP [22] | SCUT-FBP5500 [23] | FACES [24] | CFD [25] |
|-------------------------------|---------------|-------------------|------------|----------|
| Xie et al. subset [22]        | 63.20%        | 71.06%            | 62.87%     | 59.46%   |
| Proposed features             | 71.00%        | 76.81%            | 66.13%     | 59.30%   |
| Proposed features with landmark distance | 70.80%        | 78.19%            | 71.73%     | 62.31%   |
| Neoclassical features [26]   | 71.00%        | 74.14%            | 67.35%     | 59.46%   |
| Golden ratio [27]             | 70.40%        | 74.22%            | 72.42%     | 63.82%   |
| Symmetry [27]                 | 61.80%        | 63.31%            | 52.97%     | 50.59%   |
| 8-Ratio vectors [28]          | 66.40%        | 72.05%            | 56.04%     | 63.32%   |
| Xie et al. [22]               | 62.80%        | 82.53%            | 73.68%     | 63.32%   |
| Proposed features + Xie et al. [22] | **72.20%** | **83.72%** | **76.17%** | **63.48%** |

The best values are shown in bold.
Finally, we demonstrate the relationship between the significance of each feature and the associated contribution to the beauty score prediction performance. In particular, we compare the beauty score prediction performance of the proposed features with a larger feature set, namely All features, which includes all of the features listed in Tables 9 and 10. We tested the importance of All features on all 4 datasets. The results of this are presented in Tables 11, 12, 13 and 14. From the results, it can be seen that the proposed set of features, determined by the regression model analysis, consistently outperforms the All features set across all datasets and different settings. These empirical results suggest that there is a significant relationship between the impact and the overall performance of the features.

### Table 10: p values of the regression analysis of the Laplacian coordinates features on beauty score prediction in benchmark datasets

| Feature          | SCUT-FBP [22] | SCUT-FBP5500 [23] | FACES [24] | CFD [25] |
|------------------|---------------|-------------------|------------|----------|
| \( \theta_{\text{Lap-eyel}} \) | 0.0027        | 0.0045            | 0.0000     | 0.3079   |
| \( \theta_{\text{Lap-eyelR}} \) | 0.0030        | 0.0133            | 0.0005     | 0.5675   |
| \( \theta_{\text{Lap-earl}} \) | 0.1114        | 0.0431            | 0.0006     | 0.8713   |
| \( \theta_{\text{Lap-nose}} \) | 0.0100        | 0.0273            | 0.0000     | 0.6628   |
| \( \theta_{\text{Lap-mouthl}} \) | 0.0418        | 0.7250            | 0.0023     | 0.1655   |
| \( \theta_{\text{Lap-mouthr}} \) | 0.1142        | 0.8743            | 0.0016     | 0.4191   |
| \( \theta_{\text{Lap-mouthb}} \) | 0.5341        | 0.0001            | 0.0530     | 0.0727   |

Bold values indicate a significant impact (\( p < 0.05 \))

### Table 11: Beauty score prediction error (MAE) on SCUT-FBP [22] and SCUT-FBP5500 [23] benchmark datasets with a fivefold cross-validation

| Feature          | SCUT-FBP [22] | SCUT-FBP5500 [23] |
|------------------|---------------|-------------------|
| Proposed features | 0.0826        | 0.0829            |
| Proposed features with landmark distance | 0.0838        | 0.0838            |
| Proposed features + Xie et al. [22] | **0.0785**     | **0.0781**         |
| All features     | 0.0847        | 0.0846            |
| All features with landmark distance | 0.0849        | 0.0853            |
| All features + Xie et al. [22] | 0.0800        | 0.0798            |

The best values are shown in bold

### Table 12: Beauty score prediction error (MAE) on FACES [24] and CFD [25] benchmark datasets with a fivefold cross-validation

| Feature          | FACES [24] | CFD [25] |
|------------------|------------|----------|
| Proposed features | 0.0874     | 0.0875   |
| Proposed features with landmark distance | 0.0801     | 0.0801   |
| Proposed features + Xie et al. [22] | **0.0743** | **0.0745** |
| All features     | 0.0892     | 0.0895   |
| All features with landmark distance | 0.0808  | 0.0806   |
| All features + Xie et al. [22] | 0.0746     | 0.0746   |

The best values are shown in bold

### Table 13: Beauty score prediction error (RMSE) on SCUT-FBP [22] and SCUT-FBP5500 [23] benchmark datasets with a fivefold cross-validation

| Feature          | SCUT-FBP [22] | SCUT-FBP5500 [23] |
|------------------|---------------|-------------------|
| Proposed features | 0.1150       | 0.1152            |
| Proposed features with landmark distance | 0.1165       | 0.1165            |
| Proposed features + Xie et al. [22] | **0.1102**   | **0.1097**         |
| All features     | 0.1172       | 0.1173            |
| All features with landmark distance | 0.1177  | 0.1182            |
| All features + Xie et al. [22] | 0.1122       | 0.1119            |

The best values are shown in bold
The evaluation of the proposed features and comparison against other baseline methods suggests that we are able to achieve excellent performance across multiple datasets, while retaining comparable computation time to class-leading methods. Our method outperforms the comparable methods on beauty score prediction and beauty score classification, including the method of Xu et al. [31], which achieved 0.2501 MAE and 0.3263 RSME on SCUT-FBP5500 using Hierarchical Multi-task Network (HMT-Net). Other deep learning-based methods (such as presented in [50]) additionally use color and texture-based features, i.e., they cannot be directly compared to our method, which is based on geometric features of a face.

Our method is only outperformed by the much more computationally expensive method proposed by Xie et al. [22]. We did, however, note that our method also compliments [22], by improving performance across the board, when combined. Our feature significance evaluation also confirms the impact that the proposed features have on overall performance.

There are of course limitations associated with the proposed features. One such limitation is in the generation of the mid-line used for the \( \text{eye}_{dev} \) calculation (illustrated in Fig. 2b). Since the mid-line is based upon a line passing through both the nose base and mouth bottom, it is possible that the mid-line may not be perfectly vertically aligned, subsequently affecting the \( \text{eye}_{dev} \) calculation. However, these two landmarks are the only available landmarks which can be used to define this vertical mid-line without also including the eye landmarks. This is due to the Google Face API, as it extracts a limited number of landmarks, which while helping to reduce the complexity of the model, can impact these calculations. Furthermore, from our evaluation we discovered that the \( \text{eye}_{dev} \) feature is particularly discriminative, and as such it was important that we include this in our proposed feature set. It is for this reason that the proposed user interface measurement overlay tools are particularly important and form a key part of the feature extraction pipeline.

The horizontal eye-level deviation (illustrated in Fig. 2c) is similarly affected by the generation of a mid-line. This once again highlights the importance of the proposed measurement tools as a means of generating a suitably accurate input image.

Given the evident links between the proposed features and the beauty score metrics used in our evaluation, it is clear that a system, such as our proposed framework, could aid in several key areas relating to plastic surgery and other rehabilitative health-related tasks. With facial cosmetic surgery having a proven positive effect upon self-esteem and self-efficacy, the ability to aid with this process has the potential to provide an impactful contribution in the healthcare sector. This is particularly true given that significant impairment of self-esteem and self-efficacy may also require additional psychological intervention. As such, the proposed framework has the capacity to serve as a quick and objective assessment for patients trying to 'improve' the perceived attractiveness of their faces, and for surgeons hoping to quantitatively evaluate facial structures and deformations.

### 6 Conclusion and future work

In this paper, a new set of facial features and an augmented reality (AR) tool (smartphone app) to assist the user in evaluating facial symmetry interactively is proposed. The features are computed from a compact set of facial landmarks which can be extracted at a low computational cost. We quantitatively evaluated the features proposed in this paper for predicting the attractiveness of faces from human portraits from four benchmark datasets. Experimental results showed that the performance of the proposed features is comparable to those extracted from a set with much denser facial landmarks. By further combining the proposed features with existing geometric facial features, the beauty score prediction performance can also be improved. In addition, a prototype of the AR app was developed on the Android platform. Important facial landmarks can be tracked in the live video stream and 4 different types of commonly used facial symmetry measurements are provided.
While encouraging results are obtained, there are some limitations. In particular, the proposed features are extracted from the facial landmarks. As a result, the accuracy of the landmarks extracted from the Google Face API has significant impact on the quality of the proposed facial features. In addition to the proposed geometric features, color and texture information could also potentially provide additional useful features for beauty score prediction. However, a set of identified significant landmarks depend upon a particular dataset used, which is a limitation of our approach. Moreover, the larger database of faces allows to elicit more significant features, which underscores the need to have larger and more diverse face datasets for facial beauty research.

In the future, we will evaluate the performance of the system by combining both geometric and image appearance features. Another intended area of future work is to improve the robustness of the performance in a real-world setting. Given that facial images captured from smartphone cameras in the real-world produce variable image quality (due to illumination, resolution and sharpness), and since most of the publicly available datasets were captured in an indoor and controlled environment, this could be a useful direction. In order to improve the robustness of the feature extraction and beauty score prediction, image editing-based data augmentation, such as adjusting the color, contrast, global and local illumination and sharpness [51], could subsequently be used.

Similarly, since facial expression and the underlying emotional state of the subject can also affect measurement accuracy, we are interested in normalizing the facial expression. By analyzing 2D [52] and 3D [53] facial information and the associated emotional states, we may also be able to further improve the robustness of the proposed method in the future.

Additionally, motivated by a recent study [54] which suggested that the Microsoft Kinect depth sensor can be used in a wide range of healthcare imaging applications, we would like to introduce a face assessment tool that can analyze live video and 3D information. By using AR devices which are equipped with depth cameras, such as Microsoft Hololens, our prototype could potentially be improved by providing 3D facial information for further analysis.

Finally, we would like to conduct a large-scale user study to evaluate the effectiveness of the AR tool in practical use.
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