Scale bridging description of coherent phase equilibria in the presence of surfaces and interfaces

R. Spatschek,1,2 G. Gobbi,2,3 C. Hüter,1,2 A. Chakrabarty,2,4 U. Aydin,2 S. Brinckmann,2 and J. Neugebauer2

1 Institute for Energy and Climate Research, Forschungszentrum Jülich GmbH, 52425 Jülich, Germany
2 Max-Planck-Institut für Eisenforschung GmbH, 40237 Düsseldorf, Germany
3 Department of Mechanical Engineering, Politecnico di Milano, 20156 Milan, Italy
4 Texas A&M University at Qatar, P.O. Box 23874, Doha, Qatar

(Dated: June 7, 2016)

We investigate phase separation including elastic coherency effects in the bulk and at surfaces and find a reduction of the solubility limit in the presence of free surfaces. This mechanism favours phase separation near free surfaces even in the absence of external stresses. We apply the theory to hydride formation in nickel, iron and niobium and obtain a reduction of the solubility limit by up to two orders of magnitude at room temperature in the presence of free surfaces. These effects are concisely expressed through a solubility modification factor, which transparently expresses the long-ranged elastic effects in a terminology accessible e.g. to ab initio calculations.
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I. INTRODUCTION

Phase transitions are one of the most important aspects in physics and materials science, and they largely influence our entire environment. It is one of the cornerstones of thermodynamics and statistical physics that macroscopic phase separation is determined by minimisation of certain thermodynamic potentials, depending on the boundary conditions or constraints of the system. Classically, this energy minimization is described via the common tangent construction, which has initiated the cartography of phase transitions in all kind of materials, and enables the prediction of phase stability for applied materials, having triggered many Calphad activities. Usually, elastic effects are not considered in the prediction of phase coexistence, and despite their enormous relevance this is still a widely unresolved issue. Important progress has been made by Cahn, who demonstrated that in case of identical elastic constants for both precipitate and matrix and isotropic lattice expansion, the common tangent approach remains valid. More generally, the coherent phase diagram can be obtained by adding the elastic energy of the system to the free energies and minimizing the resultant energy. This classical work focuses on bulk elastic effects and does not take into account interfacial effects.

Complementary to the bulk and continuum perspective many investigations have been done on the phase formation at surfaces, also in combination with elastic effects. An important example is heteropitaxial growth in thin films, where stresses can arise due to the mismatch between film and substrate. Cluster expansion methods, which are powerful methods for predicting alloy phase diagrams, have also been applied to epitaxial films. However, in general such techniques do not take into account the elastic effects, which are induced by surfaces and interfaces, beyond the nano scale for substitutional solid solutions. Also related atomic scale approaches have been used to study surface phase formation. Two-dimensional alloy formation at surfaces has frequently been reported in the literature, exhibiting solubility under conditions, where phase separation would occur in the bulk, see e.g. Ref. Tersoff inspected them on a generic level under the aspect of elastic effects, which are partially released near the surfaces using atomistic descriptions. The effective elastic interaction of individual atoms with the surface is found to decrease on the scale of a single atomic layer and strongly competes with surface energy effects, giving rise to various types of surface patterns which are influenced by anisotropy. Also, it generically leads to a short scale increase of the solubility directly at the surface relative to the bulk. These microscopic considerations however do not allow to gain insights into phase separation influenced by the presence of surfaces on macroscopic scales, where bulk effects dominate.

The present article offers a complementary perspective on phase separation near surfaces and interfaces under the influence of elastic effects, starting from a mesoscopic continuum approach and connecting it to ab initio simulations to predict local phase diagrams. On this scale, the phenomena reported by Tersoff et al. reduce to an effective surface contribution with negligible thickness, and which is not further considered here – a complete description will therefore require the superposition of effects on these different scales. On the present larger scale phase separation occurs and leads to the appearance of coherency stresses due to lattice mismatches between precipitates and matrix phase. In agreement with the thermodynamic picture these stresses are energetically unfavorable in the bulk and can therefore suppress phase separation. Near surfaces, but on the scale of the precipitate sizes and therefore significantly larger than the atomic scale, the elastic stresses can partially relax, similarly to the arguments used by Tersoff, and therefore affect phase separation. Thermodynamically, the incorporation of interstitial or substitutional impurity atoms...
leads to the formation of solid solution phases for low concentrations. Continued insertion of impurity atoms leads at some concentration to the formation of precipitates and phase separation, and this concentration is denoted as solubility limit (or terminal solubility). According to the above arguments, the solubility limit is expected to be decreased in the presence of free surface, in comparison to the (deep) bulk, even in the absence of interfacial effects. The quantitative discussion of these effects on different scales is the subject of the present paper. Our focus is on equilibrium phase separation and not their kinetics.

Deeper inside the two-phase regions phase separation can occur in particular via spinodal decomposition, and elastic coherency also plays a role there. Coherent spinodal decomposition can lead to spontaneous phase separation in a near surface region although bulk spinodal decomposition may still be suppressed. However, it should be pointed out that spinodal decompositions occur at impurity concentrations, which are often orders of magnitude higher than the solubility limit. Similar to the discussion above, these effects, which are a result of combined bulk elastic effects near boundaries and appear also in thermodynamically large systems, have to be distinguished from finite size effects on phase diagrams, which result from the finite number of degrees of particles and the absence of singularities in the relevant thermodynamic potentials, see the discussion e.g. in Ref. [18] and references therein.

The concepts, which are developed and inspected in the present paper with different analytical and computational methods on different scales, are fully generic, and we apply them in the later part of the manuscript explicitly to different metal-hydrogen systems. Throughout the article we therefore use the terminology of metal-hydrogen systems, despite the conceptual generality. The motivation for this specific application are often low solubility limits in the room temperature regime, which can lead to the formation of hydrides at low hydrogen concentrations. For example, in the room temperature regime the extrapolated solubility limit of α-Zr is of the order [H]/[Zr] \( \sim 10^{-5} \), see Ref. [21]. In accordance with the above statements a conclusion of the present analysis will be that the formation of hydrides is therefore more likely near free surfaces which are formed at cracks. As hydrides are typically brittle phases, this hydride formation at cracks can contribute to hydrogen embrittlement. In contrast, high concentrations of hydrogen are important for the use of metals as hydrogen storage material.

Surface effects in combination with elasticity near the critical point have been considered theoretically by Bausch et al. for different geometries, based on the description of elastic interaction in coherent metal-hydrogen systems by Wagner and Horner. Fluctuations play a central role near the critical point and are affected by the elastic effects, in contrast to the low temperature and concentration regime, which we focus on in the present article. The knowledge of elasticity as driving force has also consequences for the kinetics, and therefore the careful understanding of the thermodynamics is essential. Application of the theoretical description by Janssen has allowed in particular to determine diffusion coefficients of Nb and Ta using the Gorsky effect by Bauer et al. As a result, the interaction of bulk elastic and surface effects can lead to substantially different diffusion behavior of hydrogen in wire and foil specimens. Indirect evidence for the role of surface effects stems from high pressure hydrides of iron and its alloys. An anomalous volume increase for high hydrogen concentrations in Ni_{0.8}Fe_{0.2}H_{x} leads to an inconsistency between (surface sensitive) X-ray and (volume averaged) neutron measurements of bulk and powder materials, resulting in the conclusion of concentration inhomogeneities and the formation of a high hydrogen concentration surface phase. An explicit experimental proof of macroscopic modes and their shape dependence through elastic effects on phase separation in Nb-H near the critical point has been given by Zabel and Peisl for coherent and incoherent cases. Griessen and coworkers studied the destabilization of the Mg-H system and found a strong influence on the plateau pressures for hydride formation in thin magnesium films, which are either stress free or clamped. Differences between free standing and clamped thin films of Pd-H clearly demonstrate the role of elasticity and boundary conditions. For Pd nanoparticles, hydrogen intercalation is consistent with a coherent interface model and differs significantly from bulk behavior. Experimental findings for hydride formation in niobium for different mechanical boundary conditions show drastic variations of the solubility limits, which are not yet understood systematically. This open issue will specifically be addressed in the present article. This may also play a role for precipitation in Nb-H and Nb-D, where enhanced hydride formation near a surface scratch occurs and which may be a signal of the reduced solubility limit near surfaces, as the scratch increases the available surface and allows for stress relaxation. This exemplary list of experimental and theoretical results demonstrates the relevance of elastic effects in combination with surfaces and interfaces for metal hydrogen systems.

The present article is organised as follows, in order to provide a comprehensive, multi-scale and multi-method approach to phase separation in the presence of surfaces and interfaces. We start with the analysis of a continuum model, which is conceptually close to phase field descriptions. This model allows to gain valuable insights into the problem based on the numerical solution of the underlying equations. In the later sections, we deduce this a priori phenomenological model from an atomistic picture, in particular ab initio simulations, which quantifies the model in the low temperature and concentration limit. We point out that for many applications this limit is of major interest, in particular for hydrogen embrittlement, which takes place around room temperatures at
minute hydrogen concentrations. We predict the solubility limit of hydrogen based on the numerical simulations. It differs significantly from stress free and coherent bulk equilibrium solubility limits and introduces the concept of a surface induced solubility limit.

Before we enter into this matching between continuum and atomistic scales, we discuss the influence of elastic effects on interface equilibria in a sharp interface picture. This complementary approach is necessary to fully interpret the findings of the continuum model.

As a final step, we establish the matching between continuum and discrete descriptions. This leads to a closed analytical prediction of the solubility limit using only parameters, which are directly accessible from ab initio simulations. Via the detour of bulk coherent phase equilibria we predict an easy-to-use expression for the near-surface solubility limit, which shall be of general relevance for many phase diagram predictions in the low concentration regime.

II. CONTINUUM MODELING

We start the description from the continuum perspective, where we inspect a simple model concerning phase separation. Here we pay special attention to the role of elasticity, assuming coherent interfaces between the phases. This assumption allows to investigate the differences between phase separation in the bulk, near free surfaces and at interfaces. For the model we choose a Cahn-Hilliard model, in which the concentration is taken as order parameter. The model is chosen as simple as possible to illustrate the main physical features. However, we point out that it gives an accurate description in the low temperature and low concentration regime, where the model parameters can be directly taken from ab initio simulations, as will be further explained in Section IV. The focus is on equilibrium phase separation; kinetic mechanisms, also of spinodal decomposition, are presently of minor interest. The generic framework can also be used for more complex systems, e.g. of phase field models for phase separation in alloys, where additional order parameters are introduced to distinguish between the phases.

A. Model description

The purpose of this section is to set up a minimalistic continuum model, which captures the essential physical ingredients to describe the influence of elastic coherency effects on phase equilibria in the bulk and near surfaces. We use here the terminology of a metal-hydrogen system, although all concepts are fully transferrable to other systems. The model is based on a Gibbs free energy density \( \hat{g} \), where the hat indicates that this energy density has the dimension energy per volume. It consists of four contributions, \( \hat{g} = \hat{g}_o + \hat{g}_e + \hat{g}_k + \hat{g}_{el} \), which will be explained in the following. The integrated Gibbs energy reads

\[
\mathcal{G} = \int \hat{g} \, d\mathbf{r} = \int (\hat{g}_o + \hat{g}_e + \hat{g}_k + \hat{g}_{el}) \, d\mathbf{r},
\]  

(1)

where the integration is taken over the volume of the system. In the spirit of a Lagrangian description of the arising elastic deformations, the reference state is the non-deformed, single phase system. We are mainly interested in situations in which the system can freely expand (NPT ensemble, i.e. fixed particle numbers, pressure and temperature), specifically with vanishing external pressure, \( P = 0 \). Therefore, the Gibbs energy is the appropriate thermodynamical equilibrium potential.

Before going into detail, we briefly introduce the energy terms. First, the two contributions \( \hat{g}_o(x_H) \) and \( \hat{g}_c(x_H, T) \) determine the phase diagram via a regular solution model, which has a large miscibility gap in this study. They depend on the local dimensionless concentration of the impurities, \( x_H \), and on the temperature \( T \). \( \hat{g}_o \) describes the enthalpy of mixing and favors the separation into a hydrogen free phase with \( x_H = 0 \) and a hydride phase with \( x_H = 1 \). \( \hat{g}_c \) represents the configurational entropy of the alloy and is written here for an interstitial solid solution. Since we focus on low temperatures (below the Debye temperature), we ignore thermal vibrations. Hence, the dominant temperature dependence comes from the configurational degrees of freedom. \( \hat{g}_{el}(\nabla x_H) \) is a term which penalizes the presence of interfaces (as they are accompanied by sharp concentration gradients) and therefore introduces an interfacial energy. For the main application of the model we keep this term negligibly small (hence we use it only to stabilize the numerical convergence), such that the results are dominated by bulk effects. \( \hat{g}_{el}(x_H) \) is the elastic energy which appears due to the widening of the lattice through the presence of inhomogeneous hydrogen distributions. In particular, this term is responsible for the coherency stresses between the metal and the hydride phase.

In detail, the interstitial hydrogen concentration is defined as the ratio of interstitial hydrogen to the number of host lattice atoms, \( x_H = N_H/N_M \). The mixing enthalpy expression

\[
\hat{g}_o(x_H) = \alpha \frac{N_0}{\Omega_0} x_H (1 - x_H),
\]  

(2)

has only one energy parameter \( \alpha > 0 \) in the simplified model. For the proper normalization we introduce \( \Omega_0 = a^3 \) as the volume of a cubic, hydrogen free unit cell with (hydrogen and stress free) lattice constant \( a \) of the reference state, and \( N_0 \) is the number of metal atoms per unit cell, e.g. \( N_0 = 4 \) for fcc metals. We tacitly assume that the concentrations remain in the interval \( x_H \in [0, 1] \). This constraint can e.g. be achieved by additional infinite energy barriers for concentrations outside this interval, similarly to phase field models. Since this constraint is only required for the case \( T = 0 \), we do not pay further attention to it, as otherwise it is ensured by the entropic Gibbs energy contribution \( \hat{g}_e \).
Let us briefly comment on the physical role of \( \hat{g}_o \). For low concentrations it is dominated by the linear contribution \( \hat{g}_o \propto \alpha x_H N_0 / \Omega_0 \). In this regime \( \hat{g}_o \) is proportional to the energy which is needed to inject an isolated hydrogen atom into the metal matrix, i.e. the formation enthalpy in the dilute limit. With the chemical potential being proportional to the derivative of the Gibbs energy density with respect to concentration, it therefore only leads to a constant shift of the chemical potential relative to an (arbitrary) reference potential. For a fixed total number of hydrogen atoms in the system (in accordance with the desired NPT ensemble) this linear term does therefore not influence the phase separation behavior. For higher concentrations, deviations appear due to the quadratic term \(-\alpha x_H^2 N_0 / \Omega_0 \). This contribution is central, as it is responsible for the phase separation into a hydrogen poor metal (in the following also denoted as \( \alpha \) phase) and a hydrogen rich hydride phase (\( \beta \) phase). It captures an effective attractive hydrogen-hydrogen interaction (for \( \alpha > 0 \)), as this energy contribution lowers the energy relative to the energy of isolated hydrogen atoms, which comes from the aforementioned linear term. In the context of the metal-hydrogen system, this interaction is often considered to be at least partially of elastic origin, due to the lattice expansion\[\text{[1]}\] to avoid confusion, we point out that this “elastic term” is conceptually different from the explicit elastic term \( \hat{g}_{el} \), which is discussed below. The latter is related to a mesoscopic change in the hydrogen concentration, which occurs in particular at the boundary between a hydride precipitate and the metal. This term captures the energetic cost of coherency stresses between the phases with different equilibrium lattice constants. For a homogeneous system, which can freely expand, the explicit elastic energy \( \hat{g}_{el} \) vanishes. This is different for the quadratic contribution contained in \( \hat{g}_o \), which lowers the energy even for spatially homogeneous concentrations and is responsible for the phase separation. The distinction between microscopic elastic effects in \( \hat{g}_o \) and mesoscopic contributions in \( \hat{g}_{el} \) will be further elucidated later in the text, see Section \[\text{IV}\] and Appendix \[\text{D}\].

The configurational contribution \( \hat{g}_c \) is given by

\[
\hat{g}_c(x_H, T) = \frac{k_B T N_0}{\Omega_0} \left[ x_H \log x_H + (1 - x_H) \log(1 - x_H) \right],
\]

which is a standard expression in statistical physics. It is based on the assumption that the hydrogen atoms occupy all interstitial sites with equal probability, neglecting interactions between them. The expression is accurate in the limiting cases \( x_H \ll 1 \) and \( 1 - x_H \ll 1 \), when only a small amount of hydrogen atoms or vacancies is present. Deviations can be expected inside the concentration interval \( 0 < x_H < 1 \). With the present focus on the low concentration regime \( x_H \ll 1 \) the expression \( (3) \) is therefore a suitable description. Here, we implicitly assumed that the only relevant phases in the system are a dilute \( \alpha \) phase with \( x_H \ll 1 \) and the hydride (\( \beta \) phase) with \( 1 - x_H \ll 1 \).

The gradient energy term,

\[
\hat{g}_\xi = \frac{\gamma_0}{2} (\nabla x_H)^2
\]

penalises interfaces between \( \alpha \) and \( \beta \) via a contribution \( \gamma_0 \). From a phase field perspective, it also establishes together with \( \hat{g}_o \) a smooth order parameter profile between the two phases and leads to the appearance of an interfacial energy. Since our focus is on bulk terms only, we intentionally set \( \gamma_0 = 0 \) throughout the entire article. For numerical purposes, it can sometimes be beneficial to use a small value of \( \gamma_0 \) to stabilise interfaces and to introduce a finite interface thickness.

The elastic contribution \( \hat{g}_{el} \) is based on the isotropic linear theory of elasticity. In the usual way we define the strain tensor as \( \epsilon_{ij} = (\partial_i u_j + \partial_j u_i) / 2 \) using the displacement field \( u_i(\mathbf{r}) \). Moreover, we take into account that hydrogen widens the host lattice, which leads to a diagonal eigenstrain \( \chi_{ij} = \chi x_H \delta_{ij} \) with the Vegard coefficient \( \chi \). For a wide range of metals the assumption of Vegard’s law, i.e. the linear dependence of the eigenstrain on the local concentrations, is well satisfied. We exclude here the appearance of e.g. tetragonal distortions, as we aim to establish a fully isotropic theory. Tetragonal distortions can e.g. play a role for carbon as interstitial element, which can occupy different sub-lattices of bcc metals. For hydrogen in fcc metals, tetragonal distortions are negligible, which justifies our assumption. With this, the isotropic elastic energy density reads

\[
\hat{g}_{el} = G(\epsilon_{ij} - \chi x_H \delta_{ij})^2 + \frac{1}{2} \lambda (\epsilon_{kk} - 3 \chi x_H)^2,
\]

with \( G \) and \( \lambda \) being shear modulus and Lamé coefficient respectively, which we assume to be concentration and phase independent, for simplicity. As usual, the Einstein sum convention is applied for repeated indices. For a validation of this energy expression, also in comparison to \textit{ab initio} simulations, we refer to the extended discussion \[\text{[1]}\]. We note that this description is the isotropic variant of the continuum model by Wagner and Hornel 23 where for the occupation of hydrogen on fcc octahedral sites the force-dipole tensor is diagonal, containing the widening of the lattice through hydrogen, i.e. 24.

The integration in \( (1) \) is taken over the volume \( V \) of the body. Since we are interested in the influence of free boundaries, we assume boundary conditions \( \sigma_{in} = 0 \) there, with \( n \) being the surface normal direction. As mentioned before, this is in line with the use of the Gibbs energy instead of a Helmholtz free energy as generating functional for fixed displacement (i.e. volume) boundary conditions. Notice that due to the traction-free boundary conditions (\( P = 0 \)), Gibbs and Helmholtz free energy actually coincide.

For the Gibbs energy minimization with respect to concentration one can use different versions of conserved dynamics. In the present article, we focus on equilibrium properties, and therefore the path to the energetic minimum does not matter. For details, we refer to Appendix \[\text{A}\].
FIG. 1. (Color online) Concentration dependent energy \( \hat{g}_0(x_{\text{H}}) + \hat{g}_c(x_{\text{H}}, T) \) for the Ni-H system. For \( T = 0 \text{K} \) the configuration term vanishes, and only \( \hat{g}_0 \) remains. The temperature dependent solubility limits are given by the positions of the local minima of the Gibbs energy.

Additionally, the elastic equilibrium conditions read

\[
\frac{\delta G}{\delta u_i} = 0, \tag{6}
\]

which translates into the usual static elastic equilibrium condition

\[
\frac{\partial \sigma_{ij}}{\partial x_j} = 0 \tag{7}
\]

with the stress tensor

\[
\sigma_{ij} = 2G(\epsilon_{ij} - \delta_{ij}\chi x_{\text{H}}) + \lambda \delta_{ij}(\epsilon_{kk} - 3\chi x_{\text{H}}). \tag{8}
\]

The above equations fully describe the system, and the material parameters are summarised in Table I. They are extracted from \textit{ab initio} simulations in Section II C.

B. The phase diagram without elasticity

Let us for the moment ignore the elastic contribution to the Gibbs energy, which therefore consists only of the mixing enthalpy \( \hat{g}_0 \) and configurational term \( \hat{g}_c \) as bulk terms. Also, the interfacial term \( \hat{g}_c \) does not appear in the thermodynamic limit. The energy density is sketched in Fig. 1 for different temperatures. Here we use parameters adjusted to the Ni-H system.

In equilibrium, the concentrations are constant in each phase, and the common tangent construction describes the equilibrium concentrations. This construction is particularly simple for our symmetrical potential, where it appears as a horizontal line, which connects the two minima of the potential \( \hat{g}_0(x_{\text{H}}) + \hat{g}_c(x_{\text{H}}, T) \). Hence the equilibrium concentrations are here determined simply by \( [\hat{g}_0(x_{\text{H}}) + \hat{g}_c(x_{\text{H}}, T)]'' = 0 \). The resulting phase diagram is shown in Fig. 2. We mention once more that the present model system is not intended to give a quantitative description in the entire concentration and temperature domain, but focus on the low temperature and concentration regime. In particular, at higher temperatures vibrational contributions are not properly accounted for, and therefore the phase diagram becomes inaccurate in this temperature regime. This property is reflected in particular by a far too high critical point compared to experimental data\(^{56,57} \) (\( T_c \approx 360^\circ \text{C} \) at \( x_c \approx 0.5 \) for a pressure of \( p_c \approx 1.4 \text{GPa} \)).

C. The coherent phase diagram

If we additionally take into account the elastic term, the two-phase region becomes smaller (lower critical temperature and reduced region of phase separation) and is bound by the coherent spinodal. The intuitive explanation for this result is – in contrast to the single phase situations, which are stress free as the material can freely expand – that coherency stresses arise if the two phases coexist. This raises the total energy and therefore makes the transition to a phase separated phase energetically unfavourable. As a consequence, the miscibility gap becomes smaller, or, in other words, the solubility limits of the two phases are increased. This means that the

| Parameter | Meaning | Ni-H Value |
|-----------|---------|------------|
| \( N_0 \) | no. of metal atoms per unit cell | 4 |
| \( \Omega_0 \) | unit cell volume | 40.953 Å³ |
| \( \alpha \) | obstacle potential parameter | 0.2039 eV |
| \( G \) | bulk modulus | 1.05 GPa |
| \( \lambda \) | Lamé coefficient | 2.88 GPa |
| \( \chi \) | Vegard coefficient | 0.0623 |
\(\alpha\) phase can take more interstitial hydrogen atoms, and conversely more hydrogen vacancies can exist in the homogeneous \(\beta\) phase.

In general, the concept of a common tangent construction does not apply in the presence of long-ranged elasticity, which induces nonlocal effects. However, the isotropic system is an exception. It was suggested by Cahn that coherent bulk phase equilibria with isotropic elasticity, equal elastic constants and a purely dilatational eigenstrain can still be described by a common tangent construction, which is based on a generalised Gibbs energy \(\tilde{\mathcal{G}}\),

\[
\tilde{\mathcal{G}} = \tilde{g}_0 + \tilde{g}_c + \frac{E\lambda^2 x_H^2}{1 - \nu}.
\]

Here, \(E = G(3\lambda + 2G)/(\lambda + G)\) and \(\nu = \lambda/[2(\lambda + G)]\) are Young’s modulus and Poisson ratio. With this, the phase equilibrium conditions are given by two conditions. The first is the generalised equality of chemical potentials, \(\tilde{\mu}_H(x_\alpha) = \tilde{\mu}_H(x_\beta)\), where the chemical potential is defined as

\[
\tilde{\mu}_H(x_H) = \frac{\partial \tilde{\mathcal{G}}}{\partial x_H}.
\]

We mention here in passing that this chemical potential has dimension energy per volume, and it is related to the usual chemical potential, which has dimension energy per particle as \(\mu_H = \tilde{\mu}_H N_\alpha/N_0\). The second condition is the equality of grand potentials, \(\tilde{\omega}_H(x_\alpha) = \tilde{\omega}_H(x_\beta)\) with

\[
\tilde{\omega}_H(x_H) = \tilde{g} - \tilde{\mu}_H x_H.
\]

A derivation for the above equilibrium conditions is given in Section III A. Here we point out that the equilibrium conditions are based on the assumption that the concentrations in the two phases are spatially constant. This is the case for phase separation in the bulk, as is demonstrated explicitly in Appendix B for the special case of the Eshelby problem.

If we apply these equilibrium conditions similar to the stress free case in the previous section, but now using the modified Gibbs potential, we obtain the coherent phase diagram, which is shown also in Fig. 2. As expected, the two phase region is here smaller and fully inside the corresponding region for the stress free case.

To demonstrate that also the continuum model reproduces the coherent phase diagram in the bulk, we consider for example a quasi one-dimensional system. This is not a limitation, as the elastic energy does not depend on the shape of the inclusion but only on its volume fraction due to the Bitter-Crum theorem, and therefore the one-dimensional system is equivalent to a full three dimensional bulk case. In this system, we initialise a strong concentration gradient in one direction. By that, the concentration profile remains translational invariant in the other spatial directions if we use periodic boundary conditions for a three dimensional box. The initial concentration gradient triggers the phase separation also in absence of thermal noise, which would otherwise be needed to overcome nucleation barriers. As a result, we obtain phase separation in equilibrium, see Fig. 3. First, we note that the phase concentrations are spatially constant in each phase, and they match the values predicted in the coherent phase diagram. This demonstrates that the model indeed reproduces the thermodynamic bulk equilibrium. Second, we use different gradient energy terms. As expected, a larger value of \(\gamma_0\) leads to a wider interface. For large systems the interfacial contribution does not affect the phase separation.

D. Phase separation near free surfaces

Since the main topic of the present article is to study phase separation in the presence of surfaces, we consider now a system with traction free boundaries, i.e. a system that is not confined by external stresses (\(\sigma_{\text{in}} = 0\), using a three-dimensional description. In order to reduce the numerical efforts, we assume without loss of generality a cylindrical symmetry of our problem, as sketched in Fig. 4. This means that our sample has a cylindrical shape, and both the mantle as well as top and bottom are assumed to be traction free. Top and bottom are therefore equivalent locations for the precipitate, and its equilibrium location is selected by the initial conditions for the energy minimisation. In the simulations we ensure that the cylinder radius \(R\) is sufficiently large, such that the mantle boundaries do not play a role, and the system can be considered as infinitely extended, \(R \rightarrow \infty\). In a full three dimensional description all positions at the bottom (or top) surface are energetically equivalent.
FIG. 4. (Color online) Sketch of the geometry for the finite element simulations of the continuum model. The entire sample has a cylindrical shape, which is here cut to allow a view into the interior. All surfaces, top, bottom and mantle are stress free. A hydride is nucleated near the lower surface, shown here in red. Energy minimisation then determines the shape and size of the equilibrium hydride precipitate. The system has a cylindrical symmetry, which allows to reduce the problem to a two-dimensional description.

and we can place the hydride on the axis of symmetry; in the two-dimensional representation with cylindrical symmetry off-centred positions would correspond to an unfavourable toroidal precipitate shape.

The elastic Cahn-Hilliard model is solved using a finite element description (see Appendix A for details) and the FreeFEM package\textsuperscript{59}. Initially, we place a spherical hydride inside the volume, in proximity to either the top or bottom surface. This initial hydrogen distribution determines the average concentration. The evolution is then modelled according to Eq. (A15) until the system has reached an equilibrium configuration. Energy reduction leads to an effective attractive interaction between the inclusion and the free surfaces, and therefore the equilibrium precipitate forms an almost semi-spherical inclusion at this surface, see Fig. 5.

In equilibrium, the chemical potential is spatially constant in the system. This is shown in Fig. 6 along the axis of symmetry, \( r = 0 \). The contributions to the chemical potential are defined as \( \hat{\mu} = \hat{g}^\prime(x_{H}) \) for each of the terms in Eq. (1). In contrast to the total chemical potential \( \hat{\mu}_{H} = \hat{\mu}_{c} + \hat{\mu}_{o} + \hat{\mu}_{el} \) the individual contributions are not spatially constant inside the phases and have a jump at the interface. Notice that the interfacial contribution vanishes for \( \gamma = 0 \).

The most important result is that we find phase separation in regimes where we would not have expected it from the bulk phase diagram. In the example in Fig. 5 we see the formation of a hydride at \( x_{H} = 0.041 \) at

FIG. 5. (Color online) Color plot of the local hydrogen concentration at \( T = 500\text{K} \), for different average hydrogen concentrations \( x_{H} \). Blue corresponds to a low hydrogen concentration (\( \alpha \) phase), red a high concentration, i.e. the hydride (\( \beta \) phase). The \( z \) is the axis of rotational symmetry. The aspect ratio is \( H/R = 1 \). For the lowest concentration (top left) at \( x_{H} = 0.031 \) the system is in equilibrium in a single phase state. For \( x_{H} = 0.041 \) (top right) a nucleus forms, which is getting larger for higher concentration, \( x_{H} = 0.051 \) (bottom left) and \( x_{H} = 0.061 \) (bottom right).

FIG. 6. (Color online) The contributions to the chemical potential along the axis of symmetry, \( r = 0 \). Whereas the total chemical potential is spatially constant, the individual contributions are varying inside the individual phases and have a jump at the interface \( z = R_{H} \). The data stems from an equilibrium configuration for \( T = 500\text{K} \) and average concentration of \( x_{H} = 0.061 \) (see also Fig. 5). The numerical noise results from data interpolation in between the nodes of the FEM implementation.
\( T = 500 \text{ K} \), whereas from the bulk coherent binodal (see Fig. 2) we would expect single phase equilibrium states for \( x_H < 0.29 \). Apparently, near free surfaces the solubility limit differs from the bulk coherent prediction and is in between the solubility limit with and without stress effects. The two phase region near a free interface is then delimited by a new kind of binodal curve, which we denote as the coherent surface binodal, and which will be determined numerically in the following, and more fundamentally in the next sections.

To find this coherent surface binodal, we proceed as follows. Starting from the phase separated states, as in Fig. 5 we reduce the concentration sequentially, until the system reaches a single phase state. Repeating this procedure for several temperatures allows to extract the low concentration branch of the coherent surface binodal. Similarly, we start in the high concentration regime, in which the system mainly consists of the hydride and only has a small metallic region. This entails that in Figs. 3 and 5 the role of \( \alpha \) and \( \beta \) phase are exchanged. With increasing average concentration the \( \alpha \) volume fraction decreases and finally this phase disappears, which delimits the two phase region in the high concentration regime. Since the model is symmetric with respect to an exchange \( x_H \rightarrow 1 - x_H \), also the phase diagram has this symmetry property.

More explicitly, we measure for each simulation in equilibrium the position of the sharp concentration drop along the \( z \) axis. This position \( z = R_H \) is defined to be the hydride radius. An appropriate measure for the (approximate) volume fraction is the expression \( v = 2\pi R_H^2/3V \), with \( V \) being the cylinder volume. Here we assume a semi-spherical cap shape, as shown in Fig. 5. If we plot this volume fraction as function of the average concentration, we can linearly interpolate to the concentration where the two-phase region begins, as shown in Fig. 7. Repeating this procedure for different temperatures gives the surface coherent phase diagram, as shown in Fig. 8.

In the low temperature regime the equations become very stiff, and the present numerical approach is not suitable to predict the low solubility limits with high accuracy. At this point, analytical predictions, which will be developed in the subsequent section, are particularly useful.

A noticeable outcome of the simulations is that the concentrations are no longer constant inside the phases, and therefore this situation differs from the phase separation in the bulk. The combination of elasticity and free surfaces changes the thermodynamic situation conceptually, in comparison to phase separation in the bulk. This is demonstrated exemplarily in Fig. 9 for the concentration profile along the axis of symmetry, \( r = 0 \), as defined in Fig. 4. In this plot, the equilibrium concentrations given by the bulk coherent phase diagrams are also shown as dashed lines for comparison. One can see that the equilibrium concentrations are spatially no longer constant inside each phase. The simulations indicate that the equilibrium concentrations of the bulk coherent phase diagram are locally reached exactly at both sides of the interface. We will later verify this observation analytically.

This result has an important consequence: Despite the varying concentrations in the phases at finite temperatures, the concentration variations decrease for lower temperatures and finally vanish in the limit \( T \rightarrow 0 \). The reason is that the coherent bulk phase diagram shows zero hydrogen solubility in the metal and similarly the hydride is free of hydrogen vacancies, see the phase diagram in Fig. 2. This result of constant phase concentrations in the low temperature limit is essential for further
FIG. 9. The hydrogen concentration along the axis of symmetry, \( r = 0 \), as defined in Fig. 4. At the interface between the phases the local concentrations are given by the bulk coherent phase diagram, as indicated by the dashed horizontal lines. Top panel: The data stems from an equilibrium configuration for \( T = 500 \) K and average concentration of \( x_H = 0.061 \) (see also Fig. 5). In the center and bottom panel the same is shown for \( T = 400 \) K and \( T = 300 \) K. The concentration gradients inside the phases become smaller at lower temperatures.

analytical predictions in the following section.

This discussion concludes the phenomenological inspection of the solubility limits near free surfaces using the continuum model. In the next section, we will support and generalise the findings by analytical considerations for the low temperature limit.

### III. ANALYTICAL DESCRIPTION

In this section we complement the above description of phase separation by analytical descriptions, which allow for a closed understanding of the coherent surface binodal. It extends the phenomenological results of the continuum model, which were discussed in the previous section, by a more thorough and generic understanding and is a prerequisite for the scale bridging connection to atomic scale inspections in the following section.

The starting point is the coherent nucleation in the bulk, as it is the reference case to which we add surface effects. First, we derive from the exact phase coexistence conditions the solubility limit in the low temperature regime for the bulk system. Next, we solve the elastic problem of precipitates near free surfaces and interfaces, and show how this enters into the description of phase coexistence. From this step, we get an analytical expression for the low temperature solubility limit, comparable to the previous bulk case. This prediction asymptotically matches the previous numerical results for the surface binodal for low temperatures and concentrations and demonstrates the influence of the different material parameters and boundary conditions. Apart from minimisation of the total Gibbs energy, we also discuss local equilibrium conditions at the interface between the \( \alpha \) and \( \beta \) phase. This inspection explains the concentration jump observed numerically in Fig. 9. We raise the question whether the appearance of a single nucleus is favorable to a breakup into smaller nuclei. Finally, we compare the solubility limits for bulk and surfaces, beyond which phase separation can occur, to spinodal decomposition.

#### A. The coherent bulk phase diagram

In the isotropic case with equal elastic constants of the two phases the elastic problem of coherent inclusions in an infinite or periodic matrix can be solved analytically. Only the volume fraction of the secondary phase matters, and the detailed arrangement and shape of the precipitates is irrelevant according to the Bitter-Crum theorem. As a well known consequence, there is no elastic interaction between two precipitates in this case, as the change of inclusion separation does not change their volume fraction. We denote the volume fraction of the hydride (\( \beta \) phase) by \( v \). In the case that the system of volume \( V \) can expand freely (external pressure zero), the elastic energy is given by (for an infinite system, one can look instead at the average energy which is contained in a subvolume \( V \))

\[
G_{\text{el}}^{\text{bulk}} = Vv(1-v)(x_{\beta} - x_\alpha)^2 \lambda^2 \frac{E}{1-\nu},
\]

with Young’s modulus \( E = G(3\lambda + 2G)/(\lambda + G) \) and the Poisson ratio \( \nu = \lambda/[2(\lambda + G)] \). Here it is assumed that the concentrations \( x_\alpha \) and \( x_\beta \) are spatially constant inside the individual phases. For phase separation in the
bulk, this statement is exact and is corroborated by the numerical simulations in Fig. 3. For the specific case of a concentric spherical inclusion in a spherical matrix (Eshelby problem), the above energy expression can also easily be calculated, see Appendix 3. Also, there we show that the assumption of spatially constant concentrations inside each phase is indeed satisfied, as no chemical potential gradients appear. Expression (12) reflects that for single phase configurations \( v = 0 \) or \( v = 1 \) no coherency stresses arise.

Whereas in general a common tangent construction is not applicable in the presence of elastic effects, the situation is more fortunate in the case of coherent interfaces, linear and isotropic elasticity with equal elastic constants in both phases and a dilatational eigenstrain. More general situations can conceptually be considered as perturbations of this ideal situation.

The stress free phases are assumed to be characterised by Gibbs energies (per host atom) \( g_\alpha(x_\alpha) \) and \( g_\beta(x_\beta) \), including the configurational entropy. The temperature dependence is suppressed in the notation for brevity. We emphasize that these Gibbs energies shall not contain long-ranged elastic effects, which are accounted for separately. It is assumed that the above energies are taken at the equilibrium volume, i.e. for stress free situations. The above formulation generalises the model used in Eqs. (1)-[3], for which we used a single expression for the Gibbs energy density for both phases. If we apply the present, more general, case to the previous situation, we have to use \( g_\alpha = g_\beta = \langle \tilde{g}_\alpha + \tilde{g}_\beta \rangle_0/N_\alpha \). In contrast to the continuum description in the previous section, here we normalise all intensive quantities to the number of metal atoms and not to the volume, as such a representation will be more useful for the later connection to the discrete atomistic description. To make this normalization transparent in the notation we do not decorate the symbols by a hat, as such a representation will be more useful for the later connection to the discrete atomistic description. To make this normalization transparent in the notation we do not decorate the symbols by a hat, and we have the conversion rule \( g = \tilde{g}_0/N_0 \).

The concentrations in the phases are \( x_\alpha = N_{\alpha}^\alpha/N_M^\alpha \) and \( x_\beta = N_{\beta}^\beta/N_M^\beta = (N_H - N_{\beta}^\beta)/(N_M - N_{\beta}^\beta) \). Here, \( N_M \) is the total (and fixed) number of host atoms, \( N_H \) the total (and fixed) number of interstitial atoms, as we use a canonical ensemble. \( N_M^\alpha \) is the total number of host atoms which belong to the \( \alpha \) phase, and \( N_M^\beta \) the number of interstitial atoms in the \( \beta \) phase. Notice that \( N_M^\alpha \) and \( N_M^\beta \) are not fixed and degrees of freedom for the Gibbs energy minimisation. The total Gibbs energy reads (bulk contributions only)

\[
\mathcal{G} = \mathcal{G}_\alpha + \mathcal{G}_\beta + \mathcal{G}_{\text{el}}^{\text{bulk}}
\]

with

\[
\mathcal{G}_\alpha = N_M^\alpha g_\alpha \left( \frac{N_M^\alpha}{N_M^\beta} \right),
\]

\[
\mathcal{G}_\beta = (N_M - N_M^\alpha) g_\beta \left( \frac{N_H - N_H^\beta}{N_M - N_M^\alpha} \right).
\]

For the elastic energy we use \( V = N_M \Omega_0/N_0 \). Here \( \Omega_0 \) is the unit cell volume of the hydrogen free lattice which serves as Lagrangian reference state, and \( N_0 \) is the number of host atoms per unit cell (e.g. \( N_0 = 4 \) for fcc). The \( \beta \) phase volume fraction reads \( v = (N_M - N_M^\alpha)/N_M \). Hence, the elastic energy for a system, which is free of external stresses, is expressed through the particle numbers as

\[
\mathcal{G}_{\text{el}}^{\text{bulk}} = \frac{E}{1 - \nu} \chi^2 N_M - \frac{N_M^\alpha N_M^\beta}{N_M^\alpha} \times (N_H - N_H^\beta) \times \left( \frac{N_H - N_H^\beta}{N_M - N_M^\alpha} \right)^2 \frac{N_M \Omega_0}{N_0},
\]

see Eq. (12) above.

In thermodynamic equilibrium the Gibbs energy is minimised with respect to the internal degrees of freedom \( N_{\alpha}^\beta \) and \( N_{\beta}^\alpha \). The first minimisation condition is

\[
\left( \frac{\partial \mathcal{G}}{\partial N_{\alpha}^\beta} \right)_{N_{\alpha}^\beta,N_{\beta}^\alpha,N_{\beta}^\alpha} = 0.
\]

It gives

\[
\left( \frac{\partial \mathcal{G}}{\partial N_{\alpha}^\beta} \right)_{N_{\alpha}^\beta,N_{\beta}^\alpha,N_{\beta}^\alpha} = g_\alpha'(x_\alpha) + \frac{2E}{1 - \nu} \chi^2 \frac{\Omega_0}{N_0} x_\alpha - \left( g_\beta'(x_\beta) + \frac{2E}{1 - \nu} \chi^2 \frac{\Omega_0}{N_0} x_\beta \right) = 0.
\]

Without elastic effects, it reduces to the usual equality of chemical potentials \( \mu_\beta = g_\beta'(x_\beta) \) in the two phases.

The second minimisation condition is

\[
\left( \frac{\partial \mathcal{G}}{\partial N_{\beta}^\alpha} \right)_{N_{\alpha}^\beta,N_{\beta}^\alpha,N_{\beta}^\alpha} = 0.
\]

It becomes

\[
g_\alpha(x_\alpha) - x_\alpha g_\alpha'(x_\alpha) - \frac{E}{1 - \nu} \chi^2 \frac{\Omega_0}{N_0} x_\alpha^2 - \left( g_\beta(x_\beta) + x_\beta g_\beta'(x_\beta) - \frac{E}{1 - \nu} \chi^2 \frac{\Omega_0}{N_0} x_\beta^2 \right) = 0.
\]

Without elastic effects, it reduces to the usual equality of grand potentials \( \omega = g - x_{H\beta} \mu_\beta \) in the two phases. By the Gibbs-Duhem relation \( g = \mu_\beta + x_{H\beta} \mu_\beta \) with the chemical potential \( \mu_\beta \) of the metal atoms, \( \mu_\beta = (\partial \mathcal{G} / \partial N_{\beta}^\alpha)_{N_{\beta}^\alpha} \), hence \( \omega = \mu_\beta \). We can therefore alternatively read Eq. (20) in the absence of stress effects as equality of chemical potentials of the host metal atoms in the two phases. Without elasticity, the equations (18) and (20) are the usual common tangent construction for binary two-phase systems.

We can define an auxiliary potential \( \tilde{g} \) for each phase, as suggested by Cahn,[3]

\[
\tilde{g}_{\alpha}(x_{\alpha,\beta}) = g_{\alpha,\beta}(x_{\alpha,\beta}) + \frac{E}{1 - \nu} \chi^2 \Omega_0 \frac{x_{\alpha,\beta}^2}{N_0},
\]

such that the generalised chemical potentials become

\[
\tilde{\mu}_{\alpha,\beta}(x_{\alpha,\beta}) = \tilde{g}_{\alpha,\beta}'(x_{\alpha,\beta}).
\]
and the generalised grand potentials are
\[ \tilde{\omega}_{\alpha,\beta}(x_{\alpha,\beta}) = \tilde{g}_{\alpha,\beta}(x_{\alpha,\beta}) - x_{\alpha,\beta}\tilde{\mu}_{\alpha,\beta}. \] (23)

The above equilibrium conditions (18) and (20) then read
\[ \tilde{\mu}_{\alpha}(x_{\alpha}) = \tilde{\mu}_{\beta}(x_{\beta}), \quad \tilde{\omega}_{\alpha}(x_{\alpha}) = \tilde{\omega}_{\beta}(x_{\beta}), \] (24)

which means that they can be interpreted as the result of a common tangent construction using the potentials \( \tilde{g}_{\alpha} \) and \( \tilde{g}_{\beta} \) instead of the stress free Gibbs energies \( g_{\alpha} \) and \( g_{\beta} \). We have previously used these results in Section III C, see Eq. (9).

We can further investigate this generalised common tangent construction in the regime of small concentrations. The (generalised) Gibbs energies of the pure \( \alpha \) and \( \beta \) phase per host atom are decomposed into a regular contribution \( \tilde{g}^{0}_{\alpha,\beta} \) and a singular configurational entropy contribution \( g_{c} \),
\[ \tilde{g}_{\alpha,\beta}(x_{\alpha,\beta},T) = \tilde{g}^{0}_{\alpha,\beta}(x_{\alpha,\beta}) + g_{c}(x_{\alpha,\beta},T). \] (25)

Here, singular means that \( g'_{c}(x_{H},T) \) diverges for \( x_{H} \to 0 \), where the prime denotes differentiation with respect to concentration. The dominant contribution to \( g_{c} \) for the low concentration regime is \( g_{c} = k_{B}T x_{H} \ln(x_{H}/x_{0}) \), in agreement with Eq. (3). If a two-phase mixture forms, the averaged Gibbs energy per host atom of the heterogeneous system is
\[ g_{\text{het}}(x_{H},T) = g_{\alpha}(x_{\alpha},T)(1-v) + g_{\beta}(x_{\beta},T)v. \] (26)

In the following we distinguish between the concentrations \( x_{\alpha} \) and \( x_{\beta} \) in the two phases and the average concentration \( x_{H} \). We consider phase diagrams with zero solubility in the \( \alpha \) phase for \( T \to 0 \), i.e. \( x_{\alpha} \to x_{\alpha}^{0} = 0 \). In the same limit, the \( \beta \) phase solubility tends to \( x_{\beta}^{0} \). Hence by the lever rule \( x_{H} = x_{\alpha}(1-v) + x_{\beta}v \) we obtain \( v \simeq x_{H}/x_{\beta}^{0} \) for \( T \to 0 \).

Equality of chemical potentials at the touching point \( x_{H} = x_{\alpha} \) of the common tangent construction demands
\[ \left( \frac{\partial g_{\text{het}}(x_{H},T)}{\partial x_{H}} \right)_{x_{\alpha},x_{\beta},x_{H}=x_{\alpha}} = \left( \frac{\partial g_{\alpha}(x_{\alpha},T)}{\partial x_{\alpha}} \right)_{T}, \] (27)

which expresses that the common tangent has the same slope as the Gibbs energy \( g_{\alpha} \) at the touching point \( x_{H} = x_{\alpha} \). Since the configurational contribution is regular (and vanishingly small) in the Gibbs energy and singular only in the chemical potential near \( x_{\alpha} \approx 0 \), we get from Eqs. (26) and (27) in the limit \( T \to 0 \)
\[ \left[ -g^{0}_{\alpha}(0) + g^{0}_{\beta}(x_{\beta}^{0}) \right] \frac{1}{x_{\beta}} \simeq g^{0}_{\beta}(x_{\beta}^{0}) + k_{B}T \ln(x_{H}/x_{0}), \] (28)

where only the singular contribution is retained in the last term. This derivation gives for the solubility limit
\[ x_{H} \simeq x_{0} \exp \left( -\frac{\Delta \tilde{G}}{k_{B}T} \right) \] (29)

with
\[ \Delta \tilde{G} := [ -\tilde{g}^{0}_{\beta}(x_{\beta}^{0}) + g^{0}_{\beta}(0) ]/x_{\beta}^{0} + \frac{g_{c}''(0)}{2}. \] (30)

In the special case without elasticity we have \( g = \tilde{g} \), and then we recover the standard Arrhenius expression for the solubility limit in the low concentration and temperature regime. Hence, we can interpret the energy
\[ \Delta \tilde{G} = \Delta G + \Delta G^{\text{bulk}}_{\text{el}} \] (32)

with
\[ \Delta G^{\text{bulk}}_{\text{el}} = -\frac{E}{1-\nu}x_{0}^{3/2} \Omega_{b} x_{0}^{2}. \] (33)

Since the elastic term reduces the formation energy, the solubility limit is increased. The agreement of the asymptotic expression (29) with and without stress and the numerically calculated phase diagram in the low concentration regime is shown in Fig. 10.

B. Solubility limits near surfaces and interfaces

The central objective of the present paper is that whereas phase separation in the bulk is only possible below the bulk coherent binodal (green curve in Figs. 8 and 10) and thus for rather high concentrations, it can occur already at significantly lower concentrations at or near free surfaces. If elastic stresses can relax completely, phase separation can occur already at lower concentrations, given by the binodal without stress (purple curve
in Figs. 8 and 10. We have seen in Section II that phase separation near surfaces typically starts at concentrations in between these two curves (blue points in Fig. 8). Conceptually, the near surface phase separation behavior is in accordance with the appearance of surface spinodal modes, which are also ultimately limited by the chemical instead of the coherent spinodal near free surfaces. It is the purpose of the present section to predict and understand the coherent surface binodal analytically in the low temperature regime.

A central point is the solution of the mechanical problem of a coherent inclusion near a free surface or an interface. For that, we have employed both analytical methods as well as finite element simulations (see Appendix A for details). All calculations are performed under the same conditions as before, i.e. linear isotropic elasticity, Vegard’s law with isotropic lattice expansion, equal elastic constants in both phases and coherency at the interfaces. Then, the elastic problem does not have an intrinsic lengthscale, hence the only relevant lengthscale is the size of the precipitate (provided that the sample is large). In the proximity of a free surface we therefore expect to see deviations from the Bitter-Crum value (12) of the elastic energy, if the distance $h$ of the precipitate from the surface becomes comparable or smaller than the characteristic size $R_H$ of the precipitate. We will therefore obtain universal curves for the elastic energy modification near surfaces, which depend only on $h/R_H$ for a given geometry, the set of elastic boundary conditions and the Poisson ratio. Here it should be mentioned that in contrast to the bulk case, where only the volume fraction $\nu$ of the precipitates matters, the geometry here plays a role and leads to different energies for differently shaped precipitates. This shape dependence will be elucidated in the following. We point out that the energy modification appears as a bulk effect if the distance from the surface is of the order of the precipitate radius $R_H$, and is therefore conceptually different from surface effects, which affect only the topmost surface layers. This distinction is supported experimentally, e.g. for coherent hydrides with a size of 30-40 nm in thin films of niobium, for which the ratio of the number of bulk to surface atoms is of the order 100. In the present analysis, we focus on bulk effects and leave out surface contributions.

For a spherical inclusion near a planar free surface of a semi-infinite (three-dimensional) material, the elastic problem is solved analytically (see Appendix C and Ref. 61 for details), and the distance dependent part of the elastic energy scales as $(h/R_H + h)^3$. This dependence is shown in Fig. 11 as red solid curve. In the plot we show the actual elastic energy $\mathcal{G}_e$, relative to the bulk value $\mathcal{G}_e^{\text{bulk}}$, which is given by Eq. (12). The results are in agreement with finite element simulations (red dots), as explained in Appendix A. This shows that the elastic energy $\mathcal{G}_e$ is indeed lower for a misfitting inclusion near a free surface than in the bulk, $\mathcal{G}_e^{\text{bulk}}$, because the stresses can partially relax. In particular, the relevant scale for the decay of the surface-inclusion interaction is the precipitate radius $R_H$. For $h \gg R_H$ we restore the bulk value (12) for the elastic energy. We define $\gamma$ as the elastic energy in the near surface region in relation to the bulk value, $\gamma := 1 - \mathcal{G}_e/\mathcal{G}_e^{\text{bulk}}$. A positive (negative) value corresponds to a reduction (an increase) of the elastic energy near a surface, compared to the bulk. This way, the formation of a homogenous spherical nucleus can lead to a reduction of the energy down to $\gamma = (1 + \nu)/6$, when touching the free surface ($h = 0$).

Further energy reduction can be obtained if the nucleus forms a spherical cap inside the metallic matrix (blue curve). This and all following data are obtained by the finite element simulations. Variation of the cap height at fixed nucleus volume leads to an elastic energy minimisation for a contact angle of $\theta \approx 90^\circ$. Notice that the inclusion radius is defined here as the radius of a full sphere, which has the same volume as the cap. For complete “wetting” of the free surface by the nucleus (the limit $h/R_H \to 0$) the bulk Bitter-Crum elastic energy (12) is recovered. This result is in agreement with the
Eshelby problem (Appendix B). In both cases we obtain the same elastic energy as for a precipitate in the bulk. One can obtain the result by taking into account that for the thin wetting film for $h/R_h = 0$ the hydrogen free matrix is fully relaxed, whereas the hydride layer acquires the same lattice constant as the substrate. From this, the elastic energy can easily be calculated and gives the bulk value $\mathcal{G}_{el}^{bulk}$.

First, we find an influence of the nucleus shape on the elastic energy in the isotropic elastic approximation in the presence of surfaces, in contrast to the bulk. This dependence is the reason for the shape change of an initially spherical hydride seed when it is attracted by a free surface in the continuum simulations, see Fig. 5.

Second, (heterogeneous) phase separation at free surfaces is favored over (homogeneous) phase separation in the bulk based already on elasticity alone. The reduction of elastic energy near surfaces can therefore support precipitate formation.

Third, for a complete picture of precipitation thermodynamics, additionally the interfacial energy has to be considered, and the balance of bulk and interfacial terms determines the size of the critical nucleus. If both are taken into account, the heterogeneous nucleation energy barrier is related to the homogeneous one by a catalytic potency factor $f(\theta)$ via $\Delta \mathcal{G}_{het} = f(\theta)\Delta \mathcal{G}_{hom}$, and $f(\theta)$ depends only on the contact angle $\theta$. The latter function is considered as function of interfacial properties only. The above results suggest that the heterogeneous nucleation barrier and the contact angles are influenced additionally by elasticity, which favors independently of the interfacial energies a wetting angle of $\theta \approx 90^\circ$.

If corrugations of the outer surface are permitted (black curve in Fig. 11), the elastic energy reduces to zero for a heterogeneous nucleus which is sitting spherically on the substrate. Trends for such morphologies have recently been confirmed experimentally in Nb-H film using scanning tunnelling microscopy. In this case we obtain a complete elastic relaxation ($\gamma = 1$) and consequently a shift from the coherent bulk solubility limit in Fig. 10 to the stress free surface solubility limit.

More generally, the reduction of the elastic energy leads to the replacement of $\mathcal{G}_{el}^{bulk}$ by $\mathcal{G}_{el}$ in the entire derivation in section IIIA. As a result, we have to replace

$$\Delta \mathcal{G}_{el}^{bulk} \rightarrow (1 - \gamma)\Delta \mathcal{G}_{el}^{bulk}$$

in Eqs. (29) and (32), using the expression for $\Delta \mathcal{G}_{el}^{bulk}$. Hence in the low temperature regime the coherent surface binodal is given by

$$x_H \approx x_0 \exp\left(-\frac{\Delta \mathcal{G} + (1 - \gamma)\mathcal{G}_{el}^{bulk}}{k_B T}\right),$$

which is the central result of the present paper. The geometrical effect of the proximity of a nucleus to a surface, including shape dependencies, is fully contained in the dimensionless number $\gamma$, which is positive near a free surface. For values $0 < \gamma < 1$ we arrive at a solubility limit which is in between the bulk coherent binodal and the solubility limit without consideration of elasticity.

We can compare this analytical prediction with the numerically solved continuum model with a free surface, which has been done in Section III D. There we have found that the hydride prefers to form an almost spherical cap at the free surface, see Fig. 5. According to the blue curve in Fig. 11, this corresponds to a value $\gamma \approx 0.5$ at $h/R \approx 1.2$. From this we obtain Fig. 12, which shows the agreement between the theoretical expression and the numerical simulations for low temperatures. This agreement is further confirmed in an Arrhenius plot for the low concentration regime, see Fig. 13. In the limit $T \rightarrow 0$ the numerical results converge to the analytical prediction.

We note that Eq. (35) is a highly useful formula to include long-ranged elastic coherency effects e.g. in \textit{ab initio} calculations of phase diagrams. It allows to include me-
mechanical effects, which otherwise would be impossible to describe in state-of-the-art quantum mechanical simulations due to the restricted number of atoms. Applications of this approach will be demonstrated in Section IV.

We also point out that the elastic deformation state can be fairly nontrivial, and in particular both phases are typically deformed. In contrast, an approximation, where one phase accommodates to the lattice constant of the other, overestimates the elastic energy.

Whereas the precise prediction of the solubility limits requires knowledge of $\Delta G$ with an accuracy in the meV range, this quantity drops out when we calculate the ratio of the solubility limits near a surface, $x^\text{surf}_H$, and in the bulk, $x^\text{bulk}_H$. The first quantity follows from Eq. (35), the latter can be obtained from the same expression with $\gamma = 0$. Their ratio defines the generic near-surface phase diagram shift by the solubility modification factor

$$s := \frac{x^\text{surf}_H}{x^\text{bulk}_H} = \exp \left( \frac{\gamma \Delta G^\text{bulk}_H}{k_B T} \right),$$

which is independent of details of the phase diagram, i.e. the value of $\Delta G$. A numerical evaluation of this solubility modification factor will be done in Section IV where we use in particular ab initio determined parameters to predict the solubility limit change near free surfaces and interfaces in comparison to the bulk.

C. Local equilibrium conditions

The above expressions for the solubility limits rely on the assumption that the concentrations are homogeneous in the individual phases in the low temperature regime. We have seen before in the equilibrium results of the Cahn-Hilliard model that this is indeed the case for $T \to 0$. Therefore, in the derivation of the asymptotic expressions of the solubility limits it is legitimate to use these spatially constant concentrations $x^0_\alpha(= 0)$ and $x^0_\beta$. Here we investigate in more detail the concentration gradients, which exist inside the phases, see also Fig. 9.

In this section we derive local equilibrium conditions at the phase boundary between the lattice gas phase ($\alpha$) and the hydride ($\beta$). Two phase coexistence conditions, the equality of (generalized) hydrogen chemical potentials and grand potentials, are needed to uniquely determine $x_\alpha$ and $x_\beta$. In Section III we have derived them for bulk and near surface regions using a minimisation of the total Gibbs energy. This evaluation requires in particular the knowledge of the integrated elastic energy, which in general cannot be determined analytically in the presence of surfaces and interfaces. Here we show that these conditions can be derived without solving the global elastic problem explicitly. We need to determine the fields only locally, which can be done analytically. The results in this section are therefore independent of the previous arguments, and in particular they do not require the numerical solution of the equilibrium fields via the continuum approach, which was developed in Section III.

In the following, all quantities are evaluated directly either on the $\alpha$ or $\beta$ side of a coherent interface between these phases. For brevity of notation, we do not explicitly write this for the individual quantities in the following. As a result, we find that the equilibrium concentrations right at the interface are given by the bulk coherent phase diagram, irrespective of potential concentration gradients inside the phases for phase separation near free surfaces.

The geometry is sketched (in a two-dimensional projection) in Fig. 14. We consider the energetics in a small subsystem, which contains part of the interface, as magnified in the right panel. We use $n$ as normal and $t$ and $s$ as local tangential directions to the interface. Since in the following we will work with the (local) Helmholtz free energy as thermodynamic potential, we assume that $T$, as well as the average concentration $x_H$, are fixed in the considered infinitesimally small sub-system. In the local picture, the phase concentrations $x_\alpha$ and $x_\beta$, as well as all strain components in each phase are spatially constant, as we choose the sub-system as in the right panel of Fig. 14 to be sufficiently small. Moreover, the local volume is kept fixed, which means that average strains $\bar{\epsilon}_{ij}$ are prescribed. In the end, these values do not enter into the equilibrium conditions.

The strain components, which involve a tangential direction, have to obey the no-slip coherency constraint

$$\bar{\epsilon}_{tt} = \bar{\epsilon}_{st} = \bar{\epsilon}_{ts} = \text{const},$$
$$\bar{\epsilon}_{ss} = \text{const},$$
$$\bar{\epsilon}_{st} = \bar{\epsilon}_{ts} = \text{const}.$$ (37) (38) (39)

For the other strain components we invoke the stress continuity at the interface and use the fact that the elastic constants are equal in both phases. Therefore

$$\bar{\sigma}_{nt} = \bar{\sigma}_{nt} \Rightarrow \epsilon_{nt} = \epsilon_{nt} = \text{const},$$
$$\bar{\sigma}_{ns} = \bar{\sigma}_{ns} \Rightarrow \epsilon_{ns} = \epsilon_{ns} = \text{const},$$
$$\bar{\sigma}_{nn} = \bar{\sigma}_{nn} \Rightarrow \epsilon_{nn} = \epsilon_{nn} + \frac{1 + \nu}{1 - \nu} K(x_\beta - x_\alpha).$$ (40) (41) (42)

Furthermore, with $\nu$ being the local volume fraction of the $\beta$ phase we have from the volume constraint

$$\epsilon_{nn} = \epsilon_{nn}(1 - \nu) = \text{const}.$$ (43)
Hence the latter two relations determine the normal strain in both phases uniquely. In particular,
\[ \epsilon_{nn}^{(\alpha)} = \epsilon_{nn} - \frac{1 + \nu}{1 - \nu} \chi(x_\beta - x_\alpha). \] (44)

The strain component \( \epsilon_{nn}^{(\beta)} \) is determined via relation (43). The conservation law for the concentration reads
\[ v_{x\beta} + (1 - v)x_\alpha = x_H = \text{const}. \] (45)

We split the free energy densities into contributions which do not depend on strain and an elastic term, \( \tilde{f} = \tilde{f}_0(x_H, T) + \tilde{f}_{el}(x_H, \epsilon_{ij}). \) In the continuum model the first term corresponds therefore to \( \tilde{g}_0 + \tilde{g}_\epsilon. \) For the elastic term we use isotropic linear elasticity, whereas we do not further specify \( \tilde{f}_0, \) which can include the case of separate functions for the two phases. The elastic free energy density therefore reads in our local coordinate system
\[ \tilde{f}_{el}(x_H, \epsilon_{ij}) = \mu \left[ (\epsilon_{nn} - \chi x_H)^2 + (\epsilon_{tt} - \chi x_H)^2 \right] + \lambda (\epsilon_{nn} + \epsilon_{tt} - \chi x_H)^2 \] (46)

for each phase (using the appropriate indices \( \alpha \) and \( \beta \)). The energy density of the entire sub-system becomes then
\[ \tilde{f}(x_\alpha, v) = (1 - v) \left[ \tilde{f}_0(x_\alpha, T) + \tilde{f}_{el}(x_\alpha, \epsilon_{ij}^{(\alpha)}) \right] + v \left[ \tilde{f}_0(x_\beta, T) + \tilde{f}_{el}(x_\beta, \epsilon_{ij}^{(\beta)}) \right]. \] (47)

By the above conservation laws we can eliminate the strains in the individual phases as well as the concentration in the \( \beta \) phase, and consequently the only undetermined parameters are \( x_\alpha \) and \( v. \) Local equilibrium demands minimisation with respect to these parameters. From the minimisation with respect to \( x_\alpha \) (at fixed volume fraction \( v \)) we obtain the continuity of the chemical potentials,
\[ \tilde{\mu}_0(x_\alpha, T) - \tilde{\mu}_0(x_\beta, T) + 2 \frac{E \chi^2}{1 - \nu} (x_\alpha - x_\beta) = 0, \] (48)

with
\[ \tilde{\mu}_0(x_H, T) = \left( \frac{\partial \tilde{f}_0}{\partial x_H} \right)_T. \] (49)

This condition motivates to define a chemical potential for each phase according to
\[ \hat{\mu}(x_H, T) = \tilde{\mu}_0(x_H, T) + 2 \frac{E \chi^2}{1 - \nu} x_H, \] (50)

such that the equilibrium condition reads
\[ \hat{\mu}_{\alpha}(x_\alpha, T) = \hat{\mu}_{\beta}(x_\beta, T), \] (51)
in agreement with Cahn’s definition, cf. Eqs. (21)-24. We note that this condition is the same as we naturally get from the global thermodynamic description, but here we used a purely local analysis.

From the second minimisation condition
\[ \left( \frac{\partial \tilde{f}}{\partial v} \right)_{x_\alpha} = 0 \] (52)

we get the local equality of grand potential densities,
\[ \tilde{\omega}(x_\alpha, T) = \tilde{\omega}(x_\beta, T), \] (53)

being defined as
\[ \tilde{\omega}(x_H, T) = \tilde{f}_0(x_H, T) - \tilde{\mu}_0(x_H, T) - \frac{E \chi^2 x_H^2}{1 - \nu}. \] (54)

These conditions are the same as the ones which we found before from the global energy approach. We point out that we do not have to specify the external boundary conditions to arrive at these results, hence they equally hold for the infinite (or periodic) system as well as the finite system with free (or confined) surfaces. Hence the concentrations at the \( \alpha - \beta \) interface are exactly those determined by the coherent phase diagram. We have previously found this result in the continuum model (Figs. 9), and this observation is explained by the present analysis.

Returning to an ensemble with given stress instead of strain, the above potentials \( \tilde{\mu} \) and \( \tilde{\omega} \) (written here per particle, not per volume) can be obtained from a Gibbs energy per matrix atom
\[ \tilde{g} = g_0(x, T) + \frac{E \chi^2 x_H^2 \Omega_0}{N_0(1 - \nu)}, \] (55)

where \( g_0 \) is the stress independent part of the Gibbs energy. From that we get
\[ \tilde{\mu}_H = \frac{\partial \tilde{g}}{\partial x_H}, \quad \tilde{\omega} = \tilde{g} - \tilde{\mu}_H x_H \] (56)
as determining quantities for a local common tangent construction. We note that the constant background strain \( \epsilon_{ij} \) does not appear in the phase equilibrium conditions.

Numerically, the continuity of the grand potential \( \tilde{\omega} \) through the interface is demonstrated as one-dimensional cuts in Fig. 15 along the different paths defined in Fig. 16. Indeed, in the numerical simulations based on the continuum model we find a continuous value of \( \tilde{\omega} \) at the interface positions, which confirms the analytical predictions. Only directly at the free surface (i.e. for the green path marked by (5) in Fig. 16) the grand potential becomes singular and exhibits a jump, because the local analysis does not apply due to the neglect of the free boundary conditions.

D. Surface-induced precipitate interaction

One of the well known consequences of the elastic isotropy, that we assume in this article, is that in an
FIG. 15. (Color online) Grand potential \( \bar{\omega} = \hat{\omega} \Omega_0 / N_0 \) along different paths (shown in Fig. 16) through the interface at \( T = 500 \text{K} \). The position is normalized to the hydride radius \( R_H \). At the interface, \( \bar{\omega} \) exhibits a kink but is continuous, as predicted by condition (53). Only for the path marked by number (5), which is directly along the free surface of the sample, the condition (53) is not fulfilled as the analysis does not apply in that case.

FIG. 16. (Color online) Concentration profiles along certain directions. The different paths mark the directions along which the grand potential densities \( \hat{\omega} \) are plotted in Fig. 15. The equilibrium nucleus at a free surface at the left boundary is found from the continuum simulations at \( T = 500 \text{K} \). Red regions correspond to the hydride, blue to the lattice gas phase.

infinite or periodic system no interaction between precipitates exists. As mentioned before, this non-interaction is due to the fact that the elastic energy \( (12) \) depends only on the total volume fraction of the precipitates and not on their shape or fragmentation. Hence, separation of two inclusions does not change the energy. We mention that deviations from the isotropy assumptions lead to mutual interactions. Here we point out that even in the absence of anisotropy the proximity of surfaces can induce an attractive or repulsive interaction.

FIG. 17. Two spherical inclusions near a free surface.

This effect also raises another point, namely whether the appearance of a single nucleus is — from point of view of the elastic energy — the most favorable configuration, or whether, due to the effective surface induced nucleus-nucleus interaction, a breakup into smaller precipitates may lead to a lower energy, which might affect the solubility limit.

We have performed a series of elastic energy calculations using finite element methods, to understand the energetics of multi-precipitate situations. We simulate here two-dimensional situations, as the computational effort is lower. We expect that the results will only change slightly in three-dimensional situations. More precisely, in the used plane strain setup the system is translation invariant in the third direction, hence the precipitates are cylindrical instead of spherical. The concentration \( x_H \) is assumed to be spatially homogeneous in each phase.

First, two spheres of radius \( R_H \) are placed at a mutual distance \( d \) and at a distance \( h \) from a free surface, see Fig. 17. The calculated elastic energy, relative to the energy of two isolated spheres in an infinite medium, is plotted in Fig. 18 as function of the separation \( d/R_H \) for different distances \( h/R_H \). If the spheres are far away from the free surface, \( h/R_H \gg 1 \), they do not experience a mutual interaction, in agreement with the Bitter-Crum theorem. However, if they are closer to the free surface, an effective attraction appears. First we note that this interaction is weak compared to the distance dependence of the interaction with the free surface. The energy is lowest for the case \( h/R = 1 \), when the spheres touch the surface. We have compared the two-sphere configuration with that of a single sphere, which also touches the surface and which is shown for comparison as horizontal dashed red line in Fig. 18. We note that the volume of the single sphere is the same as the sum of the volumes of the two smaller spheres. We see that the energy of the single sphere is lower that for two separate spheres. Hence we conclude that it is energetically favorable to have a single nucleus instead of a breakup into smaller spheres.
FIG. 18. (Color online) Energy of two spherical inclusions near a free surface. $G_{\text{bulk}}^{\text{el}}$ is the energy for the bulk state (where the shape dependence disappears), analogous to expression (12). For comparison, the elastic energy of a single surface touching sphere, which has the same area as the two separate spheres together, is shown as horizontal, dashed red curve.

FIG. 19. Two spherical caps near a free surface.

The situation is different if we use a spherical cap instead of full spheres (see Fig. 19). Fig. 20 shows the interaction energy, normalized to twice the elastic energy of a single cap at a free surface. In contrast to the spherical inclusions the interaction is repulsive.

This result may suggest that a splitting of a single cap into two (or more) is energetically favorable. This is however an improper conclusion. Two competing effects play a role here. First, due to the volume reduction of each precipitate the surface induced interaction gets weaker. Second, due to the inter-precipitate distance reduction the strength of the interaction is increased. To study this competition numerically we split the single cap into $n$ smaller ones, which in sum have the same volume as the original one. Fig. 21 shows the energy as function of the number of caps $n$, which are equally spaced due to the mutual repulsion. We see that the energy increases linearly with the number of caps. A splitting into several caps is therefore energetically unfavourable according to elasticity.

We can also understand this behavior analytically. The elastic interaction energy $G_{\text{el, int}} = G_{\text{el}} - 2G_{\text{el, cap}}$ per unit length $L$ in out-of-plane direction for two nearby caps with distance $d$ scales as

$$G_{\text{el, int}} / L \sim E \epsilon_0^2 \frac{R_{dH}^{k+2}}{d^k}.$$  (57)

The elastic constant $E$ has to appear in order to get the dimension energy, and the expression has to be quadratic in the misfit $\epsilon_0 = \chi(x_\beta - x_\alpha)$, because the elastic energy has to be positive, irrespective which phase has the larger lattice constant. From the spatial integration of the elastic Green’s function for the calculation of the total energy we expect a dependence on the cap’s area, hence $k = 2$. Altogether, the expression has to have the dimension energy per length. Hence a scaling with $d^{-k}$ has to appear. This value of the exponent is indeed found in Fig. 20.
the above considerations explain the $1/d^2$ interaction. With the total area of the caps being $A$ we have $n R_H^2 \sim A$ in our two dimensional setup. Hence
\[ R_H \sim \left( \frac{A}{n} \right)^{1/2}. \] (58)

The lateral distance between neighbouring caps is
\[ d \sim R/n, \] (59)
where we assume that the horizontal system length is $R$. The interaction from the nearest neighbours matters most for the total elastic energy. Hence, apart from the purely volume-dependent part without the interaction, we get
\[ \Delta G_{el} \sim n G_{el, int}. \] (60)

This equation gives for the dependence on the number of caps $n$
\[ \Delta G_{el}/L \sim n^{k/2} E \chi_0^2 A^{1+k/2} R^{-k} \sim n^{k/2}. \] (61)

For $k = 2$ – as argued and confirmed above – we therefore obtain a scaling $\Delta G_{el} \sim n$, which we observe in the numerical results in Fig. 21.

We can therefore conclude that the formation of isolated spherical caps at free surfaces is the energetically most favorable configuration.

### E. Spinodal decomposition

Spinodal decomposition is not in the focus of the present work but briefly discussed for completeness. As obvious from Fig. 2, typically rather high hydrogen concentrations are required to trigger this nucleation-free phase separation mechanism. Hence we believe that it is not relevant at least for many metal-hydrogen systems which experience hydrogen embrittlement at already much lower hydrogen concentrations. To obtain low temperature predictions of the spinodal curves, we perform an asymptotic analysis, to get expressions analogous to the solubility limits (29) with and without bulk elastic effects.

According to the seminal work by Cahn and Hilliard, the chemical spinodal is determined by the condition $\left( \mu_c(x_H) + \mu_o(x_H) \right)' = 0$. This condition reads explicitly for the Gibbs energy function defined in Section II
\[ k_B T \left( \frac{1}{x_H} + \frac{1}{1-x_H} \right) - 2 \alpha = 0. \] (62)

Asymptotically for $T \to 0$ and for the low concentration branch
\[ x_H \simeq \frac{k_B T}{2 \alpha}. \] (63)

The convergence of the full numerical data from Fig. 2 to the asymptotic solution is shown in Fig. 22.

The coherent spinodal is determined by the condition
\[ \mu_c'(x_H) + \mu_o'(x_H) + 2 \frac{E \chi^2 \Omega_0}{(1-\nu) N_0} = 0, \] (64)

which is the same as $\tilde{\mu}'(x) = 0$. We obtain
\[ k_B T \left( \frac{1}{x_H} + \frac{1}{1-x_H} \right) - 2 \alpha + 2 \frac{E \chi^2 \Omega_0}{(1-\nu) N_0} = 0. \] (65)

For the entire concentration and temperature regime the solutions of this equation are shown in Fig. 2. In the low temperature limit for the low concentration branch we get
\[ x_H \simeq k_B T \left( 2 \alpha - 2 \frac{E \chi^2 \Omega_0}{(1-\nu) N_0} \right)^{-1}. \] (66)

Again, this prediction is confirmed in Fig. 22.

Surface spinodal modes have been discussed in (12), and they can appear in between the coherent and the surface spinodal in the vicinity of a free surface, which is comparable to our findings concerning the solubility limit near free surfaces.

### IV. ATOMIC PERSPECTIVE AND APPLICATIONS

In this section we inspect the above results, which were obtained from a continuum description of the thermodynamic system, on a discrete atomistic level. We first compare in Section IV A the predicted bulk solubility limit without elasticity to descriptions used e.g. in \textit{ab initio} descriptions and confirm the consistency of the approaches. The continuum results allow to incorporate the elastic effects relevant for the bulk coherent solubility limit to the atomistic description. This continuum
approach allows to take into account long-ranged effects, which would otherwise be difficult to consider in ab initio simulations alone, as the reachable system sizes are too small. In the following subsections, the general results for solubility limits in the bulk and near surfaces are applied to Ni-H, Fe-H and Nb-H, using ab initio or experimental data. We find that for coherent nucleation the solubility limits near surfaces can be drastically different from the bulk.

### A. Linking continuum and atomistic descriptions

To link the continuum description to an atomistic and ab initio perspective we recapitulate the central expression \((29)\) for the bulk solubility limit of the \(\alpha\) phase in the low temperature regime,

\[
x_H \simeq x_0 \exp \left( -\frac{\Delta \bar{G}}{k_B T} \right),
\]

(67)

and remind that \(x_0\) is the ratio of available interstitial sites relative to the number of metal atoms. The derived expression for \(\Delta \bar{G}\) reads

\[
\Delta \bar{G} := [\bar{g}^0_\alpha(x_\beta^0) + \bar{g}^0_\beta(0)]/x_\beta + \bar{g}_\alpha^0(0),
\]

(68)

see Eqs. \((29)\) and \((30)\). Here \(\bar{g}\) are the (modified) Gibbs energies per metal atom for the different phases as function of the concentration of the interstitial species \(x = N_H/N_M\) of the considered phase \(\alpha\) or \(\beta\). The Gibbs energies are evaluated at \(T = 0\), hence they are equal to enthalpies. Notice that they are also evaluated for zero external pressure, therefore they also coincide with total energies, for which we use the letter \(E\). This is important as the long ranged elastic effects are taken into account separately and lead to the replacement \(g \rightarrow \bar{g}\).

The (Gibbs) energies \(g\) are evaluated for the zero pressure equilibrium situation, as otherwise we would double-count the elastic energy. For an extended discussion of this issue we refer to Appendix \(19\).

Let us first consider the case without elastic effects, hence \(\bar{g} \rightarrow g\) are the conventional Gibbs energies per metal atom, and similarly \(\bar{G} \rightarrow G\). In an atomistic simulation we set up sufficiently large supercells which consist of a number \(N_M\) of metal and \(N_H\) interstitial hydrogen atoms, and perform a full electronic and ionic relaxation with external pressure \(P = 0\). As will become more clear below, we need for the necessary atomistic or ab initio simulations only information about the hydrogen free and the fully saturated hydride, which are both stress free, as well as a single interstitial atom in a metallic matrix. Since the presence of isolated interstitial elements lead to local deformations, we have to ensure that the metal system is large enough, \(N_M \gg N_H\), such that no interaction with the system’s boundaries or periodic images of the impurities (in case of periodic boundary conditions) play a role. For practical ab initio simulations such a limit cannot be reached, and therefore it has to be ensured that the interactions with the periodic images are sufficiently low, in order not to influence the results. The obtained energies are in the following written as \(E(N_M; N_H)\) for a system which consist of \(N_M\) metal and \(N_H\) hydrogen atoms. We therefore identify \(g^0_\alpha(0) = E_\alpha(N_M; 0)/N_M\) and \(g^0_\beta(x^0_\beta) = E_\alpha(N_M; x^0_\beta N_M)/N_M\) and remind of the notation introduced in Section III A (see in particular Eq. \((25)\) there). We also remind that the Gibbs energies \(g^0_{\alpha, \beta}\) are given per host metal atom. Then \(\Delta \bar{G}\) becomes

\[
\Delta \bar{G} = \frac{1}{x^0_\beta} \left[ -\frac{E_\beta(N_M; x^0_\beta N_M)}{N_M} + \frac{E_\alpha(N_M; 0)}{N_M} \right] + g^0_{\alpha}(0).
\]

(69)

The derivative term is written as finite difference,

\[
g^0_{\alpha}(0) = \frac{E_\alpha(N_M; 1)/N_M - E_\alpha(N_M; 0)/N_M}{\Delta x}
\]

(70)

with the concentration difference \(\Delta x = 1/N_M\), i.e. \(N_M\) should be large. Since the energy is extensive, the following property holds for arbitrary scaling factors \(M\)

\[
E(N_M; N_H)/M = E(N_M/M; N_H/M).
\]

(71)

Also, we have the additivity

\[
E(N_1; 0) + E(N_2; 0) = E(N_1 + N_2; 0).
\]

(72)

Therefore we get

\[
\Delta \bar{G} = \frac{E_\alpha(N_M; 1) - [E_\beta(1/x^0_\beta; 1) + E_\alpha(N_M - 1/x^0_\beta; 0)]}{\Delta x}.
\]

(73)

This expression is exactly what we expect\(^{34}\). The first term is the energy of the metallic matrix with one isolated hydrogen atom inside. It is compared to the energy term in square brackets, which represents the phase separated state consisting of the \(\alpha\) phase, which is free of hydrogen and has \(N_M - 1/x^0_\beta\) metal atoms (the supercell for an ab initio simulation has to be scaled such that all atom numbers are integers), and of the \(\beta\) phase with the remaining atoms, such that the concentration of this phase is \(x^0_\beta\).

We can further rewrite this expression as

\[
\Delta G = \Delta \bar{G} - \Delta \bar{G}^f
\]

(74)

with the formation energy of the “defect” in the dilute \(\alpha\) phase,

\[
\Delta \bar{G} = E_\alpha(N_M; 1) - E_\alpha(N_M; 0) - E_\alpha^\text{ref}(0; 1)
\]

(75)

with an arbitrary reference potential \(E_\alpha^\text{ref}(0; 1)\) for an isolated hydrogen atom. Often, this will be expressed through the \(T = 0\) chemical potential for a hydrogen molecule at zero pressure.\(^{23}\) Hence, the formation energy is the energy cost if the isolated reference constituents, a perfect bulk \(\alpha\) metal and a single hydrogen atom, form the \(\alpha\) “alloy”. Similarly, for the \(\beta\) phase

\[
\Delta \bar{G}^f = E_\beta(1/x^0_\beta; 1) - E_\alpha(1/x^0_\beta; 0) - E_\alpha^\text{ref}(0; 1)
\]

(76)
expresses the energy change for formation of the hydride phase with concentration \( x^0 \) from the reference bulk phases of the pure \( \alpha \) metal and the hydrogen atom. The choice of \( \nu^{\text{ref}} \) is arbitrary, as it drops out from the expression for \( \Delta G \).

For the \textit{ab initio} predicted low temperature phase diagram the \( T = 0 \) energies are computed. This is valid as long as lattice vibrations are not yet excited (appreciably below the Debye temperature), such that only zero point energies of the vibrational modes have to be added. This procedure will be illustrated in the following subsections. The theoretical predictions for the formation enthalpies have been shown to be in good agreement with experimental values for various elements, see Ref. \( \text{65} \) for details.

Next, let us include the effect of bulk elasticity for coherent interfaces. As worked out before in section II A we have

\[
\Delta \tilde{G} = \Delta G + \Delta G_{\text{el}}^{\text{bulk}}
\]

with

\[
\Delta G_{\text{el}}^{\text{bulk}} = -\frac{E}{1 - \nu} \chi^2 \Omega_0 \beta^0 x_\beta. \tag{78}
\]

The bulk solubility limit is

\[
x_{\text{H}} \simeq x_0 \exp \left( -\frac{\Delta G}{k_B T} \right) \exp \left( \frac{E \chi^2 \Omega_0 \beta^0}{(1 - \nu) N_0 k_B T} \right), \tag{79}
\]

which is increased in comparison to the stress free case \( \text{[7]} \). With the first factor being calculated from \textit{ab initio} determined formation enthalpies, the second exponential additionally takes into account the long-ranged elastic coherency effects, as calculated from a continuum perspective.

The coherent solubility limit near free surfaces or interfaces contains the additional geometrical factor \( 1 - \gamma \), hence the solubility limit becomes then

\[
x_{\text{H}} \simeq x_0 \exp \left( -\frac{\Delta G}{k_B T} \right) \exp \left( \frac{E \chi^2 \Omega_0 \beta^0 (1 - \gamma)}{(1 - \nu) N_0 k_B T} \right), \tag{80}
\]

which is in general between the bulk coherent and stress free solubility limit for free surfaces and higher than the bulk solubility limit near rigid substrates.

The important result is therefore the identification of the proper energy terms from an atomistic description. The additional consideration of long ranged elastic effects, which are otherwise difficult to take into account in an atomistic description alone, become feasible through the present combination with continuum theory. Through the additive decomposition of a “chemical” and the mechanical contribution to the Gibbs energy \( \tilde{G} \) the expression for the solubility limit factorizes. This means that even without the knowledge of the chemical contribution \( \Delta G \) still the elastic contribution can be calculated as a modification factor of the solubility limit.

### B. Solubility limit prediction

In the following we predict the influence of long-ranged elastic effects in the presence of surfaces on the solubility limits of Nb-H, Ni-H and Fe-H. For that, we use experimental and \textit{ab initio} calculated data.

#### 1. Nb-H

For the Nb-H and Nb-D system the solubility of the bulk bcc \( \alpha \) phase in the low temperature regime is experimentally well described by

\[
x_{\text{H}}^{\text{bulk}} = x_0 \exp \left( -\frac{\Delta \mathcal{H}_p}{k_B T} \right) \tag{81}
\]

with \( \Delta \mathcal{H}_p = 0.12 \text{ eV} \) and \( x_0 = 5.35 \), which is in agreement with the occupation of tetrahedral sites in the bcc lattice (see Ref. \( \text{66} \) and references therein), hence also \( N_0 = 2 \). The \( \beta \) phase is an ordered interstitial solid solution of hydrogen with concentrations about \( x_\beta^0 \approx 0.7 \), with a face centred orthorhombic structure \((a/c \approx 1.4)\). From experimental observation\( \text{[2]} \) it has been concluded that the hydride precipitates remain coherent in thin films up to a size of about 30 nm. Since the tetragonal distortion is not taken into account in our isotropic approximation, we mainly aim at a qualitative understanding.

Experimental values for material parameters are summarised in Ref. \( \text{67} \). For the lattice constant of pure \( \alpha \) Nb we use \( a_0 = 3.3 \text{ Å} \), which is determined both experimentally and through \textit{ab initio} calculations. For the elastic constants we use \( E = 105 \text{ GPa} \) and \( \nu = 0.4 \) for pure Nb. In isotropic approximation the Vegard coefficient is \( \chi = 0.058 \), see Ref. \( \text{11} \) and references therein.

To allow for a comparison with experimental results on Nb-H by Pundt et al.\( \text{[21]} \) we consider thin film geometries additionally to the free or clamped surfaces of large systems, as discussed in Fig. \( \text{11} \). For the calculation of the elastic energy in film geometries with either free or clamped surfaces \((u_i = 0\) there, i.e. an infinite large contrast in the elastic constants, see top panel of Fig. \( \text{29} \)) we use the finite element method. This allows to compute \( \gamma \) as function of the aspect ratio \( d/R \) of the film thickness to the hydride radius for different anticipated geometries (bottom panel of Fig. \( \text{29} \)).

For the bulk behavior, the experimental result\( \text{[81]} \) applies. If it reflected the true coherent nucleation deep in the bulk in the absence of any free surfaces, it would imply that nucleation near surfaces should appear already at lower concentrations, which is not in agreement with the experimental observation that the solubility limit is close to the bulk value in free standing thin films\( \text{[12]} \). This argument suggests that the experimentally observed “bulk” solubility limit corresponds to the appearance of precipitates near the free surface of a macroscopic sample. Therefore, the expression \( \text{[81]} \) should correspond to near-surface nucleation. The hydride precipitate at the
The small sketches show cuts through the film with a cylindrical symmetry. Starting from thick films, where nucleation is assumed to start from free surfaces (black), cap-like spherical inclusions (radius \( R \)) can exist for \( d/R > 1 \) in films with finite thickness (green, purple). The solubility limit in thin films with a precipitate opposite to a free surface (green) or a rigid substrate (purple) hardly changes and asymptotically approach the black curve for \( d/R \to \infty \). For cylindrical nuclei on a rigid substrate (blue) the solubility limit increases with smaller ratio \( d/R \). Delamination from the substrate (orange) reduces the solubility limit by the factor \( s' \), which is defined as the ratio of solubility limits of a free standing film to that of a film with a rigid substrate. The value of \( s' \) depends on the aspect ratio \( d/R \). 

The latter expression is just a constant for a given temperature. Consequently, the behavior of \( x_H(d/R) \) depends only on the geometry and is phase-diagram insensitive, as all related parameters combine to the single prefactor \( \bar{x}_0 \). These expressions are used to predict the solubility limit curves in Fig. 23. 

Apart from free standing thin films, we have inspected also the situation of hydride nucleation near a rigid substrate, where the displacement at the surface is fixed, see Fig. 23. In this case the elastic energy even increases in comparison to the bulk, and therefore \( \gamma \) becomes negative. We note that this effect is attributed to the stiffness contrast between the film and the rigid substrate, not due to mismatch stresses. Consequently, the solubility limit in the \( \alpha \) phase is higher in these regions as compared to the bulk.

As discussed above, thin film experiments show that free standing Nb-H films have essentially the same solubility limit as bulk material. This is an agreement with the current predictions, see the horizontal dotted curve in Fig. 23 for the “bulk” solubility limit (near a free surface) and the orange and green curves (for differently shaped precipitates in a thin free standing film). There is only a small remaining solubility limit depression below the bulk value. Experimentally, it is presumably shadowed by microstructural effects. Our analysis suggests that phase separation starts from the surfaces, and then progresses into the bulk.

Two scenarios with cap like precipitates in thin film films (green and purple) lead only to small differences in the solubility limits, despite the presence of a rigid surface for the second case. As expected, the solubility limit is slightly higher in this case as the elastic energy.
cannot be relaxed as much as for the free standing film. Still the difference is not large and vanishes in the limit $d/R \to \infty$, as then the presence of the remote rigid substrate is not “visible” to the precipitate. This result is similar to experimental findings for $d > 200 \text{ nm}$ on a stiff substrate, where the “bulk” value $x_\text{H} = 0.06$ is found as solubility limit $^{42}$.

For $d/R < 1$ the cap does not fit into the film anymore, and instead a cylindrical nucleus forms, as confirmed experimentally. $^{43}$ This geometry significantly increases the elastic energy for films on a rigid substrate and therefore raises the solubility limit (blue curve), as found experimentally, where a solubility limit of about $x_\text{H} = 0.2$ for a film thickness of $d = 30 \text{ nm}$ is found (see Fig. 17 in Ref. $^{42}$). Delamination from the substrate (orange curve in Fig. $^{23}$) reduces the solubility limit by a factor $s' \approx 0.3 - 0.6$, well in the range of the experimental drop $s' \approx 0.06/0.2 = 0.3$, see Ref. $^{42}$.

It is interesting to compare the present predictions for the formation of the high concentration phase at the surfaces, in comparison to the work on Nb-H by Zabl and Peis $^{45,46}$. They find that spinodal decomposition leads to macroscopic modes with a wavelength of the order of the sample size, and the low concentration $\alpha$ phase of Nb-H forms more frequently at the free surfaces of the samples, which seems to contradict the predictions in the present work at a first glance. However, here one should take into account that the experiments $^{33,34}$ have been conducted in the vicinity of the critical point of the $\alpha - \alpha'$ decomposition, where the two phases appear essentially “symmetrically”. In the present study, in contrast, we always considered the low concentration regime and therefore the emerging hydride is the minority phase, which breaks the symmetry. Close to the critical point small artifacts like hydrogen leakage through a protective oxide layer may favour the formation of the low concentration phase at the free surfaces. The experiments showed that also the high concentration phase can form near the free surfaces. Thin disk shaped samples split and then also high concentrations of hydrogen were found at free surfaces (see Fig. 1b in Ref. $^{33}$).

2. Ni-H

Instead of basing the analysis on experimental data, nowadays also predictions of phase diagrams via $ab\ initio$ techniques are feasible, and the inclusion of elastic effects is demonstrated here. For the technical details of the $ab\ initio$ based computations we refer to section II.C in Ref. $^{65}$ including the calculation of the quantum mechanical zero-point energy of H and magnetism. From high pressure experiments $^{31}$ and simulations $^{65}$ it is known that a hydride with full occupation of the octahedral sites forms at $x_\beta^0 = 1$, therefore also $x_0 = 1$ and $N_0 = 4$. We obtain from the $ab\ initio$ simulations $a_\alpha = 3.52 \text{ Å}, E = 200 \text{ GPa}, \nu = 0.31$ in isotropic approximation. In agreement with the previous notation we denote the hydrogen poor phase by $\alpha$ and the hydride by $\beta$. The Vegard coefficient is $\chi = 0.058$. The bare $T = 0$ total energies are computed using VASP for a fully relaxed lattice, i.e. it is both macroscopically stress free and also the internal atom positions are relaxed. Approximately below the Debye temperature $T_D \approx 450 \text{ K}$ vibrational excitations are negligible, thus $T = 0$ energies are used for $\Delta G$. All energies contain an arbitrary reference energy, which drops out in the final expression, as obvious from the preceding equations. From these values we can calculate the formation energy difference $\Delta G = E_\alpha^f - E_\beta^f$ with the definitions given in Eqs. $^{75}$ and $^{76}$. We use half of the $P = 0$ energy of an isolated $\text{H}_2$ molecule as reference state for the hydrogen. Its energy is $G_\text{H}^{\text{ref}} := E_{\text{tot}}(\text{H}_2)/2 = (-3.359 + 0.271) \text{ eV}$ (the added number is the contribution from the zero point lattice vibrations). From this, we obtain for the formation energies of the $\alpha$ phase $E_\alpha^f = 0.07 \text{ eV}$. The value for $E_\beta^f$ is close to zero and in good agreement with the experimental value of $E_\alpha^{\text{exp}} = 0.124 \text{ eV}$, see Ref. $^{65}$ for a more general discussion. For the hydride ($x_\beta^0 = 1$) we get similarly $E_\beta^f = E_{\text{tot}}(\text{Ni}_{32}\text{H}_{32})/2 - E_{\text{tot}}(\text{Ni}_{32})/32 = -0.134 \text{ eV}$ and consequently $\Delta G = 0.2039 \text{ eV}$, where the value of the reference for the hydrogen drops out.

The predictions are demonstrated in Fig. $^{24}$ for Ni-H. Whereas in the bulk the solubility limit is about $x_\text{H}^{\text{bulk}} \approx 5.1 \cdot 10^{-3}$ in the room temperature regime, it is only around $x_\text{H}^{\text{surface}} \approx 3.8 \cdot 10^{-4}$ for surface nucleation ($\gamma = 1$). At room temperature, this leads to a solubility modification factor $\approx 1/13$ for $ab\ initio$ based descriptions of Ni-H for complete elastic relaxation near surfaces ($\gamma = 1$) in comparison to the bulk.
In the low temperature regime the bcc iron phase is stable, but nevertheless e.g. in austenitic steels iron can be stabilised as fcc phase by alloying. All calculations have been performed with VASP at $T = 0$. Again, hydrogen occupies the octahedral sites of the lattice, with $N_0 = 4$, and $x_0^0 = 1$.

For the consideration of elastic effects the elastic constants of pure fcc iron are extracted from ab initio simulations. We get $C_{11} = 427.6$ GPa, $C_{12} = 217.6$ GPa and $C_{44} = 239.8$ GPa. In isotropic approximation the Lamé coefficient is $\lambda = (C_{11} + 2C_{12})/3$ and the shear modulus $G = (C_{11} - C_{12})/2$. Young’s modulus and Poisson ratio are then $E = G(3\lambda + 2G)/(\lambda + G) \approx 286$ GPa and $\nu = \lambda/[2(\lambda + G)] \approx 0.37$. We obtain from ab initio calculations a lattice expansion per hydrogen atom $\Omega = 2.03 \, \text{Å}^3$, which is in good agreement with the experimental value $\Omega = 1.9 \, \text{Å}^3$ in the fcc iron lattice. The Vegard coefficient $\chi = 0.0623$ follows from the lattice constant of iron $a_0 = 3.45 \, \text{Å}$ and $\Omega$.

From these values we get $s \approx 1/77$ for $\gamma$-Fe for complete elastic relaxation near surfaces ($\gamma = 1$) in the room temperature regime. Such a drastic reduction of the solubility limit near free surfaces may trigger hydrogen embrittlement by hydride formation at free surfaces and cracks even in the absence of external stresses. If this brittle phase has a lower fracture toughness, it can enhance a tendency for delayed fracture. The time delay may result from the necessity to nucleate hydrides. Additional tensile stress concentrations lower the chemical potential of the hydrogen in the crack tip region and therefore favour hydride formation even more, leading to hydrogen enhanced decohesion.

In the analysis we have assumed that the material behaves elastically. Large strains can cause plastic deformation and release stresses. This relaxation effectively brings the coherent binodal closer towards the stress free binodal and therefore decreases the preference for free surface nucleation. In turn, materials with a higher flow stress can sustain larger stresses and should therefore exhibit a stronger relative tendency for surface nucleation of hydrides in comparison to the bulk. This argument is in line with the general trend that higher strength steels exhibit a stronger susceptibility to hydrogen embrittlement.

V. SUMMARY AND CONCLUSIONS

In this paper we discussed the role of coherent elasticity in the presence of surfaces on phase separation. We inspected these processes on multiple scales, ranging from atomistic to macroscopic descriptions. On the atomistic level, the formation energies for the relevant phases were calculated. The long ranged elastic effects, which arise due to coherency stresses between the phases and stress relaxation through the presence of sample surfaces, are considered from larger scale approaches. In particular, geometric information on the precipitate shapes can be gained from continuum simulations, which are used as input for finite element computations of the solubility modification factor, that expresses the influence of nearby free or confined surfaces. As a central result, we obtain the closed and generic formula (35) for the low concentration solubility limit. This equation connects all the aforementioned approaches and scales. As a consequence, we predict the equilibrium formation of secondary phases, which have a misfit strain with the matrix phase, to appear primarily at free surfaces of a sample in the low concentration regime. As demonstrated in various applications on metal-hydrogen systems, the appearance of hydrides in the presence of free surfaces can start at concentrations up to two orders of magnitude lower than in the bulk. Experimental benchmarking has in particular been done for the Nb-H system, for which results of thin film experiments can be understood in the framework of the present theory.

Although we put the focus on metal-hydrogen systems, the theory is fully applicable also to other systems. A particular case are lithium ion batteries, which will be investigated in the future. Phase separation in LiFePO₄ nanoparticles as storage material is influenced by surface effects in combination with elasticity. The thermodynamics in combination with reaction dynamics leads to a complex behaviour with potential severe influence on capacity and currents during charging and discharging.

In the present article we focused on bulk effects and neglected the size of the samples. We emphasise that also the considered elastic effects, which are influenced by the presence of surfaces, are still a bulk effect, as (linear) elasticity does not have an intrinsic lengthscale. Consequently, the elastic interaction of precipitates with surfaces decays on the scale of the precipitate size. For a complete description surface effects shall additionally be considered. A particular challenge will be the connection of the present scale-free description to a microscopic model.
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Appendix A: Finite element simulations

For the finite element simulations we represent the elastic equilibrium equations in their weak form. We assume that the concentrations are spatially constant inside
each phase, which is appropriate in the low temperature limit. For the Cahn-Hilliard simulations we use a general concentration field, which follows its own evolution equation. In both cases, the concentration couples to the stress via the stress free eigenstrain in Eq. (8) using Vegard’s law. To solve the elastic problems most efficiently in three dimensions, we anticipate a cylindrical symmetry (Fig. 4), where the top and bottom surfaces are the stress free surfaces of interest. The cylinder mantle is assumed to be far away, i.e. \( R \gg R_H \) and the hydride is located on the symmetry axis \( r = 0 \). In the cylindrical symmetry we only have displacement components \( u_r(r,z) \) and \( u_z(r,z) \). Then the non-vanishing strain components are

\[
\begin{align*}
\epsilon_{rr} &= \frac{\partial u_r}{\partial r}, \\
\epsilon_{zz} &= \frac{\partial u_z}{\partial z}, \\
\epsilon_{\phi\phi} &= \frac{u_r}{r}, \\
\epsilon_{rz} &= \frac{1}{2} \left( \frac{\partial u_r}{\partial z} + \frac{\partial u_z}{\partial r} \right).
\end{align*}
\]

(A1)

Newton’s stationary equations are

\[
\begin{align*}
\frac{\partial \sigma_{rr}}{\partial r} + \frac{\partial \sigma_{rz}}{\partial z} + \frac{1}{r} (\sigma_{rr} - \sigma_{\phi\phi}) &= 0, \quad (A5) \\
\frac{\partial \sigma_{rz}}{\partial r} + \frac{\partial \sigma_{zz}}{\partial z} + \frac{1}{r} \sigma_{rz} &= 0. \quad (A6)
\end{align*}
\]

For the weak form, we multiply them by test functions \( v \) and \( w \), integrate over the volume and add them. We treat here both equations successively. The first equation gives

\[
2\pi \int_{r=0}^{R} \int_{z=0}^{H} \left( \frac{\partial \sigma_{rr}}{\partial r} + \frac{\partial \sigma_{rz}}{\partial z} + \frac{1}{r} (\sigma_{rr} - \sigma_{\phi\phi}) \right) vdrdz = 0.
\]

(A7)

By the product rule we get

\[
-2\pi \int drdz \left( r \sigma_{rr} \frac{\partial v}{\partial r} + \sigma_{\phi\phi} v + r \sigma_{rz} \frac{\partial v}{\partial z} \right) + 2\pi \int drdz \left( \frac{\partial}{\partial r} (r \sigma_{rr} v) + \frac{\partial}{\partial z} (r \sigma_{rz} v) \right) = 0. \quad (A8)
\]

After application of Gauss’ theorem the second integral vanishes for stress free boundaries, i.e. \( \sigma_{rr} = 0 \) at \( r = R \) and \( \sigma_{rz} = 0 \) at \( z = 0 \) and \( z = H \). At the inner boundary \( r = 0 \) this term also does not contribute for finite stresses due to the factor \( r \) (= 0). Hence we get

\[
-2\pi \int drdz \left( r \sigma_{rr} \frac{\partial v}{\partial r} + \sigma_{\phi\phi} v + r \sigma_{rz} \frac{\partial v}{\partial z} \right) = 0 \quad (A9)
\]

as first contribution to the weak form.

Similarly for the second equation

\[
2\pi \int drdz r \left( \frac{\partial \sigma_{rz}}{\partial r} + \frac{\partial \sigma_{zz}}{\partial z} + \frac{1}{r} \sigma_{rz} \right) w = 0. \quad (A10)
\]

We then get

\[
-2\pi \int drdz r \left( \sigma_{zz} \frac{\partial w}{\partial z} + \sigma_{rz} \frac{\partial w}{\partial r} \right) + 2\pi \int drdz \left[ \frac{\partial}{\partial z} (r \sigma_{zz} v) + \frac{\partial}{\partial r} (r \sigma_{rz} v) \right] = 0. \quad (A11)
\]

Again the second integral vanishes according to Gauss’ theorem, and provided that \( \sigma_{rz} = 0 \) on the mantle and \( \sigma_{zz} = 0 \) at the upper and lower surface of the cylinder. Hence we arrive at the following weak form for the entire elastic problem

\[
-2\pi \int drdz \left( r \sigma_{rr} \frac{\partial v}{\partial r} + \sigma_{\phi\phi} v + r \sigma_{rz} \frac{\partial v}{\partial z} + r \sigma_{zz} \frac{\partial w}{\partial z} + r \sigma_{rz} \frac{\partial w}{\partial r} \right) = 0 \quad (A12)
\]

for traction free boundaries. This equation in solved using the open source finite element library FreeFEM.\(^{59}\)

We use a non-uniform mesh with a higher density in the surrounding of the hydride to properly resolve field gradients. We checked the convergence of the solutions for different mesh resolutions.

The finite element implementation is also used to determine the concentration field. In order to find its equilibrium distribution, different approaches can be used. For diffusional transport as a physical description for the hydrogen redistribution in the metal we use

\[
\frac{\partial c}{\partial t} = \nabla \cdot (D \nabla \hat{\mu}_H) \quad (A13)
\]

with a diffusion coefficient \( D \) and the chemical potential

\[
\hat{\mu}_H = \frac{\delta G}{\delta x_H}. \quad (A14)
\]

Computationally more efficient is the use of nonlocal dynamics according to

\[
\frac{\partial x_H}{\partial t} = -K(\hat{\mu}_H - \hat{\mu}_0) \quad (A15)
\]

with a kinetic coefficient \( K \). The Lagrange multiplier is added to guarantee global mass conservation,

\[
\frac{d}{dt} \int_V x_H d\mathbf{r} = 0. \quad (A16)
\]

Hence we use

\[
\hat{\mu}_0 = \frac{1}{V} \int_V \hat{\mu}_H d\mathbf{r}. \quad (A17)
\]

We note that both equations reduce the energy of the system in the course of time, \( dG/dt \leq 0 \), and become equivalent in equilibrium. The choice of the kinetic parameters \( D \) and \( K \) is arbitrary for equilibrium investigations and only set the timescale for the relaxation dynamics.
Appendix B: The Eshelby problem

The problem of a spherical coherent inclusion inside a spherical matrix, as sketched in Fig. 25, is a special case of Eshelby’s more general solution for elliptical inclusions. It has the advantage that the solution is analytical and turns out to be equivalent to bulk phase separation. In detail, the system is a three dimensional sphere with radius $R$. The outer shell is assumed to be the lattice gas phase. Inside it contains a concentric spherical hydride phase. Inside it contains a concentric spherical hydride. In detail, the system is a three dimensional sphere with radius $R$. The outer shell is assumed to be the lattice gas phase. Inside it contains a concentric spherical hydride phase. Inside it contains a concentric spherical hydride phase. From these equations, we can derive the stresses in the two phases. They are constant in the hydride, and in spherical coordinates given by $(r < R_H)$

$$\sigma_{rr}^\beta = \sigma_{\theta\theta}^\beta = \sigma_{\phi\phi}^\beta = -\frac{2}{3} \chi (x_\beta - x_\alpha) \frac{E}{1-\nu} \left(1 - \frac{R_H^3}{R^3}\right),$$

(B6)

thus the stress state is hydrostatic and the shear stresses vanish there. In the surrounding $\alpha$ phase the non-vanishing stress components are $(R_H \leq r \leq R)$

$$\sigma_{rr}^\alpha(r) = \frac{1}{3} \chi (x_\beta - x_\alpha) \frac{E}{1-\nu} \left(\frac{2R_H^2}{R^3} + \frac{R_H^3}{3}\right),$$

(B8)

which have a $1/r^3$ dependence and are not hydrostatic. For the trace of the stress tensor we have

$$\sigma_{kk}^\alpha(r) = 2\chi (x_\beta - x_\alpha) \frac{E}{1-\nu} \frac{R_H^3}{R^3},$$

(B9)

$$\sigma_{kk}^\beta(r) = -2\chi (x_\beta - x_\alpha) \frac{E}{1-\nu} \left(1 - \frac{R_H^3}{R^3}\right),$$

(B10)

which is a constant also in the $\alpha$ phase.

For thermodynamic considerations we consider the different contributions to the (hydrogen) chemical potentials, which is defined as the energy change if the number of hydrogen atoms is changed. Apart from the definition as chemical potential $\mu_H$ per unit volume, as defined in Eq. (A14), we use the more common form of energy per particle,

$$\mu = \left(\frac{\partial G}{\partial N_H}\right)_{p,T} = \frac{\Omega_0}{N_0} \frac{\delta G}{\delta x_H},$$

(B11)

where the first expression is here a shorthand thermodynamical notation, which applies for spatially homogeneous fields and an isotopic pressure $P$. The more precise local definition of the chemical potential is given by the variational derivative, which is normalised by the prefactor as energy per hydrogen atom.

The homogeneous hydrostatic stress implies that the elastic contribution to the chemical potential,

$$\mu_{el} = -\chi \frac{\Omega_0}{N_0} \text{tr} \sigma$$

(B12)
is spatially constant in both phases. Equation \[ \text{(B12)} \] follows readily from the definition \[ \text{(B11)} \] using Eqs. (5) and \[ \text{(8)}. \] Explicitly we get

\[
\mu_c^\alpha = -\frac{2\chi^2E\Omega_0R_0^3(x_\beta - x_\alpha)}{N_0(1 - \nu)R^3},
\]
\[
\mu_c^\beta = \frac{2\chi^2E\Omega_0R_0^3 - R_0^3(x_\beta - x_\alpha)}{N_0(1 - \nu)R^3}.
\]

Hence, the difference of the chemical potentials does not depend on the hydride volume fraction \( v = R_0^3/R^3 \),

\[
\mu_c^\beta - \mu_c^\alpha = \frac{2\chi^2E\Omega_0(R_0^3 - R_0^3(x_\beta - x_\alpha)^2}{3(1 - \nu)R^3}. \tag{B15}
\]

This is the well-known effect of the elastic hysteresis.

The elastic energy density (per volume) in each phase is given by Eq. (5). Integrating over the system gives the total elastic energy

\[
G_{el} = \frac{4\pi R^3\chi}{3\Omega_0}[g_c(x_\beta, T)v + g_c(x_\alpha, T)(1 - v)]. \tag{B16}
\]

To fully describe phase coexistence, we need additionally a description of the stress free contributions to the Gibbs energy, which we choose here in accordance with the continuum model. Per metal atom we have in both phases the configurational contribution

\[
g_c(x_\beta, T) = k_B T[x_\beta \log x_\beta + (1 - x_\beta) \log(1 - x_\beta)] \tag{B17}
\]

and the H-H interaction term

\[
g_\alpha(x_\beta) = \alpha(x_\beta - x_\alpha)^2, \tag{B18}
\]

in analogy to the Gibbs energy densities \( \hat{g}_c \) and \( \hat{g}_\alpha \) in Eqs. (9) and (10). Since the concentrations are constant in each phase, the integrated energy contributions are

\[
G_c = \frac{4\pi R^3\chi N_0}{3\Omega_0}[g_c(x_\beta, T)v + g_c(x_\alpha, T)(1 - v)] \tag{B19}
\]

and

\[
G_\alpha = \frac{4\pi R^3\chi N_0}{3\Omega_0}[g_\alpha(x_\beta)v + g_\alpha(x_\alpha)(1 - v)] \tag{B20}
\]

with the hydride volume fraction \( v = R_0^3/R^3 \). The prefactor \( 4\pi R^3N_0/3\Omega_0 \) equals the number of metal atoms \( N_M \). The total Gibbs energy of a two phase state is

\[
G = G_{el} + G_c + G_\alpha. \tag{B21}
\]

To determine the phase equilibrium conditions we minimize \( G \) with respect to the degrees of freedom \( x_\alpha \) and \( x_\beta \), while maintaining the conservation law

\[
x_\beta v + x_\alpha(1 - v) = x_H = \text{const.} \tag{B22}
\]

This is in accordance with the concept that we use a \((T, p, N_M, N_H)\) ensemble with external pressure \( P = 0 \).

After straightforward algebraic manipulations we can rewrite these conditions as

\[
\bar{\mu}_H(x_\alpha) = \bar{\mu}_H(x_\beta) \tag{B23}
\]

for the first condition, using

\[
\bar{\mu}_H(x_H) := g'(x_H) + 2\chi^2E\Omega_0x_H \tag{B24}
\]

with \( g(x_H) = g_\alpha + g_c \) for each phase. The second condition is

\[
\bar{\omega}_H(x_\alpha) = \bar{\omega}_H(x_\beta) \tag{B25}
\]

with the “grand potential”

\[
\bar{\omega}_H(x_H) := g(x_H) + \frac{E\chi^2R^3\Omega_0}{N_0(1 - \nu)} - \bar{\mu}_H(x_H)x_H. \tag{B26}
\]

The above equilibrium conditions are identical to Cahn’s expressions for the coherent bulk binodal, as discussed in section IIIA. A central conclusion is therefore that the spherical inclusion inside a pressure free sphere is the same as a bulk system. This is a somewhat surprising result, as one might have expected that surface effects play a role here. The calculation therefore shows explicitly, that this example should be taken with care if interpreted in the spirit of free surface effects.

In view of the results from the continuum model one may expect that it might be energetically favourable to form the hydride at the outer surface of the spherical system instead in its centre. However, exchanging the role of the lattice gas phase \( \alpha \) and the hydride \( \beta \) leaves the elastic energy \[ \text{(B16)} \] invariant, as the energy is quadratic in the concentration difference \( x_\beta - x_\alpha \). Formation of a thin covering hydride layer is therefore not energetically different than confining it inside the matrix phase. This is in agreement with the elastic energy calculations in Fig. 11, which show that a thin film of the hydride phase covering a free surface \((h/r = 0 \text{ for the black and blue curves})\) is energetically equivalent to bulk phase separation. This argument again shows that the Eshelby problem is equivalent to bulk phase separation.

**Appendix C: Spherical inclusions near free surfaces**

If a spherical inclusion of radius \( R \) comes close to a planar free surface (see Fig. 26), the energy drops from the bulk value \[ (12) \] according to \( G_{el} = G_{el}^{bulk} + \Delta G_{el}^{surface}(q) \) with

\[
\Delta G_{el}^{surface}(q) = \frac{4\pi G(1 - \nu)c^2}{q^3}, \tag{C1}
\]

with \( q \) being the distance of the sphere center from the surface and the shear modulus \( G \), see Ref. [61]. The constant \( c \) is given by

\[
c = \frac{(1 + \nu)\chi(x_\beta - x_\alpha)V_\beta}{4\pi(1 - \nu)} \tag{C2}
\]
with the sphere volume \( V_\beta = 4\pi R^3/3 \). Hence we get the scaling
\[
\frac{\Delta G_{\text{surf}}}{\Delta G_{\text{bulk}}} \sim V_\beta / q^3
\]
for a precipitate volume fraction \( v \ll 1 \). This expression leads to the red curve in Fig. 11.

**Appendix D: Separation of microscopic & mesoscopic elasticity**

We derived the elastic contribution to the free energy assuming coherency between the phases. The other bulk contributions to the free energy, as contained in \( g_\alpha \) and \( g_\gamma \), are assumed not to contain (long-ranged) elastic effects, as they describe the homogeneous single phase states. From a microscopic perspective, however, the situation is somewhat more complicated, as e.g. in the dilute lattice gas phase we have far separated interstitial hydrogen atoms, and each of them deforms locally the surrounding lattice. In the *ab initio* calculations in Section IV we accounted for relaxation of the lattice, such that the net force on each atom is zero. At a first glance it therefore seems that we take into account elasticity twice, both on the microscopic and mesoscopic level. Here we show that we do not double-count elastic effects.

For that, let us first discuss the different roles of the elastic deformations from a conceptual and intuitive level.

On the microscopic level, the lattice is locally deformed around each hydrogen atom in the dilute \( \alpha \) phase. The range of these distortions is short, of the order of a few lattice units. For low hydrogen concentrations at low temperatures, the contribution to the mutual interaction of hydrogen atoms is therefore small, as long as they are sufficiently far away from each other. This mutual interaction is captured by \( g_\alpha \) on the continuum level (in general, it contains also potential other sources for H-H interactions, which are not necessarily of elastic origin). This function starts with a linear contribution for \( x_\text{H} \ll 1 \) according to \( g_\alpha \approx \alpha N_0 / \Omega_0 x_\text{H} \), which is related to the chemical potential of the hydrogen atoms (see Section IV for details). The interaction is contained in the quadratic contribution \(-\alpha x_\text{H}^2 N_0 / \Omega_0\), which lowers (for \( \alpha > 0 \)) the energy relative to the leading linear term, and therefore describes an attractive interaction. On the mesoscopic level, isolated hydrogen atoms appears as a homogeneous phase with a coarse-grained hydrogen concentration \( x_\text{H} \). As long as this concentration is homogeneous and the phase can expand freely, the material remains stress free and therefore the mesoscopic elastic energy is zero. We can therefore conclude that the microscopic, short-ranged elastic effects are completely contained in \( g_\alpha \). This argument is reflected by the decisive parameter \( \alpha \), which is obtained from *ab initio* simulations, which take into account the local relaxation as well the global expansion of the lattice. Similarly, the hydride phase can be considered. If it is fully saturated, i.e. all octahedral sites are filled, the lattice will only expand globally (as mimicked by the Vegard coefficient on the mesoscopic level), but locally it will fully preserve the crystalline symmetries. If hydrogen vacancies appear here at higher temperatures, the lattice will again relax locally. The situation is therefore similar to the dilute lattice gas phase, where now vacancies instead of the interstitial hydrogen atoms appear as defects. Since we focus on the solubility limit of dilute phase, we do not introduce a secondary parameter analogous to \( \alpha \), which characterizes the hydrogen vacancy interaction in the hydride phase. The extension is however straightforward and requires only proper adaption of the free energy contribution \( g_\alpha \) on the mesoscopic level.

The mesoscopic elastic term \( g_{\text{el}} \) becomes relevant as soon as concentration gradients, external constraints and, most importantly, (coherent) two-phase situations appear. The range of these elastic distortions is much longer, of the order of the precipitate size (which we assume to be much larger than the atomic spacing). This assumption is consistent with a thermodynamic equilibrium consideration, i.e. the size of the fully equilibrated phases scales with the system size. As demonstrated explicitly for the Eschelby problem, the coherency leads to a long-ranged deformation of both phases. On the microscopic level e.g. the individual hydrogen atom in the dilute phase is therefore placed in a homogeneously distorted environment. The homogeneity results from the fact that the mesoscopic elastic deformation varies on a larger scale than the lattice unit. This deformation changes the chemical potential of the hydrogen atoms. For a local compression the interstitial sites become smaller and therefore it is less favourable to insert hydrogen atoms there. Hence the chemical potential depends on the mesoscopic stress, and this is reflected by the expression for the chemical potential

\[
\mu_{\text{el}} = \frac{N_0}{N_0} \delta G_{\text{el}} = -\frac{N_0}{N_0} \chi \text{tr} \sigma, \quad (D1)
\]

which follows readily from (5) and (6). Hence, a compressive stress with \( \text{tr} \sigma < 0 \) raises the chemical potential of the hydrogen.

To validate the underlying expression (5) for the elastic energy density we compare the above results to the dis-
This study uses the thermodynamic relation
\[
\frac{\partial \Delta \mathcal{H}(P)}{\partial P} = V_H(P) \tag{D2}
\]
with the enthalpy difference
\[
\Delta \mathcal{H} = \mathcal{H}_{\text{MH}}(P) - \mathcal{H}_{\text{M}}(P) - \frac{1}{2} \mathcal{H}_{\text{H}_2}(P = 0), \tag{D3}
\]
involving the enthalpy of the (dilute) metal-hydrogen system \(\mathcal{H}_{\text{MH}}(P)\) at a given pressure \(P\), the same for the pure metal, \(\mathcal{H}_{\text{M}}(P)\) and a reference chemical potential of an isolated hydrogen molecule at zero pressure, \(\frac{1}{2} \mathcal{H}_{\text{H}_2}(P = 0) = \mu_{\text{H}}(P = 0)\). On the right hand side \(V_H(P)\) is the excess volume created by insertion of a hydrogen atom into the metallic matrix at pressure \(P\). With the bulk modulus \(B = -V \frac{\partial P}{\partial V}\) the above equation \((\text{D2})\) can equivalently be rewritten \((\text{D3})\)
\[
\frac{\partial \Delta \mathcal{H}(P)}{\partial \Omega_0} = -B V_H(P). \tag{D5}
\]
This relation was verified against \textit{ab initio} simulations with different hydrostatic deformations for a large number of metals, see Fig. 3 in Ref. \[65\]

We can compare this equation to our formulation, noting that at \(T = 0\) (as used for the \textit{ab initio} simulations in Ref. \[65\]) the relation \(\mathcal{H} = \mathcal{G}\) holds. In continuum approximation (see also Section IV A), the enthalpy difference \(\Delta \mathcal{H}\) becomes according to Eq. \((\text{D3})\)
\[
\Delta \mathcal{H} = \Delta N_\text{H} \left( \frac{\partial \mathcal{G}}{\partial N_\text{H}} \right)_{P, \xi_\text{H}=0} - \frac{1}{2} \mathcal{H}_{\text{H}_2}(P = 0) = \mu_{\text{H}} - \frac{1}{2} \mathcal{H}_{\text{H}_2}(P = 0), \tag{D6}
\]
with the change of number of hydrogen atoms being \(\Delta N_\text{H} = 1\), using the definition of the chemical potential of hydrogen. Furthermore, with the bulk modulus \(B = \lambda + 2G/3\) and an isotropic deformation \(\epsilon_{ij} = \epsilon\delta_{ij}\) we readily get from Eq. \((\text{D1})\)
\[
\frac{\partial \Delta \mathcal{H}}{\partial \mathcal{P}} = \frac{3\chi \Omega_0}{N_0}, \tag{D7}
\]
where we note that only \(\mu_{\text{el}}\) is stress dependent and used \(3P = -\text{tr} \sigma\). From the stress free strain \(\epsilon_{ij}^0 = \chi x_{\text{H}} \delta_{ij}\) we can further identify the volume per hydrogen
\[
V_H = \frac{\Omega_0}{N_0} - \text{tr} \epsilon_{ij}^0 = \frac{3\chi \Omega_0}{N_0}. \tag{D8}
\]
since \(x_{\text{H}} = 1\) corresponds to fully occupied octahedral sites, hence \(N_\text{H} = N_0\). Consequently, Eq. \((\text{D2})\) is reproduced. We can therefore conclude that the formulation of the continuum model, as given by Eqs. \((\text{D1})\)-\((\text{D5})\), is consistent with the \textit{ab initio} perspective.

The other aspect of the separation of elastic effects into microscopic and mesoscopic contributions is discussed in the following. In practise, we first perform the \textit{ab initio} calculations of the single defect allowing for full lattice relaxation, using free volume expansion (i.e. the “microscopically” stress free system) and calculate the energy of this configuration. Next we calculate the long-ranged elastic field in the continuum description, where the previous effects enter only via an eigenstrain \(\epsilon_{ij}^\sigma\), which expresses the widening of the lattice by the hydrogen. Again, we calculate the elastic energy, but this time using only the long-ranged field. The elastic field is a superposition of these two fields, which we denote in the following e.g. by \(u_i\) for the short-scale displacements and \(u_i^\sigma\) for the long-ranged contribution. Hence the total field reads \(u_i^{\text{tot}} = u_i + u_i^\sigma\). This decomposition is similar for the total stress and strain fields in linear elasticity. The elastic energy, however, is a quadratic expression,
\[
\mathcal{G}_{\text{el}}^{\text{tot}} = \frac{1}{2} C_{ijkl} \int \left( \epsilon_{ij}^{\text{tot}} - \epsilon_{ij}^0 \right) \left( \epsilon_{kl}^{\text{tot}} - \epsilon_{kl}^0 \right) \, d\mathbf{r}. \tag{D9}
\]
Using the above decomposition, it therefore seems that apart from the “self-energy contributions” of the two scales,
\[
\mathcal{G}_{\text{el}}^\sigma = \frac{1}{2} C_{ijkl} \int \left( \epsilon_{ij}^0 - \epsilon_{ij}^\sigma \right) \left( \epsilon_{kl}^\sigma - \epsilon_{kl}^0 \right) \, d\mathbf{r}, \tag{D10}
\]
on the mesoscale and
\[
\mathcal{G}_{\text{el}} = \frac{1}{2} C_{ijkl} \int \epsilon_{ij} \epsilon_{kl} \, d\mathbf{r}, \tag{D11}
\]
on the microscale, which is effectively encapsulated in \(g_\sigma\), also a cross term between the two fields should show up.

To further shed light on this, we discuss for simplicity the dilute lattice gas phase for low temperatures, for which the eigenstrain vanishes. On the scale of the short-ranged deformations the long-ranged field is spatially constant, which expresses the scale separation. This means that this field reads
\[
u_i^\sigma = a_{ij} x_j, \tag{D12}
\]
with constants \(a_{ij}\). On the other hand, the short scale field is given by the dilatational centre solution
\[
u_r = \frac{C}{r^2}, \tag{D13}
\]
in spherical coordinates, and all other components vanish (identical to the Eshelby solution in Appendix \[B\] if the outer radius tends to infinity). \(C\) is a constant which combines all material parameters.

We express all fields in spherical coordinates,
\[
x = r \sin \theta \cos \phi, \tag{D14}
\]
\[
y = r \sin \theta \sin \phi, \tag{D15}
\]
\[
z = r \cos \theta. \tag{D16}
\]
We further use the unit vectors of the spherical coordinate system

$$\hat{r} = \sin \theta \cos \phi \hat{x} + \sin \theta \sin \phi \hat{y} + \cos \theta \hat{z},$$  \hspace{1cm} (D17)

$$\hat{\theta} = \cos \theta \cos \phi \hat{x} + \cos \theta \sin \phi \hat{y} - \sin \theta \hat{z},$$  \hspace{1cm} (D18)

$$\hat{\phi} = -\sin \phi \hat{x} + \cos \phi \hat{y}$$  \hspace{1cm} (D19)

with the Cartesian unit vectors $\hat{x}, \hat{y}, \hat{z}$. We have

$$u = u_r \hat{x} + u_y \hat{y} + u_z \hat{z}.$$  \hspace{1cm} (D20)

Then the spherical components of the displacement vector are given by $u_r = u \cdot \hat{r}$ and similarly for the other components. The strains follow from

$$\epsilon_{rr} = \frac{\partial u_r}{\partial r},$$  \hspace{1cm} (D21)

$$\epsilon_{\theta\theta} = \frac{1}{r} \left( \frac{\partial u_\theta}{\partial \theta} + u_r \right),$$  \hspace{1cm} (D22)

$$\epsilon_{\phi\phi} = \frac{1}{r \sin \theta} \left( \frac{\partial u_\phi}{\partial \phi} + u_r \sin \theta + u_\theta \cos \theta \right),$$  \hspace{1cm} (D23)

$$\epsilon_{r\theta} = \frac{1}{2} \left( \frac{\partial u_r}{\partial \theta} + \frac{\partial u_\theta}{\partial r} - \frac{u_\theta}{r} \right),$$  \hspace{1cm} (D24)

$$\epsilon_{r\phi} = \frac{1}{2r} \left( \frac{1}{\sin \theta} \frac{\partial u_\phi}{\partial \phi} + \frac{\partial u_\phi}{\partial \theta} - \frac{u_\phi \cot \theta}{r} \right),$$  \hspace{1cm} (D25)

$$\epsilon_{r\theta} = \frac{1}{2} \left( \frac{1}{r \sin \theta} \frac{\partial u_\phi}{\partial \phi} + \frac{\partial u_\phi}{\partial \theta} - \frac{u_\phi \cot \theta}{r} \right).$$  \hspace{1cm} (D26)

From these equations we calculate the elastic energy density as [see Eq. (5)]

$$\epsilon_{cl} = G_{ij}^2 + \frac{1}{2} \lambda (\epsilon_{kk})^2,$$  \hspace{1cm} (D27)

and integrate it according to

$$\epsilon_{cl} = \int_{R_0}^{R} \int_{0}^{2\pi} \int_{0}^{\pi} dr d\phi d\theta r^2 \sin \theta \epsilon_{cl}.$$  \hspace{1cm} (D28)

Here, $R_0$ is a cutoff, below which the continuum description should be replaced by a discrete formulation. We get for the total elastic energy

$$\epsilon_{cl} = \epsilon_{cl} + \epsilon_{cl}^\infty,$$  \hspace{1cm} (D29)

with

$$\epsilon_{cl} = 8C^2G\pi \left( \frac{1}{R_0^3} - \frac{1}{R^3} \right).$$  \hspace{1cm} (D30)

For the homogeneous part we have

$$\epsilon_{cl}^\infty = \frac{2\pi(R^3 - R_0^3)}{3} \left[ 2(a_{kk})^2 \lambda + \left\{ (a_{11}^2 + a_{22}^2 + a_{33}^2) + (a_{12} + a_{21})^2 + (a_{13} + a_{31})^2 + (a_{23} + a_{32})^2 \right\} \right].$$  \hspace{1cm} (D31)

We therefore see that no cross term appears, as such a term would involve products of the form $C a_{ij}$.

---

1. L. Kaufman and H. Bernstein, *Computer Calculation of Phase Diagrams* (Academic Press, New York, 1970).
2. H. Lukas, S. Fries, and B. Sundman, *Computational Thermodynamics: The Calphad Method* (Cambridge University Press, 2007).
3. J. W. Cahn, Acta Metall. 10, 907 (1962).
4. J. W. Cahn and F. Larché, Acta Metall. 32, 1915 (1984).
5. R. O. Williams, Calphad 8, 1 (1984).
6. W. C. Johnson and P. W. Vorhees, Metall. Trans. A 18A (1987).
7. W. C. Johnson and C. S. Chiang, J. Appl. Phys. 63, 1155 (1988).
8. D. Wood and A. Zunger, Phys. Rev. Lett. 61, 1501 (1988).
9. J. Z. Liu and A. Zunger, J. Phys.: Condens. Matter 21, 295402 (2009).
10. V. Ozolins, M. Asta, and J. J. Hoyt, Phys. Rev. Lett. 88, 096101 (2002).
11. S. Müller, L.-W. Wang, A. Zunger, and C. Wolverton, Phys. Rev. B 60, 16448 (1999).
12. J. Neugebauer and M. Scheffler, Phys. Rev. Lett. 71, 577 (1993).
13. J. Tersoff, Phys. Rev. Lett. 74, 5080 (1995).
14. J. Tersoff, Phys. Rev. Lett. 74, 434 (1995).
15. O. Alerhand, D. Vanderbilt, R. Meade, and J. Joannopoulos, Phys. Rev. Lett. 61, 1973 (1988).
16. W. Kappus and H. Horner, Z. Physik B 27, 215 (1977).
17. M. Tang and A. Karma, Phys. Rev. Lett. 108, 265701 (2012).
18. J. M. Poh, C. Stahl, and K. Albe, Beilstein J. Nanotechnol. 3, 1 (2012).
19. W. Mueller, J. Blackledge, and G. Libowitz, eds., *Metal Hydrides* (Academic Press, New York and London, 1968).
20. D. Khatamian and V. Ling, J. Alloys and Compounds 254, 162 (1997).
21. I. Bernstein and A. Thompson, eds., *Hydrogen Effects in Metals* (The Metallurgical Society of AIME, 1981).
22. N. Moody and A. Thompson, eds., *Hydrogen Effects on Material Behavior* (The Minerals, Metals & Materials Society, 1990).
23. A. L. Ledovskikh, D. Danilov, M. Vliex, and P. Notten, Int. J. Hydrogen Energy 41, 3904 (2016).
24. R. Bausch, H. Horner, and H. Wagner, J. Phys. C: Solid State Phys. 8, 2559 (1975).
25. H. Wagner and H. Horner, Adv. Phys. 23, 587 (1974).
26. H. Wagner, in *Hydrogen in Metals I*, Topics in Applied Physics, Vol. 28, edited by G. Alefeld and J. Völlkl (Springer, 1978) Chap. 2, p. 5.
27. H.-K. Janssen, Phys. Z. Soviun. 8, 457 (1935).
28. H. Bauer, J. Völlkl, J. Tretkowski, and G. Alefeld, Z. Physik B 29, 17 (1978).
29. J. Völlkl and G. Alefeld, in *Diffusion in Solids*, edited by
