Asymptotic behavior for delayed backward stochastic differential equations
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Abstract

This paper is devoted to study the asymptotic properties of the solution of decoupled forward backward stochastic differential equations with delayed generator. As an application, we establish a large deviation principle for solution of the backward equation.
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1 Introduction

The theory of large deviations concerns the asymptotic behaviour of remote tails of sequences probability distributions. While some basic ideas of the theory can be traced to
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Laplace theory, the formalization started with insurance mathematics, namely ruin theory with Cramèr [2]. A unified formalization of large deviation theory was developed by Varadhan [22], Donsker and Varadhan [10, 11, 12]. This theory formalizes the heuristic ideas of concentration of measures and widely generalizes the notion of convergence of probability measures. Subsequently several issues concerning large deviation principles and their applications to stochastic differential equations (SDEs, for short) were studied in many works. We can cite for e.g. Freidlin and Wentzell [15], Stroock [21], Deuschel and Stroock [8], Den Hollander [7], Diédhiou and Manga [9], and others. Next, with probability methods, by the contraction principle, the same small random perturbation for BSDEs and the Freidlin-Wentzell’s large deviation estimates in $C([0, T], \mathbb{R}^n)$ are also obtained by [13, 14, 19, 16] and references therein.

On the other hand, there is little work on the large deviations theory for delayed SDE. The first one was done by M. Scheutzow [20] within the context of additive white noise. The multiplicative case with particular dependence on the history have been done by Mohammed and Zhang in [18]. Recently, Manga and Aman (see [1]) established the large deviation principle in for delayed SDE in the general case.

However, to our knowledge the there exist no work in literature concerning the large deviation principle for the delayed BSDEs introduced in the last decay.

Indeed, in their works [5, 6], Delong and Imkeller introduce two equations with dynamics given, for $t \in [0, T]$, respectively by

$$Y(t) = \xi + \int_t^T f(s, Y_s, Z_s)ds - \int_t^T Z(s)dW(s) \tag{1.1}$$

and

$$Y(t) = \xi + \int_t^T f(s, Y_s, Z_s, U_s)ds - \int_t^T Z(s)dW(s) - \int_t^T U(s, z)\tilde{M}(ds, dz) \tag{1.2}$$

This type of equations has been called BSDE with time delayed generator. It is driven respectively by a Brownian motion and a Lévy process, the components of which are given by a Brownian motion and a Poisson random measure. In this new type of equations, a generator $f$ at time $s$ depends in some measurable way on the past values of a solutions $(Y_s, Z_s) = (Y(s+u), Z(s+u))_{-T \leq u \leq 0}$ and $(Y_s, Z_s, U_s) = (Y(s+u), Z(s+u), U(s+u))_{-T \leq u \leq 0}$ respectively. In this two papers, existence and uniqueness results have been obtained if only if the Lipschitz constant or terminal time are small enough. Further, several solution properties are investigated, including the comparison principle, measure solutions, the inheritance property of boundedness from terminal condition to solution, as well as the BMO martingale property for the control component. In addition, in [6], author was studied the Malliavin’s differentiability of the solution of a time delayed BSDE, both
with respect to the continuous component of the Lévy process, which coincides with the
classical Malliavin derivative for Hilbert-valued random variables, as well as with respect
to the pure jump part, in terms of an increment quotient operator related to Picard’s dif-
ference operator. They proved also that the well-known connection between \((Z,U)\) and the
Malliavin trace of \(Y\) still holds in the case of time delayed generators.

In addition to its theoretical importance, we would like to point out that the interest
for BSDEs with time delayed generators also lies in their applications in reinsurance and
finance theory (see [4]). More precisely, let us consider the financial market which consists
of two tradeable instruments. A risk-free asset whose price \(B = (B(t), 0 \leq t \leq T)\) is given
by equation

\[
\frac{dB(t)}{B(t)} = r(t)dt, \quad B(0) = 1,
\]

where \(r = (r(t), 0 \leq t \leq T)\) denotes the risk-free interest rate in the market. The price
\(D = (D(t), 0 \leq t \leq T)\) of a risky bond with maturity \(T\) is given by

\[
\frac{dB(t)}{B(t)} = (r(t) + \sigma(t)\theta(t))dt + \sigma(t)dW(t), \quad D(0) = d_0.
\]

Setting \(\mu(t) = r(t) + \sigma(t)\theta(t)\), then the investment portfolio \(X = (X(t), 0 \leq t \leq T)\) and an
amount \(\pi = (\pi(t), 0 \leq t \leq T)\) invested in the bond \(D\), satisfy the equation

\[
dX(t) = \pi(t)(\mu(t)dt + \sigma(t)dW(t)) + (X(t) - \pi(t))r(t)dt, \quad X(0) = x.
\]

By the change of variables (actualization principle), we set, for \(0 \leq t \leq T\),
\(Y(t) = X(t)e^{-\int_0^t r(s)ds}\) and \(Z(t) = \sigma(t)\pi(t)e^{-\int_0^t r(s)ds}\). Therefore, the discounted portfolio process \(Y = (Y(t), 0 \leq t \leq T)\) satisfies under the measure IQ this dynamic:

\[
dY(t) = ZdW^{IQ}(t), \quad Y(0) = y,
\]

where \(W^{IQ}\) is a IQ-Brownian motion. Consider a terminal liability or an investment target
\(\xi\). We deal with the problem of finding an investment strategy \(Z\) and an investment portfo-
lio \(Y\) which replicate a liability or meet a target \(\xi(Y(T), Z(T))\) depending on the applied
strategy or the past values of the portfolio. Our financial problem is equivalent to deriving
a solution \((Y, Z)\) to the time-delayed BSDE

\[
Y(t) = \xi(Y_T, Z_T) - \int_t^T ZdW^{IQ}(t)
\]
which follows immediately from (1.2). For example, the dynamic of option-based portfolio assurance is the following time-delayed BSDE:

\[
Y(t) = Y(0) + (Y(T) - Y(0))^+ - \int_t^T ZdW^Q(t).
\]

For more details, the reader is encouraged to consult DeLong [4] and El Karoui, Jeanblanc and Lacoste [17].

Let now consider this system of disturbed decoupled delayed forward backward stochastic differential equations (FBSDEs, in short)

\[
\begin{align*}
X^\varepsilon(t) &= x + \int_0^t b(s, X^\varepsilon_s)ds + \sqrt{\varepsilon} \int_0^t \sigma(s, X^\varepsilon_s)dW(s) \\
Y^\varepsilon(t) &= g(X^\varepsilon_T) + \int_t^T f(s, X^\varepsilon_s, Y^\varepsilon_s, Z^\varepsilon_s)ds - \int_t^T Z^\varepsilon_s(s)dW(s).
\end{align*}
\]  

We know, thanks to the work of Manga and Aman [1], that the solution of the forward equation converges in probability, when \( \varepsilon \) tends to 0, to the solution \( X \) of the deterministic equation

\[
X(t) = x + \int_0^t b(s, X_s)ds.
\]

and satisfies a large deviation principle.

The objective of this paper is to show that the solution \((Y^\varepsilon, Z^\varepsilon)\) of the backward equation converges, when \( \varepsilon \) tends to 0, to \((\mathcal{Y}, 0)\), where \( \mathcal{Y} \) is the solution of the deterministic equation

\[
\mathcal{Y}(t) = g(X_T) + \int_0^t f(s, X_s, \mathcal{Y}_s, 0)ds,
\]

and the distribution of \( Y^\varepsilon \) verifies a large deviation principle.

The rest of the paper is organized as follows: Section 2 is dedicated to the formulation of the problem of FBSDEs with time delayed generator, likewise preliminary results are given. Section 3 is dedicated to derive the main results. Paper finishes with a list of references.

## 2 Formulation of the problem

For a strict positive real number \( T \), let us consider \((\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{0 \leq t \leq T})\) a filtered probability space, where the filtration \((\mathcal{F}_t)_{0 \leq t \leq T}\) is assumed to be complete, right continuous
and generated by a \((W_t)_{0 \leq t \leq T}\), a one-dimensional Brownian motion. In the present paper, we consider the following coupled forward-backward stochastic differential delayed equations (FBSDDEs in short): For each \(T > 0\) and \(s \in [0, T]\),

\[
X^\varepsilon(s) = x + \int_0^s b(r, X^\varepsilon_r)dr + \sqrt{\varepsilon} \int_0^s \sigma(r, X^\varepsilon_r)dw(r),
\]

\[
Y^\varepsilon(s) = g(X^\varepsilon_T) + \int_s^T f(r, X^\varepsilon_r, Y^\varepsilon_r, Z^\varepsilon_r)dr - \int_s^T Z^\varepsilon_r dw(r)
\]

where \(X^\varepsilon_s = (X^\varepsilon(s + u))_{-T \leq u \leq 0}\), \(Y^\varepsilon_s = (Y^\varepsilon(s + u))_{-T \leq u \leq 0}\) and \(Z^\varepsilon_s = (Z^\varepsilon(s + u))_{-T \leq u \leq 0}\) designed respectively all the past of the processes \(X^\varepsilon, Y^\varepsilon\) and \(Z^\varepsilon\) until \(s\). Next, we extend the solution on \([-T, 0]\) assuming that, \(X^\varepsilon(s) = X^\varepsilon(0) = x, Y^\varepsilon(s) = Y^\varepsilon(0)\) and \(Z^\varepsilon(s) = 0\), for \(s \in [-T, 0]\). In order to give what we mean by solution of (2.1), let us set the following spaces.

- Let \(L^2_{-T}(\mathbb{R})\) denote the space of measurable functions \(z : [-T; 0] \to \mathbb{R}\) satisfying

\[
\int_{-T}^0 |z(t)|^2 dt < +\infty.
\]

- Let \(L^\infty_{-T}(\mathbb{R})\) denote the space of bounded, measurable functions \(y : [-T, 0] \to \mathbb{R}\) satisfying

\[
\sup_{-T \leq t \leq 0} |y(t)|^2 < +\infty.
\]

- Let \(L^2(\Omega, \mathcal{F}_T, \mathbb{P})\) be the space of \(\mathcal{F}_T\)-measurable random variables \(\xi : \Omega \to \mathbb{R}\) normed by

\[
\|\xi\|_{L^2}^2 = \mathbb{E}(|\xi|^2).
\]

- Let \(S^2(\mathbb{R})\) denote the space of all predictable process \(\eta\) with values in \(\mathbb{R}\) such that

\[
\mathbb{E} \left( \sup_{0 \leq s \leq T} e^{B_s |\eta(s)|^2} \right) < +\infty.
\]

- Let \(\mathcal{H}^2(\mathbb{R}^n)\) denote the space of all predictable process \(\eta\) with values in \(\mathbb{R}\) such that

\[
\mathbb{E} \left( \int_0^T e^{\beta_s |\eta|}^2 ds \right) < +\infty.
\]
**Definition 2.1.** A triple of processes \((X^e, Y^e, Z^e)\) is called an adapted solution of (2.1), if \((X, Y, Z)\) belongs to \(\mathcal{H}^2(\mathbb{R}) \times S^2(\mathbb{R}) \times \mathcal{H}^2(\mathbb{R}^n)\), and satisfies (2.1) \(\mathbb{P}\)-almost surely.

Our first aims of this paper, is to derive an existence and uniqueness result for FBSDDE (2.1) under the following assumptions.

(A1) \(\phi : \Omega \times [0, T] \times L^2_{-T}(\mathbb{R}) \rightarrow \mathbb{R}\) is a product measurable and \(\mathbb{F}\)-adapted function such that there exists a probability measure \(\alpha\) defined on \([[-T, 0], B([-T, 0])]\) and a positive constant \(K\) satisfying, for \(\mathbb{P} \otimes \lambda\)-a.e. \((\omega, t) \in \Omega \times [0, T]\) and for any \(x_t, x'_t \in L^2_{-T}(\mathbb{R})\)

(i) \(|\phi(t, x_t) - \phi(t, x'_t)|^2 \leq K \int_{-T}^0 |x(t + u) - x'(t + u)|^2 \alpha(du)|

(ii) For \(t < 0\), \(\phi(t, x_t) = 0\),

(iii) \(\mathbb{E} \left[ \int_0^T |\phi(t, 0)|^2 dt \right] < +\infty\),

where \(\phi = b, \sigma\).

(A2) \(g : \Omega \times [0, T] \times L^2_{-T}(\mathbb{R}) \rightarrow \mathbb{R}\) is a product measurable and \(\mathbb{F}\)-adapted function such that there exists a probability measure \(\alpha\) defined on \([[-T, 0], B([-T, 0])]\) and a positive constant \(K\) satisfying \(|g(x_t) - g(x'_t)|^2 \leq K \int_{-T}^0 |x(t + u) - x'(t + u)|^2 \alpha(du)|

(A3) \(f : \Omega \times [0, T] \times L^2_{-T}(\mathbb{R}) \times L^\infty_{-T}(\mathbb{R}) \times L^2_{-T}(\mathbb{R}^n) \rightarrow \mathbb{R}\) is a product measurable and \(\mathbb{F}\)-adapted function such that there exists a probability measure \(\alpha\) defined on \([[-T, 0], B([-T, 0])]\) and a positive constant \(K\) satisfying for \(u_t = (x_t, y_t, z_t)\) and \(u'_t = (x'_t, y'_t, z'_t)\):

(i) \(|f(u_t) - f(u'_t)|^2 \leq K \int_{-T}^0 |u(t + v) - u'(t + v)|^2 \alpha(dv)|

(ii) For \(t < 0\), \(f(t, u_t) = 0\),

(iii) \(\mathbb{E} \left[ \int_0^T |f(t, 0)|^2 dt \right] < +\infty\).

**Remark 2.1.** (a) Assumption (A1)-(ii) and (A3)-(ii) allow us to take \((X^e(t), Y^e(t), Z^e(t)) = (X^e(0), Y^e(0), 0)\) for \(t < 0\), as a solution of (2.1).

(b) The quantity \(\phi(t, 0)\) in (A1)-(iii) should be understood as a value of the generator \(\phi\) at \(x_t = 0\).
Using Young’s inequality, we have

We then have:

For a fix

Using Hölder’s inequality, assumption \((A1)\) holds. For \(T\) or \(K\) small enough such that

\[ 8K e^{\max(1, T)} < 1, \]

there exists an unique adapted solution \((X^E, Y^E, Z^E)\) for equation \((2.1)\).

**Proof.** We refer the reader to the works of Delong and Imkeller [5] for the proof of existence solution of the backward BSDE appears in \((2.1)\).

Let us prove the existence result for the forward SDE one.

To prove the existence of a solution of the equation \((2.1)\), we follow the classical idea by constructing a Picard scheme and its convergence.

For a fix \(t_0\), let \(X^{E,0}(s) = 0, \forall s \in [0, t_0]\) and define recursively for \(n \in \mathbb{N}\) and \(s \in [0, t_0]\),

\[ X^{E,n+1}(s) = X + \int_0^s b(r, X^{E,n}_r) dr + \sqrt{\varepsilon} \int_0^s \sigma(r, X^{E,n}_r) dW(r). \tag{2.2} \]

We then have:

\[ X^{E,n+1}(s) - X^{E,n}(s) = \int_0^s [b(r, X^{E,n}_r) - b(r, X^{E,n-1}_r)] dr + \sqrt{\varepsilon} \int_0^s [\sigma(r, X^{E,n}_r) - \sigma(r, X^{E,n-1}_r)] dW(r). \]

Using Young’s inequality, we have

\[
\begin{align*}
\sup_{0 \leq s \leq t_0} |X^{E,n+1}(s) - X^{E,n}(s)|^2 & \leq 2 \sup_{0 \leq s \leq t_0} \left| \int_0^s [b(r, X^{E,n}_r) - b(r, X^{E,n-1}_r)] dr \right|^2 \\
& + 2 \sup_{0 \leq s \leq t_0} \left| \sqrt{\varepsilon} \int_0^s [\sigma(r, X^{E,n}_r) - \sigma(r, X^{E,n-1}_r)] dW(r) \right|^2.
\end{align*}
\tag{2.3}
\]

Using Holder’s inequality, assumption \((A1)\) and Fubini’s theorem respectively we have

\[
\begin{align*}
\mathbb{E} \left[ \sup_{0 \leq s \leq t_0} \left| \int_0^s [b(r, X^{E,n}_r) - b(r, X^{E,n-1}_r)] dr \right|^2 \right] & \leq 2T \mathbb{E} \left[ \int_0^0 |b(r, X^{E,n}_r) - b(r, X^{E,n-1}_r)|^2 dr \right] \\
& \leq 2TK \mathbb{E} \left[ \int_0^0 \int_{-T}^0 |X^{E,n}(r + u) - X^{E,n-1}(r + u)|^2 \alpha(du) dr \right] \\
& \leq 2TK \mathbb{E} \left[ \int_0^0 |X^{E,n}(r) - X^{E,n-1}(r)|^2 dr \right]. \tag{2.4}
\end{align*}
\]
On the other hand, using Doob’s inequality, assumption (A1) and Fubini’s theorem respectively we have

\[
I \mathbb{E} \left[ \sup_{0 \leq s \leq t_0} \left| \frac{\sqrt{\varepsilon}}{s} \int_0^s \left[ \sigma(r, X_{r,n}^\varepsilon) - \sigma(r, X_{r,n-1}^\varepsilon) \right] dW(r) \right|^2 \right] \\
\leq 4\varepsilon \mathbb{E} \left[ \int_0^{t_0} \left| \sigma(r, X_r^\varepsilon) - \sigma(r, X_r^{\varepsilon,n-1}) \right|^2 dr \right] \\
\leq 4K \varepsilon \mathbb{E} \left[ \int_0^{t_0} \int_{-T}^0 |X_r^{\varepsilon,n}(r + u) - X_r^{\varepsilon,n-1}(r + u)|^2 d\alpha(du) dr \right] \\
\leq 4K \varepsilon \mathbb{E} \left[ \int_0^{t_0} |X_r^{\varepsilon,n}(r) - X_r^{\varepsilon,n-1}(r)|^2 dr \right].
\] (2.5)

Taking expectation in (2.3) together with (2.4) and (2.5) we get

\[
I \mathbb{E} \left[ \sup_{0 \leq s \leq t_0} |X_{s,n+1}^\varepsilon(s) - X_{s,n}^\varepsilon(s)|^2 \right] \\
\leq 2K(T + 4\varepsilon) \mathbb{E} \left[ \int_0^{t_0} |X_r^{\varepsilon,n}(r) - X_r^{\varepsilon,n-1}(r)|^2 dr \right] \\
\leq 2Kt_0(T + 4\varepsilon) \mathbb{E} \left[ \sup_{0 \leq s \leq t_0} |X_{s,n}^\varepsilon(s) - X_{s,n-1}^\varepsilon(s)|^2 \right].
\]

By iteration method we obtain

\[
I \mathbb{E} \left[ \sup_{0 \leq s \leq t_0} |X_{s,n+1}^\varepsilon(s) - X_{s,n}^\varepsilon(s)|^2 \right] \\
\leq \left( 2Kt_0(T + 4\varepsilon) \right)^n \mathbb{E} \left[ \sup_{0 \leq s \leq t_0} |X_{s,n}^\varepsilon(s)|^2 \right].
\] (2.6)

Since it’s not difficult to prove that \(I \mathbb{E} \left[ \sup_{0 \leq s \leq t_0} |X_{s,n}^\varepsilon(s)|^2 \right] < +\infty \) for all \(n\). In this fact, taking \(t_0 \in [0, T]\) such that \(2Kt_0(T + 4\varepsilon) < 1\), it follows from (2.6) that \(\{X_{s,n}^\varepsilon(t), 0 \leq t \leq t_0\}_{n \in \mathbb{N}}\) is a Cauchy’s sequence on \(S^2(\mathbb{R})\). Therefore there exists a process \((X_{s}^\varepsilon(t))_{0 \leq t \leq t_0}\) limit of \(\{X_{s,n}^\varepsilon(t), 0 \leq t \leq t_0\}_{n \in \mathbb{N}}\) in \(S^2(\mathbb{R})\).

By passing to the limit in (2.2) we obtain

\[
X_{s}^\varepsilon(t) = x + \int_0^t b(s, X_s^\varepsilon) ds + \sqrt{\varepsilon} \int_0^t \sigma(s, X_s^\varepsilon) dW(s) ; 0 \leq t \leq t_0.
\]
If $t_0 = T$ the proof of existence is complete. But if $t_0 \neq T$ we need to prove an existence result of forward SDE

$$X^\varepsilon(t) = X^\varepsilon(t_0) + \int_{t_0}^{t} b(s, X^\varepsilon_s)ds + \sqrt{\varepsilon} \int_{t_0}^{t} \sigma(s, X^\varepsilon_s) dW(s) ; t_0 \leq t \leq T.$$  \hspace{1cm} (2.7)

Using the same method as above, we can find a $t_1$ such that $2K(t_1 - t_0)(T + 4\varepsilon) < 1$ and there exist a process $(X^\varepsilon(t))_{t_0 \leq t \leq t_1}$ solution of the forward SDE of (2.7). If $t_1 = T$ the proof is finish. Otherwise, we repeat the above processes. Thus we get a sequence $(t_i)_{i \geq 0}$ such that $0 < t_0 < t_1 < \ldots < t_p \leq T$. One can find $p \in \mathbb{N}$ (for exemple $p = [2KT(T + 4\varepsilon)] + 1$) such that $t_p = T$ and $2K(T - t_{p-1})(T + 4\varepsilon) < 1$. Finally we obtain the existence result for the forward SDE of (2.1) on the time interval $[0, T]$.

For the uniqueness result, let consider $X^\varepsilon, 1$ and $X^\varepsilon, 2$ two solutions of the forward SDE of (2.1). It follows by the same computation used in the proof of existence that: for all $s \in [0, T]$

$$\mathbb{E} \left[ |X^\varepsilon, 1(s) - X^\varepsilon, 2(s)|^2 \right] \leq 2KT(T + 4\varepsilon)\mathbb{E} \left[ \int_0^T |X^\varepsilon, 1(r) - X^\varepsilon, 2(r)|^2 dr \right].$$

We end by using Gronwall’s Lemma and obtain $X^\varepsilon, 1 = X^\varepsilon, 2$ a.s.

Let us end this section deriving the following needed result.

**Lemma 2.1.** Assume that (A1) and (A2) hold. Then we have

$$\mathbb{E} \left[ \sup_{0 \leq s \leq T} |X^\varepsilon(s)|^2 \right] \leq C_2(1 + |x|^2),$$

$$\mathbb{E} \left[ \sup_{0 \leq s \leq T} |Y^\varepsilon(s)|^2 \right] \leq C_2(1 + |x|^2),$$

$$\mathbb{E} \left[ \int_0^T |Z^\varepsilon(s)|^2 ds \right] \leq C_2(1 + |x|^2),$$

\hspace{1cm} (2.8)

where $C_2$ is a positive constant independent of $\varepsilon$ and $t$.
Lemma 2.2. Assume that (A1) and (A2) hold. Pick $0 < \varepsilon_2 < \varepsilon_1 < 1$. Then we have

\[
\begin{align*}
(i) \quad & \mathbb{E} \left( \sup_{0 \leq s \leq T} |X^{\varepsilon_1}(s) - X^{\varepsilon_2}(s)|^2 \right) \leq C(\sqrt{\varepsilon_1} - \sqrt{\varepsilon_2})^2 \\
(ii) \quad & \mathbb{E} \left( \sup_{0 \leq s \leq T} |Y^{\varepsilon_1}(s) - Y^{\varepsilon_2}(s)|^2 \right) \leq C(\sqrt{\varepsilon_1} - \sqrt{\varepsilon_2})^2 \\
(iii) \quad & \mathbb{E} \left( \int_0^T |Z^{\varepsilon_1}(s) - Z^{\varepsilon_2}(s)|^2 ds \right) \leq C(\sqrt{\varepsilon_1} - \sqrt{\varepsilon_2})^2
\end{align*}
\]

where $C$ is a constant independent of $\varepsilon$ and $T$.

**Proof.** It’s not difficult to prove that (ii) and (iii) follow from (i). Indeed, one can show that there exists a constant $C > 0$ such that

\[
\mathbb{E} \left( \sup_{0 \leq s \leq T} e^{\beta s} |X^{\varepsilon_1}(s) - X^{\varepsilon_2}(s)|^2 + \int_0^T e^{\beta s} |Z^{\varepsilon_1}(s) - Z^{\varepsilon_2}(s)|^2 ds \right) \leq C \mathbb{E} \left( \sup_{0 \leq s \leq T} e^{\beta s} |X^{\varepsilon_1}(s) - X^{\varepsilon_2}(s)|^2 \right).
\]

Therefore we need to prove only (i). For this let us set $\Delta X(s) = X^{\varepsilon_1}(s) - X^{\varepsilon_2}(s)$ and denote $C$ a positive constant independent of $T$ and $\varepsilon$ which make vary line to line. Applying Itô formula to $|\Delta X(s)|^2$ together with assumption (A1), Fubini’s theorem and Gronwall’s lemma we get

\[
\mathbb{E} \left( |\Delta X(s)|^2 \right) \leq 2 \mathbb{E} \left[ \int_0^s |\Delta X(r)|^2 dr \right] + K(2 + \varepsilon_1) \mathbb{E} \left[ \int_{-T}^0 |\Delta X(r+u)|^2 dr \alpha(du) \right] \\
+ 2K(\sqrt{\varepsilon_1} - \sqrt{\varepsilon_2})^2 \mathbb{E} \left[ \int_{-T}^0 \int_0^s |X(r+u)|^2 dr \sigma(du) \right] \\
+ 2(\sqrt{\varepsilon_1} - \sqrt{\varepsilon_2})^2 \mathbb{E} \left[ \int_0^s |\sigma(r,0)|^2 dr \right] \\
\leq (2 + K(2 + \varepsilon_1)) \mathbb{E} \left[ \int_0^s |\Delta X(r)|^2 dr \right] + C(\sqrt{\varepsilon_1} - \sqrt{\varepsilon_2})^2 \\
\leq C(\sqrt{\varepsilon_1} - \sqrt{\varepsilon_2})^2
\]

(2.10)

Using again Itô formula to $|\Delta X(s)|^2$ and taking the supremum, it follows from BDG inequality and (2.10) that

\[
\mathbb{E} \left( \sup_{0 \leq s \leq T} |\Delta X(s)|^2 \right) \leq C(\sqrt{\varepsilon_1} - \sqrt{\varepsilon_2})^2.
\]
Now consider the following deterministic equations

\[
X(s) = x + \int_0^s b(r, X_r)dr \\
Y(s) = g(X_T) + \int_s^T f(r, X_r, Y_r, 0)dr.
\]  

(2.11)

Remark 2.2. If \( \varepsilon = 0 \) then (2.1) becomes (2.11).

In view of assumptions (A1)-(A3) and Lemma (2.2) we have:

Proposition 2.2. Assume that (A1) and (A2) hold, then there exists a unique solution \((X, Y)\) for equation (2.11).

3 Main results

3.1 Convergence of distributions

Theorem 3.1. Under the assumptions (A1)-(A3), we have the following results let \((X^\varepsilon, Y^\varepsilon, Z^\varepsilon), (X, Y)\) be respectively the unique solution of (2.1) and (2.11):

(i) For all \( \delta > 0 \)

\[
\lim_{\varepsilon \to 0} \mathbb{P} \left( \sup_{0 \leq s \leq T} |X^\varepsilon(s) - X(s)| > \delta \right) = 0.
\]

(3.1)

(ii) Let \( Q^\varepsilon \) be the probability measure on \( D(\mathbb{R}^n) \) defined by \( Q^\varepsilon(A) = \mathbb{P} \left( (Y^\varepsilon(.))^{-1}(A) \right) \).

Then there exists a subsequence \( Q^{\varepsilon_n} \) of \( Q^\varepsilon \) and a probability law \( Q \) on \( D(\mathbb{R}^n) \) such that \( Q^{\varepsilon_n} \) converges weakly in the Meyer-Zheng topology to \( Q \) as \( n \to +\infty \).

Proof.

\[
|X^\varepsilon(s) - X(s)| \leq \int_0^s |b(r, X^\varepsilon_r) - b(r, X_r)|dr + \sqrt{\varepsilon} \int_0^s \sigma(r, X^\varepsilon_r)dW(r)
\]

\[
\sup_{0 \leq s \leq T} |X^\varepsilon(s) - X(s)| \leq \sup_{0 \leq s \leq T} \int_0^s |b(r, X^\varepsilon_r) - b(r, X_r)|dr + \sqrt{\varepsilon} \sup_{0 \leq s \leq T} \int_0^s \sigma(r, X^\varepsilon_r)dW(r)
\]
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\[ \mathbb{P} \left( \sup_{0 \leq s \leq T} |X^\varepsilon(s) - X(s)| > \delta \right) \leq \mathbb{P} \left( \left| \int_0^T [b(r, X^\varepsilon_r) - b(r, X_r)] dr \right| > \frac{\delta}{2} \right) + \mathbb{P} \left( \sqrt{\varepsilon} \sup_{0 \leq s \leq T} \left| \int_0^T \sigma(r, X^\varepsilon_r) dw(r) \right| > \frac{\delta}{2} \right) \] (3.2)

\[ \mathbb{P} \left( \left| \int_0^T [b(r, X^\varepsilon_r) - b(r, X_r)] dr \right| > \frac{\delta}{2} \right) \leq \frac{4}{\delta^2} \mathbb{E}\left[ \left( \int_0^T b(r, X^\varepsilon_r) - b(r, X_r) dr \right)^2 \right] \leq \frac{4K}{\delta^2} \mathbb{E}\left[ \int_0^T |X^\varepsilon(r) - X(r)|^2 dr \right] \leq C \times \mathbb{E}\left[ \sup_{0 \leq s \leq T} |X^\varepsilon(r) - X(r)|^2 \right] \leq C \varepsilon. \] (3.3)

\[ \mathbb{P} \left( \sqrt{\varepsilon} \sup_{0 \leq s \leq T} \left| \int_0^T \sigma(r, X^\varepsilon_r) dw(r) \right| > \frac{\delta}{2} \right) \leq \frac{4\varepsilon}{\delta^2} \mathbb{E}\left[ \sup_{0 \leq s \leq T} \left| \int_0^T \sigma(r, X^\varepsilon_r) dW(r) \right|^2 \right] \leq \frac{4\varepsilon}{\delta^2} \mathbb{E}\left[ \left( \int_0^T \sigma(r, X^\varepsilon_r) dW(r) \right)^2 \right] \leq \frac{4\varepsilon}{\delta^2} \times K \mathbb{E}\left[ \int_0^T |\sigma(r, X^\varepsilon_r)|^2 dr \right] + \frac{4\varepsilon}{\delta^2} \times \mathbb{E}\left[ \int_0^T |\sigma(r, 0)|^2 dr \right] \leq C \varepsilon. \] (3.4)

Combining (3.3) and (3.4) with (3.2) we have

\[ \mathbb{P} \left( \sup_{0 \leq s \leq T} |X^\varepsilon(s) - X(s)| > \delta \right) \leq C \varepsilon. \]

which end the proof of (i).
For a given subdivision \( \pi:0 = t_0 < t_1 < \ldots < t_n = T \), we get

\[
V_T^\pi(Y^e)
\]

\[
= \mathbb{E}\left( \left| g(X_T^e) \right| \right) + \sum_{k=0}^{n-1} \mathbb{E}\left[ \mathbb{E}\left| Y^e(t_{k+1}) - Y^e(t_k) \right| \right] | \mathcal{F}_k |
\]

\[
= \mathbb{E}\left( \left| Y^e(t_0) \right| \right) + \sum_{k=0}^{n-1} \mathbb{E}\left[ \left| \mathbb{E}\left[ f(t_{k+1}) f(r, U^e_r) dr \right] \right| \right] | \mathcal{F}_k |
\]

\[
\leq \mathbb{E}\left( \left| g(X_T^e) - g(0) \right| + f(0) \right) + \sum_{k=0}^{n-1} \mathbb{E}\left[ f(t_{k+1}) f(r, U^e_r) - f(r, 0) \right] dr + \mathbb{E}\left[ f(t_{k+1}) f(r, 0) \right] dr
\]

Using assumptions (A1), we then have

\[
V_T^\pi(Y^e)
\]

\[
\leq \sqrt{K} \mathbb{E}\left[ \int_{-T}^{0} \left| X^e(T + u) \right| \alpha(du) \right] + |g(0)|
\]

\[
+ \sum_{k=0}^{n-1} \left( \sqrt{K} \mathbb{E}\left[ \int_{t_k}^{t_{k+1}} \int_{-T}^{0} \left| U^e(r + u) \right| \alpha(du) dr \right] + \mathbb{E}\left[ \int_{t_k}^{t_{k+1}} \left| f(r, 0) \right| dr \right] \right)
\]

\[
\leq \sqrt{K} \mathbb{E}\left[ \int_{-T}^{0} \left| X^e(T + u) \right| \alpha(du) \right] + |g(0)| + \mathbb{E}\left[ \int_{0}^{T} \left| f(r, 0) \right| dr \right]
\]

\[
+ \sqrt{K} \mathbb{E}\left[ \int_{0}^{T} \int_{-T}^{0} \left( \left| X^e(r + u) \right| + \left| Y^e(r + u) \right| + |Z^e(r + u)| \right) \alpha(du) dr \right]
\]

Applying Fubini’s theorem, changing the variable, taking the supremum and Jensen’s inequality, we have

\[
V_T^\pi(Y^e) \leq \sqrt{K} \mathbb{E}\left[ \sup_{0 \leq t \leq T} \left| X^e(t) \right| \right] + |g(0)| + \mathbb{E}\left[ \int_{0}^{T} \left| f(r, 0) \right| dr \right]
\]

\[
+ \sqrt{K} \mathbb{E}\left[ T \sup_{0 \leq t \leq T} \left| X^e(t) \right| + T \sup_{0 \leq t \leq T} \left| Y^e(t) \right| + \int_{0}^{T} \left| Z^e(r) \right| dr \right)
\]

\[
\leq C \max(1, T) \left[ 1 + \mathbb{E}\left[ \sup_{0 \leq t \leq T} \left| X^e(t) \right|^2 \right] + \sup_{0 \leq t \leq T} \left| Y^e(t) \right|^2 + \int_{0}^{T} \left| Z^e(r) \right|^2 dr \right]
\]

Finally, it follows from Lemma (2.1) that \( V_T(Y^e) = \sup_{\pi} V_T^\pi(Y^e) < \infty \).
Now since $D(\mathbb{R}^n)$ is a separable metric space, there exists a compact metric space $K$ such that $D(\mathbb{R}^n)$ is a subset of $K$. Note that $D(\mathbb{R}^n)$ is a Lusin space: for every embedding in a compact metric space $K$, $D(\mathbb{R}^n)$ is a Borel set in $K:D(\mathbb{R}^n) \in \mathcal{B}(K)$. On the compact metric space $K$ we define

$$\tilde{Q}^\varepsilon(A) = Q^\varepsilon(A \cap D(\mathbb{R}^n)), \ A \in \mathcal{B}(K).$$

Clearly, $A \cap D(\mathbb{R}^n)$ belongs to $\mathcal{B}(D(\mathbb{R}^n))D(\mathbb{R}^n)$, the last equality being true in view of Lemma 3.2. The set of probability measures on the compact metric space $K$ is compact for the weak convergence. Hence, we can choose a subsequence also denoted $(\varepsilon_n)_{n \geq 1}$, and a probability measure $\tilde{Q}$ on $K$ such that

$$\tilde{Q}^\varepsilon_n \to^w \tilde{Q} \text{ on } K.$$

We now show that

$$\tilde{Q}(D(\mathbb{R}^n)) = 1.$$

We notice that $\tilde{Q}^\varepsilon$ is the distribution of $Y^\varepsilon$ considered as a random variable with values in $(K, \mathcal{B}(K))$. Furthermore, by proposition 3.1, we know that, possibly along a subsequence, $\tilde{Q}^\varepsilon_n$ converges weakly to a probability law $Q^* \in \mathcal{M}(D(\mathbb{R}^n))$. The uniqueness of the weak limit implies that

$$Q^*(A) = \tilde{Q}(A), \ \forall \ A \in \mathcal{B}(D(\mathbb{R}^n)).$$

In particular,

$$1 = Q^*(D(\mathbb{R}^n)) = \tilde{Q}(D(\mathbb{R}^n)).$$

The proof is complete.

3.2 Convergence almost surely

Theorem 3.2. Under the assumptions (A1)-(A3), $(X^\varepsilon(s), Y^\varepsilon(s), Z^\varepsilon(s))_{0 \leq s \leq T}$ solution of (2.1) converge in $\left(S^2(\mathbb{R}) \times S^2(\mathbb{R}) \times H^2(\mathbb{R}^n)\right)$ to $(X(s), Y(s), 0)_{0 \leq s \leq T}$ solution of (2.11), when $\varepsilon \to 0$.

Proof. According Lemma 2.2, $(X^\varepsilon(s), Y^\varepsilon(s), Z^\varepsilon(s))_{0 \leq s \leq T}$ form a Cauchy sequence and therefore converges in $\left(S^2(\mathbb{R}) \times S^2(\mathbb{R}) \times H^2(\mathbb{R}^n)\right)$. 
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Let \((X(s), Y(s), Z(s))_{0 \leq s \leq T}\) be its limit. It remain to prove that \((X(s), Y(s), Z(s))_{0 \leq s \leq T}\) is a unique solution of (2.11) such that \(Z = 0\).

Since \(X\) is a limit of \(X^\varepsilon\) in \(S^2(\mathbb{R})\), there exists a subsequence \(X^\varepsilon_n\) converging almost surely to \(X\). Moreover as \(b\) is continuous, we obtain by passing in the limit of the forward component of (2.1) that \(X\) satisfies this equation.

\[
X(s) = x + \int_0^s b(r, X_r)dr.
\]

On other hand, recalling that \((Y, Z)\) is a limit of \((Y^\varepsilon, Z^\varepsilon)\) in \(\left(S^2(\mathbb{R}) \times \mathcal{H}^2(\mathbb{R}^n)\right)\), there also exists a subsequence \((Y^\varepsilon_n, Z^\varepsilon_n)\) converging almost surely to \((Y, Z)\) and

\[
\int_s^T Z^\varepsilon_n(r)dW(r) \to 0, \quad \mathbb{P} - a.s.
\]

Therefore \(Z = 0\) and passing to the limit in the backward component of (2.1), it follows from the continuity of \(g\) and \(f\) that \(Y\) satisfies equation

\[
Y(s) = g(X_T) + \int_s^T f(r, X_r, Y_r, 0)dr.
\]

\[\square\]

3.3 Large deviation principle

Let \((X^\varepsilon, Y^\varepsilon, Z^\varepsilon)_{\varepsilon \in (0,1]}\) be the solution of the following equation:

\[
X^\varepsilon(s) = x + \int_0^s b(r, X^\varepsilon_r)dr + \sqrt{\varepsilon} \int_0^s \sigma(r, X^\varepsilon_r)dW(r) \quad (3.5)
\]

\[
Y^\varepsilon(s) = g(X^\varepsilon_T) + \int_s^T f(r, X^\varepsilon_r, Y^\varepsilon_r, Z^\varepsilon_r)dr - \int_s^T Z^\varepsilon(r)dW(r). \quad (3.6)
\]

In this subsection, we study the Freidlin-Wentzell’s large deviation principle for the laws of the family of processes \((X^\varepsilon, Y^\varepsilon)_{\varepsilon \in (0,1]}\) as \(\varepsilon \to 0\).

In this fact, let us recall the following definitions.

**Definition 3.1.** If \(E\) is a complete separable metric space, then a function \(I\) defined on \(E\) is called a rate function if it has the following properties:

(i) \(I : E \to [0, +\infty]\), \(I\) is lower semicontinuous
(ii) If \(0 \leq a \leq +\infty\) then \(C_y(a) = \{y \in E, \ I(y) \leq a\}\) is compact.

**Definition 3.2.** If \(E\) is a complete separable metric space, \(\mathcal{B}\) is the Borel \(\sigma\)-field on \(E\), \(\{\mu_\varepsilon : \varepsilon > 0\}\), is a family of probability measures on \((E, \mathcal{B})\), and \(I\) is a function defined on \(E\) and satisfying (i)-(ii), then we say that \((\mu_\varepsilon)_{\varepsilon > 0}\) satisfies a large deviation principle with rate \(I\) if:

(a) For every open subset \(A\) of \(E\), \(\liminf_{\varepsilon \to 0} \varepsilon \log \mu_\varepsilon(A) \geq -\inf_{g \in A} I(g)\)

(b) For every closed subset \(A\) of \(E\), \(\limsup_{\varepsilon \to 0} \varepsilon \log \mu_\varepsilon(A) \leq -\inf_{g \in A} I(g)\).

Here the infimum over the empty set is defined to be \(+\infty\).

Firstly, let us recall the Large Deviation Principle due to Manga and Aman in [1], for forward SDE (3.5).

**Proposition 3.1.** Assume \((A1)\) hold. Then the family of processes \((X_\varepsilon)_{0<\varepsilon \leq 1}\) solution of (3.5) satisfies, as \(\varepsilon\) tends to 0, the Laplace principle (equivalently, the Large Deviation Principle) in \(C_x([-T, T], \mathbb{R})\) with a rate function \(I_1\) defined by

\[
I_1(\phi) = \begin{cases} 
\inf \left\{ \frac{1}{2} \int_0^T \|\psi(t)\|^2 dt : \phi'(s) = b(s, \phi(s)) + \sigma(s, \phi(s))\psi(s) \right\}, & \psi \in L^2([0, T], \mathbb{R}) \\
0 & \text{otherwise,}
\end{cases}
\]

where \(C_x([-T, T], \mathbb{R})\) design the space of continuous functions \(\phi\) from \([-T, T]\) to \(\mathbb{R}\) such that \(\phi(t) = x\) for all \(t \in [-T, 0]\).

To establish the large deviation property for the family of the processes \((Y_\varepsilon)_{0<\varepsilon \leq 1}\) we need this important result, due to Dembo and Zeitouni in [?], which allow to transfer LPD from some topology space to an other one.

**Lemma 3.1.** Let \(\{\mu_\varepsilon\}\) be a family of probability measures that satisfies Large Deviation Principle with a good rate function \(I\) on a Hausdorff topological space \(S\), and for \(0 < \varepsilon \leq 1\), let \(F_\varepsilon : S \to Q\) be a continuous function, with \((Q, d)\) a metric space. Assume that there exists a measurable map \(F : S \to Q\) such that for every \(\alpha < +\infty\),

\[
\limsup_{\varepsilon \to 0} \sup_{\{x : I(x) \leq \alpha\}} d(F_\varepsilon(x), F(x)) = 0.
\]

Then the family of the probability measures \(\{\mu_\varepsilon \circ F_\varepsilon^{-1}\}\) satisfy the LDP in \(Q\) with the good rate function

\[
I'(y) = \inf \{I(x) : y = F(x)\}.
\]
Theorem 3.3. Assume (A1)-(A3) hold. Then, the family \((Y^\varepsilon)_{0<\varepsilon\leq 1}\) satisfies, as \(\varepsilon\) tends to 0, a large deviation principle with a rate function

\[
I_2(\phi) = \inf \{ I_1(\phi) : F(\phi)(s) = \phi(s) = Y^{\varepsilon}(s) \},
\]

where \(F : C([-T,T],\mathbb{R}) \to C([-T,T],\mathbb{R})\) defined by \(F(\psi)(s) = Y^\psi(s)\) with \(Y^\psi\) satisfies

\[
Y^\psi(s) = g(\psi_T) + \int_s^T f(r,\psi_r,\psi'_r,0)dr.
\]

Proof. Let consider \(F_\varepsilon : C([-T,T],\mathbb{R}) \to C([-T,T],\mathbb{R})\) defined by: for all \(\psi = X^\varepsilon(\omega)\), \(F_\varepsilon(\psi) = Y^\varepsilon(\omega)\) where \(Y^\varepsilon\) satisfies (3.6). According to Lemma 3.1 it suffices to prove that \(F_\varepsilon\) is continuous and converge uniformly to \(F\). The continuity follows in view of this inequality

\[
\sup_{s \in [0,T]} |F_\varepsilon(\phi)(s) - F_\varepsilon(\phi')(s)| = \sup_{s \in [0,T]} |Y^\varepsilon(\omega_1)(s) - Y^\varepsilon(\omega_2)(s)| \leq \sup_{s \in [0,T]} |\phi(s) - \phi'(s)|.
\]

Let now show the uniform convergence of the mapping \(F^\varepsilon\). Consider \(\mathcal{K}\) a compact set of \(C([-T,T],\mathbb{R})\). It follows from definition of \(F^\varepsilon\) and \(F\), and Lemma 2.2 that:

\[
\sup_{\psi \in \mathcal{K}} |F_\varepsilon(\psi) - F(\psi)|^2 = \sup_{\psi \in \mathcal{K}} \sup_{s \in [0,T]} |F_\varepsilon(\psi)(s) - F(\psi)(s)|^2 \\
\leq \sup_{\psi \in \mathcal{K}} \sup_{s \in [0,T]} |Y^\varepsilon(\omega)(s) - Y(\omega)(s)|^2 \\
\leq C\varepsilon.
\]

Letting \(\varepsilon\) tends to 0 we get the uniform convergence. \(\square\)
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