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Abstract

In the classical optimal stopping problem, a player is given a sequence of random variables \(X_1, \ldots, X_n\) with known distributions. After observing the realization of \(X_i\), the player can either accept the observed reward from \(X_i\) and stop, or reject the observed reward from \(X_i\) and continue to observe the next variable \(X_{i+1}\) in the sequence. Under any fixed ordering of the random variables, an optimal stopping policy, one that maximizes the player’s expected reward, is given by the solution of a simple dynamic program. In this paper, we investigate the relatively less studied question of selecting the order in which the random variables should be observed so as to maximize the expected reward at the stopping time. To demonstrate the benefits of order selection, we prove a novel prophet inequality showing that, when the support of each random variable has size at most 2, the optimal ordering can achieve an expected reward that is within a factor of \(\frac{1}{2.25}\) of the expected hindsight maximum; this is an improvement over the corresponding factor of 2 for the worst-case ordering. We also provide a simple \(O(n^2)\) algorithm for finding an optimal ordering in this case. Perhaps surprisingly, we demonstrate that a slightly more general case—each random variable \(X_i\) is restricted to have 3-point support of form \(\{0, m_i, 1\}\)—is NP-hard, and provide an FPTAS for that case.

1 Introduction

Consider a player who can probe a sequence of \(n\) independent random variables \(X_1, \ldots, X_n\) with known distributions. After observing (the realized value of) \(X_i\), the player needs to decide whether to stop and earn reward \(X_i\), or reject the reward and probe the next variable \(X_{i+1}\). The goal is to maximize the expected reward at the stopping time. This is an instance of the optimal stopping problem, which is a fundamental problem studied from many different aspects in mathematics, statistics, and computer science, and has found a wide variety of applications in sequential decision making and mechanism design.

When the order in which the random variables \(X_1, \ldots, X_n\) are probed is fixed, the optimal stopping strategy can be found by solving a simple dynamic program. Under this strategy, at every step \(i\), the player would compare the realized value of the current random variable \(X_i\) to the expected reward (under the optimal strategy for the remaining subproblem) from the remaining variables \(X_{i+1}, \ldots, X_n\), and stop if the former is greater than the latter. The celebrated prophet inequalities compare the expected reward of the optimal stopping strategy to \(E[\max(X_1, X_2, \ldots, X_n)]\), where the latter can be interpreted as the expected reward of a prophet who can foresee (or ‘prophesize’) the values of all random variables in advance and therefore always stops at the random variable with maximum value.

A seminal result of Krengel and Sucheston [19] upper bounds the ratio of the prophet’s expected reward and that of an optimal stopping strategy by 2, for an arbitrary sequence of \(n\) random variables. Furthermore, they show that this bound is tight even for \(n = 2\). Surprisingly, Samuel-Cahn [24] shows that we can achieve an approximation ratio of 2 using simpler stopping
strategies (rather than an optimal stopping strategy); subsequent work by Chawla et al. [4] and Kleinberg and Weinberg [18] identifies other stopping strategies that establish the same bound. Prophet inequalities have since been used to design simple, sequential, posted-price mechanisms that guarantee a constant fraction of the social welfare or revenue achievable by any mechanism (see e.g. [4, 13]).

In this paper, we focus on the relatively less studied question of optimizing the order in which the random variables should be probed. Specifically, besides choosing a stopping strategy, if the player is free to choose the order in which the random variables are probed, then which ordering would maximize the expected reward at the stopping time? This question is motivated both by practical considerations and theoretical observations about the optimal stopping problem.

In practice, many decision-making settings allow the player such a choice of ordering. Consider for example, the problem of sequentially interviewing candidates for a position, which is often presented as a canonical example of the optimal stopping problem. Assuming that the decision of hire/no-hire needs to be made for each candidate immediately after the interview, the interviewer wants to stop interviewing on reaching the candidate with the highest quality. In such a setting, the interviewer may have the liberty to decide the ordering in which the candidates are invited for an interview. Intuitively, given statistical information about the quality of each candidate (based on their resume for example), some orderings of the candidates can make the decision problem easier and can ensure higher expected quality of the hired candidate. This study aims to formalize this intuition by studying the question of finding an optimal ordering, as well as quantifying the gains to the expected reward from this additional degree of freedom.

Some insights into the impact of ordering can be obtained by considering prophet inequalities. For an arbitrary ordering, the prophet inequality cannot be improved beyond the approximation factor of 2. On the other hand, a prophet inequality with a much improved factor of $\approx 1.342$ has been shown for i.i.d. random variables [1, 5]. This gap between the identical and the non-identical case can be closed through better ordering. An example is the study in [9] that showed prophet inequality with a factor of $\frac{e}{e-1} \approx 1.6$ for random ordering (and later beaten by [3]).

Optimal orderings have the potential to close this gap even further. Consider the special case when all distributions have supports on two or fewer points (hence-forth referred to as the 2-point case). For arbitrary ordering, the prophet inequality cannot be improved beyond the factor 2 even in this special case. Here is a simple example (similar to the example in [9]) that demonstrates this limitation. Let $X_1$ be a random variable that takes values $\{0, 1\}$, with probabilities $\{1 - \epsilon, \epsilon\}$ respectively, and $X_2$ takes value $\epsilon$ with probability 1. Then, the prophet’s expected reward is $E[\max(X_1, X_2)] = \epsilon + (1 - \epsilon)\epsilon = 2\epsilon - \epsilon^2$. However, for the ordering $(X_2, X_1)$, the reward earned by the player has an expected value $\epsilon$, whether or not $X_2$ is accepted, yielding only a 2-approximation.

On the other hand, for the ordering $(X_1, X_2)$, an expected reward the same as the prophet can be achieved by the following strategy: probe $X_1$, stop if $X_1 = 1$, otherwise probe $X_2$. Thus, in this example, the best ordering is better than the worst-case ordering by a factor of 2 and the best ordering attains the same value as the prophet. Furthermore, in this example, choosing a random ordering results in an expected reward of $\approx \frac{3}{2}\epsilon$; and therefore, the best ordering is better than random ordering by a factor of $4/3$.

These observations motivate our investigation into optimal orderings. Unfortunately, unlike the fixed ordering case, the problem of finding an optimal ordering for the optimal stopping problem cannot be solved by dynamic programming. This problem was studied by Gilat [11] and Hill & Hordijk [14, 17], who computed optimal orderings for some special cases. However, the problem is little understood in terms of computational complexity and tractable algorithms for general distributions. One difficulty in such a study is that the nature of this problem changes significantly depending on the type of distributions considered. For example, when distributions are Bernoulli
or exponential, the optimal ordering can even be found analytically ([14]), but, the problem is nontrivial even for uniform distributions.

In this work, we model the complexity of the distributions by the number of support points. We say that we have a problem instance with $k$-point distributions if each of the $n$ distributions has support on at most $k$ points. This characterization is motivated by the observation that many interesting examples of prophet inequalities and impact of ordering (some of which were discussed above) can be found by considering just 2-point distributions. Remarkably, finding the optimal ordering is nontrivial even in the 2-point case, although a tractable algorithm exists. Even more surprisingly, we show that for 3-point distributions, the problem is NP-hard. We provide an FPTAS for the case of 3-point distributions with support on $\{0, m_i, 1\}$ for some $m_i \in [0, 1]$. 

Out results are summarized as follows:

- **Optimal ordering for 2-point distributions (Theorem 1 in §3.1).** We show that there exists a simple quadratic time algorithm for finding an optimal ordering in the 2-point case.

- **New prophet inequality for 2-point distributions (Theorem 2 in §3.2).** We prove that given any set of variables with 2-point distributions, under the optimal ordering, the prophet inequality holds with a much improved factor of 1.25 as compared to 2 for an arbitrary ordering. And further, our prophet inequality is tight for 2-point distributions. This illustrates the significance of the ability to choose an ordering.

- **NP hardness for 3-point distributions (Theorem 3 in §4.1).** Through a reduction from the subset product problem, we show that the problem of finding an optimal ordering is NP-hard even when each random variable $X_i$ is restricted to be a 3-point distribution with support on $\{0, m_i, 1\}$ for some $m_i \in (0, 1)$.

- **FPTAS for 3-point distributions (Theorem 4 in §4.2).** We provide an FPTAS\(^1\) for the optimal ordering problem for the case when each random variable $X_i, i = 1, \ldots, n$ is a three-point distribution with support on $\{0, m_i, 1\}$ for some $m_i \in [0, 1]$.

1.1 Related Work

The optimal stopping problem considered here is similar in spirit to a well-studied—but substantially easier—variant called “Pandora’s problem” [25]. As in our model, there are $n$ random variables $X_1, X_2, \ldots, X_n$ with distributions is known to the decision maker. Also as in our model, the decision maker is free to probe any random variable at any stage. Unlike in our model, however, the decision maker is allowed to choose the value of any random variable that has been probed; and the feature that makes that problem non-trivial is that a random variable can be probed only at a (known) cost. Weitzman [25] constructs an “index” policy for that model and shows that such a policy is optimal; these indices are closely related to Gittins indices for the famous multi-armed bandit problem [12].

Our work builds on the large body of work, starting from the early work on the classical prophet inequality problem and on finding an optimal ordering for optimal stopping, to more recent work on the prophet secretary problem and variations. We briefly survey this literature and position our contributions in context.

**Optimal Ordering:** As mentioned earlier, the problem we consider was studied earlier by Hill [17] and Hill & Hordijk [14]. In [14], the authors provide simple ordering rules for some families of

\(^1\)Fully Polynomial Time Approximation Scheme
random variables; this includes the case when every random variable $X_i$ is uniformly distributed between 0 and some positive number $\alpha_i$, and some specific two-point cases. Our result on general two-point distributions requires significantly more work, and will reduce to their results in the specific case. More importantly, these earlier papers [17, 14] also give examples for which simple rules of thumb—ordering based on mean or variance; stochastic ordering, assuming the variables are all stochastically ordered—do not work. Our NP-hardness result suggests that such heuristic rules are unlikely to be optimal.

**Prophet Inequalities:** The work of Krengel and Sucheston [19] generated a lot of interest in developing prophet inequalities and in obtaining simpler proofs; an important contribution is the work of Samuel-Cahn [21], who provided a simple rule that achieves the same approximation ratio. A good summary of this early work on classic prophet inequalities is the survey of Hill and Kertz [15]. The work of Hajiaghayi et al. [13] and Chawla et al. [4] led to several novel applications of these ideas in designing mechanisms with provably good guarantees on social welfare and revenue. Since these papers, the community has generalized and extended the classical model to richer feasibility domains [18, 10, 22, 23, 2, 8, 7]. A good overview of this line of work is the survey paper of Lucier [20].

**Prophet Secretary Problem:** In addition to extending the classical prophet inequality, researchers have also developed new models to better understand the role of the various assumptions of the basic model. As an example, one can ask if the approximation ratio can be improved if the order in which the random variables are drawn is itself chosen uniformly at random. This model, dubbed the *prophet secretary* problem, has been explored actively since its introduction by Esfandiari et al. [9], who showed that an improved approximation ratio of $e/(e - 1) \approx 1.58$ can be achieved. They achieved this by using a sequence of non-increasing thresholds on the random variables: in such a policy, we accept the $j$th random variable if its value exceeds the threshold $T_j$, regardless of the identity of the random variable being observed. Subsequent work by Correa et al. [5] showed that the same result can be achieved by threshold policies in which the thresholds depend only on the random variable being observed, but independent of when it is observed. Somewhat surprisingly, in very recent work, Ehsani et al. [8] show that one can recover this bound using a *single* threshold combined with a carefully chosen (randomized) tie-breaking rule. That the bound of $e/(e - 1) \approx 1.58$ is not optimal has been demonstrated in a series of papers, first by Azar et al. [3] to approximately 1.576 and then by Correa et al. [6] to approximately 1.503. Interestingly, Correa et al. [6] also prove an upper bound of $(\sqrt{3} + 1)/2 \approx 1.366$ on the approximation ratio achievable by any algorithm, even for the case of 2-point distributions.

**Order Selection:** A few recent papers address the order selection version of the prophet inequality problem as well. The focus is not on finding an optimal ordering of the random variables, but on establishing (improved) bounds on the performance of an optimal ordering relative to that of a prophet. For example, Yan [26] proves a bound of $e/(e - 1)$ for this problem. Note that any bound on the prophet secretary problem automatically carries over to this case; the current best bounds for the order selection variant, however, are not any better. Interestingly, this is not true for 2-point distributions: our approximation ratio of 1.25 for the case of 2-point distributions cannot be achieved for the prophet secretary version of the problem, given the recent lower bound of Correa et al. [6].

**IID Instances:** We close by mentioning the recent developments on prophet inequalities for the case in which all the random variables are drawn from the same distribution. Note that order
The following additional notation will be useful in proofs: for any sequence of random variables, any reward, then the game stops automatically, and the stopping time is defined as \( \tau \) stops and accepts reward \( X \). The optimal expected reward for the subsequence \( X \) is smaller than the worst-case bound for the prophet secretary model, we now know a separation between these two models. Interestingly, we do not know if the worst-case instances for the order selection version of the problem are i.i.d. instances.

2 Preliminaries

Let \( X_1, \ldots, X_n \) be random variables with (known) distributions \( D_1, \ldots, D_n \) respectively. An ordering is defined by a permutation \( \sigma \) of indices \( \{1, \ldots, n\} \).

The optimal stopping problem under a fixed ordering \( \sigma \) is defined as follows. At each time step \( t = 1, \ldots, n \), a player first observes the value of \( X_{\sigma(t)} \), generated independently from distribution \( D_{\sigma(t)} \). Then, the player can either decide to stop and accept reward \( X_{\sigma(t)} \); or reject \( X_{\sigma(t)} \) and continue to round \( t + 1 \). The stopping time \( \tau \) is defined as the time step \( t \) at which the player stops and accepts reward \( X_{\sigma(t)} \). If the player reaches the end of the sequence without accepting any reward, then the game stops automatically, and the stopping time is defined as \( \tau = n + 1 \) with reward \( X_{\tau} := 0 \). The goal is to maximize the expected reward \( E[X_\tau] \) at the stopping time \( \tau \), where the expectation is taken both over the stopping time (which may depend on the random instantiations of the past \( X_{\sigma(t)}, t = 1, \ldots, \tau - 1 \)) and the distribution of \( X_{\tau} \). We denote the expected reward at optimal stopping time as \( V_\sigma \). That is,

\[
V_\sigma := E[X_{\tau^*}]
\]

where \( \tau^* \) is the stopping time given by the optimal stopping rule.

It is easy to see that, due to the optimal substructure property in this problem, the optimal stopping rule is defined by a simple Dynamic Program (DP). Specifically, let \( V_\sigma(j) \) denote the optimal expected reward for the subsequence \( X_{\sigma(j)}, \ldots, X_{\sigma(n)} \), so that \( V_\sigma := V_\sigma(1) \). Then, for \( j = 1, \ldots, n \)

\[
V_\sigma(j) = E[\max(X_{\sigma(j)}, V_\sigma(j + 1))], \quad \text{with} \quad V_\sigma(n + 1) := 0.
\]

The following additional notation will be useful in proofs: for any sequence of random variables, say \( S := (X_1, \ldots, X_n) \), we define \( V(X_1, \ldots, X_n) \) as

\[
V(X_1, \ldots, X_n) := E[\max(X_1, E[\max(X_2, \ldots, E[\max(X_{n-1}, E[\max(X_n, 0)]) \cdots )])])]
\]

Sometimes, for simplicity, we will write \( V(S) \) instead of \( V(X_1, \ldots, X_n) \). Furthermore, if \( S = (X_1, \ldots, X_k) \) and \( T = (X_{k+1}, \ldots, X_m) \) are two disjoint sequences of random variables, then let \( V(S, T) := V(X_1, \ldots, X_m) \). For any ordering \( \sigma \),

\[
V_\sigma(j) = V(X_{\sigma(j)}, \ldots, X_{\sigma(n)}) = V(X_{\sigma(j)}, \ldots, X_{\sigma(i)}, V_\sigma(i + 1))
\]

for any \( j < i < n \).

Given the above DP equations, the values \( V_\sigma(1), \ldots, V_\sigma(n) \) can be calculated by backward induction. Then, the optimal stopping policy is defined as follows: at any time step \( t \), compare the realized value of the random variable \( X_{\sigma(t)} \) to \( V_\sigma(t + 1) \); if this realized value is at least \( V_\sigma(t + 1) \),
stop and accept the reward; otherwise, if \( t < n \), continue to probe \( X_{\sigma(t+1)} \).

**Definition 2.1** (Optimal ordering for optimal stopping problem). For any given ordering \( \sigma \) of \( n \) random variables \( X_1, \ldots, X_n \), let \( V_\sigma \) be the expected value at the optimal stopping time as defined in (1). We define the problem of optimal ordering for optimal stopping as the problem of choosing an ordering \( \sigma \) that maximizes \( V_\sigma \); i.e., the problem of finding

\[
\sigma^* = \arg \max_\sigma V_\sigma.
\] (6)

Note that our definition of the optimal ordering problem is restricted to finding an optimal static ordering. In other words, the ordering of all the random variables is decided in advance based only on the distributions. In particular, the observed values of the random variables examined up to a particular stage are not used to dynamically change the ordering of the remaining variables. In fact, Hill [17, Theorem 3.11] proves that there is always a static ordering of the variables that is optimal.

**k-point distributions.** In this paper, we study computational hardness and present algorithmic methods for the optimal ordering problem. We investigate the complexity of this problem for the case when the distributions have a finite \( k \)-point support. Specifically, we consider two-point and three-point distributions.

**Definition 2.2** (Two-point distributions). A random variable \( X_i \) with a two-point distribution is defined by three parameters \( a_i, b_i, p_i \), and takes value

\[
X_i = \begin{cases} 
  a_i, & \text{w.p. } 1 - p_i, \\
  b_i, & \text{w.p. } p_i.
\end{cases}
\]

Here, \( a_i \leq b_i \) are referred to as the left and the right end-point.

**Definition 2.3** (Three-point distributions). A random variable \( X_i \) with a three-point distribution is defined by five parameters \( a_i, m_i, b_i, p_i, q_i \), and takes value

\[
X_i = \begin{cases} 
  a_i, & \text{w.p. } 1 - p_i - q_i, \\
  m_i, & \text{w.p. } p_i, \\
  b_i, & \text{w.p. } q_i.
\end{cases}
\]

Here, \( a_i \leq m_i \leq b_i \), are referred to as the left end-point, the middle point, and the right end-point of the support, respectively.

### 3 Ordering two-point distributions

In this section, we investigate optimal ordering and its significance for the case when all random variables \( X_i, i = 1, \ldots, n \) have two point distributions as defined in Definition 2.2. Recall that under two point distribution, a random variable \( X_i \) can take two possible values \( \{a_i, b_i\} \) (w.l.o.g. \( a_i \leq b_i \)), with probability of the left end-point \( a_i \) and the right end-point \( b_i \) being \( 1 - p_i \) and \( p_i \), respectively.

Our first result is the design of a simple and efficient algorithm for finding an optimal ordering in this case. Next, to illustrate the significance of being able to choose an ordering in this case, we prove a prophet inequality with an improved factor of 1.25 for optimal ordering, as compared to the
factor of 2 for the worst-case ordering. We also show that this bound is tight, i.e., there exist two-point distributions under which even an optimal ordering cannot achieve an approximation ratio better than 1.25 relative to the reward of the prophet. Thus, the stopping problem is non-trivial for two-point distributions.

We mention that the optimal order for several specific cases of two-point distributions were proven in Theorem 4.6 in [14]. Specifically, they prove the optimal order for the following families of random variables is by decreasing $\alpha$, where $\alpha$ is defined in one of the following ways: (1) $X_{\alpha_i}$ is a Bernoulli random variable with parameter $\alpha_i \in [0, 1]$; (2) $X_{\alpha_i}$ is equally likely to be $\alpha_i$ or $-\alpha_i$; (3) $X_{\alpha_i}$ is $\alpha_i$ with probability $1/\alpha_i$ and 0 otherwise; or (4) $X_{\alpha_i}$ is equally likely to be $\alpha_i$ or $\alpha_i + 1$.

Here, we provide a much more general result by presenting an $O(n^2)$ algorithm for finding the optimal ordering given any collection of arbitrary two-point distributions.

### 3.1 Optimal ordering algorithm

**Theorem 1.** Given random variables $X_i, i = 1, \ldots, n$ with arbitrary two-point distributions, there exists an algorithm to find optimal ordering for optimal stopping in $O(n^2)$ time.

To derive the above result, we first investigate a simpler case when the left endpoint $a_i = 0$ for all $i$. In this case, the optimal ordering turns out to be very simple: the variables can be ordered simply in descending order of their right endpoints. Our key result is in Lemma 3.2 and Corollary 3.3 where we show a Left Support Property (LSP) of optimal ordering for any set of distributions. This property enables us to extend the above simple algorithm to obtain optimal ordering algorithm for general two-point distributions.

The following lemma characterizes the optimal ordering for the case when $a_i = 0$ for all $i$.

**Lemma 3.1.** Given random variables $X_i, i = 1, \ldots, n$ that are two-point distributions with $a_i = 0, i = 1, \ldots, n$. Then, an optimal ordering can be obtained by ordering the variables in descending order of their right endpoints $b_i$. That is, an ordering $\sigma$ is optimal if $b_{\sigma(1)} \geq \cdots \geq b_{\sigma(n)}$. Furthermore, under an additional condition that $a_i \neq b_i, 0 < p_i < 1$ for all $i$, an ordering $\sigma$ is optimal only if $b_{\sigma(1)} \geq \cdots \geq b_{\sigma(n)}$.

**Proof.** Given two-point distributions with $a_i = 0$ and an ordering $\sigma$ with $b_{\sigma(1)} \geq \cdots \geq b_{\sigma(n)}$, the optimal stopping policy (refer to Section 2) reduces to the following: at any step $t$, check if $X_{\sigma(t)} = b_{\sigma(t)}$ (i.e., realizes its right endpoint); if yes, stop; otherwise continue. Since the variables are probed in descending order of right endpoints, the expected value $V_{\sigma}$ for this policy is simply equal to the maximum of right endpoints realized, or 0. Since each $X_i$ can take either value $a_i = 0$ or $b_i \geq 0$, this is same as $E[\max(X_1, \ldots, X_n)]$, that is, the expected hindsight maximum or the prophet’s expected reward. Thus, trivially such an ordering $\sigma$ is optimal.

To prove the ‘only if’ part of the lemma statement, suppose that for an ordering $\sigma$, there exists $j$ such that $b_{\sigma(j)} < b_{\sigma(j+1)}$. From the above discussion, there exists an ordering that achieves the expected hindsight maximum reward. Hence, it is sufficient to prove that with some positive probability, the reward at the stopping time under ordering $\sigma$ will be strictly smaller than the hindsight maximum.

Consider the event that $X_{\sigma(j)}$ is probed and takes value $b_{\sigma(j)}$. This event will happen, e.g., if $X_{\sigma(i)} = 0$ for all $i < j$ and $X_{\sigma(j)} = b_{\sigma(j)}$, which has positive probability since $0 < p_i < 1$ for all $i$.

Under this event, there are two possible scenarios for any stopping policy: either the stopping policy can accept $X_{\sigma(j)} = b_{\sigma(j)}$ and stop; or it can continue to probe the next variable. In both scenarios, we argue there is a positive probability that the hindsight reward is higher than the reward at stopping time. In the first scenario, this is the case if $X_{\sigma(j+1)} = b_{\sigma(j+1)} > b_{\sigma(j)}$ which can happen
with probability \( p_{\sigma(j+1)} > 0 \). In the second scenario, this is the case if \( X_{\sigma(j+1)} = \ldots = X_{\sigma(n)} = 0 \), which can happen with probability \( \prod_{i \geq j+1} (1 - p_{\sigma(i)}) > 0 \).

**Lemma 3.2** (Left Support Property (LSP)). Suppose \( X_1, X_2, \ldots, X_n \) are random variables with bounded support \( X_i \in [a_i, b_i] \). Then there exists an optimal ordering \( \sigma \) with the property that \( \Pr(X_{\sigma(i)} \leq V_{\sigma}(i + 1)) > 0 \) for \( i = 1, \ldots, n - 1 \). That is, for every \( X_i \), its distribution has non-zero support on the left of the value \( V_{\sigma}(i + 1) \).

**Proof.** The proof is by construction. We show that from any optimal ordering we can obtain an ordering that satisfies LSP, without decreasing its value. W.l.o.g. let \( \sigma = (1, \ldots, n) \) be an optimal ordering that does not satisfy LSP. Let \( \sigma \) be the first r.v. among \( X_1, \ldots, X_{n-1} \) which violates LSP, i.e. \( P(X_i \leq V_{\sigma}(i + 1)) = 0 \). Then, \( X_i > V_{\sigma}(i + 1) \) with probability 1, and by definition

\[
V_{\sigma}(i) = E[\max(X_i, V_{\sigma}(i + 1))] = E[X_i].
\]

Now, consider an alternate ordering

\[
\sigma' = (1, \ldots, i - 1, i + 1, \ldots, n, i),
\]

where variable \( X_i \) is pushed to the end. We show that \( \sigma' \) satisfies LSP.

Observe that (refer to (5)),

\[
V_{\sigma'}(i) = V(X_{i+1}, \ldots, X_n, X_i) = E[\max(X_{i+1}, \ldots, E[\max(X_n, E[\max(X_i, 0)])]) \ldots] \geq E[X_i]
\]

Thus,

\[
V_{\sigma'}(i) \geq V_{\sigma}(i) = E[X_i] \tag{7}
\]

From above we can derive the following conclusions about the new ordering \( \sigma' \):

- **LSP** property is satisfied for indices \( i, \ldots n - 1 \) in \( \sigma' \): Suppose for contradiction that for some \( i \leq j \leq n - 1 \), LSP property is violated, i.e., suppose that \( X_{\sigma'(j)} > V_{\sigma'}(j + 1) \) with probability 1. Now, since

\[
V_{\sigma'}(j + 1) \geq V_{\sigma'}(n) = E[\max(X_i, 0)] \geq E[X_i],
\]

we have that \( X_{\sigma'(j)} > E[X_i] \) with probability 1. Since \( \sigma'(j) \in \{i + 1, \ldots, n\} \), this implies \( V_{\sigma}(i + 1) = V(X_{i+1}, \ldots, X_n) > E[X_i] \). For its expected value to be be below \( V_{\sigma}(i + 1) \), \( X_i \) must take value below \( V_{\sigma}(i + 1) \) with non-zero probability. This implies that LSP property is satisfied by \( X_i \) in ordering \( \sigma \), which is a contradiction to the assumption we started with.

- **LSP** property is satisfied for indices \( 1, \ldots, i - 1 \) in \( \sigma' \): Since \( \sigma(j) = \sigma'(j) \) for \( 1 \leq j \leq i - 1 \), and \( V_{\sigma'}(i) \geq V_{\sigma}(i) \), we have that (refer to (5))

\[
V_{\sigma'}(j) = V(X_j, \ldots, X_{i-1}, V_{\sigma'}(i)) \geq V(X_j, \ldots, X_{i-1}, V_{\sigma}(i)) = V_{\sigma}(j).
\]

This means for \( 1 \leq j \leq i - 1 \),

\[
\Pr(X_{\sigma'(j)} \leq V_{\sigma'}(j + 1)) \geq \Pr(X_{\sigma}(j) \leq V_{\sigma}(j + 1)) > 0,
\]

where the last inequality followed from the assumption that \( X_i \) is the first variable to violate OP in the ordering \( \sigma \). Thus, the LSP property is satisfied by \( 1 \leq j \leq i - 1 \) in the new ordering.
\[ V' \geq V \]: If \( i = 1 \), \( V'(1) \geq V(1) \) follows from \([7]\), otherwise it follows from the observation in the previous bullet that \( V'(j) \geq V(j) \) for \( 1 \leq j \leq i - 1 \).

Thus, the new ordering \( \sigma' \) satisfies LSP property, and has value greater than or equal to optimal ordering \( (V' \geq V) \).

A corollary of Lemma 3.2 is the following Left Endpoint Property (LEP) for two-point distributions:

Corollary 3.3 (Left Endpoint Property (LEP) for two-point distributions). Suppose \( X_1, X_2, \ldots, X_n \) are random variables two-point distributions with support \( X_i \in \{a_i, b_i\} \). Then there exists an optimal ordering \( \sigma \) with the property that \( a_{\sigma(i)} \leq V_\sigma(i + 1) \) for \( i = 1, \ldots, n - 1 \).

The left endpoint property allows us to derive the following characterization of the optimal ordering in two-point distributions, which will significantly reduce the space of orderings to search over in order to find the optimal ordering.

Proposition 3.4. Given \( n \) variables with two-point distributions, define \( n \) orderings as follows: for each \( i = 1, \ldots, n \), define \( \sigma' \) as any ordering obtained by setting the last variable as \( X_i \), and ordering the remaining variables in weakly descending order of their right endpoints. Then, at least one of these \( n \) orderings is optimal.

Proof. By Corollary 3.3 there exists an optimal ordering satisfying LEP, w.l.o.g. assume it is \( \sigma^*(1, \ldots, n) \). Let \( \sigma \) be an ordering such that \( \sigma(n) = n \), and \( b_{\sigma(1)} \geq \ldots \geq b_{\sigma(n-1)} \), i.e., \( \sigma \) is one of the \( n \) orderings defined in the proposition statement. Then, we show that \( V_\sigma \geq V(X_1, \ldots, X_n) \).

W.l.o.g., we assume that \( b_i > E[\max(X_n, 0)] \) for all \( i \), otherwise, \( X_i \) will always be rejected in both \( \sigma \) and \( \sigma^* \). We will show that \( V_\sigma = V(X_{\sigma(1)}, \ldots, X_{\sigma(n-1)}, X_n) \geq V(X_1, \ldots, X_{n-1}, X_n) = V_{\sigma^*} \).

For \( i = 1, \ldots, n-1 \), define:

\[
X'_i = \begin{cases} 
E[\max(X_n, 0)], & \text{w.p. } 1 - p_i, \\
b_i, & \text{w.p. } p_i 
\end{cases}
\]

and

\[
X''_i = \begin{cases} 
0, & \text{w.p. } 1 - p_i, \\
b_i - E[\max(X_n, 0)], & \text{w.p. } p_i 
\end{cases}
\]

We claim the following sequence of relations:

\[
V(X_{\sigma(1)}, \ldots, X_{\sigma(n-1)}, X_n) \geq V(X'_{\sigma(1)}, \ldots, X'_{\sigma(n-1)}, X_n)
= V(X'_{\sigma(1)}, \ldots, X'_{\sigma(n-1)})
= V(X''_{\sigma(1)}, \ldots, X''_{\sigma(n-1)}) + E[\max(X_n, 0)]
\geq V(X''_{\sigma(1)}, \ldots, X''_{\sigma(n-1)}) + E[\max(X_n, 0)]
= V(X'_1, \ldots, X'_{n-1})
= V(X'_1, \ldots, X'_{n-1}, X_n)
= V(X_1, \ldots, X_n)
\]

We now justify each of the relations:

For the first line: First notice that \( V_\sigma(i + 1) \geq E[\max(X_n, 0)] \) for all \( i < n \). In case, \( a_{\sigma(i)} \leq E[\max(X_n, 0)] \leq V_\sigma(i + 1) \), then \( X_{\sigma(i)} \) would be rejected if its left endpoint is realized, therefore,
increasing its left endpoint to \( E[\max(X_n, 0)] \) does not change the overall expected value. On the other hand, if \( a_{\sigma(i)} > E[\max(X_n, 0)] \), then transforming by decreasing the left endpoint from \( a_{\sigma(i)} \) to \( E[X_n] \) can only decrease (or not change) the overall expected return.

For the second and the sixth line: If for any of the two orderings, the second last variable \((X'_{n+1} − X_{n+1})\) is probed and its left endpoint \((E[\max(X_n, 0)])\) is realized, then accepting it would give \( E[\max(X_n, 0)] \) reward, while rejecting it and continuing would also give \( E[\max(X_n, 0)] \). Thus, removing \( X_n \) does not affect the overall expected reward.

For the third line and the fifth line: Since \( X^p \) and \( X^c \) are two-point distributions with 0 left endpoint, it follows from Lemma 3.1 since \( \sigma \) is an optimal ordering.

For the last line: This is due to the fact that \( \sigma^* \) is an LEP ordering. Therefore, \( a_i \leq V_{\sigma^*}(i + 1) \) for all \( i < n \), so that if \( X_\ell \) realizes its left endpoint, it will be rejected anyway. Hence, changing its left endpoint to \( E[\max(0, X_n)] \) \( \leq V_{\sigma^*}(i + 1) \) will not change its overall expected value.

\[ \square \]

Proof of Theorem 7. Proposition 3.4 narrows down the space of orderings to be searched over to just \( n \) orderings \( \sigma^*, i = 1, \ldots, n \). It will take \( O(n) \) time to compute the expected reward \( V_{\sigma^*} \) of each of these \( n \) orderings, and therefore takes \( O(n^2) \) time to compute the expected reward for all \( n \) orderings and find the best ordering.

\[ \square \]

### 3.2 Prophet inequality for optimal ordering

In the previous subsection, we presented an algorithm for finding the optimal ordering for two-point distributions. In this section, we prove a prophet inequality bounding the ratio prophet’s reward and the expected reward under best ordering by 1.25. In comparison, there exist (two-point) distributions for which this factor is 2 under worst-case ordering [24]. This illustrates the benefits of ordering.

**Theorem 2** (Prophet inequality for two-point distributions). Given any set of \( n \) random variables \( X_1, \ldots, X_n \) with two-point distributions, the prophet’s expected reward is within 1.25 factor of the expected reward at stopping time under optimal ordering, i.e.,

\[
\frac{E[\max(X_1, \ldots, X_n)]}{(\max_{\sigma} V_{\sigma})} \leq 1.25
\]  

(8)

where \( V_{\sigma} \) is as defined in [1].

**Proof.** Let \( X_1, \ldots, X_n \) be a set of random variables with two-point distributions, where \( X_i \) takes values \( \{a_i, b_i\}, a_i \leq b_i \), with probabilities \( 1 - p_i \) and \( p_i \), respectively. Let \( X^* := X_i^* \) be the random variable with largest left endpoint, i.e., \( i^* = \arg \max a_i \), with support points and probability denoted as \( \{a^*, b^*, p^*\} = \{a_{i^*}, b_{i^*}, p_{i^*}\} \). Let \( U := \{i : b_i \geq b^*\}, W := \{i : u_i > b_i \geq a^*\} \). Let the variables in \( U, W \) be ordered in weakly descending order of their right endpoints \( b_i \).

Note that by definition of \( U, W \) for any \( i \not\in U \cup W \cup \{i^*\} \), the right endpoint \( b_i \) must be strictly smaller than the left endpoint \( a^* \) of \( X^* \). Thus, such an \( X_i \) will always take a value smaller than \( \max(X_1, X_2, \ldots, X_n) \) so that \( E[\max(X_1, \ldots, X_n)] = \max_{i \in U \cup W \cup \{i^*\}} X_i \). Further, for any ordering \( \sigma \), let \( \hat{\sigma} \) be the ordering restricted to the subset of variables in \( U \cup W \cup \{i^*\} \); then \( V_{\sigma} \geq V(X_{\hat{\sigma}}) \), where \( X_{\hat{\sigma}} \) denotes the variables in \( U \cup W \cup \{i^*\} \) ordered according to \( \hat{\sigma} \). Thus,
the prophet's reward, as the maximum value can never be achieved by some left endpoint of $U$ (because stopping time, and we ignore them for the remaining discussion and focus on the reward obtained respectively, so that $V$ and since $V$ its left endpoint $a$ 1 $\geq a$ variable whose right endpoint is realized. This is because, stopping policy will reject all variables in $U$/ time under one of the following two orderings is at least 4 random variables in $U$. Therefore, the optimal stopping policy will achieve a reward of $\max_{i \in U \cup \{i^*\}} b_i$. This will also be the prophet’s reward, as the maximum value can never be achieved by some left endpoint of $U$ (because $a_i \leq a^* , \forall i \in U$) and none of the variables in $W \cup \{i^*\}$ can achieve a higher value than $\max_{i \in U: X_i = b_i} b_i$.

In the remaining proof we consider the alternate scenario that every variable in $i \in U$ realizes its left endpoint $a_i$. Since $a_i \leq a^*$ for all $i$, in this scenario, the prophet’s reward is $\max_{i \in W \cup \{i^*\}} X_i$; and since $V_\sigma(\lfloor U \rfloor + 1) \geq a^*$, the stopping policy for both orderings $\sigma \in \{\sigma^1, \sigma^2\}$ will reject all the variables in $U$. Thus, the variables in $U$ do not affect the reward of either the prophet or at the stopping time, and we ignore them for the remaining discussion and focus on the reward obtained from the variables in $W \cup \{i^*\}$.

Under the two orderings $\sigma^1, \sigma^2$, the random variables are ordered as $(W, i^*)$ and $(i^*, W)$, respectively, so that $V_{\sigma^1} = V(X_W, X^*)$ and $V_{\sigma^2} = V(X^*, X_W)$, where $X_W$ denotes the sequence of random variables in $W$.

Now, define quantities

$$b_w := E[\max_{i \in W} X_i | \exists i \in W : X_i \geq b_i], \quad p_w := \Pr(\exists i \in W : X_i \geq b_i) = 1 - \prod_{i \in W} (1 - p_i).$$

Then, we can make the following observations about the prophet’s expected reward and the maximum expected reward under the orderings $\sigma^1, \sigma^2$.

Firstly, since $b^* \geq b_w \geq a^*$, the prophet’s maximum reward is given by

$$MAX := E[\max(X_W, X^*)] = p^*b^* + (1 - p^*)p_w b_w + (1 - p^*)(1 - p_w)a^* \quad (9)$$

For the ordering $\sigma^1$, since $V(X^*) = \mu^* := p^*b^* + (1 - p^*)a^*$ and variables in $W$ are ordered in decreasing right endpoint, the optimal stopping policy will either accept some $X_i$ in $W$ with the
largest realized right endpoint \( b_i \) as long as it is more than \( \mu^* \), or wait till \( i^* \) to get expected reward \( \mu^* \), so that the expected reward

\[
V_{\sigma^1} = V(X_W, \mu^*) \geq E[\max(\max_{i \in W : X_i = b_i} b_i, \mu^*)] \geq p_w b_w + (1 - p_w) \mu^*
\]

For the ordering \( \sigma^2 \), since the variables in \( W \) are ordered in decreasing right endpoint, when probing \( X_W \), the optimal stopping policy will accept the first variable that realizes its right endpoint, so that \( V(X_W) \geq p_w b_w \) and

\[
V_{\sigma^2} = V(X^*, X_W) \geq E[\max(X^*, p_w b_w)] \geq \max(\mu^*, p^* b^* + (1 - p^*) p_w b_w)
\]

Combining, we have

\[
\max(V_{\sigma^1}, V_{\sigma^2}) \geq \max \left( \frac{p_w b_w + (1 - p_w) \mu^*}{T_1}, \frac{p^* b^* + (1 - p^*) p_w b_w}{T_2}, \frac{\mu^*}{T_3} \right)
\]

Next, we complete the proof of the prophet inequality by showing that \( \max(T_1, T_2, T_3) \geq 0.8 \text{MAX} \), where \( \text{MAX} \) was defined in (9) as the prophet’s expected reward. The proof of this statement is largely algebraic and is provided in Appendix A.

**Tightness.** Here is an example where the expected reward at stopping time under best ordering is arbitrarily close to \( 0.8 \times E[\max_i X_i] \).

**Example 1.** Let \( X_1 \) have support \( \{0.5, \frac{1}{2}\} \) with probabilities \( \{1 - \epsilon, \epsilon\} \), and \( X_2 \) have support \( \{0, 1\} \) with probabilities \( \{0.5, 0.5\} \). Then

\[
E[\max_i X_i] = \frac{1}{2 \epsilon} + (1 - \epsilon)(1/2) * 1 + (1 - \epsilon)(1/2) * 0.5
\]

\[
= \frac{5}{4} - \frac{3}{4} \epsilon
\]

The two possible orderings \( (X_1, X_2) \) and \( (X_2, X_1) \) are equally good here:

\[
V(X_1, X_2) = \epsilon \frac{1}{2 \epsilon} + (1 - \epsilon)0.5 = 1 - 0.5 \epsilon
\]

\[
V(X_2, X_1) = 0.5 * 1 + 0.5 * (\epsilon \frac{1}{2 \epsilon} + (1 - \epsilon)0.5) = 1 - 0.5 \epsilon
\]

So in this example, the best ordering returns 0.8 of the offline maximum.

### 4 Ordering three point distributions

#### 4.1 Hardness of optimal ordering

We show that the problem of finding an optimal ordering of the random variables is NP-hard even for the highly restricted special case in which each random variable \( X_i \) is supported on exactly three points: \( 0, 1, \) and \( m_i \in (0, 1) \). Let \( q_i := P(X_i = 1) \) and \( p_i := P(X_i = m_i) \), so that \( P(X_i = 0) = 1 - p_i - q_i \). We assume that \( p_i > 0, q_i > 0, \) and \( p_i + q_i < 1 \) for all \( i \), so that each random variable can assume each value in its support with positive probability.
**Theorem 3.** The problem of optimal ordering for optimal stopping (refer to Definition [2.1]) is NP-hard for the case when for each \(i = 1, \ldots, n\), the random variable \(X_i\) has a three-point distribution with support on \(\{0, m_i, 1\}\) for some \(m_i \in (0, 1)\).

To prove the hardness result, we shall prove some useful properties on the structure of optimal orderings and optimal stopping rules for such random variables.

Fix any ordering \(\sigma\) of the random variables \(X_1, X_2, \ldots, X_n\). In this case, the optimal stopping policy essentially partitions the \(n\) variables into two categories: those which are accepted on being probed if and only they realize their right endpoint 1, i.e., the (ordered) subset \(S^\sigma := \{X_{\sigma(i)}, i \in [n] : V_{\sigma(i+1)} > m_{\sigma(i+1)}\}\); and the remaining (ordered) subset \(T^\sigma := \{X_{\sigma(1)}, \ldots, X_{\sigma(n)}\} \setminus S^\sigma\). Note that since the last random variable is always accepted irrespective of its value, the last variable will always be in \(T^\sigma\).

We claim that in any optimal ordering \(\sigma\), the random variables in \(S^\sigma\) appear before the random variables in \(T^\sigma\). Further, the random variables in \(T^\sigma\) must be ordered in weakly descending order of \(E_i\), where

\[
E_i := E[X_i|X_i > 0] = \frac{m_ip_i + q_i}{p_i + q_i}
\]

**Claim 4.1.** Given random variables \(X_1, \ldots, X_n\) that have three-point distributions with support \(\{0, m_i, 1\}\), and probabilities \(\{1 - p_i - q_i, p_i, q_i\}\) such that \(m_i \in (0, 1), p_i > 0, q_i > 0, p_i + q_i < 1\), for \(i = 1, \ldots, n\). Then, an ordering \(\sigma\) is optimal if and only if (i) \(S^\sigma\) precedes \(T^\sigma\); (ii) the random variables in \(S^\sigma\) are arranged arbitrarily; and (iii) the random variables in \(T^\sigma\) appear in weakly decreasing order of \(E_i\). In particular, if \(E_1 = E_2 = \ldots = E_n\), then the random variables in \(T^\sigma\) can be arranged arbitrarily as well.

**Proof.** A complete proof of this lemma is provided in Appendix B. The proof uses an interchange argument, where we show that if in the optimal ordering \(\sigma\), the ordering of any pair of variables \(X_i, X_j\) violates the stated conditions, then they can be interchanged to increase \(V_\sigma\) which would be a contradiction to the optimality of the ordering \(\sigma\).

**Remark 4.2.** In fact, if the conditions \(m_i \in (0, 1), p_i > 0, q_i > 0, p_i + q_i < 1\) are not satisfied, e.g., if there are some variables with \(m_i \in \{0, 1\}\), or if the probability of one or more of the three support points is 0, then proof of Claim 4.1 can be modified to show that the conditions (i), (ii), (iii) are still sufficient (though not necessary) for an ordering \(\sigma\) to be optimal.

**Definition 4.3** (Ordered partitions and Optimal partitioning problem). A sequence \((S, T)\) of \(n\) random variables is an ordered partition if \(S, T\) partitions the set of variables \(X_1, \ldots, X_n\), \(T\) is non-empty, the variables within \(S\) are ordered arbitrarily, and the variables within \(T\) are ordered in weakly descending order of \(E_i\). The optimal partitioning problem is defined as the problem of finding an ordered partition \((S, T)\) that maximizes \(V(S, T)\) among all ordered partitions.

**Corollary 4.4.** A corollary of Claim 4.1 is that in the three-point distribution case considered here, the optimal ordering problem is equivalent to the optimal partitioning problem.

We prove the NP-hardness of the optimal ordering problem by showing that finding an optimal partition is NP-hard. To that end, we consider the problem **SUBSET PRODUCT**, which is a multiplicative analog of the **SUBSET SUM** problem that is known to be NP-complete (see [21]):

**Problem 1.** **SUBSET PRODUCT:** Given integers \(a_1, \ldots, a_n\) with each \(a_i > 1\) and a positive integer \(B\), is there a subset \(T \subseteq N\) such that \(\prod_{i \in T} a_i = B\)?
Proposition 4.5. The optimal partitioning problem (refer to Definition 4.3) is NP-hard when each of random variables $X_1, \ldots, X_n$ have three-point distributions with support $\{0, m_i, 1\}$, and probabilities $\{1 - p_i - q_i, p_i, q_i\}$ such that $m_i \in (0, 1), p_i > 0, q_i > 0, p_i + q_i < 1$, for $i = 1, \ldots, n$.

Proof. Given an instance of SUBSET PRODUCT, consider the following collection of random variables. Associated with each element $a_i$ is a random variable $X_i$ with distribution shown in Table 1.

| Value | $\frac{B^2-a_i}{B^2+1}$ | 1 |
|-------|----------------------|---|
| Probability | $\frac{1}{a_i}$ | $\frac{a_i-1}{a_i}$ | $\frac{a_i-1}{a_i}$ |

Table 1: Distribution of $X_i$

Notice that the $X_i$ has support 0, and 1, and $m_i = (B^2 - a_i)/(B^2 + 1)$. Notice also that as $a_i > 1$ for all $i$, $m_i \in (0, 1)$, $0 < p_i < 1$, $0 < q_i < 1$ and $p_i + q_i < 1$ for all $i$. Finally, observe that

$$E_i := E[X_i | X_i > 0] = \frac{(B^2-a_i)/(B^2+1) + a_i-1}{1 - 1/a_i} = \frac{B^2}{B^2+1},$$

which is independent of $i$. Thus, in any ordered partition $(S, T)$ for this instance, the ordering within $S$ and the ordering within $T$ is irrelevant.

To avoid cumbersome notation, we let $S$ and $T$ denote a partition of the indices $\{1, 2, \ldots, n\}$. The expected reward $V(S, T)$ for an ordered partition $(S, T)$ can be written as

$$V(S, T) = 1 - \Pi_{i \in S} (1 - q_i) + \left( \Pi_{i \in S} (1 - q_i) \right) \left( 1 - \Pi_{j \in T} (1 - p_j - q_j) \right) \frac{B^2}{B^2 + 1} \quad (11)$$

An easy way to see why is to exploit the irrelevance of the relative ordering within $S$ and $T$: the decision maker earns 1 whenever any random variable in $S$ is observed to take on a value of 1; if none of the random variables in $S$ is accepted, the conditional expected value of any accepted random variable in $T$ is the same, and this possibility occurs unless every one of the random variables in $T$ is observed to be zero. Using the fact that $q_i = 1 - 1/a_i$ and $p_i = 1/a_i^2 - 1/a_i$, we can rewrite Eq. (11) as

$$V(S, T) = 1 - \prod_{i \in S} \frac{1}{a_i} + \left( \prod_{i \in S} \frac{1}{a_i} \right) \left( 1 - \prod_{i \in T} \frac{1}{a_i^2} \right) \left( \frac{B^2}{B^2 + 1} \right).$$

Let $\gamma := \prod_{i=1}^n a_i$, $\gamma_T := \prod_{i \in T} a_i$, $\gamma_S := \prod_{i \in S} a_i$. Then $\gamma_S = \gamma/\gamma_T$ and $V(S, T)$ can be written solely as a (one-dimensional) function of $\gamma_T$ as follows:

$$V(S, T) = f(\gamma_T) := 1 - \frac{\gamma_T}{\gamma} + \frac{\gamma_T}{\gamma} \left( 1 - \frac{1}{\gamma_T^2} \right) \frac{B^2}{B^2 + 1}$$

Differentiating $f(\cdot)$ with respect to $\gamma_T$ twice, we see that

$$f'(\gamma_T) = -\frac{1}{\gamma} + \left( \frac{B^2}{B^2 + 1} \right) \left( \frac{1}{\gamma} + \frac{1}{\gamma_T^2} \right)$$

and
\[ f''(\gamma_T) = \frac{-2B^2}{\gamma_T^3(B^2 + 1)} < 0 \]

Thus, \( f(\gamma_T) \) is strictly concave in \( \gamma_T \) and achieves its maximum when \( f'(\cdot) = 0 \), which occurs when \( \gamma_T = \beta \).

To complete the argument, we observe the following: given any instance of \textsc{Subset Product}, we construct the corresponding instance of our optimal partitioning problem and solve it to optimality. The optimal partition \((S,T)\) has \( \gamma_T = \beta \) if and only if the given instance of \textsc{Subset Product} is a “yes” instance. Thus, the NP-completeness of \textsc{Subset Product} implies the NP-hardness of our optimal partitioning problem.

### 4.2 FPTAS

Previously, in Section 4.1, we proved that ordering \( n \) random variables with three-point distributions is NP-hard even when each random variable \( X_i \) has three-point distribution with support on \( \{0, m_i, 1\} \). In this section, we provide an FPTAS for this special case. Specifically, we prove the following theorem.

**Theorem 4** (FPTAS for three-point distributions). Given a set of \( n \) random variables \( X_1, \ldots, X_n \), where each random variable \( X_i, i = 1, \ldots, n \) has three-point distribution with support on \( \{0, m_i, 1\} \) for some \( m_i \in [0, 1] \). Then, there exists an algorithm that runs in time \( \text{poly}(n, \frac{1}{\epsilon}) \) to find an ordering \( \sigma \) such that \( \text{ALG} = V_{\sigma} \geq (1 - \epsilon) \text{OPT} \). Here, \( \text{OPT} := V_{\sigma^*} \) denotes the optimal expected reward at stopping time under an optimal ordering \( \sigma^* \).

**Algorithm.** We are given a set of random variables \( X_1, \ldots, X_n \) with three-point distributions (refer to Definition 2.3) where for each \( i \), \( X_i \) takes values \( \{0, m_i, 1\} \) with probabilities \( 1 - p_i - q_i, p_i \) and \( q_i \), respectively. The algorithm for finding an optimal ordering is based on the characterization of optimal orderings in this special case provided by Claim 4.1 in Section 4.1 (also see Remark 4.2).

Recall that in this case, there exists an optimal ordering \( \sigma \) that (under the optimal stopping policy) partitions the \( n \) variables into an ordered partition \((S^\sigma, T^\sigma)\) (refer to Definition 4.3); and therefore the optimal ordering problem can be solved by finding an optimal ordered partition.

Specifically, define the collection \( \mathcal{L} \) of ordered partitions as the collection of sequences \((S,T)\) of \( n \) random variables that can be formed by partitioning the set of variables \( \{X_1, \ldots, X_n\} \) into two sets \( S \) and \( T \) with \( T \neq \emptyset \), and then ordering the variables within \( S \) and within \( T \) in weakly descending order of \( E_i \). Then, from Claim 4.1 we have that

\[
\text{OPT} = \max_{(S,T) \in \mathcal{L}} V(S,T) \tag{12}
\]

We prove Theorem 4 by showing that the following algorithm (Algorithm 1) is an FPTAS for the problem in (12) of finding an optimal ordered partition.

Here, given a sequence \( A \) of random variables, \( \{X_i, A\} \) denotes the sequence of random variables formed by concatenating a variable \( X_i \) to the beginning of sequence \( A \).

**Analysis.** The idea behind the FPTAS is to discretize the interval \([0, 1]\) using a multiplicative grid with parameter \( 1 - \frac{\epsilon}{2n} \), so that it needs to search over only \( \text{poly}(n, 1/\epsilon) \) partitions. Lemma 4.6 allows us to restrict the grid points to be searched over to find the optimal partition. Then, in Lemma 4.7 and Lemma 4.8 respectively, we show that Algorithm 1 achieves the required approximation and run-time, to complete the proof of Theorem 4.
Algorithm 1 FPTAS for finding the optimal ordering through optimal partitioning

**Input:** Ordered sequence of variables $X_1, \ldots, X_n$ such that $E_1 \leq \cdots \leq E_n$, parameters MAX, $\epsilon$.

**Initialize:** $L^0 = \{(\phi, \phi)\}$, $L^1 = \cdots = L^n = \phi$.

for all $k = 1, \ldots, n$ do

  for all $(S, T) \in L^{k-1}$ do

    Add two partitions $(\{X_k, S\}, T)$ and $(S, \{X_k, T\})$ to $L^k$.

  end for

  Call Algorithm 2 to reduce the number of partitions in $L^k$ by setting $L^k \leftarrow \text{TRIM}(L^k, \epsilon, \text{MAX})$.

end for

Return $L^n$.

Algorithm 2 TRIM($L, \epsilon, \text{MAX}$)

**Initialize:** $\rho := (1 - \frac{\epsilon}{2n})$, $\max := \max_{(S, T) \in L} V(T)$, and $J := \max\{j : \rho^j \max \geq \frac{\epsilon}{2n} \text{MAX}\}$.

Divide the partitions in $L$ into $J + 1$ buckets as

$B_j := \{(S, T) : \rho^j \max < V(T) \leq \rho^{j+1} \max\}$, for $j = 1, \ldots, J$

$B_0 := \{(S, T) : T = \phi\}$

Set $(S^j, T^j) := \arg\max_{(S, T) \in B_j} V(S)$, for $j = 0, 1, \ldots, J$.

Return $L := \{(S^j, T^j)\}_{j=0}^J$.

**Lemma 4.6.** Let $L' \subseteq L$ be the set of all ordered partitions $\{(S', T')\}$ in $L$ with additional restriction on the last variable $X$ in $(S, T)$ that $V(X) = E[\max(X, 0)] \geq \frac{\epsilon \text{OPT}}{2n}$ for $0 \leq \epsilon \leq 1$. Let $\text{OPT}' = \max_{(S', T') \in L'} V(S', T')$. Then,

$$\text{OPT}' \geq \left(1 - \epsilon \frac{\epsilon}{2}\right) \text{OPT}.$$ 

**Proof.** Let $\delta := \frac{\epsilon \text{OPT}}{2n}$. W.l.o.g., assume that an optimal ordered partition $(S, T)$ orders the variables as $(X_1, \ldots, X_n)$, so that $\text{OPT} = V(X_1, \ldots, X_n)$. Suppose that there exist $1 \leq k \leq n$ such that $V(X_k) > \delta$. Then,

$$\text{OPT}' \geq V(X_1, \ldots, X_k) \geq V(X_1, \ldots, X_n) - \sum_{i=k+1}^{n} V(X_i) \geq \text{OPT} - (n-1)\delta \geq (1 - \frac{\epsilon}{2})\text{OPT},$$

where the second inequality followed from repeatedly applying Lemma C.2. Now if such a $k$ does not exist, then by Lemma C.2

$$\text{OPT} = V(X_1, \ldots, X_n) \leq \sum_{i=1}^{n} V(X_i) \leq n\delta \leq \frac{\epsilon}{2} \text{OPT},$$

so that trivially, $(1 - \frac{\epsilon}{2})\text{OPT} \leq 0 \leq \text{OPT}'$.
Lemma 4.7. Let $\mathcal{L}^n$ be the set of ordered partitions returned by Algorithm 1 when run with parameters $\epsilon, \text{MAX}$ satisfying $\epsilon \in (0, 1)$ and $\text{MAX} \leq \text{OPT}$. And, let $\text{ALG} := \max_{(S,T) \in \mathcal{L}^n} V(S,T)$, Then,

$$\text{ALG} \geq (1 - \frac{\epsilon}{2n})^n \text{OPT'},$$

where $\text{OPT'}$ is as defined in Lemma 4.6.

Proof. Let $(S,T)$ be any ordered partition in $\mathcal{L}'$ where $\mathcal{L}' \subseteq \mathcal{L}$ is the restricted collection of ordered partitions defined in Lemma 4.6 satisfying $V(X) = E[\max(X, 0)] \geq \frac{\epsilon \text{OPT}}{2n}$ for the last variable $X$ in $T$ (note that $T \neq \phi$ for all $(S,T) \in \mathcal{L}$). We show that there exist $(S',T') \in \mathcal{L}^n$ such that $V(S',T') \geq (1 - \frac{\epsilon}{2n})^n V(S,T)$.

We prove this by induction. Let $(S_k,T_k)$ be an ordered partition obtained on restricting $S,T$ to the first $k$ variables $X_1, \ldots, X_k$ considered by the algorithm (here variables are ordered so that $E_1 \leq \cdots \leq E_k$). Let $1 \leq k \leq n$ be such that $X_k$ is the last variable in $T$ and $V(X_k) \geq \frac{\text{OPT}}{2n}$, such a $k$ must exist since $(S,T) \in \mathcal{L}'$ and $T \neq \phi$. We show that for all $k \geq k$, at the end of the iteration $k$ of the algorithm, there exists $(S'_k,T'_k) \in \mathcal{L}^k$ such that

$$\begin{align*}
V(S'_k) &\geq V(S_k), \\
V(T'_k) &\geq \rho^k V(T_k), \\
V(T'_k) &\geq \frac{\epsilon}{2n} \text{MAX},
\end{align*}$$

(13)

where $\rho = (1 - \frac{\epsilon}{2n})$.

We prove the induction basis for $k = \bar{k}$. By definition of $\bar{k}$, $S_k = \{X_1, \ldots, X_{k-1}\}$ and $T_k = \{X_k\}$. Since $(\{X_1, \ldots, X_{k-1}\}, \phi) \in \mathcal{L}^{k-1}$, in the beginning of iteration $k$ (before TRIM), the partition $(S'_k,T'_k) = (\{X_1, \ldots, X_{k-1}\}, \{X_k\})$ is added to $\mathcal{L}^k$. Since

$$V(T'_k) = V(X_k) \geq \frac{\epsilon}{2n} \text{OPT} \geq \frac{\epsilon}{2n} \text{MAX},$$

during TRIM this partition will fall in bucket $B_j$ for some $j \geq 1$. By the trimming criteria, one partition $(S'_k,T'_k)$ from bucket $B_j$ will remain in $\mathcal{L}^k$ satisfying $V(T'_k) \geq \rho V(T'_k) = \rho V(T_k) \geq \rho^k V(T_k), V(T'_k) \geq \rho^j \text{max} \geq \frac{\epsilon}{2n} \text{MAX}$, and $V(S'_k) \geq V(S''_k) \geq V(S_k)$. Therefore, $S'_k,T'_k$ satisfies the conditions stated in (13) for $k = \bar{k}$.

Now, for the induction step, assume (13) holds for some $\bar{k} < k < n$. Then, in the beginning of iteration $k + 1$ (before TRIM is called), the algorithm will add two partitions $(\{X_{k+1}, S'_k\}, T'_k)$ and $(S'_k, \{X_{k+1}, T'_k\})$ to $\mathcal{L}^{k+1}$. We claim that one of these two partitions satisfies the required induction statement for $k + 1$, but with a better factor $\rho^k$ instead of the required $\rho^{k+1}$. This can be observed as follows.

Depending on whether $X_{k+1}$ appears in $T_{k+1} = S_k + 1$, we can consider two cases: either $T_{k+1} = T_k$ or $S_{k+1} = S_k$. In the first case (when $T_{k+1} = T_k$), we set $(S'_{k+1}, T'_{k+1})$ as the first partition $(\{X_{k+1}, S'_k\}, T'_k)$. By induction hypothesis $V(T'_k) = V(T'_k) \geq \rho^k V(T_k) = \rho^k V(T_{k+1})$; also $V(T'_{k+1}) = V(T'_k) \geq \frac{\epsilon}{2n} \text{MAX}$; and

$$\begin{align*}
V(S'_{k+1}) = V(X_{k+1}, S'_k) &= V(X_{k+1}, V(S'_k)) \\
&\geq V(X_{k+1}, V(S_k)) \\
&= V(X_{k+1}, S_k) \\
&= V(S_{k+1})
\end{align*}$$

(14)

where the second line follows from the induction hypothesis.
For the second case (when \(S_{k+1} = S_k\)), we use the second partition, and set \( (S'_{k+1}, T'_{k+1}) = (S'_k, \{X_{k+1}, T''_k\}) \), so that by induction hypothesis, \( V(S'_{k+1}) = V(S'_k) \geq V(S_k) = V(S_{k+1}) \), and

\[
V(T'_{k+1}) = V(X_{k+1}, T'_k) = V(X_{k+1}, V(T'_k)) \geq V(X_{k+1}, \rho V(T'_k)) \geq \rho^k V(X_{k+1}, T_k) = \rho^k V(T_{k+1})\tag{15}
\]

where the second line follows from the induction hypothesis and the third line follows from Lemma C.4. Also, \( V(T'_{k+1}) = V(X_{k+1}, T'_k) \geq V(T'_k) \geq \frac{\varepsilon}{2n} \text{MAX} \) by induction hypothesis. However, one or both of these two partitions may be removed by the TRIM procedure. We claim that if any of the two partitions \( (S'_{k+1}, T'_{k+1}) \in \{\{X_{k+1}, S'_k\}, T'_k\}, (S'_k, \{X_{k+1}, T''_k\})\} \) is removed by the TRIM procedure, then there will remain another partition \( (S''_{k+1}, T''_{k+1}) \) in \( \mathcal{L}^{k+1} \) satisfying:

\[
\begin{align*}
V(S''_{k+1}) &\geq V(S'_k), \\
V(T''_{k+1}) &\geq \rho V(T'_k), \\
V(T''_{k+1}) &\geq \frac{\varepsilon}{2n} \text{MAX} \tag{16}
\end{align*}
\]

To see [16], note that since \( V(T'_{k+1}) \geq \frac{\varepsilon}{2n} \text{MAX} \), \( (S'_{k+1}, T'_{k+1}) \) falls in a bucket \( B_j, j \neq 0 \) during the TRIM procedure. Thus, the TRIM procedure will select one partition from this bucket, let it be \( (S''_{k+1}, T''_{k+1}) \). By definition of buckets, \( V(T''_{k+1}) \geq \frac{\varepsilon}{2n} \text{MAX} \). Also, by the criteria for selecting a partition from a bucket, we have \( V(S''_{k+1}) \geq V(S'_{k+1}) \), and by construction of buckets, if \( j \neq 0 \), \( V(T''_{k+1}) \geq \rho V(T'_k) \).

Together, [14], [15], [16] prove the induction statement in [13]. Applying [13] for \( k = n \), we get that there exists \( (S''_n, T''_n) \in \mathcal{L}^n \) satisfying

\[
V(S''_n, T''_n) = V(S''_n, V(T''_n)) \geq V(S''_n, \rho^n V(T_n)) \geq V(S''_n, \rho^n V(T_n)) \geq \rho^n V(S_n, V(T_n)) = \rho^n V(S, T)
\]

Here the first inequality followed from \( V(T''_n) \geq \rho^n V(T_n) \). For the second inequality, note that a variable in \( S_n \) (and \( S'_n \)) is accepted if and only if it takes value 1. Therefore, \( S_n \) can be replaced by a \( \{0, 1\} \) variable \( Y \) with probability \( \prod_{i \in S_n} q_i \) to take value 1 (and similarly \( S'_n \) can be replaced by a \( \{0, 1\} \) variable \( Y' \)). Then, since we have \( E[Y'] = V(S'_n) \geq V(S_n) = E[Y] \), the second inequality follows from Lemma C.3. The third inequality follows from Lemma C.4.

This completes the proof of the lemma. \( \Box \)

**Lemma 4.8.** Algorithm 1 with parameters \( \epsilon \in (0, 1) \) and \( \text{MAX} \geq \frac{\text{OPT}}{2} \) runs in \( O\left(\frac{n^4}{\epsilon^2}\right) \) time.

**Proof.** Given \( \text{MAX} \geq \frac{\text{OPT}}{2} \), in the TRIM procedure (Algorithm 2), we always have \( \frac{\max \text{OPT}}{\text{MAX}} \leq \frac{\text{OPT}}{\text{OPT}/2} \leq 2 \). Therefore, the condition \( \rho' \max \geq \frac{\epsilon}{2n} \text{MAX} \) in the TRIM procedure ensures that the number of buckets

\[
J \leq \log_1/\rho \left( \frac{2n}{\text{MAX}} \max \frac{4n}{\text{MAX}} \right) \leq \log_1/\rho \left( \frac{4n}{\epsilon} \right) = O\left( \frac{1}{1 - \rho} \frac{n}{\epsilon} \right) = O\left( \frac{n^2}{\epsilon^2} \right)
\]
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Therefore, we maintain $O(n^2)$ partitions in each iteration. Since for each partition, we need to calculate the expected reward, which is $O(n)$ time, and there are $n$ iterations, we get the lemma statement.

Now, we are ready to prove Theorem 4.

**Proof of Theorem 4.** Let $L^n$ be the set of partitions returned by Algorithm 1 with parameters $\epsilon \in (0, 1)$, and

$$\text{MAX} := \frac{1}{2}E[\max(X_1, \ldots, X_n)].$$

Then, $\text{MAX} \geq \frac{1}{2}\text{OPT}$, so that by Lemma 4.8, Algorithm 1 runs in time $O(n^4)$ time. Also, using prophet inequality [24], $\text{MAX} \leq \text{OPT}$, so that by Lemma 4.6 and Lemma 4.7,

$$\text{ALG} \geq (1 - \epsilon/2)\text{OPT}' \geq (1 - \epsilon/2)^2\text{OPT} \geq (1 - \epsilon)\text{OPT}.$$

\[\square\]

5 **Conclusions and further directions**

There is much left to understand about the problem of finding an optimal ordering, as well as the impact of ordering on the expected reward at stopping time. An open question is whether the FPTAS derived in Section 4.2 can be extended to $k$-point distributions for any constant $k$. Furthermore, we proved that for two-point distributions, the expected reward under optimal ordering is within a factor of 1.25 of the prophet’s reward, thus improving the well-known prophet inequality for worst-case ordering (from factor 2 to 1.25). Can such a prophet inequality be proven for best ordering in general $k$-point distributions? Finally, an interesting direction is to conduct such an investigation into optimal ordering for other parametric forms of distributions.
A Missing proofs for section 3.2

We prove the following statement to complete the proof of Theorem 2 in Section 3.2.

Lemma A.1.

\[
\max(T_1, T_2, T_3) \geq 0.8 \text{MAX}
\]

where \( \text{MAX} \) is as defined in \([9]\) and \(T_1, T_2, T_3\) are as defined in \([10]\).

Using some algebraic manipulations, we can equivalently express \( \text{MAX} \) defined in \([9]\) as:

\[
\text{MAX} := p^* b^* + (1 - p^*) p_w b_w + (1 - p^*)(1 - p_w) a^*
\]

\[
= p^* b^* + p_w b_w - p^* p_w b_w + p^* p_w b^* - p^* p_w b^* + (1 - p^*)(1 - p_w) a^*
\]

\[
= p^* p_w (b^* - b_w) + (1 - p_w) p^* b^* + p_w b_w + (1 - p^*)(1 - p_w) a^*
\]

\[
= f(p^*, p_w, b^*, b_w) + g(p^*, p_w, b^*, b_w) + h(p^*, p_w, a^*)
\]

where

\[
f(p^*, p_w, b^*, b_w) := p^* p_w (b^* - b_w)
\]

\[
g(p^*, p_w, b^*, b_w) := (1 - p_w) p^* b^* + p_w b_w
\]

\[
h(p^*, p_w, a^*) := (1 - p^*)(1 - p_w) a^*
\]

Now, notice that is \( T_1 = g + h \) and \( T_2 = f + g \). The idea of the proof is to bound the relative fraction of \( f \) or \( h \) to the offline expectation. We assume w.l.o.g. that \( b_w = 1 \). We can do this by multiplying every random variable by some appropriate constant \( \alpha \), such that \( b_w = 1 \). This scales the prophet’s reward by \( \alpha \) since \( E[\max\{\alpha X, \alpha Y\}] = \alpha E[\max\{X, Y\}] \). Furthermore, \( V(\alpha X, \alpha Y) = E[\max\{\alpha X, V(\alpha Y)\}] = \alpha E[\max\{X, V(Y)\}] = \alpha V(X, Y) \). Thus, the optimal reward also scales by \( \alpha \) and so the competitive ratio remains the same.

The following three claims together prove the lemma statement.

Claim A.2. If \( T_1 \geq \max(T_2, T_3) \), then \( T_1 \geq 0.8 \text{MAX} \)

Proof. We can assume that \( p^* = p^* b^* + (1 - p^*) a^* \leq 1 \) otherwise either \( T_2 \) or \( T_3 \) would be greater than \( T_1 \). Now since \( T_1 \geq T_2 \), this implies that \( f \leq h \), and combined with the previous inequality, we get

\[
p^* p_w (b^* - 1) \leq (1 - p^*)(1 - p_w) a^*
\]

\[
\leq (1 - p_w)(1 - p^* b^*)
\]

Rearranging terms, we get \( p_w \leq \frac{1 - p^* b^*}{1 - p^*} \). Next, we will prove the following:

\[
f(p^*, p_w, b^*) < \frac{1}{3} g(p^*, p_w, b^*)
\]

The derivation is as follows:
\[
g(\hat{p}, \hat{p}_w, \hat{b}) \quad \frac{g(\hat{p}, \hat{p}_w, \hat{b})}{f(\hat{p}, \hat{p}_w, \hat{b})} = \frac{(1 - \hat{p}_w)\hat{p}^*\hat{b}^* + \hat{p}_w}{\hat{p}\hat{p}_w(\hat{b}^* - 1)} = \frac{(\frac{1}{\hat{p}_w} - 1)\hat{p}^*\hat{b}^* + 1}{\hat{p}^*(\hat{b}^* - 1)} \geq \frac{(\frac{1}{\hat{p}_w} - 1)p^*(b^* - 1)\hat{p}^* + 1}{\hat{p}^*(\hat{b}^* - 1)} = \frac{(p^*)^2(b^* - 1)b^* + 1 - p^*b^*}{\hat{p}^*(\hat{b}^* - 1)(1 - p^*b^*)} = \frac{p^*b^*}{1 - p^*b^*} + \frac{1}{\hat{p}^*(\hat{b}^* - 1)} = \frac{t}{1 - t} + \frac{1}{t - p^*}
\]

Where we let \(t = p^*b^*\). For fixed \(p^*\), this term is minimized when \(t = \frac{1}{4}(1 + p^*)\). Plugging this in, the minimum is \(\frac{3 + p^*}{1 - p^*}\). This is minimized when \(p^* \to 0\). Thus, \(\frac{f(\hat{p}, \hat{p}_w, \hat{b})}{g(\hat{p}, \hat{p}_w, \hat{b})} < \frac{1}{3}\).

When \(T_1\) is maximum, it gives a competitive ratio of \(\frac{g + h}{f + g + h} \geq \frac{g + f}{g + 2f} \geq \frac{(4/3)g}{(5/3)g} = 4/5\) \(\square\)

**Claim A.3.** If \(T_2 \geq \max(T_1, T_3)\), then \(T_2 \geq 0.8\text{MAX}\)

**Proof.** We will prove that

\[
h(\hat{p}, \hat{p}_w, \hat{a}) \leq \frac{1}{3}g(\hat{p}, \hat{p}_w, \hat{b})
\]

Notice that since \(T_2 \geq T_3\), we must have \(\hat{a} \leq \hat{p}_w\) and \(\hat{b} \geq 1\). Furthermore, \(h \leq f\) so combining these inequalities, we have the relation \((1 - p^*)(1 - \hat{p}_w)\hat{a} \leq (1 - p^*)(1 - \hat{p}_w)\hat{p}_w \leq \hat{p}_w\hat{b}^*(b^* - 1) \Rightarrow b^* \geq \frac{(1 - p^*)(1 - \hat{p}_w)}{\hat{p}_w} + 1\). Using these two inequalities,

\[
\frac{g(\hat{p}, \hat{p}_w, \hat{b})}{h(\hat{p}, \hat{p}_w, \hat{a})} = \frac{(1 - \hat{p}_w)\hat{p}^*\hat{b}^* + \hat{p}_w}{(1 - p^*)(1 - \hat{p}_w)\hat{a}} \geq \frac{(1 - \hat{p}_w)^2(1 - p^*) + (1 - \hat{p}_w)p^* + \hat{p}_w}{(1 - p^*)(1 - \hat{p}_w)\hat{p}_w} = \frac{1 - (1 - p^*)(1 - \hat{p}_w)p^*}{(1 - p^*)(1 - \hat{p}_w)\hat{p}_w} = \frac{1}{(1 - p^*)(1 - \hat{p}_w)\hat{p}_w} - \frac{p^*}{\hat{p}_w}
\]

Differentiating this with respect to \(p^*\), we see that the minimum is when \(p^* = 1 - \hat{p}_w\). Putting this back in, we have to minimize the term

\[
\frac{1}{(1 - \hat{p}_w)^2\hat{p}_w} - \frac{1 - \hat{p}_w}{\hat{p}_w}
\]

The minimum is 3, attained at \(\hat{p}_w = 0\), proving that \(h(\hat{p}, \hat{p}_w, \hat{a}) \leq \frac{1}{3}g(\hat{p}, \hat{p}_w, \hat{b})\).
Thus, swapping \( i \) which, therefore, cannot be optimal.

Simplifying, we have:

\[
\sigma_i \text{ accepted (similarly define for } R)\]

Let \( \sigma \) be the ordering where \( X_i \) precedes \( X_j \) and let \( \sigma' \) be the interchanged ordering where \( X_j \) precedes \( X_i \). For their fixed thresholds, let \( f(L) \) be the probability that none of the random variables in \( L \) is accepted and let \( E(L) \) be the expected reward given that a random variable in \( L \) is accepted (similarly define for \( R \)). Define \( V_{\sigma_{ij}} \) and \( V_{\sigma_{ji}} \) to be the expected rewards under orderings \( \sigma_{ij} \) and \( \sigma_{ji} \) respectively, and under these fixed thresholds. Then, it is easy to verify that

\[
V_{\sigma_{ij}} = E(L)(1 - f(L)) + f(L)[q_i + (1 - q_i)(p_j m_j + q_j) + (1 - q_i)(1 - q_j - p_j)E(R)(1 - f(R))] + \]

and

\[
V_{\sigma_{ji}} = E(L)(1 - f(L)) + f(L)[p_j m_j + q_j + (1 - q_j - p_j)q_i + (1 - q_j - p_j)(1 - q_i)E(R)(1 - f(R))].
\]

Simplifying, we have:

\[
V_{\sigma_{ij}} - V_{\sigma_{ji}} = f(L)p_j q_i (1 - m_j) > 0.
\]

Thus, swapping \( i \) and \( j \) while retaining their acceptance thresholds improves the original ordering, which, therefore, cannot be optimal.

**Claim A.4.** If \( T_3 \geq \max(T_1, T_2) \), then \( T_3 \geq 0.8 \text{MAX} \).

**Proof.** \( T_3 \) has an expected reward of \( p^* b^* + (1 - p^*) a^* \). Since \( T_3 \geq T_2 \), we have \( a^* \geq p_w \), and since \( T_3 \geq T_1 \), we have \( p^* b^* + (1 - p^*) a^* \geq p_w + (1 - p_w) p^* b^* + (1 - p^*)(1 - p^*) a^* \). Now suppose we swap the variables \( a^* \) and \( p_w \) in the expected reward and in the constraints. Then the “expected reward” is

\[
p^* b^* + (1 - p^*)p_w
\]

and we have the constraints

\[
p_w \leq a^*
\]

\[
p^* b^* + (1 - p^*)p_w \geq a^* + (1 - a^*) p^* b^* + (1 - a^*)(1 - p^*)p_w
\]

The second constraint can be rearranged to show that \( b^* \geq \frac{(1 - p^*)(1 - p_w)}{p^*} + 1 \). Thus, this case can be reduced to the case of Claim A.3 so the rest of the proof is the same.

**B Missing proofs from Section 4.1**

**Claim B.1.** Suppose \( X_1, X_2, \ldots, X_n \) is an optimal ordering of the random variables. In an optimal stopping rule for this ordering, let \( S \) be the set of random variables that are accepted only when their realization is 1, and \( T \) be the random variables that are accepted whenever their realization is positive. Then, \( S \) precedes \( T \). That is, \( i < j \) whenever \( X_i \in S \) and \( X_j \in T \).

**Proof.** Suppose there is an optimal ordering for which \( S \) does not precede \( T \). In such a case there must be a pair of adjacent random variables \( X_i, X_j \) in the ordering such that \( X_i \in S \), \( X_j \in T \), and \( X_j \) appears before \( X_i \). Let \( L \) be the sequence of random variables that precede \( X_j \) and \( R \) be the sequence of random variables that succeed \( X_i \). We prove the claim by a standard interchange argument in which \( X_i \) and \( X_j \) are swapped: not surprisingly, the contributions from \( L \) and from \( R \) will be the same in both sequences, so their difference will assume a simple form.

Let \( \sigma_{ij} \) be the ordering where \( X_i \) precedes \( X_j \) and let \( \sigma_{ji} \) be the interchanged ordering where \( X_j \) precedes \( X_i \). For their fixed thresholds, let \( f(L) \) be the probability that none of the random variables in \( L \) is accepted and let \( E(L) \) be the expected reward given that a random variable in \( L \) is accepted (similarly define for \( R \)). Define \( V_{\sigma_{ij}} \) and \( V_{\sigma_{ji}} \) to be the expected rewards under orderings \( \sigma_{ij} \) and \( \sigma_{ji} \) respectively, and under these fixed thresholds. Then, it is easy to verify that

\[
V_{\sigma_{ij}} = E(L)(1 - f(L)) + f(L)[q_i + (1 - q_i)(p_j m_j + q_j) + (1 - q_i)(1 - q_j - p_j)E(R)(1 - f(R))] + \]

and

\[
V_{\sigma_{ji}} = E(L)(1 - f(L)) + f(L)[p_j m_j + q_j + (1 - q_j - p_j)q_i + (1 - q_j - p_j)(1 - q_i)E(R)(1 - f(R))].
\]

Simplifying, we have:

\[
V_{\sigma_{ij}} - V_{\sigma_{ji}} = f(L)p_j q_i (1 - m_j) > 0.
\]

Thus, swapping \( i \) and \( j \) while retaining their acceptance thresholds improves the original ordering, which, therefore, cannot be optimal.

**Claim B.2.** Suppose \((S, T) = (S^\sigma, T^\sigma)\) for some ordering \( \sigma \). Then, the ordering \( \sigma \) is optimal if and only if (i) \( S \) precedes \( T \); (ii) the random variables in \( S \) are arranged arbitrarily; and (iii) the random variables in \( T \) are arranged maximally.
variables in \( T \) appear in weakly decreasing order of \( E_i \). In particular, if \( E_1 = E_2 = \ldots = E_n \), then the random variables in \( T \) can be arranged arbitrarily as well.

**Proof.** We already know that any ordering in which \( S \) does not precede \( T \) is sub-optimal, verifying (i). To see (ii), note that any random variable in \( S \) that is accepted results in a value of 1, and that the probability of accepting some random variable in \( S \) is \( 1 - \Pi_{i: X_i \in S}(1 - q_i) \), regardless of how these random variables are ordered. We can verify (iii) using a simple interchange argument as well. Suppose \( X_i, X_j \in T \). As before, we let \( \sigma_{ij} \) be an ordering in which \( X_i \) appears immediately before \( X_j \), with \( L \) being the sequence of random variables that precede \( X_i \) and \( R \) being the sequence of random variables that succeed \( X_j \). \( \sigma_{ji} \) is the ordering with \( X_i \) and \( X_j \) interchanged. Let \( f(L) \) be the probability that none of the random variables in \( L \) is accepted and let \( E(L) \) be the expected reward given that a random variable in \( L \) is accepted (similarly define for \( R \)). Define \( V_{\sigma_{ij}} \) and \( V_{\sigma_{ji}} \) to be the expected rewards under orderings \( \sigma_{ij} \) and \( \sigma_{ji} \) respectively, and under these fixed thresholds. Then, it is easy to verify that

\[
V_{\sigma_{ij}} = E(L)(1 - f(L)) + f(L)[p_im_i + q_i + (1 - q_i - p_i)(p_jm_j + q_j) + (1 - q_i - p_i)(1 - q_j - p_j)E(R)(1 - f(R))]
\]

and

\[
V_{\sigma_{ji}} = E(L)(1 - f(L)) + f(L)[p_jm_j + q_j + (1 - q_j - p_j)(p_im_i + q_i) + (1 - q_j - p_j)(1 - q_i - p_i)E(R)(1 - f(R))].
\]

Simplifying, we have:

\[
V_{\sigma_{ij}} - V_{\sigma_{ji}} = f(L)[(p_j + q_j)(p_im_i + q_i) - (p_i + q_i)(p_jm_j + q_j)]
\]

\[
= \frac{f(L)}{(p_i + q_i)(p_j + q_j)}(E_i - E_j).
\]

Thus, it is optimal for \( X_i \) to appear before \( X_j \) in \( T \) if \( E_i > E_j \). To see that any ordering satisfying properties (i) – (iii) must be optimal note that the value of any ordering satisfying all of these properties is identical, and so should be optimal (because \( (S, T) \) is assumed to be an optimal partition).

\[ \square \]

**C Other algebraic lemmas**

We used following lemmas in the analysis.

**Lemma C.1. Additive Scaling:** Given random variables \( X_1, \ldots, X_n \) and \( c \in \mathbb{R} \) such that \( Y_i := X_i + c \) is a non-negative random variable. Let \( \sigma \) be a permutation. Then \( V(Y_{\sigma(1)}, \ldots, Y_{\sigma(n)}) = V(X_{\sigma(1)}, \ldots, X_{\sigma(n)}) + c \).

**Proof.** We prove by induction. For one variable, \( V(Y) = E[Y] = E[X + c] = E[\max\{X, 0\}] + c = V(X) + c \). W.l.o.g, let \( \sigma = (1, 2, \ldots, k + 1) \). For the inductive step:

\[
V(Y_1, \ldots, Y_{k+1}) = V(Y_1, V(Y_2, \ldots, Y_{k+1}))
\]

\[
= V(X_1 + c, V(X_2, \ldots, X_{k+1}) + c)
\]

\[
= E[\max\{X_1, V(X_2, \ldots, X_{k+1})\}] + c
\]

\[
= V(X_1, \ldots, X_{k+1}) + c
\]

where the second line follows from the induction hypothesis.

\[ \square \]
Lemma C.2. For any \( v \geq 0 \), \( E[\max\{X, c + v\}] \leq E[\max\{X, c\}] + v \) and \( E[\max\{X, c - v\}] \geq E[\max\{X, c\}] - v \)

Lemma C.3. Let \( Y_1 \) and \( Y_2 \) be two \( \{0, 1\} \) random variables where \( E[Y_1] \geq E[Y_2] \). Then \( E[\max\{Y_1, c\}] \geq E[\max\{Y_2, c\}] \) for any constant \( 0 \leq c < 1 \).

Lemma C.4. \( E[\max\{X, \delta c\}] / E[\max\{X, c\}] \geq \delta \) for \( 0 \leq \delta \leq 1 \)

Proof. For convenience we denote \( V(X, c) := E[\max\{X, c\}] \)

\[
\frac{V(X, \delta c)}{V(X, c)} \geq \frac{V(X, c) - (c - \delta c)}{V(X, c)}
\]

\[
= 1 - \frac{c(1 - \delta)}{V(X, c)}
\]

\[
\geq 1 - (1 - \delta)
\]

\[
= \delta
\]

where in the first line, we used Lemma C.2 and in the third line, we used \( V(X, c) \geq c \) \( \square \)
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