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\textbf{Abstract.} We address the question of whether there is a way of characterizing the quantum information transport properties of a medium or material. For this analysis, the special features of quantum information have to be taken into account. We find that quantum communication over an isotropic medium, as opposed to classical information transfer, requires the transmitter to direct the signal toward the receiver. Furthermore, for large classes of media there is a threshold, in the sense that ‘sufficiently much’ of the signal has to be collected. Therefore, the medium’s capacity for quantum communication can be characterized in terms of how the sizes of the transmitter and receiver have to scale with the transmission distance to maintain quantum information transmission. To demonstrate the applicability of this concept, an \(n\)-dimensional spin lattice is considered, yielding a sufficient scaling of \(\delta^{n/3}\) with the distance \(\delta\).
1. Introduction

The propagation of disturbances in materials, e.g. electric pulses in a piece of metal, sound in a solid or spin waves in a spin lattice, can be regarded as a transmission of information. Evidently, the ‘quality’ of this information transmission is determined by the transport properties of the medium. In this work, we take an information-theoretic approach to transport properties, or perhaps more accurately, we consider the capacity for information transfer to be a material property.

To obtain an intuitive picture of the setting we consider, one can think of radio transmission over free space, i.e. imagine a propagation medium that is translation symmetric and isotropic (in a wide sense) and in which we are in control only of limited transmitter and receiver regions. While radio transmission is typically modeled as classical information transfer over a classical medium, here we consider quantum information transfer over quantum mechanical media. Apart from the practical relevance of characterizing quantum information transfer properties for the purpose of quantum communication or processing in physical media, it is a fundamental theoretical issue to pinpoint how the special properties of quantum information alter the typical scenarios we know from classical communication theory.

Here, we show that quantum communication in an isotropic medium, and as opposed to classical information transfer, requires the transmitter to direct the signal toward the receiver, as one would intuitively expect from the no-cloning theorem. The degree to which such a directed quantum communication can be achieved is a property of the medium. We suggest to characterize this quantum information transport property by how the sizes of the transmitter and receiver regions should scale with increasing transmission distance in order to obtain quantum
communication. To the best of our knowledge, such characterizations have not been considered previously.

As an illustration we use an $n$-dimensional spin lattice, where an upper bound to the scaling can be determined. In the specific setting of spin lattices of higher dimensions (larger than 1), this investigation can be regarded as a generalization of the idea to use permanently coupled one-dimensional (1D) spin chains for information transmission [1, 2]. For 1D spin chains, it is known that perfect state transfer can be obtained by tuning the interactions locally along the chain [3]. One could imagine this to be possible also in higher dimensions [4]. However, as we consider the ‘free space’ of a translation symmetric lattice, this excludes such local tunings. In [5] it was shown that communication between arbitrary points can be achieved without the transmitter and receiver knowing each other’s positions. However, this result assumes a finite lattice, which is excluded in our case by the effectively infinite medium. We also note that the propagation of information in a medium, as studied here, is related to the Lieb–Robinson bound [6].

2. Scaling characterization of media

Quantum information transport is possible when the medium admits a non-zero quantum channel capacity. The latter measures how many qubits can be sent reliably when averaged over many independently repeated uses of a channel, assuming optimal encodings and decodings. (We consider the unassisted capacity where, e.g., no additional classical channels are assumed.) To apply this concept we need to specify a channel, i.e. a well-defined physical mapping from an input system to an output system. A channel can be set up by ‘injecting’ information from an input system $A$ into a bounded region of the medium, in the following referred to as the ‘transmitter region’. (For a concrete example in the special case of a spin lattice, see figure 1.) If the input system $A$ is initially uncorrelated with the medium, then the injection and the evolution of the medium result in a quantum channel from $A$ to a receiver region $R$. One could imagine a qualitative characterization of the medium simply by asking whether the resulting channel capacity is non-zero or not. However, the answer will depend on the sizes and distance between the transmitter and receiver. To avoid this, we rather ask how the transmitter and receiver regions have to scale with the transmission distance to obtain a non-zero capacity. (To use scaling as a method to get rid of unimportant details is a common approach, e.g., in the context of area law scaling of entanglement entropy [7].) The transmission still depends on other aspects of the information injection (and the extraction at the receiver) but the optimal scaling achievable (possibly under some constraints, e.g. a bound on the energy) can be taken as a characterization of the medium. Needless to say, the optimal scaling would, in general, be very challenging to determine. More realistically, we can find upper bounds (sufficient scaling) to the theoretically optimal scaling. (This is analogous to the classical setting where one, in general, has to settle for lower bounds on the channel capacity over a given medium.) With the aim to obtain such scalings, we first elucidate some necessary and sufficient conditions for a non-zero channel capacity. We begin with a simple argument which shows that if there is too much symmetry in the system, then the quantum channel capacity is zero.

---

4 The Lieb–Robinson (LR) bound can be rephrased as an upper bound on the speed of information propagation. Reasonably, the LR bound should limit how efficiently quantum information can be transmitted in a medium.
Figure 1. To obtain a channel from a transmitter to a receiver over a spin lattice, we may use a separate spin $A$ as an input system. To ‘inject’ this information into the lattice, we swap the input spin $A$ with a selected spin in the lattice. A local potential barrier acts as a transmitter antenna that directs the excitation toward the receiver, where the wave packet reaches another antenna that collects the excitation into the receiver area. By considering the state in the receiver region $R$ at a given time, we obtain a channel from the input spin $A$ to the receiver $R$.

3. The need for symmetry breaking

Classical signals can be copied and transmitted in all directions, e.g., in radio broadcasting, where the copying is done by ramping up the amplitude in the transmitter antenna. Since quantum information cannot be cloned [8] or broadcast [9], one might suspect that there is no quantum analogue of this. We can make this intuition more precise in terms of a symmetry argument. For this purpose, we assume the medium to have some type of symmetry, and furthermore assume that the state of the medium after the injection is invariant under this symmetry, for all states of the input system $A$. (Since we typically imagine a localized transmitter, the symmetries would be, e.g., rotations or reflections around this region.) The symmetry generates copies of the receiver region $R$. If such a copy $R'$ does not overlap with $R$, then they correspond to two distinct subsystems of the medium. By the assumed symmetries, $R$ and $R'$ will obtain the same state no matter what the input $A$ is. Intuitively, the no-cloning theorem thus implies that there is no quantum information transmission from $A$ to $R$. More formally, since the state of $R$ can be reconstructed from $R'$, this implies that the channel from $A$ to $R$ is anti-degradable [10], which gives a zero quantum channel capacity [10, 11] (see appendix A for more details). We can thus conclude that the symmetry makes quantum communication impossible. This is in contrast to the classical case where a similar symmetry condition may lower the efficiency, but would not prevent information transmission per se.

The above arguments show that symmetry breaking is a necessary condition for quantum communication. However, in the following we show that for large classes of systems this is not enough; the quantum signal needs to be directed in a stronger sense. Loosely speaking, we need to gather ‘sufficiently much’ of the signal to achieve quantum information transmission. We begin by demonstrating this threshold effect in a very simple system.
4. Thresholds for quantum communication: an illustration

Consider a medium where information is transmitted via single excitations or particles. (We do not specify whether the medium is discrete or a continuum.) In this setting, one can determine a simple necessary and sufficient condition for a non-zero quantum channel capacity. We assume that the medium preserves the total number of particles, i.e. its Hamiltonian commutes with the total number of operators. We furthermore assume that the medium has a vacuum state \(|\nu\rangle\) that can be written as a product state \(|\nu\rangle = |0_R\rangle|0_c\rangle\) of local zero-excitation states \(|0_R\rangle\) and \(|0_c\rangle\) in the receiver \(R\) and its complement \(R^c\), respectively. Moreover, the single-excitation sector is spanned by states of the form \(|\chi_R\rangle|0_c\rangle\) and \(|0_R\rangle|\chi_R^c\rangle\), where \(|\chi_R\rangle\) and \(|\chi_R^c\rangle\) are single-excitation states on \(R\) and \(R^c\), respectively.

The input \(A\) is a single qubit, the medium starts in the vacuum state, and the injection can be described by a unitary operator \(U_i\). If \(A\) is in state \(|0\rangle\), then the injection does nothing, i.e. \(U_i|0\rangle\langle0|\nu\rangle = |0\rangle\langle0|\nu\rangle\), while it puts a single-excitation state, \(|\eta_T\rangle\), in the transmitter region if \(A\) is in \(|1\rangle\), i.e. \(U_i|1\rangle\langle1|\nu\rangle = |0\rangle\langle0|\eta_T\rangle\). The dynamics of the lattice evolves \(|\eta_T\rangle\) into a new single-excitation state \(|\psi_p\rangle = \sqrt{p}|\chi_R\rangle|0_c\rangle + \sqrt{1-p}|0_R\rangle|\chi_R^c\rangle\), where \(p\) is the probability of finding the excitation in the receiver region. If the state of the input qubit \(A\) is \(\rho\), then the state of the receiver region \(R\) can be written as

\[
\Phi_\rho(\rho) = \langle0|\rho|0\rangle |0_R\rangle\langle0_R| + p\langle1|\rho|1\rangle |\chi_R\rangle\langle\chi_R| + \sqrt{p}\langle1|\rho|0\rangle |\chi_R\rangle\langle0_R| + \sqrt{1-p}\langle0|\rho|1\rangle |0_R\rangle\langle\chi_R| + (1-p)\langle1|\rho|1\rangle |0_R\rangle\langle0_R|.
\]

Effectively, \(\Phi_\rho\) is a qubit amplitude damping channel, and for these it is known that the channel capacity is non-zero if and only if \(p > 1/2\) [12]. (For another example see appendix C.) If combined with the previous symmetry argument, we see that it is not enough to break the symmetry in order to get a non-zero capacity, but that the receiver furthermore has to collect most of the amplitude of the particle.

5 One can relax these assumptions. The vacuum does not have to be a product state, and it is essentially enough if the single-excitation sector is spanned by states that can be generated from the vacuum (and removed again) coherently, via local operations.

5

New Journal of Physics 15 (2013) 033025 (http://www.njp.org/)
the pick-up probability in the example above.) If $\sigma$ is mixed enough to have full rank, then there exists a neighborhood of $\Lambda_\sigma$ where all channels have zero quantum channel capacity (see appendix B). This tells us that even if $\| \Phi - \Lambda_\sigma \|$ never becomes identically zero as we increase the separation between transmitter and receiver, the resulting quantum channel capacity will nevertheless be zero beyond some threshold distance. This threshold can be increased if we increase the sizes of the transmitter and receiver regions. Thus, it is possible to characterize the medium in terms of the scaling of the transmitter and receiver regions needed to maintain a non-zero quantum channel capacity with increasing distance (see appendix D). This is in contrast to the case of classical information transfer (over classical or quantum channels) where we generically would expect a non-zero (albeit small) classical capacity for all distances, which makes a characterization in terms of a scaling for a non-zero capacity meaningless (see appendix E).

6. Possibility of directed quantum communication

To illustrate the possibility of directed quantum communication, we take a square lattice $L$ of uniformly coupled spin-half particles that interact according to the Heisenberg XY model

$$H = -\frac{1}{2} \sum_{\langle j,k \rangle} (\sigma_j^x \sigma_k^x + \sigma_j^y \sigma_k^y) + \sum_j (\sigma_j^z + \hat{1}_j),$$

where $\sigma_j$ denotes Pauli matrices at position $j$ and $\langle j, k \rangle$ the nearest neighbor pairings. In the 1D case (allowing for different coupling constants) this is a common model for information transfer in spin chains (see, e.g., [3]). Since $[H, \sum_j \sigma_j^z] = 0$, the total number of excitations is conserved, and the ground state is a product state $|0\rangle \cdots |0\rangle$, where 0 denotes spin down.

The simple dynamics of this model facilitates numerical calculation of the pick-up probability (and thus the channel capacity). Due to computational limitations we only consider the two-dimensional (2D) case.

In [16], it was observed that a single excitation can propagate along diagonals of the 2D square lattice XY model in a remarkably confined manner (see figure 7 of [16]). However, the wave packet disperses more rapidly in other directions. In other words, the pick-up probability in the receiver region and hence the channel capacity depend on the direction of propagation, similar to other transport properties. In the present calculations, we consider propagation along the favored diagonals.

One can imagine several different methods to direct the excitations toward the receiver. One way is to construct local potential barriers, as depicted in figure 1. These potentials are obtained by adding terms of the form $w_j \sigma_j^z$ to (1), where $w_j$ are real numbers. We use this simple type of antennas for the calculation of the dashed line in figure 2(a), which gives the pick-up probability $p$ as a function of the time $t$ between the swap-in from $A$ and the time when we record the state in $R$. As figure 2(a) shows, $p$ reaches above the critical value $1/2$ for this specific arrangement. Another method for obtaining the necessary directionality (which numerical tests suggest is superior to the antenna construction) is to put a suitably shaped wave packet directly on the lattice. The solid line in figure 2(a) gives one example of this for a modulated Gaussian wave packet cropped to a small transmitter region.
Figure 2. (a) Pick-up probability: the probability $p$ of finding the excitation in the receiver area is plotted as a function of the evolution time $t$ measured relative to the propagation time $t_{\text{prop}}$ of the peak. The dashed line corresponds to the setting schematically depicted in figure 1, with a $256 \times 256$ lattice with lossy edges and a $20 \times 20$ receiver area. The distance between the inner corners of the antennas is 110 sites. The solid line corresponds to a $2048 \times 2048$ lattice, with $21 \times 21$ transmitter and receiver regions. The distance between the centers of these two squares is 1969 sites. In this case we have no antennas, but use as the initial state a suitably modulated Gaussian wave packet, cropped to the transmitter region. As seen, both the cases reach above the critical value $1/2$.

(b) Scaling: with a transmitter and a receiver at the distance of $\delta$ sites in the lattice, we let the initial wave package be a Gaussian, modulated to travel at the maximal group velocity and cropped to a square transmitter region with a side length that scales as $\delta^{1/3}$. For this transmission system, we determine the side length $w$ of a square-shaped receiver region needed to obtain a given pick-up probability $p$ as a function of $\delta$. We plot $\log_2 w$ against $\log_2 \delta$, and repeat this for the pick-up probabilities $p = 0.9, 0.8, 0.7, 0.6, 0.5$. The lines in the background are set to the slope $1/3$.

7. Sufficient scaling: an example

Using the above model, with transmission along the diagonals of the lattice, we here turn to the question of how fast the transmitter and receiver have to grow with the transmission distance in order to obtain a non-zero channel capacity. A crucial issue is how fast a given single-particle wave packet spreads as it propagates, and thus minimally dispersive wave packets should be useful. For the 1D $XY$ model, it was found [17, 18] that a good choice of such wave packets yields a pick-up probability close to 1, for transmitter and receiver regions that scale as $\delta^{1/3}$, where $\delta$ is the number of spins in the spin chain. This suggests an analogous approach for the $XY$ model on an $n$-dimensional square lattice, since the evolution is decoupled along the $n$ different dimensions, which would yield a volume scaling of $\delta^{n/3}$ of the transmitter and receiver regions. This reasoning is confirmed in figure 2(b) by a numerical calculation of the scaling.

\[ \text{New Journal of Physics 15 (2013) 033025 (http://www.njp.org/)} \]
in the 2D case. Since we have used a specific transmission system, this is an upper bound to the theoretically optimal scaling. However, restricted to the set of single excitations, it appears reasonable to expect this result to be near optimal.

8. Conclusions

We have found that quantum communication requires us to direct and collect a sufficiently large part of the signals into the receiver. This makes it possible to characterize the quantum information transport in media in terms of the scaling of the transmitter and receiver region needed to maintain a non-zero quantum channel capacity. For single-particle transmission in an $n$-dimensional Heisenberg $XY$ model, a scaling of $\delta^{n/3}$ is sufficient.

It is an open question how the scalings of general physical media, e.g. solid-state systems or optical lattices depends on various aspects of the dynamics, especially if we incorporate more realistic settings and include, e.g., Anderson localization, thermal noise and decoherence. To directly determine the optimal scalings appears challenging, but estimates for sufficient scalings appear to be tractable.

In this investigation, we have made the tacit assumption that a sequence of transmissions can be described as independent and identically distributed (iid) repetitions of a single transmission. If the medium in some sense relaxes to its initial state after each transmission, this approximation is justifiable, as the scaling does not take into account the time it takes to transmit signals, thus allowing sufficient delays between subsequent transmissions. However, if we wish to determine the transmission per time unit, rather than per channel use, the iid assumption may not be useful, e.g., as the number of excitations in the medium potentially increases for rapidly repeated transmissions. Techniques that go beyond the iid assumption [19–22] could potentially be applied in this case.
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Appendix A. Quantum communication requires symmetry breaking

In the main text, we sketched in mere words the argument for why symmetry breaking is needed to obtain a non-zero quantum channel capacity. Here, we make the argument a bit more precise, and we begin by recapitulating the notion of degradable and anti-degradable channels.

Given a finite-dimensional Hilbert space $\mathcal{H}$, we let $\mathcal{L}(\mathcal{H})$ denote the set of linear operators on $\mathcal{H}$. We let TPCPM$(\mathcal{H}_i, \mathcal{H}_f)$ denote the set of trace preserving completely positive maps (channels) from $\mathcal{L}(\mathcal{H}_i)$ to $\mathcal{L}(\mathcal{H}_f)$.

For every channel $\Phi$ there exists a Steinspring dilation, i.e. a Hilbert-space $\mathcal{H}_C$ and a partial isometry $V : \mathcal{H}_A \to \mathcal{H}_B \otimes \mathcal{H}_C$, with $V^\dagger V = \hat{1}_A$, such that

$$\Phi(\rho) = \text{tr}_C(V \rho V^\dagger), \quad \forall \rho \in \mathcal{L}(\mathcal{H}_A). \quad (A.1)$$
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We define the complementary channel $\Phi^c$ to $\Phi$ as

$$\Phi^c(\rho) := \text{tr}_B(V\rho V^\dagger), \quad \forall \rho \in \mathcal{L}(\mathcal{H}_A). \quad (A.2)$$

The original channel, $\Phi$, is called degradable if there exists some channel $N : \mathcal{L}(\mathcal{H}_C) \to \mathcal{L}(\mathcal{H}_B)$ such that $\Phi^c = N \circ \Phi$. In other words, a channel is degradable if it is possible to reconstruct the state of the output $C$ from the state of $B$. Conversely, $\Phi$ is called anti-degradable if there exists a channel $\Lambda$ such that $\Phi = \Lambda \circ \Phi^c$. It is a well-known fact that anti-degradable channels have a zero quantum channel capacity [10, 11].

As described in the main text, we obtain a channel by ‘injecting’ information from a system $A$, initially uncorrelated to the medium. For this we use a channel $\Phi^T_1 : \mathcal{L}(\mathcal{H}_T \otimes \mathcal{H}_A) \to \mathcal{L}(\mathcal{H}_T)$, where $T$ is the transmission region in the medium. (It is useful to include the transmitter region $T$ at the input of this channel, as this makes it possible to handle cases where $T$ is initially correlated with an environment, or other parts of the medium.)

After the propagation in the medium, one can furthermore imagine to ‘eject’ the information from the receiver into an output system $B$, by using a channel $\Phi^E_1 : \mathcal{L}(\mathcal{H}_R) \to \mathcal{L}(\mathcal{H}_E)$. In most discussions, we will simply use the partial trace $\text{tr}_E$, i.e. we consider the receiver region itself as the output system, although in some cases it can be convenient to use a separate output system and other maps.

To model the propagation in the medium in full generality, we assume the medium $M$ to initially be in some joint state $\sigma_{ME}$ with an ‘environment’ $E$. We furthermore assume the propagation to be described by a unitary $V_{ME}$ (as generated by some joint Hamiltonian $H_{ME}$). In total, we can thus describe the resulting channel from the input to a receiver region $R$ as

$$\Phi^R(\rho_A) = \text{tr}_{ER}[V_{EM}[\Phi^T_1 \otimes I_{ET^\dagger}](\sigma_{EM} \otimes \rho_A)V_{ME}^\dagger]. \quad (A.3)$$

Note that by including the environment $E$ we allow all types of decay, decoherence and noise effects.

In the following, we wish to express the idea that the medium and the injection possess a symmetry. Let us, therefore, consider some symmetry group $G$ with a unitary representation $\{U_g\}_{g \in G}$ on the Hilbert space $\mathcal{H}_{ME}$ of the medium. (A reasonable special case is to let $U_g = \tilde{U}_g \otimes 1_E$, with $\tilde{U}_g$ only acting on $\mathcal{H}_M$.) What we require is that the state of the medium, after the injection and the evolution, be invariant under the action of the group, irrespective of what state we feed to the input system. In other words,

$$\text{tr}_E[U_gV_{EM}[\Phi^T_1 \otimes I_{ET^\dagger}](\sigma_{EM} \otimes \rho_A)V_{ME}^\dagger U_g^\dagger] = \text{tr}_E[V_{EM}[\Phi^T_1 \otimes I_{ET^\dagger}](\sigma_{EM} \otimes \rho_A)V_{ME}^\dagger] \quad (A.4)$$

for all $g \in G$ and all $\rho \in \mathcal{L}(\mathcal{H}_A)$. We discuss this assumption further below, but for the moment, let us assume that (A.4) holds.

Given a subsystem $R$ in the medium, every element $g$ of the group maps $R$ to a new subsystem $gR$. Assume that $R$ and $gR$ are two independent subsystems, i.e. we can decompose the total Hilbert space of the medium as $\mathcal{H}_M = \mathcal{H}_R \otimes \mathcal{H}_{gR} \otimes \mathcal{H}_{\text{leftovers}}$. In our setting, $R$ is a bounded region in the medium and $g$ is a symmetry operation, like a reflection or a rotation, and thus the necessary independence is obtained when the regions $R$ and $gR$ have no overlap. Considering the maps $\Phi^R$ and $\Phi^{gR}$ as in (A.3), for independent subsystems $R$ and $gR$, and assuming the symmetry condition (A.4) to be true, it follows directly that $\Phi^R$ and $\Phi^{gR}$ are isomorphic. Consequently, both of them are anti-degradable and thus have zero quantum channel capacity.

Although (A.4) gives a clear condition, it might nevertheless be good to illustrate it with a couple of extreme cases. In the simplest case, we do not include any environment, and thus...
only consider unitary evolution generated by a Hamiltonian $H$ of the medium. In this case $U_g$ of course only acts on $\mathcal{H}_M$ and the symmetry of the medium is guaranteed by $[U_g, H] = 0$ for all $g \in G$. That the information injection always results in a symmetric state, we can express as $U_g [(\Phi^T_I \otimes I_{T'})(\sigma_M \otimes \rho_A)] U_g^\dagger = [(\Phi^T_I \otimes I_{T'})(\sigma_M \otimes \rho_A)]$ for all $g$ and all $\rho_A$. These two assumptions yield the ‘environment-free’ special case of (A.4).

Another extreme case is to assume that the environment is Markovian, e.g. replacing the Hamiltonian evolution by a Markovian master equation on the medium alone [23, 24]. The unitary operator $V_{ME}$ describing a time step of the medium is thus replaced by a channel $\mathcal{E} : \mathcal{L}(\mathcal{H}_M) \to \mathcal{L}(\mathcal{H}_M)$. The symmetry of the injection is expressed identically as in the previous example, while the symmetry of the evolution can be stated as $U_g \mathcal{E}(\rho) U_g^\dagger = \mathcal{E}(U_g \rho U_g^\dagger)$. This yields a ‘channel version’ of (A.4).

**Appendix B. Zero quantum capacity neighborhoods around full rank replacement maps**

In the main text, we claimed that for each full rank replacement map on finite-dimensional Hilbert spaces there exists a neighborhood where all channels have zero quantum channel capacity. (Given a replacement map $\Lambda_\sigma (\rho) = \sigma$ we say that $\Lambda_\sigma$ is ‘full rank’ whenever $\sigma$ has full rank. We also say that $\Lambda_\sigma$ is ‘rank-deficient’ if $\sigma$ is not full rank.) As mentioned in the main text, this can be viewed as a channel analogue of what is sometimes referred to as ‘entanglement sudden death’ (ESD) [13]. The rather extensive literature on this subject (see e.g. [13, 25–30]) in essence shows that the entanglement in many decoherence models can reach zero after a finite time. The link to channel capacities is apparent, and one can translate results from ESD to the present setting using the Choi isomorphism [31]. However, here we directly use the PPT criteria to obtain a radius around full rank replacement maps, within which all channels have zero quantum channel capacity. This can be used for an upper bound to the scaling characterization described in appendix D. (In appendix C, we also discuss thresholds in restricted neighborhoods of rank-deficient replacement maps.)

We let $\text{Lin}(\mathcal{H}_i, \mathcal{H}_i)$ denote the set of all linear maps from $\mathcal{L}(\mathcal{H}_i)$ to $\mathcal{L}(\mathcal{H}_i)$. Given an orthonormal basis $\{|j\rangle\}_{j=1}^N$ of $\mathcal{H}_i$ the Choi representation [31] of an element $\Phi \in \text{Lin}(\mathcal{H}_i, \mathcal{H}_i)$ is defined by

$$M(\Phi) := \frac{1}{N} \sum_{j,j'} \Phi(|j\rangle \langle j'|) \otimes |j\rangle \langle j'|.$$  

(B.1)

**Lemma 1 ([32, 33]).** If the Choi representation of a channel $\Phi$ has a positive partial transpose (we say that $\Phi$ is a PPT channel), then $\Phi$ has zero quantum channel capacity.

For any linear operator $Q$, we denote the standard operator norm as $\|Q\| := \sup_{\|\psi\|=1} \|Q \psi\|$, the trace norm $\|Q\|_1 := \text{tr} \sqrt{Q^T Q}$ and the Hilbert–Schmidt norm $\|Q\|_2 := \sqrt{\text{Tr}(Q^T Q)}$. For any $\Phi \in \text{Lin}(\mathcal{H}_i, \mathcal{H}_i)$, we can define the diamond norm [14, 15] as

$$\|\Phi\|_\diamond := \sup_{X \in \mathcal{L}(\mathcal{H}_i \otimes \mathcal{H}_i)} \|\Phi \otimes I_1 (X)\|_1,$$  

(B.2)

where $\dim(\mathcal{H}_i) \geq \dim(\mathcal{H}_i)$ [15].

Given an orthonormal basis $\{|k\rangle\}_k$ of the Hilbert space $\mathcal{H}$, we define the transpose of an operator $Q$ on $\mathcal{H}$ as $\Theta(Q) := \sum_{k,k'} |k\rangle \langle k'| Q |k\rangle \langle k'|$. We let $\text{HP}(\mathcal{H}_i, \mathcal{H}_i)$ denote the set of Hermiticity preserving linear maps from $\mathcal{L}(\mathcal{H}_i)$ to $\mathcal{L}(\mathcal{H}_i)$. For any $\Phi \in \text{HP}(\mathcal{H}_i, \mathcal{H}_i)$, we define

$$\xi (\Phi) := \lambda_{\min}(\Theta_1 M(\Phi)).$$  

(B.3)
where $\lambda_{\min}$ is the smallest eigenvalue of $\Theta_t M(\Phi)$. This is essentially the negativity [34] of the state $M(\Phi)$. Note that it does not matter whether we use $\Theta_t$ or $\Theta_t$ in the definition. Furthermore, if $\Theta_t M(\Phi)$ has negative eigenvalues, then $\xi(\Phi)$ is to be understood as its most negative eigenvalue.

If $A$ is a Hermitian operator, we let $\lambda^+(A)$ denote the eigenvalues of $A$ in non-increasing order, i.e. $\lambda^+_1(A) \geq \lambda^+_2(A) \geq \cdots \geq \lambda^+_n(A)$.

**Lemma 2** (Theorem VIII.4.8 in [35]). Let $A$ and $B$ be Hermitian operators on the same finite-dimensional Hilbert space. Then $\max_j |\lambda_j^+(A) - \lambda_j^+(B)| \leq \|A - B\|_o$.

**Lemma 3.** Regarded as a linear map, the partial transpose, $\Theta_t \otimes I_i$, satisfies the following properties:

\[
\sup_{X \in \mathcal{L}(\mathcal{H}_t \otimes \mathcal{H}_i) \|X\|_1 \leq 1} \|\Theta_t \otimes I_i(X)\|_2 = 1, \tag{B.4}
\]

\[
\sup_{X \in \mathcal{L}(\mathcal{H}_t \otimes \mathcal{H}_i) \|X\|_1 \leq 1} \|\Theta_t \otimes I_i(X)\| \leq 1. \tag{B.5}
\]

The left-hand side of (B.5) should not be confused with the completely bounded norm [36] of $\Theta_i$, which would be obtained if we replaced the condition $\|X\|_1 \leq 1$ with $\|X\| \leq 1$ (for $\dim \mathcal{H}_i \geq \dim \mathcal{H}_t$).

**Proof.** If $|\alpha\rangle, |\beta\rangle \in \mathcal{H}_t \otimes \mathcal{H}_i$ are normalized, one can use the Schmidt decomposition to show that

\[
\|[\Theta \otimes I](|\alpha\rangle \langle \beta|)\|_2 = 1. \tag{B.6}
\]

Let $X \in \mathcal{L}(\mathcal{H}_t \otimes \mathcal{H}_i)$ be such that $\|X\|_1 \leq 1$. Using a singular value decomposition $X = \sum_n s_n |\alpha_n\rangle \langle \beta_n|$, together with (B.6), yields $\|[\Theta \otimes I](X)\|_2 \leq 1$, which proves (B.4). Due to the general fact that $\|\cdot\|_2 \leq \|\cdot\| \| \cdot \|$, we can conclude that (B.5) also holds.

**Lemma 4.** Let $\Phi, \Psi \in \mathcal{H}(\mathcal{H}_i, \mathcal{H}_t)$ then

\[
|\xi(\Phi) - \xi(\Psi)| \leq \|\Phi - \Lambda\|. \tag{B.7}
\]

**Proof.**

\[
|\xi(\Phi) - \xi(\Psi)| \leq \max_j |\lambda_j^+(\Theta_t M(\Phi)) - \lambda_j^+(\Theta_t M(\Psi))|
\]

\[
\leq \|\Theta_t M(\Phi) - \Theta_t M(\Psi)\|
\]

\[
\leq \|M(\Phi - \Psi)\|_1
\]

\[
\leq \|\Phi - \Psi\|_o.
\]

The first inequality follows trivially from the definition of $\xi(\cdot)$, the second from lemma 2, and the third follows from (B.5) in lemma 3.

**Corollary 1.** If $\Psi \in \text{TPCPM}(\mathcal{H}_i, \mathcal{H}_t)$ is such that $\xi(\Psi) \geq 0$, then all channels with a distance in the diamond norm less than or equal to $\xi(\Psi)$ to $\Psi$ are PPT.

If $\xi(\Psi) < 0$, then all channels with a distance in the diamond norm strictly less than $-\xi(\Psi)$ to $\Psi$ are in the complement of PPT.

**Corollary 2.** Let $\Lambda_\sigma \in \text{TPCPM}(\mathcal{H}_i, \mathcal{H}_t)$ be the replacement map $\Lambda_\sigma(\rho) = \sigma$. Then all elements in $\text{TPCPM}(\mathcal{H}_i, \mathcal{H}_t)$ with a distance to $\Lambda_\sigma$ less than or equal to $\lambda_{\min}(\sigma)/\dim \mathcal{H}_i$, in the diamond norm, are PPT.
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Appendix C. Restricted zero quantum capacity neighborhoods

In the previous appendix, we focused on full rank replacement maps. It is certainly reasonable to ask whether also rank-deficient replacement maps have zero quantum capacity neighborhoods. We, unfortunately, do not provide an answer here, but merely observe that there exist physically relevant restricted families of channels within which there still exist thresholds around low rank replacement maps.

One simple example is the family of channels $\Phi_p$, corresponding to the single-excitation transmission described in the main text. In this case the relevant replacement map is $\Lambda_{\ket{0}\ket{0}}$, which is clearly not full rank. However, as was shown in the main text, within this (very restricted) class of channels, there is a threshold for zero capacity at $p = 1/2$.

We can also obtain a multi-excitation generalization of this example. We let $|\eta_T\rangle$ be a $N$-excitation state, rather than a single-excitation state. Thus, after the evolution, the new $N$-particle state can be written as $|\psi\rangle = \sqrt{p}|0_R\rangle|\chi_R^N\rangle + \sqrt{q}|\chi_R^N\rangle|0_R\rangle + \sqrt{r}|\chi\rangle$, where $|\chi_R^N\rangle$ is an $N$-particle state in the receiver region, $|\chi_R^N\rangle$ an $N$-particle state in the complement and $|\chi\rangle$ is an $N$-particle state with more than zero excitations in both the receiver and the complement. Here, $p$ is the probability that we find all the excitations in the receiver, $q$ the probability that we find none in the receiver and $r = 1 - p - q$ is the probability that we find some particles in both the receiver and its complement. The channel from the input qubit $A$ to the receiver $R$ can be written as

$$\Phi(\rho) = (0|\rho|0\rangle|0_R\rangle + p(1|\rho|1\rangle|\chi_R^N\rangle|\chi_R^N\rangle + \sqrt{p}(1|\rho|0\rangle|0_R\rangle + \sqrt{p}(0|\rho|1\rangle|0_R\rangle|\chi_R^N\rangle|\chi_R^N\rangle + q(1|\rho|1\rangle|0_R\rangle|0_R\rangle + r(1|\rho|1\rangle|\sigma\rangle,$$

where $\sigma$ is a density operator with support on the orthogonal complement to the space spanned by $|0_R\rangle$ and $|\chi_R^N\rangle$. Using degradability and anti-degradability one can prove that this channel has a non-zero channel capacity if and only if $p > q$. Hence, the channel capacity is non-zero if and only if the probability to pick up all the particles is strictly larger than the probability to pick up none. Like for the single-particle transmission, we thus obtain a threshold effect for the channel capacity.

Appendix D. Threshold distances and scaling

Here, we argue that the results of the previous appendices translate into the existence of a threshold distance for quantum communication.

Imagine an effectively infinite, in some sense isotropic, and at least two-dimensional medium where bounded transmitter and receiver are embedded. Assume that we fix the size and shape of the transmitter and receiver regions, as well as the injection and ejection maps, while we are allowed to vary the distance between the transmitter and receiver. It appears reasonable to assume that as we increase this distance, the transmitted signal will gradually fade away, and in the limit of an infinite distance, the receiver perceives only the background noise of the medium. Another way of putting this is to say that the actual transmission channel $\Phi$ approaches a replacement map $\Lambda_{\sigma}$. The state $\sigma$ is the image of the equilibrium state $\rho_{\text{eq}}$ of the medium in the receiver, i.e. $\sigma = \Phi_{\sigma}(\rho_{\text{eq}})$ or simply $\sigma = \text{tr}_R(\rho_{\text{eq}})$. Note that we do not necessarily require that the medium globally reach an equilibrium state $\rho_{\text{eq}}$; it is enough if the receiver sees something that locally looks like the equilibrium $\rho_{\text{eq}}$. One example of the latter is the single-excitation model in the main text, where $\rho_{\text{eq}} = |\nu\rangle\langle\nu|$. In this case, the excitation will eventually propagate away.
from the receiver, out into the effectively infinite medium. In other words, even though globally there can be an excitation present in the medium, it will eventually look to the receiver as if the medium is empty.

Apart from the assumption that \( \Phi \) approaches a limiting replacement map \( \Lambda_\sigma \) as we increase the distance, we also assume that \( \Lambda_\sigma \) is full rank. As shown in appendix B, this implies that \( \Phi \) for some sufficiently large distance will eventually enter the zero capacity neighborhood indefinitely. Beyond this threshold distance the quantum channel capacity is identically zero. (As an alternative to the full-rank assumption, we may also use restricted models as in appendix C.)

When we consider the question of how the sizes of the transmitter and receiver have to scale with increasing distance to maintain a non-zero capacity, it maybe goes without saying that we implicitly mean the scaling of regular and reasonably shaped regions. As we increase the size of the (e.g. sphere-shaped) transmitter or receiver regions, the threshold distance increases monotonically. This is due to the fact that we can always restrict ourselves to only using the original smaller region. One should also note that every medium has at least a trivial scaling. The reason is that we can always make the transmitter and receiver regions so large that they overlap. This would allow the transmitter to directly put the signal into the receiver, and thus trivially obtain perfect transmission. Hence, in the worst case, the radius of the transmitter or receiver scales linearly with the distance.

Given the above arguments it is reasonable to ask when we can expect \( \sigma \) to be a full rank operator. (Although one should keep in mind that it is not clear whether the full-rank assumption is essential or merely an artifact of limited proof techniques.) For example, if \( \rho_{eq} \) is the ground state of the Hamiltonian of the medium, then \( \sigma = \text{tr}_R \rho_{eq} \) is full rank when the ground state is sufficiently entangled between \( R \) and \( R^c \), in the sense of having the maximal Schmidt rank. Another example is when \( \rho_{eq} \) would be the Gibbs state of the medium Hamiltonian (i.e. \( \rho_{eq} = e^{-\beta H} / Z(\beta) \)). Whenever the underlying Hilbert space is finite-dimensional the Gibbs state has to be full rank.

Appendix E. The generic non-zero classical capacity of quantum channels

Here, we briefly clarify the statement in the main text that the classical channel capacity in the neighborhood of a replacement map generically is non-zero. This follows from the fact that a quantum channel has zero classical capacity if and only if it is a replacement map. A direct consequence of this is that every neighborhood of a replacement map consists almost only of channels with non-zero classical capacity. The following proves that only replacement maps have zero classical capacity.

The Holevo quantity \([37, 38]\) of a channel is defined as

\[
\chi(\Phi) := \sup_{p, \rho} \chi\left(\{p_x\}_x, \{\rho_x\}_x, \Phi\right),
\]

\[
\chi\left(\{p_x\}_x, \{\rho_x\}_x, \Phi\right) := H\left(\left(\Phi \left(\sum_x p_x \rho_x\right)\right)\right) - \sum_x p_x H(\Phi(\rho_x)),
\]

where the supremum is taken over all possible \( p_x \geq 0, \sum_x p_x = 1 \), and density operators \( \rho_x \) in the domain of the channel. The classical capacity \( C(\Phi) \) of a quantum channel \( \Phi \) is the regularized version of the Holevo quantity \( C(\Phi) = \lim_{n \to \infty} \chi(\Phi^\otimes n) / n \) \([37, 38]\).
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Clearly, every replacement map has zero capacity. For the converse, we note that $C(\Phi) \geq \chi(\Phi) \geq 0$. Furthermore, $\chi((\rho_\chi)_x, (\rho_\chi)_x, \Phi) = H(X : B)_\tilde{\rho} \geq 0$, where $H(X : B)_\tilde{\rho} := H(\rho_B) + H(\rho_X) - H(\rho_{X B})$ is the mutual information between $X$ and $B$ in the state $\tilde{\rho} := \sum_x p_x|x\rangle\langle x| \otimes \Phi(\rho_x)$, where $\{|x\rangle\}_x$ is an orthonormal basis in an auxiliary Hilbert space $H_X$. By the condition $\chi(\Phi) = 0$ we thus find that $H(X : B)_\tilde{\rho} = 0$ for all states $\tilde{\rho}$. We can conclude that $\tilde{\rho}$ must be a product state for all choices of $p_x$ and $\rho_x$, and thus $\Phi$ is a replacement map.
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