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ABSTRACT

New methods for hypersurface (that is, 3-dimensional manifold) curvature determination in volumetric data are introduced. One method is convolution-based. Another method is spline-based. Method accuracy is also analyzed, with that analysis involving comparison of the methods with each other as well as against two existing convolution-based methods. The accuracy analysis utilizes a novel framework that enables curvature determination method accuracy analysis via dynamically generated synthetic test datasets formed from continuous trivariate functions. Such functions enable accuracy analysis versus ground truth. The framework is also described here.
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1 INTRODUCTION

Curvature, a translation- and rotation-invariant descriptor, describes the shape of the underlying data (e.g., a continuous function or discrete dataset) at a given point within the data. It is commonly used for many tasks in areas including quality control, healthcare, visualization, computer graphics, etc. Because curvature is a shape descriptor, uses in such areas often exploit curvature for model analysis [Hui12], object recognition, and general shape-based analysis tasks or tasks that benefit from its translation- and rotation-invariant shape descriptive capabilities, e.g., [Wan16, Lef18, Bib16, Bes86, Bel12, Sou16]. Curvature’s use also extends to less obvious shape-based tasks, such as in initializing streamlines in vector field visualization [Wei02] and image denoising [MyI15], as well as in improving the accuracy of neural networks used for object detection [Wan16], surface reconstruction [Lef17], biometrics [SyI17], etc.

While it is possible to compute and utilize curvature within 3-dimensional (3D) manifolds, many tasks, including the ones just described, instead compute curvature within surfaces (2-dimensional manifolds), even when the underlying data from which curvature is measured is 3D (e.g., volumetric data). Methods to find curvatures on surface intersection curves also exist, with new methods recently reported for intersection curves of surfaces of high dimension [Özc21]. Other recent work considering curvature of 3D manifolds (also known as hypersurfaces [Mon92]) has shown promise for shape-descriptive tasks within volumetric data, especially in healthcare [Suz18, Hir18] and seismological applications [Ald14]. Varied measures of surface and hypersurface curvatures exist. The principal curvatures are among the most commonly used, including in aforementioned tasks. In the case of surfaces, there are two principal curvatures (denoted \( \kappa_1 \) and \( \kappa_2 \)), and, for each point on the surface, these curvatures represent the minimum and maximum curvature at the point (ordered such that \( \kappa_1 < \kappa_2 \)). In contrast, for hypersurfaces, there are three principal curvatures (denoted \( \kappa_1, \kappa_2, \) and \( \kappa_3 \)) for each point on the hypersurface (ordered such that \( \kappa_1 < \kappa_2 < \kappa_3 \)).

While many curvature tasks utilize the principal curvatures, these curvatures may not be computed exactly, because the data on which curvature is to be computed is real, sensed data (such as from a medical scanner). As a second derivative quantity, exact computation of the principal curvatures requires knowledge of the underlying continuous form of the surface or hypersurface to compute the necessary derivatives. In the case of real, sensed data, the continuous form is typically unknown and only discrete data is available; the principal curvatures must then be determined by other means (e.g., by estimating the necessary derivative quantities from the discrete data). Determination of curvature from discrete data is often inexact. Different determination methods may produce differing levels of accuracy on a given data
set, as recently noted in two studies of surface curvature determination methods [Hau20, Kro19].

Our focus in this work is to determine hypersurface principal curvatures from discrete volumetric datasets (henceforth simply volumes). We describe two new methods for determination of such principal curvatures. We also describe a framework that can be used to dynamically generate volumes, along with ground truth curvature values, to evaluate and compare the accuracy of each method's curvature determination. Furthermore, we use this framework to evaluate the accuracy of our two new methods for principal curvature determination (as well as two existing methods).

In the paper, Section 2 provides background on the mathematics of hypersurface curvature and related methods for determining hypersurface and surface curvature in volumes. Section 3 discusses our new methods for determining hypersurface curvature in volumes. Section 4 describes our testing and evaluation framework. Section 5 describes the volumes we generated using the framework. Section 6 details results obtained from these volumes. Section 7 concludes the work.

2 BACKGROUND / PREVIOUS WORK

First, we provide a brief overview of the mathematics for determining curvature of hypersurfaces within continuous volumetric data. The presentation here closely follows the formulations in both [Mon92] and [Ham94]. Next, we briefly describe the two existing methods for determining hypersurface curvature in volumes considered in our studies presented later as well as an existing study of the two methods. Finally, we present some details on methods for determining conventional surface curvature in volumes, as our two new hypersurface curvature determination methods, presented later, are inspired by these methods.

The mathematics notation we use is as follows. A grid (or sample) point within the volume is denoted as \((x, y, z)\), where \(0 \leq x < N_x, 0 \leq y < N_y, 0 \leq z < N_z\) for a volume of size \(N_x \times N_y \times N_z\). The value at point \((x, y, z)\) is denoted \(f(x, y, z)\); \(f\) represents the underlying continuous function that generates the discrete volume. \(f_x\) represents the partial derivative of \(f\) in the \(x\) direction.

2.1 Hypersurface Curvature Mathematics

When the continuous form of the function \(f\) that generates the volume is known, the three principal curvatures of the hypersurface can be computed at each point within the volume fairly easily. They are simply, at each point in the volume, the eigenvalues of the matrix:

\[
\begin{bmatrix}
    f_{xx} & f_{xy} & f_{xz} \\
    f_{xy} & f_{yy} & f_{yz} \\
    f_{xz} & f_{yz} & f_{zz}
\end{bmatrix}
\begin{bmatrix}
   1 + f_x^2 & f_x f_y & f_x f_z \\
   f_x f_y & 1 + f_y^2 & f_y f_z \\
   f_x f_z & f_y f_z & 1 + f_z^2
\end{bmatrix}^{-1},
\]

(1)

where

\[
l = \sqrt{1 + f_x^2 + f_y^2 + f_z^2}.
\]

(2)

We denote these eigenvalues \(\lambda_1\), \(\lambda_2\), and \(\lambda_3\). As mentioned previously, computation of \(\lambda_1\), \(\lambda_2\), and \(\lambda_3\) at any point requires knowledge of the first and second derivatives of \(f\) at the point, and, for many curvature-based tasks, the continuous form of \(f\) is unknown because the data is not continuous. Consequently, the first and second derivatives often must be estimated to determine \(\lambda_1\), \(\lambda_2\), and \(\lambda_3\). All of the hypersurface curvature determination methods discussed in this work operate by estimating the necessary derivatives using varying approaches and then using those estimated derivatives to evaluate Eq. (1) (i.e., compute \(\lambda_1\), \(\lambda_2\), and \(\lambda_3\)).

2.2 Existing Hypersurface Curvature Methods and Comparative Studies

In our studies we compare our new methods with two existing methods for determining hypersurface curvature in volumes. First, we describe these two existing methods. The first, denoted \(\text{TEF}\), uses convolution with kernels based on the Taylor Expansion in order to estimate derivatives (from which curvature is then computed). The second, denoted \(\text{OPF}\), uses convolution with a set of orthogonal polynomials in order to estimate derivatives.

2.2.1 \(\text{TEF}\)

The \(\text{TEF}\) method uses convolution filters derived from the Taylor Expansion. It determines hypersurface curvatures by first estimating all derivatives necessary for computing hypersurface curvature. These estimates are made through doing a series of convolutions along each axis of the volume. Once these convolutions are completed, the three principal curvatures are computed as \(\lambda_1\), \(\lambda_2\), and \(\lambda_3\) using the estimated derivatives.

The convolution filters used by \(\text{TEF}\) were developed using a framework described by Möller et al. [Möl98]. The same framework was also previously used in a surface curvature method for volumes [Kin03].

For the \(\text{TEF}\) method, convolution filters are sampled from the Taylor Expansion using specified accuracy and continuity parameters. Previous studies of both hypersurface curvature and surface curvature methods that utilize the Möller et al. framework have used filters with \(C^3\) continuity and fourth order accuracy [Hau19, Hau20], and we follow that usage in our own studies. When no noise or other errors are present, such filters allow for exact reconstruction of functions of degree 3 or lower.

When configured as described, the \(\text{TEF}\) first derivative filter is:

\[
\{-\frac{1}{12}, \frac{2}{3}, 0, -\frac{2}{3}, \frac{1}{12}\},
\]

(3)
The two new methods for determining hypersurface curvature later described in this paper are analogous to two existing methods for determining surface curvature in volumes. Here, we describe those two existing surface curvature methods. Both of these methods determine surface curvature by first estimating derivatives at every point in the volume and then computing the curvature at every point in the volume using the estimated derivatives. The first described existing method uses B-Spline fitting to estimate surface curvatures. The second described method uses convolution with Deriche filters.

2.3 Related Methods for Surface Curvature in Volumes

The two new methods for determining hypersurface curvature in volumes. In that study [Hau19], two hypersurface curvature methods were compared. That study compared performance of the TEF and OPF methods and concluded that (1) TEF exhibits relatively low error (i.e., high accuracy) in curvature when no noise is present in the data, and (2) OPF generally is more accurate in the presence of noise.

2.3.1 B-Spline

Monga et al. [Mon92] described a method for determining surface curvature in volumes using B-Spline fitting. The approach used by Soldea et al. directly uses the volume data as the coefficients for a trivariate B-Spline. Since the trivariate B-Spline formed from the data is a continuous function that approximates the volume, the necessary derivatives of the B-Spline can be computed at each point, and these derivatives are used to compute curvature.

2.3.2 Deriche Filters

Monga et al. [Mon92] described a method for determining surface curvature in volumes using convolution with 3D Deriche filters. Such filters are of special interest because they are formulated such that they can be implemented as infinite impulse response (IIR) filters, making them conducive to implementation on some hardware [Der90]. The Monga et al. strategy uses three filters. One filter is used to smooth, one filter is used to estimate the first derivative, and one filter is used to estimate the second derivative. From these estimated derivatives, curvature is determined.

3 NOVEL METHODS FOR HYPERSURFACE CURVATURE DETERMINATION

Here, we describe the two new methods we introduce here for determining hypersurface curvature in volumes.

3.1 B-Splines (BS)

Our first new method for determining hypersurface curvature in volumes, denoted BS, forms a B-Spline that provides a continuous form approximation of the input volume \( f \). It is analogous to the approach used by Soldea et al. [Sol06] for determining surface curvature in volumes. The method determines curvature by first forming a continuous trivariate B-Spline, denoted \( \hat{f} \), from the discrete volume. \( \hat{f} \) is then used to compute derivatives from which curvature is calculated, and \( \hat{f} \) uses a volume of form:

\[
\hat{f}(x, y, z) = \sum_{i=0}^{N_x} \sum_{j=0}^{N_y} \sum_{k=0}^{N_z} f(i, j, k) B_{i, x}(x) B_{j, y}(y) B_{k, z}(z),
\]
where each \( R_{i,s,\tau} \) term denotes the \( i \)-th B-Spline blending function of degree \( s \) over a knot sequence \( \tau \). Since \( \hat{f} \) is continuous, its first and second derivatives can be calculated at each point, and they are used to determine curvature (as \( \lambda_1, \lambda_2, \lambda_3 \)) at each point.

In our experiments on the BS method, reported later, \( \tau \) is a uniformly spaced knot vector, and we test several values of \( s \), including \( s = 2, s = 3, s = 4, \) and \( s = 5 \). To our knowledge, these experiments are the first reports on the use of splines of higher than cubic degree in any variety of curvature determination. When considering BS at a specific \( s \) value, we will use the notation BS\(_s\), where \( s \) is one of 2, 3, 4, or 5.

### 3.2 Deriche Filters (DF)

Our second new method for determining hypersurface curvature in volumes, denoted DF, uses convolution with the Deriche filters. It is analogous to the approach used by Monga et al. [Mon92] for determining surface curvature in volumes. The method determines curvature by first convolving with the three Deriche filters to estimate derivatives from which curvature is calculated. We denote the three filters as \( f_0, f_1, \) and \( f_2 \). The filters are defined as continuous functions, and they are sampled to produce the parameters for the convolution with the volume. Convolution with the sampling of \( f_0 \) provides smoothing, with the sampling of \( f_1 \) provides estimates for the first derivative, and with the sampling of \( f_2 \) provides estimates for the second derivative. Convolution is always applied along all three axes at each point, with the directional derivatives estimated using the relevant derivative estimation filters along any axis on which derivatives are to be estimated. In this convolution, the smoothing filter is applied along all other axes (i.e., other than the axis for the directional derivative). \( f_0, f_1, \) and \( f_2 \) are defined as [Mon92]:

\[
\begin{align*}
\hat{f}_0(t) &= c_0(1 + \alpha|t|)e^{-\alpha|t|}, \\
\hat{f}_1(t) &= -c_1\alpha^2e^{-\alpha|t|}, \\
\hat{f}_2(t) &= c_2(1 - c_3\alpha|t|)e^{-\alpha|t|},
\end{align*}
\]

where \( c_0, c_1, c_2, \) and \( c_3 \) are defined by

\[
\begin{align*}
c_0 &= \frac{(1 - e^{-\alpha})^2}{1 + 2e^{-\alpha} - e^{-2\alpha}}, \\
c_1 &= \frac{-e^{-\alpha^2} - 3e^{-\alpha(1 + e^{-\alpha})}}{2\alpha^2e^{-\alpha}(1 + e^{-\alpha})}, \\
c_2 &= \frac{-2(1 - e^{-\alpha^4})}{1 + 2e^{-\alpha} - 2e^{-3\alpha} - e^{-4\alpha}}, \text{ and} \\
c_3 &= \frac{(-e^{-\alpha^3})}{2\alpha e^{-\alpha}}.
\end{align*}
\]

The \( \alpha \) term controls the level of smoothing when estimating derivatives, with smaller values providing more smoothing. The optimal value for it depends on a number of factors, including the amount and type of noise in the volume. In our experiments on the DF method, reported later, we test a variety of \( \alpha \) values, including \( \alpha = 1.0, \alpha = 3.0, \alpha = 5.0, \) and \( \alpha = 10.0 \). When considering DF at a specific \( \alpha \) value, we will use the notation DF\( \alpha \), where \( \alpha \) is one of 1.0, 3.0, 5.0, or 10.0.

### 4 VOLUME GENERATION AND EVALUATION FRAMEWORK

This section describes our framework for generating volumes and evaluating curvature determination method accuracy. This framework is used to generate volumes (including application of rotations, shifts, and scalings) from continuous form trivariate expressions, compute the ground truth curvatures in such volumes, and evaluate the accuracy of the hypersurface curvatures determined by each determination method on the generated volumes.

#### 4.1 Overview

Our testing and evaluation framework enables rapid evaluation of hypersurface curvature determination method accuracy. It is capable of dynamically generating volumes of a user-specified number of samples directly from continuous form trivariate expressions. These volumes can be generated at arbitrary, user-specified rotations, shifts, and scales. Because these volumes are dynamically generated at run-time, the framework allows for rapid testing of accuracy on many volumes. This characteristic makes the framework particularly useful for generation of many closely related volumes, such as generation of many different rotations of volumes from the same continuous expression, e.g., in order to evaluate the sensitivity of hypersurface curvature determination methods to changes in rotation. Because all volumes, regardless of rotation, shift, or scale, are generated directly from the continuous form expression, ground truth values are always available to use for accuracy evaluation of all determination methods.

The framework maintains a list of all curvature determination methods for which accuracy is to be evaluated, including any relevant parameter settings for each method. Each combination of determination method and parameters defines a determination method set. Because a single determination method can be included on this list at differing parameter settings (i.e., in different determination method sets), the framework makes it possible to rapidly test curvature determination methods at a variety of possible parameter settings.

Upon generation of a volume, the framework runs each hypersurface curvature determination method set in the list on the volume, collects the determined curvatures from each method, and computes the absolute and relative error for each point of interest within the volume.
The framework thus enables rapid generation of volumes and rapid testing of curvature determination methods.

4.2 Generation of Test Volumes

To generate a volume used for testing a list of determination method sets via our testing framework, a number of characteristics that describe the volume to be generated must be specified (i.e., input). We describe here those characteristics and how the volume is generated.

The number of samples in each of the x, y, and z directions for the generated volume, \( N_x, N_y, \) and \( N_z \), must be specified. For our experiments, described later, we have set \( N_x = N_y = N_z = 32 \).

The scale and shift parameters must be specified for each axis. At a shift of 0.0 and scale of 1.0 on each axis, the volume will be generated by sampling the continuous form expression \( f \) at unit spacing along each axis, resulting in samples at locations ranging from 0 to \( N_x - 1 \) along the x-axis, from 0 to \( N_y - 1 \) along the y-axis, and from 0 to \( N_z - 1 \) along the z-axis. That is, the sample at location \((x,y,z)\) within the continuous volume will contain the value \( f(x,y,z) \). In contrast, using the same shift but a scaling of 0.5 on each axis, the volume will be generated by sampling the continuous form expression at a spacing of 0.5 along each axis starting from 0. That is, the sample at location \((x,y,z)\) within the continuous volume will contain the value \( f(0.5x,0.5y,0.5z) \).

Finally, the volume is generated by sampling the replaced expression, resulting in a volume generated from the continuous expression at the appropriate scale and shift. Because the continuous form expression is known for the underlying volume, the framework is able to compute the ground truth curvature at each point in the volume (utilizing libmatheval’s symbolic derivative capabilities [Fre14]).

4.3 Evaluation of Accuracy of Test Volumes

For evaluation of accuracy, a list of points of interest (POI) within each test volume is also specified for the framework. These POIs specify which sample locations within the volume that the framework will include when calculating the accuracy of each determination method set. The use of POIs, as opposed to calculating accuracy using every sample point in the volume, allows for finer control over the accuracy evaluation process. For example, determined curvatures are often very inaccurate at volume edges due to insufficient support for convolution kernels. But, POIs can be selected such that the edges of the volume are not considered in accuracy evaluation. Each POI may optionally be used as the center of rotation when a rotation is applied. This results in the rotated volumes and POIs being equal in number, where each volume is rotated about a different POI. These volumes can then be used to evaluate the sensitivity of a method set to rotation, because, for each rotation, the value of curvature at the POI about which the volume is rotated should be unchanged. If the determined curvature value, or the error in determined curvature value, changes at the POI about which the volume is rotated, then the method set is sensitive to rotation.

Once the POIs are specified, the framework computes the absolute difference between the expected and actual curvature results at each POI. Using the results from each POI within the volume, the framework produces a number of aggregate results across all POIs in the volume for each determination method set. These aggregate
results include the arithmetic average of both the absolute errors and relative errors in each of $\kappa_1$, $\kappa_2$, and $\kappa_3$ for each determination method set on the volume.

5 GENERATED VOLUMES

Here, we describe the volumes generated by the framework and considered in our accuracy experiments. For all volumes, the framework is configured to generate volume datasets of size $32 \times 32 \times 32$, and the POIs selected are all the points within a $3 \times 3 \times 3$ neighborhood centered at the sample location $(15, 15, 15)$. This set of POIs ensures that none of the points used in accuracy evaluation are near the edge of the dataset.

The first volume is one generated from the quadratic polynomial expression:

$$x^2 + y^2 + z^2.$$  \hfill (17)

This expression has been used previously to generate volumes in other curvature studies (e.g., [Hau19, Hau20]). Because the 2D surfaces contained within the volume are spherical in shape, we will denote this expression (and the volumes it generates) Spheres. For volumes generated from this expression, we use a scaling of 1.0 and a shift of 0.0 on each axis. We consider the Spheres volumes at a variety of rotations (from -45 degrees to +45 degrees through the axis $(0, 0, 1)$) and both with and without noise. For each of these rotations, one rotated volume per POI is generated as described in Section 4.3.

The second volume is one generated from a higher degree polynomial expression:

$$1 - \left(\frac{x}{6}\right)^2 - \left(\frac{y}{3.5}\right)^2 - (x - 3.9)^2 + y^2 - 1.44$$

$$(x^2 + y^2 - 1.44)[(x + 3.9)^2 + y^2 - 1.44] - 256z^2.$$  \hfill (18)

Because this expression exhibits a genus three 2D surface [Woo10], we will denote this expression (and the volumes it generates) Genus3. A rendering of a 2-D isosurface of Genus3 is shown in Fig. 1. For volumes generated from this expression, we use a scaling of $\frac{1}{64}$ and a shift of 0.0 on each axis. We consider the Genus3 volumes at a variety of rotations (from -45 degrees to +45 degrees through the axis $(0, 0, 1)$) and both with and without noise. For each of these rotations, one rotated volume per POI is generated as described in Section 4.3.

6 EXPERIMENTS AND RESULTS

In this section, we describe our experiments and results comparing the accuracy of our new BS and DF methods as well as the existing TEF and OPS methods. These results were all obtained using the framework described in Section 4, and the volumes generated for testing are as described in Section 5. We start with experiments on noise-free volumes.

6.1 Noise-Free Accuracy Results

First, we present an evaluation of how each method performs on the volumes when no noise is present. For these, the volumes were considered at 91 rotations (angles) (as described in Section 5), allowing simultaneous evaluation of the relative performance of each method on noise-free data and evaluation of how sensitive each method is to rotation (which should not change the curvature values or amount of error).

6.1.1 Spheres

For the relatively simple Spheres volumes, most methods exhibit little error in determined curvatures. Fig. 2(a) shows the average absolute error in $\kappa_1$ for the OPF method at 91 rotations of Spheres volumes. While the amount of error in the determined curvatures does vary with the rotation, the amount of error at each rotation is extremely small and likely attributable to the limitations of floating point precision. Additionally, for these volumes, the filter size does not seem to have any appreciable impact on accuracy. This is likely because the hypersurface shapes within the dataset do not exhibit much variation over any of these filter sizes.

Fig. 2(b) shows the average absolute error in $\kappa_1$ for BS at the same 91 rotations. Here, BS3 exhibits much lower error than the other degrees of BS. Like OPF, rotational sensitivity is low enough that it can be attributed to floating point precision.

Fig. 2(c) shows the average absolute error in $\kappa_1$ for the DF method at the same 91 rotations. Unlike OPF, here, accuracy strongly depends on the parameter settings. At lower $\alpha$ values, the error is much higher than at the higher $\alpha$ values, with $\alpha = 10.0$ exhibiting the smallest error. Only at $\alpha = 10.0$, where the errors are lowest, is it possible to see any change in error with rotation. Like in the OPF case, those changes are sufficiently small that they are likely explained by limitations of floating point precision.

Fig. 2(d) shows OPF3, BS3, DF10.00 (the most accurate of each of OPF, BS, and DF) versus TEF. Here, the BS3, OPF3, DF10.00, and TEF methods all perform nearly identically and extremely accurately.

Due to space constraints, only plots of error in $\kappa_1$ are shown, but the results for $\kappa_2$ and $\kappa_3$ errors are very similar to these in relative accuracy of the methods and
rotational sensitivity. For $\kappa_2$, the average absolute error across all the rotations is about $4.6 \times 10^{-13}$ for OPF at all parameter settings, about $4.8 \times 10^{-13}$ for DF10.00, about $4.6 \times 10^{-13}$ for BS3, and about $4.8 \times 10^{-13}$ for TEF. For $\kappa_3$, the average absolute error across all the rotations is nearly identical for OPF at all parameter settings, DF10.00, BS3, and TEF, with all of them having error of about $2.8 \times 10^{-16}$.

### 6.1.2 Genus3

For Genus3 volumes, errors are notably higher than in the simpler Spheres volume. Fig. 3(a) shows the average absolute error in $\kappa_1$ for OPF at 91 rotations. Compared to Spheres, the change in error across rotation angles is much more pronounced. Whereas, in the case of Spheres, the changes in error with rotation were small enough that they could be explained by floating point limitations, the errors here are larger and likely indicate some amount of rotational sensitivity within OPF. Also unlike the Spheres, for these volumes, the filter size notably impacts the results, with OPF3 exhibiting the least error.

Fig. 3(b) shows the average absolute error in $\kappa_1$ for BS at the same 91 rotations. Here, BS3 again exhibits the lowest levels of error. BS3 exhibits similar accuracy to OPF3, but it is more consistent in terms of exhibiting a similar error level across all rotations.

Fig. 3(c) shows the average absolute error in $\kappa_1$ for DF at the same 91 rotations. Again, accuracy strongly depends on the parameter settings for the DF method. $\alpha = 10.0$ again exhibits the smallest errors. DF10.0 exhibits very small changes in error as rotation changes, suggesting that the DF methods are not particularly sensitive to rotation.

Fig. 3(d) shows OPF3, BS3, DF10.00, and TEF (the most accurate of each of OPF, BS, and DF) versus TEF. Here, all methods exhibit low error, but TEF is much more accurate than the others.

Due to space constraints, only plots of error in $\kappa_1$ are shown, but the results for $\kappa_2$ and $\kappa_3$ errors are very similar to these in relative accuracy of the methods and rotational sensitivity. For $\kappa_2$, the average absolute error across all the rotations is about $7.5 \times 10^{-7}$ for
6.2 Noise-Added Accuracy Results

Next, we present an evaluation of how each method performs on the volumes when noise is added. For each of these studies, the same level of random (Gaussian) noise was added 30 times to both Spheres and Genus3, resulting in 30 volumes (or trials) of each with the same level of (different) random noise.

6.2.1 Spheres

Fig. 4(a) shows the average absolute error in $\kappa_1$ for the OPF method for 30 trials of noise with standard deviation of 0.25. In the presence of noise, OPF benefits from larger filter sizes, with OPF9 exhibiting the lowest level of error in all trials, followed by OPF7 and OPF5. The methods with the next lowest level of error are the B-Spline-based methods, with either BS4 or BS5 most accurate in most trials. This is a change from the noise-free cases, where BS3 was consistently the most accurate, hinting that it may be beneficial to utilize higher degree splines in the presence of noise. Fig. 4(b) shows relative errors for the same volumes.

Again, due to space constraints, only results for $\kappa_1$ are shown, but relative performances are similar for $\kappa_2$ and $\kappa_3$. Because $\kappa_3$ is the smallest of the curvatures its relative error tends to be larger. For $\kappa_2$, the average absolute error across all the rotations is about $1.2 \times 10^{-7}$ for OPF3, about $1.0 \times 10^{-7}$ for DF10.00, about $1.1 \times 10^{-7}$ for BS3, and about $5.2 \times 10^{-12}$ for TEF.

6.2.2 Genus3

Fig. 5(a) shows the average absolute error in $\kappa_1$ for the OPF method for 30 trials of noise with standard deviation of 0.25. Here, the results are similar to the Spheres...
case. OPF9 is best followed by OPF7 and OPF5. Again, 
either BS4 or BS5 is next most accurate. Fig. 5(b) shows 
relative errors for the same volumes.

Again, due to space constraints, only results for $\kappa_1$ 
are shown, but relative performances are similar for $\kappa_2$ 
and $\kappa_3$. Due to the fact that $\kappa_3$ is the smallest of the 
curvatures, though, its relative error tends to be larger. For 
$\kappa_3$, the average absolute error across all the rotations 
is about 0.0002 for OPF9, about 0.1 for DF2.00, about 
0.01 for BS5, and about 0.07 for TEF. For $\kappa_3$, the 
average absolute error across all the rotations is about 0.0005 
for OPF9, about 0.03 for DF2.00, about 0.02 for BS5, 
and about 0.1 for TEF.

7 CONCLUSION

In this paper we have exhibited a framework for generating 
volumes and testing the accuracy of hypersurface 
curvature determination methods. In addition, we have introduced 
two new methods for determining such curvature. We have also compared these methods against 
two existing methods. One of these new methods, BS, 
uses B-Splines to estimate derivatives and then these 
estimated derivatives are used to determine the three 
hypersurface curvatures. The other method, DF, uses 
convolution with Deriche filters to estimate derivatives. In 
summary, in our tests we found that TEF often exhibits 
the lowest error levels when no noise is present. When 
noise is present, OPF tends to exhibit much lower error levels than TEF, especially at larger filter sizes 
like OPF9. The new BS method exhibits competitive 
accuracy on noise-free data. In future works, we plan to 
introduce additional curvature determination methods and perform evaluations 
on a larger number of volumes and a larger number of 
parameter settings.
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