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Abstract

An operator on an \(l^p\)-space is called band-dominated if it can be approximated, in the operator norm, by operators with a banded matrix representation. It is known that a rich band-dominated operator is \(\mathcal{P}\)-Fredholm (which is a generalization of the classical Fredholm property) if and only if all of its so-called limit operators are invertible and their inverses are uniformly bounded. We show that the condition on uniform boundedness is redundant in this statement.
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1 Introduction

One of the really great achievements of the limit operator theory is that it provides powerful tools for the characterization and description of the Fredholm properties for many important classes of operators, above all the class of band-dominated operators on generalized \(l^p\)-sequence spaces. These results range from the pure characterization of the Fredholmness (or the generalized \(\mathcal{P}\)-Fredholmness) of an operator \(A\) in terms of the invertibility of all its limit operators \([21, 41, 43, 25, 50]\) to formulas for the Fredholm index of \(A\) \([39, 46, 37, 26, 51, 52]\), as well as for the connections of kernel and cokernel dimensions of \(A\) to the respective properties of its finite sections \([61, 52]\), formulas for essential spectra and pseudospectra \([4, 17, 35, 43, 53]\) and even formulas for the essential norm and the essential lower norm \([18]\).

Without going into the details here, one can roughly say that, given an operator \(A\), one obtains its limit operators by considering sequences of shifted copies of \(A\) and by passing to limits of such sequences. This important family of all limit operators of a given \(A\) is usually denoted by \(\sigma_{op}(A)\) and referred to as its operator spectrum. The central observation in that machinery is the following

**Theorem 1.** Let \(A\) be a rich band-dominated operator. Then \(A\) is \(\mathcal{P}\)-Fredholm if and only if all its limit operators are invertible and their inverses are uniformly bounded.

In \([25]\) one of the authors summarizes

“"It is the biggest question of the whole limit operator business whether or not in Theorem 1, and consequently in all its applications, uniform invertibility of \(\sigma_{op}(A)\) can be replaced by elementwise invertibility. In other words:

**Big question:** Is the operator spectrum of a rich operator automatically uniformly invertible if it is elementwise invertible?”
This problem is on the spot since the very first versions of Theorem 1 have been proved, and in fact it has been the engine for far reaching developments. In 1985, Lange and Rabinovich studied a particular subalgebra of band-dominated operators, the so called Wiener algebra, and initiated a series of works which show that for such operators the question can be answered affirmatively. Another special class where the problem is solved is the set of slowly oscillating band-dominated operators which was treated by Rabinovich, Roch and Silbermann using localizing techniques, which lead to a well-engineered theory on local operator spectra. A third class of operators for which the problem was solved in are the block diagonal operators formed by the sequence of so-called finite sections of another band-dominated operator $B$.

Notice that the story of limit operators actually had begun much earlier in the late 1920’s in Favard’s paper for studying ODEs with almost-periodic coefficients, and in the work of Muhamadiev. A review of this history is, for example, in the introduction of . A comprehensive presentation of these results, further achievements and applications e.g. to convolution and pseudo-differential operators, as well as the required tools, can be found in the 2004 book of Rabinovich, Roch and Silbermann.

Starting with that book, the technical framework was extended in a way that now also the extremal cases $l^\infty$ and $l^1$ as well as vector-valued $l^p$-spaces could be treated (see for the current state of the art). After the extension to $l^\infty$ and $l^1$ it turned out that in these two extremal cases the uniform boundedness condition in Theorem 1 was redundant (note that for $l^\infty$ this implicitly occurs in already). In $l^\infty$, results got even better when previous techniques were combined with the generalized collectively compact operator theory of Chandler-Wilde and Zhang. This led to a further simplification of the Fredholm criteria to just requiring the injectivity of the limit operators, which is known as Favard’s condition.

Another natural playground for the limit operator method, which is not subject of the present text, is the stability analysis for approximation methods applied to band-dominated and related operators (cf. again the books and the references cited there).

Throughout all these works the “big question” has been ubiquitous e.g. in the introductions of the books, the open problems section of, the open questions in Section 6, the discussion of sufficient or weakly sufficient families of homomorphisms in, the collection of main results in Section 2, the papers and many others. In his review of the article, A. Böttcher writes about the uniform boundedness condition in Theorem 1: “Condition (*) is nasty to work with.” There is nothing to add to this.

The aim of this paper is to solve the problem in general and to give an affirmative answer to the big question (cf. Theorem 11) by showing that the “nasty condition” is redundant. For this, we start with recalling the required definitions and basic results in the next section.

In Section 3 the main results are proved. In short, the golden thread there is as follows: We show that the lower norm of a band-dominated operator $A$ can be approximated by a sort of restricted lower norms which are defined with respect to elements of uniformly bounded support. Moreover, this approximation turns out to extend uniformly to all operators in $\sigma_{op}(A)$. Finally, for rich band-dominated $A$, this permits to identify an element in the operator spectrum $\sigma_{op}(A)$ which realizes the infimum of the lower norms of all limit operators of $A$. This removes the uniform boundedness condition from Theorem 1 and allows to write the $P$-essential spectrum as in Corollary 12.

The final Section 4 shines a light on the importance of the prerequisites rich and band-dominated in the main results.
2 \( \mathcal{P} \)-Fredholmness and limit operators

In all what follows we let \( X \) stand for a (generalized) sequence space \( l^p(\mathbb{Z}^N, X) \) with parameters \( p \in \{0\} \cup [1, \infty) \), \( N \in \mathbb{N} \) and a Banach space \( X \). These (generalized) sequences are of the form \( x = (x_i)_{i \in \mathbb{Z}^N} \) with all \( x_i \in X \). The spaces are equipped with the usual \( p \)-norm. In our notation, \( l^0(\mathbb{Z}^N, X) \) stands for the closure in \( l^\infty(\mathbb{Z}^N, X) \) of the set of all sequences \( (x_i)_{i \in \mathbb{Z}^N} \) with finite support. Notice that this model in particular covers the spaces \( L^p(\mathbb{R}^N) \) by a natural isometric identification (see \( \text{(2)} \) below). For a subset \( F \subset \mathbb{Z}^N \) we denote its characteristic function by \( \chi_F \).

**Operators and convergence** The following definitions and results are taken from e.g. \([13, 25, 51, 50]\). Starting with the sequence \( \mathcal{P} = (P_n) \) of the canonical projections
\[
P_n : X \to X, \quad (x_i)_{i \in \mathbb{Z}^N} \mapsto (\chi_{(-\infty,-n]}(i) x_i)_{i \in \mathbb{Z}^N}
\]
one says that a bounded linear operator \( K \) on \( X \) is \( \mathcal{P} \)-compact if
\[
\| (I - P_n)K \| + \| K(I - P_n) \| \to 0 \quad \text{as} \quad n \to \infty.
\]
The set of all \( \mathcal{P} \)-compact operators is denoted by \( \mathcal{K}(X, \mathcal{P}) \). Moreover, we introduce the subset \( \mathcal{L}(X, \mathcal{P}) \) of \( \mathcal{L}(X) \), the set of all bounded linear operators on \( X \), as follows:
\[
\mathcal{L}(X, \mathcal{P}) := \{ A \in \mathcal{L}(X) : AK, KA \in \mathcal{K}(X, \mathcal{P}) \text{ for all } K \in \mathcal{K}(X, \mathcal{P}) \}.
\]
One may say that those operators are compatible with \( \mathcal{K}(X, \mathcal{P}) \) and, indeed, \( \mathcal{L}(X, \mathcal{P}) \) is a closed subalgebra of \( \mathcal{L}(X) \) and \( \mathcal{K}(X, \mathcal{P}) \) forms a closed two sided ideal in \( \mathcal{L}(X, \mathcal{P}) \).

An operator \( A \in \mathcal{L}(X, \mathcal{P}) \) is said to be \( \mathcal{P} \)-Fredholm if there is an operator \( B \in \mathcal{L}(X) \) such that \( AB - I \) and \( BA - I \) are \( \mathcal{P} \)-compact. By \([52, \text{Theorem 1.16}]\) \( B \) belongs to \( \mathcal{L}(X, \mathcal{P}) \) in this case, i.e. \( \mathcal{P} \)-Fredholmness of \( A \) is equivalent to the invertibility of \( A + \mathcal{K}(X, \mathcal{P}) \) in \( \mathcal{L}(X, \mathcal{P})/\mathcal{K}(X, \mathcal{P}) \).

Say that a bounded sequence \( (A_n) \subset \mathcal{L}(X, \mathcal{P}) \) converges \( \mathcal{P} \)-strongly to an operator \( A \in \mathcal{L}(X) \) if
\[
\| P_m(A_n - A) \| + \| (A_n - A)P_m \| \to 0 \quad \text{as} \quad n \to \infty
\]
for every \( m \in \mathbb{N} \). We shortly write \( A_n \xrightarrow{\mathcal{P}} A \) in that case and note that \( A \in \mathcal{L}(X, \mathcal{P}) \).

**Remark 2.** Notice that for all \( p \in (1, \infty) \) and \( \dim X < \infty \) these \( \mathcal{P} \)-notions coincide with the classical ones: \( \mathcal{K}(X, \mathcal{P}) = \mathcal{K}(X) \) the set of compact operators, \( \mathcal{L}(X, \mathcal{P}) = \mathcal{L}(X) \), an operator is \( \mathcal{P} \)-Fredholm if and only if it is Fredholm, and a sequence \( (A_n) \) converges \( \mathcal{P} \)-strongly to \( A \) if and only if \( A_n \to A \) and \( A_n^* \to A^* \) strongly.

The reason for the definition of the \( \mathcal{P} \)-notions is simply to extend the concepts, tools and connections between the classical notions, which are well known from standard Functional Analysis.

**Band-dominated operators** Every sequence \( a = (a_n) \in l^\infty(\mathbb{Z}^N, \mathcal{L}(X)) \) gives rise to an operator \( aI \in \mathcal{L}(X) \), a so-called multiplication operator, via the rule \( (ax)_i = a_i x_i, \ i \in \mathbb{Z}^N \). For every \( \alpha \in \mathbb{Z}^N \), we define the shift operator \( V_\alpha : X \to X, \ (x_i) \mapsto (x_{i-\alpha}) \).

A band operator is a finite sum of the form \( \sum a_\alpha V_\alpha \), where \( a_\alpha I \) are multiplication operators. In terms of the generalized matrix-vector multiplication
\[
(a_{ij})_{i,j \in \mathbb{Z}^N} (x_j)_{j \in \mathbb{Z}^N} = (y_i)_{i \in \mathbb{Z}^N} \quad \text{with} \quad y_i = \sum_{j \in \mathbb{Z}^N} a_{ij} x_j, \ i \in \mathbb{Z}^N, \ \text{where} \ a_{ij} \in \mathcal{L}(X),
\]
band operators $A$ act on $X = l^p(\mathbb{Z}^N, X)$ via multiplication by band matrices $(a_{ij})$, that means $a_{ij} = 0$ if $|i - j|$ exceeds the so-called band-width of $A$.

Typical examples are discretizations of differential operators on $\mathbb{R}^N$, such as discrete Schrödinger operators. (There is large interest in spectral properties of discrete Schrödinger and more general Jacobi operators. Here are some references that involve limit-operator-type arguments: [0, 12, 22, 45, 38].)

In many physical models however, interaction $a_{ij}$ between data at locations $i$ and $j$ decreases in a natural way as $|i - j| \to \infty$ rather than suddenly stop at a prescribed distance of $i$ and $j$. This is one of the reasons for introducing the following notion:

An operator is called band-dominated if it is the limit, w.r.t. the operator norm, of a sequence of band operators. Here typical examples are integral operators

$$A : f \mapsto \int_{\mathbb{R}^N} k(\cdot, t) f(t) \, dt$$

on $L^p(\mathbb{R}^N)$, where the kernel function $k(s, t)$ decays sufficiently fast as $|s - t| \to \infty$. Such operators are often connected with boundary integral problems (see e.g. [19, 2, 34, 1, 11, 3, 43, 37, 8]). Via the isometric isomorphism $L^p(\mathbb{R}^N) \to L^p(Z^N, L^p([0, 1]^N))$ that sends $f$ to

the sequence $(f_i)_{i \in Z^N}$ of restrictions $f_i := f|_{i+[0,1]^N} \in L^p(i+[0,1]^N) \cong L^p([0,1]^N) =: X$, (2)

the integral operator (1) corresponds to an infinite matrix $(a_{ij})_{i,j \in Z^N}$ with integral operator entries $a_{ij} : L^p(j+[0,1]^N) \cong X \to L^p(i+[0,1]^N) \cong X$.

We denote the class of all band-dominated operators on $X = l^p(Z^N, X)$ by $\mathcal{A}_p$. In contrast to the set of all band operators (which is an algebra but not closed in $\mathcal{L}(X)$), the set $\mathcal{A}_p$ is a Banach algebra, for which the inclusions $K(X, \mathcal{P}) \subset \mathcal{A}_p \subset \mathcal{L}(X, \mathcal{P}) \subset \mathcal{L}(X)$ hold.

The first studies of particular subclasses of band-dominated operators and their Fredholm properties were for the case of constant matrix diagonals, that is when the matrix entries $a_{ij}$ only depend on the difference $i - j$, so that $A$ is a convolution operator (a.k.a. Laurent or bi-infinite Toeplitz matrix, the stationary case) [15, 53, 14, 16, 5]. Subsequently, the focus went to more general classes, such as convergent, periodic and almost periodic matrix diagonals, until at the current point arbitrary matrix diagonals can be studied – as long as they are bounded. This possibility is due to the notion of limit operators that enables evaluation of the asymptotic behavior of an operator $A$ even for merely bounded diagonals in the matrix $(a_{ij})$.

**Limit operators** Say that a sequence $h = (h_n) \subset Z^N$ tends to infinity if $|h_n| \to \infty$ as $n \to \infty$. If $h = (h_n) \subset Z^N$ tends to infinity and $A \in \mathcal{L}(X, \mathcal{P})$ then

$$A_h := \mathcal{P}\text{-lim}_{n \to \infty} V_{-h_n} A V_{h_n},$$

if it exists, is called the limit operator of $A$ w.r.t. the sequence $h$. The set

$$\sigma_{op}(A) := \{A_h : h = (h_n) \subset Z^N \text{ tends to infinity}\}$$

of all limit operators of $A$ is called its operator spectrum.

We say that $A \in \mathcal{L}(X, \mathcal{P})$ has a rich operator spectrum (or we simply call $A$ a rich operator) if every sequence $h \subset Z^N$ tending to infinity has a subsequence $g \subset h$ such that the limit operator $A_g$ of $A$ w.r.t. $g$ exists. The set of all rich operators is denoted by $\mathcal{L}^R(X, \mathcal{P})$ and the set of all rich band-dominated operators by $\mathcal{A}_p^R$. Recall from [13, Corollary 2.1.17] or [25, Corollary 3.24] that $\mathcal{A}_p^R = \mathcal{A}_p$ whenever $\dim X < \infty$. 
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Proposition 3. ([22] Proposition 3.7; or [23, Corollary 1.2.7]; and [54, Corollary 17])

Let again $X = l^p(Z^N, X)$, where $p \in \{0\} \cup [1, \infty]$, $N \in \mathbb{N}$ and $X$ is a Banach space.

- For every $A \in \mathcal{L}^8(X, \mathcal{P})$, $\sigma_{op}(A)$ is sequentially compact with respect to $\mathcal{P}$-strong convergence.
- The set $\mathcal{L}^8(X, \mathcal{P})$ forms a closed subalgebra of $\mathcal{L}(X, \mathcal{P})$ and contains $K(X, \mathcal{P})$ as a closed two-sided ideal.
- If $p < \infty$ and $A \in \mathcal{L}^8(X, \mathcal{P})$, then $A^* \in \mathcal{L}^8(X^*, \mathcal{P})$ and
  $$\sigma_{op}(A^*) = (\sigma_{op}(A))^*: = \{B^*: B \in \sigma_{op}(A)\}. \quad (3)$$

Note that Proposition [3] translates to $\mathcal{A}_p^\mathcal{S}$ as well and that $\sigma_{op}(A) \subset \mathcal{A}_p$ if $A \in \mathcal{A}_p$. Finally recall from the introduction that, for operators in $\mathcal{A}_p^\mathcal{S}$, Theorem [4] is in force and provides a characterization of their $\mathcal{P}$-Fredholm property.

3 The main results

Definition 4. Given two Banach spaces $Y, Z$ the lower norm of an operator $A \in \mathcal{L}(Y, Z)$ is

$$\nu(A) := \inf\{\|Ay\| : y \in Y, \|y\| = 1\}.$$ 

For operators $A \in \mathcal{L}(X)$ and subsets $F \subset Z^N$ we shortly write $\nu(A|_F)$ for the lower norm of the restricted operator $A|_F := A\chi_F I : \text{im} \chi_F I \to X.$

If $A$ is invertible then $\nu(A) = 1/\|A^{-1}\|$. So our big question translates: If every $B \in \sigma_{op}(A)$ is invertible, are then the lower norms $\nu(B)$ uniformly bounded away from zero? In short:

$$(\forall B \in \sigma_{op}(A) : B \text{ is invertible}) \implies \inf\{\nu(B) : B \in \sigma_{op}(A)\} > 0 \quad \text{(BQ)}$$

We prove that the answer is ‘yes’. Our approach uses the sequential compactness property of $\sigma_{op}(A)$ as mentioned in Proposition [3]. This property motivates the following strategy of proof: Suppose all $B \in \sigma_{op}(A)$ were invertible but there was a sequence $B_1, B_2, ..., \in \sigma_{op}(A)$ with $\nu(B_n) \to 0$. By our compactness, there is a subsequence $(B_{n_k})$ with limit $B \in \sigma_{op}(A)$. Can $B$ be invertible?

In case $\|B_{n_k} - B\| \to 0$ one can conclude $\nu(B_{n_k}) \to \nu(B)$ and hence $\nu(B) = 0$, which contradicts the invertibility of $B$ (proof finished). Unfortunately, all we have, by Proposition [3] is $B_{n_k} \to B$, which does not imply $\nu(B_{n_k}) \to \nu(B)$. As an example, look at $B_n := P_n + \frac{1}{n}(I - P_n) \to I =: B$, where the “region”, $Z^N \setminus \{-n, ..., n\}^N$, is that responsible for the small values of $\nu(B_n) = \frac{1}{n}$, moves away from the origin as $n \to \infty$ whence it has no impact on $\mathcal{P}$-lim $B_n$ and its lower norm.

To get back on track with our proof, we will

- pass to translates $V_{-j}B_{n_k}V_j$ of $B_{n_k}$ such that the “bad region” of $B_{n_k}$ shifts to the origin and hence contributes to the lower norm of the $\mathcal{P}$-limit $B$. (Note that obviously $V_{-j}BV_j \in \sigma_{op}(A)$ if $B \in \sigma_{op}(A)$ and $j \in \mathbb{Z}^N$.)
- study the lower norms $\nu(B|_F)$ from Definition [4] in particular for bounded sets $F \subset Z^N$. (Note that $B_{n_k} \to B$ implies $\|(B_{n_k} - B)\chi_F I\| \to 0$ and hence $\nu(B_{n_k}|_F) \to \nu(B|_F) \geq \nu(B)$ for all bounded sets $F \subset \mathbb{Z}^N$.)
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• in order to find appropriate shifts \( V_j \) and bounded sets \( F \), study the lower norms of operators, restricted to elements \( x \in X \) with support in any set of a prescribed diameter \( D \) (i.e. in an arbitrary translate of the cube \([-D, D]^N\)) – see Definition 5 below.

**Definition 5.** The support of a sequence \( x = (x_n) \in X \) is the set \( \text{supp} x := \{ n \in \mathbb{Z}^N : x_n \neq 0 \} \).

The diameter of a subset \( U \subset \mathbb{Z}^N \) is defined as \( \text{diam} U := \sup \{|u - v|_\infty : u, v \in U\} \), where \( | \cdot |_\infty \) denotes the maximum norm on \( \mathbb{R}^N \). Moreover, put \( \text{dist}(U, V) := \min \{|u - v|_\infty : u \in U, v \in V\} \) for two nonempty sets \( U, V \subset \mathbb{Z}^N \).

For \( A \in \mathcal{L}(X), F \subset \mathbb{Z}^N \) and \( D \in \mathbb{N} \), we now put

\[
\nu_D(A|_F) := \inf \{ \| A|_F x \| : x \in \text{im} \chi_F I, \| x \| = 1, \text{diam} \supp x \leq D \}.
\]

We first show that \( \nu_D(A|_F) \to \nu(A|_F) \) as \( D \to \infty \), uniformly in a surprisingly general sense. We say \( A \) has band-width less than \( w \) if \( A \subset \mathbb{Z}^N \) with \( \text{dist}(U, V) > w \).

**Proposition 6.** Let \( \delta > 0, r > 0 \) and \( w \in \mathbb{N} \). Then there is a \( D \in \mathbb{N} \) such that for all band operators \( A \) with \( \| A \| < r \) and band-width less than \( w \)

\[
\nu(A|_F) + \delta \geq \nu_D(A|_F) \geq \nu(A|_F) \quad \text{for all} \quad F \subset \mathbb{Z}^N.
\]

**Proof.** Clearly \( \nu_D(\cdot) \geq \nu(\cdot) \) holds. Let \( R := 4w \) and for every function \( \varphi \) on \( \mathbb{R}^N \) and every \( \alpha \in \mathbb{Z}^N \) we set \( \varphi^{\alpha,R}(s) := \varphi(s/R - \alpha) \). We start with the case \( N = 1 \) and \( p \in [1, \infty) \). We define \( \chi := \chi(-\frac{1}{2}, \frac{1}{2}) \), and for \( x \in \text{im} \chi_F I \) and \( m \in \mathbb{N} \) we consider the decomposition

\[
x = \sum_{l=0}^{m-1} \sum_{n \in mZ} \chi^{l+n,R} x = \sum_{n \in mZ} \chi^{l_0+n,R} x + \sum_{n \in mZ} \chi^{l_0+n,R} x
\]

where \( l_0 \in \{0, \ldots, m-1\} \) is chosen in such a way, that the norm of \( y := \sum_{n \in mZ} \chi^{l_0+n,R} x \) is minimal. Then, in particular \( \| y \| \leq m^{-1/p} \| x \| \) and

\[
\| Ax \| \geq \left| \sum_{n \in mZ} \sum_{j=1}^{m-1} A \chi^{j+l_0+n,R} x \right| - \| A \| \| y \| \geq \left| \sum_{n \in mZ} \sum_{j=1}^{m-1} A \chi^{j+l_0+n,R} x \right| - r \| y \|
\]

where \( \varphi_n := \sum_{k=0}^{m-1} \chi^{k+l_0+1/2+n,R} \) can be inserted since the band-width of \( A \) is less than \( w = R/4 \). Further

\[
\left| \sum_{n \in mZ} \sum_{j=1}^{m-1} A \chi^{j+l_0+n,R} x \right|^p \geq \sum_{n \in mZ} \sum_{j=1}^{m-1} \| A_{|F}^p \left( \chi^{j+l_0+n,R} x \right) \|^p = \nu_{m,R}(A|_F)^p \left( \sum_{n \in mZ} \sum_{j=1}^{m-1} \chi^{j+l_0+n,R} x \right)
\]

Combining these estimates we arrive at

\[
\| Ax \| \geq \nu_{m,R}(A|_F) (\| x \| - \| y \|) - r \| y \| \geq \nu_{m,R}(A|_F) \| x \| - 2r m^{-1/p} \| x \|.
\]
Taking the infimum over all $x \in \text{im} \, \chi_F I$, $\|x\| = 1$ this yields $\nu(A) \geq \nu_{mR}(A) - 2rm^{-1/p}$, hence the assertion with $m > (2\delta^{-1})^p$ and $D := mR = 4mw$.

If $N > 1$, then we define functions

$$\chi_1 := \chi_{[-\frac{1}{2}, \frac{1}{2}] \times \mathbb{R}^{N-1}}, \quad \chi_2 := \chi_{\mathbb{R} \times [-\frac{1}{2}, \frac{1}{2}] \times \mathbb{R}^{N-2}}, \ldots, \quad \chi_N := \chi_{\mathbb{R}^N \times [-\frac{1}{2}, \frac{1}{2}]}. $$

For $x \in \chi_F I$, applying the above estimates $N$ times we get

$$\|Ax\| \geq \sum_{j_1=1}^{m-1} \sum_{n_1 \in mZ} A\chi_1^{j_1+R_1+n_1,R} x - rm^{-1/p} \|x\| \geq \ldots \geq \sum_{(j_1, \ldots, j_N) \in \{1, \ldots, m-1\}^N} (n_1, \ldots, n_N) \in (mZ)^N A\chi_1^{j_1+i_1+1/2+n_1,R} \cdots \chi_N^{j_N+i_N+1/2+n_N,R} x - Nrm^{-1/p} \|x\|$$

and with $\varphi(n_1, \ldots, n_N) := \sum_{k_1, \ldots, k_N} \chi_1^{k_1+i_1+1/2+n_1,R} \cdots \chi_N^{k_N+i_N+1/2+n_N,R}$ the first summand again turns out to be

$$\nu_{mR}(A) \|Ax\| \geq \sum_{(j_1, \ldots, j_N) \in \{1, \ldots, m-1\}^N} (n_1, \ldots, n_N) \in (mZ)^N A\chi_1^{j_1+i_1+1/2+n_1,R} \cdots \chi_N^{j_N+i_N+1/2+n_N,R} x \|p|, $$

hence the assertion again follows by

$$\|Ax\| \geq \nu_{mR}(A) \|x\| - 2Nrm^{-1/p} \|x\|. $$

Finally the case $p \in \{0, \infty\}$: This time put $\chi := \chi_{[0,1]}^N$ and $\psi(t) := \max(1 - |t|, 0)$ for $t \in \mathbb{R}^N$. For $\alpha, \beta \in \mathbb{Z}^N$ and $k \in \mathbb{N}$ we note that

$$\chi_{\beta/w, w}^{\alpha,k} = \psi_{\alpha,k}(\beta) \chi_{\beta/w, w}^{\alpha,k} + \varphi \text{ with } \|\varphi\| = \sup \{|\varphi(t)| : |t - \beta| \leq w\} \leq \frac{w}{k}$$

and $\chi_{\alpha} = \chi_{\beta} A\chi_{\beta/w, w}^{\alpha,k}$ since $A$ has band-width less than $w$. We conclude, for all $x \in \mathfrak{X}$,

$$\|\chi_{\beta} A\chi_{\beta/w, w}^{\alpha,k} x\| = \|\chi_{\beta} A\chi_{\beta/w, w}^{\alpha,k} x\| \leq \psi_{\alpha,k}(\beta) \|\chi_{\beta} A\chi_{\beta/w, w}^{\alpha,k} x\| + \|\chi_{\beta} A\chi_{\beta/w, w}^{\alpha,k} x\| \leq 1 \cdot \|\chi_{\beta} A\chi_{\beta/w, w}^{\alpha,k} x\| + \frac{w}{k} \|Ax\| \|x\| \leq \|Ax\| + \frac{w}{k} \|x\|$$

since $\|A\| < r$. Taking the supremum over all $\beta \in \mathbb{Z}^N$ yields $\|A\| \|x\| \leq \|Ax\| + \frac{w}{k} \|x\|$, and hence, for all $x \in \text{im} \, \chi_F I$ with $\|x\| = 1$: $\nu_{2k}(A) \|\psi_{\alpha,k} x\| \leq \|Ax\| + \frac{w}{k}$. Now taking the supremum over all $\alpha \in \mathbb{Z}^N$ yields $\nu_{2k}(A) \leq \|Ax\| + \frac{w}{k}$. Finally take the infimum over all $x \in \text{im} \, \chi_F I$ with $\|x\| = 1$ to get $\nu_{2k}(A) \leq \nu(A) + \frac{w}{k}$ and make $k$ sufficiently large for $\frac{w}{k} < \delta$. \hfill \square

This result is going to be a main ingredient of our plot. The basic idea in the proof presented above for Proposition 9 namely to split the domain of a band operator $A$ into separated regions and to exploit that the action of $A$ is limited by its band-width, has a long and successful tradition and has lead to deep results on inverse closedness and on the existence of $P$-regularizers in $\mathcal{L}(X, P)$ or $A_p$ (see [20, 53, 54, 55, 56, 59, 62]). We also point out that the proof reveals explicit formulas for the choice of $D$ depending on $\delta, r$ and $w$. In addition, we would like to show an alternative proof for the case $p \in [1, \infty)$ that is based on an idea of [7], where it is used to bound and approximate the pseudo-spectrum of $A$ by a union of pseudo-spectra of (moderately sized) finite sections of $A$. 
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Proof. Let $A$ be a band operator of the norm $\|A\| < r$ and its band-width less than $w \in \mathbb{N}$.

For $n \in \mathbb{N}$ and $k \in \mathbb{Z}^N$, put $C_n := \{-n, \ldots, n\}^N$, $C_{n,k} := k + C_n$, $D_n := C_{n+w} \setminus C_{n-w}$, $D_{n,k} := k + D_n$, $c_n := |C_n| = |C_{n,k}| = (2n + 1)^N$ and $d_n := |D_n| = |D_{n,k}| = c_{n+w} - c_{n-w} \sim n^{N-1}$. Abbreviate $\chi_{C_{n,k}} I := P_{n,k}$ and $\chi_{D_{n,k}} I := \Delta_{n,k}$, and note the following facts:

(a) For all finite sets $S \subset \mathbb{Z}^N$ and all $x \in \mathbb{X}$, it holds $\sum_{k \in \mathbb{Z}^N} \|\chi_{k+S} x\|^p = |S| \cdot \|x\|^p$.

(b) For the commutator $[P_{n,k}, A] := P_{n,k} A - AP_{n,k}$, one has $[P_{n,k}, A] = [P_{n,k}, A] \Delta_{n,k}$, so that for all $x \in \mathbb{X}$, $\|[P_{n,k}, A] x\| = \|[P_{n,k}, A] \Delta_{n,k} x\| \leq \|[P_{n,k}, A] \| \|\Delta_{n,k} x\| < 2r \|\Delta_{n,k} x\|$ and hence

$$\sum_{k \in \mathbb{Z}^N} \|[P_{n,k}, A] x\|^p \leq \sum_{k \in \mathbb{Z}^N} 2^p r^p \|\Delta_{n,k} x\|^p \overset{(a)}{=} 2^p r^p d_n \|x\|^p.$$  

(c) For all $a, b, \varphi > 0$, one has $(a + b)^p \leq (1 + \varphi)^{p-1} a^p + (1 + \varphi^{-1})^{p-1} b^p$, with equality iff $\varphi = \frac{b}{a}$.

(This is a simple calculus exercise: minimize the right-hand side as a function of $\varphi$.)

Now, to our arbitrary $\delta > 0$, choose $n_0 \in \mathbb{N}$ large enough that $\frac{d_n}{c_n} < \left(\frac{\delta}{2}\right)^p$ for all $n \geq n_0$. Moreover, given an arbitrary $F \subset \mathbb{Z}^N$, fix $x \in \text{im} \chi_F I$ such that $\|A x\| < \left(\nu(A|_F) + \frac{\delta}{2}\right) \|x\|$. Then we conclude as follows:

$$\sum_{k \in \mathbb{Z}^N} \|A P_{n,k} x\|^p \leq \sum_{k \in \mathbb{Z}^N} \left(\|P_{n,k} A x\| + \|P_{n,k}, A x\|^p\right)^p$$

$$\leq (1 + \varphi)^{p-1} \sum_{k \in \mathbb{Z}^N} \|P_{n,k} A x\|^p + (1 + \varphi^{-1})^{p-1} \sum_{k \in \mathbb{Z}^N} \|P_{n,k}, A x\|^p, \quad \forall \varphi > 0$$

$$\overset{(a), (b)}{\leq} (1 + \varphi)^{p-1} c_n \|A x\|^p + (1 + \varphi^{-1})^{p-1} 2^p r^p d_n \|x\|^p, \quad \forall \varphi > 0.$$  

Minimizing the latter term over all $\varphi > 0$ we get by the fact (c) that

$$\sum_{k \in \mathbb{Z}^N} \|A P_{n,k} x\|^p \leq \left(c_n^{1/p} \|A x\| + d_n^{1/p} 2r \|x\|\right)^p$$

$$\leq \left(\nu(A|_F) + \frac{\delta}{2} + \left(\frac{d_n}{c_n}\right)^{1/p} 2r \|x\|\right)^p < \nu(A|_F) + \delta \sum_{k \in \mathbb{Z}^N} \|P_{n,k} x\|^p$$

for all $n \geq n_0$. The last inequality shows that there must be some $k \in \mathbb{Z}^N$ for which

$$\|A P_{n,k} x\|^p < (\nu(A|_F) + \delta)^p \|P_{n,k} x\|^p,$$

and hence $\nu_{2n}(A|_F) \leq \frac{\|A P_{n,k} x\|}{\|P_{n,k} x\|} < \nu(A|_F) + \delta$ for all $n \geq n_0$ since $x \in \text{im} \chi_F I$. This finishes the proof. \[\square\]

Next we observe that the previous result extends to band-dominated operators and, actually, even to their operator spectra in a uniform manner.
Corollary 7. Let $A \in A_p$ and $\delta > 0$. Then there is a $D \in \mathbb{N}$ such that
\[
\nu(B|F) + \delta \geq \nu_D(B|F) \geq \nu(B|F) \quad \text{for all } F \supseteq D, \quad F \subset \mathbb{Z}^N \quad \text{and } B \in \{A\} \cup \sigma_{op}(A).
\]

Proof. Note that the algebra of band operators is dense in the Banach algebra of band-dominated operators. Thus, given $A$ and $\delta$, there is a band operator $A'$ such that $\|A - A'\| \leq \delta/3$, hence $|\nu(A|F) - \nu(A'|F)|, |\nu_D(A|F) - \nu_D(A'|F)| \leq \|A - A'\| \leq \delta/3$ as well. By the previous proposition there exists a $D > 0$ such that $\nu(A'|F) + \delta/3 \geq \nu_D(A'|F) \geq \nu(A'|F)$ for all $F \subset \mathbb{Z}^N$. Since $\nu_D(\cdot) \geq \nu(\cdot)$ always holds, we arrive at $\nu(A|F) + \delta \geq \nu_D(A|F) \geq \nu(A|F)$ for all $F \subset \mathbb{Z}^N$.

Now, let $A_g \in \sigma_{op}(A), \ F \subset \mathbb{Z}^N$ and $\epsilon > 0$. By the previous observation, applied to $A_g \in A_p$, there is a $D$ such that $\nu(A_g|F) + \epsilon/2 \geq \nu_D(A_g|F)$, and moreover there exists an $x \in \text{im} \chi_I, \ \|x\| = 1$, diam supp $x \leq \hat{D}$ with $\nu_D(A_g|F) \geq \|A_gx\| - \epsilon/2$. Choosing $k$ sufficiently large such that $K := \{-k, \ldots, k\}^N \supset \text{supp } x$ we find $\nu(A_g|F) + \epsilon \geq \|A_gx\| \geq \nu(A_g|F \cap K)$. Then
\[
\nu(A_g|F) + \epsilon \geq \nu(A_g|F \cap K) \geq \nu(V^{-g_n}AV_{g_n} P_k|F \cap K) - \|A_g - V^{-g_n}AV_{g_n} P_k\|
\]
\[
\geq \nu_D(V^{-g_n}AV_{g_n} P_k|F \cap K) - \|A_g - V^{-g_n}AV_{g_n} P_k\|,
\]
where the latter tends to $\nu_D(A_g P_k|F \cap K) - \delta \geq \nu_D(A_g|F) - \delta$ as $n \to \infty$. Since $\epsilon$ is arbitrary, and obviously $\nu_D(B|F) \geq \nu_D(B|F) \geq \nu(B|F)$ holds whenever $\hat{D} \geq D$, the assertion follows. \hfill \square

Now we are ready to prove (BQ).

Theorem 8. Let $A \in A_p^s$. Then there exists a $C \in \sigma_{op}(A)$ with $\nu(C) = \min\{\nu(B) : B \in \sigma_{op}(A)\}$.

Proof. We consider the numbers $\delta_k := 2^{-k}$ and define $r_1 := \sum_{k=1}^\infty \delta_k = 2^{-l-1}$. Then $(r_l)$ forms a strictly decreasing sequence of positive numbers which tends to 0. From Corollary 7 we obtain a sequence $(D_k) \subset \mathbb{N}$ of even numbers such that, for every $k \in \mathbb{N}$,
\[
D_{k+1} > 2D_k \quad \text{and} \quad \nu(B|F) + \delta_k/2 > \nu_{D_k}(B|F) \quad \text{for every } F \subset \{A\} \cup \sigma_{op}(A) \text{ and every } F \subset \mathbb{N}.
\]

Choose a sequence $(B_{r_n}) \subset \sigma_{op}(A)$ such that $\nu(B_{r_n}) \to \inf\{\nu(B) : B \in \sigma_{op}(A)\}$ as $n \to \infty$. For every $n \in \mathbb{N}$ we are going to construct a suitably shifted copy $C_n \in \sigma_{op}(A)$ of $B_n$ such that
\[
\nu(C_n|F_{D_n}) < \nu(B_n) + r_l \quad \text{for all } l \leq n,
\]
where we put $F_s := \{-s/2, \ldots, s/2\}^N$ for every even integer $s$. For this we firstly note that there exists an $x_{s/2}^0 \in X, \|x_{s/2}^0\| = 1$, diam supp $x_{s/2}^0 \leq D_s$ such that $\|B_n x_{s/2}^0\| < \nu_{D_s}(B_n) + \delta_{s/2} < \nu(B_n) + \delta_s$.

Choose a shift $j_{s/2}^0 \in \mathbb{Z}^N$ in order to centralize $y_{s/2}^0 := V_{j_{s/2}^0} x_{s/2}^0$, which means that $y_{s/2}^0 \subset F_{D_s}$, and set $C_{s/2}^0 := V_{j_{s/2}^0} B_n V_{-j_{s/2}^0} \in \sigma_{op}(A)$. Then
\[
\nu(B_n) = \nu(C_{s/2}^0) \leq \nu(C_{s/2}^0|F_{D_s}) \leq \|C_{s/2}^0 y_{s/2}^0\| = \|B_n y_{s/2}^0\| < \nu(B_n) + \delta_s.
\]

Next, for $k = 1, \ldots, n$, we gradually find $x_{k}^0, \|x_{k}^0\| = 1$, supp $x_{k}^0 \subset F_{D_{n-(k-1)}}$, diam supp $x_{k}^0 \leq D_{n-k}$ such that
\[
\|C_{k-1} x_{k}^0\| < \nu_{D_{n-(k-1)}}(C_{k-1})|F_{D_{n-(k-1)}}) + \delta_{n-k}/2 < \nu(C_{k-1}|F_{D_{n-(k-1)}}) + \delta_{n-k},
\]
pass to a centralized copy $y_{k}^0 := V_{j_k} x_{k}^0$ of $x_{k}^0$ via a suitable shift $j_{k}^0 \in F_{D_{n-(k-1)}}$ and then define $C_{k}^0 := V_{j_k} C_{k-1} V_{-j_k} \in \sigma_{op}(A)$. For this operator we observe
\[
\nu(C_{k}^0|F_{D_{n-k}}) \leq \|C_{k}^0 y_{k}^0\| = \|C_{k-1} x_{k}^0\| < \nu(C_{k-1}|F_{D_{n-(k-1)}}) + \delta_{n-k}.
\]
In particular, for all for $l = 0, \ldots, n$ this yields
\[ \nu(C_{n-l}^{n-l} | F_{D_l}) < \nu(B_n) + \delta_l + \delta_{l+1} + \ldots + \delta_n < \nu(B_n) + r_l. \] (5)

Finally, we define $C_n := C_n^n$ and take into account that $C_n = V_{j_0^n + \ldots + j_{n-l}^n + 1}; C_{n-l}^{n-l} V_{-(j_0^n + \ldots + j_{n-l}^n + 1)}$.
where $j_0^n + \ldots + j_{n-l}^n + 1 \in F_{D_l}$ by construction. Thus, we get
\[ \nu(C_n | F_{D_l}) \leq \nu(C_{n-l}^{n-l} | F_{D_l}), \] (6)
which, together with (5), implies (4).

By the first result in Proposition 3 we can pass to a subsequence $(C_{n_h})$ of $(C_n)$ with $\mathcal{P}$-strong limit $C \in \sigma_{op}(A)$. Then, by sending $n \to \infty$, and since $(C - C_{n_h})|_{F_3 D_l} = (C - C_{n_h})|_{F_3 D_l}$ converges to zero in the norm, we get
\[ \nu(C) \leq \nu(C | F_{3 D_l}) = \lim_{n\to\infty} \nu(C_{n_h} | F_{3 D_l}) \leq \lim_{n\to\infty} \nu(B_{n_h}) + r_l = \inf \{ \nu(B) : B \in \sigma_{op}(A) \} + r_l \]
for every $l$. Since $r_l \to 0$ as $l \to \infty$ we arrive at the assertion. \hfill \Box

**Remark 9.** Here is one (but not the only) way to digest this proof: For every $n \in \mathbb{N}$, we look at $n+1$ translates, $C_0^n, \ldots, C_n^n,$ of the operator $B_n.$ The lower norm of these translates is studied on nested sets with decreasing diameters $D_n, \ldots, D_0.$

$$\begin{array}{cccccc}
B_n & \text{shift}_{\Delta \nu < \delta_n} & C_0^n & \text{shift}_{\Delta \nu < \delta_{n-1}} & \ldots & \text{shift}_{\Delta \nu < \delta_1} & C_{n-l}^{n-l} & \text{shift}_{\Delta \nu < \delta_1} & \ldots & \text{shift}_{\Delta \nu < \delta_0} & C_n^n =: C_n \\
& \text{summation} & \Delta \nu < \delta_n + \ldots + \delta_l < r_l \Rightarrow & \text{geometric argument} & & |\text{shift}| < \frac{\delta_1}{D_1} + \ldots + \frac{\delta_l}{D_l} < D_l \Rightarrow & (6)
\end{array}$$

For $l \in \{0, \ldots, n\}$, the difference between the restricted lower norm of $C_{n-l}^{n-l}$ and the lower norm of $B_n$ is less than $\delta_l + \ldots + \delta_n < r_l,$ that is \( (5) \). On the other hand, the overall shift distance taking $C_{n-l}^{n-l}$ to $C_n^n = C_n$ is bounded by $D_l$, which shows \( (6) \). Together, these two arguments bridge the gap between $\nu(B_n)$ and the restricted lower norm of $C_n.$, that is \( (1) \), showing that this gap is bounded by $r_l$, which is independent of $n$. Then first, by sending $n \to \infty$, we pass to the limit of a $\mathcal{P}$-convergent subsequence of $C_n$, which is our $C \in \sigma_{op}(A)$, and finally let $l \to \infty$.

**Corollary 10.** Let $A \in A^{p}_n$. If all operators in $\sigma_{op}(A)$ are invertible then the norms of their inverses are uniformly bounded.
Proof. Assume that the norms of the inverses are not bounded, i.e. there is a sequence \((B_n)\) with \(\|B_n^{-1}\| \to \infty\) as \(n \to \infty\). Then \(\nu(B_n) \to 0\) and the previous theorem yields an operator \(C \in \sigma_{op}(A)\) with \(\nu(C) = 0\), i.e. \(C\) is not invertible, a contradiction. \(\square\)

Now, the desired simplification of Theorem \([\text{I}]\) is at hand:

**Theorem 11.** Let \(A \in \mathcal{A}_p^B\), i.e. \(A\) is a rich band-dominated operator on a space \(X = l^p(\mathbb{Z}^N, X)\) with parameters \(p \in \{0\} \cup [1, \infty]\), \(N \in \mathbb{N}\) and a Banach space \(X\). Then \(A\) is \(\mathcal{P}\)-Fredholm if and only if all its limit operators are invertible.

Furthermore, we can derive also a formula for the \(\mathcal{P}\)-essential spectrum of \(A\), that is the spectrum of the coset \(A + \mathcal{K}(X, \mathcal{P})\) in \(\mathcal{L}(X, \mathcal{P})/\mathcal{K}(X, \mathcal{P})\), as it was already announced in \([25, 10]\).

**Corollary 12.** Let \(A \in \mathcal{A}_p^B\). Then

\[
\text{sp}_{\text{ess}}(A) = \bigcup_{B \in \sigma_{op}(A)} \text{sp}(B).
\]

**Proof.** If \(\lambda \notin \text{sp}_{\text{ess}}(A)\), i.e. \(A - \lambda I\) is \(\mathcal{P}\)-Fredholm, then \(\sigma_{op}(A - \lambda I)\) is uniformly invertible, which yields that \(\lambda\) does not belong to the right hand side. Otherwise, if \(A - \lambda I\) is not \(\mathcal{P}\)-Fredholm, then there is a non-invertible limit operator \(B - \lambda I \in \sigma_{op}(A - \lambda I)\), hence \(\lambda\) is in the set on the right. \(\square\)

### 4 On the necessity of the conditions in Theorem \([\text{S}]\)

**Example 13.** There exists a non-rich diagonal operator \(A\) on \(X = l^p(\mathbb{Z}, l^p[0, 1])\) for which the assertion of Theorem \([\text{S}]\) does not hold. Indeed, define the functions \(b_k(t) := 1/k + 1 + \sin(2\pi kt)\) and the operators \(B_k := b_k I\) on \(l^p[0, 1]\). Moreover, let

\[
C_n := \text{diag}(B_1, \ldots, B_1, B_2, \ldots, B_2, \ldots, B_n, \ldots, B_n)
\]

and, finally, \(A := \text{diag}(I, I, C_1, C_2, \ldots, C_n, \ldots)\). Then \(\sigma_{op}(A)\) consists of the identity \(I\), the operators \(\text{diag}(\ldots, B_k, B_k, \ldots)\), \(k \in \mathbb{N}\), and all operators \(V_l \text{diag}(\ldots, B_k, B_k, B_{k+1}, B_{k+1} \ldots)\) with \(k \in \mathbb{N}\) and \(l \in \mathbb{Z}\). Clearly, \(\inf \{\nu(B) : B \in \sigma_{op}(A)\} = 0\), but there is no limit operator \(B \in \sigma_{op}(A)\) with \(\nu(B) = 0\).

**Example 14.** There exists a rich operator in \(\mathcal{L}(l^p([0, \infty), \mathbb{C}), \mathcal{P})\), \(1 < p < \infty\), for which the assertion of Theorem \([\text{S}]\) does not hold. For its construction we introduce the \(n \times n\)-blocks

\[
B_n := \frac{1}{n} \begin{pmatrix}
1 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 1
\end{pmatrix}
\]

and note that \(\|B_n\|_p = 1\). To see this let \(v = (1, \ldots, 1)\), observe that \(B_n x = 1/n \langle x, v \rangle v\), and use Hölder’s inequality \(\|B_n x\|_p \leq 1/n \|x\|_p \|v\|_q \|v\|_p = \|x\|_p\) (where \(1/p + 1/q = 1\)) with equality for \(x = v\). Further, \(\|B_n P_k\|_p \leq (2k + 1)/n \|v\|_p = (2k + 1)/n \sqrt{n} \to 0\) as \(n \to \infty\). Now, let \(C_k := I - \frac{k}{k+1} B_k\) for every \(k\),

\[
D_n := \text{diag}(C_1, \ldots, C_1, C_2, \ldots, C_2, \ldots, C_n, \ldots, C_n)
\]
and, finally, again $A := \text{diag}(\ldots, I, I, D_1, D_2, \ldots, D_n, \ldots)$. Then $\sigma_{\text{op}}(A)$ consists of the identity $I$, the operators $\text{diag}(\ldots, C_k, C_k, \ldots)$, $k \in \mathbb{N}$, all operators $V_{-l}\text{diag}(\ldots, C_k, C_k, C_{k+1}, C_{k+1}, \ldots)V_l$ with $k \in \mathbb{N}$ and $l \in \mathbb{Z}$, and all operators $V_{-l}\text{diag}(\ldots, I, I, C_1, C_1, \ldots)V_l$ with $l \in \mathbb{Z}$. Clearly, \[ \inf \{ \nu(B) : B \in \sigma_{\text{op}}(A) \} = 0, \] but there is no limit operator $B \in \sigma_{\text{op}}(A)$ with $\nu(B) = 0$.

For the extremal $p$ this cannot happen, since rich already implies band-dominated, as the next theorem demonstrates.

**Theorem 15.** Let $p \in \{0, 1, \infty\}$. Then $\mathcal{L}^8(\mathbf{X}, \mathcal{P}) = \mathcal{A}_p^8$.

**Proof.** As a start, and in view of the characterization of band-dominated operators as given in \cite{13} Theorem 2.1.6(e)], let $A \in \mathcal{L}^8(l^{\infty}(\mathbb{Z}, X), \mathcal{P})$, put $\varphi_t(s) := e^{i(s_1t_1 + \ldots + s_{n}t_{n})}$ for $s \in \mathbb{Z}^N, t \in \mathbb{R}^N$ and assume that $A$ is not band-dominated. Then $\|[A, \varphi_tI]\| \not\to 0$ as $t \to 0$. Thus, there exists a sequence $(t^{(n)})$ in $\mathbb{R}^N$ tending to zero and a constant $c > 0$ such that $\|[A, \varphi_t(n)I]\| \to c$. We choose points $x_n \in l^{\infty}$, $\|x_n\| = 1$, such that $\|[A, \varphi_t(n)I]x_n\| \to c$. Now, due to the definition of $\cdot \| \infty$ there exists a sequence $(a_n) \subset \mathbb{N}$ such that $\|x(a_n)V_{a_n}[A, \varphi_t(n)I]x_n\| \to c$. Since $A$ is rich and $t^{(n)} \to 0$, we can pass to a subsequence $(g_k) = (a_n)$, such that the respective $\mathcal{P}$-limits of $(V_{g_k}AV_{g_k})$ and $(V_{g_k}AV_{-g_k})$ exist. (Note that in the case of $(a_n)$ being bounded, one can pass to a constant subsequence with the same outcome.) Clearly, the latter limit is just a multiple of the identity, let’s say $\alpha I$. Nevertheless, from the above we deduce $\|[A, \alpha I]V_{g_k}x_n\| \geq c/2$ for sufficiently large $k$, a contradiction. So, the equivalence of (a) and (c) in \cite{13} Theorem 2.1.6] now provides that $A$ is band-dominated.

Now assume that $p = 1$. Then, by the third assertion in Proposition \cite{3} $A^* \in \mathcal{L}^8(l^{\infty}(\mathbb{Z}^N, X^*), \mathcal{P})$, hence $A^*$ is band-dominated by the above observation. Since $\|[A, \varphi_tI]\| = \|[A, \varphi_tI]^*\|$ for arbitrary $\varphi$, Theorem 2.1.6 in \cite{3} again provides that $A$ is band-dominated. The case $p = 0$ is analogous. $\blacksquare$

**Example 16.** A final example shall demonstrate, that in the extremal cases there exist very simple non-rich and non-band-dominated operators in $\mathcal{L}(\mathbf{X}, \mathcal{P})$ for which the assertion of Theorem \cite{3} does not hold: Consider the flip operator $J : (x_i) \mapsto (x_{-i})$ and the operator $A = I + J$. Then both $J$ and $A$ have empty operator spectrum, $J$ is invertible, but $A$ is not $\mathcal{P}$-Fredholm.

**Acknowledgements.** We want to thank Albrecht Böttcher, Simon Chandler-Wilde, Vladimir Rabinovich, Steffen Roch and Bernd Silbermann, whose work on Fredholm properties of infinite matrices has influenced us very much and has left its imprints in many places of our work and, in particular, of this paper. We would also like to thank Raffael Hagger from TUHH for helpful discussions and proof-checking.

**References**

[1] R. P. Agarwal, D. O’Regan, *Infinite Interval Problems for Differential, Difference and Integral Equations*, Kluwer Academic Publishers, Dordrecht, Boston, London 2001.

[2] P. M. Anselone, I.H. Sloan, Integral equations on the half-line, *J. Integral Eq. 9* (1985), 3-23.

[3] T. Arens, S. N. Chandler-Wilde, K. Haseloh, Solvability and spectral properties of integral equations on the real line. II. $L^p$-spaces and applications, *J. Integral Equations Appl. 15* (2003), no. 1, 1-35.
[4] A. Böttcher, Norms of inverses, spectra, and pseudospectra of large truncated Wiener-Hopf operators and Toeplitz matrices, *New York J. Math.* **3** (1997), 1-31.

[5] A. Böttcher, B. Silbermann, *Analysis of Toeplitz Operators*, Second edition, Springer-Verlag, Berlin, 2006.

[6] R. Carmona, J. Lacroix, *Spectral Theory of Random Schrödinger Operators*, Birkhäuser, Boston, 1990.

[7] S. N. Chandler-Wilde, R. Chonchaiya, M. Lindner, Upper Bounds on the Spectra and Pseudospectra of Jacobi and Related Operators, *in preparation*.

[8] S. N. Chandler-Wilde, M. Lindner, Boundary integral equations on unbounded rough surfaces: Fredholmness and the Finite Section Method, *J. Integral Equations Appl.* **20** (2008), 13-48.

[9] S. N. Chandler-Wilde, M. Lindner, Sufficiency of Favard’s condition for a class of band-dominated operators on the axis, *J. Funct. Anal.* **254** (2008), 1146-1159.

[10] S. N. Chandler-Wilde, M. Lindner, *Limit Operators, Collective Compactness and the Spectral Theory of Infinite Matrices*, Mem. Amer. Math. Soc. **210** (2011), No. 989.

[11] S. N. Chandler-Wilde, B. Zhang, A generalised collectively compact operator theory with an application to second kind integral equations on unbounded domains, *J. Integral Equations Appl.* **14** (2002), 11-52.

[12] E. B. Davies, Spectral theory of pseudo-ergodic operators, *Commun. Math. Phys.* **216** (2001), 687-704.

[13] J. A. Favard, Sur les equations differentiales a coefficients presque periodiques, *Acta Math.* **51** (1927) 31-81.

[14] I. C. Gohberg, I. A. Feldman, *Convolution equations and projection methods for their solution* Nauka, Moscow 1971; Engl. transl.: Amer. Math. Soc. Transl. of Math. Monographs 41, Providence, R. I., 1974; German transl.: Akademie-Verlag, Berlin 1974.

[15] I. C. Gohberg, M. G. Krein, Systems of integral equations on the semi-axis with kernels depending on the difference of arguments, *Usp. Mat. Nauk* **13** (1958), no. 5, 3-72 (Russian).

[16] R. Hagen, S. Roch, B. Silbermann, *Spectral Theory of Approximation Methods for Convolution Equations*, Operator Theory: Adv. and Appl. **74**, Birkhäuser Verlag, Basel, Boston, Berlin, 1995.

[17] R. Hagen, S. Roch, B. Silbermann, *C*-Algebras and Numerical Analysis*, Marcel Dekker, Inc., New York, Basel, 2001.

[18] R. Hagger, M. Lindner, M. Seidel, Essential pseudospectra and essential norms of band-dominated operators, *in preparation*.

[19] K. Jörgens, *Linear Integral Operators*, Pitman, Boston, 1982.

[20] A. V. Kozak, I. B. Simonenko, Projection methods for solving multidimensional discrete convolution equations, *Sib. Mat. Zh.* **21** (1980), 2, 119-127.
[21] B. V. Lange, V. S. Rabinovich, On the Noether property of multidimensional discrete convolutions, *Mat. Zametki* 37 (1985), No. 3, 407-421.

[22] Y. Last, B. Simon, The essential spectrum of Schrödinger, Jacobi and CMV operators, *J. Anal. Math.* 98 (2006) 183–220.

[23] M. Lindner, The Finite Section Method in the Space of Essentially Bounded Functions: An Approach Using Limit Operators, *Num. Funct. Anal. Optim.* 24 (2003), No. 7-8, 863-893.

[24] M. Lindner, *Limit Operators and Applications on the Space of Essentially Bounded Functions*, Dissertationsschrift, Chemnitz, 2003.

[25] M. Lindner, *Infinite Matrices and their Finite Sections*, Birkhäuser Verlag, Basel, Boston, Berlin, 2006.

[26] M. Lindner, Fredholmness and index of operators in the Wiener algebra are independent of the underlying space, *J. Oper. Matrices* 2 (2008), No. 2, 297-306.

[27] M. Lindner, *Fredholm Theory and Stable Approximation of Band Operators and Their Generalisations*, Habilitationsschrift, Chemnitz, 2009.

[28] M. Lindner, B. Silbermann, Invertibility at Infinity of Band-Dominated Operators on the Space of Essentially Bounded Functions, *Operator Theory: Adv. and Appl.* 147 (2003), 295-323.

[29] E. M. Muhamadiev, On the invertibility of differential operators in the space of continuous functions bounded on the axis, *Soviet Math Dokl.* 12 (1971), 49-52.

[30] E. M. Muhamadiev, On the invertibility of elliptic partial differential operators, *Soviet Math Dokl.* 13 (1971), 1122-1126.

[31] E. M. Muhamadiev, On normal solvability and Noether property of elliptic operators in spaces of functions on $\mathbb{R}^n$, Part I, *Zapiski nauchnih sem. LOMI* 110 (1981), 120-140 (Russian).

[32] E. M. Muhamadiev, On normal solvability and Noether property of elliptic operators in spaces of functions on $\mathbb{R}^n$, Part II, *Zapiski nauchnih sem. LOMI* 138 (1985), 108-126 (Russian).

[33] L. A. Pastur, A. L. Figotin, *Spectra of Random and Almost-Periodic Operators*, Springer, Berlin 1992.

[34] S. Prössdorf, B. Silbermann, *Numerical Analysis for Integral and Related Operator Equations*, Birkhäuser Verlag, Basel, Boston, Berlin, 1991.

[35] V. S. Rabinovich, S. Roch, Algebras of approximation sequences: Spectral and pseudospectral approximation of band-dominated operators, Preprint 2186, TU Darmstadt, 2001.

[36] V. S. Rabinovich, S. Roch, Local Theory of the Fredholmness of band-dominated operators with slowly oscillating coefficients, *Operator Theory: Adv. and Appl.* 135 (2002), 267-291.

[37] V. S. Rabinovich, S. Roch, The Fredholm index of locally compact band-dominated operators on $L^p(\mathbb{R})$, *Integral Equations Oper. Theory* 57 (2007), 263-281.

[38] V. S. Rabinovich, S. Roch, Fredholm Properties of Band-dominated Operators on Periodic Discrete Structures, *Complex Analysis and Operator Theory* 2 (2008), 637-668.
[39] V. S. Rabinovich, S. Roch, J. Roe, Fredholm indices of band-dominated operators, *Integral Equations Oper. Theory* **49** (2004), No. 2, 221-238.

[40] V. S. Rabinovich, S. Roch, B. Silbermann, Fredholm theory and finite section method for band-dominated operators, *Integral Equations Oper. Theory* **30** (1998), No. 4, 452-495.

[41] V. S. Rabinovich, S. Roch, B. Silbermann, Algebras of approximation sequences: Finite sections of band-dominated operators, *Acta Appl. Math.* **65** (2001), No. 3, 315-332.

[42] V. S. Rabinovich, S. Roch, B. Silbermann, Band-dominated operators with operator-valued coefficients, their Fredholm properties and finite sections, *Integral Equations Oper. Theory* **40** (2001), No. 3, 342-381.

[43] V. S. Rabinovich, S. Roch, B. Silbermann, *Limit Operators and Their Applications in Operator Theory*, Birkhäuser Verlag, Basel, Boston, Berlin, 2004.

[44] V. S. Rabinovich, S. Roch, B. Silbermann, On finite sections of band-dominated operators, *Operator Theory: Adv. and Appl.* **181** (2008), 385-391.

[45] C. Remling, The Absolutely Continuous Spectrum of One-dimensional Schrödinger Operators, *Math. Phys., Anal. and Geom.* **10** (2007), 359-373.

[46] S. Roch, Band-dominated operators on $l^p$-spaces: Fredholm indices and finite sections, *Acta Sci. Math. (Szeged)* **70** (2004), 3/4, 783-797.

[47] S. Roch, *Finite Sections of Band-Dominated Operators*, Mem. Amer. Math. Soc., **191** (2008), No. 895.

[48] S. Roch, B. Silbermann, Non-strongly converging approximation methods, *Demonstr. Math.* **22** (1989), 3, 651-676.

[49] M. Seidel, On some Banach algebra tools in operator theory, Dissertationsschrift, Chemnitz, 2012.

[50] M. Seidel, Fredholm theory for band-dominated and related operators: a survey, *Linear Algebra Appl.* **445** (2014), 373-394.

[51] M. Seidel, B. Silbermann, Banach algebras of structured matrix sequences, *Linear Algebra Appl.* **430** (2009), 1243-1281.

[52] M. Seidel, B. Silbermann, Banach algebras of operator sequences, *Oper. Matrices* **6** (2012), No. 3, 385-432.

[53] M. Seidel, B. Silbermann, Finite sections of band-dominated operators - Norms, condition numbers and pseudospectra, *Operator Theory: Adv. and Appl.* **228** (2013), 375-390.

[54] I. B. Simonenko, On multidimensional discrete convolutions, *Mat. Issled.* **3** (1968), 1, 108-127 (Russian).