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Abstract

Although deep neural networks (DNNs) have been shown to be susceptible to image-agnostic adversarial attacks on natural image classification problems, the effects of such attacks on DNN-based texture recognition have yet to be explored. As part of our work, we find that limiting the perturbation’s $l_p$ norm in the spatial domain may not be a suitable way to restrict the perceptibility of universal adversarial perturbations for texture images. Based on the fact that human perception is affected by local visual frequency characteristics, we propose a frequency-tuned universal attack method to compute universal perturbations in the frequency domain. Our experiments indicate that our proposed method can produce less perceptible perturbations yet with a similar or higher white-box fooling rates on various DNN texture classifiers and texture datasets as compared to existing universal attack techniques. We also demonstrate that our approach can improve the attack robustness against defended models as well as the cross-dataset transferability for texture recognition problems.

1. Introduction

While DNNs achieved considerable success in various computer vision problems \cite{61, 63, 23, 39, 54, 18, 53}, they were also shown to be vulnerable to adversarial attacks \cite{20, 5, 43, 69, 24, 32}. An adversarial attack generally produces a small perturbation which is added to the input image(s) to fool the DNN, even though such a perturbation is not enough to degrade the image quality and fool the human vision. Many existing adversarial attacks are white-box attacks, where one can have full knowledge about the targeted DNN model such as the architecture, weight and gradient information for computing the perturbation. Adversarial attacks can be categorized as image-dependent \cite{64, 20, 44, 31, 48, 5} or image-agnostic (universal) \cite{43, 50, 56, 13} attacks. Compared to the former, the latter can be more challenging to generate given that a universal perturbation is often computed to significantly lower the performance of the targeted DNN model on a whole training image set as well as on unseen validation/test sets.

Although many current universal attack methods have

![Figure 1: Comparison between GAP-tar \cite{50} and our FT-GAP universal attack methods. We show the visual examples of clean images (first column), GAP-tar (second column) and our FTGAP (third column) on different texture datasets (from top to bottom: GTOS \cite{73, 72}, DTD \cite{6} and KTH \cite{4}) in each row. Under each image are the groundtruth class (green) or perturbed class (red) with the corresponding confidence scores. The similarity index STSIM \cite{79} of each perturbed image in the second & third columns with the corresponding clean image in the first column is also given below the classification result.](image-url)
been designed for classification tasks involving natural images (e.g., ImageNet [55]), little work has been done to explore the existence of effective universal attacks against DNNs for texture image recognition tasks [75, 72, 26]. Thus in this paper, we explore the generation of universal adversarial attacks on texture image recognition.

Existing universal attack methods usually limit the perceptibility of the computed perturbation by setting a small and fixed $l_p$ norm threshold ($\|\delta\|_p \leq 10$ for example). This type of thresholding method treats different image/texture regions identically and does not take human perception sensitivity to different frequencies into consideration. In this work, we propose a frequency-tuned universal attack method, which is shown to further improve the effectiveness of the universal attack in terms of increasing the fooling rate while reducing the perceptibility of the adversarial perturbation. Instead of optimizing the perturbation directly in the spatial domain, the proposed method generates a frequency-adaptive perturbation by tuning the computed perturbation according to the frequency content. For this purpose, we adopt a perceptually motivated just noticeable difference (JND) model based on frequency sensitivity in different frequency bands. A similar method has shown its potential on the natural image classification problem [12]. As shown in Figure 1, the proposed universal attack algorithm can easily correct incorrect predictions into wrong labels with less perceptible perturbations.

Our contributions are summarized as follows:

- We examine the effectiveness of four current universal attack algorithms [43, 50, 56, 13] by attacking four DNN-based texture classifiers [23, 75, 72, 26] that are trained on six different texture recognition datasets [3, 73, 72, 6, 66, 58, 4].
- We propose a frequency-tuned universal attack method to generate a less perceivable perturbation for texture images while providing a similar or better performance in terms of white-box fooling rate as compared to the state-of-the-art.
- We demonstrate that our proposed method is more robust against a universal adversarial training defense strategy [56] and possesses better out-of-distribution generalization when tested across datasets.
- With the standard data augmentation strategy [30, 75], our proposed method can maintain a robust performance even when the training image dataset is significantly reduced in size (i.e., to $\approx 0.1\%$ of the training dataset).

2. Related Work

2.1. Texture Recognition

Texture recognition has been widely explored for many decades. Right before the prevalence of DNNs, discriminative features were commonly extracted from texture patterns through diverse types of methods, such as Scale-Invariant Feature Transform (SIFT) [40], Bag-of-Words (BoWs) [9], Vector of Locally Aggregated Descriptors (VLAD) [27], Fisher Vector (FV) [49], etc. Cimpoi et al. [7] used pre-trained DNNs to extract deep features from texture images and achieved cutting-edge performance.

Later, research works turned to adaptive modifications of end-to-end DNN architectures. Andrearczyk and Wellek [2] took AlexNet [30] as backbone and concatenated computed energy information with convolutional layers to the first flatten layer. Lin and Maji [34] introduced the bilinear convolutional neural network [35] to compute the outer product of the feature maps as the texture descriptor. By adopting ResNet [23], Dai et al. [11] captured the second order information of convolutional features by the deep bilinear model and fused it with the first order information of convolutional features before the final layer, while Zhang et al. [75] proposed a deep texture encoding network (DeepTEN) by inserting a residual encoding layer with learnable dictionary codewords before the decision layer. To improve on the method of Zhang et al. [75], Xue et al. [72] combined the global average pooling features with the encoding pooling features through a bilinear model [17] in their deep encoding pooling (DEP) network, followed by a multi-level texture encoding and representation (MuLTER) [26] to aggregate multi-stage features extracted using the DEP module.

2.2. Image-Dependent Attacks

An image-dependent perturbation is usually computed for each input image separately to maximize the attack power. Aiming to maximize the loss between the prediction and the true label or designed logit distance function, researchers came up with various image-dependent white-box attack methods such as box-constrained L-BFGS [64], JSMA [48], DeepFool [44], C&W [5] and the family of FGSM based attacks [20, 31, 14, 70, 15], while constraining the $l_p$ norm of the adversarial perturbation.

However, $l_p$-norm constraints may not be suitable in limiting the perturbation perceptibility [59]. In order to reduce the perturbation perceptibility for image-dependent attacks, alternative approaches were proposed to generate sparse adversarial perturbations [62, 71, 42, 8, 16], while others were based on perceptually motivated measurements with the constraints formulated in terms of human perceptual distance [41], pixel-wise JND models [68, 76] and perceptual color distance [77]. Overall, these image-dependent methods aimed to compute the imperceptibility metrics (either sparsely perturbed pixel locations or perceptual measurement) directly using image-specific information of the perturbed image. In many cases, even without a perceptibility constraint, image-dependent attacks can be easily made in-
Figure 2: Block diagram of the proposed frequency-tuned generative adversarial perturbation (FTGAP). $p$ is a fixed input pattern, that is randomly sampled from a uniform distribution, of the generator $G$. For $G$, we adopt a ResNet generator, consisting of 8 consecutive residual blocks [50]. $\delta_G$ and $\delta_r$ denote the intermediate perturbations of the output of the generator and reshaping stage, respectively. $\delta_{DCT}$ is obtained after scaling using the computed DCT-domain threshold set $\hat{t}_{DCT}$, and is transformed by the iDCT into a spatial-domain perturbation $\delta$, which is added to the stochastic training batch $B$. The loss is computed to update the generator (orange) only during training via backpropagation while the other parts (blue) are kept frozen.

visible by finding the minimal effective perturbation (e.g., [44]). In contrast, our proposed method generates image-content-agnostic perturbations, in which case reducing the perceptibility is more challenging given that the evaluated images are inaccessible during training. Furthermore, in our proposed approach, the perturbation perceptibility is constrained by adaptively tuning the perturbation according to frequency bands’ characteristics.

Adversarial attacks in the frequency domain have already been explored, many of which limited or emphasized the perturbations on low frequency content to construct effective image-dependent attacks [78, 21, 60, 10, 57] or computationally efficient black-box attacks [22, 37]. Yin et al. [74] constructed image-dependent perturbations by randomly corrupting up to two sampled Fourier bands.

2.3. Universal Attacks

A universal, image-agnostic perturbation can drastically reduce the prediction accuracy of the targeted DNN model when applied to all the images in the training/validation/testing set. Based on DeepFool [44], Moosavi-Dezfooli et al. [43] generated universal adversarial perturbations (UAP) by accumulating the updates iteratively for all the training images. Later, some works such as generative adversarial perturbation (GAP) [50] and network for adversary generation (NAG) [52] adopted generative adversarial networks (GANs) [19] to produce universal perturbations. Recently, the authors of [47] and [56] generated universal adversarial perturbations by adopting a mini-batch based stochastic projected gradient descent (sPGD) during training and maximizing the average loss over each mini-batch. Li et al. [33] presented a method for producing transferable universal perturbations that are resilient to defenses by homogenizing the perturbation components regionally. Most recently, Deng and Karam [13] proposed a universal projected gradient descent (UPGD) method by integrating a PGD attack [31] with momentum boosting in the UAP framework [43].

There are also white-box universal attack methods [46, 51, 45, 36] which do not make use of training data. These data-free methods are unsupervised and not as strong as the aforementioned supervised ones. As for frequency-domain universal attacks, Tsuzuku and Sato [65] came up with a black-box universal attack by characterizing the computed UAP in the Fourier domain and exploring the effective perturbations that are generated on different Fourier basis functions. This frequency-domain method is black-box, whose performance is generally weaker as compared to UAP.

3. Proposed Frequency-Tuned Universal Attack

For generating universal adversarial perturbations, we propose a novel perceptually motivated frequency-tuned generative adversarial perturbation (FTGAP) framework, where the perturbation is generated by computing individual perturbation components in each of the frequency bands. As illustrated in Figure 2, the integration of an inverse discrete cosine transform (iDCT) stage during the training process forces the perturbation to be generated in the DCT frequency-based domain ($\delta_{DCT}$ just before the iDCT stage in Figure 2) and allows the generated perturbation to be adapted to the local characteristics of each frequency band so as to achieve the best tradeoff between the attack’s strength and imperceptibility.

For the generator, we adopt a ResNet generator consisting of eight consecutive residual blocks as in [50]. First, a $3 \times 224 \times 224$ (channel first) pattern is randomly sampled from a uniform distribution between 0 and 1 and then fixed during training. By inputting the fixed pattern into a
ResNet generator ended with a tanh function, the generated output with the same size of $3 \times 224 \times 224$ has all the element values in the range of $-1$ to $1$. The resulting generator’s output is reshaped into a tensor $\delta_x(c, k, \hat{n}_1, \hat{n}_2)$ of size $3 \times 64 \times 28 \times 28$, where 64 denotes the number of frequency bands (flattened $8 \times 8$ DCT block) and $28 \times 28$ indicates the number of $8 \times 8$ blocks in each $224 \times 224$ input channel. For the frequency band $k$, the reshaped output tensor $\delta_x$ is scaled to ensure that the $l_\infty$ norm of each frequency band is limited by the corresponding $l_{DCT}$ (Section 3.2), resulting in the DCT-domain perturbation $\delta_{DCT}$. The generated DCT-domain universal perturbation $\delta_{DCT}$ is transformed by the iDCT into a spatial-domain perturbation, that is added to the stochastic mini-batch $B$. We then feed the perturbed image batch, which is clipped to the valid image scale (e.g., $[0, 255]$ for 8-bit images), into the targeted model, i.e., the DNN-based texture classifier, and compute the loss. In [50], the authors suggested two types of loss functions, $L_{tar}$ and $L_{llc}$, for universal attacks. Let $L_{ce}$ represent the cross-entropy loss which is used to train the targeted model. The first one, $L_{tar}$, maximizes the cross-entropy loss, $L_{ce}$, based on the prediction $\hat{y}$ and the true label (target) $y_{tar}$:

$$L_{tar} = -L_{ce}(\hat{y}, y_{tar}).$$

The second one, $L_{llc}$, minimizes the cross-entropy between $\hat{y}$ and the least likely class $y_{llc}$ during prediction:

$$L_{llc} = L_{ce}(\hat{y}, y_{llc}).$$

In our universal attack experiments, we found that using $L_{tar}$ results in a significantly improved performance as compared to $L_{llc}$ in terms of fooling rates (Section 4.1), so we adopt $L_{tar}$ in our FTGAP method. Note that only the generator is updated via gradient backpropagation during training. Once the training process is completed, the generator can be discarded and the computed perturbation is stored for evaluation.

Further details about the computation of the DCT/iDCT and the perceptually motivated frequency-adaptive thresholds $t_{DCT}$, are provided in Sections 3.1 and 3.2, respectively.

### 3.1. Discrete Cosine Transform

The Discrete Cosine Transform (DCT) is a fundamental spatial-frequency transform tool which is extensively used in signal, image and video processing, especially for data compression, given its properties of energy compaction and of being a real-valued transform. We adopt the orthogonal Type-II DCT, whose formula is identical to its inverse DCT (iDCT). The DCT formula can be expressed as:

$$X(k_1, k_2) = \sum_{n_1=0}^{N_1-1} \sum_{n_2=0}^{N_2-1} x(n_1, n_2) c_1(n_1, k_1) c_2(n_2, k_2),$$

where $0 \leq n_1, k_1 \leq N_1 - 1$ and $i = 1, 2$. In Equation 3, $x(n_1, n_2)$ is the image pixel value at location $(n_1, n_2)$ and $X(k_1, k_2)$ is the DCT of the $N_1 \times N_2$ image block (e.g., $N_1 = N_2 = 8$). Using the DCT, an $8 \times 8$ spatial-domain block $x(n_1, n_2)$ can be converted to an $8 \times 8$ frequency-domain block $X(k_1, k_2)$, with a total of 64 frequency bands. Given a $224 \times 224$ color image, we can divide each image channel $c$ into $28 \times 28 = 784$ non-overlapping $8 \times 8$ blocks, leading to its DCT $X_c(n_1, n_2, k_1, k_2)$, where $k_1, k_2$ denote 2-D frequency indices and the 2-D block indices $(\hat{n}_1, \hat{n}_2)$ satisfy $0 \leq \hat{n}_1, \hat{n}_2 \leq 27$.

### 3.2. Perceptual JND Thresholds

The Just Noticeable Difference (JND) is the minimum difference amount to produce a noticeable variation for human vision. Inspired by human contrast sensitivity, we adopt luminance-model-based JND thresholds in the DCT domain to adaptively constrain the $l_\infty$ norm of perturbations in different frequency bands, which can be computed as [1, 25]

$$t_{DCT}(k_1, k_2) = \frac{MT(k_1, k_2)}{2\tilde{c}_1(k_1)\tilde{c}_2(k_2)(L_{max} - L_{min})},$$

where $L_{min}$ and $L_{max}$ are the minimum and maximum display luminance, and $M = 255$ for 8-bit image. To compute the background luminance-adjusted contrast sensitivity $T(k_1, k_2)$, Ahumada and Peterson proposed an approximating parametric model based on frequency, luminance and viewing distance [1]. Usually the viewing distance is set to a constant (60 cm for example), and we use the luminance corresponding to $2^{b-1}$ if the bit depth is $b$ bits for the considered image (refer to Appendix A for computation details). The resulting DCT-based $l_\infty$ norm JND thresholds $t_{DCT}(k_1, k_2)$ are given below for 64 frequency bands ($0 \leq k_1, k_2 \leq 7$ with the top left corner corresponding to $k_1 = 0$ and $k_2 = 0$):

| $k_1$ | $k_2$ | $t_{DCT}$ |
|-------|-------|-----------|
| 0     | 0     | 17.31     |
| 0     | 1     | 12.24     |
| 0     | 2     | 4.20      |
| 0     | 3     | 4.20      |
| 0     | 4     | 3.91      |
| 0     | 5     | 4.76      |
| 0     | 6     | 6.39      |
| 0     | 7     | 8.91      |
| 1     | 0     | 12.24     |
| 1     | 1     | 6.23      |
| 1     | 2     | 3.46      |
| 1     | 3     | 3.16      |
| 1     | 4     | 3.16      |
| 1     | 5     | 3.72      |
| 1     | 6     | 4.88      |
| 1     | 7     | 6.70      |
| 2     | 0     | 4.20      |
| 2     | 1     | 3.46      |
| 2     | 2     | 3.16      |
| 2     | 3     | 3.16      |
| 2     | 4     | 3.72      |
| 2     | 5     | 4.88      |
| 2     | 6     | 6.70      |
| 2     | 7     | 9.35      |
| 3     | 0     | 3.91      |
| 3     | 1     | 3.16      |
| 3     | 2     | 4.11      |
| 3     | 3     | 5.13      |
| 3     | 4     | 6.25      |
| 3     | 5     | 7.76      |
| 3     | 6     | 10.14     |
| 3     | 7     | 13.05     |
| 4     | 0     | 4.76      |
| 4     | 1     | 3.72      |
| 4     | 2     | 4.75      |
| 4     | 3     | 6.25      |
| 4     | 4     | 8.01      |
| 4     | 5     | 10.14     |
| 4     | 6     | 13.05     |
| 4     | 7     | 16.64     |
| 5     | 0     | 6.39      |
| 5     | 1     | 4.88      |
| 5     | 2     | 5.98      |
| 5     | 3     | 7.76      |
| 5     | 4     | 10.14     |
| 5     | 5     | 13.05     |
| 5     | 6     | 16.64     |
| 5     | 7     | 21.22     |
| 6     | 0     | 8.91      |
| 6     | 1     | 6.70      |
| 6     | 2     | 7.90      |
| 6     | 3     | 9.96      |
| 6     | 4     | 12.88     |
| 6     | 5     | 16.64     |
| 6     | 6     | 21.22     |
| 6     | 7     | 27.10     |
| 7     | 0     | 12.60     |
| 7     | 1     | 9.35      |
| 7     | 2     | 10.72     |
| 7     | 3     | 13.10     |
| 7     | 4     | 16.58     |
| 7     | 5     | 21.22     |
| 7     | 6     | 27.10     |
| 7     | 7     | 34.39     |

Rather than limiting the perceptibility to be at the JND level, one can adjust/control the tolerance beyond the JND level with a coefficient matrix $\lambda(k_1, k_2)$. In this way, the final threshold for each DCT frequency band $(k_1, k_2), 0 \leq
\( k_1, k_2 \leq 7, \) can be expressed as
\[
\hat{t}_{\text{DCT}}(k_1, k_2) = \lambda(k_1, k_2) \cdot t_{\text{DCT}}(k_1, k_2). \tag{7}
\]

Generally, a human is more sensitive to intensity changes that occur in the image regions that are dominated by low frequency content than those with high frequency content. In practice, we found that relaxing high frequency components beyond the JND thresholds can increase the effectiveness without severely weakening the imperceptibility of the perturbation. So, in order to provide a good performance tradeoff between effectiveness and imperceptibility, we compute \( \lambda(k_1, k_2) \) based on the radial frequency \( f(k_1, k_2) \) (see Equation 12 in Appendix A for the computation of the radial frequency) that is associated with each DCT frequency band \((k_1, k_2)\) as follows:
\[
\lambda(k_1, k_2) = \lambda_l(1 - S(f(k_1, k_2))) + \lambda_h S(f(k_1, k_2)), \tag{8}
\]
where \( \lambda_l \) (\( \lambda_h \)) is a constant parameter indicating the gain for low (high) frequency. \( S(f(k_1, k_2)) \) is a shifted sigmoid function about \( f(k_1, k_2) \):
\[
S(f(k_1, k_2)) = \frac{1}{1 + e^{-(f(k_1, k_2) - f_c)}}, \tag{9}
\]
where \( f_c \) is the cut-off frequency between low and high frequency bands. Given that \( S(f(k_1, k_2)) \) approaches zero when \( f(k_1, k_2) \ll f_c \) and one when \( f(k_1, k_2) \gg f_c \), \( \lambda_l \) and \( \lambda_h \) can be used to control the perceptibility in low \((f(k_1, k_2) < f_c)\) and high \((f(k_1, k_2) > f_c)\) frequency bands.

4. Experimental Results

Datasets and models. We train each of the following four DNN models, ResNet [23], DeepTEN [75], DEP [72] and MuLTER [26] on six texture datasets, Material in Context (MINC) [3], Ground Terrain in Outdoor Scenes (GTOS) [73, 72], Describable Texture Database (DTD) [6], the 4D light-field (4DLF) material dataset, Flickr Material Dataset (FMD) [58] and KTH-TIPS-2b (KTH) [4], and we obtain 24 trained classifiers. We then conduct universal attacks on the 24 trained classifiers. For each of the considered dataset, universal perturbations are computed by using a subset of images that are randomly sampled from the training set. The generated perturbations are then evaluated on the testing data. The dataset descriptions and DNN model training strategies are presented in Appendix B. All our results are reported on the testing set of the corresponding dataset.

Attack strategies. Generally, no data augmentation is used while computing the universal perturbations. But in our implementation, given the small number of data samples for 4DLF, FMD and KTH, we use data augmentation to prevent overfitting. We perform universal attacks using the proposed FTGAP on the trained models. For comparison, we also conduct attacks using UAP [43], GAP [50], sPGD [47, 56] and UPGD [13]. For GAP [50], we refer to the perturbations computed using the loss in Equations 1 and 2 as GAP-tar and GAP-llc, respectively. For GAP and sPGD, we use a mini-batch size of 32 when computing the perturbation. The default parameters as provided by the respective authors are used for all the compared attack methods, except for UPGD whose hyperparameters (i.e., initial learning rate and decay factor, momentum, etc.) were varied to maximize the performance for the computed perturbations in terms of fooling rate. For our FTGAP method, we use the Adam optimizer [29] with \( \alpha = 0.0002 \) and \( \beta_1 = 0.5 \). We stop the training process of the perturbation and report the results when the fooling rates are unable to increase by more than 0.5% within 5 epochs for all the attack methods, except for UAP. For UAP, we choose its best result in terms of fooling rate within 20 epochs given that its learning curves were observed to fluctuate drastically. All the compared perturbations which are computed in the spatial domain are constrained within an \( l_\infty \) norm of 10 on 8-bit images (\( \approx 0.04 \) for the normalized image scale \([0, 1]\)). For the proposed FTGAP method, the values of the parameters \( \lambda_l, \lambda_h \) and \( f_c \) in Equations 8 and 9 are provided for each dataset in Appendix B.

Metrics. We adopt the top-1 accuracy and fooling rate as the performance metrics. The fooling rate describes the percentage of misclassified samples in the perturbed image set. Given an image set \( I \) and a universal perturbation \( \delta \) in the spatial domain, the fooling rate can be expressed as \( FR = \frac{1}{K} \sum_{i=1}^{K} \mathbb{1}[\hat{y}(x_i + \delta) \neq \hat{y}(x_i)] \), where \( \mathbb{1}[\cdot] \) denotes the indicator function, \( x_i \) is the \( i \)-th input sample in the \( n \)-sample testing set and \( \hat{y}(x_i) \) is the predicted label for the input \( x_i \) by the classifier.

4.1. Adversarial Strength

We present the white-box fooling rates of evaluated universal attacks on the four DNN texture classifiers for all the six texture datasets in Table 1. Generally, GAP-tar, sPGD, UPGD and our FTGAP can perform effective universal attacks in terms of more than 70% of fooling rates on all the datasets, showing that the DNN models are still vulnerable to universal attacks even when a small number of data samples is used for computing the perturbations in the scenario of texture recognition. From Table 1, it can be seen that our proposed FTGAP outperforms all other methods on DTD, 4DLF, FMD and KTH in terms of producing a higher fooling rate. For the MINC and GTOS dataset, our FTGAP method generally results in fooling rates that are comparable to GAP-tar with marginal drops of 0.4% and 1.3%, respectively, in terms of mean fooling rate over four DNN models.
Table 1: Fooling rates by the universal attacks against different models on various texture datasets. Bold number indicates best performance and underlined number denotes the second best performance on the corresponding model in each column within the same dataset.

|                  | ResNet | DeepTEN | DEP | Mul.TER | mean | ResNet | DeepTEN | DEP | Mul.TER | mean |
|------------------|--------|---------|-----|---------|------|--------|---------|-----|---------|------|
| **MINC**         |        |         |     |         |      |        |         |     |         |      |
| UAP              | 86.6   | 73.1    | 59.8| 66.4    | 71.5 | 51.0   | 27.7    | 31.6| 39.0    | 37.3 |
| GAP-llc          | 74.9   | 84.4    | 87.1| 80.3    | 81.7 | 45.9   | 49.6    | 57.6| 54.6    | 51.9 |
| GAP-tar          | 94.1   | 94.8    | 94.5| 94.2    | 94.4 | 69.5   | 81.5    | 72.5| 79.0    | 75.6 |
| sPGD             | 93.8   | 94.3    | 93.1| 93.4    | 93.7 | 61.5   | 74.9    | 79.0| 76.3    | 70.7 |
| UPGD             | 93.4   | 93.7    | 93.1| 93.7    | 93.5 | 78.0   | 77.5    | 72.4| 77.8    | 76.4 |
| FTGAP            | 93.6   | 93.4    | 94.3| 94.6    | 94.0 | 73.0   | 70.1    | 75.2| 79.0    | 74.3 |
| **GTOS**         |        |         |     |         |      |        |         |     |         |      |
| UAP              | 75.5   | 94.1    | 84.1| 76.6    | 86.5 | 83.6   | 72.5    | 79.2| 77.2    | 78.1 |
| GAP-llc          | 55.7   | 75.3    | 61.4| 76.0    | 67.1 | 69.7   | 75.6    | 81.1| 72.2    | 74.7 |
| GAP-tar          | 72.5   | 86.2    | 81.1| 83.6    | 80.9 | 87.5   | 84.2    | 90.0| 89.4    | 87.8 |
| sPGD             | 70.9   | 83.9    | 78.8| 84.5    | 79.5 | 86.4   | 84.4    | 85.6| 81.7    | 84.5 |
| UPGD             | 71.8   | 82.6    | 80.5| 79.9    | 78.7 | 88.3   | 88.3    | 86.1| 81.9    | 86.2 |
| FTGAP            | 78.4   | 86.6    | 88.8| 88.6    | 85.6 | 89.2   | 88.9    | 90.0| 90.0    | 89.5 |
| **DTD**          |        |         |     |         |      |        |         |     |         |      |
| UAP              | 65.0   | 49.0    | 39.0| 50.6    | 50.8 | 75.8   | 41.9    | 62.0| 42.0    | 55.4 |
| GAP-llc          | 51.0   | 67.0    | 78.0| 55.0    | 62.8 | 48.2   | 57.6    | 8.4 | 45.1    | 39.8 |
| GAP-tar          | 90.0   | 94.0    | 88.0| 88.0    | 90.0 | 68.9   | 79.2    | 75.9| 80.2    | 76.1 |
| sPGD             | 89.0   | 93.0    | 87.0| 89.0    | 89.5 | 69.2   | 79.9    | 72.8| 80.6    | 75.6 |
| UPGD             | 79.0   | 75.0    | 86.0| 69.0    | 77.3 | 85.7   | 78.5    | 74.3| 75.2    | 78.4 |
| FTGAP            | 92.0   | 94.0    | 91.0| 86.0    | 90.8 | 73.6   | 82.1    | 76.2| 85.6    | 79.4 |

4.2. Perturbation Perceptibility

Given the relatively weak performances of UAP and GAP-llc according to Table 1, we provide visual results only for GAP-tar, sPGD, UPGD and our FTGAP, as shown in Figure 3. We show perturbed images that result from these four attack methods as well as the clean images as references, for different combinations of datasets and DNN models. Also, in order to objectively measure the perceptibility of the adversarial perturbations in the attacked images, we use the structural texture similarity (STSIM) index [79], which was shown to be a more suitable similarity index for texture content as compared to the well-known structural similarity (SSIM) index [67].

From Figure 3, it can be seen that our proposed FTGAP can produce significantly less perceptible perturbations as compared to the existing universal attack methods. In terms of the objective similarity metric STSIM, our FTGAP results in the highest STSIM values for all the considered datasets and models except for the GTOS dataset with the ResNet model (2nd row in Figure 3). For this latter case, the proposed FTGAP achieves the second highest STSIM value with UPGD [13] attaining the highest STSIM value. However, in this case, Figure 3 clearly shows that our proposed FTGAP method results in a significantly less perceptible perturbation as compared to all other methods, and that the STSIM is not able to accurately account for the visible color distortions that appear in the perturbed images which are generated by the existing attack methods.

It can also be shown that the performance of existing universal attack methods can be significantly improved when integrated within our proposed frequency-tuned attack framework (see Appendix H).

4.3. Out-of-Distribution Generalization

To test the out-of-distribution generalization of the perturbations, we evaluate the cross-dataset performance over different datasets for each DNN model and report the average fooling rates over all the considered four DNN models on each dataset for GAP-tar and our FTGAP in Table 2. For the perturbations computed on each dataset (listed in the leftmost column), Table 2 shows that the proposed FTGAP method exhibits a better out-of-distribution generalization in terms of achieving higher mean fooling rates over all the tested datasets (listed in the top row) for all the generated

Table 2: Mean generalization results over the DNN models across datasets for GAP-tar and our FTGAP. The top row describes the tested datasets and the leftmost column lists the datasets used to compute the universal adversarial perturbations. Bold number indicates best result.

|                  | MINC | GTOS | DTD | 4DLF | FMD | KTH | mean |
|------------------|------|------|-----|------|-----|-----|------|
| **MINC**         |      |      |     |      |     |     |      |
| GAP-tar          | 94.4 | 26.8 | 50.6| 83.0 | 63.8| 40.3| 59.8 |
| FTGAP            | 94.0 | 18.9 | 73.6| 81.3 | 75.3| 33.1| 62.7 |
| **GTOS**         |      |      |     |      |     |     |      |
| GAP-tar          | 55.3 | 75.6 | 37.4| 79.1 | 47.3| 47.2| 57.0 |
| FTGAP            | 42.0 | 74.3 | 74.1| 86.6 | 76.5| 66.3| 70.0 |
| **DTD**          |      |      |     |      |     |     |      |
| GAP-tar          | 39.0 | 10.8 | 80.8| 78.6 | 58.0| 19.1| 47.4 |
| FTGAP            | 26.1 | 9.3  | 85.6| 81.7 | 72.5| 19.4| 49.1 |
| **4DLF**         |      |      |     |      |     |     |      |
| GAP-tar          | 39.8 | 24.7 | 40.3| 87.8 | 46.0| 25.9| 45.9 |
| FTGAP            | 30.9 | 12.0 | 71.0| 89.5 | 72.8| 28.5| 50.8 |
| **FMD**          |      |      |     |      |     |     |      |
| GAP-tar          | 51.5 | 16.9 | 49.3| 80.8 | 90.0| 20.4| 51.5 |
| FTGAP            | 29.2 | 11.8 | 75.6| 84.9 | 90.8| 27.3| 53.3 |
| **KTH**          |      |      |     |      |     |     |      |
| GAP-tar          | 48.8 | 35.0 | 40.1| 79.1 | 50.3| 76.1| 54.9 |
| FTGAP            | 27.3 | 19.4 | 61.5| 74.9 | 61.3| 79.4| 54.0 |
| **mean**         |      |      |     |      |     |     |      |
| GAP-tar          | 54.6 | 31.6 | 49.8| 81.4 | 59.2| 38.2| 52.5 |
| FTGAP            | 41.6 | 24.3 | 73.6| 83.2 | 74.8| 42.3| 56.6 |
| DNN Models/Datasets | MINC [3] & DeepTEN [75] | GTOS [73, 72] & ResNet [23] | DTD [6] & MuLTER [26] | 4DLF [66] & DEP [72] | FMD [58] & ResNet [23] | KTH [4] & MuLTER [26] |
|--------------------|---------------------------|-----------------------------|-------------------------|-------------------------|-------------------------|-------------------------|
| STSIM              | 0.8058                    | 0.9294                      | 0.6396                  | 0.8163                  | 0.8498                  | 0.8326                  |
| sPGD [47, 56]      | 0.8134                    | 0.9206                      | 0.6475                  | 0.8157                  | 0.8269                  | 0.8098                  |
| UPGD [13]          | 0.8090                    | **0.9490**                  | 0.6765                  | 0.8153                  | **0.8581**              | 0.8235                  |
| FTGAP (ours)       | 0.8257                    | 0.9371                      | **0.8530**              | **0.8581**              | **0.8805**              | **0.8805**              |

Figure 3: Visual comparison of different universal attack methods. Each row shows the perturbed images that result from applying on the clean image (leftmost image), universal perturbations that are generated by the considered universal attack methods for different DNN models and datasets (shown in leftmost column). The structural texture similarity (STSIM) index is given below each perturbed image. Bold number indicates best performance for the model & dataset in each row.
universal perturbations except for the one that is generated using the KTH dataset for which FTGAP achieves a mean fooling rate that is comparable to GAP-tar.

### 4.4. Robustness against Defended Models

We also provide comparisons of perturbation robustness against defended models in Table 3. For this purpose, we retrain the four considered DNN models by adopting the universal adversarial training strategy, a simple yet effective adversarial training method to defend against universal attacks [56]. All the perturbations are computed on the undefended models and then applied to the input images of the defended models. From the results in Table 3, our FTGAP method yields the most robust perturbations as compared to the existing universal attack methods by achieving the lowest mean top-1 accuracy over the defended models for almost all the datasets.

### 4.5. Effects of Training Data Size

We explore the effects of the training data size on the universal perturbation effectiveness for our FTGAP method using the MINC dataset, which includes 48,875 training images. According to Figure 4, without data augmentation, the fooling rates can be maintained at the same level when the percentage of training images that are used to compute the universal perturbations drops from 100% to 1%. The achieved fooling rate drastically decreases when the percentage of training set size goes lower than 1%. When data augmentation is employed\(^1\), the proposed FTGAP can maintain a relatively high fooling rate with only a marginal decrease (about 10% drop at most) even when the universal perturbation is computed with about 0.1% of all training images, indicating a strong robustness against very sparse data. Similar results were also obtained for other datasets (see Appendix E).

\(^1\)We employed the same data augmentation approaches as the ones that were used to train the original DNN texture classifiers [30, 75].

Figure 4: Fooling rate in function of training set size (expressed as a percentage of the full training set size) using the MINC dataset and various DNN models ((a) ResNet [23], (b) DeepTEN [75], (c) DEP [72] and (d) MuLTER [26]) where the training set is the set used to compute the universal perturbations.

### 5. Conclusion

To our knowledge this paper presents the first work dealing with universal adversarial attacks on texture recognition tasks. To this end, this paper presents a novel frequency-tuned generative adversarial perturbation (FTGAP) method. The proposed FTGAP method generates universal adversarial perturbations by computing frequency-domain perturbation components that are adapted to the local characteristics of DCT frequency bands. Furthermore, we demonstrate that, compared to existing universal attack methods, our method can significantly reduce the perceptibility of the generated universal perturbations while achieving on average comparable or higher fooling rates across datasets and models for texture image classification. In addition, according to the conducted experiments, the proposed FTGAP method can improve the universal attack performance as compared to existing universal attacks in terms of various aspects including out-of-distribution generalization across datasets and robustness against defended models, and can also maintain a relatively high fooling rate even with a very sparse set of training samples.
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Appendix

A. Computation Details of JND Thresholds

The JND thresholds for different frequency bands \((k_1, k_2)\) can be computed as [25]

\[
t_{DCT}(k_1, k_2) = \frac{MT(k_1, k_2)}{2c_i(k_1)c_i(k_2)} (L_{\max} - L_{\min}),
\]

where \(L_{\min}\) and \(L_{\max}\) are the minimum and maximum display luminance, \(M = 255\) for 8-bit image, and \(c_i(k_i)\) are computed using Equation 5 in the main paper. To compute the background luminance-adjusted contrast sensitivity \(T(k_1, k_2)\), Ahumada and Peterson proposed an approximating parametric model [1]:

\[
\log_{10}(T(k_1, k_2)) = \log_{10} \frac{T_{\min}}{r + (1 - r) \cos^2 \theta(k_1, k_2)} + K(\log_{10} f(k_1, k_2) - \log_{10} f_{\min})^2.
\]

The radial frequency \(f(k_1, k_2)\) and its corresponding orientation \(\theta(k_1, k_2)\) are given as follows:

\[
f(k_1, k_2) = \frac{1}{2N_{DCT}} \sqrt{\frac{k_1^2}{w_x^2} + \frac{k_2^2}{w_y^2}},
\]

\[
\theta(k_1, k_2) = \arcsin \frac{2f(k_1, 0) f(0, k_2)}{f^2(k_1, k_2)}.
\]

The luminance-dependent parameters are generated by the following equations:

\[
T_{\min} = \left\{ \begin{array}{ll} \left( \frac{L}{L_T} \right)^{\alpha T} \frac{L_{\max}}{L}, & L \leq L_T, \\ \frac{L_{\min}}{L}, & L > L_T, \end{array} \right.
\]

\[
f_{\min} = \left\{ \begin{array}{ll} \left( \frac{L}{L_f} \right)^{\alpha f} \frac{L_{\min}}{L_f}, & L \leq L_f, \\ \frac{L_{\max}}{L_f}, & L > L_f, \end{array} \right.
\]

\[
K = \left\{ \begin{array}{ll} K_0 \left( \frac{L_{\max}}{L_{\min}} \right)^{\alpha K}, & L \leq L_K, \\ \frac{L_{\max}}{L_{\min}}, & L > L_K, \end{array} \right.
\]

The values of constants in Equations 14-16 are \(r = 0.7, N_{DCT} = 8, L_T = 13.45\, \text{cd/m}^2, S_0 = 94.7, \alpha_T = 0.649, f_0 = 6.78\, \text{cycles/degree}, \alpha_f = 0.182, L_f = 300\, \text{cd/m}^2, K_0 = 3.125, \alpha_K = 0.0706,\) and \(L_K = 300\, \text{cd/m}^2.\) Given a viewing distance of 60 cm and a 31.5 pixels-per-cm (80 pixels-per-inch) display, the horizontal width/vertical height of a pixel \((w_x/w_y)\) is 0.0303 degree of visual angle [38]. In practice, for a measured luminance of \(L_{\min} = 0\, \text{cd/m}^2\) and \(L_{\max} = 175\, \text{cd/m}^2,\) we use the luminance \(L\) corresponding to the median intensity value of the image to avoid image-specific computation as follows [28]:

\[
L = L_{\min} + 128 \frac{L_{\max} - L_{\min}}{M}.
\]

\(1\)\(T(k_1, k_2)\) can be computed for any \(k_1, k_2\) which satisfy \(k_1 k_2 \neq 0\) by this model, while \(T(0, 0)\) is estimated as \(\min(T(0, 1), T(1, 0)).\)

| Dataset          | training set | attacking set | testing set |
|------------------|--------------|---------------|-------------|
| MINC [3]         | 48,815       | 5,730         | 5,730       |
| GTOS [73, 72]    | 93,945       | 9,381         | 6,066       |
| KTH [4]          | 2,376        | 231           | 2,376       |
| DTD [6]          | 3,760        | 1,880         | 1,880       |
| FMD [58]         | 840          | 360           | 360         |

B. Implementation Details

In this section, we will describe all the adopted texture datasets and corresponding splits for training/attacking/testing. The details for training the DNN texture classifiers are also provided together with the hyperparameter settings for our proposed FTGAP method.

B.1. Datasets

We consider six texture datasets in order to examine the recognition performance of the DNN models under various universal attacks. The Materials in Context (MINC) Database [3] is a large real-world material dataset. In our work, we adopt its publicly available subset MINC-2500 with its provided train-test split. There are 23 classes with 2500 images for each class. Xue et al. created the Ground Terrain in Outdoor Scenes (GTOS) [73] dataset with 31 classes of over 90,000 ground terrain images and the GTOS-mobile [72] with the same classes but with a much smaller number of images (around 6,000 images). As in [72], we adopt the GTOS dataset as the training set and test the trained models on the GTOS-mobile dataset. In our paper, we use MINC and GTOS to refer to the MINC-2500 and the combined dataset of GTOS and GTOS-mobile, respectively.

We also adopt other smaller texture datasets. The Describable Textures Database (DTD) [6] includes 47 categories with 120 images per category. The 4D light-field (4DLF) material dataset [66] consists of 1200 images in total for 12 different categories. An angular resolution of \(7 \times 7\) is used for each image in the dataset and we only use the one where \((u, v) = (-3, 3)\) in our experiments. The Flickr Material Dataset (FMD) [58] has 10 material classes and 100 images per class. The KTH-TIPS-2b (KTH) [4] comprises 11 texture classes, with four samples per class and 108 images per sample.

For each dataset, the training set is used to train the models for texture recognition, the attacking set includes images that are randomly sampled from the training set for computing the perturbations, and the testing set is to evaluate the
Table 5: The hyperparameter settings on different datasets for FTGAP.

|       | MINC | GTOS | DTD+ | 4DLF+ | FMD | KTH+ |
|-------|------|------|------|-------|-----|------|
| $\lambda_l$ | 0    | 1    | 0    | 0     | 0   | 0    |
| $\lambda_h$ | 3    | 3    | 1.5  | 2.5   | 2.5 | 2    |
| $f_c$   |      |      |      |       |     | 4    |

Table 6: Top-1 accuracy results for attacking the defended models on MINC and GTOS using GAP-tar and our FTGAP.

|       | no attack | ResNet | DeepTEN | DEP | MuLTER | mean |
|-------|-----------|--------|---------|-----|--------|------|
| MINC  | GAP-tar   | 78.6   | 27.6    | 17.1| 11.8   | 14.4 | 17.7 |
|        | FTGAP     | 5.0    | 5.9     | 5.9 | 5.5    | 5.4  |      |
| GTOS  | GAP-tar   | 73.3   | 48.8    | 56.2| 54.1   | 48.0 | 51.8 |
|        | FTGAP     | 48.6   | 28.8    | 42.4| 38.1   | 39.5 |      |

performance. The number of images for each of these sets is listed in Table 4. We use the train-test split that is either provided in the dataset or suggested in [75]. To extract the attacking set, we randomly sample 10% of the images in the training image set for the GTOS/KTH dataset, one-third of the training images for the FMD dataset and a number of training images that is equal to the number of testing images for MINC, DTD and 4DLF separately.

B.2. Training Strategies

The DNN models are finetuned based on the ResNet backbones which are pretrained on ImageNet [55]. With regard to the network backbone, we use pretrained ResNet50 for MINC, DTD, 4DLF and FMD and pretrained ResNet18 for GTOS and KTH, as suggested in [75, 72]. Following the same training strategies in [72, 26], we train our models with only single-size images. Similar to the data augmentation strategies in [75], the input images are resized to 256 × 256 and then randomly cropped to 224 × 224, followed by a random horizontal flipping. Standard color augmentation and PCA-based noise are used as in [30, 75]. For DeepTEN [75], DEP [72] and MuLTER [26], the number of codewords is set to 8 for the ResNet18 backbone and to 32 for the ResNet50 backbone as suggested by the corresponding authors. For finetuning, we use stochastic gradient descent (SGD) with a mini-batch size of 32. With a weight decay of $10^{-4}$ and a momentum of 0.9, the learning rate is initialized to 0.01 and decays every 10 epochs by a factor of 0.1. The training process is terminated after 30 epochs and the best performing model is adopted.

B.3. Hyperparameters for FTGAP

For our FTGAP method, we mainly have three hyperparameters $\lambda_l$, $\lambda_h$ and $f_c$. As listed in Table 5, we set the hyperparameters empirically to balance effectiveness and imperceptibility. An ablation study for hyperparameters is conducted in Appendix F.

C. Cross-Model Generalization

Cross-model generalization assesses the transferability of the attack to other DNN models which are not used for computing the adversarial perturbation. We report the cross-model fooling rates of the perturbations that are computed by our FTGAP method on different models and datasets in Table 7. As shown in Table 7, the perturbations by our FTGAP method can still result in substantial fooling rates on unseen models for all the considered datasets.

D. Attacking against Defended Models

We also use GAP-tar [50] and our FTGAP to attack the models defended by universal adversarial training [56] on

---

2According to the provided source code for [75], the adopted ResNet50 backbones are slightly different from [23], where the first convolutional layer with a kernel size of 7 is replaced by three cascaded $3 \times 3$ convolutional layers.

3For the datasets with an asterisk, we use different $\lambda_l$ and $\lambda_h$ only for ResNet. DTD: $\lambda_l = 0$ and $\lambda_h = 2$; 4DLF: $\lambda_l = 0$ and $\lambda_h = 3$; KTH: $\lambda_l = 1$ and $\lambda_h = 3$. 

---

Figure 5: The perturbed images generated by attacking the defended models on MINC (top two rows) and GTOS (bottom two rows). We provide visual results of adversarially perturbed images that are generated by GAP-tar [50] (first and third rows) and by our FTGAP (second and fourth rows).
MINC and GTOS. As shown in Table 6, our FTGAP outperforms the baseline method GAP-tar with more than 10% drops of average top-1 accuracy on both datasets. Particularly, our FTGAP method can invalidate the defense on MINC by reducing the top-1 accuracy under 6%, which is nearly the same as the attack performance on the undefended models. Some visual examples of perturbed images are given in Figure 5.

E. Effects of Training Data Size

Figure 7 shows the effects of the training data size on the universal perturbation effectiveness for our FTGAP method using the GTOS dataset, which includes 93,945 training images. It can be seen that, despite the fooling rate fluctuations as the training set size is reduced, the proposed FTGAP with data augmentation can produce much higher fooling
Table 8: Comparisons of resulting fooling rates for baseline attack methods and their variants using the proposed frequency-tuned attack framework: sPGD (baseline) [47, 56] vs. FT-sPGD (frequency-tuned); UPGD (baseline) [13] vs. FT-UPGD (frequency-tuned). Bold number indicates better performance on the corresponding model in each column within the same dataset.

| Dataset | ResNet | DeepTEN | DEP | MuLTER | mean | ResNet | DeepTEN | DEP | MuLTER | mean |
|---------|--------|---------|-----|--------|------|--------|---------|-----|--------|------|
| MINC   | sPGD   | 93.8    | 94.3| 93.1   | 93.4 | 93.7   | 61.5    | 74.9| 70.0   | 76.3 | 70.7 |
|        | FT-sPGD| 94.5    | 92.5| 93.7   | 94.3 | 93.8   | 61.7    | 80.8| 76.0   | 83.7 | 75.6 |
|        | UPGD   | 93.4    | 93.7| 93.1   | 93.7 | 93.5   | 78.0    | 77.5| 72.4   | 77.8 | 76.4 |
|        | FT-UPGD| 93.6    | 93.3| 94.4   | 94.2 | 93.9   | 81.1    | 82.3| 76.1   | 83.9 | 80.9 |
|        | GTOS   | sPGD    | 93.7| 93.4   | 93.4 | 93.5   | 61.7    | 80.8| 76.0   | 83.7 | 75.6 |
|        | FT-sPGD| 94.5    | 92.5| 93.7   | 94.2 | 93.8   | 61.7    | 80.8| 76.0   | 83.7 | 75.6 |
|        | UPGD   | 93.4    | 93.7| 93.1   | 93.7 | 93.5   | 78.0    | 77.5| 72.4   | 77.8 | 76.4 |
|        | FT-UPGD| 93.6    | 93.3| 94.4   | 94.2 | 93.9   | 81.1    | 82.3| 76.1   | 83.9 | 80.9 |
|        | DTD    | sPGD    | 79.8| 83.9   | 78.8 | 84.5   | 79.5    | 86.4| 84.4   | 85.6 | 81.7 |
|        | FT-sPGD| 79.3    | 87.9| 86.6   | 85.8 | 84.9   | 89.4    | 86.7| 90.6   | 92.8 | 89.9 |
|        | UPGD   | 71.8    | 82.6| 80.5   | 79.9 | 78.7   | 88.3    | 88.3| 86.1   | 81.9 | 86.2 |
|        | FT-UPGD| 77.0    | 88.4| 90.4   | 88.8 | 86.2   | 89.2    | 94.7| 92.2   | 96.1 | 93.1 |
|        | 4DLF   | sPGD    | 89.0| 93.0   | 87.0 | 89.0   | 89.5    | 69.2| 79.9   | 72.8 | 80.6 |
|        | FT-sPGD| 92.0    | 94.0| 91.0   | 93.0 | 92.5   | 77.9    | 84.7| 77.8   | 86.8 | 81.8 |
|        | UPGD   | 79.0    | 75.0| 86.0   | 69.0 | 77.3   | 85.7    | 78.5| 74.3   | 75.2 | 78.4 |
|        | FT-UPGD| 85.0    | 88.0| 88.0   | 86.0 | 86.8   | 90.0    | 80.1| 77.3   | 81.5 | 82.2 |

Figure 7: Fooling rate in function of the training set size (expressed as a percentage of the full training set size) using the GTOS dataset and various DNN models ((a) ResNet [23], (b) DeepTEN [75], (c) DEP [72] and (d) MuLTER [26]) where the training set is the set used to compute the universal perturbations.

rates as compared to that without data augmentation even when only 0.1% of all training images are used to compute the perturbation. The data augmentation is performed as in Section 4.5 of the main paper.

F. Ablation Study

**JND thresholds.** To exhibit the effect of the adopted JND thresholding model on imperceptibility, we examine our FTGAP method with and without JND thresholds on the ResNet model [23]. For FTGAP without JND thresholds, we empirically find a constant to replace the JND thresholds over all frequency bands while producing a fooling rate result that is similar to FTGAP with JND thresholds, and we compare the imperceptibility of the computed and applied adversarial perturbations. According to Figure 6, the adopted JND-based thresholding model can help improve the imperceptibility of the generated adversarial perturbations.

\( \lambda_l \) and \( \lambda_h \). The effects of \( \lambda_l \) and \( \lambda_h \) for low and high frequency bands, respectively, are illustrated based on the ResNet model [23] and the 4DLF dataset [66] in Figure 8. From Figure 8, it can be seen that increasing both \( \lambda_l \) and \( \lambda_h \) can result in higher fooling rates but in lower similarity values (i.e., more visible perturbations). In particular, increasing \( \lambda_l \) can significantly increase the perceptibility of the adversarial perturbation as compared to an increase in the value of \( \lambda_h \), which is consistent with the fact that perturbations in low frequency components can be more perceived as compared to perturbations in high frequency components. Furthermore, Figure 8 shows that increasing \( \lambda_h \) can result in a higher fooling rate and in a less perceptible perturbation as compared to \( \lambda_l \).

\( f_c \). We illustrate the effects of the cut-off frequency \( f_c \) based on the ResNet model [23] and the 4DLF dataset [66] in Figure 9 for \( \lambda_l = 0 \) and \( \lambda_h = 3 \). A higher \( f_c \) value will result in more frequency bands being treated as belonging to the low frequency region \((f < f_c)\) while shrinking the high frequency region to bands with higher indices (corresponding to \( f > f_c \)). The higher \( f_c \) will limit the computed perturbation to the higher frequency bands in the DCT domain. According to Figure 9, the fooling rate becomes saturated when we reduce \( f_c \) to be less than 4 cycles/degree.

G. Visual Comparisons of More Examples

Additional visual comparisons of perturbed images that are generated by our FTGAP method and by existing uni-
Figure 8: Effects of $\lambda_l$ and $\lambda_h$ for the ResNet model [23] and the 4DLF dataset [66]. Under each perturbed image, the similarity index with the clean image and the fooling rate (FR) obtained by the corresponding perturbation are given. The hyperparameter settings that are used in our method for producing the results in the main paper, are shown in green.

Figure 9: Effects of $f_c$ for the ResNet model [23] and the 4DLF dataset [66]. Under each perturbed image, the similarity index with the clean image and the fooling rate (FR) obtained by the corresponding perturbation are given. The hyperparameter setting that is used in our method for producing the experimental results in the main paper, is shown in green.

versal attack methods are provided in Figures 10 and 11.

H. Results for Alternative Baselines

Our frequency-tuned method can be easily adapted to improve the performance of other baseline methods, such as sPGD [47, 56] and UPGD [13]. We evaluate our proposed frequency-tuned attack framework based on sPGD and UPGD, which we refer to as FT-sPGD and FT-UPGD, respectively. The obtained performance results (Table 8, Figure 12) show that our proposed frequency-tuned approach can enhance the adversarial attack strengths of the baseline methods in terms of white-box fooling rates on almost all the datasets and DNN models as shown in Table 8, with a reduced perceptibility as illustrated in Figure 12.
Figure 10: Visual comparison of different universal attack methods. Each row shows the perturbed images that result from applying on the clean image (leftmost image), universal perturbations that are generated by the considered universal attack methods for different DNN models and datasets (shown in leftmost column). The structural texture similarity (STSIM) index is given below each perturbed image. Bold number indicates best performance for the model & dataset in each row.
Figure 11: Visual comparison of different universal attack methods. Each row shows the perturbed images that result from applying on the clean image (leftmost image), universal perturbations that are generated by the considered universal attack methods for different DNN models and datasets (shown in leftmost column). The structural texture similarity (STSIM) index is given below each perturbed image. Bold number indicates best performance for the model & dataset in each row.
Figure 12: Visual comparison of different universal attack methods. Each row shows the perturbed images that result from applying on the clean image (leftmost image), universal perturbations that are generated by the considered universal attack methods (shown in top row) for the DEP model [72] and different datasets (shown in leftmost column). The structural texture similarity (STSIM) index and resulting fooling rate (FR) are given below each perturbed image. Bold numbers indicate best performance for each image in a row when comparing each baseline attack method with its variant using our proposed frequency-tuned (FT) attack framework.