Joint Channel Estimation and Data Decoding using SVM-based Receivers

Sami Akın, Maxim Penner, and Jürgen Peissig
Institute of Communications Technology
Leibniz Universität Hannover
Email: {sami.akin, maxim.penner, and peissig}@ikt.uni-hannover.de

Abstract—Modern communication systems organize receivers in blocks in order to simplify their analysis and design. However, an approach that considers the receiver design from a wider perspective rather than treating it block-by-block may take advantage of the impacts of these blocks on each other and provide better performance. Herein, we can benefit from machine learning and compose a receiver model implementing supervised learning techniques. With this motivation, we consider a one-to-one transmission system over a flat fast fading wireless channel and propose a support vector machine (SVM)-based receiver that combines the pilot-based channel estimation, data demodulation and decoding processes in one joint operation. We follow two techniques in the receiver design. We first design one SVM-based classifier that outputs the class of the encoding codeword that enters the encoder at the transmitter side. Then, we put forward a model with one SVM-based classifier per one bit in the encoding codeword, where each classifier assigns the value of the corresponding bit in the encoding vector. With the second technique, we simplify the receiver design especially for longer encoding codewords. We show that the SVM-based receiver performs very closely to the maximum likelihood decoder, which is known to be the optimal decoding strategy when the encoding vectors at the transmitter are equally likely. We further show that the SVM-based receiver outperforms the conventional receivers that perform channel estimation, data demodulation and decoding in blocks. Finally, we show that we can train the SVM-based receiver with 1-bit analog-to-digital converter (ADC) outputs and the SVM-based receiver can perform very closely to the conventional receivers that take 32-bit ADC outputs as inputs.

I. INTRODUCTION

The design process in modern communication systems usually involves dividing a transmission chain into several blocks and describing each block independently by invoking mathematical models. This applies to channel coding/decoding, data modulation/demodulation, modeling and estimating wireless channel gains, and hardware imperfections. Although it may be advantageous to investigate these blocks jointly, it is difficult to understand the generally non-linear relationships between the blocks and even more challenging to exploit these relationships. Nevertheless, following the advances in classification and clustering techniques, for example [1], [2], there have recently been efforts to transfer the success of machine learning to wireless communications [3]–[6]. Therefore, machine learning can make it possible in future to design an entire communication system on the basis of large training data-sets, for instance, obtained from wireless channel measurements, or at least, machine learning may become a supplement for existing mathematical models that do not lead to closed-form solutions.

In this regard, the authors in [7] explored several new fundamental opportunities offered by machine learning, in particular deep learning, in the physical layer. They trained one neural network per transmitter and receiver, separated by an additive white Gaussian noise channel, in order to adopt the channel conditions, and achieved the same transmission performance observed in handcrafted system designs and even outperformed them by learning joint modulation and coding schemes in certain scenarios. In [4], the authors provided an overview of where different machine learning algorithms could be applied in the fifth generation (5G) cellular network technology. Some application areas among many are multiple-input and multiple-output (MIMO) channel training, cognitive spectrum sensing and energy harvesting. Furthermore, the authors in [8] used deep learning tools for channel estimation and signal detection in orthogonal frequency-division multiplexing (OFDM) systems.

Among the classical machine learning algorithms, support vector machines (SVMs) [9] have become one of the most popular methods. The main advantages of SVMs are their ability to learn the non-linear separations of many training sets by choosing appropriate kernels and convex loss functions with a guaranteed global maximum [10]. In a wireless communication system, an SVM-based component can be deployed in several processes, e.g., channel estimation and data decoding. For instance, the authors in [11] designed an SVM-based channel estimator for OFDM systems and compared it with a classical least-squares estimator. They showed that both of the estimators perform the same in high signal-to-noise regimes but the SVM-based estimator outperforms the other in low signal-to-noise ratio regimes. Likewise, the authors in [12] compared an SVM-based channel estimator with least-squares and neural-network based estimators in Long-Term Evolution systems considering non-linear regression and showed that the SVM-based estimator performs better than the other estimators. Herein, we further refer interested readers to the other SVM-based channel estimation techniques used in MIMO channels [13], [14].

In this paper, we consider a one-to-one transmission system over a flat fast fading wireless channel. Different from the
We model the fading process in the channel as a first-order Gauss-Markov process. Then, we compare the SVM-based receiver with two conventional receiver models, i.e., the receiver employs minimum mean-square error (MMSE) and iterative Kalman filter estimators to perform channel estimation, respectively, and then demodulates and decodes the encoding codeword. The SVM-based receiver outperforms these two receivers. We further show that the SVM-based receiver can perform very closely to the maximum likelihood decoder, which is known to be an optimal decoding strategy when the encoding vectors are equally likely. Finally, we train the SVM-based receivers using 1-bit analog-to-digital converter (ADC) outputs and show that they perform very closely to the conventional receiver models that use 32-bit ADC outputs.

II. SYSTEM MODEL

We consider a system where a transmitter and a receiver communicate over a wireless channel. In the sequel, we initially describe the transmitter and the input-output relation in the wireless channel. Then, we discuss the ideal receiver model, two models in practice, and our machine learning based models, sequentially.

1) Transmitter: The transmitter encodes a vector of $N$ bits, $\mathbf{b}_i$, into a vector of $M$ bits, $\mathbf{c}_i$, and then modulates $\mathbf{c}_i$ into a vector of $T$ symbols, $\mathbf{s}_i$, as seen in Fig. 1. Each encoding vector, $\mathbf{b}_i$, is the $N \times 1$ binary representation of one number from set $\mathcal{B} = \{0, 1, \cdots, 2^N - 1\}$, and each number is chosen equally likely, i.e., $\Pr\{g(\mathbf{b}_i) = B\} = \frac{1}{2^N}$ for $\mathbf{B} \in \mathcal{B}$, where $g(\cdot)$ is the conversion from binary to decimal. Eventually multiplexing $\mathbf{s}_i$ with a vector of $L$ pilot symbols, $\mathbf{p}_i$, the transmitter sends the data to the receiver over the wireless channel. Here, the transmitter sends $\mathbf{p}_i$ before $\mathbf{s}_i$. The receiver knows the pilot symbols and when the transmitter sends them. The sub-index $i \in \{0, 1, \cdots, \} \}$ is the frame index and each frame consists of $L + T$ symbols. Particularly, the transmitter sends a vector of pilot symbols every $L + T$ symbols, and $T$ data symbols after each pilot symbol vector. Here, we follow the periodic pilot placement model in [15], and impose the following average power constraint: $\mathbb{E}\{||\mathbf{p}_i||^2\} + \mathbb{E}\{||\mathbf{s}_i||^2\} \leq (L + T)P$, where $\mathbb{E}\{\cdot\}$ is the expectation operator. The total average transmission power allocated to $L$ pilot and $T$ data symbols is limited by $(L + T)P$ over a duration of $L + T$ symbols.

2) Channel input-output: We describe the discrete channel input-output relation at time instant $t$ during transmission as

$$y(t) = h(t)x(t) + w(t) \text{ for } t \in \{0, 1, \cdots\},$$

(1)
as seen in Fig. 2. Above, $x(t)$ and $y(t)$ are the channel input and output, respectively, and $h(t)$ denotes the channel fading gain and can have an arbitrary marginal distribution with finite power, i.e., $\mathbb{E}\{||h(t)||^2\} = \sigma_h^2 < \infty$. We assume a flat fading channel and that the fading gains are correlated over time. We model the fading process in the channel as a first-order Gauss-Markov process and describe it as

$$h(t) = \alpha h(t-1) + \beta(t),$$

(2)

where $0 \leq \alpha \leq 1$, and $\{\beta(t)\}$’s are independent and identically distributed (i.i.d.), zero-mean and circularly-symmetric complex Gaussian variables with variance equal to $(1-\alpha^2)\sigma_h^2$. In the above formulation, we have $\alpha$ as the parameter that controls the rate of the channel variations between consecutive transmissions. For example, when $\alpha = 0$, the fading coefficients are uncorrelated, whereas when $\alpha = 1$ the fading coefficients remain constant over the transmission duration. For bandwidths in the 10 kHz range and Doppler spreads of the order of 100 Hz, $\alpha$ will typically range between 0.9 and 0.99 [16].

In (1), $w(t)$ models the additive thermal noise, and is a zero-mean and circularly-symmetric complex Gaussian random variable with variance $\mathbb{E}\{||w(t)||^2\} = \sigma_w^2$. We further assume that $\{w(t)\}$ is an i.i.d. sequence. Herein, regarding a unit sampling time, we assume that the transmitter sends the first pilot

For the sake of clarity, we place each pilot symbol vector before one data vector. However, one can insert several pilot symbol vectors in between the symbols of a data vector periodically, and re-express the power constraint accordingly. In addition, we employ only non-zero pilot symbols because we consider a flat fading channel. However, one can embed zero-valued symbols at beginning and end of a pilot symbol vector, as described in [15], if the channel is multi-path fading.
symbol of the \( i \)th frame at time instant \( t = i(L+T) \), and hence the data symbols of the same frame at time instants between 
\( t = i(L+T) + L \) and \( t = (i+1)(L+T) - 1 \). Particularly, we have \( x(i(L+T)+j) = p_i(j) \) for \( j \in \{0, \ldots, L-1\} \), and \( x(i(L+T)+L+j) = s_i(j) \) for \( j \in \{0, \ldots, T-1\} \). Furthermore, we define the pilot vector transmitted before the
\( i \)th data vector as \( \mathbf{p}_i = [p_i^1(L-1), \ldots, p_i^1(0)]^\dagger \) and the data vector as \( \mathbf{s}_i = [s_i^1(T-1), \ldots, s_i^1(0)]^\dagger \). Above, \( \dagger \) denotes the conjugate transpose operator. Here, we follow a vector notation where the last transmitted symbol is the first element of the vector for the sake convenience in the presented analysis throughout the paper.

3) Receiver: The channel output, \( y(t) \), following the demultiplexer, becomes \( r_i(j) = y(i(L+T)+j) \) and \( z_i(j) = y(i(L+T)+L+j) \) when the transmitter sends \( p_i(j) \) and \( s_i(j) \), respectively. We denote the received \( i \)th pilot and data vectors by \( \mathbf{r}_i = [r_i^1(L-1), \ldots, r_i^1(0)]^\dagger \) and \( \mathbf{z}_i = [z_i^1(T-1), \ldots, z_i^1(0)]^\dagger \), respectively. The receiver uses the received \( i \)th data vector, \( \mathbf{z}_i \), and the pilot symbol vectors transmitted before and after \( \mathbf{z}_i \), i.e., \( \mathbf{r}_i \) and \( \mathbf{r}_{i+1} \), in order to decode the transmitted encoding vector, \( \mathbf{b}_i \). We consider only \( \mathbf{r}_i \) and \( \mathbf{r}_{i+1} \) in the decoding process because the channel fading gain, \( h(t) \), changes over time as seen in [2], and the correlation between the fading gains decreases by time. Therefore, it is enough to include the pilot symbols around the data vector since the pilot symbols far from the data vector will not bring significant improvement in the decoding process. Here, we also assume that the receiver knows the second order channel statistics, i.e., the flat fading and \( \alpha \).

a) Ideal Receiver: As seen in Fig. 3 the ideal receiver is the one that chooses a number from the encoding set, \( \mathcal{B} \), such that the probability \( \operatorname{Pr}\{\mathbf{b}_i|\mathbf{z}_i, \mathbf{r}_i, \mathbf{r}_{i+1}\} \) is maximized. Recall that we define \( g(\mathbf{b}_i) = B \) as the conversion from binary to decimal and \( B \in \mathcal{B} = \{0, \ldots, 2^N-1\} \). Since the encoding vectors are equally likely, the aforementioned decoding scheme is equal to the maximum likelihood decoding, i.e., the receiver chooses the number from \( B \) such that the probability
\( \operatorname{Pr}\{\mathbf{z}_i, \mathbf{r}_i, \mathbf{r}_{i+1}|\mathbf{b}_i\} \) is maximized. Particularly, we can express the probability density function of the channel output given the channel input as follows:

\[
   f_{y_i|x_i}(y_i|x_i) = \frac{1}{\pi^{2L+T} |\Sigma_i|} e^{\frac{-y_i^\dagger \Sigma_i^{-1} y_i}{2T}},
\]

where \( y_i = [r_{i+1}^\dagger, \mathbf{z}_i^\dagger, \mathbf{r}_i^\dagger]^\dagger \), \( x_i = [\mathbf{p}_{i+1}^\dagger, \mathbf{s}_i^\dagger, \mathbf{p}_i^\dagger]^\dagger \), and \( \Sigma_i \) is the covariance matrix, which is expressed as \( \Sigma_i = \text{diag}(\mathbf{r}_i) \Sigma_h \text{diag}(\mathbf{r}_i) + \sigma^2 I_{(2L+T) \times (2L+T)} \). Here, \( \text{diag}\{\cdot\} \) is the diagonal matrix, and \( \Sigma_h \) is the channel covariance matrix, i.e., \( \Sigma_h = \mathbb{E}\{\mathbf{h}_i \mathbf{h}_i^\dagger\} \), where \( \mathbf{h}_i = [h_i^1((i+1)(L+T)+L-1), \ldots, h_i^1(i(L+T))]^\dagger \) is the vector of fading coefficients corresponding to the transmitted vector, \( \mathbf{x}_i \). Moreover, \( I \) is the identity matrix with the given size. We also remark that given an input, \( \mathbf{x}_i \), the expected channel output is zero-mean since the fading gains are zero-mean and circularly-symmetric complex. We further recall that \( \mathbf{s}_i \) is the modulator output given that the encoder input is \( \mathbf{b}_i \), as seen in Fig. 1. Now, calculating the log-likelihood function associated with (3) and removing the constants, one can show that the ideal receiver output becomes \( \hat{b}_i = \arg\min \mathbf{b}_i \{f_{y_i|x_i}(y_i|x_i)\} \).

Recall that the pilot symbols are known by the receiver. However, under most conditions, it is not straightforward to find the maximum of the likelihood function, and numerical techniques become necessary. Moreover, the complexity of finding the maximum generally increases with increasing \( N \). Here, we consider the maximum likelihood decoder as a basis to understand the performance limits that our proposed methods can reach. Moreover, along with the maximum likelihood decoding, we consider two different models. In the first model, the receiver initially estimates the channel fading gain, \( h(t) \), and then successively performs demodulation and decoding. In the second model, we propose a machine learning tool, namely SVM, that replaces the channel estimation, demodulation and decoding processes in order to perform all of them jointly.

b) Model 1: We consider the receiver model given in Fig. 4. In this model, we consider two different channel estimation techniques, namely the minimum mean-square error (MMSE) and iterative Kalman filter estimators. As seen in Fig. 3, both the techniques use pilot symbols for channel estimation.

Technique 1 (MMSE): Given \( r_i \) and \( r_{i+1} \), we can express the channel gain estimate as \( \mathbf{h}_i = \mathbb{E}\{\mathbf{h}_i | \mathbf{r}_i, \mathbf{r}_{i+1}\} \), where \( \mathbf{h}_i = [\hat{h}_i^1((i+1)(L+T)+L-1), \ldots, \hat{h}_i^1(i(L+T))]^\dagger \) is the vector of channel fading estimates. Recall that \( \mathbf{h}_i \) is defined in Sec. II-3a. Notice that the first and last \( L \) elements of \( \mathbf{h}_i \) and \( \mathbf{h}_i^\dagger \) correspond to the pilot symbols transmitted in the \((i+1)^{th}\) and \( i^{th} \) time frames, and the \( T \) elements in between
them correspond to the data symbols transmitted in the $i$th frame. When $h_i$ is jointly Gaussian with $r_{i+1}$ and $r_i$, i.e., their joint distribution is a multivariate Gaussian distribution, the MMSE estimator becomes the linear MMSE (L-MMSE) estimator. Then, we can easily express the channel estimate, $\hat{h}_i$, as follows:

$$
\hat{h}_i = E\{h_i\} + \Sigma_{h_i}^{-1}(r_i - E\{r_i\}),
$$

where $\Sigma_{h_i} = E\{(h_i - E\{h_i\})(r_i - E\{r_i\})\}$ and $\Sigma_{r_i} = E\{(r_i - E\{r_i\})(r_i - E\{r_i\})\}$ are the cross-covariance matrix between $h_i$ and $r_i$, and the auto-covariance matrix of $r_i$, respectively, and $r_i = [r_{i+1}^T r_i^T]^T$. Here, we also note that because the channel is flat fading, the estimation in (4) is equivalent to the channel estimation obtained by implementing the semi-blind L-MMSE estimator [13].

**Technique 2 (Kalman):** The receiver performs the channel estimation in two steps, i.e., the estimation process is composed of the prediction and update of the channel fading gains. Particularly, using the defined fading process, we define the state transition as follows:

$$
h_i = \begin{bmatrix}
\alpha_v & 0_{(L+T)\times(2L+T-1)} \\
0_{L\times(L+T)} & 0_{L\times(L+T)}
\end{bmatrix} h_{i-1} + \begin{bmatrix}
\alpha_m \\
\theta_{L\times(L+T)}
\end{bmatrix}\beta_i,
$$

where $\alpha = [\alpha^{L+T}, \cdots, \alpha^2, \alpha]^T$, $\beta_i = [\beta_i^T(i+1)(L+T) + L - 1 \cdots \beta_i^T(i(L + T) + L)]^T$, $\theta$ is the zero matrix with the defined size, and

$$
\alpha_m = \begin{bmatrix}
1 & \alpha & \cdots & \alpha^{L+T-1} \\
0 & 1 & \cdots & \alpha^{L+T-2} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{bmatrix}.
$$

Note that $\beta(t)$ is the state noise given in (2). Furthermore, we define the observation process as follows:

$$
\tilde{r}_i = \begin{bmatrix}
\text{diag}\{p_{i+1}\} \\
0_{L\times(L+T)}
\end{bmatrix} h_i + \begin{bmatrix}
w((i+1)(L+T) + L - 1) \\
\vdots \\
w((i+1)(L+T)) \\
w(i(L+T) + L - 1) \\
w(i(L+T))
\end{bmatrix},
$$

where $w(t)$ is the additive thermal noise given in (1), and $\text{diag}\{p_{i+1}\}$ and $\text{diag}\{p_i\}$ are $L \times L$ diagonal matrices.

Having the state transition and observation processes, one can easily compute the Kalman gain matrix, and predict and update the channel fading estimate accordingly. Due to the space limit, we refer interested readers to [17] for more details on the Kalman filter estimator.

**Demodulation and Decoding:** Now, following any of the aforementioned channel estimation process, i.e., MMSE or iterative Kalman estimator, we can express the channel input-output relation during the data transmission as follows:

$$z_i(t) = \hat{h}(t)s_i(t) + \tilde{h}(t)s_i(t) + w(t).
$$

Treating the channel estimate error as another source of additive noise, the receiver demodulates the received symbols:

$$
\frac{\hat{h}_i(t)z_i(t)}{|\hat{h}(t)|^2} = s_i(t) + \frac{\hat{h}_i(t)\tilde{h}(t)x_i + \tilde{h}_i(t)w(t)}{|\hat{h}(t)|^2}.
$$

Subsequently, using the demodulated data, the receiver decodes the transmitted data, $b_i$.

c) **Model 2:** The receiver performs the channel estimation, demodulation and decoding processes jointly using an SVM-based classification tool. Different from Model 1, we initially train the receiver in Model 2 because SVMs are supervised learning algorithms. Thus, we need a packet of training data. One can obtain this data either by implementing the scenario in real-time and save the transmitted bits and the channel outputs, or by simulating the channel based on known models because we know that available channel models can reflect the real channels very closely. We define the input (feature vector) to the SVM-based receiver as $[r_{i+1}^T r_i^T z_i]$ and propose two different techniques. The SVM-based decoder projects the feature vector to a higher dimensional space and find hyper-planes that separate given encoding vectors. Specifically, the SVM-based receiver obtains support vectors during the training phase implementing certain kernel functions, and use them in order to classify the input. In order to have a better intuition, one can think of each support vector as a dimension and the kernel function as the projector of the input vector onto the support vectors. In this paper, we run non-linear classifiers; therefore, we consider two kernel functions for the SVM-based receiver, namely the polynomial function with degree 2 and the Gaussian radial basis function with auto-scale. We finally note that although we use an SVM-based receiver in our analysis, one can implement other supervised learning algorithms.

**Technique 1:** There is only one SVM classifier that outputs the class of encoding codeword entering the encoder at the transmitter. We display the receiver model with the technique in Fig.5. Specifically, because we have $N$ bits in one encoding codeword, i.e., $b_i$ is $N \times 1$, we have $2^N$ classes, which is the number of elements in set $\mathcal{B}$, and each class represents one encoding codeword, and hence one element of $\mathcal{B}$. Here, the classification is multi-nominal, and the classifier may perform either one-vs.-one or one-vs.-rest technique.

3In the literature, the term feature vector is mostly used to define the input to an SVM-based classifier. Throughout the paper, we use input and feature vector interchangeably.
outputs the class of one element of \( b_i \), i.e., either one or zero. As seen in Fig. 4, we have again \([r_{i+1}, r_i, z_i]\) as the input to the \( N \) different classifiers. Because each element of the encoding codeword is either one or zero, we train one binary classifier for each element of the vector. The reason behind employing this technique is that we have at most \( N \) binary classifiers, whereas we have one multi-class classifier with \( 2^N \) classes in the first technique, and the number of classes increases with increasing \( N \).

III. PERFORMANCE ANALYSIS

We consider the aforementioned two receiver models, and compare their bit-error-rate performance with the maximum likelihood decoder. We consider that the transmitter employs linear block codes, particularly Hamming (7,4) codes. Specifically, we set \( N = 4 \) and \( M = 7 \) at the encoder. We use the binary-phase-shift keying (BPSK) method in the modulator and employ one pilot symbol in each frame; therefore, we have \( L = 1 \) and \( T = 7 \) at the modulator output, where the first symbol is the pilot symbol and the other 7 symbols are the data-bearing BPSK symbols. Nevertheless, one can compare these two models having different linear block code and data modulation techniques with more than one pilot symbols. Furthermore, we define the signal-to-noise ratio as \( SNR = \frac{P}{\sigma^2} \).

In Technique 1 of Model 2, we deploy the one-vs.-one technique. The SVM classifier compares all the classes in combinations of two for the given input vector and runs a max-win voting strategy in order to finalize the classification. Specifically, the classifier assigns the instance to one class of all the class combinations of two, and acknowledges the class with the most votes as the winner. On the other hand, in Technique 2 of Model 2, the classifier assigns either 1 or 0 to each and every input at each classifier, which corresponds to one bit of \( b_i \). We omit the polynomial function for Technique 2 in our figures because we observe in our simulations that Technique 2 with the Gaussian radial basis function outperforms Technique 2 with the polynomial function significantly. Herein, for the sake of simplicity and clarity in the presentation of the paper, we omit the details of SVMs, and refer interested readers to [18] for more details since we use the machine learning toolbox from MATLAB.

In Fig. 7 we plot the bit-error probability as a function of the signal-to-noise ratio. We set \( \alpha = 0.95, 0.97 \) and \( 0.99 \), respectively. In all the cases of \( \alpha \), Model 2 Technique 1 with the degree-2 polynomial and auto-scaled Gaussian radial basis kernels perform very close the maximum likelihood decoder, which is the optimum decoder when the encoder inputs are equally likely at the transmitter. When compared to
Fig. 8. Bit-error probability vs. signal-to-noise ratio (dB) when $\alpha = 0.97$. The top figure: Model 2 Technique 1 with the polynomial kernel. The middle figure: Model 2 Technique 1 with the Gaussian kernel. The bottom figure: Model 2 Technique 2 with the Gaussian kernel.

Model 1 Techniques 1 and 2, where MMSE and Kalman filter estimators are implemented in the channel estimation process, respectively, Model 2 with the given SVM parameters has lower bit-error probability, and the performance gap between Model 1 and Model 2 increases with decreasing $\alpha$, i.e., the decreasing correlation between the channel fading gains over time. Furthermore, Model 2 Technique 2, i.e., the receiver model with $N$ different classifiers, also performs very closely to the maximum likelihood detector when the Gaussian radial basis kernel is employed. Considering the results in Fig. 7, one can see that we can increase the symbol detection performance in fast fading channels by running SVM-based techniques. Moreover, we can avoid decoding complexity by implementing a receiver with multiple SVM classifiers as in the case of Model 2 Technique 2.

A. 1-Bit Analog-to-Digital Converter

Low-resolution ADCs have recently attracted much attention in wireless communication settings that require low-power consumption and less computation cost. For example, massive MIMO [19], [20] and OFDM [21] receivers have...
become the reasons to implement 1-bit ADCs. We further know that in supervised machine learning-based applications, after the training process, memory may still be a concern in the prediction process in addition to low-power consumption and less computation requirements. As seen in Fig. 7, the SVM-based receiver performs very well in fast fading channels when compared to the conventional receivers employing channel estimation, demodulation and data decoding as separate blocks. Moreover, we know that SVMs perform addition of a weighted combination of support vectors during prediction, and these support vectors should be stored after an SVM-based receiver is trained. If there are a lot of support vectors, it may be a problem if we want to deploy our SVM-based receiver in low-memory devices, e.g., mobile phones and wireless sensors. However, we can attack this problem by either decreasing the number of support vectors or implementing 1-Bit ADCs, which leads to a certain performance and memory tradeoff. Therefore, we update the receiver models given in Fig. 5 and Fig. 6 such that the input to the classifiers become the signs of the elements of $z_i$, $r_i$ and $r_{i+1}$.

In Fig. 8 and Fig. 9, we plot the 1-bit SVM-based decoder results along with their corresponding 32-Bit SVM-based decoder results and the 32-bit Model 1 Technique 1 and maximum likelihood decoder results when $\alpha = 0.97$ and 0.99, respectively. The 1-bit SVM-based decoder performs very close to 32-bit Model 1 Technique 1 in signal-to-noise ratio regimes above 20 dB in all the cases of $\alpha$. Here, we compare the 1-bit SVM-based decoder results with the 32-bit results in order to show the tradeoff between the computational complexity and cost, and the performance loss due to a simplified design. Hence, one can resort to 1-bit SVM depending on the type and quality-of-service constraints of transmitted data and the channel conditions for a certain amount of performance loss in order to gain design advantages.

IV. CONCLUSION

In this paper, we have investigated the bit-error probability performance of SVM-based receivers considering different techniques and 1-bit ADCs in fast and flat fading channels. We propose two different techniques for the SVM-based receivers that perform channel estimation, data demodulation and decoding jointly. One technique is to classify the received signal into one class representing the decimal value of the encoding codeword at the input of the encoder at the transmitter side. The other technique is to use one binary classifier for each bit of the encoding codeword. We have compared the bit-error probability of these techniques with the one of the maximum likelihood detector, which is known to be the optimum detector when the encoding codewords are equally likely. We have shown that the SVM-based receiver can perform very close to the optimal values. We have also shown that one can simplify the SVM-based receiver design and still reach reasonable performance levels. This work also shows that we can deal with the increasing complexity in future technologies and reach the optimal bit error probabilities by invoking machine learning tools in receiver design.
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