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Abstract. In decision-making problems reward function plays an important role in finding the best policy. Reinforcement Learning (RL) provides a solution for decision-making problems under uncertainty in an Intelligent Environment (IE). However, it is difficult to specify the reward function for RL agents in large and complex problems. To counter these problems an extension of RL problem named Inverse Reinforcement Learning (IRL) is introduced, where reward function is learned from expert demonstrations. IRL is appealing for its potential use to build autonomous agents, capable of modeling others, deprived of compromising in performance of the task. This approach of learning by demonstrations relies on the framework of Markov Decision Process (MDP). This article elaborates original IRL algorithms along with their close variants to mitigate challenges. The purpose of this paper is to highlight an overview and theoretical background of IRL in the field of Machine Learning (ML) and Artificial Intelligence (AI). We presented a brief comparison between different variants of IRL in this article.
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Introduction

ML is an application of AI that focuses on learning and improving itself from experience and without being explicitly programmed. ML emphasizes on developing algorithms that can access data and use it for self-learning [1,2,3] in an intelligent environments [4,5,6]. We are dealing with a certain number of sensors, which enable the IE [7] to be aware of the user’s current action and goal. Human activities are observable through different sensors [8] and observations can be assumed to teach another environmental device or system to perform the task in a better way [9]. A typical way of teaching a system in a decision-making problem requires direct coding. However, another paradigm called Learning from Demonstrations has emerged to teach devices via demonstrations [10]. RL techniques provide a solution for decision-making problems [11]. RL agent interact with the dynamic environment, gains experience and improve itself [12]. The result of an agent’s interaction is a policy that can provide solutions to complex tasks without having
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specific information about the underlying problem [13]. Unlike supervised learning, RL does not need output labels that are sometimes not available or maybe expensive to find in real-time application. RL has better generalization abilities and can easily be applied to more complex scenarios [14] e.g. minimize medication errors [15], [16] and risk management [17]. However, the problem associated with RL is the reward function that has to be specified in advance. For complex and large problems, it is very difficult to specify and exhaustive to tune the reward function. To counter design difficulties of RL, IRL is introduced. IRL is an extension of RL problem where reward function is learned through expert demonstrations. In this paper, we present fundamental and advanced techniques of IRL [18] for finding the best-fitting reward function for expert trajectories.

The rest of the paper is organized as follows: Section-1 comprises a brief review of the background and problem formulation, where basics about the MDP is presented. Original IRL algorithm is discussed in section-2. This section describes the problem of learning the reward function not explicitly, but through observing an expert demonstration. Section-3 introduces an overview of different variants and extensions of IRL in emerging and existing fields. We summarize the paper in section-4 by giving a conclusion.

1. Theoretical Background

1.1. Markov Decision Process

Generally, RL algorithms satisfy Markov Decision Process (MDP) that are based on Markov property. It does not consider past information while taking actions in current state. MDP is a form of tuple \((S, A, T, R, \gamma)\) [19] explained below:

- \(S = s_1, s_2, s_3, \ldots, s_n\) represent set of all possible states in the given environment. Based upon the chosen action and transition function the agent can move to any of these states.
- \(A = a_1, a_2, a_3, \ldots, a_n\) is a set of all possible actions that an agent can take in a state at every time step.
- \(T(s_t, a_t, s_{t+1})\) is a transition function which tells the probability of having into the state \(s_{t+1}\) by taking action \(a_t\) in current state \(s_t\) in time step \(t\).
- \(R(s_t, a_t, s_{t+1})\) is a reward function which tells about the cost of taking action \(a_t\) in state \(s_t\) in time step \(t\).
- \(\gamma \in [0, 1]\) : is a discount factor that takes the value between zero and one. A value close to zero gives more weight to current rewards while a value close to one gives more weight to long term rewards.

1.2. Value Function

A policy \(\pi\) is a function of mapping state \(s\) to an action \(a\). It can be stochastic \(\pi: S \rightarrow Prob(A)\) or deterministic \(\pi: S \rightarrow A\) [20]. For a policy \(\pi\), \(V^\pi\) is the value function which estimates the accumulated reward value in state \(s_t\) and follow the policy \(\pi\). The value of a policy \(V^\pi\) for a given state \(s\) is given as:
\[ V^\pi(s) = E^\pi\{R_t | s_t = s\} = \sum_{a \in A(s)} \pi(s, a) \sum_{s_{t+1} \in S} T_{s_{t+1}}^a \{r(s, a) + \gamma V^\pi(s_{t+1})\} \]  

(1)

Where \( V^\pi \) is the value function to estimate the accumulated reward and \( R_t \) is the reward function which is calculated as given below.

\[ R_t = r_{t+1} + \gamma r_{t+2} + \gamma^2 r_{t+3} + \cdots + \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} \]  

(2)

Q function is the expected aggregated return when you take action \( a \) in state \( s \).

\[ Q^\pi(s, a) = \sum_{s_{t+1} \in S} \{R_t | s_t = s, a_t = a\} \]  

(3)

The goal of solving MDP is to find optimal policy \( \pi^* \). The state-action value function (\( Q \)) or state value function (\( V \)) for optimal policy \( \pi^* \) can be calculated by using Bellman equations as given below:

\[ V^*(s) = \max_a \sum_{s_{t+1} \in S} T_{s_{t+1}}^a (R_{s_{t+1}}^a + \gamma V^*(s_{t+1})) \]  

(4)

\[ Q^*(s, a) = \sum_{s_{t+1} \in S} T_{s_{t+1}}^a (R_{s_{t+1}}^a + \gamma \max_{a_{t+1}} V^*(s_{t+1}, a_{t+1})) \]  

(5)

Eqs. (4) and (5) explains the objective of learning the policy that provides the maximum reward return. Other machine learning techniques have successfully been applied to many real-world problems i.e. skill transfer to robots [8] and autonomous navigation [7] etc. However, these techniques are usually suffering from fewer training samples and poor generalization. The conventional terminologies of MDP and RL are usually accepting fix and predetermined reward functions. However, it is difficult to specify appropriate reward functions particularly for complex and large problems [10]. Therefore, the researcher gave a solution in form of IRL to tackle these limitations. IRL methods flip the RL problem and rather than finding optimal policy it tries to find underlying rewards for some given policies.

2. Inverse Reinforcement Learning (IRL)

Generally, IRL supposes that the expert is acting according to an underlying policy \( \pi_E \). In some cases, the policy may not be known, and learners observe sequences of the expert’s state-action pairs called trajectories. It follows some composition of a model that helps in learning the unknown rewards function for these trajectories. Conventional models include, a linearly weighted combination of reward features, non-linear (probability distribution over reward functions) or a neural network representation [21].

Typical framework of IRL is shown in Figure-1. Expert trajectories are supposed to generate optimal policy. Rather than the policy, the reward function is the briefest, robust,
and convenient definition of the task. It computes how bad or good certain actions are. Therefore, the goal here is to find the reward function that is being implicitly optimized by the optimal policy \( \pi^* \). Once we have the true reward function, the problem is concentrated on finding the right policy, and standard reinforcement learning methods can be applied to solve the problem.

**IRL as an optimization problem and proposed Linear Programming (LP) approach to solve the problem by considering three types of state spaces [22].**

### 2.1. LP for finite state space

First, consider the set of optimal policies \( \pi \) for a MDP with a finite state space \( S \) and policy transition matrix \( T_{\pi}^{\pi} \). For each state only one action provides an optimal solution from set of \( K \) possible actions and all other \( k-1 \) actions are non-policy actions hence non policy transition matrix are \( T^{-\pi} = T^1, \ldots, T^{k-1} \). Action is considered optimal only when the reward function satisfies the following equation:

\[
(T^{-\pi} - T^\pi)(I - \gamma T^\pi)^{-1} R0
\]

(6)

Where \( T^{-\pi} \) is non policy transition matrix and \( T^\pi \) represents policy transition matrix. Many solutions satisfy Eq. (6), let say assigning zero reward value to all the states is always a solution. To remove this problem two methods are proposed.

**Costly single-step deviation.** It maximizes the distance between the optimal policy \( Q \) value and the second-best value among all the others.

\[
\text{maximize} : \sum_{s \in S} Q^\pi(s, \pi(s)) - \max_{a \in \mathcal{A}_{\pi(s)}} Q^\pi(s, a)
\]

(7)

Eq. (7) successfully removes several degenerate reward functions but the reward function that is learned by this kind of heuristics might be different from the real one. To tackle
this issue, a second method is introduced which assumes that reward function with many small rewards are more natural and should be preferred. Maximization of many terms leads to a minimization of the reward vector’s norm i.e. \( l_1 \)-norm: \(-\lambda \| \hat{R} \|_1 \). A suitable value for parameter \( \lambda \) can be searched automatically. In addition, an upper bound value for reward function is also imposed.

\[
\forall (s \in S) \quad |\hat{R}| \leq R_{max} \tag{8}
\]

However, this approach cannot be applied to very large state spaces.

2.2. LP for Infinite State Space

For this kind of state-space researcher have used the function approximation to find a linear combination of \( d \) known, fixed and bounded basis function \( \Phi_i \) [23].

\[
\hat{R}(s) = \alpha_1 \phi_1(s) + \alpha_2 \phi_2(s) + \ldots + \alpha_d \phi_d \tag{9}
\]

Where \( \alpha \rightarrow [0, 1] \) is a constant. However, this linear combination comes with a huge disadvantage. We are not sure that the estimated reward function is the one with true value. Eq. (9) only expresses a smaller subset of all the possible reward functions. On the other hand, \( V^\pi \) can be expressed in term of basis function as follows:

\[
V^\pi = \alpha_1 V^\pi_1 + \ldots + \alpha_d V^\pi_d \tag{10}
\]

Transition probabilities can’t be expressed in the term matrix anymore because of infinite state space. Instead, the expected value based on sampled subset \( s_0 \subset S \) is estimated and it is enforced that non-optimal actions always lead to lower expected value than optimal actions.

\[
\forall s_0 \in S; \forall a \in A: E_{T(s_0,s,a)}(V^\pi(s)) \geq E_{T(s_0,s,a)}(V^\pi(\hat{s})) \tag{11}
\]

A penalization factor \( p \) is introduced that define how much constraints can be penalized [18].

\[
\max \sum_{s \in S_0} \min_{a, \pi(s)} p [E_{T(s_0,s,a)}(V^\pi(s)) - (E_{T(s_0,s,a)}(V^\pi(\hat{s}))) \tag{12}
\]

This formulation maximizes the smallest difference between the expected value generated by policy action and all the other expected values it could find.

2.3. LP with Sampled Trajectories

This third algorithm is more closer to the real-world problem. It deals with the scenario where the knowledge about the exact policy is not given. we only observe trajectories that are combinations of states and actions. Optimal policy based on some unknown reward function generates these trajectories.

However, the goal is to calculate the empirical value of a trajectory rather than the ex-
Algorithm 1 Generic Algorithm for IRL

1: Given: Expert demonstrations, discount factor $\gamma$, termination criteria $\varepsilon$,
2: Initialize: Feature matrix $\phi$, number of iteration $n$.
3: while (Termination criteria fulfil) do
4:   for $\forall (s, a)$ do
5:     Solve optimal value function $V^*$ for MDP.
6:     Use $V^*$ to define policy $\hat{\pi}$.
7:     Choose parameter $\alpha_i$ to make $\hat{\pi}$ more similar to demonstration;
8:   end for
9: end while
10: Return: $R(s, a)$

Expected value of the policy. By using current estimated reward function $\hat{R}$ corresponding value estimate $\hat{V}(\xi)$ for each value function can be calculated as given below:

$$\hat{V}_i(\xi) = \sum_{s_j \in \xi} \gamma^i \phi_i(s_j)$$  \hspace{1cm} (13)

$\gamma$ is a discount factor. Empirical value for overall trajectory is:

$$\hat{V}(\xi) = \sum_{i=1}^{d} \alpha_i \hat{V}_i(\xi), \ |\alpha_i| \leq 1, \ i = \{1, \ldots, d\}$$  \hspace{1cm} (14)

There are might be many expert trajectories generated at different initial positions. Now the goal is to find such a value of $i$ that yields a higher empirical reward for optimal trajectory.

$$\hat{V}(\xi_{\pi^*}) \geq \hat{V}(\xi_{\pi_i})$$  \hspace{1cm} (15)

Eq. (15) represent that optimal expert trajectory always generates higher empirical value $\hat{V}(\xi_{\pi^*})$ than any other policy. Linear programming is used to find the best fitting parameter $\alpha_i$. There are two important assumption made here [23]:

1. For any given policy trajectories can be generated.
2. Given any reward function, a policy which is optimal for this reward function can be generated.

To find the true empirical value, limit the maximum value of factor $\alpha_i$ and a penalization factor $p$ (as stated in the previous section)is also introduced.

$$\max \left\{ \sum_{i=1}^{m} p \{ \hat{V}(\xi_{\pi^*}) - \hat{V}(\xi_{\pi_i}) \} \right\}$$  \hspace{1cm} (16)

A generic algorithm for IRL is given in Algorithm-1. The key idea is to use observation from the expert policy and find information about the underlying MDP. Estimation of the optimal policy is performed through the execution of the algorithm iteratively.
3. Foundation of IRL Variants

Many changes have been made in the fundamental IRL algorithm depending upon the nature of the application. We will try to give a brief introduction to some of them in this section.

3.1. Maximum Margin Planning

Let consider an MDP without reward MDP/R. In this context we have the same component as regular MDP except for the reward model. Given some expert’s feature expectation $\mu_E$ and feature mapping $\phi$, the goal is to find a policy that explains expert behavior perfectly on an unknown reward function. Reward function might be a linear combination of features.

$$R(s,a) = w_1\phi_1(s,a) + w_2\phi_2(s,a) + \ldots + w_k\phi_k(s,a) \quad (17)$$

$$R(s,a) = \sum_i \{w_i\phi_i(s,a)\} \quad (18)$$

Where feature function $\phi_i : S \rightarrow R$ and weights $w_i \in R$. To find a policy $\hat{\pi}$ such that $||\mu_\hat{\pi} - \mu_E||_2 \leq \epsilon$ we define:

$$E\left[\sum_{t=1}^{\infty} R(s_t)|\pi_E\right] - E\left[\sum_{t=1}^{\infty} R(s_t)|\hat{\pi}\right] = ||W||_1 ||\mu_E - \mu(\hat{\pi})||_2 \quad (19)$$

where $W : (||w||_1 \leq 1)$. Maximum margin algorithm are used to find such a policy $\hat{\pi}$ that minimize the difference between expert feature expectation $\mu_E$ and other random chosen policy expectation $\mu(\hat{\pi})$.

3.2. Maximum Entropy IRL

Maximum entropy uses the probability approach to resolve the ill-posed issue associated with original IRL. Maximum entropy [24] is based on the principle that makes it free from the arbitrary assumption about the missing information of the system. The trajectories of experts also weighted with the estimated rewards and preference given to those policies with high rewards [25].

$$P_\alpha(O_s|\theta) = [1/Z_i]exp(\alpha_i E(O_s, \theta)) \quad (20)$$

In Eq. (20), $\theta$ represents the parameters of the reward function and $R$ is a linear combination of features as discussed in the previous section. Through the maximum likelihood approach of observed trajectory, we can get the optimum value of $\theta$ [26].

$$\theta^* = \arg \max_{\theta} L(\theta) \quad (21)$$
\[ \theta^* = \arg\max_{\theta} \sum_{o} \log P_{\theta}(O|x) \]  

(22)

Gradient-based optimization method can be used to obtain the optimum values for deterministic MDP. The gradient is presented by the difference between expected feature values by the learner and expected empirical feature values. Early IRL based methods are countered with the problem of label bias mentioned in [27]. It only considers actions in run time while trajectories are compared later-on by taking the actions instead of comparing before. Consequently, the best policy having the highest reward may not be the one with the highest probability [28]. Maximum entropy encounters this problem by focusing on distribution over trajectories rather than actions. This algorithm applied in many applications i.e. to predict the driver behavior, route recommendation for taxi driver [29].

3.3. Non-linear Programming

Max-Margin Planning (MMP) still assumes a linear form of reward function but another approach LEArning and seaRCH (LEARCH) [30] have introduced for nonlinear behavior of reward function. This algorithm is tested in autonomous navigation where an agent (vehicle) was operated in complex unstructured terrain [31]. A parallel approach was also introduced and used in a visual navigation system where costs to detected objects and a suitable path to the drivers in the current situation have been assigned automatically [32]. Self-Imitation Learning (IL) [33] proposes that without any feedback from an external expert, the policy can be learned iteratively after the agent makes mistakes and decisions.

3.4. Maximum Likelihood IRL

Maximum Likelihood IRL (MLIRL) [34] problem utilizing an estimate of the gradient of the likelihood function. The algorithm defines that likelihood of the expert data-set \[ L_{\theta}(O) \] can be represented by the product of the likelihood of the state-action pairs.

\[ L_{\theta}(O) = \prod_{i=1}^{k} I_{\theta}(s_i, a_i) \]  

(23)

Where O represents experts demonstration. The reward function is estimated by Maximizing the log-likelihood function.

\[ R^*_\theta = \arg\max_{R} \log L_{\theta}(O) \]  

(24)

Eq. (24) assumes that actions are more likely to be selected having higher \( Q^* \) values.

3.5. Gradient-based IRL

The neural gradient [29] approach was used to refine the reward function instead of directly modifying the policy. Policies are derived from the RL algorithm for the current reward function in MMP. Therefore, policy space depends on the reward function, and
any change in the parameter space $\theta^*$ affects the policy space. So a neural network is used to solve $\theta^*$ by gradient approach. By using the gradient descent method, IRL stretched to several target settings [35]. In [27] an idea was introduced where any deviation from the expert’s trajectory was corrected.

3.6. Monte-Carlo Markov Chain (MCMC)

To approximate the posterior $P(R|O_x)$ a Monte-Carlo Markov Chain (MCMC) algorithm proposed in [36]. This algorithm generates a sample set of reward function distributions \( \{r_1, r_2, \ldots, r_N\} \) according to the targets distribution.

\[
P(R|O_x) \approx \frac{1}{N} \sum_{i=1}^{N} \delta(R, r_i)
\]  

(25)

These $r_i$ samples are related to a trajectory of a Markov chain. It is considered that its invariant distributions are the counterpart of the target distribution [36]. For a large dimension problem, the drawback of this algorithm is that it requires a large number of sample rewards distributions to guarantee that the estimation is precisely represented by the sample set [37].

4. Conclusion

The reward function is an essential parameter for RL to estimate the best policy. In many applications, it is difficult to specify the true reward function. IRL provide a solution to this problem and has been an attractive field for a researcher for the last decades. It focuses on determining the true underlying reward function for given demonstrations in IE. In this paper, we have presented a conventional model of IRL while some modification and advancement of existing IRL techniques are also discussed here. The experiences of IRL have altered a lot from its first introduction. Improvements empower IRL to be implemented in more complex and practical applications.

List of Acronyms

| Acronym | Definition |
|---------|------------|
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| RL      | Reinforcement Learning |
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| ML      | Machine Learning |
| MLIRL   | Maximum Likelihood IRL |
| MMP     | Max-Margin Planning |
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