Automatic Segmentation of Spine using Convolutional Neural Networks via Redundant Generation of Class Labels
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Abstract

There has been a significant increase from 2010 to 2016 in the number of people suffering from spine problems. The automatic image segmentation of the spine obtained from a computed tomography (CT) image is important for diagnosing spine conditions and for performing surgery with computer-assisted surgery systems. The spine has a complex anatomy that consists of 33 vertebrae, 23 intervertebral disks, the spinal cord, and connecting ribs. As a result, the spinal surgeon is faced with the challenge of needing a robust algorithm to segment and create a model of the spine. In this study, we developed an automatic segmentation method to segment the spine, and we compared our segmentation results with reference segmentations obtained by experts. We developed a fully automatic approach for spine segmentation from CT based on a hybrid method. This method combines the convolutional neural network (CNN) and fully convolutional network (FCN), and utilizes class redundancy as a soft constraint to greatly improve the segmentation results. The proposed method was found to significantly enhance the accuracy of the segmentation results and the system processing time. Our comparison was based on 12 measurements: the Dice coefficient (94%), Jaccard index (93%), volumetric similarity (96%), sensitivity (97%), specificity (99%), precision (over segmentation; 8.3 and under segmentation 2.6), accuracy (99%), Matthews correlation coefficient (0.93), mean surface distance (0.16 mm), Hausdorff distance (7.4 mm), and global consistency error (0.02). We experimented with CT images from 32 patients, and the experimental results demonstrated the efficiency of the proposed method.
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1. Introduction

Computer-based technology plays an important role in defining how surgery is performed today [1]. In computer-assisted surgery (CAS), the surgeon uses a surgical navigation system to navigate an instrument in relation to the anatomy of the patient. A computer-based system uses medical images, such as computed tomography (CT) images, of the patients to extract relevant information and create a 3D model of the patient. This model can be manipulated easily by the surgeon to provide views from any angle and at any depth within the volume. Thus, the surgeon can more thoroughly assess the situation and establish a more accurate diagnosis; such an approach is utilized in computer-assisted spinal diagnosis and therapy support systems [2].

The most important element of CAS is image segmentation. This process is used to construct an accurate model of the patient. Image segmentation is important for extracting information from an image. The segmentation process subdivides an image into its constituent parts or objects, depending on the problem to be solved. Segmentation is stopped when the region of interest in a specific application has been isolated.

One of the most difficult tasks in this process is the autonomous segmentation method. This step determines the eventual success or failure of the image analysis in which organ visualization is a critical aspect [3, 4]. Today, medical imaging modalities generate high resolutions and large number of images that cannot be examined manually. This drives the development of more efficient and robust problem-tailored image analysis methods for medical imaging. Automated image segmentation could increase precision by eliminating the subjectivity of the clinician. It also saves tremendous time and effort by eliminating an exhaustive process, where the results are hardly repeatable [5].

The automatic spine segmentation process used to generate anatomically correct 3D models has challenges associated with it use. Some of these challenges are attributed to the anatomic complexity of the spine (33 vertebrae, 23 intervertebral disks, spinal cord, connecting ribs, etc.), image noise (all real-life data and CT images contain noise), low intensity (in spongy bones and softer bones), and the partial volume effect.

Many methods have been proposed to alleviate these challenges in recent years [3, 6, 7, 8, 9]. Recent spine segmentation research can be categorized into two main approaches: free estimation methods and trainable methods. Free-estimation methods do not require an explicit model for segmentations and include the following: classical region growing, watershed, active contours, and graph-cut methods [3, 7]. However, the trainable methods have a central assumption that the structures of interest/organs have repetitive geometry. Therefore, we can utilize the repetitive geometry into a probabilistic representation aimed toward explaining the variation in the shape of the organ and then when segmenting an image uses this information.
Kang et al. [10] utilized adaptive thresholding combined with region growing to conduct 3D bone segmentation. Mastmeyer et al. [11] used a region growing method that was capable of detecting the disks between the vertebrae. Sambucetti et al. [12] proposed a 2D active contour segmentation on a per-slice basis to construct 3D bone volume. All of these methods require expert human intervention and the manual adjustment of the parameter settings at several distinct steps.

Several automatic methods have been proposed for vertebral column segmentation from CT images [13, 14, 15, 16, 17]. Most of these methods consist of two steps: identification of the spine and separate individual segmentation of the spine vertebrae. Yao et al. [13] used watershed segmentation and directed graph search methods to locate the vertebral body surfaces. The method was performed for several datasets and leakages occurred in 14 cases. Furthermore, identification and segmentation of the vertebrae were not carried out. Klinder et al. [14] used a 3D deformable model through mesh adaptation. The disadvantages of this method lie in its dependency on tremendous parameter setup. Recent advances in medical image segmentation techniques employ machine learning techniques to increase segmentation accuracy and gradually reduce human intervention. Huang et al. [15] constructed vertebrae detectors by using Adaboost. Ma and Liu [16] used low-level edge descriptors for vertebrae detection. Glocker et al. [17] detected vertebrae shapes and labeled them using a model trained with supervised classification forest; however, this method required selecting an appropriate feature and relying on a priori knowledge of the spine shape. Therefore, this method is less applicable for general and varying image data.

In this study, we propose the utilization of class redundancy combined with an improved hybrid of the convolutional neural network (CNN) and fully convolutional network (FCN) methods to overcome the drawbacks of previous methods and provide a practical solution. We present a fully automatic approach for spine segmentation from CT based on a hybrid method of CNN and FCN with the following main contributions:

1. We propose an efficient hybrid training scheme by utilizing a mask on sampled image segments and analyze its behavior in adapting to the class imbalance of the segmentation problem at hand.
2. We demonstrate the capabilities of our system using class redundancy as soft constraints that greatly improves segmentation results. The efficiency of the proposed method will be demonstrated through the experimental results.

This study is organized as follows. In section 2, we introduce histogram-based segmentation. Next, we explain the CNN and describe the proposed method in detail. Section 3 presents the experimental results and analysis. We evaluate the method on a database of 32 cases and compare the results with other automatic methods in order to draw reliable conclusions. Section 4 concludes the study and discusses results and future work.
2. Methodology

2.1. Histogram-based level set segmentation

Let the given CT data be represented as the following function, \( f : \Omega \times \{1, \ldots, m\} \subseteq \mathbb{R}^2 \times \mathbb{N} \rightarrow \mathbb{R} \), where \( m \) is the number of sliced images in a volume data. Before segmenting, the CT data are preprocessed. This includes morphological image processing, region-based image processing, and contrast adjustment. After data preprocessing, histogram-based multiphase segmentation is performed. This method was first introduced by [18] and has been used in many previous works [19, 20].

The segmentation model in [18] deals with a 1D histogram of the preprocessed data, and uses adaptive global maximum clustering (AGMC) to automatically obtain the number of significant local maxima of the histogram using 2-means clustering. This procedure provides \( n \) number of distinct regions and their corresponding subdomains. Then, a region-based segmentation is performed using a level-set function to label the different regions in the data.

Once \( n \)-labeled data are obtained, the region of interest can be chosen differently by assigning a different label in accordance with the property of the desirable objects. Then, a detailed segmentation of the desired region is carried out using an active contour model, as suggested in [19]. This model performs a segmentation based on a variable-weighted combination of local and global intensity. This will enable it to divide an object surrounded by both and weak boundaries and to distinguish very adjacent objects with those boundaries.

This method generally yields a good result, but it has several shortcomings. First, it is tedious. The original CT data have to pass through various segmentation phases in order to obtain the final desired result. Second, setting the optimal value of the parameters used in the segmentation models ([18] [19]) is not an easy task. Third, it is dependent on the specific CT dataset. Different spine CT datasets will have different numbers of distinct regions, based on the histogram-based multiphase segmentation. Hence, the manual selection of labels is necessary for different datasets. Some parameters are also different for different CT datasets. As a result, a segmentation model that would potentially eliminate the downsides of the current method is necessary.

2.2. Convolutional neural networks

A CNN [21] is a type of feed-forward network that utilizes grid-like topology to analyze data. Through the use of local receptive fields, weight sharing and subsampling mechanisms, CNNs have proved themselves to be successful in various supervised tasks, such as image classification, object recognition [22], and image segmentation [23] [24]. In such tasks, models using CNNs are trained using an image dataset that is associated with a certain class label. In this regard, to perform spine segmentation using these networks, we first have to transform the CT data into an image dataset that can be analyzed by the networks.
When preparing the dataset, we take a pixel inside the box of a given training frame and we will form a patch size of $n \times n$ around it. If the same pixel is part of the spine in the ground truth, then we label the patch as a spine (label 1). Otherwise, it will be labelled as background (label 0). We repeat the same procedure for all pixels in the box by taking a sliding interval of $s$. The test data is also prepared in a similar manner. This is called 2D patching.

2.2.1. Preparing training and testing data

Because spine CT data are volumetric data, they are processed frame by frame. However, each frame of the CT data is not necessary for training the network, as the structure of the spine is symmetric across some interval of frames (the inter-vertebral disk). In order to prepare a label for the training data, we first segmented the training frames using the histogram-based level set segmentation method discussed in section 2.1. This can also be performed manually by using software programs such as 3D slicer. Once the ground truth was obtained, training data were prepared using 2D patching. Because the task involves only segmenting the spine that is located in a certain area of a frame, there is no need to process the entire frame. For computational simplicity, we formed a rectangular box around the area of the spine in each training frame. Note that the box size should be big enough to tolerate the spatial variation of the spine structure across the frames of the CT data.

In 2D patching, we take a pixel inside the rectangular box of a given frame and form an $n \times n$ sized patch around it. By juxtaposition, if the same pixel in the ground truth is a part of the spine, then the patch will be labeled as 1 (class 1). Otherwise, it will be labeled as 0 (class 2). By taking a certain stride size of $s$, we repeated the same procedure across all pixels inside the box to prepare the training images (patches). Padding was not required to form the patches of the boundary pixels in the box because the respective distances between the edges of a given frame and the boundaries of the box were longer than $n/2$. Now, we have two classes of training data (0 and 1), and each class contains training...
patches obtained from the training frames. Testing data were also prepared in the same manner. We used the same rectangular box in the testing frames and then prepared the test images (patches) by using a 2D patching method. During testing, the model is expected to classify if a certain patch is part of the spine or not. Based on the result, we reconstruct the ground truth of each frame of the spine; in other words, we segment the spine (Fig. 1).

In the above scenario, the segmentation of the spine is treated as an image classification task with two classes. The results of this method are shown in the experimental section. Although the segmentation result was encouraging, it was not very accurate, particularly at the boundaries of the spine, as shown in the qualitative evaluation in section 3.3. In our work, we found out that using only two classes has certain downsides. First, there is an imbalance in the number of training images in the two classes prepared from the 2D patching. Because the spatial area of the spine in a given frame is small compared to the area of the background, most of the training patches are labeled as 0. Hence, the model eventually learns more about the background than the spine itself. The other problem is related to the pixel intensity. During testing, if the frame contains some parts of the rib (see Fig. 2), the model will most likely classify it as part of the spine (label 1) because the pixel intensity of the two is very similar in the CT data. Moreover, because we only have two classes, if the trained model is uncertain about the class a certain patch belongs to, there is a 50% chance it will commit an error.

2.2.2. Proposed method: redundant generation of class labels

In order to address the above problems, we propose a new way of preparing the training data. The proposed method involves generating redundant class labels by masking the spine structure in each training frame. The ground truth of the training frames in Fig. 1 has a pixel value of 1 for the spine and a pixel value of 0 for the background. We generate the first redundant class by masking the area of the spine with a different pixel value (2, for instance). This class is important for training the model because it is used as a mechanism for punishing the model to accurately distinguish between the spine and its surrounding environment. In a similar manner, we generate more classes by continuing the masking with different pixel values, each associated with different class label (see Fig. 3). This enables us to obtain a proportional area of different classes in the ground truth. In general, the proposed method has the following advantages:

- A proportional amount of training patches can be prepared for each class.
- The model properly learns to segment the boundaries of the spine within a given frame because the masking is applied along the spine boundary.
Figure 3: Masking. We generate redundant classes by masking the spine in the ground truth of a given training frame. In this work, we used four classes for classification. Class 4 represents the spine. Class 1 represents the background. The other two classes are redundant. The first redundant class (class 3) was generated by masking the ground truth with a pixel value of 2. The second masking (class 2) was done with a pixel value of 3. The masking thickness was chosen so as to balance the data in each distinct class.

- Anything inside the rectangular box that is not part of the spine will now have a specific label. For example, if the testing frame contains parts of the rib, the model will be able to identify those parts by the labels. This will avoid segmenting the rib along with the spine, if trained properly.

- The probability that the model makes errors will be reduced because we will have more classes.

2.2.3. Model architecture

In this work, we used the architecture shown in Fig. 1. We implemented a simple neural architecture (2 CNN layers and 3 Fully Connected layers) compared to other deep networks used for medical image segmentation such as U-net (23 CNN layers) [24]. Here is how our network works.

- The input image (patch) has a size of $32 \times 32$. The first 2D convolution has a local receptive field size of $5 \times 5$ and it outputs a convolutional feature map with 32 layers (neurons). A zero-padding is used for boundary pixels while doing the convolution, hence, each layer in the feature map has the same size as the input image. A rectified linear unit (ReLU) activation layer that computes element wise non-linearity follows this layer. Later, a max pooling layer of size $2 \times 2$ subsamples the spatial size of the input patch. The output of this stage has a size of $16 \times 16 \times 32$.

- The second 2D convolution also has a local receptive field size of $5 \times 5$. However, it outputs a convolutional feature map of 64 layers (neurons). This layer is followed by a ReLU activation layer and a max pooling layer of size $2 \times 2$. The output of this stage has a size of $8 \times 8 \times 64$. 
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• The output of the second stage is flattened and fed into a fully connected layer with 1024 neurons. This layer has a ReLU activation layer. Following this layer, a dropout is applied. Every time before the input is presented, the neural network drops out different set of neurons with probability of 0.5. This reduces the network’s dependency on the presence of particular neurons. A second fully connected layer with 2048 neurons uses the output of the previous stage as an input. This layer also has a ReLU activation layer. A dropout is also implemented in a similar manner as the previous layer.

• The final layer is a softmax layer with 4 neurons. This layer outputs a probabilistic prediction array for the 4 classes we used. Note that, even though we treated spine segmentation as a 4-class classification problem, only one class is important for labeling the spine. The other three classes are irrelevant (redundant).

3. Experimental design and results

There are several factors that affected the diversity of the medical image data, such as the imaging modalities, the type of CT-scan machine used, the radiation dose, the scan time, and the patients. In order to prove the robustness of our method, we tested our algorithm for a diverse array of patient datasets.
3.1. Data sources

We tested our method on several public datasets that were obtained from the Spineweb website and Gangnam Severance Hospital. The datasets were CT scan data with 512 × 512 pixel images for 32 patients. To validate the segmentation result, we used the ground truth from Gangnam Severance Hospital. The dataset contained 512 × 512 pixel CT images with 0.3125 mm thicknesses, which act as the gold standard in this project. The reason we used data from Spineweb is to ensure there is diversity in the real clinical data with respect to patients and the CT-Scan imaging machine.

3.2. Parameter selection and training computational time

The patch size was set to 32 × 32 with a sliding interval of 1 pixel. Our network was implemented in Python and Tensorflow. All experiments were performed on a PC (GeForce GTX 1080 Ti. and 32 GB RAM). The training stage is time-consuming for CPU implementation. We compared our network with U-Net [24]. U-Net took approximately 25 h for training and approximately 6.5 min (385 s) to process one image. However, these stages were completed faster in our network compared to U-Net where training the network took approximately 13 h and segmentation processing time took approximately 3 min (170 s) for each image.

The training process was performed on patches that were obtained from the images (frames in the CT data). To obtain a large training dataset, patches were used instead of the entire image to train the network. In addition, patches can represent the local structures at a higher quality level. A corresponding label and 1.388.800 patches of spine data were selected randomly from the training dataset. To ensure fairness of the analysis results, the testing dataset that we used was different from the dataset that was used in the training set. The fairness in here is necessary in order to show that even if the system had never seen the input data, it can produce good segmentation results based on previous training data.

A number of measurement metrics used in the evaluation of segmentation were computed for each segmentation result [25, 26]. The metrics chosen for quantitative analysis were divided into similarity, classic, and distance measurements. The similarity metrics included the Dice coefficient (DC), Jaccard index, and volumetric similarity (VS). The classic measurements used sensitivity, specificity, precision (over segmentation (OS) and under segmentation (US)) and accuracy. The distance measurement used the mean surface distance (MSD), Hausdorff distance (HD), and the global consistency error (GCE). We also used the Matthews correlation coefficient (MCC).

In this work, we prepared the training and testing dataset using the method discussed in section 2.2.1. Then we used a simple CNN model discussed in section 2.2.2 to do the spine segmentation. We also used the prepared data with a rather deep neural network (U-net) [24] for comparison purpose. In addition, two different methods (level-set and CNN with two classes) were compared against our method.
Figure 5: Qualitative comparison between our method, 2-Class CNN, Level set and U-net model.
3.3. Experimental results

3.3.1. Qualitative evaluation

We selected a few representative slices from the results of the testing set. Fig. 5 presents the results obtained using the different methods. The results demonstrate that the proposed method segments more accurately than the other methods.

3.3.2. Quantitative evaluation

The manually labeled images of each subject are used as gold standards and the results of each segmentation method are converted into binary images with the same voxel resolution and image dimensions as the query image. In the following description of the measures, the segmentation result is indicated by $S$ and the gold standard by $GT$.

(A) Similarity metrics

(i) Dice coefficient (DC)

DC measures the extent of the spatial overlap between two binary images. DC values range between 0 (no overlap) and 1 (perfect agreement). In this study, the DC values are obtained using Equation (1).

$$DC = \frac{2 |S \cap GT|}{|S| + |GT|}$$

(ii) The Jaccard index

The Jaccard index or Jaccard coefficient ($J$) is used to measure the spatial overlap of the intersection divided by the size of the union of two label sets. It can be expressed as shown in Equation (2), and can be obtained from the Dice measure by Equation (3).

$$J = \frac{|S \cap GT|}{|S \cup GT|}$$

$$J = \frac{DC}{2 - DC}$$

(iii) Volumetric Similarity (VS)

VS is defined as the absolute volume difference divided by the sum of the compared volumes that are obtained by Equation (4).

$$VS = 1 - \frac{|S| - |GT|}{|S| + |GT|}$$

As demonstrated by Table 1, our method shows a greater improvement in the segmentation results compared to other methods. Based on the DC score, we obtain 94%-97% similarity with the ground truth. This result is also supported by the improvement in the volumetric similarity, which is 96%-98%.
| Method        | DC       | Jaccard Index | Volumetric Similarity |
|--------------|----------|---------------|-----------------------|
|              | Mean     | SD            | Mean                  | SD          |
| Our Method   | 0.942861 | 0.032463      | 0.933569              | 0.057144    |
|              |          |               | 0.967046              | 0.026951    |
| 2-Class CNN  | 0.869014 | 0.048805      | 0.771535              | 0.077090    |
|              |          |               | 0.926983              | 0.047280    |
| U-Net        | 0.959566 | 0.000408      | 0.956901              | 0.000164    |
|              |          |               | 0.973044              | 0.002919    |
| Level Set    | 0.802039 | 0.068426      | 0.869837              | 0.012317    |
|              |          |               | 0.909029              | 0.089093    |

(B) Classic measurements

We utilize the confusion matrix to perform classic measurements by utilizing four variables: true positive (TP), false positive (FP), true negative (TN), and false negative (FN).

- **TP**: pixels correctly segmented as the spine in the ground truth and algorithm
- **FP**: pixels not classified as the spine in the ground truth, but are classified as the spine by algorithm (falsely segmented)
- **TN**: pixels not classified as the spine in the ground truth and by algorithm (correctly detected as background)
- **FN**: pixels classified as the spine in the ground truth, but not classified as the spine by the algorithm (falsely detected as background)

(i) **Sensitivity**

Sensitivity measures the portion of positive pixels in the ground truth that are also identified as positive by the algorithm being evaluated. It is used to check algorithm sensitivity for detecting proper spine pixels. Sensitivity can be obtained by Equation (5)

\[
Sensitivity = \frac{TP}{TP + FN}
\]  

(ii) **Specificity**

Specificity measures the portion of negative pixels in the ground truth that are also identified as negative by the algorithm being evaluated. It checks how sensitive the algorithm is to the detection of correct background pixels. This metric is obtained by Equation (6)

\[
Specificity = \frac{TN}{TN + FP}
\]  

(iii) **Over segmentation (OS) and under segmentation (US)**

To further characterize the segmentation result, OS and US are obtained using Equations (7) and (8). \(GT^-\) and \(S^-\) are the compliments of the gold standard and the segmentation results respectively.

\[
OS = \frac{2|S \cap GT^-|}{|S| + |GT^-|} \times 100
\]
Table 2: Classic measurements of the four different segmentation algorithms

| Method          | Sensitivity Mean | Sensitivity SD | Specificity Mean | Specificity SD | Over Segmentation Mean | Over Segmentation SD |
|-----------------|------------------|----------------|------------------|----------------|------------------------|----------------------|
| Our Method      | 0.972481         | 0.026948       | 0.991616         | 0.006239       | 8.349675               | 5.186457             |
| 2-Class CNN     | 0.913395         | 0.077838       | 0.973564         | 0.019650       | 16.26140               | 8.085861             |
| U-Net           | 0.972806         | 0.003227       | 0.998899         | 0.000166       | 1.356735               | 0.248874             |
| Level Set       | 0.779723         | 0.123521       | 0.987453         | 0.009751       | 15.15807               | 9.973117             |

| Method          | Under Segmentation Mean | Under Segmentation SD | Accuracy Mean | Accuracy SD | MCC Mean | MCC SD |
|-----------------|-------------------------|-----------------------|---------------|------------|----------|--------|
| Our Method      | 2.643167                | 2.667397              | 99.01979      | 0.575767   | 0.938438 | 0.033661 |
| 2-Class CNN     | 8.944368                | 9.749133              | 96.76865      | 1.907359   | 0.852528 | 0.047596 |
| U-Net           | 2.758809                | 0.343256              | 99.69015      | 0.016499   | 0.977921 | 0.000479 |
| Level Set       | 27.792356               | 22.945279             | 96.98377      | 1.231796   | 0.792400 | 0.066891 |

\[
US = \frac{2 |S \cap GT|}{|S| + |GT|} \times 100 \tag{8}
\]

(iv) Accuracy

Accuracy is defined by Equation (9).

\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \tag{9}
\]

(v) Matthew correlations coefficient (MCC)

MCC, introduced by B.W. Matthews, gives a summary of the performance of the segmentation algorithm. The MCC analyzes the segmentation result and the ground truth as two sets and takes into account TP and FN to compute a correlation coefficient that ranges between -1 (complete disagreement) and 1 (complete agreement). A value of zero shows that the segmentation was not correlated with the ground truth. The MCC can be defined as shown in Equation (10)

\[
MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FN) \times (TP + FP) \times (TN + FP) \times (TN + FN)}} \tag{10}
\]

Our method shows the greatest improvement in the sensitivity and specificity categories. Sensitivity is 97%, specificity is 99%, and the accuracy is 99%, which is similar to the U-Net method. The results also showed a significant improvement in the OS and US categories compared to the classic CNN method. These results are also supported by the improvement in the MCC, which showed that our segmentation results achieved very good agreement with the ground truth.

(C) Distance measurements
Table 3: Distance measurements of the four different segmentation algorithms

| Method          | MSD Mean | MSD SD | HD Mean | HD SD | GCE Mean | GCE SD |
|-----------------|----------|--------|---------|-------|----------|--------|
| Our Method      | 0.167692 | 0.229274 | 7.429119 | 1.635649 | 0.020012 | 0.010673 |
| 2-Class CNN     | 0.784873 | 0.437554 | 9.502033 | 1.803488 | 0.064253 | 0.039871 |
| U-Net           | 0.099893 | 0.005112 | 6.289700 | 0.491765 | 0.030092 | 0.001779 |
| Level Set       | 0.342764 | 0.352889 | 8.788802 | 4.781518 | 0.054126 | 0.021791 |

(i) Mean surface distance (MSD)
MSD is the mean of the absolute values of the surface distance for all \( n_s \) surface voxels. This value is obtained by Equation (11).

\[
MSD_{sg} = \frac{1}{n_s} \sum_{i=1}^{n_s} |d_{sg}^i| \quad (11)
\]

This metrics attempts to estimate the error between the surfaces of S and GT using distances between their surface voxels. We define the surface distance of the \( i^{th} \) surface voxel on S, \( d_{sg}^i \) as the distance to the closest voxel on GT. The surface distance values were calculated as described in Gerig et al. [27]. In the distance transform image, the value of each voxel is the Euclidean distance in millimeters to the nearest surface voxel. The values on the surface voxels are 0.

(ii) Hausdorff distance (HD)
HD measures the distance between the ground truth surface and the segmented surface. To compute the HD, we use the same surface models that were generated to compute the MSD. A smaller HD indicates better segmentation accuracy. This metric can be defined by Equation (12)

\[
HD = \max(h(S, GT), h(GT, S)) \quad (12)
\]

where, \( h(S, GT) = \max \min_{a \in S, b \in GT} \|a - b\| \)

(iii) Global consistency Error (GCE)
GCE is defined as an error measurement between two segmentations (the error averaged over all voxels) and is given by Equation (13)

\[
GCE(S, GT) = \frac{1}{N} \min \left\{ \sum_{i=1}^{n} E(S, GT, x_i), \sum_{i=1}^{n} E(GT, S, x_i) \right\} \quad (13)
\]

where, \( N \) is the total voxel, \( n \) is the set difference and the error \( E \) at voxel \( x \) is defined as \( E(S, GT, x) = \frac{|(S, x) n (GT, x)|}{|S, x|} \)

Based on the distance metrics, our methods obtained better results than the classic CNN and the level set methods. We showed improvement and
achieved good results based on the GCE and both distance metrics. The GCE distribution of the proposed method is close to zero, which indicates a very low error segmentation result.

4. Conclusion and discussion

In this study, a new approach for medical image segmentation was proposed. This approach uses class redundancy as a soft constraint in the CNN architecture. The proposed method achieved a competitive result compared to several widely used medical image segmentation methods. The proposed algorithm was tested on real medical data and evaluated through similarity metrics such as the Dice coefficient, Jaccard index, volumetric similarity, sensitivity, specificity, precision (over segmentation and under segmentation), accuracy, Matthews correlation coefficient, mean surface distance, Hausdorff distance, and global consistency error. These similarity metrics generated results of 94%, 93%, 96%, 97%, 99%, 8.3, 2.6, 99%, 0.93, 0.16, 7.4, and 0.02, respectively. These results demonstrate the effectiveness of our method.

In conclusion, the main contribution of this study is the presentation of a new approach to prepare data and its use in a simple CNN model to improve the accuracy of segmentation results. The experimental results quantitatively and qualitatively showed that our proposed method improves accuracy, corrects error segmentation, and exhibits better segmentation performance compared to other conventional methods. The results also showed high specificity and sensitivity, and high overlap and low distance between the manual annotation and the proposed method.

In future, we intend to assess our method using a deeper network and broad training data, such as low contrast data, to improve the performance. The hope is to eventually be capable of handling a broader range of medical data. Another possible direction is to investigate improvements to computation time during the training stage through optimization. Currently, for 1,388,800 patches of spine data, it takes 13 h to train using our CPU, and processing time takes 3 min for each image.
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