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ABSTRACT
Let $M$ be a discrete-time normal martingale that has the chaotic representation property. Then, from the space of square integrable functionals of $M$, one can construct generalized functionals of $M$. In this paper, by using a type of weights, we introduce a class of continuous linear operators acting on generalized functionals of $M$, which we call generalized weighted number (GWN) operators. We prove that GWN operators can be represented in terms of generalized annihilation and creation operators (acting on generalized functionals of $M$). We also examine commutation relations between a GWN operator and a generalized annihilation (or creation) operator, and obtain several formulas expressing such commutation relations.
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1. Introduction
Hida’s white noise analysis is essentially a theory of infinite dimensional calculus on generalized functionals of Brownian motion \cite{8,10,15}. In 1988, Itô introduced his analysis of Poisson functionals \cite{11}, which can be viewed as a theory of infinite dimensional calculus on generalized functionals of Poisson martingale. As is known, both Brownian motion and Poisson martingale are continuous-time normal martingales. There are theories of infinite dimensional calculus on generalized functionals of some other continuous-time processes in the literature (see, e.g. Refs. \cite{1,3,5,9,13} and references therein).

In recent years, there has been much interest in functionals of discrete-time normal martingales. Privault \cite{17} developed his chaotic calculus for functionals of a discrete-time normal martingale. Nourdin et al. \cite{14} considered a normal approximation of Rademacher functionals (functionals of a special discrete-time normal martingale). Wang et al. \cite{21} investigated the annihilation and creation operators acting on square integrable functionals of a special class of discrete-time normal martingales from a perspective of quantum
probability. Krokowski et al. [12] obtained the Berry-Esseen bounds for multivariate normal approximation of functionals of Rademacher functionals.

Recall that a Gel’fand triple consists of three spaces in the way that $\mathcal{E} \subset \mathcal{H} \subset \mathcal{E}^*$, where $\mathcal{H}$ is a Hilbert space, $\mathcal{E}$ is a countably Hilbertian nuclear space that is embedded continuously and densely into $\mathcal{H}$ and $\mathcal{E}^*$ is the strong topology dual of $\mathcal{E}$. A Gel’fand triple is said to be complex if the three spaces involved are complex.

Let $M$ be a discrete-time normal martingale having the chaotic representation property and $L^2(M)$ the complex Hilbert space of square integrable functionals of $M$. Then, from $L^2(M)$ and some positive self-adjoint operator $A$ densely defined in it [18], one can construct a complex Gel’fand triple

$$S(M) \subset L^2(M) \subset S^*(M).$$

Conventionally, elements of $S^*(M)$ are called generalized functionals of $M$, while elements of $S(M)$ are known as testing functionals of $M$. In 2015, Wang and Chen [18] established a characterization theorem for generalized functionals of $M$, i.e. elements of $S^*(M)$, via the Fock transform. Two years later, they [20] obtained a similar result for continuous linear operators from $S(M)$ to $S^*(M)$ via the 2D-Fock transform.

It is known [2,16] that quantum Markov semigroups (QMSs), which are quantum analogues of classical Markov semigroups in the theory of probability, play an important role in describing the irreversible evolution of a quantum system interacting with the environment, i.e. an open quantum system. Following the ideas of Wang et al. [23], one can consider, in the framework of $L^2(M)$, the existence of a QMS with a formal generator of the following form:

$$\mathcal{L}(X) = i[H,X] - \frac{1}{2} \sum_{j,k=0}^{\infty} w(j,k)[X(\partial_j^* \partial_k)^* \partial_j^* \partial_k - 2(\partial_j^* \partial_k)^* X \partial_j^* \partial_k + (\partial_j^* \partial_k)^* \partial_j^* \partial_k X],$$

where $[\cdot, \cdot]$ means the Lie bracket, $\{\partial_k, \partial_k^* | k \geq 0\}$ are annihilation and creation operators on $L^2(M)$ (see Appendix for their definitions), $H$ is a self-adjoint operator densely defined in $L^2(M)$, $w$ is some nonnegative function on $\mathbb{N} \times \mathbb{N}$, and the variable $X$ ranges over all bounded operators on $L^2(M)$. From a physical point of view, a QMS with a formal generator of form (2) belongs to the category of quantum exclusion semigroups and might serve as a model describing an open quantum system consisting of an arbitrary number of identical Fermi particles, where $H$ represents the Hamiltonian of the system and $\partial_j^* \partial_k$ represents the jump of particles from site $k$ to site $j$ with the jump rate $\sqrt{w(j,k)}$.

To prove the existence of a QMS with a formal generator of form (2), one needs to deal with the double operator series

$$\sum_{j,k=0}^{\infty} w(j,k)(\partial_j^* \partial_k)^* \partial_j^* \partial_k = \sum_{j,k=0}^{\infty} w(j,k)\partial_k^* \partial_j^* \partial_j \partial_k$$

and its sum operator in the framework of $L^2(M)$. Recently, to deal with a double operator series like (3) and its sum operator, Wang et al. [23] actually introduced the notion of
weighted number operator in $L^2(M)$ (for short, WN operators in $L^2(M)$, or WN operators). And, also in the same paper, they actually obtained diagonal representations of WN operators and their commutation relations with $\{\partial_k, \partial_k^* | k \geq 0\}$.

In the mathematical descriptions of quantum physics, many observables and quantities are not bona fide Hilbert space operators, but can only be regarded as generalized operators (e.g. operators on the dual of a nuclear space). This observation, together with the fact that $S(M) \subset L^2(M) \subset S^*(M)$ is a complex Gel’fand triple, implies that operators on $S^*(M)$ can have potential application in quantum physics. On the other hand, being defined in $L^2(M)$, WN operators obviously belong to the category of Hilbert space operators. Hence, it is natural and meaningful to extend the work of Wang et al. [23] on WN operators to the more general case of $S^*(M)$. In this paper, we would like to make such an extension. More specifically, we would like to introduce $S^*(M)$-analogues of WN operators and examine their properties in the framework of $S^*(M)$.

The paper is organized as follows. In Section 2, we describe in detail the Gel’fand triple indicated in (1) and recall its main properties. Section 3 is our main work. Here, by using a type of weight functions, we first introduce a class of continuous linear operators on $S^*(M)$, which we call generalized weighted number operators on $S^*(M)$ (for short, GWN operators on $S^*(M)$, or GWN operators). We then compare GWN operators and WN operators, and prove a formula that gives a representation of GWN operators in terms of generalized annihilation and creation operators on $S^*(M)$. Additionally, in the same section, we examine commutation relations between GWN operators and generalized annihilation (creation) operators on $S^*(M)$, and prove several formulas expressing such commutation relations. Finally in the Appendix, we provide an appendix about WN operators and their main properties, which were essentially introduced and proven in Ref. [23].

Throughout this paper, $\mathbb{N}$ stands for the set of all nonnegative integers and $\Gamma$ the finite power set of $\mathbb{N}$, namely

$$\Gamma = \{\sigma | \sigma \subset \mathbb{N} \text{ and } \#(\sigma) < \infty\},$$

where $\#(\sigma)$ means the cardinality of $\sigma$ as a set. By convention, $\mathbb{R}$ denotes the real numbers, while $\mathbb{R}_+$ means the nonnegative real numbers. Unless otherwise specified, letters like $j, k$ and $n$ always mean nonnegative integers.

2. Preliminaries

In what follows, we always assume that $(\Omega, \mathcal{F}, P)$ is a given probability space. As usual, we denote by $L^2(\Omega, \mathcal{F}, P)$ the Hilbert space of all square integrable complex-valued measurable functions on $(\Omega, \mathcal{F}, P)$, and use $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$ to mean the usual inner product and norm of $L^2(\Omega, \mathcal{F}, P)$, respectively. By convention, $\langle \cdot, \cdot \rangle$ is conjugate-linear in its first argument and linear in its second argument.

2.1. Discrete-time normal martingale

A sequence $M = (M_n)_{n \geq 0}$ of real-valued random variables on $(\Omega, \mathcal{F}, P)$ is called a discrete-time normal martingale if $\{M_n | n \geq 0\} \subset L^2(\Omega, \mathcal{F}, P)$ and
(i) $M = (M_n)_{n \geq 0}$ is a centred martingale with respect to the filtration $(\mathcal{F}_n)_{n \geq 0}$, where $\mathcal{F}_n = \sigma(M_k; 0 \leq k \leq n)$;

(ii) $\mathbb{E}[M_0^2 | \mathcal{F}_{-1}] = 1$ and $\mathbb{E}[M_n^2 | \mathcal{F}_{n-1}] = M_{n-1}^2 + 1$ for $n \geq 1$,

where $\mathcal{F}_{-1} = \{\emptyset, \Omega\}$ and $\mathbb{E}[- | \mathcal{F}_n]$ means the conditional expectation given $\mathcal{F}_n$.

Let $\psi = (\psi_n)_{n \geq 0}$ be a sequence of independent Bernoulli random variables on $(\Omega, \mathcal{F}, P)$ satisfying that $\mathcal{F} = (\psi_n; n \geq 0)$ and

$$P(\psi_n = \sqrt{1 - \theta_n} \sqrt{\theta_n}) = \theta_n, \quad P(\psi_n = -\sqrt{\theta_n/(1 - \theta_n)}) = 1 - \theta_n, \quad n \geq 0, \quad (5)$$

where $(\theta_n)_{n \geq 0}$ is a given sequence of positive numbers with the property that $0 < \theta_n < 1$ for all $n \geq 0$. Then, by putting $M_n = \sum_{k=0}^{n} \psi_k$, $n \geq 0$, one immediately gets a discrete-time normal martingale $M = (M_n)_{n \geq 0}$, which we call the discrete-time normal martingale associated with the sequence $\psi = (\psi_n)_{n \geq 0}$.

Let $M = (M_n)_{n \geq 0}$ be a discrete-time normal martingale on $(\Omega, \mathcal{F}, P)$. Then, from $M$, one can construct another sequence $Z = (Z_n)_{n \geq 0}$ of random variables as follows:

$$Z_0 = M_0, \quad Z_n = M_n - M_{n-1}, \quad n \geq 1. \quad (6)$$

It can be verified that $Z$ admits the following properties:

$$\mathbb{E}[Z_n | \mathcal{F}_{n-1}] = 0 \quad \text{and} \quad \mathbb{E}[Z_n^2 | \mathcal{F}_{n-1}] = 1, \quad n \geq 0, \quad (7)$$

which means that $Z$ can be viewed as a discrete-time (dependent) noise. In what follows, we call $Z$ the discrete-time normal noise associated with $M$.

Based on the discrete-time normal noise associated with $M$, one can further construct a countable system $\{Z_\sigma | \sigma \in \Gamma\}$ of random variables on $(\Omega, \mathcal{F}, P)$ in the following manner:

$$Z_\emptyset \equiv 1 \quad \text{and} \quad Z_\sigma = \prod_{j \in \sigma} Z_j, \quad \sigma \in \Gamma, \ \sigma \neq \emptyset. \quad (8)$$

Let $\mathcal{F}_\infty = \sigma(M_n; n \geq 0)$ be the $\sigma$-field over $\Omega$ generated by $M = (M_n)_{n \geq 0}$ and $\mathcal{L}^2(\Omega, \mathcal{F}_\infty, P)$ the space of square integrable complex-valued measurable functions on $(\Omega, \mathcal{F}_\infty, P)$, which is a closed subspace of $\mathcal{L}^2(\Omega, \mathcal{F}, P)$. If the system $\{Z_\sigma | \sigma \in \Gamma\}$ is a total subset of $\mathcal{L}^2(\Omega, \mathcal{F}_\infty, P)$, then $M$ is said to have the chaotic representation property. In that case, the system $\{Z_\sigma | \sigma \in \Gamma\}$ is actually an orthonormal basis (ONB) for $\mathcal{L}^2(\Omega, \mathcal{F}_\infty, P)$.

It is known [17] that the sequence $\psi = (\psi_n)_{n \geq 0}$ shown above has the chaotic representation property. Thus, the discrete-time normal martingale associated with $\psi = (\psi_n)_{n \geq 0}$ also has the chaotic representation property. There are sufficient conditions for a discrete-time normal martingale to have the chaotic representation property (see, e.g. Ref. [6] and references therein).

### 2.2. Generalized functionals of discrete-time normal martingale

From now on, we always assume that $M = (M_n)_{n \geq 0}$ is a fixed discrete-time normal martingale on $(\Omega, \mathcal{F}, P)$ that has the chaotic representation property and $Z = (Z_n)_{n \geq 0}$ is the
It can be verified that, for any real number $r > 1$, the positive term series $\sum_{\sigma \in \Gamma} \lambda_{\sigma}^{-r}$ converges and moreover its sum satisfies
\[
\sum_{\sigma \in \Gamma} \lambda_{\sigma}^{-r} \leq \exp \left[ \frac{\sum_{k=1}^{\infty} k^{-r}}{\sum_{\sigma \in \Gamma} \lambda_{\sigma}^{-r}} \right] < \infty.
\] (11)

Denote by $|Z_\sigma\rangle\langle Z_\sigma|$ the Dirac operator associated with the basis vector $Z_\sigma$ for $\sigma \in \Gamma$. Then one gets a positive self-adjoint operator $A = \sum_{\sigma \in \Gamma} \lambda_{\sigma} |Z_\sigma\rangle\langle Z_\sigma|$ densely defined in $L^2(M)$, which can be used to construct a Gel’fand triple as follows.

For a nonnegative integer $p \geq 0$, we write $S_p(M)$ for the domain of the operator $A^p$, namely
\[
S_p(M) = \text{Dom } A^p = \left\{ \xi \in L^2(M) \left| \sum_{\sigma \in \Gamma} \lambda_{\sigma}^{2p} \langle Z_\sigma, \xi \rangle^2 < \infty \right. \right\},
\] (12)
and define a two-variable function $\langle \cdot, \cdot \rangle_p$ on $S_p(M)$ as
\[
\langle \xi, \eta \rangle_p = \sum_{\sigma \in \Gamma} \lambda_{\sigma}^{2p} \overline{\langle Z_\sigma, \xi \rangle} \langle Z_\sigma, \eta \rangle, \quad \xi, \eta \in S_p(M).
\] (13)

It is not hard to check that, with $\langle \cdot, \cdot \rangle_p$ as its inner product, $S_p(M)$ becomes a complex Hilbert space. We write $\| \cdot \|_p = \sqrt{\langle \cdot, \cdot \rangle_p}$, which obviously has a representation of the form
\[
\|\xi\|_p^2 = \sum_{\sigma \in \Gamma} \lambda_{\sigma}^{2p} \langle Z_\sigma, \xi \rangle^2, \quad \xi \in S_p(M).
\] (14)

It can be shown that $\{Z_\sigma \mid \sigma \in \Gamma\} \subset S_p(M)$ and moreover $\{\lambda_{\sigma}^{-p}Z_\sigma \mid \sigma \in \Gamma\}$ forms a countable ONB for $S_p(M)$.

Due to the fact that $\lambda_{\sigma} \geq 1$ for all $\sigma \in \Gamma$, one has $S_q(M) \subset S_p(M)$ and $\| \cdot \|_p \leq \| \cdot \|_q$ whenever $0 \leq p \leq q$. Put
\[
S(M) = \bigcap_{p \geq 0} S_p(M)
\] (15)
and endow it with the topology generated by the Hilbertian norm sequence $(\| \cdot \|_p)_{p \geq 0}$. Then, $S(M)$ forms a countably Hilbertian nuclear space [4,7,18]. Note that, for each $p \geq 0$, $S_p(M)$ is just the completion of $S(M)$ with respect to $\| \cdot \|_p$. 
For a nonnegative integer \( p \geq 0 \), we denote by \( S_p^*(M) \) the dual of \( S_p(M) \) and by \( \| \cdot \|_p \) the norm of \( S_p^*(M) \). Then \( S_p^*(M) \subset S_q^*(M) \) and \( \| \cdot \|_p \geq \| \cdot \|_q \) whenever \( 0 \leq p \leq q \). Let \( S^*(M) \) be the dual of \( S(M) \) and endow it with the strong topology. Then, as an immediate consequence of the general theory of countably Hilbertian nuclear spaces (see, e.g. Ref. [4] or Ref. [7]), one has

\[
S^*(M) = \bigcup_{p \geq 0} S_p^*(M),
\]

and moreover the inductive limit topology over \( S^*(M) \) given by space sequence \( S_p^*(M) \), \( p \geq 0 \), coincides with the strong topology.

We mention that, by identifying \( L^2(M) \) with its dual, one comes to a Gel’fand triple of the following form:

\[
S(M) \subset L^2(M) \subset S^*(M),
\]

which is referred to as the Gel’fand triple based on functionals of \( M \).

**Remark 2.1:** Elements of \( S^*(M) \) are known as generalized functionals of \( M \), while elements of \( S(M) \) are referred to as testing functionals of \( M \).

Accordingly, \( S^*(M) \) and \( S(M) \) are the generalized functional space and the testing functional space of \( M \), respectively. It turns out [18] that \( S^*(M) \) can accommodate many quantities of theoretical interest that cannot be covered by \( L^2(M) \). In the following, we denote by \( \langle \cdot, \cdot \rangle \) the canonical bilinear form on \( S^*(M) \times S(M) \) given by

\[
\langle \Phi, \xi \rangle = \Phi(\xi), \quad \Phi \in S^*(M), \quad \xi \in S(M).
\]

Note that \( \langle \cdot, \cdot \rangle \) is different from the inner product \( \langle \cdot, \cdot \rangle \) in \( L^2(M) \). For \( \Phi \in S^*(M) \), its Fock transform is the function \( \widehat{\Phi} \) on \( \Gamma \) given by

\[
\widehat{\Phi}(\sigma) = \langle \Phi, Z_\sigma \rangle, \quad \sigma \in \Gamma.
\]

It is known [18] that generalized functionals of \( M \) are completely determined by their Fock transforms, namely for \( \Phi, \Psi \in S^*(M) \), \( \Phi = \Psi \) if and only if \( \widehat{\Phi} = \widehat{\Psi} \). The following lemma comes from Ref. [18] (see Theorems 14 and 15 therein), which characterizes generalized functionals of \( M \) through their Fock transforms.

**Lemma 2.1:** Let \( F \) be a function on \( \Gamma \). Then \( F \) is the Fock transform of an element \( \Phi \) of \( S^*(M) \) if and only if it satisfies

\[
|F(\sigma)| \leq C \lambda_\sigma^p, \quad \sigma \in \Gamma
\]

for some constants \( C \geq 0 \) and \( p \geq 0 \). In that case, for \( q > p + (1/2) \), one has

\[
\|\Phi\|_{-q} \leq C \left[ \sum_{\sigma \in \Gamma} \lambda_\sigma^{-2(q-p)} \right]^{1/2}
\]

and in particular \( \Phi \in S_q^*(M) \).

A sequence \( (\Phi_n)_{n \geq 1} \) in \( S^*(M) \) is said to converge strongly to an element \( \Phi \) of \( S^*(M) \) if converges to \( \Phi \) in the strong topology of \( S^*(M) \). Theorem 10 of Ref. [19] provides a criterion for checking whether or not a sequence \( (\Phi_n)_{n \geq 0} \) in \( S^*(M) \) converges strongly.
3. Main work

In this section, we show our main work in the present paper. We continue to use the notions, assumptions and notation made in previous sections.

3.1. Definition of GWN operators

In the first subsection, we first introduce a class of continuous linear operator on $S^*(M)$, which we call 2D-generalized weighted number (2D-GWN) operators. And then we compare these operators with the 2D-weighted number (2D-WN) operators introduced in Ref. [23], which are densely defined in $L^2(M)$. Finally, we prove a regularity property of 2D-GWN operators.

**Definition 3.1:** A nonnegative function $w$ on $\mathbb{N} \times \mathbb{N}$ is called a 2D-weight if it satisfies that

$$\sup_{k \geq 0} \sum_{j=0}^{\infty} w(j, k) < \infty. \quad (22)$$

For a 2D-weight $w$, a function $\vartheta_w$ on $\Gamma$, called the spectral function associated with $w$, is defined as

$$\vartheta_w(\sigma) = \sum_{j=0}^{\infty} 1_{\sigma}(j)w(j, j) + \sum_{j,k=0}^{\infty} (1 - 1_{\sigma}(j))1_{\sigma}(k)w(j, k), \quad \sigma \in \Gamma, \quad (23)$$

where $1_{\sigma}(\cdot)$ means the indicator of $\sigma$ as a subset of $\mathbb{N}$. The next proposition shows that $\vartheta_w$ is dominated by the function $\sigma \mapsto \#(\sigma)$ on $\Gamma$.

**Proposition 3.1:** Let $w$ be a 2D-weight and $\vartheta_w$ the spectral function associated with $w$. Then, it holds true that

$$0 \leq \vartheta_w(\sigma) \leq 2\alpha_w \#(\sigma), \quad \sigma \in \Gamma, \quad (24)$$

where $\alpha_w = \sup_{k \geq 0} \sum_{j=0}^{\infty} w(j, k)$ and $\#(\sigma)$ means the cardinality of $\sigma$.

**Proof:** Clearly, $\vartheta_w(\sigma) \geq 0$ for all $\sigma \in \Gamma$. On the other hand, for all $\sigma \in \Gamma$, careful estimates give

$$\vartheta_w(\sigma) = \sum_{j=0}^{\infty} 1_{\sigma}(j)w(j, j) + \sum_{j,k=0}^{\infty} (1 - 1_{\sigma}(j))1_{\sigma}(k)w(j, k)$$

$$\leq \alpha_w \sum_{j=0}^{\infty} 1_{\sigma}(j) + \sum_{k=0}^{\infty} 1_{\sigma}(k) \sum_{j=0}^{\infty} w(j, k)$$

$$\leq 2\alpha_w \#(\sigma).$$

This completes the proof. ■
Theorem 3.2: Let w be a 2D-weight. Then, there exists a unique continuous linear operator \( \mathcal{R}_w: S^*(M) \rightarrow S^*(M) \) such that
\[
\widehat{\mathcal{R}_w} \Phi(\sigma) = \vartheta_w(\sigma) \widehat{\Phi}(\sigma), \quad \sigma \in \Gamma, \quad \Phi \in S^*(M),
\]
where \( \vartheta_w \) is the spectral function associated with w.

Proof: Clearly, the operator \( \mathcal{R}_w \) is unique if it exists. Next we show its existence. Let \( \Phi \in S^*(M) \). By Lemma 2.1, there exist constants \( C \geq 0 \) and \( p \geq 0 \) such that
\[
|\widehat{\Phi}(\sigma)| \leq C \lambda_\sigma^p, \quad \sigma \in \Gamma,
\]
which, together with inequalities \( \vartheta_w(\sigma) \leq 2\alpha_w \#(\sigma) \) and \( \#(\sigma) \leq \lambda_\sigma \), implies that the function \( \sigma \mapsto \vartheta_w(\sigma) \widehat{\Phi}(\sigma) \) satisfies the following relation:
\[
|\vartheta_w(\sigma) \widehat{\Phi}(\sigma)| \leq 2\alpha_w C \lambda_\sigma^{p+1}, \quad \sigma \in \Gamma.
\]
Thus, again by Lemma 2.1, there exists a unique \( \Psi_\Phi \in S^*(M) \) such that
\[
\widehat{\Psi_\Phi}(\sigma) = \vartheta_w(\sigma) \widehat{\Phi}(\sigma), \quad \sigma \in \Gamma.
\]

Now consider the mapping \( \mathcal{R}_w: S^*(M) \rightarrow S^*(M) \) given by \( \mathcal{R}_w \Phi = \Psi_\Phi, \Phi \in S^*(M) \). It is not hard to verify that \( \mathcal{R}_w \) is linear and satisfies (25). Next, we show that \( \mathcal{R}_w \) is continuous.

Let \( p \geq 0 \) and denote by \( j_p: S^*_p(M) \rightarrow S^*(M) \) the inclusion mapping given by \( j_p(\Phi) = \Phi, \Phi \in S^*_p(M) \). Then, for each \( \Phi \in S^*_p(M) \), we have
\[
\sum_{\sigma \in \Gamma} \lambda_\sigma^{-2(p+1)} |\mathcal{R}_w \circ j_p(\Phi)(\sigma)|^2 = \sum_{\sigma \in \Gamma} \lambda_\sigma^{-2(p+1)} |\widehat{\mathcal{R}_w \Phi}(\sigma)|^2
\]
\[
= \sum_{\sigma \in \Gamma} \lambda_\sigma^{-2(p+1)} (\vartheta_w(\sigma))^2 |\widehat{\Phi}(\sigma)|^2
\]
\[
\leq 4\alpha_w^2 \sum_{\sigma \in \Gamma} \lambda_\sigma^{-2p} |\widehat{\Phi}(\sigma)|^2,
\]
which implies that \( \mathcal{R}_w \circ j_p(\Phi) \in S^*_{p+1}(M) \) and \( \|\mathcal{R}_w \circ j_p(\Phi)\|_{p+1} \leq 2\alpha_w \|\Phi\|_p \). Thus \( \mathcal{R}_w \circ j_p \) is actually a bounded linear operator from \( S^*_p(M) \) to \( S^*_{p+1}(M) \), which means that \( \mathcal{R}_w \circ j_p: S^*_p(M) \rightarrow S^*(M) \) is continuous.

Since the choice of the above \( p \geq 0 \) is arbitrary, we actually arrive at a conclusion that the composition mapping \( \mathcal{R}_w \circ j_p: S^*_p(M) \rightarrow S^*(M) \) is continuous for all \( p \geq 0 \). Therefore, the mapping \( \mathcal{R}_w: S^*(M) \rightarrow S^*(M) \) is continuous with respect to the inductive limit topology over its domain \( S^*(M) \). Since the strong topology over \( S^*(M) \) coincides with the inductive limit topology over \( S^*(M) \), we finally come to the conclusion that \( \mathcal{R}_w \) is continuous.

Definition 3.2: The operator \( \mathcal{R}_w: S^*(M) \rightarrow S^*(M) \) indicated in Theorem 3.2 is called the 2D-GWN operator on \( S^*(M) \) associated with w (for short, the 2D-GWN operator associated with w, or the 2D-GWN operator on \( S^*(M) \), or the GWN operator).
Recall that $L^2(M)$ is the Hilbert space of square integrable functionals of $M$, which is contained in $S^*(M)$. According to Appendix, for a 2D-weight $w$, the 2D-WN operator $S_w$ associated with $w$ is the one densely defined in $L^2(M)$, which can be equivalently redefined as

$$S_w \xi = \sum_{\sigma \in \Gamma} \vartheta_w(\sigma) (Z_\sigma, \xi) Z_\sigma, \quad \xi \in \text{Dom } S_w$$

with the domain $\text{Dom } S_w$ given by

$$\text{Dom } S_w = \left\{ \xi \in L^2(M) \left| \sum_{\sigma \in \Gamma} (\vartheta_w(\sigma))^2 |(Z_\sigma, \xi)|^2 < \infty \right. \right\}.$$  

The next proposition shows close links between the 2D-GWN operator $\mathcal{K}_w$ on $S^*(M)$ and the 2D-WN operator $S_w$ in $L^2(M)$, which justifies Definition 3.2.

**Proposition 3.3:** Let $w$ be a 2D-weight. Then, the 2D-GWN operator $\mathcal{K}_w$ on $S^*(M)$ and the 2D-WN operator $S_w$ in $L^2(M)$ admit the following relation:

$$(RS_w) \xi = (\mathcal{K}_w R) \xi, \quad \xi \in \text{Dom } S_w,$$

where $R$ is the Riesz mapping from $L^2(M)$ to its dual.

**Proof:** Let $\xi \in \text{Dom } S_w$. Then, for all $\sigma \in \Gamma$, by using (26) and (25), we have

$$\hat{R}(S_w \xi)(\sigma) = \langle S_w \xi, Z_\sigma \rangle = \vartheta_w(\sigma) \langle \xi, Z_\sigma \rangle = \vartheta_w(\sigma) \hat{R} \xi(\sigma) = \hat{\mathcal{K}}_w(\hat{R} \xi)(\sigma),$$

which implies that $R(S_w \xi) = \mathcal{K}_w(R \xi)$, namely $(RS_w) \xi = (\mathcal{K}_w R) \xi$. $\blacksquare$

In general, the 2D-WN operator $S_w$ is not bounded (hence not continuous) and its domain $\text{Dom } S_w$ is a proper subspace of $L^2(M)$ (see Lemma A.1 and Remark A.1 in Appendix for details). However, as an $S^*(M)$-version of $S_w$, the 2D-GWN operator $\mathcal{K}_w$ is defined on the whole space $S^*(M)$ and is always continuous, which might make it convenient to apply $\mathcal{K}_w$ in many cases. The next theorem further shows the regularity of $\mathcal{K}_w$.

**Theorem 3.4:** Let $w$ be a 2D-weight. Then, for each $p \geq 0$, one has $\mathcal{K}_w(S^*_p(M)) \subset S^*_{p+1}(M)$, and moreover it holds that

$$\|\mathcal{K}_w \Phi\|_{-(p+1)} \leq 2\alpha_w \|\Phi\|_{-p}, \quad \Phi \in S^*_p(M),$$

where $\alpha_w = \sup_{k \geq 0} \sum_{j=0}^{\infty} w(j,k)$.
Proof: Let \( \Phi \in \mathcal{S}_p^*(M) \) be given. Then, by using Theorem 3.2 and Proposition 3.1, we find \[
\sum_{\sigma \in \Gamma} \lambda_{\sigma}^{-2(p+1)} |\hat{\mathcal{R}}_w \Phi(\sigma)|^2 = \sum_{\sigma \in \Gamma} \lambda_{\sigma}^{-2(p+1)} (\vartheta_w(\sigma))^2 |\hat{\Phi}(\sigma)|^2 \leq 4 \alpha_w^2 \sum_{\sigma \in \Gamma} \lambda_{\sigma}^{-2p} |\hat{\Phi}(\sigma)|^2,
\]
which together Lemma 2.1 implies that \( \mathcal{R}_w \Phi \in \mathcal{S}_{p+1}^*(M) \) and \( \| \mathcal{R}_w \Phi \|_{p+1} \leq 2 \alpha_w \| \Phi \|_p \). \[\blacksquare\]

3.2. Representation of GWN operators

As is seen in Subsection 3.1, 2D-GWN operators are actually a type of ‘diagonal operators’ on \( \mathcal{S}^*(M) \). In the present subsection, we first show that 2D-GWN operators can be expressed in terms of generalized annihilation and creation operators on \( \mathcal{S}^*(M) \). And then we prove several further results about a special class of 2D-GWN operators, which we call 1D-generalized weighted number (1D-GWN) operators.

First, we recall the definition of generalized annihilation and creation operators on \( \mathcal{S}^*(M) \) and their basic properties (Cf Subsection 3.1 of [22]). For \( k \geq 0 \), the generalized annihilation operator associated with \( k \) is the continuous linear operator \( \tilde{a}_k \) on \( \mathcal{S}^*(M) \) determined by \[
\hat{\tilde{a}_k \Phi}(\sigma) = [1 - \mathbf{1}_\sigma(k)] \hat{\Phi}(\sigma \cup k), \quad \sigma \in \Gamma, \Phi \in \mathcal{S}^*(M)
\] (31)
and the generalized creation operators associated with \( k \) is the continuous linear operator \( \tilde{a}_k^* \) on \( \mathcal{S}^*(M) \) determined by \[
\hat{\tilde{a}_k^* \Phi}(\sigma) = \mathbf{1}_\sigma(k) \hat{\Phi}(\sigma \setminus k), \quad \sigma \in \Gamma, \Phi \in \mathcal{S}^*(M),
\] (32)
where \( \sigma \cup k = \sigma \cup \{k\}, \sigma \setminus k = \sigma \setminus \{k\} \) and \( \hat{\Phi} \) means the Fock transform of a generalized functional \( \Phi \in \mathcal{S}^*(M) \).

Let \( \partial_k \) and \( \partial_k^* \) be the annihilation and creation operators on \( \mathcal{L}^2(M) \) associated with \( k \geq 0 \) (see Appendix for details). Then it can be shown that \[
\mathcal{R} \partial_k = a_k \mathcal{R}, \quad \mathcal{R} \partial_k^* = a_k^* \mathcal{R},
\] (33)
where \( \mathcal{R} \) denotes the Riesz mapping from \( \mathcal{L}^2(M) \) to its dual. The above relations suggest that \( a_k \) and \( a_k^* \) can be viewed as \( \mathcal{S}^*(M) \)-versions of \( \partial_k \) and \( \partial_k^* \), respectively. However, it should be emphasized that \( \partial_k \) and \( \partial_k^* \) are bounded (continuous) linear operators on \( \mathcal{L}^2(M) \), while \( a_k \) and \( a_k^* \) are continuous linear operators on \( \mathcal{S}^*(M) \). Additionally, \( \partial_k^* \) is the adjoint of \( \partial_k \), while \( a_k^* \) is not the adjoint of \( a_k \). In fact, the adjoint of \( a_k \) is a continuous linear operator on the testing functional space \( \mathcal{S}(M) \).

Just like annihilation and creation operators on \( \mathcal{L}^2(M) \), generalized annihilation and creation operators on \( \mathcal{S}^*(M) \) also satisfy a canonical anti-commutation relation (CAR) in
equal time, namely it holds true that
\[ a_k^\dagger a_k + a_k a_k^\dagger = I, \quad k \geq 0, \] (34)
where \( I \) means the identity operator on \( S^*(M) \). Additionally, one can also verify that
\[ a_j a_k = a_k a_j, \quad a_j^\dagger a_k^\dagger = a_k^\dagger a_j^\dagger, \quad a_j^\dagger a_k = a_k^\dagger a_j^\dagger \quad (j \neq k) \] (35)
and
\[ a_j a_j = 0, \quad a_j^\dagger a_j^\dagger = 0, \] (36)
where \( j, k \geq 0 \) and the right-hand sides of (36) mean the null operator on \( S^*(M) \).

We now consider series in \( S^*(M) \). A double series \( \sum_{j,k=0}^{\infty} \Phi_{jk} \) in \( S^*(M) \) is said to converge naturally if its sequence of square-array partial sums
\[ \Phi(n) = \sum_{j,k=0}^{n} \Phi_{jk}, \quad n \geq 0 \]
converges strongly in \( S^*(M) \) as \( n \to \infty \). In that case, we write \( \sum_{j,k=0}^{\infty} \Phi_{jk} = \lim_{n \to \infty} \Phi(n) \).

**Proposition 3.5:** Let \( \sigma \in \Gamma \) and \( \Phi \in S^*(M) \). Then, for \( j, k \geq 0 \), one has
\[ a_k^\dagger a_j^\dagger a_k a_k^\dagger \Phi(\sigma) = \begin{cases} (1 - 1_{\sigma}(j))1_{\sigma}(k)\hat{\Phi}(\sigma), & j \neq k; \\ 1_{\sigma}(j)\hat{\Phi}(\sigma), & j = k, \end{cases} \] (37)
where \( a_k^\dagger a_j^\dagger a_k a_k^\dagger \Phi \) denotes the Fock transform of \( a_k^\dagger a_j^\dagger a_k a_k^\dagger \Phi \). In particular, \( a_j^\dagger a_j^\dagger a_j a_j^\dagger = a_j^\dagger a_j \) for all \( j \geq 0 \).

**Proof:** When \( j \neq k \), we have \( 1_{\sigma \setminus k}(j) = 1_{\sigma}(j) \), which together with (31) and (32) gives
\[
\begin{align*}
a_k^\dagger a_j^\dagger a_k a_k^\dagger \Phi(\sigma) &= 1_{\sigma}(k)(1 - 1_{\sigma}(j))a_k^\dagger a_k a_k^\dagger \Phi((\sigma \setminus k) \cup j) \\
&= 1_{\sigma}(k)(1 - 1_{\sigma}(j))a_k^\dagger a_k \Phi(\sigma \setminus k) \\
&= 1_{\sigma}(k)(1 - 1_{\sigma}(j))\hat{\Phi}(\sigma).
\end{align*}
\]
When \( j = k \), we can similarly get
\[ a_j^\dagger a_j^\dagger a_j a_j^\dagger \Phi(\sigma) = a_j^\dagger a_j a_j^\dagger \Phi(\sigma) = 1_{\sigma}(j)\hat{\Phi}(\sigma). \]
Finally, a simple calculation shows that
\[ a_j^\dagger a_j \Phi(\sigma) = 1_{\sigma}(j)\hat{\Phi}(\sigma), \]
which together with the arbitrariness of \( \sigma \in \Gamma \) and \( \Phi \in S^*(M) \) implies that \( a_j^\dagger a_j a_j^\dagger a_j = a_j^\dagger a_j \).

The following theorem gives a formula that expresses a 2D-GWN operator in terms of generalized annihilation and creation operators.
**Theorem 3.6:** Let $w$ be a 2D-weight and $\mathcal{R}_w$ the 2D-GWN operator. Then, it holds true that

$$\mathcal{R}_w \Phi = \sum_{j,k=0}^{\infty} w(j,k) a_k^\dagger a_j^\dagger a_j a_k \Phi, \quad \Phi \in S^*(M), \quad (38)$$

where the double series on the righthand side converges naturally.

**Proof:** Let $\Phi \in S^*(M)$. We need to show that the series on the righthand side converges naturally to $\mathcal{R}_w \Phi$. To this end, we write

$$\Psi_n = \sum_{j,k=0}^{n} w(j,k) a_k^\dagger a_j^\dagger a_j a_k \Phi, \quad n \geq 0.$$ 

By Proposition 3.5, we have

$$\hat{\Psi}_n(\sigma) = \sum_{j,k=0}^{n} w(j,k) a_k^\dagger a_j^\dagger a_j a_k \Phi(\sigma)$$

$$= \sum_{j=0}^{n} \left[ 1_\sigma(j) w(j,j) + \sum_{k=0, k \neq j}^{n} (1 - 1_\sigma(j)) 1_\sigma(k) w(j,k) \right] \hat{\Phi}(\sigma)$$

$$= \left[ \sum_{j=0}^{n} 1_\sigma(j) w(j,j) + \sum_{j,k=0}^{n} (1 - 1_\sigma(j)) 1_\sigma(k) w(j,k) \right] \hat{\Phi}(\sigma),$$

where $\sigma \in \Gamma$. This together with Definition 3.1 and Theorem 3.2 implies that

$$\lim_{n \to \infty} \hat{\Psi}_n(\sigma) = \vartheta_w(\sigma) \hat{\Phi}(\sigma) = \mathcal{R}_w \Phi(\sigma) \quad \forall \sigma \in \Gamma.$$ 

On the other hand, by the characterization theorem of generalized functionals (Lemma 2.1), there exist constants $C \geq 0$ and $p \geq 0$ such that

$$|\hat{\Phi}(\sigma)| \leq C \lambda^p \sigma, \quad \sigma \in \Gamma,$$

which, together with inequalities $\vartheta_w(\sigma) \leq 2 \alpha_w \#(\sigma)$ and $\#(\sigma) \leq \lambda^p \sigma$, yields

$$\sup_{n \geq 0} |\Psi_n(\sigma)| = \sup_{n \geq 0} \left[ \sum_{j=0}^{n} 1_\sigma(j) w(j,j) + \sum_{j,k=0}^{n} (1 - 1_\sigma(j)) 1_\sigma(k) w(j,k) \right] |\hat{\Phi}(\sigma)|$$

$$\leq \vartheta_w(\sigma) |\hat{\Phi}(\sigma)|$$

$$\leq 2 \alpha_w C \lambda^p \sigma + 1,$$

where $\sigma \in \Gamma$. Therefore, using the criterion for convergence of generalized functional sequences (see Theorem 10 of Ref. [19]), we come to the conclusion that $\Psi_n \to \mathcal{R}_w \Phi$ strongly as $n \to \infty$, namely (38) holds true. □
**Remark 3.1:** Let $w$ be a 2D-weight. Then, according to the Appendix, the 2D-WN operator $S_w$ in $L^2(M)$ has a representation of the form

$$S_w \xi = \sum_{j,k=0}^{\infty} w(j,k) \partial_k^* \partial_j^* \partial_k \partial_j \xi, \quad \xi \in \text{Dom} S_w.$$  \hspace{1cm} (39)

Comparing (38) and (39), one can further see the similarity as well as the difference between the 2D-GWN operator $K_w$ on $S^*(M)$ and the 2D-WN operator $S_w$ in $L^2(M)$.

We now turn our attention to a special class of 2D-GWN operators, which are actually determined by one-variable functions on $\mathbb{N}$.

**Theorem 3.7:** Let $u$ be a bounded nonnegative function on $\mathbb{N}$. Then there exists a unique continuous linear operator $N_u : S^*(M) \to S^*(M)$ such that

$$\hat{N}_u \Phi(\sigma) = \#_u(\sigma) \hat{\Phi}(\sigma), \quad \sigma \in \Gamma, \ \Phi \in S^*(M),$$  \hspace{1cm} (40)

where $\#_u(\sigma) = \sum_{k=0}^{\infty} 1_{\sigma}(k) u(k)$.

**Proof:** Define a nonnegative function $w^{(u)}$ on $\mathbb{N} \times \mathbb{N}$ as follows:

$$w^{(u)}(j,k) = \begin{cases} u(k), & j = k, \ (j,k) \in \mathbb{N} \times \mathbb{N}; \\ 0, & j \neq k, \ (j,k) \in \mathbb{N} \times \mathbb{N}. \end{cases}$$

It is easy to verify that $w^{(u)}$ is a 2D-weight and $\sup_{k \geq 0} \sum_{j=0}^{\infty} w^{(u)}(j,k) = \sup_{k \geq 0} u(k)$. And moreover the spectral function $\vartheta_{w^{(u)}}$ associated with $w^{(u)}$ coincides with the function $\#_u(\cdot)$, namely

$$\vartheta_{w^{(u)}}(\sigma) = \#_u(\sigma), \quad \sigma \in \Gamma.$$  

Now put $N_u = K_{w^{(u)}}$. Then $N_u$ is the desired operator. \hfill \blacksquare

**Definition 3.3:** For a bounded nonnegative function $u$ on $\mathbb{N}$, the operator $N_u$ indicated in Theorem 3.7 is called the 1D-GWN operator on $S^*(M)$ associated with $u$.

As can be seen in the proof of Theorem 3.7, 1D-GWN operators are actually a special class of 2D-GWN operator on $S^*(M)$. Hence they can be expected to have better properties. This is indeed the case.

**Theorem 3.8:** Let $N_u$ be the 1D-GWN operator on $S^*(M)$ associated with a bounded nonnegative function $u$ on $\mathbb{N}$. Then, for each $p \geq 0$, one has $N_u(S^*_p(M)) \subset S^*_{p+1}(M)$ and moreover

$$\|N_u \Phi\|_{-(p+1)} \leq \beta_u \|\Phi\|_{-p}, \quad \Phi \in S^*_p(M),$$  \hspace{1cm} (41)

where $\beta_u = \sup_{k \geq 0} u(k)$. 

Proof: Let $\Phi \in S^*_p(M)$. By using Theorem 3.7, we find

$$
\sum_{\sigma \in \Gamma} \lambda^{-2(p+1)} |\mathcal{N}_\Phi(\sigma)|^2 = \sum_{\sigma \in \Gamma} \lambda^{-2(p+1)} (\#(\sigma))^2 |\hat{\Phi}(\sigma)|^2
\leq \beta_u^2 \sum_{\sigma \in \Gamma} \lambda^{-2(p+1)} (\#(\sigma))^2 |\hat{\Phi}(\sigma)|^2,
$$

which together with $\#(\sigma) \leq \lambda_{\sigma}$ implies that

$$
\sum_{\sigma \in \Gamma} \lambda^{-2(p+1)} |\mathcal{N}_\Phi(\sigma)|^2 \leq \beta_u^2 \sum_{\sigma \in \Gamma} \lambda^{-2(p+1)} |\hat{\Phi}(\sigma)|^2,
$$

which means that $\mathcal{N}_\Phi \Phi \in S^*_{p+1}(M)$ and $\|\mathcal{N}_\Phi \Phi\|_{-p+1} \leq \beta_u \|\Phi\|_{-p}$. ■

Remark 3.2: By using Theorem 3.4, one can only get $\|\mathcal{N}_\Phi \Phi\|_{-(p+1)} \leq 2 \beta_u \|\Phi\|_{-p}$, which is not as good as (41).

Theorem 3.9: Let $\mathcal{N}_u$ be the 1D-GWN operator associated with a bounded nonnegative function $u$ on $\mathbb{N}$. Then, $\mathcal{N}_u$ has a representation of the following form:

$$
\mathcal{N}_u \Phi = \sum_{k=0}^{\infty} u(k) a_k^\dagger a_k \Phi, \quad \Phi \in S^*(M),
$$

where the series on the right-hand side converges strongly.

Proof: Let $\Phi \in S^*(M)$. According to Proposition 3.5 and the proof of Theorem 3.7, we have

$$
\sum_{k=0}^{n} u(k) a_k^\dagger a_k \Phi = \sum_{k=0}^{n} u(k) a_k^\dagger a_k^\dagger a_k \Phi = \sum_{j,k=0}^{n} w^{(u)}(j,k) a_k^\dagger a_j^\dagger a_k \Phi, \quad n \geq 1.
$$

Thus, by Theorem 3.6 and the proof of Theorem 3.7, we get to know that

$$
\sum_{k=0}^{\infty} u(k) a_k^\dagger a_k \Phi = \sum_{j,k=0}^{\infty} w^{(u)}(j,k) a_k^\dagger a_j^\dagger a_k \Phi = \mathcal{K}_{w^{(u)}} \Phi = \mathcal{N}_u \Phi,
$$

where the first series converges strongly because the second one converges naturally. ■

Corollary 3.10: There exists a unique continuous linear operator $\mathcal{N}: S^*(M) \rightarrow S^*(M)$ such that

$$
\mathcal{N}(\Phi)(\sigma) = \#(\sigma) \hat{\Phi}(\sigma), \quad \sigma \in \Gamma, \quad \Phi \in S^*(M),
$$

where $\#(\sigma)$ denotes the cardinality of $\sigma$ as a set.

Proof: Let $\mathcal{N} = \mathcal{N}_{u_0}$, where $u_0$ is the constant function on $\mathbb{N}$ given by $u_0(j) = 1 \forall j \in \mathbb{N}$. Then, by Theorem 3.7, we know that $\mathcal{N}$ is the desired. ■
Remark 3.3: We call $\mathcal{N}$ the generalized number operator on $S^*(M)$.

From Theorem 3.9 and the proof of Corollary 3.10, one can get a representation of $\mathcal{N}$ in terms of the family $\{a_k, a_k^\dagger \mid k \geq 0\}$, namely

$$\mathcal{N}\Phi = \sum_{k=0}^{\infty} a_k^\dagger a_k \Phi, \quad \Phi \in S^*(M),$$

(44)

where the series on the righthand side converges strongly.

3.3. Commutation relations

In this subsection, we examine commutation relations between GWN operators and generalized annihilation (creation) operators.

Theorem 3.11: Let $\mathcal{N}_u$ be the 1D-GWN operator associated with a bounded nonnegative function $u$ on $\mathbb{N}$. Then, for all $k \geq 0$, it holds true that

$$\mathcal{N}_u a_k = a_k \mathcal{N}_u - u(k) a_k, \quad \mathcal{N}_u a_k^\dagger = a_k^\dagger \mathcal{N}_u + u(k) a_k^\dagger, \quad \mathcal{N}_u a_k^\dagger a_k = a_k^\dagger a_k \mathcal{N}_u.$$  

(45)

Proof: Let $k \geq 0$. For all $\Phi \in S^*(M)$ and $\sigma \in \Gamma$, by using properties of $\mathcal{N}_u$ and $a_k$, we have

$$(a_k \mathcal{N}_u)\Phi(\sigma) = a_k (\mathcal{N}_u \Phi)(\sigma)$$

$$= (1 - 1_\sigma(k))\mathcal{N}_u \Phi(\sigma \cup k) = (1 - 1_\sigma(k))\#_u(\sigma \cup k) \hat{\Phi}(\sigma \cup k),$$

which together with $(1 - 1_\sigma(k))\#_u(\sigma \cup k) = (1 - 1_\sigma(k))\#_u(\sigma) + (1 - 1_\sigma(k))u(k)$ gives

$$(a_k \mathcal{N}_u)\Phi(\sigma) = (1 - 1_\sigma(k))\#_u(\sigma) \hat{\Phi}(\sigma \cup k) + (1 - 1_\sigma(k))u(k) \hat{\Phi}(\sigma \cup k)$$

$$= \#_u(\sigma) a_k \hat{\Phi}(\sigma) + u(k) a_k \hat{\Phi}(\sigma)$$

$$= \mathcal{N}_u (a_k \hat{\Phi})(\sigma) + u(k) a_k \hat{\Phi}(\sigma)$$

$$= (\mathcal{N}_u a_k) \Phi(\sigma) + u(k) a_k \hat{\Phi}(\sigma).$$

Thus $a_k \mathcal{N}_u = \mathcal{N}_u a_k + u(k) a_k$, which is equivalent to $\mathcal{N}_u a_k = a_k \mathcal{N}_u - u(k) a_k$. Similarly, we can verify the second equality. Finally, by using the first and second equalities, we get

$$\mathcal{N}_u a_k^\dagger a_k = a_k^\dagger \mathcal{N}_u a_k + u(k) a_k^\dagger a_k = a_k^\dagger (a_k \mathcal{N}_u - u(k) a_k) + u(k) a_k^\dagger a_k = a_k^\dagger a_k \mathcal{N}_u.$$  

This completes the proof.

Comparing Theorem 3.11 and Lemma A.3, one can see that the commutation relations between $\mathcal{N}_u$ and $a_k$ (respectively, $a_k^\dagger$) are quite similar to those between $N_u$ and $\partial_k$ (respectively, $\partial_k^\dagger$). However, the commutation relations between $\mathcal{N}_u$ and $a_k$ (respectively, $a_k^\dagger$) hold true on the whole space $S^*(M)$, while the commutation relations between $N_u$ and $\partial_k$ (respectively, $\partial_k^\dagger$) hold true only on $\text{Dom } N_u$, which is a dense subspace of $L^2(M)$. 


**Corollary 3.12:** The generalized number operator $\mathfrak{N}$ admits the following commutation relations:

$$
\mathfrak{N} a_k = a_k \mathfrak{N} - a_k, \quad \mathfrak{N} a_k^\dagger = a_k^\dagger \mathfrak{N} + a_k^\dagger, \quad \mathfrak{N} a_k^\dagger a_k = a_k a_k^\dagger \mathfrak{N}. \tag{46}
$$

As is seen, there are relatively simple commutation relations between 1D-GWN operators and generalized annihilation (creation) operators. Next, we turn our attention to the case of 2D-GWN operators.

**Proposition 3.13:** Let $w$ be a 2D-weight. Then, for all $k \geq 0$ and $\sigma \in \Gamma$, it holds true that

$$
(1 - 1_{\sigma(k)}) \vartheta_w(\sigma \cup k) = (1 - 1_{\sigma(k)}) \left[ \vartheta_w(\sigma) - #_{w(k, \cdot)}(\sigma) - #_{w(\cdot, k)}(\sigma) + \sum_{j=0}^{\infty} w(j, k) \right],
$$

where $#_{w(k, \cdot)}(\sigma) = \sum_{n=0}^{\infty} 1_{\sigma(n)} w(k, n)$ and $#_{w(\cdot, k)}(\sigma) = \sum_{j=0}^{\infty} 1_{\sigma(j)} w(j, k)$.

**Proof:** Let $k \geq 0$ and $\sigma \in \Gamma$. Then, by careful calculations, we find

$$
(1 - 1_{\sigma(k)}) \sum_{j=0}^{\infty} 1_{\sigma \cup k}(j) w(j, j) = (1 - 1_{\sigma(k)}) \left[ \sum_{j=0}^{\infty} 1_{\sigma}(j) w(j, j) + w(k, k) \right]
$$

and

$$
(1 - 1_{\sigma(k)}) \sum_{j, n=0}^{\infty} (1 - 1_{\sigma \cup k}(j)) 1_{\sigma \cup k}(n) w(j, n)
$$

$$
= (1 - 1_{\sigma}(k)) \left[ \sum_{j, n=0}^{\infty} (1 - 1_{\sigma}(j)) 1_{\sigma}(n) w(j, n) - \sum_{n=0}^{\infty} 1_{\sigma}(n) w(k, n) 
+ \sum_{j=0}^{\infty} w(j, k) - \sum_{j=0}^{\infty} 1_{\sigma}(j) w(j, k) - w(k, k) \right]
$$

$$
= (1 - 1_{\sigma}(k)) \left[ \sum_{j, n=0}^{\infty} (1 - 1_{\sigma}(j)) 1_{\sigma}(n) w(j, n) - #_{w(k, \cdot)}(\sigma) - #_{w(\cdot, k)}(\sigma) - w(k, k) + \sum_{j=0}^{\infty} w(j, k) \right].
$$
It then follows from these two equalities that
\[(1 - 1_\sigma(k))\partial_w(\sigma \cup k)\]
\[= (1 - 1_\sigma(k)) \left[ \sum_{j=0}^{\infty} 1_{\sigma \cup k}(j)w(j, j) + \sum_{j, n=0}^{\infty} (1 - 1_{\sigma \cup k}(j))1_{\sigma \cup k}(n)w(j, n) \right] \]
\[= (1 - 1_\sigma(k)) \left[ \partial_w(\sigma) - \#_{w(\cdot, \cdot)}(\sigma) - \#_{w(\cdot, \cdot)}(\sigma) + \sum_{j=0}^{\infty} w(j, k) \right]. \]
This completes the proof. \[\blacksquare\]

**Theorem 3.14**: Let \(w\) be a 2D-weight and \(\mathcal{R}_w\) the 2D-GWN operator associated with \(w\). Then, for all \(k \geq 0\), it holds true that
\[
\mathcal{R}_w a_k = a_k \mathcal{R}_w + a_k \mathcal{M}_{w(\cdot, \cdot)} + a_k \mathcal{M}_{w(\cdot, \cdot, \cdot)} - \left[ 2w(k, k) + \sum_{j=0}^{\infty} w(j, k) \right] a_k. \tag{48}
\]

**Proof**: Let \(k \geq 0\). Then, for all \(\Phi \in \mathcal{S}^*(M)\) and \(\sigma \in \Gamma\), using properties of the involved operators, we have
\[
\widehat{a_k \mathcal{R}_w \Phi}(\sigma) = (1 - 1_\sigma(k)) \widehat{\mathcal{R}_w \Phi}(\sigma \cup k) = (1 - 1_\sigma(k)) \partial_w(\sigma \cup k) \widehat{\Phi}(\sigma \cup k),
\]
which together with Proposition 3.13 gives
\[
\widehat{a_k \mathcal{R}_w \Phi}(\sigma) = (1 - 1_\sigma(k)) \left[ \partial_w(\sigma) - \#_{w(\cdot, \cdot)}(\sigma) - \#_{w(\cdot, \cdot)}(\sigma) + \sum_{j=0}^{\infty} w(j, k) \right] \widehat{\Phi}(\sigma \cup k)
\[
= \left[ \partial_w(\sigma) - \#_{w(\cdot, \cdot)}(\sigma) - \#_{w(\cdot, \cdot)}(\sigma) + \sum_{j=0}^{\infty} w(j, k) \right] \widehat{a_k \Phi}(\sigma)
\]
\[
= \widehat{\mathcal{R}_w a_k \Phi}(\sigma) - \mathcal{M}_{w(\cdot, \cdot)} a_k \Phi(\sigma) - \mathcal{M}_{w(\cdot, \cdot, \cdot)} a_k \Phi(\sigma) + \left[ \sum_{j=0}^{\infty} w(j, k) \right] \widehat{a_k \Phi}(\sigma).
\]
Thus, by the arbitrariness of \(\Phi\) and \(\sigma\) in the above equality, we come to the following equality:
\[
a_k \mathcal{R}_w = \mathcal{R}_w a_k - \mathcal{M}_{w(\cdot, \cdot)} a_k - \mathcal{M}_{w(\cdot, \cdot, \cdot)} a_k + \left[ \sum_{j=0}^{\infty} w(j, k) \right] a_k,
\]
which, together with \(\mathcal{M}_{w(\cdot, \cdot)} a_k = a_k \mathcal{M}_{w(\cdot, \cdot)} - w(k, k) a_k\) and \(\mathcal{M}_{w(\cdot, \cdot, \cdot)} a_k = a_k \mathcal{M}_{w(\cdot, \cdot, \cdot)} - w(k, k) a_k\) (see Theorem 3.11), yields
\[
a_k \mathcal{R}_w = \mathcal{R}_w a_k - a_k \mathcal{M}_{w(\cdot, \cdot)} - a_k \mathcal{M}_{w(\cdot, \cdot, \cdot)} + \left[ 2w(k, k) + \sum_{j=0}^{\infty} w(j, k) \right] a_k,
\]
which implies (48). \[\blacksquare\]
**Proposition 3.15:** Let $w$ be a 2D-weight. Then, for all $k \geq 0$ and $\sigma \in \Gamma$, it holds true that

$$1_\sigma(k) \vartheta_w(\sigma \setminus k) = 1_\sigma(k) \left[ \vartheta_w(\sigma) + \#_{w(k,\cdot)}(\sigma) + \#_{w(\cdot,k)}(\sigma) - 2w(k,k) - \sum_{j=0}^{\infty} w(j,k) \right],$$

where $\#_{w(k,\cdot)}(\sigma) = \sum_{n=0}^{\infty} 1_\sigma(n)w(k,n)$ and $\#_{w(\cdot,k)}(\sigma) = \sum_{j=0}^{\infty} 1_\sigma(j)w(j,k)$.

**Proof:** The proof is much similar to that of Proposition 3.13. Here, we omit it for brevity.

**Theorem 3.16:** Let $w$ be a 2D-weight and $\mathcal{R}_w$ the 2D-GWN operator associated with $w$. Then, for all $k \geq 0$, it holds true that

$$\mathcal{R}_w a_k^\dagger = a_k^\dagger \mathcal{R}_w - a_k^\dagger \mathcal{N}_{w(k,\cdot)} - a_k^\dagger \mathcal{N}_{w(\cdot,k)} + \left[ \sum_{j=0}^{\infty} w(j,k) \right] a_k^\dagger.$$

**Proof:** Let $k \geq 0$. For all $\Phi \in \mathcal{S}^+(M)$ and $\sigma \in \Gamma$, using properties of the involved operators as well as Proposition 3.15, we get

$$a_k^\dagger \mathcal{R}_w \Phi(\sigma) = 1_\sigma(k) \vartheta_w(\sigma \setminus k) \widehat{\Phi}(\sigma \setminus k)$$

$$= 1_\sigma(k) \left[ \vartheta_w(\sigma) + \#_{w(k,\cdot)}(\sigma) + \#_{w(\cdot,k)}(\sigma) - 2w(k,k) - \sum_{j=0}^{\infty} w(j,k) \right] \widehat{\Phi}(\sigma \setminus k)$$

$$= \left[ \vartheta_w(\sigma) + \#_{w(k,\cdot)}(\sigma) + \#_{w(\cdot,k)}(\sigma) - 2w(k,k) - \sum_{j=0}^{\infty} w(j,k) \right] a_k^\dagger \Phi(\sigma)$$

$$= \mathcal{R}_w a_k^\dagger \Phi(\sigma) + \mathcal{N}_{w(k,\cdot)} a_k^\dagger \Phi(\sigma) + \mathcal{N}_{w(\cdot,k)} a_k^\dagger \Phi(\sigma) - \left[ 2w(k,k) + \sum_{j=0}^{\infty} w(j,k) \right] a_k^\dagger \Phi(\sigma).$$

Thus, by the arbitrariness of $\Phi$ and $\sigma$ in the above equality, we have

$$a_k^\dagger \mathcal{R}_w = \mathcal{R}_w a_k^\dagger + \mathcal{N}_{w(k,\cdot)} a_k^\dagger + \mathcal{N}_{w(\cdot,k)} a_k^\dagger - \left[ 2w(k,k) + \sum_{j=0}^{\infty} w(j,k) \right] a_k^\dagger,$$

which, together with $\mathcal{N}_{w(k,\cdot)} a_k^\dagger = a_k^\dagger \mathcal{N}_{w(k,\cdot)} + w(k,k) a_k^\dagger$ and $\mathcal{N}_{w(\cdot,k)} a_k^\dagger = a_k^\dagger \mathcal{N}_{w(\cdot,k)} + w(k,k) a_k^\dagger$ (see Theorem 3.11), gives

$$a_k^\dagger \mathcal{R}_w = \mathcal{R}_w a_k^\dagger + a_k^\dagger \mathcal{N}_{w(k,\cdot)} + a_k^\dagger \mathcal{N}_{w(\cdot,k)} - \left[ \sum_{j=0}^{\infty} w(j,k) \right] a_k^\dagger,$$

which is equivalent to (50).
Remark 3.4: Again comparing Theorem 3.14, Theorem 3.16 and Lemma A.4, one can find that the commutation relations between $K_w$ and $a_k$ (respectively, $a_k^\dagger$) are quite similar to those between $S_w$ and $\partial_k$ (respectively, $\partial^*_k$). However, the commutation relations between $K_w$ and $a_k$ (respectively, $a_k^\dagger$) hold true on the whole space $\mathcal{S}^*(M)$, while the commutation relations between $S_w$ and $\partial_k$ (respectively, $\partial^*_k$) hold true only on Dom $N$, which is a proper subspace of $L^2(M)$.

Theorem 3.17: Let $w$ be a 2D-weight and $K_w$ the 2D-GWN operator associated with $w$. Then, for all $k \geq 0$, it holds true that

$$K_w a_k^\dagger a_k = a_k^\dagger a_k K_w,$$

namely $K_w$ commutes with $a_k^\dagger a_k$.

Proof: From all $\Phi \in \mathcal{S}^*(M)$ and $\sigma \in \Gamma$, by Proposition 3.5 we have $\hat{a}_k^\dagger a_k \Phi(\sigma) = 1_\sigma(k) \hat{\Phi}(\sigma)$, which together with Theorem 3.2 implies that

$$\hat{a}_k^\dagger a_k \Phi(\sigma) = \vartheta_w(\sigma) a_k^\dagger a_k \Phi(\sigma) = \vartheta_w(\sigma) 1_\sigma(k) \hat{\Phi}(\sigma) = 1_\sigma(k) \hat{K}_w \Phi(\sigma) = a_k^\dagger a_k \hat{K}_w \Phi(\sigma).$$

Thus $\hat{K}_w a_k^\dagger a_k = a_k^\dagger a_k \hat{K}_w$. □
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Appendix

In the appendix, we collect some notions and facts about WN operators in $L^2(M)$, which were essentially introduced and proven in Ref. [23] (see Section IV therein). We continue to use the notation, notions and assumptions made in Section 2.

Recall that $L^2(M)$ is the complex Hilbert space consisting of all square integrable functionals of $M$, and $\{Z_\sigma | \sigma \in \Gamma\}$ its canonical ONB (for details, see (9) and the paragraph standing with it). For each nonnegative integer $k \geq 0$, there exists a bounded operator $\partial_k$ on $L^2(M)$ such that

$$\partial_k Z_\sigma = 1_{\sigma}(k)Z_\sigma \setminus k, \quad \partial_k^* Z_\sigma = (1 - 1_{\sigma}(k))Z_{\sigma \cup k},$$

$$\sigma \in \Gamma,$$  \hspace{1cm} (A1)

where $\sigma \setminus k = \sigma \setminus \{k\}$, $\sigma \cup k = \sigma \cup \{k\}$ and $\partial_k^*$ denotes the adjoint of $\partial_k$. Usually, $\partial_k$ and $\partial_k^*$ are known as the annihilation and creation operators on $L^2(M)$ associated with $k$, respectively.

Annihilation and creation operators $\{\partial_k, \partial_k^* | k \geq 0\}$ on $L^2(M)$ satisfy commutation relations of the following form:

$$\partial_k \partial_l = \partial_l \partial_k, \quad \partial_k^* \partial_l^* = \partial_l^* \partial_k^*, \quad \partial_k^* \partial_l = \partial_l \partial_k^* \quad (k \neq l)$$

$$(A2)$$
and
\[ \partial_k^* \partial_k + \partial_k \partial_k^* = I, \tag{A3} \]
where \( I \) means the identity operator on \( L^2(M) \). In the physical literature, (A3) is usually known as the canonical anti-commutation relation (CAR) in equal time.

A double vector series \( \sum_{j,k=0}^{\infty} \xi_{jk} \) in \( L^2(M) \) is said to converge naturally if its sequence of square-array partial sums
\[ s_n = \sum_{j,k=0}^{n} \xi_{jk} = \sum_{j=0}^{n} \sum_{k=0}^{n} \xi_{jk}, \quad n \geq 0 \]
converges in \( L^2(M) \) as \( n \to \infty \). In that case, one writes \( \sum_{j,k=0}^{\infty} \xi_{jk} = \lim_{n \to \infty} s_n \)

Given a 2D-weight \( w \), the 2D-WN operator (or the WN operator) \( S_w \) associated with \( w \) is the one in \( L^2(M) \) defined by
\[ S_w \xi = \sum_{j,k=0}^{\infty} w(j,k) \partial_k^* \partial_j \partial_j^* \partial_k \xi, \quad \xi \in \text{Dom} \ S_w \tag{A5} \]
with
\[ \text{Dom} \ S_w = \left\{ \xi \in L^2(M) \middle| \sum_{j,k=0}^{\infty} w(j,k) \partial_k^* \partial_j \partial_j^* \partial_k \xi \text{ converges naturally} \right\}. \tag{A6} \]

It follows immediately from (A5) that \( \{Z_\sigma \mid \sigma \in \Gamma \} \subset \text{Dom} \ S_w \), which implies that \( S_w \) is densely defined in \( L^2(M) \).

**Lemma A.1 (Theorems 4.2 and 4.3 of Ref. [23]):** Let \( w \) be a 2D-weight. Then, a vector \( \xi \in L^2(M) \) falls into \( \text{Dom} \ S_w \) if and only if it satisfies that
\[ \sum_{\sigma \in \Gamma} (\varphi_w(\sigma))^2 |\langle Z_\sigma, \xi \rangle|^2 < \infty, \tag{A7} \]
where \( \varphi_w \) is the spectral function associated with \( w \) (see Definition 3.1). In that case, one has
\[ S_w \xi = \sum_{\sigma \in \Gamma} \varphi_w(\sigma) \langle Z_\sigma, \xi \rangle Z_\sigma. \tag{A8} \]

Additionally, \( S_w \) is bounded if and only if \( \sup_{\sigma \in \Gamma} \varphi_w(\sigma) < \infty \).

**Remark A.1:** Due to the above lemma, the 2D-WN operator \( S_w \) associated with a 2D-weight \( w \) can be equivalently redefined as
\[ S_w \xi = \sum_{\sigma \in \Gamma} \varphi_w(\sigma) \langle Z_\sigma, \xi \rangle Z_\sigma, \quad \xi \in \text{Dom} \ S_w \tag{A9} \]
with
\[ \text{Dom} \ S_w = \left\{ \xi \in L^2(M) \middle| \sum_{\sigma \in \Gamma} (\varphi_w(\sigma))^2 |\langle Z_\sigma, \xi \rangle|^2 < \infty \right\}. \tag{A10} \]
which implies that \( S_w \) is positive and self-adjoint.
For a bounded nonnegative function $u$ on $\mathbb{N}$, the 1D-WN operator $N_u$ associated with $u$ is the one in $L^2(M)$ defined by

$$N_u \xi = \sum_{\sigma \in \Gamma} #_u(\sigma)(Z_\sigma, \xi)Z_\sigma, \quad \text{Dom } N_u$$

(A11)

with

$$\text{Dom } N_u = \left\{ \xi \in L^2(M) \left| \sum_{\sigma \in \Gamma} (#_u(\sigma))^2 |(Z_\sigma, \xi)|^2 < \infty \right. \right\}, \quad (A12)$$

where $#_u(\sigma) = \sum_{k=0}^{\infty} 1_\sigma(k)u(k)$.

Let $u$ be a bounded nonnegative function on $\mathbb{N}$. Then, there exists a 2D-weight $w^{(u)}$ on $\mathbb{N} \times \mathbb{N}$ such that

$$w^{(u)}(j, k) = \begin{cases} u(j), & j = k, (j, k) \in \mathbb{N} \times \mathbb{N}; \\ 0, & j \neq k, (j, k) \in \mathbb{N} \times \mathbb{N} \end{cases} \quad (A13)$$

and $N_u = S_{w^{(u)}}$, which together with (A4) gives a representation of $N_u$ of the following form:

$$N_u \xi = \sum_{k=0}^{\infty} u(k)\partial^*_k \partial_k \xi, \quad \xi \in \text{Dom } N_u. \quad (A14)$$

Thus, 1D-WN operators are actually a special class of 2D-WN operators.

The 1D-WN operator $N_u$ associated with the constant function $u(k) \equiv 1$ is usually known as the number operator and is denoted by $N$. Clearly, the number operator $N$ can also be directly defined as

$$N \xi = \sum_{\sigma \in \Gamma} #(\sigma)(Z_\sigma, \xi)Z_\sigma, \quad \text{Dom } N,$$

where the domain $\text{Dom } N$ is given by

$$\text{Dom } N = \left\{ \xi \in L^2(M) \left| \sum_{\sigma \in \Gamma} (#(\sigma))^2 |(Z_\sigma, \xi)|^2 < \infty \right. \right\}. \quad (A16)$$

The next result shows that the domain of the number operator $N$ can play an important role in comparing two WN operators.

**Lemma A.2 (Theorem 4.6 of Ref. [23]):** Let $w$ be a 2D-weight. Then $\text{Dom } N$ is a core for $S_w$. In particular, for all bounded nonnegative function $u$ on $\mathbb{N}$, $\text{Dom } N$ is a core for $N_u$.

From (A5), one can see that 2D-WN operators are essentially generated by annihilation and creation operators $\{\partial_k, \partial^*_k \mid k \geq 0\}$ on $L^2(M)$. This, together with the commutation relations described by (A2) and (A3), suggests that a 2D-WN operator $S_w$ and an annihilation operator $\partial_k$ (or a creation operator $\partial^*_k$) must satisfy some kind of meaningful commutation relations. This is indeed the case.

**Lemma A.3 (Theorems 4.7 and 4.8 of Ref. [23]):** Let $u$ be a bounded nonnegative function on $\mathbb{N}$. Then, for all $n \geq 0$, $\text{Dom } N_u$ is an invariant subspace of both $\partial_n$ and $\partial^*_n$, and moreover it holds true on $\text{Dom } N_u$ that

$$N_u \partial_n = \partial_n N_u - u(n)\partial_n, \quad N_u \partial^*_n = \partial^*_n N_u + u(n)\partial^*_n. \quad (A17)$$

Let $w$ be a 2D-weight. Then, for each $n \geq 0$, both $w(n, \cdot)$ and $w(\cdot, n)$ are bounded nonnegative functions on $\mathbb{N}$, hence $N_{w(n, \cdot)}$ and $N_{w(\cdot, n)}$ make sense as the 1D-WN operators associated with $w(n, \cdot)$ and $w(\cdot, n)$, respectively.
**Lemma A.4 (Theorems 4.10 and 4.11 of Ref. [23]):** Let \( w \) be a 2D-weight. Then, for all \( n \geq 0 \), it holds true on \( \text{Dom} \ N \) that

\[
S_w \partial_n = \partial_n S_w + \partial_n N_{w(n,n)} + \partial_n N_{w(n,\cdot)} - \left[ 2w(n,n) + \sum_{j=0}^{\infty} w(j,n) \right] \partial_n \tag{A18}
\]

and

\[
S_w \partial^*_n = \partial^*_n S_w - \partial^*_n N_{w(n,n)} - \partial^*_n N_{w(n,\cdot)} + \left( \sum_{j=0}^{\infty} w(j,n) \right) \partial^*_n. \tag{A19}
\]

It should be emphasized that, in general, the commutation relations described by (A17), (A18) and (A19) make no sense on the whole space \( \mathcal{L}^2(M) \).