DISCRETE KP EQUATION WITH SELF-CONSISTENT SOURCES

ADAM DOLIWA AND RUNLIANG LIN

Abstract. We show that the discrete Kadomtsev–Petviashvili (KP) equation with sources obtained recently by the “source generalization” method can be incorporated into the squared eigenfunction symmetry extension procedure. Moreover, using the known correspondence between Darboux-type transformations and additional independent variables, we demonstrate that the equation with sources can be derived from Hirota’s discrete KP equations but in a space of higher dimension. In this way we uncover the origin of the source terms as coming from multidimensional consistency of the Hirota system itself.

1. Introduction

1.1. Background on soliton equation with self-consistent sources. Soliton equations with self-consistent sources, proposed by Mel’nikov [37], have important applications in hydrodynamics, plasma physics and solid state physics (see, e.g., [7, 37, 38, 39, 41]). It is known that the sources may change the velocities of the solitons [33, 61], similar observation can be found in [17, 40]. Later, some explicit solutions (such as, solitons, positons, negatons) of some soliton equations with sources were obtained by using Darboux transformations (see the references in [30]) and the Hirota method [62].

Given an integrable system, its version with self-consistent sources is not unique. The most known such generalization of the Kadomtsev–Petviashvili (KP) equation is [37]

\begin{equation}
4u_{,t} - 12uu_{,x} - u_{,xxx},x - 3u_{,yy} + 4(r^* q)_{,xx} = 0,
\end{equation}

(1.1)

\begin{equation}
q_{,y} = q_{,xx} + 2uq,
\end{equation}

(1.2)

\begin{equation}
r^*_{,y} = -r^*_{,xx} - 2ur^* ,
\end{equation}

with the column-vector function \(q = (q_j)_{j=1,\ldots,K}\) and the row-vector function \(r^* = (r^*_j)_{j=1,\ldots,K}\). It describes the interaction of a long wave with a short-wave packet propagating at an angle to each other. However, other more complicated extensions are also known [21, 37], and in order to find a unified framework to study such systems a systematical method was proposed on the base of Sato’s theory [35]; see also [2] for a similar treatment of Gel’fand–Dikii hierarchies or [26] for derivation of equations with sources as rational reductions of KP hierarchy.

Recall that the KP hierarchy [6, 43] reads

\begin{equation}
L_{,t_n} = \left[L^n_+ , L\right] ,
\end{equation}

(1.3)

where \(L = \partial + \sum_{i=1}^{\infty} u_i \partial^{-i}\) and “+” sign in subscript part of \(L^n_+\) indicates the projection to the non-negative part of \(L^n\) with respect to the powers of \(\partial\). It is known that it allows for a squared eigenfunction symmetry (or “ghost flow”) [49, 41]

\begin{equation}
L_{,z} = \left[\sum_{j=1}^{K} q_j \partial^{-1} r^*_j , L\right] ,
\end{equation}

(1.4)

where \(q\) and \(r^*\) are solutions of the linear problem for the KP hierarchy and its adjoint

\begin{equation}
q_{,t_n} = L^n_+ (q) ,\quad r^*_{,t_n} = -(L^n_+ )^* (r^*) ,
\end{equation}

(1.5)
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correspondingly. The idea to generate the KP hierarchy with self-consistent sources is to modify a specific flow (say $t_k$-flow, whose modification will be denoted by $\tilde{t}_k$) by the squared eigenfunction symmetry as

\begin{equation}
L_{\tilde{t}_k} = \left[ L^k + \sum_{j=1}^{K} q_j \partial^{-1} r^*_j, L \right],
\end{equation}

keeping in equations (1.5) all flows except of the $t_k$-flow. In particular, equations (1.5)·(1.2) follow from identification: $u = u_1$, $x = t_1$, $y = t_2$, $t = \tilde{t}_3$.

This systematic method has been used to generate extensions with self-consistent sources of the CKP [57], multicomponent KP [22], and some other hierarchies. A generalized dressing method has been also derived for these soliton hierarchies with sources, and some soliton solutions were obtained [30]. Recently, a bilinear identity for the KP hierarchy with sources and their Hirota bilinear equations were obtained [34].

1.2. **Discrete KP hierarchy and the Hirota equation.** By replacing in the Sato approach the partial differential $\partial$ by the partial difference operator $\Delta$ one arrives [28] to a differential–difference KP hierarchy, which allows [50] for the squared eigenfunction symmetry and gives in consequence self-consistent sources extensions [58]. Analogously one can obtain $q$-deformed KP hierarchy [31] with sources.

A fully discrete KP hierarchy was proposed in [53]. In [24] the hierarchy was obtained from the Sato-like approach, and it was confirmed (as conjectured in [59]) that all equations of the hierarchy can be obtained from Hirota’s discrete KP equations [18]

\begin{equation}
\tau(i)\tau(jk) - \tau(j)\tau(ik) + \tau(k)\tau(ij) = 0, \quad 1 \leq i < j < k,
\end{equation}

here and in all the paper we use the short-hand notation with indices in brackets meaning shifts in discrete variables, for example $\tau_{(\pm)}(n_1, \ldots, n_i, \ldots) = \tau(n_1, \ldots, n_i \pm 1, \ldots)$. The Hirota equations (1.7) have a special position among discrete integrable systems (see for example reviews [59] [27]) both on the classical and the quantum level. In particular, as was shown by Miwa [42] a single Hirota equation encodes the full KP hierarchy. A crucial property of the Hirota equation is that the number of independent variables can be arbitrary large, and such an extension does not create inconsistency or multivaluedness. This property, called multidimensional consistency [1] [44], is nowadays placed at the central point of discrete integrability theory and is considered as the precise analogue of existence of a hierarchy of nonlinear evolution equations in the case of continuous systems.

Recently, a “source generalization” method was proposed in [20] which is based on replacing arbitrary constants in multisoliton solutions of an integrable equation without sources by arbitrary functions of one variable, and looking then for coupled bilinear equations whose solutions are those expressions. The method was applied there to Hirota’s discrete KP equation producing the following system

\begin{equation}
\tau(1)\tau(23) - \tau(2)\tau(13) + \tau(3)\tau(12) = \sigma^{*}_{(13)}\sigma^{*}_{(2)};
\end{equation}

where the column-vector function $\sigma = (\sigma_j)_{j=1,\ldots,K}$, and the row-vector function $\rho^* = (\rho^*_j)_{j=1,\ldots,K}$ satisfy

\begin{equation}
\tau(1)\sigma(3) - \tau(3)\sigma(1) = \sigma\tau(13), \quad \tau(1)\rho^*_3(1) - \tau(3)\rho^*_1(1) = \rho^*_1(13).
\end{equation}

The original motivation of the paper was to reinterpret this result from the squared eigenfunction symmetry point of view, and this is the subject of Section 2 where we use relation [50] between the discrete squared eigenfunction symmetry and vectorial binary Darboux transformation. Then in Section 3 we present the linear problems for equations (1.8) with the corresponding binary Darboux transformation interpretation. Finally, in Section 4 using the known meaning of Darboux-type transformations as generators of additional independent discrete variables [28], we demonstrate that after an appropriate change of independent coordinates the equation with sources becomes just a system of Hirota’s discrete KP equations. The number of additional dimensions depends on the number of source functions.

2. **The binary Darboux transformation flow as the source generation procedure**

The Hirota system provides the compatibility condition for the linear problem [5]

\begin{equation}
\psi(i) - \psi(j) = \frac{\tau\tau_{(ij)}}{\tau(i)\tau(j)}\psi, \quad 1 \leq i < j,
\end{equation}

This systematic method has been used to generate extensions with self-consistent sources of the CKP [57], multicomponent KP [22], and some other hierarchies. A generalized dressing method has been also derived for these soliton hierarchies with sources, and some soliton solutions were obtained [30]. Recently, a bilinear identity for the KP hierarchy with sources and their Hirota bilinear equations were obtained [34].
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where the column-vector function $\sigma = (\sigma_j)_{j=1,\ldots,K}$, and the row-vector function $\rho^* = (\rho^*_j)_{j=1,\ldots,K}$ satisfy
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or its adjoint
\[(2.2) \quad \psi^*_j - \psi^*_i = \frac{\tau_{(i,j)}}{\tau_{(j,i)}} \psi^*_{(j)}, \quad 1 \leq i < j.\]

There exists an important duality between the linear problems and the Hirota equation itself.

**Corollary 2.1.** The functions
\[(2.3) \quad \phi = \tau \psi, \quad \phi^* = \tau \psi^*\]
satisfy the following bilinear form of the linear problem and its adjoint
\[(2.4) \quad \tau_{(j,i)} \phi_{(i)} - \tau_{(i,j)} \phi_{(j)} = \phi \tau_{(i,j)}, \quad i < j\]
\[(2.5) \quad \tau_{(i,j)} \phi^*_{(j)} - \tau_{(j,i)} \phi^*_{(i)} = \tau \phi^*_{(i)}.\]

Let us recall also, using notation of [15], the necessary background on binary Darboux transformations of the Hirota system.

**Theorem 2.2.** Given the solution (column vector) \(\omega : \mathbb{Z}^N \to \mathbb{V}\) of the linear system (2.1), and given the solution (row vector) \(\omega^* : \mathbb{Z}^N \to (\mathbb{V})^*\) of the adjoint linear system (2.2), construct the linear operator valued potential \(\Omega[\omega, \omega^*] : \mathbb{Z}^N \to \mathcal{L}(\mathbb{V})\), defined by the system of compatible equations
\[(2.6) \quad \Delta_i \Omega[\omega, \omega^*] = \omega \otimes \omega^*_{(i)}, \quad i = 1, \ldots, N\]
where \(\Delta_i\) is the standard partial difference operator in direction of \(n_i\). Then (the binary Darboux transform of) the \(\tau\)-function
\[(2.7) \quad \tilde{\tau} = \tau \det \Omega[\omega, \omega^*]\]
satisfies the Hirota equation (1.7) again.

**Remark.** The binary Darboux transformation provides a symmetry of the Hirota equation. Its infinitesimal version on the level of the KP hierarchy is provided by the squared eigenfunction symmetry.

**Corollary 2.3.** We will need the following consequence of equations (2.6):
\[(2.8) \quad (\det \Omega[\omega, \omega^*])_{(i)} = \det \Omega[\omega, \omega^*] \left(1 + \omega^*_{(i)} \Omega[\omega, \omega^*]^{-1} \omega\right).\]

**Corollary 2.4.** Define the potentials \(\Omega[\psi, \omega^*]\) and \(\Omega[\omega, \psi^*]\) by analogs of equations (2.6), i.e.,
\[(2.9) \quad \Delta_i \Omega[\psi, \omega^*] = \psi \otimes \omega^*_{(i)}, \quad \Delta_i \Omega[\omega, \psi^*] = \omega \otimes \psi^*_{(i)}.\]

If the potential \(\Omega[\omega, \omega^*]\) is invertible, then
\[
\begin{align*}
\hat{\psi} &= \psi - \Omega[\psi, \omega^*] \Omega[\omega, \omega^*]^{-1} \omega, \\
\hat{\psi}^* &= \psi^* - \omega^* \Omega[\omega, \omega^*]^{-1} \Omega[\omega, \psi^*],
\end{align*}
\]
provide corresponding solutions of the transformed linear problem and its adjoint.

**Remark.** Recall that in the proof [47] of Theorem 2.2 and Corollaries 2.3, 2.4 one makes use of the so-called bordered determinant formula [19]
\[(2.12) \quad \det (M^q_{pq} - x^q y^*_p) = \begin{vmatrix} M^q_{pq} & x^q \\ y^*_p & 1 \end{vmatrix} = \begin{vmatrix} M & x \\ y^* & 1 \end{vmatrix},\]
where \(M = (M^q_{pq})_{p,q=1,\ldots,K}\) is a square matrix, \(x = (x^q)_{q=1,\ldots,K}\) is a column vector, and \(y^* = (y^*_p)_{p=1,\ldots,K}\) is a row vector. Then equations (2.10) and (2.11) for scalar functions \(\hat{\psi}\) and \(\hat{\psi}^*\) can be written in the form
\[
\begin{align*}
\hat{\psi} &= \Omega[\omega, \omega^*] \omega_{(i)} \cdot \Omega[\omega, \omega^*]^{-1}, \\
\hat{\psi}^* &= \Omega[\omega, \omega^*] \Omega[\omega, \psi^*] \cdot \Omega[\omega, \omega^*]^{-1},
\end{align*}
\]
used in other parts of the paper.
Corollary 2.5. The function
\[ \tilde{\pi} = \Omega[\omega, \omega^*]^{-1}\omega \]
satisfies also the transformed linear problem. By \( \pi \) denote the corresponding solution of the initial linear problem \( \Omega \).

Remark. Formula \( \text{(2.13)} \) can be formally obtained from a transformation of the trivial (vector valued) solution \( \psi = 0 \in V \) of the linear problem with the constant square matrix \( \Omega[0, \omega^*] = -1 \) in \( \text{(2.10)} \). See however Proposition 4.3 of Section 4 for another interpretation.

Notice that one can formally rewrite transformation formula \( \text{(2.10)} \) as
\[ \tilde{\psi} = \psi - \Delta_i^{-1}(\psi \otimes \omega^*_{(i)}) \tilde{\pi}, \]
which gives a discrete analogue of the squared eigenfunction symmetry (see also [59], where in the scalar \( \dim V = 1 \) case it is called the discrete adjoint flow). The general idea of getting equations with self-consistent sources as modification of a usual flow by the squared eigenfunction flow motivates to formulate the following result.

Theorem 2.6. Pick up one direction, \( n_i \) say, and modify the \( i \)th discrete flow by the above binary Darboux transformation as follows:
\[ \tau_{(i)} = \tilde{\tau}_{(i)}, \quad \text{etc.} \]
Then in the new discrete coordinates the Hirota system is replaced by the system with self-consistent sources
\[ \tau_{(j)} \tau_{(jk)} - \tau_{(j)} \tau_{(ik)} + \tau_{(k)} \tau_{(ij)} = -\tau(\omega^*)_{(jk)}(\tau \pi)_{(ij)}, \quad i < j < k, \]
with
\[ \pi_{(j)} - \pi_{(k)} = \pi \frac{\tau_{(jk)}}{\tau_{(j)} \tau_{(k)}}, \]
\[ \omega^*_{(k)} - \omega^*_{(j)} = \omega^*_{(jk)} \frac{\tau_{(jk)}}{\tau_{(j)} \tau_{(k)}}, \]
while \( \pi \) and the transformation datum \( \omega \) are related by equation \( \text{(2.13)} \).

Proof. The left hand side of equations \( \text{(2.10)} \) after using \( \text{(2.7)} \) reads
\[ \text{LHS} = \tau_{(i)} \tau_{(jk)} \left( \det \Omega \right)_{(i)} - \tau_{(j)} \tau_{(ik)} \left( \det \Omega \right)_{(ik)} + \tau_{(k)} \tau_{(ij)} \left( \det \Omega \right)_{(ij)}, \]
where we abbreviate \( \Omega = \Omega[\omega, \omega^*] \). After making use of the Hirota system \( \text{(1.7)} \), the evolution rule \( \text{(2.6)} \) of the potential \( \Omega \) and the corresponding evolution rule \( \text{(2.8)} \) of its determinant we obtain
\[ \text{LHS} = \frac{\tau_{(i)} \tau_{(j)} \tau_{(k)}}{\tau} \left( -\frac{\tau_{(jk)}}{\tau_{(j)} \tau_{(k)}} \omega^*_{(ik)} + \frac{\tau_{(ij)}}{\tau_{(i)} \tau_{(j)}} \omega^*_{(ij)} \right) \left( \left( \det \Omega \right) \Omega^{-1} \omega \right)_{(i)}. \]
Finally, the adjoint linear problem \( \text{(2.22)} \) satisfied by the transformation datum \( \omega^* \), and the transformation rule \( \text{(2.7)} \) of the \( \tau \)-function give the right hand side of equations \( \text{(2.16)} \).

Remark. In the formulation of Theorem \( \text{(2.6)} \) we assumed that the index \( i \) of the modified direction satisfies \( i < j < k \). When we modify other index we correspondingly modify also the sign of the right hand side, i.e.
\[ \tau_{(i)} \tau_{(jk)} - \tau_{(j)} \tau_{(ik)} + \tau_{(k)} \tau_{(ij)} = (\tau \omega^*)_{(jk)}(\tau \pi)_{(ij)}, \]
\[ \tau_{(i)} \tau_{(jk)} - \tau_{(j)} \tau_{(ik)} + \tau_{(k)} \tau_{(ij)} = -(\tau \omega^*)_{(ij)}(\tau \pi)_{(jk)}. \]
Define functions
\[ \sigma = \tau \pi, \quad \rho^* = \tau \omega^*, \]
then taking in equation \( \text{(2.19)} \) \( i = 1, \ j = 2 \) and \( k = 3 \), by Corollary \( \text{(2.1)} \) we obtain equations \( \text{(1.8)-(1.9)} \) of [20].

Remark. Needless to say, in any triple of non-modified variables we have the Hirota system \( \text{(1.7)} \).
3. The linear problem for the Hirota equation with self-consistent sources

In this Section we give the linear problem (and the adjoint linear problem) for the main part of the discrete KP equation with sources. We keep the notation \(i\) for the discrete modified flow, but we present its interpretation within the squared eigenfunction (binary Darboux transformation) symmetry only after we checked the postulated form of the linear problem.

**Proposition 3.1.** Equation (2.10) of the discrete KP system with sources is the compatibility condition of the following linear system (assuming \(i < j < k\)):

\[
\begin{align*}
\psi^*_i - \psi^*_j &= \psi^*_i \frac{\tau_{(ij)}}{\tau_{(i)} \tau_{(j)}} - \Omega[\psi^*, \omega^*]_{(j)\pi(i)}, \\
\psi^*_j - \psi^*_k &= \psi^*_j \frac{\tau_{(jk)}}{\tau_{(j)} \tau_{(k)}}, \\
\end{align*}
\]

with \(\Omega[\psi, \omega^*]\) given by the following system of compatible equations:

\[
\Delta_j \Omega[\psi, \omega^*] = \psi \otimes \omega^*_j \quad j \neq i.
\]

**Proof.** Substract from equation (3.1) its version with index \(j\) replaced by \(k\), and add equation (3.2). Then the left hand side vanishes, and the right hand side, after making use of the definition of \(\Omega[\psi, \omega^*]\) and equation (2.18) gives equation (2.10). \(\Box\)

**Corollary 3.2.** The adjoint linear problem reads

\[
\begin{align*}
\psi^*_j - \psi^*_i &= \psi^*_i \frac{\tau_{(ij)}}{\tau_{(i)} \tau_{(j)}} + \omega^*_j \Omega[\pi, \psi^*]_{(i)}, \\
\psi^*_k - \psi^*_j &= \psi^*_k \frac{\tau_{(jk)}}{\tau_{(j)} \tau_{(k)}}, \\
\end{align*}
\]

with \(\Omega[\pi, \psi^*]\) given by the following system of compatible equations:

\[
\Delta_j \Omega[\pi, \psi^*] = \pi \otimes \psi^*_j \quad j \neq i.
\]

**Proof.** Substract from equation (3.4) shifted in \(k\) its version with \(j\) and \(k\) exchanged, and add equation (3.5) shifted in \(i\). Then the left hand side vanishes, and the right hand side, after making use of the definition of \(\Omega[\pi, \psi^*]\) and equation (3.5) once again gives equation (2.10). \(\Box\)

**Remark.** In checking the compatibility conditions above we didn’t use equations (2.17). However, if we substract from equation (3.1) shifted in \(k\) its version with \(j\) and \(k\) exchanged, and add equation (3.2) shifted in \(i\), then we obtain equation (2.10) but using this time also equations (2.17).

Let us derive (3.1), the novel part of the linear system for equations (2.17) which is different from (2.1), starting from the binary Darboux transformation (2.10) of \(\psi\). After some calculation using formula (2.8) we obtain

\[
\tilde{\psi}^*_i - \psi^*_i = \psi^*_i \frac{\tau_{(ij)}}{\tau_{(i)} \tau_{(j)}} \left( \frac{\det \Omega[\omega, \omega^*]_{(j)}(i)}{\det \Omega[\omega, \omega^*]} \right)_{(i)} - \Omega[\psi^*, \omega^*]_{(j)\pi(i)},
\]

which after using transformation formula (2.17) and identification (2.15) is identical with equation (3.1).

To derive equation (3.4) starting from the binary Darboux transformation (2.11) of \(\psi^*\) is only slightly more involved. The transformation formula (2.11) leads directly to

\[
\begin{align*}
\psi^*_j - \psi^*_i &= \tilde{\psi}^*_i \frac{\tau_{(ij)}}{\tau_{(i)} \tau_{(j)}} + \omega^*_i \Omega[\omega, \omega^*]_{(i)}^{-1} \Omega[\psi^*, \omega^*]_{(i)}^{-1} + \omega^*_i \Omega[\omega, \omega^*]_{(i)}^{-1} \Omega[\omega, \omega^*]_{(i)}^{-1} \frac{\tau_{(ij)}}{\tau_{(i)} \tau_{(j)}}.
\end{align*}
\]

One can notice that

\[
\Delta_j \left( \Omega[\omega, \omega^*]^{-1} \Omega[\omega, \psi^*] \right) = \Omega[\omega, \omega^*]^{-1} \omega \otimes (\psi^* - \omega^* \Omega[\omega, \omega^*]^{-1} \Omega[\omega, \psi^*])_{(j)},
\]

which due to equation (2.13) allows for the interpretation

\[
\Omega[\omega, \omega^*]^{-1} \Omega[\omega, \psi^*] = \Omega[\tilde{\pi}, \tilde{\psi}^*] = \tilde{\Omega}[\pi, \psi^*].
\]
Then equation (3.8) can be transformed, using equation (2.8) and properties of $\omega^*$, into
\begin{equation}
\psi^*_j - \tilde{\psi}^*_i = \frac{\tau^*_{(ij)}}{\tau^*_{(i)} \tau^*_{(j)}} \left( \frac{\det \Omega[\omega, \omega^*]_{(j)}}{\det \Omega[\omega, \omega^*]_{(i)}} \right) \omega^*_{(j)} \Omega[\pi, \psi^*]_{(i)},
\end{equation}
which after using formula (2.14) and identification (2.15) is identical with equation (3.4).

4. THE DISCRETE KP EQUATION WITH SOURCES FROM THE STANDARD HIROTSA SYSTEM

It is known that in the system of Hirota equations (1.7) the number of independent variables can be arbitrarily large. Moreover, as in other fundamental discrete integrable systems, there is essentially no difference between a Darboux-type transformation and a step into an additional dimension in the parameter space. Such an observation for certain integrable systems like the discrete Darboux equations [10], and the lattice potential modified Korteweg–de Vries equation [45], is one of roots of the present-day approach to integrability of discrete systems as the so-called multidimensional consistency [1, 44]. In the theory, the fundamental possibility of extending the number of independent variables of a given nonlinear system by adding its copies in different directions restates the Bianchi superposition principle for Darboux transformations.

Having shown that the discrete KP equation with sources can be interpreted within the squared eigenfunction symmetry (binary Darboux transformation) approach, the idea of embedding the equation into the Hirota system in an appropriate large number of dimensions is very natural. However some details still have to be worked out.

Let us split independent variables in the system of Hirota equations (1.7) into two parts:

(1) the evolution variables with indices $i, j, k$, from 1 to $N$, and
(2) the transformation variables of the first type with indices $a$ from $N + 1$ to $N + K$, and of the second type with indices $b$ from $N + K + 1$ to $N + 2K$.

The order of parameters introduced above is a consequence of signs in the Hirota system (1.7) which is going to produce correct signs in the linear problems and other ingredients of the binary Darboux transformation. It is known from both algebraic [47] and geometric [11] considerations that the Darboux transformation corresponds to a forward shift in a discrete variable, while the adjoint Darboux transformation (which may be considered as an inverse of the Darboux transformation) corresponds to a backward shift. By the duality [44, 54] between the linear problems and the Hirota equation itself, which we already described in Corollary 2.1, one obtains the following result.

**Proposition 4.1.** Define a row-vector $\omega^*$ and a column-vector $\omega$ with $K$ components
\begin{equation}
\omega_p^* = \frac{\tau(-a_p)}{\tau}, \quad \omega^q = \frac{\tau(b_q)}{\tau}, \quad \text{where} \quad 1 \leq p, q \leq K, \quad p = a_p - N, \quad q = b_q - N - K.
\end{equation}

Then

(1) the Hirota system for two evolution variables and one transformation variable takes the form of the linear system (2.1) satisfied by $\omega$, and its adjoint (2.2) satisfied by $\omega^*$;

(2) the Hirota system for one evolution variable and two transformation variables of different types compared with equation (2.6) allows for identification of the transformation potential matrix elements as follows:
\begin{equation}
\Omega^q_p = \Omega[\omega^q, \omega^*_p] = \frac{\tau(-a_p, b_q)}{\tau}.
\end{equation}

The Hirota system in transformation variables gives rise to the Bianchi permutability principle for various Darboux transformations. For our needs it is enough to study the additional variable interpretation of superpositions of binary Darboux transformations. Before doing that let us recall a four variable Plücker form [54] of the Hirota equation
\begin{equation}
\tau_{(ij)} \tau_{(kl)} - \tau_{(ik)} \tau_{(jl)} + \tau_{(il)} \tau_{(jk)} = 0, \quad 1 \leq i < j < k < l,
\end{equation}
which can be obtained directly from three copies of equation (1.7) for triplets $(i, j, k)$, $(i, j, l)$ and $(i, k, l)$.

**Remark.** Equation (4.3) was an important step in deriving [13] the discrete Darboux equations [4, 14] from the Hirota system.
The procedure to provide a dictionary between the binary Darboux transformation formulas (2.7), (2.10), (2.11) and the Hirota equation in the transformation variables will involve standard calculations using the bordered determinants technique, as in (2.12). To match with the known equations let us combine the transformation variables into pairs \((a_p, b_p)\), \(p = 1, \ldots, K\), and then fix the order within each group

\[ a_K < a_{K-1} < \cdots < a_1, \quad b_1 < b_2 < \cdots < b_K, \]

which we will follow in making use of equation (4.3). To make the notation shorter, instead of \(\tau_{(a_p, b_p)}\) we write \(\tau_{[\alpha]}\) (this notation extends also to other functions of the discrete variables). Moreover, we write \(\tau_{(\alpha)}\) instead of \(\tau_{(1, 2, \ldots, K)}\).

Let us uncover the meaning of the solution \(\pi\). The solution \(\tau\) of the Hirota system (1.7) translated in \(K\)th order "binary" shift can be expressed in terms of its mixed first order binary shifts \(\tau_{(a_p, b_q)}\) in a form (2.7) of the \(K\)th order binary transformation

\[ \tau_{(\alpha)} = \tau \det(\Omega[\omega^q, \omega^*]), \quad p, q = 1, \ldots, K, \]

with the transformation potentials given by (4.1) and (4.2).

**Proof.** The case \(K = 1\) is just the definition (4.2) of the matrix element \(\Omega_1 = \Omega[\omega^1, \omega^*]\). To validate the induction step we apply the column elimination technique starting from the right lower-corner element \(\Omega_{K}^{p}\)

\[
\det \Omega = \Omega_{K}^{p} \left[ \Omega_{p}^{q} - \Omega_{K}^{q} (\Omega_{K}^{p})^{-1} \Omega_{p}^{K} \right] = \frac{1}{\tau} \left( \tau \left( \Omega_{p}^{q} \right) \right)_{[K]}, \quad p, q = 1, \ldots, K - 1,
\]

where we used the four variable Hirota equation (4.3) for indices \(i = a_K, j = a_p, k = b_q, l = b_K\) written in the form

\[ \Omega_{p[K]}^q = \Omega_{p[K]}^q - \Omega_{K}^p (\Omega_{K}^p)^{-1} \Omega_{p[K]}^K, \quad p, q = 1, \ldots, K - 1. \]

To present the discrete KP equation with self-consistent sources in the additional variable approach let us uncover the meaning of the solution \(\pi\) of the linear problem defined by equation (2.13).

**Proposition 4.3.** Let the \(K\)-vector \(\omega\) and the \(K \times K\) matrix \(\Omega[\omega, \omega^*]\) be given as in (4.1) and (4.2). Then the components \(\pi^r, r = 1, \ldots, K\) of solution \(\pi\) of the equation

\[ \pi_{(\alpha)} = \Omega[\omega, \omega^*] \omega \]

read

\[ \pi^r = (-1)^{K-r} \frac{\tau(a_r)}{\tau}, \quad r = 1, \ldots, K. \]

**Proof.** By Cramer’s formula

\[ \pi_{(\alpha)} = \frac{\det \Omega_r}{\det \Omega}, \]

where the matrix \(\Omega_r\) is obtained from \(\Omega = \Omega[\omega, \omega^*]\) by replacing its \(r\)-th column by \(\omega\). When \(r > 1\), to find \(\det \Omega_r\) we extract the left upper-corner \(\Omega_1^r\) and we eliminate other elements of the first row to obtain the determinant of the \((K-1) \times (K-1)\) matrix with the \((r-1)\)th column consisting of

\[ \omega^q_{[1]} = \omega^q - \Omega_1^r (\Omega_1^r)^{-1} \omega^1, \quad q = 2, \ldots, K, \]

and other elements of the form

\[ \Omega_{p[1]}^q = \Omega_{p}^q - \Omega_1^q (\Omega_1^p)^{-1} \Omega_{p}^p, \quad p, q = 2, \ldots, K, \quad p \neq r. \]

Both equations (4.8) and (4.9) are consequences of the three and four term Hirota equations (1.7) and (4.3), respectively, written in appropriate variables.

Application of such left upper-corner row-reduction procedure \(r - 1\) times gives

\[
\det \Omega_r = \frac{\tau(a_r)}{\tau} \det \left( \begin{array}{cccc}
\omega^r & \Omega_r^{r+1} & \cdots & \Omega_r^K \\
\vdots & \vdots & \ddots & \vdots \\
\omega^K & \Omega_r^{K+1} & \cdots & \Omega_r^K \\
\end{array} \right)_{[r-1]}
\]
We then eliminate elements of the last column starting from the right lower-corner element $\Omega^K_K$ to get
\[
\det \begin{pmatrix}
\omega^r & \Omega^r_{r+1} & \cdots & \Omega^r_K \\
\vdots & \vdots & \ddots & \vdots \\
\omega^K & \Omega^K_{r+1} & \cdots & \Omega^K_K
\end{pmatrix}
= \Omega^K_K \det \begin{pmatrix}
-\omega^r & \Omega^r_{r+1} & \cdots & \Omega^r_{K-1} \\
\vdots & \vdots & \ddots & \vdots \\
-\omega^{K-1} & \Omega^K_{r+1} & \cdots & \Omega^K_{K-1}
\end{pmatrix},
\]
where we used the following consequences of the Hirota equations (1.7) and (4.3)
\begin{align*}
\omega^q_{[K]} &= -\omega^q + \Omega^K_K (\Omega^K_K)^{-1} \omega^K, \quad q = r, \ldots, K - 1, \\
\Omega^q_{p[K]} &= \Omega^q_p - \Omega^K_K (\Omega^K_K)^{-1} \Omega^K_p, \quad p = r + 1, \ldots, K - 1, \quad q = r, \ldots, K - 1.
\end{align*}
We apply $(K - r)$ times such left lower-corner column-reduction procedure, and we make use of equation (4.4) and of the natural identity
\[
\omega^r = \Omega^r_r \left( \frac{\tau(a_r \tau)}{\tau} \right),
\]
to conclude the proof.

Remark. The analogs of equations (4.8) and (4.10) for the solutions $\omega^*$ of the adjoint linear problem in their additional variables interpretation (4.1) can be also obtained from the Hirota system (1.7) and read
\begin{align*}
\omega^*_{p[1]} &= \omega^* - \omega^1_1 (\Omega^1)^{-1} \omega^1_1, \quad p = 2, \ldots, K, \\
\omega^*_{p[K]} &= -\omega^* + \omega^K_1 (\Omega^K_K)^{-1} \omega^K_1, \quad p = 1, \ldots, K - 1.
\end{align*}
By putting the above ingredients together we obtain the final result.

**Proposition 4.4.** Consider the Hirota system in $2K + N$ dimensions and define composite flow $\hat{\mathbf{i}}$ modifying the $i$th discrete flow, $1 \leq i \leq N$, by the binary shift $[K]$. Then, depending on the order of indices $i, j, k$ from 1 to $N$ we have the discrete KP system with sources as in Theorem 2.7 (or in the subsequent Remark), where $\omega^*$ and $\pi$ are given in equations (4.1) and (4.7).

Finally, we provide the additional variables interpretation of the remaining part of the binary Darboux transformation formulas in the part related to transformations of the wave function $\psi$ and the adjoint wave function $\psi^*$. The proofs consist of direct verification.

**Proposition 4.5.** The functions
\begin{align*}
\Omega_p &= \Omega[\psi, \omega^*_p] = \psi(-a_p) \frac{\tau(a_p) \tau}{\tau}, \\
\Omega^q &= \Omega[\omega^q, \psi^*] = -\psi^*(b_q) \frac{\tau(b_q) \tau}{\tau}
\end{align*}
are indeed the potentials in the sense of equations (2.3), and the evolution of the wave function and its adjoint in the binary Darboux transformation direction reads
\begin{align*}
\psi_{(-a_p, b_q)} &= \psi - \Omega[\psi, \omega^*_p](\Omega^q)^{-1} \omega^q, \\
\psi^*_{(-a_p, b_q)} &= \psi^* - \Omega[\omega^q, \psi^*](\Omega^q)^{-1} \omega^*_p.
\end{align*}
We have therefore constructed basic ingredients of the interpretation of binary transformation of the $\tau$-function and of the wave function $\psi$ and its adjoint $\psi^*$ which are:

1. elements $\omega^q$ and $\omega^*_p$ of the transformation data $\omega = (\omega^q)_{q=1, \ldots, K}$ and $\omega^* = (\omega^*_p)_{p=1, \ldots, K}$ in terms of the elementary shifts and the backward elementary shifts of the $\tau$-function (4.1);
2. elements $\Omega^q_p$ of the matrix potential $\Omega[\omega, \omega^*] = (\Omega[\omega^q, \omega^*_p])_{p,q=1, \ldots, K}$ in terms of the mixed binary shifts of the $\tau$-function (4.2);
3. elements $\Omega_p$ of the matrix potential $\Omega[\psi, \omega^*] = (\Omega[\psi, \omega^*_p])_{p=1, \ldots, K}$ in terms of the elementary backward shifts of the wave function $\psi$ and of the $\tau$-function;
4. elements $\Omega^q$ of the matrix potential $\Omega[\omega, \psi^*] = (\Omega[\omega^q, \psi^*])_{q=1, \ldots, K}$ in terms of the elementary forward shifts of the wave function $\psi$ and of the $\tau$-function.
By reductions of the corresponding determinants and using formulas (4.14)–(4.15) we have the following result, which in conjunction with Section 3 provides the additional variables interpretation of the linear problem for the discrete KP equation with sources.

**Proposition 4.6.** The $K$th order binary shifts of the wave function $\psi$ and of the adjoint wave function $\psi^*$ can be written as follows:

\[
\psi^{[K]} = \psi - \Omega[\psi, \omega^*] \Omega[\omega, \omega^*]^{-1} \omega = \begin{vmatrix} \Omega[\omega, \omega^*] & \omega \\ \Omega[\psi, \omega^*] & \psi \end{vmatrix} \cdot \Omega[\omega, \omega^*]^{-1},
\]

\[
\psi^*[K] = \psi^* - \omega^* \Omega[\omega, \omega^*]^{-1} \Omega[\omega, \psi^*] = \begin{vmatrix} \Omega[\omega, \omega^*] & \Omega[\omega, \psi^*] \\ \omega^* & \psi^* \end{vmatrix} \cdot \Omega[\omega, \omega^*]^{-1},
\]

which agrees with the transformation formulas (2.10)–(2.11) provided we interpret the Darboux transformations as shifts in the additional transformation variables.

**Proof.** We will show only the $K$th order binary shift formula for the wave function $\psi$ leaving to the reader analogous proof for $\psi^*$. The case $K = 1$ has been shown already in (4.14). To validate the induction step we first notice the following consequence of the linear problem (2.1):

\[
\Omega[p[K]] = -\Omega_p + \Omega_K (\Omega_K^K)^{-1} \Omega_{pK}, \quad p = 1, \ldots, K - 1.
\]

Then we calculate the determinant in the numerator by the column reduction with respect to the element $\Omega_{pK}$, that is

\[
\begin{vmatrix} \Omega^p_q & \Omega^p_K \\ \Omega^K_p & \Omega^K_K \\ \Omega_K & \psi \end{vmatrix} = \Omega^K_p \begin{vmatrix} \Omega^q_p & \omega^q \\ \Omega^K_K & \psi \end{vmatrix}^{[K]}, \quad p, q = 1, \ldots, K - 1,
\]

using also equations (4.10), (4.11), (4.16) and (4.18). \qed

5. Conclusion and remarks

In the paper we presented the discrete KP equation with self-consistent sources [20] as coming from the (sourceless) discrete KP system of Hirota in multidimensions by suitable cut-off of a subspace in the full discrete variables space. Our approach provides also the corresponding linear problem and its adjoint. An important step in the derivation was the squared-eigenfunction approach to the equation with sources, which we also interpreted in the spirit of the binary Darboux transformations.

Our result can be considered as a step towards the following research problems:

1. Find the self-consistent source extensions by the squared-eigenfunction approach of other distinguished three dimensional integrable discrete equations and corresponding lattice maps (discrete Darboux equations and the quadrilateral lattice maps [4] [14], discrete BKP equation [42], discrete CKP equation [25], quadratic reductions of quadrilateral lattices [8]) using known binary Darboux transformations for these systems;

2. Find the self-consistent source extensions of distinguished reductions of the Hirota system like the discrete (modified) Korteweg–de Vries equation [45] or other discrete Gel’fand–Dikii type equations [46];

3. Using the known connection (on the continuous level) of the squared eigenfunction symmetry and the so called restricted flows of integrable hierarchies [2] [60] [51] [52] find discrete analogs of the restricted flow equations;

4. Use known algebro-geometric or analytic techniques of getting solutions to the Hirota system and its distinguished reductions find corresponding solutions of their extensions with sources;

5. Find non-commutative analogs of integrable discrete equations from their known sourceless versions [48] [9] [12].

We would like to stress that the relation between discrete KP equation with sources and the standard system of Hirota’s discrete KP equations becomes elementary and visible on the level of discrete systems only. The present-day interest in integrable discrete systems is a reflection of the fact that in the course of a continuous limiting procedure which often “brings artificial complications” [59], various symmetries and relations between different discrete systems are lost or hidden. Our paper gives a new example supporting this claim, and shows once again the prominent role of Hirota’s discrete KP equation in integrable systems theory.
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