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Abstract

Generalization of the Lorden’s inequality is an excellent tool for obtaining strong upper bounds for the convergence rate for various complicated stochastic models. This paper demonstrates a method for obtaining such bounds for some generalization of the Markov modulated Poisson process (MMPP). The proposed method can be applied in the reliability and queuing theory.
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1 Introduction

As well-known, a Markov modulated Poisson Process (MMPP) is a Poisson process whose rate varies according to some Markov process. There is some Markov process $X_t$, and the behaviour of the other process $Y_t$ at the time $t$ depends on the state of $X_t$ at this time. Because Poisson process are considered, the processes $X_t$ and $Y_t$ are Markov chains in continuous time, obviously.

Thus, the “rate” or intensity and transition function of the process $Y_t$ depends on the state of $X_t$. The paired process $(X_t, Y_t)$ is Markov, and it has the constant intensities between the changes of the state of $(X_t, Y_t)$. This is a multi-dimensional Markov chain in continuous time.

Obviously, the processes $X_t$ and $Y_t$ are one-dimensional, but they may be multi-dimensional.

The behavior of a large class of queueing systems, reliability systems, networks may be described in terms of MMPP under the assumption about exponential distribution of all random variables (r.v.’s).

Here, the generalization of MMPP is given; we suppose that random variables in the model can have arbitrary distributions. Moreover, we suppose, that the
processes $X_t$ and $Y_t$ can be multi-dimensional, and the intensities of everyone components of the paired process $(X_t, Y_t)$ can be depended on everyone. Such a process describes a wide class of models of queueing systems, reliability systems, and networks.

So, we consider the process $X_t = (X_t^{(1)}, X_t^{(2)}, X_t^{(3)}, \ldots X_t^{(n)})$, where the processes $X_t^{(i)}$ are one-dimensional Markov chains in continuous time. For simplicity, we suppose that all these Markov chains in continuous time have only one state of embedded Markov chain (i.e. some renewal processes). In other words, the processes are flows of events (not Poisson!).

In general, this multidimensional process is non-regenerative.

It is well known that in a queuing theory and related disciplines it is very important to establish the ergodicity of the systems, as well as their stationary distribution. Also it is important to know what is the rate of convergence of the distribution of the system to the limit distribution. This is important because when we use some systems in practice, we need to know when the stationary distribution can be used in calculations and for estimations instead of the time-varying distribution of the system.

Our aim is to prove the ergodicity of the process $X_t$ under some assumptions about the distributions of random times between the events of all processes $X_t^{(i)}$.

2 Some preliminary considerations

Definition 1 (Regenerative Process). A random process is called regenerative if there exists an increasing sequence $\{t_i\}_{i=0,1,2,\ldots}$, such, that the random elements

$$\Theta_i \overset{\text{def}}{=} \{X_t, t \in [t_{i-1}; t_i]\}$$

are i.i.d. $\forall i = 1, 2, \ldots$.

Times $t_i$ are named regeneration times.

Denote $\tau_i \overset{\text{def}}{=} t_{i+1} - t_i$, and let $\mathcal{P}_t$ be a distribution of regenerative process at the time $t$.

It is well-known that:

1. If $E \tau_i < C < \infty$, then the regenerative process is ergodic, i.e. there exists the probability distribution $\mathcal{P}$, such that $\mathcal{P}_t \Rightarrow \mathcal{P}$.

2. If $E (\tau_i)^k < \infty$, then $\exists K(\mathcal{P}_0)$:

$$\|\mathcal{P}_t - \mathcal{P}\|_{TV} \leq \frac{K((k-1), \mathcal{P}_0)}{t^{k-1}},$$

(1)

3. If $E \exp(\alpha \tau_i) < \infty$, then $\forall \beta < \alpha \exists K(\mathcal{P}_0, \beta)$:

$$\|\mathcal{P}_t - \mathcal{P}\|_{TV} \leq K(\mathcal{P}_0, \beta) \exp (-\beta t).$$

These results are the classic results, but they make it impossible to estimate the value $K$ – see, e.g., [2] [19] [7] [1] et all.
The convergence rate can be estimated explicitly in a fairly limited number of cases.

These are situations when, for example, in the QS the incoming flow is Poisson, and the service times are distributed exponentially. The same approach is applied to the study of reliability for systems consisting of restorable elements: the rate of convergence of the distribution of such a reliability system can be estimated when the work and repair times are exponential (see, e.g., [6]). It is always assumed that all switching (transitions between operating and repair modes) occur instantly.

The goal of the present paper is to estimate the convergence rate of the QS distribution, consisting of dependent servers, and the connection of which may be delayed.

Previously, such systems were studied using the special Lyapunov function – see, e.g., [16, 17].

Note, that the regenerative process have an embedded renewal process, and the bounds of the convergence rate of this renewal process in total variation metrics are also the bounds of the convergence rate of studied regenerative process. This fact is the basis for obtaining strong upper bounds for the convergence rate of regenerative processes. Also, this general method for obtaining an upper bounds for the constant $K$ was invented in [14]. However, special methods are desirable for specific QS.

All known upper bounds for the constants for the convergence rate are based on the coupling method, invented in [4].

### 2.1 Some information about the coupling method

Consider two independent Markov processes with different initial states $X_0$ and $\hat{X}_0$ and with the same transition function. Denote these processes by $X_t$ and $\hat{X}_t$, correspondingly. Suppose we can find the time $\tau$ where they are coincided. The time $\tau$ is called coupling epoch and it depends on $X_0$ and $\hat{X}_0$. After the time $\tau(X_0, \hat{X}_0)$, the distributions of the processes $X_0$ and $\hat{X}_0$ are coincided by Markov property. Thus, for all $t \geq \tau(X_0, \hat{X}_0)$, and for all set $\mathcal{A} \in \sigma(\mathcal{F})$, $P\{X_t \in \mathcal{A}\} = P\{\hat{X}_t \in \mathcal{A}\}$. It implies the basic coupling inequality:

$$|P\{X_t \in \mathcal{A}\} - P\{\hat{X}_t \in \mathcal{A}\}| = |P\{X_t \in \mathcal{A} \& \tau > t\} - P\{\hat{X}_t \in \mathcal{A} \& \tau > t\} +$$

$$+ |P\{X_t \in \mathcal{A} \& \tau \leq t\} - P\{\hat{X}_t \in \mathcal{A} \& \tau \leq t\}| =$$

$$= |P\{X_t \in \mathcal{A} \& \tau > t\} - P\{\hat{X}_t \in \mathcal{A} \& \tau > t\}| \leq P\{\tau > t\}.$$

Then, if it is possible to find the increasing positive function $\varphi(\tau)$ such that $E \varphi(\tau(X_0, \hat{X}_0)) < \infty$, then by Markov inequality,

$$P\{\tau(X_0, \hat{X}_0) \geq t\} = P\{\varphi(\tau(X_0, \hat{X}_0)) \geq \varphi(t)\} \leq \frac{E \varphi(\tau(X_0, \hat{X}_0))}{\varphi(t)}.$$
From the last inequality the bounds for convergence of the distribution $P$ can be obtained. Let’s explain it.

If the process $\tilde{X}$ starts from the stationary distribution $\mathcal{P}$ of $X_t$, i.e. at any time, the distribution of $\tilde{X}_t$ is the same as the one of $\tilde{X}_0$, then

$$|P\{X_t \in \mathcal{A}\} - \mathcal{P}(A)| \leq \frac{\int \varphi(\tau(X_0, \tilde{X}_0)) \mathcal{P}(d\tilde{X}_0)}{\varphi(t)},$$

where $\mathcal{X}$ is the state space of $X_t$.

This schema can be used for discrete Markov chain and for Markov chain in continuous time. But for the process $X_t$ in continuous time, the “direct” coupling method is impossible, because for different values $X_0 \neq \tilde{X}_0$, $P\{\tau(X_0, \tilde{X}_0) \leq \infty\} = 0$. Thus, the modification of coupling method, or successful coupling will be used.

### 2.2 Successful coupling (see [8]).

Let $X_t$ and $\tilde{X}_t$ be two independent Markov processes with the same transition function, but with different initial states at time $t = 0$.

Suppose that (dependent) processes $Y_t$ and $\tilde{Y}_t$ are constructed on some probability space, in such a way that:

1. $Y_t \overset{D}{=} X_t$ and $\tilde{Y}_t \overset{D}{=} \tilde{X}_t$ for all non-random $t$;

2. $P\{\tau(X_0, \tilde{X}_0) \leq \infty\} = 1$, where $\tau(X_0, \tilde{X}_0) = \tau(Y_0, \tilde{Y}_0) = \inf\{t > 0 : Y_t = \tilde{Y}_t\}$.

This pair of processes $Y_t$ and $\tilde{Y}_t$ is called successful coupling for the processes $X_t$ and $\tilde{X}_t$, and $\tau(X_0, \tilde{X}_0)$ is called coupling epoch.

For successful coupling, the basic coupling inequality can be applied as:

$$|P\{X_t \in \mathcal{A}\} - P\{\tilde{X}_t \in \mathcal{A}\}| = |P\{Y_t \in \mathcal{A}\} - P\{\tilde{Y}_t \in \mathcal{A}\}| =$$

$$= |P\{Y_t \in \mathcal{A} \& \tau > t\} - P\{\tilde{Y}_t \in \mathcal{A} \& \tau > t\}| +$$

$$+|P\{Y_t \in \mathcal{A} \& \tau \leq t\} - P\{\tilde{Y}_t \in \mathcal{A} \& \tau \leq t\}| =$$

$$= |P\{Y_t \in \mathcal{A} \& \tau > t\} - P\{\tilde{Y}_t \in \mathcal{A} \& \tau > t\}| \leq P\{\tau > t\}$$

for any set $\mathcal{A} \in \sigma(\mathcal{X})$. Here, identical distribution of pairs $Y_t \overset{D}{=} X_t$ and $\tilde{Y}_t \overset{D}{=} \tilde{X}_t$ means that only marginal distributions coincide in any time, but not finite-dimensional distributions of these processes.

Now, our goal is a construction of the successful coupling and an estimation of polynomial moments of a random variable $\tau(X_0, \tilde{X}_0)$. For this construction the Basic Coupling Lemma is needed.
2.3 Basic Coupling Lemma (see, e.g., [18, 20, 22]).

Here the simplest formulation of the Basic Coupling Lemma is given.

**Lemma 1.** If the random variable \( \vartheta_1 \) and \( \vartheta_2 \) have c.d.f. \( \Phi_1(s) \) and \( \Phi_2(s) \) correspondingly, and their common part \( \kappa \) is given by \( \kappa \equiv \int_{\mathbb{R}} \min\{\phi_1(s), \phi_2(s)\} \, ds > 0 \), then the random variables \( \hat{\vartheta}_1 \) and \( \hat{\vartheta}_2 \) can be constructed (on some probability space) such that

1. \( \hat{\vartheta}_1 \equiv \vartheta_1, \hat{\vartheta}_2 \equiv \vartheta_2; \)
2. \( P\{\hat{\vartheta}_1 = \hat{\vartheta}_2\} = \kappa. \)

The statement of Lemma 1 has been extended to any finite number of random variables.

**Lemma 2.** Let \( \vartheta_1, \vartheta_2, \ldots, \vartheta_n \) be the random variable with probability densities \( \phi_1(s), \phi_2(s), \ldots, \phi_n(s) \) correspondingly, and \( \kappa \equiv \int_{\mathbb{R}} \min_{i = 1, \ldots, n} \{\phi_i(s)\} \, ds > 0 \). Then on some probabilistic space it is possible to construct the random variables \( \hat{\vartheta}_1(s), \hat{\vartheta}_2(s), \ldots, \hat{\vartheta}_n(s) \) such that

1. \( \hat{\vartheta}_i \equiv \vartheta_i, i = 1, 2, \ldots, n; \)
2. \( P\{\hat{\vartheta}_1 = \hat{\vartheta}_2 = \ldots = \hat{\vartheta}_n\} = \kappa. \)

**Proof.** Let \( \kappa < 1 \) (the proof for the case \( \kappa = 1 \) is very simple). Consider a probability space \( (\Omega, \sigma(\Omega), P) \), where \( \Omega = [0; 1)^{n+1} = [0; 1)_1 \times [0; 1)_2 \times \cdots \times [0; 1)_n \), \( \sigma(\Omega) \) is its Borel \( \sigma \)-algebra, and \( P \) is Lebesgue measure on \( \Omega \).

Let \( \mathcal{Z}_i \) be the random variable with continuous uniform distribution on \( [0; 1)_i \), \( i = 1, \ldots, (n + 1) \).

Let \( \varphi(s) \equiv \min_{i = 1, \ldots, n} \varphi_i(s) \), and

\[
\Psi(s) \equiv \frac{1}{\kappa} \int_{-\infty}^{s} \varphi(u) \, du, \quad \Psi_i(s) \equiv \frac{1}{1 - \kappa} \int_{-\infty}^{s} (\varphi_i(u) - \varphi(u)) \, du.
\]

\( \Psi \) and \( \Psi_i \) are the distribution functions.

Put \( \hat{\mathcal{Z}}_i \equiv \Psi^{-1}_i(\mathcal{Z}_i) \times 1(\mathcal{Z}_{n+1} > \kappa) + \Psi^{-1}_i(\mathcal{Z}_i) \times 1(\mathcal{Z}_{n+1} \leq \kappa), i = 1, \ldots, n \). It is easy to see that the random variables \( \hat{\mathcal{Z}}_i \) satisfy the conditions 1 and 2 of Lemma 2. □

The Lorden’s inequality has been used in [13, 14, 15] for coupling method application to find upper bounds of convergence rate for regenerative processes.

Now, we need to use some generalization of the Lorden’s inequality.
Consider the renewal process

\[ N_t \overset{\text{def}}{=} \sum_{i=1}^{\infty} 1 \left\{ \sum_{k=1}^{i} \xi_k \leq t \right\}, \]

where \( \{\xi_1, \xi_2, \ldots\} \) is the of i.i.d. positive random variables. \( N_t \) is a counting process that changes its value at the times \( t_k = S_k \overset{\text{def}}{=} \sum_{j=1}^{k} \xi_j \). The times \( t_k \) are the renewal times.

\[ \xi_1 \overset{\text{D}}{=} \xi_1 \quad \xi_2 \overset{\text{D}}{=} \xi_1 \quad \xi_3 \overset{\text{D}}{=} \xi_1 \quad \xi_4 \overset{\text{D}}{=} \xi_1 \]

Figure 1: \( B_t \) is a backward renewal time, and \( W_t \) is a forward renewal time at the fixed time \( t \); \( B_t = t - \sum_{i} \xi_i \).

In Fig.1 we see the backward renewal time (or overshoot) \( B_t \), and the forward renewal time (or undershot) \( W_t \) at the fixed time \( t \) (See Fig.1):

\[ B_t \overset{\text{def}}{=} t - S_{N_t}; \quad W_t \overset{\text{def}}{=} S_{N_t+1} - t. \]

**Theorem 1** (Lorden, G. (1970) [10]; see, e.g. [3]). Lorden’s inequality states that the expectation of this overshoot is bounded as

\[ \mathbb{E} B_t \leq \frac{\mathbb{E} \xi_1^2}{\mathbb{E} \xi_1}. \]

This inequality is the tool for upper bounds for convergence rate in total variation metrics.

However, we need to use some generalization of the Lorden’s inequality.

### 3.1 Generalized Lorden’s inequality

**Definition 2** (Quasi-renewal process). Consider the counting process

\[ N_t \overset{\text{def}}{=} \sum_{i=1}^{\infty} 1 \left\{ \sum_{k=1}^{i} \xi_k \leq t \right\}, \]

where \( \{\xi_1, \xi_2, \ldots\} \) are positive random variables is named quasi regenerative if the r.v.’s \( \xi_i \) are not i.i.d.

As for a classic renewal process, \( N_t \) is a counting process that changes its value at the times \( t_k = S_k \overset{\text{def}}{=} \sum_{j=1}^{k} \xi_j \). The times \( t_k \) are the renewal times.

The generalized Lorden’s inequality estimates the expectation of the backward renewal time of quasi-renewal process – in some condition, naturally.
3.2 Some preliminary considerations about generalized intensities.

The random variables can be defined by distribution function, by its density, and by its intensity. Obviously, the intensity is a means for study the absolutely continuous distributions, and for d.f. \( F(x) \) the intensity is equal \( \lambda(x) = \frac{F'(x)}{1 - F(x)} \).

This formula is correct:

\[
F(x) = 1 - \exp \left( \int_0^x -\lambda(s) \, ds \right).
\]

(3)

But we are interested in mixed random variables, i.e. their distribution functions can have jumps.

If \( F(a - 0) \neq F(a + 0) \), the we put \( \lambda(a) \overset{\text{def}}{=} -\ln \left( F(a + 0) - F(a - 0) \right) \delta(0) \), where \( \delta(\cdot) \) is a “classic” \( \delta \)-function. So, we put

\[
f(s) = \begin{cases} 
F'(s), & \text{if } \exists F'(s); \\
0, & \text{otherwise.}
\end{cases}
\]

Finally, (generalized) intensity is

\[
\lambda(s) \overset{\text{def}}{=} \frac{f(s)}{1 - F(s)} - \sum_i \delta(s - a_i) \ln \left( F(a_i + 0) - F(a_i - 0) \right),
\]

where \( \{a_i\} \) is a set of the discontinuous points of d.f. \( F(s) \).

It is easy to see, that the formula (3) remains true for generalized intensity.

Let \( Int_\xi(s) \) be an intensity of r.v. \( \xi \).

We skip very easy proof of the next Lemma 3.

Lemma 3. \( Int_{\min{\xi, \eta}} = Int_\xi + Int_\eta \). □

3.3 Notations and assumptions.

Consider the sequence \( \{\xi_1, \xi_2, \ldots\} \) of random variables.

Assumptions

1. \( \xi_j = \min\{\xi_j; \eta_j\} \), were \( \{\xi_j\} \) are i.i.d. r.v.’s defined by (generalized) intensities \( \varphi_i(s) \equiv \varphi(s) \), and \( \zeta_i \perp \eta_j \) for all \( i, j \); \( \eta_j \) are defined by (generalized) intensities \( \mu_j(s) \);  

2. There exists some (generalized) measurable function \( Q(s) \) such that for all \( s \geq 0 \), \( \varphi(s) + \mu_j(s) = \lambda_i(s) \leq Q(s) \);
3. \( \int_0^\infty \varphi(s) \, ds = \infty \), and \( \int_0^\infty \left( x^{k-1} \exp \left( - \int_0^x \varphi(s) \, ds \right) \right) \, dx < \infty \) for some \( k \geq 2 \).

4. \( Q(s) \) is bounded in some neighborhood of zero;

5. \( \varphi(s) > 0 \) a.s. for \( s > T \geq 0 \).

**Definition 3.** If conditions 1–4 are satisfied, then the counting process

\[ N_t \overset{\text{def}}{=} \sum_{i=1}^{\infty} 1 \left\{ \sum_{k=1}^i \xi_k \leq t \right\} \tag{4} \]

is named generalized renewal process.

For this quasi-renewal process the r.v.'s \( B_t \overset{\text{def}}{=} t - S_{N_t} \) and \( W_t \overset{\text{def}}{=} S_{N_t+1} - t \) are backward renewal time and forward renewal time accordingly.

**Remark 1.** The r.v. \( W_t \) also can be represented as \( W_t = \min\{\zeta(B_t), \eta(B_t)\} \), where \( \zeta(B_t) \) has the distribution function

\[ P\{\zeta(B_t) \leq s\} = \frac{P\{\zeta_{N_t+1} - B_t \leq s\}}{1 - P\{\zeta_{N_t+1} > B_t\}} \]

and \( \eta(B_t) \) has the distribution function

\[ P\{\eta(B_t) \leq s\} = \frac{P\{\eta_{N_t+1} - B_t \leq s\}}{1 - P\{\eta_{N_t+1} > B_t\}}. \]

**Remark 2.** The assumption 1 holds: the r.v.'s \( \xi_i \) and \( \xi_j \) are dependent, and this dependency is “weak” dependency in some sense.

Also the intensity of renewal time of considered quasi-renewal process is a sum of two independent processes: one of them is a classic renewal process (with renewal times \( \zeta_i \)) and quasi-renewal process with (dependent) renewal times \( \eta_i \).

Such a process describes some process that has some minimal intensity and additional increase in intensity due to the influence of some external factors.

**Remark 3.** The assumptions 3 and 4 hold: \( E\xi_i > 0 \), \( \text{Var}\xi_i^2 > 0 \).

**Remark 4.** The assumptions 1 and 2 hold:

\[ F_i(t) = P\{\xi_i \leq t\} = 1 - \exp \left( \int_0^t -\lambda_i(s) \, ds \right) \geq 1 - \exp \left( \int_0^t -Q(s) \, ds \right) \]

\( \Rightarrow \exists E\xi_i^2 < \infty. \)

**Remark 5.** The assumption 5 reports that the renewal process under study is a delay renewal process, and a delay time does not exceed \( T \).
Theorem 2 (Generalized Lorden’s inequality – see [9]). If the conditions 1–4 are satisfied, then for the process (3) the inequality

$$
\mathbf{E} B_t \leq \mathbf{E} \zeta + \frac{\mathbf{E} \zeta^2}{2\mathbf{E} \zeta} = \Xi(= \Xi(1)),
$$

is true, where $\mathbf{E} \zeta = \int_0^\infty x \, d\Phi(x)$; $\mathbf{E} \xi = \int_0^\infty x \, dG(x)$, and

$$
G(x) = 1 - \exp \left(-\int_0^x Q(t) \, dt\right), \quad \text{and} \quad \Phi(x) = 1 - \exp \left(-\int_0^x \phi(t) \, dt\right).
$$

Remark 6. In the proof of this Theorem, there is an intermediate result:
If $\mathbf{E} \zeta^k < \infty$, then for $N \in (0; k - 1)$,

$$
\mathbf{E} (B_t)^N \leq \mathbf{E} \zeta^N + \frac{\mathbf{E} \zeta^{N+1}}{(N+1)\mathbf{E} \zeta} \overset{\text{def}}{=} \Xi(N).
$$

4 Considered generalized Markov-modulated Poisson process

Consider the process $X_t \overset{\text{def}}{=} (X_t^{(1)}, X_t^{(2)}, X_t^{(3)}, \ldots X_t^{(m)})$, where the processes $X_t^{(i)}$, $i = 1, 2, \ldots m$ are generalized renewal processes $X_t^{(i)}$, $i = 1, 2, \ldots m$.

For these processes, the backward renewal times $B_t^{(i)}$ and forward renewal times $W_t^{(i)}$ are for processes $X_t^{(i)}$ accordingly defined in the Remark.[4]

At the time $t$, the state of the process $X_t^{(i)}$ is $x_t^{(i)} = t - \sum_{j=1}^{N^{(i)}} \zeta_t^{(j)(i)} = B_t^{(i)}$ – elapsed renewal time or backward renewal time of process $X_t^{(i)}$ – see Fig.[1.

The intensities of the processes $X_t^{(i)}$, $i = 1, 2, \ldots m$ are $\phi(B_t^{(i)}) + \mu_t(B_t^{(i)})$.

Renewal times of quasi-renewal process $X_t^{(i)}$ are $\xi_t^{(j)(i)} = \min\{\zeta_t^{(j)}, \eta_t^{(j)}\}$, where $\zeta_t^{(j)}$ has intensity $\varphi(x_t^{(i)}, \eta_t^{(j)}$ has intensity $\mu_t(X_t^{(i)})$.

So, the “full” intensity of $X_t^{(i)}$ (which corresponds to $\zeta_t^{(j)}$ in Assumption 1) is $\lambda_t(X_t^{(i)}) = \varphi(x_t^{(i)}) + \mu_t(X_t^{(i)})$. “Additional” intensity (which corresponds to $\eta_t^{(j)}$ in Assumption 1) is $\mu_t(t) = \mu(x_t^{(i)(1)}, x_t^{(i)(2)}, x_t^{(i)(3)}, \ldots x_t^{(i)(m)})$.

For simplicity, here we replace inequalities $\lambda_t(x) \geq \varphi_t(x)$ and $\lambda_t(x) + \mu_t(x) \leq Q_t(x)$ by homogeneous inequalities $\lambda_t(x) \geq \varphi(x)$ and $\lambda_t(x) + \mu_t(x) \leq Q(x)$.

The processes $X_t^{(i)}$ are dependent, and the intensity of $X_t^{(i)}$ depends on the state of the processes $X_t^{(j)}$, $j \neq i$.

The process $X_t \overset{\text{def}}{=} (X_t^{(1)}, X_t^{(2)}, X_t^{(3)}, \ldots X_t^{(m)})$ is not regenerative in general.
It can be considered as a kind of variation on the topic of the Markov modulated Poisson process (see, e.g., [5, 11]).

Emphasize, that for simplicity, here we suppose, that the functions \( \varphi(s) \) and \( Q(s) \) are the same for all processes.

**Additional assumption**

6. For all \( t > 0, \int_0^s Q(s) \, ds < \infty \), and there exists non-negative function \( q(s) \) such that \( \mu_i(s) = \lambda_i(s) - \varphi(s) \geq q(s) \).

**Remark 7.** From Assumptions 1 and 6 we have the formulae for distributions of \( \zeta \) and \( \eta \).

\[
P\{\zeta_i \leq s\} = \Phi(s) > 0 \text{ for } s > T,
\]

and

\[
P\{\eta_i \leq s\} = \tilde{G}(s) \text{ def } = 1 - \exp \left( - \int_0^s (Q(t) - \varphi(t)) \, dt \right);
\]

\[
P\{\eta_i > s\} = 1 - \tilde{G}(s) \geq \exp \left( - \int_0^s Q(t) \, dt \right) = 1 - G(s).
\]

Note, that \( P\{\zeta < \infty\} = 1 \), and \( P\{\eta < \infty\} \leq 1 \).

Assumptions 1–6 hold: the probability densities of the r.v. ’s \( \xi^{(i)}_j \) can be bounded as:

\[
F_j(x) = P\{\xi^{(i)}_j \leq x\} = 1 - \exp \left( - \int_0^x (\lambda_j(s) + \mu_j(s)) \, ds \right) \leq 1 - \exp \left( - \int_0^x \varphi(s) \, ds \right); \quad (6)
\]

\[
f_j(x) = \frac{dF_j(x)}{dx} \geq \exp \left( - \int_0^x Q(s) \, ds \right) \varphi(s) > 0 \text{ a.s. for } t > T.
\]

For forward renewal times \( W^{(i)}_t(a) \) of the processes \( X^{(i)}_t \) given \( B^{(i)}_t > a \) have the probability densities:

\[
f^{(i)}_t(x, a) \geq \varphi(a + x) \exp \left( - \int_a^{a+x} Q(s) \, ds \right) \text{ def } f(a, x) > 0 \text{ a.s. for } t > T, \quad (7)
\]

see the Assumption 5.

\[P\{\zeta^{(i)}_t > \eta^{(i)}_t | B^{(i)}_t < \Theta\} \geq A(\Theta).\]
4.1 Ergodicity of the multi-dimensional process $X_t$

Here we give only the schema for the proof of the ergodicity of the multi-dimensional process $X_t$.

Suppose, $X_0 = (0, 0, 0, \ldots, 0)$. Put $\theta_0 = 0$. This ismarkov moment of $X_t$.

At these times, the backward renewal time $B_{\theta_i}^{(i)}$ satisfies the inequality $[5]$. Put constant $\Theta > \Xi$. By Markov inequality,

$$P\{B_{\theta_i}^{(i)} \geq \Theta\} \leq \frac{\Xi}{\Theta}, \quad \text{and} \quad P\{B_{\theta_i}^{(i)} < \Theta\} \geq 1 - \frac{\Xi}{\Theta} = \pi_0(\Theta).$$

These bounds are uniform for all the processes $X_t^{(i)}$, they don’t depend on the number $i$ of the process $X_t^{(i)}$.

So, at the time $\theta_k$ for all the processes $X_t^{(i)}$, $B_{\theta_i}^{(i)} < \Theta$, with probability greater than $p_0 \defeq (\pi_0(\Theta))^m$.

At this time, the forward renewal times $W_{\theta_i}^{(i)}$ of the processes $X_t^{(i)}$ are the residual times of $\zeta^{(i)}$ given the elapsed time is less then $\Theta$ for all $\zeta^{(i)}$.

Now, we can use the generalization of the Basic Coupling Lemma, and we can create (in some probability space) the prolongation of the processes $X_t^{(i)}$ by such a way, that the next renewal times of both these processes coincide with probability greater then

$$\pi_1 \defeq \inf_{a_j \in \{0, \Theta\}, j=1,2,\ldots,m} \int_0^\infty \min\{f(x, a_j)\} \, dx > 0 \quad \text{see [7].}$$

If at the time $\theta_1 = \theta_0 + \max\{\xi_j^{(j)}\} = \theta_0 + \max\{W_{\theta_0}^{(j)}\}$ all the processes $X_t^{(i)} = 0$, we say that $\theta_1$ is the first regeneration point of the constructed version for $X_t$.

In this case $X_{\theta_1} = X_{\theta_0}$, and we repeat the procedure described above. Otherwise consider $W_{\theta_1}^{(i)}$. Again with probability greater then $\pi_1$ at the time $\theta_2 \defeq \theta_1 + \max\{W_{\theta_1}^{(j)}\}$ constructed versions of the processes $X_t^{(i)}$ coincide.

Note that $E(\theta_2 - \theta_1) \leq \Xi$ (Theorem [1]).

Anew we use the generalization of the Basic Coupling Lemma, and we can create (in some probability space) the prolongation of the processes $X_t^{(i)}$ by such a way, that the next renewal times of both these processes coincide with probability greater then $\pi_1$, and so on.

This operation is repeated at every times $\theta_k \defeq \theta_{k-1} + \max\{W_{\theta_{k-1}}^{(j)}\}$.

By this way, on some probability space we construct the new process $\tilde{X}_t \defeq (\tilde{X}_t^{(1)}, \tilde{X}_t^{(2)}, \tilde{X}_t^{(3)}, \ldots, \tilde{X}_t^{(m)})$, such that the marginal distributions of $\tilde{X}_t$ and $X_t$ are equal, and after any time $\theta_k$ the process $\tilde{X}_t$ hits to the state $(0, 0, 0, \ldots, 0)$ with probability greater then $p_0 \pi_1$. 


The time between the hits to this zero-state are distributed as geometrical sum of constants \( M \) and the finishing residual time of the last period. So, it has the finite expectation, and the process \( \tilde{X}_t \) is regenerative. Therefore, it has a limit probability distribution.

In this situation, it is natural to call the process \( X_t \) as “quasi-regenerative process.”

In fact, here we used the scheme of successful coupling, but in a slightly different way.

Remark 8. The limit distribution of the process \( \tilde{X}_t \) can be estimated by the same schema as for a “classic” renewal process (see [12]):

\[
P\{\tilde{X}_t^{(i)} > s\} \leq \frac{\int_0^s (1 - \Phi(u)) \, du}{\int_0^\infty (1 - G(u)) \, du}.
\]

4.2 About polynomial convergence of the process \( X_t \)

Now, consider two independent version of multi-dimensional process \( X_t \): \( \tilde{X}_t \) and \( \hat{X}_t \). For simplicity, \( x_0 = 0, y_0 = 0 \). The second process has an arbitrary initial state: \( \hat{x}_0^{(i)} = a_i \).

So, the residual times \( \tilde{\xi}_1^{(i)}(a_i) \) of the processes \( \tilde{X}_t^{(i)} \) have the densities greater then \( \varphi'(a_i + x) \exp \left(-\int_{a_i}^x Q(s) \, ds\right) \) (see (??)).

So, if there exists finite \( \int_0^\infty x^k \exp \left(-\int_0^x Q(s) \, ds\right) \, dx < \infty \), then there exist finite expectations of \( E(\tilde{\xi}_1^{(i)}(a_i))^{k-1} \).

After the time \( \theta_0 = S_0(a_1, a_2, \ldots, a_m) \) \( \overset{\text{def}}{=} \max_{i=1,2,3,\ldots,m} \{\tilde{\xi}_1^{(i)}(a_i)\} \leq \sum_{i=1}^m \tilde{\xi}_{N_i+1}^{(i)}(a_i) \), we can use the generalization of Lorden’s inequality.

Denote \( \theta_{\ell} \overset{\text{def}}{=} \theta_{\ell-1} + \max_{i=1,2,3,\ldots,m} \{W_{\ell-1}^{(i)}, \tilde{W}_{\ell-1}^{(i)}\} \).

At the time \( \theta_0 \), consider probability

\[
\Pi \overset{\text{def}}{=} P\{B_{\theta_{\ell}}^{(i)} < \Theta, \hat{B}_{\theta_{\ell}}^{(i)} < \Theta, i = 1, 2, 3, \ldots, m\} -
\]

here the letters with caps refer to the process \( \tilde{X}_t \).

Similarly to the calculations in the Section 4.1 we have \( \Pi \geq (p_0)^2 \).
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Now the generalized Basic Coupling Lemma gives the probability of coincidence of the prolonged versions of both processes after any time $\theta_0$ – this probability $\geq \pi_1$.

Thus, after any time $\theta_0$ the construction of successful coupling leads to the moment of coincidence of both processes in zero-state $(0,0,0,\ldots,0)$ with probability greater then $(p_0)^2\pi_1$ – this is a coupling epoch for the processes $X_t$ and $\hat{X}_t$.

Otherwise, we use the generalized Basic Coupling Lemma at the time $\theta_1$, and so on.

So, after any time $\theta_0$ with probability $\pi \geq (p_0)^2\pi_1$ (see Lemma 2) we can continue the versions of all processes $X_t$ and $\hat{X}_t$ hit to the zero-states $(0,0,0,\ldots,0)$ contemporaneously is a coupling epoch of created on some probability space versions of $X_t$ and $\hat{X}_t$ – see Subsection 2.2.

Let $E_\ell$ be the event \{coupling epoch happened right after time $\theta_\ell$\}.

So, the coupling epoch

$$\tau(a_1,a_2,\ldots,a_m) \leq S_0 + \sum_{j=1}^{\nu+1}\left(\max\{W_{\theta_j}^{(i)}\}\right) + \left(\xi_{N_{\theta_{\ell}}}^{(1)}|\sigma_{\ell}\right),$$

with probability $P(E_\ell)$, and $P\{\nu > n\} \geq (1 - \pi)^n$; denote $\bar{W}_j \equiv \max\{W_{\theta_j}^{(i)}\}$.

$E(\bar{W})^{\!N} \leq \Xi(N)$ for $N \leq k - 1$ – see Remark 8.

(�Note that $E\{\xi|B\} \times P\{B\} \leq E\xi$ for all r.v. $\xi$ and event $B$.)

Thus, using the Jensen’s inequality in the form

$$\left(\sum_{i=1}^{j} r_i\right)^N = j^N \left(\sum_{i=1}^{j} r_i/j\right)^N \leq m^{N-1} \sum_{i=1}^{j} (r_i)^N, \quad j > 1,\ j \in \mathbb{N},$$

so, for coupling epoch we have for $N \leq k - 1$:

$$\left(\tau(a_1,a_2,\ldots,a_m)\right)^N \leq (m + 2)^{N-1} \times \sum_{r=1}^{m} (\xi_{\theta_j}^{(r)}(a_i))^N + \sum_{r=1}^{\nu+1} \bar{W}_r^N + \left(\xi_{N_{\theta_{\ell}}}^{(1)}|\sigma_{\ell}\right)^N$$

with probability $P\{\sigma_{\ell}\}$, and the last term is a conditional r.v., provided that the coupling epoch is on the end of this r.v.

So, $E(\tau(a_1,a_2,\ldots,a_m))^N \leq (m + 2)^{N-1} \times \sum_{r=1}^{m} E(\xi_{\theta_j}^{(r)}(a_i))^N + E(\nu + 1)^N \times \Xi(N)^N + E(\xi_{N_{\theta_{\ell}}}^{(1)}|\sigma_{\ell})^N \equiv T(a_1,a_2,\ldots,a_m)^N,$

where $\nu$ is geometric r.v. with parameter $\pi$; here $E(\xi_{N_{\theta_{\ell}}}^{(1)})^N \leq E(\xi_{1})^N.$
Now, integrating $T(a_1, a_2, \ldots, a_m)N$ over a stationary measure bounded in $S$ and considering Remark 8 we can find an upper bound $K(N)$ in formula (11) for initial zero-state of the process $X_t$.

**Remark 9.** For arbitrary initial state of the process $X_t$, the same schema can be used.

**Remark 10.** The value of $K(N)$ depends on the value $\Theta$. It can be optimized.

### 5 Application for one reliability system

Consider two elements reliability system. Let the intensities of the failure and of the repair of the main element depend only on the state of this element. And let the intensities of the failure and of the repair of the reserve element depend on the full state of this reliability system.

The state of the main element is $(i, x)$, where $i$ is an indicator of work/failure state, and $x$ is the elapsed time in this state. So, the intensities of failure and of repair are $\lambda(i, x)$.

The state of the reserve element also is is $(j, y)$, where $j$ is an indicator of work/failure state, and $y$ is the elapsed time in this state. The intensities of failure and of repair of this reserve element are $\tilde{\lambda}(j, y)$.

We suppose that these intensities satisfy the assumptions 1–7.

In this case, the full periods (work+repair) of the main element are i.i.d. random variables. The full period (work+repair) of the reserve element are the periods of embedded generalized renewal process.

Thus, we can prove the ergodicity of this reliability system, and calculate the upper bounds for the convergence rate of its distribution.

If we take into account the peculiarities of the distributions of work and repair, and consider not only the times of work beginnings of the main element, these estimates can be improved.

### 6 Conclusion

Here we give only the schema of use of the generalized Lorden's inequality for multi-dimensional process and one application to the reliability theory. This is only beginning of development of this approach to the finding of strong bounds for various stochastic models.

### Acknowledgments

The author is grateful to E. Yu. Kalimulina for the great help in preparing this paper. The work is supported by RFBR, project No 20-01-00575 A.
References

[1] Afanasyeva, L. G., Tkachenko, A.V., On the Convergence Rate for Queueing and Reliability Models Described by Regenerative Processes // Journal of Mathematical Sciences, October 2016, Volume 218, Issue 2, P. 119–36.

[2] Asmussen, S., Applied Probability and Queues. Second edition. New York: Springer-Verlag, 2003.

[3] Chang, J. T. (1994). Inequalities for the Overshoot // The Annals of Applied Probability. 4 (4): 1223. doi:10.1214/aap/1177004913

[4] Doeblin, W. Exposé de la théorie des chaînes simples constantes de Markov à un nombre fini d’états // Rev. Math. de l’Union Interbalkanique — 1938 — 2, P. 77–105.

[5] Fischer, W., Meier-Hellstern, K., The Markov-modulated Poisson process (MMPP) cookbook // Performance Evaluation, Volume 18, Issue 2, September 1993, Pages 149–171.

[6] Gnedenko, B. V., Belyayev, Yu. K., Solovyev, A. D., Mathematical Methods of Reliability Theory. Academic Press, 2014.

[7] Gnedenko, B. V., Kovalenko, I.N., Introduction to Queuing Theory. Mathematical Modeling. Birkhäuser Boston, Boston. 1989.

[8] Griffeath, D. A maximal coupling for Markov chains // Zeitschrift für Wahrscheinlichkeitstheorie und Verwandte Gebiete — 1975 — Volume 31 — Issue 2, P. 95–106.

[9] Kalimulina E., Zverkina G., On some generalization of Lorden’s inequality for renewal processes / arXiv.org. Cornell: Cornell university library, 2019. 1910.03381v1. P. 1–5.

[10] Lorden, G. (1970). "On Excess over the Boundary". The Annals of Mathematical Statistics. 41 (2): 520. doi:10.1214/aoms/1177697092. JSTOR 2239350

[11] Rydén, T., Parameter estimation for Markov modulated Poisson processes // Communications in Statistics. Stochastic Models, Volume 10, 1994 - Issue 4, Pages 795–829.

[12] Smith, W. L., Renewal theory and its ramifications // J. Roy. Statist. Soc. Ser. B, 20:2 (1958), 243–302.

[13] Zverkina G. On strong bounds of rate of convergence for regenerative processes // Communications in Computer and Information Science. 2016. 678, pp. 381–393.
[14] Zverkina, G., Lorden’s inequality and coupling method for backward renewal process / Proceedings of XX International Conference on Distributed Computer and Communication Networks: Control, Computation, Communications (DCCN-2017, Moscow), 2017. pp. 484–491.

[15] Zverkina G., A System with Warm Standby / Proceedings of the 26th International Conference ”Computer Networks” (CN 2019, Kamięń Śląski, Poland). Cham: Springer, 2019. P. 387–399.

[16] A.Yu. Veretennikov, G.A. Zverkina, Simple Proof of Dynkin’s Formula for Single-Server Systems and Polynomial Convergence Rates. Markov Processes And Related Fields, 2014, v.20, Issue 3, 479–504.

[17] A.Yu. Veretennikov, On Polynomial Recurrence for Reliability System with a Warm Reserve. Markov Processes And Related Fields, 2019, v.25, Issue 4, 745–761.

[18] Kato, K. Coupling Lemma and Its Application to The Security Analysis of Quantum Key Distribution // Tamagawa University Quantum ICT Research Institute Bulletin Vol.4 No.1 : 23-30 (2014) P.23–30.

[19] Thorisson, H. Coupling, Stationarity, and Regeneration. Springer, 2000.

[20] Veretennikov A., Butkovsky O.A. On asymptotics for Vaserstein coupling of Markov chains // Stochastic Processes and their Applications — 123(9) — 2013, P. 3518–3541.

[21] Zverkina G. On strong bounds of rate of convergence for regenerative processes // Communications in Computer and Information Science, v.678, 2016, P.381–393.

[22] Zverkina G. About some extended Erlang-Sevast’yanov queueing system and its convergence rate (English and Russian versions) https://arxiv.org/abs/1805.04915; Fundamentalnaya i Prikladnaya Matematika, 2018, No 22, issue 3, P. 57–82.