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Abstract

Multidimensional arrays (NDArray) are a central abstraction in modern scientific computing environments. Unfortunately, they can make reasoning about programs harder as the number of different array shapes used in an execution of a program is usually very large, and they rarely appear explicitly in program text. To make things worse, many operators make implicit assumptions about the shapes of their inputs: array addition is commonly enriched with broadcasting semantics, while matrix multiplication assumes that the lengths of contracted dimensions are equal. Because precise reasoning about shapes is crucial to write correct programs using NDArrays, and because shapes are often hard to infer from a quick glance at the program, we developed Tensors Fitting Perfectly, a static analysis tool that reasons about NDArray shapes in Swift for TensorFlow programs by synthesizing a set of shape constraints from an abstract interpretation of the program. It can both (1) check for possible inconsistencies, and (2) provide direct insights about the shapes of intermediate values appearing in the program, including via a mechanism called shape holes. The static analysis works in concert with optional runtime assertions to improve the productivity of program authors.

1 Introduction

Numerical computing has been completely transformed by the concept of multidimensional arrays and a significant fraction of modern scientific computing workloads are written as compositions of multidimensional array operations, instead of explicit, nested loops operating on scalars. There are two key reasons for why this abstraction ended up being so useful for efficient execution of scientific simulations. First, even though most of those programs are written in an imperative language with sequential semantics, most array operators are deeply parallel in nature, and so such programs easily map to modern vectorized hardware which is the main driving force of performance improvements since the end of Dennard scaling. Second, because the number of array operators invoked is usually orders of magnitude smaller than the number of corresponding scalar operations that need to be performed, the whole computation can be expressed in a relatively inefficient high-level language, enabling rapid development and iteration. This paradigm, pioneered by APL [13], has fuelled major breakthroughs in science, and led to the development of numerous software packages with similar functionality, such as Matlab or NumPy [17]. More recently libraries like Theano [21], TensorFlow [1], PyTorch [18] and JAX [4] have extended the NDArray abstraction to allow seamless execution of array operators on accelerators like GPUs, and efficiently perform automatic differentiation.

While this paradigm has been very fruitful, one of its biggest unsolved pain points is shape mismatch errors. Every multidimensional array is associated with a finite sequence of natural numbers which represent the domain of indices valid for accessing its elements. For example, $\mathbb{R}^{n \times m}$ matrices would usually be represented by arrays of shape [n, m] (although the ordering of those dimensions depends on the convention of the libraries and user code). The length of the shape sequence is often called the rank. If one wants to take a matrix product $A \cdot B$, then they need to ensure that both A and B are rank 2, and that the equality $A.shape[1] == B.shape[0]$ holds. In most widely used systems this condition is checked solely at run time, meaning that such errors often go unnoticed until such an operation is invoked. Because many of these NDArray-based programs run for hours or days before completing (e.g. evaluating model performance on a validation or test dataset, or pre-training on a large unsupervised dataset before fine-tuning for a supervised task), iteratively running the program to debug shape errors can be costly and unproductive.

Scientific computing has greatly benefited from the rise of the open source culture, but unfortunately the difficulty of reasoning about shapes manifests itself especially clearly when analyzing published code. Most projects treat shapes as irrelevant metadata, and shape contracts of individual user or library functions are left completely implicit. However, because the semantics of many operations depend on the shapes, having no annotations makes those programs difficult to understand, modify, and maintain, reducing the benefits of free
code sharing. Additionally, when shape mismatches are encountered at runtime, the errors usually originate from the lowest levels of abstraction, often with little context. In practice, NDArray program authors inevitably need to understand the implementations of the abstractions they consume, reducing the value of the abstraction itself.

One partial solution to that issue, taken by some authors, is to defensively annotate the programs with comments signifying the shape of intermediate variables. While this makes it much easier for readers to understand what the program is actually doing, such documentation is not checked and can easily get out of date. Because the shape is just a list of numbers, it seems natural to ask to have it checked by a computer. Unfortunately, no such systems are used today (although some early prototypes are under development [10]).

Most NDArray libraries support implicit broadcasting, or dynamically increasing the rank of an NDArray by repeating its contents in order to satisfy the shape constraints of a given operation. For example, adding a vector \( v \) of size \( \mathbb{R}^n \) to a matrix \( m \) of size \( \mathbb{R}^{n \times m} \) results in \( v \) being implicitly tiled \( n \) times to form a \( \mathbb{R}^{n \times m} \) matrix. Broadcasting improves performance by avoiding materializing copies of \( v \) in memory, and implicit broadcasting allows users to write rank-polymorphic code. Unfortunately, implicit broadcasting makes reasoning about shapes and their resulting errors substantially more difficult and sometimes can even mask them, resulting in a silent divergence from the desired program semantics.

Another possible solution to the shape mismatch problem would be to encode all of the shape constraints in a type system, such that the type checking procedure would additionally prove that no shape errors can occur at runtime. Unfortunately, while type systems that are expressive enough for that exist (e.g. in Haskell [3]), their corresponding type checking problems are undecidable and still require a fair amount of user supervision to have their program accepted, even if it is correct. On the other hand, type systems used in the most popular imperative languages are not up to the task, and cannot deal with typing of common operations with sophisticated constraints (e.g. functions that would accept inputs of arbitrary ranks, but with some constraints on the trailing dimensions).

In this article, we propose to address the problem with a combination of a static analysis tool coupled with more precise optional run-time shape checking. Instead of trying to prove that the user program is correct, our static analysis tool searches for provable failures, and will raise an error if any of those are found. In this way, while the checking procedure is not complete and can miss some issues, we can provide a low-noise signal. Run-time assertions complement the static analysis to reason about shapes more accurately, but in case their costs are prohibitive for any application, most programming languages (Swift included) allow skipping their evaluation entirely through a compiler or interpreter flag.

Apart from checking, our tool is also able to provide the user with some hints about the shape semantics of the program through functionality like shape holes that will be discussed in Section 3.8. Future work could integrate functionality into the popular editors to interactively assist the researchers and programmers in their daily tasks.

## 2 High level overview

This article is a description of Tensors Fitting Perfectly, an open-source tool for finding shape bugs in Swift programs developed as part of the Swift for TensorFlow project [19]. It takes a list of Swift files as input and passes those on to the Swift compiler, which is asked to lower it to the Swift Intermediate Language (SIL) instead of producing an executable or a library. SIL is a static single assignment (SSA) based intermediate representation (IR) of the user program. One interesting note is that SIL does not make use of phi-instructions, but instead allows each block to take a list of arguments. All jumps to that block have to specify the values that those arguments are supposed to take. SIL preserves the full power of the Swift type system, and allows for storing most (e.g. compound) values in virtual registers. Additionally, while the supported instruction set is quite complex, it already desugars and normalizes most of the numerous language features of Swift into much simpler constructs; for example all closures are already converted into top-level functions at this point. This step also includes type checking of the program, so it lets us ensure that we only process well-formed code, but unfortunately limits the use in the context of incomplete programs which would be necessary to provide live hints in text editors.

Each top level function in the analyzed SIL file is preprocessed to eliminate loops (Section 3.2) from its control flow graph (CFG) and to remove the need to analyze memory loads and stores (e.g. stack allocations are hoisted into virtual registers). Each block appearing in the SIL representation is then subjected to symbolic execution (Section 3.3), which attempts to recover the assertions specified by the user, and lift them into the raw form of the constraint language used later. Initially the representation includes function calls which have to be resolved to produce the canonical form on which checking can be performed. After processing each function, we

---

1 https://github.com/google-research/swift-tfp
// A sample program entry point to check.
let m = Model()
let batchSize = 12
let input = Tensor(zeros: (12, 32, 32, 3))
let output = m(input)
\[ \rightarrow [\text{batchSize}, 10] \]

// A simple model used in the program.
// A couple shape assertions are sprinkled throughout the model.
struct Model {
    let conv = Conv2D(
        filterShape: (2, 2, 3, 5),
        strides: (2, 2))
    let dense = Dense(
        inputSize: ____,
        outputSize: 10)

    func callAsFunction(
        _ input: Tensor
    ) \rightarrow Tensor {
        let batchSize = input.shape[0]
        let c = relu(conv(input))
        let m = maxPool2D(c, stride: (2, 2))
        \[ \rightarrow [\text{batchSize}, 16, 16, 5] \] // !!!!
        let dIn = flatten(m)
        let dOut = dense(dIn)
        \[ \rightarrow [\text{batchSize}, 10] \] // Optional.
        return dOut
    }
}

infix operator |-> // Shape assert operator
func |-> (          _ a: Tensor,          _ b: TensorShape
) \rightarrow Tensor {
    assert(a.shape == b)
    return a
}

extension Tensor {
    var shape4d: (Int, Int, Int, Int) {
        assert(self.rank == 4)
        let shape = self.shape
        return (shape[0], shape[1], shape[2], shape[3])
    }
}

Listing 1: A sample program instantiating a neural network and evaluating the network at a given input, along with select implementations of library operations and their shape assertions. The shape assertion operator (\(|\rightarrow|\)) is defined in terms of the \(\text{assert}\) primitive. \text{maxPool2D} and \text{conv2D} are examples of sophisticated shape constraints inherent in neural networks. The static analysis tool highlights a shape error on the line annotated with !!!!; the correct shape for \(m\) is: \([\text{batchSize}, 8, 8, 5]\). Finally, the static analysis tool informs the user that the shape hole (____) should be replaced with 320.
produce a function summary which includes the set of constraints (including calls to other functions) as well as the expressions corresponding to the arguments and returned values. Note that the produced summary is not of bounded size. In general, the inputs to the verification procedure may grow even exponentially together with the size of the program (due to inlining), but the pathological examples generally do not resemble real world programs.

Once an entry point and a path condition is chosen by the verification procedure (Section 3.5), function calls are resolved by recursively instantiating the summaries of called functions in a single constraint system (with appropriate substitutions applied). The system is then simplified (some operations are expensive to represent in the language of the solver), translated into the solver’s intermediate representation (effectively a logical formula), and checked. If the solver reports that the system is unsatisfiable, a failure is reported to the user.

3 Implementation details

In this section, we discuss the inner workings of the tool in more detail. We start with an overview of all the steps that prepare the program for symbolic execution, and then discuss the algorithm that decides whether it should be accepted or not. Finally, since the goal is to provide useful insights to our users, we comment on how to present verification failures (i.e. shape errors) in a way that makes them more approachable.

3.1 Shape Assertions

The static analysis tool is configured with special knowledge of two symbols: the NDArray type (e.g. Swift for TensorFlow’s Tensor type), and the corresponding shape type (e.g. TensorShape). Standard assertions are sprinkled throughout the implementation of Tensor methods which form the basis for how the tool reasons about the user’s code. Importantly, the tool is not given any special knowledge of the semantics of the operations on NDArray; instead everything is built up from these assertions within the NDArray implementation.

3.2 Making the control flow graph loop-free

One of the important decisions that have to be made when designing a verification tool based on SMT solvers is how to handle loops or recursion. Although loops do not play a crucial role in typical NDArray programs, their presence should not prevent the tool from applying the facts derived about the program before the loop to the continuation after the loop finishes.

Because there is no way to express fixed points in standard propositional and first-order logic [2], there are a number of techniques to model back edges in the control flow graph. One common approach is to rewrite each loop appearing in the program as a deeply nested tower of conditional statements, effectively assuming that all loops have their trip counts bounded by the unrolling factor. However, if one considers all trip counts up to the unrolling factor as possible program paths, then this approach would additionally assume that the loops might execute as many times as this threshold, which might cause e.g. some shapes to appear to become negative on those paths if the loop shrinks them. Because we have tried to err on the side of soundness (i.e. trying to not report errors for programs that can execute successfully) when designing the tool, we did not take that approach.

Instead, we replace each loop with a single conditional statement, representing a choice between running the loop at least once or skipping it entirely. If the loop executes at least once then, assuming that the loop terminates, we know that there exists the first and the last iteration, and so we repeat the loop body twice. The only question is what happens with loop carried variables, and the answer is that the first instance uses the regular loop inputs that would get passed in to the first iteration, while the second instance gets “fresh” inputs in the sense that they get materialized out of thin air and we do not know of any dependencies between them and any other program variable. Note that after this transformation, although the program can no longer be executed (as we would need a way to actually supply the values for the second iteration), it can still be analyzed. What this means is that we effectively reject to analyze how the shapes change throughout the loop, but only want to use the assertions from inside of the loop body to be cross-checked with the ones that appear both after and before the loop. It also has the benefit of reducing the number of possible program paths that have to be considered.

3.3 Symbolic execution

Now that the control flow graph is loop-free the program is executed symbolically to extract the assertions appearing inside it. We initialize arguments of every block to a variable of their corresponding type, if it is a
Listing 2: A simple function containing a loop and tensor operations, a SIL-like SSA representation of the function that is used as input to the TFP tool, and a representation of the resulting shape constraint summary inferred from the function’s control flow graph. In the function summary, the calls to sub-procedures should be understood to calls to their summaries, which constrain the shapes of input and output tensors.

In the following, a path condition for a given simple block should be understood as a logical formula that has to be satisfiable if the block is to be reachable. Intuitively, when we encounter a program that corresponds to an if statement, the block corresponding to one of its branches will have the checked expression in its path condition, while the other one will have its negation. This way we ensure that we never attempt to cross-verify assertions made in one branch with those made in the other one, since those can easily be contradictory, while the actual program will only ever be subject to one of them.

We begin the execution by setting the path condition of the function entry block to true, and conditions of all other blocks to false. When processing a block, all instructions in its body are executed symbolically over a limited set of abstract values which is a superset of the constraint language supported by TFP (Figure I) that
additionally includes e.g. function pointers and their partial applications. Any calls to the `assert` built-in function are added to the set of constraints, guarded by the block’s path condition. Once a block-terminating instruction is reached, the set of constraints is extended with equations between the symbolic values of the terminator operands and the arguments of the successor blocks (if the terminator is a jump), or with the variable representing the function result. Finally, the successor blocks have their path condition extended by taking a disjunction of their current condition and a conjunction of the current block’s path condition with the condition derived from the terminator if possible (e.g. if it is a conditional jump) or `true` otherwise (e.g. if it is an unconditional jump).

### 3.4 Representing shape formulas in UFNIA

To verify specifications represented in the constraint language (Figure 1), we translate those into formulas over the UFNIA logic (uninterpreted functions and non-linear integer arithmetic). All shape variables are represented as uninterpreted functions from integers to integers and a single integer encoding its rank. This representation is motivated by the fact that we cannot constrain the domain to a finite subset of natural numbers a priori, because the rank does not have to be known statically. However, at each point where this function is evaluated, an assertion ensuring that its argument falls between 0 and the rank is added, guaranteeing that the formulas only reason about the fragment of the domain bounded by the corresponding rank variable. The full translation procedure is described in Figure 2.

Despite the fact that there is no decision procedure for the UFNIA logic and that undecidable problems can easily be encoded in the language of TFP, the Z3 solver we have used in our implementation has not failed to resolve any of the representative examples we have tried so far. One practical note is that representing shape equality is quite expensive, as it requires the use of universal quantification to express function equality. It is however one of the most fundamental operations in our constraint language, and because of that we preprocess the constraints before the UFNIA translation by trying to eliminate as many equalities as we can (by eliminating variables that can be substituted without affecting correctness). With this simple preprocessing step, the verification process is very quick, but one can easily get solver timeouts if it is skipped.

### 3.5 Checking procedure

To verify the program, the algorithm first gathers all possible path conditions appearing in the program constraints. For each such condition, we first check that this path is actually feasible, i.e. that the blocks labeled by this condition are actually reachable. This is performed by asserting all constraints except those that are guarded by the current condition along with the condition. The intuition here is that we want to verify whether all the constraints that are in blocks which are less constrained than this one actually allow for its execution. If the path feasibility check succeeds, we additionally assert the conditions that we have omitted in the check, and run the analysis.

To see why verifying satisfiability of the path condition alone is not sufficient consider the following program:

```plaintext
func g(_ y: Int) {
    if (y == 2) {
        ...
    }
}

func f(_ x: Int) {
    if (x == 1) {
        g(x)
    }
}
```

After processing, the system of constraints derived from `f` would look approximately like this: \((x = 1 \Rightarrow y = x) \land (x = 1 \land y = 2 \Rightarrow true)\). While \(x = 1 \land y = 2\) is certainly a satisfiable formula on its own, it is not a good assumption to make in this program given that it implies the path condition of the equality \(y = x\).

A careful reader will notice that the above algorithm has a failure mode which is that if blocks that have weaker path conditions contain a shape contradiction then it will be considered as a reason to reject the strongly constrained path as unfeasible. This however should not be an issue, as it means that the program does in fact
contain an error. Because we iterate over all possible path conditions it will be reported when we reach the weakest possible assumption that is necessary to prove it.

Instead of verifying all possible conditions one could also refine the algorithm such that it first considers the most restricted conditions, and only descends to those implied by it if a failure is found or the path is found to be infeasible. This however is left for a future improvement.

3.6 Error reporting

One of the most significant challenges facing verification tools that depend on SMT solvers is providing good error messages. In our case, it is very hard to analyze the exact cause of failure, and the proofs produced by Z3 on small programs can easily grow to thousands of operations. Providing those explanations is hard, but making it easy to understand the failures for users is crucial for success of a static analysis tool. Hence, to give users some insights, we extract an unsat core from the solver (i.e. a subset of the input assertions that lead to a contradiction), and apply a simplification procedure to those. It looks for expressions of the form \( v = \ldots \), and tries to eliminate the variable \( v \) from the constraint system by inlining the other side of the equality into other constraints and simplifying those. As it turns out, this method works quite well in practice.

To see what kind of output can be provided with this method, consider a program shown in Listing 3. Running TFP over it, would produce the error in Listing 4 pointing to a single assertion that (after simplification) is sufficient to prove the error. Note that it is also printed as 10 = 30, which shows what kind of abstract values
```swift
def matmul(_ x: Tensor<Float>, _ y: Tensor<Float>) -> Tensor<Float> {
    assert(x.shape[1] == y.shape[0])
    let r = TensorFlow.matmul(x, y)
    assert(r.shape == [x.shape[0], y.shape[1]])
    return r
}

let x = randn([20, 10])
let y = randn([30, 10])
let z = matmul(x, y)
```

Listing 3: An incorrect use of the matrix multiplication function.

In main():
Something doesn't fit!
- 10 = 30

```swift
    Asserted at tmp.swift:2
    func matmul(_ x: Tensor<Float>, _ y: Tensor<Float>) -> Tensor<Float> {
        assert(x.shape[1] == y.shape[0])
        let r = TensorFlow.matmul(x, y)
        return r
    }
```

Listing 4: An error reported by the TFP tool when checking the program shown in Listing 3.

were deduced for both sides of this equality.
In the future there are two potential improvements that we could consider. Firstly, instead of using Z3 for all
the solving, there’s an option of writing a custom model checker that only defers to an SMT solver for arithmetic
reasoning, which would allow it to give more context when a failure occurs. Secondly, one could try to synthesize
summaries from Z3 unsat proofs (e.g. match some patterns of most common shape errors), but that might not
be robust in practice.

### 3.7 Higher level abstractions

Although our system supports analysing un-annotated user programs, the more assertions appear in the program,
the better the error messages produced by TFP become. Additionally, the tool can know whether the shape error
is within the implementation of a function or in the use of the function. As a result, developing ergonomic syntax
for expression assertions is an integral part of a successful tool.

Because the tool derives shape analysis from standard assertions and not from the semantics of the NDArray
operations themselves, the entire system gracefully extends to arbitrary user abstractions. For example, deep
learning libraries often vend a variety of Layer abstractions (e.g. a convolutional layer). Library authors simply
add standard asserts within their code.

In Tensors Fitting Perfectly, we leverage Swift’s support for defining custom operators to define the |->
operator which is syntactic sugar for shape assertions. (See Listing 4 for the implementation.) It asserts the
Tensor has a given (symbolic) shape, and returns the Tensor itself, allowing for ergonomic use in variable
assignment. The following is an example in practice:

```swift
    func runDigitDetection(
        _ images: Tensor<Float>
    ) -> Tensor<Float> {
        let batchSize = input.shape[0]
        let output = network(input)
        -> [batchSize, 10] // 10 digits
        let predictions = softmax(output)
        -> [batchSize]
        return predictions
    }
```

In addition to providing information about shapes statically, these assertions are validated at runtime to help
debug shape errors static analysis did not catch. Note: the runtime checks are disabled when compiling with
In main() -> ():
- The hole at tmp.swift:2:19 has to be exactly 10
  | let x = randn([20, 10])
  2 | let y = randn([____, ____])
  | let z = matmul(x, y)
- Some example values that the hole at tmp.swift:2:25 might take are: 1, 2, 3
  | let x = randn([20, 10])
  2 | let y = randn([____, ____])
  | let z = matmul(x, y)

Listing 5: Tool output guiding the user to values for shape holes that allow the program to execute correctly. There are 2 shape holes—both on line 2—in this program. The tool prints the valid value when only a single shape value satisfies all the program’s constraints (the first shape hole), while suggesting a range of valid values if the constraints do not force a single solution (the second shape hole).

3.8 Shape holes
Finding shape errors can definitely make writing correct programs easier, but that functionality alone does not really improve one’s understanding of the shape semantics of the code. Ideally, one could imagine having an editing environment in which e.g. hovering over a tensor expression or variable would reveal its shape in relation to other variables present in scope, or some globally defined constants (like batch size for example). Such a tight integration is not yet supported by our tool, but we do provide a way to synthesize constants in the user program based on the shape constraints which we call shape holes.

More concretely, whenever an identifier (of type Int) is present in the user program, Tensors Fitting Perfectly will treat it as a shape hole. As shown in the constraint language specification (Figure 1) each hole is associated with its program location. Later, during the translation to logical formulas (Figure 2) each hole effectively gets assigned a unique variable labelled by its program location. Assuming that there are no contradictions in the extracted shape specification, we can retrieve the model from the SMT solver, and see what the valuation of each such special variable is. Moreover, once we see an example valuation we can query the solver for alternative solutions to determine whether each such value is in fact unique, or to generate a number of examples. Based on that, if the checking procedure succeeds, TFP will display a message showcasing a few possible values for each program hole, making it very easy to fill e.g. incomplete machine learning model specifications automatically.

For example, consider this program where randn creates a new array with a given size and all entries sampled i.i.d. from the unit Normal distribution and matmul being the matrix multiplication function:

let x = randn([20, 10])
let y = randn([____, ____])
let z = matmul(x, y)

Matrix multiplication requires that the contracted dimensions (i.e. second dimension of x and first dimension of y) be equal, while the second dimension of y is completely unconstrained in this case. Running TFP over it would produce the output in Listing 5.

This confirms the insights stated in the previous paragraph and indicates that the first dimension of y necessarily has to be of size 10, or a shape error will occur otherwise. It is clear that this approach can be extended further and used for providing functionality like tooltips for code editors or synthesis of program constants that might be hard to compute by hand (a good example here is e.g. the number of features after flattening of a sequence of convolutional layers).

4 Related work
While the approach to shape checking taken in this paper is novel, the technique of applying model checkers for bug finding has been known for a long time. In fact, our tool works similarly to the sketch described in the seminal work of Engler et al. [9]: we infer the specification from the user program, and report errors if it is contradictory. Another tool that has adopted a similar approach is PREfix [5]. However, both of those are mostly
focused on finding e.g. memory safety issues instead of reasoning about numerical metadata like shapes. A good introduction to those methods can be found in an excellent review by the authors of the Z3 SMT solver [3].

Much more academic work has been devoted to the task of proving the absence of errors instead. If we do not limit ourselves to the shape checking problem stated previously, techniques like abstract interpretation [7, 8] have been quite successful. However, their reliance on the over-approximation of the set of reachable states means that they can often report errors which are not actually present in the user code. This does not work very well in the context of shape verification, because one does not want to force all users into a defensive mode where they have to write a lot of code devoted to checking shape conditions. It has also been known to have trouble scaling to larger programs, but successful reasoning about shapes without annotations crucially depends on extracting knowledge from large fragments of the program via inter-procedural analysis.

Annotation checkers [14, 10] also deserve a mention here, but those require numerous extra directives from the user, which is very time-consuming in large programs. Such a productivity hit certainly outweighs the benefits in many research applications where most programs are run once and then modified or discarded.

When one turns to shape verification, most tools built specifically for that purpose are based on an attempt to design a decidable type system that can effectively prove that no shape errors can occur at run time. Those are usually explored in the context of functional programming, and some good examples include languages like Remora [20], Dex [15] or Futhark [11]. Unfortunately, many operators used commonly in practice today require features that would make the type system undecidable, meaning that all those approaches cannot possibly scale to the way those programs are expressed today. This is not to say that the current interfaces are perfect and a decidable dialect cannot be made useful. It is only that those attempts cannot help the thousands of people writing e.g. NumPy programs today.

Projects utilizing undecidable systems aided by solvers like Hasktorch [12] deserve a mention too. They can usually assign types to most of the commonly used operators, and the modern solvers are actually powerful enough to discharge most constraints emitted by the type checking procedure. However, their success critically depends on the interesting programs actually forming a decidable subset of the type checking problem, which can be handled with available solvers.

The approaches discussed above provide a lot of safety and can certainly be beneficial in mission critical applications. However, many numerical programs are written purely for research purposes, and do not need the full guarantee of correctness, especially at a cost of the verification process restricting the expressiveness of the language or significantly slowing down the development speed. Additionally, all of the typing approaches have been presented in functional programming languages which are not the tool of choice for the vast majority of users today. Hence, applying those techniques without significantly disrupting existing workflows seems very hard. This is why we believe that bug finding approaches like the one proposed in this article are an interesting alternative, as they can provide insights into the programs, while avoiding the need for the user to spend too much time wrangling with the tool.

5 Conclusion and future work

This article introduces Tensors Fitting Perfectly, a static analysis tool that attempts to infer tensor shape specification from optionally annotated user programs, and find shape errors based on those. The error checking is based on encoding the specification in the UFNIA logic, and using an SMT solver to answer satisfiability queries.

This is unlike any prior work, where all shape checks are either solely carried out at run time or are encoded as part of the type-checking problem, leading to certain limitations and forcing users to change their workflows significantly. This work presents a practical alternative that gracefully combines a novel static representation of programs with optional dynamic checks to form a pragmatic and practical system to improve user efficiency.

Apart from that, TFP provides the means to infer values of different shape constants, making it possible for programmers to get interactive feedback about the shapes without executing the code. All of this has been designed to potentially work with partially incomplete or incorrect code (containing e.g. syntax errors), such that in the future it can be used to power high-level code intelligence tools and provide direct insights from within the editors. Some other future plans for our work include: (a) Expanding support for more language constructs (e.g. var declarations); (b) Adding support for verification across Swift modules; and (c) Writing front-ends for other languages (e.g. Python).
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