Scheduled power tracking control of the wind-storage hybrid system based on the reinforcement learning theory
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Abstract. In allusion to the intermittency and uncertainty of the wind electricity, energy storage and wind generator are combined into a hybrid system to improve the controllability of the output power. A scheduled power tracking control method is proposed based on the reinforcement learning theory and Q-learning algorithm. In this method, the state space of the environment is formed with two key factors, i.e. the state of charge of the energy storage and the difference value between the actual wind power and scheduled power, the feasible action is the output power of the energy storage, and the corresponding immediate rewarding function is designed to reflect the rationality of the control action. By interacting with the environment and learning from the immediate reward, the optimal control strategy is gradually formed. After that, it could be applied to the scheduled power tracking control of the hybrid system. Finally, the rationality and validity of the method are verified through simulation examples.

1 Introduction
Wind power offers several advantages such as matured technology, low cost, and zero carbon emissions. However, wind power is intermittent due to the wind speed fluctuations, which has brought enormous challenges to the power grid’s operation and dispatch [1, 2]. In recent years, many researches have become reducing such adverse impact from the perspective of improving the self-discipline control of wind power plant.

Energy storage (ES) is generally rechargeable and can provide a fast response. A combination of ES and wind power can make the hybrid system’s output more controllable, stable and planned. So, the cooperative and self-discipline control of ES and intermittent power has aroused extensive attention [3-7]. While, the wind power is extremely uncertain, and the regulation of ES is subjected to multiple constraints such as storage capacity, power output limit, and so on. Accordingly, the scheduled power tracking control of the hybrid system is particularly complex, which can hardly be addressed using the conventional analytical optimization methods.

In reinforcement learning theory [8, 9], the learning system interacts with the environment, during which it can acquire the feedback information continuously and thus develop the decision-making capacity regarding the issue. Recent years, it has been widely used in multiple fields of power system and played an active role in decision making for uncertainty problems. In [10], Q-learning algorithm was used to solve the problem of power flow control with constraints and the performance of the algorithm was analyzed in detail. A practical voltage control method in regional power grid was proposed in [11], in which the prior knowledge and reinforcement learning theory were combined to improve the control effect. In [12], the Q(λ) learning method with multi-step forecasting capability was applied for the multi-objective optimal power flow, yielding improved convergence speed. In [13],
the reinforcement learning theory was used in micro-grid energy control, in which charging and discharging of the ES in future period was decided based on the wind power forecast. In [14], based on Q-learning method, the forecasted wind power and the current state of charge (SOC) of ES were used to determine the future planned power and reserve capacity, and the applicability of reinforcement learning theory to stochastic problems was verified.

Based on the above studies, the wind generator and ES were combined to form a wind-storage hybrid system (WSHS) in this paper, which participated in the electricity market as an individual unit. The Q-learning algorithm is adopted to enable the hybrid system to continuously improve its self-control ability through its interaction with the environment. It is shown that the method proposed could make good use of the fast charging/discharging characteristics of the ES and take into account the relevant constrains and control requirements. As a result, the WSHS could follow the scheduled power as close as possible, reducing the reserve cost and penalty cost.

The paper is organized as follows. Section 2 introduces the cooperation mechanism and mathematical model of the WSHS in electricity market. Next, the basic principle of the reinforcement learning theory and Q-learning algorithm are described in Section 3. In section 4, a WSHS control strategy training method is established based on the Q-learning algorithm. Finally in Section 5, the applicability of the proposed method for the planned power tracking control of the WSHS is verified through numerical simulation.

2 Cooperation Model of WSHS

2.1 Cooperation mechanism of WSHS

As shown in Fig.1, the wind power and ES are combined to form a WSHS, which can participate in the electricity market as an individual. The WSHS declares its generation scheduling and required reserve capacity to the power grid in advance. During the operation, the WSHS tries to track the preset generation scheduling as much as possible through self-regulation. However, due to the uncertainty of the wind power, deviation between the actual power and scheduled power will appear inevitably. Therefore, the power grid should provide the reserve and the WSHS has to pay for it. If the deviation is so great that it exceeds the declared reserve capacity, the corresponding penalty cost should be paid.

![Figure 1: Schematic of WSHS.](image)

In order to track the generation scheduling as closely as possible and to reduce the reserve and penalty cost, the WSHS must make full use of the fast power regulation feature of the ES and control the charging/discharging power of the ES reasonably. So that the power output deviation should be restricted within a reasonable limit. By this, not only the reserve capacity cost can be reduced, but also the negative impact on the power grid can be relieved.

2.2 Mathematical model of the WSHS in electricity market

Mathematical model and market trading model of the WSHS are established in this section. The key factor of WSHS controlling is the control of the ES. For time period $t$, the scheduled power declared to
the power grid by WSHS is $P_{\text{net},t}^{\text{plan}}$, and the reserve capacity is $R_t$. In order to achieve maximum utilization of the wind power generation, maximum power tracking strategy is still used in the wind generator. That is, the wind power output is determined entirely by wind speed and uncontrollable. Therefore, the actual output power will deviate from the scheduled power inevitably.

$$P_{\text{net},t}^{\text{cha}} = P_{\text{net},t}^{\text{real}} - P_{\text{net},t}^{\text{plan}}$$  \hspace{1cm} (1)

In equation (1), $P_{\text{net},t}^{\text{cha}}$ is the uncertainty that need to be eliminated or reduced. The greater its absolute value, the more reserve cost is required. With the wind-storage cooperation adopted, the power output deviation can be compensated by controlling the charging/discharging power $P_{\text{ess},t}^{\text{charged}}$ of ES:

$$\Delta P_{\text{net},t} = P_{\text{ess},t}^{\text{charged}} - P_{\text{ess},t}^{\text{discharged}} + P_{\text{net},t}^{\text{real}} - P_{\text{net},t}^{\text{plan}}$$  \hspace{1cm} (2)

Where: $P_{\text{ess},t}^{\text{charged}}$ is the output power of the ES, $\Delta P_{\text{net},t}^{\text{charged}}$ is the output power deviation of the WSHS.

After the determination of $P_{\text{ess},t}^{\text{charged}}$ according to control strategy and the state of the environment, the actual income of the WSHS in time interval $t$ can be calculated according to the actual operation of the WSHS:

$$I(t) = B_{\text{ele},t} - P_{\text{unb}}(t) - P_{\text{res}}(t)$$  \hspace{1cm} (3)

In equation (3), $I(t)$ is the actual total income of the WSHS, $B_{\text{ele},t}$ is the electricity selling income, $P_{\text{unb}}(t)$ is the reserve cost due to the deviation between the hybrid system’s actual output and the scheduled output, including reserve cost and penalty cost, $P_{\text{res}}(t)$ is the cost of the pre-ordered reserve capacity by the WSHS. Since the pre-ordered reserve capacity is determined before the controlling procedure, this value is fixed and unchangeable with the control variables.

The individual components in equation (3) may be expressed as follows:

$$B_{\text{ele},t} = \lambda_{\text{ele},t} \cdot (P_{\text{w},t}^{\text{real}} + P_{\text{ess},t}^{\text{charged}}) \cdot \Delta t$$  \hspace{1cm} (4)

$$P_{\text{unb}}(t) = (\lambda_{\text{resE},t} \cdot \Delta P_{\text{net},t}^{\text{charged}} + C_{\text{res}}) \cdot \Delta t$$  \hspace{1cm} (5)

$$P_{\text{res}}(t) = R_t \cdot \lambda_{\text{resC},t} \cdot \Delta t$$  \hspace{1cm} (6)

Where: $\lambda_{\text{ele},t}$ is the power purchase price of the power grid from the hybrid system in period $t$, $\lambda_{\text{resE},t}$ is the reserve power price coefficient in period $t$, $C_{\text{res}}$ is the penalty cost to the WSHS by power grid in case the output power exceeds the declared reserve capacity, $R_t$ is the reserve capacity pre-ordered by WSHS for period $t$, $\lambda_{\text{resC},t}$ is the reserve capacity price in period $t$.

$C_{\text{res}}$ in equation (5) can be represented as:

$$C_{\text{res}} = \begin{cases} \left( \Delta P_{\text{net},t} \right) \cdot \lambda_{\text{resC}} & \left( \Delta P_{\text{net},t} > R_t \right) \\ 0 & \left( \Delta P_{\text{net},t} \leq R_t \right) \end{cases}$$  \hspace{1cm} (7)

Where: $\lambda_{\text{resC}}$ is the reserve penalty coefficient.

From equation (2), it is known that if the power and capacity of ES are unlimited, the actual output power can strictly track the planned curve, that is $\Delta P_{\text{net},t} = 0$. However, restricted by economic and technical conditions, the ES is still a scarce resource and wind farms cannot configure ES unlimitedly to ensure fully tracking of the scheduled power. So the operation of ES must meet the operation constraint requirements. In the process of charging and discharging, it needs to satisfy the constraint of the energy balance, that is:

$$\begin{align*}
E_{\text{ess},t+1}^{\text{charged}} &= E_{\text{ess},t}^{\text{charged}} - P_{\text{ess},t}^{\text{charged}} \cdot \eta_{\text{ch}} \cdot \Delta t \quad P_{\text{ess},t}^{\text{charged}} \geq 0 \\
E_{\text{ess},t+1}^{\text{discharged}} &= E_{\text{ess},t}^{\text{discharged}} - P_{\text{ess},t}^{\text{discharged}} \cdot \eta_{\text{dis}} \cdot \Delta t \quad P_{\text{ess},t}^{\text{discharged}} < 0
\end{align*}$$  \hspace{1cm} (8)
Where: $E_{\text{ess},t}$ is the electricity stored in the ES at the beginning of the time period $t$, $E_{\text{ess},t+1}$ is the electricity stored in the ES at end of the time period $t$. $P_{\text{ess},t}$ is the active power of ES in time period $t$, in which positive values represent discharging power and negative values represent absorbing power. $\eta_{\text{ch}}$ and $\eta_{\text{dis}}$ are charging and discharging efficiency of ES respectively, $\Delta t$ is the duration of the time period $t$.

In addition, the ES is required to meet the constraints of the power and capacity:

$$P_{\text{ess}} \leq P_{\text{ess},t} \leq P_{\text{ess}}$$  \hspace{1cm} (9)

$$E_{\text{ess}} \leq E_{\text{ess},t} \leq E_{\text{ess}}$$  \hspace{1cm} (10)

Where: $P_{\text{ess}}$ is the maximum and minimum active power of ES, respectively. $E_{\text{ess}}$ is the maximum and minimum capacity of ES, respectively.

Therefore, optimizing the operation strategy of the ES according to actual operation state and determining the appropriate output power $P_{\text{ess},t}$ to maximize these utility are the key points to improve the economic operation quality of the WSHS. As can be seen from the model, the complexity of the problems involved in this paper lay mainly in the uncertainty of wind generator power output, complexity of the ES model and the time period relevance caused by the capacity constraints of the ES. The interaction effects of these issues poses great difficulties to determine the optimal control strategy of the WSHS, which cannot be effectively solved by traditional optimization methods.

3 **Principle of the Reinforcement Learning Theory and Q-learning Algorithm**

In a reinforcement learning algorithm, through the interaction between the learning agent and its environment, the learning agent continually receives feedback and gradually upgrades its action strategy with the passage of time. After a specific period of time, the agent could achieve a decision-making capacity for a given problem. The learning process of the reinforcement learning only requires its own experience, thus showing certain advantages for solving control problems with uncertainty.

$$R_t = \sum_{i=0}^{\infty} \gamma^i r_{t+i+1}$$  \hspace{1cm} (11)

Where: $\gamma$ is the discount factor.
Q-learning is a model-free reinforcement learning algorithm. During the iteration, a value function of the state-action pairs $Q(s,a)$ is taken as the evaluation function. The specific meaning of $Q(s,a)$ can be expressed as: under the state $s$ and after the selection of action $a$, the expected cumulative reward under strategy $\pi$.

$$Q^\pi(s,a) = E_{\pi} \left( \sum_{t=0}^{\infty} \gamma^t r_{t+1} | s_t = s, a_t = a \right)$$

The iteration process of Q-learning is as follows:

$$Q^{k+1}(s_k, a_k) = Q^k(s_k, a_k) + \alpha \left( r_{k+1}(s_k, a_k, s_{k+1}) + \gamma \max_{a' \in A} Q^k(s_{k+1}, a') - Q^k(s_k, a_k) \right)$$

Where: $s_k$ is the state of the environment during the $k$th iteration, $a_k$ is the action the agent selects during the $k$th iteration. $Q^k(s_k, a_k)$ is the state-action value function, $\alpha$ is the learning factor.

Under each state the agent shall select an action according to the Q value table. If actions corresponding to the maximum Q value are always selected, it is called greedy strategy and expressed as $\pi^*$:

$$\pi^* = \arg \max_{a \in \mathcal{A}} Q(s,a)$$

If greedy strategy is used for each action selection, it means that current knowledge of the value of the actions is being exploited. While, if non-greedy actions are select, which is called exploring, this enables us to improve the estimate of the non-greedy actions’ value. Exploitation can help us maximize the expected reward on the one way, but exploration may produce the greater total reward in the long run. So exploration and exploitation must be balanced for particular problems [9].

4 Scheduled Power Tracking Control of the WSHS Based on Q-learning

4.1 State set of the environment

In this paper, $E_{ess,t}$, the energy stored in the ES at beginning of period $t$, and $\Delta P_{net,t}$, the difference between the actual wind power and hybrid system’s planned power, are taken as the state variables. These two variables are divided in form of intervals, respectively. The Cartesian product of these two discrete variables forms the state set $S$ of the environment.

The capacity of the ES is divided into $m$ equal intervals, each of which has a length of $\Delta E_{ess}$:

$$\Delta E_{ess} = \frac{E_{essmax} - E_{essmin}}{m}$$

The divided $m$ intervals of the ES include: $[E_{essmin}, E_{essmin}+\Delta E_{ess}], [E_{essmin}+\Delta E_{ess}, E_{essmin}+2\Delta E_{ess}], \ldots, [E_{essmax}-\Delta E_{ess}, E_{essmax}]$.

$P_{net,t}$, the difference between the actual wind power and scheduled power, is also divided into intervals with the length of $\Delta P_{cha}$, which is set according to the requirements. Thus the $n$ intervals of $P_{net,t}$ are $(-\infty, -n \cdot \Delta P_{cha}), \ldots, \left(-\frac{n}{2} - 1 \cdot \Delta P_{cha}, -\frac{n}{2} - 2 \cdot \Delta P_{cha}\right), \ldots, \left[n/2 \cdot \Delta P_{cha}, +\infty\right)$. The $n$ is an even value.

Hence, the environmental state of the WSHS is divided into $m \times n$ states:

$$S = \{s_1, s_2, \ldots, s_{mn}\}$$

The smaller the state is divided, the more accurate the state description of the environment will be. However, it will make the number of elements in the state set so large that the learning process becomes too long to be applicable for online control. Therefore, an appropriate value should be determined according to actual requirements and experience.
4.2 Feasible action set of the agent

The ES output power $P_{es,t}^a$ is taken as the action of the control system. $P_{es,t}^a$ is divided into $b$ feasible actions with interval length of $\Delta \Delta^t_{es} P_{es}$. $P_{es,t}^a$, $P_{es}^\min + \Delta \Delta^t_{es} P_{es}$, $P_{es,t}^a$, $P_{es}^\min + (b-2)\Delta \Delta^t_{es} P_{es}$, which compose the feasible action set $A$:

$$A = \{a_1, a_2, \ldots, a_{2b+1}\}$$ (17)

In actual operation, due to the ES capacity constraint, the output power obtained according to the action selection strategy may not be able to be performed. To determine the actual output power of ES, the ES capacity limit needs to be verified to determine the actual output power of ES.

If $P_{es,t}^a > 0$, it should be checked that whether the capacity lower limit of the ES will be exceeded after the ES output the power $P_{es,t}^a$. If the limit is exceeded, the actual output power of ES should be adjusted:

$$P_{es,t}^a = \left\{ \begin{array}{ll}
P_{es,t}^a & (E_{es,t} - P_{es,t}^a \Delta t \geq E_{es}^\min) \\
E_{es,t} - E_{es}^\min \Delta t, \eta_{dis} & (E_{es,t} - P_{es,t}^a \Delta t < E_{es}^\min) \end{array} \right.$$ (18)

In a similar way, if $P_{es,t}^a < 0$, it should be checked that whether the capacity upper limit of the ES will be exceeded after the ES absorbs the power $P_{es,t}^a$. If the limit is exceeded, the actual output power of ES should be adjusted:

$$P_{es,t}^a = \left\{ \begin{array}{ll}
P_{es,t}^a & (E_{es,t} - P_{es,t}^a \eta_{ch} \Delta t \leq E_{es}^\max) \\
E_{es}^\max - E_{es,t} \eta_{ch} \Delta t, \Delta t & (E_{es,t} - P_{es,t}^a \eta_{ch} \Delta t > E_{es}^\max) \end{array} \right.$$ (19)

4.3 Immediate reward

In this paper, the main purpose of the ES in the WSHS is to reduce the reserve cost. Further considering the ES operating condition, control cost and so on, the immediate reward of the WSHS at period $t$ is defined as follows:

$$r_{s,t} (s_t, a_t) = P_{aw} (t) + C_a (t)$$ (20)

$C_a (t)$ is the penalty in time period $t$ if the hybrid system fails to perform the selected action due to the capacity limitation of ES. Considering the penalty within the immediate reward can improve the feasibility of the selected action.

$$C_a (t) = \begin{cases} k_{Ca} & (P_{es,t}^a \neq P_{es,t}) \\ 0 & (P_{es,t}^a = P_{es,t}) \end{cases}$$ (21)

Where: $k_{Ca}$ is the penalty constant.

4.4 Action selection strategy

In the process of learning, the control action $a_t$ should be selected based on the current state $s_t$ and the value function $Q(s_t, a_t)$. If each selection is based on the action corresponding to the maximal Q-value, i.e. the greedy strategy is conducted, then the feasible action set cannot be fully explored and the learning may converge to local solution. If the randomness of the selection is too strong, then the learning speed will be too slow to form the final control strategy. Hence, a gradient action selection strategy is adopted in this paper.

1) Generate a random number $R_t$,
2) Calculate the probability threshold $T_H$. 
Where: \( N_u \) is the number of action selections which have been performed, \( N_T \) is the total number of action selections during the training process, \( \varepsilon \) is a constant between 0 and 1.

3) Select the action.

If \( R_c < T_u \), select an action from the feasible action set randomly with equal probability. If \( R_c \geq T_u \), then select the action according to the greedy strategy, which is:

\[
 a_t = \operatorname{arg\,max}_{a_t \in A} Q(s_t, a_t) \quad (23)
\]

According to action selection strategy, at the beginning of the learning, the action is selected in random strategy. Then, \( \varepsilon \)-greedy strategy is used to perform the greedy strategy with certain probability. As soon as the action selection number reaches \( 0.9N_T \), greedy strategy will be conducted. The value of the \( N_T \) needs to be set according to the actual training effect and experience.

5 Simulation Example

5.1 Model of the simulation example

A WSHS composed of 55 MW wind turbine generators and 10MW ES is used for simulating and verifying the method proposed in this paper. The maximum charging and discharging power of the ES are both 15 MW, while the lower and upper limits of the capacity are 2MWh and 12MWh, respectively. The charging and discharging efficiency are both 0.9 and the initial SOC of the ES is 7MWh. The reserve capacity cost coefficient of the hybrid system is 150 Yuan/MWh, and the reserve capacity penalty coefficient is 1000 Yuan/MWh. The WSHS declares its scheduled power and reserve capacity in accordance with 24 hours a day.

![Figure 3. Forecasted power and scheduled Power](image)

Based on the wind power forecasting data of every 15 minutes within a day, the average value of the 4 prediction data points within each hour is taken as the scheduled power of the WSHS for that hour. The reserve capacity is 6MW during the whole day. The wind power forecasting data and the scheduled output power within a day are shown in Fig.3. Assuming that the wind power prediction values satisfy the normal distribution with the predicted value as the average value and 15% of the predicted value as the standard deviation, then the actual wind power output in each period can be simulated.

The difference between the actual wind power and scheduled power is divided into thirty two states with 1 MW steps, which are \((-\infty, -15], (-15, -14], ..., (14, 15], (15, +\infty)\). The SOC of the ES is divided into ten states with 1 MW steps, which are \((2, 3], (3, 4], ..., (10, 11], (11, 12]\). Therefore, the number of the environment state is \(32 \times 10 = 320\).
Thirty one feasible actions are defined in the feasible action set, and the output power of the ES could be -15, -14, -13, ..., -1, 0, 1, ..., 14, 15.

5.2 Simulation results
The learning factor is set as 0.01 and the discount factor is set as 0.5. The operation process within one day is simulated with 300 iterations. The random action selection strategy is used for the first thirty iterations, the $\varepsilon$-greedy strategy with probability threshold of 0.1 is used for the 31th-269th iterations, and the greedy strategy is applied for the last thirty iterations.

Figure 4: Total reserve cost of the WSHS during the learning process

Figure 5: Reserve electricity cost of the WSHS during the learning process

Figure 6: Penalty cost of the WSHS during the learning process

Fig.4, Fig.5 and Fig.6 are the changing curves of the total reserve cost, reserve electricity cost and penalty cost in the process of simulation, respectively. The horizontal axis represents the number of iterations, which is the number of simulations of the WSHS operation process within one day. The vertical axis is the actual cost of the WSHS within the day.
From Fig.4-6, it can be seen that, although all the reserve costs cannot be fixed at a certain optimal value due to the uncertainty of the wind power, the costs present an overall downtrend along the advance of the learning process under the effect of reinforcement learning.

Figure 7: Average of the total reserve cost during the learning process.

Figure 8: Average of the reserve electricity cost during the learning process.

Figure 9: Average of the penalty cost during the learning process.

To eliminate the disturbance of the wind power randomness to the training effect evaluation, the training process is repeated for a hundred times, and then, the average data in the corresponding simulation phase is achieved, which provides the training effect of the reinforcement learning. The simulation results are shown in Fig.7-9. In the first thirty iterations of the reinforcement learning, all kinds of costs show no change as the completely random strategy is adopted. Then, when the $\epsilon$-greedy strategy is used, all kinds of reserve costs present an obvious descending trend as the training progresses. So the effectiveness of the reinforcement learning algorithm is verified. After that, once the training reaches a certain degree, the greedy strategy is used for the simulation, which makes the reserve cost stay at a low level constantly. As can be seen, with the gradual accumulation of the learning experience, a good control strategy for the WSHS is formed gradually, enabling the system to track the predetermined scheduled power and reducing the reserve electricity cost and penalty cost greatly.
Simulate the operation process of the WSHS within a day according to greedy strategy and the Q-value function achieved from learning. The comparison curves for the actual wind power, scheduled power and the actual power of the WSHS are shown in Figure 10. It can be seen that the ES can effectively reduce the deviation between the actual wind power and the scheduled power of the WSHS, making the actual power of the WSHS track the scheduled power as close as possible.

Figure 11 shows the average number of the control action constrained by the ES capacity within a day. It can be seen that the changing trend is similar to that of the reserve costs. In the first thirty iterations, due to the use of the random strategy, the number is almost constant. After that, due to the adoption of $\varepsilon$-greedy strategy, the number of constraining decreases gradually with the iteration process. In the last thirty iterations, due to the usage of greedy strategy, the number of constraining keeps at a relatively low value stably. This indicates that by considering the relative indicators in the immediate reward, effective adjustment of control strategy can be realized.

6 Conclusion
In this paper, a WSHS was established by combing the ES with the wind turbine generator. With the scheduled power and reserve capacity determined, using ES as the regulation equipment, a training method of the ES control strategy was established based on reinforcement learning theory and Q-learning algorithm. The feasibility and effectiveness of the method is verified by a simulation example. In addition, considering the variety of problems such as ES in operation and wind power prediction error that faced in actual operation, further researches on various constraints, indexes and training methods are required to make the proposed method more practical.
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