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Abstract. Given a map \( \phi: X \to Y \) of \( \mathbb{Q} \)-factorial Mori dream spaces, one can ask whether this map is induced by a homogeneous homomorphism \( R(Y) \to R(X) \) of Cox rings. As soon as \( Y \) is singular, such a homomorphism needs not to exist, as pulling back Weil divisors is not well-defined.

In this article, we prove that there is a unique Cox lift \( \Phi: X \to Y \) of Mori dream stacks coming from a homogeneous homomorphism \( R(Y) = R(Y) \to R(X) \), where \( Y \) is a canonical stack to \( Y \) and \( X \) is obtained from \( X \) by root constructions. Moreover, \( \phi \) is induced from \( \Phi \) by passing to coarse moduli spaces.

We also apply this techniques to show that a Mori dream quotient stack is obtained by roots from its canonical stack.

1. Introduction

In [9], Gavin Brown and Jarosław Buczyński show how to lift rational maps between toric varieties to (multi-valued) maps between their respective Cox rings. Here we want to argue that this construction has a quite geometrical interpretation when considering quotient stacks (and works well for Mori dream spaces). This we want to illustrate by the following example.

Example 1.1 (cf. [9, Ex. 1.1.1]). Let \( \xi \) be a primitive \( k \)-th root of unity acting on \( \mathbb{A}^2 \) by \( \xi \cdot (x, y) = (\xi^a x, \xi^b y) \). The quotient \( \mathbb{A}^2 / \mu_k \) is then called a \( \frac{1}{k}(a, b) \)-singularity. Here we look at \( \mathbb{A}^2 / \mu_2 \) by which we will mean the \( \frac{1}{2}(1, 1) \)-singularity. By introducing coordinates \( \mathbb{A}^2 = \text{Spec} \, k[x, y] \), the quotient is given as

\[
\mathbb{A}^2 / \mu_2 = \text{Spec} \, k[x, y]/\mathbb{Z}_2 = \text{Spec} \, k[x^2, xy, y^2] = \text{Spec} \, k[u, v, w] / uw - v^2.
\]

Geometrically, this is a double cone with an isolated singularity at \( 0 \). Let \( \mathbb{A}^1 = \text{Spec} \, k[t] \) be a Weil divisor passing through the singular origin. For example, we can choose the embedding \( \phi: \mathbb{A}^1 \hookrightarrow \mathbb{A}^2 / \mu_2 \) as in Figure 1 given in terms of the coordinate rings as

\[
\phi^*: k[x^2, xy, y^2] \to k[t]
\]

\[
x^2 \mapsto t \\
x y, y^2 \mapsto 0
\]

The Cox ring of \( Y = \mathbb{A}^2 / \mu_2 \) is \( R(Y) = k[x, y] \) graded by \( \text{Cl}(Y) = \mathbb{Z}_2 \), which is given by \( \text{deg}(x) = \text{deg}(y) = 1 \). The Cox ring of \( X \) is again the ring \( R(X) = k[t] \) which is graded trivially since \( \text{Cl}(X) = 0 \). As the authors of [9] point out, the best way to lift the map \( \phi^* \) to the respective Cox rings is

\[
\Phi^*: k[x, y] \to k[\sqrt{t}]
\]

\[
x \mapsto \sqrt{t} \\
y \mapsto 0
\]
Here $\sqrt{t}$ should mean that we consider an extension of $k[t]$, namely, the ring $k[t][z]/(z^2 - t) = k[\sqrt{t}]$, where we write suggestively $\sqrt{t} := z$. As shown in [9], this map in homogeneous coordinates has several nice properties, like the images of points or the pullback of divisors can be easily computed.

Our main observation is that the map of Cox rings above is inherently a map between toric stacks. The singular space $\mathbb{A}^2/\mu_2$ is the coarse moduli space of the smooth quotient stack $Y = \left[ \text{Spec } k[x,y]/\mu_2 \right]$. Although the origin is a smooth point of $Y$, it is still different from all other points, since it has the non-trivial stabiliser $\mu_2$.

So if we consider again the divisor as above through the origin, the corresponding point on the embedded divisor should also have the $\mu_2$-stabiliser. We can obtain such a stack by performing a root construction at the origin on $X = \mathbb{A}^1$, to get $X = \sqrt[2]{0}/\mathbb{A}^1$. This stack has the following description as a quotient

$$X = \left[ \text{Spec } k[\sqrt{t}]/\mu_2 \right],$$

where $\mu_2$ acts by swapping $\sqrt{t} \leftrightarrow -\sqrt{t}$.

The inclusion $\Phi: X \hookrightarrow Y$ induces naturally the map $\Phi^*$ above, which becomes just the pullback of global sections. Moreover, it induces the map $\phi: \mathbb{A}^1 \hookrightarrow \mathbb{A}^2/\mu_2$ from the beginning (by passing to the coarse moduli spaces).

This article is organised as follows. In Section 2 we recall the necessary background. This includes Cox rings, Mori dream spaces, their generalisation to stacks and root constructions. For the latter, we will refer mostly to our article [13]. We want to note here a slight difference; in [loc. cit.] Mori dreams stacks are required to be smooth, whereas here we only ask for their Cox rings to be graded factorial and normal.

In Section 3, we will prove our main result, Theorem 3.2. Here we state it in a less technical (and less general) version.

**Main Theorem.** Let $\phi: X \to Y$ be a map between $\mathbb{Q}$-factorial Mori dream spaces where $X$ is complete with factorial Cox ring $R(X)$. Then there is a Mori dream quotient stack $X$ with coarse moduli space $X$ with the following properties:

1. $X$ is built from the canonical $\text{MD}$-stack $X^{\text{can}}$ to $X$ by root constructions with prime divisors and line bundles.
(2) there is a homogeneous morphism $\Phi^*: \mathcal{R}(Y) \to \mathcal{R}(\mathcal{X})$ such that the following diagrams commute:

\[
\begin{array}{ccc}
\mathcal{R}(Y) & \xrightarrow{\Phi^*} & \mathcal{R}(\mathcal{X}) \\
\downarrow & & \downarrow \\
\mathcal{R}(Y; \text{Pic}(Y)) & \xrightarrow{\phi^*} & \mathcal{R}(X) \\
\uparrow & & \uparrow \\
X & \xrightarrow{\phi} & Y
\end{array}
\]

where $\mathcal{Y}^{\text{can}}$ is the canonical MD-stack to $Y$.

(3) $\mathcal{X}$ is minimal in the following sense: given any Mori dream quotient stack $\mathcal{X}'$ that satisfies (2), then the map $\mathcal{X}' \to X$ to the coarse moduli space factors through $\mathcal{X}$.

We call $\Phi: \mathcal{X} \to \mathcal{Y}^{\text{can}}$ the Cox lift of the map $\phi: X \to Y$.

The proof of this theorem is used in Section 4 to show that a Mori dream stack is a Mori dream quotient stack if and only if it is obtained by root constructions along prime divisors and line bundles from its canonical stack. This generalises the results on Mori dream quotient stacks of our previous article, where we asked for smoothness.

The key idea of this article is that, given a map $\phi: X \to Y$, we may not be able to pull back an $r \in \mathcal{R}(Y)$ if it comes as a section of a Weil divisor on $Y$. But, when $Y$ is at least $\mathbb{Q}$-factorial, then some positive multiple $r^n$ becomes Cartier, so there is a pullback $\phi^*(r^n) \in \mathcal{R}(X)$. In order to get a homomorphism, we have to add roots of (the factors of) $r^n$ to $\mathcal{R}(X)$.

It seems that Takeshi Kajiwara observed this for the first time in an example in [15, Ex. 4.12]. In [6], Florian Berchtold addressed also the question of lifting maps to Cox rings, but focusing on the cases where no roots are needed. The question of lifting rational maps between toric varieties was systematically treated in [9] by Gavin Brown and Jarosław Buczyński, where roots are used. As they do not use the language of stacks, this leads to the notion of multi-valued maps.

In this article, we partly generalise the results from [9] in the sense, that we discuss (regular) maps between $\mathbb{Q}$-factorial Mori dream spaces instead of rational maps between arbitrary toric varieties. Additionally, the Cox lift obtained here fulfills a certain uniqueness and can be determined quite algorithmically.

Jarosław Buczyński and Oskar Kędzierski have also obtained independently a generalisation for rational maps between (even not $\mathbb{Q}$-factorial) Mori dream spaces in [10].

Finally, we want to mention that our construction is similar in spirit to the process of destackification as introduced in [8] by Daniel Bergh.

Notations and Conventions. In this article, $\mathbb{k}$ will always be an algebraically closed field of characteristic 0, since most results on Mori dream spaces and GIT quotients are only available in this setting. A stack is always meant to be algebraic, separated and of finite type over $\mathbb{k}$. When using stacks, we work in the étale topology.
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2. Preliminaries

In the following we recall basic facts about Mori dream spaces and stacks, mostly to fix notation. The references are \cite{14, 4} for statements about Mori dream spaces and \cite{13} for those about Mori dream stacks. As a general reference for the theory of stacks serves the book \cite{17}. As we are dealing here mainly with quotient stacks, we recommend the article \cite{3} as it gives reformulations of equivariant geometry into the language of quotient stacks.

**Mori dream spaces.** We will call an (irreducible, normal) variety $X$ a *Mori dream space* (or *MD-space* for short) if

1. $X$ is $\mathbb{Q}$-factorial,
2. $H^0(X, \mathcal{O}_X) = \mathbb{C}Z^*$,
3. $\text{Cl}(X)$ is finitely generated as a $\mathbb{Z}$-module,
4. its Cox ring $\mathcal{R}(X)$ is finitely generated as a $\mathbb{C}Z^*$-algebra.

We want to remark that this is different from the characterisation of Mori dream spaces given in \cite[Prop. 2.9]{14} (where $X$ is assumed to be projective and the quotient is taken by a torus) as the focus there is on the minimal model program. It is almost the same as in \cite[§1.6.3]{4} where the focus is (as here) on quotients (and also certain prevarieties are allowed).

**Proposition 2.1** (cf. \cite[Prop. 2.9]{14} and \cite[§1.6.3]{4}). Let $X$ be an MD-space, then

$$X = \text{Spec} \mathcal{R}(X) \setminus V/\text{Hom} (\text{Cl}(X), \mathbb{C}^*)$$

where the *irrelevant locus* $V = V_X$ is the vanishing locus of the *irrelevant ideal*

$$J_{\text{irr}}(X) = \{ f \in \mathcal{R}(X) \text{ homogeneous} \mid X_f := X \setminus \{ f = 0 \} \text{ is affine} \}.$$

The Cox ring appearing in the definition can be naively defined as the $\text{Cl}(X)$-graded vector space

$$\mathcal{R}(X) = \bigoplus_{[D] \in \text{Cl}(X)} H^0(X, \mathcal{O}(D)),$$

but as pointed out in \cite{14}, this definition does not admit a canonical ring structure. In the case when $\text{Cl}(X)$ is free, after fixing a basis of $\text{Cl}(X)$, the product can be defined by multiplying the sections as rational functions. For an arbitrary finitely generated $\text{Cl}(X)$, the definition of a ring structure is a bit more technical; we follow \cite[§1.4]{4}.

Choose a finite number of divisors $D_1, \ldots, D_m$, such that the classes $[D_1], \ldots, [D_m]$ generate $\text{Cl}(X)$. Denote by $K$ the free subgroup of the group of Weil divisors $\text{WDiv}(X)$ generated by these divisors. We hence have a surjection $K \rightarrow \text{Cl}(X)$. If we write $K^0$ for its kernel, then we obtain a short exact sequence $K^0 \hookrightarrow K \rightarrow \text{Cl}(X)$ with $K, K^0$ free abelian groups. Finally, since the composition of $K^0 \hookrightarrow K \rightarrow \text{WDiv}(X)$ and $\text{WDiv}(X) \rightarrow \text{Cl}(X)$ is zero, the map $K^0 \hookrightarrow \text{WDiv}(X)$ has to factor uniquely through $k(X)^*/k^*$,
that is, the kernel of $\text{WDiv}(X) \to \text{Cl}(X)$. So we obtain a map $K^0 \hookrightarrow \kappa(X)^*/\kappa^*$. As $K^0$ is a free abelian group, this map lifts (non-uniquely) to $\chi: K^0 \hookrightarrow \kappa(X)^*$. In particular, for a principal divisor $E \in K^0$ we have $E = \text{div} \chi(E)$.

Consider the sheaf of $\text{Cl}(X)$-graded rings $S = \bigoplus_{D \in K^0} \mathcal{O}_X(D)$ containing the homogeneous ideal $I = \langle 1 - \chi(E) \mid E \in K^0 \rangle$.

**Definition 2.2.** The Cox ring of $X$ is the $\text{Cl}(X)$-graded ring $\mathcal{R}(X) = H^0(X, S)/H^0(X, I)$.

We note that the definition of the Cox ring depends on the choices we made above. But for different choices, the resulting rings will be (non-canonically) isomorphic.

We recall some terminology taken from [4, §1.5.3].

**Definition 2.3.** Let $A$ be a finitely generated abelian group and $R$ be a ring graded by $A$. A non-zero, non-invertible homogeneous element $a \in A$ is called $A$-irreducible, if $a = bc$ with $b, c \in A$ homogeneous implies that either $b$ or $c$ is invertible.

If the group $A$ is fixed, a $A$-irreducible element of $R$ will be called homogeneous-irreducible or h-irreducible for short.

$R$ is called graded factorial with respect to $A$, or for short $A$-factorial, if the factorisation of any homogeneous element into h-irreducible elements is unique up to reordering and multiplication with invertible homogeneous elements.

**Proposition 2.4** ([4, Thm. 1.5.3.7]). Let $X$ be an MD-space. Then $\mathcal{R}(X)$ is graded factorial with respect to $\text{Cl}(X)$.

**From Mori dream spaces to stacks.** In the following, we give the definitions and basic properties of Mori dream stacks as introduced in [13]. The difference here is that we focus solely on quotient stacks, and that we do not ask for smoothness as in the definition of general Mori dream stacks in [loc. cit.], which is replaced by graded factoriality of the Cox ring.

For stacks, we define $\mathcal{R}(\mathcal{X}) = \bigoplus_{L \in \text{Pic}(\mathcal{X})} H^0(\mathcal{X}, L)$, using $\text{Pic}(\mathcal{X})$ instead of $\text{Cl}(\mathcal{X})$. The product structure is similarly defined to the case of varieties, the details are spelt out in [13, §2].

**Definition 2.5.** We call a stack $\mathcal{X}$ a Mori dream quotient stack (or MD-quotient stack for short) if

1. $\text{Pic}(\mathcal{X})$ is finitely generated as a $\mathbb{Z}$-module,
2. $\mathcal{R}(\mathcal{X})$ is finitely generated as a $\kappa$-algebra,
3. $\mathcal{R}(\mathcal{X})$ is graded factorial and normal,
4. $H^0(\text{Spec} \mathcal{R}(\mathcal{X}) \setminus V, \mathcal{O}^*) = \kappa^*$,
5. $\mathcal{X}$ has the following representation as quotient stack

$$\mathcal{X} = \left[ \text{Spec} \mathcal{R}(\mathcal{X}) \setminus V / \text{Hom}(\text{Pic}(\mathcal{X}), \kappa^*) \right],$$

where the irrelevant locus $V = V_\mathcal{X}$ is the vanishing locus of the irrelevant ideal $J_{irr}(\mathcal{X}) = \{ f \in \mathcal{R}(\mathcal{X}) \text{ homogeneous} \mid \mathcal{X}_f \text{ has an affine coarse moduli space} \}$. 
Remark 2.6. For a quotient stack $X = [Z/G]$ with $Z$ normal, we have the following exact sequence by [16, §2]

$$1 \rightarrow H^0(X, \mathcal{O}_X^*) \rightarrow H^0(Z, \mathcal{O}_Z^*) \rightarrow \text{Hom}(G, k^*) \rightarrow \text{Pic}(X) \rightarrow \text{Pic}(Z) \rightarrow \text{Pic}(G)$$

which implies that also $H^0(X, \mathcal{O}_X^*) = k^*$ for an MD-quotient stack, using that $H^0(\text{Spec } R(X) \setminus V, \mathcal{O}_V^*) = k^*$.

The different definition of the Cox ring using the Picard group is partly justified by the proposition below.

Definition 2.7. Let $X$ be an MD-space, then we call

$$X^{\text{can}} = \left[ \text{Spec } \mathcal{R}(X) \setminus V \Big/ \text{Hom}(\text{Cl}(X), k^*) \right]$$

the canonical MD-stack to $X$.

Note there is $\pi : X^{\text{can}} \rightarrow X$ making $X$ the coarse moduli space of $X^{\text{can}}$.

Remark 2.8. Actually our canonical MD-stack is a canonical stack of $X$ as defined in the literature (see [12, §1.2]). If $X^{\text{can}}$ is smooth, then it is the smooth canonical stack to $X$ according to the definition of [12, Def. 4.4].

Proposition 2.9. Let $X$ be an MD-space with $H^0(\text{Spec } \mathcal{R}(X) \setminus V, \mathcal{O}_V^*) = k^*$ and $\text{Pic}(\text{Spec } \mathcal{R}(X) \setminus V) = 0$. Then, its canonical MD-stack $X^{\text{can}}$ is an MD-quotient stack, i.e. $\mathcal{R}(X^{\text{can}}) = \mathcal{R}(X)$ and $\text{Pic}(X^{\text{can}}) = \text{Cl}(X)$, so

$$X^{\text{can}} = \left[ \text{Spec } \mathcal{R}(X^{\text{can}}) \setminus V \Big/ \text{Hom}(\text{Pic}(X^{\text{can}}), k^*) \right]$$

Proof. First we check that $\text{Pic}(X^{\text{can}}) = \text{Cl}(X)$. Consider the sequence from Remark 2.6 for the quotient stack $X^{\text{can}}$. The assumption $H^0(\text{Spec } \mathcal{R}(X) \setminus V, \mathcal{O}_V^*) = k^*$ implies that the first arrow in the sequence is an isomorphism. Now $\text{Pic}(\text{Spec } \mathcal{R}(X) \setminus V) = 0$ implies the desired equality.

Finally, we have to prove that $\mathcal{R}(X) = \mathcal{R}(X^{\text{can}})$. Since $\pi : X^{\text{can}} \rightarrow X$ is the map to the coarse moduli space, there is a natural isomorphism $\mathcal{O}_X \cong \pi_* \mathcal{O}_{X^{\text{can}}}$. Using the projection formula, we get $H^0(X^{\text{can}}, \mathcal{O}(D)) = H^0(X, \mathcal{O}(D))$ for any divisor.

By [4, Thm. 1.5.1.1 & Prop. 1.5.3.2], the Cox ring of any Mori dream space is graded factorial and normal, therefore $\mathcal{R}(X^{\text{can}})$ as well. □

Remark 2.10. The technical assumption $H^0(\text{Spec } \mathcal{R}(X) \setminus V, \mathcal{O}_V^*) = k^*$ is fulfilled for example if $H^0(X, \mathcal{O}) = k$, by [4, Prop 1.5.2.5]. Especially it holds as soon as $X$ is complete.

The assumption $\text{Pic}(\text{Spec } \mathcal{R}(X) \setminus V) = 0$ holds whenever $\mathcal{R}(X)$ is factorial. Indeed, factoriality implies $\text{Cl}(\text{Spec } \mathcal{R}(X)) = 0$ and, since the codimension of the irrelevant locus is at least 2, $\text{Cl}(\text{Spec } \mathcal{R}(X) \setminus V) = \text{Cl}(\text{Spec } \mathcal{R}(X)) = 0$, hence also the Picard group vanishes.

We recall the definition of two root constructions for stacks as found in [11] and [1] and we describe them more explicitly in the case of MD-quotient stacks.
Definition 2.11. Let $\mathcal{X}$ be a stack and $D$ an effective divisor on $\mathcal{X}$. Let $n$ be a positive integer. Consider the fibre product

$$
\mathcal{X} \times_{[\mathbb{A}^1/k^*]} [\mathbb{A}^1/k^*] \to [\mathbb{A}^1/k^*]
$$

where the lower map corresponds to the divisor and the right map is induced by $p \mapsto p^n$. The stack $\sqrt[n]{D/\mathcal{X}} := \mathcal{X} \times_{[\mathbb{A}^1/k^*]} [\mathbb{A}^1/k^*]$ is the $n$-th root of the divisor $D$ on $\mathcal{X}$.

In the following definition we use the shorthand $BG$ to denote the quotient stack $[pt/G]$, where $G$ can be an arbitrary group.

Definition 2.12. Let $\mathcal{X}$ be a stack and $L$ a line bundle on $\mathcal{X}$. Let $n$ be a positive integer. Consider the fibre product

$$
\mathcal{X} \times_{BG*} BG^* \to BG^*
$$

where the lower map corresponds to the line bundle and the right map is induced by $p \mapsto p^n$. The stack $\sqrt[n]{L/\mathcal{X}} := \mathcal{X} \times_{BG*} BG^*$ is the $n$-th root of the line bundle $L$ on $\mathcal{X}$.

Definition 2.13. Let $\mathcal{X}$ be a stack. We say that $\mathcal{X}'$ is obtained by roots from $\mathcal{X}$, if $\mathcal{X}'$ is the result of performing a finite sequence of root constructions with divisors or line bundles starting from $\mathcal{X}$.

Proposition 2.14. Let $\mathcal{X}$ be an MD-quotient stack and $D$ a prime divisor on $\mathcal{X}$ corresponding to a line bundle $L$ and a section $s \in R(\mathcal{X})$. Let $n \in \mathbb{N}$.

1. The stack $\mathcal{X}' = \sqrt[n]{D/\mathcal{X}}$ is an MD-quotient stack where $R(\mathcal{X}')$ and $\text{Pic}(\mathcal{X}')$ fit into the pushout diagrams

$$
\begin{align*}
\mathbb{Z} & \to \mathcal{X} \\
\mathbb{Z} & \to \mathcal{X}'
\end{align*}
$$

and $R(\mathcal{X}')$ is $\text{Pic}(\mathcal{X}')$-graded by setting $\deg(z) = (0, 1)$.

2. The stack $\mathcal{X}' = \sqrt[n]{L/\mathcal{X}}$ is an MD-quotient stack where $R(\mathcal{X}') = R(\mathcal{X})$ and $\text{Pic}(\mathcal{X}')$ fits in the right diagram of (1). The grading of $R(\mathcal{X}')$ is induced by $\text{Pic}(\mathcal{X}) \hookrightarrow \text{Pic}(\mathcal{X}')$.

Remark 2.15. Let $X$ be an MD-space with $H^0(\text{Spec } R \setminus V, O^*) = k^*$, then $R(X) = R(\mathcal{X}^{\text{can}})$ is graded factorial. As a consequence, if $\mathcal{X}^{\text{can}}$ is an MD-quotient stack, then any stack built from it by a sequence of roots of prime divisors or line bundles is again an MD-quotient stack.
Lemma 2.16. The normality of \( R \) follows from the subsequent Lemma 2.17, applied to \( U = \text{Spec} \ R(X') \) and \( U' = \text{Spec} \ R(X') \). Now we are left to show that \( R(X') \) is still graded factorial in case (1), which is Lemma 2.18 below. \( \square \)

**Lemma 2.16.** Let \( X_i = \left[ \text{Spec} \ R_i \setminus V(J_i) / \text{Hom}(G_i, k^*) \right] \) with \( i = 1, 2 \) be two quotient stacks with

- \( R_i \) graded factorial with respect to \( G_i; \)
- \( J_i \) the corresponding irreducible ideal;
- \( G_1 \to G_2 \) of finite index such that \( R_1 = \bigoplus_{g \in G_1} (R_2)_g \).

Then the graded morphism \( R_1 \to R_2 \) induces a surjective map \( X_2 \to X_1 \).

**Proof.** For \( i = 1, 2 \) let \( \tilde{X}_i = \left[ \text{Spec} \ R_i / \text{Hom}(G_i, k^*) \right] \) and \( \pi : \tilde{X}_2 \to \tilde{X}_1 \) be the canonical (surjective) map. We only need to prove that \( \pi^{-1}(V(J_1)) = V(J_2) \).

First, recall that the coarse moduli space of a stack of the form \( \text{Spec}(S/T) \) is \( \text{Spec}(S^T) \). We claim that, if \( r_2 \in J_2 \subset R_2 \) is \( G_2 \)-homogeneous, then there exists a \( G_1 \)-homogeneous \( r_1 \in R_1 \), such that the coarse moduli spaces of \( (\tilde{X}_2)_{r_2} \) and of \( (\tilde{X}_1)_{r_1} \) coincide. The claim easily implies the inclusion \( \pi^{-1}(V(J_1)) \subset V(J_2) \). Note that as a consequence \( X_1 \) and \( X_2 \) have the same coarse moduli space \( X \).

The coarse moduli space of \( (\tilde{X}_2)_{r_2} = \text{Spec}(R_2[r_2^{-1}]G_2) \). Any element in this ring can be written as \( p = \frac{h}{r_2} \), where both \( h \) and \( r_2 \) have the same degree in \( G_2 \). As \( G_1 \subset G_2 \) and finite index, there is a homogeneous \( q \in R_2 \), such that the degrees of \( hq \) and \( r_2 q \) are in \( G_1 \), and therefore these elements lie in \( R_1 \). So if we consider \( r_1 = r_2 q \), then \( p = \frac{hq}{r_1} \in (R_1[r_1^{-1}])G_1 \). Hence the coarse moduli spaces of \( (\tilde{X}_2)_{r_2} \) and \( (\tilde{X}_1)_{r_1} \) coincide as claimed.

As the map \( X_2 \to X \) to the coarse moduli space factors through \( \pi : X_2 \to X_1 \), the converse inclusion \( V(J_2) \subset \pi^{-1}(V(J_1)) \) is easy to see. \( \square \)

**Lemma 2.17.** Let \( \pi : U' \to U \) be a cyclic cover branched at a (possibly singular) prime divisor \( D \). If \( U \) is normal, so is \( U' \).

**Proof.** We show the normality using Serre’s criterion.

**R1.** Consider \( \tilde{U} = U_{\text{sm}} \setminus \text{sing}(D) \), whose complement is of at least codimension two in \( U \), as \( U \) is normal. Then the restriction \( \pi^{-1}(U) \to \tilde{U} \) is again a cyclic cover and as \( D \cap \tilde{U} \) is smooth, therefore \( \pi^{-1}(\tilde{U}) \) is smooth by [13, Cor 1.23].

**S2.** We follow here an argument from the proof of [2, Lem. 1.2], which we repeat for the convenience of the reader.

Without loss of generality, we may assume that \( U = \text{Spec} \ A \) and \( D \) given by a prime \( p \in A \). Then \( U' = \text{Spec} \ A' \) with \( A' = A[z]/(z^n - p) \) for some \( n \in \mathbb{N} \). So \( A' = \bigoplus_{i=0}^{n-1} A \cdot z^i \) as an \( A \)-module. As each summand \( A \cdot z^i \) is saturated in codimension 2, \( U' = \text{Spec}_{U'} \ O_{U'} \) is an \( S_2 \)-variety. \( \square \)

**Lemma 2.18.** Let \( \mathcal{X} \) be an MD-quotient stack, in particular its Cox ring \( \mathcal{R}(\mathcal{X}) \) is \( \text{Pic}(\mathcal{X}) \)-factorial. Let \( s \in \mathcal{R}(\mathcal{X}) \) and \( D \) be the corresponding divisor.
Then for $\mathcal{X}' = \sqrt[n]{D/\overline{\mathcal{X}}}$, the ring $R(\mathcal{X}')$ is $\text{Pic}(\mathcal{X}')$-factorial if and only if $D$ is a prime divisor.

**Proof.** First note that $D$ is a prime divisor if and only if $s$ is $\text{Pic}(\mathcal{X})$-irreducible. In the following we use the notations

$$R := R(\mathcal{X}), A := \text{Pic}(\mathcal{X}), R' = R(\mathcal{X}')$$

Assume that $s$ is not $A$-irreducible in $R$, so there is a non-trivial factorisation $s = s_1s_2$ into $A$-homogeneous elements. Since these are also $A'$-homogeneous, we have by $z^n = s_1s_2$ two homogeneous factorisations for $s$ in $R[z]/(z^n - s)$. So $R'$ is not $A'$-factorial.

Now suppose that $R'$ not $A'$-factorial. Let $t_1t_2 = t_3t_4$ be two different homogeneous factorisations in $R'$. Then we can write $t_i = z^{m_i}t'_i$ where $t'_i \in R$ and $m_i$ is chosen to be maximal. Note that therefore, $s$ does not divide $t'_i$. Then we obtain the equation

$$z^{m_1+m_2}t'_1t'_2 = z^{m_3+m_4}t'_3t'_4$$

where $m_1 + m_2 = m_3 + m_4 \mod n$. So we assume without loss of generality that $m_1 + m_2 = m_3 + m_4 + 4n$ with $l \in \mathbb{N}_0$. Reducing both sides by $z^{m_3+m_4}$ we obtain

$$z^{ln}t'_1t'_2 = s^lt'_3t'_4$$

The latter equality are two homogeneous factorisations in $R$. By the maximality of the $m_i$’s this implies that $s$ cannot be $A$-irreducible.

**□**

**More Mori dream stacks and maps.** Let $Y$ be an MD-space. For a subgroup $\mathcal{K} \subset \text{Cl}(Y)$, we can define the $\mathcal{K}$-graded

$$\mathcal{X}(Y; \mathcal{K}) = \bigoplus_{[D] \in \mathcal{K}} H^0(Y, \mathcal{O}(D)).$$

**Remark 2.19.** If we consider $\text{Pic}(Y) \subset \mathcal{K} \subset \text{Cl}(Y)$ then it still holds $Y = \text{Spec} \mathcal{X}(Y; \mathcal{K}) \setminus \text{V} / \text{Hom}(\mathcal{K}, k^*)$, see for example [4, §4.2.1]. On the other hand, the quotient stack

$$\mathcal{Y}_{\mathcal{K}} := \left[ \text{Spec} \mathcal{X}(Y; \mathcal{K}) \setminus \text{V} / \text{Hom}(\mathcal{K}, k^*) \right]$$

will be different from $\mathcal{Y}_{\text{can}}$.

**Lemma 2.20.** Let $Y$ be a $\mathbb{Q}$-factorial variety and $\mathcal{K}$ a group with $\text{Pic}(Y) \subset \mathcal{K} \subset \text{Cl}(Y)$. If $\mathcal{R}(Y)$ is a finitely generated $\mathcal{K}$-algebra then $\mathcal{Y}(Y; \mathcal{K})$ as well. Moreover, $\mathcal{R}(Y)$ is a finitely generated $\mathcal{R}(Y; \mathcal{K})$-module.

**Proof.** We abbreviate $\mathcal{R} := \mathcal{R}(Y)$ and $\mathcal{R}' := \mathcal{R}(Y; \mathcal{K})$. By [5, Prop. 7.8], we can restrict ourselves to show that $\mathcal{R}$ becomes a finitely generated $\mathcal{R}'$-module by the inclusion $\mathcal{R}' \hookrightarrow \mathcal{R}$. Let $r_1, \ldots, r_l \in \mathcal{R}$ be generators of $\mathcal{R}$ as a $\mathcal{K}$-algebra. Since $Y$ is $\mathbb{Q}$-factorial, there are positive integers $b_i$ such that $r_i^{b_i} \in \mathcal{R}'$. Then $\mathcal{R}$ is generated by products of the $r_i^{b_i}$ with $1 \leq i \leq l$ and $1 \leq j < b_i$ as an $\mathcal{R}'$-module.

**Definition 2.21.** Let $G$ and $H$ be abelian groups, $R$ and $S$ $\mathcal{K}$-algebras graded with respect to $G$ and $H$, respectively. Let $\alpha : G \to H$ be a group homomorphism. A morphism of $\mathcal{K}$-algebras $\phi : R \to S$ is called *homogeneous* if $\phi(R_g) \subseteq S_{\alpha(g)}$, for any $g \in G$. 


Similarly, if $G$ and $H$ act on spaces $U$ and $V$, respectively, we call $f : U \to V$ equivariant if $f \circ \sigma_g = \sigma_{\alpha(g)} \circ f$, where $\sigma$ denotes the action.

**Remark 2.22.** Any equivariant map $f : U \to V$ induces maps $U/G \to V/H$ and $[U/G] \to [V/H]$. Especially, for an MD-space $Y$ and subgroups $\mathcal{K} \subset \mathcal{K}' \subset \text{Cl}(Y)$ we obtain $\mathcal{Y}_{\mathcal{K}} \to \mathcal{Y}_{\mathcal{K}'}$.

### 3. The Cox lift

Suppose $\phi : X \to Y$ is a map between MD-spaces which we want to lift to a map $\phi^* : \mathcal{R}(Y) \to \mathcal{R}(X)$. One important property of a Cox ring is that any effective prime divisor $D$ on $Y$ is given by a global homogeneous equation $r \in \mathcal{R}(Y)$. Ideally, $\phi^*(r)$ would be just the equation of the pulled-back divisor $\phi^*(D)$. But if $D$ is only a Weil divisor and not necessarily Cartier, then we have no well-defined pull-back of $D$. As $Y$ is $\mathbb{Q}$-factorial, some multiple $nD$ is Cartier. Say that $\phi^*(nD)$ is given by some $s \in \mathcal{R}(X)$. The key idea is to introduce the necessary roots $\sqrt[n]{s}$ to $\mathcal{R}(X)$ if $s$ is non-zero or otherwise to take a line bundle root of $\mathcal{O}(\phi^*(nD))$ to obtain a map $\Phi^* : \mathcal{R}(Y) \to \mathcal{R}(X)$ of Cox rings.

The following lemma can also be seen as an easy consequence of [7, Prop. 5.6], which essentially states that the assignment $Y \mapsto \mathcal{R}(Y; \text{Pic}(Y))$ (together with the irrelevant ideal) is functorial. Still we present a proof here for the convenience of the reader.

**Lemma 3.1.** Let $\phi : X \to Y$ be a map of MD-spaces. Then there is an induced homogeneous morphism $\Phi^*_0 : \mathcal{R}(Y; \text{Pic}(Y)) \to \mathcal{R}(X)$ and consequently an equivariant map $\Phi^*_0 : \text{Spec}(\mathcal{R}(X)) \setminus V \to \text{Spec}(\mathcal{R}(Y; \text{Pic}(Y))) \setminus V$.

**Proof.** Let $C^0_Y \hookrightarrow C_Y \twoheadrightarrow \text{Pic}(Y)$ be a free presentation of $\text{Pic}(Y)$ where $C_Y = \bigoplus_{i=1}^l \mathbb{Z} \cdot D_i$ with $D_i \in \text{CDiv}(Y)$ (which need not to be effective). Without loss of generality $\text{im}(\phi)$ is not contained in $\text{supp } D_i$ for any $i$. Let us assume the contrary that $\text{im}(\phi) \subset \text{supp } D_i$ for some $i$. The $D_i$ is locally principal at any given point, for example $y \in \text{im}(\phi)$. Therefore $D_i$ is given as $\text{div}(s)$ on an open neighbourhood $U$ of $y$. If we replace $D_i$ by the linearly equivalent divisor $\tilde{D}_i = D_i - \text{div}(s)$, then $\text{supp } \tilde{D}_i \cap U = \emptyset$, especially $\text{im}(\phi) \not\subset \text{supp } \tilde{D}_i$.

So we can define $\phi^*_{\text{div}} : C_Y \to \text{WDiv}(X)$ whose image is contained in some free subgroup $K_X \subset \text{WDiv}(X)$ that generates $\text{Cl}(X)$. Obviously this map carries $C^0_Y$ to $K^0_X$ as it is just the composition of the rational functions with $\phi$. Therefore we get the following commutative diagram:

$$
\begin{array}{ccc}
C^0_Y & \hookrightarrow & C_Y \\
\downarrow & & \downarrow \\
K^0_X & \hookrightarrow & \text{Cl}(X)
\end{array}
$$

where the dashed arrow is the one induced from $\phi^*_{\text{div}}$ on the quotient.

Next, we claim that we have a well-defined ring homomorphism

$$
H^0(Y, S_Y) = \bigoplus_{D \in C_Y} H^0(Y, \mathcal{O}_Y(D)) \xrightarrow{\phi^*_0} H^0(X, S_X) = \bigoplus_{D \in K_X} H^0(X, \mathcal{O}_X(D))
$$
which is graded with respect to $\phi^*_\text{div} : C_Y \to K_X$. Here we consider the global sections as rational functions, so their pullback is not problematic as $\text{im}(\phi) \not\subseteq \text{supp} \ D$ for all $D \in C_Y$.

Choose now maps $\chi_X : K^0_X \to k(X)^*$ and $\chi_Y : C^0_Y \to k(Y)^*$, as in the construction of the Cox ring. Then there exist $\alpha_i \in k^*$, such that $\chi_X(\phi^*_\text{div}(D_i)) = \alpha_i \cdot \phi^*(\chi_Y(D_i))$, for $1 \leq i \leq l$. Define $\tilde{\chi}_Y$ by setting $\tilde{\chi}_Y(D_i) = \alpha_i \cdot \chi_Y(D_i)$, then the following diagram commutes

$$
\begin{array}{ccc}
C^0_Y & \xrightarrow{\tilde{\chi}_Y} & k(Y)^* \\
\phi^*_\text{div} & \downarrow & \phi^* \\
K^0_X & \xrightarrow{\chi_X} & k(X)^*
\end{array}
$$

Using $\chi_X$ and $\tilde{\chi}_Y$ to define the homogeneous ideals $\mathcal{I}_X$ and $\mathcal{I}_Y$, the map $\Phi^*_0 : H^0(Y, S_Y) \to H^0(X, S_X)$ restricts to a map $H^0(Y, \mathcal{I}_Y) \to H^0(X, \mathcal{I}_X)$ and therefore induces the map $\Phi^*_0 : \mathcal{R}(Y; \text{Pic}(Y)) \to \mathcal{R}(X)$.

To get $\Phi_0$, we only need to see that the image of the irrelevant locus of $X$ is contained in the one of $Y$. We cover $Y$ by the affine sets $Y_j := Y_{g_j} = \{g_j \neq 0\}$, where we choose the $g_j$ as homogeneous generators of the irrelevant ideal of $Y$. In the same way cover the preimage of $Y_j$ under $\phi$ with affine sets $X_{ij} := X_{f_{ij}}$, where the $f_{ij}$ are in the irrelevant ideal of $X$. This is possible even as in [4, Prop. 1.6.3.3] as these $X_{ij}$ form a base of the topology, additionally even $\sqrt{(f_{ij} | i, j)} = J_{\text{irr}}(X)$ holds.

Especially we can restrict $\phi$ for all $i, j$ to $X_{ij} \to Y_j$. As $X$ and $Y$ are good quotients, we get the following diagram of rings

$$
\begin{array}{ccc}
\mathcal{R}(Y; \text{Pic}(Y))[g^{-1}_j] & \xrightarrow{\phi^*} & \mathcal{R}(X)[f^{-1}_{ij}] \\
\bigvee & & \bigvee \\
\mathcal{R}(Y; \text{Pic}(Y))[g^{-1}_j]_{\text{Hom}(\text{Pic}(Y), k^*)} & \xrightarrow{\phi^*} & \mathcal{R}(X)[f^{-1}_{ij}]_{\text{Hom}(\text{Cl}(X), k^*)}
\end{array}
$$

Note that $\mathcal{R}(X)[f^{-1}_{ij}]$ is the coordinate ring of $\tilde{X}_{ij} := \pi^{-1}(X_{ij})$ using that $\pi : \text{Spec} \mathcal{R}(X) \setminus V \to X$ is a good quotient map. By the choices of the open sets, $\Phi^*_0(g_j)$ vanishes only outside of $\tilde{X}_{ij}$, hence is an invertible function in $\mathcal{R}(X)[f^{-1}_{ij}]$. So the dashed arrow exists, and therefore $\Phi^*_0$ induces $\Phi_0 : \text{Spec} \mathcal{R}(X) \setminus V \to \text{Spec} \mathcal{R}(Y; \text{Pic}(Y)) \setminus V$.

Note that the map in the previous lemma depends on choices, but any two such maps are equivalent up to non-unique isomorphisms of the respective Cox rings.

Theorem 3.2. Let $\phi : X \to Y$ be a map between Mori dream spaces with $H^0(\text{Spec} \mathcal{R}(X) \setminus V, O^*) = k^*$ and $\text{Pic} \text{Spec} \mathcal{R}(X) \setminus V = 0$. Then there is an MD-quotient stack $\mathcal{X}$ with coarse moduli space $X$ with the following properties:

1) $\mathcal{X}$ is built from $\mathcal{X}^{\text{can}}$ by root constructions with prime divisors and line bundles, in particular the Cox ring $\mathcal{R}(\mathcal{X})$ is graded factorial.
Lemma 3.1

(2) there is a homogeneous morphism $\Phi^*: \mathcal{R}(Y) \rightarrow \mathcal{R}(\mathcal{X})$ such that the following diagrams commute:

\[
\begin{array}{ccc}
\mathcal{R}(Y) & \xrightarrow{\Phi^*} & \mathcal{R}(\mathcal{X}) \\
\downarrow & & \downarrow \\
\mathcal{R}(Y; \text{Pic}(Y)) & \xrightarrow{\phi^*} & \mathcal{R}(X) \\
\end{array}
\]

\[
\begin{array}{ccc}
\mathcal{X} & \xrightarrow{\Phi} & \mathcal{X}^{\text{can}} \\
\downarrow & & \downarrow \\
X & \xrightarrow{\phi} & Y
\end{array}
\]

(3) $\mathcal{X}$ is minimal in the following sense: given any MD-quotient stack $\mathcal{X}'$ that satisfies (2), then the map $\mathcal{X}' \rightarrow X$ to the coarse moduli space factors through $\mathcal{X}$.

We call $\Phi: \mathcal{X} \rightarrow \mathcal{X}^{\text{can}}$ the Cox lift of the map $\phi: X \rightarrow Y$.

Proof. We first construct an MD-stack $\mathcal{X}$ inductively, which satisfies (1) and (2).

Setup. Let $K_0 = \text{Pic}(Y)$ and define

$$\mathcal{Y}_0 := \left[\text{Spec} \mathcal{R}(Y; K_0) \setminus V \bigg/ \text{Hom}(K_0, \mathbb{k})\right].$$

Consider the map of Lemma 3.1

$$\Phi_0^*: \mathcal{R}(Y; K_0) \rightarrow \mathcal{R}(X) = \mathcal{R}(\mathcal{X}^{\text{can}}),$$

inducing the map $\Phi_0: \mathcal{X}_0 := \mathcal{X}^{\text{can}} \rightarrow \mathcal{Y}_0$. Note that $\mathcal{R}(\mathcal{X}_0)$ is graded factorial. So if $K_0 = \text{Cl}(Y)$, the map $\Phi_0$ is already the Cox lift.

Otherwise, we proceed by induction. So let us assume, we have constructed a map $\Phi_i: \mathcal{X}_i \rightarrow \mathcal{Y}_i$ given by a homogeneous $\Phi_i^*: \mathcal{R}(Y; K_i) \rightarrow \mathcal{R}(\mathcal{X}_i)$, where $\mathcal{X}_i$ is obtained by roots from $\mathcal{X}_{i-1}$ and whose Cox ring $\mathcal{R}(\mathcal{X}_i)$ is graded factorial.

Step (A): Add a Weil divisor and its generating sections. If $K_i \neq \text{Cl}(Y)$, choose a divisor class $[D_{i+1}] \in \text{Cl}(Y) \setminus K_i$ such that there is a prime $p \in \mathbb{N}$ such that $p[D_{i+1}] \in K_i$. Define $K_{i+1} := \langle K_i, [D_{i+1}] \rangle$ and set

$$\mathcal{Y}_{i+1} := \left[\text{Spec} \mathcal{R}(Y; K_{i+1}) \setminus V \bigg/ \text{Hom}(K_{i+1}, \mathbb{k})\right].$$

Then we can write $\mathcal{R}(Y; K_{i+1})$ as an $\mathcal{R}(Y; K_i)$-algebra

$$\mathcal{R}(Y; K_{i+1}) = \mathcal{R}(Y; K_i)[r_1, \ldots, r_l]$$

where the $r_j$ form a minimal set of homogeneous generators, i.e. each $r_j$ is in $H^0(Y, F_j)$ for some $F_j \in K_{i+1} \setminus K_i$.

By construction we get that $r_j^p \in \mathcal{R}(Y; K_i)$ for all $j$. Therefore, $\Phi_i^*(r_j^p) \in \mathcal{R}(\mathcal{X}_i)$ is well-defined for each $j$.

Step (B): If some pullbacks are non-zero, take appropriate roots along divisors. Suppose there is at least a non-zero $\Phi_i^*(r_j^p)$. As $\mathcal{R}(\mathcal{X}_i)$ is graded factorial, there is a set $\{q_1, \ldots, q_m\}$ of $\text{h}$-irreducible elements such that any non-zero $\Phi_i^*(r_j^p)$ can be written as

$$\Phi_i^*(r_j^p) = \prod_{l=1}^m q_l^{a_{l,j}}$$
where the \( a_{l,j} \geq 0 \) are integers. For each of these factors \( q_l \), define

\[
b_l = \frac{p}{\gcd(p, a_{l,1}, \ldots, a_{l,m})} = \begin{cases} 
1 & p \text{ divides } a_{l,j} \text{ for all } j; \\
p & \text{else}.
\end{cases}
\]

Let \( E_1, \ldots, E_m \) be the prime divisors on \( X_i \) corresponding to \( q_1, \ldots, q_m \). Define \( X_{i+1} \) as the following root over \( X_i \):

\[
X_{i+1} = (b_1 \cdots b_m) \sqrt{(E_1, \ldots, E_m)/X_i},
\]
in particular, the Cox ring

\[
\mathcal{R}(X_{i+1}) = \mathcal{R}(X_i)[z_1, \ldots, z_m]/(z_1^{b_1} - q_1, \ldots, z_m^{b_m} - q_m)
\]
is graded factorial by Lemma 2.18. Note that we mean here subsequent root constructions along the \( E_i \), so that the \( E_i \) stay prime when lifted to the previous root construction. Geometrically, only stabilisers will be added along the previous divisors (and outside the stack remains unchanged), therefore the \( E_i \) stay prime as they are pairwise different. We also want to remark that if \( b_l = 1 \), then the according root construction keeps the stack unchanged.

Next we define the morphism

\[
\Phi^*_t : \mathcal{R}(Y; \mathcal{K}_{i+1}) = \mathcal{R}(Y; \mathcal{K}_i)[r_1, \ldots, r_n] \to \mathcal{R}(X_{i+1})
\]
by extending \( \Phi^*_t \) with

\[
r_j \mapsto \xi^{\alpha_j} \prod_{l=1}^m \sqrt[q_l]{p^{a_{l,j}}}
\]
where by slight abuse of notation we mean

\[
\sqrt[q_l]{p^{a_{l,j}}} = z_l^{b_{l,j} a_{l,j}}.
\]
Moreover, there is the choice of an \( p \)-th root of unity \( \xi^{\alpha_j} \) for each \( \Phi^*_t \), where \( \xi \) is a primitive root. Obviously, this turns

\[
\mathcal{R}(Y; \mathcal{K}_{i+1}) \xrightarrow{\Phi^*_{i+1}} \mathcal{R}(X_{i+1}) \quad \mathcal{R}(Y; \mathcal{K}_i) \xrightarrow{\Phi^*_t} \mathcal{R}(X_i)
\]
into a commutative diagram of homogeneous morphisms, provided that \( \Phi^*_{i+1} \) preserves the relations among the generators.

First we will determine the elements \( \xi^{\alpha_j} \), as they cannot be chosen arbitrarily. Note that we want \( \Phi^*_{i+1} \) to coincide with \( \Phi^*_t \) on \( \mathcal{R}(Y; \mathcal{K}_i) \), which can be checked on monomials \( r^c = r_1^{c_1} \cdots r_n^{c_n} \). As \( \Phi^*_t(r^c) \in \mathcal{R}(X_i) \subset \mathcal{R}(X_{i+1}) \), we get by graded factoriality in \( \mathcal{R}(X_{i+1}) \) that

\[
\Phi^*_t(r^c) = \xi^{\alpha_c} \prod_{j=1}^n \prod_{l=1}^m \left( \sqrt[q_l]{p^{a_{l,j}}} \right)^{c_j}
\]
As we ask for equality \( \Phi^*_t(r^c) = \Phi^*_{i+1}(r^c) \), we get for each monomial \( r^c \in \mathcal{R}(Y; \mathcal{K}_i) \) a linear equation for the \( \alpha_j \) in the field \( \mathbb{Z}_p \):

\[
\alpha_c = c_1 \cdot \alpha_1 + \cdots + c_n \cdot \alpha_n.
\]
Note that up to multiplication with $p$-th powers $r_j^p$ (which does not change the exponent of $\xi$), all monomials $r^\alpha \in \mathcal{R}(Y; \mathcal{K}_i)$ are in bijection to the $(n-1)$-dimensional $\mathbb{Z}_p$-vector space
\[
\left\{ c \in \mathbb{Z}_p^n \mid \sum_{j=1}^n c_j \cdot \deg_{i+1}(r_j) = 0 \text{ in } \mathbb{Z}_p \right\}
\]
Hence only the linear relations for $(n-1)$ monomials corresponding to a basis of this vector space have to be fulfilled. Choose any of these $p$ solutions.

With $\xi^0$ now fixed, we can complete the check of the well-definedness of $\Phi^*_{i+1}$. Consider an arbitrary homogeneous relation $f(r_1, \ldots, r_n) = 0$ among the generators of $\mathcal{R}(Y; \mathcal{K}_{i+1}) \subset \mathcal{R}(Y)$. Since $\mathcal{R}(Y)$ is graded factorial, $f(r_1, \ldots, r_n) = 0$ if and only if $r_j^a f(r_1, \ldots, r_n) = 0$ for any $a \in \mathbb{N}$. By choosing $a$ appropriately, latter is a relation in $\mathcal{R}(Y; \mathcal{K}_i)$, i.e. a sum of monomials $r_1^{c_1} \cdots r_n^{c_n}$ with coefficients in $\mathcal{R}(Y; \mathcal{K}_i)$ such that $\sum c_j \deg_{i+1}(r_j) = 0 \in \mathcal{K}_{i+1}/\mathcal{K}_i$ for all these monomials. Now $\Phi^*_i$ is already a ring homomorphism, hence $\Phi^*_i(r_j^a f(r_1, \ldots, r_n)) = 0$ in $\mathcal{R}(\mathcal{X}_i) \subset \mathcal{R}(\mathcal{X}_{i+1})$. As $\Phi^*_i$ and $\Phi^*_{i+1}$ coincide on $\mathcal{R}(Y; \mathcal{K}_i)$, we can rewrite
\[
0 = \Phi^*_i(r_j^a f(r_1, \ldots, r_n)) = \Phi^*_{i+1}(r_j^a f(r_1, \ldots, r_n)) = \Phi^*_{i+1}(f(r_1, \ldots, r_n)).
\]
By graded factoriality, $\Phi^*_{i+1}(f(r_1, \ldots, r_n))$ has to be zero, since we can choose an $r_j$ such that $\Phi^*_{i+1}(r_j) \neq 0$.

**Step (C): If all pullbacks are zero, take a root along a line bundle.** Suppose now that $\Phi^*_i(r_j^p) = 0$ for all $j$. Since $p[D_{i+1}] \in \mathcal{K}_i$, the pullback under the map $\Phi_i$ is defined. Let $\Phi^*_i(p[D_{i+1}]) = \mathcal{L}_i \in \text{Pic}(\mathcal{X}_i)$. We define $\mathcal{X}_{i+1} := \sqrt[p]{\mathcal{L}_i}/\mathcal{X}_i$ by a line bundle root and we obtain a morphism $\Phi^*_{i+1} : \mathcal{R}(Y; \mathcal{K}_{i+1}) \rightarrow \mathcal{R}(\mathcal{X}_{i+1}) = \mathcal{R}(\mathcal{X}_i)$ by setting $\Phi^*_{i+1}(r_j) = 0$. Since $\mathcal{K}_{i+1} \rightarrow \text{Pic}(\mathcal{X}_{i+1})$ is given by $[D_{i+1}] \mapsto \sqrt[p]{\mathcal{L}_i}$, the homogeneity follows.

After performing root constructions as either in Step (B) or (C), we are done if $\mathcal{K}_i = \text{Cl}(Y)$. Otherwise increase $i \mapsto i + 1$ and return to Step (A).

**Minimality.** We have built the following tower of MD-stacks, where the vertical maps are induced from the graded morphisms using Lemma 2.16:
To prove the minimality of $\Phi$ as in (3), consider the following diagram:

\[
\begin{array}{c}
\begin{array}{cc}
X' & \to & \mathcal{Y} \quad \text{com} \\
\Theta_0 & \downarrow \quad \theta_0 & \downarrow \quad \psi \\
X' & \to & \mathcal{Y} \quad \text{com}
\end{array}
\end{array}
\]

where $X'$ fulfills (2). We can define the map $\Theta$ inductively as follows. Consider a single step:

\[
\begin{array}{c}
\begin{array}{cc}
X'_i & \to & \mathcal{Y}_i \\
\Theta_i & \downarrow \quad \theta_{i+1} & \downarrow \quad \psi_{i+1} \\
X'_{i+1} & \to & \mathcal{Y}_{i+1}
\end{array}
\end{array}
\]

If $X_{i+1}$ is obtained from $X_i$ as a root over the line bundle $L_i$, then the pullback $\Theta_i^*$ provides a map $\mathcal{R}(X_{i+1}) = \mathcal{R}(X_i) \to \mathcal{R}(X')$. For the homogeneity we show that there is a unique arrow $\vartheta_{i+1}$ in the following commutative diagram:

\[
\begin{array}{c}
\begin{array}{cc}
\operatorname{Pic}(X_i) & \leftarrow & \mathcal{K}_i \\
\vartheta_i & \downarrow \quad \theta_{i+1} & \downarrow \quad \psi_{i+1} \\
\operatorname{Pic}(X_{i+1}) & \leftarrow & \mathcal{K}_{i+1}
\end{array}
\end{array}
\]

By commutativity $\vartheta_{i+1}(p[D_{i+1}]) = \vartheta_i(L_i)$. Recall that

\[
\operatorname{Pic}(X_{i+1}) = \operatorname{Pic}(X_i) \oplus \mathbb{Z} / \mathbb{Z} \cdot (L_i, -p),
\]

thus we can define the dotted map $\vartheta_{i+1}$ by extending $\vartheta_i$ with $\sqrt{L_i} = (\mathcal{O}, 1) \mapsto \vartheta_i(L_i)$. To prove the minimality of $\Phi$, consider the following argument as for the statement that $\Phi_{i+1}$ is a homogeneous morphism. \[\square\]
Let us now see how to compute the Cox lift in some examples.

**Example 3.3.** We apply the proof of Theorem 3.2 to Example 1.1 from the introduction. So we start with the map

\[
\Phi^*_0 = \phi^* : k[x^2, xy, y^2] \to k[t] \\
x^2 \mapsto t \\
xy, y^2 \mapsto 0
\]

At this point we have that \(\mathcal{K}_0 = \text{Pic}(Y) = \{\mathcal{O}\} \neq \text{Cl}(Y) = \{\mathcal{O}, \mathcal{O}(D)\}\). Therefore, we only need to make one step and add the sections of \(\mathcal{O}(D)\), to get

\[
\mathcal{R}(Y) = k[x, y] = \mathcal{R}(Y; \text{Pic}(Y))[x, y].
\]

For any section \(ax + by\) of \(\mathcal{O}(D)\), its square will be a Cartier section of \(\mathcal{O}\) and its pullback is

\[
\phi^*((ax + by)^2) = \begin{cases} 
  t & \text{if } a \neq 0; \\
  0 & \text{if } a = 0.
\end{cases}
\]

Hence for the generator \(x\) we have to perform a 2nd-root construction on \(X\), whereas for the second generator \(y\), there is nothing to do, since its restriction to the image of \(\phi\) is zero. This yields the stack

\[
\mathcal{X} = \mathcal{X}_1 = \left[ \text{Spec} k[t, z]/(t^2 - z)/\mu_2 \right] = \left[ \text{Spec} k[\sqrt{\mu}]/\mu_2 \right].
\]

Therefore we arrive at the conclusion that the Cox lift of \(\phi : \mathbb{A}^1 \to \mathbb{A}^2/\mu_2\) is \(\Phi : \sqrt{\mu}/\mathbb{A}^1 \to [\mathbb{A}^2/\mu_2]\), as already obtained in the introduction.

**Example 3.4.** As a variation of previous example, we can consider the inclusion \(\{0\} \to Y = \mathbb{A}^2/\mu_3\) as the singular point. Note that \(\text{Cl}(Y) \cong \mathbb{Z}_2\) and generated by a Weil divisor \(D\) through zero. The ring \(\mathcal{R}(Y; \text{Pic}(Y))\) would be naively given by the sections of \(2D\), but for the pullback (following the proof of Lemma 3.1) we consider instead the sections of \(\mathcal{O}_Y\).

Then the square power of any global section of the Weil divisor \(D\) will restrict to zero on the image of the inclusion \(\{0\} \to Y\). Note that all these sections can be identified with sections of \(\mathcal{O}_Y\) and can be pulled back. As said all pullbacks vanish, so we are in the case that we take a line bundle root of the trivial line bundle on \(\{0\}\). Hence the Cox lift is \(\mathcal{B}_{\mu_2} = \{\{0\}/\mu_2 \to [\mathbb{A}^2/\mu_2]\).

Note that this fits the geometric interpretation given in Example 1.1, as \(\{0\}\) is the singular point of \(\mathbb{A}^2/\mu_2\), and the corresponding lift is the inclusion of the origin of \(\mathbb{A}^2/\mu_2\) which has a \(\mu_2\)-stabiliser.

The original \(\{0\}\) also fulfills the first two properties of the Cox lift but is not universal, as the map \(\mathcal{B}_{\mu_2} \to [\mathbb{A}^2/\mu_2]\) does not factor over \(\{0\}\).

**Example 3.5.** Let \(\phi : X \to Y\) be a map of MD-spaces, where \(Y = \mathbb{A}^2/\mu_3\) is the \((1,2)\)-(singularity. Here \(\mathcal{K}_0 = \text{Pic}(Y) = \{\mathcal{O}\} \) and

\[
\mathcal{R}(Y_0) = \mathcal{R}(Y; \text{Pic}(Y)) = k[x^3, xy, y^3].
\]

We choose \(\mathcal{O}(D)\) in such a way that its global sections are generated by \(x\) and \(y^a\) as an \(\mathcal{R}(Y; \text{Pic}(Y))\)-module, likewise \(H^0(Y, \mathcal{O}(2D)) = \langle x^2, y \rangle\). Note that \(\text{Cl}(Y) = \{\mathcal{O}, \mathcal{O}(D), \mathcal{O}(2D)\}\) and \(\mathcal{R}(Y) = k[x, y]\).
Following the proof of Theorem 3.2, we lift the homomorphism

\[ \Phi_0^*: \mathbb{k}[x^3, xy, y^3] \to \mathcal{R}(X) = \mathcal{R}(X_0) \]

\[
\begin{align*}
x^3 & \mapsto u \\
xy & \mapsto v \\
y^3 & \mapsto w
\end{align*}
\]

with \( uw - v^3 = 0 \), to a homomorphism

\[ \Phi^* = \Phi_1^*: \mathcal{R}(Y) = \mathcal{R}(Y; \text{Pic}(Y))[x, y] = \mathbb{k}[x, y] \to \mathcal{R}(X_1) = \mathcal{R}(X) \]

To define it, we consider the generators \( x \) and \( y \) and use that \( \Phi_0^*(x^3) = u \) and \( \Phi_0^*(y^3) = w \).

**Case** \( u = 0 = w \). In this case also the lifted map \( \Phi^* \) will be the zero map, but a third line bundle root has to be performed. Hence \( \mathcal{R}(X) = \mathcal{R}(X) \) graded by \( \text{Pic}(X) = \text{Cl}(X) \otimes \mathbb{Z}/\mathbb{Z} \cdot (\mathcal{O}(D), -3) \to \text{Cl}(X) \).

**Case** \( u \) or \( w \) is non-zero. Here we need to introduce the necessary third roots for those \( h \)-irreducible factors of \( u \) and \( w \) which do not appear with a multiplicity divisible by 3 and get

\[ \Phi^*: \mathbb{k}[x, y] \to \mathcal{R}(X) \]

\[
\begin{align*}
x & \mapsto \xi^i \sqrt[3]{u} \\
y & \mapsto \xi^j \sqrt[3]{w}
\end{align*}
\]

where \( \xi \) is a primitive third root of unity. Finally, note that \( v = \xi^i \sqrt[3]{u} \sqrt[3]{w} \).

As we want \( v = \Phi^*(x) \cdot \Phi^*(y) = \xi^{i+j} \sqrt[3]{u} \sqrt[3]{w} \), we have to choose \( i, j \in \mathbb{Z}_3 \) in such a way that \( i + j = k \).

**Example 3.6.** We modify the previous example to a map \( \phi: X \to Y \) where \( Y = \mathbb{k}^2/\mu_4 \) is the \( \frac{1}{3}(1, 2) \)-singularity. Here \( \mathcal{K}_0 = \text{Pic}(Y) = \{ \mathcal{O} \} \), \( \mathcal{R}(\mathcal{Y}_0) = \mathcal{R}(Y; \text{Pic}(Y)) = \mathbb{k}[x^4, x^2y, y^2] \), \( \text{Cl}(Y) = \mathbb{Z}_4 \) and \( \mathcal{R}(Y) = \mathbb{k}[x, y] \). Following the proof of Theorem 3.2, we lift the homomorphism

\[ \Phi_0^*: \mathcal{R}(\mathcal{Y}_0) = \mathcal{R}(Y; \text{Pic}(Y)) = \mathbb{k}[x^4, x^2y, y^2] \to \mathcal{R}(X) = \mathcal{R}(X_0) \]

\[
\begin{align*}
x^4 & \mapsto u \\
x^2y & \mapsto v \\
y^2 & \mapsto w
\end{align*}
\]

where \( u, v, w \) fulfill the relation \( uw = v^2 \). Let \( D_1 = \{ y = 0 \} \), it is a divisor of prime order 2 inside \( \text{Cl}(Y) \) and \( H^0(Y, D) = \langle x^2, y \rangle \) as a \( \mathcal{R}(Y; \text{Pic}(Y)) \)-module. So in the first step of the proof we get \( \mathcal{R}(\mathcal{Y}_1) = \mathbb{k}[x^2, y] \) and the map

\[ \Phi_1^*: \mathcal{R}(\mathcal{Y}_1) = \mathbb{k}[x^2, y] \to \mathcal{R}(X_1) \]

\[
\begin{align*}
x^2 & \mapsto (-1)^i \sqrt[3]{u} \\
y & \mapsto (-1)^j \sqrt[3]{w}
\end{align*}
\]

Note that \( v = (-1)^k \sqrt[3]{u} \sqrt[3]{w} \). Like in the previous example, \( i, j \in \mathbb{Z}_2 \) have to be chosen such that \( i + j = k \). In a second step, we add the divisor \( D_2 = \{ x = 0 \} \) and get \( \mathcal{R}(\mathcal{Y}_2) = \mathcal{R}(X_2) = \mathbb{k}[x, y] \) and the map

\[ \Phi_2^*: \mathcal{R}(Y) = \mathcal{R}(\mathcal{Y}_2) = \mathbb{k}[x^2, y] \to \mathcal{R}(X_2) = \mathcal{R}(X) \]

\[
\begin{align*}
x & \mapsto \sqrt[3]{(-1)^{i+j}} \sqrt[3]{u} \\
y & \mapsto (-1)^j \sqrt[3]{w}
\end{align*}
\]

with no condition on \( l \in \mathbb{Z}_2 \).
We just want to remark that we could have also added the sections of the divisor $D_2$ and its multiples already in a single step and arrive immediately at

$$\Phi^\times: k[x, y] \to R(\mathcal{X})$$

$$x \mapsto \sqrt{-1}^h \sqrt{u}$$

$$y \mapsto (-1)^j \sqrt{u}$$

where $h \in Z_4$ has to satisfy $k = 2h + j$. For the added roots one has to be a bit careful, otherwise graded factoriality will be lost. Let $q$ be an $h$-irreducible factor of multiplicity $a_u$ and $a_v$ in $u$ and $v$, respectively. Denote by $a$ the greatest common divisor of $a_u$ and $a_v$. Then we add no root of $q$ if $a = 0 \in Z_4$, a square root $\sqrt{q}$ if $a = 2 \in Z_4$ and only a fourth root $\sqrt[4]{q}$ if $a$ is invertible in $Z_4$.

**Remark 3.7.** Note that for the universal property we require $R(\mathcal{X})$ to be graded factorial. Especially, we want to stress that Cox ring of the fibre product $X' = Y_0 \times Y$ can is not graded factorial, hence will not serve as a Cox lift in general.

 Actually, this applies already to Example 1.1. There the fibre product will be given by the $Z_2$-graded algebra

$$k[\sqrt{t}, u]/u^2,$$

which essentially comes from adding $u$ as the square root of 0 (which is the image of $y$), that introduces a zero divisor spoiling graded factoriality.

**Remark 3.8.** Given a map $\phi: X \to Y$ of Mori dream spaces and its Cox lift $\Phi: \mathcal{X} \to \mathcal{Y}^{\text{can}}$, we want to note that $\mathcal{X}$ will not be smooth in general, even if we assume that $X$ (or $X^{\text{can}}$) is smooth. The key point is that when constructing $\mathcal{X}$, the divisors along which roots are taken may not be simple normal crossing, which is equivalent to $\mathcal{X}$ being smooth, see [13, Cor. 1.23].

4. **An application to Mori dream stacks**

**Definition 4.1.** We call a stack $\mathcal{X}$ a **Mori dream stack** if it fulfills the conditions (1)–(4) of Definition 2.5.

**Remark 4.2.** The central property of a Mori dream stack here is that its Cox ring is graded factorial and normal. This differs from the definition we gave in the previous article [13, Def. 2.3], where we asked for $\mathcal{X}$ to be smooth.

**Theorem 4.3.** Let $X$ be a Mori dream stack whose coarse moduli space $X$ is a Mori dream space with $H^0(\text{Spec } R(X) \setminus V, \mathcal{O}^*) = k^*$ and $\text{Pic}(\text{Spec } R(X) \setminus V) = 0$.

Then $X$ is an **MD-quotient stack** if and only if $X$ is obtained by root constructions along prime divisors and line bundles.

**Proof.** For the reverse implication, note that by Proposition 2.9 the canonical MD-stack to $X$ is a MD-quotient stack. This property is preserved by root constructions along prime divisors and line bundles due to Proposition 2.14.
For the forward implication consider the diagram

\[
\begin{array}{ccc}
\mathcal{X} & \xrightarrow{\text{id}} & \mathcal{X}^{\text{can}} \\
\downarrow & & \downarrow \\
X & \xrightarrow{\text{id}} & X \\
\end{array}
\]

and note that \( R(X) = R(\mathcal{X}^{\text{can}}) = R(\mathcal{X}; \pi^* \text{Cl}(X)) \). Using the proof of Theorem 3.2, we can lift the map \( \text{id}: X^{\text{can}} \to X^{\text{can}} \), seen as induced by \( \text{id}^*: R(X; \pi^* \text{Cl}(X)) \to \text{Id}: \mathcal{X}' \to \mathcal{X} \), where \( \mathcal{X}' \) is built by roots form \( \mathcal{X}^{\text{can}} \) along prime divisors and line bundles. Moreover, \( \mathcal{X}' \) fits into the top left corner of the diagram above, as \( \mathcal{X} \) itself. By the minimality property \( \mathcal{X} \) and \( \mathcal{X}' \) are isomorphic. □

**Remark 4.4.** If \( \mathcal{X} \) is a smooth Mori dream stack, than its coarse moduli space \( X \) is a Mori dream space by \([13], \text{Thm. 3.1}\). Moreover, in that case the canonical stack \( \mathcal{X}^{\text{can}} \) to \( X \) is a canonical MD-stack by \([13], \text{Thm. 2.7}\). Consequently, we get an isomorphism \( \text{Cl}(X) = \text{Pic}(\mathcal{X}^{\text{can}}) \), so the technical assumptions \( H^0(\text{Spec} \mathcal{R}(X) \setminus V, \mathcal{O}^*) = k^* \) and \( \text{Pic}(\text{Spec} \mathcal{R}(X) \setminus V) = 0 \) are fulfilled as well, by Remark 2.6.

**Remark 4.5.** In the analogous statement of our previous article \([13], \text{Main Theorem (2)}\), we relate smooth MD-quotient stacks with stacks obtained by roots along simple normal crossing divisors (and line bundles). Theorem 4.3 generalises this statement in the following sense: if \( \mathcal{X} \) is a smooth MD-stack (as in \([13], \text{Def. 2.3}\)) with a simple normal crossing ramification divisor, then its Cox ring is graded factorial and normal.

Let \( \mathcal{X} \) be such a stack. By \([13], \text{Thm. 3.1}\), its coarse moduli space \( X \) is a MD-space, thus \( \mathcal{R}(X) \) is factorial and normal. By \([13], \text{Prop. 2.7}\), the smooth canonical stack \( \mathcal{X}^{\text{can}} \) is a MD-stack with \( \mathcal{R}(\mathcal{X}^{\text{can}}) = \mathcal{R}(X) \).

Now, if \( \mathcal{X} \) is a smooth orbifold, by \([13], \text{Prop. 3.2}\) it is obtained from \( \mathcal{X}^{\text{can}} \) by roots along simple normal crossing divisors. Then its Cox ring is graded factorial and normal by Lemma 2.16 and Lemma 2.17.

If \( \mathcal{X} \) is not an orbifold, then it is a gerbe over its rigidification \( \mathcal{X}^{\text{rig}} \), which is a smooth orbifold. Since gerbe constructions leave the Cox ring unchanged by \([13], \text{Thm. 2.10}\), we can conclude that also in this case \( \mathcal{R}(\mathcal{X}) \) is graded factorial and normal.
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