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\textbf{Abstract}

The vibration signals captured by multiple sensors can be fused and provide rich information to distinguish faults of rotating machinery. However, previous studies mostly regard multiple signals as individual signals and ignore the coupling relationship between signals resulting in a loss of information. To overcome the above problem, this paper proposes a new multi-sensor data fusion algorithm for identifying faults. First, space-time fragments are constructed to combine multiple signals together considering the space and time relationship between signals. Second, histograms of multi-channel shaft orbit based on space-time fragments are extracted to describe faults. Third, K-nearest neighbor is selected as the classification method. The experiments are carried out on a rig of rotating machinery supported by active magnetic bearings and demonstrate the effectiveness of our proposed algorithm.
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\section{Introduction}

Rotating machinery plays an irreplaceable role in modern industry. With the rapid development of technology, rotating machinery is becoming larger, more precise and more automatic. At the same time, the safety of rotating machinery is gaining increasing attention. In particular, the failure of large-scale high-speed rotating machinery will result in serious economic losses, and even casualties. Hence, intelligent fault diagnosis of rotating machinery has become a research hot topic in recent years.

In rotating machinery, vibration sensors are arranged along the rotor and used to collect vibration signals which are important for fault diagnosis. Generally, the vibration signal is regarded as a time series, and the faults are viewed as abnormal events occurring in the time series. The analysis and processing of vibration signals are the main strategies to diagnose faults, primarily including time domain methods, frequency domain methods, and time-frequency domain methods. A brief overview is given below. We refer the interested reader to Refs. [1,2] and references therein for a comprehensive summary.

Basic transformations of signals have been used as major methods of describing faults in the early research, such as kurtosis [3], Fourier transform, autoregressive [4], Walsh transform [5] and power spectral density [6], most of which belong to time or frequency domain analysis and have a clear physical meaning in the field of signal processing. Many researchers have...
combined multiple of the above basic features for a comprehensive description of faults [7]. Since the vibration signal is generally nonstationary, the effect of traditional frequency domain methods such as the Fourier transform method is limited, and the time-frequency domain method is introduced to the research, such as short-time Fourier transform [8], wavelet transform [9] and empirical mode decomposition [10], which integrate the time and frequency information in the description of faults.

In recent years, with the advancement of machine learning, the technologies of rotating machinery fault diagnosis have been greatly promoted. Locally linear embedding [11], sparse representation [12], autoencoder [13] are utilized to project the vibration signals into a nonlinear space for processing, gaining more distinctive feature representation. Deep learning models such as convolutional neural network (CNN) and recurrent neural network (RNN) improve the accuracy of recognition without the need for manually extracting features. In Ref. [14], the wavelet coefficients of vibration signals are composed of 2-D images which are as the input of CNN. According to Ref. [15], a new fully connected layer is added to CNN to solve the fault data imbalance problem. The training procedure of CNN is changed in Ref. [16] by introducing the dropout and small patches under noisy conditions and different working loads. In Ref. [17], angle synchronous averaging is performed on the training data which improved the effect of CNN. RNN with an autoencoder is used in Ref. [18] to deal with multiple time sequence vibration data.

Most previous studies have focused on analysis of the vibration signal captured by single sensor. However, in engineering applications, a series of vibration sensors are arranged at different positions along the rotor, such as in the position of the shaft, gearbox, bearings, etc. Particularly in certain rotating machinery with a long rotor, a number of vibration sensors are intentionally arranged at certain intervals to monitor the running state of the machine. Using vibration signals captured by multiple sensors to diagnose faults, it can obtain more comprehensive fault information, avoid the shortcomings of limited information captured by single sensor, and acquire complementary information of sensors at different positions to achieve better recognition results. According to reference [19], the research on the fusion of multi-sensor data is carried out at three levels: the data level, feature level and decision level.

At the data level, the original signals are directly combined, and features are extracted from the combined data, which requires that the measured physical quantities are the same type [20,21]. This kind of fusion algorithms are simple, but often breaks the relationship in time dimension between original signals. At the feature level, features are extracted from original signals and a comprehensive expression is formed by the optimization method, which is used as the input of the classifier or decision layer [22]. The form of feature fusion usually requires an ingenious design to synthesize multiple channels of data sources and describe the faults. At the decision level, the fusion of vibration signals proceeds via the classification algorithm, often combining results of multiple classifiers to obtain better results. The decision level fusion algorithms [23–26] are widely studied, and many other methods of multi-source data fusion in other fields [27] can be introduced to fault diagnosis.

The above fusion algorithms treat channels of vibration signals as independent data sources, simply put the data together in form or fuse channels of signals mathematically, without considering the coupling relationship between signals and causing information loss. Generally, the vibration signals captured by multiple sensors contain information in time domain, and also have a correlation in space domain. When a fault occurs, sensors can obtain fault vibration signals with different amplitudes and phases, due to the difference in distance and angle between sensors and the position of fault occurred. For instance, when two vibration sensors are placed orthogonally and perpendicular to the axis of rotor, there is an amplitude correlation and a fixed phase difference between the two channels of vibration signals. Therefore, there exists coupling relationship between multi-channel vibration signals, and the coupling relationship has some characteristics as follows.

First, the combination of vibration amplitude from multi-channel signals at the same time should be deemed as the running state of rotating machinery at that moment. It will lead to information loss if the combination is considered separately. Second, based on the first point, there exist a time relationship between the vibration amplitude combinations of rotating machinery at two adjacent moments. Without considering this relationship, information will also be lost. Third, the response of the fault lasts for a period of time generally. One channel of vibration signal at a certain moment and another channel of vibration signal at other moment may be related due to the existence of a certain fault. Therefore, multi-channel vibration signals during a period of time need to be considered as a whole.

The above three points describe characteristics of the coupling relationship between vibration signals and are usually ignored in multi-sensor data fusion. To comprehensively describe faults, this paper proposes a new perspective named space-time fragments in the data level fusion that effectively organizes the signals captured by multiple sensors, and designs a histogram feature based on space-time fragments, which integrates the coupling relationship between the signals.

The structure of this paper is organized as follows. Section 2 introduces the concept of space-time fragments. Section 3 details the histogram representation of faults based on space-time fragments. The classification method and flow of algorithm are presented in Section 4. The experiments are described in Section 5 to verify the effectiveness of the proposed algorithm. The conclusions and outlooks are summarized in Section 6.

2. Space-time fragments

Generally, multiple sensors are arranged at different positions in rotating machinery and provide more information for monitoring and diagnosing the system. However, when dealing with multi-sensor information fusion problems, traditional methods often treat vibration signals as time series, processing them separately in time domain, frequency domain or time-frequency domain, and then fusing the results through a classification algorithm, which ignores the coupling relationship of multi-channel
Inspired by space-time points in computer vision [28–30], we propose a novel idea of preserving the coupling information between multi-channel signals, and design a new fusion strategy called space-time fragments at the data level.

Fig. 1 shows the form of a space-time fragment. Each sensor captures one channel of the vibration signal and a space-time fragment is created according to all channels of signals in a period of time. Intuitively, the space-time fragment is a data matrix. Each row of the space-time fragment is a channel of signal and represents the time information. The column denotes different sensors and consists the space information of the sensor layout. One column is the vibration amplitude combination of signals acquired at different positions, defined as vibration point (VP). The VP is a physical quantity that characterizes the current running state of the rotating machinery at one moment. Substantially, unlike the traditional data-level fusion methods that connect signals directly, a space-time fragment is a time series of VPs along the time axis, which remains the timing relationship of the original signals and the space layout relationship of the sensors.

As a type of data-level fusion method, the space-time fragment meets the requirements of the three characteristics of the aforementioned coupling relationship information. Its basic unit is VP, which preserves the space information of different sensors at the same time. The space-time fragment also considers the time relationship of VPs so that the time information of the sensors at different moments is fully utilized. The entire matrix consisting of multi-channel signals in the space-time fragment is processed overall; thus, the relationship between any two sensors at different moments is included. Hence, compared to previous data-level fusion methods, space-time fragments mine coupling information of multi-channel signals comprehensively, and prepare organized data for feature selection without information loss.

3. Histogram of multi-channel shaft orbit

The space-time fragment is a data-level fusion method that organizes the original signals and reflects the coupling relationship between multi-channel vibration signals but is not a feature vector and cannot be directly used as input to the classification methods. It is necessary to extract features to remove redundant information, while preserving the main characteristics of the space-time fragment. In this section, a new variation based on space-time fragments that generalizes the two-dimensional shaft orbit to a high-dimensional space, is represented by a histogram, which describes the faults of rotating machinery and has sufficient ability to distinguish different classes of faults. The details are as follows.

3.1. Shaft orbit

The shaft orbit is a fault description method for multi-sensor data fusion at the feature level and takes into account the space-time coupling relationship [31]. The description involves vibration signals captured by two sensors placed orthogonally in a radial plane. In the normal state, the shape of the shaft orbit is circular or approximately circular. When an abnormality or failure occurs, the shaft orbit is distorted into other shapes, corresponding to different classes of faults. Intelligent methods can classify faults by recognizing the shape of the shaft orbit.

Fig. 2 shows the formation of shaft orbit. The vibration sensors S1 and S2 are placed orthogonally in a certain radial plane of the rotor of the rotating machinery and collect two channels of vibration signals. The vibration amplitudes of signals at the same time constitute vibration points in the $x_1$-$x_2$ coordinate plane, which are connected to the shaft orbit. In essence, the shaft orbit is an expression of a space-time fragment given two sensors, reflecting the space-time coupling relationship between two channels of signals.

The shaft orbit has an intuitive physical meaning for describing faults of rotating machinery [5]. However, the shaft orbit can only describe two channels of signals captured by sensors placed orthogonally in the same radial plane, and does not work if the number of sensors is larger than 2. The shaft orbit cannot be directly utilized as a kind of feature and requires discriminative features to be described further.
3.2. Multi-channel shaft orbit

Based on the space-time fragment, we extend the concept of the shaft orbit to the high-dimensional space, that is, the case of two orthogonally installed sensors is extended to that of multiple sensors. Multi-channel shaft orbit (MCSO) is constructed to mine the coupling relationship between vibration signals.

Suppose $N$ vibration sensors are arranged in rotating machinery. In a period of time, $N$ channels of vibration signals are sampled, and the space-time fragment $\text{stf}$ is constructed as:

\[
\text{stf} = [S_1, S_2, \ldots, S_N]^T = [X_1, X_2, \ldots, X_t, \ldots, X_T]
\]

where $T$ is the number of sampling points in the time interval, $S_i = [x_{i1}, x_{i2}, \ldots, x_{iT}]$ represents the $i$th channel of signal and $X_t = (x_{1t}, x_{2t}, \ldots, x_{Nt})$ denotes the VP at sampling point $t$.

An $N$-dimensional space is built and at a certain moment, VP $X_t$ is thought as a coordinate point in the $N$-dimensional space. $x_{ij}$ is the projection component of VP $X_t$ on the $x_i$ axis, denoting vibration amplitude of the signal captured by the $i$th sensor at the $j$th sampling point in the space-time fragment. The VPs are connected together and form a curve in $N$-dimensional space, which is defined as multi-channel shaft orbit. Similar to the shaft orbit, the shape is an important characteristic of MCSO, which is essentially the relative position distribution of VPs.

Fig. 3 shows the flowchart of formation of MCSO, and a concrete example with $N = 3$ is given.

---

**Fig. 2.** The formation of a shaft orbit.

**Fig. 3.** The formation of an MCSO and an example when $N = 3$. 

**Note:** The diagrams in the text are not displayed here as they would typically be inserted as images in the actual document. However, the text provides descriptions and equations for understanding the concepts of space-time fragments, vibration points, and multi-channel shaft orbit, which are expected to be visualized in the actual document.
As the transition between data-level and feature-level methods for multi-sensor data fusion, MCSO is a concrete manifestation of a space-time fragment in a high-dimensional space and transforms a data matrix into a curve and thus retains all characteristics of the coupling relationship between multi-channel signals. The MCSO description is also an extension of traditional shaft orbit in the case of multiple sensors, and its shape is an important representation of rotating machinery faults. Similar to shaft orbit, MCSO is not a feature vector, and the shape of MCSO cannot be visually recognized. Compared to the space-time fragment, MCSO is much closer to the description of faults but it is necessary to extract distinguishing features further.

### 3.3. Histogram of multi-channel shaft orbit

MCSO is a variation of the space-time fragment, and its geometric shape represents characteristics of the faults. The features of MCSO should express its geometric information. Therefore, we design histogram of multi-channel shaft orbit (HMCSO) to distinguish faults of rotating machinery.

We define the angle between VP \( X_j \) and axis \( x_i \) as follows:

\[
A_{X_j, x_i} = \arccos \frac{x_i^T X_j}{dx_j}
\]

where \( d_j \) is the distance between \( X_j \) and the original point.

According to the angle between VPs in space and axis \( x_i \), the space is divided into \( M \) subspaces on average, and \( R_k(j) \) represents the \( j \)th subspace, which satisfies:

\[
R_k(j) = \{ P | \left( j - 1 \right) \frac{\pi}{M} \leq \alpha_{P, x_i} < j \frac{\pi}{M}, P \in \mathbb{R}^N, 1 \leq j \leq M \}
\]

That is, all the VPs that satisfy Eq. (3) fall into subspace \( R_k(j) \).

Upon further expansion, the space is separately divided according to coordinate axes \( x_1, x_2, \ldots, x_N \), and the entire space is divided into \( M^N \) subspaces. Each subspace can be represented as

\[
R(s_1, s_2, \ldots, s_N) = \{ P | (s_i - 1) \frac{\pi}{M} \leq \alpha_{P, x_i} < s_i \frac{\pi}{M}, 1 \leq i \leq N, P \in \mathbb{R}^N \}
\]

where \( 1 \leq s_1, s_2, \ldots, s_N \leq M \).

The calculation procedure of HMCSO is as follows.

First, determine \( R(s_1, s_2, \ldots, s_N) \) where VP \( X_j \) in the space-time fragment stf belongs to according to the angle \( \alpha_i = (\alpha_{X_j, x_1}, \alpha_{X_j, x_2}, \ldots, \alpha_{X_j, x_N}) \) between VP \( X_j \) and axes \( x_1, x_2, \ldots, x_N \).

Second, compute the distance between VPs in the space-time fragment with the geometric center defined as:

\[
d_j = \| X_j - X_0 \|
\]

where \( j = 1, 2, \ldots, T \) and \( X_0 \) is the geometric center. \( d_j \) is defined as the vibration amplitude of VP \( X_j \).

Third, calculate the average distance between VPs in the subspace and geometric center

\[
h_k = \frac{1}{z_k} \sum_q d^k_q
\]

where \( d^k_q \) denotes the distance between VPs falling into the \( k \)th subspace with the geometric center, \( k = 1, 2, \ldots, M^N \). \( z_k \) represents the number of VPs falling into the \( k \)th subspace.

Finally, construct HMCSO as follows:

\[
H = [h_1, h_2, \ldots, h_{M^N}]
\]

where \( H \) is the feature vector of HMCSO.

### 3.4. Discussion of HMCSO

In the process of forming HMCSO, the high-dimensional space is divided into several subspaces and the mean of vibration amplitudes of VPs within each subspace are selected as bin values to generate a histogram feature vector, which characterizes the fluctuation of the vibration amplitude in the high-dimensional space. Next, we introduce two special cases of HMCSO to explain characteristics of HMCSO in detail.

As two vibration sensors are orthogonally located to each other in the radial plane of the rotor in rotating machinery, MCSO degenerates into a traditional shaft orbit, and the \( N \)-dimensional space is also reduced to an \( x_1x_2 \) plane composed of two axes. The two channels of signals constitute a space-time fragment. According to the mechanism of HMCSO, the plane is divided into several subspaces. The average amplitude of VPs falling into the corresponding subspace is calculated, which constitutes the HMCSO feature. When these average amplitudes have a small variance, it means that the shaft orbit is circular; that is, the system is in a normal state, whereas if the shaft orbit exhibits a deformed shape, the latter indicates that a fault has occurred.

Fig. 4 specifically shows an example HMCSO with two vibration sensors, and we elaborate on the calculation of HMCSO. Set \( M \) to 4, that is, divide the plane into four subspaces according to a certain coordinate axis. Fig. 4(a) and (b) show the division.
Fig. 4. An example of HMCSO with two vibration sensors where $N = 2$ and $M = 4$. (a) and (b) show the divided subspaces according to axes $x_1$ and $x_2$. (c) is the MCSO in $x_1 - x_2$ space and (d) shows the HMCSO in two-dimensional space.

results separately according to axes $x_1$ and $x_2$. Hence, the plane is divided into 16 subspaces that are represented by $R(s_1, s_2)$. Selecting VP $E$ as an example in Fig. 4(c), $E \in R(1, 2)$ indicates that $E$ simultaneously falls into the subspace $R_{s_1}(1)$ relative to $x_1$ and the subspace $R_{s_2}(2)$ relative to $x_2$. The angle $\angle E, x_1$ ranges from 0 to $\pi/4$. Similarly, the angle formed by $E$ and axis $x_2$ ranges from $\pi/4$ to $\pi/2$. Fig. 4(d) shows the average value of the vibration amplitude of the VPs falling into subspaces. Obviously, $R(2, 4)$ corresponds to the largest bin value and indicates the vibration amplitude is larger than those in other subspaces, while the vibration amplitude in $R(2, 1)$ is the smallest of all subspaces. The variation of bin values correspond exactly to the shape of the shaft orbit. Therefore, HMCSO represents the shape of MCSO to infer the class of faults. We also observe that 16 subspaces should have been generated, but in fact, only 8 subspaces actually exist. The bin value corresponding to 8 non-existent subspaces is set to 0, and the histogram is a sparse feature vector with 16 dimensions.

When the number of sensors is 3, that is, $N = 3$, the space $x_1 - x_2 - x_3$ is divided into several subspaces, which is similar to that when $N = 2$. $M$ is set to 4 and the subspaces according to $x_1$ are shown in Fig. 5. $R_{s_1}(1)$ and $R_{s_1}(4)$ are separate cones (see Fig. 5(a) and (d)). $R_{s_2}(2)$ presents positive half of the space $R^3$ by removing $R_{s_2}(1)$, and $R_{s_2}(3)$ is the other half of the space when $R_{s_2}(4)$ is removed (see Fig. 5(b) and (c)). The division of subspaces according to $x_2/x_3$ is analogous to that according to $x_1$. The entire space is divided into $4^3$ subspaces so that the histogram vector has a dimension of $4^3$.

Based on the two-dimensional and three-dimensional cases, the calculation of HMCSO in an $N$-dimensional space is demonstrated. It can also be inferred that HMCSO can characterize the distribution of VPs and represent the shape of MCSO.

3.5. Summary

This section describes the shaft orbit, MCSO and HMCMO. The relationship between the aforementioned and space-time fragment can be summarized. Space-time fragment is a novel perspective for achieving multi-sensor data fusion at the data level and is essentially equivalent to MCSO. MCSO is the embodiment of space-time fragment in high-dimensional space, and transforms the matrix form into a curve form. The traditional shaft orbit is a special case of MCSO with only two sensors. HMCSO is a kind of feature extracted from MCSO, which presents the shape information of MCSO and mine the coupling information between multi-channel signals; this approach can be considered as a feature-level multi-sensor data fusion method.
4. Classification algorithm

Fault diagnosis is a pattern recognition problem that includes two steps: feature extraction and classification. Feature extraction is introduced in the last section and a classification method is proposed in this section. In the study of fault diagnosis, various classification methods in the field of machine learning have been applied, such as Naive Bayes classifier [32], Support Vector Machines (SVM) [33], deep neural networks [2] and AdaBoost [31]. Since this paper focuses on the method of feature extraction, a basic classification algorithm K-nearest neighbor (KNN) is adopted in our experiment.

4.1. K-nearest neighbor

The KNN is a classic but effective pattern recognition method. Its principle is that a sample belongs to the same class as the nearest ones in the feature space. Assume that the training dataset is:

\[ T = \{(X_1, y_1), (X_2, y_2), \ldots, (X_{N_{\text{train}}}, y_{N_{\text{train}}})\} \]  

where \( N_{\text{train}} \) is the sample number of training dataset. Each sample \( X_i \) associates with a label \( y_i \in \{l_1, l_2, \ldots, l_C\} \) and \( C \) is the number of classes. Find the \( K \) samples nearest to the testing sample \( X_{\text{test}} \) in the training dataset as \( N_K(X_{\text{test}}) \) according to the given distance metric. Based on the decision strategy, the label of testing sample is (see Eq. (9)):

\[ y_{\text{test}} = \arg \max_j \sum_{x_i \in N_K(X_{\text{test}})} I(y_i = l_j) \]  

where \( i = 1, 2, \ldots, N_{\text{train}} \) and \( j = 1, 2, \ldots, C \). \( I \) is an indicator function that equals to 1 when \( y_i = l_j \), otherwise 0.

The main parameters of KNN are the distance metric and number of neighbors. The distance metric include Euclidean distance, Mahalanobis distance and Hamming distance. The number of neighbors \( K \) is selected based on experience, and voting decisions are made according to the labels of \( K \) nearest training samples. In this paper, the Euclidean distance is chosen and set \( K \) to 1.

KNN is simple and easy to use, has a clear physical meaning, and does not require a training process. In many applications, the effect of KNN is even better than that of some of the most sophisticated algorithms. The disadvantage is that in testing process, the new sample should be compared with a large number of training samples, which is time-consuming as the dimension of features increases.

4.2. The proposed algorithm

Fig. 6 shows the flowchart of the proposed algorithm. After vibration signals are sampled by multiple sensors, a space-time fragment constructed, and MCSO is formed in an \( N \)-dimensional space. The histogram feature is extracted from MCSO as a feature vector for classification. Different from traditional diagnosis task, the construction of space-time fragment is inserted before the step of feature extraction to achieve multi-sensor fusion at the data level and prepare organized data for feature selection.

5. Experiments

To verify the performance of the proposed algorithm, we use a rig of rotating machinery supported by active magnetic bearing (AMB) for the experiments, and the AMB system is equipped with multiple displacement sensors to construct a fault dataset. AMB is a kind of mechatronic equipment that has the characteristics of no lubrication and no contact with rotor, and is widely used in various fields of industry, such as high-speed motors, compressors, vacuum pumps, etc [34–36].
The test rig is vertical with a rotor length of 1053 mm and a motor rotating speed of 6000 rpm. The rig is equipped with five displacement sensors for displacement feedback of the AMB system which also act as vibration sensors to collect vibration data and monitor the running state of the system. The layout of the sensors and physical test rig are shown in Figs. 7 and 8 respectively. The number of sensors $N$ is fixed at 5.

Four classes of data samples are obtained from the test rig, including normal, unbalance, misalignment, and rub-impact, with a total of 1445 samples. Each sample consists of 15,000 data points in 0.6 s. The number of samples in each class is shown in Table 1, and the signal demos are presented in Fig. 9. The experiments are performed under condition that 150 samples are randomly selected from each class of samples for training and the remaining are reserved for testing. Each experiment are repeated 20 times, and the average accuracy is selected as the final result.
Table 1

| Classes      | Sample Number | Training Number | Testing Number |
|--------------|---------------|-----------------|----------------|
| Normal       | 410           | 150             | 260            |
| Unbalance    | 508           | 150             | 358            |
| Misalignment | 322           | 150             | 172            |
| Rub-impact   | 205           | 150             | 55             |

5.1. Comparison with other fusion algorithms

To illustrate the performance of the proposed algorithm, we compare it to two multi-sensor fusion algorithms. The first comparison algorithm is voting, which extracts features from each channel of signal and provides results separately, thus the final decision is voted for. The algorithm fuses multi-sensor data at the decision level. The second algorithm is connecting by which joint features are extracted from multi-channel signals and all feature vectors are combined into one long feature vector; classification is conducted according to the long feature vector, and this method fuses multi-sensor data fusion at the feature level. To facilitate comparison, both comparison algorithms use KNN for classification, and short-time Fourier transform is selected as the basic type of feature.

From Table 2, the proposed algorithm is compared with two multi-sensor fusion algorithms. The HMCSO algorithm yields a recognition accuracy of 97.3%, which is much higher than the other two algorithms. The results indicate that HMCSO acquires more information than traditional fusion strategies due to mining of the coupling relationship between multi-channel signals.

Fig. 10 presents confusion matrices of the three algorithms. HMCSO can achieve a greater than 96% accuracy in distinguishing all four kinds of faults and even achieve an accuracy of 100% in both misalignment and rub-impact faults. The voting method exhibits more misjudgments than HMCSO, and 12% of the unbalanced samples are mistakenly considered as normal samples, while 7% of the rub-impact samples are misclassified as unbalance fault. Similarly, in the connecting algorithm, 14% of the unbalanced samples are considered normal samples. The above results show that the HMCSO, which contains a large amount of coupling information between different sensors, not only has an improved recognition accuracy in general, but also correctly classifies each class of samples evenly. The voting and connecting algorithms have varying performances in identifying different
class of faults. Hence, HMCSO is proven to be more comprehensive and balanced to describe and distinguish various classes of faults.

5.2. The relationship between feature dimension and performance of HMCSO

According to the angle between the vibration point and a specific coordinate axis, the space is divided into $M$ subspaces, so that the whole space is divided into $M^N$ subspaces; as a result, the dimension of the feature vector of HMCSO is $M^N$.

As illustrated in Fig. 11, as $M$ increases, the dimension of HMCSO increases exponentially, while the recognition accuracy of faults steadily increases. When $M$ exceeds 5, the dimension of features still increases sharply, but the accuracy increases slightly even decreases in certain situations because the feature dimension at that point has far exceeded the number of samples. According to the Vapnik-Chervonenkis theory, the model is overfitted which results in the computation time and memory requirement to increase greatly.

The dimension of HMCSO represents the fineness of space division. Intuitively, as the division becomes finer, the shape of MCSO described by the histogram is closer to the true distribution of VPs in the continuous high-dimensional space. Therefore, when applying HMCSO, it is necessary to select appropriate $M$ values to ensure a suitable recognition accuracy while maintaining the time and memory consumption in a proper range by prevent overfitting.

5.3. The relationship between number of sensors and performance of HMCSO

In the test rig, there are four radial sensors, $X_1$, $Y_1$, $X_2$, $Y_2$, and one axial sensor, $Z$, for measuring the vibration of the rotor system. As shown in Fig. 7, four radial sensors are distributed in two axial planes, and $X_1/Y_1$ and $X_2/Y_2$ are distributed perpen-

**Table 2**

| Algorithm | Accuracy |
|-----------|----------|
| HMCSO     | 97.3%    |
| Voting    | 90.3%    |
| Connecting| 92.2%    |

Fig. 9. The signal demo of four classes.
Fig. 10. Confusion matrices of (a) HMCSO, (b) voting and (c) connecting.

Fig. 11. The relationship between $M$ and the performance of HMCSO.

dicular to each other respectively. The signals of two or three sensors are selected to construct the HMCSO feature, each with 10 different combinations, and 4 sensors are selected with 5 different combinations.

Fig. 12 specifically shows the recognition accuracy of HMCSO in the case of using different combinations with various numbers of sensors. When two sensors are used, the performance of each combination is quite different, and the recognition accuracy of the optimal $X_1/X_2$ and $X_1/Y_2$ combinations are both greater than 93%, while that of the combination $Y_1/Z$ is only 61.4%, which indicates that different sensor combinations provide varying amounts of information for identification. The combinations with three or four sensors, including the $X_1/Y_2$ combination, always perform better, while the sensor combinations that includes $Y_1/Z$ sensor combination always has a relatively low recognition accuracy. It is therefore concluded that coupling information between $X_1/Y_2$ has been determined, and that different sensors in a rotor system provide different contributions to fault diagnosis.
Fig. 12. Performance under different sensor combinations. (a) combinations with two sensors, (b) combinations with three sensors and (c) combinations with four sensors.

Table 3
Average accuracy of HMCSO given different numbers of sensors.

| Number of Sensors | Average Accuracy% |
|-------------------|-------------------|
| 2                 | 84.8 ± 9.6        |
| 3                 | 94.1 ± 2.6        |
| 4                 | 95.4 ± 1.8        |

Table 3 provides the average and standard deviation of the recognition accuracy given various numbers of sensors. Overall, with the increase in the number of sensors, the average recognition rate of the various combinations gradually increases, indicating that the increase in the number of sensors provides a larger amount of useful information for the diagnosis task, and the variation in the recognition accuracy of different combinations also decreases with the increasing number of sensors. These results show that HMCSO achieves effective fusion of sensor information of “good” sensors and “bad” sensors by mining the coupling relationship between different sensors.

5.4. The effect of noise on the performance of the algorithm

It is important to verify whether HMCSO works when the measured signals are noisy. Although the dataset is collected under realistic working conditions, we add Gaussian white noise to all channels of signals. The signal-to-noise ratio (SNR) is used as a measure of the level of noise. Fig. 13 shows the signal affected by noise with different SNRs. The signals become distorted heavily when SNR is lower than 40 dB and cannot be identified when the SNR is lower than 25 dB.

Fig. 14 shows the recognition accuracy with various SNR values. When the value of the SNR is larger than 30 dB, HMCSO can still achieve an accuracy greater than 90%. As the SNR increases, the accuracy improves and gradually similar to that of the original signal. However, the accuracy of HMCSO sharply decreases as the noise level increases. When the SNR is lower than 5 dB, all of the channels of the original signals are heavily polluted by noise and the classification result becomes random. The denoising method is suggested to introduce under severe noise conditions, which will significantly improve the accuracy of our algorithm.

The above experimental results verifies that HMCSO has strong resistance to noise and can be applied to noise environment. Since HMCSO is in essence a histogram representation which is statistical and resistant to noise. In addition, each bin value of the histogram adopts the average of vibration amplitudes of VPs, which also reduces the effect of noise.

5.5. The effect of sensor fault on the proposed algorithm

Since HMCSO is a characteristic representation of multi-sensor data fusion, when the sensor itself has a fault, the latter will affect the performance of HMCSO. Hence, we classify sensor faults into two categories and discuss the effects of sensor faults on the HMCSO performance.

For the first kind of sensor fault, some sensors are severely affected by noise. Unlike the previous section, in which it is discussed that all sensors are subject to noise, only one or two of the sensors are severely disturbed by noise in this section. Figs. 15 and 16 show the algorithm recognition rate when one or two of the five sensors are subjected to different levels of noise. It can be observed that the algorithm embodies a strong anti-noise ability, and even when SNR is equal to 5 dB, the
The algorithm can reach a recognition rate of greater than 80%. The algorithm only fails when the SNR of the two signals is 5 dB.

For the second kind of sensor fault, the abnormal signals caused by the sensor failure mainly includes the random output, zero output and saturation output. Figs. 17 and 18 show the performance under the conditions that one or two sensors are useless. The algorithm performs normally under a zero output of sensors, which is equivalent to constructing the HMCSO with four or three sensors. With a random output of sensors, it is similar to the situation of severe noise interference, and the classification accuracy is still greater than 80%, even though affected to a certain extent. When the two sensors are affected, the classification results lose credibility. The algorithm fails as if one of sensors reaches saturation output because the fault signal is always at the maximum amplitude which dominates the shape of the MCSO so that the other normal signals cannot convey information.

As seen from the above experiments, when one of the five sensors fails, in addition to the situation of saturation output, the HMCSO mostly exhibits an identification accuracy similar to that all sensors are in good condition. When two sensors fail, that is, 40% of the information sources are not functioning sufficiently accurate, the recognition accuracy of the HMCSO is seriously affected. In actual applications, sensor faults can often be detected through a self-test mechanism, and when constructing the HMCSO, the remaining functioning sensors can be used to acquire the signals to construct the HMCSO. As mentioned in the previous section, when the three or four channels of signals are utilized to construct HMCSO, recognition results with high degrees of accuracy can still be obtained.
5.6. Summary of experiments

In this section, we perform a series of experiments on a test rig of rotating machinery supported by AMB for fault diagnosis, and draw some conclusions.

First, compared with other multi-sensor fusion algorithms, HMCSO has the advantage of providing a high recognition accuracy by mining information of the coupling relationship between different sensors, and classifies different classes of faults evenly.

Second, the performance of HMCSO is related to $M$. As the value of $M$ increases, the dimension of the feature increases exponentially and the recognition accuracy also increases. However, in practical application, it is necessary to strike a compromise with regards to selection of the $M$ value to ensure a certain level of precision and avoid overfitting.

Third, the number of sensors also affects the performance of HMCSO. In general, the increase in the number of sensors results in improvement of the performance of HMCSO and reduction in the performance variation of different sensor combinations.

Fourth, HMCSO has strong anti-noise ability and can work under heavy noise environment.

Fifth, it is still useful for HMCSO when one of the five sensors occurs a fault in most situations. However, when two sensors fail, HMCSO basically is out of use and the self-test mechanism of sensors is needed to find the sensors in the fault state, then HMCSO is constructed by the signals captured by the remaining functioning sensors.

It should be noted that since the databases used in various previous studies are different, and the performance of algorithms involved is related to finely tuned parameters. Therefore, we focus on the significance of space-time fragment and the validity of HMCSO features in experiments, instead of emphasizing proof that the proposed algorithm performs better than other existing algorithms. In practical applications, the readers can choose to use space-time fragments and HMCSO in other algorithm frameworks. HMCSO can also be used as one kind of feature to fuse with other features to describe faults.
6. Conclusion

In this paper, the concept of space-time fragments is proposed, and vibration signals captured by multiple sensors are fused at the data level. Histogram of multi-channel shaft orbit is designed, as a new kind of feature based on space-time fragment, which fully retains the coupling relationship of multiple sensors. Experiments have verified the effectiveness of HMCSO.

In the future, HMCSO can be merged with other kinds of features to achieve a more discriminating fault description. Moreover, space-time fragments can be studied in greater detail to mine more effective features for use in fault diagnosis.
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