On Asymptotic Behavior of Zeta Singularities for Compact Locally Symmetric Spaces
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Abstract: We obtain precise estimates for the number of singularities of Selberg’s and Ruelle’s zeta functions for compact, higher-dimensional, locally symmetric Riemannian manifolds of strictly negative sectional curvature. The methods applied in this research represent a generalization of the methods described in the case of a compact Riemann surface. In particular, this includes an application of the Phragmen-Lindelof theorem, the variation of the argument of certain zeta functions, as well as the use of some classical analytic number theory techniques.
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1 Introduction

Suppose that $\mathcal{K}$ is a compact Riemann surface.

As it is known, $\mathcal{K}$ may be represented as a quotient of the upper half plane $H^+$ by a discontinuous group $\Gamma$.

It is assumed that $H^+$ is endowed with the metric $y^{-2} \left( (dx)^2 + (dy)^2 \right)$.

Denote by $A$ the volume of $\mathcal{K}$.

As it is also known, the Riemann hypothesis for the Selberg zeta function in this setting is almost true, which means that any possible exceptional zeros are all located in the real interval $(0,1)$.

In this scenario, the Selberg zeta function $Z(s)$ is for $\text{Re}(s) > 1$, defined by the product

$$\prod_{\gamma} \prod_{n=0}^{\infty} \left( 1 - e^{-l_{\gamma}(s+n)} \right),$$

where $l_{\gamma}$ runs through the set of lengths of primitive closed geodesics on $\mathcal{K}$.

The known fact is that $Z(s)$ is uniformly bounded and bounded away from zero in any half-plane of the form $\text{Re}(s) > 1 + \varepsilon$ ($\varepsilon > 0$).

Applying the fact that $Z(s)$ is of order 2, the Phragmén-Lindelöf theorem, and the functional equation for $Z(s)$, the author in [1], proved that

$$Z(\sigma + it) = e^{O(|t|)},$$

uniformly in any bounded strip $b_1 \leq \sigma \leq b_2$.

There, the number of zeros of $(Z(s))^2$ in the rectangle $R$, defined by the inequalities $1 - a \leq \text{Re}(s) \leq a$, $-T \leq \text{Im}(s) \leq T$, where $a$ is a positive number satisfying $1 < a < 5$, and $T$ is selected so that no zero occurs on the boundary of $R$, is denoted by $2N(T)$.

Consequently, the number of zeros of $Z(s)$ itself in this rectangle is $N(T)$.

Thus, it is proved that

$$N(T) = \frac{AT^2}{2\pi} + 4S(T) + O(1),$$

where

$$S(T) = \frac{T}{\pi} \text{Im} \left( \int_{C} \frac{Z(s)}{Z(s)} \text{ds} \right),$$

the $O(1)$ term is continuous and tends to a limit as $T \to \infty$. $S(T)$ is the $\frac{1}{\pi}$ times the variation of the argument of $Z(s)$ along $C$, where $C$ is the portion of $\partial R$ consisting of the vertical segment from $a$ to $iT$, plus the horizontal segment from $a + iT$ to $\frac{1}{2} + iT$ ($S(T)$ plays the same role in this setting as does its counterpart from the theory of the Riemann zeta function).

By [1, p. 212, Lemma 3], $S(T) = O(T)$.

Moreover, by Theorem 1 in [1, p. 216] (see also, [2], [3]), $S(T) = O \left( T (\log T)^{-1} \right)$. 
The main purpose of this research is to derive analogous results of the results described above, for the case of compact, higher-dimensional, locally symmetric Riemannian manifolds of strictly negative sectional curvature. In other words, our goal is to derive asymptotic formulas for the number of singularities of the zeta functions naturally attached to this setting. The singularities of these zeta functions are described by Theorem 3.15 in [4, p. 113]. Thus, the singularities are generated by the eigenvalues of the corresponding differential operators. This means that the knowledge about the number of the singularities implies the knowledge about the number of the corresponding eigenvalues (the Weyl law) and vice versa. Note that the locally symmetric spaces in this research are compact ones. Assume for a moment that $S$ is a Riemannian symmetric space of noncompact type, with the group of motions $G$ of $S$. Then the algebra $L_{\text{Diff}} (S)$ of $G$-invariant differential operators on $S$ is commutative, and its spectrum $\Lambda (S)$ can be canonically identified with $F/\mathfrak{w}$, where $F$ is a complex vector space with dimension equal to the rank of $S$, and $\mathfrak{w}$ is a discrete subgroup of $GL (F)$ generated by reflections. Let $\Gamma$ be a discrete subgroup of $G$ that acts freely on $S$, and let $X = \Gamma \backslash S$. Then (see [5]), the members of $L_{\text{Diff}} (S)$ may be regarded as differential operators on $X$. Let us now assume that $X$ is compact, and define the spectrum $\Lambda$ of $X$ as the set of those elements of $\Lambda (S)$ for which one can find a nonzero eigenfunction defined on $X$. By Theorem 9.1 in [5, p. 89], the Weyl asymptotic law states that

$$\sum_{\lambda \in \Lambda_{t}, |\lambda| \leq t} m (\lambda) = (2\sqrt{\pi})^{-n} \Gamma \left( \frac{n}{2} + 1 \right) \text{vol} (X) t^{n} + O \left( t^{n-1} (\log t)^{-1} \right)$$

as $t \to +\infty$, where $m (\lambda)$ is the multiplicity of $\lambda \in \Lambda$, and $\Lambda_{t}$ is the principal spectrum of $\Lambda$. Having in mind this result and Theorem 3.15 in [4], we know that the number of desired singularities in this research must be of the form (1). However, our goal is to derive the formulas explicitly (with the constants determined explicitly) by following the classical approach of Randol [1] in the case of compact Riemann surfaces. Thus, the results derived in this paper will confirm the expected form (1) with the leading coefficients determined explicitly (which is the fact that might be used very well in the future research, like during deriving of approximate formulas for the logarithmic derivative of the zeta functions, during estimation of the error terms in the prime geodesic theorems, etc).

2 Preliminaries

Through the rest of the paper, we assume that $Y$ is a compact, $n$-dimensional, locally symmetric Riemannian manifold of strictly negative sectional curvature.

As it is known, $Y$ can be represented in the form $Y = \Gamma \backslash G/K$, where $G$ is a connected semi-simple Lie group of real rank one, $K$ is the maximal compact subgroup of $G$, and $\Gamma$ is a discrete, co-compact, and torsion-free subgroup of $G$.

Let $a \subset \mathfrak{p}$ be a one-dimensional subspace of $\mathfrak{p}$, where $\mathfrak{p}$ is defined by the Cartan decomposition $\mathfrak{g} = \mathfrak{t} \oplus a \oplus \mathfrak{n}$ of the Lie algebra $\mathfrak{g}$ of $G$.

If $G_{a}$ is the centralizer of $a$ in $G$, then we define $M$ by $M = G_{a} \cap K$.

We have the Iwasawa decomposition $G = KAN$ and the corresponding decomposition $\mathfrak{g} = \mathfrak{t} \oplus a \oplus \mathfrak{n}$, where $\mathfrak{n}$ is the sum of the corresponding positive root spaces [4, p. 18].

As it is usual, we put $A^{+}$ to be $\exp (a^{+}) \subset A$, and $W = W (\mathfrak{g}, a)$ to be the Weyl group.

Let $X_{d}$ be the compact dual space of $X = G/K$, the Riemannian symmetric space of rank one.

The following classical result will be applied in the sequel [6, p. 138].

**Theorem 1.** (Phragmèn-Lindelöf Theorem) Let $G$ be a simply connected region and let $f$ be an analytic function on $G$. Suppose that there is an analytic function $\varphi : G \to \mathbb{C}$ which never vanishes and is bounded on $G$. If $M$ is a constant and $\partial_{\infty} G = A \cup B$ such that:

(a) for every $a \in A$, $\limsup_{z \to a} |f (z)| \leq M$,
(b) for every $b \in B$, and $\eta > 0$, $\limsup_{z \to b} |f (z)| |\varphi (z)|^{\eta} \leq M$,

then, $|f (z)| \leq M$ for all $z \in G$.

3 Results

**Theorem 2.** Functions $Z_{S, \chi} (s, \sigma), S_{\chi} (s, \sigma)$ and $S_{\chi}^{R} (s, \sigma)$ are bounded and bounded away from zero for $\text{Re} (s) > \rho$. Furthermore, functions $Z_{R, \chi} (s, \sigma)$ and $Z_{R, \chi}^{S} (s, \sigma)$ are bounded and bounded away from zero for $\text{Re} (s) > 2\rho$, where $Z_{S, \chi} (s, \sigma)$ and $S_{\chi} (s, \sigma)$ are defined on page 97, $S_{\chi}^{R} (s, \sigma)$ is defined on page 98, $Z_{R, \chi} (s, \sigma)$ is defined on page 96, and $Z_{R, \chi}^{S} (s, \sigma)$ is defined on page 133 in [4], respectively. Furthermore, $\rho, \chi$ and $\sigma$ are introduced on pages 18 and 95 of the same book.
\textbf{Proof.} The notation \( S \) resp. \( R \) is used to denote the Selberg resp. the Ruelle zeta function.

\( S \) is a complex variable, and \( S \) denotes the super zeta function.

Suppose that \( n \) is an even integer.

Taking into account Proposition 3.4 in [4, p. 99], we see that it will suffice to prove the result for \( Z_{S,\chi}(s, \sigma) \).

We have that,

\[
\log Z_{S,\chi}(s, \sigma) = (-1)^n \sum_{\gamma \in \Gamma_h} \frac{\operatorname{tr} \sigma(m) \operatorname{tr} \chi(\gamma) e^{(\rho-s)l(\gamma)}}{\det(1 - \operatorname{Ad}(ma)_n(nT(\gamma))^{-1})},
\]

where \( \Gamma_h \) is the set of all \( \Gamma \)-conjugacy classes of hyperbolic elements in \( \Gamma \), \( nT(\gamma) \) (for \( g \in \Gamma \)) is the number of classes in \( \Gamma g/(g) \), where \( \Gamma_g \) is the centralizer of \( g \) in \( \Gamma \), and \( \langle g \rangle \) is the group generated by \( g \). \( l(g) \) (for \( g \in \Gamma \)) is the length of the closed geodesic of \( Y \) corresponding to \( g \), and \( \gamma \in \Gamma_h \) has the form \( \gamma = am \in A^+M \) (see, e.g., [7, 8]).

Put,

\[
C_\chi(g, \sigma) = \operatorname{tr} \chi(g) C(\gamma, \sigma),
\]

where

\[
C(\gamma, \sigma) = (-1)^{n-1} \frac{l(g) \operatorname{tr} \sigma(m)}{2 \det(1 - \operatorname{Ad}(ma)_n(nT(\gamma))^{-1})} e^{\rho l(g)}.
\]

It follows that,

\[
\log Z_{S,\chi}(s, \sigma) = -2x \sum_{\gamma \in \Gamma_h} \frac{(-1)^{n-1} \operatorname{tr} \sigma(m) \operatorname{tr} \chi(\gamma) l(\gamma) e^{(\rho-s)l(\gamma)}}{2 \det(1 - \operatorname{Ad}(ma)_n(nT(\gamma))^{-1})}.
\]

Put,

\[
\pi_1^H(x) = \# \{ \gamma \in \Gamma_h : l(\gamma) \leq x \}.
\]

It is known that there exist constants \( C' \) and \( C'' \), such that

\[
C_\chi(g, \sigma) \leq C' e^{-\rho l(g)}
\]

and

\[
\pi_1^H(x) \leq C'' e^{2\rho x}.
\]

Suppose that \( \sigma_1 > \rho \), where \( \sigma_1 = \Re(s) \).

Now,

\[
|\log Z_{S,\chi}(s, \sigma)| \leq 2C' \sum_{\gamma \in \Gamma_h} \frac{e^{-\rho l(\gamma)} e^{-(\sigma_1 l(\gamma))}}{l(\gamma)} + 2C' \sum_{\gamma \in \Gamma_h} \frac{e^{-\rho l(\gamma)} e^{-\sigma_1 l(\gamma)}}{l(\gamma)}. \]

Put,

\[
Z_{S,\chi}^H(s, \sigma) = O(1) + O \left( \sum_{\gamma \in \Gamma_h} e^{-\rho l(\gamma)} e^{-\sigma_1 l(\gamma)} \right) \leq O \left( \int_1^{\infty} e^{-\rho l(\gamma)} e^{-\sigma_1 l(\gamma)} dt \right) = O \left( \int_1^{\infty} e^{-\rho l(\gamma)} e^{-\sigma_1 l(\gamma)} dt \right) = O \left( \sum_{\gamma \in \Gamma_h} e^{-\rho l(\gamma)} e^{-\sigma_1 l(\gamma)} \right). \]

On the other hand,

\[
\log Z_{S,\chi}(s, \sigma)^{-1} = 2 \sum_{\gamma \in \Gamma_h} \frac{C_\chi(\gamma, \sigma)}{nT(\gamma) l(\gamma)} e^{-\rho l(\gamma)}.
\]

Hence,

\[
|\log Z_{S,\chi}(s, \sigma)^{-1}| \leq 2C' \sum_{\gamma \in \Gamma_h} e^{-\rho l(\gamma)} e^{-\sigma_1 l(\gamma)}
\]

for \( \sigma_1 > \rho \).

This completes the proof in this case (see also, [9, p. 74]).

Suppose that \( n \) is an odd integer.

Taking into account the equations:

\[
S_\chi(s, \sigma) = Z_{S,\chi}(s, \sigma) Z_{S,\chi}(s, w_\sigma),
\]

\[
S_\chi^H(s, \sigma) = \frac{Z_{S,\chi}(s, \sigma)}{Z_{S,\chi}(s, w_\sigma)},
\]

\[
Z_{R,\chi}(s, \sigma) = \frac{Z_{R,\chi}(s, \sigma)}{Z_{R,\chi}(s, w_\sigma)},
\]

\[
Z_{R,\chi}^H(s, \sigma) = \frac{Z_{R,\chi}(s, \sigma)}{Z_{R,\chi}(s, w_\sigma)}.
\]
where \( w \in W \) is a non-trivial element, we see that it will suffice to prove the result for \( Z_{S,X}(s,\sigma) \).

However, the result for \( Z_{S,X}(s,\sigma) \) follows in exactly the same way as in the even-dimensional case.

This completes the proof. \( \square \)

\textbf{Theorem 3.} For zeta functions \( Z_{S,X}(s,\sigma) \) and \( S_X(s,\sigma) \), we have

\[
|Z_i(\sigma_i + it)| = e^{O(|t|^{n-1})},
\]

\( i = 1, 2 \), uniformly in any bounded strip \( b_1 \leq \sigma_1 \leq b_2 \), where \( Z_1(s) \) and \( Z_2(s) \) are entire functions of order at most \( n \), such that

\[
f(t) = \frac{Z_1(s)}{Z_2(s)}
\]

for \( f(s) \in \{ Z_{S,X}(s,\sigma), S_X(s,\sigma) \} \) (see, [10, p. 528, Th. 4.1. (b)] in the even-dimensional case, and [11, p. 306, Th. 2.] in the odd-dimensional case).

**Proof.** Suppose that \( n \) is an even number.

Let \( c > \max \{ \rho, |b_1|, |b_2| \} \).

It is enough to prove the assertion for a wider strip \(-c \leq \sigma_1 \leq c\).

So far, we have that \( Z_1(s) \) and \( Z_2(s) \) are of finite order at most \( n \).

\( Z_{S,X}(s,\sigma) \) converges for \( \Re(s) > \rho \).

By Theorem 2, \( Z_{S,X}(s,\sigma) \) is bounded and bounded away from zero on \( \Re(s) = c \).

On \( \Re(s) = -c \), we apply the functional equation from Theorem 10 in [11, p. 318].

Notice that \( g(t) \) in the functional equation is a polynomial of degree \( n - 1 \).

Thus,

\[
|Z_{S,X}(-c + it,\sigma)| = e^{O(|t|^{n-1})}.
\]

Now, the assertion of theorem (in this case), follows by application of Phragmén-Lindelöf theorem [6, Theorem VI. 4.1.] (Cf. also [9, p. 60] in the quartic field setting).

Note that we take \( c > \rho \), since for \( \sigma_1 > \rho \), the Selberg zeta function \( Z_{S,X}(s,\sigma) \), \( s = \sigma_1 + it \) is bounded.

By previously applied functional equation, we have that

\[
|Z_{S,X}(s,\sigma)| = |f(t)| e^{O(t)} |Z_{S,X}(-s,\sigma)|.
\]

Therefore,

\[
\log |Z_{S,X}(s,\sigma)| = \log |f(t)| + g(t) + \log |Z_{S,X}(-s,\sigma)|. \tag{2}
\]

Since \( f(t) \) is bounded function, it follows that \( \log |f(t)| \) is also bounded.

If \( \sigma_1 = -c \), then \( \Re(-s) > \rho \), so \( Z_{S,X}(-s,\sigma) \) is bounded for \( \sigma_1 = -c \).

Consequently, \( \log |Z_{S,X}(-s,\sigma)| \) is bounded for \( \sigma_1 = -c \).

Now, (2), and the degree of \( g(t) \), yield that

\[
\log |Z_{S,X}(s,\sigma)| = O \left(|t|^{n-1}\right) \text{ for } \sigma_1 = -c.
\]

It follows that \( Z_{S,X}(s,\sigma) = e^{O(|t|^{n-1})} \) for \( \sigma_1 = -c \).

Since \( Z_{S,X}(s,\sigma) = Z_1(s) \), and \( Z_1(s), Z_2(s) \) are entire functions of order at most \( n \), we obtain that

\[
Z_i(s) = e^{O(|t|^{n-1})} \text{ for } \sigma_1 = -c, i = 1, 2.
\]

Now, we prove that \( |Z_1(s)| = e^{O(|t|^{n-1})} \) for \(-c \leq \sigma_1 \leq c \) (we apply the same reasoning for \( Z_2(s) \)).

We apply Phragmén-Lindelöf theorem (Theorem 1), where \( G \) is given by \(-c \leq \sigma_1 \leq c \), \( A \) is the line \(-c \leq t \), and \( B \) is the line \( c \leq t \).

Since \( Z_1(s) = e^{O(|t|^{n-1})} \) for \( \sigma_1 = -c \), we conclude that there exists a constant \( C_1 \), such that

\[
\frac{|Z_1(s)|}{e^{C_2|t|^{n-1}}} \leq 1 = M_1 \tag{3}
\]

for \( \sigma_1 = -c \).

Since the order of \( Z_1(s) \) is at most \( n \), we have that \( Z_1(s) = e^{O(|t|^{n-1})} \) for \( \sigma_1 = c \).

Thus, there is a constant \( C_2 \), such that

\[
\frac{|Z_1(s)|}{e^{C_2|t|^{n-1}}} \leq 1 \tag{4}
\]

for \( \sigma_1 = c \).

Note that the function \( \frac{1}{e^{C_1|t|^{n-1}}} \) is bounded on \( G \).

In particular, it is bounded for \( \sigma_1 = c \).

Therefore, there exists a constant \( M_2 \), such that

\[
\frac{1}{e^{C_1|t|^{n-1}}} \leq M_2 \tag{5}
\]

for \( s \in G \).

In particular, (5) is satisfied for \( \sigma_1 = c \).

Now, we put \( f(s) = \frac{Z_1(s)}{e^{C_1|t|^{n-1}}}, \varphi(s) = \frac{1}{e^{C_2|t|^{n-1}}} \)

into Theorem 1.

Note that \( f(s) \) is analytic function on \( G \), while the function \( \varphi(s) \) is analytic on \( G \) (without zeros), and is bounded on \( G \).
The fact that \( \varphi(s) \) is bounded on \( G \) implies that there is a constant \( K \), such that

\[
\varphi(s) = |\varphi(s)| \leq K
\]

for \( s \in G \).

Now, if \( \sigma_1 = -c \), the inequality (3) yields that

\[
|f(s)| \leq M_1
\]

for \( \sigma_1 = -c \).

Thus, the condition (a) in Theorem 1 is satisfied.

If \( \sigma_1 = c \), then (4), (6) and (5), give us

\[
|f(s)| = |\varphi(s)|^{\eta}
\]

\[
= \frac{|Z_1(s)|}{e^{-C_1|t|^{n-k}}} e^{-C_2|t|^{n-k}}
\]

\[
= \frac{|Z_1(s)|}{e^{-C_2|t|^{n-k}}} e^{-C_1|t|^{n-k}} e^{C_2|t|^{n-k}}
\]

\[
= \frac{|Z_1(s)|}{e^{-C_2|t|^{n-k}}} e^{-C_1|t|^{n-k}} e^{C_1|t|^{n-k}}
\]

\[
= \frac{|Z_1(s)|}{e^{-C_2|t|^{n-k}}} e^{-C_1|t|^{n-k}} e^{C_1|t|^{n-k}}
\]

\[
= \frac{|Z_1(s)|}{e^{-C_2|t|^{n-k}}} e^{-C_1|t|^{n-k}} e^{C_1|t|^{n-k}}
\]

\[
\leq K^{n-1} M_2.
\]

Now, we proceed as in [6, p. 139].

The inequality (8) means that the condition (b) in Theorem 1 is satisfied.

The inequalities (7) and (8) mean that the conditions (a) and (b) in Theorem 1, hold true (at the same time) for \( M = \max\{M_1, K^{n-1} M_2\} \).

Thus, by Theorem 1, we have that \( |f(s)| \leq \max\{M_1, K^{n-1} M_2\} \) for \( s \in G \).

If we let \( \eta \rightarrow 1 \) in the last inequality, we end up with \( |f(s)| \leq \max\{M_1, M_2\} = M' \) for \( s \in G \).

In other words, \( |Z_1(s)| e^{-C_2|t|^{n-k}} \leq M' \) for \( -c \leq \sigma_1 \leq c \), i.e., \( |Z_1(s)| = e^{O(|t|^{n-1})} \) for \( -c \leq \sigma_1 \leq c \).

This completes the proof in this case.

Now suppose that \( n \) is an odd integer.

Proof is the same as in the even-dimensional case.

In particular, we apply the functional equations from Theorems 11 and 12 in [11].

Note that \( h(t) \) in these equations is a polynomial of degree \( n - 1 \).

Thus,

\[
|Z_{\chi_{\chi}}(-c + i t, \sigma)| = e^{O(|t|^{n-1})},
\]

\[
|\chi_{\chi}(-c + i t, \sigma)| = e^{O(|t|^{n-1})}.
\]

Proceeding in exactly the same way as in the even-dimensional case, we obtain the claim.

This completes the proof.

\[\square\]

**Theorem 4.** Let \( n \) be an even integer. If \( \gamma \) is \( \sigma \)-admissible, then

\[
N(t) = \frac{\dim (\chi) \chi(Y) \chi(X_\delta) T_{\chi}}{\chi(X_\delta) T_{\chi}} \times \sum_{k=0}^{n-1} (-1)^{n-k} p_{n-2k-1} \frac{p_{n-2k}}{n-2k} + \frac{1}{\pi} S(t) + O(1),
\]

where the concept of admissible elements is introduced by [11, p. 305, Def. 1.], \( T \) and the coefficients \( p_{n-2k-1} \) are described by [11, p. 307, Lemma 4.], \( N(t) \) denotes the number of singularities of \( Z_{\chi_{\chi}}(s, \sigma) \) on the interval \( i x, 0 < x < t, \) and \( S(t) \) is the variation of the argument of \( Z_{\chi_{\chi}}(s, \sigma) \) along \( C \).

Here, \( C \) denotes the portion of \( \partial R \), consisting of the vertical segment from \( a + i t \) plus the horizontal segment from \( a + i t \) to \( t \), where \( R \) is the rectangle defined by the inequalities \(-a \leq \Re(s) \leq a, -t \leq \Im(s) \leq t \) for some \( a > \rho \).

Let \( n \) be an odd integer. Suppose that \( r = 1 \) in the case (a) and \( r = 2 \) in the case (b). Then,

\[
N(t) = \frac{1}{\pi} \sum_{k=0}^{n-1} (-1)^{n-k} e^{2k-n} \Gamma\left(\frac{2k-n}{2}\right) t^{n-2k} + \frac{1}{\pi} S(t) + O(1),
\]

where the cases (a) and (b), and the coefficients \( c_{2k-n} \) are described by [11, p. 307, Lemma 5.], \( N(t) \) denotes the number of singularities \( Z_{\chi_{\chi}}(s, \sigma) \) (case (a)) resp. \( S_{\chi}(s, \sigma) \) (case (b)) on the interval \( i x, 0 < x < t, \) and \( S(t) \) is the variation of the argument of \( Z_{\chi_{\chi}}(s, \sigma) \) (case (a)) resp. \( S_{\chi}(s, \sigma) \) (case (b)).

Here, \( C \) is defined in the same way as in the even-dimensional case.

**Proof.** Let \( n \) be an even integer.

We adjust the argumentation from [1] to our situation, inserting some elements from [9] (see also, [12]).

Define

\[
\xi(s) = (Z_{\chi_{\chi}}(s, \sigma))^2 e^{\phi(s)},
\]
where

\[ \phi(s) = K \int_0^s P_\sigma(w) \left\{ \tan \left( \frac{\pi w}{T} \right), \quad \epsilon_\sigma = \frac{1}{2} \right\} \, dw, \]

\[ K = \frac{2\pi \dim (\chi) \chi(Y)}{\chi(X_d) T}. \]

The polynomial \( P_\sigma(w) \), and values \( \epsilon_\sigma \in \{0, \frac{1}{2}\} \) are also introduced by Definition 1 in [11, p. 305].

Now, we specify \( \phi(s) \) in the open upper and lower half-planes to be the value obtained by carrying out the integration along the line segment joining the origin to \( s \).

Furthermore, if \( \epsilon_\sigma = \frac{1}{2} \) resp. \( \epsilon_\sigma = 0 \) \( s \) is on the real line, \( s \neq \pm \frac{T}{2}, \pm 3T, \pm 5T, \ldots \) resp. \( s \neq 0, \pm T, \pm 2T, \ldots \), we define \( \phi(s) \) by the requirement of continuity as \( s \) is approached from the upper half-plane.

By [11, p. 308, eq. (6)],

\[ Z_{S,\chi}(-s, \sigma) = e^{\phi(s)} Z_{S,\chi}(s, \sigma). \]

Hence,

\[ \xi(-s) = (Z_{S,\chi}(-s, \sigma))^2 e^{\phi(-s)} = (Z_{S,\chi}(s, \sigma))^2 e^{2\phi(s)} e^{-\phi(s)} = (Z_{S,\chi}(s, \sigma))^2 e^{\phi(s)} = \xi(s). \]

As usual, \( \xi(s) \) is real on the real axis and so \( \overline{\xi(s)} = \xi(\overline{s}) \).

Assume that \( t \) is selected so that no singularity of \( Z_{S,\chi}(s, \sigma) \) occurs on the boundary of \( R \).

We have,

\[ N(t) = \frac{1}{2\pi} \text{Im} \left( \int_C \frac{\xi'(s)}{\xi(s)} \, ds - \frac{1}{2} N_0 \right), \]

where \( N_0 = O(1) \) is the number of singularities of \( Z_{S,\chi}(s, \sigma) \) on the real line.

From the functional equation for \( \xi(s) \) and the fact that \( \overline{\xi(s)} = \xi(\overline{s}) \), one obtains in a classical way that

\[ \phi(\sigma_1 + it) = \frac{1}{2^{n-1}} \int_{-\infty}^{\infty} t \frac{1}{|t|^n - 2k} \times \sum_{k=0}^{n-1} p_{n-2k-1} K \left( \frac{n-2k}{2l} \right)^{l+1} \sigma_1^{n-2k-2l} |t|^{2l-1} + O(1). \]

By (41) and (42) in [11, p. 318] (see also, [13]),

\[ \phi'(s) = \phi'(s) + 2 Z'_{S,\chi}(s, \sigma) Z_{S,\chi}(s, \sigma), \]

so

\[ N(t) = \frac{1}{2\pi} \text{Im} \left( \int_C \phi'(s) \, ds \right) + \frac{1}{\pi} \text{Im} \left( \int_C \frac{Z'_{S,\chi}(s, \sigma)}{Z_{S,\chi}(s, \sigma)} \, ds \right) + O(1) \]

and

\[ \frac{\xi'(s)}{\xi(s)} = \phi'(s) + \frac{Z'_{S,\chi}(s, \sigma)}{Z_{S,\chi}(s, \sigma)}. \]

This completes the proof in this case.
Suppose that \( n \) is an odd integer.

Define,

\[
\xi(s) = (f(s))^2 e^{\phi(s)},
\]

where

\[
\phi(s) = -2 \sum_{k=0}^{n-1} c_{2k-n} \Gamma \left( \frac{2k-n}{2} \right) s^{n-2k},
\]

and \( f(s) = Z_{S,\chi}(s,\sigma) \) (case (a)), \( f(s) = S_\chi(s,\sigma) \) (case (b)).

By Theorem 3.17 in [4, p. 116] (see also page 125), it follows that

\[
f(-s) = e^{\phi(s)} f(s).
\]

Reasoning in exactly the same way as in the even-dimensional case, we obtain that

\[
\xi(-s) = \xi(s).
\]

Assume that \( t \) is chosen such that no singularity of \( f(s) \) appears on the boundary of \( R \) (now, \( N_0 = O(1) \) is the number of singularities of \( f(s) \) on the real line).

By the identity given in the proof of Theorem 11 in [11, p. 319], we have that

\[
\phi(\sigma_1 + it) = -2 \sum_{k=0}^{n-1} c_{2k-n} \Gamma \left( \frac{2k-n}{2} \right) \times
\]

\[
\sum_{l=0}^{n-1-k} \binom{n-2k}{2l} (-1)^l \sigma_1^{-2k-2l} |t^{2l}| \times
\]

\[
-2i \sum_{k=0}^{n-1} c_{2k-n} \Gamma \left( \frac{2k-n}{2} \right) \times
\]

\[
\sum_{l=1}^{n-1-k} \binom{n-2k}{2l-1} (-1)^{l-1} \sigma_1^{-2k-2l+i^{2l-1}}.
\]

Now,

\[
\frac{\xi'(s)}{\xi(s)} = \frac{\phi'(s)}{f(s)} + 2 \frac{f'(s)}{f(s)}.
\]

so

\[
N(t) = \frac{1}{\pi} \sum_{k=0}^{n-1} (-1)^{\frac{n+1}{2}-k} c_{2k-n} \Gamma \left( \frac{2k-n}{2} \right) t^{n-2k}
\]

\[
+ \frac{1}{\pi} S(t) + O(1).
\]

This completes the proof.

\[\square\]

**Theorem 5.** \( S(t) = O \left( t^{n-1} (\log t)^{-1} \right) \).

**Proof.** Let \( n \) be an even integer.

Firstly, we extend the definition of \( S(t) \) to those values of \( t \) for which it is a pole or zero of \( Z_{S,\chi}(s,\sigma) \), by defining it to be

\[
\lim_{\varepsilon \to 0} \frac{1}{2} \left( S(t + \varepsilon) + S(t - \varepsilon) \right).
\]

Then, we have

\[
S(t) = h(t) + O(1),
\]

where \( h(t) \) is the variation of the argument of \( Z_{S,\chi}(s,\sigma) \) along the segment from \( a + it \) to \( it \).

Proceeding in accordance with a custom, one easily concludes that

\[
h(t) = O \left( \int_{\partial S} \log |Z_{S,\chi}(w + it,\sigma)| + \log |Z_{S,\chi}(w - it,\sigma)| \, dw \right)
\]

\[
= O \left( \sum_{i=1,2} \int_{\partial S} \log |Z_i(w + it)| \, dw + \int_{\partial S} \log |Z_i(w - it)| \, dw \right),
\]

where \( S \) is the closed disc, centered at \( a \), of radius \( a + \varepsilon \).

By Theorem 3 and (9), it follows that \( S(t) = O \left( t^{n-1} \right) \).
From this point on, the improved bound \( S(t) = O \left( t^{n-1} \log t \right)^{-1} \) is obtained by the same reasoning as in the case \( n = 2 \) \cite[pp. 213-218]{1}.

If \( n \) is an odd integer, then the proof of the assertion is quite the same, with the only difference that we have to distinguish between cases \( f(s) = Z_{S, \chi}(s, \sigma) \) (case (a)), and \( f(s) = S_{\chi}(s, \sigma) \) (case (b)).

This completes the proof.

**Theorem 6.** If \( n \) is an even integer, then

\[
N(t) = \frac{\dim(\chi)}{nT \text{vol}(X_d)} t^n + O \left( t^{n-1} (\log t)^{-1} \right).
\]

If \( n \) is an odd integer, then

\[
N(t) = \frac{1}{\pi} \sum_{k=0}^{n-1} (-1)^{n-k} c_{2k-n} \Gamma \left( \frac{2k-n}{2} \right) t^{n-2k} + \frac{1}{\pi} S(t) + O(1)
\]

**Proof.** Let \( n \) be an even integer.

By \cite[p. 36]{4}

\[
\frac{\chi(Y)}{\chi(X_d)} = (-1)^{\frac{n}{2}} \frac{\text{vol}(Y)}{\text{vol}(X_d)}.
\]

Now, the assertion is an immediate consequence of (10), Theorem 4, and Theorem 5.

More precisely, we deduce

\[
N(t) = \frac{\dim(\chi)}{\chi(X_d) T} \times \\
\times \sum_{k=0}^{\frac{n}{2}-1} (-1)^{\frac{n}{2}-k} p_{n-2k-1} \frac{t^{n-2k}}{n-2k} + \frac{1}{\pi} S(t) + O(1)
\]

\[
= \frac{\dim(\chi)}{\chi(X_d) T} \left( -1 \right)^{\frac{n}{2}} p_{n-1} \frac{t^n}{n} + \frac{1}{\pi} O \left( t^{n-1} (\log t)^{-1} \right) + O(1)
\]

\[
= \frac{\dim(\chi)}{nT \text{vol}(X_d)} t^n + O \left( t^{n-1} (\log t)^{-1} \right).
\]

If \( n \) is an odd integer, we apply Theorem 4 and Theorem 5, to obtain

\[
N(t)
\]

\[
= \frac{1}{\pi} \sum_{k=1}^{n-1} (-1)^{n-k} c_{2k-n} \Gamma \left( \frac{2k-n}{2} \right) t^{n-2k} + \frac{1}{\pi} S(t) + O(1)
\]

\[
= \frac{1}{\pi} \sum_{k=1}^{n-1} (-1)^{n-k} c_{2k-n} \Gamma \left( \frac{2k-n}{2} \right) t^{n-2k} + \frac{1}{\pi} O \left( t^{n-1} (\log t)^{-1} \right) + O(1)
\]

\[
= \frac{1}{\pi} \left( -1 \right)^{\frac{n+1}{2}} \Gamma \left( \frac{n}{2} \right) c_{n-1} t^n + \frac{1}{\pi} O \left( t^{n-1} (\log t)^{-1} \right).
\]

This completes the proof.

**Theorem 7.** Let \(-\rho \leq a \leq b \leq \rho\). Then, there exists a constant \( C \), such that

\[
N_R(t) = C t^n + O \left( t^{n-1} (\log t)^{-1} \right),
\]

where \( N_R(t) \) denotes the number of singularities of \( Z_{R, \chi}(s, \sigma) \) in the rectangle \( a \leq \text{Re}(s) \leq b, 0 < \text{Im}(s) < t \).

**Proof.** Trivial consequence of Proposition 3.4 in \cite[p. 99]{4}, and Theorem 6.
Examples: Analogous formulas of the formulas derived in Theorem 6 and Theorem 7 are already known and are very well applied in literature for various settings of locally symmetric spaces. Let us recall some of them.

(a) In the classical arithmetic case, \( N(T) \), \( T > 0 \), denotes the number of zeros of the Riemann zeta function \( \zeta(s) \) in the region \( 0 \leq \sigma \leq 1, 0 < t \leq T \). By Theorem 9.3 in [14, p. 212],

\[
N(T) = \frac{1}{2\pi} T \log T - \frac{1 + \log 2\pi}{2\pi} T + \frac{7}{8} + S(T) + O\left(\frac{1}{T}\right),
\]

where \( S(T) \) denotes the value of \( \pi^{-1} \text{arg} \zeta\left(\frac{1}{2} + iT\right) \) obtained by continuous variation along the straight lines joining \( 2, 2+iT, \frac{1}{2}+iT \), starting with the value 0. As it is proven by [14, p. 214], \( S(T) = O(\log T) \), so

\[
N(T) = \frac{1}{2\pi} T \log T - \frac{1 + \log 2\pi}{2\pi} T + O(\log T).
\]

(b) In the case of compact Riemannian surfaces (see section 1),

\[
N(T) = \frac{A}{2\pi} T^2 + 4S(T) + O(1),
\]

where \( N(T) \) is the number of zeros of the Selberg zeta function \( Z(s) \) in the rectangle \( R \) given by \( 1 - a \leq \sigma \leq a, -T \leq t \leq T (1 < a < \frac{5}{4}) \), and \( S(T) \) is \( \pi^{-1} \) times the valuation of the argument of \( Z(s) \) along the vertical segment from \( a \) to \( iT \) plus the horizontal segment from \( a + iT \) to \( \frac{1}{2} + iT \). By Theorem 1 in [1, p. 216], \( S(T) = O\left(T(\log T)^{-1}\right) \), so

\[
N(T) = \frac{A}{2\pi} T^2 + O\left(T(\log T)^{-1}\right).
\]

(c) Hejhal [2, pp. 115-119], derived the same formula for \( N(T) \) as in the case (b). More precisely, he obtained that \( N(T) = cT^2 + S(T) + E(T) \), where \( c = 2\pi(g-1) \), \( E(T) = O(1) \), \( S(T) = O\left(T(\log T)^{-1}\right) \). Here, \( g \geq 2 \) is the genus of the compact Riemann surface. Regarding this formula for \( N(T) \), we point out the pages 1, 41, 115, and 119 in [2]. Actually, it was pointed out by Randol [1, p. 210], that he and Hejhal derived similar results independently.

(d) Pavey [9, pp. 58-60], proved that \( N(T) = O(T^D) \), where \( N(T) > 0 \) is the number of poles and zeros of the corresponding Selberg zeta function (in the case of compact symmetric spaces formed as quotients of the Lie group \( SL_4(\mathbb{R}) \)), and \( D \) is the degree of the polynomial \( G \) that appears in the functional equation of the Selberg zeta function. He proved that

\[
N(T) = \frac{1}{\pi} S(T) + O\left(T^D + O(1)\right),
\]

where \( S(T) \) is the variation of the argument of the Selberg zeta function along the vertical segment from \( a \) to \( a + iT \) plus the horizontal segment from \( a + iT \) to \( \frac{1}{2} + iT \). It was proved that \( S(T) = O(T^D) \), so the formula \( N(T) = O(T^D) \) was established. Regarding the applications of the formulas \( N(T) \)’s, we point out that in the case (a), the formula for \( N(T) \) is applied in literature further on to derive the prime number theorem as well as some auxiliary results, in cases (b) and (c), it is used to obtain approximate formulas for the logarithmic derivative of the zeta functions of Selberg and Ruelle, and in the end, to improve the error terms in the prime geodesic theorem. In the case (d), \( N(T) \) was also used as the main tool for obtaining of the corresponding prime geodesic theorem.

4 Concluding remarks

Precise estimates on the number of singularities of zeta functions represent an important tool which plays the key role in achieving more refined error terms in prime geodesic theorems.

Thus, some authors consider compact Riemann surfaces [15], [16], [17], higher-dimensional case [18], [19], quartic fields [12], [9], modular case [20], [21], [22].

However, an approach using the Selberg zeta function is not always sufficient to reach expected error terms in the prime geodesic theorem. Namely, the prime geodesic theorem states that

\[
\pi_X(x) \sim \frac{x^{d-1}}{(d-1) \log x},
\]
where \( X \) is a \( d \)-dimensional locally symmetric space, and \( \pi_X(x) \) is a function counting prime geodesics whose norm is not larger than \( x \). The prime geodesic theorem (11) was proved by Gangolli [23] and De-George [24] independently when \( X \) is compact, and by Gangolli-Warner [8] when \( X \) has a finite volume. Proofs of Gangolli and Gangolli-Warner are based on application of the corresponding Selberg zeta function. Similarly, Hejhal [2], [3], proved the prime geodesic theorem with the error terms for hyperbolic Riemann surfaces \( X \)

\[
\pi_X(x) = \sum_{\frac{3}{2} < s_n \leq 1} \log(x^{s_n}) + O\left(x^{\frac{3}{2}} \log x \right)^{-\frac{1}{2}}, \tag{12}
\]

where \( s_n \) is a zero of the corresponding Selberg zeta function. So, Hejhal also applied the Selberg zeta function to derive the prime geodesic theorem, and, recalling that the leading term of \( \log x \) is \( \frac{\log x}{\log x} \), as \( x \to \infty \), it is easily seen that Hejhal’s theorem (12) is a refinement of Gangolli’s (Gangolli-Warner’s) theorem (11) (although both of them are obtained via corresponding Selberg zeta function). Comparing (11) with (12), one could try to obtain an analogous error term in (11) as in (12) for a \( d \)-dimensional locally symmetric space \( X \) of rank one. Of course, desired approach would be the one via Selberg zeta function. Namely, one may believe that the poles of the logarithmic derivative of the corresponding Selberg zeta function over the strip \( \frac{1}{2} < \Re (s) \leq d - 1 \) would provide the expected error terms. However, as explained in [19], this approach provides only the error terms corresponding to the poles of the logarithmic derivative of the Selberg zeta function which are positioned in the strip \( d - 2 \leq \Re (s) \leq d - 1 \). Hence, the Selberg zeta function in this case is not sufficient to obtain the expected error terms for \( d > 3 \). The same fact can also be seen in [23] and [8] in the view of the Tauberian theorem of Wiener-Ikehara. Thus, in case \( d > 3 \), the meromorphic continuation of the Ruelle zeta function yields more satisfactory results [18], [19], [17].

As already noted, to achieve such results, one must obtain precise estimates on the number of singularities of zeta functions.

Though all terms after the leading one in the sum on the right-hand side of the expression in Theorem 4 are dominated by the order of \( S(t) \), we expect that the precise knowledge of these might be useful in future investigations. Moreover, regarding the future work and the directions of the future research, we want to note that the estimates in this paper are derived under assumption that the attached space is compact. This fact enables us to use the Weyl asymptotic law (1) as a guarantee that our estimates could be derived at all. Unfortunately, in the non-compact case, analogous Weyl asymptotic laws are not available yet. More precisely, the only known such law is derived by Donnelly [25, p. 239] for finite volume symmetric spaces. In particular, he proved that

\[
\limsup_{\lambda \to \infty} \frac{N(\lambda)}{\lambda^\frac{d}{2}} \leq (4\pi)^{-\frac{d}{2}} \frac{\text{vol}(X)}{\Gamma\left(\frac{d}{2} + 1\right)},
\]

where \( d = \dim(X) \), \( N(\lambda) \) is the number of linearly independent cuspidal eigenfunctions with eigenvalues less than \( \lambda > 0 \), and \( X \) is a non-compact locally symmetric space of finite volume. This estimate was applied in [19, p. 93] in the proof of the prime geodesic theorem in the case of real hyperbolic manifolds with cusps. As far as the author knows, analogous estimates are not available for the remaining non-compact locally symmetric spaces. Since such estimates are responsible for achieving more refined estimates of the logarithmic derivative of the corresponding zeta functions, and ultimately for obtaining improved error terms in the corresponding prime geodesic theorems, we shall concentrate our future research in this area into this direction.

The way we arrived at Theorem 6 is a Randol-type approach referred to in [5, p. 30].

In the case of compact Riemann surfaces, the estimates for \( N(T) \) are applied in: [26, p. 751], [27, p. 3], [28, p. 74]. In the case of compact, locally symmetric spaces formed as quotients of the Lie group \( SL_2(\mathbb{R}) \), the approximate formulas for \( N(T) \) are used in: [29, p. 23], [30, p. 8], [31, p. 6], [32, p. 40], [33, p. 58]. Finally, in general, in the case of compact locally symmetric spaces of real rank one, the applications of such formulas for \( N(T) \) are found in: [34, p. 315], [35, p. 181], [36, p. 216].
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