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Abstract. Given a network $G = (N, A, C)$ and a directed path $P^0$ from
the source node $s$ to the sink node $t$, an inverse multi-objective short-
est path problem is to modify the cost matrix $C$ so that $P^0$ becomes
an efficient path and the modification is minimized. In this paper, the
modification is measured by the bottleneck type weighted Hamming dis-
tance and is proposed an algorithm to solve the inverse problem. Our
proposed algorithm can be applied for some other inverse multiobjective
problem. As an example, we will mention how the algorithm is used to
solve the inverse multi-objective minimum spanning tree problem under
the bottleneck type weighted Hamming distance.
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1 Introduction

The inverse shortest path problem (ISPP) is one of the most typical problems of
the inverse optimization, which is to make a predetermined solution becomes
the optimal solution after modifications. This problem has attracted many attentions
recently due to its broad applications in practice such as the traffic modeling and
the seismic tomography (see, e.g., [5] and [10]). For example, assume that in a
road network, we would like to modify the costs of the crossing such that a
special path between two given nodes becomes optimum in order that, for some
reason, the users select this path. To do this, we need to solve an ISPP.

In 1992, Burton and Toint [2] first formulated the ISPP using the $l_2$ norm to
measure the modification. Zhang et. al [13] showed that the ISPP is equivalent
to solving a minimum weight circulation problem when the modifications are
measured by the $l_1$ norm. In [12], a column generation scheme is developed
to solve the ISPP under the $l_1$ norm. Ahuja and Orlin [1] showed that the

\textsuperscript{*} corresponding author.
ISPP under the $l_1$ norm can be solved by solving a new shortest path problem. For the $l_\infty$ norm, they showed that the problem reduces to a minimum mean cycle problem. In [11], it is shown that all feasible solutions of the ISPP form a polyhedral cone and the relationship between this problem and the minimum cut problem is discussed. Duin and Volgenant [3] proposed an efficient algorithm based on the binary search technique to solve the ISPP under the bottleneck type Hamming distance (BWHD). In [9], Tayyebi and Aman extended their method to solve the inverse minimum cost flow problem and the inverse linear programming problem.

As with most real-world optimization problems, there is usually more than one objective that has to be taken into account, thus leading to multi-objective optimization problems (MOP) and inverse multi-objective optimization problems (IMOP). IMOP consists of finding a minimal adjustment of the objective functions coefficients such that a given feasible solution becomes efficient. Ronald et. al. [7] proposed an algorithm to solve the inverse multi-objective combinatorial optimization problems under the $l_\infty$ norm.

In this paper, we propose an algorithm to solve the inverse multi-objective shortest path problem under the BWHD. Our proposed algorithm can be used for solving the inverse of the multi-objective version of some problems under the BWHD. As an example, we apply the algorithm for the inverse multi-objective minimum spanning tree problem under the BWHD.

2 Preliminaries

The notations and definitions used in this paper are given in this section. Let $x, y \in \mathbb{R}^q$ be two vectors. $x \leq y$ iff $x_k \leq y_k$ for every $k \in \{1, \ldots, q\}$ and $x \neq y$. Let $G = (N, A, C)$ be a directed network consisting of a set of nodes $N = \{1, 2, \ldots, n\}$, a set of arcs $A \subseteq N \times N$ with $|A| = m$ and a cost matrix $C \in \mathbb{R}^{m \times q}$. In the matrix $C$, we denote the row corresponding to the arc $a \in A$ by the vector $C(a)$. This vector is called the cost of the arc $a$. The element $k$ of $C(a)$ is denoted by $C_k(a)$. For each $i_1, i_r, i_r \in N$ a directed path from $i_1$ to $i_r$ in $G$ is a sequence of nodes and arcs $i_1 - a_1 - i_2 - a_2 - \ldots - i_{r-1} - a_{r-1} - i_r$ satisfying the properties that for all $1 \leq k \leq r - 1$, $(i_k, i_{k+1}) \in A$ and for all $k, l \in \{1, \ldots, r\}$, $i_k \neq i_l$ if $k \neq l$. For each path $P$ in $G$, the cost of $P$ is defined as $C(P) = \sum_{a \in P} C(a)$. A path $P$ from $i$ to $j$ is called an efficient path if there is no other path $P'$ from $i$ to $j$ such that $C(P') \leq C(P)$. Let $s, t \in N$ be two given nodes called the source and sink node, respectively. The multi-objective shortest path problem (MSPP) is to find all efficient directed paths from $s$ to $t$.

**Theorem 1.** [8] The bicriterion shortest path problem is NP-complete.

In [4] the multi-objective label setting algorithm is presented in the case that the cost of the arcs is nonnegative. Also the multi-objective label correcting algorithm is presented in the other case.

For a given path $P_0$ from $s$ to $t$ in $G$, the inverse multi-objective shortest path problem (IMSPP) is to find a matrix $D \in \mathbb{R}^{m \times q}$ such that
(a) $P^0$ is an efficient path in the network $G = (N, A, D)$;
(b) For each $a \in A$ and $k \in \{1, \ldots, q\}$, $-L^k(a) \leq D^k(a) - C^k(a) \leq U^k(a)$, where $L^k(a), U^k(a) \geq 0$ are given bounds for modifying cost $C^k(a)$;
(c) The distance between $C$ and $D$ is minimized.

The distance between $C$ and $D$ can be measured by various matrix norms. Also these matrices can be converted to two vectors, by a vectorization method, and a vector norm is used. Let each arc $a$ has an associated penalty $w(a) \in \mathbb{R}_+^q$. In this paper, we use the BWHD defined as follows:

$$H_w(C, D) = \max_{a \in A, k \in \{1, \ldots, q\}} w^k(a).H(C^k(a), D^k(a)),$$  

(1)

where $H(C^k(a), D^k(a))$ is the Hamming distance, i.e.

$$H(C^k(a), D^k(a)) = \begin{cases}
1 & \text{if } C^k(a) \neq D^k(a), \\
0 & \text{if } C^k(a) = D^k(a). 
\end{cases}$$  

(2)

### 3 The IMSPP under the BWHD

In this section, the IMSPP under the BWHD is considered and an algorithm is proposed to solve it. Let $G = (N, A, C)$ be a network with a source node $s$ and a sink node $t$. Assume that $P^0$ is a given directed path from $s$ to $t$ in $G$. We can write the IMSPP under the BWHD as follows:

$$\min \quad H_w(C, D),$$

(3)

s.t. $P^0$ is an efficient path from $s$ to $t$ in $G = (N, A, D),$

$$-L^k(a) \leq D^k(a) - C^k(a) \leq U^k(a), \quad \forall a \in A, \quad \forall k \in \{1, \ldots, q\}$$

$D \in \mathbb{R}^{m \times q}$,

where $w : A \rightarrow \mathbb{R}^q$ is the arc penalties function and for each $a \in A$ and $k \in \{1, \ldots, q\}$, $L^k(a)$ and $U^k(a)$ are the bounds for modifying cost $C^k(a)$. Assume that $w_1 \leq w_2 \leq \ldots \leq w_{qm}$ denote the sorted list of the arc penalties. For each $k \in \{1, \ldots, q\}$ and $r \in \{1, 2, \ldots, qm\}$, we define $A^k_r = \{a \in A : w^k(a) \leq w_r\}$ and the matrix $D_r$ with the following elements is defined:

$$D^k_r(a) = \begin{cases}
C^k(a) & \text{if } a \in A \setminus A^k_r, \\
C^k(a) + U^k(a) & \text{if } a \in A^k_r \setminus P^0, \\
C^k(a) - L^k(a) & \text{if } a \in A^k_r \cap P^0.
\end{cases}$$  

(4)

The following theorem provides a helpful result for presenting our algorithm.

**Theorem 2.** If $D$ is a feasible solution to the problem (3) with the objective value $w_r$, then $D_r$ defined in (4) is also feasible whose objective value is less than or equal to $w_r$.

**Proof.** It is easily seen that $D_r$ satisfies the bound constraints and its objective value is not greater than $w_r$. On the contrary, suppose that $P^0$ is not efficient
in $G = (N, A, D)$. This means that there exists a path $P$ from $s$ to $t$ such that $D_r(P) \leq D_r(P^0)$. We prove that $D(P) \leq D(P^0)$. Hence $P^0$ is dominated by $P$ in $G = (N, A, D)$ which contradicts the feasibility of $D$ for (3).

The inequality $D_r(P) - D_r(P^0) \leq 0$ implies that

$$
D(P) - D(P^0) \leq D_r(P^0) - D_r(P) + D(P) - D(P^0)
$$

$$
= \sum_{a \in P^0} (D_r(a) - D(a)) + \sum_{a \in P} (D(a) - D_r(a))
$$

$$
= \sum_{a \in (P^0 \setminus P)} (D_r(a) - D(a)) + \sum_{a \in (P \setminus P^0)} (D(a) - D_r(a)). \tag{5}
$$

By the definition of $D_r$ and feasibility of $D$ for (3), all the phrases of the right hand side of (5) are nonpositive. Therefore $D(P) - D(P^0) \leq 0$, which completes the proof.

The following theorem is concluded immediately from Theorem 2.

**Corollary 1.** If the optimal objective value of (3) is $w_r$, then $D_r$ defined in (4) is an optimal solution to (3).

The next theorem helps us to find the optimal solution by a binary search on the set of the penalties.

**Theorem 3.** If $D_r$ is a feasible solution to the problem (3), then $D_{r+1}$ is also feasible.

**Proof.** On the contrary, suppose that $D_{r+1}$ is not feasible to (3). Hence $P^0$ is not efficient in $G = (N, A, D_{r+1})$. Thus there exists a path $P$ from $s$ to $t$ such that $D_{r+1}(P) \leq D_{r+1}(P^0)$. Analysis similar to that in the proof of Theorem 2 shows that $D_r(P) \leq D_r(P^0)$ which contradicts the feasibility of $D_r$ for (3).

Based on the previous results, we propose an algorithm to solve the IMSPP under the BWHD. We find the minimum value of $r \in \{1, \ldots, qm\}$ such that $P^0$ is an efficient path in $G = (N, A, D_r)$. For checking this condition, we can use the proposed algorithm in [4] to find all efficient paths from $s$ to $t$ in $G = (N, A, D_r)$. According to Theorem 3, the minimum value of $r$ can be found by a binary
search on the set of the penalties. We now state our proposed algorithm formally.

Algorithm 1

Step 1. Sort the arc penalties. Suppose \( w_1 \leq w_2 \leq \ldots \leq w_q m \) is the sorted list.
Step 2. Set \( i = \left\lfloor \frac{q m}{2} \right\rfloor \) and \( r = q m \).
Step 3. Construct the matrix \( D_r \) defined in (4).
Step 4. If \( P^0 \) is an efficient path in \( G = (N, A, D_r) \), then go to Step 5. Otherwise, go to Step 6.
Step 5. If \( i > 0 \), then update \( r = r - i \), \( i = \left\lfloor \frac{i}{2} \right\rfloor \) and go to Step 3. Otherwise, go to Step 8.
Step 6. If \( r = q m \), then the problem (3) is infeasible and stop. Otherwise update \( r = r + i \), \( i = \left\lfloor \frac{i}{2} \right\rfloor \) and go to Step 7.
Step 7. If \( i > 0 \) go to Step 3. Otherwise, go to Step 8.
Step 8. Stop. \( D_r \) is an optimal solution to (3).

To analyze the complexity of the algorithm, note that the number of the iterations is \( O(\log(q m)) = O(\log(q n)) \) and in each iteration an MSPP is solved. Hence if an MSPP can be solved in \( T \) time, then the complexity of the algorithm is \( O(T \log(q n)) \).

Theorem 4. Algorithm 1 solves the IMSPP under the BWHD in \( O(T \log(q n)) \) time.

4 Inverse multi-objective minimum spanning tree problem under the BWHD

The algorithm proposed in the previous section can be used for the inverse of the others multi-objective combinatorial optimization problems under the BWHD. For instance, consider the inverse multi-objective minimum spanning tree problem (IMMSTP). Let \( G = (V, E, C) \) be a graph with \( |V| = n \) nodes, \( |E| = m \) edges and the cost matrix \( C \in \mathbb{Z}^{m \times q} \). Assume that \( T^0 \) be a given spanning tree of \( G \). The IMMSTP under the BWHD can be written as follows:

\[
\begin{align*}
\min & \quad H_w(C, D), \\
\text{s.t.} & \quad T^0 \text{ is an efficient spanning tree of } G = (V, E, D), \\
& \quad -L^k(a) \leq D^k(a) - C^k(a) \leq U^k(a), \quad \forall a \in E, \quad \forall k \in \{1, \ldots, q\} \\
& \quad D \in \mathbb{Z}^{m \times q}.
\end{align*}
\]

For each \( k \in \{1, \ldots, q\} \) and \( r \in \{1, \ldots, q m\} \), the set \( A^k_r \) is exactly the same as the previous section and The matrix \( D_r \) is defined similar to (4) as follows:

\[
D^k_r(a) = \begin{cases} 
C^k(a) & \text{if } a \in E \setminus A^k_r, \\
C^k(a) + U^k(a) & \text{if } a \in A^k_r \setminus T^0, \\
C^k(a) - L^k(a) & \text{if } a \in A^k_r \cap T^0.
\end{cases}
\]
Similarly, Theorem 2, Corollary 1 and Theorem 3 can be concluded for the problem (6). Consequently, Algorithm 1 can be applied for IMMSTP under the BWHD with this difference that in Step 4 we must investigate the efficiency of the spanning tree $T^0$ for $G = (V,E,D_r)$. It can be done by solving a multi-objective minimum spanning tree problem. We can use the Prim’s spanning tree algorithm presented in [6].

5 Conclusion

In this article, the Inverse multi-objective shortest path problem under the bottleneck type weighted Hamming distance is considered. We proposed an algorithm based on the binary search technique to solve the inverse problem.

This work can be extended in different ways. For instance, other distances can be used. It is also possible to apply our proposed algorithm to solve the inverse of other problems.
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