Abstract. We prove an analogue of a perturbation result for the Dirichlet problem of divergence form elliptic operators by Fefferman, Kenig and Pipher, for the degenerate elliptic operators of David, Feneuil and Mayboroda, which were developed to study geometric and analytic properties of sets with boundaries whose co-dimension is higher than 1. These operators are of the form $-\text{div}AV$, where $A$ is a weighted elliptic matrix crafted to weigh the distance to the high co-dimension boundary in a way that allows for the nourishment of an elliptic theory. When this boundary is a $d$-Alfors-David regular set in $\mathbb{R}^n$ with $d \in [1, n - 1)$ and $n \geq 3$, we prove that the membership of the harmonic measure in $A_\infty$ is preserved under Carleson measure perturbations of the matrix of coefficients, yielding in turn that the $L^p$-solvability of the Dirichlet problem is also stable under these perturbations (with possibly different $p$). If the Carleson measure perturbations are suitably small, we establish solvability of the Dirichlet problem in the same $L^p$ space. One of the corollaries of our results together with a previous result of David, Engelstein and Mayboroda, is that, given any $d$-ADR boundary $\Gamma$ with $d \in [1, n - 2)$, $n \geq 3$, there is a family of degenerate operators of the form described above whose harmonic measure is absolutely continuous with respect to the $d$-dimensional Hausdorff measure on $\Gamma$.
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1. Introduction

The study of the Dirichlet problem for the Laplace equation on domains with rough boundaries has been of great interest in the last fifty years. This investigation has been in part motivated by a broader program of enlightening a connection between the well-posedness of the Dirichlet problem and the underlying geometry, essentially as pioneered by Dahlberg in [Dah77] and Jerison and Kenig [JK81], with the important precursor work of F. and M. Riesz in [RR16], and others.

The key machinery allowing the aforementioned link is the construction via the maximum principle of a family of probability measures, known as the harmonic measure, which provides a representation formula for solutions to the Dirichlet problem with continuous data on the boundary. Then, in a robust way, quantifiable well-posedness of the Dirichlet problem is equivalent to quantifiable absolute continuity of the harmonic measure with respect to the boundary surface measure, whenever the latter makes sense [FKP91, DKP11, DJK84, Zha18]. In turn, this property of quantifiable absolute continuity of harmonic measure has been successfully tied to quantifiable geometric and topological properties of the boundary of the domain, when the boundary has co-dimension 1. We do not attempt to comprehensively review the literature in this area, but let us mention that considerable attention has been devoted to studying the geometric assumptions on co-dimension 1 boundaries for which the harmonic measure is absolutely continuous with respect to the surface measure [Dah77, DJ90, Sem89, BL04, HM14], as well as the
converse so-called free boundary problems, where geometric information of the boundary is deduced from a priori solvability properties [Azz, HMUT14, AHMNT17, AHMMTV16], culminating in the recent results of [AHMMT], which gives a complete picture of the relationship between absolute continuity of harmonic measure with respect to surface measure on the one hand, and uniform rectifiability plus a quantitative connectivity property on the other hand, for boundaries of co-dimension 1.

However, when the boundary has co-dimension larger than 1, the correspondence between geometry and the theory of the Dirichlet problem for uniformly elliptic operators is severed, essentially owing to deep (and, as of yet, not completely understood) dimensional constraints on the support of the harmonic measure [BJ90, Bou87, Wol95]. Indeed, if we attempted to solve the Laplace equation outside of a boundary of high enough co-dimension, the equation does not “see” the boundary, and thus the uniformly elliptic theory is not a correct lens by which to characterize the geometry of such boundaries.

In [DFM19b], G. David, J. Feneuil and the first author of this paper started a program to characterize the geometry of boundaries of high co-dimension via the theory of certain degenerate elliptic operators, crafted to overcome the fundamental myopia of uniformly elliptic operators vis-à-vis the geometry of low dimensional boundaries. Let $d \leq n - 1$ be the Hausdorff dimension of the closed set $\Gamma \subset \mathbb{R}^n$. Furthermore, suppose that $\Gamma$ is quantifiably $d$–dimensional; more precisely, suppose that $\Gamma$ is $d$–Ahlfors-David regular (cf. Definition 2.1). Formally, consider

$$
(1.1) \quad (Lu)(X) = -\text{div} \left( \frac{\mathcal{A}(X)}{\text{dist}(X, \Gamma)^{n-d-1}} \nabla u(X) \right), \quad X \in \Omega := \mathbb{R}^n \setminus \Gamma,
$$

where $\mathcal{A}$ is a uniformly elliptic matrix. Observe that in compactly contained subsets of $\Omega$, the operator $L$ is strongly elliptic, but not uniformly so up to the boundary $\Gamma$, unless $d = n - 1$. Instead, the operator must degenerate at a fixed rate which morally forces harmonic functions to respect the high co-dimension sets. It turns out that for these operators, one can recover an elliptic theory [DFM19b], and in particular an analogue of harmonic measure can be devised. Degenerate operators have been considered in many previous works, for instance, [FKS82] and [FJK82], but the solvability of boundary value problems was not studied.

Let us review a bit of the theory developed so far for the operators of the form (1.1). In [DFM19a] the authors provided an analogue of Dahlberg’s result [Dah77] which holds for their weighted elliptic operators. More precisely, for a $d$–dimensional Lipschitz graph $\Gamma$ with small Lipschitz constant, David, Feneuil and Mayboroda constructed a weighted elliptic operator of the form (1.1) so that the harmonic measure is absolutely continuous with respect to the surface measure on $\Gamma$. The equivalence of quantitative well-posedness of the Dirichlet problem and quantitative absolute continuity of harmonic measure was considered by Mayboroda and Zhao in [MZ19], so that from the two works [DFM19a], [MZ19] we see the first solvability results of the Dirichlet problem for the operators defined in [DFM19b]. More recently, the Dirichlet problem $(D)_p$ was tackled by Feneuil, Mayboroda, and Zhao in [FMZ] under some small Carleson norm assumptions on the coefficient matrix $\mathcal{A}$, extending results of [DP19] to this setting (see also [DPP07]).
Regarding solvability of the Dirichlet problem on domains with uniformly rectifiable low dimensional boundaries, David and Mayboroda [DM] have shown that for a suitable substitute of the Laplacian in the low dimensional setting, the harmonic measure is absolutely continuous with respect to the surface measure on $d$-dimensional uniformly rectifiable boundaries, with $d \leq n - 2$ an integer (see also Feneuil [Fen] for a different proof). On the other hand, in [DEM], David, Engelstein, and Mayboroda manufactured an example which shows that for any $d$--Ahlfors-David regular set $\Gamma$ with $d < n - 2$, there exists a special operator $L^{DEM}$ formally belonging to the class (1.1) whose harmonic measure is absolutely continuous with respect to the surface measure. The latter result lies in sharp contrast to the co-dimension 1 case with the landmark free-boundary result [AHMMMT], because it implies that for $d$-ADR sets with $d < n - 2$ an integer (recall that the complements of these sets always verify the interior Corkscrew and Harnack Chain properties), uniform rectifiability alone cannot possibly characterize the $A_\infty$ property of the harmonic measure for all operators in the class (1.1). It is possible that the case of $L^{DEM}$ is a miraculous arithmetic cancellation, and the free boundary result is still valid in some capacity. We show in this article, however, that even if so, this arithmetic cancellation produces an entire family of counterexamples - see Corollary 1.9 below.

We also mention briefly that an axiomatic elliptic theory for domains with mixed-dimensional boundaries is realized in [DFMb], while the Regularity problem in the high co-dimension setting is dealt with in an upcoming paper by Dai, Feneuil, and Mayboroda [DFMa].

In this paper, we aim to further develop the theory of these degenerate elliptic operators by showing that quantifiable well-posedness of the Dirichlet problem is an open property. Given an operator $L$ of the form (1.1), we say that the Dirichlet problem for $L$ with $L^p$ data is solvable, or $(D)_p$ is solvable, if for each $f \in L^p(\Gamma, \sigma)$, there exists a unique solution $u$ to the problem

$$
\begin{align*}
Lu &= 0 \quad \text{in } \Omega, \\
u &\rightarrow f \quad \text{non-tangentially,} \\
\|Nu\|_{L^p(\Gamma, \sigma)} &\lesssim \|f\|_{L^p(\Gamma, \sigma)}.
\end{align*}
$$

For the definition of the non-tangential maximal function $N$ and non-tangential convergence, see Definition 2.15. Moreover, as usual we understand $Lu = 0$ in a weak sense, see Definition 7.5. We are ready to state our main results.

**Theorem 1.2** (Carleson perturbation preserves Dirichlet problem solvability). Suppose that $\Gamma$ is $d$-ADR with $d \in [1, n - 1)$, $n \geq 3$. Let two operators $L_0$ and $L$ be given as in (1.1) with associated bounded and uniformly elliptic real (not necessarily symmetric) matrices $\mathcal{A}_0$ and $\mathcal{A}$ (see (7.2) for the definition of uniform ellipticity). Let $\omega_0$, $\omega$ denote the respective harmonic measures. We define the disagreement of the matrices $\mathcal{A}$, $\mathcal{A}_0$ as

$$
(1.3) \quad \alpha(X) := \sup_{Y \in B(X, \delta(X)/2)} |\mathcal{C}(Y)|, \quad \mathcal{C}(Y) := \mathcal{A}(Y) - \mathcal{A}_0(Y), \quad X \in \Omega.
$$
Assume that $\delta(X)^{d-n}\alpha^2 dX$ is a Carleson measure; that is, assume that there exists a constant $C \geq 1$ such that for each surface ball $\Delta = B(x, r) \cap \Gamma$, the estimate

\[
\iint_{T(\Delta)} \frac{a(X)^2}{\delta(X)^{n-d}} dX \leq C\sigma(\Delta)
\]

holds, where $T(\Delta) = B(x, r) \cap \Omega$. Then, if $(D)_{p'}$ is solvable for $L_0$ for some $p' \in (1, \infty)$, then there exists $q' \in (1, \infty)$ such that $(D)_{q'}$ is solvable for $L$.

**Theorem 1.5** (Small Carleson perturbation preserves $(D)$). Suppose that $\Gamma$ is $d$-ADR with $d \in [1, n-1], n \geq 3$. Let two operators $L_0$ and $L$ be given as in (1.1) with associated uniformly elliptic real (not necessarily symmetric) matrices $A_0$ and $A$. Let $\omega_0, \omega$ denote the respective harmonic measures. Moreover, suppose that there exists $p' \in (1, \infty)$ such that $(D)_{p'}$ is solvable for $L_0$. Define $a$ as in (1.3), and assume that there exists $\varepsilon_0 > 0$ so that

\[
\iint_{T(\Delta)} \frac{a(X)^2}{\delta(X)^{n-d}} dX \leq \varepsilon_0 \sigma(\Delta), \quad \text{for all } \Delta \subset \Gamma.
\]

Then for all $\varepsilon_0$ small enough, depending only on $n, d$, the $d$-ADR constant of $\Gamma$, the ellipticity of $L_0$ and $L$, and the RH$_p$ characteristic of the Poisson kernel $\frac{d\omega_{\varepsilon_0}}{d\sigma}$ (see Theorem 7.43 and Definition 7.31), we have that $(D)_{p'}$ is solvable for $L$ as well, and the RH$_p$ characteristic of $\frac{d\omega_{\varepsilon_0}}{d\sigma}$ depends only on the same parameters as does $\varepsilon_0$.

We note that when $\Gamma = \mathbb{R}^n \setminus \mathbb{R}^d$, a version of Theorem 1.2 with a certain operator $L_{DFM}$ satisfying some structural assumptions is already part of the main result in [DFM19a], where Carleson measure perturbations from their operator $L_{DFM}$ are allowed. Likewise, a version of Theorem 1.5 with a specific operator $L_{FMZ}$ satisfying some structural assumptions is already in [FMZ] for $\Gamma = \mathbb{R}^n \setminus \mathbb{R}^d$. The novelty of our main results is that they hold for any $d \in [1, n-1], n \geq 3$, a $d$–Ahlfors-David regular set $\Gamma$ (with $d$ not necessarily an integer), and for any real operator $L_0$ verifying the well-posedness of $(D)_{p'}$ for some $p \in (1, \infty)$. We also briefly remark that Theorem 1.2 may not be deduced from Theorem 1.5 due to the dependence of the latter on the RH$_p$ characteristic of $\frac{d\omega_{\varepsilon_0}}{d\sigma}$.

Let us discuss a couple of immediate corollaries of our result. First, in the work [DM] (also [Fen]) the authors obtain the following result. Suppose that $\Gamma \subset \mathbb{R}^n$ is a $d$–dimensional uniformly rectifiable set in $\mathbb{R}^n$ with $d \leq n-2, d \in \mathbb{N}$, that $\mu$ is a uniformly rectifiable measure on $\Gamma$, and that

\[
L_{\mu, \alpha} = -\text{div} \left( \frac{1}{D_{\mu, \alpha}} \nabla \right), \quad \text{in } \mathbb{R}^n \setminus \Gamma,
\]

where $D_{\mu, \alpha}$ is the regularized distance

\[
D_{\mu, \alpha}(X) := \left( \int_{\Gamma} |X - y|^{d-\alpha} d\mu(y) \right)^{1/\alpha}, \quad \alpha > 0, \ X \in \mathbb{R}^n \setminus \Gamma.
\]

Then $\omega_{\mu, \alpha} \in A_{\infty}(\mu)$. We remark that in this setting, $\mu$ is equivalent to $\sigma = \mathcal{H}^{d-1}\Gamma$, and for any $\alpha > 0, D_{\mu, \alpha} \approx \delta(X)$. Using our Theorem 1.2, we are able to extend their class of solvable problems.
Corollary 1.8 (Uniform rectifiability implies solvability of many operators). Let $\Gamma \subset \mathbb{R}^n$ be a closed $d$–dimensional uniformly rectifiable set with $d \leq n-2$ an integer. Suppose that $\mu$ and $L_{\mu, \alpha}$ are as described above, with $\alpha > 0$. Let $L$ be an operator of the form (1.1) with matrix $\mathcal{A}$ for which the disagreement of $\mathcal{A}$ with $\mathcal{A}_{\mu, \alpha}$ satisfies the Carleson measure perturbation (1.4). Then $\omega_L \in A_\infty(\mathcal{H}^d|_{\Gamma})$.

Next, we recall the “magic” $\alpha$ example in [DEM]. Let $\Gamma$ be a (possibly purely unrectifiable) closed unbounded $d$–Ahlfors-David regular set in $\mathbb{R}^n$ with $d \in (0, n-2)$ not necessarily an integer, and $n \geq 3$. Let $\tilde{\alpha} := n - d - 2$. Write $D_{\tilde{\alpha}} = D_{\sigma, \tilde{\alpha}}$ for the regularized distance (1.7) with $\mu = \sigma$. It turns out that in this setting, $D_{\tilde{\alpha}}$ solves the equation $L_{\tilde{\alpha}}u = L_{\sigma, \tilde{\alpha}}u = 0$ in $\mathbb{R}^n \setminus \Gamma$. Ultimately, this observation can be used to deduce that the harmonic measure of $L_{\tilde{\alpha}}$ is equivalent to $\sigma$ (in the sense of pointwise equivalent bounds).

Our Theorem 1.2 implies

Corollary 1.9 (Open ball around “magic $\alpha$” example of [DEM]). Let $n \geq 3$ and let $\Gamma \subset \mathbb{R}^n$ be a closed $d$–ADR set with $d \in [1, n-2)$. Suppose that $L$ is an operator of the form (1.1) with matrix $\mathcal{A}$ for which the disagreement of $\mathcal{A}$ with $\mathcal{A}_{\sigma, \tilde{\alpha}}$ satisfies the Carleson measure perturbation (1.4). Then $\omega_L \in A_\infty(\sigma)$.

In other words, the counterexample of [DEM] to certain free boundary problems extends to give an open set of counterexamples.

Perturbation results are critical for the study of well-posedness, with applications to inverse problems and numerical analysis, because they allow some degree of relaxation of the assumptions on the coefficients needed for solvability. Indeed, necessary and sufficient conditions for solvability are very difficult to come by, whence a sensible strategy to establish a “fat” domain of operator invertibility is to first impose relatively strong conditions on the coefficients to make the problem tractable, and then in a second step exploit perturbation results.

In the widely studied case of co-dimension 1 with domain given by the half-space and transversal direction denoted by $t$, the robustness of well-posedness has generally been examined through two perspectives: $t$–independent $L^{\infty}$ perturbations, and Carleson measure perturbations. In a sense, these are complementary to one another, as the latter does not prescribe structural conformity but formally implies equality at the boundary of the perturbed coefficients to the original coefficients, while the former allows discrepancy at the boundary while imposing a rather strict structural condition (which is nevertheless natural; see [CFK81]). The $t$–independent sturdiness has been studied in [FJK84], [AAH08], [AAM10], [AAAHK11] and more recently in [BHLMPb, BHLMPa] $t$–independent complex perturbations in the first-order and zeroth-order terms have been treated. In our setting, $t$–independent perturbation does not make sense since our operator must weigh the distance to the boundary, so that the structural advantage is lost unless $d = n - 1$ which is the case that has classically been considered.

Therefore, robustness for our degenerate elliptic operators is better understood via Carleson measure perturbations. In the co-dimension 1 setting, results in the spirit of Theorem 1.2 go back to [FKP91], [KP93], [KP95] (see also [HL01], [HM12], [HM10]), and
have even been extended to complex coefficient perturbations under some conditions in [AA11], [HMM15]. Analogues of the Carleson measure perturbation result Theorem 1.2 for the co-dimension 1 case have been seen to hold under progressively weaker geometric and topological assumptions on the boundary, going up to and including 1-sided NTA domains with a capacity density condition; see [MT10], [MPT13], [CHM19], [CHMT], and [AHMT]. That these perturbations are somehow optimal hypotheses to ensure transfer of the $A_\infty$ property of the harmonic measure (and hence, solvability of the Dirichlet problem on some $L^p$) was argued in [FKP91] for the co-dimension 1 setting, where it was shown that, on the one hand, the analogous hypothesis of our Theorem 1.2 cannot provide a stronger result than $A_\infty \implies A_{\infty}$, and on the other hand, they show that no weaker assumption than the Carleson perturbation hypothesis can preserve $A_\infty$. A key player in the study of the optimality of this hypothesis is the theory of quasiconformal mappings, which can be used to yield the existence of uniformly elliptic operators on smooth domains for which the elliptic measure is not absolutely continuous with respect to the surface measure [CFK81] (for other such examples see [MM81, Pog] in the setting of co-dimension 1, and [DFM19c] for the case of low dimensional boundaries). In turn, Theorem 1.5 is a higher co-dimensional analogue of small Carleson perturbation theorems [Dah86], [MPT14], [CHM19] (see also [Esc96]) which preserve solvability of $(D)_p$ in the same $L^p$ space.

Our method of proof follows the program of [HM12] (see also [CHM19]), where the main result of [FKP91] was given a new proof via an extrapolation theorem first presented by [LM95] and based on ideas of the Corona construction in [Car62], [CG75], where one aims to reduce matters to small perturbations on certain so-called sawtooth domains. Under this perspective, the overarching goal is to prove that the membership to a properly defined $A_\infty$ class (see Definition 7.31) of the harmonic measure is preserved when the operator undergoes a perturbation ultimately controlled by its mass near the $d$-dimensional boundary.

One of the main tools allowing one to attack uniformly rectifiable boundaries is the analysis on so-called sawtooth domains “shielding” bad parts of the boundary and providing a systematic comparison of our solutions with nice ones on a sawtooth domain. In contrast to the co-dimension 1 case, our sawtooth domains will in general have mixed-dimensional boundaries, and therefore properties like Ahlfors-David regularity or uniform rectifiability cannot possibly transfer as-is to sawtooth domains. Nevertheless, we show that the sawtooth domains which we generate through a dyadic decomposition of the boundary [Chr90, DS93] and which have been seen in [HM14, MZ19] satisfy an axiomatic elliptic theory for sets with boundaries of mixed dimensions presented in [DFMb]; in particular, we construct a measure on the boundary of the sawtooth domain which behaves sufficiently like a surface measure, as well as a suitable analogue of the harmonic measure on such sets. This allows us to show a global analogue of the Dahlberg-Jerison-Kenig sawtooth projection lemma [DJK84]; in our setting, a similar result is shown in the upcoming work [DM].

Similarly, comparison principle techniques are much more subtle to use, due to the fact that the coefficients of our operators must see the boundary of the domain, and hence
classical arguments in which restriction of the domain of the operator plays a crucial role are not available to us. Accordingly, our arguments introduce some new ideas even in the classical case of co-dimension 1.

Furthermore, we do not require either of the matrices to be symmetric in any of our main results. Though an analogue of Theorem 1.2 for the 1-sided chord-arc domains was already shown in [CHMT] for the non-symmetric case, their methods are different and do not go through the extrapolation technique (besides, they do not show the non-symmetric case for their analogue of our Theorem 1.5). We will see in this article that the extrapolation technique does not need the symmetry of the matrices to work, essentially by being careful about the role of the adjoint operator.

Finally, we remark on a couple more subtle technical differences in our approach to the proof of Theorem 1.2 than what has been seen in the literature. First, we circumvent the use of “discrete” tent spaces or the use of a dyadic averaging operator in our proof of Theorem 1.2 (though we have verified that both methods can work), in favor of a simple direct approach to exploiting the smallness of a “discrete” Carleson measure in a continuous setting (see (9.9)). Second, as mentioned above, we use a global rather than local sawtooth projection lemma. This method allows us to only verify the axioms of the mixed-dimension elliptic theory for unbounded sawtooth domains, and brings with it other simplifications in the geometric arguments; however, it introduces the complication that the globally constructed sawtooth domains do not locally coincide with the local sawtooth domains. Nevertheless, we shall see that this issue can be circumvented by realizing that the discrepancy between these sets is negligible from our point of view (see Lemma 7.41).

In Section 2, we recap geometric results for our $d$-ADR boundary. In Section 3, we present the dyadic decomposition of the boundary and related notions. In Section 4, we give a careful construction of the dyadically-generated sawtooth domains, reproving many results shown in the co-dimension 1 setting. In Section 5, we construct a “surface” measure on the boundary of the sawtooth domain and prove that our sawtooth domains satisfy the axioms of the mixed-dimension elliptic theory of [DFMb]. In Section 6, we present the continuous Carleson measures, discrete Carleson measures, and the extrapolation theorem proved in [DM]. In Section 7, we review the elliptic theory for sets of high co-dimension, considered in [DFM19b]. Section 8 sees us proving the sawtooth projection lemma. Finally, in Sections 9 and 10, we give the proofs of our main results, Theorem 1.2 and Theorem 1.5.

2. Geometry of domains with boundaries of high co-dimension

Throughout, our ambient space is $\mathbb{R}^n$, $n \geq 3$. For $m \in \mathbb{N}$, we denote by $\mathcal{L}^m$ the $m$-dimensional Lebesgue measure. For any $m \geq 0$, we write $\mathcal{H}^m$ for the $m$-dimensional Hausdorff measure (see [Fed69]). For integer $m$, we normalize $\mathcal{H}^m$ so that it equals $\mathcal{L}^m$. For $X \in \mathbb{R}^n$ and $r > 0$, we write $B(X, r) \subset \mathbb{R}^n$ for the (open) ball of radius $r$ centered at $X$. If $A$ is a Borel set in $\mathbb{R}^n$ and $F \in L^1(A, \mathcal{L}^m)$, we will often write $\int_A F \, d\mathcal{L}^m(X) = \int_A F \, dX$. We will often write $a \lesssim b$ to mean that there exists a constant $C \geq 1$ such that $a \leq Cb$. 
where $C$ may depend only on certain allowable parameters which will be identified with each statement. Likewise, we write $a \approx b$ if there exists a constant $C \geq 1$ such that $\frac{1}{C}b \leq a \leq Cb$.

We now introduce the class of sets that the boundaries of our domains will reside in.

**Definition 2.1** (Ahlfors-David regular sets). Let $\Gamma \subset \mathbb{R}^n$ be a closed set and $d \in (0,n)$. We say that $\Gamma$ is $d$–Ahlfors-David-regular (or $d$-ADR for short) if there exists a number $C_d \geq 1$ such that for any $x \in \Gamma$ and $r > 0$,

\begin{equation}
C_d^{-1}r^d \leq \mathcal{H}^d(\Gamma \cap B(x,r)) \leq C_d r^d,
\end{equation}

where $\mathcal{H}^d$ is the $d$–dimensional Hausdorff measure. We shall often denote $\mathcal{H}^d\mid_\Gamma$ by $\sigma$, and refer to it as the surface measure. If $E \subset \mathbb{R}^n$ is a bounded, closed set, then we say that $E$ is $d$-ADR if (2.2) holds for each $x \in E$ and $r \in (0, \text{diam } E)$.

Henceforth, we take $d \in (0,n-1)$ always. The set $\Gamma$ will always be a closed (unbounded) $d$-ADR set, and $\Omega := \mathbb{R}^n \backslash \Gamma$, so that $\Omega$ is an open set and $\partial \Omega = \Gamma$. Given $x \in \Gamma$ and $r > 0$, we call

\[ \Delta = \Delta(x,r) = \Gamma \cap B(x,r) \]

a surface ball. It is easy to see that, by virtue of (2.2), $\mathcal{H}^d\mid_\Gamma$ is doubling on $\Gamma$ (see Definition 2.9 below). Thus, if $d\mid_\Gamma$ is the restriction of the Euclidean distance on $\mathbb{R}^n$ to $\Gamma$, then $(\Gamma, d\mid_\Gamma)$ is a doubling metric space (that is, it admits a doubling measure), and hence the triple $(\Gamma, d\mid_\Gamma, \sigma)$ is a space of homogeneous type (see [Chr90]). It is obvious that if $\Gamma$ is a $d$-ADR set, then so is any surface ball in $\Gamma$. Given a surface ball $\Delta = \Delta(x,r)$ and $c > 0$, we denote by $c\Delta$ the set $\Gamma \cap B(x,cr)$.

We now see that the mass of a surface ball cannot be too concentrated at its center.

**Lemma 2.3** (Non-degeneracy of surface balls). Suppose that $\Gamma$ is a closed $d$-ADR set. Then for any $x \in \Gamma$ and any $r > 0$,

\[ \text{diam } \Delta(x,r) \geq \frac{1}{27n} C_d^{-2/d} r. \]

**Proof.** We just need to prove that $\Delta(x,r) \backslash \Delta(x,C_d^{-2/d}r/2^{1/d}) \neq \emptyset$, and this will be true provided that $\sigma(\Delta(x,r) \backslash \Delta(x,C_d^{-2/d}r/2^{1/d})) > 0$. Observe that

\[ \sigma(\Delta(x,r) \backslash \Delta(x,C_d^{-2/d}r/2^{1/d})) \geq C_d^{-1}r^d - C_d(C_d^{-2/d}r/2^{1/d})^d = [1 - \frac{1}{2}] C_d^{-1}r^d > 0, \]

as desired. \qed

If $X \in \Omega$, then

\[ \delta(X) := \text{dist}(X,\Gamma). \]

We note in passing that since $\Gamma$ is closed, for each $X \in \Omega$ there exists $x \in \Gamma$ such that $|X - x| = \delta(X)$. It will be useful to denote

\[ w(X) := \delta(X)^{-n+d+1}, \]

and let $m$ be the Borel measure on $\Omega$ given by $m(E) := \int_E w(X) dX$, $E \subseteq \Omega$. 

Next, we want to be able to use the openness of $\Omega$ in a quantitative way. The framework that we use is the following definition.

**Definition 2.4** (Corkscrew points). Fix $x \in \Gamma$ and $r > 0$. Then a point $X \in \Omega$ is called a **Corkscrew point** (with **Corkscrew constant** $c$) for the surface ball $\Delta(x, r) \subset \Gamma$ if there exists $c > 0$ such that

$$B(X, cr) \subset B(x, r) \cap \Omega.$$ 

For domains with a boundary of codimension less than or equal to 1, it is not true in general that every surface ball has a Corkscrew point. The situation for $d$-ADR sets with $d \in (0, n - 1)$ is different.

**Lemma 2.5** (Existence of Corkscrews; Lemma 11.6 of [DFM19b]). Suppose that $d < n - 1$. Then there exists $c \in (0, 1)$, depending only on $n$, $d$, and $C_d$, such that every surface ball in $\Gamma$ has a Corkscrew point with Corkscrew constant $c$.

Furthermore, domains with high co-dimensional $d$-ADR boundaries enjoy quantitative connectedness as well, as given in

**Lemma 2.6** (Existence of Harnack Chains; Lemma 2.1 of [DFM19b]). Suppose that $d < n - 1$. Then there exists a constant $c_H \in (0, 1)$, that depends only on $d, n, C_d$, such that for $\Lambda \geq 1$ and $X_1, X_2 \in \Omega$ with $\delta(X_i) \geq s$ and $|X_1 - X_2| \leq \Lambda s$, we can find two points $Y_i \in B(X_i, s/2)$ verifying that

$$\text{dist}([Y_1, Y_2], \Gamma) \geq (c_H \Lambda^{-\frac{d}{n-1-d}}) s,$$

where $[Y_1, Y_2]$ is the straight line segment in $\mathbb{R}^n$ with endpoints $Y_1$ and $Y_2$. That is, there is a thick tube in $\Omega$ that connects the balls $B(X_i, s/2)$.

Inspired by the prior lemma, we consider

**Definition 2.7** (Harnack Chains for $\mathbb{R}^n \setminus \Gamma$). Let $c_H, s, \Lambda, X_1, X_2, Y_1$, and $Y_2$ be as described in Lemma 2.6. Let $\{B_j\}_{j}$ be a finite collection of balls whose centers lie in the line segment $[Y_1, Y_2]$, whose radii are less than $\frac{1}{2} c_H \Lambda^{-\frac{d}{n-1-d}} s$, and so that they cover $[Y_1, Y_2]$. If the radii of the balls $B_j$ are all exactly $\frac{1}{2} c_H \Lambda^{-\frac{d}{n-1-d}} s$, we call $\mathcal{H} := \bigcup B_j$ a (well-tempered) Harnack Chain connecting $X_1$ and $X_2$.

**Remark 2.8**. As was shown in [DFM19b] and mentioned above, the closed unbounded $d$-ADR set $\Gamma$ that we consider has ample interior Corkscrew points and Harnack Chains. Therefore, our boundary $\Gamma$ is **axiomatic**aly very similar to the boundaries of the so-called 1-sided chord-arc domains, which are open sets $\tilde{\Omega} \subset \mathbb{R}^n$ whose boundary $\partial \tilde{\Omega}$ is $n$-Ahlfors-David regular, and having interior Corkscrews and Harnack Chains. For this reason, as we shall see in the rest of the paper, many of the results here have direct analogues in the setting of 1-sided chord-arc domains that was explored in the seminal paper [HM14], and often with very similar proofs, that we decide to omit in some cases, and in some other occasions, we decide to give different proofs of the expected results.

A key difference for us is that the sawtooth domains (to be defined further below) will have boundaries of mixed dimension, whence the usual global ADR notion is meaningless for them. Another issue is that we cannot rely on comparison principles for
domains with different boundaries than $\Gamma$, because the coefficients of the operator explicitly depend on the distance to the boundary; instead we are restricted to work with “global” comparison principles. Still, we are able to overcome these issues. Hence we supply very careful and detailed proofs of our results leading up to the analogue of the Dahlberg-Jerison-Kenig sawtooth-projection lemma.

We will need to study non-negative doubling Borel measures on $\Gamma$.

**Definition 2.9 (Doubling measures).** Fix a surface ball $\Delta(x, r) \subseteq \Gamma$, $r \in (0, +\infty)$ (by convention, $\Delta(x, +\infty) = \Gamma$). We say that a non-negative Borel measure $\mu$ on $\Delta$ is **doubling** on $\Delta$ if there exists a constant $M$ large enough such that for each surface ball $\Delta' \subset \Delta$, we have that

$$
\mu(2\Delta') \leq C_{\text{doubling}}\mu(\Delta').
$$

The following definition gives a quantitative version of absolute continuity between measures.

**Definition 2.10 ($A_{\infty}$ measures).** Given a doubling non-negative Borel measure $\nu$ on $\Gamma$, and a fixed surface ball $\Delta \subseteq \Gamma$, we say that the doubling measure $\mu$ is of class $A_{\infty}(\nu, \Delta)$ if for each $\varepsilon > 0$, there exists a number $\xi = \xi(\varepsilon) > 0$ such that for every surface ball $\Delta' \subseteq \Delta$, and every Borel set $E \subset \Delta'$, we have that

$$
\frac{\nu(E)}{\nu(\Delta')} < \xi \implies \frac{\mu(E)}{\mu(\Delta')} < \varepsilon.
$$

After reviewing the elliptic theory for the sets we are studying, we will need to study a more precise quantification of absolute continuity than just membership to $A_{\infty}$. Given a doubling Borel measure $\mu$ on $\Gamma$, a **weight** $w$ on $\Gamma$ is a non-negative $L_{\text{loc}}^1(\Gamma, \mu)$ function. A weight induces a non-negative Borel measure as follows: for any $\mu$–measurable set $E \subset \Gamma$ we write $w(E) := \int_E w \, d\mu$.

**Definition 2.12 (The Reverse Hölder class $RH_p$).** Given a non-negative doubling Borel measure $\mu$ on $\Gamma$, a fixed surface ball $\Delta_0 \subset \Gamma$, a weight $w \in L_{\text{loc}}^1(\Delta_0, \mu)$, and $p \in (1, \infty)$, we say that $w \in RH_p(\mu, \Delta_0)$ if there exists a constant $C_p$ such that for every surface ball $\Delta \subset \Delta_0$,

$$
\left( \frac{1}{\mu(\Delta)} \int_\Delta w^p \, d\mu \right)^{\frac{1}{p}} \leq C_p \frac{1}{\mu(\Delta)} \int_\Delta w \, d\mu.
$$

We denote by the $RH_p(\mu, \Delta_0)$ **characteristic of** $w$ the smallest number $C_p$ such that (2.13) holds for all $\Delta \subset \Delta_0$. When $\mu$ is the surface measure $\sigma$, we simply write $RH_p(\sigma, \Delta_0) = RH_p(\Delta_0)$. Furthermore, if $\nu, \mu$ are two doubling non-negative Borel measures on $\Gamma$, $\Delta_0 \subset \Gamma$, and $p \in (1, \infty)$, we say that $\mu \in RH_p(\nu, \Delta_0)$ if $\mu \ll \nu$ and the Radon-Nikodym derivative $\frac{d\mu}{d\nu}$ lies in $RH_p(\nu, \Delta)$.

Let us record some properties of the $A_{\infty}$ class. For our setting, the following results have appeared in [Jaw86] and [ST89].

**Theorem 2.14 (Properties of $A_{\infty}$ measures; Theorem 1.4.13 of [Ken94]; [ST89]).** Let $\mu, \nu$ be doubling non-negative Borel measures on $\Gamma$, and let $\Delta$ be a surface ball. The following statements hold.


(i) If $\mu \in A_\infty(\nu, \Delta)$, then $\mu$ is absolutely continuous with respect to $\nu$ on $\Delta$.

(ii) The class $A_\infty$ is an equivalence relation.

(iii) We have that $\mu \in A_\infty(\nu, \Delta)$ if and only if there exist uniform constants $C > 0, \theta > 0$, such that for each surface ball $\Delta' \subseteq \Delta$ and each Borel set $E \subseteq \Delta'$, we have that

$$\frac{\mu(E)}{\mu(\Delta')} \lesssim \left( \frac{\nu(E)}{\nu(\Delta')} \right)^\theta.$$

(iv) We have that $\mu \in A_\infty(\nu, \Delta)$ if and only if there exist $\epsilon \in (0, 1), \delta \in (0, 1)$ so that (2.11) holds for all surface balls $\Delta' \subset \Delta$ and all Borel sets $E$ (see [GCRdF85]).

(v) We have that $\mu \in RH_p(\nu)$ if and only if the uncentered Hardy-Littlewood maximal function adapted to $\Gamma$,

$$\left( M_{\mu}f \right)(x) := \sup_{\Delta \ni x} \frac{1}{\mu(\Delta)} \int_{\Delta} |f| \, d\mu,$$

verifies the estimate

$$\| M_{\mu}f \|_{L^p(\nu)} \lesssim \| f \|_{L^p(\nu)},$$

where $p'$ is the Hölder conjugate of $p$, so that $\frac{1}{p} + \frac{1}{p'} = 1$.

To conclude this minimal set-up for $d$-ADR sets, we give a meaning to the non-tangential maximal functions and square functions, which are essential concepts in theory of the Dirichlet problems with rough data.

**Definition 2.15** (Non-tangential maximal function and square function). For any $x \in \Gamma$ and $\alpha > 0$, we define the non-tangential cone $\gamma^\alpha(x)$ with vertex $x$ and aperture $\alpha$ as

$$\gamma^\alpha(x) = \left\{ X \in \Omega : |X - x| < (1 + \alpha)\delta(X) \right\},$$

We often omit the superscript $\alpha$. Define the square function as

$$Su(x) = \left( \int_{\gamma(x)} |\nabla u(X)|^2 \delta(X)^{2-n} \, dX \right)^\frac{1}{2}.$$

Finally, the non-tangential maximal function is given by

$$Nu(x) = \sup_{X \in \gamma(x)} |u(X)|.$$

Given a measurable function $f$ on $\Gamma$, we say that $u \rightarrow f$ non-tangentially if for $\sigma-$almost every $x \in \Gamma$, we have that

$$\lim_{\gamma(x) \ni X \rightarrow x} u(X) = f(x).$$

3. Dyadic decomposition of sets of high co-dimension

In the following lemma, we exhibit a family of partitions for $\Gamma$ which are analogous to dyadic cubes. The original construction of such a dyadic grid for $d$-ADR sets with $d = n - 1$ is found in [Dav88]; in the book [Dav91] there is a simpler proof which adapts to our setting. See also [Chr90] for a different proof in the even more general case of spaces of homogeneous types.
Lemma 3.1 (Dyadic cubes for $d$–Ahlfors-David regular set). [Dav91]. There exist constants $a_0 \in (0, 1), A_0 \in [1, \infty), \zeta \in (0, 1)$, depending only on $d, n, \text{and the } d$-ADR constant $C_d$, such that for each $k \in \mathbb{Z}$, there is a collection of Borel sets (“dyadic cubes”)

$$D^k = D^k(\Gamma) := \{Q_j^k \subset \Gamma : j \in J^k\},$$

where $J^k$ denotes some indexing set depending on $k$, satisfying the following properties.

(i) For each $k \in \mathbb{Z}$, $\Gamma = \bigcup_{j \in J} Q_j^k$.

(ii) If $m \geq k$ then either $Q_j^m \subset Q_j^k$ or $Q_j^m \cap Q_j^k = \emptyset$.

(iii) For each pair $(j, k)$ and each $m < k$, there is a unique $i \in J^m$ such that $Q_j^i \subset Q_j^m$.

When $m = k + 1$, we call $Q_j^m$ the dyadic parent of $Q_j^k$, and we say that $Q_j^k$ is a dyadic child of $Q_j^m$.

(iv) $\text{diam } Q_j^k < A_0 2^{-k}$.

(v) Each $Q_j^k$ contains some surface ball $\Delta(x_j^k, a_0 2^{-k}) = B(x_j^k, a_0 2^{-k}) \cap \Gamma$.

(vi) $\mathcal{H}^d(x \in Q_j^k : \text{dist}(x, \Gamma \setminus Q_j^k) \leq \rho 2^{-k}) \leq A_0 \rho^d \mathcal{H}^d(Q_j^k)$, for all $(j, k)$ and all $\rho \in (0, a_0)$.

Let us define some notions and state some useful properties of this construction.

- We shall denote by $\mathbb{D} = D(\Gamma)$ the collection of all relevant $Q_j^k$; that is,

$$\mathbb{D} = D(\Gamma) := \bigcup_{k \in \mathbb{Z}} D^k(\Gamma).$$

Henceforth, we refer to the elements of $\mathbb{D}$ as dyadic cubes, or cubes. For $Q \in \mathbb{D}$, we write $\mathbb{D}_Q := \{Q' \in \mathbb{D} : Q' \subseteq Q\}$, and $D_Q^k = D^k(\Gamma) \cap D_Q$.

- Note carefully that if $Q_j^{k+1}$ is the dyadic parent of $Q_j^k$, then it is possible that, as sets, $Q_j^{k+1} = Q_j^k$. In other words, if $Q \in \mathbb{D}$, then the set

$$\mathbb{K}(Q) := \{k \in \mathbb{Z} : Q = Q_j^k \text{ for some } j\}$$

may in general have cardinality greater than or equal to 1. We call $\mathbb{K}(Q)$ the generational bandwidth of $Q$. By Lemma 2.3 and properties (iv) and (v) above, we have that if $k \in \mathbb{K}(Q)$, then

$$2^{-1/d} C_d^{-2/d} a_0 2^{-k} \leq \text{diam } Q \leq A_0 2^{-k},$$

which implies that $\mathbb{K}(Q)$ is finite, and in fact,

$$1 \leq \text{card}(\mathbb{K}(Q)) \leq \log_2 \left[ 2^{d+1} C_d^{2/d} A_0 a_0^{-1} \right].$$

Define the dyadic generation of $Q \in \mathbb{D}$ as the oldest generation that $Q$ belongs to; that is,

$$k(Q) = \min_{k \in \mathbb{K}(Q)} k,$$

and note that, if $k \in \mathbb{K}(Q)$, then

$$k(Q) - 1 \leq k \leq k(Q) + \log_2 \left[ 2^{d+1} C_d^{2/d} A_0 a_0^{-1} \right].$$

We call the number $\ell(Q) = 2^{-k(Q)}$ the length of $Q$. Given a fixed $Q \in \mathbb{D}$, we call a cube $Q' \in D_Q \setminus \{Q\}$ a proper child of $Q$ if $\ell(Q') < \ell(Q)$ and $\ell(Q') \geq \ell(Q'')$ for any other
$Q'' \in \mathbb{D}_Q$. Likewise, given $Q \in \mathbb{D}$, we call a cube $\hat{Q} \in \mathbb{D}$ with $\hat{Q} \supset Q$ a proper parent of $Q$ if $\ell(\hat{Q}) > \ell(Q)$ and $\hat{Q} \subseteq \hat{Q}$ for any $Q \in \mathbb{D}$ with $\hat{Q} \supseteq Q$. If $Q' \in \mathbb{D}_Q$ is a proper child of $Q$, then we have that

$$\ell(Q) > \ell(Q') \geq \frac{a_0}{2^{d+1/C_d} A_0} \ell(Q) =: c_{\mathbb{D}} \ell(Q). \tag{3.4}$$

If $Q'$ is a proper child of $Q$, then by the partitioning property of the dyadic cubes we must have that there exists a collection $\{Q''\}$ of proper children of $Q$ such that $\cup Q'' = Q$. In the sequel, if we say that $Q'$ is a child of $Q$, we mean that $Q'$ is a dyadic child of $Q$, leaving open the possibility that $Q' = Q$ as sets.

- (Almost inscription and subscription of surface balls). Properties (iv) and (v) also imply that for each cube $Q \in \mathbb{D}$, there is a point $x_Q \in \Gamma$ such that

$$\Delta(x_Q, a_0 \ell(Q)) \subset Q \subseteq \Delta(x_Q, A_0 \ell(Q)). \tag{3.5}$$

We call $x_Q$ the center of $Q$. We note that (3.5) and (2.2) imply the following estimate on the surface measure of $Q$:

$$C_d^{-1} a_0^d \ell(Q)^d \leq \sigma(Q) \leq C_d A_0^d \ell(Q)^d. \tag{3.6}$$

- (Number of children of $Q$). Fix $Q \in \mathbb{D}$ and let $\{Q_j\}_{j \in J}$ be the collection of all (dyadic) children of $Q$. It must be the case by property (i) that $Q = \cup_{j \in J} Q_j$. Observe the elementary estimate

$$\sigma(Q) = \sigma(\cup_{j \in J} Q_j) = \sum_{j \in J} \sigma(Q_j) \geq C_d^{-1} a_0^d \ell(Q) \frac{C_d A_0^d}{2} \text{card} J,$$

where we used (3.6) in the last inequality. Putting the previous estimate together with the upper bound in (3.6) gives that

$$\text{card}(|\text{children of } Q|) \leq C_d^2 [a_0^{-1} A_0 2]^d. \tag{3.7}$$

- (Corkscrew points for $Q$). We denote by $X_Q$ a point in $\Omega$ which is a Corkscrew point (with Corkscrew constant $\tilde{c} > 0$) for the surface ball $\Delta(x_Q, a_0 \ell(Q))$. Such a point is called a Corkscrew point for $Q$ (with Corkscrew constant $\tilde{c} > 0$).

- The inequality in (vi) says that the boundary of a dyadic cube $Q_j$ is uniformly thin; indeed, one may easily deduce from it that $\mathcal{H}^d(\partial Q) = 0$ for any $Q \in \mathbb{D}$.

- (Dyadic maximal function). Given $Q_0 \in \mathbb{D}$ and a function $f \in L^1_{\text{loc}}(Q_0, \sigma)$, we write

$$E^k f(x) = \sum_{Q \in \mathbb{D}_{Q_0}} \left( \frac{1}{\sigma(Q)} \int_Q f \, d\sigma \right) 1_Q(x),$$

and we define the dyadic Hardy-Littlewood maximal function with respect to $Q_0$ as

$$M_{Q_0}^{\text{dyadic}} f(x) = \sup_k |E^k f(x)|.$$

- By $\mathcal{F} = \{Q_j\}_j$ we denote a family of pairwise disjoint dyadic cubes in $\mathbb{D}$, which we identify as subsets of $\Gamma$ and not as elements of $\cup_{j} \mathbb{D}_j$. Accordingly, if $Q_j \in \mathcal{F}$, then its
Let us relate the concepts of doubling and dyadically doubling measures.

**Definition 3.9** (Dyadically doubling measures). We say that a Borel measure \( \mu \) on \( Q_0 \in \mathbb{D} \) is **dyadically doubling** in \( Q_0 \) if \( 0 < \mu(Q) < \infty \) for every \( Q \in \mathbb{D}_{Q_0} \) and there exists a constant \( C_\mu \geq 1 \) such that \( \mu(Q) \leq C_\mu \mu(Q') < \infty \) for every \( Q \in \mathbb{D}_{Q_0} \) and for every dyadic child \( Q' \) of \( Q \).

Let us relate the concepts of doubling and dyadically doubling measures.

**Lemma 3.10** (Doubling implies dyadically doubling). Fix \( Q_0 \in \mathbb{D} \) and suppose that \( \mu \) is a doubling Borel measure on the surface ball \( \Delta_0 := \Delta(x_{Q_0}, 2A_0 \ell(Q_0)) \). Then \( \mu \) is dyadically doubling in \( Q_0 \).

**Proof.** Fix \( Q \in \mathbb{D}_{Q_0} \). Since \( Q \supset A_0 = \Delta(x_Q, a_0 \ell(Q)) \) and \( \mu \) is doubling in \( \Delta_0 \supset \Delta_0 \), then \( \mu(Q) \in (0, +\infty) \). Now fix \( Q' \in \mathbb{D}_Q \) to be any dyadic child of \( Q \). Let \( y \in Q \), and observe that

\[ |y - x_{Q'}| \leq \text{diam } Q \leq A_0 \ell(Q) \leq 2A_0 \ell(Q'), \]

so that \( Q \subset \Delta(x_{Q'}, 2A_0 \ell(Q')) \). It follows that

\[ \mu(Q) \leq \mu(\Delta(x_{Q'}, 2A_0 \ell(Q'))) \leq \mu(\Delta(x_{Q'}, a_0 \ell(Q'))) \leq \mu(Q'), \]

as desired. \( \square \)

The following lemma gives us that if a measure is dyadically doubling, then so is its projection. We omit its easy proof as it is essentially the same as that in [HM14] (see Remark 2.8).

**Lemma 3.11** (Lemma B.1 of [HM14]). Fix \( Q_0 \in \mathbb{D} \), let \( \mathcal{F} \subset Q_0 \) be a disjoint family, and let \( \mu \) be a dyadically doubling measure in \( Q_0 \). Then \( \mathcal{P}_\mathcal{F} \mu \) is dyadically doubling in \( Q_0 \).

We now record the fact that we have a local Calderón-Zygmund decomposition for dyadically doubling weights. Its proof is standard.
Lemma 3.12 (Lemma B.12 of [HM14]). Given \(Q_0 \in \mathbb{D}\) and \(\mu\) a dyadically doubling measure on \(Q_0\) with doubling constant \(C_{\mu}\), we consider the local dyadic Hardy-Littlewood maximal function with respect to \(\mu\):
\[
M_\mu f(x) = \sup_{x \in Q \in D} \frac{1}{\mu(Q)} \int_Q |f| d\mu.
\]

For any \(0 \leq f \in L^1(Q_0, \mu)\) and \(\tau \geq \frac{1}{\mu(Q_0)} \int_{Q_0} |f| d\mu\), there exists a collection of maximal and therefore disjoint dyadic cubes \(\{Q_j\}_j \subset D_{Q_0}\) such that
\[
\Omega_\tau = \{x \in Q_0 : M_\mu f(x) > \tau\} = \bigcup_j Q_j,
\]
\[
f(x) \leq \tau, \quad \text{for } \mu - \text{a.e. } x \in \Omega_\tau
\]
\[
\tau < \frac{1}{\mu(Q_j)} \int_{Q_j} f(y) d\mu(y) \leq C_{\mu} \tau.
\]

Now we define quantitative absolute continuity on our dyadic grid.

Definition 3.13 (\(A_{\text{dyadic}}^\infty\) and \(RH_{\text{dyadic}}^p\)). Given \(Q_0 \in \mathbb{D}\), we say that a Borel measure \(\mu\) defined on \(Q_0\) belongs to \(A_{\text{dyadic}}^\infty(Q_0)\) if there exist constants \(0 < \alpha, \beta < 1\) such that for every \(Q \in D_{Q_0}\) and for every Borel set \(F \subset Q\), we have that
\[
\frac{\sigma(F)}{\sigma(Q)} > \alpha \implies \frac{\mu(F)}{\mu(Q)} > \beta.
\]

Given \(p \in (1, \infty)\), we say that \(\mu \in RH_{\text{dyadic}}^p(Q_0)\) if and only if \(\mu \ll \sigma\) in \(Q_0\) and there exists a constant \(C_p \geq 1\) such that for every \(Q \in D_{Q_0}\), the estimate
\[
\left(\frac{1}{\sigma(Q)} \int_Q k^p \, d\sigma\right)^{\frac{1}{p}} \leq C_p \frac{1}{\sigma(Q)} \int_Q k \, d\sigma
\]
holds, where \(k = \frac{d\mu}{d\sigma}\).

The next result gives that the \(A_{\text{dyadic}}^\infty\) property is passed on from a measure to its projection. Its proof is essentially the same as that of Lemma 4.1 in [HM10] (see Remark 2.8); and so we omit the details.

Lemma 3.14 (Lemma 4.1 of [HM10]). Fix \(Q_0 \in \mathbb{D}\), let \(F \subset Q_0\) be a disjoint family, and suppose that \(\mu \in A_{\text{dyadic}}^\infty(Q_0)\). Then \(\mathcal{P}_F \mu \in A_{\text{dyadic}}^\infty(Q_0)\).

As expected, we have the symmetry of the \(A_{\text{dyadic}}^\infty\) class. It is proven in [HM14] in a similar setting (see Remark 2.8), but their proof generalizes to our situation immediately.

Lemma 3.15 (Symmetry of \(A_{\text{dyadic}}^\infty\), Lemma B.7 of [HM14]). Let \(Q_0 \in \mathbb{D}\) and let \(\mu, \nu\) be two dyadically doubling measures on \(Q_0\). Assume that there exist positive constants \(C_0, \theta_0\), such that for all \(Q \in D_{Q_0}\) and all Borel sets \(F \subset Q\),
\[
\frac{\nu(F)}{\nu(Q)} \leq C_0 \left(\frac{\mu(F)}{\mu(Q)} \right)^{\theta_0}.
\]
Then, there exist positive constants $C_1, \theta_1$ such that for all $Q \in \mathbb{D}_{Q_0}$ and all Borel sets $F \subseteq Q$,

$$\frac{\mu(F)}{\mu(Q)} \leq C_1 \left( \frac{\nu(F)}{\nu(Q)} \right)^{\theta_1}.$$ 

To finalize this section, we present a generalization of Lemma B.7 in [HM12], which allows us to conclude that a measure is $A_{dyadic}^\infty$ if it satisfies a certain local Reverse Hölder inequality. The result has been shown in a setting very similar to ours in Lemma 3.1 of [CHM19] (see Remark 2.8); the proof is essentially the same and so we omit it.

**Lemma 3.16 (Local RH implies $A_{dyadic}^\infty$, Lemma 3.1 of [CHM19]).** Fix $Q_0 \in \mathbb{D} \quad \varepsilon \in (0, 1)$. Let $v \in L^1(Q_0)$ be a function such that there exists $C_0 \geq 1$ verifying that $0 < v(Q) \leq C_0 \varepsilon$ for every $Q \in \mathbb{D}_{Q_0}$. Assume also that there exist $C_1 \geq 1$ and $p \in (1, \infty)$ such that

$$\left( \frac{1}{\sigma(e \Delta Q)} \int_{e \Delta Q} v^p \, d\sigma \right)^{\frac{1}{p}} \leq C_1 \frac{1}{\sigma(e \Delta Q)} \int_{e \Delta Q} v \, d\sigma, \quad \text{for each } Q \in \mathbb{D}_{Q_0}.$$ 

Then $v \in RH_p^{dyadic}(Q_0)$ with uniform constants depending only on $n, d, C_d, p, \varepsilon, C_0,$ and $C_1$.

### 4. Dyadically-generated sawtooth domains

#### 4.1. Construction of dyadically-generated sawtooth domains

In this subsection, we will construct the so-called sawtooth domains for $d$-ADR sets with $d < n$. The abstract construction here was first considered for certain domains of co-dimension 1 in [HM14], and developed for the setting $d < n - 1$ in [MZ19]. If $d < n - 1$, we have no further assumptions, since the $d$-ADR property of $\Gamma$ gives the existence of Corkscrew points and Harnack Chains. We will see that our dyadically-generated sawtooth domains will necessarily be mixed-dimensional, so that an elliptic theory for them is highly non-trivial.

As such, we will give a careful construction with the goal to prove in the following section that our dyadic sawtooth domains satisfy the mixed-dimension theory of [DFMb]. Indeed, while in [DFMb] it is shown that certain sawtooth domains over Lipschitz graphs satisfy their axioms, our dyadic sawtooth domains over arbitrary $d$-ADR sets (with possibly fractional dimension) were not considered, and the verification is considerably more subtle.

Since $\Omega = \mathbb{R}^n \setminus \Gamma$ is an open set in $\mathbb{R}^n$, there exists a collection of closed dyadic Whitney boxes, denoted by $W = W(\Omega)$, so that the interiors of the boxes never overlap pairwise, the boxes form a covering of $\Omega$, and moreover they satisfy the conditions

\begin{equation}
4 \text{diam } I \leq \text{dist}(4I, \Gamma) \leq \text{dist}(I, \Gamma) \leq 40 \text{diam } I,
\end{equation}

and

\begin{equation}
\frac{1}{4} \text{diam } I_1 \leq \text{diam } I_2 \leq 4 \text{diam } I_1
\end{equation}

whenever $\partial I_1 \cap \partial I_2 \neq \emptyset$ (see, for instance, [Ste70]). Let $X_I$ denote the center of $I$ and $\ell(I)$ the side-length of $I$, so that $\text{diam } I = \sqrt{n} \ell(I)$. We also write $k(I) = k$ if $\ell(I) = 2^{-k}$. We
say that two Whitney boxes touch, or that they are adjacent, if their boundaries intersect.
If \( X \in I \) and \( I \in \mathcal{W} \), then
\[
4 \text{ diam } I \leq \delta(X) \leq 41 \text{ diam } I.
\]

Next, we want to associate to each \( Q \in \mathcal{D} \) a “Whitney region” in \( \Omega \), which we will construct by taking a union of certain dylated Whitney boxes. Hence, we ought to understand which Whitney boxes should be part of a Whitney region associated to the cube \( Q \). The main two properties we desire to embed in such a region are, first, that it houses the Corkscrew points for \( Q \), and second, that these Corkscrew points are joined together by Harnack Chains that remain within the region. We will also want to fit in parameters that allow us to control the non-tangential aperture of these regions. In preparation to define these regions, we supply the technically relevant results.

**Lemma 4.2** (Whitney boxes contain Corkscrew points). Fix \( Q \in \mathcal{D} \) and suppose that \( X \in \Omega \) is a Corkscrew point with Corkscrew constant \( c > 0 \) for the surface ball \( \Delta(x_Q, a_0\ell(Q)/2) \). Then there exists \( I \in \mathcal{W} \) such that \( X \in I \) and satisfying
\[
(4.3) \quad \frac{\alpha_0 c}{82 \sqrt{n}} \ell(Q) \leq \ell(I) \leq \frac{\alpha_0}{8 \sqrt{n}} \ell(Q), \quad \text{dist}(I, Q) \leq a_0 \ell(Q)/2.
\]

**Proof.** Since \( \mathcal{W} \) is a covering of \( \Omega \), it follows that there exists \( I \in \mathcal{W} \) such that \( X \in I \). We now prove the bounds in (4.3). The upper estimate for \( \ell(I) \) in (4.3) is deduced from the following chain of inequalities:
\[
4 \sqrt{n} \ell(I) = 4 \text{ diam } I \leq \text{dist}(I, \Gamma) \leq \text{dist}(I, x_Q) \leq |X - x_Q| < a_0 \ell(Q)/2,
\]
where we have used (4.1), \( x_Q \in \Gamma, X \in I \), and that \( X \in B(x_Q, a_0\ell(Q)/2) \). By observing that \( \text{dist}(I, Q) \leq \text{dist}(I, x_Q) \), we arrive at the desired estimate for \( \text{dist}(I, Q) \). It remains now to give the lower bound for \( \ell(I) \). Since \( B(X, ca_0\ell(Q)/2) \subset \Omega \), we have that \( \text{dist}(X, \Gamma) \geq ca_0\ell(Q)/2 \). Note that
\[
40 \sqrt{n} \ell(I) = 40 \text{ diam } I \leq \text{dist}(I, \Gamma) \geq \text{dist}(X, \Gamma) - \text{diam } I \geq ca_0\ell(Q)/2 - \sqrt{n} \ell(I),
\]
whence the desired result follows. \( \Box \)

Thus, for each cube \( Q \in \mathcal{D} \) the collection
\[
(4.4) \quad \mathcal{W}^Q_\Omega := \left\{ I \in \mathcal{W} : \frac{\alpha_0 c}{82 \sqrt{n}} \ell(Q) \leq \ell(I) \leq \frac{\alpha_0}{8 \sqrt{n}} \ell(Q), \quad \text{dist}(I, Q) \leq a_0 \ell(Q)/2 \right\}
\]
contains all the Corkscrew points for \( \Delta(x_Q, a_0\ell(Q)/2) \) with Corkscrew constant \( c \) (which evidently are Corkscrew points of \( Q \)). We note that without loss of generality, we may assume that a Corkscrew point for \( Q \) is located at the center of some \( I \in \mathcal{W}^Q_\Omega \) (with possibly smaller Corkscrew constant), as gives us the following result.

**Lemma 4.5** (Corkscrew points lie at the centers of Whitney boxes). Fix \( Q \in \mathcal{D} \) and \( X \) a Corkscrew point for the surface ball \( \Delta(x_Q, a_0\ell(Q)/2) \) with Corkscrew constant \( c > 0 \). If \( I \in \mathcal{W}^Q_\Omega \) contains \( X \), then \( X_I \) is a Corkscrew point for \( Q \) with Corkscrew constant \( \tilde{c} = c/(1000 \sqrt{n}) \). Moreover, \( B(X_I, \tilde{c}a_0\ell(Q)) \subset \text{int}(\frac{1}{2} I) \).
Proof. Suppose that \( I \in \mathcal{W}^\text{cs}_Q \) contains \( X \). Then \( |X - x_I| \leq \text{diam } I \leq a_0 \ell(Q)/4 \), and therefore,
\[
|X_I - x_Q| \leq |X_I - X| + |X - x_Q| < a_0 \ell(Q)/4 + a_0 \ell(Q)/2 < a_0 \ell(Q).
\]
Hence \( X_I \in B(x_Q, a_0 \ell(Q)) \). Now let \( \overline{c} \) be as in the statement of the lemma, and observe that for any \( Y \in B(X_I, \overline{c} a_0 \ell(Q)) \), we have that
\[
|X_I - Y| \leq \overline{c} a_0 \ell(Q) < \frac{a_0 c}{82 \sqrt{n}} \frac{\ell Q_1}{8} < \ell(I)/8,
\]
\[
|Y - x_Q| \leq \text{diam } I + |X - x_Q| < a_0 \ell(Q),
\]
as desired. \( \square \)

Corollary 4.6. For any \( Q \in \mathbb{D} \), there exists \( I \in \mathcal{W}^\text{cs}_Q \) such that \( X_I \) is a Corkscrew point for \( Q \) with Corkscrew constant \( \overline{c} = \overline{c}(c, n) \).

It may happen that \( \mathcal{W}^\text{cs}_Q \) is too meager a region to use it to pass to “continuous” sawtooth-domains, or to pass between “adjacent” Whitney regions. We introduce parameters \( \eta \in (0, 1) \) and \( K \geq 1 \) and define
\[
(4.7) \quad \mathcal{W}^\eta_Q := \left\{ I \in \mathcal{W} : \frac{a_0 c}{82 \sqrt{n}} \eta \ell(Q) \leq \ell(I) \leq \frac{a_0}{4 \sqrt{n}} K \ell(Q), \quad \text{dist}(I, Q) \leq a_0 K \ell(Q) \right\}
\]
so that we may enlarge \( \mathcal{W}^\eta_Q \) according to aperture considerations. Immediately we have the following two technical results.

Lemma 4.8 (Transversal adjacency of Whitney regions). If \( \eta \in (0, c_K) \), then for any \( Q \in \mathbb{D} \), the Whitney region \( \mathcal{W}^\eta_Q \) contains all Corkscrew points of the proper children of \( Q \) (with Corkscrew constant \( c \)).

Proof. Upon using (3.4), the proof is very similar to that of (4.3), and thus we omit it. \( \square \)

Lemma 4.9 (Parallel adjacency of Whitney regions). Fix \( Q_1, Q_2 \in \mathbb{D} \) and suppose that \( \ell(Q_1) \leq \ell(Q_2) \leq c_K^{-1} \ell(Q_1) \), and \( \text{dist}(Q_1, Q_2) \leq 500 \ell(Q_2) \). If \( \eta \in (0, c_K) \) and \( K \geq 500 a_0 c_0^{-1} \), then \( \mathcal{W}^\eta_{Q_1} \cap \mathcal{W}^\eta_{Q_2} \neq \emptyset \).

Proof. Recall that \( \mathcal{W}^\text{cs}_{Q_1} \neq \emptyset \), so fix \( I \in \mathcal{W}^\text{cs}_{Q_1} \). It is easy to see that
\[
\frac{a_0 c}{82 \sqrt{n}} c_K \ell(Q_2) \leq \ell(I) \leq \frac{a_0}{4 \sqrt{n}} K \ell(Q_2),
\]
while the triangle inequality gives us that
\[
\text{dist}(I, Q_2) \leq \text{dist}(I, Q_1) + \text{diam } Q_1 + \text{dist}(Q_1, Q_2) \leq a_0 \ell(Q_1)/2 + a_0 \ell(Q_1) + 500 \ell(Q_2) \leq 500 a_0 \ell(Q_2) \leq a_0 K \ell(Q_2).
\]
Thus \( I \) verifies the conditions to be an element of \( \mathcal{W}^\eta_{Q_2} \). \( \square \)

Henceforth, we assume that
\[
\eta < c_K, \quad K \geq 500 a_0 c_0^{-1}.
\]

We need to augment \( \mathcal{W}^\eta_Q \) one final time: we must provide it with enough new boxes so that Harnack Chains connecting its old boxes are contained within a region that stays far from \( \Gamma \). When \( d < n - 1 \), the technical result needed to accomplish this is
Lemma 4.10 (Harnack Chains of $\mathcal{W}^0_Q$ if $d < n - 1$). Fix $Q \in \mathbb{D}$, $X_0$ a Corkscrew point of $Q$ with Corkscrew constant $c > 0$, and $I \in \mathcal{W}^0_Q$ (note that $I$ may or may not contain $X_Q$). Then we may construct a well-tempered Harnack Chain $\mathcal{H}_I$ connecting $X_Q$ to $X_I$ consisting of a number at most $N_{\mathcal{H}}$ of balls, where

$$N_{\mathcal{H}} = \frac{4}{c_{\mathcal{H}}} \left[ \frac{41}{2c_I} \left( 1 + \frac{5}{4} K + \frac{A_0}{a_0} \right) \right]^{\frac{n+1}{n-1}} ,$$

and

$$\text{dist}(\mathcal{H}_I, \Gamma) \geq \frac{1}{2} c_{\mathcal{H}} \left[ \frac{41}{2c_I} \left( 1 + \frac{5}{4} K + \frac{A_0}{a_0} \right) \right]^{\frac{1}{n-1}} \left( \frac{2}{\sqrt{11}} a_0 c \right) \eta^{\frac{n+1}{n-1}} \mu(Q).$$

Proof. Since $I \in \mathcal{W}^0_Q$, we have that

$$\delta(X_I) = \text{dist}(X_I, \Gamma) \geq \text{dist}(I, \Gamma) \geq 4 \sqrt{n} \ell(I) \geq \frac{2}{41} a_0 c \eta \mu(Q).$$

Furthermore, $\delta(X_Q) \geq c r_Q = a_0 \ell(Q) \geq \frac{2}{41} a_0 c \eta \mu(Q)$. Thus we take $s := \frac{2}{41} a_0 c \eta \mu(Q)$ in the setup of Lemma 2.6. Next, we estimate

$$|X_I - X_Q| \leq \text{diam } I + \text{dist}(I, Q) + \text{diam } Q + |X_Q - x_Q|$$

$$\leq \sqrt{n} \ell(I) + a_0 K \ell(Q) + A_0 \ell(Q) + a_0 \ell(Q)$$

$$\leq \left( \left( \frac{5}{4} K + 1 \right) a_0 + A_0 \right) \ell(Q) = \left( \frac{41}{2c_I} \left[ 1 + \frac{5}{4} K + \frac{A_0}{a_0} \right] \right) \left( \frac{2}{\sqrt{11}} a_0 c \right) \eta^{\frac{n+1}{n-1}} \mu(Q).$$

Hence we take $\Lambda := \frac{41}{2c_I} \left[ 1 + \frac{5}{4} K + \frac{A_0}{a_0} \right]$. We now invoke the conclusion of Lemma 2.6 to find two points $Y_I \in B(X_I, a_0 \eta \mu(Q)/41)$, $Y_Q \in B(X_Q, a_0 \eta \mu(Q)/41)$ such that

$$\text{dist}(Y_I, Y_Q, \Gamma) \geq c_{\mathcal{H}} \left[ \frac{41}{2c_I} \left( 1 + \frac{5}{4} K + \frac{A_0}{a_0} \right) \right]^{\frac{1}{n-1}} \left( \frac{2}{\sqrt{11}} a_0 c \right) \eta^{\frac{n+1}{n-1}} \mu(Q) =: a_1 \eta^{\frac{n+1}{n-1}} \mu(Q).$$

Consider a finite covering of $[Y_I, Y_Q]$ by balls $B_j$ with centers in $[Y_I, Y_Q]$, radii all equal to $\frac{2}{\sqrt{11}} \eta^{\frac{n+1}{n-1}} \mu(Q)$, and centers spaced by the radii. It is clear that the union of the balls $B_j$ is a well-tempered Harnack Chain $\mathcal{H}_I$ satisfying the second desired estimate. Let $N'_{\mathcal{H}}$ be the cardinality of the covering. Since

$$\frac{|Y_I - Y_Q|}{\eta^{\frac{n+1}{n-1}} \mu(Q)} \leq \frac{|Y_I - X_I| + |X_I - X_Q| + |X_Q - Y_Q|}{\eta^{\frac{n+1}{n-1}} \mu(Q)} \leq \frac{2a_1}{\frac{2}{\sqrt{11}} \eta^{\frac{n+1}{n-1}} \mu(Q)} \Lambda^{\frac{n-1}{n-1}} \frac{s}{\frac{2}{\sqrt{11}} \Lambda^{\frac{n-1}{n-1}} s},$$

and $N'_{\mathcal{H}} a_1 \eta^{\frac{n+1}{n-1}} \mu(Q) / 2 \leq |Y_I - Y_Q| + a_1 \eta^{\frac{n+1}{n-1}} \mu(Q) / 2$, the first desired estimate follows. $\square$

Actually, Harnack Chains cannot stray too far from the boxes in $\mathcal{W}_Q^0$, as gives the following result.

Lemma 4.12 (Non-degeneracy of boxes in Harnack Chains of $\mathcal{W}_Q^0$). Suppose that $J \in \mathcal{W}$ intersects the Harnack Chain of Lemma 4.10. Then

$$\frac{a_1}{82 \sqrt{n}} \eta^{\frac{n+1}{n-1}} \mu(Q) \leq \ell(J) \leq \frac{2a_0 K + A_0}{4 \sqrt{n}} \mu(Q),$$

$$\text{dist}(J, Q) \leq (2a_0 K + A_0) \mu(Q),$$

where $a_1 = a_1(n, d, c, c_H, K)$ is the quantity defined in (4.11).
Proof. Given that \( J \cap \mathcal{H}_t \neq \emptyset \), then there exists \( X \in J \) and \( X \in \mathcal{H}_t \), so that in particular
\[
\text{dist}(X, \Gamma) \geq \frac{1}{2} a_1 \eta^{-\frac{1}{2}} \ell(Q).
\]
On the other hand,
\[
\text{dist}(X, \Gamma) \leq \text{diam } J + \text{dist}(J, \Gamma) \leq \sqrt{n} \ell(J) + 40 \sqrt{n} \ell(J) = 41 \sqrt{n} \ell(J),
\]
so that the lower bound for \( \ell(J) \) in (4.13) follows immediately. Now, note that \( 4 \sqrt{n} \ell(J) \leq \text{dist}(J, \Gamma) \leq \text{dist}(X, \Gamma) \). Since \( X \in \mathcal{H}_t \), there exists a ball \( B \) such that \( X \in B \), where \( B \) has center \( Y_B \in [Y_I, Y_Q] \) and has radius \( \frac{a_1}{2} \eta^{-\frac{1}{2}} \ell(Q) \). Consider the estimate
\[
\text{dist}(Y_B, \Gamma) \leq \max \{|X_I - x_Q|, |Y_Q - x_Q|\} \leq \frac{1}{4} a_0 c \eta \ell(Q) + \max \{|X_I - x_Q|, |X_Q - x_Q|\}
\leq \frac{1}{4} a_0 c \eta \ell(Q) + \text{diam } Q + \text{diam } I \leq \left[ \frac{1}{4} c \eta + \frac{3}{4} K + \frac{\Lambda_4}{a_0} \right] a_0 \ell(Q),
\]
so that
\[
\text{dist}(J, \Gamma) \leq \text{dist}(X, \Gamma) \leq \text{dist}(Y_B, \Gamma) + \frac{a_1}{2} \eta^{-\frac{1}{2}} \ell(Q)
\leq \left[ \frac{1}{4} c \eta + \frac{3}{4} K + \frac{\Lambda_4}{a_0} \right] a_0 \ell(Q) + \frac{a_1}{2} \eta^{-\frac{1}{2}} \ell(Q)
\leq (2 a_0 K + A_0) \ell(Q).
\]
This last estimate gives the rest of the bounds in (4.13).

We proceed with the construction of the sawtooth domains. Fix \( Q \in \mathbb{D} \) and let \( X_Q \) be a Corkscrew point for \( Q \), which belongs to some Whitney box in \( \mathcal{W}_Q^0 \). For each \( I \in \mathcal{W}_Q^0 \), we let \( \mathcal{H}_t \) be any well-tempered Harnack Chain connecting \( X_I \) to \( X_Q \) manufactured in Lemma 4.10. Then we let \( \mathcal{W}_Q \) be the set of all \( J \in \mathcal{W} \) which meet at least one of the Harnack Chains \( \mathcal{H}_t \) with \( I \in \mathcal{W}_Q^0 \); that is,
\[
\mathcal{W}_Q := \{ J \in \mathcal{W} : \text{there exists } I \in \mathcal{W}_Q^0 \text{ for which } \mathcal{H}_t \cap J \neq \emptyset \}.
\]
We clearly have that \( \mathcal{W}_Q^0 \subset \mathcal{W}_Q \), and we note that if \( J \in \mathcal{W}_Q \), then \( J \) satisfies the assumptions of Lemma 4.12 and therefore (4.13) holds, giving that
\[
\mathcal{W}_Q \subseteq \{ I \in \mathcal{W} : a_2 \ell(Q) \leq \ell(I) \leq A_2 \ell(Q), \quad \text{dist}(I, Q) \leq 4 \sqrt{n} A_2 \ell(Q) \},
\]
where \( a_2, A_2 \) are the corresponding multiplicative constants in the first inequality chain in (4.13). In particular, once \( \eta, K \) are fixed, for any \( Q \in \mathbb{D} \), the cardinality of \( \mathcal{W}_Q \) is uniformly bounded, which is a corollary of the following result.

**Lemma 4.16** (Number of Whitney boxes in a Whitney region). Fix \( Q \in \mathbb{D} \) and for positive numbers \( \alpha, \beta, \gamma \) with \( \alpha < \beta \), define the set
\[
\mathcal{W}(\alpha, \beta, \gamma) = \{ I \in \mathcal{W} : \alpha \ell(Q) \leq \ell(I) \leq \beta \ell(Q), \quad \text{dist}(I, Q) \leq \gamma \ell(Q) \}.
\]
Then
\[
\text{card}(\mathcal{W}(\alpha, \beta, \gamma)) \leq \left[ \frac{\sqrt{n} \beta + \gamma + A_0}{\alpha} \right]^n |B(0, 1)|
\]

Proof. Fix \( Q \in \mathbb{D} \), let \( X \in I \) be arbitrary with \( I \in \mathcal{W}(\alpha, \beta, \gamma) \), and consider the estimate
\[
|X - x_Q| \leq \text{diam } I + \text{dist}(I, Q) + \text{diam } Q \leq \sqrt{n} \beta \ell(Q) + \gamma \ell(Q) + A_0 \ell(Q).
\]
It follows that \( \bigcup_{I \in \mathcal{W}(\alpha, \beta, \gamma)} I \subseteq B(x_Q, (\sqrt{n} \beta + \gamma + A_0) \ell(Q)) \). Hence, note that
card(\mathcal{W}(\alpha, \beta, \gamma)[\alpha \ell(Q)]) \leq \sum_{I \in \mathcal{W}(\alpha, \beta, \gamma)} [\alpha \ell(Q)]^n \leq \sum_{I \in \mathcal{W}(\alpha, \beta, \gamma)} \ell(I)^n

= \left| \bigcup_{I \in \mathcal{W}(\alpha, \beta, \gamma)} I \right| \leq |B(x_Q, (\sqrt{n} \beta + \gamma + A_0)\ell(Q))| = [(\sqrt{n} \beta + \gamma + A_0)\ell(Q)]^n |B(0, 1)|.

The desired result follows immediately. \hfill \Box

**Corollary 4.18** (Cardinality of \mathcal{W}_Q). For each \( Q \in \mathbb{D} \), we have that

\[
\text{card}(\mathcal{W}_Q) \leq \left[ \frac{5 \sqrt{n} A_2 + A_0}{a_2} \right]^n |B(0, 1)| =: N_0.
\]

Next, we choose a small dilation parameter \( \theta \in (0, 1) \) so that for any \( I \in \mathcal{W} \), the concentric dilation \( I^* = (1 + \theta)I \) still satisfies the Whitney property

\[
diam I \approx diam I^* \approx \text{dist}(I^*, \Gamma) \approx \text{dist}(I, \Gamma),
\]

with uniform constants not depending on the choices of \( \eta, K \). More precisely, it can be easily shown that, as long as \( \theta \in (0, 8) \), we have for each \( I \in \mathcal{W} \) the estimates

\[
diam I \leq diam I^* \leq (1 + \theta) diam I,
\]

\[
(1 - \frac{\theta}{8}) \text{dist}(I, \Gamma) \leq \text{dist}(I^*, \Gamma) \leq \text{dist}(I, \Gamma),
\]

\[
\frac{1}{40} \text{dist}(I^*, \Gamma) \leq diam I^* \leq 2 \frac{1 + \theta}{8 \theta} \text{dist}(I^*, \Gamma).
\]

For later use, we record also that if \( X \in \partial I^* \) and \( \theta \in (0, 1) \), then

\[
(4.19) \quad 2 \text{diam } I \leq \delta(X) \leq 82 \text{diam } I.
\]

Moreover, by taking \( \theta \) small enough we can guarantee that \( \text{dist}(I^*, J^*) \approx \text{dist}(I, J) \) for every \( I, J \in \mathcal{W} \):

**Lemma 4.20** (Distances between dilated Whitney boxes). Suppose that \( I, J \in \mathcal{W} \). Then for each \( \theta \in (0, 1/(4 \sqrt{n})) \), we have the estimates

\[
(4.21) \quad [1 - 4 \sqrt{n} \theta] \text{dist}(I, J) \leq \text{dist}(I^*, J^*) \leq \text{dist}(I, J).
\]

Furthermore, if \( \theta \) is as above and \( I, J \in \mathcal{W} \) are distinct, then \( I^* \cap J^* = \emptyset \).

**Proof.** Without loss of generality, suppose that \( \ell(I) \geq \ell(J) \). If \( I \) and \( J \) are adjacent, so that \( \partial I \cap \partial J \neq \emptyset \), then \( \text{dist}(I, J) = 0 \) and \( \text{dist}(I^*, J^*) = 0 \), so that (4.21) holds trivially. Now suppose that \( I \) and \( J \) are not adjacent. The upper bound in (4.21) holds trivially. By the Pidgeonholing Principle, we must have that \( \text{dist}(I, J) \geq \frac{1}{4} \ell(I) \), for otherwise a point of \( J \) lies in a Whitney box adjacent to \( I \), which implies that \( J \) is adjacent to \( I \) and we have a contradiction. Next, let \( X^* \in I^* \) and \( Y^* \in J^* \) be the points such that \( \text{dist}(I^*, J^*) = |X^* - Y^*| \). For each \( X \in I \) and \( Y \in J \), observe the basic estimate

\[
|X^* - Y^*| \geq |X - Y| - |Y - Y^*| - |X^* - X| \geq \text{dist}(I, J) - |Y - Y^*| - |X^* - X|.
\]

Choose \( X \) so that \( |X - X^*| = \text{dist}(X^*, I) \) and \( Y \) so that \( |Y - Y^*| = \text{dist}(Y^*, J) \). Note that \( \text{dist}(X^*, I) \leq \frac{\theta}{4} \sqrt{n} \ell(I) \) and \( \text{dist}(Y^*, J) \leq \frac{\theta}{2} \sqrt{n} \ell(J) \leq \frac{\theta}{2} \sqrt{n} \ell(I) \). It follows that

\[
\text{dist}(I^*, J^*) \geq [1 - 4 \sqrt{n} \theta] \text{dist}(I, J),
\]
which ends the proof of (4.21). Now suppose that \( I, J \in \mathcal{W} \) are distinct and without loss of generality say that \( \ell(I) \geq \ell(J) \). If they are not adjacent, then \( I' \cap \frac{1}{2} J = \emptyset \) follows immediately from (4.21). Hence we need only consider the case that \( I \) and \( J \) are adjacent, and in this case we have that \( \ell(J) \geq \frac{1}{4} \ell(I) \). Let \( X^* \in I' \) and \( Y \in \frac{1}{2} J \) be points such that dist\((I', \frac{1}{2} J) = |X^* - Y|\), and choose \( X \in I \) so that \( |X^* - X| = \text{dist}(X^*, I) \leq \frac{6}{2} \sqrt{n} \ell(I) \). Reckon the elementary estimate
\[
|X^* - Y| \geq |Y - X| - |X - X^*| \geq \frac{1}{2} \ell(J) - \frac{6}{2} \sqrt{n} \ell(I) \geq \left[ \frac{1}{8} - \frac{6}{2} \sqrt{n} \right] \ell(I) > 0,
\]
which yields the desired result. \( \square \)

**Corollary 4.22.** Suppose that \( I, J \in \mathcal{W} \) and \( \theta \in (0, 1/(4 \sqrt{n})) \). Then \( I' \cap J' \neq \emptyset \) if and only if \( \partial I \cap \partial J \neq \emptyset \).

Given \( Q \in \mathbb{D} \), we define an associated Whitney region \( U_Q \) as
\[
U_Q := \bigcup_{I \in \mathcal{W}_Q} I^*.
\]

For any disjoint family \( \mathcal{F} = \{ Q_j \}_j \), we define the discretized sawtooth relative to \( \mathcal{F} \) by
\[
\mathbb{D}_\mathcal{F} := \mathbb{D} \setminus \bigcup_{Q \in \mathcal{F}} \mathbb{D}_Q,
\]
so that \( \mathbb{D}_\mathcal{F} \) is the collection of all \( Q \in \mathbb{D} \) which are not contained in any \( Q_j \in \mathcal{F} \). We may also need to consider a local version of the sawtooth. If \( \mathcal{F} \subset \mathbb{D}_{Q_0} \setminus \{ Q_0 \} \) is as above, then we define the (local) discretized sawtooth relative to \( \mathcal{F} \) by
\[
\mathbb{D}_{\mathcal{F}, Q_0} := \mathbb{D}_{Q_0} \setminus \bigcup_{Q \in \mathcal{F}} \mathbb{D}_Q.
\]
Finally, we define the global and local sawtooth domains relative to \( \mathcal{F} \) via
\[
\Omega_\mathcal{F} := \text{int} \left( \bigcup_{Q \in \mathbb{D}_\mathcal{F}} U_Q \right), \quad \Omega_{\mathcal{F}, Q_0} := \text{int} \left( \bigcup_{Q \in \mathbb{D}_{\mathcal{F}, Q_0}} U_Q \right).\]

For convenience, we set
\[
\mathcal{W}_\mathcal{F} := \bigcup_{Q \in \mathbb{D}_\mathcal{F}} \mathcal{W}_Q, \quad \mathcal{W}_{\mathcal{F}, Q_0} := \bigcup_{Q \in \mathbb{D}_{\mathcal{F}, Q_0}} \mathcal{W}_Q.
\]
so that in particular, we may write
\[
(4.23) \quad \Omega_\mathcal{F} = \text{int} \left( \bigcup_{I \in \mathcal{W}_\mathcal{F}} I^* \right), \quad \Omega_{\mathcal{F}, Q_0} = \text{int} \left( \bigcup_{I \in \mathcal{W}_{\mathcal{F}, Q_0}} I^* \right).
\]

We remark that
\[
(4.24) \quad \Omega_{\mathcal{F}, Q_0} \subset B(x_{Q_0}, 7 \sqrt{n} A_2 \ell(Q_0)) \cap \Omega
\]
for any \( Q_0 \in \mathbb{D} \) and any family \( \mathcal{F} \) as above. Indeed, let \( X \in \Omega_{\mathcal{F}, Q_0} \), so that there exists \( Q \in \mathbb{D}_{\mathcal{F}, Q_0} \) and \( I \in \mathcal{W}_Q \) with \( X \in I' \). By (4.15) and the triangle inequality, we see that
\[
|X - x_{Q_0}| \leq \text{diam } I' + \text{dist}(I', Q) + \text{diam } Q_0 \leq 2 \sqrt{n} \ell(I) + 4 \sqrt{n} A_2 \ell(Q) + A_0 \ell(Q) \leq 7 \sqrt{n} A_2 \ell(Q_0),
\]
as desired.
4.2. Some further notation and auxiliary results. Let $\mathcal{F} = \{Q_j\}_j$ be a disjoint family. The definitions below will be stated for the global discretized sawtooth relative to $\mathcal{F}$, but it is clear that we have direct analogues for the local discrete sawtooth.

- We denote by $\Delta_\star$ a surface ball on $\partial \Omega_\mathcal{F}$. More precisely, suppose that $x_\star \in \partial \Omega_\mathcal{F}$ and $r > 0$. Then
  \[ \Delta_\star(x_\star, r) := B(x_\star, r) \cap \partial \Omega_\mathcal{F}. \]

- Let $\delta_\star : \Omega_\mathcal{F} \to [0, \infty)$ be the distance to $\partial \Omega_\mathcal{F}$; that is,
  \[ \delta_\star(X) := \text{dist}(X, \partial \Omega_\mathcal{F}). \]

- We denote $\Sigma := \partial \Omega_\mathcal{F} \setminus \Gamma$, and observe that
  \[ \Sigma = \partial \Omega_\mathcal{F} \setminus \Gamma = \partial \left( \bigcup_{I \in \mathcal{W}_\mathcal{F}} I^* \right) \cap \bigcup_{I \in \mathcal{W}_\mathcal{F}, I \cap \partial \Omega_\mathcal{F} \neq \emptyset} \partial I^*, \]
  so that $\Sigma$ consists of subsets of $(n - 1)$-dimensional faces of Whitney boxes $I \in \mathcal{W}_\mathcal{F}$.

- For each $Q_0 \in \mathcal{D}$, we let the Carleson collection associated to $Q_0$ be
  \[ R_{Q_0} := \bigcup_{Q \in \mathcal{D}_{Q_0}} \mathcal{W}_Q. \]

We define the Carleson region $R_{Q_0}$ as
\[ R_{Q_0} := \text{int} \left( \bigcup_{Q \in \mathcal{D}_{Q_0}} U_Q \right) = \text{int} \left( \bigcup_{I \in \mathcal{R}_{Q_0}} I^* \right). \]

- We consider a discrete dyadic version of the approach region rather than the standard non-tangential cone described in Definition 2.15. For every $x \in \Gamma$, we define the (global and local) dyadic non-tangential cones as
  \[ \gamma_d(x) = \bigcup_{Q \in \mathcal{D} : Q \ni x} U_Q, \quad \gamma_{Q_0}^d(x) = \bigcup_{Q \in \mathcal{D}_{Q_0} : Q \ni x} U_Q. \]

Given an aperture $\alpha > 0$, there exists $K$ (in the definition (4.7)) sufficiently large such that the standard non-tangential cone $\gamma'_{\alpha}(x) \subset \gamma_d(x)$ for all $x \in \Gamma$; and vice versa, for fixed values of $\eta$, $K$ and the dilation constant $\theta$, there exists $\alpha > 0$ such that the dyadic cone $\gamma_{\alpha}'(x) \subset \gamma_{Q_0}^d(x)$ for all $x \in \Gamma$.

4.3. Properties of the dyadically-generated sawtooth domains. In this subsection, we collect a number of technical results, many of which are direct analogues of results shown in [HM14]. There, the authors work with chord-arc domains with boundaries of co-dimension 1. We are interested in borrowing their setup; the proofs of many results here are very similar to theirs, with some small modifications.

The first lemma we wish to present says that the boundary of a union of Whitney boxes consists of hyper-rectangles that do not degenerate.
Lemma 4.27 (Non-degeneracy of the faces of $\Sigma$). For all $\theta \in (0, 1/(16 \sqrt{n}))$ and for each $I \in W_F$ intersecting $\partial \Omega_F$, the set

$$\partial \Sigma I^* := \partial I^* \setminus \bigcup_{J \in W_F, J \neq I} \text{int } J^* = (\partial I^* \cap \partial \Omega_F) \setminus \bigcup_{J \in W_F, J \neq I} \text{int } J^*$$

is a non-empty union of $(n-1)$-dimensional rectangles $R$ embedded in the $(n-1)$-dimensional faces of $\partial I'$, such that no sidelength of any $R$ is smaller than $\theta \ell(I)/4$, thus verifying

$$\mathcal{H}^{n-1}(R) \geq c_n \theta^{n-1} \ell(I)^{n-1},$$

where $c_n \in (0, 1)$ is a uniform constant depending only on $n$.

Proof. Suppose that $I \in W_F$ intersects $\partial \Omega_F$, whence it follows that some face of $I^*$ intersects $\partial \Omega_F$. In the union defining $\partial \Sigma I^*$, we need only consider those $J \in W_F$ which are adjacent to $I$, by Corollary 4.22. That $\partial \Sigma I^*$ is a union of $(n-1)$-dimensional rectangles is clear by the construction of the sawtooth domain, as the boundary can be written as a union of faces of cubes intersecting the complements of cubes.

Now let $F^*$ be any face of $I^*$ so that $F^* \cap \partial \Omega_F \neq \emptyset$, and let $F$ be the face of $I$ corresponding to $F^*$, defined as the unique face of $I$ such that $\text{dist}(\text{int } F, F^*) = 1/2 \theta \ell(I)$. Fix a maximal rectangle $R \subset F^* \cap \partial \Omega_F$ (maximal in the sense that increasing any of its side-lengths makes it stop being a subset of $\partial \Omega_F$) and consider two cases.

**Case a)** There exists $x \in R$ and $x' \in F$ such that $\text{dist}(x, x') = 1/2 \theta \ell(I)$. In this case, for each $\theta$ small enough, we must have that $x' \in F'$, where $F' \notin W_F$ is a Whitney box adjacent to $I$. Since $F'$ is adjacent to $I$, we have that $\ell(J) \geq \ell(I)/4$, and recall that the Whitney boxes are dyadically aligned. It follows that $F \setminus \bigcup_{J \in W_F, J \neq \emptyset} J$ contains an $(n-1)$-dimensional cube $F' \subset F'$ of length $\ell(F') \geq \ell(I)/4$. For each $y' \in F'$, there exists a unique $y \in F^*$ such that $\text{dist}(y, y') = 1/2 \theta \ell(I)$; accordingly we set $F''$ to be the collection of $y \in F^*$ constructed in this way, and observe that $x \in F''$. Then we must have that $R \ni F'' \setminus \bigcup_{J \in W_F, J \neq \emptyset} J$ contains an $(n-1)$-dimensional cube of side-length $(1/4 - 4 \theta \ell(I)/4)$, because for any straight line segment $L$ in $F'$ parallel to a coordinate axis and passing through the center of $F''$, $L$ intersects at most two Whitney boxes $J_1, J_2 \in W_F$ different from $I$ and such that $J_1^* \cap J_2^* \neq \emptyset$; both of which have $4 \ell(I) \geq \ell(J_1) \geq \ell(I)/4$. Hence, in case a) we have established the desired result.

**Case b)** There is no such $x' \in F'$ as in Case a). It follows that $R \subset F^* \setminus \frac{1}{16 \sqrt{n}} F^*$, and therefore $R \cap J' \neq \emptyset$ for some Whitney box $J' \notin W_F$ touching $I$. If $J \in W_F$ is any Whitney box adjacent to $I$ with $\ell(J) = 2^k \ell(I)$ and such that $J' \cap J \neq \emptyset$, then $k \in (-2, -1)$. Indeed, if $k \in \mathbb{Z}$ is larger then $J$ protrudes a distance (perpendicular to the face $F$ whose boundary is intersected by $J$) greater than or equal to $1/4 \theta \ell(I)$, so that $R \subset F'$. If $R \subset \text{int } J^*$ we have a contradiction to the fact that $R \subset \partial \Omega_F$; whereas if $R \subset \partial J^*$, then there is a face $F_{J'}$ which is adjacent to $F^*$ and such that $\text{int}(F_{J'} \cup F^*)$ is a connected set; we may then reduce to Case a) by considering that $R \subset F_{J'}$. Finally, since $k \leq -1$, then $J'$ protrudes a distance at most $1/4 \theta \ell(I)$. It follows that all the sides of $R$ have length larger than or equal to $1/2 \theta \ell(I) - 1/4 \theta \ell(I) = 1/2 \theta \ell(I)$, giving the result. □
Proposition 4.28 (Characterization of non-hidden regions, Proposition 6.1 in [HM14]).

Let $\mathcal{F}$ be a disjoint family. Then

\begin{equation}
\Gamma(\bigcup F Q_j) \subseteq \Gamma \cap \partial \Omega F \subseteq \Gamma \setminus (\bigcup \text{int} Q_j).
\end{equation}

Proof. Let us show by contradiction the second containment first, thus assume that there exists $x \in \Gamma \cap \partial \Omega F \cap \text{int} Q_j$ for some $Q_j \in \mathcal{F}$. Hence, there exists $\varepsilon > 0$ for which $B(x, \varepsilon) \cap \Gamma \subset Q_j$. In particular, $B(x, \varepsilon) \cap Q = \emptyset$ for any $Q \in \mathcal{D}_F$ that does not contain $Q_j$. Since $x \in \partial \Omega F$, there exist $X_k \in \Omega F$ such that $|X_k - x| \to 0$ as $k \to \infty$. Accordingly, for each $k \in \mathbb{N}$ there exists $I_k$ and a dyadic cube $Q_k \in \mathcal{D}_F$ such that $I_k \in W_{Q_k}$ and $X_k \in I_k$. Since $x \in \Gamma$ and $X_k \to x$, then $\delta(x) \to 0$ and therefore $\ell(I_k) \to 0$, which further implies that $\ell(Q_k) \to 0$ by (4.15). It follows that for all $k$ large enough, $\ell(Q_k) \ll \ell(I_k) \leq \ell(Q_k) + \ell(I_k) + |X_k - x| \to 0$,

which implies that there exists $k_0 \in \mathbb{N}$ large enough and a point $q \in Q_{k_0}$ so that $|q - x| < \varepsilon$. Hence $q \in B(x, \varepsilon) \cap Q_{k_0}$, but this is a contradiction. The second containment is thus established.

We now prove the first containment. Suppose that $x \in \Gamma \setminus (\bigcup \text{int} Q_j)$, and note that obviously $x \notin \Omega F$. Hence, for any generation $k \in \mathbb{Z}$, $x \in Q_k$ for some $Q_k \in \mathcal{D}_F \cap \mathcal{D}^k$. According to each $Q_k \in \mathcal{D}_F$, there exists $I_k \in W_{Q_k}$ and $I_k \in \Omega F$. Then the centers $X_k \in I_k$ satisfy

\[ |X_k - x| \leq \text{diam} Q_k + \text{dist}(Q_k, I_k) + \text{diam} I_k \leq \ell(Q_k). \]

Taking $k \to \infty$ gives that $\ell(Q_k) \approx 2^{-k} \to 0$, and hence that $|X_k - x| \to 0$. It follows that $x \in \partial \Omega F$. □

Although we may not quite say that $\Gamma \cap \partial \Omega F \subseteq \Gamma \setminus \text{int}(\bigcup \mathcal{F} Q)$, we do have a technical improvement to the upper containment in (4.29).

Lemma 4.30 (A refinement to the characterization of Proposition 4.28). Suppose that $\mathcal{F}$ is a disjoint family and let $x \in \Gamma \cap \partial \Omega F$. Then for each $k \in \mathbb{Z}$, there exists $Q^k \in \mathcal{D}_F \cap \mathcal{D}^k$ verifying that $x \in Q^k$.

Proof. Fix $k \in \mathbb{Z}$ and recall that $\{Q^k_m\}_{m \in \mathcal{F}}$ is a disjoint covering of $\Gamma$. We first show that $x \in \bigcup \mathcal{D}_F \cup \mathcal{D}^k Q^k_m$. Indeed, suppose otherwise, so that $x \in \text{int}(\bigcup \mathcal{D}_F \cup \mathcal{D}^k Q^k_m)$. Then there exists $\varepsilon > 0$ so that $B(x, \varepsilon) \cap \Gamma \subset \bigcup \mathcal{D}_F \cup \mathcal{D}^k Q^k_m$. Since $x \in \Gamma \cap \partial \Omega F$, as in the proof of Proposition 4.28 we can procure dyadic cubes $Q'_i \in \mathcal{D}_F$ such that $\text{dist}(Q'_i, x) \to 0$ and $\ell(Q'_i) \to 0$ as $i \to \infty$. Accordingly, for all $i$ large enough, we have that $Q'_i \subset B(x, \varepsilon) \cap \Gamma$ and $\ell(Q'_i) \ll \ell(Q_i) \to 0$ for any $Q'_i \in \mathcal{D}^k \setminus \mathcal{D}_F$, which prohibits $Q'_i$ from being an ancestor of any $Q^k_m \in \mathcal{D}^k \cap \mathcal{D}_F$, and this implies that for all $i$ large enough, $Q'_i \subseteq Q_j$ for some $Q_j \in \mathcal{F}$, yielding a contradiction to $Q'_i \in \mathcal{D}_F$.

To finish the proof, we observe that for any $y \in \Gamma$, the cardinality of the set

\[ S(y) := \{ Q^k_m \in \mathcal{D}_F \cap \mathcal{D}^k : \text{dist}(Q^k_m, y) < 2^{-k} \} \]
is uniformly finite, implying in particular that $\bigcup_{s \in S} Q^k_m = \bigcup_{s \in S} \overline{Q^k_m}$ and thus yielding the desired result. To see that $\text{card}(S(y)) < +\infty$, reckon the estimate

$$C_d^{-1}(a_0 2^{-k} d)^d \text{card}(S(y)) \leq \sum_{Q^k_m \in S(y)} \sigma(\Delta(x, Q^k_m, a_0 2^{-k}) \leq \sum_{Q^k_m \in S(y)} \sigma(Q^k_m) = \sigma(\bigcup_{s \in S} Q^k_m)$$

$$\leq \sigma(B(x, 2A_0 2^{-k} \cap \Gamma)) \leq C_d(2A_0 2^{-k})^d,$$

so that

$$\text{card}(S(y)) \leq 2^d C_d^2 A_0^d a_0^{-d}.$$

The following lemma establishes that Carleson regions are quantitatively fat.

**Lemma 4.31** (Quantitative fatness of Carleson regions, Lemma 3.55 of [HM14]). The following statements are true.

(i) For each $Q \in \mathcal{D}$, there exists a ball $B_s := B(x_Q, s) \subseteq B(x_Q, a_0 \ell(Q))$ with $s \approx \ell(Q)$ (we may, in fact, take $s = a_0 \ell(Q)/4$), such that

$$B_s \cap \Omega \subseteq \Omega_Q.$$

(ii) Moreover, for a somewhat smaller choice of $s = \ell(Q)$ (in fact, we may choose $s = a_0 a_2^{-1} \ell(Q)/10$, we have for every pairwise disjoint family $\mathcal{F} \subseteq \mathcal{D}$, and for each $Q_0 \in \mathcal{D}$ containing $Q$, that

$$\bigcup_{Q \in \mathcal{F}} B_s \cap \Omega_{Q_0} = B_s \cap \Omega_{Q_0}.$$

**Proof:** We consider (i) first. Fix $Y \in B_s \cap \Omega$, and let $I \in \mathcal{W}$ be a Whitney box that contains $Y$. Choose $y \in \Gamma$ such that $|Y - y| = \text{dist}(Y, \Gamma) = \delta(Y) \approx \ell(I)$, and observe that

$$|y - x_Q| \leq |Y - y| + |Y - x_Q| \leq \delta(Y) + s \leq 2s < a_0 \ell(Q),$$

provided that $s < a_0 \ell(Q)/2$. Hence $y \in \Delta(x_Q, a_0 \ell(Q)) \subseteq Q$. Now let $Q^d \in \mathcal{D}$ be a descendant of $Q$ (which is unique as a set) that contains $y$ and that verifies the inequalities

$$\frac{a_0 a_2^{-1} \ell(Q^d)}{82 \sqrt{m}} \leq \ell(I) \leq \frac{a_0 a_2^{-1} \ell(Q^d)}{8 \sqrt{m}}.$$

Since we must have that

$$\text{dist}(I, Q^d) \leq |Y - y| = \delta(Y) \leq 41 \text{diam } I \leq \frac{41}{2} a_0 \ell(Q^d) \leq a_0 K \ell(Q^d),$$

we conclude that $I \in \mathcal{W}_{Q^d}$, and therefore $Y \in U_{Q^d} \subseteq R_{Q^d}$, as desired.

Now we consider (ii). Since $Q \subseteq Q_0$, the containment $B_s \cap \Omega_{Q_0} \supseteq B_s \cap \Omega_{Q}$ is trivial, and thus we need only verify the opposite containment. Fix $Y \in B_s \cap \Omega_{Q_0}$, and as such there exist $Q' \in \mathcal{D}_{Q_0}$ and $I \in \mathcal{W}_{Q'}$ verifying $Y \in I^*$. Note that

$$|Y - x_Q| \geq \text{dist}(I^*, \Gamma) \geq \frac{1}{2} \text{dist}(I, \Gamma) \geq 2 \text{diam } I = 2 \sqrt{n} \ell(I),$$

so that $\ell(I) < s/(2 \sqrt{n})$. We claim that $Q' \subseteq Q$. To see this, let $z \in Q'$ and reckon the estimate

$$|z - x_Q| \leq \text{diam } Q' + \text{dist}(I^*, Q') + \text{diam } I^* + |Y - x_Q|$$

$$< A_0 a_2^{-1} \ell(I) + 4 \sqrt{n} A_2 a_2^{-1} \ell(I) + 2 \sqrt{n} \ell(I) + s < 5 A_2 a_2^{-1} s < a_0 \ell(Q),$$
provided that \( s < \frac{1}{2} a_0 a_2 A_2^{-1} \ell(Q) \). Hence \( Q' \subseteq \Delta_Q \subseteq Q \), as claimed. But then, \( Q' \in D_{F,Q} \), so that \( I \in W_{F,Q} \) and therefore \( I^* \subseteq \Omega_{F,Q} \), which implies that \( Y \in \Omega_{F,Q} \), as desired. \( \square \)

The next proposition gives us that the sets in (4.29) are the same from the perspective of a doubling measure. Its proof is essentially the same as in [HM14], thus we omit the details (see Remark 2.8).

**Proposition 4.33** (Negligibility of pathologies in (4.29) for doubling measures, Proposition 6.3 in [HM14]). Suppose that \( \mu \) is a doubling measure on \( \Gamma \). Then \( \partial Q := \overline{Q \setminus \text{int} Q} \) has \( \mu \)-measure 0, for every \( Q \in D \). In particular, the sets in (4.29) have the same \( \mu \)-measure.

We will now elicit the existence of a point that acts as a Corkscrew point simultaneously in \( \Omega \) and in the sawtooth domain \( \Omega_{F,Q_0} \).

**Proposition 4.34** (Existence of simultaneous Corkscrews, Proposition 6.4 of [HM14]). Fix \( Q_0 \in D \), and let \( F \subset D_{Q_0} \) be a disjoint family. Then for each \( Q \in D_{F,Q_0} \), there is a radius \( r_Q \approx \ell(Q) \) (in fact, we may take \( r_Q = 6 \sqrt{n} A_2 \ell(Q) \)), and a point \( X_Q \in \Omega_{F,Q_0} \) which serves as a Corkscrew point (with Corkscrew constant \( \tilde{c} := \frac{1}{12 \sqrt{n} a_2 A_2^{-1}} \)) simultaneously for \( \Omega_{F,Q_0} \), with respect to the surface ball \( \Delta_\ast (y_Q, r_Q) \), for some \( y_Q \in \partial \Omega_{F,Q_0} \), and for \( \Omega \), with respect to each surface ball \( \Delta(x, r_Q) \), for every \( x \in Q \).

**Proof.** Fix \( Q \in D_{F,Q_0} \), and so note that there exists \( I \in W_{Q} \) with \( \text{int} I \subseteq \Omega_{F,Q_0} \). We fix this Whitney cube \( I \). Observe that

\[
\text{dist}(X_I, \partial \Omega_{F,Q_0}) \geq \text{dist}(X_I, \partial I^*) = \frac{1}{2} (1 + \theta) \ell(I) \geq \frac{1}{2} a_2 \ell(Q),
\]

while on the other hand, since \( X_I \in \text{int} \Omega_{F,Q_0} \) and \( \Gamma \subset \mathbb{R}^n \setminus \Omega_{F,Q_0} \), we have that

\[
\text{dist}(X_I, \partial \Omega_{F,Q_0}) = \text{dist}(X_I, \mathbb{R}^n \setminus \Omega_{F,Q_0}) \leq \text{dist}(X_I, \Gamma) \leq \text{dist}(X_I, Q) \leq 5 \sqrt{n} A_2 \ell(Q).
\]

It follows that, if we let \( y \in \partial \Omega_{F,Q_0} \) be a point that satisfies \( \text{dist}(X_I, \partial \Omega_{F,Q_0}) = |X_I - y| \), then \( B(y, r_Q) \supseteq I \supseteq B(X_I, \tilde{c} r_Q) \), where \( \tilde{c} \) and \( r_Q \) are as in the statement of the proposition. Moreover, for any \( x \in Q \), note that

\[
|x - X_I| \leq \text{diam} Q + \text{dist}(I, Q) + \text{diam} I \leq A_0 \ell(Q) + 4 \sqrt{n} A_2 \ell(Q) + \sqrt{n} A_2 \ell(Q)
\]

\[
\leq 6 \sqrt{n} A_2 \ell(Q),
\]

whence it is easy to see that \( B(x, r_Q) \supseteq B(X_I, \tilde{c} r_Q) \). Letting \( X_Q = X_I \) and \( y_Q = y \) finishes the proof. \( \square \)

Owing to (4.24), when \( Q = Q_0 \) in the above proposition, we have

**Corollary 4.35** (A uniform Corkscrew point). The point \( X_{Q_0} \), given by Proposition 4.34 is a Corkscrew point (with Corkscrew constant \( \tilde{c} = \frac{1}{12 \sqrt{n} a_2 A_2^{-1}} \)) with respect to \( \Delta_\ast (y, r_{Q_0}) \) for all \( y \in \partial \Omega_{F,Q_0} \), and for \( \Delta(x, r_{Q_0}) \), for all \( x \in Q_0 \), with \( r_{Q_0} = 7 \sqrt{n} A_2 \ell(Q_0) \).

The next lemma establishes a fatness of the region “hidden” by the sawtooth boundary; hence the next result has a similar spirit to (i) of Lemma 4.31.

**Lemma 4.36** (Quantitative fatness of hidden regions, Lemma 5.9 in [HM14]). Let \( F \subset \mathbb{D} \) be a disjoint family. Then for every \( Q \subseteq Q_j \in F \), there is a ball \( B' \subset \mathbb{R}^n \setminus \Omega_F \), centered at
Γ, with radius \( r' \approx \ell(Q) \), and \( \Delta' := B' \cap \Gamma \subset Q \). In fact, we may take \( B' = B(x_Q, r') \) and \( r' = a_0 \ell(Q)/(5A_2a_2^{-1}) \).

**Proof.** Recall that \( \Delta_Q = B(x_Q, a_0 \ell(Q)) \cap \Gamma \subset Q \). Let \( B_M := B(x_Q, a_0 \ell(Q)/M) \), where \( M = 5A_2a_2^{-1} \). We claim that \( B_M \) is the ball \( B' \) with the desired properties. We need only check that \( B_M \subset \mathbb{R}^n \setminus \Omega_{\mathcal{F}} \), and we proceed via proof by contradiction. Thus suppose that there exists \( I \in \mathcal{W}_{\mathcal{F}} \) with \( I' \cap B_M \neq \emptyset \), so that we may find \( Y \in I' \cap B_M \) and \( Q_I \in \mathcal{D}_{\mathcal{F}} \) with \( I \in \mathcal{W}_{Q_I} \). Then \( \delta(y) < a_0 \ell(Q)/M \), and therefore

\[
\text{diam} \ I' \leq 2 \text{diam} \ I \leq \text{dist}(I, \Gamma)/2 \leq \text{dist}(I', \Gamma) \leq \delta(y) < a_0 \ell(Q)/M,
\]

\[
\text{dist}(I', Q_I) \leq \text{dist}(I, Q_I) \leq 4 \sqrt{n}A_2 \ell(Q_I) \leq 4 \sqrt{n}A_2a_2^{-1} \ell(I) \leq 2A_2a_2^{-1} a_0 \ell(Q)/M.
\]

It follows that

\[
\text{dist}(Q_I, x_Q) \leq \text{dist}(I', Q_I) + \text{diam} \ I' + |y - x_Q| \leq \frac{4A_2a_2^{-1}}{M} a_0 \ell(Q),
\]

and so for any \( q_I \in Q_I \), we have that

\[
|q_I - x_Q| \leq \text{diam} \ Q_I + \text{dist}(Q_I, x_Q) \leq \frac{A_0 a_2^{-1}}{\sqrt{n}} \text{diam} \ I + \frac{4A_2a_2^{-1}}{M} a_0 \ell(Q) \leq \frac{4A_2a_2^{-1}}{M} a_0 \ell(Q) < a_0 \ell(Q),
\]

which implies that \( Q_I \subset \Delta_Q \subset Q \subset Q_I \in \mathcal{F} \), but this is a contradiction to the assumption that \( Q_I \in \mathcal{D}_{\mathcal{F}} \). The desired result ensues. \( \square \)

We would now like to fix an \((n - 1)\)-dimensional rectangle of the boundary of the Carleson region \( R_Q \), which is morally a “lift” of \( \Delta_{Q_I} \). The precise statement is as follows.

**Proposition 4.37** (Lift of \( \Delta_{Q_I} \), Proposition 6.7 in [HM14]). Let \( \mathcal{F} \) be a disjoint family. Then for each \( Q_j \in \mathcal{F} \), there is an \((n - 1)\)-dimensional cube \( P_j \subset \partial \Omega_{\mathcal{F}} \), which is contained in a face of \( I' \) for some \( I \in \mathcal{W} \), and that satisfies

\[
(4.38) \quad \ell(P_j) \approx \text{dist}(P_j, Q_j) \approx \text{dist}(P_j, \Gamma) \approx \ell(I) \approx \ell(Q_j),
\]

with uniform constants.

**Proof.** Fix \( Q_j \in \mathcal{F} \) and let \( \hat{Q} \) be its proper parent, so that \( \ell(Q_j) < \ell(\hat{Q}) \leq c_{\mathcal{F}}^{-1} \ell(Q_j) \) and \( \hat{Q} \in \mathcal{D}_{\mathcal{F}} \). Let \( I \in \mathcal{W}_{\mathcal{Q}_j} \), and in particular \( I' \subset \Omega_{\mathcal{F}} \). On the other hand, by Lemma 4.36, the ball \( B = B(x_Q, a_0a_2 \ell(Q_j)/(5A_2)) \) lies in \( \mathbb{R}^n \setminus \Omega_{\mathcal{F}} \), so that if \( X \) is a Corkscrew point (with Corkscrew constant \( c \)) for the surface ball \( B \cap \Gamma \), then there exists \( J \in \mathcal{W}_{Q_j} \) such that \( X \in J \) and \( J \setminus \Omega_{\mathcal{F}} \neq \emptyset \), whence by the construction of the sawtooth domain we have that \( \Omega_{\mathcal{F}} \cap \frac{1}{4} J = \emptyset \).

Let \( X_I \) and \( X_J \) be the centers of \( I \) and \( J \), respectively. We will connect these points via a Harnack Chain. Reckon the estimates

\[
\frac{2}{5} a_0 c \ell(Q) \leq \delta(X_I) \leq \frac{4}{5} a_0 c_{\mathcal{Q}}^{-1} \ell(Q_j),
\]

\[
\frac{1}{100} a_0 a_2 c A_2^{-1} \ell(Q) \leq \delta(X_J) \leq \frac{1}{4} a_0 a_2 A_2^{-1} \ell(Q_j),
\]

\[
|X_I - X_J| \leq \text{diam} \ I + \text{dist}(I, \hat{Q}) + \text{diam} \ \hat{Q} + |x_Q| - |X| + |X - X_J|
\]

\[
\leq \frac{1}{4} a_0 \ell(\hat{Q}) + a_0 \ell(\hat{Q}) + a_0 \ell(\hat{Q}) + \frac{1}{4} a_0 a_2 A_2^{-1} \ell(Q_j) \leq 4A_0 c_{\mathcal{Q}}^{-1} \ell(Q_j).
\]
We thus apply Lemma 2.6 with 

$$
\frac{1}{200} c_{\mathcal{H}} \Lambda^{\frac{d-1}{d}} a_0 a_2 c A_2^{-1} \ell(Q_j) \leq \delta(Z) \leq 13 a_0 c_{\mathcal{K}}^{-1} \ell(Q_j).
$$

Since 

$$
Z \in \partial \Omega_F,
$$

there exists 

$$I_Z \in W_F
$$

such that 

$$Z \in \partial I_Z^2,
$$

which implies by (4.19) and (4.39) that

$$
\frac{1}{82} \sqrt{2} \frac{1}{200} c_{\mathcal{H}} \Lambda^{\frac{d-1}{d}} a_0 a_2 c A_2^{-1} \ell(Q_j) \leq \ell(I_Z) \leq \frac{13}{2} \sqrt{a_0 c_{\mathcal{K}}^{-1} \ell(Q_j)},
$$

and

$$
\frac{1}{(50)2} c_{\mathcal{H}} \Lambda^{\frac{d-1}{d}} a_0 a_2 c A_2^{-1} \ell(Q_j) \leq \text{dist}(I_Z, \Gamma) \leq 260 a_0 c_{\mathcal{K}}^{-1} \ell(Q_j).
$$

By Lemma 4.27, there exists an \((n-1)\)-dimensional cube \(P_j \subset \partial I_Z^2\) of side-length \(\theta \ell(I_Z)/4\) that contains \(Z\), and hence

$$
\frac{1}{82} \sqrt{2} \frac{1}{200} c_{\mathcal{H}} \Lambda^{\frac{d-1}{d}} a_0 a_2 c A_2^{-1} \ell(Q_j) \leq \ell(P_j) \leq \frac{13}{8} \sqrt{a_0 c_{\mathcal{K}}^{-1} \ell(Q_j)}.
$$

Since \(\text{dist}(I_Z, \Gamma) \leq \text{dist}(P_j, \Gamma) \leq \text{dist}(I_Z, \Gamma) + \text{diam } I_Z\), it follows that

$$
\frac{1}{(5000)2} c_{\mathcal{H}} \Lambda^{\frac{d-1}{d}} a_0 a_2 c A_2^{-1} \ell(Q_j) \leq \text{dist}(P_j, \Gamma) \leq 300 a_0 c_{\mathcal{K}}^{-1} \ell(Q_j).
$$

Finally, we consider \(\text{dist}(P_j, Q_j)\). The lower bound is immediate from (4.42) and the fact that \(\text{dist}(P_j, Q_j) \geq \text{dist}(P_j, \Gamma)\). As for the upper bound, we first note that \(\text{dist}(X_j, Q_j) \geq \text{dist}(X_j, Q_j)\) and \(\text{diam } I \geq \text{diam } J\), so that by the construction of the Harnack chain \(\mathcal{H}\), we have that

$$
\text{dist}(I_Z, Q_j) \leq \text{dist}(Z, Q_j) \leq \frac{1}{2} c_{\mathcal{H}} \Lambda^{\frac{d-1}{d}} s + \text{dist}(I, Q_j) + \text{diam } I
$$

$$
\leq \frac{1}{2} c_{\mathcal{H}} \Lambda^{\frac{d-1}{d}} s + \text{dist}(I, \hat{Q}) + \text{diam } \hat{Q} + \text{diam } I \leq 4 A_0 c_{\mathcal{K}}^{-1} \ell(Q_j).
$$

Therefore, we conclude that

$$
\frac{1}{(5000)2} c_{\mathcal{H}} \Lambda^{\frac{d-1}{d}} a_0 a_2 c A_2^{-1} \ell(Q_j) \leq \text{dist}(P_j, Q_j) \leq 11 A_0 c_{\mathcal{K}}^{-1} \ell(Q_j).
$$

The estimates (4.40), (4.41), (4.42), and (4.43) readily imply (4.38).

**Notation** 4.44. Let \(\mathcal{F}\) be a disjoint family and \(Q_j \in \mathcal{F}\). Let \(P_j \subset \partial \Omega_F\) be the \((n-1)\)-dimensional cube constructed in Proposition 4.37 and satisfying (4.38). We denote by \(x_j^*\) the center of \(P_j\), and we write \(r_j := 7 \sqrt{A_2} \ell(Q_j)\). With these choices, we have that \(P_j \subseteq \Delta_s(x_j^*, r_j)\) and that

\[\bar{R}_{Q_j} \subset B(x_j^*, r_j),\]

by an argument similar to the one giving (4.24). Moreover, given \(Q \in \mathbb{D}_\mathcal{F}\) and \(y_Q \in \partial \Omega_F\) as in (an analogous global version of) Proposition 4.34, then we may choose \(\hat{r}_Q \approx r_Q\) (in fact, we may take \(\hat{r}_Q = 42 \sqrt{c_1^{-1}} A_2 \ell(Q)\)) so that the containment

$$
Q \cup \left( \bigcup_{Q_j \in \mathcal{F}, Q_j \subset Q} B(x_j^*, r_j) \right) \subset B(y_Q, \hat{r}_Q)
$$


holds. Indeed, it is easy to see that $Q \subset B(y_Q, r_Q)$, while if $Q_j \in \mathcal{F}$ with $Q_j \subset Q$, then for any $z \in B(x_j^*, r_j)$ we use the bound

$$|z - y_Q| \leq \text{diam} B(x_j^*, r_j) + \text{dist}(P_j, Q_j) + \text{diam} Q + |x_Q - y_Q| \leq r_Q.$$ 

Henceforth, we fix $y_Q, r_Q$ as in this paragraph.

We conclude this section with the fact that there is a “lift” of any $\Delta_Q, Q \in \mathcal{D}_\mathcal{F}$ which does not intersect Carleson regions of $Q_j \in \mathcal{F}$, $Q_j$ not contained in $Q$.

**Proposition 4.46** (A lift of $\Delta_Q$, Proposition 6.12 of [HM14]). Let $\mathcal{F}$ be a disjoint family. For $Q_j \in \mathcal{F}$, let $B(x_j^*, r_j)$ be the ball described in Notation 4.44. Then for each $Q \in \mathcal{D}_\mathcal{F}$, there is a surface ball

$$\Delta^Q \subset \Delta(x_Q, t_Q) \subset (Q \cap \partial \Omega_\mathcal{F}) \cup \left( \bigcup_{Q_j \in \mathcal{F} : Q_j \subset Q} \left( B(x_j^*, r_j) \cap \partial \Omega_\mathcal{F} \right) \right),$$

with $t_Q \approx \ell(Q)$, $x_Q^* \in \partial \Omega_\mathcal{F}$, and $\text{dist}(Q, \Delta^Q) \leq \ell(Q)$.

**Proof.** Fix $M \geq 1$ a sufficiently large number to be chosen momentarily. We split the proof in two cases.

**Case 1.** There exists $Q_j \subset Q$, for which $\ell(Q_j) \geq \ell(Q)/M$. In this case, we set $\Delta^Q = \Delta(x_k^*, \ell(P_j)/2)$, where $P_j$ is the $(n - 1)$–dimensional cube established in Proposition 4.37.

**Case 2.** There is no $Q_j$ as in Case 1. In this case, if $Q_j \cap Q \neq \emptyset$, then $Q_j \subset Q$ and $\ell(Q_j) < \ell(Q)/M$.

**Sub-case 1.** No $Q_j \in \mathcal{F}$ meets the surface ball $\Delta(x_Q, a_0\ell(Q)/(4\sqrt{M})$. Then, we simply set $\Delta^Q := \Delta(x_Q, \ell(Q)/(4\sqrt{M}))$, and we reckon that $\Delta^Q \subset \Delta_Q \subset Q \cap \partial \Omega_\mathcal{F}$ by Proposition 4.28.

**Sub-case 2.** There exists $Q_k \in \mathcal{F}$ which meets the surface ball $\Delta(x_Q, a_0\ell(Q)/(4\sqrt{M})$. We claim that for all $M$ large enough, we have that $P_k \subset B(x_Q, a_0\ell(Q)/(2\sqrt{M})$. Indeed, suppose that $y \in P_k$. Then, using (4.38), we deduce that

$$|y - x_Q| \leq \text{diam} P_k + \text{dist}(P_k, Q_k) + \text{diam} Q_k + \text{dist}(Q_k, x_Q)$$

$$\leq \frac{13}{8} \theta a_0 c_\mathcal{E}^{-1} \ell(Q_k) + 11 A_0 c_\mathcal{E}^{-1} \ell(Q_k) + a_0 \ell(Q) + \frac{1}{4} a_0 \ell(Q)$$

$$< 13 A_0 c_\mathcal{E}^{-1} \frac{1}{M} \ell(Q) + \frac{1}{4} a_0 \ell(Q) = \frac{13 A_0 c_\mathcal{E}^{-1}}{\sqrt{M}} \frac{1}{4} a_0 \ell(Q) + \frac{1}{4} a_0 \ell(Q),$$

provided that $M > (13 A_0 a_0^{-1} c_\mathcal{E}^{-1})^2$. Thus the claim is shown, and accordingly, we have the inclusion

$$\Delta^Q := B(x_Q, \frac{a_0 \ell(Q)}{\sqrt{M}}) \cap \partial \Omega_\mathcal{F} \subset \Delta(x_Q, \frac{a_0 \ell(Q)}{\sqrt{M}}) \cap \Omega_\mathcal{F}.$$ 

In particular, note that $\Gamma \cap \Delta^Q \subset Q$. It remains only to show that $\Delta^Q$ has the desired properties. To do this, we claim that the inclusion

$$\partial \Omega_\mathcal{F} \subset (\partial \Omega_\mathcal{F} \cap \Gamma) \cup \left( \bigcup_{Q_j \in \mathcal{F}} \left( \partial \Omega_\mathcal{F} \cap \bar{R}_{Q_j} \right) \right)$$
holds. Indeed, observe the following elementary set-theoretic calculations:

\[ \mathbb{R}^n \setminus \Omega_F = \bigcup_{W} W^+ \setminus \text{int} \left( \bigcup_{W} W^+ \right) \subseteq \bigcup_{W \setminus W} W^+ \setminus \bigcup_{Q_j \in F} Q_j \subseteq \bigcup_{Q_j \in F} Q_j \subset \bigcup_{Q_j \in F} \overline{Q_j}, \]

\[ \partial \Omega_F \setminus \Gamma = \partial \left( \mathbb{R}^n \setminus \Omega_F \right) \setminus \Gamma \subset \left( \bigcup_{Q_j \in F} \overline{Q_j} \right) \setminus \Gamma = \left( \bigcup_{Q_j \in F} \overline{Q_j} \right) \setminus \Gamma, \]

where in the last equality we used that the boundary points of \( \bigcup_{Q_j \in F} \overline{Q_j} \) which are not contained in the union, necessarily lie in \( \Gamma \). From these calculations, (4.47) follows.

Since \( B(x_j, r_j) \supset \overline{Q_j} \), (4.47) holds, and \( \Gamma \cap \Delta^Q \subset Q \), we will have the desired result as soon as we show that for \( Q_j \in F \), if \( \overline{Q_j} \) meets \( B(x_Q, a_0 \ell(Q)/\sqrt{M}) \supset \Delta^Q \), then \( Q_j \subseteq Q \).

Thus we show the latter. Suppose that \( \overline{Q_j} \cap B(x_Q, a_0 \ell(Q)/\sqrt{M}) \neq \emptyset \), whence there exists \( Q' \in D_Q \), \( I \in \mathcal{W}_Q \) and \( X \in \mathcal{T} \) such that \( X \in \mathcal{T} \cap B(x_Q, a_0 \ell(Q)/\sqrt{M}) \). Thus, we note that \( \delta(X) \leq |X - x_Q| \), and

\[ \text{dist}(Q', x_Q) \leq \text{diam } Q' + \text{dist}(I, Q') + \text{diam } I^* + |X - x_Q| \]

\[ \leq A_0 \ell(Q') + 4 \sqrt{n} A_2 \ell(Q') + 2 \sqrt{\ell(I)} + \frac{a_0 \ell(Q)}{\sqrt{M}} \leq 2 A_2 a_0^{-1} \delta(X) + 2 A_2 a_0^{-1} \delta(X) + \frac{a_0 \ell(Q)}{\sqrt{M}} \]

\[ \leq 5 A_2 a_0^{-1} \delta(X) < a_0 \ell(Q), \]

provided that \( M > (5 A_2 a_0^{-1})^2 \). It follows that \( Q' \subset \Delta^Q \subset Q \), which implies that \( Q_j \cap Q \neq \emptyset \), and so \( Q_j \subset Q \) since \( Q \subset D_T \). As explained above, this calculation ends the proof. □

5. A surface measure on the boundary of a dyadically-generated sawtooth

The goal of this section is to construct a non-negative locally finite Borel measure \( \sigma_* \) on \( \partial \Omega_F \) which is doubling and well-suited to work with the elliptic theory of [DFM19b]; so that it supplants the role of a “surface measure” on the boundary of the sawtooth domain. When \( d < n - 1 \) and \( F \neq \emptyset \), \( \partial \Omega_F \) is necessarily of mixed dimension. In [DFMb], an author of this manuscript and other coauthors established an axiomatic elliptic theory for domains with boundaries of mixed dimension. Recall that \( m \) is the non-negative Borel measure on \( \Omega \) given by \( m(E) = \int_E w(X) dX \), where \( w(X) = \delta(X)^{-n + d + 1} \). We must construct \( \sigma_* \) so that the triple \( (\Omega_F, m, \sigma_*) \) satisfies the axioms (H1)-(H6) outlined in [DFMb].

Our candidate for the measure \( \sigma_* \) on \( \partial \Omega_F \) is defined as follows: for each Borel set \( E \subset \partial \Omega_F \), let

\[ \sigma_*(E) = \mathcal{H}^d |_{\Gamma} (E \cap \Gamma) + \int_{E \setminus \Gamma} \text{dist}(X, \Gamma)^{d+1-n} d\mathcal{H}^{n-1}_{|\partial \Omega_F \setminus \Gamma}(X). \]

We see that \( \sigma_* = \sigma + \sigma_* |_{\Sigma} \), where \( \sigma = \mathcal{H}^d |_{\Gamma} \) and \( \sigma_* |_{\Sigma} \) are mutually absolutely continuous, and

\[ \sigma_* |_{\Sigma}(E) := \int_{E \cap \Gamma} \text{dist}(X, \Gamma)^{d+1-n} d\mathcal{H}^{n-1}_{|\partial \Omega_F \setminus \Gamma}(X). \]
Theorem 5.2 (Dyadically-generated sawtooth domains admit an elliptic theory). The triple \((\Omega_F, m, \sigma_*)\) satisfies the following axioms.

1. **(H1)** There exists a constant \(c_1 > 0\) such that for each \(x \in \partial \Omega_F\) and each \(r > 0\), there exists a point \(X \in B(x, r)\) satisfying that \(B(X, c_1 r) \subset \Omega_F\).

2. **(H2)** There exists a positive integer \(C_2 = N + 1\) such that for each \(X_1, X_2 \in \Omega_F\) with \(\delta_*(X_i) > r\), \(i = 1, 2\), and \(|X - Y| \leq 7c_1^{-1}r\), there exist \(N + 1\) points \(Z_0 := X_1, Z_2, \ldots, Z_N := X_2\) in \(\Omega_F\) and verifying \(|Z_i - Z_{i+1}| < \delta_*(X)/2\).

3. **(H3)** The support of \(\sigma_*\) is \(\partial \Omega_F\), and \(\sigma_*\) is doubling. That is, there exists a constant \(C_3 > 1\) such that for each \(x \in \partial \Omega_F\) and each \(r > 0\),

\[
\sigma_*(\Delta_*(x, 2r)) \leq C_3 \sigma_*(\Delta_*(x, r)).
\]

4. **(H4)** The measure \(m\) is mutually absolutely continuous with respect to the Lebesgue measure; that is, there exists a weight \(\hat{w} \in L^1_{\text{loc}}(\Omega_F)\) which is positive Lebesgue-a.e. in \(\Omega_F\), and such that for each Borel set \(E \subset \Omega_F\), we may write \(m(E) = \int_E \hat{w}(x) dx\). In addition, \(m\) is doubling in \(\Omega_F\), so that there exists a constant \(C_4\) such that for each \(X \in \Omega_F\) and each \(r > 0\), we have that

\[
m(B(X, 2r) \cap \Omega_F) \leq C_4 m(B(X, r) \cap \Omega_F).
\]

5. **(H5)** For each \(x \in \partial \Omega_F\) and each \(r > 0\), the function \(\rho\) given by

\[
\rho(x, r) := \frac{m(B(x, r) \cap \Omega_F)}{r \sigma_*(\Delta_*(x, r))}
\]

verifies for some constant \(C_5\) and \(\varepsilon := 1/C_5\) that

\[
\frac{\rho(x, r)}{\rho(x, s)} \leq C_5 \left(\frac{r}{s}\right)^{1-\varepsilon}, \quad \text{for each } x \in \partial \Omega_F, \quad 0 < s < r.
\]

6. **(H6)** If \(D\) is compactly contained in \(\Omega_F\) and \(u_i \in C^\infty(\overline{D})\) is a sequence of functions such that \(\int_D |u_i| dm \to 0\) and \(\int_D |\nabla u_i - v|^2 dm \to 0\) as \(i \to \infty\), where \(v\) is a vector-valued function in \(L^2(\overline{D}, dm)\), then \(v \equiv 0\).

**Roadmap to the proof of Theorem 5.2.** The proof of the theorem is split into several parts. First, we check the quantitative properties of \(\Omega_F\), hence in Proposition 5.3 below we show that the Corkscrew property (H1) holds, and in Proposition 5.5 we see that the Harnack Chain property (H2) holds. We then explore the d-ADR “like” properties of \(\sigma_*\) in Propositions 5.8 and 5.27, on which we base our verifications of (H3) in Proposition 5.37 and of (H5) in Proposition 5.39. Finally, we justify in Remark 5.40 that (H4) and (H6) are easy consequences of the previously established results in [DFM19b] and the existence of interior Corkscrews for \(\partial \Omega_F\).

As stated, let us show that \(\Omega_F\) enjoys the properties (H1) and (H2).

**Proposition 5.3** (Existence of Corkscrew points for the sawtooth domain). The sawtooth domain \(\Omega_F\) has property (H1). More precisely, for each \(x \in \partial \Omega_F\) and each \(r > 0\), there exists a point \(X \in B(x, r)\) such that \(B(X, c_1 r) \cap \Omega_F \cap B(x, r)\), where \(c_1 > 0\) is the uniform small constant given in (5.4) below.
Proof. Fix \( x \in \partial \Omega_F \) and \( r > 0 \). Suppose first that \( x \in \Gamma \cap \partial \Omega_F \). Fix \( k \in \mathbb{Z} \) that satisfies
\[
\frac{r}{4A_0c_k^{-1}} \leq 2^{-k} < \frac{r}{2A_0c_k^{-1}},
\]
and by Lemma 4.30, there exists \( Q \in \mathbb{D}_F \) with \( 2^{-k} \leq \ell(Q) \leq c_k^{-1}2^{-k} \) and verifying \( x \in \overline{Q} \).
We observe that \( B(x_Q, a_0\ell(Q)) \subset B(x, r) \): let \( y \) be an arbitrary element of the former, and consider the estimate
\[
|Y - x| \leq |Y - x_Q| + |x_Q - x| \leq a_0\ell(Q) + \text{diam } Q \leq (a_0 + A_0)\ell(Q) \leq 2A_0c_k^{-1}2^{-k} < r,
\]
as desired. Now, according to Corollary 4.6, there exists \( I \in \mathcal{W}_Q^\ast \) such that its center \( X_I \) is a Corkscrew point for \( Q \) with Corkscrew constant \( \bar{c} = \frac{x}{1000\sqrt{n}} \). Moreover, \( B(X_I, \bar{c}a_0\ell(Q)) \subset \text{int}(\frac{1}{2}I) \) and therefore \( B(X_I, \bar{c}a_0\ell(Q)) \subset \Omega_F \). Reckon that \( \bar{c}a_0\ell(Q) \geq \sqrt[8]{\frac{c}{4\sqrt{k}}}r =: c_{11}r \), whence the ball \( B(X_I, c_{11}r) \subset \Omega_F \cap B(x, r) \) has the desired properties.

We now consider the case that \( x \in \Sigma = \partial \Omega_F \setminus \Gamma \). In this case, \( \delta(x) > 0 \) and consequently there exists a Whitney box \( I \subset \Omega_F \) such that \( x \in \partial I^* \), which we now fix. We split into two cases: either \( r \leq 10A_2a_2^{-1}\delta(x) \), or not.

We resolve the former case first. Since \( I^* \) is an \( n \)-cube, \( \text{int } I^* \subset \Omega_F \), and \( x \in \partial \Omega_F \), it follows that the ray \( R \) containing the line segment \([x, X_I]\) has a non-empty intersection with \( B(x, r) \). If \( r \leq 2 \text{diam } I \), then take the unique point \( Y \in R \) such that \( |Y - x| = r/(4\sqrt{n}) \). This point satisfies \( |Y - x| \leq \ell(I)/2 < |X_I - x| \) since \( x \in \partial I^* \), and therefore \( Y \in [x, X_I] \subset I^* \). Note also that \( \text{dist}(Y, \partial I^*) \geq r/(4n) \). Hence the ball \( B(Y, r/(8n)) = B(Y, c_{12}r) \) has the desired properties. If, instead, \( r > 2 \text{diam } I \), then \( I^* \subset B(x, r) \) and it follows that \( B(X_I, \ell(I)/4) \subset B(x, r) \). On the other hand, owing to (4.19) we have that
\[
\ell(I) \geq \frac{\delta(x)}{82\sqrt{n}} \geq \frac{a_2}{830A_2\sqrt{n}}r.
\]
Thus the ball \( B(X_I, a_2r/(4000\sqrt{n}A_2)) = B(X_I, c_{13}r) \) has the desired properties.

It remains only to consider the case that \( r > 10A_2a_2^{-1}\delta(x) \). In this case, let \( Q \in \mathbb{D}_F \) be a dyadic cube such that \( I \in \mathcal{W}_Q^\ast \), which we now fix. Observe that \( \ell(Q) \leq \frac{r}{20\sqrt{n}A_2} \), and that for any generation \( k \leq k(Q) \), there is a unique \( Q_k \in \mathbb{D}_F \cap \mathbb{D}^k \) which contains \( Q \). Let \( k \) be the unique generation such that
\[
\frac{r}{20\sqrt{n}A_2} \leq 2^{-k} < \frac{r}{10\sqrt{n}A_2},
\]
and choose \( Q_k \) as above. According to Corollary 4.6, there exists a point \( X_k \in \Omega \) which is the center of some Whitney box \( I_k \in \mathcal{W}_Q^\ast \) and is also a Corkscrew point for \( Q_k \) with Corkscrew constant \( \bar{c} \). Let us see that with our choice of constants, we have that \( B(X_k, \bar{c}a_0\ell(Q_k)) \subset B(x, r) \). Fix \( Y \in B(X_k, \bar{c}a_0\ell(Q_k)) \subset \frac{1}{2}I \), and consider the estimate
\[
|Y - x| \leq \text{diam } I_k + \text{dist}(I_k, Q_k) + \text{diam } Q_k + \text{dist}(I^*, Q) + \text{diam } I^* \leq \sqrt{n}\ell(I_k) + a_0\ell(Q_k) + A_0\ell(Q_k) + 4\sqrt{n}A_2\ell(Q) + 2 \text{diam } I \leq (5a_0/4 + A_0)\ell(Q_k) + 6\sqrt{n}A_2\ell(Q) \leq 9\sqrt{n}A_2\ell(Q_k) < 10\sqrt{n}A_2\ell(Q_k) < r,
\]
as desired. Note that \( \tilde{c}_0\ell(Q_k) \geq \tilde{c}_0 \frac{r}{20\sqrt{nA_2}} \), so that \( B(X_k, \frac{\tilde{c}_0}{20\sqrt{nA_2}} r) =: B(X_k, c_1 r) \) is a ball with the desired properties.

Finally, take

\[
(5.4) \quad c_1 = \min \left\{ c_{11}, c_{12}, c_{13}, c_{14} \right\} = \min \left\{ \frac{\tilde{c}_c a_0}{4A_0}, \frac{1}{8n}, \frac{a_2}{4000 \sqrt{nA_2}}, \frac{\tilde{c} a_0}{20 \sqrt{nA_2}} \right\}
\]

and reckon that the desired result is proved. \( \Box \)

**Proposition 5.5** (Harnack Chains in the sawtooth domain). The sawtooth domain \( \Omega_F \) has property (H2). More precisely, for any \( \Lambda \geq 1 \), there exists \( C_2 = C_2(n, d, C_\delta, \theta, \Lambda) \) such that if \( X_1, X_2 \in \Omega_F \) are two points with \( \min \delta_*(X_i) \geq r \) for \( i = 1, 2 \), and \( |X_1 − X_2| \leq \Lambda r \), then there is a chain of balls \( \{B_m\}_m \subset \Omega_F \) connecting \( X_1 \) to \( X_2 \), and verifying that \( \text{card}(\{B_m\}_m) \leq C_2 \), and \( \text{dist}(B_m, \partial \Omega_F) \approx \text{diam} B_m \), for each \( B_m \).

We call a chain of balls \( \{B_m\}_m \) as in the above proposition a **Harnack Chain** (for the sawtooth domain).

**Proof.** Fix \( X_1, X_2 \in \Omega_F \) with \( \delta_*(X_i) > r \), \( i = 1, 2 \), and \( |X_1 − X_2| \leq \Lambda r \). We seek to join \( X_1 \) and \( X_2 \) via a Harnack Chain that stays far from \( \partial \Omega_F \). First, note that for any \( Z \in \Omega_F \), \( \delta(Z) \geq \delta_*(Z) \), while in the other direction we have that if \( Z \in I \) for some \( I \in \mathcal{W}_F \), then

\[
\delta_*(Z) \geq \frac{1}{2} \theta \ell(I) \geq \frac{1}{164} \sqrt{n} \theta \delta(Z).
\]

For each \( i = 1, 2 \), fix \( Q_i \in \mathcal{D}_F \) and \( I_i \in \mathcal{W}_Q \) such that \( X_i \in \text{int} I_i^* \). If it can be arranged that \( I_1 = I_2 \), then the result follows immediately from the fact that \( \text{int} I^* \) is an \( n \)-dimensional open cube. Similarly, if \( I_1^* \cap I_2^* \neq \emptyset \), then a Harnack Chain connecting \( X_1 \) to \( X_2 \) can be obtained by noting that \( I_1^* \cap I_2^* \) is a union of rectangles with no side-length smaller than \( \theta \min \ell(I_i) \), whence we may use these intersections to “transfer” from \( X \) to \( Y \) in the manner desired. Therefore, if the estimate \( \delta_*(X_1) < \frac{\theta}{200A} \delta(X_1) =: \frac{1}{M} \delta(X_1) \), holds, then

\[
|X_1 − X_2| \leq \Lambda r \leq \frac{\theta}{200A} \delta(X_1) \leq \frac{M}{\theta} \text{diam } I_1 \ll \text{diam } I_1,
\]

so that \( I_1 \) and \( I_2 \) touch and by the above discussion, the desired result is achieved with \( C_2 = C_2(n, \Lambda) \).

Thus it remains to obtain the conclusion under the supposition that for each \( i = 1, 2 \), the estimate \( \delta_*(X_i) \geq \frac{1}{2} \delta(X_i) \) holds. In this case, we have that \( \delta_*(X_i) \approx M \delta(X_i) \), and without loss of generality suppose that \( \ell(Q_1) \leq \ell(Q_2) \). In this case, we may connect each \( X_i \) to the respective centers of \( I_i \), \( X_i \), through Harnack Chains with a uniform number of balls (depending only on \( M \)). Hence we have reduced the problem to procuring a Harnack Chain between \( X_i \) and \( X_i \). We have that \( Q_1 \) and \( Q_2 \) have comparable length, as follows: first, we have the estimate

\[
\delta(X_2) \leq |X_1 − X_2| + \delta(X_1) \leq \Lambda r + \delta(X_1) \leq 2\Lambda \delta(X_1),
\]

which gives that \( \ell(I_2) \leq \frac{41}{2} \Lambda \ell(I_1) \), and on the other hand,

\[
n^{-1/2} A_1^{-1} \delta(X_i)/41 \leq A_2^{-1} \ell(I_i) \leq \ell(Q_i) \leq a_2^{-1} \ell(I_i) \leq n^{-1/2} a_2^{-1} \delta(X_i)/4, \quad i = 1, 2,
\]
which implies that
\[ \delta(X_1) \leq 41 A_2 a_2^{-1} \delta(X_2), \quad \text{and} \quad \ell(I_1) \leq A_2 a_2^{-1} \ell(I_2). \]
Consequently,
\[ \ell(Q_1) \leq \ell(Q_2) \leq 21 A_2 a_2^{-1} \ell(Q_1), \]
and, furthermore,
\[
(5.6) \quad \text{dist}(Q_1, Q_2) \leq \text{dist}(I_1, Q_1) + \text{diam} I_1 + |X_1 - X_2| + \text{diam} I_2 + \text{dist}(I_2, Q_2) \\
\leq 5 \sqrt{n} A_2 (\ell(Q_1) + \ell(Q_2)) + \Lambda r \leq 51 \sqrt{n} A_2 \ell(Q_2).
\]
Fix \( Q_2^1 \in \mathcal{D}_\mathcal{F} \) as the unique ancestor of \( Q_2 \) that satisfies
\[ \frac{51 \sqrt{n} A_2 \Lambda}{500} \ell(Q_2) \leq \ell(Q_2^1) \leq c_{\mathcal{X}}^{-1} \frac{51 \sqrt{n} A_2 \Lambda}{500} \ell(Q_2), \]
and then choose for \( Q_1^1 \in \mathcal{D}_\mathcal{F} \) the ancestor of \( Q_1 \) that verifies \( c_{\mathcal{X}} \ell(Q_2^1) \leq \ell(Q_1^1) \leq \ell(Q_2^1) \).
By construction, we have that \( \ell(Q_1^1) \approx \ell(Q_2^1) \approx \ell(Q_2) \approx \ell(Q_1) \) with uniform constants.
By Lemma 4.8, we see that \( Q_2 \) and its proper parent \( Q_2^1 \) satisfy \( \mathcal{W}^{0}_{Q_2} \cap \mathcal{W}^{0}_{Q_2^1} \neq \emptyset \), so that by the construction of \( \mathcal{W}^{0}_{Q_2} \) in (4.14), there exists a Harnack Chain of the desired properties connecting \( X_{i_1} \) to some point \( X_{i_2}^1 \) lying in \( I_2^1 \in \mathcal{W}^{0}_{Q_2^1} \). It is easy to see that therefore we may inductively “ascend” through a uniformly finite (since \( \ell(Q_1^1) \approx \ell(Q_2^1) \)) sequence of Harnack Chains from \( X_{i_1} \) to a point \( X_{i_2}^1 \) which is the center of a Whitney cube \( I_2^1 \in \mathcal{W}^{0}_{Q_2} \). Now, from (5.6), we see that
\[ \text{dist}(Q_1^1, Q_2^1) \leq \text{dist}(Q_1, Q_2) \leq 500 \ell(Q_2^1); \]
so that by Lemma 4.9, \( \mathcal{W}^{0}_{Q_1^1} \cap \mathcal{W}^{0}_{Q_2^1} \neq \emptyset \). Hence we may pass through a Harnack Chain from \( X_{i_2}^1 \) to a point \( X_{i_2}^1 \) which is the center of some \( I_1^1 \in \mathcal{W}^{0}_{Q_1^1} \). As before but in reverse, we proceed to “descend” from \( X_{i_2}^1 \) to \( X_{i_1} \) through a uniformly finite (since \( \ell(Q_1^1) \approx \ell(Q_1) \)) sequence of Harnack Chains. Hence, in this case the desired result is achieved with a constant \( C_2 = C_2(n, d, C_d, \Lambda, \theta). \)

We turn to a study of the properties of the measure \( \sigma_\ast \).

**Lemma 5.7** (Support of \( \sigma_\ast \)). The measure \( \sigma_\ast \) is supported on \( \partial \Omega_{\mathcal{F}} \).

*Proof.* It is clear that \( \Gamma \cap \partial \Omega_{\mathcal{F}} \subset \text{supp} \sigma_\ast \), so we only need to check that \( \Sigma \) is in the support of \( \sigma_\ast \). But this is easy: for any bounded open set \( U \) intersecting \( \Sigma \) and compactly contained in \( \mathbb{R}^n \setminus \Gamma \), the set \( \Sigma \cap U \) is a finite union of non-empty \((n - 1)\)-dimensional rectangles, so that \( \mathcal{H}^{n-1}(\Sigma \cap U) \in (0, \infty) \), and \( \delta(X) \in (0, +\infty) \) for any \( X \in \Sigma \). The claim ensues. \( \square \)

**Proposition 5.8** (Upper bound for \( \sigma_\ast \)). Let \( x \in \partial \Omega_{\mathcal{F}} \) and \( r > 0 \). Then
\[
(5.9) \quad \sigma_\ast(\Delta_\ast(x, r)) \leq V_1 r^d,
\]
where \( V_1 = V_1(n, d, C_d, a_0, A_0, \zeta, c, c_H) \). Moreover, if \( \delta(x) > r/M_0 \) for \( M_0 = 125 A_0^2 c_{\mathcal{X}}^2 \), then
\[
(5.10) \quad \sigma_\ast(\Delta_\ast(x, r)) \leq V_2 \delta(x)^{d+1-n} r^{n-1}.
\]
The uniform constant \( V_2 \) in the last inequality depends only on \( n, d, \) and \( V_1 \).
Proof. Fix \( x \in \partial \Omega_{\mathcal{F}} \) and \( r > 0 \). Let \( B := B(x, r) \) and recall that \( \Sigma = \partial \Omega_{\mathcal{F}} \setminus \Gamma, \sigma = \mathcal{H}^d |_\Gamma \). We first prove (5.9) by adapting ideas of the proof for Lemma 3.61 from [HM14]. Observe that

\[
\sigma_* (\Delta_* (x, r)) = \sigma_* (B \cap \Gamma \cap \partial \Omega_{\mathcal{F}}) + \sigma_* (B \cap \Sigma) \\
\leq \sigma_* (B \cap \Gamma) + \sigma_* (B \cap \Sigma) = \sigma(\Delta (x, r)) + \sigma_* |_{\Sigma} (B \cap \Sigma) \\
\leq C_d r^d + \sigma_* |_{\Sigma} (B \cap \Sigma).
\]

Thus we need only show that

\[
\sigma_* |_{\Sigma} (B(x, r) \cap \Sigma) \leq r^d.
\]

We will do this by splitting \( B \cap \Sigma \) into two parts: one part where the (portions of) faces in \( B \cap \Sigma \) correspond to Whitney boxes having small diameter compared to \( r \), and the other part where the (portions of) faces in \( B \cap \Sigma \) correspond to Whitney boxes having large diameter compared to \( r \). More precisely, it is clear that any \( X \in \Sigma \) lies in the face of a fattened Whitney box \( J^* \), such that \( J \in \mathcal{W}, \text{ int } J^* \subset \Omega_{\mathcal{F}}, \text{ and } \partial J^* \cap \partial \Omega_{\mathcal{F}} \neq \emptyset \). Then there exists a Whitney box \( I \in \mathcal{W}, \text{ with } I \cap J^* \subset \mathcal{D}_{\mathcal{F}}, \text{ so that } J^* \cap I \neq \emptyset \) (otherwise, every Whitney box adjacent to \( J \) lies in \( \mathcal{W}_{\mathcal{F}}, \text{ contradicting that } J^* \cap \partial \Omega_{\mathcal{F}} \neq \emptyset \)). Necessarily then, there exists \( Q' \in \mathcal{D}_{Q_j}, \) with \( Q_j \in \mathcal{F} \) and verifying that \( I \in \mathcal{W}_{Q_j} \).

Denote by \( \mathcal{F}_B \) the sub-collection of those \( Q_j \in \mathcal{F} \) such that there exists \( I \in \mathcal{R}_{Q_j} \) (cf. (4.25)) intersecting \( B \cap \Sigma \). Let \( \mathcal{F}_B = \mathcal{F}_1 \cup \mathcal{F}_2 \) where \( Q_j \in \mathcal{F}_B \) belongs to \( \mathcal{F}_1 \) if \( \ell(Q_j) < r \), and \( \mathcal{F}_2 = \mathcal{F}_B \setminus \mathcal{F}_1 \). Then, we may write

\[(5.11) \quad B \cap \Sigma = B \cap \Sigma \cap \left( \bigcup_{Q_j \in \mathcal{F}_B} \bigcup_{I \in \mathcal{R}_{Q_j}} I \right) \]

\[ = \left( B \cap \Sigma \cap \left( \bigcup_{Q_j \in \mathcal{F}_1} \bigcup_{I \in \mathcal{R}_{Q_j}} I \right) \right) \bigcup \left( B \cap \Sigma \cap \left( \bigcup_{Q_j \in \mathcal{F}_2} \bigcup_{I \in \mathcal{R}_{Q_j}} I \right) \right) \]

\[ = \left( \bigcup_{Q_j \in \mathcal{F}_1} (B \cap \Sigma_j) \right) \bigcup \left( \bigcup_{Q_j \in \mathcal{F}_2} (B \cap \Sigma_j) \right), \]

where \( \Sigma_j := \Sigma \cap (\cup_{I \in \mathcal{R}_{Q_j}} I) \) for each \( Q_j \in \mathcal{F} \). Our further analysis will be based on the following estimate:

\[(5.12) \quad \sigma_* (B \cap \Sigma_j) \leq \left( \min \{ r, \ell(Q_j) \} \right)^d, \quad \text{ for each } Q_j \in \mathcal{F}. \]

Suppose momentarily that (5.12) holds, and we will use it to control \( \sigma_* (B \cap \Sigma) \). First, we consider the contribution of \( \mathcal{F}_1 \). If \( Q_j \in \mathcal{F}_1 \) so that \( \ell(Q_j) < r \), we have that \( Q_j \in B^* := B(x, (4a_0 K + 3A_0) r) \). Indeed, since \( Q_j \in \mathcal{F}_1 \subset \mathcal{F}_B \), it follows that there exists \( Q' \in \mathcal{D}_{Q_j} \) and \( I \in \mathcal{W}_{Q'} \) such that \( B \cap I \neq \emptyset \), and thus for any \( q \in Q_j \), we have that

\[
|q - x| \leq \text{diam } Q_j + \text{dist}(Q_j, x) \leq A_0 \ell(Q_j) + \text{dist}(I, Q') + \text{diam } I + \text{dist}(I, x) \\
\leq A_0 \ell(Q_j) + (2a_0 K + A_0) \ell(Q') + \frac{2a_0 K + A_0}{4 \sqrt{n}} \ell(Q') + r < (4a_0 K + 3A_0) r,
\]

where we used that \( \ell(Q') \leq \ell(Q_j) < r \). Then,
\[(5.13) \quad \sigma_*(\bigcup_{Q \in \mathcal{F}_1} (B \cap \Sigma_j)) \leq \sum_{Q \in \mathcal{F}_1} \sigma_*(B \cap \Sigma_j) \leq C \sum_{Q \in \mathcal{F}_1} \ell(Q_j)^d \leq CC_d a_0^{-d} \sum_{Q \in \mathcal{F}_1} \sigma(Q_j) \leq CC_d a_0^{-d} \sigma(B^* \cap \Gamma) \leq CC_d^2 (4K + 3 \frac{\lambda_0}{a_0})^d r^d,\]

where \(C\) is the uniform constant implicit in (5.12), and in the second inequality we used (5.14), in the third inequality we used (3.6), in the fourth inequality we used that the cubes \(Q_j \subset B^*\) are disjoint.

Next we turn to the contribution of \(\mathcal{F}_2\), still supposing that (5.12) holds. We begin by proving that the cardinality of \(\mathcal{F}_2\) is uniformly bounded. Suppose that \(Q_j\) and \(Q_k\) belong to \(\mathcal{F}_2\), so that there exist Whitney boxes \(I_j \in \mathcal{W}_j, I_k \in \mathcal{W}_k\) intersecting \(B \cap \Sigma\), and without loss of generality we may assume that \(\ell(Q_k) \leq \ell(Q_j)\). Observe that for \(i = j, k\) we have that \(\ell(I_i) \leq \frac{2a_0 K + A_0}{4 \sqrt{a}} \ell(Q_i)\) since \(I_i \in \mathcal{W}_Q\). Also note that dist\((I_j, I_k) \leq \text{diam} B = 2r \leq 2\ell(Q_k)\), and moreover

\[4 \text{diam}_I \leq \text{dist}(I_j, \Gamma) \leq \text{dist}(I_j, I_k) + \text{diam} I_k + \text{dist}(I_k, \Gamma) \leq 2\ell(Q_k) + \frac{4}{3} (2a_0 K + A_0) \ell(Q_k) \leq A(a_0 K + A_0) \ell(Q_k),\]

where \(A \geq 1\) is a large real number with no dependence on any parameter. Now, we see that

\[\text{dist}(Q_j, Q_k) \leq \text{diam} Q_k + \text{dist}(I_k, Q_k) + \text{diam} I_k + \text{dist}(I_k, I_j) + \text{diam} I_j + \text{dist}(I_j, Q_j) \leq A(a_0 K + A_0) \eta^{-\frac{1}{6}} \ell(Q_k),\]

where \(a_1 = a_1(n, d, C_d, c, c_H, K)\) is the quantity defined in (4.11). Thus, we have shown that for any \(Q_j, Q_k \in \mathcal{F}_2\), the estimate

\[\text{dist}(Q_j, Q_k) \leq A(a_0 K + A_0) a_1^{-1} \eta^{-\frac{1}{6}} \min \{\ell(Q_j), \ell(Q_k)\} =: A_1 \min \{\ell(Q_j), \ell(Q_k)\}\]

holds. Let us see that (5.14) implies the uniform boundedness of card \(\mathcal{F}_2\). Since for all \(Q_k \in \mathcal{F}_2\) we have that \(\ell(Q_k) \geq r\) by definition, then we may choose \(Q_j \in \mathcal{F}_2\) so that \(\ell(Q_j) \geq \ell(Q_k)\) for all \(Q_k \in \mathcal{F}_2\). Fix such a \(Q_j \in \mathcal{F}_2\), and reckon that by (5.14) and (3.5), for each \(Q_k \in \mathcal{F}_2\) the set \(Q_k \cap \Delta(x_{Q_j}, (A_0 + A_1) \ell(Q_j))\) is not empty. Accordingly, for each \(Q_k \in \mathcal{F}_2\), there exists a dyadic cube \(Q_k' \in \mathcal{D}_{Q_k}\) such that \(c_{\mathcal{F}_j} \ell(Q_j) \leq \ell(Q_k') \leq \ell(Q_j)\) and \(Q_k' \subset \Delta(x_{Q_j}, 3A_1 \ell(Q_j))\). We consider the estimate

\[c_{\mathcal{F}_j} C_d^{-1} a_0^{-d} \ell(Q_j)^d \text{card} \mathcal{F}_2 \leq \sum_{Q_k \in \mathcal{F}_2} \sigma_*(\Delta(x_{Q_j}, a_0 \ell(Q_k'))) \leq \sum_{Q_k \in \mathcal{F}_2} \sigma(Q_k') \leq \sigma_*(\Delta(x_{Q_j}, 3A_1 \ell(Q_j))) \leq C_d (3A_1)^d \ell(Q_j)^d,\]

and hence obtain that

\[\text{card} \mathcal{F}_2 \leq c_{\mathcal{F}_j}^{-1} C_d^2 [3a_0^{-1} A_1]^d.\]

Therefore, we may conclude, using (5.12), that

\[\sigma_*(\bigcup_{Q_j \in \mathcal{F}_2} (B \cap \Sigma_j)) \leq \sum_{Q_j \in \mathcal{F}_2} \sigma_*(B \cap \Sigma_j) \leq C_d [3a_0^{-1} A_1]^d \sup_{Q_j \in \mathcal{F}_2} \sigma_*(B \cap \Sigma_j)\]
Putting (5.11), (5.13), and (5.15) together, we obtain the desired result modulo the proof of (5.12).

We now turn to the proof of (5.12). Hence take \( Q_j \in F \) and first suppose that \( \ell(Q_j) \leq Mr \) for some \( M > 0 \) to be fixed later. In this case, any \( I \in R_{Q_j} \) satisfies \( \ell(I) \leq \ell(Q_j) \), but this estimate is too crude as there may be too many (in fact, infinitely many!) such boxes intersecting \( \Sigma_j \). Therefore the idea is to control the number of Whitney boxes \( I \) of a given generation that contribute to \( \Sigma_j \). To this end, recall \( A_2 = \frac{2a_0K + A_0}{4\sqrt{n}} \), and define

\[
\Sigma_j^k := \Sigma \cap \left( \bigcup_{|I| \in R_{Q_j}: \ell(I) = 2^{-\ell} I} \right), \quad \text{so that} \quad \Sigma_j = \bigcup_{|k|:2^{\ell} \leq A_2\ell(Q_j)} \Sigma_j^k.
\]

Hence,

\[
\sigma_*(B \cap \Sigma_j) = \sum_{k:2^{-\ell} \leq A_2\ell(Q_j)} \sigma_*(B \cap \Sigma_j^k)
\]

\[
= \sum_{k:a_3\ell(Q_j) < 2^{-\ell} \leq A_2\ell(Q_j)} \sigma_*(B \cap \Sigma_j^k) + \sum_{k:2^{-\ell} < a_3\ell(Q_j)} \sigma_*(B \cap \Sigma_j^k) =: T_1 + T_2,
\]

where \( a_3 > 0 \) is a small constant to be fixed momentarily. We bound term \( T_1 \) first. Note that if \( X \in \Sigma_j^k \), then there exists \( I \in R_{Q_j} \) with \( \ell(I) > a_3\ell(Q_j) \) and such that \( X \in I \). Hence \( \delta(X) \geq 4\sqrt{n}a_3\ell(Q_j) \). For convenience in the following calculation, set \( W_{\Sigma_j^k} := \{ I \in R_{Q_j} : a_3\ell(Q_j) \leq \ell(I) \leq A_2\ell(Q_j) \} \), and observe that

\[
\sum_{k:a_3\ell(Q_j) < 2^{-\ell} \leq A_2\ell(Q_j)} \sigma_*(B \cap \Sigma_j^k) \leq \sum_{k:a_3\ell(Q_j) < 2^{-\ell} \leq A_2\ell(Q_j)} \int_{\Sigma_j^k} \delta(X)^{d+1-n} d\mathcal{H}^{n-1}|_{\Sigma(X)}
\]

\[
\leq (4\sqrt{n}a_3)^{d+1-n}\ell(Q_j)^{d+1-n}\mathcal{H}^{n-1}(\bigcup_{I \in W_{\Sigma_j^k}} (I \cap \Sigma))
\]

\[
\leq (4\sqrt{n}a_3)^{d+1-n}\ell(Q_j)^{d+1-n}\sum_{I \in W_{\Sigma_j^k}} \mathcal{H}^{n-1}(I \cap \Sigma)
\]

\[
\leq A_n a_3^{d+1-n} \left[ \frac{a_0K + A_0}{a_3} \right]^n \ell(Q_j)^{d+1-n} \left( \sup_{I \in W_{\Sigma_j^k}} \mathcal{H}^{n-1}(I \cap \Sigma) \right),
\]

where by \( A_n \geq 1 \) we denote a universal constant depending only on \( n \), and in the last line we used the bound (4.17), since the set \( W_{\Sigma_j^k} \) can easily be seen to be a subset of a set of the form in Lemma 4.16. Next, let \( I \in W_{\Sigma_j^k} \), and we seek to bound \( \mathcal{H}^{n-1}(I \cap \Sigma) \). Observe that

\[
\mathcal{H}^{n-1}(I \cap \Sigma) \leq \mathcal{H}^{n-1}(\bigcup_{J \in W_{\Sigma_j^k}} J \cap I \cap \partial J^*) \leq A_n \left( \sup_{J \in W_{\Sigma_j^k}} (J \cap I \cap \partial J^*) \right) \leq A_n(1 + \theta)^{-1} \left( \sup_{J \in W_{\Sigma_j^k}} \ell(J)^{n-1} \right) \leq A_n \ell(I)^{n-1} \leq A_n A_2^{n-1} \ell(Q_j)^{n-1}.
\]

We may combine (5.17) with (5.18) to see that

\[
T_1 \leq A_n a_3^{d+1-2n} \left[ \frac{a_0K + A_0}{a_3} \right]^{2n-1} \ell(Q_j)^d,
\]
which is the desired bound for $T_1$. We remark that the estimates in (5.18) and (5.19) also allow us to say that for any $I \in \mathcal{W}$, it holds that
\begin{equation}
(5.20) \quad \sigma_\star(I \cap \Sigma) \leq A_n \ell(I)^d.
\end{equation}

Now we seek to bound $T_2$. Set $\mathcal{W}_{x_j} := \{ I \in \mathcal{R}_{Q_j} : \ell(I) = 2^{-k}, I \cap \Sigma^k \neq \emptyset \}$, and observe that
\begin{equation}
(5.21) \quad T_2 \leq \sum_{k : 2^{-k} < a_3 \ell(Q_j)} \sum_{I : \ell(I) = 2^{-k}} \sigma_\star(I \cap \Sigma) \leq \sum_{k : 2^{-k} < a_3 \ell(Q_j)} \text{card}(\mathcal{W}_{x_j})(\sup_{I \in \mathcal{W}_{x_j}} \sigma_\star(I \cap \Sigma)) \leq A_n \sum_{k : 2^{-k} < a_3 \ell(Q_j)} \text{card}(\mathcal{W}_{x_j}) 2^{-kd},
\end{equation}
where we used (5.20) in the last inequality. Hence, it will suffice to show that for some large uniform constant $C$ and some $\xi \in (0, 1)$, the estimate
\begin{equation}
(5.22) \quad \text{card}(\mathcal{W}_{x_j}) \leq C(2^k \ell(Q_j))^{d-\xi}
\end{equation}
holds. Let us establish (5.22) then. If $I \in \mathcal{W}_{x_j}$, then there exists $Q_I \in \mathcal{D}_{Q_j}$ such that $I \in Q_I$, and moreover there exists $J \in \mathcal{W}_\rho$ so that $I \cap J^c \neq \emptyset$. In particular, there exists $Q' \in \mathcal{D}_\rho$ such that $J \in Q'$. Observe that
\begin{equation}
\ell(Q') \leq a_0^{-a} \ell(J) \leq 4a_0^{-a} \ell(I) \leq 4a_0^{-a} \ell(Q_j),
\end{equation}
whence $\ell(Q') < \ell(Q_j)$ provided that $a_3 \leq a_2/8$, which we assume from now on. Since $Q' \in \mathcal{D}_\rho$ and $Q_j \in \mathcal{F}$, it follows that $Q'$ and $Q_j$ are disjoint. Consequently,
\begin{equation}
(5.23) \quad \text{dist}(Q_I, \Gamma \setminus Q_j) \leq \text{dist}(Q_I, Q') \leq \text{diam } Q_I + \text{dist}(I, Q_I) + \text{diam } I + \text{dist}(J, Q') \leq (A_0a_0^{-a} + 6 \sqrt{nA_2a_0^{-a}}) \ell(I).
\end{equation}
Since for any $q \in Q_I$ we have that $\text{dist}(x, \Gamma \setminus Q_j) \leq \text{diam } Q_I + \text{dist}(Q_I, \Gamma \setminus Q_j)$, then by using (5.23), it follows that
\begin{equation}
Q_I \subset \{ x \in Q_j : \text{dist}(x, \Gamma \setminus Q_j) \leq \left[ 10 \sqrt{nA_2a_0^{-a}} 2^{-d-k} \ell(Q_j)^{-1} \right] \ell(Q_j) \} := V.
\end{equation}
Observe that $V$ is the set considered in property (vi) of Lemma 3.1, with $\rho = 10 \sqrt{nA_2a_0^{-a}} 2^{-d-k} \ell(Q_j)^{-1}$. We may apply the inequality in (vi) so long as $\rho < a_0$, which in our case will be true as long as $a_3 \leq \frac{a_0}{100 \sqrt{A_2}}$. Henceforth we fix $a_3$ to be given by the right-hand side of the last inequality, and note that it also satisfies $a_3 \leq a_2/8$. Then, we have that
\begin{equation}
(5.24) \quad \sigma_\star(\bigcup_{I \in \mathcal{W}_{x_j}} Q_I) \leq \sigma(V) \leq A_0(10 \sqrt{nA_2a_0^{-a}} 2^{-d-k} \ell(Q_j)^{-1}) \sigma(Q_j).
\end{equation}
Now, we reckon the estimate
\begin{equation}
(5.25) \quad \text{card}(\mathcal{W}_{x_j}) 2^{-kd} = \sum_{I \in \mathcal{W}_{x_j}} \ell(I)^d \leq A_2^d \sum_{I \in \mathcal{W}_{x_j}} \ell(Q_I)^d \leq C_\rho(a_0^{-a} A_2)^d \sum_{I \in \mathcal{W}_{x_j}} \sigma(Q_I)
\end{equation}
where $A_3$ is a uniform constant. In the fifth inequality, we used Corollary 4.18, in the sixth inequality we used (3.7) and the fact that $\ell(Q_I)/\ell(Q_{I'}) \leq A_2/A_2$ for any $I, I' \in W_{\Sigma}$, and in the last inequality we used (5.24). It is clear that (5.25) gives (5.22). Going back to (5.21), we can now conclude that

$$T_2 \leq A_n A_3 \ell(Q_j)^{d-\zeta} \sum_{k: 2^{-k} \leq \alpha_{Q_j}} 2^{-k\zeta} \leq \frac{2^\zeta}{2^{-\zeta}} A_3^2 A_n A_3 \ell(Q_j)^d.$$  

Putting this last estimate together with (5.19) and (5.16) gives (5.12) in the case that $\ell(Q_j) \leq M_r$.

It remains only to show that (5.12) holds in the case that $\ell(Q_j) > M_r$. Observe that if $x \in \Sigma$, then the ball $B$ is centered on an $(n-1)$--dimensional face of some Whitney box $J'$, with int $J' \subset \Omega_f$. Suppose that $\ell(J) \geq A'_n r$, where $A'_n \geq 1$ is chosen so that $B \cap \Sigma$ is a subset of the boundary faces of the Whitney cubes adjacent to $J$ (including also $J$). It is clear that this is a constraint solely depending on $n$. In this case, if $X \in \partial I'$ for any $I$ touching $J$, then $\delta(X) \geq \text{dist}(I', \Gamma) \geq 2 \sqrt{n}\ell(I) \geq \sqrt{n}\ell(J)/2 \geq r/2$, and we have the following bound:

$$\sigma_*(B \cap \Sigma_j) \leq \sigma_*(B \cap \Sigma) \leq \sigma_*(\bigcup_{I \text{ touching } J} (\partial I^* \cap B)) \leq \sum_{I \text{ touching } J} \sigma_*(\partial I^* \cap B) \leq A_n \sup_{I \text{ touching } J} \sigma_*(\partial I^* \cap B) \leq A_n \sup_{I \text{ touching } J} \int_{\partial I^* \cap B} \delta(X)^{d+1-n} \text{dH}^{n-1}(X)$$

$$\leq A_n 2^{n-1-d} r^{d+1-n} \sup_{I \text{ touching } J} \text{dH}^{n-1}(B \cap \partial I^*) \leq A_n 2^{n-1-d} r^d,$$

where $A_n$ is a universal constant depending only on $n$, in the fourth inequality we used that the number of Whitney boxes adjacent to $J$ is uniformly bounded (depending only on $n$), and in the last line we used the facts that at least one of $\text{dH}^{n-1}(B \cap \partial I^*) > 0$, that for any such $I$ there exists $x' \in \partial I^*$ satisfying $B \cap \partial I^* \subset B(x', 2r) \cap \partial I^*$, and that each $\partial I^*$ is an $(n-1)$--Ahlffors-David regular set.

Now suppose that either $x \in \Gamma$, or $x \in \Sigma$ with $\ell(J) \leq A'_n r$. The bound $\delta(x) \leq 42 \sqrt{n} A'_n r$ holds trivially in the former case, and in the latter it holds because of the estimate

$$\delta(x) \leq \text{dist}(J^*, \Gamma) + \text{diam} J^* \leq 42 \sqrt{n} \ell(J).$$

For each $I \in \mathcal{R}_Q$, intersecting $B$, there exists $Q_I \in \mathcal{D}_Q$ such that $I \in \mathcal{W}_{Q_I}$, and we have that

$$4 \sqrt{n}\ell(I) \leq \text{dist}(I, \Gamma) \leq \text{dist}(I, x) + \delta(x) \leq 43 \sqrt{n} A'_n r.$$

Hence $\ell(I) \leq 11 \sqrt{n} A'_n r$, and for any $q_I \in Q_I$, we reckon that

$$\leq C(d(a_0^{-1} A_2)^d \sum_{\tilde{Q} \in \mathcal{D}_{Q_I}} \sum_{J \in \mathcal{W}_{Q_I}} \sigma(\tilde{Q}) \leq C(d(a_0^{-1} A_2)^d N_0 \sum_{\tilde{Q} \in \mathcal{D}_{Q_I}} \sum_{J \in \mathcal{W}_{Q_I}} \sigma(\tilde{Q})$$

$$\leq C(d(a_0^{-1} A_2)^d N_0 \left[ C(d(2a_0 a_{1/2}^{-1})^d \right. \left. \sum_{\tilde{Q} \in \mathcal{D}_{Q_I}} \sum_{J \in \mathcal{W}_{Q_I}} \sigma(\tilde{Q}) \right.$$}
\[ |q_I - x| \leq \text{diam } Q_I + \text{dist}(Q_I, I) + \text{diam } I + \text{dist}(I, x) \leq A_0 \ell(Q_I) + A_2 \ell(Q_I) + \sqrt{n} \ell(I) + r \leq (2A_2a_2^{-1} + \sqrt{n})\ell(I) + r \leq 100 \sqrt{n}A_n A_2 a_2^{-1}r =: A_4r. \]

Thus \( Q_I \subset B(x, A_4r). \) Now let \( \{ Q^i \} \subset \mathcal{D}_Q \) be a covering of \( B(x, A_4r) \cap Q_j \) such that \( Mr/2 \leq \ell(Q^i) \leq Mr \) (which is possible since \( \ell(Q_j) > Mr \) and such that the \( Q^i \) are pairwise disjoint. It is easy to see then that \( \text{dist}(Q^i, Q^j) \leq (4A_4 + A_0) \min(\ell(Q^i), \ell(Q^j)) \), whence we deduce as in the paragraph following (5.14) that \( \text{card}(Q^i) \leq N_1 \) where \( N_1 = N_1(d, C_d, a_0, A_0, A_4). \) Now take

\[ M = 1000nA_n A_2 a_2^{-1}a_0^{-1}. \]

When \( M \) is given as above, our present scenario is very similar to the one for \( T_2 \) above. More precisely, suppose that \( I \) intersects \( \Sigma_j; \) we have that \( Q_I \subset Q^i \) for some \( Q^i \) as above, and \( \ell(I) \leq r \ll \ell(Q^i) \approx Mr. \) We may find \( J \in \mathcal{W}_Q \) such that \( J^* \cap I \neq \emptyset \) and \( Q^i \in \mathcal{D}_F, \) so that \( \ell(Q^i) \approx \ell(J) \approx \ell(I) \ll Mr. \) With our choice of \( M, \) we have that \( \ell(Q^i) \ll \ell(Q^i), \) so that \( Q^i \cap Q^j = \emptyset. \) This observation gives us the estimate \( \text{dist}(Q^i, Q^j) \leq \ell(I), \) and we may once again use Lemma 3.1 (vi) (owing to our choice of \( M \)) to control the cardinality of the Whitney boxes \( I \) intersecting \( \Sigma_j \) by \( C(2^k\ell(Q^i))^{d-\zeta}. \) Thus it is easy to see that we obtain the desired result in a similar way as we did for \( T_2, \) by formally replacing \( \ell(Q_j) \) with \( \ell(Q^i) \approx Mr. \) Thus ends the proof of (5.12).

We turn to the proof of (5.10). In this case, we have that \( r < M_0 \delta(x). \) If \( r \geq \delta(x)/4, \) then the desired result follows immediately from using (5.9); more precisely, we have that

\[ \sigma_*(\Delta_*(x, r)) \leq C\delta \leq 4^{n-1-d}C\delta(x)^{d+1-n}r^{n-1}, \]

where \( C \) is the constant from (5.9). Now suppose that \( r < \delta(x)/4. \) In this case, \( B(x, r) \cap \Gamma = \emptyset, \) and for any \( X \in \Delta_*(x, r), \) we have that \( \delta(X) \geq 3\delta(x)/4, \) whence we deduce that

\[ \sigma_*(\Delta_*(x, r)) \leq \left( \frac{4}{3} \right)^{n-1-d}\delta(x)^{d+1-n}\mathcal{H}^{n-1}(\Delta_*(x, r)) \leq A_n \left( \frac{4}{3} \right)^{n-1-d}\delta(x)^{d+1-n}r^{n-1}, \]

and in the last inequality we used the \((n-1)\)-Ahlfors-David regularity of each face \( \partial J^* \) intersecting \( B, \) and that the number of fattened Whitney boxes \( J^* \) which intersect \( \Delta_*(x, r) \) is uniformly bounded (depending only on \( n). \)

\( \square \)

**Remark 5.26.** Observe that Proposition 5.8 implies in particular that \( \mathcal{H}^{n-1}(\Sigma \cap K) < \infty \) for any compact set \( K \subset \mathbb{R}^n. \) This is easily seen by fixing a compact set \( K \subset \mathbb{R}^n \) and noticing that therefore \( \delta(X) \leq M_K \) for any \( X \in \Sigma \cap K, \) which implies that

\[ \mathcal{H}^{n-1}(\Sigma \cap K) \leq M_K^{n-1} \sigma_*(\Sigma \cap K) < \infty. \]

Moreover, since \( \mathcal{H}^d(\Gamma \cap K) \in (0, +\infty) \) for any compact set intersecting \( \Gamma, \) it follows that \( \mathcal{H}^{n-1}(\Gamma) = 0, \) and therefore \( \partial \Omega_F \) satisfies \( \mathcal{H}^{n-1}(\partial \Omega_F \cap K) < +\infty \) for any compact set \( K \subset \mathbb{R}^n. \)

We now concentrate on a lower bound for \( \sigma_*. \)

**Proposition 5.27 (Lower bound for \( \sigma_*)**. Let \( x \in \partial \Omega_F \) and \( r > 0. \) Suppose that \( M_0 \) is given by (5.35) below. If \( \delta(x) \geq r/M_0, \) then

\[ (5.28) \quad \sigma_*(\Delta_*(x, r)) \geq v_1 \delta(x)^{d+1-n}r^{n-1}, \]
where \( v_1 = v_1(n, d, M_0, \theta) \). If \( \delta(x) < r/M_0 \), then

\[
\sigma_\ast(D_\ast(x, r)) \geq v_2 r^d, \tag{5.29}
\]

where \( v_2 = v_2(n, d, C_d, \theta, c_E, A_0, a_0, c, c_H, M_0) \).

**Proof.** We consider (5.28) first, so that \( \delta(x) > 0 \) which implies that \( x \in \partial J^\ast \) for some \( J \in \mathcal{W}_F \). Hence \( r/M_0 \leq \delta(x) \leq 42 \sqrt{n} \ell(J) \). Observe the estimate

\[
\sigma_\ast(D_\ast(x, r)) \geq \sigma_\ast(\partial J^\ast \cap \Sigma \cap B(x, r)) = \int_{\partial J^\ast \cap \Sigma \cap B(x, r)} \delta(X)^{d+1-n} d\mathcal{H}^{n-1}(X)
\]

\[
\geq (2M_0)^{d+1-n}\delta(x)^{d+1-n}\mathcal{H}^{n-1}(\partial J^\ast \cap \Sigma) \geq c_n(2M_0)^{d+1-n}\delta(x)^{d+1-n} \ell(J)^{n-1}
\]

\[
\geq c_n 2^d M_0^{d+2-2n} \delta(x)^{d+1-n} \ell(J)^{n-1}
\]

where in the fourth inequality we made use of Lemma 4.27.

We proceed to prove (5.29), using ideas of the proof for Lemma 3.61 in [HM14]. First, observe that by Remark 5.26 and Theorem A.4, we have that \( \Omega_F \) is a set of locally finite perimeter. Hence, by the structure theorem for sets of finite perimeter, Theorem A.6, it follows that \( \|\partial \Omega_F\| = \mathcal{H}^{n-1} \mathcal{P} \Omega_F \). We will use these facts below.

Suppose that \( \delta(x) < r/M_0 \), so that there exists \( \hat{x} \in \Gamma \) with \( |x - \hat{x}| \leq r/M_0 \). Now fix \( \hat{Q} \in D \) with \( \hat{x} \in \hat{Q} \) and such that \( c_E r/M_0 \leq \ell(\hat{Q}) \leq r/M_0 \). If \( M_0 > \max(9, A_0^2) \), then we may guarantee that \( \hat{Q} \subset B(\hat{x}, r/\sqrt{M_0}) \subset B(x, r) \). We consider two cases.

**Case 1.** The ball \( B(\hat{x}, r/\sqrt{M_0}) \) meets some \( Q_j \in F \) with \( \ell(Q_j) \geq r/M_0 \). Then we may procure a dyadic cube \( Q \in D_Q \) with \( r/2M_0 \leq \ell(Q) \leq r/M_0 \) and \( Q \subset B(\hat{x}, 2r/\sqrt{M_0}) \). By Lemma 4.36, the ball \( B(x_Q, r') = B(x_Q, a_0 \ell(Q)/(5A_2 A_2^{-1})) \) lies in \( \mathbb{R}^n \setminus \Omega_F \), while if we further assume that \( M_0 \geq 16 \), then for any \( Y \in B(x_Q, r') \) we have that

\[
|Y - x| \leq |Y - x_Q| + |x_Q - \hat{x}| + |\hat{x} - x| < \frac{a_0 A_2}{5A_2} \ell(Q) + \frac{2r}{\sqrt{M_0}} + \frac{r}{M_0} \leq 4r/\sqrt{M_0} < r,
\]

whence it is known that \( B(x_Q, r') \subset B(\hat{x}, 2r/\sqrt{M_0}) \). On the other hand, we have shown in Proposition 5.3 that \( \partial \Omega_F \) has interior Corkscrew points, so that there exists \( X \in \Omega_F \) verifying that \( B(X, c_1 r) \subset \Omega_F \cap B \), and \( c_1 \) is given in (5.4). We can now appeal to the relative isoperimetric inequality (A.8) to conclude that

\[
\|\partial \Omega_F\|(B(x, r)) \geq a_n \min \left\{ \mathcal{L}^n(B(X, c_1 r)) \cdot \mathcal{L}^n(B(x_Q, r')) \right\}^{n-1} \tag{5.30}
\]

\[
\geq a_n \min \left\{ c_1, \frac{\alpha d^{d-1}}{10A_2^2 M_0} \right\}^{n-1} r^{n-1},
\]

where \( a_n \) is a uniform constant depending only on \( n \). Consequently,

\[
\sigma_\ast(D_\ast(x, r)) \geq \sigma_\ast(\partial J^\ast \cap \Sigma \cap B(x, r)) \geq \mathcal{M}^{n-1-n} \mathcal{H}^{n-1}(\partial J^\ast \cap \Sigma)
\]

\[
= M_0^{n-1-d} M_0^{d+1-n} \mathcal{H}^{n-1}(B(x, r) \cap \partial \Omega_F) \geq M_0^{n-1-d} M_0^{d+1-n} \mathcal{H}^{n-1}(B(x, r) \cap \partial \Omega_F)
\]

\[
= M_0^{n-1-d} M_0^{d+1-n} \|\partial \Omega_F\|(B(x, r)) \geq a_n (a_0 A_2^{-1})^{n-1} M_0^d r^d,
\]

where we have used the structure theorem for sets of finite perimeter, Theorem A.6.
Case 2. There is no \( Q_j \) as in case 1. It follows that if \( Q_j \in \mathcal{F} \) meets \( B(\hat{x}, r/\sqrt{M_0}) \), then \( \ell(Q_j) \leq r/M_0 \). Let \( \hat{\mathcal{F}} \) denote the collection of those \( Q_j \in \mathcal{F} \) which intersect \( \hat{\Delta} = \Delta(\hat{x}, r/\sqrt{M_0}) \). Then we may split \( 1/2 \hat{\Delta} \) as
\[
\frac{1}{2} \hat{\Delta} = \left( \frac{1}{2} \hat{\Delta} \setminus (\bigcup_{j} Q_j) \right) \cup \left( \frac{1}{2} \hat{\Delta} \cap (\bigcup_{j} Q_j) \right).
\]
We now consider two sub-cases: either the estimate
\[
\sigma\left(\frac{1}{2} \hat{\Delta} \setminus (\bigcup_{j} Q_j)\right) \geq \frac{1}{2} \sigma\left(\frac{1}{2} \hat{\Delta}\right)
\]
holds, or it does not. If it does, then we deduce that
\[
\sigma_*(B(x, r) \cap \partial \Omega_{\mathcal{F}'}) \geq \sigma(B(x, r) \cap \Gamma \setminus \bigcup_{j} Q_j) \geq \sigma(\hat{\Delta} \setminus \bigcup_{j} Q_j) \geq \frac{1}{2} \sigma\left(\frac{1}{2} \hat{\Delta}\right)
\]
\[
\geq C_0^{-1} 2^{-d} M_0^{-d/2} r^d =: a_5 r^d,
\]
which yields the desired result. We are left to consider the case that (5.32) does not hold. Then, instead, we have that
\[
\sum_{\mathcal{F}'} \sigma(Q_j) \geq \sigma\left(\frac{1}{2} \hat{\Delta} \cap (\bigcup_{j} Q_j)\right) \geq \frac{1}{2} \sigma\left(\frac{1}{2} \hat{\Delta}\right) \geq a_5 r^d,
\]
where \( \mathcal{F}' \) consists of those \( Q_j \in \hat{\mathcal{F}} \) which intersect \( \frac{1}{2} \hat{\Delta} \). For each \( Q_j \in \mathcal{F}' \), fix any one of the \((n - 1)\)-dimensional cubes \( P_j \subset \partial \Omega_{\mathcal{F}'} \) constructed in Proposition 4.37, and denote its center by \( x_j^* \). We now claim that for each \( Q_j \in \mathcal{F}' \), the ball \( B_j^* = B(x_j^*, 16A_0 c_\xi^{-1} \ell(Q_j)) \) contains both an interior and an exterior Corkscrew ball for \( \Omega_{\mathcal{F}} \), with respect to the surface ball \( B_j^* \cap \partial \Omega_{\mathcal{F}} \) (with Corkscrew constants that could depend on \( K_0 \)).

Indeed, by virtue of Lemma 4.36, the ball \( B_j = B(x_{Q_j}, a_0 a_2 \ell(Q_j)/(5A_2)) \) is contained in \( \mathbb{R}^n \setminus \Omega_{\mathcal{F}} \), and we note that for any \( Y \in B_j \),
\[
|Y - x_j^*| < \frac{a_0 a_2}{5A_2} \ell(Q_j) + \text{diam } Q_j + \text{dist}(P_j, Q_j) + \text{diam } P_j
\]
\[
\leq 2A_0 \ell(Q_j) + 11A_0 c_\xi^{-1} \ell(Q_j) + \frac{13}{8} \theta a_0 c_\xi^{-1} \ell(Q_j) \leq 15A_0 c_\xi^{-1} \ell(Q_j),
\]
so that \( B_j \subset B_j^* \setminus \Omega_{\mathcal{F}} \). By a similar reasoning, we also have that \( Q_j \subset B_j^* \). For the interior Corkscrew ball, let \( \hat{Q} \in \mathcal{D}_{\mathcal{F}} \) be the proper parent of \( Q_j \) and fix \( I \subset \mathcal{W}_{\hat{Q}} \). Note that \( B(X_I, \ell(I)/2) \subset I \subset \text{int } I^* \subset \Omega_{\mathcal{F}} \), and by our choice of radius for \( B_j^* \), we also have that \( B(X_I, \ell(I)/2) \subset B_j^* \) similarly as in the estimate above. Then the ball \( B(X_I, a_0 \ell(Q_j)/(41 \sqrt{n})) \) is contained in \( B_j^* \setminus \Omega_{\mathcal{F}} \) by (4.4). Thus by using the relative isoperimetric inequality in a manner analogous to (5.30), we deduce that
\[
||\partial \Omega_{\mathcal{F}}||(B_j^*) \geq a_n (a_0 a_2/(5A_2))^{n-1} \ell(Q_j)^{n-1}.
\]
We also have that for any \( Y \in B_j^* \),
\[
\delta(Y) \leq 16A_0 c_\xi^{-1} \ell(Q_j) + \text{diam } P_j + \text{dist}(P_j, I) \leq 400A_0 c_\xi^{-1} \ell(Q_j),
\]
and therefore, analogous to (5.31), we obtain that
\[
\sigma_*(B_j^* \cap \partial \Omega_{\mathcal{F}}) \geq a_n (a_0 a_2 A_2^{-1})^{n-1} A_0^{d+1-n} c_\xi^{-1-d} \ell(Q_j)^d.
\]
We show that for $M_0 \geq 1250A_0^2c_\mathbb{K}^{-2}$, we have that $B_j^* \subset B$. Fix any $Y \in B_j^*$ and observe that
\[
|Y - x| \leq \text{diam}(B_j^*) + \text{diam } Q_j + \frac{1}{2} \text{diam } B(\hat{x}, r/\sqrt{M_0}) + |\hat{x} - x| \\
\leq 32A_0c_\mathbb{K}^{-1}(Q_j) + A_0\ell(Q_j) + \frac{r}{\sqrt{M_0}} + \frac{r}{M_0} \leq 35A_0c_\mathbb{K}^{-1}r < r,
\]
as claimed. Henceforth we will take
\[
M_0 := 125A_0^2c_\mathbb{K}^{-2}.
\]
Let us now show that we can muster a sub-collection $\mathcal{F}'' \subset \mathcal{F}'$ of cubes $Q_j \in \mathcal{F}'$ such that the balls in $\{B_j^*\}_{Q_j \in \mathcal{F}''}$ are pairwise disjoint and
\[
\sum_{Q_j \in \mathcal{F}''} \ell(Q_j) \geq r^d.
\]
Since for any $Q_j \in \mathcal{F}' \subset \hat{\mathcal{F}}$ we have that $\ell(Q_j) < r/M_0$, it follows that there exists $k_0 \in \mathbb{Z}$ such that $\ell(Q_j) \leq 2^{-k_0}$ for all $Q_j \in \mathcal{F}'$, and $\ell(Q) = 2^{-k_0}$ for some $Q \in \mathcal{F}'$. For any $k \geq k_0$, let $\mathcal{F}'_k = \{Q_j \in \mathcal{F}' : \ell(Q_j) = 2^k\}$. Fix a sub-collection $\mathcal{F}''_k$ of $\mathcal{F}'_k$ which is $B_j^*$-maximal in the sense that the balls $\{B_j^*\}_{Q_j \in \mathcal{F}''_k}$ are pairwise disjoint, but where adjoining any other cube in $\mathcal{F}' \setminus \mathcal{F}''_k$ makes some of these balls overlap. Next, define inductively for each $k > k_0$ the sub-collection $\mathcal{F}'_k$ which is the union of all $\mathcal{F}'_{k'}$, $k_0 \leq k' < k$, and adjoined with a sub-collection of $\mathcal{F}'_{k}$ such that $\mathcal{F}'_k$ is $B_j^*$-maximal. We then set $\mathcal{F}'' = \bigcup_{k \geq k_0} \mathcal{F}'_k$ and observe that it satisfies that the balls in $\{B_j^*\}_{Q_j \in \mathcal{F}''}$ are pairwise disjoint, and that each $Q_m \in \mathcal{F}' \setminus \mathcal{F}''$ is such that $B_m^* \cap \mathcal{F}''$ for some $Q_j \in \mathcal{F}''$ with $\ell(Q_m) \leq \ell(Q_j)$ (otherwise, $Q_m$ would have had to belong to $\mathcal{F}'_k$ for some $k$).

Recall that for any $Q_j \in \mathcal{F}'$, $Q_j \subset B_j^*$. If $Q_m \in \mathcal{F}' \setminus \mathcal{F}''$ intersects $Q_j$ with $\ell(Q_m) \leq \ell(Q_j)$, then
\[
dist(Q_m, Q_j) \leq \text{diam } B_m^* + \text{diam } B_j^* \leq 32A_0c_\mathbb{K}^{-1}\ell(Q_j),
\]
and thus
\[
Q_m \subset B(x_Q, 34A_0c_\mathbb{K}^{-1}\ell(Q_j)) \cap \Gamma,
\]
which, together with our observations in the last paragraph, implies that
\[
\bigcup_{Q_j \in \mathcal{F}''} Q_j \subset \bigcup_{Q_j \in \mathcal{F}''} B(x_Q, 34A_0c_\mathbb{K}^{-1}\ell(Q_j)) \cap \Gamma.
\]
Hence, we estimate
\[
\sum_{Q_j \in \mathcal{F}''} \sigma(Q_j) \leq \sigma\left(\bigcup_{Q_j \in \mathcal{F}''} B(x_Q, 34A_0c_\mathbb{K}^{-1}\ell(Q_j)) \cap \Gamma\right) \leq C_d(34A_0c_\mathbb{K}^{-1})^d \sum_{Q_j \in \mathcal{F}''} \ell(Q_j)^d
\]
By combining this last estimate with (5.33), we obtain (5.36) with implicit constant $a_0C_d^{-1}(34^{-1}A_0^{-1}c_\mathbb{K})^d$. Finally, we combine (5.34) and (5.36) to conclude that
\[
\sigma(B \cap \partial \Omega_F) \geq \sum_{Q_j \in \mathcal{F}''} \sigma(B_j^* \cap \partial \Omega_F) \geq a_n(a_2^2A_2^{-2})^{n-1}A_0^{(n-1)/d} \sum_{Q_j \in \mathcal{F}''} \ell(Q_j)^d
\]
\[
\geq 35^{-d}C_d^{-2}M_0^{-d/2}a_n(a_2^2c_\mathbb{K}A_2^{-2})^{n-1}r^d,
\]
which does complete our argument for (5.29). \(\square\)

We are ready to show

**Proposition 5.37** (The measure \(\sigma_*\) is doubling on the sawtooth domain). The measure \(\sigma_*\) satisfies (H3).

**Proof.** Fix \(x \in \partial \Omega_F\) and \(r > 0\). We split the proof of the proposition into three cases.

**Case 1.** \(2r < M_0 \delta(x)\). Then we also have that \(r < M_0 \delta(x)\), and therefore,

\[
\sigma_* \left( B(x, 2r) \cap \Gamma \right) \leq 2^{n-1} V_2 r^{d-n} \delta(x)^{d+1-n} \leq 2^{n-1} V_2 V_1^{-1} \sigma_* \left( B(x, r) \cap \Gamma \right).
\]

**Case 2.** \(r < M_0 \delta(x) \leq 2r\). Here, we obtain that

\[
\sigma_* \left( B(x, 2r) \cap \Gamma \right) \leq 2^d V_1 r^d = 2^d V_1 r^{d-n} \delta(x)^{d+1-n} \leq 2^{-2d+1-n} M_0^{d+1-n} V_1 \delta(x)^{d+1-n} \leq 2^{-2d+1-n} M_0^{d+1-n} V_1 V_1^{-1} \sigma_* \left( B(x, r) \cap \Gamma \right).
\]

**Case 3.** \(r \geq M_0 \delta(x)\). We easily estimate that

\[
\sigma_* \left( B(x, 2r) \cap \Gamma \right) \leq 2^d V_1 r^d \leq 2^d V_1 V_2^{-1} \sigma_* \left( B(x, r) \cap \Gamma \right),
\]
as desired. \(\square\)

Next, we turn to verifying the growth condition (H5). In preparation, we record the following useful estimate from [DFM19b].

**Lemma 5.38** (Behavior of \(m\), [DFM19b] Lemma 2.3, Remark 2.4). For any \(x \in \mathbb{R}^n\) and any \(r > 0\), there exists a constant \(M(x) > 0\), depending only on \(n\), \(d\), and \(C_d\), such that the following statements hold for any \(X \subset \mathbb{R}^n\) and any \(r > 0\).

(i) If \(\delta(X) \geq ar\), then

\[
M(x)^{-1} r^n \delta(X)^{d+1-n} \leq m(B(X, r)) \leq M(x)^{d+1} \delta(X)^{d+1-n}.
\]

(ii) If \(\delta(X) \leq ar\), then

\[
M(x)^{-1} r^d \leq m(B(X, r)) \leq M(x)^{d+1}.
\]

**Proposition 5.39** (Growth condition). The measures \(\sigma_*\) and \(m\) satisfy (H5). More precisely, there exist constants \(V_5 \geq 1\) and \(e \in (0, 1)\) so that for each \(x \in \partial \Omega_F\) and all \(r, s\) with \(0 < s < r\), the estimate

\[
\frac{m(B(x, r) \cap \Omega_F)}{m(B(x, s) \cap \Omega_F)} \leq V_5 \left( \frac{r}{s} \right)^e \frac{\sigma_* \left( B(x, r) \cap \Gamma \right)}{\sigma_* \left( B(x, s) \cap \Gamma \right)}
\]

holds.

**Proof.** Recall that \(M_0\) is the uniform constant given in (5.35). Note that \(m(B(x, r) \cap \Omega_F) \leq m(B(x, r))\) for any \(x \in \partial \Omega_F\) and \(r > 0\), while in the other direction, Proposition 5.3 implies the existence of a Corkscrew point \(X = X_{s,r} \subset \Omega_F\) such that \(B(X, c_1 r) \subset \Omega_F \cap B(x, r)\). Observe that such a Corkscrew point satisfies

\[
c_1 r \leq \delta(X_{s,r}) \leq r + \delta(x).
\]

Now fix \(x \in \partial \Omega_F\) and \(r, s > 0\) with \(0 < s < r\). We consider three cases.
Finally, it is a trivial application of the fundamental results in [DFM19b] that balls; for a similar analysis see the first paragraph of the proof of Proposition 5.39). Fix axiom (H6), since

\[
m(B(x, r) \cap \Omega_F) \leq \frac{m(B(x, r))}{m(B(X_{x,s}, c_1 s))} \leq \frac{M(\frac{1}{M_0})^d \delta(x)^{d+1-n}}{M(1)^{-1}(c_1 s)^d \delta(X_{x,s})^{d+1-n}} \leq \left[2M_0\right]^{n-1-d} \frac{M(1)M(\frac{1}{M_0})V_2}{c_1^n v_1} \left(\frac{r}{s}\right) \sigma^* \left(B(x, r) \cap \Gamma\right).
\]

where we have used (5.10) and (5.28), and thus established the desired estimate in this case.

\textbf{Case 2.} \(\delta(x) \leq \frac{s}{M_0} \leq \frac{r}{M_0}\). In this case, we have that \(\delta(X_{x,s}) \leq 2s\). Reckon that

\[
m(B(x, r) \cap \Omega_F) \leq \frac{m(B(x, r))}{m(B(X_{x,s}, c_1 s))} \leq \frac{M(\frac{1}{M_0})^d \delta(x)^{d+1}}{M(\frac{2}{c_1})^{-1}(c_1 s)^{d+1}} \leq \left[\frac{M(\frac{2}{c_1})M(\frac{1}{M_0})V_1}{c_1^{d+1}v_2}\right] \left(\frac{r}{s}\right) \sigma^* \left(B(x, r) \cap \Gamma\right),
\]

where this time we made use of (5.9) and (5.29).

\textbf{Case 3.} \(\frac{s}{M_0} < \delta(x) < \frac{r}{M_0}\). Now we see that \(\delta(X_{x,s}) \leq 2M_0\delta(x)\), and estimate

\[
m(B(x, r) \cap \Omega_F) \leq \frac{m(B(x, r))}{m(B(X_{x,s}, c_1 s))} \leq \frac{M(\frac{1}{M_0})^d \delta(x)^{d+1}}{M(1)^{-1}(c_1 s)^d \delta(X_{x,s})^{d+1-n}} \leq \left[2M_0\right]^{n-1-d} \frac{M(1)M(\frac{1}{M_0})V_2}{c_1^n v_1} \left(\frac{r}{s}\right) \sigma^* \left(B(x, r) \cap \Gamma\right),
\]

using (5.29) and (5.10). The desired result is established in any case.

\(\square\)

\textbf{Remark 5.40.} Incidentally, Lemma 5.38 together with Proposition 5.3 give that (H4) holds (the doubling property on \(\partial \Omega_F\) follows from the existence of interior Corkscrew balls; for a similar analysis see the first paragraph of the proof of Proposition 5.39). Finally, it is a trivial application of the fundamental results in [DFM19b] that \(m\) satisfies the axiom (H6), since \(m_{|\Omega_F}\) is merely the restriction of the function \(m\) on \(\Omega\) which satisfies this property.
6. Carleson measures, discrete Carleson measures, and extrapolation

**Definition 6.1** (Carleson measures). We say that a non-negative Borel measure \( \lambda \) on \( \Omega \) is a Carleson measure if

\[
\| \lambda \|_C := \sup_{\Delta \subset \Gamma} \frac{1}{\sigma(\Delta)} \lambda(T_\Delta) < \infty,
\]

where, if \( \Delta = B(x,r) \cap \Gamma \), then \( T_\Delta = B(x,r) \cap \Omega \) is the tent over \( \Delta \). The supremum runs over all surface balls \( \Delta \subset \Gamma \). We call \( \| \lambda \|_C \) the Carleson norm of \( \lambda \), and we write \( C \) for the set of all Carleson measures in \( \Omega \).

A main tool in our proof is the extrapolation of Carleson measures, which we use in the dyadic setting. We borrow the definitions and results from [HM14], where this result has been considered in a co-dimension 1 setting; see also [CHM19]. In the setting of higher co-dimension, this framework has appeared in [DM].

**Definition 6.2** (Discrete Carleson measures). Let \( \{ \alpha_Q \}_{Q \in D} \) be a sequence of non-negative numbers indexed by \( Q \in D \), and for any sub-collection \( D' \subset D \), we define

\[
m(D') := \sum_{Q \in D'} \alpha_Q.
\]

We say that \( m \) is a discrete Carleson measure on \( D \) with respect to \( \sigma \) (written \( m \in C \)) if

\[
\| m \|_C := \sup_{Q \in D} \frac{m(D_Q)}{\sigma(Q)} < \infty.
\]

Similarly, we have a local version: For a fixed \( Q_0 \in D \), we say that \( m \) is a discrete Carleson measure on \( D_{Q_0} \) with respect to \( \sigma \) (written \( m \in C(Q_0) \)) if

\[
\| m \|_{C(Q_0)} := \sup_{Q \in D_{Q_0}} \frac{m(D_Q)}{\sigma(Q)} < \infty.
\]

Moreover, set \( D_{Q}^{\text{short}} := D_Q \setminus \{Q\} \), and given a disjoint family \( \mathcal{F} \subset D \), we define the restriction of \( m \) to the sawtooth \( D_{\mathcal{F}} \) by

\[
m_{\mathcal{F}}(D') := m(D' \cap D_{\mathcal{F}}) = \sum_{Q \in D' \setminus (\cup_{\mathcal{F}} D_Q)} \alpha_Q, \quad \text{for } D' \subset D_{Q_0}.
\]

The following result concerns the extrapolation of Carleson measures, and is a main tool in our proof.

**Theorem 6.3** (Extrapolation of Carleson measures; [DM] [HM14]). Let \( \Gamma \) be a closed \( d \)-ADR set, and recall that \( \sigma = \mathcal{H}^d|_{\Gamma} \). Fix \( Q_0 \in D \) and a dyadically doubling Borel measure \( \mu \) on \( Q_0 \). Assume that there is some sequence of non-negative numbers \( \{ \alpha_Q \}_{Q \in D(Q_0)} \) such that the corresponding \( m \) satisfies

\[
\| m \|_{C(Q_0)} \leq M_0.
\]
for some $M_0 < \infty$. Suppose that there exists $\xi > 0$ such that for every $Q \in D_{Q_0}$, and every disjoint family $\mathcal{F} \subset D_Q$ verifying

$$
\|m_{\mathcal{F}}\|_{C(Q)} = \sup_{Q' \in D_Q} \frac{m(\mathcal{D}_{\mathcal{F}, Q'})}{\sigma(Q')} \leq \xi,
$$

we have that $P_{\mathcal{F}} \mu$ satisfies the following property:

$$(6.4) \quad \forall \varepsilon \in (0, 1), \exists C_\varepsilon > 1 \text{ such that } \left( F \subset Q, \frac{\sigma(F)}{\sigma(Q)} \geq \varepsilon \implies P_{\mathcal{F}} \mu(F) \geq \frac{1}{C_\varepsilon} \right).$$

Then, there exist $\eta_0 \in (0, 1)$ and $C_0 < \infty$ such that, for every $Q \in D_{Q_0}$,

$$
F \subset Q, \quad \frac{\sigma(F)}{\sigma(Q)} \geq 1 - \eta_0 \implies \frac{\mu(F)}{\mu(Q)} \geq \frac{1}{C_0}.
$$

In other words, $\mu \in A_{\text{dyadic}}^{\infty}(Q_0)$.

Let us elucidate how Theorem 6.3 will be used to prove Theorem 1.2. In the hypothesis of the latter, we have that the measure $d\lambda(X) := \delta(X)^{d-n}a^2 \, dX$ is a (continuous) Carleson measure, where $a$ is defined in (1.3). In the following lemma, we define the natural discrete version of this measure, and show that it is indeed a discrete Carleson measure as one might expect.

**Lemma 6.5.** Suppose that $A_0, A$ are two uniformly elliptic matrices, such that their disagreement is defined in (1.3) satisfies that $d\lambda(X) = \delta(X)^{d-n}a^2 \, dX$ is a Carleson measure. Then, for every $Q_0 \in D$, the collection $m = \{a_Q|Q \in D_{Q_0}\}$ with

$$(6.6) \quad a_Q := \sum_{I \in W_Q} \frac{\sup_{Y \in I'} |\mathcal{E}(Y)|^2}{\ell(I)^{n-d}} |I|, \quad Q \in D,$$

is a discrete Carleson measure, and in fact,

$$
\|m\|_{C(Q_0)} \leq (41 \sqrt{n})^{n-d}(7 \sqrt{n}a_2a_0^{-1})^{d}C_d^2 \|\lambda\|_C.
$$

**Proof.** Let $Q \in D_{Q_0}$, write $t_0 = 7 \sqrt{n}a_2 \ell(Q)$, and consider the estimates

$$
\frac{m(D_Q)}{\sigma(Q)} = \frac{1}{\sigma(Q)} \sum_{Q' \in D_Q} \sum_{I \in W_{Q'}} \frac{\sup_{Y \in I'} |\mathcal{E}(Y)|^2}{\ell(I)^{n-d}} |I|
\leq (41 \sqrt{n})^{n-d} \frac{1}{\sigma(Q)} \sum_{I \in R_0} \int_{I} \frac{\sup_{Y \in I'} |\mathcal{E}(Y)|^2}{\delta(X)^{n-d}} \, dX
\leq (41 \sqrt{n})^{n-d} \frac{1}{\sigma(Q)} \sum_{I \in R_0} \int_{I} \frac{\alpha^2(X)}{\delta(X)^{n-d}} \, dX
\leq (41 \sqrt{n})^{n-d}(7 \sqrt{n}a_2a_0^{-1})^{d}C_d^2 \frac{1}{\sigma(D(x_0, t_0))} \int_{B(x_0, t_0)} \frac{\alpha^2(X)}{\delta(X)^{n-d}} \, dX
\leq (41 \sqrt{n})^{n-d}(7 \sqrt{n}a_2a_0^{-1})^{d}C_d^2 \|\lambda\|_C.
$$
where we have used in the third line that $B(X, \delta(X)/2) \supset I^*$ for any $X \in I$, and later we used that $R_{Q} \subset B(x_{Q}, 7\sqrt{n}A_{2}(Q))$ (by the same argument as (4.24)), and (2.2).

7. Review of the elliptic theory for sets with boundaries of high co-dimension

Let us review the necessary background and theory of the David-Feneuil-Mayboroda operators [DFM19b]. Before starting, we remark that many of the results in this section have direct analogues for our sawtooth domains by virtue of Theorem 5.2 and the elliptic theory for sets of mixed dimension carried out in [DFMb].

Formally, we write

$$L = -\text{div } A \nabla,$$

with $A : \Omega \rightarrow \mathbb{M}_n(\mathbb{R})$, where $\mathbb{M}_n(\mathbb{R})$ is the set of $n \times n$ real-valued matrices, and we require that $A$ satisfies the following weighted boundedness and ellipticity conditions:

$$\delta(X)^{n-d-1}A(X)\xi \cdot \zeta \leq C_{A}\|\xi\|\|\zeta\|,$$  \hspace{1cm} \text{for each } X \in \Omega \text{ and every } \xi, \zeta \in \mathbb{R}^n,

$$\delta(X)^{n-d-1}A(X)\xi \cdot \xi \geq C_{A}^{-1}\|\xi\|^2,$$  \hspace{1cm} \text{for each } X \in \Omega \text{ and every } \xi \in \mathbb{R}^n.

(7.1)

Recall that we denote $w(X) = \delta(X)^{-n+d+1}$ and $m(E) = \int_{E} w(X) dX$. By $\mathcal{A}$ we denote the matrix $w^{-1}A$, so that

$$\iint_{\Omega} A \nabla u \nabla v = \iint_{\Omega} \mathcal{A} \nabla u \nabla v \, dm.$$  \hspace{1cm} \text{The matrix } \mathcal{A} \text{ satisfies unweighted ellipticity and boundedness conditions}

$$\mathcal{A}(X)\xi \cdot \zeta \leq C\|\xi\|\|\zeta\|,$$  \hspace{1cm} \text{for each } X \in \Omega \text{ and every } \xi, \zeta \in \mathbb{R}^n,

$$\mathcal{A}(X)\xi \cdot \xi \geq C^{-1}\|\xi\|^2,$$  \hspace{1cm} \text{for each } X \in \Omega \text{ and every } \xi \in \mathbb{R}^n.

(7.2)

In order to rigorously define the operator $L$, we need a suitable domain and corresponding range. As in [DFM19b], we consider the following weighted Sobolev space,

$$W = \dot{W}^{1,2}_{w}(\Omega) := \left\{ u \in L^{1}_{\text{loc}}(\Omega) : \nabla u \in L^{2}(\Omega, dm) \right\},$$

and set

$$\|u\|_{W} = \left( \iint_{\Omega} |\nabla u|^2 \, dm \right)^{\frac{1}{2}}, \hspace{1cm} u \in W.$$  \hspace{1cm} \text{Actually, it is proven in [DFM19b] that}

$$W = \left\{ u \in L^{1}_{\text{loc}}(\mathbb{R}^n) : \nabla u \in L^{2}(\mathbb{R}^n, dm) \right\}.$$  \hspace{1cm} \text{If } E \subset \mathbb{R}^n \text{ is a Borel set, we let } C_{c}^{\infty}(E) \text{ denote the space of compactly supported, smooth functions on } E. \text{ We call } W_{0} \text{ the completion of } C_{c}^{\infty}(\Omega) \text{ in the norm } \| \cdot \|_{W}. \text{ Finally, denote by } \mathcal{M}(\Gamma) \text{ the set of } \sigma-\text{measurable functions on } \Gamma, \text{ and then set}

$$H = \dot{H}^{1/2}(\Gamma) := \left\{ g \in \mathcal{M}(\Gamma) : \int_{\Gamma} \int_{\Gamma} \frac{|g(x) - g(y)|^2}{|x-y|^{d+1}} \, d\sigma(x) \, d\sigma(y) < \infty \right\}.$$  \hspace{1cm} \text{The significance of } H \text{ is that it plays a role for } W \text{ analogous in many ways to the role that the fractional Sobolev space } H^{1} \text{ plays for the classical Sobolev space } W^{1,2}.$$
In addition to $W$ which is a space of functions defined globally, we introduce a local version. Let $E \subset \mathbb{R}^n$ be an open set. The set of functions $W_r(E)$ is defined as

$$W_r(E) = \left\{ f \in L^1_{\text{loc}}(E) : \varphi f \in W \text{ for all } \varphi \in C^\infty_c(E) \right\}$$

where $\varphi f$ is seen as a function on $\mathbb{R}^n$.

The following two results establish that we can make sense of traces on $\Gamma$ of functions in this weighted Sobolev space.

**Theorem 7.3** (Trace operator, Theorem 3.4 of [DFM19b]). There exists a bounded linear operator $T : W \rightarrow H$ (a trace operator) with the following properties. The trace of $u \in W$ is such that, for $\sigma$–almost every $x \in \Gamma$,

$$Tu(x) = \lim_{r \to 0} \iint_{B(x,r)} u(X) dX,$$

and, analogously to the Lebesgue density property,

$$\lim_{r \to 0} \iint_{B(x,r)} |u(X) - Tu(x)| dX = 0.$$

**Lemma 7.4** (Local traces, Lemma 8.1 of [DFM19b]). Let $E \subset \mathbb{R}^n$ be an open set. For every function $u \in W_r(E)$, we can define the trace of $u$ on $\Gamma \cap E$ by

$$Tu(x) = \lim_{r \to 0} \iint_{B(x,r)} u(X) dX$$

for $\sigma$–almost every $x \in \Gamma \cap E$,

and $Tu \in L^1_{\text{loc}}(\Gamma \cap E, \sigma)$. Moreover, for every choice of $f \in W_r(E)$ and $\varphi \in C^\infty_c(E)$,

$$(T(\varphi f))(x) = \varphi(x)Tu(x)$$

for $\sigma$–almost every $x \in \Gamma \cap E$.

Next, we give a meaning to a local solution of the problem $Lu = 0$.

**Definition 7.5** (Local weak solutions). Let $E \subseteq \Omega$ be an open set. We say that $u \in W_r(E)$ is a solution of $Lu = 0$ in $E$ if for any $\varphi \in C^\infty_c(E)$,

$$\iint_{\Omega} A \nabla u \nabla \varphi \, dX = \iint_{\Omega} \mathcal{A} \nabla u \nabla \varphi \, dm = 0.$$

The following lemma allows us in certain cases to extend the space of test functions we have available for (7.6).

**Lemma 7.7** (Extensions of test space, Lemma 8.3 of [DFM19b]). Let $E \subseteq \Omega$ be an open set and let $u \in W_r(E)$ be a solution of $Lu = 0$ in $E$. Also denote by $E^\Gamma$ the interior of $E \cup \Gamma$. The identity (7.6) holds:

- when $\varphi \in W_0$ is compactly supported in $E$;
- when $\varphi \in W_0$ is compactly supported in $E^\Gamma$ and $u \in W_r(E^\Gamma)$.

We now consider the mapping properties of the operator $L$. The proof of the next result is a routine application of the Lax-Milgram theorem.
Lemma 7.8 (The bilinear form and the operator \( L \)). Let \( A \) be a matrix satisfying (7.1). Then there exists a unique, linear, invertible operator \( L : W \to W^* \) such that if \( u \in W \), then the identity
\[
B[u, \phi] := \iint_{\Omega} A \nabla u \nabla \phi \, dX = \iint_{\Omega} \phi L u \, dX,
\]
holds for each \( \phi \in W \).

We have an analogous version of the Harnack inequality.

Lemma 7.9 (Harnack inequality; Lemma 8.9 of [DFM19b]). Let \( B \) be a ball such that \( 3B \subseteq \Omega \), and let \( u \in W_r(3B) \) be a non-negative solution in \( 3B \). Then
\[
\sup_B u \leq C \inf_B u,
\]
where \( C \) depends only on \( n, d, C_d \), and \( C_A \).

Now, we exhibit results concerning the Green function.

Lemma 7.10 (Green’s function, Lemma 10.1 of [DFM19b]). There exists a non-negative function \( g : \Omega \times \Omega \to \mathbb{R} \cup \{ +\infty \} \) with the following properties.

(i) For any \( Y \in \Omega \) and any \( \alpha \in C_c^\infty(\mathbb{R}^n) \) such that \( \alpha \equiv 1 \) in a neighborhood of \( y \),
\[
(1 - \alpha)g(\cdot, Y) \in W_0.
\]

In particular, \( g(\cdot, Y) \in W_0(\mathbb{R}^n \setminus \{ Y \}) \) and \( T[g(\cdot, Y)] = 0 \).

(ii) For every choice of \( Y \in \Omega \), \( R > 0 \), and \( q \in [1, \frac{n}{n-1}) \),
\[
g(\cdot, Y) \in W^{1,q}(B(Y, R)) := \{ u \in L^q(B(Y, R)), \nabla u \in L^q(B(Y, R)) \}.
\]

(iii) For \( Y \in \Omega \) and \( \varphi \in C_c^\infty(\Omega) \),
\[
\iint_{\Omega} A \nabla_X g(X, Y) \nabla \varphi(X) \, dX = \varphi(Y).
\]

In particular, \( g(\cdot, Y) \) is a solution of \( Lu = 0 \) in \( \Omega \setminus \{ Y \} \).

(iv) For \( r > 0 \), \( Y \in \Omega \), and \( \varepsilon > 0 \),
\[
\iint_{\Omega \cap B(Y, r)} |\nabla_X g(X, Y)|^2 \, dm(X) \leq \begin{cases} 
C r^{1-d}, & \text{if } 4r \geq \delta(Y), \\
\frac{C r^{2-n}}{w(Y)}, & \text{if } 2r \leq \delta(Y), \ n \geq 3, \\
\frac{C \varepsilon}{w(Y)} \left( \frac{\delta(Y)}{r} \right)^\varepsilon, & \text{if } 2r \leq \delta(Y), \ n = 2,
\end{cases}
\]
where \( C > 0 \) depends on \( d, n, C_d, C_A \), and \( C_e > 0 \) depends on \( d, C_d, C_A, \varepsilon \).

(v) For \( X, Y \in \Omega \) such that \( X \neq Y \) and \( \varepsilon > 0 \),
\[
0 \leq g(X, Y) \leq \begin{cases} 
C |X - Y|^{1-d}, & \text{if } 4|X - Y| \geq \delta(Y), \\
\frac{C |X - Y|^{2-n}}{w(Y)}, & \text{if } 2|X - Y| \leq \delta(Y), \ n \geq 3, \\
\frac{C \varepsilon}{w(Y)} \left( \frac{\delta(Y)}{|X - Y|} \right)^\varepsilon, & \text{if } 2|X - Y| \leq \delta(Y), \ n = 2,
\end{cases}
\]
where \( C > 0 \) depends on \( d, n, C_d, C_A \), and \( C_e > 0 \) depends on \( d, C_d, C_A, \varepsilon \).
(vi) For $q \in [1, \frac{n}{n-1})$ and $R \geq \delta(Y)$,
\[
\int_{B(Y,R)} |\nabla X g(X, Y)|^q \, dm(X) \leq C_q R^{d(1-q)+1},
\]
where $C_q > 0$ depends on $d, n, C_d, C_A$, and $q$.

(vii) For $Y \in \Omega$, $R \geq \delta(Y)$, $t > 0$, and $p \in [1, \frac{2n}{n-2}]$ (if $n \geq 3$) or $p \in [1, +\infty)$ (if $n = 2$),
\[
\frac{m(X \in B(Y, R), g(X, Y) > t)}{m(B(Y, R))} \leq C_p \left( \frac{R^{1-d}}{t} \right)^\frac{q}{2},
\]
where $C_p > 0$ depends on $d, n, C_d, C_A$ and $p$.

The next result is the representation formula given by the Green’s function.

**Lemma 7.11** (Green representation formula, Lemma 10.7 of [DFM19b]). Let $g : \Omega \times \Omega \to \mathbb{R} \cup \{ +\infty \}$ be the non-negative function constructed in Lemma 7.10. Then, for any $f \in C_0^\infty(\Omega)$, the function $u$ defined by
\[
u(X) = \int_\Omega g(X, Y) f(Y) \, dY
\]
belongs to $W_0$ and is a solution of $Lu = f$ in the sense that the identity
\[
\int_\Omega A \nabla u \cdot \nabla \varphi = \int_\Omega A \nabla u \cdot \nabla \varphi \, dm = \int_\Omega f \varphi
\]
holds for every $\varphi \in W_0$.

If $A$ is a matrix satisfying (7.1), then its transpose $A^T$ also satisfies (7.1). We denote $L^T = -\text{div} A^T \nabla$, and $g^T$ is the Green’s function of Lemma 7.10 for the operator $L^T$. Lemma 10.6 of [DFM19b] tells us that
\[
g(X, Y) = g^T(Y, X), \quad \text{for all } X, Y \in \Omega, X \neq Y.
\]
We now use Green’s functions for a representation formula concerning the difference of two solutions. A proof of it in the setting of co-dimension 1 chord-arc domains may be found in [CHM19] (more specifically, see their Lemma 3.12-Lemma 3.20), and its proof in our setting is essentially the same (see Remark 2.8), given that our Green’s function in Lemma 7.10 satisfies the properties analogous to those of the pioneering construction in [GW82]. Thus we omit the details of the proof, but we do provide a heuristic that formally justifies the desired identity.

**Lemma 7.13** (Difference of solutions, [CHM19] Lemma 3.18). Suppose that $A_0, A_1$ are two matrices satisfying (7.1). Let $L_0 = -\text{div} A_0 \nabla$, $L_1 = -\text{div} A_1 \nabla$, and let $E$ be a Borel set in $\Gamma$. Suppose that $u_i \in W$ solves $L_i u_i = 0$ in $\Omega$ and that $T u_0 = T u_1 = f \in H^{\frac{1}{2}}(\Gamma) \cap C_c(\Gamma)$. Then the identity
\[
u_1(X) - u_0(X) = \int_\Omega (A_0 - A_1)^T (Y) \nabla Y g^T_{L_1} (Y, X) \nabla u_0(Y) \, dY,
\]
holds for almost every $X \in \Omega$, and for all $X \in \Omega \setminus \text{supp} (A_0 - A_1)$.
Heuristic for the proof. Let \( F := u_1 - u_0 \), and observe that \( L_1 F = L_1 u_1 - L_1 u_0 = -L_1 u_0 \).

On the other hand, \( L_1 u_0 = -\text{div} A_1 \nabla u_0 = -\text{div} \left( (A_1 - A_0) \nabla u_0 \right) \). Therefore,

\[
\iint_{\Omega} A_1 \nabla F \nabla \varphi = \iint_{\Omega} (A_0 - A_1) \nabla u_0 \nabla \varphi, \quad \varphi \in C_c^\infty(\Omega).
\]

Equivalently,

\[
(7.15) \quad \iint_{\Omega} A_1^T \nabla \varphi F = \iint_{\Omega} (A_0 - A_1)^T \nabla \varphi u_0, \quad \varphi \in C_c^\infty(\Omega).
\]

Then, formally plugging in \( \varphi = g_{L_1}^T(\cdot, X) \) and using the fact that \( L_1^T g_{L_1}^T(\cdot, X) = \delta_X \), we obtain the desired result. The main issue with our logic is that in general we are not justified in plugging in \( g_{L_1}^T(\cdot, X) \) for \( \varphi \), because \( g_{L_1}^T(\cdot, X) \) may not belong to \( W_0 \).

However, we do point out that if \( X \in \Omega \setminus \text{supp} (A_0 - A_1) \) (which, incidentally, is always the situation in this paper), then we can make sense of \( \varphi = g_{L_1}^T \) in the right-hand side of (7.15), and this realization implies the claimed identity over any such \( X \).

\( \square \)

7.1. The harmonic measure in a domain with boundary of high co-dimension. In [DFM19b], the Dirichlet problem

\[
(7.16) \quad \begin{cases} \text{Lu} = 0 & \text{in } \Omega, \\ u = f & \text{on } \Gamma, \end{cases}
\]

was seen to have a suitably interpreted weak solution. Moreover, it was shown that there exists a family of positive regular Borel measures \( \omega_X \) on \( \Gamma \) indexed over \( X \in \Omega \), called the harmonic measure, such that for any boundary function \( f \in C_0^0(\Gamma) \), the solution to (7.16) can be written as

\[
(7.17) \quad u(X) := \int_{\Gamma} f \, d\omega_X.
\]

Here, \( C_c(\Gamma) \) is the space of continuous functions on \( \Gamma \) with compact support. Let us write the precise statement below. Let \( C(\mathbb{R}^n) \) be the space of continuous functions on \( \mathbb{R}^n \).

**Lemma 7.18** (Setup for harmonic measure; Lemma 9.4 of [DFM19b]). There exists a bounded linear operator \( U : C_c(\Gamma) \to C(\mathbb{R}^n) \)

such that, for every \( f \in C_c(\Gamma) \),

(i) the restriction of \( U f \) to \( \Gamma \) is \( f \);

(ii) we have that \( \sup_{\mathbb{R}^n} U f = \sup_{\Gamma} f \) and \( \inf_{\mathbb{R}^n} U f = \inf_{\Gamma} f \);

(iii) we have that \( U f \in W_r(\Omega) \) and \( U f \) solves \( L(U f) = 0 \) in \( \Omega \);

(iv) if \( B \) is a ball centered on \( \Gamma \) and \( f \equiv 0 \) in \( B \), then \( U f \) lies in \( W_r(B) \);

(v) if \( f \in C_c(\Gamma) \cap H \), then \( U f \in W_r \), and \( U f \) is the unique solution of the Dirichlet problem with data \( f \).

**Lemma 7.19** (Harmonic measure; Lemmas 9.5 and 9.6 of [DFM19b]). There exists a unique positive regular Borel measure \( \omega_X \) on \( \Gamma \) such that

\[
U f(X) = \int_{\Gamma} f(y) \, d\omega_X(y)
\]
for any \( f \in C_c(\Gamma) \). Besides, for any Borel set \( E \subset \Gamma \),
\[
\omega^X(E) = \sup\{\omega^X(K) : E \supset K, K \text{ compact}\} = \inf\{\omega^X(V) : E \subset V, V \text{ open}\}.
\]
Moreover, for each \( X \in \Omega \), \( \omega^X \) is a probability measure. That is, \( \omega^X(\Gamma) = 1 \).

We now record some results on the harmonic measure, proved mostly in [DFM19b]. The first lemma below tells us qualitatively how the family of harmonic measures behaves over \( X \in \Omega \).

**Lemma 7.20** (Lemma 9.7 of [DFM19b]). Let \( E \subset \Gamma \) be a Borel set and define the function \( u_E \) on \( \Omega \) by \( u_E(X) = \omega^X(E) \). Then

1. **(Qualitative non-degeneracy)** if there exists \( X \in \Omega \) such that \( u_E(X) = 0 \), then \( u_E \equiv 0 \);
2. **(Harmonic measure is a local weak solution)** if \( u_E \) lies in \( W_r(\Omega) \) and is a solution in \( \Omega \);
3. **(Local trace of harmonic measure)** if \( B \subset \mathbb{R}^n \) is a ball such that \( E \cap B = \emptyset \), then \( u_E \in W_r(B) \) and \( Tu_E = 0 \) on \( \Gamma \cap B \).

The next lemma allows us to control from below the harmonic measure on a surface ball by the Green function in certain settings.

**Lemma 7.21** (Green’s function and the harmonic measure, Lemma 11.9 of [DFM19b]). Let \( x_0 \in \Gamma \) and \( r > 0 \) be given, and set \( X_0 \in \Omega \) to be a Corkscrew point for \( \Delta(x_0, r) \) given by Lemma 2.5. Then for all \( X \in \Omega \setminus B(x_0, \delta(X_0)/4) \),
\[
(7.22) \quad r^{d-1} g(X, X_0) \leq C \omega^X(B(x_0, r) \cap \Gamma),
\]
and
\[
(7.23) \quad r^{d-1} g(X, X_0) \leq C \omega^X(\Gamma \setminus B(x_0, 2r)),
\]
where \( C > 0 \) depends only on \( d, n, C_d \) and \( C_A \).

The following lemma gives non-degeneracy of the harmonic measure.

**Lemma 7.23** (Quantitative non-vanishing, Lemma 11.10 of [DFM19b]). Let \( \alpha > 1 \), \( x_0 \in \Gamma \), and \( r > 0 \) be given, and let \( X_0 \in \Omega \) be a Corkscrew point for \( \Delta(x_0, r) \). Then
\[
(7.24) \quad \omega^X(B(x_0, r) \cap \Gamma) \geq C^{-1}_\alpha \quad \text{for } X \in B(x_0, r/\alpha),
\]
\[
\omega^X(\Gamma \setminus B(x_0, r)) \geq C^{-1}_\alpha \quad \text{for } X \in B(x_0, \delta(X_0)/\alpha),
\]
and
\[
\omega^X(B(x_0, r) \setminus B(x_0, \alpha r)) \geq C^{-1}_\alpha \quad \text{for } X \in \Omega \setminus B(x_0, \alpha r),
\]
where \( C_\alpha > 0 \) depends only upon \( d, n, C_d, C_A \), and \( \alpha \).

We may control the harmonic measure from above by the Green’s function in certain settings, as the next lemma tells us.
Lemma 7.25 (Lemma 11.11 of [DFM19b]). Let \( x_0 \in \Gamma \) and \( r > 0 \) be given, and set \( X_0 \in \Omega \) to be a Corkscrew point for \( \Delta(x_0, r) \). Then
\[
\omega^X(B(x_0, r) \cap \Gamma) \leq C r^{d-1} g(X, X_0) \quad \text{for} \quad X \in \Omega \setminus B(x_0, 2r),
\]
and
\[
\omega^X(\Gamma \setminus B(x_0, 2r)) \leq C r^{d-1} g(X, X_0) \quad \text{for} \quad X \in B(x_0, r) \setminus B(X_0, \delta(X_0)/4),
\]
where \( C > 0 \) depends only upon \( d, n, C_d, \) and \( C_A \).

Next, we have a doubling property of the harmonic measure on surface balls.

Lemma 7.27 (Harmonic measure is doubling, Lemma 11.12 of [DFM19b]). For \( x_0 \in \Gamma, r > 0, \) and \( \alpha > 1, \) we have that
\[
\omega^X(B(x_0, 2r) \cap \Gamma) \leq C_{\text{doubling}} \omega^X(B(x_0, r) \cap \Gamma) \quad \text{for} \quad X \in \Omega \setminus B(x_0, 2\alpha r),
\]
and that
\[
\omega^X(\Gamma \setminus B(x_0, r)) \leq C_{\text{doubling}} \omega^X(\Gamma \setminus B(x_0, 2r)) \quad \text{for} \quad X \in \Omega \cap B(x_0, r/\alpha),
\]
where \( C_{\text{doubling}} > 0 \) depends only on \( n, d, C_d, C_A, \) and \( \alpha \).

The doubling property of the harmonic measure and the elementary properties of the dyadic cubes gives us the following corollaries.

Corollary 7.28. Let \( Q \in \mathbb{D} \), and recall that \( \Delta_Q = \Delta(x_Q, a_0 \ell(Q)) \) is the surface ball which \( Q \) contains. Then,
\[
\omega^X(\Delta_Q) \leq \omega^X(Q) \leq C_{\text{doubling}}^{1+\log_2(\frac{\ell(Q)}{\ell(X_0)})} \omega^X(\Delta_Q), \quad \text{for each} \quad X \in \Omega \setminus B(x_Q, 2a_0 \ell(Q)).
\]

Corollary 7.29 (Harmonic measure is dyadically doubling). Fix \( Q_0 \in \mathbb{D} \) and \( X_0 \in \Omega \setminus B(x_Q_0, 3a_0 \ell(Q_0)). \) Then \( \omega^{X_0} \) is a dyadically doubling measure in \( Q_0 \).

Proof: This result follows easily from Lemma 3.10 and Lemma 7.27.

The following notion is fundamental in our analysis of the absolute continuity of the harmonic measure.

Definition 7.30 (Poisson kernel). Fix \( X \in \Omega \), and suppose that \( \omega^X \ll \sigma \). Then we denote by \( k^X_L = \frac{d\omega^X}{d\sigma} \) the Radon-Nikodym derivative of \( \omega^X \) with respect to \( \sigma \), and refer to it as the Poisson kernel.

We will concern ourselves with the quantitative absolute continuity of the harmonic measure, but first we have to adapt the definitions of \( A_\infty \) and \( RH \) for it to be meaningful for the harmonic measures (as families of probability measures) that we consider in this article.

Definition 7.31 (\( A_\infty \), \( RH_p \), and dyadic analogues for harmonic measure). We say that the harmonic measure \( \{\omega^X\}_{X \subset \Omega} \) is of class \( A_\infty \) with respect to the surface measure \( \sigma \), if for every \( \varepsilon > 0, \) there exists \( \xi = \xi(\varepsilon) > 0 \) such that for any surface ball \( \Delta \), every surface ball \( \Delta' \subset \Delta \), and every Borel set \( E \subset \Delta' \), we have that
\[
\frac{\sigma(E)}{\sigma(\Delta')} < \xi \implies \frac{\omega^{X_\Delta}(E)}{\omega^{X_\Delta}(\Delta')} < \varepsilon,
\]
where \( X_\Delta \) is a Corkscrew point for \( \Delta \) as in Definition 2.4. Analogously, we say that
\( \omega \in A^\text{dyadic}_\infty \) if for each \( Q_0 \in \mathbb{D} \) and \( X_{Q_0} \) a Corkscrew point for \( Q_0 \), we have that \( \omega^{X_{Q_0}} \in A^\text{dyadic}_\infty (Q_0) \) with uniform constants.

Given \( p \in (1, \infty) \), if \( \omega \ll \sigma \), then we say that \( \{ \frac{d\omega}{d\sigma} \mid \chi \in \Omega \} \) is of class \( RH_p \), or simply \( k = \frac{d\omega}{d\sigma} \in RH_p \), if there exists a constant \( C_0 \geq 1 \) such that for each surface ball \( \Delta = \Gamma \cap B(x, r) \) with a Corkscrew point \( X_\Delta \in \Omega \), we have the estimate
\[
(7.32) \quad \left( \frac{1}{\sigma(\Delta')} \int_{\Delta'} (k^{X_\Delta})^p \, d\sigma \right)^{1/p} \leq C_0 \left( \frac{1}{\sigma(\Delta')} \int_{\Delta'} k^{X_\Delta} \, d\sigma \right)
\]
for each surface ball \( \Delta' \subseteq \Delta \).

We call \( C_0 \) the \( RH_p \) characteristic of \( \frac{d\omega}{d\sigma} \). Analogously, if \( \omega \ll \sigma \), we say that \( k = \frac{d\omega}{d\sigma} \in RH_p^\text{dyadic} \) if for each \( Q_0 \in \mathbb{D} \) and \( X_{Q_0} \) a Corkscrew point for \( Q_0 \), we have that \( k^{X_{Q_0}} \in RH_p^\text{dyadic}(Q_0) \) with uniform \( RH_p \) characteristic (see Definition 2.12).

Next we state a global comparison principle for the harmonic measure.

**Lemma 7.33** (Change of poles, Lemma 11.16 of [DFM19b]). Let \( x_0 \in \Gamma \) and \( r > 0 \) be given, and let \( X_0 \in \Omega \) be a Corkscrew point for \( \Delta(x_0, r) \). Let \( E, F \subseteq \Delta_0 := B(x_0, r) \cap \Gamma \) be two Borel subsets of \( \Gamma \) such that both \( \omega^{X_0}(E) \) and \( \omega^{X_0}(F) \) are positive. Then
\[
C^{-1} \frac{\omega^{X_0}(E)}{\omega^{X_0}(F)} \leq \frac{\omega^X(E)}{\omega^X(F)} \leq C \frac{\omega^{X_0}(E)}{\omega^{X_0}(F)}, \quad \text{for } X \in \Omega \setminus B(x_0, 2r),
\]
where \( C > 0 \) depends only on \( n, d, C_d \), and \( C_A \). In particular, with the choice \( F = B(x_0, r) \cap \Gamma \),
\[
(7.34) \quad C^{-1} \omega^{X_0}(E) \leq \frac{\omega^X(E)}{\omega^X(\Delta_0)} \leq C \omega^{X_0}(E) \quad \text{for } E \in \Omega \setminus B(x_0, 2r),
\]
where again \( C > 0 \) depends only on \( n, d, C_d \), and \( C_A \).

We will also need to use a comparison principle for locally-defined solutions. The precise statement is as follows.

**Theorem 7.35** (Local comparison principle, Theorem 11.17 of [DFM19b]). Let \( x_0 \in \Gamma \) and \( r > 0 \) and let \( X_0 \in \Omega \) be a Corkscrew point for \( \Delta(x_0, r) \). Let \( u, v \in W_r(B(x_0, 2r)) \) be two non-negative, not identically zero, solutions of \( Lu = Lv = 0 \) in \( B(x_0, 2r) \), such that \( Tu = Tv = 0 \) on \( \Gamma \cap B(x_0, 2r) \). Then
\[
C^{-1} \frac{u(X_0)}{v(X_0)} \leq \frac{u(X)}{v(X)} \leq C \frac{u(X_0)}{v(X_0)} \quad \text{for } X \in \Omega \cap B(x_0, r),
\]
where \( C > 0 \) depends only on \( n, d, C_d \) and \( C_A \).

Let us show that, much like for the harmonic measure, we also have a change of poles for the Poisson kernel.

**Lemma 7.36** (Change of Poles for Poisson kernel). Let \( \Delta \subset \Delta_0 \subset \Gamma \) be surface balls in \( \Gamma \), and set \( X_0, X \) to be Corkscrew points of \( \Delta_0, \Delta \) respectively. If \( \omega \ll \sigma \) then
\[
k^X(y) \approx \frac{k^{X_0}(y)}{\omega^{X_0}(\Delta)}, \quad \text{for } \sigma - \text{a.e. } y \in \Delta.
\]
We now apply (7.34) to obtain that for any Borel set $E$, $\omega^X(E) \approx \omega^0(E)$, for any Borel set $E \subset \Delta$.

We now use (7.12), (7.22), and (7.26) to obtain that

$$g^T_i(X, X_0) \approx g^T_i(Y, X_0), \quad \text{for every } Y \in B(x, r) \cap \Omega.$$

We remark in passing that the proof shown is based on the local comparison principle (and Green functions, incidentally) for operators which agree locally near a surface ball.
Now fix a surface ball $\Delta' = \Delta(y, r') \subset \Delta_0$ and let $Y'$ be a Corkscrew point for $\Delta'$. Then $Y' \in B(x, r) \cap \Omega$. Since we may write

$$g_i^T(Y', \tilde{X}_0) = g_i(\tilde{X}_0, Y') \approx \frac{\omega_k^{\Delta}(\Delta')}{r^{\rho_d - 1}}, \quad i = 0, 1,$$

then, using (7.40), we observe that $\omega_k^{\tilde{X}_0}(\Delta') \approx \omega_1^k(\Delta')$, and (7.38) immediately follows.

(ii). Let us see that (7.38) implies the mutual absolute continuity of $\omega_1^{X_0}$ and $\omega_0^{X_1}$, it suffices to use the (outer and inner) regularity of the measures, the Besicovitch covering theorem [Bes45] applied to a bounded open set, and (7.38). More precisely, let $E \subset \Delta_0$ be a Borel set such that $\omega_0^{X_0}(E) > 0$. Then by the inner regularity of $\omega_0^{X_0}$, there exists a compact set $K \subset E$ such that $\omega_0^{X_0}(K) \approx \omega_0^{X_0}(E)$. To prove that $\omega_1^{X_0}(E) > 0$, it suffices to show that $\omega_1^{X_0}(K) > 0$. Let $V \subset \Delta_0$ be an open set in the subspace topology of $\Delta_0$ such that $V \supset K$. Then we can write $V = \Gamma \cap \left( \bigcup_{x \in V} B(x, r_x) \right)$, for suitable finite $r_x > 0$. Let $B' := \{B(x, r_x)\}$. The latter is a Besicovitch covering of the bounded set $V$, and thus applying the Besicovitch covering theorem, we can write $V = \Gamma \cap \left( \bigcup_{B \in B'} B' \right)$ where $B'$ is a subcollection of $B$ such that the balls intersect at an at most uniformly finite (depending only on $n$) number of times. Then we may use (7.38) to estimate $\omega_1^{X_0}(K)$ from above by $\omega_1^{X_0}(V)$ times a constant independent of $V$. Since this is true for any $V$, it follows by the outer regularity of $\omega_1^{X_0}$ that $\omega_1^{X_0}(K) > 0$, which completes the proof of (ii).

(iii). Since $\omega_0^{X_0}|_{\Delta_0} \ll \sigma|_{\Delta_0}$ and we have seen that (ii) holds, then $\omega_1^{X_0}|_{\Delta_0} \ll \sigma|_{\Delta_0}$ follows. Now fix $y \in \Delta_0$, and for each $k \in \mathbb{N}$, let $\Delta_k = \Delta(y, r_k) \subset \Delta_0$ with $r_k \searrow 0$ as $k \to \infty$. According to (i), we may then write

$$\frac{\omega_0^{X_0}(\Delta_k)}{\sigma(\Delta_k)} \approx \frac{\omega_1^{X_0}(\Delta_k)}{\sigma(\Delta_k)}, \quad \text{for each } k \in \mathbb{N} \text{ and every } y \in_0.$$

Finally, we send $k \to \infty$ in the above estimate, and due to the Lebesgue Differentiation Theorem we arrive at the desired result. 

The next comparison principle between Poisson kernels is similar in spirit to the one shown in the previous lemma, but adapted to our dyadic grid.

**Lemma 7.41** (Comparison of Poisson Kernels in a cube, Lemma 3.24 in [CHM19]).

Fix $Q_0 \subset \mathbb{D}$, let $X_0 \in \Omega$ be a Corkscrew point (with Corkscrew constant $c$) for the surface ball $\Delta(x_{Q_0}, 10c^{-1} \sqrt{n}A_2(Q_0))$, let $\mathcal{F} \subset Q_0$ be a disjoint family, and suppose that $A_0$ and $A_1$ are two matrices satisfying (7.1) and $A_0 = A_1$ in $R_{Q_0}(\Omega_{\mathcal{F}} \setminus \Omega_{\mathcal{F}\setminus Q_0})$. Let $L_0 = -\text{div}A_0\nabla$ and $L_1 = -\text{div}A_1\nabla$. If the corresponding harmonic measures $\omega_{X_0}^{Y_0}$, $\omega_{X_1}^{Y_1}$ are absolutely continuous with respect to $\sigma$, then for each $t \in (0, 1)$ we have that

$$\frac{1}{C_t} k_{X_0}^{Y_0}(y) \leq k_{X_0}^{X_0}(y) \leq C_t k_{X_0}^{X_0}(y), \quad \text{for } \sigma \text{ -- almost every } y \in Q_0 \setminus \Sigma_{Q_0, t},$$

and $\Sigma_{Q_0, t} := \{ x \in Q_0 : \text{dist}(x, \Gamma \setminus Q_0) < t \ell(Q_0) \}$.

**Sketch of proof.** The proof is essentially the same as in Lemma 3.24 of [CHM19] (see Remark 2.8), except that our claim is slightly sharper by requiring that $A_0 = A_1$ only
Theorem 2.14 (vi). Owing to Lemma 7.20 (i), we have that for any \( x \in \Omega \) there exist \( r_k \approx \ell(Q_0) \) verify the containment \( B_k \cap \Omega = B(x_k, r_k) \cap \Omega \subseteq R_{Q_0} \), for some uniform large constant \( C \approx 1 \). Actually, their method of proof gives that if \( x \in B_k \cap \Omega \) and \( x \in I \in \mathcal{W} \), then \( I \in \mathcal{W}_k \) with \( Q \in \Omega_{Q_0} \). Hence, if \( x \in \Omega \cap \Omega_{Q_0}, \) then \( x \in \Omega_{Q_0} \). It follows that \( \Omega \cap \Omega_{Q_0} \cap B_k = \emptyset \), whence we have that \( B_k \subseteq \Omega \setminus \Omega_{Q_0} \). The rest of the proof is elementary; one employs Lemma 7.37 and the fact that \( L_{0} = L_{1} \) in \( B_k \) to get the desired result on each surface ball \( \Delta \), and via Harnack Chains and the Harnack Inequality, one can teleport (with constants depending on \( t \)) from a Corkscrew point for \( \Delta \) to the fixed point \( \Omega \).

\[ \Box \]

Remark 7.42. The main reason why we require the slightly sharper version of this result as opposed to in [HM12], [CHM19], is because we will decide to use our analogue of the Dahlberg-Jerison-Kenig sautooth lemma, Lemma 8.1, on the unbounded sautooth domain \( \Omega_{F} \) as opposed to the bounded sautooth \( \Omega_{F, Q_0} \) whose mixed-dimension elliptic theory we have not fully developed (although it would not be hard to make it work given our theory in this paper and in [DFM2]; it would just be tedious rather than difficult).

We next see how to relate the solvability of the Dirichlet problem with the quantitative absolute continuity of the harmonic measure.

Theorem 7.43 (Relationship between \( A_{\infty} \) and the Dirichlet problem). Assume that \( \Gamma \) is a closed \( d \)-ADR set with \( d \in [1, n - 1] \) not necessarily an integer. Suppose that the matrix \( \Lambda \) satisfies (7.1), let \( L = -\text{div} \Lambda \nabla \), let \( \omega \) be the harmonic measure associated to \( L \), and let \( p, p' \in (1, \infty), \frac{1}{p} + \frac{1}{p'} = 1 \). Then, the following statements are equivalent:

(a) For each \( f \in C_{c}^\infty(\Gamma) \), the solution to the Dirichlet problem \( u \) satisfies the non-tangential bound

\[ \| Nu \|_{L^{p'}(\Gamma)} \leq C \| f \|_{L^{p'}(\Gamma)}, \]

where \( Nu \) is the non-tangential maximal function and \( C \) is a uniform constant.

(b) We have that \( \omega \ll \sigma \) and \( \frac{d\omega}{d\sigma} \in RH_{p} \).

(c) We have that \( \omega \ll \sigma \), and there is a uniform constant \( C_{0} \) such that for every surface ball \( \Delta = \Gamma \cap B(x, r) \), there exists \( X_{\Delta} \in \Omega \), which is a Corkscrew point for \( \Delta \), verifying the following scale-invariant \( L^{p} \) estimate:

\[ \left( \int_{\Delta} (k^{X_{\Delta}})^{p} \, d\sigma \right)^{1/p} \leq C_{0} \sigma(\Delta)^{1-p}. \]

Proof. (a) \( \implies \) (b). Fix a surface ball \( \Delta = \Gamma \cap B(x_{0}, r) \) and \( X_{\Delta} \in \Omega \) a Corkscrew point for the surface ball \( \Delta \). Let \( X_{0} \in \Omega \setminus B(x_{0}, 2r) \) be a Corkscrew point for the surface ball \( 4\Delta \), and immediately by Harnack Chains and the Harnack Inequality we see that \( \omega^{x_{0}} \approx \omega^{X_{\Delta}} \), whence we need only prove the desired result with pole \( x_{0} \) as opposed to \( X_{\Delta} \). We will show that \( \omega^{x_{0}} \ll \sigma \) on \( \Delta \) and that \( \frac{d\omega^{x_{0}}}{d\sigma} \in RH_{p}(\sigma, \Delta) \) via the characterization in Theorem 2.14 (vi). Owing to Lemma 7.20 (i), we have that for any \( x \in \Omega \), \( \omega^{X} \ll \omega^{X_{0}} \). Accordingly, for each \( X \in \Omega \) let \( \mathcal{H}(X, \cdot) = \frac{dx}{d\omega^{X_{0}}} \) be the Radon-Nikodym derivative
(see [Fol99]). Since \( \{\omega^X\} \) is a family of probability measures, we trivially have that \( \mathcal{K}(X, \cdot) \in L^1(\Gamma, \omega^{X_0}) \), for each \( X \in \Omega \).

Now fix a non-negative \( f \in C_c(\Delta) \), and let

\[
u(Y) := \int_\Gamma f \, d\omega^Y, \quad \text{for each } Y \in \Omega.
\]

We claim that there exists a uniform constant \( C > 0 \) such that

\[
(7.46) \quad (M_{\omega^X} f)(x) := \sup_{\Delta(x,s) \subseteq \Delta} \frac{1}{\omega^X(\Delta(x, s))} \int_{\Delta(x,s)} f \, d\omega^X \leq C(Nu)(x), \quad \text{for each } x \in \Delta.
\]

Assume the claim for a moment. Then, since \( u \) is the solution to the Dirichlet problem with data \( f \) and (7.44) holds, we have the estimate

\[
\|M_{\omega^X} f\|_{L^p(\Delta, \sigma)} \leq \|Nu\|_{L^p(\Gamma, \sigma)} \leq \|Nu\|_{L^p(\Gamma, \sigma)} \leq \|f\|_{L^p(\Gamma, \sigma)} = \|f\|_{L^p(\Delta, \sigma)},
\]

valid for each non-negative \( f \in C_c(\Delta) \). If \( f \in L^p(\Delta, \sigma) \) is non-negative, we may approximate it by \( C \) non-negative functions in a standard way, so that the estimate

\[
\|M_{\omega^X} f\|_{L^p(\Delta, \sigma)} \leq \|f\|_{L^p(\Delta, \sigma)}
\]

is valid for all non-negative \( f \in L^p(\Delta, \sigma) \). Consequently, according to Theorem 2.14 (vi), we deduce that \( M_{\omega^X} \in RH_p(\Delta) \) with \( RH_p \) characteristic independent of \( \Delta \), as desired.

Thus we proceed to prove (7.46). Fix \( x \in \Delta, \sigma > 0 \), and \( X \in \gamma^\sigma(x) \) such that \( s := |X - x| \) satisfies \( \Delta(x, s) \subseteq \Delta \). By definition of \( \gamma^\sigma(x) \), we have that \( \delta(X) \leq s \leq (1+\sigma)\delta(X) \). Observe that by the non-negativity of \( f \) and the properties of the Radon-Nikodym derivative, it is the case that

\[
(7.47) \quad u(X) \geq \int_{\Delta(x,s)} f \, d\omega^X = \int_{\Delta(x,s)} f \, \mathcal{K}(X, \cdot) \, d\omega^{X_0}.
\]

Since \( \omega^{X_0} \) is a doubling measure on \( \Delta \) (see Lemma 7.27), we may use the Lebesgue Differentiation Theorem for doubling measures [Fol99] to obtain that for \( \omega^{X_0} \) – a.e. \( y \in \Delta(x, s) \),

\[
\mathcal{K}(X, y) = \lim_{\Delta' \searrow y} \frac{1}{\omega^{X_0}(\Delta')} \int_{\Delta'} \mathcal{K}(X, \cdot) \, d\omega^{X_0} = \frac{\omega^{X}(\Delta')}{\omega^{X_0}(\Delta')},
\]

(here, \( \Delta' \) is a surface ball centered at \( y \) and contained in \( \Delta(x, s) \)). Note that necessarily we have \( X_0 \in \Omega \setminus B(x, 2s) \). Denote by \( A_{\Delta(x,s)} \) a Corkscrew point for \( \Delta(x, s) \), and so from the Comparison Principle (7.34) we may conclude that

\[
\frac{\omega^{A_{\Delta(x,s)}}(\Delta')}{\omega^{X_0}(\Delta')} \approx \frac{1}{\omega^{X_0}(\Delta(x, s))}, \quad \text{for all } \Delta' \setminus y \text{ and all } \Delta(x, s) \subseteq \Delta.
\]

On the other hand, for any \( y \in \Delta(x, s) \), \( \frac{1}{1+\sigma} s \leq |X - y| \leq 2s \), which implies by the Harnack chains that

\[
\omega^{X}(\Delta') \approx \omega^{A_{\Delta(x,s)}}(\Delta').
\]

Putting all these observations together and back into (7.47), we deduce that
\[(Nu)(x) \geq \frac{1}{\omega^{X_0}(\Delta(x,s))} \int_{\Delta(x,s)} f \, d\omega^{X_0},\]
for each \(x \in \Delta\) and each \(s > 0\) such that \(\Delta(x,s) \subseteq \Delta\). Since \(\Delta(x,s) \subseteq \Delta\) is arbitrary, the claim (7.46) follows.

(b) \(\implies\) (a). This is a consequence of Theorem 4.1 in [MZ19] (formally, they have symmetric \(A\), but this assumption can be dropped).

(b) \(\implies\) (c). By assumption we already have that \(\omega \ll \sigma\). Now fix a surface ball \(\Delta \subset \Gamma\) and \(X_{\Delta}\) the Corkscrew point for \(\Delta\) given by property (b) above. We apply (7.32) with \(\Delta' = \Delta\) and raise the inequality to the \(p\)-th power, to get that
\[
\int_{\Delta} (k^{X_{\Delta}})^p \, d\sigma \leq C_0^p \frac{1}{\sigma(\Delta')} \omega^{X_{\Delta}}(\Delta) \sigma(\Delta)^{1-p} \leq C \sigma(\Delta)^{1-p},
\]
where we used the non-degeneracy of the harmonic measure in the last inequality. Hence (7.45) is established.

(c) \(\implies\) (b). By assumption we already have that \(\omega \ll \sigma\). Now fix a surface ball \(\Delta \subset \Gamma\) and another surface ball \(\Delta' \subset \Delta\). According to (7.45) we have the estimate
\[
\left( \frac{1}{\sigma(\Delta')} \int_{\Delta'} (k^{X_{\Delta'}})^p \, d\sigma \right)^{1/p} \leq \frac{C_0^p}{\sigma(\Delta)} \frac{1}{\sigma(\Delta')},
\]
Next, we use Lemma 7.36 applied with surface balls \(\Delta, \Delta'\) to obtain that there exists a uniform (in \(\Delta, \Delta'\)) constant \(\tilde{c}\) such that
\[
k^{X_{\Delta'}} \geq \frac{k^{X_{\Delta}}}{\omega^{X_{\Delta}}(\Delta')}, \quad \sigma - \text{a.e. on } \Delta'.
\]
Putting these observations together, we deduce that
\[
\left( \frac{1}{\sigma(\Delta')} \int_{\Delta'} (k^{X_{\Delta}})^p \, d\sigma \right)^{1/p} \leq \frac{C_0^p}{\tilde{c}} \frac{1}{\sigma(\Delta')} \omega^{X_{\Delta}}(\Delta') = \frac{C_0^p}{\tilde{c}} \frac{1}{\sigma(\Delta')} \int_{\Delta'} k^{X_{\Delta}} \, d\sigma,
\]
as desired. \(\square\)

When (a) of the above theorem occurs we say that \((D)_{p'}\) is solvable for \(L\) or that \(L\) is solvable in \(L^{p'}\). In such case, for every \(f \in L^{p'}(\mathbb{R}^d)\) there exists a unique \(u\) such that \(Lu = 0\) in \(\mathbb{R}^n\), (7.44) holds and \(u\) converges non-tangentially to \(f\) for \(\sigma\)-almost every \(x \in \Gamma\).

Remark 7.48 (Equivalence of \(RH\) and \(RH\) dyadic). Suppose throughout this remark that \(\omega \ll \sigma\). In Theorem 7.43, we saw that the condition (7.45) is equivalent to \(\frac{d\omega}{d\sigma} \in RH_p\). Consider the following dyadic analogue of condition (7.45): For each \(Q \in \mathbb{D}\) and for \(X_Q\) a Corkscrew point for \(Q\), the estimate
\[
\int_Q (k^{X_0})^p \, d\sigma \leq \sigma(Q)^{1-p}
\]
holds. Using Corollary 7.28 and the Harnack inequality to flexibly move the poles, it is not difficult to see that the condition (7.49) is equivalent to (7.45). Of course, this new
condition (7.49) is also equivalent to the condition that $\frac{d\omega}{d\tau} \in RH_p^{\text{dyadic}}$. It follows that $\frac{d\omega}{d\tau} \in RH_p$ is equivalent to $\frac{d\omega}{d\tau} \in RH_p^{\text{dyadic}}$.

To end this section, we record the $L^p$-control of the square function by the nonontangent maximal function under the assumption that the harmonic measure lies in $A_\infty$.

**Theorem 7.50** ($S < N$; Theorem 3.1 of [MZ19]). Suppose that $d \in [1, n-1)$ is not necessarily an integer, $\Gamma$ is $d$-ADR, and that $A$ is a (not necessarily symmetric, see Remark 7.51 below) matrix satisfying (7.1). Assume that for some $p' \in (1, \infty)$, $(D)_{p'}$ is solvable for $L$. Write $u$ for the solution to the Dirichlet problem $(D)_{p'}$ with data $f \in L^{p'}(\Gamma)$. Then, for all apertures $\alpha > 0$ we have the estimate

$$
\|Su\|_{L^{p'}(\Gamma)} \leq \|f\|_{L^{p'}(\Gamma)},
$$

where the implicit constants depend on $n, d, C_d, C_A, \alpha$, and the $RH_p$ constant of $\omega$.

**Remark 7.51.** We remark that the previous theorem is stated in [MZ19] for symmetric matrices and $d \in \mathbb{N}$ only, but in fact their method of proof generalizes to non-symmetric matrices, mainly using (7.12), and to all $d \in \mathbb{R}$, $d \in [1, n-1)$. For concreteness, the fact that $d \in \mathbb{N}$ was never explicitly used in the proof (recall that the construction of the dyadic cubes Lemma 3.1 works for all real $d \in (0, n-1)$), and the symmetry of the matrix $A$ is used only in Step 3 of the proof of their Proposition 1.16, and explicitly arising only in their calculation (3.78), where $A = A^T$ is used to maneuver the integration by parts. However, we note that their function $G = G(X)$ in (3.78) really is $G(X_Q, X)$ (see their estimate (3.73)), while $G(X_Q, X) = G^T(X, X_Q)$ by (7.12), and the latter is the “correct” Green’s function for which the needed cancellation $\text{div} A^T G^T(\cdot, X_Q) = 0$ will hold in their (3.78) (of course, in the symmetric setting, there is no difference between these Green’s functions). Thus, in the non-symmetric setting, the last two lines of their calculation (3.78) read

$$
\ldots = \frac{1}{2} \int_{\mathbb{R}^n} u^2(X) A^T(X) \nabla_X G(X_Q, X) \nabla \psi_N(X) dX
$$

$$
- \int_{\mathbb{R}^n} u(X) G(X_Q, X) A(X) \nabla u(X) \nabla \psi_N(X) dX =: \frac{1}{2} I - II.
$$

One then uses the representation $G(X_Q, X) = G^T(X, X_Q)$ again while bounding $|I|$ and $|II|$ (see their (3.79)-(3.81)) to exploit the fact that $G^T(\cdot, X_Q)$ solves $-\text{div} A^T G^T(\cdot, X_Q) = 0$ in the fat sawtooth domain, so that one may use the Caccioppoli inequality and the Harnack inequality as required. At the last step when bounding $|I|$ and $|II|$, we switch from $G^T(X_I, X_Q)$ to $G(X_Q, X_I)$ and invoke Lemma 7.21 to obtain the required control with $\omega_L$ (and no dependence on $\omega_L^T$). As explained here, one recovers their full Proposition 1.16 in the non-symmetric case; the rest of the proof of their Theorem 3.1 sees no obstacle from the non-symmetric point of view.

**Remark 7.52.** We note that Theorem 7.50 has content for all $d \in [1, n-2)$ with $d$ not necessarily an integer, and for all closed $d$-ADR unbounded $\Gamma$. Indeed, for any such $\Gamma$, we consider the special operator $L_{\text{DEM}}$ of [DEM] Theorem 6.7, and recall that $\omega_{\text{DEM}} \ll \sigma$. By Theorem 7.43, it follows that there exists $p > 1$ such that $(D)_p$ is solvable for $L_{\text{DEM}}$.  

We thus see that the hypotheses of Theorem 7.50 are verified for this operator, and hence the control of the square function by the non-tangential maximal function holds.

8. The projection lemma for the dyadically-generated sawtooth

Having shown that the triple \((\Omega_\Gamma, m, \sigma_*)\) satisfies the axioms (H1)-(H6) in Section 5, we may appeal to the elliptic theory set forth in [DFMb] to conclude that there exists a harmonic measure \(\omega_*\) on \(\partial\Omega_\Gamma\) associated to the operator \(L = -\text{div} A \nabla\) whose matrix \(A\) satisfies (7.1). This harmonic measure \(\omega_*\) on the sawtooth boundary \(\Omega_\Gamma\) enjoys many similar properties to the harmonic measure on \(\Gamma\) which were reviewed in Subsection 7.1. In particular, we note that \(\omega_*\) has the doubling property; that is, we have Lemma 7.27 with \(\Omega, \Gamma, \) and \(\omega\) replaced by \(\Omega_\Gamma, \partial\Omega_\Gamma,\) and \(\omega_*\), respectively (see Lemma 15.43 of [DFMb]).

The following lemma is an analogue of the Dahlberg-Jerison-Kenig sawtooth lemma [DJK84]; it has already been shown in [DM] on a similar setting, but we include its proof here too for completeness.

**Lemma 8.1** (Dyadic sawtooth lemma, global version). Suppose that \(\Gamma\) is a \(d\)-ADR set with \(d \in (0, n - 1)\). Fix \(Q_0 \in \mathbb{D}\), let \(\mathcal{F} = \{Q_j\}_j \subset \mathbb{D}Q_0\) be a family of pairwise disjoint dyadic cubes, and let \(\mathcal{P}_\Gamma\) be the corresponding projection operator, as in (3.8). Let \(X_0\) be the Corkscrew point for \(Q_0\) with respect to both \(\Omega\) and \(\Omega_\Gamma\), whose existence is shown in Proposition 4.34 and Corollary 4.35. Let \(A\) be a matrix of essentially bounded, real coefficients satisfying the weighted ellipticity condition (7.1). Let \(\omega = \omega_{X_0}\) and \(\omega_* = \omega_{X_0}^*\) denote the respective harmonic measures for the domains \(\Omega\) and \(\Omega_\Gamma\), with the fixed pole \(X_0\) as above. Let \(\mu = \mu_{X_0}\) be the measure defined on \(Q_0\) as

\[
\mu(F) = \omega_* \left( \bigcup_j (Q_j) \right) + \sum_{Q_j \in \mathcal{F}} \frac{\omega(F \cap Q_j)}{\omega(Q_j)} \omega_*(P_j), \quad F \subset Q_0,
\]

where \(P_j\) is the \(n\)-dimensional cube constructed in Proposition 4.37. Then \(\mathcal{P}_\Gamma \mu\) depends only on \(\omega_*\) and not on \(\omega\). More precisely,

\[
\mathcal{P}_\Gamma \mu(F) = \omega_* \left( \bigcup_j (Q_j) \right) + \sum_{Q_j \in \mathcal{F}} \frac{\sigma(F \cap Q_j)}{\sigma(Q_j)} \omega_*(P_j), \quad F \subset Q_0.
\]

Moreover, there exists \(\theta > 0\) such that for all \(Q \in \mathbb{D}Q_0\) and Borel sets \(F \subset Q\), we have that

\[
\left( \frac{\mathcal{P}_\Gamma \omega(F)}{\mathcal{P}_\Gamma \omega(Q)} \right)^\theta \leq \frac{\mathcal{P}_\Gamma \mu(F)}{\mathcal{P}_\Gamma \mu(Q)} \leq \frac{\mathcal{P}_\Gamma \omega(F)}{\mathcal{P}_\Gamma \omega(Q)}.
\]

**Proof.** We first verify that (8.3) holds. Let \(F \subset Q_0\) be a Borel set, and observe that

\[
\mathcal{P}_\Gamma \mu(F) = \mu \left( \bigcup_j (Q_j) \right) + \sum_{Q_j \in \mathcal{F}} \frac{\sigma(F \cap Q_j)}{\sigma(Q_j)} \mu(Q_j)
\]

\[
= \omega_* \left( \bigcup_j (Q_j) \right) + \sum_{Q_j \in \mathcal{F}} \frac{\sigma(F \cap Q_j)}{\sigma(Q_j)} \sum_{Q_k \in \mathcal{F}} \frac{\omega(Q_j \cap Q_k)}{\omega(Q_k)} \omega_*(P_k),
\]
which implies (8.3) since $\mathcal{F}$ is a pairwise disjoint family.

We now show the right-hand side inequality in (8.4), so we fix $Q \in \mathbb{D}_{Q_0}$ and $F \subset Q$. First, suppose that there exists $Q_j \in \mathcal{F}$ such that $Q \subset Q_j$. In this case, we have that

$$
\mathcal{P}_\mathcal{F} \mu(F) \geq \frac{\sigma(F \cap Q_j)}{\sigma(Q_j)} \omega_\ast(P_j) = \frac{\sigma(F \cap Q)}{\sigma(Q)} \omega_\ast(P_j) \geq \mathcal{P}_\mathcal{F} \omega_\ast(F).
$$

Therefore, it remains to consider the case that $Q$ is not contained in any $Q_j$, $Q_j \in \mathcal{F}$; in this case, we have that $Q \in \mathbb{D}_{Q_0} \subset \mathbb{D}_F$, and that, if $Q_j \cap Q \neq \emptyset$, then $Q_j \subset Q$. Let $x^*_j$ be the center of $P_j$ and let $r_j = \ell(Q_j)$ be as in Notation 4.44, so that $P_j \subset \Delta_\ast(x^*_j, r_j)$. Since $\ell(P_j) \approx \ell(Q_j) \approx r_j$, we have that

$$
\omega_\ast^{X_0}(P_j) \geq \omega_\ast^{X_0}(\Delta_\ast(x^*_j, \ell(P_j)/2)) \geq \omega_\ast^{X_0}(\Delta_\ast(x^*_j, r_j)), \tag{8.5}
$$

where we used the doubling property of $\omega_\ast^{X_0}$ in the last estimate (if $\ell(Q_j) \approx \ell(Q)$, then we consider a point $X' \in \Omega_F$, where $X'$ is a Corkscrew point for the surface ball $\Delta(x_0, A\ell(Q_0))$, with $A > 0$ large enough, and such that $\omega_\ast^{X'}$ is doubling on the surface balls centered at $x^*_j$ and of radius less than $r_j$; then, by the Harnack Inequality Lemma 11.35 and Lemma 12.19 of [DFMb], and Harnack Chains, we have that $\omega_\ast^{X_0} \approx \omega_\ast^{X'}$). Using (8.3), we have that

$$
\mathcal{P}_\mathcal{F} \mu(Q) = \omega_\ast(Q \setminus \cup_j Q_j) + \sum_{Q_j \in \mathcal{F}, Q_j \subset Q} \frac{\sigma(Q \cap Q_j)}{\sigma(Q_j)} \omega_\ast(P_j)
$$

$$
= \omega_\ast(Q \setminus \cup_j Q_j) + \sum_{Q_j \in \mathcal{F}, Q_j \subset Q} \omega_\ast(P_j)
$$

$$
\geq \omega_\ast(Q \setminus \cup_j Q_j) + \sum_{Q_j \in \mathcal{F}, Q_j \subset Q} \omega_\ast(\Delta_\ast(x^*_j, r_j))
$$

$$
\geq \omega_\ast\left((Q \cap \partial \Omega_F) \cup (\bigcup_{Q_j \in \mathcal{F}, Q_j \subset Q} \Delta_\ast(x^*_j, r_j))\right) \geq \omega_\ast(\Delta^0_Q),
$$

where $\Delta^0_Q$ is the surface ball in Proposition 4.46, in the third line we used (8.5), and in the last line we used Proposition 4.46, and the doubling property of $\omega_\ast$ and Propositions 4.28 and 4.33 to see that $\omega_\ast(Q \setminus \cup_j Q_j) = \omega_\ast(Q \cap \partial \Omega_F)$.

Now let $X_Q$ be the Corkscrew point (simultaneous for $\Omega$ and $\Omega_F$) for the cube $Q$. By the change of poles (Lemma 15.61 of [DFMb]) and the doubling property of $\omega_\ast$, for any Borel set $H_\ast \subset \Delta_\ast(y_Q, \hat{r}_Q)$ (see Notation 4.44), we have that

$$
\omega_\ast^{X_0}(H_\ast) \approx \frac{\omega_\ast^{X_0}(H_\ast)}{\omega_\ast^{X_0}(\Delta_\ast(y_Q, \hat{r}_Q))} \approx \frac{\omega_\ast^{X_0}(H_\ast)}{\omega_\ast^{X_0}(\Delta_{\ast}^0)},
$$

where in the last step we have used the fact that both $\Delta_\ast(y_Q, \hat{r}_Q)$ and $\Delta^0_{\ast}$ have radius comparable to $\ell(Q)$, and that $\text{dist}(\Delta^0_{\ast}, Q) \lesssim \ell(Q)$, so that we can compare both of these surface balls to a bigger (with radius still equivalent to $\ell(Q)$) surface ball containing both
of them, and hence achieve the stated equivalence between these surface balls by using the doubling property of $\omega_*$ (and, if needed, Harnack Chains and Harnack Inequality).

Using this last result, (4.45), and (8.6), we see that

\begin{equation}
(8.7) \quad \frac{\mathcal{P}_F \mu(F)}{\mathcal{P}_F \mu(Q)} \leq \frac{\omega^X_0(F \setminus (\cup_j Q_j))}{\omega^X_0(Q)} + \sum_{Q_j \in \mathcal{F}, Q_j \subseteq Q} \frac{\sigma(F \cap Q_j)}{\sigma(Q_j)} \frac{\omega^X_0(P_j)}{\omega^X_0(\Delta^*_Q)} \approx \omega^X_0(F \setminus (\cup_j Q_j)) + \sum_{Q_j \in \mathcal{F}, Q_j \subseteq Q} \frac{\sigma(F \cap Q_j)}{\sigma(Q_j)} \frac{\omega^X_0(P_j)}{\omega^X_0(Q)}.
\end{equation}

Next, we claim that the estimates

\begin{equation}
(8.8) \quad \omega^X_0(F \setminus (\cup_j Q_j)) \leq \omega^X_0(F \setminus (\cup_j Q_j)), \quad \omega^X_0(P_j) \leq \omega^X_0(Q_j)
\end{equation}

hold. Indeed, the first one follows immediately by the maximum principle (Lemma 12.8 in [DFMb]) since $\Omega_F \subset \Omega$. For the second estimate, let $u(X) := \omega^X(Q_j)$ and $u_*(X) := \omega^X(P_j)$, and we first note that $\omega^X(Q_j) \approx 1 = u_*(X)$ for each $X \in P_j$, by (7.24) and the fact that $\text{dist}(P_j, Q_j) = \text{diam } Q_j \approx \ell(Q_j)$. Since also we have that $u_*(X) = 0 \leq u(X)$ for each $X \in \partial \Omega_F \setminus P_j$, we may thus apply again the maximum principle to conclude that $u_*(X_Q) \leq u(X_Q)$, as desired.

Finally, from (8.7) and (8.8) we deduce that

\begin{equation}
\frac{\mathcal{P}_F \mu(F)}{\mathcal{P}_F \mu(Q)} \leq \frac{\omega^X_0(F \setminus (\cup_j Q_j))}{\omega^X_0(Q)} + \sum_{Q_j \in \mathcal{F}, Q_j \subseteq Q} \frac{\sigma(F \cap Q_j)}{\sigma(Q_j)} \frac{\omega^X_0(P_j)}{\omega^X_0(Q)} \leq \omega^X_0(F \setminus (\cup_j Q_j)) + \sum_{Q_j \in \mathcal{F}, Q_j \subseteq Q} \frac{\sigma(F \cap Q_j)}{\sigma(Q_j)} \frac{\omega^X_0(Q_j)}{\omega^X_0(Q)} = \frac{\mathcal{P}_F \omega(F)}{\omega(Q)} = \frac{\mathcal{P}_F \omega}(\omega(Q)) - 1
\end{equation}

where in the second line we used the change of poles for $\omega$ (7.34), and in the last line we used that $\mathcal{P}_F \omega(Q) = \omega(Q)$. This ends the proof of the right-hand side of (8.4). The left-hand side is obtained because $\mathcal{P}_F \omega$ is dyadically doubling by Lemma 3.11, $\mathcal{P}_F \mu$ is dyadically doubling by Lemma 9.51 of [DM] (whose argument is very similar to that of Lemma B.2 from [HM14]; see our Remark 2.8), and $A^\text{dyadic}_\infty$ is an equivalence relationship among dyadically doubling measures (see Lemma 3.15). \hfill \Box

9. Proof of Theorem 1.2

In this section, we give the proof of Theorem 1.2; we mainly follow the outline in [HM12]; see also [CHM19].

Let $A_0, A$ be two matrices that satisfy (7.1), write $\mathcal{A}_0 = w^{-1}A_0$, $\mathcal{A} = w^{-1}A$, and suppose that $d\lambda(X) = \frac{aX^2}{\delta(X)^{p_d}} dX$ is a (continuous) Carleson measure, where $a$ is defined
in (1.3). As in Lemma 6.5, the natural discretization of the Carleson measure \( \lambda \) is the collection \( m = \{\alpha_Q\}_{Q \in D} \) with

\[
\alpha_Q = \sum_{l \in \mathcal{W}_Q} \frac{\sup_{Y \in F_l} |\xi(Y)|^2}{\ell(Y)^{n-d}} |I|, \quad Q \in D,
\]

where \( \xi(Y) = \mathcal{A}(Y) - \mathcal{A}_0(Y) \). Let \( L_0 = -\text{div} A_0 \nabla, L = -\text{div} A \nabla \), and let \( \omega_0, \omega \) be the harmonic measures of \( L_0, L \) respectively.

Our program is to apply Theorem 6.3 to eventually obtain that \( \omega_L \in A_\infty \). Of course, this will imply that \( \omega_L \ll \sigma \) and that \( \frac{\text{dou}}{\text{d}x} \in RH^q \) for some \( q > 0 \), and by Remark 7.48, the latter is equivalent to \( \frac{\text{dou}}{\text{d}x} \in RH_q \), which in turn means that \( \omega_L \in A_\infty \).

Thus we ought to verify the hypotheses of Theorem 6.3. Fix \( Q_0 \in D \), and observe that \( \|m_{\mathcal{C}}(Q_0)\| \leq \|\mathcal{C}\| \) by Lemma 6.5. Given \( \xi > 0 \) small enough and to be chosen later, we fix a disjoint family \( \mathcal{F} = \{Q_j\}_j \subseteq D \) that verifies the estimate

\[
(9.1) \quad \|m_{\mathcal{F}}\|_{\mathcal{C}(Q_0)} = \sup_{Q \in D} \frac{m(\mathcal{D}_{\mathcal{F},Q})}{\sigma(Q)} \leq \xi.
\]

Recall that \( R_{Q_0} \in B(x_{Q_0}, 7 \sqrt{n} A_0 \ell(Q_0)) \) (see (4.24)). Let \( X_0 \in \Omega \) be a Corkscrew point (with Corkscrew constant \( c \)) for the surface ball \( \Lambda(x_{Q_0}, 10c^{-1} \sqrt{n} A_2 \ell(Q_0)) \). Then

\[
|X_0 - x_{Q_0}| \geq \delta(X_0) \geq c10c^{-1} \sqrt{n} A_2 \ell(Q_0) = 10 \sqrt{n} A_2 \ell(Q_0),
\]

which implies that \( X_0 \in \Omega \setminus B(x_{Q_0}, 10 \sqrt{n} A_2 \ell(Q_0)) \subseteq \Omega \setminus R_{Q_0} \subseteq \Omega \setminus R_{Q_0}^{**} \), where

\[
R_{Q_0}^{**} := \text{int} \left( \bigcup_{I \subseteq R_{Q_0}} I^{**} \right), \quad I^{**} = (1 + 2\theta)I.
\]

Moreover, according to Corollary 7.29, we have that \( \omega_{X_0} \) is dyadically doubling in \( Q_0 \), while we also have that \( \delta(X_0) \approx \text{dist}(X_0, Q_0) \approx \ell(Q_0) \).

We want to show that \( \mathcal{P}_\tau \omega_{X_0} \) satisfies (6.4), with uniform constants and with \( \omega_{X_0} \) in place of \( \mu \). Since \( L_0 \) is solvable in some \( L' \), then by Theorem 7.43, \( \omega_{X_0} \ll \sigma \) and \( k_0 \in RH_p(\Lambda(x_{Q_0}, A_0 \ell(Q_0))) \) (with reverse Hölder characteristic independent of \( Q_0 \)).

9.1. **Step 0: A qualitative reduction.** We first make a reduction that allows us to conjure qualitative absolute continuity properties of the harmonic measure \( \omega_L \).

**Definition 9.2** (Tubes encasing the boundary). Fix \( \tau > 0 \). By a \( \tau \)-tube around \( \Gamma \), we mean the open set \( \Gamma_\tau := \{X \in \Omega : \text{dist}(X, \Gamma) < \tau\} \).

We define \( A_\tau \) as \( A_\tau = A_0 \) in the \( \tau \)-tube \( \Gamma_\tau \), and \( A_\tau = A \in \mathbb{R}^n \setminus \Gamma_\tau \). In all of the following steps we work with \( L_\tau = -\text{div} A_\tau \nabla \) in place of \( L \). We note that the ellipticity constants of \( A_\tau \) are controlled by those of \( A \) and \( A_0 \), uniformly in \( \Omega \). The same is true of the condition on the disagreement \( a \).

Let us now exploit Lemma 7.37 to deduce absolute continuity properties of \( \omega_{L_\tau} \), with dependence on \( \tau \).
**Corollary 9.3** (Comparability of harmonic measures in tubes). *Retain the notation above. Then* $\omega^X_\tau \ll \sigma$, *and if* $\tau$ *is small enough depending on* $n$, $d$, $C_d$ *only, then* $k^X_\tau \in RH_p(\Delta(x_{Q_0}, A_0 \ell(Q_0)))$, *with the RH* $p$ *characteristic depending on* $\tau$ *and* $\ell(Q_0)$.

We emphasize that this is a qualitative result (the dependence on $\tau$ and $\ell(Q_0)$ is nonoptimal) - see also related comments after the proof.

**Proof.** Fix a surface ball $\Delta = \Delta(x_0, r)$ with $r \in (0, \frac{c}{r})$, and let $X_\Delta$ be a Corkscrew point for $\Delta$. By Lemma 7.37, we have that $\omega^X_\Delta$ is mutually absolutely continuous with $\omega^X_\tau$ on $\Delta$. Recall that for each $i = 0, \tau$, $\omega^X_i$ is mutually absolutely continuous with $\omega^X_0$. It follows that $\omega^X_0 \ll \sigma$ on $\Gamma$, and therefore that $\omega^X_\tau \ll \omega^X_\Delta \ll \omega^X_0 \ll \sigma$ on $\Delta$. Since $\Delta \subset \Gamma$ was arbitrary, we have that $\omega^X_\tau \ll \sigma$ on $\Gamma$.

Next, fix a surface ball $\Delta_\tau := \Delta(x, \epsilon\tau/4)$ with $x \in \Delta(x_{Q_0}, 10c^{-1}\sqrt{A_2 \ell(Q_0)})$, and let $X_{\Delta_\tau}$ be a Corkscrew point for $\Delta_\tau$. Then Lemma 7.37 (iii) gives that $k^X_{\tau_\sigma}(y) \approx k^X_{\tau}(y)$ for $\sigma$–a.e. $y \in \Delta_\tau$. Then the Harnack Chains and Harnack inequality guarantee the estimates

$$k^X_{\tau}(y) \approx \tau \int_{\Delta_\tau} k^X_{\tau}(y) \approx \tau k^X_{\tau}(y) \approx \tau k^X_{\tau}(y) \approx \tau k^X_{\tau}(y)$$

for $\sigma$–a.e. $y \in \Delta_\tau$.

Since we may cover $\Delta(x_{Q_0}, A_0 \ell(Q_0))$ by surface balls $\{\Delta_\tau\}$ as above and with uniformly bounded overlap, it follows that

$$k^X_{\tau}(y) \approx \tau k^X_{\tau}(y) \quad \text{for } \sigma\text{–a.e. } y \in \Delta(x_{Q_0}, A_0 \ell(Q_0)) \supset Q_0.$$  

The desired result ensues. \hfill $\square$

It follows that we may assume that all the harmonic measures $\omega_\tau = \omega_L_\tau$ are absolutely continuous with respect to $\sigma$, and $k^X_\tau = k^X_L \in RH_p(Q_0)$ with the RH $p$ characteristic depending on $\tau$ and $\ell(Q_0)$. The dependence on $\tau$ and $\ell(Q_0)$ will not be an issue because these facts are used only qualitatively.

Therefore, in Step 1 below, we will have *a priori* that $\omega^X_\tau \ll \sigma$ and that $k^X_\tau \in L^p(\sigma)$. We eventually establish a reverse Hölder inequality for $k_\tau$ with RH exponent and characteristic independent of $\tau$ and $\ell(Q_0)$. We will finally pass to the limit using Lemma 9.19 below to conclude that $\omega_L \ll \sigma$ and $\frac{d\omega_L}{d\sigma} \in RH_q$. This will in turn imply as desired that $L$ is solvable in $L^q$ by Theorem 7.43.

### 9.2. Step 1: Exploit smallness of $\|m_f\|_{C(Q_0)}$. Introduce the operator $L_1$ defined as $L_1 = L_\tau$ in $\Omega_{\Gamma, Q_0}$, and $L_1 = L_0$ in $\Omega \setminus \Omega_{\Gamma, Q_0}$. We write $\omega_1$ for the harmonic measure associated to the operator $L_1$, and $g_1$ for the Green function associated to $L_1$. We have that $k^X_0 \in RH_p(\Delta(x_{Q_0}, A_0 \ell(Q_0)))$, and in particular by Theorem 7.43, we have that

$$\int_{Q_0} (k^X_0)^p \, d\sigma \leq \int_{\Delta(x_{Q_0}, A_0 \ell(Q_0))} (k^X_0)^p \, d\sigma \leq C_0 \sigma(\Delta(x_{Q_0}, A_0 \ell(Q_0)))^{1-p} \approx \sigma(Q_0)^{1-p};$$

thus, in summary,

$$(9.4) \quad \int_{Q_0} (k^X_0)^p \, d\sigma \leq \sigma(Q_0)^{1-p}.$$
Our immediate goal in Step 1 is to show that (9.4) remains true when \( k_{X_0} \) is replaced by \( k_{l_1} \), the Poisson kernel for the operator \( L_1 \) defined above.

Let \( f \geq 0 \) be a continuous function supported on \( Q_0 \), such that \( \| f \|_{L^p(Q_0;\sigma)} = 1 \), and let \( u_0 \) and \( u_1 \) be the corresponding solutions to the Dirichlet problems for \( L_0 \) and \( L_1 \) with boundary data \( f \). Set \( \mathcal{E}_1(Y) = A_1(Y) - A_0(Y) = \mathcal{E}(Y) \mathbf{1}_{\Omega_{\tau,0_0}}(Y) \), where \( \mathcal{E}(Y) = A_r(Y) - A_0(Y) \). Then, we may write

\[
F_1(X_0) := |u_1(X_0) - u_0(X_0)| = \left| \int_{\mathbb{R}^n} \nabla Y g_1^T(Y, X_0) \mathcal{E}_1^T(Y) \nabla u_0(Y) \, dY \right|
\]

\[
\leq \int_{\Omega_{\tau,0_0}} |\nabla Y g_1(Y, X_0)| |\mathcal{E}(Y)| |\nabla u_0(Y)| \, dY
\]

\[
\leq \sum_{Q \in \mathcal{D}_{\tau,0_0}} \sum_{l \in \mathcal{W}_Q} \int_{l^*} |\nabla Y g_1(Y, X_0)| |\mathcal{E}(Y)| |\nabla u_0(Y)| \, dY
\]

\[
\leq \sum_{Q \in \mathcal{D}_{\tau,0_0}} \sum_{l \in \mathcal{W}_Q} \left( \sup_{Y \in l^*} |\mathcal{E}(Y)| \right) \left( \int_{l^*} |\nabla Y g_1(Y, X_0)|^2 \, dY \right)^{\frac{1}{2}} \left( \int_{l^*} |\nabla u_0(Y)|^2 \, dY \right)^{\frac{1}{2}},
\]

where we have used (7.14) in the first line, and later Hölder’s inequality. By definition of \( X_0 \), we have that \( v(Y) = g_1(Y, X_0) = g_1^T(Y, X_0) \) is a non-negative solution of \( L_1^T v = 0 \) in \( R_{Q}^{*\alpha} \) (as \( X_0 \notin R_{Q}^{*\alpha} \)). Hence, we can apply Caccioppoli’s inequality (see Lemma 8.6 of [DFM19b]) to obtain that

\[
\int_{l^*} |\nabla Y g_1(Y, X_0)|^2 \, dY \leq \frac{1}{\ell(l)^{-n+d+1}} \int_{l^*} |\nabla Y g_1(Y, X_0)|^2 \, dY \leq \ell(l)^{-2} \frac{1}{\ell(l)^{-n+d+1}} \int_{l^*} |g_1(Y, X_0)|^2 \, dm = \int_{l^*} \frac{|g_1(Y, X_0)|^2}{\delta(Y)^2} \, dY,
\]

for any \( l \in \mathcal{W}_Q, Q \in \mathcal{D}_{\tau,0_0} \). Fix such an \( l \) and \( Q \). We have by the Harnack inequality and Harnack chains that \( g_1(Y, X_0) \approx g_1(Y, X_0) \) for all \( Y \in l^{*\alpha} \) and where \( X_0 \) is a Corkscrew point for \( Q \). Then by Lemma 7.21, Lemma 7.25, and Corollary 7.28, for every \( Y \in l^{*\alpha} \) we have that

\[
g_1(Y, X_0) \approx g_1(Y, X_0) \approx \omega_1^{X_0} \frac{\Delta(x_0, \sigma_0 l(Q))}{l(Q) \ell(Q)^{d-1}} \approx \omega_1^{X_0} \frac{\sigma(Q)}{\sigma(Q)}.
\]

Putting together (9.6) and (9.7), we see that

\[
\int_{l^*} |\nabla Y g_1(Y, X_0)|^2 \, dY \leq \left( \frac{\omega_1^{X_0} \sigma(Q)}{\sigma(Q)} \right)^2 |l|.
\]

Plugging (9.8) into (9.5), using the fact that

\[
\sup_{Y \in l^*} |\mathcal{E}(Y)| \approx \ell(l)^{1-(n-d)} \sup_{Y \in l^*} |\mathcal{E}(Y)|,
\]

and using the Cauchy-Schwartz inequality, we obtain that
Hölder’s inequality, (9.10) gives that
\[ |f(I)|^{1-\frac{d}{p}} \omega_1^{x_0}(Q) \sigma(Q) \left( \frac{\sup_{y \in I} |\mathcal{E}(y)|}{\ell(I)^{d-1}} \right)^{\frac{1}{2}} \left( \int_{I^*} |\nabla u_0|^2 \right)^{\frac{1}{2}} \]
\[ \leq \sum_{Q \in \mathcal{D}_{F,0}} \left( \frac{m(Q)}{\sigma(Q)} \right)^{\frac{1}{2}} \omega_1^{x_0}(Q) \sigma(Q) \left( \int_{U_Q} |\nabla u_0|^2 \delta(X)^{2-n} \, dX \right)^{\frac{1}{2}} \]
\[ \leq \sum_{Q \in \mathcal{D}_{F,0}} \left( \frac{m(Q)}{\sigma(Q)} \right)^{\frac{1}{2}} \int_Q (M(k_1^{x_0}1_Q))(x) \left( \int_{\gamma_{Q_0}(x)} |\nabla u_0|^2 \delta(X)^{2-n} \, dX \right)^{\frac{1}{2}} \, dx \]
\[ \leq \|m_{F}^{\frac{1}{2}}\|_{\mathcal{C}(Q)} \sum_{Q \in \mathcal{D}_{F,0}} \int_Q (M(k_1^{x_0}1_Q))(x) \left( \int_{\gamma_{Q_0}(x)} |\nabla u_0|^2 \delta(X)^{2-n} \, dX \right)^{\frac{1}{2}} \, dx \]
where in the second line we used that $\ell(I) \approx \ell(Q)$ for each $I \in \mathcal{W}_Q$, the definition of $\alpha_Q$, and the bounded overlap of the dylated Whitney cubes $I^*$; in the third line we used for each $x \in Q$ the estimate
\[ \frac{\omega_1^{x_0}(Q)}{\sigma(Q)} = \frac{1}{\sigma(Q)} \int_Q k_1^{x_0} \, d\sigma \leq \frac{1}{\Delta(x, A_0 \ell(Q))} \int_{\Delta(x, A_0 \ell(Q))} k_1^{x_0} \, d\sigma \]
\[ \leq (M(k_1^{x_0}1_Q))(x), \text{ for each } x \in Q, \]
and in the fourth line we chose $\alpha_1$ so that $\gamma_{Q_0}(x) \subset \gamma^{\alpha_1}(x)$ for all $x \in \Gamma$ (see the paragraph following (4.26)). Using (9.1),(9.9) and the Hölder’s inequality, we furnish the estimate
\[ F_1(X_0) \leq \xi \|M(k_1^{x_0}1_Q)\|_{L^p(\Gamma,\sigma)}\|S_{\alpha_1}u_0\|_{L^p(\Gamma,\sigma)} \leq \xi \|k_1^{x_0}\|_{L^p(\Gamma,\sigma)}\|f\|_{L^p(Q_0,\sigma)} \]
\[ = \xi \|k_1^{x_0}\|_{L^p(\Gamma,\sigma)}, \]
where we have used Theorem 7.50 and the fact that the trace of $u_0$ is $f$. As such, we have that
\[ (9.10) \quad |u_1(X_0) - u_0(X_0)| = F_1(X_0) \leq \xi \|k_1^{x_0}\|_{L^p(\Gamma,\sigma)}. \]
We will now see that (9.10) implies the desired result. By the definitions of $u_0$, $u_1$, $f$, and Hölder’s inequality, (9.10) gives that
\[ \int_{Q_0} f k_1^{x_0} \, d\sigma \leq \xi \|k_1^{x_0}\|_{L^p(\Gamma,\sigma)} + \int_{Q_0} f k_0^{x_0} \, d\sigma \]
\[ \leq \xi \|k_1^{x_0}\|_{L^p(\Gamma,\sigma)} + \|f\|_{L^p(\Gamma,\sigma)}\|k_0^{x_0}\|_{L^p(\Gamma,\sigma)} \leq \xi \|k_1^{x_0}\|_{L^p(\Gamma,\sigma)} + \|k_0^{x_0}\|_{L^p(\Gamma,\sigma)}. \]
Since the continuous functions are dense in $L^p(\Gamma,\sigma)$, by taking supremum over all possible $f$ as described earlier, we obtain that
\[ (9.11) \quad \|k_1^{x_0}\|_{L^p(\Gamma,\sigma)} \leq \xi \|k_1^{x_0}\|_{L^p(\Gamma,\sigma)} + \|k_0^{x_0}\|_{L^p(\Gamma,\sigma)}. \]
It follows that as long as \( \varepsilon^2 \) is small enough (depending only on the permissible constants), we may hide the first term on the right-hand side of the above inequality to the left-hand side; hence we get that

\[
\|k_1^{X_0}\|_{L^p(Q_0,\sigma)} \leq \|k_0^{X_0}\|_{L^p(Q_0,\sigma)}.
\]

And hence, since \( k_0^{X_0} \) satisfies (9.4), we obtain that \( k_1^{X_0} \) satisfies (9.4) as well, with the implicit constant independent of \( \tau \) and \( Q_0 \).

9.3. **Self-improvement of Step 1.** We currently have (9.4) only for the largest cube \( Q_0 \); but let us see that we can extend (9.4) to obtain a reverse Hölder estimate on every dyadic subcube of \( Q_0 \).

Fix \( Q \in \mathcal{D}_{Q_0} \). Let \( X^Q \) be a Corkscrew point for the surface ball \( \Delta(x_Q, 10c^{-1} \sqrt{mA_2f(Q)}) \), so that \( X^Q \in \Omega \setminus R^Q_0 \) (see the remarks about \( X_0 \) following (9.1)). Define a new operator \( L^Q_1 = L_\tau \) in \( \Omega_{F, Q} \) and \( L^Q_1 = L_0 \) otherwise in \( \Omega \setminus \Omega_{F, Q} \), and let \( k^{X^Q}_{L^Q_0} \) denote the Poisson kernel for \( L^Q_1 \) with pole at \( X^Q \). Given our proof above, it is easy to see that

\[
\int_Q (k^{X^Q}_{L^Q_0})^p \ d\sigma \leq C_1 \sigma(Q)^{1-p},
\]

for some \( C_1 \) independent of \( Q \) (and \( \tau \)). Indeed, if \( Q \subset Q_k \) for some \( Q_k \in F \) then we obtain that \( \mathcal{D}_{F, Q} = \emptyset \) so that \( \Omega_{F, Q} = \emptyset \) and so \( L^Q_1 \equiv L_0 \) in \( \Omega \setminus \Gamma \). In that case, (9.12) holds by hypothesis. Otherwise, trivially we have that \( \|m_F\|_{C(Q)} \leq \|m_F\|_{C(Q_0)} \leq \xi \), and consequently, if \( Q \) is not contained in any \( Q_k \in F \), then we may simply repeat the previous argument with respect to \( Q \), and we obtain (9.12) exactly as before. This proves the claim.

Now, by the non-degeneracy of the harmonic measure we have that \( \int_Q k^{X^Q}_{L^Q_0} \ d\sigma \geq 1 \), and combining this estimate with (9.12) we obtain that

\[
\left( \frac{1}{\sigma(Q)} \int_Q (k^{X^Q}_{L^Q_0})^p \ d\sigma \right)^{\frac{1}{p}} \leq \frac{1}{\sigma(Q)} \int_Q k^{X^Q}_{L^Q_0} \ d\sigma.
\]

Next, we want to pass from \( k^{X^Q}_{L^Q_0} \) to \( k^{X^Q}_{L^Q_1} \). Notice that \( L_1 \equiv L^Q_1 \) in \( (\Omega \setminus \Omega_{F, Q_0}) \cup \Omega_{F, Q} \), and observe that for \( B_s = B(x_Q, s) \) the ball in Lemma 4.31 ii) for which \( \ell(Q) \leq s \leq \ell(Q) \) and (4.32) is satisfied, we have that

\[
B_s \cap \Omega = B_s \cap \left( (\Omega \setminus \Omega_{F, Q_0}) \cup (\Omega_{F, Q_0}) \right) = \left( B_s \cap (\Omega \setminus \Omega_{F, Q_0}) \right) \cup \left( B_s \cap \Omega_{F, Q_0} \right) = B_s \cap \Omega_{F, Q_0} = B_s \cap (\Omega_{F, Q} \cup \Omega \setminus \Omega_{F, Q_0}),
\]

and hence \( L_1 \equiv L^Q_1 \) in \( B_s \cap \Omega \). Therefore, using Lemma 7.37 we see that there exists \( \tilde{\varepsilon} \), \( 1 \leq \tilde{\varepsilon} \leq 1 \) so that

\[
k^{X^Q}_{L^Q_1}(y) = k^{X^Q}_{L^Q_1}(y) \approx k^{X^Q}_{L^Q_1}(y), \quad \text{for } \sigma \text{ - almost every } y \in \tilde{\varepsilon} \Delta_Q = \Delta(x_Q, \tilde{\varepsilon} \ell(Q)).
\]

We use this result, (9.13), and the doubling property Lemma 7.27 to deduce the estimate
\[
\left(\frac{1}{\sigma(\delta D_Q)} \int_{\delta D_Q} (k_1^{X_0})^p \, d\sigma \right)^{\frac{1}{p}} \leq \left( \frac{1}{\sigma(\delta D_Q)} \int_{Q} (k_1^{X_0})^p \, d\sigma \right)^{\frac{1}{p}} \leq \frac{1}{\sigma(\delta D_Q)} \int_{Q} k_1^{X_0} \, d\sigma \leq \frac{1}{\sigma(\delta D_Q)} \int_{\delta D_Q} k_1^{X_0} \, d\sigma \leq \frac{1}{\sigma(\delta D_Q)} \int_{\delta D_Q} k_1^{X_0} \, d\sigma.
\]

We can now change poles from \(X_0\) to \(X_0\) via Lemma 7.36 to obtain

\[
\left(\frac{1}{\sigma(\delta D_Q)} \int_{\delta D_Q} (k_1^{X_0})^p \, d\sigma \right)^{\frac{1}{p}} \leq \frac{1}{\sigma(\delta D_Q)} \int_{\delta D_Q} k_1^{X_0} \, d\sigma, \quad \text{for each } Q \in \mathbb{D}_{Q_0}.
\]

Finally, we use Lemma 3.16 to furnish

Conclusion 9.14 (Step 1). We have that \(\omega_1^{X_0} \in A_{\infty, dyadic}^{\text{dyadic}}(Q_0)\) uniformly in \(\tau \) and \(Q_0\). Hence we deduce that \(P_{\mathcal{F}} \omega_1^{X_0} \in A_{\infty, dyadic}^{\text{dyadic}}(Q_0)\) (uniformly in \(\tau \) and \(Q_0\)) by Lemma 3.14.

9.4. Step 2: Hide the “bad” Carleson regions. We define the operator \(L_2\) such that the disagreement with \(L_1\) lives roughly inside the Carleson regions corresponding to the family \(\mathcal{F}\). More precisely, set

\[
L_2 = \begin{cases} 
L_\tau, & \text{in } R_{Q_0} \setminus \Omega_{\mathcal{F}}, \\
L_1, & \text{in } \Omega \setminus (R_{Q_0} \setminus \Omega_{\mathcal{F}}).
\end{cases}
\]

Note carefully that \(R_{Q_0} \setminus \Omega_{\mathcal{F}} \subseteq R_{Q_0} \setminus \Omega_{\mathcal{F}, Q_0}\), but the opposite containment does not hold in general. We write \(\omega_1 = \omega_1^{X_0}\) and \(\omega_2 = \omega_2^{X_0}\) for the corresponding harmonic measures (on \(\Gamma\)) for \(L_1\) and \(L_2\) with fixed pole at \(X_0\). We also let \(\omega_{*,1} = \omega_1^{X_0}\) and \(\omega_{*,2} = \omega_2^{X_0}\) denote the harmonic measures of \(L_1\) and \(L_2\) on \(\partial \Omega_{\mathcal{F}}\), the boundary of the dyadically-generated sawtooth domain \(\Omega_{\mathcal{F}}\) (see the beginning of Section 8). Note that

\[
\Omega_{\mathcal{F}} \subset \Omega \setminus (R_{Q_0} \setminus \Omega_{\mathcal{F}}),
\]

whence \(L_1 \equiv L_2\) in \(\Omega_{\mathcal{F}}\) and consequently we have that \(\omega_{*,1} \equiv \omega_{*,2}\).

Next, we apply Lemma 8.1 to both \(L_1\) and \(L_2\) to deduce that for all \(Q \in \mathbb{D}_{Q_0}\) and \(F \subset Q\), the estimate

\[
\left( \frac{P_{\mathcal{F}} \omega_{i}(F)}{P_{\mathcal{F}} \omega_1(Q)} \right)^{\mu_i} \leq \frac{P_{\mathcal{F}} \mu_i(F)}{P_{\mathcal{F}} \mu_1(Q)} \leq \frac{P_{\mathcal{F}} \omega_{i}(F)}{P_{\mathcal{F}} \omega_1(Q)}
\]

holds for \(i = 1, 2\), and \(\mu_i\) is defined in (8.2). Observe that \(P_{\mathcal{F}} \mu_1 \equiv P_{\mathcal{F}} \mu_2\) since \(\omega_{*,1} \equiv \omega_{*,2}\). Since \(A_{\infty, dyadic}^{\text{dyadic}}(Q_0)\) defines an equivalence relationship among dyadically doubling measures (which the projection measures \(P_{\mathcal{F}} \mu_i\), see Lemma 9.51 of [DM] or Lemma B.2 of [HM14]), and since we showed in Step 1 that \(P_{\mathcal{F}} \omega_1 \in A_{\infty, dyadic}^{\text{dyadic}}(Q_0)\), we obtain in this step that \(P_{\mathcal{F}} \omega_2 \in A_{\infty, dyadic}^{\text{dyadic}}(Q_0)\). For definiteness, we have
Conclusion 9.15 (Step 2). There exist $\theta, \theta' > 0$ (independent of $\tau$ and $Q_0$) such that for all $Q \in \mathcal{D}_{Q_0}$ and all Borel sets $F \subseteq Q$, we have the estimate
\[
\frac{1}{C} \left( \frac{\sigma(F)}{\sigma(Q)} \right)^\theta \leq \frac{\mathcal{P}_\tau \omega_2^{X_0}(F)}{\mathcal{P}_\tau \omega_2^{X_0}(Q)} \leq C \left( \frac{\sigma(F)}{\sigma(Q)} \right)^{\theta'}
\]
with $C$ uniform in $\tau$ and $Q_0$.

9.5. **Step 3: Extend outside the Carleson region of $Q_0$.** Observe that
\[
\Omega = \Omega_{F, Q_0} \cup (R_{Q_0} \setminus \Omega_F) \cup (R_{Q_0} \cap \Omega_F \setminus \Omega_{F, Q_0}) \cup (\Omega \setminus R_{Q_0}).
\]
We have successfully changed the operator from $L_0$ to $L_\tau$ on $\Omega_{F, Q_0} \cup (R_{Q_0} \setminus \Omega_F)$ in the last two steps; it remains to change it in the set $\hat{\Omega} := (R_{Q_0} \cap \Omega_F \setminus \Omega_{F, Q_0}) \cup (\Omega \setminus R_{Q_0})$. Thus we define
\[
L_3 = \begin{cases} L_\tau, & \text{in } \hat{\Omega}, \\ L_2, & \text{in } \Omega \setminus \hat{\Omega}. \end{cases}
\]
Hence, note that $L_3 = L_\tau$ in $\Omega$, and $L_3 \equiv L_2$ in $\Omega \setminus \hat{\Omega} = R_{Q_0} \setminus (\Omega_{F} \setminus \Omega_{F, Q_0})$. We will show that (6.4) holds, so fix $\epsilon \in (0, 1)$ and take $E \subset Q_0$ with $\frac{\sigma(E)}{\sigma(Q_0)} \geq \epsilon$. In the case that $F = \{Q_0\}$, we have the trivial estimate
\[
\frac{\mathcal{P}_\tau \omega_3^{X_0}(E)}{\mathcal{P}_\tau \omega_3^{X_0}(Q_0)} = \frac{\sigma(E)}{\sigma(Q_0)} \geq \epsilon.
\]
We thus suppose that $F \subseteq \mathcal{D}_{Q_0} \setminus \{Q_0\}$. For $t \ll 1$, recall that we define $\Sigma_t = \Sigma_{Q_0, t}$ in Lemma 7.41. Define $Q_t = Q_0 \cup \bigcup_{Q' \in I_t} Q'$, where
\[
I_t = \{Q' \in \mathcal{D}_{Q_0} : t\ell(Q_0) < \ell(Q') \leq 2t\ell(Q_0), Q' \cap \Sigma_t \neq \emptyset\}.
\]
It is easy to see that $\Sigma_t \subset \bigcup_{Q' \in I_t} \overline{Q'} \subset \Sigma_{Ct}$ for $C$ a uniform constant. Then, for all $t = t(\epsilon)$ small enough, we have that
\[
\sigma(Q_0 \setminus Q_t) \leq C \sigma(\Sigma_{Ct}) \leq A_0(Ct)^c \sigma(Q_0) \leq \frac{\epsilon}{2} \sigma(Q_0),
\]
where we have used Lemma 3.1 (vi). Letting $F = E \cap Q_t$, it follows that
\[
eq \epsilon \sigma(Q_0) \leq \sigma(E) \leq \sigma(F) + \frac{\epsilon}{2} \sigma(Q_0),
\]
and therefore $\sigma(F)/\sigma(Q_0) \geq \epsilon/2$. Using the conclusion of Step 2, we see that
\[
\frac{\mathcal{P}_\tau \omega_3^{X_0}(F)}{\mathcal{P}_\tau \omega_3^{X_0}(Q_0)} \gtrsim \left( \frac{\sigma(F)}{\sigma(Q_0)} \right)^\theta \geq \left( \frac{\epsilon}{2} \right)^\theta.
\]
Now we claim that $\mathcal{P}_\tau \omega_3^{X_0}(F) \geq c_\epsilon \mathcal{P}_\tau \omega_2^{X_0}(F)$. The point of our argument is that the region of discrepancy between $A_2$ and $A_3$ is uniformly far away (depending on $t = t(\epsilon)$) from most of $Q_0$, allowing us to compare the Poisson kernels of $\omega_2$ and $\omega_3$ in the set $F \subset E$, which has been chosen so that it retains most of $\sigma(E)$ while staying far from the region of discrepancy between $A_2$ and $A_3$. Since $L_2 \equiv L_3$ in $R_{Q_0} \setminus (\Omega_{F} \setminus \Omega_{F, Q_0})$, then we have by Lemma 7.41 that
\[
k_2^{X_0}(y) \approx k_3^{X_0}(y) \quad \text{for } \sigma - \text{almost every } y \in Q_t \subset Q_0 \setminus \Sigma_t,
\]
where the implicit constants depends on \( t \) and hence on \( \varepsilon \). It is then the case that

\[
\omega_2^{X_0}(F(\cup_{Q_j \in F} Q_j)) \approx \omega_3^{X_0}(F(\cup_{Q_j \in F} Q_j)),
\]

and thus we observe the estimate

\[
(9.16) \quad \mathcal{P}_F \omega_2^{X_0}(F) = \omega_2^{X_0}(F(\cup_{Q_j \in F} Q_j)) + \sum_{Q_j \in F} \frac{\sigma(F \cap Q_j)}{\sigma(Q_j)} \omega_3^{X_0}(Q_j) \\
\geq c_\varepsilon \omega_2^{X_0}(F(\cup_{Q_j \in F} Q_j)) + \sum_{Q_j \in F} \frac{\sigma(F \cap Q_j)}{\sigma(Q_j)} \omega_3^{X_0}(Q_j).
\]

It remains to estimate the last term. We need only consider the cubes in \( F \) that meet \( F \). Let \( Q_j \in F \) be such a cube. If \( Q_j \subset Q_i \), then again by Lemma 7.41 we have that

\[
\omega_3^{X_0}(Q_j) \geq c_\varepsilon \omega_2^{X_0}(Q_j).
\]

Otherwise, \( Q_j \cap (Q_0 \setminus Q_i) \neq \emptyset \), whence there exists \( Q' \in I_t \) such that \( Q' \subseteq Q_j \) (since \( Q_j \cap Q_i \neq \emptyset \)). Accordingly, \( \ell(Q_j) > \ell(Q_0) \). Now let \( \tilde{Q} \in D_{Q_j} \) be a dyadic descendant of \( Q_j \) which contains \( x_{Q_j} \) and verifying \( \ell(\tilde{Q}) = 2^{-M} \ell(Q_j) \) with \( M = 2(1 + \log_2(A_0 a_0^{-1})) \approx 1 \), so that \( \ell(\tilde{Q}) \approx \ell(Q_j) \). Let us see that \( \tilde{Q} \subset Q_0 \setminus \Sigma_{\text{out2}} \). Indeed, choose \( x^* \in \Gamma \setminus Q_j \) and \( y^* \in \tilde{Q} \) so that \( \text{dist}(\Gamma \setminus Q_j, \tilde{Q}) = |x^* - y^*| \), and reckon that

\[
dist(\tilde{Q}_0, \tilde{Q}) \geq \text{dist}(\tilde{Q}_0, Q_j) = |x^* - y^*| \geq |x^* - x_{Q_j}| - |x_{Q_j} - y^*| \\
\geq a_0 \ell(Q_j) - \text{diam}(\tilde{Q}) \geq [a_0 - A_0 2^{-M}] \ell(Q_j) > \frac{a_0}{2} \ell(Q_0),
\]

which does give our claim. We may then apply Lemma 7.41 one last time to see that

\[
k_2^{X_0}(\gamma) \approx k_3^{X_0}(\gamma) \text{ for } \sigma-\text{almost every } y \in \tilde{Q},
\]

and therefore

\[
\omega_3^{X_0}(Q_j) \geq \omega_3^{X_0}(\tilde{Q}) \approx \omega_2^{X_0}(\tilde{Q}) \geq \omega_2^{X_0}(Q_j),
\]

where we have used the doubling property of the harmonic measure on the dyadic cubes.

We now plug this result back into (9.16) to obtain that

\[
\mathcal{P}_F \omega_2^{X_0}(F) \geq c_\varepsilon \omega_2^{X_0}(F(\cup_{Q_j \in F} Q_j)) + c_\varepsilon \sum_{Q_j \in F} \frac{\sigma(F \cap Q_j)}{\sigma(Q_j)} \omega_3^{X_0}(Q_j) = c_\varepsilon \mathcal{P}_F \omega_2^{X_0}(F).
\]

We have arrived at

\textbf{Conclusion 9.17 (Step 3).} There exists \( \xi > 0 \) for which the following statement holds: given \( \varepsilon \in (0, 1) \), there is \( C_\varepsilon < \infty \) such that for every \( Q_0 \in D \), if \( F = \{Q_j\}_j \subset D_{Q_0} \) is a disjoint family satisfying \( ||m_F||_{C(Q_0)} < \xi \), then for any Borel set \( F \subset Q_0 \),

\[
\frac{\sigma(F)}{\sigma(Q_0)} \geq \varepsilon \implies \frac{\mathcal{P}_F \omega_2^{X_0}(F)}{\mathcal{P}_F \omega_2^{X_0}(Q_0)} \geq \frac{1}{C_\varepsilon},
\]

and \( C_\varepsilon \) is uniform in \( \tau \).

\textbf{9.6. Step 4: Fix the pole.} The conclusion of Step 3 above almost looks like what is needed; but we ought to improve it so that its conclusion holds for any cube \( Q \in D_{Q_0} \) while keeping the pole \( X_0 \) fixed. Nevertheless, this is not difficult; the following result is immediate from the method proof in [HM12]; we omit the details of the proof carried out in [CHM19] in a very similar setting (see our Remark 2.8).
Proposition 9.18 (Proposition 4.25 of [CHM19]). There exists \( \xi > 0 \) for which the following statement holds: given \( \varepsilon \in (0,1) \), there is \( C_\varepsilon < \infty \) such that for every \( Q_0 \in \mathcal{D} \), and for all \( Q \in \mathcal{D} \), if \( F = \{ Q_j \} \subset \mathcal{D} \) is a disjoint family satisfying \( \| m_F \|_{C(Q)} < \xi \), then for any Borel set \( F \subset Q \), we have that

\[
\frac{\sigma(F)}{\sigma(Q)} \geq \varepsilon \quad \implies \quad \frac{P_F \omega_{L_\varepsilon}^{X_0}(F)}{P_F \omega_{L_\varepsilon}^{X_0}(Q)} \geq \frac{1}{C_\varepsilon},
\]

with \( C_\varepsilon \) uniform in \( \varepsilon \). Consequently, \( \omega_{\tau}^{X_0} \in A^{\text{dyadic}}_{\varepsilon}(Q_0) \) uniformly in \( \tau \) and \( Q_0 \). In particular, there exists \( 1 < q < \infty \) such that \( k_{\tau}^{X_0} \in RH_q^{\text{dyadic}}(Q_0) \) uniformly in \( Q_0 \in \mathcal{D} \) and \( \tau > 0 \); and therefore \( k_{\tau} \in RH_q \) with \( RH_q \) characteristic independent of \( \tau \).

9.7. Step 5: Pass to the limit in \( \tau \). Proposition 9.18 is the desired conclusion for each operator \( L_\tau \), \( \tau > 0 \), with \( RH_q \) characteristic independent of \( \tau \). We now ought to pass to the limit as \( \tau \to 0 \) and argue that these quantitative absolute continuity properties are preserved. The required technology is the following result.

Lemma 9.19 (Limiting lemma). Let \( A_0, A \) be two matrices satisfying (7.1), and write \( L_0 = -\text{div} A_0 \nabla, \ L = -\text{div} A \nabla \). For each \( \tau \geq 0 \) small enough, define \( A_\tau = A_0 \) in \( \Gamma_T \) (the \( \tau \)-tube around \( \Gamma \), see Definition 9.2) and \( A_\tau = A \) otherwise in \( \mathbb{R}^d \). Accordingly, define the operator \( L_\tau := -\text{div} A_\tau \nabla \). Let \( \{ \omega_\tau^X \}, \{ \omega^X \}, \{ \omega_\tau^Y \} \) be the families of harmonic measures associated to the operators \( L_\tau, L, L_\tau \) respectively. Assume that there exists \( q \in (1,\infty) \) such that \( \frac{d\omega_\tau^X}{d\omega^X} \in RH_q \) with \( RH_q \) characteristic uniformly bounded in \( \tau \). Then \( \omega_\tau \ll \sigma \) and \( \frac{d\omega_\tau}{d\sigma} \in RH_q \).

Proof. Fix the surface ball \( \Delta_0 \subset \Gamma \), let \( X_0 \) be a Corkscrew point for the ball \( \Delta_0 \), and suppose that \( \tau < \delta(X_0)/4 \). We first show that \( \omega_{\tau}^{X_0} \rightarrow \omega_0^{X_0} \) on \( \Delta_0 \) as \( \tau \searrow 0 \). Define the functionals \( \Phi \) and \( \Phi_\tau \) on \( C_c(\Delta_0) \) by

\[
\Phi(f) = \int_{\Delta_0} f \, d\omega_\tau^{X_0}, \quad \Phi_\tau(f) = \int_{\Delta_0} f \, d\omega_\tau^{X_0}, \quad f \in C_c(\Gamma).
\]

Let \( u \) (respectively, \( u_\tau \)) be the unique solution to the Dirichlet problem \( Lu = 0 \) in \( \Omega \), \( u|_{\Gamma} = f \) (respectively, \( Lu_\tau = 0 \) in \( \Omega \), \( u_\tau|_{\Gamma} = f \)). By (7.1.17), we have that \( \Phi(f) = u(X_0) \), \( \Phi_\tau(f) = u_\tau(X_0) \). In this setting, using an elementary approximation argument, the Cauchy-Schwartz inequality, and Lemma 7.10 iv), it is easy to show that the identity (7.14) holds for all \( X \in \Omega \setminus \Gamma_{2\tau} \), since the pole \( X_0 \) lies far away from the support of \( A_\tau - A \). Thus, according to Lemma 7.13, we may write

\[
| \Phi(f) - \Phi_\tau(f) | = | u(X_0) - u_\tau(X_0) | \leq \left( \int_{\Gamma} (A - A_\tau)^T (Y) \nabla g_\tau(Y, X_0) \nabla u(Y) \, dY \right),
\]

\[
\leq 2(C_A + C_{A_0}) \left( \int_{\Gamma} |\nabla g_\tau(Y, X_0)|^2 \, dm(Y) \right)^{1/2} \left( \int_{\Gamma} |\nabla u(Y)|^2 \, dm(Y) \right)^{1/2},
\]

\[
\leq 2(C_A + C_{A_0}) \left( \int_{\Omega \setminus B(X_0, \delta(X_0)/2)} |\nabla g_\tau(Y, X_0)|^2 \, dm(Y) \right)^{1/2} \left( \int_{\Gamma} |\nabla u(Y)|^2 \, dm(Y) \right)^{1/2}.
\]
It follows that $\Phi(q)$ while we also have that $\omega$. Moreover, according to Corollary 7.29, we have that $\omega$ to the proof of Theorem 1.5.

Consequence for the operator $\omega$ as defined in (6.6). By Lemma 6.5, we see that $\Phi(\omega) \leq C \omega(\omega,0) \omega(\omega,0,\tau) \leq C_0 \omega(\omega,0,\tau)$. Hence we must have that $\omega_0 \ll \omega$ and $k_0 = \frac{d\omega_0}{d\sigma}$ satisfies the estimate (7.45), so that $k_0 \in RH_q(\Delta_0)$.

Since $\Delta_0 \subset \Gamma$ was arbitrary, we finally conclude that $\frac{d\omega}{d\sigma} \in RH_q$.  

Using the previous lemma in conjunction with Proposition 9.18 yields the desired conclusion for the operator $L$ and Theorem 1.2 is shown.

10. Proof of Theorem 1.5

In this section, we give the proof of Theorem 1.5; in fact, the proof of this theorem is very similar to but simpler than the proof of Theorem 1.2 in the previous section, as we will not need to use the projection lemma, Lemma 8.1, nor the extrapolation theorem, Theorem 6.3. As such, we mainly describe the set-up here and point out the differences to the proof of Theorem 1.5.

Let $A_0, A$ be two matrices that satisfy (7.1), write $A_0 = w^{-1}A_0$, $A = w^{-1}A$, and suppose that $d\lambda(X) = \frac{a(X)^d}{n(X)^d}dX$ is a (continuous) Carleson measure with $\|m\|_C \leq \epsilon_0$, where $a$ is defined in (1.3) and $\epsilon_0$ is small and to be chosen later. As in Lemma 6.5, the natural discretization of the Carleson measure $\lambda$ is the collection $m = \{a_Q\}_{Q \in \mathcal{D}}$ with $a_Q$ as defined in (6.6). By Lemma 6.5, we see that $\|m\|_C \leq \epsilon_0$. Let $L_0 = -\text{div}A_0\nabla$, $L = -\text{div}A\nabla$, and let $\omega_0, \omega$ be the harmonic measures of $L_0, L$ respectively.

Fix $Q_0 \in \mathcal{D}$, and recall that $R_{Q_0} \subset B(x_{Q_0}, 7\sqrt{n}A_0\ell(Q_0))$ (see (4.24)). Let $\hat{B}_0 := B(x_{Q_0}, 30c^{-1}\sqrt{n}A_2\ell(Q_0))$, and fix $x_0 \in \Omega$ as a Corkscrew point (with Corkscrew constant $c$) for the surface ball $\hat{B}_0 \cap \Gamma$. Then $X_0 \subset \Omega \setminus B(x_{Q_0}, 30\sqrt{n}A_2\ell(Q_0)) \subset \Omega \setminus R_{Q_0} \subset \Omega \setminus R_{Q_0}$.

Moreover, according to Corollary 7.29, we have that $\omega(X_0) \approx \text{dist}(X_0, Q_0) \approx \ell(Q_0)$.
Since \((D)\) is solvable for \(L_0\), then by Theorem 7.43, we have that \(\omega_{L_0}^{X_0} = \omega_0^{X_0} \in RH_p(Q_0)\) (with reverse Hölder characteristic independent of \(Q_0\)).

**Step 0.** Owing to our assumptions and Theorem 1.2, we a priori have that \(\omega_L \ll \omega\). However, we still ought to make a qualitative reduction as in Step 0 of the proof of Theorem 1.2, to guarantee that \(k \in L^p_{\infty}(\Gamma, \omega)\) for the fixed \(p\) in our hypothesis. Accordingly, we define \(A_{\tau}\) as \(A_{\tau} = A_0\) in the \(\tau\)-tube \(\Gamma_{\tau}\) (see Definition 9.2), and \(A_{\tau} = A\) in \(\mathbb{R}^n \setminus \Gamma_{\tau}\). We work with \(L_{\tau}\) in place of \(L\) in the steps below, and ultimately pass to the limit as \(\tau \to 0\) using Lemma 9.19, very similarly as in Step 5 of the proof of Theorem 1.2. We omit further details.

**Step 1.** Introduce the operator \(L_1\) defined as \(L_1 = L\) in \(\hat{B}_0\), and \(L_1 = L_0\) in \(\Omega \setminus \hat{B}_0\). We write \(\omega_1\) for the harmonic measure associated to the operator \(L_1\), and \(g_1\) for the Green function associated to \(L_1\). We have that \(k_0^{X_0} \in RH_p(Q_0)\), and in particular by Theorem 7.43, Harnack Chains and the Harnack Inequality, we have that

\[
\int_{Q_0} (k_0^{X_0})^p \, d\sigma \leq \sigma(Q_0)^{1-p}.
\]

Our immediate goal in Step 1 is to show that (10.1) remains true when \(k_0^{X_0}\) is replaced by \(k_1^{X_0}\), the Poisson kernel for the operator \(L_1\) defined above. The proof follows essentially the same as that of Step 1 in the previous section, where \(\mathcal{F} = \emptyset\) in our situation; thus we omit it and present only the

**Conclusion 10.2 (Step 1).** The estimate (10.1) holds with \(k_0^{X_0}\) replaced by \(k_1^{X_0}\).

We remark that the smallness of \(\varepsilon_0\), used in the analogue of (9.11), necessarily depends on the implicit constant in Theorem 7.50 applied to the operator \(L_0\); hence, \(\varepsilon_0\) depends on the \(RH_p\) constant of \(\omega_0\).

**Step 2.** Now let \(L_2 = L\) in \(\Omega \setminus \hat{B}_0\) and \(L_2 = L_1\) in \(\hat{B}_0\). Note that \(L_2 \equiv L\) in \(\Omega\). According to our choice of \(\hat{B}_0\) and Lemma 7.37, we have that \(k_2^{X_0}(y) \approx k_1^{X_0}(y)\) for \(\sigma\)-almost every \(y \in B(x_{Q_0}, 7 \sqrt{n}A_0 t(Q_0)) \supset Q_0\). As such, we reckon the estimate

\[
\int_{Q_0} (k_2^{X_0})^p \, d\sigma \approx \int_{Q_0} (k_1^{X_0})^p \, d\sigma \leq \sigma(Q_0)^{1-p}.
\]

Let \(X_{Q_0} \in \Omega\) be a Corkscrew point for \(Q_0\). Then by Lemma 7.36 and the doubling property of the harmonic measure, we have that \(k_2^{X_0} \approx k_2^{X_{Q_0}}\) for \(\sigma\)-almost every \(y \in Q_0\). Therefore, we conclude that

\[
\int_{Q_0} (k_2^{X_{Q_0}})^p \, d\sigma \leq \sigma(Q_0)^{1-p}.
\]

Since \(Q_0 \in \mathbb{D}\) was arbitrary, then the Poisson kernel \(k\) for the operator \(L\) satisfies the condition (7.49) in Remark 7.48. By this same remark, we know that then \(k\) satisfies the condition (7.45), and finally by Theorem 7.43 we obtain the desired conclusion. \(\square\)
APPENDIX A. SETS OF LOCALLY FINITE PERIMETER AND THE RELATIVE ISOPERIMETRIC INEQUALITY

In this appendix, we state a minimal set of well-known results in geometric measure theory with the goal of verifying that the boundary of our sawtooth domain satisfies a relative isoperimetric inequality, which is used in the proof of Theorem 5.2. We follow the results in [EG92] Chapter 5. Let $U$ be an open subset of $\mathbb{R}^n$. By $C_c^1(U; \mathbb{R}^n)$ we denote the space of compactly supported $C_c^1$ vector fields $\phi : U \to \mathbb{R}^n$.

**Definition A.1** (Sets of finite perimeter and related notions). A function $f \in L^1(U)$ has bounded variation in $U$ if

$$\sup \left\{ \int_U f \, \text{div} \varphi \, dX : \varphi \in C_c^1(U; \mathbb{R}^n), |\varphi| \leq 1 \right\} < \infty.$$  

A function $f \in L^1_{\text{loc}}(U)$ has locally bounded variation in $U$ if for each open set $V \subset U$,

$$\sup \left\{ \int_V f \, \text{div} \varphi \, dX : \varphi \in C_c^1(V; \mathbb{R}^n), |\varphi| \leq 1 \right\} < \infty.$$  

If $f$ has bounded variation (resp. locally bounded variation), we say that $f \in BV(U)$ (resp. $f \in BV_{\text{loc}}(U)$). An $\mathcal{L}^n$–measurable subset $E \subset \mathbb{R}^n$ has finite perimeter (resp. locally finite perimeter) in $U$ if $1_E \in BV(U)$ (resp. $1_E \in BV_{\text{loc}}(U)$).

**Theorem A.2** (Structure Theorem for $BV_{\text{loc}}$ functions; [EG92] 5.1 Theorem 1). Let $f \in BV_{\text{loc}}(U)$. Then there exists a Radon measure $\mu$ on $U$ and a $\mu$–measurable vector field $\sigma : U \to \mathbb{R}^n$ such that

(i) $|\sigma(x)| = 1$ for $\mu$–almost every $x$, and

(ii) $\int_U f \, \text{div} \varphi \, dX = -\int_U \varphi \cdot \sigma \, d\mu$

for all $\varphi \in C_c^1(U; \mathbb{R}^n)$.

If $E$ is a set of locally finite perimeter in $U$, we write $\|\partial E\|$ for $\mu$, and we write $v_E := -\sigma$, where $\mu$ and $\sigma$ are given in Theorem A.2.

**Definition A.3** (Measure theoretic boundary). Let $E$ be an $\mathcal{L}^n$–measurable subset of $\mathbb{R}^n$, and let $x \in \mathbb{R}^n$. We say that $x \in \partial_\ast E$, the measure theoretic boundary of $E$, if

$$\limsup_{r \to 0} \frac{\mathcal{L}^n(B(x, r) \cap E)}{r^n} > 0,$$

$$\limsup_{r \to 0} \frac{\mathcal{L}^n(B(x, r) \setminus E)}{r^n} > 0.$$

It is obvious that $\partial_\ast E \subseteq \partial E$. We have the following criterion for a set to have locally finite perimeter.

**Theorem A.4** (Criterior for finite perimeter, [EG92] 5.11 Theorem 1). Let $E \subset \mathbb{R}^n$ be $\mathcal{L}^n$–measurable. Then $E$ has locally finite perimeter if and only if for any compact set $K \subset \mathbb{R}^n$, $\mathcal{H}^{n-1}(K \cap \partial_\ast E) < \infty$.

**Definition A.5** (Reduced boundary). Suppose that $E$ is a set of locally finite perimeter in $\mathbb{R}^n$, and let $x \in \mathbb{R}^n$. We say that $x \in \partial^\ast E$, the reduced boundary of $E$, if

(i) $\|\partial E\|(B(x, r)) > 0$ for all $r > 0$.

(ii) $\lim_{r \to 0} \int_{B(x, r)} v_E \, d\|\partial E\| = v_E(x)$, and

(iii) $|v_E(x)| = 1$.
In [EG92], it is seen that for any \( x \in \partial^* E \),
\[
\liminf_{r \to 0} \frac{\mathcal{L}^n(B(x,r) \cap E)}{r^n} > 0, \quad \liminf_{r \to 0} \frac{\mathcal{L}^n(B(x,r)\setminus E)}{r^n} > 0,
\]
which implies that \( \partial^* E \subset \partial E \) for any set \( E \) of locally finite perimeter.

**Theorem A.6** (Structure theorem for sets of finite perimeter, [EG92] 5.7 Theorem 2). Assume that \( E \) has locally finite perimeter in \( \mathbb{R}^n \).

(i) Then
\[
\partial^* E = \bigcup_{k=1}^{\infty} K_k \cup N,
\]
where \( \| \partial E \|(N) = 0 \) and \( K_k \) is a compact subset of a \( C^1 \)-hypersurface \( S_k \) \((k = 1, 2, \ldots)\).

(ii) Furthermore, \( \nu_E|_{S_k} \) is normal to \( S_k \) \((k = 1, \ldots)\), and

(iii) \( \| \partial E \| = \mathcal{H}^{n-1}(\partial^* E) \).

Finally, we state the relative isoperimetric inequality.

**Theorem A.7** (Relative isoperimetric inequality, [EG92] 5.6 Theorem 2). Let \( E \) be a set of locally finite perimeter in \( \mathbb{R}^n \). Then for each (open) ball \( B(x,r) \subset \mathbb{R}^n \), we have that
\[
(A.8) \quad \min \left\{ \frac{\mathcal{L}^n(B(x,r) \cap E)}{r^n}, \frac{\mathcal{L}^n(B(x,r)\setminus E)}{r^n} \right\}^{\frac{1}{1-n}} \leq a_n^{-1} \| \partial E \|(B(x,r))
\]
where \( a_n \) is a uniform constant depending only on the dimension \( n \).
[AHMT] Murat Akman, Steve Hofmann, José María Martell, and Tatiana Toro. Perturbation of elliptic operators in 1-sided nta domains satisfying the capacity density condition. Preprint. January 2019. arXiv:1901.08261. URL: https://arxiv.org/abs/1901.08261. (p. 7)

[Azz] Jonas Azzam. Semi-uniform domains and the $A_{\infty}$ property for harmonic measure. *International Mathematics Research Notices*. Accepted for publication. arXiv:1711.03088. URL: https://arxiv.org/abs/1711.03088. (p. 3)

[Bes45] A. S. Besicovitch. A general form of the covering principle and relative differentiation of additive functions. *Proc. Cambridge Philos. Soc.*, 41:103–110, 1945. URL: https://doi-org.ezp1.lib.umn.edu/10.1017/s0305004100022453, doi:10.1017/s0305004100022453. (p. 59)

[BHLMPa] Simon Bortz, Steve Hofmann, José Luis Luna García, Svitlana Mayboroda, and Bruno Poggi. Critical perturbations for second order elliptic operators. part ii: Existence, uniqueness, and bounds on the non-tangential maximal function. Project. (p. 6)

[BHLMPb] Simon Bortz, Steve Hofmann, José Luis Luna García, Svitlana Mayboroda, and Bruno Poggi. Critical perturbations for second order elliptic operators. part i: Square function bounds for layer potentials. Preprint. March 2020. arXiv:2003.02703. URL: https://arxiv.org/abs/2003.02703. (p. 6)

[BJ90] Christopher J. Bishop and Peter W. Jones. Harmonic measure and arclength. *Ann. of Math. (2)*, 132(3):511–547, 1990. doi:10.1090/tran/7536. (p. 7, 17, 48, 53, 59, 60, 66, 74, 75)

[BL04] Björn Bennewitz and John L. Lewis. On weak reverse Hölder inequalities for non-doubling harmonic measures. *Complex Var. Theory Appl.*, 49(7-9):571–582, 2004. URL: https://doi-org.ezp1.lib.umn.edu/10.1080/02781070410001731738, doi:10.1080/02781070410001731738. (p. 2)

[Bou87] J. Bourgain. On the Hausdorff dimension of harmonic measure in higher dimension. *Invent. Math.*, 87(3):477–483, 1987. doi:10.1016/BF01389238. (p. 3)

[Car62] Lennart Carleson. Interpolations by bounded analytic functions and the corona problem. *Ann. of Math. (2)*, 76:547–559, 1962. URL: https://doi-org.ezp1.lib.umn.edu/10.1007/BF0389238. (p. 3)

[CFK81] Luis A. Caffarelli, Eugene B. Fabes, and Carlos E. Kenig. Completely singular elliptic-harmonic measures. *Indiana Univ. Math. J.*, 30(6):917–924, 1981. doi:10.1512/iumj.1981.30.30067. (p. 6, 7)

[CG75] Lennart Carleson and John Garnett. Interpolating sequences and separation properties. *Journal d’Analyse Mathématique*, 28:273–279, 1975. URL: https://link.springer.com/article/10.1007/BF02786817, doi:10.1007/BF02786817. (p. 7)

[CHM19] Juan Cavero, Steve Hofmann, and José María Martell. Perturbations of elliptic operators in 1-sided chord-arc domains. Part I: Small and large perturbation for symmetric operators. *Trans. Amer. Math. Soc.*, 371(4):2797–2835, 2019. doi:10.1090/tran/7536. (p. 7, 17, 48, 53, 59, 60, 66, 74, 75)

[CHMT] Juan Cavero, Steve Hofmann, José María Martell, and Tatiana Toro. Perturbations of elliptic operators in 1-sided chord-arc domains. part ii: Non-symmetric operators and carleson measure estimates. Preprint. Last revised August 2019. arXiv:1908.02268. URL: https://arxiv.org/abs/1908.02268. (p. 7, 8)

[Chr90] Michael Christ. A $T(b)$ theorem with remarks on analytic capacity and the Cauchy integral. *Colloq. Math.*, 60(61):2:601–628, 1990. doi:10.4064/cm-60-61-2-601-628. (p. 8, 9, 12)

[Dah77] Björn E. J. Dahlberg. Estimates of harmonic measure. *Arch. Rational Mech. Anal.*, 65(3):275–288, 1977. doi:10.1007/BF00280445. (p. 2, 3)

[Dah86] Björn E. J. Dahlberg. On the absolute continuity of elliptic measures. *Amer. J. Math.*, 108(5):1119–1138, 1986. doi:10.2307/2374598. (p. 7)

[Dav88] Guy David. Morceaux de graphes lipschitziens et intégrales singulières sur une surface. *Rev. Mat. Iberoamericana*, 4(1):73–114, 1988. doi:10.4171/RMI/64. (p. 12)
[Dav91] Guy David. *Wavelets and singular integrals on curves and surfaces*, volume 1465 of *Lecture Notes in Mathematics*. Springer-Verlag, Berlin, 1991. doi:10.1007/BFb0091544.

[DEM] Guy David, Max Engelstein, and Svitlana Mayboroda. Square functions, non-tangential limits and harmonic measure in co-dimensions larger than one. *Duke. Math. J.* Accepted for publication. arXiv:1808.08882. URL: [https://arxiv.org/abs/1808.08882](https://arxiv.org/abs/1808.08882).

[DFMa] Zanbing Dai, Joseph Feneuil, and Svitlana Mayboroda. The regularity problem for elliptic operators in domains with lower dimensional boundaries. Work in progress.

[DFMb] Guy David, Joseph Feneuil, and Svitlana Mayboroda. Elliptic theory in domains with boundaries of mixed dimension. Preprint. Submitted March 2020. arXiv:2003.09037v1.

[DFM19a] Guy David, Joseph Feneuil, and Svitlana Mayboroda. Dahlberg’s theorem in higher co-dimension. *J. Funct. Anal.*, 276(9):2731–2820, 2019. URL: [https://doi-org.ezp1.lib.umn.edu/10.1016/j.jfa.2019.02.006](https://doi-org.ezp1.lib.umn.edu/10.1016/j.jfa.2019.02.006).

[DFM19b] Guy David, Joseph Feneuil, and Svitlana Mayboroda. Elliptic theory for sets with higher co-dimensional boundaries. *Memoirs of the AMS*, 2019. Accepted for publication. URL: [https://arxiv.org/abs/1702.05503](https://arxiv.org/abs/1702.05503).

[DFM19c] Guy David, Joseph Feneuil, and Svitlana Mayboroda. A new elliptic measure on lower dimensional sets. *Acta Math. Sin. (Engl. Ser.)*, 35(6):876–902, 2019.

[DJ90] G. David and D. Jerison. Lipschitz approximation to hypersurfaces, harmonic measure, and singular integrals. *Indiana Univ. Math. J.*, 39(3):831–845, 1990.

[DKP11] Martin Dindos, Carlos Kenig, and Jill Pipher. BMO solvability and the $A_{\infty}$ condition for elliptic operators. *J. Geom. Anal.*, 21(1):78–95, 2011. doi:10.1007/s12220-010-9142-3.

[DS93] Guy David and Stephen Semmes. *Analysis of and on uniformly rectifiable sets*, volume 38 of *Mathematical Surveys and Monographs*. American Mathematical Society, Providence, RI, 1993. doi:10.1090/surv/038.

[EG92] Lawrence C. Evans and Ronald F. Gariepy. *Measure theory and fine properties of functions*. Studies in Advanced Mathematics. CRC Press, Boca Raton, FL, 1 edition, 1992.

[DJK84] Björn E. J. Dahlberg, David S. Jerison, and Carlos E. Kenig. Area integral estimates for elliptic differential operators with nonsmooth coefficients. *Ark. Mat.*, 22(1):97–108, 1984. doi:10.1007/BF02384374.
[Esc96] Luis Escauriaza. The $L^p$ Dirichlet problem for small perturbations of the Laplacian. *Israel J. Math.*, 94:353–366, 1996. URL: https://doi-org.ezp1.lib.umn.edu/10.1007/BF02762711, doi:10.1007/BF02762711. (p. 7)

[Fed69] Herbert Federer. *Geometric measure theory*. Die Grundlehren der mathematischen Wissenschaften, Band 153. Springer-Verlag New York Inc., New York, 1969. (p. 8)

[Fen] Joseph Feneuil. Absolute continuity of the harmonic measure on low dimensional rectifiable sets. Preprint. arXiv:2006.03118. URL: https://arxiv.org/abs/2006.03118. (p. 4, 5)

[FKJ82] E. Fabes, D. Jerison, and C. Kenig. The Wiener test for degenerate elliptic equations. *Ann. Inst. Fourier (Grenoble)*, 32(3):vi, 151–182, 1982. URL: http://www.numdam.org.ezp1.lib.umn.edu/item?id=AIF_1982__32_3_151_0. (p. 3)

[FKJ84] Eugene B. Fabes, David S. Jerison, and Carlos E. Kenig. Necessary and sufficient conditions for absolute continuity of elliptic-harmonic measure. *Ann. of Math. (2)*, 119(1):121–141, 1984. doi:10.2307/2006966. (p. 6)

[FKP91] R. A. Fefferman, C. E. Kenig, and J. Pipher. The theory of weights and the Dirichlet problem for elliptic equations. *Ann. of Math. (2)*, 134(1):65–141, 1991. doi:10.2307/2944333. (p. 2, 6, 7)

[FKS82] Eugene B. Fabes, Carlos E. Kenig, and Raul P. Serapioni. The local regularity of solutions of degenerate elliptic equations. *Comm. Partial Differential Equations*, 7(1):77–116, 1982. URL: https://doi-org.ezp1.lib.umn.edu/10.1080/03605308208820218, doi:10.1080/03605308208820218. (p. 3)

[FMZ] Joseph Feneuil, Svitlana Mayboroda, and Zihui Zhao. Dirichlet problem in domains with lower dimensional boundaries. *Rev. Mat. Iberoam.* Accepted for publication. arXiv:1810.06805. URL: https://arxiv.org/abs/1810.06805. (p. 3, 5)

[Fol99] Gerald B. Folland. *Real analysis*. Pure and Applied Mathematics (New York). John Wiley & Sons, Inc., New York, second edition, 1999. Modern techniques and their applications, A Wiley-Interscience Publication. (p. 61)

[GCRdF85] José García-Cuerva and José L. Rubio de Francia. *Weighted norm inequalities and related topics*, volume 116 of *North-Holland Mathematics Studies*. North-Holland Publishing Co., Amsterdam, 1985. Notes de Matemàtica [Mathematical Notes], 104. (p. 12)

[GW82] Michael Grüter and Kjell-Ove Widman. The Green function for uniformly elliptic equations. *Manuscripta Math.*, 37(3):303–342, 1982. URL: https://doi-org.ezp1.lib.umn.edu/10.1007/BF01166225, doi:10.1007/BF01166225. (p. 53)

[HL01] Steve Hofmann and John L. Lewis. The Dirichlet problem for parabolic operators with singular drift terms. *Mem. Amer. Math. Soc.*, 151(719):viii+113, 2001. doi:10.1090/memo/0719. (p. 6)

[HM10] Steve Hofmann and José María Martell. A note on $A_\infty$ estimates via extrapolation of Carleson measures. In *The AMSI-ANU Workshop on Spectral Theory and Harmonic Analysis*, volume 44 of *Proc. Centre Math. Appl. Austral. Nat. Univ.*, pages 143–166. Austral. Nat. Univ., Canberra, 2010. (p. 6, 16)

[HM12] Steve Hofmann and José María Martell. $A_\infty$ estimates via extrapolation of Carleson measures and applications to divergence form elliptic operators. *Trans. Amer. Math. Soc.*, 364(1):65–101, 2012. doi:10.1090/S0002-9947-2011-05397-3. (p. 6, 7, 17, 60, 66, 74)

[HM14] Steve Hofmann and José Maria Martell. Uniform rectifiability and harmonic measure I: Uniform rectifiability implies Poisson kernels in $L^p$. *Ann. Sci. Éc. Norm. Supér. (4)*, 47(3):577–654, 2014. doi:10.24033/asens.2223. (p. 2, 7, 10, 15, 16, 17, 24, 26, 27, 28, 29, 31, 37, 43, 48, 66, 72)

[HMM15] Steve Hofmann, Svitlana Mayboroda, and Mihalis Mourgoglou. Layer potentials and boundary value problems for elliptic equations with complex $L^m$ coefficients satisfying
the small Carleson measure norm condition. *Adv. Math.*, 270:480–564, 2015. doi:10.1016/j.aim.2014.11.009. (p. 7)

[HMUT14] Steve Hofmann, José María Martell, and Ignacio Uriarte-Tuero. Uniform rectifiability and harmonic measure. II: Poisson kernels in $L^p$ imply uniform rectifiability. *Duke Math. J.*, 163(8):1601–1654, 2014. doi:10.1215/00127094-2713809. (p. 3)

[Jaw86] Björn Jawerth. Weighted inequalities for maximal operators: linearization, localization and factorization. *Amer. J. Math.*, 108(2):361–414, 1986. doi:10.1307/2374677. (p. 11)

[JK81] David S. Jerison and Carlos E. Kenig. The Dirichlet problem in nonsmooth domains. *Ann. of Math.* (2), 113(2):367–382, 1981. doi:10.2307/2006988. (p. 2)

[Ken94] Carlos E. Kenig. *Harmonic analysis techniques for second order elliptic boundary value problems*, volume 83 of CBMS Regional Conference Series in Mathematics. Published for the Conference Board of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence, RI, 1994. doi:10.1090/cbms/083. (p. 11)

[KP93] Carlos E. Kenig and Jill Pipher. The Neumann problem for elliptic equations with non-smooth coefficients. *Invent. Math.*, 113(3):447–509, 1993. doi:10.1007/BF01244315. (p. 6)

[KP95] Carlos E. Kenig and Jill Pipher. The Neumann problem for elliptic equations with non-smooth coefficients. II. *Duke Math. J.*, 81(1):227–250 (1996), 1995. A celebration of John F. Nash, Jr. doi:10.1215/S0012-7094-95-08112-5. (p. 6)

[LM95] John L. Lewis and Margaret A. M. Murray. The method of layer potentials for the heat equation in time-varying domains. *Mem. Amer. Math. Soc.*, 114(545):viii+157, 1995. doi:10.1090/memo/0545. (p. 7)

[MW81] Luciano Modica and Stefan Mortola. Construction of a singular elliptic-harmonic measure. *Manuscripta Math.*, 33(1):81–98, 1980/81. doi:10.1007/BF01298340. (p. 7)

[MPT13] Emmanouil Milakis, Jill Pipher, and Tatiana Toro. Harmonic analysis on chord arc domains. *J. Geom. Anal.*, 23(4):2091–2157, 2013. URL: https://doi-org.ezp1.lib.umn.edu/10.1007/s12220-012-9322-4, doi:10.1007/s12220-012-9322-4. (p. 7)

[MPT14] Emmanouil Milakis, Jill Pipher, and Tatiana Toro. Perturbations of elliptic operators in chord arc domains. In *Harmonic analysis and partial differential equations*, volume 612 of Contemp. Math., pages 143–161. Amer. Math. Soc., Providence, RI, 2014. URL: https://doi-org.ezp1.lib.umn.edu/10.1090/conm/612/12229, doi:10.1090/conm/612/12229. (p. 7)

[MT10] Emmanouil Milakis and Tatiana Toro. Divergence form operators in Reifenberg flat domains. *Math. Z.*, 264(1):15–41, 2010. URL: https://doi-org.ezp1.lib.umn.edu/10.1007/s00209-009-0450-2, doi:10.1007/s00209-008-0450-2. (p. 7)

[MZ19] Svitlana Mayboroda and Zihui Zhao. Square function estimates, the BMO Dirichlet problem, and absolute continuity of harmonic measure on lower-dimensional sets. *Anal. PDE*, 12(7):1843–1890, 2019. URL: https://doi-org.ezp1.lib.umn.edu/10.2140/apde.2019.12.1843, doi:10.2140/apde.2019.12.1843. (p. 3, 7, 17, 62, 63)

[Pog] Bruno Poggi. Failure to slide: a brief note on the interplay between the kenig-pipher condition and the absolute continuity of elliptic measures. Preprint. arXiv: 1912.10115. URL: https://arxiv.org/abs/1912.10115. (p. 7)

[RR16] Frigyes Riesz and Marcel Riesz. Über die Randwerte einer analytischen Funktion. *Compte Rendues du Quatriéme Congres des Mathematiciens Scandinaves*, 18(1):27–44, 1916. (p. 2)

[Sem89] Stephen W. Semmes. A criterion for the boundedness of singular integrals on hypersurfaces. *Trans. Amer. Math. Soc.*, 311(2):501–513, 1989. URL: https://doi-org.ezp1.lib.umn.edu/10.2307/2001139, doi:10.2307/2001139. (p. 2)
[ST89] Jan-Olov Strömberg and Alberto Torchinsky. *Weighted Hardy spaces*, volume 1381 of *Lecture Notes in Mathematics*. Springer-Verlag, Berlin, 1989. doi:10.1007/BFb0091154. (p. 11)

[Ste70] Elias M. Stein. *Singular integrals and differentiability properties of functions*. Princeton Mathematical Series, No. 30. Princeton University Press, Princeton, N.J., 1970. (p. 17)

[Wol95] Thomas H. Wolff. Counterexamples with harmonic gradients in $\mathbb{R}^3$. In *Essays on Fourier analysis in honor of Elias M. Stein (Princeton, NJ, 1991)*, volume 42 of *Princeton Math. Ser.*, pages 321–384. Princeton Univ. Press, Princeton, NJ, 1995. (p. 3)

[Zha18] Zihui Zhao. BMO solvability and $A_\infty$ condition of the elliptic measures in uniform domains. *J. Geom. Anal.*, 28(2):866–908, 2018. doi:10.1007/s12220-017-9845-9. (p. 2)

Svitlana Mayboroda, School of Mathematics, University of Minnesota, Minneapolis, MN 55455, USA

Email address: svitlana@math.umn.edu

Bruno Poggi Cevallos, School of Mathematics, University of Minnesota, Minneapolis, MN 55455, USA

Email address: poggi008@umn.edu