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Abstract—Deep learning has been widely applied for the channel state information (CSI) feedback in frequency division duplexing (FDD) massive multiple-input multiple-output (MIMO) system. For the typical supervised training of the feedback model, the requirements of large amounts of task-specific labeled data can hardly be satisfied, and the huge training costs and storage usage of the model in multiple scenarios are hindrance for model application. In this letter, a multi-task learning-based approach is proposed to improve the feasibility of the feedback network. An encoder-shared feedback architecture and the corresponding training scheme are further proposed to facilitate the implementation of the multi-task learning approach. The experimental results indicate that the proposed multi-task learning approach can achieve comprehensive feedback performance with considerable reduction of training cost and storage usage of the feedback model.

Index Terms—Massive MIMO, FDD, CSI feedback, deep learning, multi-task learning.

I. INTRODUCTION

MASSIVE multiple-input multiple-output (MIMO) has been regarded as a crucial technology in the fifth generation (5G) wireless communications [1]. The acquisition of downlink channel state information (CSI) at the base station (BS) is required to achieve the performance gain. Due to the lack of channel reciprocity in the frequency division duplexing (FDD) mode, the downlink CSI has to be fed back from the user equipment (UE) to the BS. The excessive feedback overhead caused by the large-scale antennas makes it hard to achieve accurate and efficient CSI feedback, which has become a major barrier for the application of MIMO technology.

The compressive sensing (CS) [2] feedback method relies on a simple sparsity prior which is not satisfied by the real channels and the time cost is also unaffordable. With the wide applications of deep learning (DL) in wireless communications, the DL-based approach has been put forward to cope with the challenges in CSI feedback. CsiNet [3] proposes the autoencoder-based structure to accomplish the CSI compression and reconstruction, which provides a basic approach for the DL-based CSI feedback research. Some works including DualNet [4], ATNet [5] and CRNet [6] focus on the improvement of feedback accuracy through the novel designs of network structures, while some other researches such as CVLNet [7] and BCsiNet [8] take the complexity and feasibility of the model into consideration.

Most existing researches implement the supervised single-task learning approach. Task-specific network models are trained for different channel scenarios. To achieve acceptable performance, large-scale dataset is required for model training in each scenario, causing low efficiency in time and memory. Different network models have to be stored both at the UE and the BS to ensure the feedback accuracy in different scenarios, which leads to the storage problem, especially at the UE. The transfer learning and meta learning methods [9] utilized the cross-task relativity in multiple scenarios to reduce the training cost and the size of the required dataset, while the problem of model complexity still exists.

In this letter, the multi-task learning approach is applied to the DL-based CSI feedback in the massive MIMO system. By utilizing the labeled data from related tasks, the amount of training data can be reduced, contributing to the savings of training costs. The more general representations of the CSI matrices in different scenarios can be learned and a shared network architecture can be further constructed to lower the total parameters of the model, which is helpful to solve the storage problem.

The multi-task learning strategy is first introduced to clarify the training of the CSI feedback model. Only small-size dataset is required in each scenario for model training, and some layers of model can be reused in multiple scenarios, which contributes to the storage saving at the UE. Then an encoder-shared architecture is further designed for the autoencoder-based CSI feedback network and the corresponding training scheme is also provided. According to the experimental results based on the COST 2100 [10] and Clustered Delay Line (CDL) [11] channel models, the size of training set and time cost can be considerably reduced and comprehensive feedback accuracy can be achieved.

The rest of the letter is organized as follows. The system model is introduced in Section II. The multi-task learning strategy, encoder-shared architecture and training scheme are demonstrated in Section III. Experimental settings and results are presented in Section IV and the letter is concluded in Section V.

II. SYSTEM MODEL

In this letter, we consider a single-cell downlink massive MIMO system under OFDM mode with $N_c$ subcarriers studied
in [3]. There are $N_t \gg 1$ transmitting antennas configured at the BS and a single antenna configured at the UE. The received signal at the $n$th subcarrier can be presented as:

$$y_n = \tilde{h}_n^H v_n x_n + z_n.$$  

For the $n$th subcarrier, $\tilde{h}_n \in \mathbb{C}^{N_t \times 1}$, $v_n \in \mathbb{C}^{N_t \times 1}$, $x_n \in \mathbb{C}$, $z_n \in \mathbb{C}$ stand for channel frequency response, precoding vector, modulated data symbol and additive noise, respectively. The downlink CSI matrix in the spatial frequency domain can be denoted as $\tilde{H} = [\tilde{h}_1, \tilde{h}_2, ..., \tilde{h}_{N_c}]^H \in \mathbb{C}^{N_t \times N_c}$. The BS can design the precoding vectors and further boost the communication quality of the massive MIMO system according to the received $\tilde{H}$.

However, the CSI matrix consists of $N_t N_c$ complex numbers, which leads to the huge feedback overhead. By using the 2D discrete Fourier transform (DFT), the CSI matrix $H$ can be converted into the angular-delay domain as follows:

$$H = F_a \tilde{H} F_a^H,$$  

where $F_a \in \mathbb{C}^{N_c \times N_c}$ and $F_a \in \mathbb{C}^{N_t \times N_t}$ are DFT matrices. Most of the values in the rows of $H$ are close to zero because of the channel sparsity in the angular-delay domain, the channel matrix is truncated to $N_t \times N_c$ and further used for the feedback process.

The deep learning-based scheme provide a new approach for CSI feedback by training the autoencoder-based neural network to achieve the compression and reconstruction of the CSI matrix. The encoder at the UE first compresses the CSI matrix $H$ into a codeword with a lower dimension as follows:

$$s = f_{en}(H).$$

Then the codeword is transmitted through the feedback channel to the BS. The CSI reconstruction is then performed by the decoder at the BS, which is presented as:

$$\hat{H} = f_{de}(s),$$

where $\hat{H}$ is the reconstrued CSI matrix. Through training the autoencoder-based network to minimize the difference between $H$ and $\hat{H}$, effective and accurate CSI feedback can be achieved.

### III. Multi-task Learning for CSI Feedback

In this section, the multi-task learning approach for CSI feedback is demonstrated in detail. The multi-task learning strategy is first introduced and the differences between the single-task and multi-task learning approaches are also provided. Then the encoder-shared architecture is proposed as the application structure of multi-task learning on CSI feedback network. Finally, the training scheme is designed for the multi-task learning approach.

#### A. Multi-task learning strategy

In most of the existing DL-based CSI feedback researches, multiple scenarios are considered in the training and testing of the network models, such as Indoor and Outdoor in COST 2100 and $CDL - A/B/C/D/E$ in CDL channel model. Not only the real-time changes of the channel environment, but also the movement of the mobile devices will lead to the changes of the channel scenario. Therefore, the learning of the network in one scenario can be regarded as a specific task. The relatedness of different tasks will be utilized under the multi-task approach. Fig. 1 shows the difference between the single-task and multi-task strategies in $n$ scenarios.

The single-task learning strategy is shown in Fig. 1(a). In Scenario $i$, the network model $\Theta_i$ is trained using the large-size training set $\text{Train}_i$. The training of the models in different scenarios are independent. For the application of CSI feedback in multiple scenarios, the large-size dataset in every scenario including $\text{Train}_1, \text{Train}_2, ..., \text{Train}_n$ should be obtained and thousands of iterations are required in the training stage. Different network models including $\Theta_1, \Theta_2, ..., \Theta_n$ should be stored at the UE and the BS in the inference stage. Therefore, the high training and memory costs become a hindrance for the application of the feedback network in the real system.

The multi-task learning strategy is shown in Fig. 1(b). Based on a shared structure, the training of $n$ tasks in $n$ scenarios are first performed to capture the intrinsic relatedness between different tasks, which is often achieved by training a general model $\Theta$ with the combined dataset composed of the small-size training set $\text{Train}_i$ in each task. This is an effective way to leverage the supervised data from related tasks. Then, the specific layers of the shared structure, or the additional layers apart from the shared structure will be fine-tuned with specific
small-size training data \( \text{train}_i \) in a specific task \( \text{Scenario}_i \) to ensure the convergence of the model in each task.

By applying the multi-task strategy, the size of the training set required in each scenario is considerably decreased and the training cost can be further reduced. The shared layers can be reused in multiple scenarios, which is helpful to alleviate the storage problem, especially at the UE.

### B. Encoder-shared architecture

The autoencoder-based deep neural network is used in the DL-based CSI feedback researches. The bottleneck of the application of the network in practical systems mainly occurs at the UE side. The model complexity, which is often measured by the total parameters, should be considered due to limitation of storage space of the mobile device. For single-task learning, \( n \) sets of parameters of the encoder need to be stored at the UE for the feature extraction and data compression of the input CSI in \( n \) scenarios, which hinders the application of the feedback network in real massive MIMO systems.

The parameter sharing of the hidden layers is the most commonly used way to perform multi-task learning in deep neural networks. Therefore, based on the multi-task strategy, an encoder-shared architecture is proposed to solve the above storage problem at the UE, as shown in Fig. 2. For the application of the encoder-shared architecture in \( n \) tasks, \( i.e. \) \( n \) scenarios, the encoder is shared in different tasks, while the decoder is task-specific. Therefore, only one set of parameters of the encoder is required for the \( n \) scenarios, which considerably alleviate the burden of memory at the UE.

The encoder-shared architecture is applicable to most of the autoencoder-based feedback networks proposed in the existing studies. For the application of the network with encoder-shared architecture in \( n \) scenarios, the parameters at the UE will be reduced to \( 1/n \) compared with the typical task-specific architecture.

### C. Training scheme

Based on the multi-task learning strategy, the training scheme of the network models using encoder-shared architecture is proposed, as shown in **Algorithm 1**. The pre-training and fine-tuning procedures will be performed to obtain the feedback models in \( n \) scenarios.

During the pre-training procedure, the combined dataset \( \text{train}_{\text{multi}} \) is first obtained, which is composed of the small-size datasets \( \text{train}_i \) in the \( n \) scenarios. Then a single general model \( \Theta \) including the encoder \( \theta_{\text{en}} \) and the decoder \( \theta_{\text{de}} \) will be trained with \( \text{train}_{\text{multi}} \).

**Algorithm 1**: Training scheme of the network models using encoder-shared architecture.

**Pre-training:**

**Input:** \( \text{train}_{\text{multi}} \) composed of the small-size datasets \( \text{train}_1, \text{train}_2, ... \text{train}_n \); Number of gradient descents for pre-training: \( \text{epoch}_1 \).

**Output:** Parameters of the pre-trained general model \( \Theta \), including encoder \( \theta_{\text{en}} \) and decoder \( \theta_{\text{de}} \).

for \( i = 1, 2, ...\text{epoch}_1 \) do
  Update the parameters using \( \text{train}_{\text{multi}} \);
  Save the parameters \( \theta_{\text{en}} \) and \( \theta_{\text{de}} \).

**Fine-tuning:**

**Input:** Smaller sized datasets \( \text{train}_1', \text{train}_2', ... \text{train}_n' \); Parameters of the pre-trained general model \( \Theta \), including encoder \( \theta_{\text{en}} \) and decoder \( \theta_{\text{de}} \); Number of gradient descents for fine-tuning: \( \text{epoch}_2 \).

**Output:** Parameters of the fine-tuned task-specific decoder \( \theta_{\text{de}}' \).

for \( \text{Scenario} = 1, 2, ...n \) do
  Load \( \theta_{\text{en}} \) and \( \theta_{\text{de}} \);
  Set \( \theta_{\text{en}} \) as untrainable;
  for \( i = 1, 2, ...\text{epoch}_2 \) do
    Update the parameters using \( \text{train}_i' \);
  Save the parameters \( \theta_{\text{de}}' \);

**Test:**

**Input:** Test sets \( \text{test}_1, \text{test}_2, ... \text{test}_n \); Parameters of the pre-trained encoder \( \theta_{\text{en}} \) and the fine-tuned decoder \( \theta_{\text{de}}', \theta_{\text{de}}', ..., \theta_{\text{de}}', \theta_{\text{de}}', ... \text{de}_n' \).

**Output:** Test results measured by \( \text{NMSE} \) in dB.

for \( \text{Scenario} = 1, 2, ...n \) do
  Load \( \theta_{\text{en}} \) and \( \theta_{\text{de}}' \);
  Predict the reconstructed CSI and calculate the \( \text{NMSE} \) using \( \text{test}_i \);
After obtaining the general model $\Theta$, the parameters of the encoder $\theta_{en}$ will be used in each scenario. Then for the feedback task in Scenario $i$, the autoencoder will be fine-tuned using a smaller sized dataset $train_{i}$ in Scenario $i$, with the encoder set as untrainable. The specific decoder model $\theta_{de,i}'$ can be obtained, which is still coordinated with the encoder $\theta_{en}$. The feedback of the CSI in Scenario $i$ will be achieved with the general encoder $\theta_{en}$ and the fine-tuned decoder $\theta_{de,i}'$.

The general model $\Theta$ obtained by the pre-training using combined dataset learns the general representations of the CSI data, which is able converge faster in the specific task. So the epoch for fine-tuning $epoch_{2}$ is smaller than the epoch for pre-training $epoch_{1}$, which is helpful to shorten the total training time.

IV. SIMULATION RESULTS AND ANALYSIS

A. Data settings

The performance of the proposed multi-task learning approach is evaluated based on the COST 2100 [10] and the nrCDLChannel model formulated in 3GPP TR 38.901 [11].

For COST 2100, the same dataset in [3] is used in this letter. There are 100,000 training, 30,000 validation and 20,000 testing samples in the Indoor and Outdoor scenarios respectively.

For CDL, the datasets in the five channel scenarios including CDL-A, CDL-B, CDL-C, CDL-D, CDL-E are generated. Some basic parameter settings of data generation are shown in Table I. For CDL-A, 60,000 samples are generated, including 50,000 training, 5,000 validation and 5,000 testing samples. For the CDL-B, C, D, E, 10,000 samples are generated in each scenario, including 4,000 training, 1,000 validation and 5,000 testing samples.

B. Experiment settings

To evaluate the multi-task learning approach, two sets of experiments are performed based on the COST 2100 and CDL channel models respectively.

COST 2100: The experiments of multi-task learning approach are implemented on the CsiNet [3] and CRNet [6]. In the pre-training procedure, $train_{multis}$ is composed of 50,000 training, 15,000 validation samples from the Indoor scenario ($train_{in}$) and 50,000 training, 15,000 validation from Outdoor scenario ($train_{out}$). The learning rate is 0.001, batch size is 200, and $epoch_{2}$ is 1,000. In the fine-tuning procedure, $train_{in}$ and $train_{out}$ are composed of 25,000 training, 15,000 validation samples respectively, which are from $train_{in}$ and $train_{out}$. The learning rate is 0.0001, batch size is 200, and $epoch_{2}$ is 500. The experimental results presented in CsiNet [3] and CRNet [6] are used for comparison.

CDL: According to the research [9] based on CDL channel model, transfer learning approaches is able to achieve comprehensive performance with lower training cost. Therefore, the experiment of transfer learning is first performed as the comparison. The same network structure and experimental setting in [9] is applied. The experiment of multi-task learning is also performed on the network proposed in [9]. In the pre-training procedure, $train_{multis}$ is composed of 4,000 training, 1,000 validation samples of CDL-A, B, C, D, E ($train_{i}$) respectively. The learning rate is 0.001, batch size is 50, and $epoch_{1}$ is 200. In the fine-tuning procedure, $train_{i}$ is composed of 2,000 training, 500 validation samples, which are from $train_{i}$. The learning rate is 0.0001, batch size is 50, and $epoch_{2}$ is 100.

For the network training in the above experiments, Mean Square Error (MSE) is used as the loss function and the Adam optimizer is adopted to update the parameters. Normalized Mean Square Error (NMSE) is used to evaluate the accuracy of CSI reconstruction as (6). The training and testing processes are accomplished using Nvidia GeForce RTX 2080 Ti GPU.

\[
NMSE = \frac{1}{|\Omega|} \sum_{i=1}^{\Omega} \frac{\| H_{i} - \hat{H}_{i} \|_{2}^{2}}{\| H_{i} \|_{2}^{2}}. 
\]  

C. Results and analysis

Experiment results of the feedback performance measured by NMSE in dB are analyzed in this part. The results based on COST 2100 at the compression rates of 1/4, 1/16, 1/32 and 1/64 in the Indoor and Outdoor scenarios are shown in Table II. The results based on CDL at the compression rates of 1/8, 1/32 and 1/64 in CDL-A, B, C, D, E scenarios are presented in Table III.

Compared with the results of single-task learning experiment on COST 2100 channel model and transfer learning experiment on CDL channel model, the network model based on the multi-task approach with shared-encoder architecture.

| Parameters                  | Values            |
|-----------------------------|-------------------|
| Delay profile               | CDL-A, B, C, D, E |
| Downlink Carrier frequency  | 2.1 GHz           |
| Subcarrier spacing          | 15 kHz            |
| Number of subcarriers       | 72                |
| OFDM symbols                | 14                |
| Transmitting antennas       | 32 (Uniform Linear Array) |
| Receiving antennas          | 2                 |
| Velocities of UE            | 4.8, 24, 40, 60 km/h |

| CR    | CsiNet Indoor | CsiNet Outdoor | CRNet Indoor | CRNet Outdoor |
|-------|---------------|---------------|--------------|---------------|
| 1/4   | -17.36        | -19.28        | -8.75        | -11.57        |
| 1/16  | -8.65         | -8.84         | -4.51        | -4.83         |
| 1/32  | -6.24         | -6.33         | -2.81        | -2.88         |
| 1/64  | -5.84         | -5.00         | -1.93        | -2.05         |

| CR    | CsiNet Indoor | CsiNet Outdoor | CRNet Indoor | CRNet Outdoor |
|-------|---------------|---------------|--------------|---------------|
| 1/4   | -21.17        | -22.67        | -10.42       | -11.70        |
| 1/16  | -10.29        | -10.68        | -5.09        | -5.47         |
| 1/32  | -8.58         | -8.13         | -3.19        | -3.10         |
| 1/64  | -6.14         | -5.82         | -2.13        | -2.29         |
can achieve comparable feedback performance in different scenarios. In some cases, the performance of multi-task learning approach is better than the single-task and transfer learning approaches.

To better compare the feasibility of different approaches, the model complexity measured by parameters at the UE and the training cost measured by the number of training samples and total training time are listed in Table IV, which takes the results of $CR = 1/4$ for COST 2100 and $CR = 1/8$ for CDL as examples.

For training cost, single-task learning requires large-size dataset in the Indoor and Outdoor scenarios (100,000 training), and transfer learning requires large-size training dataset in the pre-trained CDL-A scenario (50,000 training), and small-size datasets in CDL-B, C, D, E scenarios (5,000 training each). For multi-task learning, only small-size dataset (50,000 training for Indoor and Outdoor in COST 2100, 5,000 training for CDL-A, B, C, D, E in CDL) is required for each scenario. 50% reduction of training samples can be achieved, which is more feasible in the real system and further contributes to the saving of total training time (about 50%).

For model complexity, 2 network models for COST 2100 and 5 network models for CDL need to be stored at the UE and the BS using single-task and transfer approaches. While for multi-task learning, only one general encoder model is required, leading to 50% (COST 2100) and 80% (CDL) reduction of parameters at the UE, which is of great significance to alleviate the storage problem.

Therefore, the multi-task learning approach is able to achieve considerable reduction of model complexity and training cost with the guarantee of feedback accuracy, which improves the feasibility of the feedback model in real massive MIMO systems.

V. CONCLUSION

In this letter, the multi-task learning approach is introduced and applied on CSI feedback in the massive MIMO system. The multi-task learning strategy, encoder-shared network architecture and the corresponding training scheme are demonstrated in detail. The experimental results based on the COST 2100 and CDL channel model indicate that the multi-task learning approach can achieve comprehensive feedback performance with considerable reduction of model complexity and training cost, which is helpful to improve the feasibility of the feedback network in the practical massive MIMO systems.

TABLE III

| CR     | Scenario | Fully Convolutional Transfer | Multi-task |
|--------|----------|-------------------------------|------------|
| 1/8    | CDL-A    | -22.84                        | -22.84     |
|        | CDL-B    | -5.85                         | -14.99     |
|        | CDL-C    | -11.98                        | -20.90     |
|        | CDL-D    | -11.93                        | -21.27     |
|        | CDL-E    | -13.89                        | -21.03     |
| 1/32   | CDL-A    | -22.84                        | -22.84     |
|        | CDL-B    | -5.85                         | -14.99     |
|        | CDL-C    | -11.98                        | -20.90     |
|        | CDL-D    | -11.93                        | -21.27     |
|        | CDL-E    | -13.89                        | -21.03     |
| 1/64   | CDL-A    | -22.84                        | -22.84     |
|        | CDL-B    | -5.85                         | -14.99     |
|        | CDL-C    | -11.98                        | -20.90     |
|        | CDL-D    | -11.93                        | -21.27     |
|        | CDL-E    | -13.89                        | -21.03     |

TABLE IV

| CR     | Scenario | Training Methods | Parameters (UE) | Size of training set | Training time |
|--------|----------|------------------|-----------------|----------------------|---------------|
| 1/8    | CDL-A    | Single-task      | 2,098,508       | 200,000              | 13.88h        |
|        |          | Multi-task       | 1,049,254       | 100,000              | 6.67h         |
|        |          | Reduction        | 50%             | 50%                  | 51.95%        |
| 1/32   | CDL-A    | Single-task      | 2,099,780       | 200,000              | 13.88h        |
|        |          | Multi-task       | 1,049,890       | 100,000              | 6.94h         |
|        |          | Reduction        | 50%             | 50%                  | 50%           |
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