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Abstract—The Symmetric Positive Definite (SPD) matrix has received wide attention as a tool for visual data representation in computer vision. Although there are many different attempts to develop effective deep architectures for data processing on the Riemannian manifold of SPD matrices, a very few solutions explicitly mine the local geometrical information in deep SPD feature representations. While CNNs have demonstrated the potential of hierarchical local pattern extraction even for SPD represented data, we argue that it is of utmost importance to ensure the preservation of local geometric information in the SPD networks. Accordingly, in this work we propose an SPD network designed with this objective in mind. In particular, we propose an architecture, referred to as MSNet, which fuses geometrical multi-scale information. We first analyse the convolution operator commonly used for mapping the local information in Euclidean deep networks from the perspective of a higher level of abstraction afforded by the Category Theory. Based on this analysis, we postulate a submanifold selection principle to guide the design of our MSNet. In particular, we use it to design a submanifold fusion block to take advantage of the rich local geometry encoded in the network layers. The experiments involving multiple visual tasks show that our algorithm outperforms most Riemannian SOTA competitors.

I. INTRODUCTION

With the rapidly growing volume of media data, visual content recognition is attracting increasing attention in the computer vision and pattern recognition community. In this context, a surge of methods addressing this problem [1], [2], [3], [4], [5], [6], [7] attempt to use set-based methods to deal with visual classification, since a video sequence can be viewed as an image set [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19]. Different from a single image, image sets contain more spatio-temporal appearance information about the content of interest. However, large within-set diversity and between-set similarity pose great challenges for accurate image set classification.

With their powerful capacity to model data variations, Symmetric Positive Definite (SPD) matrices have been shown to be successful in tackling this challenge. A series of powerful statistical representations can be constructed by SPD matrices for images and videos, including image set covariance matrices [20], [21], region covariance matrices [22], block-diagonal covariance descriptors [23] to name a few. However the non-Euclidean nature of SPD matrices precludes the use of the wide range of data analysis tools the applicability of which is confined to Euclidean metric spaces. Motivated by this problem, a number of Riemannian metrics have been introduced, such as Log-Euclidean metric (LEM) [24], Burg matrix divergence [25], Affine-Invariant Riemannian metric (AIM) [26], Stein divergence [27], and alpha-beta divergence [28]. With these well-studied Riemannian metrics, some Euclidean techniques can be generalized into the SPD manifold.

Some of these approaches attempt to learn a tangent map via logarithms of SPD matrices [21], or map the original SPD matrices into Reproducing Kernel Hilbert Spaces (RKHS) [20], [29], [30], [3]. However, these methods tend to distort the geometrical structure communicated by the data, since they model the manifold indirectly. To address this issue, [6], [5] suggest that a Riemannian mapping between manifolds aimed to obtain a lower-dimensional yet more discriminative manifold should be learnt directly. In addition, inspired by the significant progress achieved by deep learning [31], [32], [33], [34], [35], [36] attempt to build deep Riemannian networks for non-linear representation learning on SPD matrices.

Nevertheless, many existing deep Riemannian methods treat the SPD features as a global representation. Even if [34] attempts to mine the local information from SPD manifold, it fails to exploit the local geometrical cues. Given the success of multi-scale feature in both conventional feature design [37], [38] and deep learning
[39], [32], it should be promising to investigate its relevance for capturing statistically fine-grained information encoded in multi-scale SPD submanifolds. Accordingly, in this paper, we develop a deep multi-scale submanifold network designed to capture the informative local geometry when building a nonlinear model using a deep SPD network. To the best of our knowledge, this is the first work to successfully mine the local geometric information on the SPD matrices.

As convolution is the most successful technique dealing with local information in traditional convolutional neural networks (CNNs), we first analyze its mathematical essence from the perspective of the Category Theory, so as to identify the universal property which is able to explain the underlying mechanism of our proposed submanifold block designed to retain the local geometrical information. We employ SPDNet [33] as our backbone to extract compact low dimensional SPD representations. The proposed multi-scale submanifold block is thereby exploited to extract submanifolds of diverse sizes, each of which contains statistical information at a certain granularity level. This block captures not only holistic but also local geometry information, enriching the statistical information as is being concentrated by the network. Finally, we fuse the information in all these submanifolds in an appropriate space, which is essentially a diffeomorphic space, to aggregate the geometrical information at different scales.

In summary, our contribution is two-fold:

- A theoretical guideline is developed for the task of mining local information encoded in multi-scale submanifolds, based on the analysis of the Euclidean convolution from the perspective of the Category Theory.
- A novel multi-scale submanifold block is proposed to capture the local statistical information under the guidance of our theoretical analysis. This defines a new formulation of the image dataset classification problem, capable of preserving and encoding the geometrical information in submanifolds, thus enhancing the representational capacity of the Riemannian deep learning.

The rest of the paper is organized as follows. We first discuss related work on SPD deep learning. The preliminary background is introduced next. We then proceed to describe our MSNet in detail. We evaluate the proposed method, and compare it with other Riemannian learning approaches on multiple datasets, showing its superiority.

II. RELATED WORK

In order to take advantage of deep learning techniques, some effort has been made to generalize the Euclidean deep learning into a Riemannian one. For example, Huang and Van Gool [33] design a procedure involving a slice of spectral layers and backpropagation on the Riemannian matrix to obtain deep geometric feature maps. In their approach, bilinear mapping is exploited to simulate densely connected layer. Chakraborty et al., [40] propose a theoretical framework for developing deep neural networks for manifold-valued data, exploiting the weighted Fréchet Mean to enable a convolution operation on a manifold. When applied to the SPD manifold, it models each frame by an SPD matrix and calculates the weighted Fréchet Mean of adjacent frames, attempting to simulate the 1D convolution in the temporal domain. However, different from Euclidean convolution, none of these methods pay attention to the local information in the SPD matrices. In contrast, Zhang et al., [34] proposed an SPD transformation network for action recognition, where they design an SPD convolutional layer with the guarantee that the positive definiteness is preserved. The convolutional layer they designed is similar to the Euclidean convolution, except that the convolutional kernel is required to be SPD. Note that square matrices covered by a sliding window might not be SPD. Therefore, local geometry might be distorted or omitted, undermining the efficacy of their proposed network. In contrast, in our approach, the proposed mechanisms preserve the local information conveyed by submanifolds, by virtue of a novel multi-scale representation, which captures different levels of statistical information. The comprehensive statistical information, extracted in this way, facilitates visual classification.

III. PRELIMINARIES

In order to develop our proposed method in Section IV, we first present the essential notions of Riemannian geometry of the SPD manifold, covariance descriptor and Category Theory. This will be followed by a brief introduction to basic SPDNet [33] layers.

A. SPD Geometry

A $d \times d$ real SPD $S$ is denoted as $S \in S^d_{++}$ and $S^d$ denotes $d \times d$ real symmetric matrices. Then $S \in S^d_{++}$ iff for all non-zero vector $v \in \mathbb{R}^d$, $v^T Sv > 0$. We denote $\log(\cdot) : S^d_{++} \to S^d$ as matrix logarithm and $T_S M$ as the tangent space of the manifold $M$ at the point $S \in S^d_{++}$. As studied by Arsigny et al., [41], $S^d_{++}$ is diffeomorphic by matrix logarithm $\log(\cdot)$ to the tangent space $T_1 M$ at the identity, i.e., $S^d$. 
B. Covariance Descriptor

The covariance descriptor, a widely used statistical representation for visual data, encodes correlation of the samples. For a given image set $X$, its covariance can be computed as follows,

$$ C = \frac{1}{n} X H_d X^T, $$

(1)

where the mean vector of $X$, namely $\mu$, is implicitly computed by the centring matrix $H_d = I_d - \frac{1}{n}1_d 1_d^T$. As studied in [26], the covariance matrix lies on an SPD manifold $S^{d+}$ associated with

$$ S = C + \lambda \text{tr}(C) I_d. $$

(2)

In the following, we set $\lambda = 1e^{-3}$.

C. Foundations of the Category Theory

The Category Theory studies the universal properties and mathematical abstractions shared by different domains, similar to the object-oriented programming in computer science. A category is defined in Definition 1.

**Definition 1:** A category $\mathcal{C}$ is:

- A collection of objects, denoted by $\text{Obj}(\mathcal{C})$.
- For any two objects $A, B \in \text{Obj}(\mathcal{C})$, collections of morphisms between them is denoted by $\text{Hom}(A, B)$. (The collection of all morphisms in $\mathcal{C}$ is denoted by $\text{Mor}(\mathcal{C})$)

Let us take the linear space, which is widely studied in pattern recognition, as an example. In this category, the objects are linear spaces and morphisms are linear homomorphisms. Besides, morphisms in Definition 1 should satisfy several axioms, like composition, associativity and identity. Please refer to the discussions [42] for comprehensive understanding.

The Category Theory enables us to develop a mathematical abstraction of operations in one category and generalize them into another category. In our approach, the Category Theory suggests that the convolution effectively captures the local linear information in a Euclidean space and then transfers this knowledge to a class of SPD manifolds. This construct provides a useful template for the design of our submanifold block in Section IV.

D. Operations on the SPDNet

By analogy to the conventional fully connected networks, Huang and Van Gool [33] proposed an SPDNet to perform deep learning that respects the SPD manifold. Let $S_{k-1} \in S^{d+}_d$ be the input SPD matrix to the $k^{th}$ layer. We differentiate between the following SPD layers:

- BiMap layer: This layer is designed to transform the input SPD matrices to compact and discriminative SPD matrices by $S_k = W_k S_{k-1} W_k^T$. To guarantee the output to be SPD, the transformation matrix $W_k$ is constrained to be semi-orthogonal.
- ReEig layer: This layer serves as an activation function like RELU in a conventional deep network. It is responsible for introducing non-linearity into SPDNet. It is defined as follows: $S_k = U_{k-1} \max(\epsilon I, \Sigma_{k-1}) U_{k-1}^T$, where $\epsilon > 0$ is a threshold and $U_{k-1}, \Sigma_{k-1}$ define the eigenvalues decomposition, $S_{k-1} = U_{k-1} \Sigma_{k-1} U_{k-1}^T$.
- LogEig layer: This layer aims to map the SPD manifold into a Euclidean space. In this way, a Euclidean loss function can be used. This layer is defined by matrix logarithm: $S_k = U_{k-1} \log(\Sigma_{k-1}) U_{k-1}^T$. The LogEig layer, together with fully connected layer, softmax and cross entropy, are used to solve classification tasks with SPD representations.

IV. PROPOSED METHOD

Analogous to the successful convolutional neural network, the proposed network is designed to capture multi-scale local information in the category of Riemannian manifold. Specifically, we first apply SPDNet as our backbone to obtain a low-dimensional discriminative SPD manifold. Then we extract submanifolds at diverse granularity levels and fuse these local sources of information for regular output layers via the proposed multi-scale submanifold block. The proposed network is conceptually illustrated in Fig. 1. As convolution is the most successful technique to deal with local information in the deep learning paradigm, it is important to analyze its mathematical essence and transfer its key points into the SPD manifold. To this end, in the next subsection, we first analyze the Euclidean convolution from the perspective of the Category Theory to shed light on the design of our multi-scale submanifold block. Then we describe our innovative multi-scale submanifold block.

A. Analysis of Euclidean Convolution

Since the convolution is an operation in the category of linear space, we first consider it from the perspective of linear algebra. Then we will proceed with the analysis via the Category Theory to derive the general properties that can be transferred into the SPD manifold.

To avoid tedious subscripts, we consider an example whose input and output are single channel tensors. In this case, only one kernel filter is involved, but the following analysis can also be generalized into an arbitrary number of channels readily. In convolution networks, the tensor feature and the $i^{th}$ receptive field can be viewed as the linear space $V$ and subspace $V_i$, respectively. The process
that the $i^{th}$ receptive field is reduced into a real scalar by a specific kernel filter can be deemed as a linear mapping $f_i : V_i \rightarrow M_i$. Note that $M_i$ is a trivial one dimensional linear space, $\mathbb{R}$. After convolution, each receptive field is reduced into a real number and these scalar elements are concatenated to build a new tensor feature. This process can be more generally described by the notion of direct sum “$\oplus$” in linear algebra, i.e., $M = M_1 \oplus \cdots \oplus M_n$. Not that the direct sum, “$\oplus$”, which is an operation that builds a new linear space from two subspaces, can be intuitively understood as a counterpart of the union in the set theory. The above analysis leads to the following abstraction of the convolution operation.

**Proposition 1:** (Convolution) For a given linear space $V$ of dimension $d \times d$, $n$ linear subspaces $V_1, V_2, \cdots, V_n$ of dimension $k \times k$ are selected and a linear function $f_i(\cdot) : V_i \rightarrow M_i$ is performed in each of them to extract local linear information. The resulting linear spaces $M_1, \cdots, M_n$ are combined into a final linear space $M$ by direct sum, i.e., $M = M_1 \oplus \cdots \oplus M_n$.

To discover more general property of Euclidean convolution, we further analyze it by the Category Theory. To this end, we can simply substitute the linear algebra terms with category language following the axioms of the Category Theory. In detail, linear space $V$, subspace $V_i$ and linear function $f_i$ can be more generally described as object $A$, sub-object $A_i$ and morphism $f_i$. Besides, we notice that each subspace $V_i$ shares the same dimensionality, which indicates $V_1, \cdots, V_n$ are equivalent in the sense of linear space. This suggests that the extracted sub-objects $A_1, \cdots, A_n$ should be isomorphic. However, not all categories share the idea of direct sum. For example, the categories, known as group, ring and field, do not have this kind of operation. Therefore, the combination strategies vary in different categories. Now, we could obtain a more general description of convolution by the Category Theory.

**Proposition 2:** (Convolution) In a category $\mathcal{C}$, for an object $A \in \text{Obj}(\mathcal{C})$, we extract $n$ isomorphic sub-objects from $A$, denoted by $A_1, A_2, \ldots, A_n$. Then morphism $f_i \in \text{Hom}(A_i, B_i)$ is applied to each sub-object to map it into a resulting object $B_i$. The resulting objects $B_1, \cdots, B_n$ are combined into a final object $B \in \text{Obj}(\mathcal{C})$ according to certain principles.

With the Proposition 2 as an intermediary, we can generalize the convolution into the Riemannian manifold theoretically. Specifically, the object, sub-object and morphism in Riemannian manifold is manifold, submanifold and Riemannian mapping respectively.

**Proposition 3:** (Convolution) For a Riemannian manifold $\mathcal{M}$, we extract $n$ isomorphic submanifolds $\mathcal{M}_1, \mathcal{M}_2, \ldots, \mathcal{M}_n$ and map each one of them by a Riemannian mapping $f_i(\cdot) : \mathcal{M}_i \rightarrow \mathcal{M}'_i$. The resulting manifolds $\mathcal{M}'_i$ are aggregated into a final manifold $\mathcal{M}'$ according to a certain principles.
would not be manageable, even in this relatively easy case, let alone when dealing with real-world data in the SPD deep network. Therefore, it is crucial to select principal submatrices to construct submanifolds. Based on the conclusion of this analysis, we introduce a method of selecting principal submatrices of the same size from the SPD feature.

In probability theory, the distribution information of a \( d \times d \) random matrix \( X \) can be conveyed by its covariance matrix \( S \) of \( d^2 \times d^2 \), where \( S = \text{Var}(\text{vec}(X)) \) and \( \text{vec}(\cdot) \) denotes vectorization. The covariance of a \( k \times k \) local region in \( X \) corresponds to a \( k^2 \times k^2 \) principal submatrix of \( S \). If we focus on multiple \( k \times k \) local regions, we then can extract a series of principal submatrices of \( k^2 \times k^2 \), which is isomorphic. Considering that an SPD matrix is often defined by covariance in computer vision, we can follow this probabilistic clue to select principal submatrices.

Specifically, according to statistics, for a given image set consisting of images \( X_1, \ldots, X_m \) of the size of \( n \times n \), it can be viewed as \( m \) samples from a population, an \( n \times n \) random matrix \( X \). Then we estimate population covariance by sample covariance and model it into an \( n^2 \times n^2 \) SPD matrix \( S_0 \) by Eqs. (1) and (2). After forward passing the deep SPD networks, we obtain a lower-dimensional discriminative SPD matrix \( S \) of \( d^2 \times d^2 \) via the network mapping denoted by \( \phi(\cdot) : \mathcal{S}^n_{++} \rightarrow \mathcal{S}^d_{++} \). We hypothesize that there is an implicit mapping \( \psi(\cdot) : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{d \times d} \) to transform the random matrix \( X \) into another one \( \psi(X) \) and \( S \) is the covariance of \( \psi(X) \). We denote \( \psi(X) \) as \( Y \) for simplicity and then the size of \( Y \) is \( d \times d \). If we focus on the local region covariance of \( Y \), then we can extract a series of principal submatrices from \( S \). Besides, the number of submatrices extracted in this way is much smaller than combinatorial number.

More specifically, we view a \( d^2 \times d^2 \) SPD matrix \( S \) as a covariance from a \( d \times d \) random matrix \( Y \). The covariance matrix associated with a \( k \times k \) receptive field of the imaginary matrix \( Y \) corresponds to a \( k^2 \times k^2 \) principal submatrix of \( S \). When moving a \( k \times k \) sliding window by a step equal to \( s \) in \( Y \) (to obtain the position index), we can select \( \left( \frac{d-k}{s} + 1 \right)^2 \) principal submatrices of \( S \) accordingly. Obviously, the submatrices we select are still SPD and the number of them is much smaller than \( C_{d^2}^{k^2} \). Besides, it will encode the geometrical information conveyed by the local system in the category of SPD manifold. Fig. 2 provides a conceptual illustration of the process of selecting submanifolds.

**B. Multi-scale Submanifold Block**

In view of the above analysis, there are two factors we should consider when designing our submanifold block, i.e., the rule for selecting isomorphic submanifolds and the way of aggregating them. In the following, we first discuss the details of selecting submanifolds in the SPD manifold. Then we proceed to introduce our multi-scale submanifold block, which fuses submanifolds via a divide-aggregation strategy.

1) **The Principles for Selecting Submanifolds:** One thing that needs clarifying is that the isomorphic submanifolds in SPD manifold are the principal submatrices of the same size. Note that incorporating all the sub-objects might not be an optimal solution, since it introduces redundant information with cumbersome computation. In conventional convolution, sub-objects are selected following the concept of receptive field. In terms of a specific SPD manifold, the number of principal submatrices grows combinatorially, which could cause dimensionality explosion. For instance, if we select all the principal submatrices of \( 4 \times 4 \) from a \( 16 \times 16 \) SPD matrix, which seems like a trivial example, the total number of selected submatrices would be \( C_4^4 = 1820 \). In most cases, this huge number of small SPD submatrices
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principal submatrices, we focus on correlation among multiple local regions. In this way, we can capture the local semantic information in a statistical form. We anticipate that the classification can benefit from this compact local statistical information.

Furthermore, inspired by Res2Net [44], which attempts to capture multi-scale feature in one single residual block, we design a multi-channel mechanism to obtain local manifold information at diverse granularity levels. In detail, for an SPD feature, various BiMap-ReEig layers are applied to obtain a low dimensional SPD matrix, by:

\[ S_{k-1}^i = W_{k-1}^i S_{k-2}^j W_{k-1}^T, \]
\[ S_{k}^i = U_{k-1}^i \max(\epsilon I, \Sigma_{k-1}) U_{k-1}^T, \]

where all \( W_{k-1}^i \) are of the same size.

It is expected that in each channel, the primary local geometrical information \( S_k^i \) learnt during training varies. To capture it, submatrices with specific \( k \times k \) dimensions are extracted from \( S_k^i \). In this way, rich statistical local information at different granularity levels is extracted by our network. Besides, as an SPD matrix itself can be viewed as a trivial submanifold, we also incorporate a channel capturing the global information. In this way, not only the holistic geometry, but also local geometry are jointly captured in the category of SPD manifold.

3) Submanifolds Fusion Strategies: If we follow the Proposition 3 rigorously, it would result in a major computational burden, in view of the complex structure of Riemannian manifold. Therefore, we fuse this multi-scale information in an approximate way instead. Since the \( S_{k+}^d \) is diffeomorphic to \( S^d \) by matrix logarithm and \( S^d \) forms a Euclidean space, we can fuse the multi-scale information in a comparatively simple space, i.e., \( S^d \), which is a well known technique for tackling the problems of data analysis on SPD manifold [21].

To be more specific, we first map each principal submatrix into a real symmetric matrix by matrix logarithm, \( M_{k}^{ij} = \log(P_{k}^{ij}) \), where \( k \), \( i \) and \( j \) represent \( k^{th} \) layer, \( i^{th} \) channel, and \( j^{th} \) submatrix respectively. Considering that the dimensionality of the Euclidean space formed by symmetric matrices \( S^d \) is \( \frac{d(d+1)}{2} \), for each \( M_{k}^{ij} \), we exploit its lower triangular part to further mitigate the computational burden. Since at this point the features lie in a Euclidean space, concatenation can be applied to fuse them. This process can be formally described as:

\[ V_k = \text{concat}(\text{vec}(\text{tril}(M_{k}^{11})), \ldots, \text{vec}(\text{tril}(M_{k}^{nn}))) \]

where \( \text{vec}(\cdot) \) means vectorization.

After we fuse the local information in each channel, we concatenate the feature vectors to aggregate the multi-scale information in different channels.

V. EXPERIMENTS

We evaluate the proposed MSNet in three challenging visual classification tasks: video-based action recognition with the Cambridge-Gesture (CG) [45] and the UCF-101 [46] datasets, and skeleton-based action recognition with the First-Person Hand Action (FPHA) [47] dataset, respectively. We simply employ fully connected layer, softmax layer and cross entropy as our output layer as [33], [48]. For training our MSNet, we use an i5-9400 (2.90GHz) CPU with 8GB RAM.

A. Implementation Details

The SOTA Riemannian learning competitors include: 1) General methods for SPD learning: Covariance Discriminative Learning (CDL) [3], SPD Manifold Learning (SPDML-AIM, SPDML-Stein) [6] and Log-Euclidean Metric Learning (LEML) [21]; 2) General methods for Grassmann learning: Grassmann Discriminant Analysis (GDA) [2] and Projection Metric Learning (PML) [49]; 3) Hybrid Riemannian manifold learning methods: Hybrid Euclidean-and-Riemannian Metric Learning (HERML) [7] and Multiple Manifolds Metric Learning (MMML) [4]; 4) Riemannian deep methods: SPD Network (SPDNet) [33], SymNet [35], Grassmannian Network (GrNet) [48]. All the comparative methods are carefully re-implemented by the source codes and fine-tuned according to the original papers.

To further evaluate the effectiveness of our algorithm, we also compare our MSNet with conventional SOTA hand pose estimation methods on the FPHA dataset. These approaches include Lie Group [50], Hierarchical Recurrent Neural Network (HBRNN) [51], Jointly Learning Heterogeneous Features (JOULE) [52], Convolutional Two-Stream Network (Two stream) [53], Novel View [54], Transition Forests (TF) [55], Temporal Convolutional Network (TCN) [56], LSTM [47] and Unified Hand and Object Model [57]. Besides, we also compare our approach against Euclidean network searching methods, DARTS[58] and FairDARTS [59], following the setting in [60] by viewing SPD logarithm maps as Euclidean data.

We study five configurations, i.e., MSNet-H, MSNet-PS, MSNet-AS, MSNet-S and MSNet-MS to further evaluate the utility of our proposed network. In detail, MSNet-MS with two BiMap-ReEig layers is \( S_0 \rightarrow f_b^{(1)} \rightarrow f_b^{(2)} \rightarrow f_b^{(3)} \rightarrow f_b^{(4)} \rightarrow f_m^{(5)} \rightarrow f_f^{(6)} \).
represent each video. We compute the covariance matrix of size 100 scale feature. To further facilitate our experiment, we resize each frame into 20 × 20 and testing per class, respectively. For evaluation, we see whether over-loaded submanifolds would bring about redundant information, we build MSNet-AS to extract all the kinds of proper submanifolds according to our principles except the trivial one. To study the utility of proper submanifolds, we use MSNet-PS to represent that we extract all kinds of proper submanifolds except the trivial one. MSNet-MS ourperforms all the other competitors on MSNet-Ms ourperforms all the other competitors on

| Dataset  | BiMap Setting | Submanifolds | ε  | Epochs |
|----------|---------------|--------------|-----|--------|
| CG       | {100, 80, 50, 25} | {22, 32, 42, 52} | 1e-5 | 500 |
| FPHA     | {63, 56, 46, 36} | {52, 62} | 1e-4 | 3500 |
| UCF-sub  | {100, 80, 49} | {22, 62, 72} | 1e-5 | 500 |

TABLE I: Configuration of MSNet on three datasets. Note that {100, 80, 50, 25} means 100 × 80, 80 × 50, 50 × 25.

\(f_s^{(7)}\), where \(f_b^{(k)}\), \(f_r^{(k)}\), \(f_m^{(k)}\), \(f_j^{(k)}\), \(f_s^{(k)}\) represent the representative layers of BiMap-ReEig, multi-scale submanifold, FC, and softmax-cross-entropy, respectively. Note that apart from the two BiMap-ReEig blocks in the backbone, in each branch of \(f_m^{(k)}\), there is a BiMap-ReEig block as well, as illustrated in Fig. 1. Besides, as the whole SPD matrix can be viewed as a trivial submanifold, we use MSNet-H to denote that we only extract holistic information. Though it is similar with SPDNet, only lower triangular part is exploited for classification in our framework, alleviating the computational burden. To study the utility of proper submanifolds, we use MSNet-PS to represent that we extract all kinds of proper submanifolds according to our principles except the trivial one. To see whether over-loaded submanifolds would bring about redundant information, we build MSNet-AS to extract all the submanifolds including the trivial one. MSNet-S denotes that we only utilize the proper submanifolds in the corresponding MSNet-MS except the trivial one.

In the experiments, we simply set “step” size equal to 1. The above models of our MSNet and SPDNet share the same learning mechanism as follows. The initial learning rate is \(\lambda = 1e^{-2}\) and reduced by 0.8 every 50 epochs to a minimum of 1e-3. Besides, the batch size is set to 30, and the weights in BiMap layers are initialized as random semi-orthogonal matrices. For activation threshold in ReEig and dimension of transformation matrices in BiMap, we first search the optimal settings by our backbone SPDNet and then exploy the same settings to our MSNet.

B. Datasets and Settings

To evaluate our method when facing limited data, experiments are carried out on the CG [45] dataset. It consists of 900 video sequences covering nine kinds of hand gesture. For this dataset, following the criteria in [61], we randomly select 20 and 80 clips for training and testing per class, respectively. For evaluation, we resize each frame into 20 × 20 and obtain the grey scale feature. To further facilitate our experiment, we reduce each frame dimension into 100 by PCA. Then we compute the covariance matrix of size 100 × 100 to represent each video.

| Methods               | Year | Color | Depth | Pose | Acc.  |
|-----------------------|------|-------|-------|------|-------|
| Lie Group [50]        | 2014 | x     | x     | x    | 82.69 |
| HBRNN [51]            | 2015 | x     | x     | x    | 77.40 |
| JOULE [52]            | 2015 | ✓     | ✓     | ✓    | 78.78 |
| Two stream [53]       | 2016 | ✓     | x     | x    | 75.30 |
| Novel View [54]       | 2016 | ✓     | ✓     | x    | 69.21 |
| TF [55]               | 2017 | ✓     | x     | x    | 80.69 |
| TCN [56]              | 2017 | x     | x     | ✓    | 78.57 |
| LSTM [47]             | 2018 | x     | x     | ✓    | 80.14 |
| H+O [57]              | 2019 | ✓     | x     | x    | 82.43 |
| DAKTS [58]            | 2018 | x     | x     | ✓    | 74.26 |
| FairDARTS [59]        | 2020 | x     | x     | ✓    | 76.87 |
| SPDML-AIM [6]         | 2018 | x     | x     | ✓    | 76.52 |
| HERML [7]             | 2015 | x     | x     | ✓    | 76.17 |
| MMML [4]              | 2018 | x     | x     | ✓    | 75.05 |
| SPDNet [33]           | 2017 | x     | ✓     | x    | 85.57 |
| GrNet [48]            | 2018 | x     | x     | ✓    | 77.57 |
| SymNet [35]           | 2021 | x     | x     | ✓    | 82.96 |
| **MSNet-H**           |      | x     | x     | ✓    | 85.74 |
| **MSNet-PS**          |      | x     | x     | ✓    | 80.52 |
| **MSNet-AS**          |      | x     | x     | ✓    | 82.26 |
| **MSNet-S**           |      | x     | x     | ✓    | 86.61 |
| **MSNet-MS**          |      | x     | x     | ✓    | **87.13** |

TABLE II: Recognition Results (%) on the FPHA Dataset. Best Results are Highlighted in Bold.

We employ the popular FPHA [47] dataset for skeleton-based action recognition. It includes 1,175 action videos of 45 different action categories. For a fair comparison, we follow the protocols in [35]. In detail, we use 600 action clips for training and 575 for testing and each frame is vectorized into a 63-dimensional feature vector with the provided 3D coordinates of 21 hand joints. Then we obtain a 63 × 63 covariance representation for each sequence.

To assess the utility of our method in the task of relatively large scale, UCF-101 [46] dataset is exploited, which is sourced from YouTube, containing 13k realistic user-uploaded video clips of 101 types of action. To facilitate our experiment, 50 kinds of action are randomly selected, each of which consists of 100 clips. We call this dataset UCF-sub in the following. As what we did in the CG dataset, we exploit grey scale feature and reduce the dimension of each frame into 100 by PCA. The seventy-thirty-ratio (STR) protocol is exploited to build the gallery and probes.

The configurations on three datasets are listed in Tab. I.

C. Analysis

As reported in Tab. II and Tab. III, our proposed MSNet-MS ourperforms all the other competitors on
Table III: Recognition Results (%) on the CG and UCF-sub datasets. Best results are highlighted in Bold.

| Method            | CG   | UCF-sub |
|-------------------|------|---------|
| GDA [2]           | 88.68| 43.67   |
| CDL [3]           | 90.56| 41.53   |
| PML [49]          | 84.32| 50.60   |
| LEML [21]         | 71.15| 44.67   |
| SPDML-Stein [6]   | 82.62| 51.40   |
| SPDML-AIM [6]     | 88.61| 51.13   |
| HERML [7]         | 88.94| NA      |
| MMML [4]          | 89.92| NA      |
| GrNet [48]        | 85.69| 35.80   |
| SPDNet [33]       | 89.03| 59.93   |
| SymNet [35]       | 89.81| 56.73   |
| MSNet-H           | 89.03| 58.27   |
| MSNet-PS          | 90.14| 57.73   |
| MSNet-AS          | NA   | 58.33   |
| MSNet-S           | 90.14| 59.40   |
| MSNet-MS          | **91.25**| **60.87**|

Fig. 3: Accuracy curve of the proposed MSNet against SPDNet on the CG and UCF-sub datasets.

Three datasets. Note that in relatively large dataset, some shallow learning methods, such as MMML and HERML, is barely feasible in view of its time-consuming optimization. Fig. 3 shows the convergence behaviour on the CG and UCF-sub datasets. There are several interesting observations worth discussion.

Firstly, although hybrid Riemannian methods, like HERML and MMML, can take advantage of complementary information encoded in different manifold and thus surpass some deep methods occasionally, our method consistently outperforms them. This verifies that information encoded in submanifolds is of great importance and could be beneficial for classification.

Secondly, on the CG and FPHA datasets, MSNet-H achieves almost the same performance as SPDNet, while on the UCF-sub dataset, MSNet-H is inferior to SPDNet. Although as we discussed in Sec. IV-B1, lower triangular part of a symmetric matrix is mathematically equivalent to itself, the non-convexity of optimization on deep learning might cause some empirical deviation. However, extracting lower triangular, which is the way we exploit, could alleviate the computational burden and thus enhance the scalability of the output layer. For instance, if a deep network is used as an output classifier, it would be more efficient to halve the dimensionality of the input vector. What’s more, our method, i.e., MSNet-MS, surpasses the backbone network, SPDNet, in all the three datasets. This suggests that the underlying statistical information in submanifolds could contribute to the visual perception, leading to a better classifier. Therefore, efforts should be paid to mine the information in submanifolds. However, over-saturated efforts in submanifolds might undermine the discriminability. This idea is justified by the generally inferior performance of MSNet-AS, which selects all the submanifolds, to MSNet-MS.

Thirdly, although proper efforts should be made for submanifolds, they might vary for different tasks. On the CG dataset, best performance is achieved when we use all kinds of submanifolds. This might be attributed to the particularity of the dataset. In detail, on this dataset, the background and the foreground are relatively monotonous, and the difference between them is apparent. Therefore, statistical information at diverse granular level encoded in different submanifolds could contribute to the classification. However, on the FPHA and UCF-sub datasets, the large variance of appearance makes us cautious to select submanifolds to waive the statistically dispensable information.

More importantly, although local statistical information is of great value for visual classification, never can we neglect the importance of holistic information. Specifically, as we can see, MSNet-MS is superior to MSNet-S. The sole difference between these two configurations is that MSNet-MS uses the global information, while MSNet-S does not. The consistent phenomenon can be observed in the comparison between MSNet-AS and MSNet-PS. This indicates that only when we combine the optimal local information together with global information, could we make the best of statistical information.

It takes about 1.29s, 2.67s and 34.50s per epoch to train our MSNet-MS on the CG, FPHA and UCF-sub datasets respectively, while training SPDNet takes 0.53s, 1.53s and 11.33s per epoch. Although the extra time caused by our multi-branch mechanism is inevitable, our method demonstrates the significance of submanifold for visual perception.

D. Ablation Study

To further evaluate the utility of our MSNet, different configurations, like depth and transformation matrices in SPD backbone, are implemented on the UCF-sub
dataset, as shown in Tab. IV. Apart from the expected consistent performance gain brought about by our submanifold block, there is another interesting observation. The magnitude of improvement varies under different configurations. To be more specific, in some configurations, like \{100,60,36\}, the improvement sourced from our MSNet is relatively marginal, while in other cases, our approach offers more incremental gain, especially in the case of \{100,80,50,25\}, where the SPDNet is highly underfitting. This indicates that by providing complementary geometrically local information, submanifold is not only beneficial for Riemannian deep learning and could alleviating underfitting. It is therefore expected that the study of submanifold is worthwhile in the sense of promoting Riemannian deep learning forward.

VI. Conclusion

In this paper we have proposed a novel multi-scale submanifold network for visual classification. Extensive experiments demonstrate the superiority of our approach. To the best of our knowledge, this work is the first attempt to mine the diverse local geometry in the Riemannian deep network paradigm. It opens a new direction that mines the information in high-level semantic submanifold, that is beneficial for Riemannian deep learning.

However, there are still some issues to be improved. For instance, our manual principle for selection is a sub-optimal expedient. In the future, we will explore the feasibility of Riemannian feature selection and apply it to submanifold selection. Besides, applying neural architecture search [60] to determine the specific branches in multi-scale block might be another future avenue.
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