Holographic multi-condensate with nonlinear terms

Xing-Kun Zhang, Chuan-Yin Xia, Zhang-Yu Nie,∗ Hui Zeng†

June 1, 2021

Abstract

We study the influence of nonlinear terms quartic of the charged fields, which do not change the critical points of single condensate solutions, on the phase structure of a holographic model with multi-condensate in probe limit. We include one s-wave order and one p-wave order charged under the same U(1) gauge field in the holographic model and study the influence of the three quartic nonlinear terms of the charged fields with coefficients λ_s, λ_p and λ_sp on the phase structure. We show the influence of each of the three parameters on the phase diagram with other two set to zero, respectively. With these nonlinear terms, we get more power on tuning the phase structure of the holographic system showing multi-condensate, and show how to get a reentrant phase transition as an example.

1 Introduction

The holographic superconductor models with single condensate [1, 2, 3, 4, 5] has been extended to systems with multiple orders [6] in recent years. The competition and coexistence of two orders are firstly studied in a holographic s+s model [7, 8], and later in s+p [9, 10, 11, 12] and s+d [13, 14] models. In these models, besides the single condensate solutions, new coexistent solutions also exist, as a result, the holographic models with multi-condensate show rich phase transitions and the phase structures become more complicated.

The holographic models with multi-condensate show rich phase transitions even in probe limit, which is quite useful for further studies involving time evolution. For example, in Ref. [15], phase separation are realized in a rotating system with two s-wave condensates holographically in probe limit. In Ref. [16], the authors use a similar model with two s-wave orders to get a first order phase transition in probe limit, and show the formation of two dimensional bubble structure in first order phase transitions holographically. In the holographic study of time dependent physics [17, 18, 19, 20, 21], taking the probe limit help avoid the complicated numerical relativity problems. Therefore, exploring the phase structure of the holographic models with multiple condensates in probe limit are important and benefits future studies.

In the study of the phase structure of the holographic models, the influence of various parameters on the critical points are quite crucial. The quartic nonlinear terms such as λ|Ψ|^4 may change the phase transition from a second order one to a first order one [22].
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but do not change position of the critical point which is determined by the physics in linear
region. However, in systems with multiple condensate, the critical points of the coexistent
solution are emerging from the single condensate solution with finite condensate value, as a
result, the phase structure involving the coexistent solution get non-trivial effects from such
nonlinear terms. Therefore, it is interesting to study the influence of the quartic nonlinear
terms on the phase structure of multi-condensate holographic models.

It is difficult to build holographic models dual to a special material, therefore the recent
study mainly focus on possible universality in the strongly coupled systems, where a first
step is usually realizing specific phase transitions and various phase diagrams [23, 24, 25].
Thus it is useful to investigate skills and technics to build various kind of phase transitions
in holography. One kind of interesting phase transition is the reentrant one, which exhibit non-
monotonic dependent of the order parameter, and has already been realized holographically.
However, the reentrant phase transition is usually studied in a holographic model with
considering back reaction on metric [10], or involving physical problems such as causality
violation [26], which block the further investigations. With the nonlinear parameters turned
on, we get more power on tuning the phase transitions. These nonlinear terms have different
influence as that of the other parameters such as charge $q$ and mass $m^2$, which change the
thermodynamic potential curve “parallel” [26].

In this paper, we study the influence of three quartic nonlinear terms on the phase
structure of a holographic s+p model in probe limit, and build a reentrant phase transition
to test the power of tuning the phase transitions. In Section. 2 we give the basic setup
of the holographic model, and show details of calculation. In Section. 3, we show how
the interactions terms influence the phase structure of the holographic system with multi-
condensate, and finally show how to use the new power to get a reentrant phase transition
as a example. We conclude and discuss on our results and future work in Section. 4.

2 Holographic model of an S+P supercondution

2.1 The model setup

We consider a holographic model with one s-wave order and one p-wave order from (3+1)
dimensional asymptotic AdS spacetime. The action of this holographic s+p model is

$$S = S_M + S_G,$$  \hspace{1cm} (1)

$$S_G = \frac{1}{2\kappa^2} \int d^4x \sqrt{-g} R,$$  \hspace{1cm} (2)

$$S_M = \int d^4x \sqrt{-g} \left( -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - D_\mu \psi^* D^\mu \psi - m^2 \psi^* \psi \\
-\frac{1}{2} \rho^\dagger_{\mu\nu} \rho^{\mu\nu} - \rho^\dagger_\mu \rho^\mu \\
-\lambda_s (\psi^* \psi)^2 - \lambda_p (\rho^\dagger_\mu \rho^\mu)^2 - \lambda_{sp} \psi^* \psi \rho^\dagger_\mu \rho^\mu \right),$$  \hspace{1cm} (3)

where $\rho_{\mu\nu} = \tilde{D}_\mu \rho_{\nu} - \tilde{D}_\nu \rho_{\mu}$ with the covariant derivatives $\tilde{D}_\mu = \nabla_\mu - iq A_\mu$ and $D_\mu \psi = \nabla_\mu \psi - iq A_\mu \psi$. $F_{\mu\nu} = \nabla_\mu A_\nu - \nabla_\nu A_\mu$ is the Maxwell field strength. $\Lambda = -3/L^2$ is the
negative cosmological constant and $L$ is the AdS radius.

In this study, we work in the probe limit and choose the background geometry to be a
3+1 dimensional black brane with the metric

\[ ds^2 = -f(r)dt^2 + \frac{1}{f(r)}dr^2 + r^2(dx^2 + dy^2), \]  

(4)

where the function \( f(r) \) is given by

\[ f(r) = r^2(1 - \left(\frac{r_h}{r}\right)^3), \]  

(5)

with \( r_h \) the horizon radius. The Hawking temperature of this black brane solution is given by

\[ T = \frac{3r_h}{4\pi L^2}. \]  

(6)

The consistent ansatz for the matter fields can be taken as

\[ \psi = \psi_s(r), A_i = \phi(r), A_2 = \psi_p(r), \]  

(7)

and all other field components are set to zero. Consequently, the equations of motion of matter fields are

\[ \phi'' + \frac{2}{r} \phi' - 2\left(\frac{\partial^2 \psi_s^2}{f} + \frac{\partial^2 \psi_p^2}{r^2 f} \right) \phi = 0, \]  

(8)

\[ \psi_p'' + \frac{f'}{f} \psi_p' + \left(\frac{q_s^2 \phi^2}{f^2} - \frac{m^2_s}{f} - \frac{\lambda_s \phi \psi_s^2}{f} - \frac{2\lambda_p L^2 \psi_p^3}{r^2 f} \right) \psi_p - \frac{2\lambda_s}{f} \psi_s^3 = 0, \]  

(9)

\[ \psi_s'' + \left(\frac{f'}{f} + \frac{2}{r}\right) \psi_s' + \left(\frac{q_s^2 \phi^2}{f^2} - \frac{m^2_s}{f} - \frac{\lambda_s \phi \psi_p^2}{r^2 f} \right) \psi_s - \frac{2\lambda_s}{f} \psi_p^3 = 0. \]  

(10)

The three terms in the action \(-\lambda_s (\psi^* \psi)^2, -\lambda_p (\rho^\mu \rho^\mu)^2, -\lambda_s \psi^* \psi \rho^\mu \rho^\mu\) are quartic to the charged fields \(\psi_s\) and \(\psi_p\) and introduce nonlinear terms to the two equations \(9, 10\). The nonlinear property of the terms in single equation is important to understand the influence on critical points. Therefore we call these terms nonlinear in the sense that the single equation \(9, 10\) is not linear on the condensate fields \(\psi_p, \psi_s\), although the equations of motion are already not linear as a whole even with out these quartic terms.

### 2.2 Boundary conditions

To solve the equations of motion, we need boundary conditions both on the horizon and on the boundary. The boundary expansions of the three fields on the horizon side are

\[ \phi(r) = \phi_1(r - r_h) + O((r - r_h)^2), \]  

(11)

\[ \psi_s(r) = \psi_{s0} + O(r - r_h), \]  

(12)

\[ \psi_p(r) = \psi_{p0} + O(r - r_h), \]  

(13)

where \(\phi(r = r_h)\) is set to zero to meet the physical constraints and the equations of motion \(9, 10\) imply additional constraints on the solutions with finite value at the horizon. Therefore, only \(\phi_1, \psi_{s0}, \psi_{p0}\) are independent parameters. The expansions near the AdS boundary are

\[ \phi(r) = \mu - \frac{\mu}{r} + \ldots, \]  

(14)

\[ \psi_p = \psi_{p0} + \frac{\psi_{p0}}{r} + \ldots, \]  

(15)

\[ \psi_s = \psi_{s0} + \frac{\psi_{s0}}{r} + \ldots. \]  

(16)
\[ \Delta_s^\pm = \frac{3 \pm \sqrt{9 + 4m_s^2}}{2}, \Delta_p^\pm = \frac{1 \pm \sqrt{1 + 4m_p^2}}{2}. \]  

\( \mu \) and \( \rho \) are the chemical potential and charge density, respectively. We choose standard quantization, which means that \( \psi_s^- \) and \( \psi_p^- \) are the sources of the s-wave and p-wave orders, while \( \psi_s^+ \) and \( \psi_p^+ \) are the expectation values. The three degrees of freedom are fixed with \( \psi_s^- = \psi_p^- = 0 \) and the value of \( \mu \).

### 2.3 Grand potential

In order to compare the stability of the different solutions and get the final phase diagram, we study in the grand canonical ensemble and calculate the grand potential to find the stability relation between different solutions. The grand potential of the system can be identified with the temperature times the Euclidean on-shell action of the bulk solution according to the AdS/CFT correspondence. In this paper we work in probe limit, therefore, the difference of the grand potential only come from the matter part of the action

\[ \Omega_m = TS_{ME}, \]

where \( T \) is the Hawking temperature and \( S_{ME} \) is the value of the matter action calculated with Euclidean time. \( \Omega_m \) is the contribution from the matter action to the grand potential and with the equations of motion been substituted in, can be expresses as

\[
\begin{align*}
\Omega_m &= \frac{V_2}{T} \left( -\frac{\mu \rho}{2L^2} + \int_{r_h}^{\infty} \left( \frac{q_s^2 r^2 \phi^2 \psi_s^2}{L^2 f} + \frac{q_p^2 \phi^2 \psi_p^2}{f} - \frac{\lambda_s r^2 \psi_s^4}{L^2} - \frac{\lambda_p L^2 \psi_p^4}{r^2} - \lambda_{sp} (\psi_s^2 \psi_p^2) \right) dr \right). 
\end{align*}
\]

### 2.4 scaling symmetry

There are three sets of scaling symmetries in the Equations (8),(9) and (10)

\[ \phi \rightarrow \lambda \phi, \psi_s \rightarrow \lambda \psi_s, \psi_p \rightarrow \lambda \psi_p, q_s \rightarrow \lambda^{-1} q_s, q_p \rightarrow \lambda^{-1} q_p, \]

\[ \lambda_s \rightarrow \lambda^{-2} \lambda_s, \lambda_p \rightarrow \lambda^{-2} \lambda_p, \lambda_{sp} \rightarrow \lambda^{-2} \lambda_{sp}; \]

\[ \phi \rightarrow \lambda^{-2} \phi, \psi_s \rightarrow \lambda^{-1} \psi_s, f \rightarrow \lambda^{-2} f, L \rightarrow \lambda^{-1} L, \]

\[ m_s^2 \rightarrow \lambda^{-2} m_s^2, m_p^2 \rightarrow \lambda^{-2} m_p^2; \]

\[ \phi \rightarrow \lambda^{-1} \phi, \psi_p \rightarrow \lambda^{-1} \psi_p, f \rightarrow \lambda^{-2} f, r \rightarrow \lambda^{-1} r, r_h \rightarrow \lambda^{-1} r_h. \]

With the second and third scaling symmetries, we set \( r_h = L = 1 \) for numerical computation. After we get the numerical solutions, we can use again the two sets of scaling symmetries to recover \( r_h \) and \( L \) to any value.

### 3 Tuning the parameters \( \lambda_s \), \( \lambda_p \), \( \lambda_{sp} \) and phase diagram

There are three different solutions with non-zero condensates, called the s-wave solution, the p-wave solution and the s+p solution, respectively. It is easy to get the s-wave and p-wave solutions with single condensate. However, we need more technic to get the s+p solution. It is conjectured that the s+p solution always exist in a narrow region near the...
Figure 1: Grand potential (left plot) and condensates (right plot) for different solutions. In the left plot, the three curves show the relative value of grand potential density with respect to the p-wave solution \((\Omega - \Omega_p)/V^2\) for the s-wave solution (blue line), the p-wave solution (red line) and the s+p solution (green line), respectively. In the right plot, the blue and red lines denote the condensate value for the s-wave and p-wave orders respectively. The solid lines show the condensate values for the most stable solutions while the dashed lines show the condensate values for the unstable region of the s-wave and p-wave solutions.

intersection point of the grand potential curves of s-wave and p-wave solutions in probe limit \([10]\). Therefore, we need to first locate this intersection point to get the s+p solution.

To focus on the influence of the three quartic terms with parameters \(\lambda_s, \lambda_p\) and \(\lambda_{sp}\), we firstly fix the value of the other parameters \(m^2_s, m^2_p\) and \(q_s, q_p\). In the study of time dependent evolution in holographic superconductors, it is wise to set the dimension \(\Delta_s, \Delta_p\) to integer value. And a best choice for the mass parameters with \(m^2_s = -2\) and \(m^2_p = 0\) further simplify the equations.

Because of the first scaling symmetry \((20)\), only the ratio \(q_p/q_s\) changes the qualitative feature of the phase diagram. Therefore we set \(q_s = 1\) without lose of generality. Furthermore, we tune \(q_p\) to make the grand potential of the s-wave solution and the p-wave solution have one intersection point when \(\lambda_s = \lambda_p = \lambda_{sp} = 0\), which indicate the existence of the coexistent solution. We should notice that when we tune \(q_p\), the grand potential curve for the p-wave solution move “parallel” \([26]\).

At last, we fix \(m^2_s = -2, m^2_p = 0\) and \(q_s = 1, q_p = 0.8881\) to focus on the influence of the three parameters \(\lambda_s, \lambda_p\) and \(\lambda_{sp}\) for the non linear terms. We start from the case with \(\lambda_s = \lambda_p = \lambda_{sp} = 0\) as a reference.

### 3.1 Grand potential and condensates for \(\lambda_s = \lambda_p = \lambda_{sp} = 0\)

We start from the case with \((\lambda_s = \lambda_p = \lambda_{sp} = 0)\) as a reference, where the grand potential curves of the s-wave solution and the p-wave solution have an intersection point. Near this intersection point, we can find the s+p solution, which has the lowest value of grand potential. We show the relative value of grand potential as well as the condensates in Figure \([1]\).

In the left plot of Figure \([1]\) we show the value of grand potential for different solutions
Figure 2: The relative value of grand potential density for the s-wave solutions with respect to the normal solution (left plot) and the condensates of s-wave order for the s-wave solutions (right plot) with $\lambda_s = 0$ (blue), $\lambda_s = 0.5$ (red), $\lambda_s = 1$ (green) and $\lambda_s = 1.5$ (purplish red), respectively. The dashed black line represents the position of the critical point which is not influenced by the value of $\lambda_s$.

with respect to the grand potential of the p-wave solution. We can see that the s+p solution emerge from the p-wave solution, and then leave away and merge with s-wave solution finally. In the right plot, we show the condensate value of the two orders for different solutions. We can see that at the left critical point, the s+p solution has an infinitesimal s-wave condensate, while at the right critical point, the s+p solution has an infinitesimal p-wave condensate. Therefore, in order to make the reference to the two critical points more clearly, we call the critical point with an infinitesimal s-wave condensate as the critical point for the s-wave order of the s+p solution, and call the critical point with an infinitesimal p-wave condensate as the critical point for the p-wave order of the s+p solution. Both the two critical points in Figure 1 are second order, but the phase transitions may become first order when the three quartic terms are turned on. For convenience, when the phase transition become first order, we still use the word “critical point” to denote the spinodal point in first order phase transition, which also get an infinitesimal value of one condensate.

3.2 Tuning $\lambda_s$, $\lambda_p$

Base on the case with $\lambda_s = \lambda_p = \lambda_{sp} = 0$ shown in the previous subsection, we further change $\lambda_s$ and $\lambda_p$ respectively to tune the phase structure of the system, and show the resulting $\lambda_s - \mu$ and $\lambda_p - \mu$ phase diagrams, respectively.

We firstly study the influence of the two parameters on the single condensate solutions. From the equations of motion, we can see that $\lambda_s$ does not change the p-wave solution with $\psi_s = 0$, and $\lambda_p$ does not change the s-wave solution with $\psi_p = 0$ either. Therefore we can focus on the influence of $\lambda_s$ on the s-wave solution and the influence of $\lambda_p$ on the p-wave solution.
Figure 3: The relative value of grand potential density for the p-wave solutions with respect to the normal solution (left plot) and the condensates of p-wave order for the p-wave solutions (right plot) with $\lambda_p = 0$ (blue), $\lambda_p = 0.5$ (red), $\lambda_p = 1$ (green) and $\lambda_p = 1.5$ (purplish red), respectively. The dashed black line represents the position of the critical point which is not influenced by the value of $\lambda_p$.

We show the grand potential as well as condensates of the s-wave solutions with different values of $\lambda_s$ in Figure. 2. We can see that the value of $\lambda_s$ does not change the critical point. This is because that the term with $\lambda_s$ is nonlinear for $\psi_s$ in the single equation [10], and does not change the critical behavior determined by infinitesimal value of $\psi_s$. Further more, it is obvious that the term with coefficient $\lambda_s$ have stronger influence on the s-wave solution with larger value of condensate. This could also be explained by the cubic dependence on $\psi_s$ of the term $\lambda_s \psi_s^3$ in the equations of motion.

The influence of the value of $\lambda_p$ on the p-wave solution is qualitatively the same to the influence of the value of $\lambda_s$ on the s-wave solution. We show the similar results of the grand potential as well as condensates for the p-wave solution with different values of $\lambda_p$ in Figure. 3.

Next, we study the influence of the two parameters on the coexistent s+p solution. Again there are similarities between the influence of the values of $\lambda_s$ and $\lambda_p$, therefore we can focus on analysis of the case for $\lambda_s$, and the case for $\lambda_p$ can be understood similarly.

We show the $\lambda_s - \mu$ phase diagram with $\lambda_p = \lambda_{sp} = 0$ in the left plot of Figure. 4. In this plot, we use yellow, red, blue and green to denote the regions dominated by the normal phase, the p-wave phase, the s-wave phase and the s+p phase, respectively. The solid orange line between the yellow and the red region presents the critical points of the p-wave solution and the dashed purple line denotes the critical points of the s-wave solution. Because the critical chemical potential for the p-wave solution $\mu_{c-p}$ is smaller than the critical chemical potential $\mu_{c-s}$, the solid orange line is also a set of phase transition points while the dashed purple line is not. The blue and red solid lines represent the critical points for the s-wave order and p-wave order of the s+p solution, respectively. The dashed black line represents the intersection points of grand potential curves for the s-wave solution and
Figure 4: The $\lambda_s - \mu$ phase diagram with $\lambda_p = \lambda_{sp} = 0$(left plot) and the $\lambda_p - \mu$ phase diagram with $\lambda_s = \lambda_{sp} = 0$(right plot). In the two phase diagrams, we use yellow, red, blue and green to denote the regions dominated by the normal phase(N), the p-wave phase(P), the s-wave phase(S) and the s+p phase(S+P), respectively. The solid orange line between the yellow and the red region presents the critical points of the p-wave solution and the dashed purple line denotes the critical points of the s-wave solution. The blue and red solid lines represent the critical points for the s-wave order and p-wave order of the s+p solution, respectively. The dashed black line represents the intersection points of grand potential curves for the s-wave solution and the p-wave solution.

As we have just analyzed, different value of $\lambda_s$ do not affect the critical points of the s-wave solution and p-wave solution, therefore both the solid orange and dashed purple curves are vertical. When the value of $\lambda_s$ becomes larger, the region of the s+p phase increases as a result of the right critical point moving rightwards along the red solid line. However, the left critical point for the s-wave order do not move with the increasing of $\lambda_s$, and the blue solid line is also vertical. This property can also be deduced from analytical discussion of the equations of motion. We have pointed out that the value of $\lambda_s$ do not change the p-wave solution. Furthermore, at the critical point for s-wave order of the s+p solution, the s-wave condensate is infinitesimal. Therefore this critical point is determined by the linearized version of Equation (10) for $\psi_s$ with function $\phi$ determined by the p-wave solution. Both the two factors are independent of $\lambda_s$, as a result, this critical point for s-wave order of the s+p solution is not dependent on $\lambda_s$, and the solid blue line is vertical in the phase diagram.

Another property of the coexistent solution is that the red solid line denoting the critical point for p-wave order of the s+p solution is not monotonic and show a maximum value of $\lambda_s = \lambda_s^m$. This implies that when $\lambda_s$ is slightly lower than $\lambda_s^m$, there are two segments for the s+p solution. When $\lambda_s$ increases, both the two segments of s+p solution become wider, and the two critical points for p-wave order join together at $\lambda_s = \lambda_s^m$. There should
also exist a critical point for the s-wave order for the right segment of s+p solution. But because the critical point for the s-wave order would not be changed by different values of $\lambda_s$, this critical point should stay at $\mu = \infty$, just as the case with $\lambda_s = 0$.

We can see that the dashed black line also show a maximum value of $\lambda = \lambda_s^*$. This maximum implies that when $\lambda_s$ is slightly smaller than $\lambda_s^*$, there are two intersection points for the grand potential curves of the s-wave and p-wave solutions. According to the experience that the coexistent solution exit near the intersection point of the grand potential curves for single condensate solutions, the non-monotonic property for the dotted black line is the reason for the non-monotonic property for the solid red line.

We also draw the $\lambda_p - \mu$ phase diagram with $\lambda_s = \lambda_{sp} = 0$ in the right plot of Figure. This plot, the solid orange line and dashed purple line are the same as in the left cousin. The influence of $\lambda_p$ on the phase structure is similar to the influence of $\lambda_s$, and the increasing of $\lambda_p$ enlarges the region of s+p phase. In contrast, when $\lambda_p$ increases, the left critical point for the s-wave order of the s+p solution moves leftwards while the right critical point for the p-wave order of the s+p solution do not move and the solid red line is vertical. The same argument explains why the right critical point do not move with an increasing $\lambda_p$.

The solid blue curve for the left critical point asymptotes to the dashed purple line, which might also be a result of that the dashed black line asymptotes to the dashed purple line.

As the two quartic terms with coefficients $\lambda_s$ and $\lambda_p$ are potential terms in the lagrangian, we focus on the positive values for $\lambda_s$ and $\lambda_p$ in this section. The minus value for the two parameters might cause runaway instability [22]. However, we show the two interesting phase diagrams with negative values of $\lambda_s$ and $\lambda_p$ in Appendix A for possible interest.

### 3.3 Tuning $\lambda_{sp}$ and the first order phase transition

The influence of an interaction term such as the one with coefficient $\lambda_{sp}$ in this paper has already been studied in previous work [13, 16]. Same to the previous results, the term with $\lambda_{sp}$ do not change the single condensate solutions, therefore we focus on the small region near the tri-critical point. We show the $\lambda_{sp} - \mu$ phase diagram with $\lambda_s = \lambda_p = 0$ for this model in Figure. In this plot, we use blue, red and green to denote the region dominated by the s-wave phase, the p-wave phase and the s+p phase, respectively. The blue and red lines represent the critical points for the s-wave and p-wave orders of the s+p phase, respectively. The solid section of the two lines are also second order phase transition points, while the dashed lines are not real phase transition points, because the phase transition becomes first order. The solid black line represents the first order phase transition points between the s-wave phase and the p-wave phase, while the solid green line represents the first order phase transition points between the p-wave phase and the s+p phase.

When $\lambda_{sp}$ is increasing, the two critical points moving towards each other along the red and blue lines, making the coexistent phase shrinking and finally disappearing at a tri-critical point with $\lambda_s \approx 0.00097$. After $\lambda_{sp}$ reaches the tri-critical point and goes on increasing, the s+p solution is totally unstable. The two critical points for the s+p solution keep moving along the dashed lines and the unstable s+p solution becomes wider. It turns out that the term with parameter $\lambda_{sp}$ is an effectively repelling interaction between the two condensates.

Note that the intersection point of the blue and red lines are not on the black line. As a result, the phase transition from the p-wave phase to the s+p phase becomes first order near the tri-critical point. This is qualitatively the same as the phase diagram in Ref. [16],
Figure 5: The $\lambda_{sp} - \mu$ phase diagram with $\lambda_s = \lambda_p = 0$. The blue, red and green region are dominated by the s-wave phase, the p-wave phase and the coexistent s+p phase, respectively. The blue line represents the critical points for the s-wave order of the s+p phase, the red line represents the critical points for the p-wave order of the s+p phase. The solid black line represents the first order phase transition points between the s-wave phase and the p-wave phase, while the solid green line represents the first order phase transition points between the p-wave phase and the s+p phase.
but is different with that in Ref. [13], where the phase transition points between the single condensate phases and the coexistent phase are always second order. We believe that the detailed small section of first order phase transition are omitted in this earliest result on the topic [13] because of the sparse numerical data points. The tri-critical point without first order phase transition to the coexistent solution means a highly coincident flat plain in the grand potential landscape.

3.4 reentrant phase

From the three phase diagrams, we are clear about the influence of three parameters \( \lambda_s \), \( \lambda_p \) and \( \lambda_{sp} \) and get more power on tuning the phase transitions between the normal phase and three condensate solutions. In this section, we study how to find a reentrant phase transition as a test of the new power.

Since we have fixed \( m_s^2 = -2, m_p^2 = 0 \) and \( q_s = 1, q_p = 0.8881 \), we get the two values of critical chemical potential as \( \mu_s = 4.06 \) for the s-wave solution and \( \mu_p = 3.88 \) for the p-wave solution from the results in Figure. 1. Because the three parameters \( \lambda_s \), \( \lambda_p \) and \( \lambda_{sp} \) do not change the critical points of the single condensate solutions, \( \mu_s \) and \( \mu_p \) would not change and we always have \( \mu_p < \mu_s \). Therefore the system always take a second order phase transition from normal phase to the p-wave phase, and the grand potential curve of the p-wave solution is always lower than the s-wave solution in small \( \mu \) (left) side.

From the experience of previous studies, the grand potential line for the p-wave solution should be lower both in the left and right side, then it is possible for the system to transform from the p-wave solution to s+p solution at a small value of \( \mu \) and reenter the p-wave solution at a larger value of \( \mu \) again. In the case with \( \lambda_s = \lambda_p = \lambda_{sp} = 0 \), the grand potential curves of the two single condensate solutions have only one intersection point. Therefore we need to tune some parameter to change the relation in the large \( \mu \) (right) region. From the influence of \( \lambda_s \) and \( \lambda_p \) on the grand potential curve shown in Figure 2 and Figure 3, we can see that we need increase \( \lambda_s \) to make the grand potential curves for the s-wave and p-wave solutions have two intersection points.

The dashed black line in the phase diagram in Figure 4 show the trace of the intersection point. We can see from the left plot of Figure 4 that when \( \lambda_s \) approaches the maximum value \( \lambda_s^f \) for the dashed black curve, we get two intersection points for the two grand potential curves and the grand potential of the p-wave solution is lower than that of the s-wave solution both in the left and right side as we want.

However, the \( \lambda_p - \mu \) phase diagram show that in the case of \( \lambda_s \) approaches \( \lambda_s^f \), the s+p phase dominates the right side of the phase diagram, and we didn’t see the reentrance back to the p-wave solution. At this time, let’s see the \( \lambda_{sp} - \mu \) phase diagram, and remember that increasing the value of \( \lambda_{sp} \) reduces the width of the s+p solution. If we want to make the p-wave solution to be more stable than the s+p solution in the right side, we just increase \( \lambda_{sp} \). As a result, the two critical points for the s+p solution will move towards each other and finally, we can get the reentrant phase transition. One possible issue is that when we fix the value of \( \lambda_s \) and increase \( \lambda_{sp} \), the two critical points for the p-wave order of s+p solution may emerge from the center, and then the s+p solution is divided into two segments. This problem can be easily solved by slightly increase the value of \( \lambda_s \), which make the two critical points moving towards each other and disappear after the two merge in the middle, as shown by the solid red curve in the left plot of Figure 4.

Finally, we get a very nice reentrant phase transition with \( \lambda_s = 0.035, \lambda_{sp} = 0.0168 \) and \( m_s^2 = -2, m_p^2 = 0, q_s = 1, q_p = 0.8881 \), and we show the condensates in Figure 6. We can see in this case that if we increase the value of \( \mu \) in the normal phase, the system firstly
Figure 6: Condensates of a reentrant phase transition with $m_s^2 = -2, m_p^2 = 0, q_s = 1, q_p = 0.8881$ and $\lambda_s = 0.035, \lambda_p = 0, \lambda_{sp} = 0.0168$. The red line denotes the condensate of the p-wave order while the blue line denotes the condensate of the s-wave order. The solid lines are for the most stable solutions, while the dashed lines are for the unstable segments of the single condensate solutions.

4 conclusion and discussion

In this paper, we add three quartic nonlinear terms to the Lagrangian of the holographic s+p model with two orders. We investigated the influence of the three parameters $\lambda_s$, $\lambda_p$ and $\lambda_{sp}$, respectively, and show the three phase diagrams. With these three terms in hand, we get more power on tuning the phase transitions, and we successfully realized a reentrant phase transition to show this new power.

It should be noticed that, if we take two s-wave order with the same value of $m_s^2$, we are not expected to get the reentrant phase transition. This is because that we can change one s-wave solution with $q_s = q_1$ to the other s-wave solution with $q_s = q_2$ by using the scaling symmetry. Therefore the two solutions with $\lambda_s = 0$ are “parallel” to each other, and tuning
\(\lambda_s\) cannot make the grand potential curves having two intersection points. This is why we use a s+p model instead of a more simpler s+s model.

Our results on the influence of these parameters are expected to be qualitatively universal in many holographic models. However, some special gravitational theories such as 4D and higher dimensional Einstein-Gauss-Bonnet gravity \([27, 28, 29]\) may cause some difference, which is worth being tested in future study. Moreover, our study provides a systematic and convenient way to get some specific phase transitions for future studies on dynamical evolution as well as possible universality. We also expect our work to promote studies on other related topics.
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**A The phase diagrams with negative values of \(\lambda_s\) and \(\lambda_p\)**

When the value of \(\lambda_s\) (or \(\lambda_p\)) become negative, due to the contribution of the quartic term \(-\lambda_s\psi_s^4\) (or \(-\lambda_p\psi_p^4\)), the holographic system will get lower value of grand potential with a larger value of condensate. This implies that the system might be unstable because that the grand potential is not bounded from below. However, we can still get solutions with relatively small condensate value which is at least meta stable and we show the related “phase diagrams” in this appendix.

We extend the \(\lambda_s - \mu\) phase diagram with \(\lambda_p = \lambda_{sp} = 0\) to negative values of \(\lambda_s\) in Figure 7. We can see that the solid blue line is still vertical as we have explained, while the solid red line and the dashed black line go leftwards when the value of \(\lambda_s\) decreases. Then the solid blue line, the solid red line and the dashed black line intersect near a small region. Near this small region, we can see that although the critical point denoted by the solid blue line do not move, when the phase transition become first order, the phase boundary between the red and green region move leftwards along the solid green line denoting the phase transition points. When the value of \(\lambda_s\) is small enough, the region of s+p phase disappear, and there is a first order phase transition between the s-wave phase and the p-wave phase marked by the solid black curve.

The case for the \(\lambda_p - \mu\) phase diagram is similar. We also extend the \(\lambda_p - \mu\) phase diagram with \(\lambda_s = \lambda_{sp} = 0\) to negative values of \(\lambda_p\) in Figure 8. We can see that the solid red line is vertical, while the solid blue line and dashed black line move rightwards when \(\lambda_p\) decreases. The three lines also intersect in a small region. Near this small region, the phase transition from the p-wave phase to the s+p phase becomes first order and we use solid green line to denotes the phase transition points. Although the red line denoting the critical points for the p-wave order of the s+p phase is always vertical, the s+p phase disappear when \(\lambda_p\) is low enough and there is a first order phase transition between the p-wave phase and the s-wave phase marked by the solid black curve.

We should notice that the system might suffer from runaway pathologies \([22]\) dual to the negative contribution of the quatic terms when \(\lambda_s\) or \(\lambda_p\) is negative. However, we still
Figure 7: The $\lambda_s - \mu$ phase diagram with $\lambda_p = \lambda_{sp} = 0$ including the negative values of $\lambda_s$. The right plot is an enlarged version near the intersection points of the red, blue and black lines in the left plot. The solid green line denotes the first order phase transition points between the p-wave phase and the $s+p$ phase, while the solid black line denotes the first order phase transition points between the p-wave phase and the s-wave phase. The dashed parts of the blue and red lines indicates that the critical points become spinodal points in first order phase transitions. The other notions are the same as that in the phase diagram with positive values of $\lambda_s$ in Figure 4.

Figure 8: The $\lambda_p - \mu$ phase diagram with $\lambda_s = \lambda_{sp} = 0$ including the negative values of $\lambda_p$. The right plot is an enlarged version near the intersection points of the red, blue and black lines in the left plot. The solid green line denotes the first order phase transition points between the p-wave phase and the $s+p$ phase, while the solid black line denotes the first order phase transition points between the p-wave phase and the s-wave phase. The dashed parts of the blue and red lines indicates that the critical points become spinodal points in first order phase transitions. The other notions are the same as that in the phase diagram with positive values of $\lambda_s$ in Figure 4.
extend the phase diagram for the condensed solutions to negative values of $\lambda_s$ or $\lambda_p$. We will further investigate the related stability problem in future study. In this paper, we focus on the phase diagram and reentrant phase transitions with positive values of $\lambda_s$ and $\lambda_p$ in the main text, which can be applied in further studies without worrying about the stability problem.

References

[1] S. A. Hartnoll, C. P. Herzog and G. T. Horowitz, Building a Holographic Superconductor, Phys. Rev. Lett. 101, 031601 (2008) [arXiv:0803.3295 [hep-th]].

[2] S. S. Gubser and S. S. Pufu, The Gravity dual of a p-wave superconductor, JHEP 11, 033 (2008) [arXiv:0805.2960 [hep-th]].

[3] J. W. Chen, Y. J. Kao, D. Maity, W. Y. Wen and C. P. Yeh, Towards A Holographic Model of D-Wave Superconductors, Phys. Rev. D 81, 106008 (2010) [arXiv:1003.2991 [hep-th]].

[4] F. Benini, C. P. Herzog, R. Rahaman and A. Yarom, Gauge gravity duality for d-wave superconductors: prospects and challenges, JHEP 11, 137 (2010) [arXiv:1007.1981 [hep-th]].

[5] R. G. Cai, L. Li and L. F. Li, A Holographic P-wave Superconductor Model, JHEP 01, 032 (2014) [arXiv:1309.4877 [hep-th]].

[6] R. G. Cai, L. Li, L. F. Li and R. Q. Yang, Introduction to Holographic Superconductor Models, Sci. China Phys. Mech. Astron. 58, 060401 (2015) [arXiv:1502.00437 [hep-th]].

[7] P. Basu, J. He, A. Mukherjee, M. Rozali and H.-H. Shieh, Competing Holographic Orders, JHEP 1010, 092 (2010) [arXiv:1007.3480 [hep-th]].

[8] R. -G. Cai, L. Li, L. -F. Li and Y. -Q. Wang, Competition and Coexistence of Order Parameters in Holographic Multi-Band Superconductors, arXiv:1307.2768 [hep-th].

[9] Z. Y. Nie, R. G. Cai, X. Gao and H. Zeng, Competition between the s-wave and p-wave superconductivity phases in a holographic model, JHEP 1311, 087 (2013) [arXiv:1309.2204 [hep-th]].

[10] Z. Y. Nie, R. G. Cai, X. Gao, L. Li and H. Zeng, Phase transitions in a holographic s+p model with backreaction, arXiv:1501.00004 [hep-th].

[11] I. Amado, D. Arean, A. Jimenez-Alba, L. Melgar and I. Salazar Landea, Holographic s+p Superconductors, Phys. Rev. D 89, no.2, 026009 (2014) [arXiv:1309.5086 [hep-th]].

[12] R. Arias and I. Salazar Landea, Spontaneous current in an holographic s+p superfluid, Phys. Rev. D 94, no.12, 126012 (2016) [arXiv:1608.01687 [hep-th]].

[13] M. Nishida, Phase Diagram of a Holographic Superconductor Model with s-wave and d-wave, JHEP 1409, 154 (2014) [arXiv:1403.6070 [hep-th]].

[14] L. F. Li, R. G. Cai, L. Li and Y. Q. Wang, Competition between s-wave order and d-wave order in holographic superconductors, JHEP 1408, 164 (2014) [arXiv:1405.0332 [hep-th]].

[15] W. C. Yang, C. Y. Xia, H. B. Zeng and H. Q. Zhang, Phase Separation and Exotic Vortex Phases in a Two-Species Holographic Superfluid, Eur. Phys. J. C 81, no.1, 21 (2021) [arXiv:1907.01918 [hep-th]].
[16] X. Li, Z. Y. Nie and Y. Tian, *Holographic boiling and generalized thermodynamic description beyond local equilibrium*, JHEP 09, 063 (2020) [arXiv:2003.12987 [hep-th]].

[17] M. J. Bhaseen, J. P. Gauntlett, B. D. Simons, J. Sonner and T. Wiseman, *Holographic Superfluids and the Dynamics of Symmetry Breaking*, Phys. Rev. Lett. 110, no.1, 015301 (2013) [arXiv:1207.4194 [hep-th]].

[18] A. Adams, P. M. Chesler and H. Liu, *Holographic Vortex Liquids and Superfluid Turbulence*, Science 341, 368-372 (2013) [arXiv:1212.0281 [hep-th]].

[19] A. Adams, P. M. Chesler and H. Liu, *Holographic turbulence*, Phys. Rev. Lett. 112, no.15, 151602 (2014) [arXiv:1307.7267 [hep-th]].

[20] J. Sonner, A. del Campo and W. H. Zurek, *Universal far-from-equilibrium Dynamics of a Holographic Superconductor*, Nature Commun. 6, 7406 (2015) [arXiv:1406.2329 [hep-th]].

[21] P. M. Chesler, A. M. Garcia-Garcia and H. Liu, *Defect Formation beyond Kibble-Zurek Mechanism and Holography*, Phys. Rev. X 5, no.2, 021015 (2015) [arXiv:1407.1862 [hep-th]].

[22] C. P. Herzog, *An Analytic Holographic Superconductor*, Phys. Rev. D 81, 126009 (2010) [arXiv:1003.3278 [hep-th]].

[23] Z. Y. Nie and H. Zeng, *P-T phase diagram of a holographic s+p model from Gauss-Bonnet gravity*, JHEP 10, 047 (2015) [arXiv:1505.02289 [hep-th]].

[24] E. Kiritsis and L. Li, *Holographic Competition of Phases and Superconductivity*, JHEP 01, 147 (2016) [arXiv:1510.00020 [cond-mat.str-el]].

[25] J. W. Chen, S. H. Dai, D. Maity and Y. L. Zhang, *Engineering holographic phase diagrams*, Phys. Rev. D 94, no.8, 086004 (2016) [arXiv:1603.08259 [hep-th]].

[26] Z. H. Li, Y. C. Fu and Z. Y. Nie, *Competing s-wave orders from Einstein–Gauss–Bonnet gravity*, Phys. Lett. B 776, 115-123 (2018) [arXiv:1706.07893 [hep-th]].

[27] D. Glavan and C. Lin, *Einstein-Gauss-Bonnet Gravity in Four-Dimensional Spacetime*, Phys. Rev. Lett. 124, no.8, 081301 (2020) [arXiv:1905.03601 [gr-qc]].

[28] P. G. S. Fernandes, *Charged Black Holes in AdS Spaces in 4D Einstein Gauss-Bonnet Gravity*, Phys. Lett. B 805, 135468 (2020) [arXiv:2003.05491 [gr-qc]].

[29] X. Qiao, L. OuYang, D. Wang, Q. Pan and J. Jing, *Holographic superconductors in 4D Einstein-Gauss-Bonnet gravity*, JHEP 12, 192 (2020) [arXiv:2005.01007 [hep-th]].