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1 Introduction

Today in particle physics and cosmology, we have collected large datasets that are accurately described by the models developed in the last decades. We have theoretical reasons to expect new particles and new dynamics beyond these reference models, especially in particle physics, but no consensus on how it should manifest itself. In this context, a tool to look for discrepancies between the datasets at our disposal and the reference models independently of our favorite new physics model, would be extremely valuable. In this document I present a new application of neural networks to physics that realizes this objective. We first proposed it in [1].

Machine learning techniques have been steadily developing, obtaining remarkable successes in the last two decades. Today their applications to fundamental research and commercial markets are countless. The most relevant physics examples concern large datasets in astrophysics, astronomy and collider physics. Large Hadron Collider (LHC) experiments are already extensively using these techniques to improve their particle identification capabilities and the sensitivity of their analyses. The typical application consists in optimizing the discrimination between events generated by different physical processes in multivariate samples. For instance distinguishing between gluon production and quark production at hadron colliders [2, 3, 4]. Starting with two or more types of events one tries to optimally separate them in a multidimensional parameter space. Essentially the neural network is used to find the non-linear combinations of the input variables that best discriminate between known classes of events.

In this document I discuss a qualitatively new application of machine learning techniques to searches for new physics in large datasets. We directly exploit the properties of neural networks as universal approximants [5, 6, 7, 8]. The main difference with respect to known applications in physics is that we will assume to know nothing about the form of the signal that we are looking for. We are not trying to discriminate between two known classes of events, but rather check if a dataset follows a
given reference model. Effectively we are not making any assumption on the alternative model that best describes the data. The reader familiar with statics can already predict the onset of the look-elsewhere effect [9], but we have a straightforward way to quantify it correctly as discussed in Section 3.

As is the case in cosmology and particle physics, imagine that we have a reference model that correctly predicts the bulk of our observed events. Then we would like to look for small deviations on top of a largely background-dominated dataset. The form of these deviations is not determined a priori and the task of our machine learning algorithm is to find the most promising anomaly in the dataset. As a byproduct of our effort the network is going to output the ratio between the probability distribution function of the data and that of the reference model. Therefore if any anomaly is found we can trace back its origin in a fully transparent way, finding a description in terms of the simple observables given as inputs to the neural network.

In the next Section I briefly review the basic concepts of machine learning needed to understand our anomaly detection strategy, starting from what is a neural network from the point of view of a theoretical physicist. In Section 3 I describe our proposed technique for new physics searches and its possible applications.

2 Neural Networks for the Busy Theoretical Physicist

A neural network is a way to parametrize a set of functions built out of nested units

\[ f_{\text{NN}}(\vec{x}) = f \circ g \circ h \circ \ldots \circ \vec{x} = f(g(h(\ldots(\vec{x})))) . \]  

(1)

The units that form this basis can be of two kinds. Linear transformations

\[ h(\vec{x}) = \vec{w} \cdot \vec{x} + b , \]  

(2)

that depend on the free parameters \( w \), called weights, and \( b \), called biases, and non-linear functions that are fixed (do not depend on extra free parameters) and are applied to each element of their input

\[ g(\vec{x}) = [g(x_1), g(x_2), \ldots, g(x_N)] . \]  

(3)

The elements of the set of functions described by the network are spanned by weights and biases. The process of finding the optimal values of these free parameters goes under the name of training or learning and is very similar to old-fashioned fitting. I describe the procedure in some more detail at the end of this Section.

For simplicity in Eq. (2) I have written a linear transformation that outputs a single number, but obvious higher-dimensional generalizations are possible. Examples
Figure 1: Left: Schematic representation of a neuron with a logistic sigmoid activation function. Right: Schematic representation of a fully connected feedforward neural network. The input and output layers of the network are not shown.

of non-linear functions that have found successful applications in the past are the logistic sigmoid \( \sigma(x) = 1/(1+e^x) \), the Rectified Linear Unit (ReLU), \( R(x) = x\theta(x) \) and the hyperbolic tangent. They all have several qualitative features in common. They saturate for large values (negative, positive or both) of their argument, have a turn-on and are monotonically increasing. In a few paragraphs I will present a heuristic argument that shows why these characteristics are useful if one needs to approximate an arbitrary non-linear function without introducing too many free parameters.

The procedure of nesting these classes of functions allows for a vast range of possibilities. Here we consider one of the simplest, which is more clearly explained in terms of “neurons”. I take a neuron to be a transformation that applies to its input the function in (2) followed by (3). So, using a logistic sigmoid as an example, a neuron corresponds to the function

\[
f_N(\vec{x}|\vec{w}, b) = \sigma(\vec{w} \cdot \vec{x} + b).
\]  

In introductory machine learning texts you will often find the neuron to be defined just as the linear transformation with the non-linear piece being called an activation function. Terminology aside we can now build a neural network by linking neurons together. A typical example is shown in Figure 1. Neurons are organized in layers. The first layer takes as input elements of the dataset of interest. Subsequent inner layers take as input the output of the previous layer.

If we send the output of all the neurons in layer \( n \) to all the neurons in layer \( n+1 \) we are building a fully connected network. Letting information flow only in one
direction is known as building a feedforward network. So Figure 1 represents a fully connected feedforward network. Naturally these choices are not mandatory and it is customary to use the output of an inner layer to influence layers that precede it, even to the point of altering the structure of the network. An example would be dropping a preceding neuron or entire layer and sending the input through the network again. However here we will not consider these possibilities. It can be proven that a function built out of the neurons in Eq. (4), following the procedure outlined in the previous paragraph, can approximate with arbitrary accuracy any continuous function in a compact domain of \( \mathbb{R}^N \). For a more precise statement of the relevant theorems I refer to [5, 6, 7, 8]. Here I would like to present a heuristic argument that will also make clear why neural networks provide a good basis for the problem described in the introduction. Take two neurons of the type (4) and send their output to a third one. For simplicity consider a one-dimensional input for the two neurons. The function that describes this small neural network is

\[
f_{NN}(x) = w'_1 \sigma(z_1(x)) + w'_2 \sigma(z_2(x)) + b', \quad z_i(x) = w_i x + b_i
\]

(5)

where \( i = 1, 2 \) labels the two initial neurons. For \( w'_1 = -w'_2 = w' \) and \( b' = 0 \) we have

\[
f_{NN}(x) = w' [\sigma(w_1 x + b_1) - \sigma(w_2 x + b_2)] .
\]

(6)

This is approximately zero for \( x \gtrsim -b_2/w_2 \) and \( x \lesssim -b_1/w_1 \) and roughly constant and equal to \( w' \) otherwise. By increasing \( w_1 \) and \( w_2 \) we can make the transition between zero and \( w' \) arbitrarily sharp. By adjusting \( b_1 \) and \( b_2 \) we can make the domain over which \( f_{NN}(x) \) is non-zero as narrow as we want. So we can make this three-neurons unit generate a smooth peak or a rectangular function. By combining many of these units we can approximate any continuous function as a juxtaposition of rectangular functions. In higher dimensions we can repeat this argument by adding two more neurons for each new direction. We can send all their outputs into a single final neuron and construct a multidimensional rectangular function in the same way. This shows why neural networks are promising candidates for new physics searches. Even if we do not know a priori the type of signal that we are looking for, a network with very few parameters can reproduce an arbitrarily sharp feature, remaining smooth in its absence. This should be contrasted for example with the Fourier transform that would require \( \sim 1/\Gamma \) parameters to reproduce a feature of width \( \Gamma \). Fewer free parameters mean a smaller look-elsewhere effect and larger sensitivity.

To conclude this section I would like to describe very briefly how to determine the values of the free parameters of the network. As anticipated this is not different from fitting using maximum likelihood estimators for the parameters. First one writes down a loss function that is just minus the likelihood and then tries to minimize it. Since the loss functions obtained by nesting neurons are in general non-convex there are no algorithms that are guaranteed to find a global minimum. The prevailing
approach consists in finding a “good enough” local minimum by using Stochastic Gradient Descent. Gradient Descent simply consist in taking a derivative of the loss function and updating the weights and biases by moving a small amount \( \epsilon \) in the direction in which the derivative decreases. This technique was proposed by Cauchy in 1847 [10]. The parameter \( \epsilon \) is called learning rate. It can be fixed a priori or changed adaptively during training. Since computing the derivative over the entire training sample is usually computationally unfeasible, it is typically computed on a subsample chosen at random (different at every iteration). This is what goes under the name of Stochastic Gradient Descent [11, 12].

Now we have seen how to minimize the loss function, but we still need to discuss how to construct it. As usual the process of building the appropriate likelihood is determined by the specific problem at hand and is best illustrated with an example. Here I discuss what one would do for supervised learning and I refer the reader interested in semi-supervised, unsupervised and reinforcement learning to [11, 12, 13, 14]. Imagine that you have two sets of pictures one of cats and one of dogs. You would like the network to output 1 if given a cat and 0 for a dog. In this case the input \( \vec{x} \) can be an array of numbers, each representing a different pixel of the picture. Then an obvious choice for the loss function could be

\[
L[f_{NN}] = \sum_{\vec{x} \in \text{cats}} \left[ 1 - f_{NN}(\vec{x} | \vec{w}, \vec{b}) \right]^2 + \sum_{\vec{x} \in \text{dogs}} \left[ f_{NN}(\vec{x} | \vec{w}, \vec{b}) \right]^2. \tag{7}
\]

At the minimum of \( L \), \( f_{NN}(\vec{x}_{\text{cat}}) = 1 \) and \( f_{NN}(\vec{x}_{\text{dog}}) = 0 \). This form of the loss function is just illustrative, in practical applications the cross-entropy, the Kullback-Leibler divergence and their variations are more widely used. One quality that they have over the \( \chi^2 \) used in (8) is that their logarithms cancel the exponential saturation of sigmoids and hyperbolic tangents at least for the last layer, making the derivatives larger and the gradient descent algorithm faster for certain values of the input. The process of evaluating \( L \) on a subset of the cats and dogs sample, taking its derivatives and updating the values of weights and biases (followed by as many iterations as it takes to obtain an acceptable degree of accuracy) is known as training and the sample used for the process is known as the training sample. The accuracy of the network can be tested on a separate sample, (you guessed it) the testing sample. Clearly this introduction to neural networks is not even remotely comprehensive and several important aspects were not mentioned. For more thorough reviews and books on the subject that I found helpful see [11, 12, 13, 14]. However we have all the ingredients needed to understand our technique for new physics searches.

### 3 Finding New Physics at the LHC

We would like to establish if an experimental dataset follows a theoretical reference model. The situation of interest is one where the dataset is dominated by known
processes, i.e. most of the events are described by the reference model, but there can be a statistically significant difference between the probability distribution of the reference model and the one from which the data are extracted. This situation is typical in particle physics and cosmology where standard models have been established and have been extremely successful at describing all the data collected so far. Ideally we would like to find a deviation from these reference models, but a priori we would like to be completely agnostic about the form of this deviation. This is particularly motivated in light of recent results, especially in particle physics.

Our technique uses machine learning to approximate the ratio of the probability distribution functions (pdfs) of the data and the reference model. The ratio of pdfs can then be used to construct the Neyman-Pearson test statistic \[15\] to determine if the two samples follow the same probability distribution. This is effectively a completely model-independent new physics search.

The domain over which these pdfs are defined depends on our choice of input for the algorithm. It could be all the four vectors of all the particles in a LHC event or, more realistically, a set of observables in a given signal region, where backgrounds and systematics have already been measured using traditional techniques and are under control. For example our data sample could be all LHC events with at least two muons and the input the four-momenta of the two leading muons.

To implement this technique, we take a data sample \(D\) of length \(N_D\) and a reference sample \(R\) of length \(N_R\) (generated using Monte-Carlo) and feed them to a fully connected feedforward network \(f_{NN}\) with the following loss function

\[
L[f] = \sum_{(x,y)} (1 - y) \frac{N(R)}{N_R} (e^{f_{NN}(x)} - 1) - y f_{NN}(x) .
\]  

Here \(y\) is a label = 1 for data events and = 0 for events generated according to the reference model. The variable \(x\) represents the space that we are interested to explore (in the above example the four momenta of the two muons). \(N(R)\) is the number of expected events in the reference model for the given data sample. It is easy to show that this loss function is proportional to the Neyman-Pearson test statistic:

\[
t(D) = 2 \log \left[ \frac{e^{-N(\hat{w})}}{e^{-N(R)}} \prod_{x \in D} \frac{n(x|\hat{w})}{n(x|R)} \right] = -2 \min_{\{w\}} \left[ N(w) - N(R) - \sum_{x \in D} f_{NN}(x; w) \right] ,
\]  

where \(\hat{w}\) are the parameters of the network at the end of training and \(n\) are probability distributions normalized to the total number of events: \(n(\cdot|R)\) in the reference model and \(n(\cdot|\hat{w})\) as learned by the network for the data. Estimating \(N(w)\) by the Monte Carlo method

\[
N(w) = \frac{N(R)}{N_R} \sum_{x \in R} e^{f(x; w)} ,
\]
we obtain
\[
t(D) = -2 \operatorname{Min}_{\{w\}} \left[ \frac{N(R)}{N_D} \sum_{x \in R} (e^{f(x;w)} - 1) - \sum_{x \in D} f(x;w) \right] \equiv -2 \operatorname{Min}_{\{w\}} L[f(\cdot,w)] .
\] (11)

For large enough statistics \( N_R, N_D \gg 1 \), it is easy to show that the minimum of the loss function corresponds to
\[
f_{NN}(x, \hat{w}) \simeq \log \left[ \frac{n(x|T)}{n(x|R)} \right] ,
\] (12)

with \( n(x|T) \) the true data distribution. So the network has learned the ratio between the data and reference model pdfs normalized to the total number of events. Furthermore, the loss function at the end of training is proportional to the Neyman-Person test statistic: \( L = -t(D)/2 \).

Now we just need to understand if the value of \( t(D) \) signals a deviation from the reference model. To do it we need to construct a probability distribution for \( t \) in the reference model. This probability distribution has to account for the fact that we have used the data twice, first to learn \( f_{NN}(x, \hat{w}) \) and then to compute \( t(D) \). Furthermore it has to correctly account for the look-elsewhere effect. When we construct \( t \) by minimizing the loss function we are asking if any of the non-linear functions parametrized by the neural network can describe the data better than the reference model. Given statistical fluctuations the answer is bound to be yes, unless we correct for the number of hypotheses, alternative to the reference model, that we have tested using the neural network. There is a simple way to solve both problems at once. We can repeat every step of the above procedure substituting the data sample with an instance of the reference model of size \( N_D \). So we redo the training using two samples of different sizes \( (N_D \text{ and } N_R) \), but both generated according to the reference model probability distribution. If done multiple times, this is going to give us a list of values of \( t \) in the reference hypothesis. From this list we can construct empirically the probability distribution of \( t \) in the reference model, \( P(t|R) \). Finally
\[
p = \int_{t(D)}^{\infty} P(t|R) ,
\] (13)
gives a global \( p \)-value that we can use to quantify the agreement between the data and the reference model. This solves the problems described above if we fix a neural network a priori rather than using multiple architectures on the same dataset. For methods that allow to select the appropriate neural network I refer to [1].

It is conceptually straightforward to account for systematic uncertainties. We can repeat the procedure outlined above multiple times, after appropriately shifting nuisance parameters, thus obtaining a broader \( P(t|R) \) that accounts also for systematics.
The main limiting factor of this technique is the look-elsewhere effect that the neural network introduces. However the latter can not be avoided in any attempt to search for new physics model-independently and it is not a limitation of the method itself.

Clearly this method has many potential applications. The possibility of digging in cosmological and collider data in a completely model-independent way is exciting and might offer us surprises also when applied to the datasets that have already been analyzed. Its application to real LHC data is already ongoing inside the CMS collaboration. A more thorough account of this technique, including tests of its performances can be found in [1].
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