In the loop quantum gravity framework, spin network states carries entanglement between quantum excitations of the geometry at different space points. This intertwiner entanglement is gauge-invariant and comes from quantum superposition of spins and intertwiners. Bipartite entanglement can be interpreted as a witness of distance, while multipartite entanglement reflects the curvature of the quantum geometry. The present work investigates how the bipartite and multipartite intertwiner entanglement changes under the action of the holonomy operator, which is the basic building block of loop quantum gravity’s dynamics. We reveal the relation between entanglement excitation and the dispersion of the holonomy operator. This leads to a new interesting connection between bulk geometry and boundary observables via the dynamics of entanglement.
canonical description for their dynamics through a Hamiltonian constraint. The geometry of 3d space slices is described by a pair of canonical fields, the (co-)triad and the Ashtekar-Barbero connection. Standard loop quantum gravity approach performs a canonical quantization of the holonomy-flux algebra, of observables smearing the Ashtekar-Barbero connection along 1d curves - holonomies, and the (co-)triad along 2d surfaces - fluxes, and defines quantum states of geometry as polymer structures or graph-like geometries with edges and vertices. Those spin network states represent the excitations of the Ashtekar-Barbero connection as Wilson lines in gauge field theory. On the other hand, geometric observables are raised to quantum operators acting on the Hilbert space spanned by spin networks, leading to the celebrated result of discrete spectra for areas (living along edges) and volumes (living at vertices)\[5-7].

So spin networks are the kinematical states of the theory and the game is to describe their dynamics, i.e. their evolution in time generated by the Hamiltonian constraints\[1\]. Evolving spin networks, formalized as spinfoams, describe the four-dimensional quantum space-time at the Planck scale. This quantum space-time is defined without reference to a background classical geometry, with quantum states of geometry are defined up to diffeomorphisms with no reference to any intrinsic coordinate system or background structure. Then concepts in classical geometry, such as distance, area, curvature, become emergent notions, in a continuum limit after suitably coarse-graining Planck scale quantum fluctuations. They can only be reconstructed from the interaction between subsystems, quantified by correlation and entanglement shared between subsystems (see e.g. [23, 24]) For instance, bipartite correlations, equivalent to 2-point functions, allow to reconstruct a notion of distance while curvature should be reflected by multi-body correlations. This perspective sets the field of quantum information at the heart of research in quantum gravity, with essential roles to play for entanglement, decoherence and quantum localization in probing quantum states of geometries and thinking about the quantum-to-classical transition for the space-time geometry.

In the context of loop quantum gravity, the work investigating the entanglement carried by spin networks states have slowly built since the birth of the theory\[25-67], but has definitely sped up in the past few years with the burst of interest in the bulk-to-boundary propagator and bulk-from-boundary reconstruction in the light of holography, see for instance\[38-42]. In this paper, we focus on intertwiner entanglement\[2\], i.e. the entanglement between quanta of volume carried by a spin network state, and study the entanglement created by the holonomy operator, which is recognized both as a discretized measure of curvature in loop quantum gravity and as the basic building block of the Hamiltonian operator. We wish to understand how the excitation of curvature is related to the excitation of entanglement on spin network states. This is part of the larger line of research towards answering the questions: what is the relation between geometry and entanglement? Can one understand the dynamics of the quantum geometry directly in terms of evolution of entanglement and quantum information?

Furthermore, since the spin network is viewed as a many-body quantum system, it is necessary to introduce the notion of multipartite entanglement\[43-45\]. It is still an ongoing topic in the field of quantum information. There are many candidates for quantifying the entanglement of multipartite system. These entanglement measures generally are not equivalent. In order to explore the entanglement structure for LQG, it is required to find a suitable entanglement measure. Our work shows that the notion of geometric measure of entanglement may be a good one, and justify the geometric measure since it admits a straightforward generalization from bipartite to multipartite spin network.

Section II sets up the mathematical definitions of the Hilbert space of spin network states, the defines and describes the action of the holonomy operator on those states. A gauge-invariant holonomy operator defined on a loop acts on all the intertwiner states living at the nodes of the spin network. Section III views spin network states as many-body quantum systems, living in the tensor product of the space of intertwiners attached to each node of the network. Spin network basis states, with fixed spins on the links and fixed intertwiners on the nodes, is a separable state and carries no entanglement. We explore the notion of multipartite entanglement\[43-45\] and define the notion of geometric entanglement for spin networks. Our main result is the computation of the growth of entanglement due to the action of the holonomy on a spin network basis state. Finally, sections IV and V apply this general result to the simplest network structures: the 2-vertex graph with boundary -or candy graph- consisting in two nodes and a triangular graph consisting in three nodes. These simple settings allow for explicit computations of the evolution (generated by the holonomy operator) of both the bipartite entanglement and the geometric multipartite entanglement, showing

---

1 Although the traditional canonical point of view is to attempt to discretize, regularize and quantize the Hamiltonian constraints\[5-7\], this often leads to anomalies. The formalism naturally evolved towards a path integral formulation. The resulting spinfoam models, constructed from (extended) topological quantum field theories (TQFTs) with defects, define transition amplitudes for histories of spin networks\[10-23\] (see\[14-16\] for reviews). The formalism then evolves in a third quantization, where so-called “group field theories” define non-perturbative sums over random spin network histories in a similar way than matrix model partition functions define sums over random 2d discrete surfaces\[17-19\] (see\[20-22\] for reviews).

2 As shown in\[26\], boundary state entanglement typically involves the gauge symmetry breaking and is defined with respect to gauge-invariant physical measurements and the corresponding choice of boundary reference frame. On the other hand, intertwiner entanglement is gauge-invariant, and can be argued to quantify genuine spin network entanglement.
II. HOLOMONY OPERATORS ON SPIN NETWORK HILBERT SPACE

A. Spin network Hilbert space

Loop quantum gravity proceeds to a canonical quantization of general relativity (see [2] for detailed lectures, or [40] for a recent overview), describing the evolution of a 3d (space-like) slice in time, thereby generating the four-dimensional space-time. It defines quantum states of geometry and describes their constrained evolution in time. A state of geometry is defined as a wave-function \( \psi \) of the Ashtekar-Barbero connection on the canonical hypersurface. Loop quantum gravity choose cylindrical wave-functions, that depend on the holonomies of that connection along the edges of a graph \( \Gamma \). These holonomies are SU(2) group elements, \( g_e \in SU(2) \) for each edge \( e \) of the graph. And the wave-functions are required to be gauge-invariant under local SU(2) transformations, which act at every vertices of the graph.

For closed 3d spatial slices, without boundary, we consider closed graphs, i.e., without open links. A wave-function \( \psi \) on a closed oriented graph \( \Gamma \) is a function of one SU(2) group element \( g_e \) for each edge \( e \), and is assumed to be invariant under the SU(2)-action at each vertex \( v \) of the graph:

\[
\psi_T : SU(2)^{\times E} \longrightarrow C \\
\{g_e\}_{e \in \Gamma} \longmapsto \psi(\{g_e\}_{e \in \Gamma}) = \psi_T(\{h_{t(e)}g_eh_{s(e)}^{-1}\}_{e \in \Gamma}), \quad \forall h_v \in SU(2)
\]

where \( t(e) \) and \( s(e) \) respectively refer to the target and source vertices of the edge \( e \). We write \( E \) and \( V \) respectively for the number of edges and vertices of the considered graph \( \Gamma \). The scalar product between such wave-functions is given by the Haar measure on the Lie group SU(2):

\[
\langle \psi_T | \psi_T \rangle = \int_{SU(2)^{\times E}} \prod_e dg_e \frac{\psi_T(\{g_e\}_{e \in \Gamma})}{\int_{SU(2)^{\times E}}} \frac{\psi_T(\{g_e\}_{e \in \Gamma})}{\psi_T(\{g_e\}_{e \in \Gamma})}. \tag{2}
\]

The Hilbert space of quantum states with support on the closed graph \( \Gamma \) is thus realized as a space of square-integrable functions, \( \mathcal{H}_\Gamma = L^2(SU(2)^{\times E}/SU(2)^{\times V}) \).

For a 3d slice with boundary, we consider graphs with open links puncturing the slice boundary. Those open links are connected to one vertex of the graph, while their other extremity is left loose. Without loss of generality, we can assume that all those open links are outward oriented, i.e., that their source vertex belongs to the graph, while their target vertex does not. Those open links are referred to as the boundary links. We can use the same definition as above for a closed graph, considering wave-functions of one group element per link, including both the standard links in the interior and the boundary links. The difference is that gauge transformations will only act at the graph vertices and will not act on the open ends.

Another way to proceed, as advocated in [47], is to explicitly partition the graph set of edges into interior links and boundary links,

\[
\Gamma = \Gamma_o \cup \partial \Gamma. \tag{3}
\]

One introduces the concept of boundary state as functions of the holonomies along the boundary links. Then one considers the bulk wave-functions as mapping holonomies along the interior links to boundary states:

\[
\psi_T : SU(2)^{\{e \in \Gamma_o\}} \longrightarrow \mathcal{F}[SU(2)^{\{e \in \partial \Gamma\}}] \\
\{g_e\}_{e \in \Gamma_o} \longmapsto \psi(\{g_e\}_{e \in \Gamma_o}), \tag{4}
\]

with the bulk gauge invariance turning into a covariance property of the boundary states:

\[
\psi(\{g_e\}_{e \in \Gamma_o})|\{g_e\}_{e \in \partial \Gamma}\rangle = \psi(\{h_{t(e)}g_eh_{s(e)}^{-1}\}_{e \in \Gamma_o})|\{(g_eh_{s(e)}^{-1})_{e \in \partial \Gamma}\rangle, \quad \forall h_v \in SU(2). \tag{5}
\]

This follows the logic of state-sum models and discrete topological path integrals: boundary cells are dressed with quantum states, while bulk cells are dressed with morphisms of their boundary Hilbert space. When decomposing into spins, wave-functions on a closed graph can be decomposed on spin network states, dressed with one irreducible spin representation on each link \( j_e \) and with one intertwiner state (or singlet state) on each vertex \( I_v \). Wave-functions

that they match at leading order.
on an open graph can be similarly decomposed into bulk spin network states. In that case, as explained in [47], the boundary Hilbert space is the tensor product of spin states living on the open links:

$$\mathcal{H}_{\partial \Gamma} = \bigotimes_{e \in \partial \Gamma} \mathcal{H}_e, \quad \mathcal{H}_e = \bigoplus_{j_e \in \mathbb{Z}/2} \mathcal{V}_{j_e}. \quad (6)$$

A bulk state can be understood as a boundary map, i.e. a function from bulk group elements to the boundary Hilbert space:

$$\psi([g_e]_{e \in \Gamma^v}) \in \mathcal{H}_{\partial \Gamma}. \quad (7)$$

We refer the interested reader to [47], and to the recent work [40] [42] [48], for more details on wave-functions for bounded regions and interesting work on typical bulk states.

Let us now briefly review spin network states and notations. A basis of this Hilbert space can be constructed using the spin decomposition of $L^2$ functions on the Lie group SU(2) according to the Peter-Weyl theorem. A spin $j \in \mathbb{Z}/2$ defines an irreducible unitary representation of SU(2), with the action of SU(2) group elements realized on a $(2j + 1)$-dimensional Hilbert space $\mathcal{V}_j$. We use the standard orthonormal basis $|j, m\rangle$, labeled by the spin $j$ and the magnetic index $m$ running by integer steps from $-j$ to $+j$, which diagonalizes the SU(2) Casimir $J^2$ and the u(1) generator $J_z$. Group elements $g$ are then represented by the $(2j + 1) \times (2j + 1)$ Wigner matrices $D^j(g)$:

$$D^j_{mm'}(g) = \langle j, m|g|j, m'\rangle, \quad \overline{D}^j_{mm'}(g) = D^j_{m'm}(g^{-1}). \quad (8)$$

These Wigner matrices form an orthogonal basis of $L^2(SU(2))$:

$$\int_{SU(2)} dg \overline{D}^j_{ab}(g) D^k_{cd}(g) = \int_{SU(2)} dg \overline{D}^j_{ba}(g^{-1}) D^k_{cd}(g) = \frac{\delta_{jk}}{2j + 1} \delta_{ac} \delta_{bd}, \quad \delta(g) = \sum_{j \in \mathbb{Z}/2} (2j + 1) \chi_j(g), \quad (9)$$

where $\chi_j$ is the spin-$j$ character defined as the trace of the Wigner matrix, $\chi_j(g) = \text{Tr} D^j(g) = \sum_{m=\pm j} \langle j, m|g|j, m\rangle$. Applying this to gauge-invariant wave-functions allows to build the spin network basis states of $\mathcal{H}_\Gamma$, which depend on one spin $j_e$ on each edge and one intertwiner $I_v$ at each vertex:

$$\Psi_{\Gamma,(j_e,I_v)}(\{g_e\}_{e \in \Gamma}) = \langle \{g_e\}\{j_e, I_v\} \rangle = \sum_{m_e^{t,s}} \prod_{e \in \Gamma} \sqrt{2j_e + 1} \langle j_e m_e^{t}\langle g_e|j_e m_e^{s}\rangle \prod_{e \in \Gamma} \bigotimes_{e|v=s(e)} \langle j_e m_e^{t}|I_v| \bigotimes_{e|v=t(e)} \langle j_e m_e^{s}|. \quad (10)$$

As illustrated on fig.1a, an intertwiner is a SU(2)-invariant state -or singlet- living in the tensor product of the incoming and outgoing spins at the vertex $v$:

$$I_v \in \text{Inv}_{SU(2)} \left[ \bigotimes_{e|v=s(e)} \mathcal{V}_{j_e} \bigotimes_{e|v=t(e)} \mathcal{V}_{j_e}^* \right]. \quad (11)$$

The intertwiners are singlet states, recoupling SU(2) irreducible representations. The simplest cases are bivalent and trivalent intertwiner which are uniquely determined when spins are given, since there is an unique way to recouple two or three spins into a singlet state - null angular momentum. For higher valent vertex, to label a recoupling amongst spins, one needs to choose a channel to recouple them. This amounts to split a higher valent vertex into two or three spins into a singlet state - null angular momentum. For higher valent vertex, to label a recoupling trivalent intertwiner which are uniquely determined when spins are given, since there is an unique way to recouple

The intertwiners are singlet states, recoupling SU(2) irreducible representations. The simplest cases are bivalent and trivalent intertwiner which are uniquely determined when spins are given, since there is an unique way to recouple two or three spins into a singlet state - null angular momentum. For higher valent vertex, to label a recoupling amongst spins, one needs to choose a channel to recouple them. This amounts to split a higher valent vertex into two or three spins into a singlet state - null angular momentum. For higher valent vertex, to label a recoupling trivalent intertwiner which are uniquely determined when spins are given, since there is an unique way to recouple.

We will alleviate the notation for intertwiner. An intertwiner $|\{j_e\}_{e \in \Gamma}, I_v(\{j_e\}_{e \in \Gamma})\rangle$ is labeled by $\{j_e\}_{e \in \Gamma}$, the spins attached, and $I_v(\{j_e\}_{e \in \Gamma})$ the internal indices when attached spins $\{j_e\}_{e \in \Gamma}$ are given. For instance, a trivalent intertwiner only needs attached spins $\{j_1, j_2, j_3\}$ for labeling, while a four-valent intertwiner needs $\{j_1, j_2, j_3, j_4\}$ for attached spins plus an internal index $j_{12}$ for recoupled spin of $\mathcal{V}_{j_1} \otimes \mathcal{V}_{j_2}$, likewise, for five-valent vertex unfolding in fig.1b, attached spins $\{j_1, \cdots, j_5\}$ and internal indices $\{j_{12}, j_{13}, j_{14}\}$ are needed for labeling. For each vertex $v$, the attached spins are implicitly expressed in internal indices $I_v(\{j_e\}_{e \in \Gamma})$, we don’t need to explicitly specify the attached spins, and adopt $I_v$ simply instead of $I_v(\{j_e\}_{e \in \Gamma})$, unless in some necessary cases. Hence from now on, $|\{j_e\}_{e \in \Gamma}, I_v(\{j_e\}_{e \in \Gamma})\rangle \equiv |I_v\rangle$. Under
the alleviation, the scalar product between two spin network basis states on the same graph $\Gamma$ is then given by the product of the scalar products between their intertwiners:

$$\langle \Psi_{\Gamma_{(j_e, j_v)}} | \Psi_{\Gamma_{(j_e', j_v')}} \rangle = \prod_e \delta_{j_e, j_e'} \prod_v \langle I_v | \tilde{I}_v \rangle = \prod_v \langle I_v | \tilde{I}_v \rangle .$$

(12)

(a) An five-valent intertwiner $I_v$ at vertex $v$.

(b) Unfolding the five-valent intertwiner with trivalent virtual vertices.

FIG. 1: The notation for a higher valent intertwiner $I_v$ in terms of virtual spins.

The spin networks form a basis of the Hilbert space of kinematical quantum states of geometry. Dynamics is then built as operators acting on spin networks. Most operators, including the various versions of the Hamiltonian constraint operators, are constructed from the basic holonomy operator acting on closed loops on the graph. The next section is dedicated to analyzing the action of the holonomy operator on spin network basis states, in order to later investigate the entanglement created by holonomy operators.

B. Loop holonomy operator on spin networks

The dynamics of spin network states implement the flow generated by the Hamiltonian constraints on the embedded geometry of the canonical hypersurface. At the quantum level, the Hamiltonian constraint operators involve the holonomy operator and geometric observables, such as areas and volumes. The holonomy operator is analogous to the Wilson-loop in QCD. It corresponds to the quantization of the curvature in the polymer quantization scheme used in loop gravity, where one does not access to point-like excitations, but only to gauge-invariant observables smeared along 1d structures. Let us analyze the action of the holonomy operator on spin network basis states, along the lines of [49, 50].

Let us look at the holonomy operator with spin $\ell$ acting on a single edge $e$. This operator takes the tensor product of the spin-$\ell$ with the spin $k_e$ carried by the edge, and its action can be expressed in terms of Clebsch-Gordan coefficients decomposing this tensor product $\ell \otimes k_e$ into irreducible representations. Indeed the Wigner matrices for the SU(2) group element $g_e$ carrying the holonomy along the edge $e$ satisfies the following algebraic relations:

$$D^{\ell}_{a_e, b_e} \left[ D^{k_e}_{m_e, n_e}(g_e) \right] = D^{\ell}_{a_e, b_e}(g_e) D^{k_e}_{m_e, n_e}(g_e), \quad D^\ell \otimes D^{k_e} = \bigoplus_{K_e=|k_e-\ell|}^{k_e+\ell} D^{K_e},$$

(13)

$$D^{\ell}_{a_e, b_e}(g_e) D^{k_e}_{m_e, n_e}(g_e) = \sum_{K_e=|k_e-\ell|}^{k_e+\ell} \sum_{M_e, N_e=-K_e}^{K_e} (-1)^{M_e-N_e} (2K_e+1) \binom{\ell}{a_e} \binom{k_e}{b_e} \binom{K_e}{n_e} \binom{k_e}{M_e} \binom{K_e}{-M_e} \binom{K_e}{N_e} D^{K_e}_{M_e, N_e}(g_e),$$

(14)

where the recoupled spin $K_e$ is bounded by the triangular inequalities $|k_e-\ell| \leq K_e \leq k_e+\ell$.

The holonomy operator along a single edge spoils the gauge invariance. In order to produce a gauge-invariant holonomy operator, one must consider a closed loop on the graph $\Gamma$ underlying the spin network state. Consider a loop $W \subseteq \Gamma$ with $n$ edges, and assume the simplifying condition that it does not go through a vertex more than that once. The oriented loop $W$ can be described as the path $W[v_1 \xrightarrow{e_1} \cdots \xrightarrow{e_{n-1}} v_n \xrightarrow{e_n} v_1]$ such that the edge $e_i$ links the
vertex $v_i$ to $v_{i+1}$, with $i = 1, \cdots, n$ and the implicit convention $n + 1 \equiv 1$. The loop holonomy operator is defined as a multiplicative operator on the wave-functions:

$$ (\tilde{\chi}_\ell \triangleright_W \psi_T)(\{g_e\}_{e\in\Gamma}) = \chi_\ell(G_W)\psi_T(\{g_e\}_{e\in\Gamma}), \quad \text{with} \quad G_W = \prod_{e_i\in W} g_{e_i}, \quad \text{(15)} $$

where $\chi_\ell(g) = \text{Tr}D^{\ell}(g)$ is the character of the spin-$\ell$ representation. We take the inverse of a group element if the edge is oriented in the opposite direction than the loop. Since the factor $\chi_\ell(G_W)$ is a gauge invariant function, the resulting wave-function is still gauge-invariant. Thus the map $\tilde{\chi}_\ell \triangleright_W$ acts legitimately on the Hilbert space $\mathcal{H}_\Gamma$ and we can write its action on the spin network basis:

$$ \tilde{\chi}_\ell \triangleright_W |\Psi_{\Gamma,\{I_e\}}\rangle = \sum_{\{I'_e\}} \left[ Z(\Gamma)_{\chi_\ell \triangleright_W} \right]_{\{I'_e\}}^{\{I_e\}} |\Psi_{\Gamma,\{I'_e\}}\rangle, \quad \text{(16)} $$

where the matrix elements $Z(\Gamma)_{\chi_\ell \triangleright_W}$ are given by the following integrals:

$$ \left[ Z(\Gamma)_{\chi_\ell \triangleright_W} \right]_{\{I'_e\}}^{\{I_e\}} = \int \prod_{e\in\Gamma} dg_e \Psi_{\Gamma,\{I'_e\}}(\{g_e\}_{e\in\Gamma}) \chi_\ell(G_W) \Psi_{\Gamma,\{I_e\}}(\{g_e\}_{e\in\Gamma}). \quad \text{(17)} $$

This matrix $Z(\Gamma)_{\chi_\ell \triangleright_W}$ satisfies a composition rule:

$$ \sum_{\{I'_e\}} \left[ Z(\Gamma)_{\chi_\ell \triangleright_W} \right]_{\{I'_e\}}^{\{I''_e\}} \left[ Z(\Gamma)_{\chi_\ell \triangleright_W} \right]_{\{I''_e\}}^{\{I'_e\}} = \sum_{s=|\ell_1-\ell_2|}^{\ell_1+\ell_2} \left[ Z(\Gamma)_{\chi_\ell \triangleright_W} \right]_{\{I'_e\}}^{\{I''_e\}} = \left[ Z(\Gamma)_{\chi_{\ell_1} \chi_{\ell_2} \triangleright_W} \right]_{\{I'_e\}}^{\{I''_e\}}, \quad \text{(18)} $$

which is inherited from the character recoupling formula $\chi_{\ell_1} \chi_{\ell_2} = \sum_{s=|\ell_1-\ell_2|}^{\ell_1+\ell_2} \chi_s$. An interesting fact to keep in mind is that the matrices $Z(\Gamma)_{\chi_\ell_1 \triangleright_W}$ and $Z(\Gamma)_{\chi_\ell_2 \triangleright_W}$ commute with each other with arbitrary spins $\ell_1$ and $\ell_2$.

The transition matrix $Z$ can be expressed in terms of the $\{6j\}$ symbols of spin recoupling. To this purpose, we introduce bouquet spins for the vertices along the loop $W$ following the previous work [17]. The bouquet spin is a recoupled spin used to define a convenient intertwiner basis. As illustrated on fig. 2, we distinguish at each vertex $v$ the two edges belonging to the loop $\{e \in W\}$ and we recouple all the spins carried by the other edges $\{e \notin W\}$ into a spin $J_v$. If a vertex around the loop is 3-valent, then the bouquet spin is obvious simply the spin carried by the third edge, not belonging to the loop. In general, the definition of the bouquet spin allows to consider all the intertwiners around the loop as 3-valent for all matters of operators acting on the loop edges. This convenient unfolding of the intertwiners allows to write the action of the holonomy operator in terms of the spins along the loop and the bouquet spins:

![Diagram](image)

**Fig. 2:** The red circle is the path $W$ to be acted by holonomy operator (left). The boundary edges green recouple with bulk edges blue into bouquet spins $J_1, J_2, J_3, J_4$ at respect vertices (middle). Note that bouquet spins have superposition due to recoupling. The consequence of the loop holonomy operator amounts to acting on a trivalent graph (right).

**Proposition II.1.** Given an oriented loop $W[v_1 \rightarrow v_2 \rightarrow \cdots \rightarrow v_n \rightarrow v_1]$ on the graph $\Gamma$, the loop holonomy operator $\tilde{\chi}_\ell \triangleright_W$ acts on the spin network basis, labeled by the spins $k_i$ on the loop edges and the bouquet spins $J_i$ on the loop vertices, by the following transition matrix:

$$ \left[ Z(\Gamma)_{\chi_\ell \triangleright_W} \right]_{\{k_i\}}^{\{J_i\}} = (-1)^n \sum_{i=1}^n (J_i + k_i + K_i + \ell) \prod_{i=1}^n \left\{ \begin{array}{ccc} J_i & K_i & K_{i+1} \\ k_i & k_{i+1} & \end{array} \right\} \prod_{i=1}^n \sqrt{(2K_i + 1)(2k_i + 1)}. \quad \text{(19)} $$
\[
D_G^{k | a} \otimes k[g] = \sum_{K = k - \ell}^{k + \ell} (2K + 1) \sum_{K = [k - \ell]}^{K = [K | g]} k[\ell] \quad (20)
\]

(a) The graphical illustration for the operation of holonomy operator. The red nodes are virtual vertices introduced by \(D^{\ell}\).

(b) For a vertex \(v_i\) living along the \(W\), its attached spins around either acted by, or not acted by the loop holonomy operator. For the spins which are not acted, they recouple into spin-\(J_i\) attached to the vertex \(v_i\).

(c) The graphical illustration for loop holonomy operator. The \(D^{\ell}\) amounts to generates bubbles around the corners.

(d) Each corner brings a \(6j\)-symbol to wave function.

FIG. 3: The graphical representations for holonomy and loop holonomy operator respectively.

**Proof.** The proof is a straightforward spin recoupling computation. We split the character \(\chi^{\ell}(G_W)\) into local Wigner D-matrices for each edge of the loop,

\[
\chi^{\ell}(G_W) = \prod_{i=1}^{n} D^{\ell}_{m_i, m_i+1}(g_i), \quad \text{cycling } n + 1 \equiv 1 \quad (20)
\]

then apply the formula (14) for the holonomy operators. As illustrated on fig.3, the bulk spins \(k_i\) undergo a spin shift \(k_i \rightarrow K_i\) with the output spins \(K_i\) are bounded by triangular inequalities \(|k_i - \ell| \leq K_i \leq k_i + \ell\), while the boundary spins \(j_i\) and thus the recouped bouquet spins \(J_i\) are left unchanged. Hence we use spins the \(\{j_i, J_i\}, \{k_i\}\) to label the initial intertwiners \(\{I_v\}\) and \(\{I_v', J_i, K_i\}\) to label the final intertwiners \(\{I_v'\}\).

\[
\left[ Z(\Gamma)^{\{j_i, J_i\}}_{\chi^{\ell}(G_W)} \right]^{\{K_i\}}_{\{k_i\}} = \left[ Z(\Gamma)^{\ell}(G_W) \right]^{\{I_v'\}}_{\{I_v\}}.
\]

As drawn on fig.3a the action of a holonomy operator on an edge amounts to creating two open edges with weight.
on fig. 3d, leading to the overall amplitude for the loop holonomy operator $\hat{\chi}_{\ell}b_W$ given by

$$\left[ W(\Gamma)^{(j_i,\ell)}_{k_i} \right]^{(K_i)}_{\{k_i\}} = (-1)^{\sum_{i=1}^{n} (J_i + K_i + K_{i+1})} \prod_{i=1}^{n} \{J_i \ K_i \ K_{i+1}\} \prod_{i=1}^{n} (2K_i + 1), \quad \text{with} \quad n + 1 \equiv 1, \quad (21)$$

which leads to the desired $Z$'s representation 19.

The proposition shows that the dynamics generated by the loop holonomy operator depends at each vertex on three spins: the two spins living on the edges attached to the vertex on the loop and the bouquet spin encoding the recoupling of the spin living on all the other edges attached to the considered vertex. We can provide the action of the loop holonomy operator with geometrical meaning in the semi-classical regime at the large spin limit. This is provided by the asymptotic behavior of the $6j$-symbol factor for each corner/vertex as shown on fig. 3d, leading to the overall amplitude for the loop holonomy operator $\hat{\chi}_{\ell}b_W$ given by

$$\left[ W(\Gamma)^{(j_i,\ell)}_{k_i} \right]^{(K_i)}_{\{k_i\}} = (-1)^{\sum_{i=1}^{n} (J_i + K_i + K_{i+1})} \prod_{i=1}^{n} \{J_i \ K_i \ K_{i+1}\} \prod_{i=1}^{n} (2K_i + 1), \quad \text{with} \quad n + 1 \equiv 1, \quad (21)$$

which leads to the desired $Z$'s representation 19.

The proposition shows that the dynamics generated by the loop holonomy operator depends at each vertex on three spins: the two spins living on the edges attached to the vertex on the loop and the bouquet spin encoding the recoupling of the spin living on all the other edges attached to the considered vertex. We can provide the action of the loop holonomy operator with geometrical meaning in the semi-classical regime at the large spin limit. This is provided by the asymptotic behavior of $Z$, which can be expressed in terms of the angles of the triangles dual to the spin network graph, as shown on figure 4a. More precisely, considering that the spins $\{j_i, k_i\}$ of spin network are much larger than the spins $\ell$, we employ Edmonds's asymptotic formula and get the following corollary of the previous proposition:

**Corollary II.2.** If the bulk spins $\{k_i\}$ and boundary spins $\{j_i\}$ much larger than $\ell$, i.e., $\{j_i, k_i\} \gg \ell$, matrix $Z$ has following asymptotic formula in terms of Wigner $d$-matrices:

$$\left[ Z(\Gamma)^{(j_i)}_{k_i} \right]^{(K_i)}_{\{k_i\}} \approx \prod_{i=1}^{n} d^\ell_{\varepsilon_i \varepsilon_{i+1}}(\theta_i), \quad \text{with} \quad \varepsilon_i = K_i - k_i, \quad \cos \theta_i = \frac{k_i(k_i + 1) + k_{i+1}(k_{i+1} + 1) - j_i(j_i + 1)}{2\sqrt{k_i(k_i + 1)k_{i+1}(k_{i+1} + 1)}}. \quad (22)$$

**Proof.** Using Edmonds's asymptotic formula (see equations (3.6) and (3.7) in [51]) for $6j$-symbols,

$$\left\{ c \ a \ b \right\} \left\{ \ell \ b + \varepsilon_2 \ a + \varepsilon_1 \right\} \approx \frac{(-1)^{a+b+c+\ell+\varepsilon_2}}{\sqrt{(2a+1)(2b+1)}} d^\ell_{\varepsilon_2 \varepsilon_1}(\theta), \quad \text{with} \quad \cos \theta = \frac{a(a + 1) + b(b + 1) - c(c + 1)}{2\sqrt{a(a + 1)b(b + 1)}}, \quad (23)$$

where $d^\ell$ is the reduced Wigner $d$-matrix for spin-$\ell$,

$$d^\ell_{mn}(\theta) = \sqrt{(\ell + m)!(\ell - m)!(\ell + n)!(\ell - n)!} \sum_s (-1)^{m-n+s} \frac{\cos \theta}{2^s} \frac{\sin \theta}{2^s} \frac{\ell!}{(\ell + s)!} \frac{m!}{(m - s)!} \frac{n!}{(n - s)!} \frac{\ell!}{(\ell - s)!} \frac{m!}{(m - s)!} \frac{n!}{(n - s)!} \cdot \quad (24)$$

Inserting this asymptotic approximation of the Wigner $d$-matrices in the expression (19) of the $6j$-symbols, we get the wanted formula (22) up to a pre-factor $\sqrt{\frac{2K_i + 1}{2K_i + 1}}$, which actually goes to 1 when $k_i, K_i$ are large compared to $\ell$. 

\[\Box\]
This approximation expresses the arguments \( \{ j_i, k_i, K_i \} \) in terms of corner angles \( \theta_i \) and spin shiftings \( \varepsilon_i = K_i - k_i \), as illustrated in fig. 4b. In addition, one can check the large spin approximation \([22]\) inherits the same exact composition rule as the asymptotic formula for \( \varepsilon \) which is equivalent to Biedenharn–Elliott identity (see e.g. \([49]\)). For large spins \( \{ j_i, k_i \} \gg \ell \), one can apply Edmonds’s asymptotic formula to get:

\[
\sum_{\varepsilon_1, \varepsilon_2} d^I_{\varepsilon_1 \varepsilon_2} (\theta_1) d^I_{\varepsilon_2 \varepsilon_1} (\theta_2) d^I_{\varepsilon_1 + \Delta_1, \varepsilon_2 + \Delta_2} (\theta_1) d^I_{\varepsilon_2 + \Delta_2, \varepsilon_1 + \Delta_1} (\theta_2) \approx \sum_{s = |\varepsilon_1 - \varepsilon_2|}^{\varepsilon_1 + \varepsilon_2} d^s_{\Delta_1, \Delta_2} (\theta_1) d^s_{\Delta_2, \Delta_1} (\theta_2). 
\]

Below we show that this approximative composition rule actually holds exactly.

**Proposition II.3.** Suppose there is \( n \) vertices along loop \( W \), then the composite rule for eqn. (22) is

\[
\sum_{\{\varepsilon_i\}} \prod_{i=1}^n d^I_{\varepsilon_i \varepsilon_{i+1}} (\theta_1) d^I_{\varepsilon_{i+1} \varepsilon_i + \Delta_i} (\theta_2) = \sum_{s = |\varepsilon_1 - \varepsilon_2|}^{\varepsilon_1 + \varepsilon_2} \prod_{i=1}^n d^s_{\Delta_i, \Delta_{i+1}} (\theta_1), \quad \text{cycling } n + 1 \equiv 1.
\]

**Proof.** Let us consider the simplest case \( n = 2 \). The proof is straightforward to generalize to arbitrary \( n \). We would like to prove the following composition rule:

\[
\sum_{\varepsilon_1, \varepsilon_2} d^I_{\varepsilon_1 \varepsilon_2} (\theta_1) d^I_{\varepsilon_2 \varepsilon_1} (\theta_2) d^I_{\varepsilon_1 + \Delta_1, \varepsilon_2 + \Delta_2} (\theta_1) d^I_{\varepsilon_2 + \Delta_2, \varepsilon_1 + \Delta_1} (\theta_2) = \sum_{s = |\varepsilon_1 - \varepsilon_2|}^{\varepsilon_1 + \varepsilon_2} d^s_{\Delta_1, \Delta_2} (\theta_1) d^s_{\Delta_2, \Delta_1} (\theta_2). 
\]

This equation can be proven by means of recoupling Wigner d-matrices. Firstly, we flip the sign of magnetic indices in \( d^I \) by equation \( d^I_{mn} (\theta) = (-1)^{m-n} d^I_{-m,-n} (\theta) \). The overall phase has to be 1 because every \( \varepsilon_i \) appears twice. We then recouple Wigner d-matrices \( d^I \) and \( d^I \) with argument \( \theta_1 \)

\[
d^I_{-\varepsilon_1 - \varepsilon_2} (\theta_1) d^I_{\varepsilon_1 + \Delta_1, \varepsilon_2 + \Delta_2} (\theta_1) = \sum_{s = |\varepsilon_1 - \varepsilon_2|}^{\varepsilon_1 + \varepsilon_2} (-1)^{\Delta_1 - \Delta_2} (2s + 1) \begin{pmatrix} \ell_1 & \ell_2 & s \end{pmatrix} \begin{pmatrix} -\varepsilon_1 & \varepsilon_1 + \Delta_1 & -\Delta_1 \\ -\varepsilon_2 & \varepsilon_2 + \Delta_2 & -\Delta_2 \end{pmatrix} d^s_{\Delta_1, \Delta_2} (\theta_1),
\]

where tensor product \( d^I \otimes d^I \) are decomposed into Wigner d-matrices labeled by \( s \). Repeat the step \( d^I \otimes d^I \) for argument \( \theta_2 \), and label the Wigner d-matrices by \( d^I \). Now fixing \( s \) and \( s' \), we take all 3j-symbols into account, and deal with them by orthogonality of 3j-symbols so

\[
\sum_{s_1, s_2} \begin{pmatrix} \ell_1 & \ell_2 & s_1 \\ -\varepsilon_1 & \varepsilon_1 + \Delta_1 & -\Delta_1 \end{pmatrix} \begin{pmatrix} \ell_1 & \ell_2 & s_2 \\ -\varepsilon_2 & \varepsilon_2 + \Delta_2 & -\Delta_2 \end{pmatrix} \begin{pmatrix} \ell_1 & \ell_2 & s' \\ -\varepsilon_1 & \varepsilon_1 + \Delta_1 & -\Delta_1 \end{pmatrix} = \frac{\delta_{ss'}}{(2s + 1)(2s' + 1)}.
\]

The orthogonality eliminates all the 3j-symbols appearing in the spin recoupling, and we finally we recover composite rule (28).

The sum of corner angles defines a deficit angle around a dual vertex in triangulation by \( \delta = 2\pi - \sum \theta_i \), which is interpreted as the discretization of spatial curvature \([3]\). At the end of the day, we have shown how to define and represent the action of loop holonomy operator on spin networks. The dynamics of the operator is encoded in the spins along loop and bouquet spins around. In the semi-classical regime defined in the large spin limit, the operator relates to the corner angles along the loop.

Now that we have clarified the geometrical interpretation of the loop holonomy operator, we are interested in the entanglement it creates, in the purpose of exploring the relation between quantum geometry and quantum information in the framework of loop quantum gravity.
III. MULTIPARTITE ENTANGLEMENT AND GEOMETRIC MEASURE OF ENTANGLEMENT

In order to investigate and quantify the entanglement structure in LQG, the notion of multipartite entanglement is required. Indeed, bipartite entanglement, such as the entanglement between two vertices, is understood to reflect the distance between parts of the quantum state of geometry. General operators, such as the loop holonomy, will inevitably create multipartite entanglement between the vertices it acts upon. Since the loop holonomy operator creates curvature excitations, we wish to shed light on the relation between geometric curvature and multipartite entanglement, in order to open the door to the possibility of defining curvature at the quantum level directly in quantum information terms.

At the technical level now, due to the failure of generalized Schmidt decomposition in most of cases of multipartite system, the von Neumann entropy of reduced density matrix is not a suitable entanglement measure anymore. Measures for multipartite entanglement are needed. Many bipartite entanglement measures, such as relative entropy, are generalized for studying multipartite entanglement. More subsystems and higher dimension of individual Hilbert space, leads to more parameters to describe the entanglement, thus many entanglement measures can be constructed. They are not a priori equivalent. The partial objective of the present work is to suggest a suitable multipartite entanglement for LQG.

A. Separable and entangled spin network states

The quantum entanglement between spin sub-networks, is quantified as the *intertwiner entanglement* [36] where spin networks are understood as a many-body quantum system. In order to study multipartite entanglement, we employ the geometric measure of entanglement, which requires us to classify the set of states and distinguish fully separable states [35], i.e., product states as for instance $\rho_{ABC} = \rho_A \otimes \rho_B \otimes \rho_C$. In a fully separable state, subsystems are unentangled.

The present work’s purpose is to investigate bulk entanglement on spin network and not to focus on the boundary structures. The difference between bulk and boundary entanglement is described in [36]. We thus look at the Hilbert space of bulk spin network states as the tensor product of the intertwiner Hilbert spaces at every vertex,

$$
\mathcal{H}_{1v} = \bigoplus_{\{j_e\}_{e \in \Gamma}} \mathcal{H}_{1v}^{(j_e)} \otimes \bigotimes_{v \in \Gamma} \mathcal{H}_v,
$$

(31)

where the vertex Hilbert spaces are defined as

$$
\mathcal{H}_{1v}^{(j_e)} = \text{Inv}_{\text{SU}(2)} \left[ \bigotimes_{e \in \Gamma} V_{j_e} \otimes \bigotimes_{e \in \Gamma} V_{j_e}^* \right] \quad \text{and} \quad \mathcal{H}_v = \bigoplus_{\{j_e\}_{e \in \Gamma}} \mathcal{H}_{1v}^{(j_e)} \otimes \mathcal{H}_v.
$$

(32)

We consider spin networks as states in the larger Hilbert space $\bigotimes_{v \in \Gamma} \mathcal{H}_v$ of tensor products of intertwiners without imposing the spin matching constraints along the bulk edges $e \in \Gamma^v$. The advantage with this starting point is that we are directly looking at correlations and entanglement between the bulk edges $e \in \Gamma^v$. And that we do not have to worry about gauge breaking and correlations between non-gauge invariant observables (see e.g. [23, 27, 36] for a discussion on this issue).

A general spin network state can be decomposed as a superposition over spin network basis states:

$$
|\psi_{1v} \rangle = \sum_{\{I_v\}_v} C_{1v}(\{I_v\}_v) \bigotimes_{v \in \Gamma} |\Psi_{v,I_v} \rangle, \quad \text{where} \quad |\Psi_{\Gamma,(I_v)} \rangle = \bigotimes_{v \in \Gamma} |\Psi_{v,I_v} \rangle.
$$

(33)

Here the intertwiner basis state $|\Psi_{v,I_v} \rangle \in \mathcal{H}_v$ have definite spins and intertwiner, with spins and internal intertwiner indices packaged in the labels $I_v$. Then the coefficients $C_{1v}(\{I_v\}_v)$ for a general state allows for superpositions of both spins and intertwiners, thus leading to correlation between intertwiner states located at different vertices.

To define multipartite entanglement and understand how spin sub-networks are entangled, we need to identify the set of fully separable spin network state. Then we will define the geometric entanglement carried by a state as its distance to the set of separable states. Let us thus describe the hierarchy of potential ways to entangle a spin network state. To start with, fully separable (pure) states are states with definite values of spins and intertwiners, that is spin network basis states (up to the choice of a local basis of intertwiner at each vertex). Then entanglement amounts to non-locally factorizable coefficients $C_{1v}(\{I_v\}_v)$. We distinguish three sources of entanglement:

1. Entanglement resulting from the correlation between intertwiner states at different vertices for fixed spins on the edges;
2. Entanglement resulting from spin superpositions on edges and thereby creating entanglement between the intertwiners living at the vertices linked by edges carried such spin superpositions;

3. Entanglement resulting from spin correlations between different edges.

Below, we characterize these three levels in more details.

Let us start by considering two adjacent vertices linked by a certain number of edges. We assume no spin-superposition over these edges. As long as the intertwiners at the two vertices remain uncorrelated (i.e. the coefficient $C(I_{v_1}, I_{v_2}) = C(I_{v_1})C(I_{v_2})$ factorizes), no matter the intertwining superposition at each vertex, the state remains unentangled. Explicitly, this type of uncorrelated but superposed $v_1, v_2$ state (with no spin-superposition) reads as:

$$|\psi\rangle = \cdots \left( \sum_{I_{v_1}^{\{j_{v_1}\times e\cap v_1\}}} C(I_{v_1}^{\{j_{v_1}\times e\cap v_1\}}|j_e\rangle_{e\cap v_1}, I_{v_1}^{\{j_{v_1}\times e\cap v_1\}}) \right) \otimes \left( \sum_{I_{v_2}^{\{j_{v_2}\times e\cap v_2\}}} C(I_{v_2}^{\{j_{v_2}\times e\cap v_2\}}|j_e\rangle_{e\cap v_2}, I_{v_2}^{\{j_{v_2}\times e\cap v_2\}}) \right) \cdots .$$  \hspace{1cm} (34)

In other words, the uncorrelated intertwiner superposition is simply a change of local intertwiner basis at each vertex.

![FIG. 5: Labeling by internal indices, spin network state is written as $\sum_{I_A, I_B} C(I_A, I_B) |I_A, I_B\rangle$. It has intertwiner-correlation via internal indices through non-trivial correlation coefficient $C(I_A, I_B)$. For example, $C(j_{12} = 0, j_{34} = 0) = C(j_{12} = 1, j_{34} = 1) = 1/\sqrt{2}$ and $C(j_{12} = 0, j_{34} = 1) = C(j_{12} = 1, j_{34} = 0) = 0$.](image)

On the other hand, if we still keep spins fixed but consider non-factorizable coefficients $C(I_{v_1}, I_{v_2}) \neq C(I_{v_1})C(I_{v_2})$, then $v_1$ and $v_2$ are automatically entangled. A simple example is shown in fig. 5. Note that the cases only happen when $v_1$ and $v_2$ both have higher valency than three. This is encapsulated by the following definition:

**Definition III.1** (Entangled states of intertwiner-correlation via internal indices). A spin network state is said to carry intertwiner correlation between vertices $v_1$ and $v_2$ via internal indices if the correlation coefficient of internal indices is nontrivial (i.e., unfactorizable). That is,

$$|\psi\rangle = \cdots \left( \sum_{I_{v_1}^{\{j_{v_1}\times e\cap v_1\}}, I_{v_2}^{\{j_{v_2}\times e\cap v_2\}}} C(I_{v_1}^{\{j_{v_1}\times e\cap v_1\}}, I_{v_2}^{\{j_{v_2}\times e\cap v_2\}}|j_e\rangle_{e\cap v_1}, I_{v_1}^{\{j_{v_1}\times e\cap v_1\}}) \otimes |j_e\rangle_{e\cap v_2}, I_{v_2}^{\{j_{v_2}\times e\cap v_2\}} \right) \cdots .$$  \hspace{1cm} (35)

The set of such states is denoted by $S_{C_i(G)}$.

This type of intertwiner correlation is only possible due to the non-trivial structure of the intertwiner space for vertices with valence strictly larger than 3. Nevertheless, it turns out possible to correlate two adjacent vertices, even 3-valent ones, and create entanglement by unfreezing the spins and allowing for spin superpositions on the edges linking the two vertices:

**Definition III.2** (Entangled states of bulk spin-superposition). A spin network state has intertwiner-correlation between vertices $v_1$ and $v_2$ via bulk spin-superposition if there exists at least one edge $e \in G$ that links two distinct vertices $v_1$ and $v_2$ ($v_1 \neq v_2$), the associated spin $k_e$ has spin-superposition. Let $e' \in \{e\}_{e\cap v_1 \cap (\overline{e})_{e\cap v_2}}$ be a common edge linked $v_1$ and $v_2$, and $C(k_e)$ the spin-superposition coefficient, then any state in the form of

$$|\psi\rangle = \cdots \left( \sum_{k_{e'}} C(k_{e'}) |j_e\rangle_{e\cap v_1}, I_{v_1}^{\{j_{v_1}\times e\cap v_1\}} \otimes |j_{e'}\rangle_{e\cap v_1}, I_{v_2}^{\{j_{v_2}\times e\cap v_2\}} \right) \cdots .$$  \hspace{1cm} (36)

is entangled. Then we denote the set of such states by $S_{S_j(G)}$. 
their intertwiners are entangled, since the spin is a common index for intertwiners at vertices $v_1$ and $v_2$.

Finally, the vertices $v_1$ and $v_2$ can be entangled if their have spin-correlation, i.e., there exists nontrivial correlation coefficient $C(j_1,j_2,\cdots)$ for spins where $j_1$ and $j_2$ are two spins attached to two different vertices.

**Definition III.3 (Entangled states of spin-correlation).** A spin network state has intertwiner-correlation between vertices $v_1$ and $v_2$ via spin-correlation if there exists spin-correlation between two edges $e_1, e_2$ that $e_1 \ni v_1, e_2 \ni v_2$ and $v_1 \neq v_2$. Let $C(j_1,j_2)$ be the correlation coefficient, then any state in the form of

$$ |\psi \rangle = \cdots \left( \sum_{j_1,j_2} C(j_1,j_2) \left| \{ j_1 \}_e v_1, \{ j_2 \}_e v_2 \right\rangle \otimes \left| \{ j_1 \}_e v_2, \{ j_2 \}_e v_1 \right\rangle \right) \cdots $$

is entangled. The set of such states is denoted by $S_{C_j(\Gamma)}$.

We look at an example shown in fig. 7. Consider below two spin network states

$$ |\phi \rangle = \left( \sum_{j_1} C(j_1) \left| j_1, k_1, k_2 \right\rangle \right) \otimes \left( \sum_{j_2} C(j_2) \left| j_2, k_1, k_2 \right\rangle \right), \quad |\psi \rangle = \sum_{j_1,j_2} C(j_1,j_2) \left| j_1, k_1, k_2 \right\rangle \otimes \left| j_2, k_1, k_2 \right\rangle. \quad (38) $$

Both states have boundary spin-superposition. The distinction is that $|\psi \rangle$ has spin-correlation while $|\phi \rangle$ has not, thus $|\psi \rangle$ is entangled (e.g., fig 7) while $|\phi \rangle$ is unentangled.

Let us summarize the structures described above in the following statement:

**Result III.4.** In the spin network Hilbert space $H_{\Gamma}$ for a graph, possibly with a boundary, the set of fully separable states is defined as the set of states which do not carry intertwiner correlation, bulk spin superposition or spin correlations:

$$ S_{\text{separable}(\Gamma)} = H_{\Gamma} \setminus \left( S_{C_1(\Gamma^\text{\text{-}})} \cup S_{S_j(\Gamma^\text{\text{-}})} \cup S_{C_j(\Gamma^\text{\text{-}})} \right). \quad (39) $$

Separable states are thus states which might have boundary spin superpositions, as long as the boundary spins remain uncorrelated, and that for each set of boundary spins, the bulk spins and intertwiners are fixed.

In particular, spin network basis states are unentangled,

$$ S_{\text{basis}(\Gamma)} \subset S_{\text{separable}(\Gamma)}. \quad (40) $$
It is interesting to characterize the separable states which are not spin network basis states. First, we put aside the possibility of uncorrelated intertwiner superpositions, since these are still spin network basis states up to a mere change of intertwiner basis locally at each vertex. We are then left with two possibilities:

- (uncorrelated) superpositions of boundary spins;
- (uncorrelated) superpositions of spins on a self-loop, i.e. an edge linking a vertex to itself.

**Result III.5 (Unentangled states on trivalent spin network).** For spin network states on trivalent graphs without any self-loop, if we restrict to study a subspace of spin network with fixed boundary spins, then the set of fully separable states is the set of spin network basis states (with fixed spins on every bulk edges).

In the present work, for the sake of simplicity, we focus on the entanglement carried by trivalent spin networks, in which the above result **III.5** applies. In fact, we could easily extend the analysis to higher valent vertices since the loop holonomy operator does not affect the internal space of intertwiner and can be understood as acting as on 3-valent vertices obtained by unfolding the vertices in terms of bouquet spins, as explained earlier. This would simply complicate notations.

Knowing what fully separable states are in LQG, we are able to adopt the geometric measure of entanglement [43, 44] as a witness of multipartite entanglement. It quantifies entanglement of a pure state through the minimal distance of the state from the set of pure fully separable states

\[
S_g(\Psi) = -\ln \max_\Phi |\langle \Phi | \Psi \rangle|^2 ,
\]

where the maximum is on the set of fully separable states $\Phi$. Via variational method, it turns out that $|\langle \Phi | \Psi \rangle|^2$ is a real number when it reaches the extremal value [43]. The maximal value of $|\langle \Phi | \Psi \rangle|^2$ is called *entanglement eigenvalue*. In particular for bipartite system, the entanglement eigenvalue is the maximal Schmidt eigenvalue of reduced density matrix, and moreover, each Schmidt eigenvalue is an extremal value for $|\langle \Phi | \Psi \rangle|^2$.

Usually, the maximal projection is probably not easy to find. For the situation the Proposition **III.5** concerns, to obtain the maximum, what we need to do is to project the considered possibly entangled state onto the spin network basis states, then identify the most probable basis state. The projection determines the entanglement eigenvalue, so determines the geometric measure of entanglement.

So far we have discussed the classification of unentangled spin networks and entangled spin networks, and definition of geometrical measure of entanglement. The next question is how the entanglement evolves under dynamics, for instance generated by a loop holonomy operator.

### B. The leading order evolution of geometric entanglement

In this part, we investigate how geometrical measure of entanglement evolves under dynamics driven by a given hamiltonian. Assume that $|\Psi_0\rangle$ is the initial state and that the evolution is generated by the exponential map $e^{-iHt}$ with respect to a hermitian operator $\hat{H}$. We will show that at least the 1st- and 2nd- order derivative of geometric measure of entanglement with respect to time parameter $t$ can be expressed in a simple fashion in terms of the hermitian operator.

The state $|\Psi_0\rangle$ evolves as $|\Psi(t)\rangle = e^{-i\hat{H}t}|\Psi_0\rangle$ with $|\Psi(t = 0)\rangle = |\Psi_0\rangle$. Expanding it up to the 2nd order around the initial time reads

\[
|\Psi(t)\rangle = e^{-i\hat{H}t}|\Psi_0\rangle = |\Psi_0\rangle - it \hat{H} |\Psi_0\rangle - \frac{t^2}{2} \hat{H}^2 |\Psi_0\rangle + O(t^3) .
\]

The definition of the geometric measure of entanglement involves the fully separable state $|\Phi(t)\rangle$ corresponding to $|\Psi(t)\rangle$, which maximizes the probability $|\langle \Phi(t) | \Psi(t) \rangle|^2$ at every instant $t$, i.e., $|\langle \Phi(t) | \Psi(t) \rangle|^2 = \max_{\Phi'} |\langle \Phi' | \Psi(t) \rangle|^2$ for any $t$ where $|\Phi'\rangle$ runs over the set of fully separable states. As we are not dealing with a rigged Hilbert space which may allow diverging distribution, the scalar product remains bounded, $0 \leq |\langle \Phi' | \Psi(t) \rangle|^2 \leq 1$.

However, notice that the definition of the optimal separable state $\{ |\Phi(t)\rangle \}$ might be ambiguous. We provide two simple, hopefully helpful, examples of $|\Phi(t)\rangle$ in appendix. Nevertheless, the geometric entanglement value is always continuous. This follows from the continuity of dynamics. For instance, thinking of a bipartite system, the dynamics of the Schmidt eigenvalues $\lambda(t)$ of the reduced density matrix can be described by a master equation, which relates the 1st-order derivative of the Schmidt eigenvalues with respect to $t$, to the commutator $[\hat{H}, \rho]$. Since $\hat{H}$ and $\rho$ are...
assumed to be well-behaved operators, the $d\lambda(t)/dt$ is also well-behaved. One possible concern is that entanglement eigenvalue $\lambda_{\text{max}}$ might be discontinuous. Indeed starting with the maximal eigenvalue $\lambda_1(t)$ at time $t_1$, it is possible that it is not anymore the maximal eigenvalue at a later time $t_2$. Namely, such a discontinuity happens when the order of the eigenvalues switches, i.e. if $\lambda_1(t) > \lambda_2(t)$ when $t \leq t_2$ while $\lambda_1(t) < \lambda_2(t)$ when $t > t_2$: the maximal eigenvalue would jump from the branch $\lambda_1$ to the branch $\lambda_2$. However, even in that case, the entanglement eigenvalue is still continuous: since $\lambda_1(t)$ and $\lambda_2(t)$ are both continuous, there exists a transition time $t$ such that $\lambda_1(t) = \lambda_2(t)$. The example $\lambda = \pi/4$ is an example for the case where the entanglement eigenvalue switches the branches at $t = \pi/4$ while remaining continuous.

Let us look more closely at the evolution of the entanglement close to the initial time (keeping in mind that one can arbitrarily shift the initial choice). Let us expand the scalar product $|\langle \Phi(t)|\Psi(t) \rangle|^2$ in a Taylor series in $t$:

$$
|\langle \Phi(t)|\Psi(t) \rangle|^2 = |\langle \Phi(t)|e^{-it\hat{H}}|\Psi_0 \rangle|^2 \\
= |\langle \Phi(t)|\Psi_0 \rangle|^2 + it \left[ \langle \Phi(t)|\Psi_0 \rangle \langle \Psi_0|\hat{H}|\Phi(t) \rangle - \langle \Phi(t)|\hat{H}|\Psi_0 \rangle \langle \Psi_0|\Phi(t) \rangle \right] \\
+ \frac{t^2}{2} \left[ 2 \langle \Phi(t)|\hat{H}|\Psi_0 \rangle \langle \Psi_0|\hat{H}|\Phi(t) \rangle - \langle \Phi(t)|\hat{H}^2|\Psi_0 \rangle \langle \Psi_0|\Phi(t) \rangle - \langle \Phi(t)|\Phi(t) \rangle \right] + O(t^3).
$$

This is not exactly a full Taylor expansion since $\Phi(t)$ still depends on time. The first term $|\langle \Phi(t)|\Psi_0 \rangle|^2$ actually reaches its maximal value at $t = 0$, by definition of the state $\Phi(t)$, and thus has vanishing first derivative:

$$
|\langle \Phi(t)|\Psi_0 \rangle|^2 = |\langle \Phi_0|\Psi_0 \rangle|^2 + O(t^2).
$$

But there is a priori no obvious further simplification.

Let us make a first assumption:

- The initial state is separable, thus $\Phi_0 = \Psi_0$.

We can then prove that the first derivative of $|\langle \Phi(t)|\Psi(t) \rangle|^2$ vanishes and that the leading order of the geometric entanglement $\ln |\langle \Phi(t)|\Psi(t) \rangle|^2$ is in $O(t^2)$. Let us assume that the separable projection is smooth in a neighbourhood of the initial time and expand it in a Taylor series up to second order for $t > 0$:

$$
\Phi(t) = \Psi_0 + t \Phi^{(1)} + t^2 \Phi^{(2)} + \ldots
$$

The normalization condition on that state reads:

$$
1 = \langle \Phi(t)|\Phi(t) \rangle = 1 + t \left[ \langle \Psi_0|\Phi^{(1)} \rangle + \langle \Phi^{(1)}|\Psi_0 \rangle \right] + t^2 \left[ \langle \Phi^{(1)}|\Phi^{(1)} \rangle + \langle \Psi_0|\Phi^{(2)} \rangle + \langle \Phi^{(2)}|\Psi_0 \rangle \right] + \ldots
$$

This allows us to expand the terms in the scalar product $|\langle \Phi(t)|\Psi(t) \rangle|^2$:

$$
|\langle \Phi(t)|\Psi_0 \rangle|^2 = 1 + t \left[ \langle \Psi_0|\Phi^{(1)} \rangle + \langle \Phi^{(1)}|\Psi_0 \rangle \right] + t^2 \left[ \langle \Psi_0|\Phi^{(1)} \rangle \langle \Phi^{(1)}|\Psi_0 \rangle + \langle \Psi_0|\Phi^{(2)} \rangle + \langle \Phi^{(2)}|\Psi_0 \rangle \right] + O(t^3).
$$

Similarly, the second term, $\left[ \langle \Phi(t)|\Psi_0 \rangle \langle \Psi_0|\hat{H}|\Phi(t) \rangle - \langle \Phi(t)|\hat{H}|\Psi_0 \rangle \langle \Psi_0|\Phi(t) \rangle \right]$, vanishes at $t = 0$ and its first order depends on $\Phi_0$ and $\Phi^{(1)}$. As a consequence, the scalar product has a vanishing first derivative and is trivial up to second order, $|\langle \Phi(t)|\Psi(t) \rangle|^2 = 1 + O(t^2)$, thus

$$
S_g = -\ln |\langle \Phi(t)|\Psi(t) \rangle|^2 = t^2 \left[ \langle \Psi_0|\hat{H}^2|\Psi_0 \rangle - \langle \Phi^{(1)}|\hat{H}|\Phi^{(1)} \rangle - \langle \Phi^{(2)}|\Psi_0 \rangle \right] + O(t^3)
$$

with the $t^2$-coefficient depending explicitly on the linear deviation $\Phi^{(1)}$ of the separable projection.

Let us then make a further assumption, which is tailor-suited to the present case of study and allows us to determine exactly $\Phi^{(1)}$:

- the set of separable states is discrete, i.e. separable states are isolated points in the Hilbert space.
This happens for trivalent spin networks, since the spin network basis states are entirely determined by the spin labels on the edges and there is local degrees of freedom at the vertices once the spins are fixed. This leads to a countable set of isolated separable states. The deep consequence is that $\Phi(t)$ is a step function, jumping from separable state to separable state. Let us keep in mind that, although $\Phi(t)$ is discontinuous, the scalar product $|\langle \Phi(t) | \Psi(t) \rangle|^2$ and resulting entanglement remain continuous functions of the time $t$. Therefore, $\Phi(t)$ is constant in a neighbourhood of the initial time, it is equal to the initial state $\Psi_0$ and its first derivative $\Phi^{(1)}$ vanishes. The scalar product,

$$|\langle \Phi(t) | \Psi(t) \rangle|^2 = \lim_{t \to 0} |\langle \Psi_0 | \Psi(t) \rangle|^2,$$

reduces to the projection of the evolving state $\Psi(t)$ onto the initial set and geometric entanglement’s leading order is simply given by the dispersion of the Hamiltonian operator:

$$S_g(t) = t^2 \left[ \langle \Psi_0 | \hat{H}^2 | \Psi_0 \rangle - \langle \Psi_0 | \hat{H} | \Psi_0 \rangle^2 \right] + O(t^4) \quad (50)$$

This will simplify all the entanglement calculations, as we will see in explicit examples in the next sections. It will be validated to the comparison to the linear entanglement entropy (for bipartitions), which will give exactly the same leading order in $t^2$. One should nevertheless remember that, if we consider spin networks with four-valent or higher-valent vertices, the leading order will remain in $t^2$ but the precise factor will probably acquire corrections to the $\hat{H}$-dispersion depending on the precise dynamics of the separable projection and its linear deviation $\Phi^{(1)}$.

### C. Entanglement excitation and closure defect distribution

Let us apply the results from the previous section to the action of the loop holonomy operator. We consider an unentangled initial state $|\Psi_0\rangle$, given by a spin network basis state. Its separable projection is itself, $|\Phi(t = 0)\rangle = |\Psi_0\rangle$. We would like to know the entanglement excitation created by the loop holonomy operator. Applying the formula derived above to the holonomy operator leads to the following result:

**Result III.6.** Let $|\Psi_0\rangle$ be any trivalent spin network basis state, and $\hat{\chi} \triangleright \nabla W$ be a loop holonomy operator where $W$ is loop through more than one vertex (i.e., $W$ is not a self-loop). The $|\Psi(t)\rangle$ is the state driven by $\hat{\chi} \triangleright \nabla W$ from initial state $|\Psi_0\rangle$. Then the 1st-order and 2nd-order derivative of geometric measure of entanglement at $t = 0$ are given by

$$\left. \frac{dS_g[\Psi(t)]}{dt} \right|_{t=0} = 0, \quad \left. \frac{d^2S_g[\Psi(t)]}{dt^2} \right|_{t=0} = \frac{1}{2} \langle \Psi_0 | (\hat{\chi} \triangleright \nabla W)^2 | \Psi_0 \rangle - \langle \Psi_0 | \hat{\chi} \triangleright \nabla W | \Psi_0 \rangle^2. \quad (51)$$

Let us apply this to a spin network made of a single loop with boundary edge insertions, as drawn in fig.8. This case illustrates an interesting relation between the leading order entanglement evolution, as given by equation (51), and the closure defect, defined as the recoupled spin of the boundary spins. This relation is realized by relating the dispersion of loop holonomy operator $\hat{\chi} \triangleright \nabla W$, which gives the 2nd-order derivative of the entanglement, to the probability distribution of the closure defect.

**FIG. 8:** The left hand side is a trivalent spin network where all bulk edges lie along a circle. We can choose a maximal tree such that all of bulk edges except the blue one form a path where all the holonomies can be set into identity element of SU(2). By means of contracting the maximal tree, the blue edge with spin-$k$ becomes a loopy edge with same spin-$k$ and holonomy $G$. The spin-$J$ is recoupled from boundary spins.
We use the techniques introduced in [47]. The wave-function of spin network (on left hand side of fig.8) can be thought as a boundary map mapping bulk holonomies (on the edges along the loop) to vectors in the boundary Hilbert space $\otimes_{e \in \partial \gamma} V_e$. Using the gauge-invariance property of spin networks and proceeding to a gauge-fixing of all but one edges around the loop (see [47] and refs therein), we can reduce the the one-loop spin network to its gauge-fixed counterpart, drawn on the right hand side of fig.8. This allows to write the spin network functional as a function of a single group element $G$, representing the holonomy around the loop:

$$|\psi_{\text{OR}}(G)\rangle = \sum_j e^{i\phi_j} \sqrt{p_k(J)} \sum_{a,b=-k}^k \sqrt{2k + 1} (-1)^{k-a} D_{ab}^k(G) \left( J_{M k k} \right) |J,M\rangle \in \otimes_{e \in \partial \gamma} V_e. \quad (52)$$

The spin-$J$ is the recoupled spin of all the boundary spins and is called the closure defect. The probability amplitude $\sqrt{p_k(J)} e^{i\phi_j}$ is a function of the spin $k$ living on the gauge-fixed loop (the blue edge on fig.8). It fully characterizes the gauge-fixed spin network state and reflects the spins dressing the edges around the loop before gauge-fixing. In particular, if one were to choose another edge as the loopy edge, the resulting probability amplitude would be a priori different, though gauge equivalent. The modulus square of the probability amplitude gives the probability distribution $p_k(J)$ for the closure defect, which satisfies the normalization $\sum_j p_k(J) = 1$.

Now let us look at the loop holonomy operator. It acts on the spin network state. But since the operator and state are both gauge invariant, one can legitimately look at the holonomy operator acting on gauge-fixed spin network states. One should be careful: the entanglement structures are totally different on the two graphs, because the gauge-fixing procedure involves the procedure of contracting vertices, thus changes the number of vertices on graph. Nevertheless, if one is interested in the dispersion of the loop holonomy operator, then the gauge-fixing does not change anything. So let us apply the loop holonomy operator on the self-loop of the gauge-fixed state, depicted on the right hand side of fig.8. Its action involves both spins $k$ and $J$. Applying the general formula (19) to this simple setting yields the following wave-function:

$$\hat{\chi}^\ell \triangleright_W |\psi_{\text{OR}}(G)\rangle = \chi_\ell(G) |\psi_{\text{OR}}(G)\rangle = \sum_j e^{i\phi_j} \sqrt{p_k(J)} \sum_{K=|k-\ell|}^{k+\ell} (2K + 1)(-1)^{J + \ell + K + 1} \left\{ J_{\ell K k} \right\} \sum_{a,b=-K}^K \sqrt{2k + 1} (-1)^{K-a} D_{ab}^k(G) \left( J_{M k k} \right) |J,M\rangle. \quad (53)$$

We compute the mean value and deviation of the operator on the quantum state:

$$\langle (\hat{\chi}^\ell \triangleright_W)^2 \rangle = \int_{\text{SU}(2)^E} \prod_{e \in E} \text{d}g_e \langle \psi_{\text{OR}}(G) | (\hat{\chi}^\ell \triangleright_W)^2 | \psi_{\text{OR}}(G) \rangle = \sum_j p_k(J) \sum_{s=0(1)}^{2\ell} (-1)^{J+s+2k} \left\{ J_{s k k} \right\} (2k + 1), \quad (54)$$

$$\langle \hat{\chi}^\ell \triangleright_W \rangle = \int_{\text{SU}(2)^E} \prod_{e \in E} \text{d}g_e \langle \psi_{\text{OR}}(G) | \hat{\chi}^\ell \triangleright_W | \psi_{\text{OR}}(G) \rangle = \sum_j p_k(J) (-1)^{J+\ell+2k} \left\{ J_{\ell k k} \right\} (2k + 1). \quad (55)$$

The expectation $\langle \hat{\chi}^\ell \triangleright_W \rangle$ automatically vanishes when $\ell \in \mathbb{N} + \frac{1}{2}$, due to the triangle condition on 6j-symbol. Here we have employed the recoupling formula $\chi^\ell \triangleright_W \circ \chi^\ell \triangleright_W = \sum_{s=0}^{2\ell} \chi^s \triangleright_W$ to compute the expectation $\langle (\hat{\chi}^\ell \triangleright_W)^2 \rangle$. This gives the 2nd-order derivative of the geometric entanglement at the initial time:

$$\frac{1}{2} \frac{d^2}{dt^2} S_\ell \bigg|_{t=0} = \sum_j p_k(J) \sum_{s=0(1)}^{2\ell} (-1)^{J+s+2k} \left\{ J_{s k k} \right\} (2k + 1) - \left( \sum_j p_k(J) (-1)^{J+\ell+2k} \left\{ J_{\ell k k} \right\} (2k + 1) \right)^2. \quad (56)$$

This gives the excitation of entanglement created by the loop holonomy operator. We should emphasize that even though the probability $p_k(J)$ might depend on the choice of gauge-fixing (through the choice of the loopy edge), these averages are gauge invariant and do not depend on the gauge-fixing.

Recalling the triangle condition on 6j-symbols, there are two points observed from above expression: (i) if $\ell \in \mathbb{N} + \frac{1}{2}$, the second term vanishes. (ii) if $s > 2k$, then the contribution from $\left\{ J_{s k k} \right\}$ vanishes. So there is a critical value $\ell_c = 2k + \frac{1}{2}$ such that once $\ell$ grows beyond this critical value $\ell_c$, the 2nd-order derivative is a constant with respect to $\ell$. The plateau value is easily computed using a standard identity on the $\{6j\}$-symbols and is a simple averaging
of the probability distribution of the closure defect:
\[ \ell \geq 2k + \frac{1}{2} : \left. \frac{1}{2} \frac{d^2 S_g}{dt^2} \right|_{t=0} = \sum_j \frac{p_k(J)}{2J + 1} (2k + 1). \] (57)

This quantifies the amount of multibody entanglement created by the action of loop holonomy operator when acting on a pure spin network basis state. The holonomy operator entangles all the vertices around the loop with an entanglement growing in \( t^2 \) and its acceleration is directly related to the distribution of the closure defect -or, in other words, the recoupled boundary spin.

### IV. CANDY GRAPH: BIPARTITE ENTANGLEMENT

In this section we look at the example of entanglement excitation on candy graph as fig. 9. This is a graph with a single loop and a pair of boundary spin insertions. The very simple structure of the graph allows us to study in full details the entanglement between the two vertices of the graph.

#### A. Entanglement entropy excitation on candy graph with truncated dynamics

We consider the holonomy operator acting on the loop of the candy graph. We compute explicitly the bipartite entanglement between the two vertices, defined as the entropy of the reduced density matrix after tracing over one of the two vertices. Actually, we compute both the von Neumann entropy and the linear entropy, but we prefer to use the linear entropy as measure of entanglement due to the non-differentiability of the von Neumann entropy at initial time for an initial separable state. Then we show that this measure of bipartite entanglement fits exactly with the geometric entanglement formula derived in the previous section up to 2nd order, thereby providing a relevant consistency check of that previous analysis.

As illustrated on fig. fig:candygraph, the Hilbert space of spin networks on the candy graph for fixed boundary spin \( j_1 \) and \( j_2 \) is the tensor poroduct of the two intertwiner spaces sitting at the graph vertices:

\[
\mathcal{H}_A = \bigoplus_{K_1, K_2} \text{Inv}_{SU(2)} \left( V_{j_1} \otimes V_{K_1} \otimes V_{K_2} \right), \quad \mathcal{H}_B = \bigoplus_{K_1, K_2} \text{Inv}_{SU(2)} \left( V_{j_2} \otimes V_{K_1} \otimes V_{K_2} \right). \] (58)

Spin network states can involve superpositions of the bulk spins \( K_1 \) and \( K_2 \) (while keeping the boundary spins \( j_1 \) and \( j_2 \) fixed). Such bulk spin superposition naturally induces a superposition of intertwiners. If this superposition carries correlations between the two vertices, this will be reflected in the entanglement between the two vertices.

Starting with an initial spin network basis state \( |\Psi_{\text{can}, \{j_1, k_1, j_2\}}\rangle = |j_1, k_1, k_2\rangle_A \otimes |j_2, k_1, k_2\rangle_B \), we consider the evolution generated by the loop holonomy operator \( \hat{\chi}_\ell \),

\[
\hat{\chi}_\ell : \text{Inv}_{SU(2)} \left( V_{j_1} \otimes V_{k_1} \otimes V_{k_2} \right) \otimes \text{Inv}_{SU(2)} \left( V_{j_2} \otimes V_{k_1} \otimes V_{k_2} \right) \to \bigoplus_{K_1, K_2} \text{Inv}_{SU(2)} \left( V_{j_1} \otimes V_{K_1} \otimes V_{K_2} \right) \otimes \text{Inv}_{SU(2)} \left( V_{j_2} \otimes V_{K_1} \otimes V_{K_2} \right),
\]

\[\sum_{s=0}^{2k} (-1)^{J+s+2k} \left\{ \begin{array}{c} J \\ s \\ k \\ k \end{array} \right\} = \frac{1}{2J+1}.\]
For infinitesimal time $t \to 0$, the unitarity evolution operator is $e^{-it\hat{X}} = I - it\hat{X} + O(t^2)$, which acts as

$$e^{-it\hat{X}}|\psi_{\text{can},\{j_{\ell,k},k\}}\rangle = e^{-it\hat{X}}|j_1, k_1, k_2\rangle_A \otimes |j_2, k_1, k_2\rangle_B$$

$$= \sum_{K_1 = |k_1 - \ell|}^{k_1 + \ell} \left( \delta_{k_1} \delta_{k_2} - it[Z(\text{can})^{j_1,j_2}_{\ell,K_1,K_2}_{k_1,k_2}]_{j_1,K_1,K_2}_{k_1,k_2} \right) |j_1,K_1,K_2\rangle_A \otimes |j_2,K_1,K_2\rangle_B + O(t^2),$$

(59)

where $|j_1,K_1,K_2\rangle_A \in \mathcal{H}_A$ and $|j_2,K_1,K_2\rangle_B \in \mathcal{H}_B$ denote the intertwiners living at respect trivalent vertex. According to equation (19), the transition matrix $Z(\text{can})_{\ell}$ is given by

$$Z(\text{can})^{j_1,j_2}_{\ell,K_1,K_2}_{k_1,k_2} = (-1)^{j_1 + j_2 + k_1 + k_2 + K_1 + K_2 + 2t} \left( \sum_{\ell} \frac{1}{k_1 k_2} \right)^{2} \prod_{i=1}^{2} (2k_i + 1)(2K_i + 1).$$

(60)

The matrix elements are all real numbers. We take special care in properly normalizing the truncated state,

$$|\psi_{\text{can},\{j_{\ell,k},k\}}\rangle_{\ell,t} = \frac{|j_1,k_1,k_2\rangle_A \otimes |j_2,k_1,k_2\rangle_B - it \sum_{\ell} Z(\text{can})^{j_1,j_2}_{\ell,K_1,K_2}_{k_1,k_2} |j_1,K_1,K_2\rangle_A \otimes |j_2,K_1,K_2\rangle_B}{\sqrt{1 + t^2 \sum_{\ell} Z(\text{can})^{j_1,j_2}_{\ell,K_1,K_2}_{k_1,k_2}}}.$$  

(61)

The normalization factor, at the denominator, can be computed explicitly using the composition rule of $\{6j\}$-symbols:

$$N_{\text{can},\{j_{\ell,k},k\}}(\ell,t) = 1 + t^2 \sum_{\ell=0}^{2\ell} (-1)^{j_1 + j_2 + k_1 + k_2 + 2s} \left( \sum_{\ell} \frac{1}{k_1 k_2} \right)^{2} \prod_{i=1}^{2} (2k_i + 1).$$

(62)

It depends on the holonomy operator spin $\ell$, on the boundary spins $j_1, j_2$ and on the bulk spins $k_1, k_2$. It does not contain a first order term in $t$.

We now compute the entanglement entropy from the truncated state \([61]\). Since the initial state is unentangled, this entanglement entropy is entirely created by the process. The density matrix is written explicitly:

$$\rho_{\text{can,AA}}(\ell,t) = |\psi_{\text{can},\{j_{\ell,k},k\}}\rangle_{\ell,t} \langle \psi_{\text{can},\{j_{\ell,k},k\}}\rangle_{\ell,t}$$

(64)

$$= \frac{1}{1 + t^2 \sum_{\ell=0}^{2\ell} \left( \sum_{\ell} \frac{1}{k_1 k_2} \right)^{2} \prod_{i=1}^{2} (2k_i + 1)} \left( |j_1,k_1,k_2\rangle \langle j_1,k_1,k_2| \otimes |j_2,k_1,k_2\rangle \langle j_2,k_1,k_2| \right) + O(t^2).$$

We use the following identity on sums of $\{6j\}$-symbols, for which we choose $k_1 = \tilde{k}_1, k_2 = \tilde{k}_2$:

$$\sum_{k_1,k_2} \frac{1}{k_1 k_2} \left( \sum_{\ell} \frac{1}{k_1 k_2} \right)^{2} \prod_{i=1}^{2} (2k_i + 1) = \left( \frac{1}{k_1 k_2} \right)^{2} \prod_{i=1}^{2} (2k_i + 1).$$

(63)
The reduced density matrix $\rho_{can,A} \in \text{End}(\mathcal{H}_A)$ is obtained via partial tracing over $\mathcal{H}_B$, which is done via choosing orthonormal basis $|j_2, K_1, K_2\rangle_B$ to implement $\sum_{K_1, K_2} \langle j_2, K_1, K_2 | \rho_{can,A,B} (t) | j_2, K_1, K_2 \rangle_B$, so the reduced density matrix $\rho_{can,A}(t)$ reads:

$$
\rho_{can,A}(t) = \frac{|j_1, k_1, k_2\rangle \langle j_1, k_1, k_2| + t^2 \sum_{\{K_i\}} \left( Z(\text{can})_{\ell}^{j_1, j_2 | K_1, K_2}_{k_1, k_2} \right)^2 |j_1, K_1, K_2\rangle \langle j_1, K_1, K_2|}{1 + t^2 \sum_{s=0}^{2\ell} [Z(\text{can})_{\ell}^{j_1, j_2 | K_1, K_2}_{k_1, k_2}]^2}. \tag{65}
$$

The eigenvalues of $\rho_{can,A}(t)$ can be read off directly from this formula since the reduced density matrix is diagonal in the $|j_1, K_1, K_2\rangle_B$ basis,

$$
\lambda_{\rho_{can,A}}[K_1, K_2] = \left[ \delta_{K_1}^{K_1} \delta_{K_2}^{K_2} + t^2 \sum_{\{K_i\}} \left( \frac{j_1}{\ell} \frac{k_1}{K_2} \frac{k_2}{K_1} \right)^2 \left( \frac{j_2}{s} \frac{k_1}{k_2} \frac{k_2}{k_1} \right)^2 \prod_{i=1}^{2\ell} (2k_i + 1)(2K_i + 1) \right]. \tag{66}
$$

We have a diagonal reduced density matrix of the type:

$$
\rho_A \approx \text{diag}[(1 - 1), a_1 \epsilon, a_2 \epsilon, \ldots] + \mathcal{O}(\epsilon^2), \quad \text{Tr}_B \rho_A = 1 \Rightarrow \Lambda = \sum_{m \geq 1} a_m, \tag{67}
$$

at linear order in the infinitesimal parameter $\epsilon$, which is to be identified to the squared time, $\epsilon = t^2$. If one considers the von Neumann entropy as the measure of entanglement, one gets:

$$
S_{vN}[\rho_A] = -\text{Tr}(\rho_A \ln \rho_A) \approx -\Lambda \epsilon \ln \epsilon + \epsilon(\Lambda - \sum_{m \geq 1} a_m \ln a_m), \tag{68}
$$

which looks regular at first glance but actually has a divergent derivative at $\epsilon = 0$ due to the $\epsilon \ln \epsilon$ term. This is simply traced back to the vanishing eigenvalues at initial time, i.e. our choice of initial separable state. Although we could go on working with the von Neumann entropy, it appears simpler to turn to the linear entropy (or quadratic Tsallis entropy), which is one minus the fidelity:

$$
S_{lin}[\rho_A] = 1 - \text{Tr}(\rho_A^2) \approx 2\Lambda \epsilon. \tag{69}
$$

The leading order coefficient is the same as the coefficient in front of the divergent derivative term $\epsilon \ln \epsilon$ of the von Neumann entropy, so they are understood to reflect the same growth rate of entanglement. Furthermore, one should realize that the largest eigenvalue is actually the projection of the density matrix onto the initial separable state, which gives directly, in our case, the geometric entanglement at leading order:

$$
S_g \approx -\ln(1 - \Lambda \epsilon) \approx \Lambda \epsilon, \tag{70}
$$

which once again gives the coefficient $\Lambda$ as the growth factor of the entanglement at leading order in $\epsilon = t^2$.

Coming back to the expression of the eigenvalues $\lambda_{\rho_{can,A}}[K_1, K_2]$ in terms of 6j-symbols, one extract the growth factor $\Lambda$ from the Taylor expansion of the largest eigenvalue, obtained for $(K_1, K_2) = (k_1, k_2)$,

$$
\lambda_{\rho_{can,A}}[k_1, k_2] \approx 1 - \Lambda t^2 + \mathcal{O}(t^3), \tag{71}
$$

which gives the leading order linear entropy:

$$
\frac{1}{2} S(\rho_{can,A}, t) = t^2 \prod_{i=1}^{2\ell} (2k_i + 1) \sum_{s=0}^{2\ell} (-1)^{j_1 + j_2 + 2k_1 + 2k_2 + 2s} \frac{j_1}{\ell} \frac{k_1}{k_2} \frac{k_2}{k_1} \frac{j_2}{s} \frac{k_1}{k_2} \frac{k_2}{k_1} \prod_{i=1}^{2\ell} (2k_i + 1)^2 + O(t^4). \tag{72}
$$

Let us first point out that the second term vanishes automatically when the holonomy operator spin is odd, $\ell \in \mathbb{N} + \frac{1}{2}$. Then this bipartite entanglement exhibits the same plateau behavior as the geometric entanglement studied in the previous section: beyond the critical value $\ell_c = \min\{2k_1, 2k_2\} + \frac{1}{2}$, the entropy $S(\rho_{can,A}, t)$ (at second order) does not depend on $\ell \geq \ell_c$. The origin of this plateau is simply the triangle condition of the spins: the 6j-symbols do not
vanish only if \( s \leq 2k_1 \) and \( s \leq 2k_2 \). A consequence is that the factor of the first term becomes constant (with respect to \( \ell \)) as soon as \( \ell \leq \min\{k_1, k_2\} \) while the second term similarly does not depend on \( \ell \) as soon as \( \ell > \min\{2k_1, 2k_2\} \). Hence this confirms the critical value analysis for the geometric entanglement as given by equation (57) in the previous section.

To conclude this section, we remark that, on top of this similar plateau behavior of the linear entropy for large spins \( \ell \), this entanglement entropy looks also very close to the geometric entanglement (56) computed previously. Indeed, comparing the formulas, it appears that the geometric entanglement at 2nd order in \( \ell \) corresponds to the eigenvalue \( \lambda_{\text{tan}A}[K_1, K_2] \) with no spin shift, \( (K_1, K_2) = (k_1, k_2) \). We look into the relation between these two measures of entanglement in more details below and show that they are indeed equal at 2nd order.

### B. Geometric entanglement and holonomy operator dispersion

In this subsection we compare the holonomy operator dispersion (56), which gives the 2nd term coefficient of the geometric entanglement, with the reduced density matrix entropy computed above. It turns out that the geometric entanglement and the bipartite entanglement entropy are equal at 2nd-order of geometric entanglement, with the reduced density matrix entropy computed above.

In order to compute the geometric entanglement via the holonomy operator dispersion formula (56), we first need to gauge-fix the bulk spin network and derive the closure defect distribution. Here, in the case of the candy graph, there are two possible gauge-fixing choices: either we gauge-fix the holonomy along the second edge \( k_2 \) to the identity as in fig 10a, or we gauge-fix the first edge \( k_1 \) to a trivial holonomy as in fig 10b. These two gauge-fixings lead to different closure defect probability distributions \( p_{k_1}(J) \) and \( p_{k_2}(J) \), explicitly given by

\[
p_{k_1}(J) = (2k_2 + 1)(2J + 1)\left\{\frac{J}{k_2} \frac{k_1}{j_1} \frac{k_1}{j_2}\right\}^2, \quad p_{k_2}(J) = (2k_1 + 1)(2J + 1)\left\{\frac{J}{k_1} \frac{k_2}{j_1} \frac{k_2}{j_2}\right\}^2. \tag{73}
\]

Both distributions are normalized, \( \sum_J p_{k_1}(J) = \sum_J p_{k_2}(J) = 1 \). The inequality \( p_{k_1}(J) \neq p_{k_2}(J) \) reflects the fact that different choices of gauge-fixing path translate into different boundary maps from bulk holonomies onto boundary states. Numerically, the difference can be striking. For instance, if set \( k_1 = 6, k_2 = 8, j_1 = 5, j_2 = 4 \), the closure defect distributions are, at three decimals,

| \( J \) | \( p_{k_1}(J) \) | \( p_{k_2}(J) \) |
|---|---|---|
| 1 | 0.198 | 0.068 |
| 2 | 0.009 | 0.144 |
| 3 | 0.166 | 0.070 |
| 4 | 0.068 | 0.002 |
| 5 | 0.083 | 0.112 |
| 6 | 0.297 | 0.146 |
| 7 | 0.153 | 0.008 |
| 8 | 0.024 | 0.131 |
| 9 | 0.001 | 0.320 |

Although the closure defect probability distribution depends on the gauge-fixing, the loop holonomy operator is gauge-invariant, and thus its dispersion computed from either gauge-fixing choice turns out to be the same. Using
We would like to provide the entanglement calculations with a geometric interpretation, for instance understand the extrema of the entanglement in terms of the geometry represented by the spin network states. To this purpose, we would like to prove is:

\[ p_{k_i}(J) \text{ we have explicitly:} \]

\[
\frac{1}{2} \frac{d^2 S_p}{dt^2} \bigg|_{t=0} = \sum_j (2k_2 + 1)(2J + 1) \left\{ \begin{array}{ccc} J & k_1 & k_1 \\ k_2 & j_1 & j_2 \end{array} \right\}^2 \sum_{s=0(1)}^{2^L} (-1)^{J+s+2k_1} \left\{ \begin{array}{ccc} J & k_1 & k_1 \\ s & k_1 & k_1 \end{array} \right\} (2k_1 + 1) \\
- \left( \sum_j (2k_2 + 1)(2J + 1) \left\{ \begin{array}{ccc} J & k_1 & k_1 \\ k_2 & j_1 & j_2 \end{array} \right\}^2 (-1)^{J+\ell+2k_1} \left\{ \begin{array}{ccc} J & k_1 & k_1 \\ \ell & k_1 & k_1 \end{array} \right\} (2k_1 + 1) \right)^2.
\]

We can prove that the formula above is actually equal to the geometric entropy \(72\). More precisely, what we need to prove is:

\[
\left\{ \begin{array}{ccc} j_1 & k_1 & k_2 \\ \ell & k_2 & k_1 \end{array} \right\} \left\{ \begin{array}{ccc} j_2 & k_1 & k_2 \\ \ell & k_2 & k_1 \end{array} \right\} = (-1)^{j_1+j_2+2k_1+2k_2+2\ell} \sum_j (2J + 1) \left\{ \begin{array}{ccc} J & k_1 & k_1 \\ k_2 & j_1 & j_2 \end{array} \right\}^2 (-1)^{J+\ell+2k_1} \left\{ \begin{array}{ccc} J & k_1 & k_1 \\ \ell & k_1 & k_1 \end{array} \right\},
\]

which is simply a particular case of the general Biedenharn-Elliot identity (see e.g. \[49\])

\[
\left\{ \begin{array}{ccc} j & h & g \\ k & a & b \end{array} \right\} \left\{ \begin{array}{ccc} j & h & g \\ f & d & c \end{array} \right\} = \sum_{\ell} (-1)^{a+b+c+d+f+k+h+g+j+\ell}(2I + 1) \left\{ \begin{array}{ccc} k & f & l \\ d & a & g \end{array} \right\} \left\{ \begin{array}{ccc} a & d & l \\ c & b & j \end{array} \right\} \left\{ \begin{array}{ccc} b & c & l \\ f & k & h \end{array} \right\}.
\]

Summing over the spin \(J\), one recovers exactly the formula for the 2nd order coefficient of the reduced density matrix linear entropy \(72\). This is not only a check that the two measures of entanglements -the bipartite entanglement between the two candy graph vertices and the multipartite geometric entanglement- are equal at leading order in the time \(t\), but it also confirms that the geometric entanglement does not depend on the choice of gauge-fixing tree.

C. Geometric interpretation of the entanglement in the semi-classical regime

We would like to provide the entanglement calculations with a geometric interpretation, for instance understand the extrema of the entanglement in terms of the geometry represented by the spin network states. To this purpose, we work in the semi-classical regime of spin networks at large spins, \(j_i, k_i \gg 1\). The spin network geometry can be interpreted in terms of the dual triangulation as illustrated on fig11a. It turns out the entanglement excitation can be described in terms of the dual triangulation angles. Moreover, we find the maximal growth rates of the entanglement corresponds either to flat bulk geometry or maximally curved bulk geometry.

We will look at two cases: small loop holonomy operator spin \(\ell\) and large loop holonomy operator spin \(\ell\). Let us first look into the case of small loop holonomy operator spin, for which we have \(\ell \ll \{j_i, k_i\}\). We use the Racah’s approximation for \(s \in \mathbb{N}\) and \(s \ll a, b, c\) (cf. \[51\]):

\[
\left\{ \begin{array}{ccc} c & a & b \\ s & b & a \end{array} \right\} \approx \frac{(-1)^{a+b+s+\ell}}{\sqrt{(2a+1)(2b+1)}} P_s(\cos \theta), \quad \text{with} \quad \cos \theta = \frac{a(a+1) + b(b+1) - c(c+1)}{2\sqrt{a(a+1)b(b+1)}}.
\]

We work in the semi-classical regime of spin networks at large spins, \(j_i, k_i \gg 1\). The spin network geometry can be viewed from the shape of the candy graph. The two triangles of respect length \(j_1, k_1, k_2\) and \(j_2, k_1, k_2\) are glued by matching bulk spins \(k_1, k_2\). Loop holonomy operator changes the height of the cone. The bulk geometry can be described in terms of the dual triangulation angles. Moreover, we find the maximal growth rates of the entanglement are equal at leading order in the time \(t\), but it also confirms that the geometric entanglement does not depend on the choice of gauge-fixing tree.
The $P_s$’s are the Legendre polynomials, while $\theta$ is the angle opposite of the edge of length $c$ in the triangle with edge lengths $a,b,c$, as drawn in fig[11b]. By plugging the Racah’s approximation into the linear entropy formula (72) we derive an approximation in terms of the triangle angles:

\[
\ell \in \mathbb{N} + \frac{1}{2} : \quad \frac{1}{2} S(\rho_{can},t) \approx \frac{1}{2} S(\rho_{can},t) = t^2 \sum_{s=0}^{2\ell} P_s(\cos \theta_1)P_s(\cos \theta_2) + O(t^4) \tag{78}
\]

\[
\ell \in \mathbb{N} : \quad \frac{1}{2} S(\rho_{can},t) \approx \frac{1}{2} S(\rho_{can},t) = t^2 \sum_{s=0}^{2\ell} P_s(\cos \theta_1)P_s(\cos \theta_2) - t^2 [P_t(\cos \theta_1)P_t(\cos \theta_2)]^2 + O(t^4) \tag{79}
\]

The trivial case with vanishing spin $\ell = 0$ excites no entanglement as expected. The two expressions for odd and even spins would be exactly the same if one assumed the convention that half-integer Legendre polynomials vanish. The plots fig[12] show the growth rate of intertwiner entanglement provided by the approximation. The fig[13] compares above approximation with entropy (72).

The approximation $S(\rho_{can}^{\theta},t)$ now allows us to study how the entanglement excitation depends on the initial state $|\{j_1,k_1\}\rangle$. More precisely, the angles $\theta_{1,2}$ encapsulates the relevant initial data and we would like to determine the extremal initial configurations, i.e. that maximize or minimize the leading order entanglement entropy given by the 2nd order coefficient. It turns out that:

- (i) the balanced configurations $\theta_1 = \theta_2$ always stabilize the entanglement excitation;
- (ii) both extremally curved and totally flat geometry maximize the entanglement excitation.

Let us start with (i). We introduce the total angle $\alpha = \theta_1 + \theta_2$ and relative angle $\beta = \theta_1 - \theta_2$. Let us keep $\alpha$ fixed and let the entanglement vary in terms of the difference $\beta$. Differentiating $^5$\( P_s(\cos \theta_1)P_s(\cos \theta_2) = P_s(\cos \frac{\alpha+\beta}{2})P_s(\cos \frac{\alpha-\beta}{2}) \) with respect to $\beta$ gives the stationarity equation:

\[
0 = \frac{\partial}{\partial \beta} \left[P_s(\cos \frac{\alpha+\beta}{2})P_s(\cos \frac{\alpha-\beta}{2})\right] = \frac{s}{2} \frac{-\sin \beta}{\sin \frac{\alpha+\beta}{2} \sin \frac{\alpha-\beta}{2}} P_s(\cos \frac{\alpha+\beta}{2})P_s(\cos \frac{\alpha-\beta}{2}) + \frac{s}{2} \frac{-\sin \beta}{\sin \frac{\alpha-\beta}{2}} P_s(\cos \frac{\alpha+\beta}{2})P_{s-1}(\cos \frac{\alpha-\beta}{2})
\]

\[
-\frac{s}{2} \frac{-\sin \beta}{\sin \frac{\alpha+\beta}{2} \sin \frac{\alpha-\beta}{2}} P_{s-1}(\cos \frac{\alpha+\beta}{2})P_s(\cos \frac{\alpha-\beta}{2}), \quad 0 \leq \alpha, \beta \leq 2\pi.
\]

The extremal angles $\beta = 0$ and $\beta = \pi$ are both clear solutions. Similarly differentiating with respect to $\alpha$, we get stationary points $\alpha = 0$ and $\alpha = \pi$ when $\beta$ is kept fixed.

The configurations $\theta_1 = \theta_2 = 0$ and $\theta_1 = \theta_2 = \pi$, in the $\beta = 0$ branch, give the maximal entanglement excitation. A vanishing relative angle $\beta = 0$ corresponds to equal triangle angles $\theta_1 = \theta_2$, which means that the boundary spins are equal $j_1 = j_2$. This is interpreted as the flat connection configuration. Indeed, the flat constraint operator $\delta(g) = \sum \chi(2\ell + 1)\chi(g)$, imposing that the loop holonomy be trivial, annihilates initial spin network state $|\Psi_{can,\{j_1,k_1\}}\rangle = |\{j_1,k_1,k_2\}_A \otimes |\{j_2,k_1,k_2\}_B\rangle$ as soon as $j_1 \neq j_2$. Thus imposing the flatness of the connection imposes that $j_1 = j_2$. For such $\beta = 0$ configurations, the entanglement evaluates to:

\[
\beta = 0 \quad \Rightarrow \quad \frac{1}{2} S(\rho_{can}^{\theta},t) = t^2 \sum_{s=0}^{2\ell} \left[P_s(\cos \frac{\alpha}{2})\right]^2 - t^2 \left[P_t(\cos \frac{\alpha}{2})\right]^4 + O(t^4) \quad \text{with} \quad \alpha = \theta_1 + \theta_2. \tag{80}
\]

As plotted on fig[14] the entanglement first decreases then increases but it never vanishes. Recalling that the deficit angle given by $\delta = 2\pi - \theta_1 - \theta_2 = 2\pi - \alpha$ at the cone summit provides a measure of the bulk curvature in fig[11a], we can interpret the optimal angle configurations in terms of discrete bulk geometry. The two maximal points correspond to dramatically different bulk geometries. Indeed, the angular-configuration $\theta_1 = \theta_2 = 0$ has a maximal deficit angle;

\[\text{The derivative on Legendre polynomial is given by the recursion relation:} \quad \frac{dP_n(x)}{dx} = \frac{n}{x^2 - 1} [nP_n(x) - P_{n-1}(x)].\]
FIG. 12: The plots of approximation (78,79) with low spin-$\ell$. The $x$ and $y$ axis presents corner angle $\theta_1$ and $\theta_2$ respectively.
(a) Spins $j_1 = 500, j_2 = 400, k_1 = 700, k_2 = 600$, corner angles $\cos \theta_1 = \sqrt{\frac{2}{8192}}$ and $\cos \theta_2 = \sqrt{\frac{2}{8192}}$. Loop spin-$\ell$ ranges from 300 to 400.5.

(b) Spins $j_1 = 100, j_2 = 120, k_1 = 500, k_2 = 510$, corner angles $\cos \theta_1 = \sqrt{\frac{2}{500191}}$ and $\cos \theta_2 = \sqrt{\frac{2}{500191}}$. Loop spin-$\ell$ ranges from 400 to 520.5.

(c) Spins $j_1 = 20, j_2 = 30, k_1 = 200, k_2 = 190$, corner angles $\cos \theta_1 = \sqrt{\frac{2}{500191}}$ and $\cos \theta_2 = \sqrt{\frac{2}{500191}}$. Loop spin-$\ell$ ranges from 50 to 200.5.

(d) Spins $j_1 = 10, j_2 = 14, k_1 = 100, k_2 = 98$, corner angles $\cos \theta_1 = \sqrt{\frac{2}{500191}}$ and $\cos \theta_2 = \sqrt{\frac{2}{500191}}$. Loop spin-$\ell$ ranges from 0 to 120.5.

(e) Spins $j_1 = 5.5, j_2 = 8.5, k_1 = 70.5, k_2 = 71$, corner angles $\cos \theta_1 = 0.996503$ and $\cos \theta_2 = 0.999271$. Loop spin-$\ell$ ranges from 0 to 90.5.

(f) Spins $j_1 = 11, j_2 = 17, k_1 = 141, k_2 = 142$, corner angles $\cos \theta_1 = \sqrt{\frac{2}{500191}}$ and $\cos \theta_2 = \sqrt{\frac{2}{500191}}$. Loop spin-$\ell$ ranges from 0 to 150.5.

FIG. 13: The numerical comparison between expression of 6$j$-symbols (72) blue and of Legendre polynomials (78,79) orange with different spins. The expression of Legendre polynomials still behaves well even $\ell$ grows.
it corresponds to the spin configurations \( j_1, j_2 \ll k_1, k_2 \) and \( k_1 \approx k_2 \), with extremely elongated triangles, creating an extremely spiky bulk with maximal bulk curvature. On the other hand, the angle configuration \( \theta_1 = \theta_2 = \pi \) has a vanishing deficit angle; it corresponds to spin configurations \( j_1 \approx k_1 + k_2 \approx j_2 \), with flatten triangles and flat bulk geometry.

The \( \beta = \pi \) branch lead to a minimal entanglement, with a vanishing leading order in \( t^2 \), \( S(\rho_{\text{canA}}, t) = O(t^4) \). It corresponds to the maximal difference between the two triangle angles \( \theta_1 \) and \( \theta_2 \). Geometrically, this corresponds to unbalanced configuration, with \( j_1 \ll j_2 \) or \( j_2 \ll j_1 \), with one flatten triangle and one elongated triangle.

Now that we have looked into the small holonomy operator spin \( \ell \ll \{j_i, k_i\} \), let us investigate the large spin regime, \( \ell \sim \{j_i, k_i\} \). Since all the spins are assumed of the same order of magnitude, one can use the Ponzano-Regge asymptotic formula in terms of the Regge action for a tetrahedron\[3, 51, 52\]:

\[
\left\{ j_1, k_1, k_2, K_1 \right\} \approx \frac{1}{\sqrt{12\pi V}} \cos \left( \sum_{ab} (j_{ab} + \frac{1}{2}) \theta_{ab} + \frac{\pi}{4} \right) = \frac{1}{2\sqrt{-12\pi V}} e^{is} + \frac{1}{2\sqrt{12\pi V}} e^{-is}. \tag{81}
\]

The tetrahedron’s edge lengths are given by the spins \( \ell, j_1, k_1, k_2, K_1, K_2 \). Its volume is \( V \) and \( \theta_{ab} \) is the dihedral angle along the edge of length \( j_{ab} \). The Regge action is given by \( S = \sum_{ab} (j_{ab} + \frac{1}{2}) \theta_{ab} \), which is understood to be the discretization of Einstein-Hilbert action (or more precisely of the Hartle-Hawking boundary term when the bulk curvature vanishes on-shell). This allows to rewrite (72) as:

\[
\ell \in \mathbb{N} + \frac{1}{2} : \quad \frac{1}{2} S(\rho_{\text{canA}}, t) \approx \frac{1}{2} S(\rho^{(\text{Regge})}_{\text{canA}}, t) = t^2 (-1)^{\varphi} \sum_{s=0}^{2\ell} \frac{2^t}{24\pi \sqrt{V_A[s] V_B[s]}} \prod_{i=1}^{2(k_i + 1)} (2k_i + 1) \\
+ O(t^4), \tag{82}
\]

\[
\ell \in \mathbb{N} : \quad \frac{1}{2} S(\rho_{\text{canA}}, t) \approx \frac{1}{2} S(\rho^{(\text{Regge})}_{\text{canA}}, t) = t^2 (-1)^{\varphi} \sum_{s=0}^{2\ell} \frac{2^t}{24\pi \sqrt{V_A[s] V_B[s]}} \prod_{i=1}^{2(k_i + 1)} (2k_i + 1) \\
- t^2 \left[ 1 - \sin(2S_A[\ell]) \right] \left[ 1 - \sin(2S_B[\ell]) \right] \prod_{i=1}^{2(k_i + 1)} (2k_i + 1) + O(t^4). \tag{83}
\]

The Regge actions \( S_A[s] \) and \( S_B[s] \) corresponds respectively to the two tetrahedra dual to the vertices A and B, with edge lengths \( \{j_i, k_i, k_2, s, k_2, k_1\} \) respectively with \( i = 1 \) and \( i = 2 \). The phase \( \varphi = j_1 + j_2 + 2k_1 + 2k_2 \) and face amplitude factor \((2k_1 + 1)(2k_2 + 1)\) both depend on the bulk spins.
Let us conclude this section with a brief summary of our results on the example of the candy graph. The candy graph is the simplest graph with a non-trivial bulk. It is a special case of the 2-vertex graph [50, 53–55] where the two vertices are linked by a couple of edges forming a loop in the bulk. This configuration allows to define non-trivial dynamical operators acting on the bulk geometry, for instance the loop holonomy operator, and to study the entanglement between the two bulk vertices generated by such dynamics.

In this context, we have explicitly computed the entanglement excitation created by the loop holonomy operator acting on a pure spin network basis state at leading order in time, that is in $t^2$. We have considered and compared two measures of entanglement: the geometric entanglement studied in the previous section and the bipartite entanglement entropy shared between the two vertices (given by the linear entropy of the reduced density matrix). We have shown that these two notions of entanglement match exactly a leading order, thus leading to a consistent picture of the entanglement excitation on the spin network state. Furthermore, in the semi-classical regime at large spins where spin networks can be provided with a discrete geometry interpretation in terms of dual triangulations, we have identified the initial configurations that optimize the excitation of entanglement by the loop operator as the (discrete) geometries with either maximal curvature or vanishing curvature.

V. TRIANGLE GRAPH: MULTIPARTITE ENTANGLEMENT

In this section, we wish to provide the reader with an example beyond the bipartite entanglement. We introduce the triangle graph, i.e. a triangle made with three vertices and with three boundary edges poking out from those vertices. The bulk triangle forms a loop on which we can act with the holonomy operator. This configuration allows to study both bipartite and tripartite entanglements by partitionning the triplet of vertices, and to compare them with the geometric entanglement.

A. Bipartite entanglement on triangle graph

The triangle graph, as drawn on fig.15, is the direct extension of the candy graph to a bulk made of three vertices arranged around a single loop. The spin network Hilbert space on this triangle graph consists in the tensor product of three 3-valent intertwiner spaces, similarly to the candy graph,

$$\mathcal{H}_{\text{tri}} = \bigotimes_{v \in \text{tri}} \mathcal{H}_v = \mathcal{H}_A \otimes \mathcal{H}_B \otimes \mathcal{H}_C,$$

$$\mathcal{H}_A = \bigoplus_{K_2, K_3} \text{Inv}_{\text{SU}(2)}(V_{j_1} \otimes V_{K_2} \otimes V_{K_3}),$$

and similarly for $\mathcal{H}_B$ and $\mathcal{H}_C$.

We wish to study the action of the loop holonomy operator on an arbitrary spin network basis state chosen as our initial state,

$$|\Psi_{\text{tri}, \{j, k_1, k_2, k_3\}}\rangle = |j_1, k_2, k_3\rangle_A \otimes |j_2, k_3, k_1\rangle_B \otimes |j_3, k_1, k_2\rangle_C \in \mathcal{H}_A \otimes \mathcal{H}_B \otimes \mathcal{H}_C.$$
The loop holonomy operator affects the bulk spins \( \{k_i\} \), but not boundary spins \( \{j_i\} \),

\[
\hat{\chi}_\ell : \text{Inv}_{SU(2)}(V_{j_1} \otimes V_{k_2} \otimes V_{k_3}) \otimes \text{Inv}_{SU(2)}(V_{j_2} \otimes V_{k_3} \otimes V_{k_1}) \otimes \text{Inv}_{SU(2)}(V_{j_3} \otimes V_{k_1} \otimes V_{k_2})
\]

\[
\to \bigoplus_{K_1,K_2,K_3} \text{Inv}_{SU(2)}(V_{j_1} \otimes V_{K_2} \otimes V_{K_3}) \otimes \text{Inv}_{SU(2)}(V_{j_2} \otimes V_{K_3} \otimes V_{K_1}) \otimes \text{Inv}_{SU(2)}(V_{j_3} \otimes V_{K_1} \otimes V_{K_2})
\]

Following the same logic as with the candy graph, we compute the evolution of the state, truncated to leading order and properly normalized,

\[
|\Psi_{\text{tri}, \{j_i, k_i\}}(\ell, t)\rangle = \frac{|\Psi(\text{tri})_{\{j_i, k_i\}}\rangle - \text{i} t \sum_{\{k_i\}} |Z(\text{tri})_{\ell}^{\{j_i\}}\rangle_{\{k_i\}} |\Psi(\text{tri})_{\{j_i, k_i\}}\rangle}{\sqrt{1 + t^2 \sum_{s=0}^{2s} |Z(\text{tri})_{\ell}^{\{j_i\}}\rangle_{\{k_i\}}^2}} . \tag{84}
\]

The transition matrix \( Z \) is expressed in terms of 6j-symbols according to the general formula \[27\] for the action of the loop operator \( \hat{\chi}_\ell \),

\[
[Z(\text{tri})_{\ell}^{\{j_i\}}]_{\{k_i\}} = (-1)^{\sum_1^3 (j_i + k_i + 1)} \sum_1^3 \left( j_1 k_2 k_3 \ell K_3 K_2 \right) \left( j_2 k_3 k_1 \ell K_1 K_3 \right) \left( j_3 k_1 k_2 \ell K_2 K_1 \right) \prod_{i=1}^3 \sqrt{(2k_i + 1)(2K_i + 1)}. \tag{85}
\]

The normalization factor can then be evaluated to

\[
N_{\text{tri}, \{j_i, k_i\}}(\ell, t) = 1 + t^2 \sum_{s=0}^{2\ell} (-1)^{j_1+j_2+j_3+2k_1+2k_2+2k_3+3s} \sum_{K_1,K_2,K_3} \left( j_1 k_2 k_3 \ell K_3 K_2 \right)^2 \left( j_2 k_3 k_1 \ell K_1 K_3 \right)^2 \left( j_3 k_1 k_2 \ell K_2 K_1 \right)^2 \prod_{i=1}^3 \sqrt{(2k_i + 1)(2K_i + 1)}. \tag{86}
\]

As for candy graph, this normalization factor is to be interpreted as the density of spin network basis states after the action of loop holonomy operator.

The initial spin network state is a basis state, thus is fully separable with vanishing entanglement. The final state is given by the following density matrix:

\[
\rho_{\text{tri}_{ABC}}(t) = |\Psi_{\text{tri}, \{j_i, k_i\}}(\ell, t)\rangle \langle \Psi_{\text{can}, \{j_i, k_i\}}(\ell, t)| \quad \in \text{End}(\mathcal{H}_A \otimes \mathcal{H}_B \otimes \mathcal{H}_C) \tag{88}
\]

\[
= \frac{1}{1 + t^2 \sum_{s=0}^{2\ell} |Z(\text{tri})_{\ell}^{\{j_i\}}\rangle_{\{k_i\}}^2} \left( |j_1, k_2, k_3\rangle \langle j_1, k_2, k_3|_A \otimes |j_2, k_3, k_1\rangle \langle j_2, k_3, k_1|_B \otimes |j_3, k_1, k_2\rangle \langle j_3, k_1, k_2|_Cight)
\]

\[
+ t^2 \sum_{\{K_i\}} |Z(\text{tri})_{\ell}^{\{j_i\}}\rangle_{\{K_i\}}^2 |Z(\text{tri})_{\ell}^{\{j_i\}}\rangle_{\{K_i\}}^2 |j_1, K_2, K_3\rangle \langle j_1, K_2, K_3|_A \otimes |j_2, K_3, K_1\rangle \langle j_2, K_3, K_1|_B \otimes |j_3, K_1, K_2\rangle \langle j_3, K_1, K_2|_C
\]

\[
- \text{i} t \sum_{\{K_i\}} |Z(\text{tri})_{\ell}^{\{j_i\}}\rangle_{\{K_i\}}^2 |j_1, K_2, K_3\rangle \langle j_1, k_2, k_3|_A \otimes |j_2, k_3, k_1\rangle \langle j_2, k_3, k_1|_B \otimes |j_3, K_1, K_2\rangle \langle j_3, k_1, k_2|_C
\]

\[
+ \text{i} t \sum_{\{K_i\}} |Z(\text{tri})_{\ell}^{\{j_i\}}\rangle_{\{K_i\}}^2 |j_1, k_2, k_3\rangle \langle j_1, k_2, k_3|_A \otimes |j_2, k_3, k_1\rangle \langle j_2, k_3, k_1|_B \otimes |j_3, k_1, k_2\rangle \langle j_3, K_1, K_2|_C\right).
\]

Now there are three possible bipartition of the triple tensor product \( \mathcal{H}_A \otimes \mathcal{H}_B \otimes \mathcal{H}_C \). For the sake of convenience, let us look at the reduced density matrices for \( \mathcal{H}_A \), \( \mathcal{H}_B \) and \( \mathcal{H}_C \) respectively, moreover, we only need to write down \( \rho_{\text{tri}_A}(t) \) and the other two cases are similar. Via tracing over \( \mathcal{H}_BC \), the reduced density matrix is read

\[
\rho_{\text{tri}_A}(t) = \text{Tr}_{BC}\rho_{\text{tri}_{ABC}}(t) = \frac{1}{1 + t^2 \sum_{s=0}^{2\ell} |Z(\text{tri})_{\ell}^{\{j_i\}}\rangle_{\{k_i\}}^2} \left( |j_1, k_2, k_3\rangle \langle j_1, k_2, k_3|_Aight)
\]

\[
+ t^2 \sum_{K_1,K_2,K_3} \left( |Z(\text{tri})_{\ell}^{\{j_i\}}\rangle_{\{K_i\}}^2 \right)^2 |j_1, K_2, K_3\rangle \langle j_1, K_2, K_3|_A \right) \quad \in \text{End}(\mathcal{H}_A). \tag{89}
\]
This is a diagonal matrix with respect to basis $|j_1, K_2, K_3\rangle \in \mathcal{H}_A$, thus the eigenvalues of $\rho_{\text{tri},A}(t)$ can be directly read off from the expression above:

$$\lambda_{\rho_{\text{tri},A}}[K_2, K_3] = \delta_{k_2, k_3} t^2 + t^2 \sum_{k_1=-|k_1|}^{k_1+\ell} \begin{pmatrix} j_1 & k_2 & k_3 \\ \ell & K_2 & K_3 \end{pmatrix}^2 \begin{pmatrix} j_2 & k_3 & k_1 \\ s & k_3 & k_2 \end{pmatrix}^2 \begin{pmatrix} j_3 & k_1 & k_2 \\ s & k_1 & k_3 \end{pmatrix}^2 \prod_{i=1}^{3} (2k_i + 1) (2k_i + 1).$$

(90)

The eigenvalues are labeled by the two spins $K_2$ and $K_3$. This gives us the bipartite entanglement entropy of $\mathcal{H}_A|\mathcal{H}_B \otimes \mathcal{H}_C$ up to second order in $t$:

$$\frac{1}{2} S(\rho_{\text{tri},A}) = \frac{1}{2} \left( 1 - \sum_{K_2, K_3} \lambda_{\rho_{\text{tri},A}}[K_2, K_3]^2 \right).$$

(91)

One gets the linear entropy for the vertices $B$ and $C$ by a straightforward cyclic permutation of the labels. Generally, the three bipartite entanglement entropies have different values due to the a priori different values of the initial spins. Nonetheless, when $\ell \in \mathbb{N} + \frac{1}{2}$, all three bipartite entanglement entropies are equal to each other at the leading order in $t^2$. We trace this back to the triangle condition on the $\{6j\}$-symbols, which eliminates the second term in the entropy formula above. Hence we conclude

**Result V.1.** For an odd holonomy spin $\ell \in \mathbb{N} + \frac{1}{2}$, the bipartite entanglement entropies on triangle graph satisfy $S(\rho_{\text{tri},A}) = S(\rho_{\text{tri},B}) = S(\rho_{\text{tri},C})$ at leading order in $t^2$. This common leading order term is given

$$\frac{1}{2} S(\rho_{\text{tri},A}) \sim t^2 \left( \sum_{s=0}^{2\ell} (-1)^{j_1+j_2+j_3+2k_1+2k_2+2k_3+3s} \begin{pmatrix} j_1 & k_2 & k_3 \\ s & k_3 & k_2 \end{pmatrix}^2 \begin{pmatrix} j_2 & k_3 & k_1 \\ s & k_1 & k_3 \end{pmatrix}^2 \begin{pmatrix} j_3 & k_1 & k_2 \\ s & k_2 & k_1 \end{pmatrix}^2 \prod_{i=1}^{3} (2k_i + 1) \right).$$

(92)

As for the candy graph, no 1st-order of $t$ appears at all and the leading order is directly in $t^2$.

One gets the linear entropy for the vertices $B$ and $C$ by a straightforward cyclic permutation of the labels. Generally, the three bipartite entanglement entropies have different values due to the a priori different values of the initial spins. Nonetheless, when $\ell \in \mathbb{N} + \frac{1}{2}$, all three bipartite entanglement entropies are equal to each other at the leading order in $t^2$. We trace this back to the triangle condition on the $\{6j\}$-symbols, which eliminates the second term in the entropy formula above. Hence we conclude

**Result V.1.** For an odd holonomy spin $\ell \in \mathbb{N} + \frac{1}{2}$, the bipartite entanglement entropies on triangle graph satisfy $S(\rho_{\text{tri},A}) = S(\rho_{\text{tri},B}) = S(\rho_{\text{tri},C})$ at leading order in $t^2$. This common leading order term is given

$$\frac{1}{2} S(\rho_{\text{tri},A}) \sim t^2 \left( \sum_{s=0}^{2\ell} (-1)^{j_1+j_2+j_3+2k_1+2k_2+2k_3+3s} \begin{pmatrix} j_1 & k_2 & k_3 \\ s & k_3 & k_2 \end{pmatrix}^2 \begin{pmatrix} j_2 & k_3 & k_1 \\ s & k_1 & k_3 \end{pmatrix}^2 \begin{pmatrix} j_3 & k_1 & k_2 \\ s & k_2 & k_1 \end{pmatrix}^2 \prod_{i=1}^{3} (2k_i + 1) \right).$$

(92)

Those triangle inequalities further implies that that $S(\rho_{\text{tri},A}) = S(\rho_{\text{tri},B}) = S(\rho_{\text{tri},C})$ reach the same plateau value when the holonomy operator spin is larger than its critical value, $\ell > \min\{2k_1, 2k_2, 2k_3\}$, no matter whenever $\ell$ is odd or even.

We now compare the bipartite entanglement to the tripartite entanglement, defined as the geometric entanglement.

**B. Tripartite entanglement**

In order to quantify the multipartite entanglement on the triangle graph, we use the geometric entanglement. We can compute the geometric measure of entanglement as explained previously: the geometric entanglement is given by the maximal projection of the evolving state onto the spin network basis, which is, at very early times $t$, its projection onto the initial spin network basis state, that is by the contribution $K_{1,2,3} = k_{1,2,3}$:

$$\lambda_{\max} = \left| \langle \Psi_{\text{tri},(j_i,k_i)}(\ell, 0) | \Psi_{\text{tri},(j_i,k_i)}(\ell, t) \rangle \right|^2 = \frac{1 + t^2 \left( |Z(\text{tri}_{\ell})^{\{j_i\}}_{\{k_i\}}|^{2} \right)}{1 + t^2 \sum_{s=0}^{2\ell} |Z(\text{tri}_{\ell})^{\{j_i\}}_{\{k_i\}}|^{2}}. \quad (93)$$

Hence it leads to the geometric measure of entanglement on triangle graph:

$$S_{\text{g}}[\Psi_{\text{tri},(j_i,k_i)}(\ell, t)] = t^2 \prod_{i=1}^{3} (2k_i + 1) \sum_{s=0}^{2\ell} (-1)^{j_1+j_2+j_3+2k_1+2k_2+2k_3+3s} \begin{pmatrix} j_1 & k_2 & k_3 \\ s & k_3 & k_2 \end{pmatrix}^2 \begin{pmatrix} j_2 & k_3 & k_1 \\ s & k_1 & k_3 \end{pmatrix}^2 \begin{pmatrix} j_3 & k_1 & k_2 \\ s & k_2 & k_1 \end{pmatrix}^2 \prod_{i=1}^{3} (2k_i + 1)^2 t^4.$$
Spins $j_1 = 3, j_2 = 4, j_3 = 5, k_1 = 6, k_2 = 8, k_3 = 7$.

Spins $j_1 = 5/2, j_2 = 7/2, j_3 = 4, k_1 = 6, k_2 = 8, k_3 = 11/2$.

Spins $j_1 = 6, j_2 = 9, j_3 = 7, k_1 = 12, k_2 = 11, k_3 = 10$.

Spins $j_1 = 9/2, j_2 = 11/2, j_3 = 7, k_1 = 12, k_2 = 16, k_3 = 27/2$.

FIG. 16: The comparison between bipartite entanglement entropies and geometric measure of entanglement, where blue point is for $\frac{1}{2}S_A$, orange point for $\frac{1}{2}S_B$, green point for $\frac{1}{2}S_C$ and red point for $S_g$.

This is a straightforward extension of the formula (72) derived for the candy graph, where we’ve added the relevant \{6j\}-symbols. As earlier, the geometric entanglement excitation reaches a plateau, due to the triangle inequalities on the spins, when the holonomy operator spin grows beyond a critical value, $\ell > \min\{2k_1, 2k_2, 2k_3\}$. Moreover, when the spin is odd, $\ell \in \mathbb{N} + \frac{1}{2}$, the second term in (94) vanishes, as for the bipartite entanglement in last subsection.

The plots compare the bipartite entanglement entropies and geometric entanglement:

- (i) they are equal when the holonomy spin is odd, $\ell \in \mathbb{N} + \frac{1}{2}$;
- (ii) for small spins $\ell$, those measures of entanglement are clearly distinct, but they tend to converge as the spin $\ell$ increases, and they are eventually constant and equal beyond the critical value $\ell > \min\{2k_1, 2k_2, 2k_3\}$.

One could also have computed the geometric entanglement by gauge-fixing and working out the closure defect’s probability distribution. Since the bulk graph consists in a single loop made of three edges, there are three ways to gauge-fix: choosing $k_1$ as the “loopy spin”, i.e. the edge which is not gauge-fixed and gauge-fixing the edges associated with $k_2$ and $k_3$, plus the two other possibilities of choosing $k_2$ or $k_3$ as the “loopy spin”.

For instance, contracting the edges carrying $k_2$ and $k_3$ and keeping $k_1$, we obtain the probability distribution of the closure defect as

$$p_{k_1}(J) = (2J + 1)(2k_2 + 1)(2k_3 + 1) \sum_L (2L + 1) \binom{j_3}{j_2} \binom{j_2}{k_1} \binom{L}{J}^2,$$  \hspace{1cm} (95)
with the normalization $\sum_j p_k(J) = 1$. This probability distribution gives the 2nd-order time derivative of geometric entanglement:

$$
\frac{1}{2} \frac{d^2 S_g}{dt^2} \bigg|_{t=0} = \sum_{J,L} (2J + 1)(2L + 1)(2k_1 + 1)(2k_2 + 1)(2k_3 + 1) \left\{ \begin{array}{ccc} j_3 & j_2 & L \\ k_1 & k_1 & J \\ k_2 & k_3 & j_1 \end{array} \right\}^2 \sum_{s=0}^{2\ell} (-1)^{J+s+2k_1} \left\{ \begin{array}{ccc} J & k_1 & k_1 \\ s & k_1 & k_1 \end{array} \right\}^2.
$$

(96)

It is straightforward to check that these results does not actually depend on the choice of gauge-fixing and that it gives the same expression for the leading order entanglement computed above in eqn. [94]. This can be shown by using the Biedenharn-Elliott identity. More precisely, we need to prove the following relation:

$$
\left\{ \begin{array}{ccc} j_1 & k_2 & k_3 \\ \ell & k_3 & k_2 \end{array} \right\} \left\{ \begin{array}{ccc} j_2 & k_3 & k_1 \\ \ell & k_2 & k_1 \end{array} \right\} \left\{ \begin{array}{ccc} j_3 & k_1 & k_2 \\ \ell & k_1 & k_2 \end{array} \right\} = (-1)^{\sum_{i=1}^{3} (j_i + 2k_i + 0)} \sum_{J,L} (2J + 1)(2L + 1) \left\{ \begin{array}{ccc} j_3 & j_2 & L \\ k_1 & k_1 & J \\ k_2 & k_3 & j_1 \end{array} \right\}^2 (-1)^{J+\ell+2k_1} \left\{ \begin{array}{ccc} J & k_1 & k_1 \\ \ell & k_1 & k_1 \end{array} \right\}^2.
$$

(97)

Starting from the left side, we use the Biedenharn-Elliott identity twice: we first recouple the first two $6j$-symbols via the Biedenharn-Elliott identity, which results in three $6j$-symbols, then we take one of them and recouple it to the third $6j$-symbol of the original productone via the Biedenharn-Elliott identity again. This gives:

$$
\left\{ \begin{array}{ccc} \ell & k_3 & k_3 \\ j_1 & k_2 & k_2 \end{array} \right\} \left\{ \begin{array}{ccc} \ell & k_1 & k_1 \\ j_2 & k_3 & k_3 \end{array} \right\} \left\{ \begin{array}{ccc} \ell & k_2 & k_2 \\ j_3 & k_1 & k_1 \end{array} \right\} = \sum_{L',J} (-1)^{j_1+j_2+j_3+2k_1+2k_2+2k_3}(-1)^{J+\ell+2k_1} \left\{ \begin{array}{ccc} k_1 & k_1 & J \\ \ell & k_1 & k_1 \end{array} \right\} (2J + 1)(2L' + 1) \left\{ \begin{array}{ccc} j_1 & j_2 & L' \\ k_1 & k_2 & k_3 \end{array} \right\}^2 \left\{ \begin{array}{ccc} J & j_3 & L' \\ k_1 & k_2 & k_1 \end{array} \right\}^2.
$$

(98)

Finally, we deal with the two squared $6j$-symbols by the contraction formula of Racah coefficients (see [59], page 143)

$$
(-1)^{2h+2d} \sum_c (2c + 1) \left\{ \begin{array}{ccc} a & i & k \\ f & b & c \end{array} \right\} \left\{ \begin{array}{ccc} a & b & c \\ d & e & f \end{array} \right\} = \left\{ \begin{array}{ccc} a & i & k \\ d & h & g \end{array} \right\} \left\{ \begin{array}{ccc} b & f & k \\ d & h & e \end{array} \right\},
$$

(99)

which allows to write

$$
\sum_{L'} (2L + 1) \left\{ \begin{array}{ccc} j_1 & j_2 & L' \\ k_1 & k_2 & k_3 \end{array} \right\}^2 \left\{ \begin{array}{ccc} J & j_3 & L' \\ k_2 & k_1 & k_1 \end{array} \right\}^2 = \sum_{L,L''} (2L + 1)(2L'' + 1) \left\{ \begin{array}{ccc} j_1 & j_2 & L' \\ j_3 & J & L \end{array} \right\} \left\{ \begin{array}{ccc} j_1 & j_2 & L' \\ j_3 & J & L'' \end{array} \right\} \left\{ \begin{array}{ccc} j_1 & J & L'' \\ k_3 & k_1 & j_2 \end{array} \right\} \left\{ \begin{array}{ccc} j_1 & J & L \\ k_2 & k_1 & j_3 \end{array} \right\}^2.
$$

(100)

By symmetry of $9j$-symbol, this proves the wanted eqn. [97].

Finally, we can look at the semi-classical regime at large spins $\{j_i, k_i\}$, in which the spin network has a clear interpretation in terms of dual triangulation: the triangle graph is dual to a open tetrahedron to which one has removed one triangle, as drawn on fig. [18]. This missing triangle corresponds to the boundary edge of the graph, decorated with the spins $(j_1, j_2, j_3)$. For large spins, assuming that $\ell \ll \{j_i, k_i\}$, one can apply Racah’s approximation [77] for $6j$-symbols to the geometric entanglement formula [94] and write it in terms of Legendre polynomials in the cosine of the triangle angles, as illustrated on figure [17]

$$
S_g[\Psi_{tri,(j_1, k_1)}(\ell, t)] \sim t^2 \sum_{s=0}^{2\ell} P_s(\cos \theta_1) P_s(\cos \theta_2) P_s(\cos \theta_3) - t^2 [P_s(\cos \theta_1) P_s(\cos \theta_2) P_s(\cos \theta_3)]^2 + O(t^4)
$$

(101)
with the convention that half-integer Legendre polynomials $P_\ell(x)$ vanish, for $\ell \in \mathbb{N} + \frac{1}{2}$. The angles are given in terms of the spins by

$$
\cos \theta_1 = \frac{k_2(k_2 + 1) + k_3(k_3 + 1) - j_1(j_1 + 1)}{2\sqrt{k_2(k_2 + 1)k_3(k_3 + 1)}},
$$

$$
\cos \theta_2 = \frac{k_3(k_3 + 1) + k_1(k_1 + 1) - j_2(j_2 + 1)}{2\sqrt{k_3(k_3 + 1)k_1(k_1 + 1)}},
$$

$$
\cos \theta_3 = \frac{k_1(k_1 + 1) + k_2(k_2 + 1) - j_3(j_3 + 1)}{2\sqrt{k_1(k_1 + 1)k_2(k_2 + 1)}}.
$$

This expression allows us to study how the entanglement varies with respect to the spin network initial data.

As for the bipartite system defined on the candy graph, the extremal configurations for the entanglement excitation by the holonomy operator are given by extremal geometries: spiky tetrahedral geometries with flatten triangles and maximal curvature. More precisely, to start with, vanishing angles $\theta_1 = \theta_2 = \theta_3 = 0$ maximizes the multipartite entanglement excitation, as for the candy graph geometry. It corresponds to the asymptotic limit of spiky tetrahedron, as drawn on fig[18] where the summit is sent to infinity, which is interpreted as an extremal bulk curvature. Similarly, angular configurations $\theta_1 = 0, \theta_2 = \theta_3 = \pi$, and its two other permutations, also produce a maximal entanglement growth. In terms of spins and thus of edge lengths, this corresponds to $j_1 \ll k_2, k_3, j_2 \approx k_1 + k_3, j_3 \approx k_1 + k_2$, which satisfy the triangular inequalities for $(j_1, j_2, j_3)$.

On the contrary, the angle configurations $\theta_1 = \theta_2 = \theta_3 = \pi$ and its other two permutations, as well as $\theta_1 = \theta_2 = \theta_3 = \pi$, all lead to a minimal entanglement, i.e. vanishing entanglement excitation at leading order in $t^2$. Translating in terms of spins and edge lengths, the former case corresponds to $j_1, j_2 \ll k_1, k_2, k_3, j_3 \approx k_1 + k_2$, which doesn’t satisfy the triangular inequalities for $(j_1, j_2, j_3)$, and thus is not an allowed spin network configuration. The latter case, with equal angles $\theta_1 = \theta_2 = \theta_3 = \pi$, corresponds to $j_1 \approx k_2 + k_3, j_2 \approx k_3 + k_1, j_3 \approx k_1 + k_2$, which is allowed by the triangular inequalities.
To conclude this section, we extended to the triangular graph our analysis of the entanglement excitation by the loop holonomy operator on a spin network basis state. This has confirmed our general analysis of the geometric entanglement for an arbitrary graph. More precisely, we have computed analytically and numerically both the linear entanglement entropies for bipartitions of the graph and the geometric entanglement and checked that they match at leading order in the time $t$. Since the initial state is unentangled, the evolution starts with a vanishing entanglement then grows in $t^2$. Moreover, we have identified the spin network configurations with extremal entanglement excitations, which unsurprisingly correspond to discrete geometries with extremal curvature. This is a positive step towards establishing a more thorough and precise dictionary between quantum entanglement, quantum geometry and its dynamics in the framework of loop quantum gravity.

VI. CONCLUSION & OUTLOOK

The present paper is dedicated to the study of entanglement in loop quantum gravity. More precisely, we looked into the evolution of entanglement under the action of the holonomy operator. Intuitively, the holonomy operator acting on a loop of a spin network state will act at once on all the intertwiners living at the nodes on the loop and will entangle them. More precisely, we studied the unitary evolution generated by a holonomy operator on an initial state given by a spin network basis state. Such an initial state has fixed spins and intertwiners, it is thus a separable state carrying absolutely no entanglement. The evolution will naturally create entanglement between the vertices of the spin network and our goal was to compute the excitation of entanglement by the holonomy operator. The holonomy around a loop representing a discretized measure of curvature, this leads to a relation between excitations of the geometry -“quanta of curvature”- and excitations of the information -multipartite entanglement- over spin network basis states. This fits in the larger program of interpreting and reconstructing the quantum geometry of space-time from quantum information concepts.

At the technical level, we introduced a notion of geometric entanglement to measure the multipartite entanglement carried by a spin network state, defined as the distance between that state and the set of separable states, identified (up to minor subtleties) to the set of spin network basis states. This is understood as witness of how much the intertwiners of a spin network, i.e. its quanta of volume, are entangled with each other. Starting from an initial spin network basis state, thus with vanishing entanglement, we find that the first order time derivative at initial time always vanishes, so that the leading order behavior is a quadratic growth of the entanglement. We show that the second order derivative is simply given by the dispersion of the holonomy operator, which can in turn be computed from the probability distribution of the “closure defect” around the loop (i.e. the total spin recoupling the spins of all the edges attached to the loop). Considering holonomy operators with arbitrary spin $\ell \in \mathbb{N}/2$, we find that this entanglement excitation grows with the spin $\ell$ and exhibits a plateau behavior: the entanglement excitation saturates and reaches its maximal value when the spin $\ell$ becomes larger than all the spins around the loop.

We illustrate this analysis through its application to the simplest spin networks with non-trivial bulk and boundary: the candy graph, consisting in two vertices linked by a single loop, and the triangle graph, consisting in three vertices linked by a single loop, both with arbitrary number of boundary edges poking out of the bulk vertices. These configurations allow to study explicitly the correlation and entanglement between the intertwiners living at the graph vertices. We compute the geometric entanglement and express it in terms of 6j-symbols from spin recoupling, which allows to study its low-spin and large-spin regimes. We further compute the bipartite entanglement created by the holonomy operator, defined as the entropy of the reduced density matrix, and show that it fits exactly at leading order with the notion of geometric entanglement we introduced.

Since holonomy operators are the basic building blocks of the Hamiltonian dynamics of loop quantum gravity, this work gives a first hint of the effect of the dynamics on the quantum information carried by spin network states. We hope that further characterizing the various operators of loop quantum gravity through their effect on the correlation and entanglement between intertwiners will allow to reformulate the whole dynamics and notion of physical states entirely in quantum information terms.
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Appendix A: Examples of entanglement evolution

1. Time-dependent Bell state

Let $|\Psi(t)\rangle = \cos t |00\rangle + \sin t |11\rangle$. The Hermitian operator in the case has matrix representation $\hat{H} = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}$ with respect to basis $\{|00\rangle, |11\rangle\}$. This bipartite state initiates with the unentangled state $|00\rangle$. Within $t \in [0, \pi/4)$, the $|\Phi(t)\rangle$ is chosen as $|00\rangle$, while within $t \in [\pi/4, 3\pi/4)$, the $|\Phi(t)\rangle$ is chosen as $|11\rangle$. At the instant $t = \pi/4$, there is ambiguity to define the unique $|\Phi(t)\rangle$. Also, the $|\Phi(t)\rangle$ is discontinuous at $t = \pi/4$. However, the maximal projection $|\langle \Phi(t) | \Psi(t) \rangle|^2$ is still differentiable along $t \to s^+$ and $t \to s^-$ (the left and right derivative could be different).

2. Black hole evaporation toy model

We give another simple example whose maximal projection $|\langle \Phi(t) | \Psi(t) \rangle|^2$ is also differentiable. Consider the Hamiltonian $\hat{H} = i(a^\dagger b^\dagger - ab)$ acting on the unentangled initial state $|0\rangle_A \otimes |0\rangle_B$. The evolution produces the entangled quantum state:

$$|\Psi(t)\rangle = \frac{1}{\cosh t} \sum_{n=0}^{\infty} \tanh^n t |n\rangle_A \otimes |n\rangle_B. \quad (A1)$$

The Schmidt eigenvalues are labelled by an integer $n$ and read $\lambda_n = \tanh^{2n} t / \cosh^2 t$. The bipartite entanglement entropy as a function of the time $t$ is given by:

$$S(t) = \ln \cosh^2 t - \sinh^2 t \ln \tanh^2 t, \quad \text{with} \quad \lim_{t \to 0} \frac{dS(t)}{dt} = 0, \quad \lim_{t \to 0} \frac{d^2 S(t)}{dt^2} \to \infty. \quad (A2)$$

This entropy evolution function grows asymptotically linearly as $2t$. However, the maximal Schmidt eigenvalue is always given by the 0-mode, for the number of quanta $n = 0$, since $|\tanh^2 t| < 1$, so that the separable projection is constant, $|\Phi(t)\rangle = |0\rangle_A \otimes |0\rangle_B$ for all times $t$. Then the maximal Schmidt eigenvalue $\lambda_{\text{max}}(t) = \lambda_0 = 1 / \cosh^2 t$ is smooth and gives the geometric measure of entanglement.
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