Machine learning for the diagnosis of early stage diabetes using temporal glucose profiles
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Machine learning shows remarkable success for recognizing patterns in data. Here we apply the machine learning (ML) for the diagnosis of early stage diabetes, which is known as a challenging task in medicine. Blood glucose levels are tightly regulated by two counter-regulatory hormones, insulin and glucagon, and the failure of the glucose homeostasis leads to the common metabolic disease, diabetes mellitus. It is a chronic disease that has a long latent period to complicate detection of the disease at an early stage. The vast majority of diabetics result from that diminished effectiveness of insulin action. The insulin resistance must modify the temporal profile of blood glucose. Thus we propose to use ML to detect the subtle change in the temporal pattern of glucose concentration. Time series data of blood glucose with sufficient resolution is currently unavailable, so we confirm the proposal using synthetic data of glucose profiles produced by a biophysical model that considers the glucose regulation and hormone action. Multi-layered perceptrons, convolutional neural networks, and recurrent neural networks all identified the degree of insulin resistance with high accuracy above 85%.
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I. INTRODUCTION

Glucose homeostasis is essential to stably supply fuel to the brain [1, 2]. Blood glucose levels (BGLs) are tightly regulated by hormones from the endocrine pancreas (Fig. 1 (a)). Normal fasting glucose concentration is about 4 mM [3]. The American Diabetes Association Guideline defines hyperglycemia as $5.6 < \text{BGL} < 7$ mM. Severe hyperglycemic (BGL $> 7.8$ mM average at 2 h fasting) is defined as diabetes mellitus (DM) [4]. This chronic disease contains long-term damage, dysfunction, and failure of diverse organs resulting in complications.

DM is grouped into three categories based on the origin of metabolic disorders [5]. Type-1 diabetes mellitus (T1DM) results from insufficient production of insulin due to the destruction of insulin-producing endocrine cells by autoimmunity. An artificial pancreas can help the patients. Type-2 diabetes mellitus (T2DM) is a result of diminished effectiveness of insulin action even though it is produced as normal. T2DM comprises 90% of the total DM patients. Gestational diabetes is a temporary condition in women who develop hyperglycemia during pregnancy.

Insulin resistance is a key component of health monitoring for a few decades. The incidence of T2DM is closely related to obesity; in which people, about $60 - 75 \%$ of the population who have body mass index (BMI) $\leq 25 \text{ kg/m}^2$ avoids DM [6, 7]. Insulin resistance is of utmost importance in the pathogenesis of T2DM, hypertension, and coronary heart disease including syndrome X [8].

Here we evaluate machine-learning (ML) as a method to predict development of insulin resistance from the time series of BGLs. ML has been used to diagnose DM by considering various features of individuals such as age, gender, BMI, waist circumference, smoking, job, hypertension, residential region (rural/urban), physical activity, and family history of diabetes [9, 10]. Use of clustering algorithms (linear regression, random forest, k-nearest neighbors, and support vector machine) to evaluate those risk factors can predict whether or not subjects are diabetic. To date, most ML applications to DM have focused on finding of biomarkers [9, 10]. In this paper, we provide a novel insight to detect DM development by extracting the increment of insulin resistance, a critical factor of T2DM, from the time trend of BGL.

This idea has not been explored yet, because time series data of BGLs with sufficient temporal resolution are currently not available. BGLs are regulated by two counter-regulatory hormones, insulin and glucagon, secreted in a pulsatile manner with a $5 - 10 \text{ min}$ period. The signal of fluctuating BGLs can be regarded as an outcome of the balanced response to the insulin and glucagon.
Successful probing of the signal of fluctuating BGLs requires temporal resolution that is fine enough to detect the response of the pulsatile hormones with a shorter time interval than the hormone pulses. The time resolution of the current state-of-the-art continuous glucose monitoring sensor reaches 5 min, which is only comparable to the period of hormone pulses. Therefore, to test our proposal, we use a synthetic data of glucose profiles produced by a biophysical model [11] [12] that considers both glucose regulation and hormone action.

This paper is organized as follows. In Section II we briefly introduce the biophysical model that produces time series data of BGLs. In Section III we explain machine learning methods that we use in this study. In Section IV we provide results and discussion.

II. DATA PREPARATION OF GLUCOSE TIME TRACES

To produce the data of glucose profiles depending on insulin resistance, we adopt a biophysical model that describes the glucose regulation by endocrine systems [11] [12]. Because of the importance of the metabolic disease, diabetes, many biophysical models exist in this field. Some models describe how glucose stimulates insulin secretion in cellular or organ levels [13] [15], while other models describe how glucose and insulin regulates each other [16] [18] [21]. Unlike the one-way response model or hormone-level description, the biophysical model we adopt formulates the closed loop between glucose regulation and endocrine systems.

The human pancreas has a few millions of islets, endocrine systems, and each islet consists of α, β, and δ cells. Insulin secreted by β cells decreases BGLs, whereas glucagon secreted by α cells increases BGLs. Statin secreted by δ cells does not directly regulate BGLs, but the three endocrine cell types interact with each other. The interaction signs between α, β, and δ cells are very special [Fig. 1(a)]. Depending on the glucose concentration, the endocrine cells show biological rhythms with active/silent phases that lead to corresponding hormone secretion. The biophysical model describes the rhythmic cellular activities responding to glucose stimuli as phase oscillators modulated by environment [12] [19]. The model also considers interactions among endocrine cells within islets; these interactions correspond to the coupling in the oscillator model. The model was used to explain the entrainment of insulin secretion by alternating glucose stimuli in experiment [20] [21].

In this study, we slightly modified the closed-loop model to consider insulin resistance. We use \( \sigma \in \{ \alpha, \beta, \delta \} \) to represent three types of endocrine cells and \( n \) to indicate the islet index. The activity (or hormone secretion) of \( \sigma \) cells in the \( n \)th islet is denoted by amplitude \( r_{n\sigma} \) and phase \( \theta_{n\sigma} \). The dynamics of the interacting phase oscillators depends on glucose levels \( G \):

\[
\begin{align*}
\frac{dr_{n\sigma}}{dt} &= [f_{\sigma}(G) - r_{n\sigma}^2]r_{n\sigma} \\
&+ \sum_{\sigma' \neq \sigma} K_{\sigma\sigma'}r_{n\sigma'}\cos(\theta_{n\sigma'} - \theta_{n\sigma}) \\
\frac{d\theta_{n\sigma}}{dt} &= \omega_{n\sigma} - \mu_{\sigma}(G)\cos(\theta_{n\sigma}) \\
&+ \sum_{\sigma' \neq \sigma} K_{\sigma\sigma'}\frac{r_{n\sigma'}}{r_{n\sigma}}\sin(\theta_{n\sigma'} - \theta_{n\sigma}).
\end{align*}
\]

Here the model describes glucose-dependent amplitude modulations with sigmoidal functions of \( f_{\sigma}(G) \) and phase modulations with linear functions of \( \mu_{\sigma}(G) \) [22] for their specific functional forms. The spontaneous oscillations of the cellular activities have angular frequencies, \( \omega_{n\sigma} \sim N(\omega_0, 0.1) \), which follows a normal distribution with a mean value of \( \omega_0 = 2\pi \text{ min}^{-1} \) and a standard deviation of 0.1. The coupling signs between \( \alpha, \beta, \) and \( \delta \) cells follow experimental evidence: \( K_{\alpha\beta} = K_{\beta\alpha} = K_{\alpha\delta} = -1 \) and \( K_{\beta\alpha} = K_{\alpha\beta} = K_{\delta\beta} = 1 \). Note that islet cells interact only within it; they do not interact with cells located in different islets.

The total amount of hormone secretion from whole islets is then \( \sum_r r_{n\sigma}(1 + \cos \theta_{n\sigma}) \) for glucagon \( (\sigma = \alpha) \) and insulin \( (\sigma = \beta) \). The phase \( \theta_{n\sigma} = 0 \) shows maximal secretion, whereas \( \theta_{n\sigma} = \pi \) shows minimal secretion. Given the fact that insulin decreases the glucose concentration \( G \), whereas glucagon increases \( G \), so the oscillator model of islets can make a closed loop for glucose regulation:

\[
\begin{align*}
dG &= \frac{G_0}{N} \sum_{n=1}^{N} r_{n\alpha}(1 + \cos \theta_{n\alpha}) \\
&- \frac{G}{N} (1 - \Delta) \sum_{n=1}^{N} r_{n\beta}(1 + \cos \theta_{n\beta}).
\end{align*}
\]
Glucose clearance by insulin is proportional to the present glucose concentration $G$ unlike glucose production by glucagon. The multiplication of a constant $G_0$ in the glucose production part is included to consider the balance between glucagon and insulin actions at the normal glucose concentration $G_a$. In this study, we set $G_0 = 6.3$ mM. Equations (1)-(3) complete the closed-loop model for glucose regulation in the absence of external glucose stimuli [12]. To include the effect of insulin resistance, we introduce an auxiliary parameter $\Delta$ in the glucose clearance part. $\Delta$ is a reduction in the effective glucose clearance part. $\Delta$ is a reduction in the effective glucose clearance part. $\Delta$ is a reduction in the effective glucose clearance part. $\Delta$ is a reduction in the effective glucose clearance part. $\Delta$ is a reduction in the effective glucose clearance part. $\Delta$ is a reduction in the effective glucose clearance part. $\Delta$ is a reduction in the effective glucose clearance part. $\Delta$ is a reduction in the effective glucose clearance part. $\Delta$ is a reduction in the effective glucose clearance part. $\Delta$ is a reduction in the effective glucose clearance part.

As the insulin-resistance parameter $\Delta$ increases, BGLs of $G$ increase [Fig. 1(b)]. In particular, beyond $\Delta = 0.4$, the 2-hour averaged BGLs of $G_{av}$ exceed 7.8 mM, so hyperglycemia is severe. Therefore, to reproduce early-stage diabetic conditions, we use five groups of $\Delta = \{0, 0.1, 0.2, 0.3, 0.4\}$. Given $\Delta$, we numerically solved the coupled differential Eqs. (1)-(3) for $N = 200$ islets. Then we took 500 time steps (corresponding to 25 min) with a step size 0.05 min as a sample of glucose time traces. For each group of $\Delta$, we prepared 2000 samples of the BGL time series for training and 200 samples for testing. Each sample includes the group label of $\Delta$, which has one-hot encoding (10000, 01000, 00100, 00010, 00001 for $\Delta = 0, 0.1, 0.2, 0.3, 0.4$, respectively).

Different groups of $\Delta$ have a clear feature in the time-averaged value $G_{av} = 1/\tau \sum_{\tau=1} G(t)$ of BGLs for total time step $\tau = 500$. However, given real glucose time traces, one cannot judge whether the different $G_{av}$ results from the different degrees of insulin resistance or simply from individual variations. Therefore, to avoid this confusion, we focus on the temporal pattern itself rather than the shifted average level by using $G(t) - G_{av}$. We produced different samples of $G(t) - G_{av}$ by solving the model with different initial conditions or by randomly selecting different time windows from full time traces (Fig. 2). The temporal patterns for different $\Delta$ are not apparent to the eye.

**III. PATTERN RECOGNITION OF MACHINE LEARNING**

Temporal pattern classification is one of the most challenging problems in ML [23] with a wide range of applications in human activity recognition [24], electroencephalogram (EEG) classification [25], and speech recognition [26, 27]. Here, we consider four different neural networks for their ability to classify insulin resistance from the synthesized time traces of BGLs. First, we consider a shallow neural network (ShallowNet) as a control for comparison with more sophisticated network models. Second, we use a fully-connected deep neural network called a multilayer perceptron (MLP); it is the most basic structure for deep learning. Third, we use a convolutional neural network (CNN) because it has been very successful in recognition of spatial and temporal patterns [28, 29]. Finally, we also use a recurrent neural network (RNN) [30]; RNNs were originally specialized for temporal data by considering recurrent flows in a network.

Our task is a supervised learning with inputs of temporal glucose traces, $G(t) - G_{av}$, and outputs of five labels $\Delta$ for insulin resistance. Thus we assigned 500 nodes for the input layer, and 5 nodes for the output layer. We adopt the ReLU (Rectified Linear Unit) as a basic activation function except for the output layer [31]. For the output layer, we use a softmax function to obtain probabilistic predictions as $(p_1, p_2, p_3, p_4, p_5)$. For example, if $\arg\max_k(p_k) = 1$, we conclude that the corresponding time trace is the first group, which has $\Delta = 0$. We use the Adaptive Moment Estimation (Adam) algorithm for the optimization of learning [32]. Now we specify the network structures that we used in this study.

**ShallowNet.** The ShallowNet consists of two hidden layers of $(1024, 256)$ nodes for each layer.

**MLP.** The MLP has eight hidden layers of $(256, 256, 512, 512, 256, 128, 64)$ nodes, and every node in a layer is fully connected to every node in their adjacent layers.

**CNN.** The CNN for classification is usually composed of two parts. The first part is composed of convolution operations that extract features from input data. The second part takes the features extracted by the convolution layer and feeds them into the MLP for classification. The convolution layer consists of a set of trainable filters. Each filter convolves across the width and height of input data, and generates convolution outputs.

![FIG. 2: Temporal glucose profiles under insulin resistance. Twenty one samples randomly selected (a) from 10000 training data and (b) from 1000 test data. Among the gray time series samples, one is highlighted with colors. The five rows have different degrees of insulin resistance $\Delta = \{0, 0.1, 0.2, 0.3, 0.4\}$ from top to bottom. For easy comparison, the colored samples are put together in (c) and (d) for the training and test data, respectively.](image-url)
The outputs can be interpreted as a filtered input data. Therefore, optimizing the filter to extract relevant features from data is a crucial step for CNN. If one uses many filters, one can extract multiple features. These convolution processes generate a multi-dimensional feature map, which becomes the input for the MLP that combines all the processed features and finally predicts the classification of input data.

We prepared two different types of data encoding: 1-dimensional (1D) and 2-dimensional (2D) inputs. For 1D input, the feature map is generated by convolution only in the temporal space. The CNN for 1D input has five convolutional layers, with 100, 100, 200, 200 and 100 filters, respectively, and filter sizes of 10, 10, 3 and 3, respectively. A CNN is specialized for 1D input, the feature map is generated by convolution (2D image recognition, so we reshaped the 1D temporal data of (1 × 500) into 2D arrays of “images” such as (2 × 250), (5 × 100), or (10 × 50). Given a sequence $[x_1, x_2, \ldots, x_N]$, the reshaping of $(D \times M)$ changes the 1D sequence to $[x_1, x_2, \ldots, x_N]$. This 2D reshaping may be able to capture internal structures such as periodicity in the original time traces. For the 2D input, the CNN has also five convolutional layers of 100, 100, 200, 200, and 100 filters respectively, all size (3, 3). Both 1D and 2D CNNs have the same fully connected MLP parts with four hidden layers with (200, 100, 50, 50) nodes.

RNN. The RNN is designed to process sequential data. Arrays of input data are continuously fed into the RNN, and the activation of each node is transferred to directly connected nodes with recurrent flows. Thus the RNN can naturally consider the order of time traces. Here we use three types of RNNs: (i) vanilla RNN [30], (ii) long short-term memory (LSTM) [30, 34] and (iii) gated recurrent unit (GRU) [33]. Vanilla RNN is the simplest RNN, and LSTM and GRU consider the memory effect of temporal data. Vanilla RNN has three layers with 250 input, 200 hidden, and 50 output nodes for recurrent flows. For the vanilla RNN, we did not use the 1D input of (1 × 500) because it corresponds to a ShallowNet with a single hidden layer of 200 nodes. The LSTM and GRU have gated memory cells such as LSTM unit or GRU. As for the 2D CNN, we considered various input shapes to test memory effects in the LSTM and GRU networks.

### IV. RESULTS AND DISCUSSIONS

For the learning, we used the Keras Python using the TensorFlow backend [35, 39]. The learning of this simple task did not take much computation time, usually less than a few tens of minutes. We examined the diagnosis accuracy (Table I), which was measured by the fraction of correct prediction of the degrees of insulin resistance among the tested glucose profiles. The overall accuracy ranged from 70% to 90%; MLP showed the best accuracy. The accuracy depended on the number of network parameters. The numbers of parameters (in millions) were approximately 1.99 (MLP), 0.99 (2D CNN), 0.87 (LSTM), 0.66 (GRU), and 0.26 (vanilla RNN).

In the analysis of the 2D reshaped data encoding, 2D CNN showed invariant results for different reshaping, whereas GRU and LSTM showed diminished accuracies as the segment length was decreased (Table II). This trend can may be a results of the finite filter size of CNN and the memory effect of RNN. We have also examined a different segmentation rule that changes $[x_1, x_2, \ldots, x_N] \rightarrow [[x_1, x_2, \ldots, x_M], [x_2, x_3, \ldots, x_{M+1}], \ldots, [x_{N-M+1}, x_{N-M+2}, \ldots, x_N]]$, but it achieved a negligible increase (1-5%) in accuracy.

Real glucose profiles include intrinsic and measurement noise. Thus, to examine the noise effect, we added white noise into our synthesized glucose data, and confirmed that our diagnosis was robust up to about 10 % fluctuation in BGL.

In this study, we checked whether machine learning could detect the patterns of BGL under insulin resistance. The temporal change of BGL results from the balanced response to the counter-regulatory hormones, insulin and glucagon. Thus the ineffective action of insulin, called insulin resistance, should affect the BGL profile. Therefore, we simulated the glucose profiles under insulin resistance by using a biophysical model for the glucose regulation, and confirmed that the subtle change of glucose profiles under insulin resistance could be recognized by various machine-learning methods. This demonstrates a great potential of the machine learning approach for the diagnosis of early stage diabetes.

A continuous-glucose-monitoring (CGM) system has been widely used for mainly T1DM as a closed-loop artificial pancreas with insulin pumps [37]. The recent development of low-cost CGM has revolutionized CGM usage towards wearable minimally-invasive CGM sensors [38, 39]. Such an effort will be in conjunction with our proposal to bring the future direction of diabetes management. In addition to the difficulty of obtaining high-resolution glucose profiles, the high-accuracy of labels is another prerequisite for successful supervised learning.
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| Accuracy (%) | ShallowNet | MLP | CNN (1D) | CNN (2D) | CNN (vanila) | RNN (LSTM) | RNN (GRU) |
|--------------|------------|-----|----------|----------|-------------|------------|-----------|
| ∆ = 0.0      | 92.5       | 89.0| 79.0     | 84.0     | 88.0        | 82.0       | 85.0      |
| ∆ = 0.1      | 70.5       | 80.5| 63.5     | 78.0     | 70.5        | 81.0       | 80.0      |
| ∆ = 0.2      | 84.5       | 89.5| 65.0     | 89.5     | 76.0        | 83.5       | 81.5      |
| ∆ = 0.3      | 94.0       | 94.5| 73.0     | 89.5     | 80.5        | 84.5       | 89.0      |
| ∆ = 0.5      | 95.0       | 96.5| 84.5     | 91.5     | 92.0        | 99.0       | 97.5      |
| Total        | 87.3       | 90.0| 73.0     | 86.5     | 81.4        | 86.0       | 86.6      |

TABLE I: Benchmark results of various machine learning methods. The accuracy for each group ∆ is evaluated with 200 test data corresponding to each group. The total accuracy is evaluated with whole 1000 test data.

| Input shape | GRU | LSTM | 2D CNN |
|-------------|-----|------|--------|
| (2 × 250)   | 86.6| 86.0 | 85.3   |
| (5 × 100)   | 84.7| 84.5 | 85.7   |
| (10 × 50)   | 82.2| 84.0 | 86.5   |
| (25 × 20)   | 79.5| 83.3 | 84.2   |
| (20 × 25)   | 80.7| 83.9 | 85.4   |
| (50 × 10)   | 79.8| 82.0 | 85.5   |
| (100 × 5)   | 74.6| 77.5 | 82.3   |
| (500 × 1)   | 74.5| 73.0 | -      |

TABLE II: Network performance of different 2-dimensional data encoding. (D × M) represents (segment dimension, time steps in each segment).