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Abstract—Distributed pose graph optimization (DPGO) is one of the fundamental techniques of swarm robotics. Currently, the sub-problems of DPGO are built on the native poses. Our validation proves that this approach may introduce an imbalance in the sizes of the sub-problems in real-world scenarios, which affects the speed of DPGO optimization, and potentially increases communication requirements. In addition, the coherence of the estimated poses is not guaranteed when the robots in the swarm fail, or partial robots are disconnected. In this paper, we propose BDPGO, a balanced distributed pose graph optimization framework using the idea of decoupling the robot poses and DPGO. BDPGO re-distributes the poses in the pose graph to the robot swarm in a balanced way by introducing a two-stage graph partitioning method to build balanced subproblems. Our validation demonstrates that BDPGO significantly improves the optimization speed without changing the specific algorithm of DPGO in realistic datasets. What’s more, we also validate that BDPGO is robust to robot failure, changes in the wireless network. BDPGO has capable of keeps the coherence of the estimated poses in these situations. The framework also has the potential to be applied to other collaborative simultaneous localization and mapping (CSLAM) problems involved in distributedly solving the factor graph.

I. INTRODUCTION
One of the fundamental problems for autonomous swarm robotics is collaborative simultaneous localization and mapping (CSLAM) [1]–[3]. In CSLAM problems, consistency across the swarm and real-time performance are often more important than local accuracy. Hence, CSLAM systems often use methods such as visual-inertial odometry (VIO) [4] and lidar-inertial odometry (LIO) [5] to estimate the ego-motion while using pose graph optimization (PGO) to estimate the state of the entire swarm to ensure consistency. At an earlier time, researchers tried to solve PGO in a centralized manner [1]. However, the computation power required for centralized PGO snowballs as the swarm’s scale grows, leading to challenges in building a large-scale robot swarm.

Recently, distributed pose graph optimization (DPGO) has become an increasingly popular research direction [6]–[8]. These methods adopt distributed optimization [6], [7], [9] to solve the PGO and have made considerable progress on addressing the scalability issue. The general idea of distributed optimization [9], [10] is to partition the global optimization problem into multiple sub-problems, set up the links between sub-problems. During the optimization procedure, the robots need to solve the sub-problems individually as well as exchange data between themselves to obtain the solution of the global optimization problem iteratively.

In DPGO systems, keyframes are extracted by the VIO or LIO, while loop detection methods [2] are adopted to detect loops, namely relative poses between keyframes. The poses attached to keyframes are represented as the vertices in the pose graph [4], [11] and the detected loops are represented as edges. A straightforward idea in current works is to build the sub-problems on each robot with the poses attached to native keyframes. This straightforward idea is treated as the baseline method in this paper [8], [12].

For swarm robots in real-world applications, however, the movements of robots are imbalanced when accomplishing various types of tasks. Therefore, the sizes of the sub-problem generated by each robot with the baseline approach can be highly imbalanced among the swarm, for example, when a single robot in the swarm performs a specific task, and the remaining robots are idle. Intuitively, this imbalance in the sizes of the sub-problems will produce an imbalance in the speed of solving each sub-problem and thus affects the utilization of computation power. In particular, for synchronous DPGO algorithms [8], the biggest sub-problem determines the global optimization speed, while for asynchronous DPGO algorithms [7], the speed of solving the imbalanced sub-problems still affects the convergence properties, as will be verified in Sect. V.

Furthermore, the volume of data to be exchanged when solving the DPGO is determined by the number of keyframes involved in the inter-edges. Our evaluation results in Sect. V-B show that the baseline approach may occupy more communication volume in exchanging poses among the swarm compared to the optimal sub-problem partitioning. What’s more, the wireless networks of robot swarms are complex and often unstable. Some robots use wireless ad hoc networks to maintain communication [13] and may experience partial robots are disconnected. However, with the baseline method, the robot swarm will lose the poses and edges of the robots that disconnected or failed, so the coherence of the estimated poses is not guaranteed.

Looking to other areas where distributed computing has been applied, for example, computational fluid dynamics (CFD), space is divided into huge meshes, which can be considered as graph structures. In the process of solving partial differential equations (PDEs) on these meshes, researchers distribute the tasks to processors by cutting the graph with partitioning techniques [14] to solve the problem in parallel. A similar approach is applicable to DPGO, in which we can balance and redistribute the poses and the sub-
problems by partitioning the pose graph. Proper partitioning of the pose graph can thus deliver balanced sub-problems with lower communication volume, which can significantly improve the performance of DPGO, including speeding up the optimization, accelerating the convergence of the global problem, and reducing communication bandwidth, as we will verify in Sect. V.

However, in a practical CSLAM system, the pose graph grows with time, yet real-time performance is important for such systems. This makes it inappropriate to directly apply typical graph partitioning methods \[15\], which take a long time for each partition, affecting the real-time performance of the system and also breaking the decentralized and distributed nature of CSLAM systems. Therefore, in this paper, we propose a balanced distributed pose graph optimization (BDPGO) framework to maintain balanced sub-problem sizes in distributed optimization while minimizing the communication volume between robots. The basic idea of this approach is to decouple the measurements and computing functions of the robots by redistributing the poses and edges with a graph partitioning method.

BDPGO involves a two-stage graph partitioning approach that combines the streaming graph partitioning and repartitioning techniques to balance the overhead and quality of graph partitioning for the pose graph. In addition, our framework is designed to be decentralized while being capable of responding to various changes in the swarm, including changes in the wireless network and the failure of robots.

To summarize, the main contributions of this paper are as follows:

- We propose a general framework of balanced distributed pose graph optimization with two-stage incremental graph partitioning (BDPGO). The proposed framework applies to various existing DPGO algorithms with a small overhead but significant improvements. Furthermore, the proposed framework is also robust to robot failures in the swarm or network topology changes.
- We evaluate the impact of graph partitioning on the DPGO with two categories of DPGO approaches. The results show that proper pose graph partitioning with the proposed method speeds up the optimization, accelerating convergence, and reduces the communication requirements significantly compared to the baseline.

II. RELATED WORKS

A. Distributed Pose Graph Optimization

PGO \[16\], \[17\], derived from the factor graph \[18\], is one of the key techniques for simultaneous localization and mapping (SLAM), and is generally used for re-localization \[4\], \[11\] and dense mapping \[19\]. When researchers turned their attention to multi-robot collaboration, the PGO approach was naturally introduced in CSLAM as well \[1\], \[20\], \[21\]. Early attempts at PGO in CSLAM were accomplished by solving the pose graph problem using a centralized server \[1\]. However, centralized PGO suffers from scalability and communication issues in swarm robot systems. The first distributed SLAM approach is proposed by Cunningham et al. \[20\], which uses a constrained factor graph in DDF-SAM, as well as its improved version DDF-SAM2 \[21\]. However, both methods keep a neighborhood graph on each agent and optimize it on each agent, which wastes computational resources and lacks scalability.

Real progress on DPGO started with the Distributed Gauss-Seidel (DGS) approach proposed by Choudhary et al. \[8\]. In this method, the PGO problem is first transformed into a linear problem and then solved in a distributed manner using the Gauss-Seidel method \[9\]. Later the ASAPP method, based on distributed gradient descent, was proposed by Tian et al. \[7\]. It can be seen as a distributed and asynchronous version of Riemann gradient descent \[22\]. The highlight of that work is that it was the first to take communication into account and deliver an asynchronous DPGO approach. The subsequent work of Tian et al. \[6\] introduces a DC2-PGO method using the Distributed Riemann-Staircase method that is a certifiably correct DPGO method. The above DPGO methods are currently used in several practical SLAM systems, including DOOR-SLAM \[2\], which utilizes DGS, and Kimera-multi \[12\], which uses ASAPP. However, none of these existing systems takes into account the problem of sub-problem partitioning. In addition, robot failure and changes in the wireless network have not been considered.

B. Graph Partitioning

Graph partitioning techniques have a decades-long history, and one of the major reasons that such methods have been developed is to optimize computational performance and communication in distributed computing \[14\], \[23\], \[24\]. Graph partitioning methods are used to deal with meshing problems in numerical computations to improve the parallelized processing of numerical computations \[23\], \[24\].

Two main approaches exist to split the graph, edge-cut partitioning \[25\], and vertex-cut partitioning \[26\], and these two branches of partitioning algorithms have been very thoroughly studied. However, early algorithms, such as METIS \[25\], were designed offline. As technology has evolved, the size of data is now often enormous, so researchers have begun to consider streaming graph partitioning (SGP) for both edge-cut and vertex-cut partitioning \[26\]–\[28\], in which the graph partitioning is performed in real-time as the graph structures are received as an input stream. In general, these streaming approaches can be computed in a distributed manner.

Besides the stream-based approach, researchers are taking another type of problem into consideration, graph repartitioning \[23\]. The graph repartitioning method is designed to improve an existing partition, taking into account not only the edge-cut of the partitions and balance between partitionings but also the cost of data redistribution.

C. Graph Partitioning for Distributed Optimization

The utilization of graph partitioning methods to improve distributed optimization is not common. One example, though, is Guo et al. \[29\], who proposed a spectral clustering-based method for partitioning the sub-problems of distributed optimization, which is used to solve the ac optimal power flow...
Fig. 1: This figure demonstrates two approaches to graph partitioning. a) Edge-cut partitioning: The vertices graph is partitioned into disjoint sets. The circled $K_1 \ldots K_8$ denote the vertices. The black lines in the graph denote intra-edges inside the partitions, and the red lines represent the inter-edges that cross the partitions. The set of the inter-edges is the edge-cut. b) Vertex-cut partitioning. The red circled vertices are the vertex replicas.

problem in the smart grid. However, the structure of the smart grid is static, which is fundamentally different from our DPGO problem, where our graph is incrementally growing over time.

The only current work that involves graph partitioning with PGO is by Tang et al. \cite{30}. However, this work does not involve DPGO, and the proposed partitioning method is designed to transform PGO into a multi-layer problem. The subgraphs of the pose graph in this paper are solved independently and based on these subgraphs, and a simplified upper-level graph is generated for optimizing the global pose graph.

III. Preliminaries

A. Graph Partitioning

Let $G = (V, E)$ denote an undirected graph, where $V$ is the set of vertices and $E$ is the set of edges. $|V|$ is the number of vertices and $|E|$ is the number of edges. A pose graph $G_p$ is a graph in which vertices are the poses $R^t_{i1} p^t_{i1}, \ldots, R^t_{in} p^t_{in}$ attached to the keyframes and edges are the relative poses $t_j, t_{j1}, \ldots, t_{j3}$ between keyframes. The partitioning of graph $G$ is to split $G$ into $k$ disjoint sets $P_1, \ldots, P_n$, and $P = (P_1 \ldots P_n)$ is the graph partitioning.

In edge-cut partitioning, the vertices of graph $G$ are split into disjoint sets $P_1 \ldots P_n$, as shown in Fig. [1](a). The set of edges which connect vertices in different partitions is called the edge-cut. Typical edge-cut graph partitioning algorithms are designed to minimize the edge-cut. Meanwhile, vertex-cut partitioning splits edges into disjoint sets \cite{26}, so some of the vertices may have replicas in different partitions, as shown in Fig. [1](b).

In this paper, we combine the greedy-based SGP with the graph repartition method in order to balance efficiency and partitioning quality, which will be described in detail in Sect. \ref{IV}.

B. Distributed Pose Graph Optimization

Assume there are $n$ robots, the distributed optimization problem for pose graph can then be written as \cite{7}, \cite{8}

\[
\min_{x_i} \sum_{i=1}^{n} f_{pgo}(x_i) = \sum_{(i_{o}, j_{o}) \in E_t} \omega_t \left\| p^t_{j} - p^t_{i} - R^t_{i} t_{i_{o}} \right\| + \frac{\omega_t}{2} \left\| t^t_{j_{o}} - R^t_{i} t^t_{j_{o}} \right\|
\]

\[
x_i = [R^t_{i} p^t_{i} \ldots R^t_{l} p^t_{l}]^T
\]

s.t.

\[
R^t_{i} = E^R_{t} z, p^t_{i} = E^p_{t} z, R^t_{i} \in SO(3), t \in \mathbb{R}^3
\]

where $l_i$ is the number of poses of robot $i$, $R^t_{i}, p^t_{i}$ is the pose of robot $i$ of timestamp $t$, $E^R_{t}, E^p_{t}$ projects $z$ to pose $R^t_{i}, p^t_{i}$.

Depending on the iterative behavior, there are currently two kinds of DPGO: synchronous \cite{8} and asynchronous \cite{7}. The synchronous methods need to wait for solutions for other robots before proceeding to the next iteration, while the asynchronous methods have no such restriction. In this paper, we test a synchronous method, DGS \cite{8}, and an asynchronous method, ASAPP \cite{7}, as the proposed framework’s solver. DGS solves the local sub-problem by first converting it into a linear problem and then solving it with Gaussian elimination. In contrast, ASAPP solves the local sub-problem using Riemann gradient descent. The reader is referred to \cite{8} and \cite{7} for the specific implementations of both, which are not elaborated here.

In previous DPGO systems \cite{2, 8, 12}, the state vector $x_i$ is composed by only local poses. In our proposed framework, the poses composing $x_i$ may extracted from remote robots. The poses of all robots in the swarm $R^t_{1}, p^t_{1}, \ldots, R^t_{n}, p^t_{n}$ are partitioned to disjoint sets $P_1 \ldots P_n$, which is an edge-cut graph partitioning of pose graph $G_p$. The new state vector $x^*_i$ is composed of $P_i = (R^t_{j1} p^t_{j1} R^t_{j2} p^t_{j2} \ldots R^t_{j3} p^t_{j3})$, so Problem \ref{1} can be rewritten by replacing $x_i$ with $x^*_i$, which is defined as

\[
x^*_i = [R^t_{j1} p^t_{j1} R^t_{j2} p^t_{j2} \ldots R^t_{j3} p^t_{j3}]^T
\]

C. Communication Implementation

The communication implementation of the robot swarm is critical to the effectiveness of practical DPGO. Among current CSLAM systems with DPGO, Door-SLAM \cite{2} utilizes the peer-to-peer communication model, which was sufficient for its two-UAV real-world experiments. ASAPP \cite{7}, on the other hand, explores the impact of communication delays on convergence performance.

Robot swarms may involve multiple communication models, but the simplest is communication with infrastructure, e.g., wireless routers, cellular networks, etc. The communication volume \cite{14, 31} for each iteration of distributed optimization can be quantified as

\[
\text{comm}(P) = \sum_{i=1}^{k} \text{comm}_i(P_i)
\]

\[
\text{comm}_i(P_i) = \sigma_p \sum_{v \in P_i} |D(v)|
\]
where \( D(v) \) is the set of the partitions which have vertices connected to vertex \( v \) excluding partition \( P_r \). \( \sigma_p \) is the amount of essential data per pose to exchange in each iteration, \( comm(P) \) is the total communication volume of graph partitioning \( P \).

In some scenarios, swarm robot systems communicate within a wireless ad hoc network [32] to remove the need for ground infrastructure. One of the problems that can be encountered when deploying DPGO on wireless ad hoc networks is that the topology of the wireless mesh network may change as the robots move, and the communication range of the onboard wireless devices is limited. For example, the robot swarm may be split into multiple sub-swarms that cannot communicate with each other. This requires our graph partitioning algorithm to be flexible in responding to changes in network topology and to be capable of coping with the loss of connectivity of the robot.

### IV. Proposed Framework

In this section, we propose a generic framework of balanced distributed pose graph optimization. The core of the framework is two-stage incremental graph partitioning: In the first stage of graph partitioning, we partition the incoming keyframes with FENNEL [28], which is a greedy-based SGP approach that has the capacity to distributely run on each robots with a very low overhead. In the second stage, we adopt the Unified Repartitioning Algorithm (URA) [23] to update the graph for refining the graph partitioning quality in a decentralized manner and with a lower frequency and dealing with the changes of the wireless network or sudden failure of robots.

Alg. 1 shows the algorithm of our framework, which is individually run on each robot. The function \texttt{HandleNewKeyframe} is an event-driven function that handles the keyframes and edges extracted by the front-end of the CSLAM system. Once a new keyframe and its attached edges are detected on each robot, we perform a fast partitioning using FENNEL. After this, the robot pushes the partitioning result with \texttt{UnifiedRepartitioning} Algorithm to all robots with the function \texttt{HandleRemotePartitions} with network connections, which are given by the function \texttt{ConnectedRobots}. These robots will handle the keyframe and partitioning result with \texttt{HandleRemoteKeyframe}.

As mentioned in Sect. III-C, a robot swarm using wireless ad hoc network communication may produce changes in the network topology, which we need to take into account when performing repartitioning in the second stage. \texttt{PartitioningThread} shows the thread that runs the second-stage repartitioning algorithm. In \texttt{PartitioningThread}, robot \( k \) first pull the keyframes, edges that it doesn’t have, namely \( G_{pk} - G_{pr} \), from connected robots \( r \) with \texttt{PullDiffPosesAndPartitions}. This step is designed to handle the case of multiple sub-swarms merging. After that, we examine in function \texttt{IsMain} whether the local robot is the main robot of the sub-swarm, where the robot with the smallest ID in each sub-swarm is considered to be the main robot. The main robot uses \texttt{NeedRepartition} to determine whether the pose graph maintained by the current sub-swarm needs to be repartitioned. Two conditions are taken into account: changes in the network topology and a sufficient number of new keyframes have been received compared to the last repartitioning. When either of these conditions is met, the main robot calls \texttt{UnifiedRepartitioning} to perform a repartitioning of the pose graph. Once the repartitioning is completed, the main robot pushes the new partitions to each of the connected robots by \texttt{PushPartitions} and these robots handle the data with \texttt{HandleRemotePartitions}. Finally, the main will call \texttt{SendStartOptimizationSignal} to call the swarm or sub-swarm to start solving Eq[1] and Eq[2] if \texttt{NeedSolvePGO} is satisfied, where a simplified policy is to solve DPGO at a fixed frequency.

In this decentralized design, all keyframes and their attached...
TABLE I: Comparison of the Partitioning Methods. \( \lambda_{imb} = \frac{\max_{i \in P} n_{v_i} - \min_{i \in P} n_{v_i}}{n_{v_i}} \) is the imbalance factor, while \( \lambda_{imb} \) is the average imbalanced factor. \( \lambda_{cut} = \frac{\|E_{cut}\|}{\|E\|} \) is the edge-cut factor, and \( \lambda_{vol} \) is its average value. \( \lambda_{vol} = \frac{\sum_{e \in E} |N(e)|}{|V|} \) is the communication volume factor and its average value is \( \bar{\lambda}_{vol} \). The overhead is the average time cost for graph partitioning per keyframe.

| Dataset | Poses/ Edges | Partition | \( \lambda_{imb} \) | \( \lambda_{cut} \) | \( \bar{\lambda}_{vol} \) | Overhead |
|---------|--------------|-----------|-----------------|-------------------|----------------|---------|
| Torus   | 5000/916     | Baseline  | 2.693           | 0.17              | 0.30           | -       |
|         |              | NoFENNEL  | 1.42            | 0.09              | 0.16           | 1.9ms   |
|         |              | Proposed  | 1.14            | 0.08              | 0.15           | 1.9ms   |
| Grid    | 8000/22294   | Baseline  | 1.882           | 0.54              | 0.76           | -       |
|         |              | NoFENNEL  | 1.31            | 0.15              | 0.23           | 4.1ms   |
|         |              | Proposed  | 1.24            | 0.13              | 0.23           | 4.1ms   |
| Sphere  | 2200/8662    | Baseline  | 6.54            | 0.38              | 0.38           | -       |
|         |              | NoFENNEL  | 1.45            | 0.20              | 0.31           | 1.7ms   |
|         |              | Proposed  | 1.30            | 0.24              | 0.26           | 1.7ms   |
| Cubicle | 5750/12593   | Baseline  | 64.74           | 0.31              | 0.46           | -       |
|         |              | NoFENNEL  | 1.59            | 0.10              | 0.17           | 2.4ms   |
|         |              | Proposed  | 1.22            | 0.08              | 0.14           | 2.4ms   |
| Intel   | 1228/1501    | Baseline  | 57.81           | 0.11              | 0.16           | -       |
|         |              | NoFENNEL  | 2.63            | 0.10              | 0.18           | 0.4ms   |
|         |              | Proposed  | 1.39            | 0.10              | 0.19           | 0.4ms   |
| Manhattan| 3500/5548   | Baseline  | 82.96           | 0.17              | 0.29           | -       |
|         |              | NoFENNEL  | 1.60            | 0.11              | 0.15           | 1.3ms   |
|         |              | Proposed  | 1.23            | 0.07              | 0.14           | 1.3ms   |

A robot swarm in the real-world environment gradually builds pose graphs as they move. To simulate this motion process reasonably well on datasets, we use the Multiple Traveling Salesman Problem Solver inside LKH-3 [34] to solve 10 random paths on the original pose graph datasets as the robot paths. These 10 paths are subsequently assigned to timestamps uniformly as a simulation of the motion of the 10 robots. The edges along the paths can be treated as a simulation of the odometry measurements. In the simulation of the proposed framework, these keyframes are sequentially sent to BDPGO for each robot according to the timestamps, and the pose graph is built incrementally. We also compare our method with a method that removes the first stage, hereafter called the NoFENNEL method, to demonstrate the necessity of introducing the first-stage FENNEL method. In the framework, the Unified Repartitioning Algorithm is implemented using the ParMETIS library.

V. Experiments

A. Evaluation of Two-stage Graph Partitioning

A visualization of the pose graph partitioned by the baseline method and proposed method can be found in Fig. 2. In the evaluations, the repartitioning duration \( dn \) is set to 100, \( \gamma \) and \( \nu \) in FENNEL’s heuristics function is set to 1.5 and 1.1. An intuitive impression is that the partitioning results of the baseline method are messy in Fig. 2 because they are randomly generated paths on the graph, while the partitions generated by the proposed method are well organized. Well-organized partitioning implies a more balanced partition with less communication. This intuitive impression can be confirmed in Table I. The results clearly show that the proposed method has better balance and produces results with a lower communication volume than the baseline and NoFENNEL methods throughout the incremental creation of the pose graph.

Finally, to show the more realistic performance, we measure the average overhead of the partitioning method on both a PC (with AMD R9 5900X CPU) and an embedded platform, NVIDIA Jetson TX2. Even on the embedded device, the overhead brought by the proposed method is acceptable. The overhead is similar between the proposed method and NoFENNEL since FENNEL only requires computing a heuristic. In contrast, the proposed method has better performance on balancing and minimizing communication volume. On the other hand, as a comparison, it takes up to 203.0ms (on Grid3D dataset) if METIS is used to partition the pose graph on the PC and up to 947.2ms on the TX2 while achieving similar results compared to the proposed method, which is unacceptable for a real-time system. This comparison validates the necessity of our proposed two-stage approach for the incremental CSLAM problem other than using direct graph partitioning.

B. Evaluation of BDPGO with Solvers

Beyond the performance of the graph partitioning itself, the final question we need to face is how exactly these partitionings affect the final performance of PGO. In this paper,
we test two representative DPGO methods, synchronous DGS and asynchronous ASAPP, and present impressive results, as shown in Table II and Table III. We modify distributed-mapper for testing the DGS solver and implement ASAPP in C++ with the help of the Ceres Solver [35] for automatic differentiation and the sparse data structures. In the benchmark, we use the three partitioning methods described in Sect. V-A to partition the pose graph to generate local subproblems according to Eq.1 and Eq. 2. During the process, we solve DPGO for every ten new keyframes that are added, and the average performance is shown in Table II and Table III. The benchmarks are performed on a powerful PC with an AMD R9 5900X CPU. To show the convergence performance of the algorithm, we use the raw values in the dataset to initialize the pose graph every time we solve DPGO. The maximum iteration number of DGS is limited to 100 for both rotation initialization and pose optimization, and the optimization result is shown in Fig. 2.

We can find that the DGS incorporating the proposed method is 2 to 5 times faster than the baseline method in the majority of cases in Table II and requires minimum iterations. However, in the Sphere dataset, the NoFENNEL method is slightly faster than the proposed method. Nevertheless, we can find that the final cost of the NoFENNEL method is much larger than that of the proposed method in this dataset, which means that the NoFENNEL method leads to suboptimality. Beyond the Sphere dataset, we can also find that the proposed method gives the smallest final cost in all other datasets.

TABLE II: Comparison of Proposed Framework and Baseline Method with DGS Optimization. Avg. Add. Edges are the average number of additional edges generated to solve the internal connectivity issue of the partitions. Avg. Time is the time of DGS solving the problem, which is determined by the slowest robot. Avg. Util. Rate is the average utilization rate of robots in solving the DPGO, which is defined as \( \frac{\sum_i t_{si}}{n \cdot t_{sm}} \), where \( t_{si} \) is the solving time of robot \( i \), and \( t_{sm} \) is the solving time of the slowest robot. Total Comm. is the sum of the communication volume of each iteration during the whole process.

| Dataset | Partitioning | Avg. Add. Edges | Avg. Time | Avg. Util. Rate | Avg. Iters. | Avg. Initial Cost | Avg. Final Cost | Total Comm. |
|---------|--------------|----------------|-----------|----------------|-------------|------------------|----------------|-------------|
| Torus   | Baseline     | -              | 272.5ms   | 47.0%          | 56.9        | 11462.12        | 37.59          | 6466041     |
|         | NoFENNEL     | 8.7            | 113.8ms   | 86.7%          | 44.6        | 11947.34        | 37.99          | 1932149     |
|         | Proposed     | 2.7            | 90.6ms    | 88.1%          | 35.6        | 11618.69        | 37.59          | 1440603     |
| Grid    | Baseline     | -              | 614.0ms   | 47.4%          | 67.0        | 318525.29       | 118.94         | 46983149    |
|         | NoFENNEL     | 10.1           | 443.7ms   | 75.3%          | 54.6        | 323180.48       | 119.81         | 11840985    |
|         | Proposed     | 2.1            | 299.3ms   | 75.0%          | 42.3        | 319925.99       | 118.31         | 6469528     |
| Sphere  | Baseline     | -              | 352.5ms   | 46.8%          | 98.4        | 36803739.59     | 58562.76       | 2788266     |
|         | NoFENNEL     | 7.6            | 186.2ms   | 84.0%          | 100.2       | 37199866.58     | 112464.94      | 1942471     |
|         | Proposed     | 2.8            | 186.7ms   | 85.1%          | 103.3       | 36943114.72     | 440362.36      | 1529121     |
| Cubicle | Baseline     | -              | 133.5ms   | 45.3%          | 52.6        | 33846.0         | 2.00           | 4934576     |
|         | NoFENNEL     | 9.9            | 66.4ms    | 79.9%          | 16.0        | 34888.0         | 1.61           | 1081773     |
|         | Proposed     | 2.6            | 62.7ms    | 79.0%          | 14.8        | 33980.7 /       | 1.57           | 799251      |
| Intel   | Baseline     | -              | 74.9ms    | 32.7%          | 38.5        | 10308.29        | 0.25           | 165259      |
|         | NoFENNEL     | 8.6            | 19.1ms    | 71.7%          | 25.6        | 11111.39        | 0.22           | 94970       |
|         | Proposed     | 6.1            | 13.4ms    | 77.5%          | 18.7        | 10887.91        | 0.21           | 62981       |
| Manhattan| Baseline    | -              | 216.0ms   | 38.0%          | 66.7        | 36638.00        | 59.59          | 4023810     |
|         | NoFENNEL     | 8.5            | 100.3ms   | 85.4%          | 67.0        | 39088.62        | 1.24           | 1537413     |
|         | Proposed     | 5.4            | 92.2ms    | 86.7%          | 63.8        | 37794.02        | 1.21           | 1279589     |

Fig. 2: This figure shows the comparison of the graph partitioning results of different methods on the datasets. The first row of partitioning is given by the baseline method, and the second row is given by the proposed method. Each point in the figures represents a pose labeled with different colors depending on their partitioning. The pose graphs are optimized by the proposed method with DGS as the solver.

2https://github.com/CogRob/distributed-mapper
In some datasets, the proposed method delivers results that are even orders of magnitude smaller, which means that the proposed partitioning brings the best convergence property. What’s more, the key idea in this paper is to speed up the DPGO by increasing the utilization of the computation of each robot. A bigger utilization rate means the robot takes less time to wait for exchanging poses but more time to solve the subproblem. This is also verified in Table III where the utilization rate of the proposed method is the highest on most of the datasets, which leads to a fast optimization speed.

Furthermore, additional edges in Table III are generated from existing edges to fix internal connectivity, which may lead to the problem of double-counting of information and accuracy degradation, so fewer additional edges point to a better partitioning method. On all datasets, the proposed method generates fewer additional edges than the NoFENNEL method. This is because the $|P_i \cap N(v)|$ item in FENNEL’s heuristic leads to better connectivity of the partitioning. Notably, the additional edges slightly increase the initial costs of the proposed method, while the final cost is smaller. This verifies that these additional edges have no significant effect on the proposed method.

In addition, to verify the performance of the BDPGO framework using an asynchronous DPGO, we performed a verification using ASAPP, which is set to run for 5 seconds in each time of optimization. The gradient descent rate is set to $10^{-5}$ over all datasets, and we initialized the pose graph using DGS as suggested in Tian et al. [7]. Table III shows the comparison of different partitioning approaches on ASAPP. We can find that the final costs of the proposed method and the NoFENNEL method are close, which indicates that they have similar convergence performance, and both have better convergence performance than the baseline method. What’s more, we find that the imbalance rate of the baseline method is bigger than the proposed method, which also results in wasting computational resources.

One of the major advantages of BDPGO is the smaller volume of communication required during optimization, which is also verified in Table II and Table III. On most datasets, the proposed method has a lower communication volume than the NoFENNEL method and much lower than the baseline method. Some readers may think that the proposed method leads to communication volume wasting during graph partitioning. Namely, the baseline method does not require each robot to have all the keyframes of the entire swarm, but only the remote poses connected to its poses when performing DPGO. In contrast, the proposed method needs robots to pull all keyframes in the entire swarm. However, for the vast majority of CSLAM systems [2], [3], robots use loop closure detection other than object-based approaches to detect relationships between keyframes, which requires robots to send all their keyframes to the swarm to maximize the re-call rate.

Another communication-related advantage of BDPGO is the robustness to partial robots in the swarm loss of connection, which can be caused by robot failure or network topology changes. Fig. 3 shows an example of simulation of robot swarm with wireless ad hoc on the Intel dataset. In the simulation, the communication distance of the robot is limited to 10 m, which causes the swarm to be split into three subswarms that cannot communicate with each other at the end of the task. As shown in the figure, with the baseline method, each of the three sub-swarms has a pose graph that is part of the global pose graph. Nevertheless, the network topology does not always remain the same during robot movement, which allows the BDPGO to exchange most of the poses from other robots throughout the process of sub-swarm splitting and merging. The pose graph for each sub-swarm using BDPGO is more complete compared to the baseline, and the coherence

**TABLE III: Comparison of Proposed Framework and Baseline Method with ASAPP Optimization.** The ratio of the minimum number of iterations to the maximum number of iterations is recorded as Iter. Imb. Rate, which shows the imbalance level of the iterations on different robots. Comm. is the total communication volume during the whole process.

| Dataset | Partitioning | Iter. Imb. Rate | Cost     | Comm.   |
|---------|--------------|-----------------|----------|---------|
|         |              |                 | Initial  | Final   |         |
| Torus   | Baseline     | 13.5%           | 11.06    | 60870885 |         |
|         | NoFENNEL    | 82.1%           | 9.76     | 25728550 |         |
|         | Proposed     | 82.7%           | 9.76     | 27052625 |         |
| Grid    | Baseline     | 11.8%           | 25.31    | 187145260|         |
|         | NoFENNEL    | 80.0%           | 23.57    | 63269096 |         |
|         | Proposed     | 80.4%           | 23.57    | 526491532|         |
| Sphere  | Baseline     | 26.1%           | 413.97   | 19546675 |         |
|         | NoFENNEL    | 79.9%           | 98.28    | 15276149 |         |
|         | Proposed     | 80.8%           | 97.15    | 12421322 |         |
| Cubicle | Baseline     | 11.6%           | 2.80     | 88970937 |         |
|         | NoFENNEL    | 80.1%           | 0.99     | 32160895 |         |
|         | Proposed     | 79.7%           | 0.99     | 279999097|         |
| Intel   | Baseline     | 31.1%           | 0.40     | 7378052  |         |
|         | NoFENNEL    | 75.7%           | 0.28     | 8205536  |         |
|         | Proposed     | 80.7%           | 0.28     | 8046555  |         |
| Manhattan| Baseline     | 14.8%           | 48.86    | 50002552 |         |
|         | NoFENNEL    | 81.8%           | 3.79     | 27949555 |         |
|         | Proposed     | 82.3%           | 3.79     | 21740259 |         |

(a) Optimized pose graph with sub-swarms of baseline method

(b) Optimized pose graph with sub-swarms of proposed method

Fig. 3: This figure compares the proposed method and the baseline method when the swarm is split into multiple sub-swarms due to communication problems. On each sub-swarm, the poses belonging to different partitions are labeled with different colors.
of the poses is kept. This coherence also holds for partial robot failures, in which case the equivalent of the sub-swarm in Fig. [3] will not reconnect again. In addition, we found in the simulation that partial robot disconnections may cause the pose graph of the sub-swarm with the baseline method to lose connectivity. For example, in the pose graph, the poses of robot 1 is connected to poses of robot 2, and poses robot 2 is connected to poses of robot 3. When robot 2 is lost, we can’t solve the DPGO using the baseline method since the pose graph is disconnected. Conversely, the proposed method eliminates this problem because the poses and edges partitioned to robot 2 in the above example are redistributed to robot 1 and robot 3.

VI. CONCLUSION AND FUTURE WORKS

In this paper, we propose BDPGO, a balanced DPGO framework. With this approach, we significantly speed up existing DPGO methods while reducing the communication volume and being capable of coping with wireless network changes, robot failures. This framework can effectively improve CSLAM with DPGO for robot swarms working in real-world environments. In addition, although only DPGO is discussed in this paper, our proposed approach can actually be extended to all CSLAM problems that require distributedly solving the factor graph. We believe that the ideas embedded in this paper, namely, decoupling the sensor and computational functions on robot clusters and maximizing the utilization of resources in robot swarms through comprehensive scheduling, will inspire more research on robot swarms.
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