1. Introduction

Different types of objects are detected in series of CCD-frames during observations: solar system minor bodies (SSOs); stars and large-scale diffuse sources (non-SSOs); charge transfer tails from bright stars, bright streaks from satellites, and noise sources amongst others. The difference between the detected SSOs and non-SSOs is that the non-SSOs have a zero velocity apparent motion on a set of frames, while the SSOs have a non-zero one. Wherein, a rapid detection of the objects with a near-zero velocity apparent motion both from the main belt of asteroids and beyond the Jupiter’s orbit is very important for the asteroid-comet hazard problem as well as for the earliest recording new SSOs.

Over the past few decades, several powerful software tools and methods had been developed, allowing discovery and cataloging of thousands of SSOs (asteroids, comets, trans-Neptunians, Centaurs, etc.). First of all, it was the Lincoln Near-Earth Asteroid Research (LINEAR) project (Stokes 1998), which outperformed all asteroid search programs acted until 1998. This project brought the number of discovered SSOs to over 230,000, including 2,423 near-Earth objects (NEOs) and 279 comets (Stokes 2000). The second biggest asteroid survey, the Catalina Sky Survey (CSS 2016), started in 2005 as a search program for any potentially hazardous minor planets and allowed to discover more than 6,500 NEOs. The same program in the southern hemisphere, the Siding Spring Survey (SSS), was closed in 2013.

A successful operation of these programs has stimulated new instruments and advanced CCD-cameras manufacturing as well as the development of new methods and algorithms for image processing and detecting faint SSOs. These methods of the automated search for very faint objects in a CCD-frame series were based, mostly, on the matched filter or the combined multiple frames along the typical SSO’s motion (Yanagisawa et al. 2005). For example, the implementation of a multi-hypothesis velocity matched filter for LINEAR archive of images has produced about 25% new detections (mostly of faint SSOs) that were missed at the stage of a primary processing of observations (Shucker 2008). Another algorithm, the interacting multiple-model (IMM), was introduced as a modification of matched filter and provided a new structure for effective management of multiple filter models, while the selected parameters must be considered for the IMM optimizing (Genovesi 2001).

The Panoramic Survey Telescope and Rapid Response System (Pan-STARRS) for surveying the sky for moving objects on a continual basis was designed as an array of four telescopes. The first telescope, PS1, is in a full operation since 2010 and is able to observe objects down to 22.5<sup>m</sup> apparent magnitude. With the help of PS1 more than 2,860 NEOs and many comets have already been discovered (see Hsieh et al. 2013). PS1 uses the Moving Object Pipeline System, MOPS (Heasley et al. 2007), which includes some methods and techniques for searching for the extremely faint and distant SSOs (Jedicke et al. 2009), such as for example the modified intra-nightly linking algorithm, which includes a partial Hough transform method for quickly identifying of the multiple detections and post-processing step for intra-nightly linking (see Parker et al. 2009, Myers et al. 2008).

These methods were successfully tested for simulations of processing the moving objects with MOPS on the Pan-STARRS and the Large Synoptic Survey Telescope, LSST (Barnard et al. 2006), the latter will be provided by the same pipeline system as on the Pan-STARRS (Myers et al. 2008). It is important that PS1 is a highly effective for discovering objects that could actually impact the Earth next 100 years (Jedicke et al. 2009) and was complemented with the infrared data of the former WISE orbital telescope (Daly et al. 2010).

In 2009, the authors of this paper developed the CoLiTec (Collection Light Technology) software for the automated detection of the solar system minor bodies in CCD-frames series (see, in detail, http://www.neaoastrosoft.com and papers by Savanevych (1999, 2006); Savanevych et al. 2012, 2013; Savanevych et al. 2015; Savanevych et al. 2016; Savanevych et al. 2018; Savanevych et al. 2017; Savanevych et al. 2016; Savanevych et al. 2013; Savanevych et al. 2015; Savanevych et al. 2012). Since 2009 it has been installed at several observatories: Andrushivka Astronomical Observatory (A50, Ukraine) (Ivashchenko et al. 2013), ISSN-OM Observatory (A15, Russia) (Khabarov et al. 2012), Odessa-Mayaki (583, Ukraine) (Troianski et al. 2014), Vihorlat Observatory (Slovakia) (Dubovsky et al. 2017).

The preliminary object’s detection with CoLiTec software is based on the accumulation of the energy of signals along possible object tracks in a series of CCD-frames. Such accumulation is reached by the method of the multi-valued transformation of the object coordinates that is equivalent to the Hough transformation (Savanevych 2006, Savanevych et al. 2012). In general, CoLiTec software allows detecting of the objects with different velocities of the apparent motion by individual plugins for fast and slow objects, and objects with the near-zero apparent motion. CoLiTec software is widely used in a number of observatories. In total, four comets (C/2011 X1 (Elenin), P/2011 NO1 (Elenin), C/2012 S1 (ISON) and P/2013 V3 (Nevskii)) and more than 1560 asteroids including 6 NEOs, 21 Trojan Jupiter asteroids and one Centaur were discovered using CoLiTec software as well as more than 700 000 positional CCD-measurements were sent to the Minor Planet Center (Ivashchenko et al. 2013; Elenin et al. 2013; Savanevych et al. 2015). Our comparison of statistical characteristics of positional CCD-measurements with CoLiTec and Astrometria (http://www.astrometria.at; Miller et al. 2008; Raab 2012) software in the same set of test CCD-frames has demonstrated that the limits for reliable positional CCD-measurements with CoLiTec software are wider than those with Astrometria one, in particular, for the area of extremely low signal-to-noise ratio (S/N) (Savanevych et al. 2015).

Besides the requirement of large computational effort (see Shucker 2008), the main disadvantage of all the above mentioned methods implemented into software is a neglecting of near-zero apparent motion of objects in CCD-frames that has yet to be described and tested. So, the aim of this paper is to introduce a new computational method for detection of SSOs with a near-zero velocity of apparent motion in a series of CCD-frames. We propose considering these SSOs as a separate subclass, which includes objects whose inter-frame shifts during the observational session are commensurate with the errors in measuring their positions. We call the maximum permissible velocity of a near-zero apparent motion as ε-velocity. Then, a subclass of SSOs with a near-zero apparent motion includes such SSOs, which have velocities of apparent motion between CCD-frames that do not exceed three RMS errors, 3σ, of measurements of their positions (ε = 3σ). We will also use the notation of 3σ-velocity instead of ε-velocity to describe a near-zero apparent motion of SSOs.

The economy in the observational search resource leads to a reduction in the time between CCD-frames. This, in turn, leads to the fact that a significant part of SSOs will have an ε-velocity...
Objects with significant apparent motion are easily detected by any methods of the trajectory determination, for example, the methods for inter-frame processing (Garcia et al. 2008, Gong et al. 2004, Vavilova et al. 2012). The problem arises when we would like to detect an object with a near-zero apparent motion in CCD-frame series. Such an object can be falsely identified as the object with a $3\sigma$-velocity.

The first step for solving this problem is a formation of the set of measurements $\Omega_{set} (A.5)$ (no more than one measurement per frame) for the object, which was preliminarily assigned to the objects with $3\sigma$-velocities. In its turn, such objects should be registered in the internal catalog of objects that are motionless in the series of CCD-frames (Vavilova et al. 2012). This catalog is also helpful to reduce the number of false SSO detections in the software for automatic CCD-frame processing of asteroid surveys (Pohorelov et al. 2016).

In other words, the hypothesis $H_0$ that a certain set $\Omega_{set} (A.5)$ of measurements complies to the objects with a $3\sigma$-velocity is as follows:

$$H_0 : \sqrt{V_x^2 + V_y^2} = 0,$$

where $V_x$, $V_y$ are the apparent velocities of object along each coordinate.

Then the more complicative alternative $H_1$ that the object with the set of measurements $\Omega_{set} (A.5)$ has a $3\sigma$-velocity will be written as:

$$H_1 : \sqrt{V_x^2 + V_y^2} > 0.$$

The false detection of the near-zero apparent motion of the object is an error of the first kind $\alpha$ assuming the validity of $H_0$ hypothesis (1). The skipping of the object with a $3\sigma$-velocity is an error of the second kind $\beta$ under condition that the alternative hypothesis $H_1$ (2) is true. It is accepted in the community that the conditional probabilities of errors of the first $\alpha$ kind (conditional probability of the false detection, CPFD) and the second $\beta$ kind (skipping of the object) are the indicators of a good quality detection (Kuznyetsov 2000). We also used the conditional probability of the true detection (CPTD) as a complement to the conditional probability of an error of the second $\beta$ kind to unity ($1 - \beta$).

So, the task solution may be formulated as follows: 1) it is necessary to develop computational methods for detecting the near-zero apparent motion of the object based on the analysis of a set $\Omega_{set}$ of measurements ($A.5$) obtained from a series of CCD-frames; 2) computational methods have to check the competing hypotheses of zero $H_0$ (1) and near-zero $H_1$ (2) apparent motion of the object.

**Maximum likelihood criterion.** Usually, hypotheses such as $H_0$ (6) and $H_1$ (7) are tested according to a maximum likelihood criterion (Masson 2011, Miyung 2003, Miura et al. 2005, Sanders-Reed 2003) or any other criterion of the Bayesian group (Lee et al. 2014). The sufficient statistic for all the criteria is the likelihood ratio (LR), which is compared with critical values that are selected according to the specific criteria (Morey et al. 2014). If there are no opportunities to justify the a priori probabilities of hypotheses and losses related to wrong decisions, the developer can use either a maximum likelihood criteria or Neyman-Pearson approach (Lee et al. 2014). The unknown parameters of the likelihood function are evaluated by the same sample in which the hypotheses are tested. In mathematical statistics, such rules are called "substitutional rules for hypothesis testing" (Lehman et al. 2010, Morey et al. 2014). In the technical literature, such rules are called "detection-measurement" (Morey et al. 2014).

The "detection" procedure precedes the "measurement" procedure for the substitutional decision rule. And this is a general principle for solving the problem of mixed optimization with discrete and continuous parameters (Arora et al. 1994). The decision statistics of hypotheses that correspond to different values of discrete parameters are compared with each other after the optimization of conditional likelihood functions for the value of their continuous parameters. The software developers use the substitution rule of maximum likelihood despite the fact that the evidence is not proved mathematically. It should be compared with any new methods of hypothesis testing with a priori parameter uncertainty (Gunawardena 2006). The quality indicators of hypothesis testing can be examined only by statistical modeling or on the training samples of large experimental datasets.

A likelihood function for detection of a near-zero apparent motion can be defined as the common density distribution of measurements of the object positions in a set of measurements (see Appendix B). Ordinary least square (OLS) evaluation of the parameters of the object’s apparent motion as well as the variance of the object’s positional estimates in a set of measurements are described in Appendix C. Using these parameters, one can obtain the maximum allowable (critical) value of the LR estimate for the detection of a near-zero apparent motion for the substitutional methods (C.11 - C.13).

3. Task solution

**Conversion of testing the hypothesis $H_1$ to the problem of validation of the statistical significance factor of the apparent motion.** One of the disadvantages of substitutional methods based on maximum likelihood criteria (Masson 2011, Miyung 2003) is the insufficient justification of their application when some parameters of likelihood function are unknown. The second one leads to the necessity of selecting the value of boundary decisive statistics (Miura et al. 2005, Sanders-Reed 2005).
Moreover, in our case, the substitutional methods are inefficient when the object’s apparent motion is near-zero. Models (A.1) and (A.2) of the independent apparent motion along each coordinate are the classical models of linear regression with two parameters (start position and the velocity along each coordinate). Thus, in our case, the alternative $H_1$ hypothesis (2) about the object to be the SSO with a near-zero apparent motion is identical to the hypothesis about the statistical significance of the apparent motion. We propose to check the statistical significance of the entire velocity for detection of a $3\sigma$-velocity, which is equivalent to check the hypothesis $H_1$.

A method for detection of the near-zero apparent motion using Fisher f-criterion. We propose to check the statistical significance of the entire velocity of the apparent motion of the object using f-criterion. F-test should be applied, when variances of the positions in a set of measurements are unknown. It is based on the fact that the f-distribution does not depend on the distribution of positional errors in a set of measurements [Phillips 1982, Johnson et al. 1995]. Furthermore, there are also tabulated values of the Fisher distribution statistics [Burden et al. 2010; Melard 2014].

The f-criterion to check the statistical significance of the entire velocity of the apparent motion is represented as [Phillips 1982].

$$f(\Omega_{est}) = \frac{R_0^2 - R_1^2}{R_1^2} \frac{N_{mea} - r}{w}, \quad (3)$$

where $w = 1$ is the number of factors of the linear regression model that are verified by the hypothesis. In our case, the factor is the velocity of the apparent motion;

$r$ is a rank of the plan matrix $F_x$ [Burden et al. 2010] ($\text{rang}(F_x = r \leq \min(m, N_{mea})$);

$$F_x = \begin{bmatrix}
1 & \Delta r_1 = (r_1 - \tau_0) \\
\vdots & \vdots \\
1 & \Delta r_k = (r_k - \tau_0) \\
\vdots & \vdots \\
1 & \Delta r_{N_{mea}} = (r_{N_{mea}} - \tau_0)
\end{bmatrix}. \quad (4)$$

The rank of the $F_x$ matrix defined by (4) is equal to two for the linear model of the motion along one coordinate because a number $m$ of the estimated parameters of the motion is equal to two. As the apparent motion occurs along two coordinates, the number $m$ of its estimated parameters is equal to four. Accordingly, the rank $r$ of the $F_x$ matrix is four because $r = m$.

The statistic (3) has a Fisher probability distribution with $(w, N_{mea} - r)$ degrees of freedom [Phillips 1982]. Its distribution corresponds to the distribution of the ratio of two independent random variables with a chi-square distribution [Park et al. 2011], degrees of freedom $w$, and $N_{mea} - r$. For example, let the number $N_{ff}$ of CCD-frames in a series of frames to be $N_{ff} = 4$, and each frame contains the measurement of the object’s position. Hence, for two coordinates the number of measurements is $2N_{mea} = 8$, $w = 1$, and the rank $r$ of the matrix $F_x$ (4) is $r = 4$. Therefore, statistic (3) has a Fisher probability distribution with (1, 4) degrees of freedom.

To determine the maximum allowable (critical) tabulated value of the Fisher distribution statistics, we have to use the predefined significance level $\alpha$. Its value is the conditional probability of the false detection, CPFD, of the near-zero apparent motion. For example, if $\alpha = 10^{-3}$, the maximum allowable $f_{cr}$ value of the Fisher distribution statistics with (1, 4) degrees of freedom is $f_{cr} = 74.13$ [Melard 2014].

After transformation, the method for detection of the near-zero apparent motion using Fisher f-criterion is represented as:

$$\frac{R_0^2 - R_1^2}{R_1^2} \geq \frac{w f_{cr}}{N_{mea} - r}. \quad (5)$$

4. Indicators of quality of the near-zero apparent motion detection

Number of experiments for statistical modeling. Errors in statistical modeling are defined by estimates of conditional probabilities of the false detection $\gamma_0$ (validity of the $H_0$ hypothesis) and true detection $\gamma_1$ (validity of the alternative $H_1$ using the critical values of the decision statistics after modeling the $H_0$ hypothesis).

In our research we assumed that the reasonable values of errors of experimental frequencies are equal to $\gamma_{\text{accept}} = \alpha/10$, $\gamma_{\text{accept}} = 10^{-3}$. Their dependence on the number of experiments for the statistical modeling (under the condition of a validity of the hypothesis $H_0$ and the alternative $H_1$) is determined by the empirical formulas:

$$N_{\text{exp}} = 10^2/\gamma_{\text{accept}}^2; \quad (6)$$
$$N_{\text{exp}} = 10^2/\gamma_{\text{accept}}^4 = 10^{-6}. \quad (7)$$

Preconditions and constants for the methods of the statistical and in situ modeling. To study the indicators of quality of the near-zero apparent motion detection using substitutional methods (see, Appendix C and formulas C.11 - C.13) in maximum likelihood approach, the appropriate maximum allowable values $\lambda_{cr}$ should be applied. These values are determined in accordance with the predefined level of significance $\alpha$ in the modeling of the hypothesis $H_0$ ($V = 0$).

For the statistical and in situ modeling, where the method (5) was used, we applied the tabulated value $f_{cr}$ of the Fisher distribution statistics with $(w, N_{mea} - r)$ degrees of freedom [Phillips 1982]. As an alternative, the critical value $f_{cr}$ is determined according to the predefined level of significance $\alpha$ in the modeling of the hypothesis $H_0$ ($V = 0$). Normally distributed random variables were modeled using the Zigurat method [Marsaglia et al. 2000]. All the methods for detection of the near-zero apparent motion were analyzed on the same data set.

The following values of constants were used: the significance level is taken as $\alpha = 10^{-3}$ and $\alpha = 10^{-4}$; the number $N_{ff}$ of frames in a series is equal to $N_{ff} = (4, 6, 8, 10, 15)$. For modeling $H_1$ ($V > 0$) hypothesis the velocity module $V$ of the apparent motion was defined in relative terms, namely, RMS error of measurement deviations of the object’s position ($V = k\sigma$).

Here the coefficient is equal to $k = (0, 0.5, 1, 1.25, 1.5, 1.75, 2, 3, 4, 5, 10)$. Mathematical expectation of external estimation of positional RMS error is $m(\sigma_{\text{est}}) = 0$ and its RMS error is $\sigma(\sigma_{\text{est}}) = (0.15, 0.25)$. If $\alpha = 10^{-3}$, the maximum allowable tabulated value of the Fisher distribution statistics with (1, 4) degrees of freedom is $f_{cr} = 74.13$ and if $\alpha = 10^{-4}$, it is $f_{cr} = 241.62$ [Melard 2014].

A method of statistical modeling for analysis of indicators of quality of the near-zero apparent motion detection in a series of CCD-frames. Conditional probability of the true detection (CPTD) is calculated in terms of the frequency of LR estimates $\hat{f}(\Omega_{est})$, or $f(\Omega_{est})$ exceeding the maximum allowable values $\lambda_{cr}$, or $f_{cr}$ for all methods of near-zero apparent motion detection:

$$D_{true} = N_{\text{crx}}/N_{\text{exp}}, \quad (8)$$
where $N_{exc}$ is the number of exceedings of the critical value $\lambda_{cr}$ for the substitutional methods of maximum likelihood or $f_{cr}$ for the method with f-criterion. CPTD estimation is determined for the various number of frames $N_{fr}$ and various values of the apparent motion velocity module $V$.

Figure 1 ($\alpha = 10^{-3}$) shows the curves of near-zero apparent motion detected by different methods: the Fisher f-criterion (5) method (curve 1); substitutional method for maximum likelihood detection using the known variance of the position measurements (C.12) (curve 2); and substitutional method for maximum likelihood detection using external estimation of RMS error (C.13) $\hat{\sigma}_{out} = 0.15$ (curve 3) and $\hat{\sigma}_{out} = 0.25$ (curve 4).

Figure 2 ($\alpha = 10^{-3}$) shows the curves of near-zero apparent motion detection obtained by the Fisher f-criterion method (5) with the critical tabulated value $f_{cr}$ of the Fisher distribution statistics with $(w, N_{mea} - r)$ degrees of freedom (Phillips, 1982) and the critical value $f_{cr}$ according to the predefined significance level $\alpha$.

A method of in situ modeling for analysis of indicators of quality of the near-zero apparent motion detection on a series of CCD-frames. In this case, it is impossible to restore the real law of the errors’ distribution completely. The method of in situ modeling is, therefore, more appropriate (Kuzmyn, 2000).

We compiled the set of objects with practically zero apparent motion in the framework of the CoLiTec project (Savanevych et al., 2015; Savanevych et al., 2015) and used it as the internal catalog (IC) of motionless objects in a series of frames (Vavilova et al., 2012).

It is important to note that the objects exactly from the internal catalog were selected as in situ data. Because the positions of objects from this catalog are fixed, so deviations of their estimated positions from their average value can be regarded as evaluations of their errors. These values can be used in the in situ modeling.

Further, these deviations should be added to the determined values of the objects’ displacements according to their velocities of the apparent motion. Thereby, it is possible to use the real laws of the positional errors distribution in the study of their motion by the in situ modeling method.

In situ data. Series of CCD-frames from observatories ISON-NM (MPC code - "H15") (Molotov et al., 2009) and ISON-Kislovodsk (MPC code - "D00") (ISON-Kislovodsk, 2016) were selected as the in situ data. The ISON-NM observatory is equipped with a 40 cm telescope SANTEL-400AN with CCD-camera FLI ML09000-65 (3056 x 3056 pixels, the pixel size is 12 microns). Exposure time was 150 seconds.

The ISON-Kislovodsk observatory is equipped with a 19.2 cm wide-field telescope GENON (VT-78) with CCD-camera FLI ML09000-65 (4008 x 2672 pixels, the pixel size is 9 microns). Exposure time was 180 seconds. Figures 3 and 4 show the curves of the near-zero apparent motion detection obtained by the Fisher f-criterion (5) and by the substitutional method of maximum likelihood with an external estimation of RMS error (C.13) for two sources of in situ data.

![Fig. 1. Curves of the near-zero apparent motion detection obtained by the method using Fisher f-criterion (1), substitutional methods with the known variance (2), with external estimations of RMS error 0.15 (3) and RMS error 0.25 (4)](image-url)
**Fig. 2.** The curves of the near-zero apparent motion detection obtained by the Fisher f-criterion method with the critical tabulated value (solid line) and the critical value according to the predefined significance level $\alpha$ (dashed line).

**Fig. 3.** Curves of the near-zero apparent motion detection with the SANTEL-400AN telescope obtained by the Fisher f-criterion method (solid line) and by the substitutional method with external estimation of RMS error 0.15 (dashed line).
Analysis of indicators of quality of the near-zero apparent motion detection in a series of CCD-frames by the method of statistical modeling. Analyzing different approaches, we can note that the substitutional methods of maximum likelihood detection with known variance of the object’s position (C.12) depicted by the curve 2 in Fig. 1, and the methods with external estimation of RMS errors \( \hat{\sigma}_{\text{ext}} = 0.15 \) (C.13) represented by the curve 3 in the same figure are the most sensitive to the object velocity changes. For example, CPTD of the near-zero apparent motion for these methods increases in the series consisting of four frames and having \( V = 0.5 \sigma \). Here, \( \sigma \) is an RMS error of the estimated positions. For other methods the velocity module of the apparent motion is not less than \( V = 1.25 \sigma \), and if \( N_{ff} = 6 \), not less than \( V = \sigma \).

The curve 1 in Fig. 1 demonstrates that the near-zero apparent motion detection method with Fisher f-criterion (5) is not effective enough with the data of statistical modeling, when the number of frames \( N_{ff} \) is small. But if \( N_{ff} \) is not less than eight, this method is not inferior to other ones by CPTD. In own turn, the substitutional method of maximum likelihood with the known variance of the object’s position (C.12) exists only in theory and can not be applied in practice.

Hereby, the substitutional method of maximum likelihood with external estimation of RMS error (C.13) described by curve 3 in Fig. 1 is the most effective and flexible. We remember that the external estimation can be obtained from measurements of the other objects in CCD-frame.

On the other hand, the determination of critical values for all substitutional methods encounters formidable obstacles. First of all, it is not clear how to separate a set of stars (objects with a zero rate motion) from the objects with a near-zero apparent motion to determine them. Also, this process is very time- and resource-consuming and difficult to apply in rapidly changing conditions of observations in modern asteroid surveys.

In statistical modeling, the critical values \( f_{cr} \) of the f-criterion determined according to the predefined significance levels are almost equal to the tabulated critical values of Fisher distribution statistics with \((w, N_{\text{mea}} - r)\) degrees of freedom (Phillips 1982; Melard 2014) of the method (5). It is obviously seen in Fig. 2. Moreover, these figures demonstrate that the similarity of these critical values of decisive statistic does not depend on the number of frames in the series.

Hence, it is not necessary to determine them for the different number of frames \( N_{ff} \) and observation conditions. It is enough to use the maximum allowable tabulated value (Melard 2014).

Following from our statistical experiments, we can note that the method for the near-zero apparent motion detection with Fisher f-criterion (5) is more effective for the large number of CCD-frames and the velocity module of the apparent motion \( V = 0.5 \sigma \) as it’s seen in Fig. 2.

Analysis of indicators of quality of the near-zero apparent motion detection in a series of CCD-frames by the method of in situ modeling. It is found that the method for detection of the object’s near-zero apparent motion using Fisher f-criterion (5) is the most sensitive to changes in the object’s velocity (Fig. 3, 4). As shown earlier, CPTD for this method increases when series includes four frames or more and when \( V = 0.5 \sigma \). For other methods the velocity module of the apparent motion should be not less than \( V = 1.25 \sigma \).

In addition, the method of the near-zero apparent motion detection using Fisher f-criterion (5) is stable and does not depend on the kind of telescope (Fig. 5a). Therefore, there is no need to undertake additional steps for determining the critical value of the decisive statistic after the equipment replacement or observational conditions change. Other methods of the apparent motion detection encounter problems when determining the critical values as it is obvious from Fig. 5b.

Examples of objects discovered by the method of near-zero apparent motion detection in a series of CCD-frames using significance criteria of the apparent motion. There are many objects with near-zero apparent motion that were detected by the CoLiTec software for automated asteroids and comets discoveries (Savanevych et. al. 2015). The plugin implements the method of detection using the Fisher f-criterion (5). Table 1 gives information about several observatories at which the CoLiTec software is installed.

Table 1. Information about observatories and telescopes at which the CoLiTec software is installed

| Observatory       | ISO-1/2Uzhgorod Observatory | Cerro Tololo Inter-American Observatory (CTIO) | ISO-Kislovodsk Observatory |
|-------------------|-----------------------------|-----------------------------------------------|-----------------------------|
| MPC code          | ISO-1/2Uzhgorod Observatory | Cerro Tololo Inter-American Observatory (CTIO) | ISO-Kislovodsk Observatory |
| Telescope         | ChV-400                     | BRC-250M                                      | PromtS                      |
| Aperture, cm      | 40                          | 25                                            | 61                           |
| Aperture, cm      | 40                          | 25                                            | 61                           |
| Aperture, cm      | 40                          | Apogee F42                                    | Apogee F42                  |
| Aperture, cm      | 40                          | Apogee F42                                    | Apogee F42                  |
| Aperture, cm      | 40                          | Apogee F42                                    | Apogee F42                  |
| Aperture, cm      | 40                          | Apogee F42                                    | Apogee F42                  |
| Resolution, pix   | 3080 x 3080                 | 3072 x 3048                                  | 2048 x 2048                 |
| Resolution, pix   | 3080 x 3080                 | 3072 x 3048                                  | 2048 x 2048                 |
| Pixel size, \( \mu m \) | 12                          | 9                                            | 1.5                         |
| Scale, \( \mu m \) | 1.42                        | 1.46                                         | 0.66                        |
| Scale, \( \mu m \) | 1.42                        | 1.46                                         | 0.66                        |
ent motion of object determined in relative terms, in other words, RMS error of measurement deviations of the object’s position ($k = \sqrt{\sigma_0^2}$).

### Table 2. Examples of asteroids 1917, 6063, 242211, 3288 with a near-zero apparent motion that were detected by the proposed method using Fisher f-criterion (5)

| Parameters \ Objects | 1917 | 6063 | 242211 | 3288 | 20460 |
|----------------------|------|------|--------|------|-------|
| Date of observation  | 2017-07-11 | 2017-07-11 | 2017-07-13 | 2017-07-19 | 2017-07-19 |
| Telescope            | Promt8 | Promt8 | Promt8 | Promt8 | Promt8 |
| Exposure, s          | 80    | 40    | 40     | 20    | 40    |
| $V_{\text{c}}$, pix/fr | 0.43  | 0.94  | 0.56   | 0.91  | 0.36  |
| $V_{\text{f}}$, pix/fr | 0.47  | 0.73  | 0.36   | 0.47  | 0.47  |
| $V_{\text{c}}$, /fr  | -0.49 | 0.66  | -0.30  | -0.22 | -0.22 |
| $\sigma_{\text{c}}$, /fr | 0.25  | 0.65  | -0.39  | 0.02  | 0.02  |
| $\sigma_{\text{f}}$, /fr | -0.34 | 0.65  | 0.37   | 0.04  | 0.04  |
| $V$, pix/fr          | 0.66  | 1.19  | 0.67   | 0.50  | 0.50  |
| $V$, /fr             | 0.55  | 0.93  | 0.49   | 0.22  | 0.22  |
| $V_{\text{c}}$, /fr  | 0.47  | 0.93  | 0.48   | 0.31  | 0.31  |
| Average FWHM, pix    | 1.45  | 1.65  | 4.62   | 3.70  | 3.70  |
| Average SNR, /fr     | 0.86  | 0.04  | 12.85  | 11.86 | 11.86 |
| $\sigma_{\text{c}}$, pix (UCAC4) | 0.40  | 0.45  | 0.44   | 0.30  | 0.30  |
| $\sigma_{\text{f}}$, pix (UCAC4) | 0.30  | 0.19  | 0.28   | 0.20  | 0.20  |
| $\sigma_{\text{f}}$, deg | 15.2  | 17.35 | 17.17  | 15.24 | 15.24 |
| Asteroid-Moon dist., deg | 97    | 82.5  | 68     | 91.5  | 91.5  |
| Moon phase %         | 91    | 91    | 76     | 14    | 14    |
| $k = \sqrt{\sigma_0}$ | 1.65  | 2.64  | 1.63   | 1.67  | 1.67  |

### Table 3. Examples of asteroids 1980, 20460, 138846, 166 with a near-zero apparent motion that were detected by the proposed method using Fisher f-criterion (5)

| Parameters \ Objects | 1980 | 20460 | 138846 | 166 |
|----------------------|------|-------|--------|-----|
| Date of observation  | 2017-07-09 | 2017-07-03 | 2017-07-13 | 2017-07-19 |
| Telescope            | BRC-250M | CTV-300 | CTV-300 | CTV-300 |
| Exposure, s          | 30    | 30    | 60     | 60   |
| $V_{\text{c}}$, pix/fr | 0.09  | 0.71  | 0.06   | 0.11 |
| $V_{\text{f}}$, pix/fr | 0.37  | 0.57  | 0.58   | 0.21 |
| $V_{\text{c}}$, /fr  | -0.11 | -0.19 | 0.07   | 0.19 |
| $V_{\text{f}}$, /fr  | 0.64  | 0.76  | 1.34   | 0.32 |
| $V_{\text{c}}$, /fr  | 0.54  | -0.06 | 0.14   | 0.14 |
| $V_{\text{f}}$, /fr  | 0.52  | 0.88  | 0.85   | 0.28 |
| $V$, pix/fr          | 0.37  | 0.88  | 0.59   | 0.24 |
| $V$, /fr             | 0.62  | 1.33  | 1.35   | 0.31 |
| $V_{\text{c}}$, /fr  | 0.53  | 1.38  | 0.84   | 0.38 |
| Average FWHM, pix    | 1.45  | 1.55  | 5.16   | 4.91 |
| Average SNR, /fr     | 0.31  | 0.76  | 0.26   | 0.26 |
| $\sigma_{\text{c}}$, pix (UCAC4) | 0.04  | 0.11  | 0.04   | 0.04 |
| $\sigma_{\text{f}}$, pix (UCAC4) | 0.54  | 0.62  | 0.57   | 0.36 |
| $\sigma_{\text{f}}$, deg | 15.32 | 15.91 | 16.56  | 12.11 |
| Asteroid-Moon dist., deg | 67.5  | 79.5  | 83.5   | 84   |
| Moon phase %         | 99    | 79    | 76     | 14   |
| $k = \sqrt{\sigma_0}$ | 0.91  | 2.26  | 1.51   | 0.92 |

### Discovery of the sungrazing comet C/2012 S1 (ISON).

On September 21, 2012 the sungrazing comet C/2012 S1 (ISON) was discovered (Fig. 6) at the ISON-Kislovodsk Observatory (ISON-Kislovodsk [2014]) of the International Scientific Optical Network (ISON) project (Molotov et. al. 2009, MPC [2012]). Information about observatory and telescope is available in the Table 1. At the moment of discovery, the magnitude of the comet was equal to 18.8m, and its coma had 10 arc seconds in diameter that corresponds to 50 000 km at a heliocentric distance of 6.75 au. Its apparent motion velocity at the moment of discovery was equal to 0.8 pixels per frame. The size of the comet image in the
frame was about five pixels. In Fig. 7a the cell size corresponds to the size of the pixel and is equal to 2 arc seconds. Within 26 minutes of the observation, the image of the comet has been moved by three pixels in the series of 4 CCD-frames (Fig. 7b).

Fig. 7. a) Images of C/2012 S1 (ISON) comet on CCD-frames: the image size is five pixels (a), the shift of comet image between the first and the fourth CCD-frames of series is three pixels (b)

C/2012 S1 (ISON) comet was disintegrated at an extremely small perihelion distance of about 1 million km on the day of perihelion passage, on November 28, 2013. Its disintegration was caused by the Sun’s tidal forces and the significant mass loss due to the alterations in the moments of inertia of its nucleus. Despite having a short visible life time for our observations, this comet supplemented our knowledge of cometary astronomy.

5. Conclusions

We proposed a computational method for the detection of objects with the near-zero apparent motion on a series of CCD-frames, which is based on the Fisher f-criterion (Phillips 1982) instead of using the traditional decision rules that based on the maximum likelihood criterion (Myung 2003).

For the analysis of the indicators of quality of the apparent motion detection, we applied statistical and in situ modeling methods and determined their conditional probabilities of true detection (CPTD) of the near-zero motion on a series of CCD-frames.

The statistical modeling showed that the most effective and adaptive method for the apparent motion detection is the substitutional method of maximum likelihood using the external estimation of RMS errors (C.13) (Fig. 1). But the process of determining the critical values of decisive statistics is very time- and resource-consuming in the rapidly changing observational conditions. By this reason, we recommended to apply the method of the near-zero apparent motion detection for the subclass of objects with 3σ-velocity using Fisher f-criterion (5) for series with the number of frames $N_f = 4$ or more (Fig. 1). The condition of a large number of frames in the series also makes the proposed method not inferior to other methods of apparent motion detection by CPTD.

When studying the indicators of quality of near-zero apparent motion detection by the in situ modeling method the objects from the internal catalog fixed on a series of CCD-frames were used as in situ data. It was found that in the case when the velocity does not exceed 3 RMS errors in object position per frame, the most effective method for near-zero apparent motion detection is the method which uses Fisher f-criterion (Fig. 3, 4). When compared with other methods, this method is stable at the equipment replacement (Fig. 5).

The proposed method for detection of the objects with 3σ-velocity apparent motion using Fisher f-criterion was verified by authors and implemented in the embedded plugin developed in the CoLiTec software for automated discovery of asteroids and comets (Savanevych et al. 2015).

Among the other objects detected and discovered with this plugin, there was the sungrazing comet C/2012 S1 (ISON) (MPC 2012). The velocity of the comet apparent motion at the moment of discovery was equal to 0.8 pixels per CCD-frame. Image size of the comet on the frame was about five pixels (Fig. 7a). Within 26 minutes of the observation, the image of the comet had moved by three pixels in the series of four CCD-frames (Fig. 7b). So, it was considered to belong to the subclass of SSOs that have a velocity of apparent motion between CCD-frames not exceeding three RMS errors $\sigma$ of measurements of its position ($\epsilon = 3\sigma$). In total, about 15% of SSO objects with $\epsilon$-velocity apparent motion in the CCD-frames. These are the objects beyond the Jupiter’s orbit as well as asteroids heading straight to the Earth.
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Appendix A: Model of the motion parameters

The model of rectilinear and uniform motion of an object along each coordinate independently can be represented with the set of equations:

\[ x_k(t) = x_0 + V_x(t_\tau - t_0); \quad (A.1) \]

\[ y_k(t) = y_0 + V_y(t_\tau - t_0), \quad (A.2) \]

where \(k(i, n) = k\) is the index number of measurement in the set, namely, \(i\)-th measurement of \(n\)-th CCD-frame with the observed object;

\(x_0, y_0\) are the coordinates of object from the set of measurements at the time \(t_0\) of the base frame timing;

\(V_x, V_y\) are the apparent velocities of object along each coordinate:

\[ \theta_x = (x_0, V_x)^T; \quad (A.3) \]

\[ \theta_y = (y_0, V_y)^T; \quad (A.4) \]

are the vectors of the parameters of the apparent motion of the object along each coordinate, respectively.

The measured coordinates \(x_k, y_k\) at the time \(t_\tau\) are also determined by the parameters of the apparent motion of object in CCD-frame and can be calculated according to Equations (A.1) and (A.2).

So, the set of \(n\)-th measurements of \(n\)-th frame timing at the time \(t_\tau\) is generated from observations of a certain area of the celestial sphere. One frame of the series is a base CCD-frame, and time of its anchoring is the base frame timing \(t_0\). The asteroid image on \(n\)-th frame has no differences from the images of stars on the same frame. Results of intra-frame processing (one object per CCD-frame) can be presented as the \(Y_n\) measurement (i-th measurement on the \(n\)-th frame) in general. The i-th measurement on the \(n\)-th frame contains estimates of coordinates \(Y_k = \{x_k, y_k\}\) and brightness \(A_n\) of the object:

\[ Y_n = \{Y_k, A_n\}. \]

We used a rectangular coordinate system (CS) with the center located in the upper left corner of the base frame. It is assumed that all the positional measurements of the object are previously transformed into coordinate system of the base CCD-frame.

A set of measurements (no more than one in the frame), belonging to the object, has the form as follows:

\[ \Omega_{set} = \{Y_{k1}, Y_{k2}, \ldots, Y_{K\text{mea}}, N_{f}\} \]

where \(N_{\text{mea}}\) is the number of the position measurements of the object in \(N_{f}\) frames. Measurements \(Y_n\) from the set \(\Omega_{set}\) (A.5) of measurements are selected by the rule of no more than one measurement per frame. Measurements of the object positions can not be obtained in all CCD-frames. Therefore, the number of measurements which belong to the object in certain set of measurements will generally be equal to \(N_{\text{mea}}\) (\(N_{\text{mea}} \leq N_{f}\)).
It is supposed that the observational conditions are practically unchanged during observations of object with near-zero apparent motion. So, the RMS errors of estimates of its coordinates in the different CCD-frames are almost identical. Deviations of estimates of coordinates of this object, which belong to the same set \( \Omega_{\text{mea}} \) of measurements, are independent of each other both inside the one measurement and between measurements obtained in different frames. Deviations of coordinates are normally distributed (Kuzmyn 2000), have a zero mathematical expectation and unknown variances (standard deviations) \( \sigma_\alpha^2, \sigma_\delta^2 \).

Appendix B: Likelihood function for detection of a near-zero apparent motion

This common density distribution for \( H_0 \) hypothesis (1), assuming that the object is a star with zero rate apparent motion, is defined as follows:

\[
 f_0(\bar{x}, \bar{y}, \sigma) = \prod_{k=1}^{N_{\text{mea}}} [N_{\text{mea}}(\bar{x}, \sigma^2)N_{\text{mea}}(\bar{y}, \sigma^2)], \tag{B.1}
\]

where \( \bar{x}, \bar{y} \) are the coordinates of the object;

\[ N_{\text{mea}}(m, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp(-\frac{(z - m)^2}{2\sigma^2}) \]

is the density of normal distribution with mathematical expectation \( m \) and variance \( \sigma^2 \) in \( z \) point.

The common density distribution for \( H_1 \) hypothesis (2) is defined otherwise. Namely, the coordinates \( x_k(\theta_k), y_k(\theta_k) \) at the time \( t_k \), calculated from Equations (A.1) and (A.2), must be used instead of the object’s position parameters \( \bar{x}, \bar{y} \):

\[
 f_1(\theta, \sigma) = \prod_{k=1}^{N_{\text{mea}}} [N_{\text{mea}}(x_k(\theta_k), \sigma^2)N_{\text{mea}}(y_k(\theta_k), \sigma^2)]. \tag{B.2}
\]

Absence of information on the position of the object, its apparent motion and variance of estimates of object position in a set of measurements leads to the necessity of using the substitutional decision rule (Lehman et. al. 2010; Morey et. al. 2014). In this case, the statistics for distinguishing these hypotheses is the LR estimate \( \lambda(\Omega_{\text{set}}) \) (Morey et. al. 2014).

Appendix C: Evaluation of parameters for substitutional methods of maximum likelihood detection of a near-zero apparent motion

OLS-evaluation of the parameters of the object’s apparent motion may be represented in the scalar form (Kuzmyn 2000):

\[
 \hat{x}_0 = \frac{D A_x - C B_x}{N_{\text{mea}} D - C^2}, \quad \hat{y}_0 = \frac{N_{\text{mea}} B_x - C A_x}{N_{\text{mea}} D - C^2}, \tag{C.1}
\]

\[
 \hat{x}_0 = \frac{D A_y - C B_y}{N_{\text{mea}} D - C^2}, \quad \hat{y}_0 = \frac{N_{\text{mea}} B_y - C A_y}{N_{\text{mea}} D - C^2}, \tag{C.2}
\]

where \( A_x = \sum_{k=1}^{N_{\text{mea}}} x_k; \quad A_y = \sum_{k=1}^{N_{\text{mea}}} y_k; \quad B_x = \sum_{k=1}^{N_{\text{mea}}} \Delta t_k x_k; \quad B_y = \sum_{k=1}^{N_{\text{mea}}} \Delta t_k y_k; \quad C = \sum_{k=1}^{N_{\text{mea}}} \Delta t_k^2; \quad D = \sum_{k=1}^{N_{\text{mea}}} \Delta t_k^2; \quad \Delta t_k = (t_k - t_0) \) is the difference between the time \( t_0 \) of the base frame and time \( t_k \) of the frame, in which the \( k \)-th measurement is obtained.

The interpolated coordinates of the object in the \( k \)-th frame are represented as

\[
 \hat{x}_k = \hat{x}_k(\hat{\theta}_k) = \hat{x}_0(\hat{\theta}_k) + \hat{V}_x(\hat{\theta}_k)(\tau_k - t_0); \tag{C.3}
\]

\[
 \hat{y}_k = \hat{y}_k(\hat{\theta}_k) = \hat{y}_0(\hat{\theta}_k) + \hat{V}_y(\hat{\theta}_k)(\tau_k - t_0). \tag{C.4}
\]

Thus, for each \( (k\text{-th}) \) measurement from \( N_{\text{mea}} \) measurements of the set \( \Omega_{\text{set}} \) (A.5), we have:

- the unknown real position of the object \( x_k(\theta_k), y_k(\theta_k) \);
- the measured object coordinates \( x_k, y_k \) at the time \( t_k \) in the coordinate system of the base frame;
- the interpolated coordinates \( (\hat{x}_k, \hat{y}_k) \) defined by Equations (C.3) and (C.4).

The variance of the object’s positional estimates in a set of measurements. Using the measured \( x_k, y_k \) (A.1) and the interpolated \( (\hat{x}_k, \hat{y}_k) \) (C.3), (C.4) coordinates, the variance estimates \( \sigma_0^2 \) and \( \sigma_1^2 \) (hereinafter - variances) of the object’s position can be represented as:

\[
 \sigma_0^2 = \frac{\sum_{k=1}^{N_{\text{mea}}} (x_k - \hat{x}_k)^2}{N_{\text{mea}} - m}; \tag{C.5}
\]

\[
 \sigma_1^2 = \frac{\sum_{k=1}^{N_{\text{mea}}} (y_k - \hat{y}_k)^2}{N_{\text{mea}} - m}, \tag{C.6}
\]

where \( m = 2 \) is the number of parameters of the apparent motion along each coordinate in a set of measurements.

Assuming the validity of the hypothesis about zero \( (H_0) \) and near-zero \( (H_1) \) apparent motions, the conditional variances \( \sigma_0^2 \), \( \sigma_1^2 \) of the object’s position can be represented as:

\[
 \sigma_0^2 = \frac{R_0^2}{2(N_{\text{mea}} - m)}; \tag{C.7}
\]

\[
 \sigma_1^2 = \frac{R_1^2}{2(N_{\text{mea}} - m)}, \tag{C.8}
\]

where

\[
 R_0^2 = \sum_{k=1}^{N_{\text{mea}}} ((x_k - \hat{x}_k)^2 + (y_k - \hat{y}_k)^2); \tag{C.9}
\]

\[
 R_1^2 = \sum_{k=1}^{N_{\text{mea}}} ((x_k - \hat{x}_k)^2 + (y_k - \hat{y}_k)^2), \tag{C.10}
\]

are the residual sums of the squared deviations of object’s positions (Burden et. al. 2010).

We note also that the variance of the positions in a set of measurements can be obtained by the external data, for example, from measurements of another objects on a series of CCD-frames. Hence, the required estimate is a variance estimation of all position measurements of objects detected in CCD-frame and identified in any astrometric catalog.

Substitutional methods for maximum likelihood detection of a near-zero apparent motion may operate with unknown real position \( x_k(\theta_k), y_k(\theta_k) \) of the object at a time \( t_k \) and unknown variances \( \sigma_0^2, \sigma_1^2 \) of the object’s position in CCD-frames.

It is easy to show that in the latter case the substitutional method can be represented as

\[
 \frac{R_0^2 - R_1^2}{R_0^2 R_1^2} \geq \frac{\ln(\lambda_{\text{cr}})}{AN_{\text{mea}}}, \tag{C.11}
\]

where \( \lambda_{\text{cr}} \) is the maximum allowable (critical) value of the LR estimate for the detection of a near-zero apparent motion; \( A = 2(N_{\text{mea}} - m) \).
If the variance $\sigma^2$ of the object’s position is known, the substitutional method can be represented as

$$R_0^2 - R_1^2 \geq 2\sigma^2 \ln(\lambda_{c,r}), \quad (C.12)$$

In that case, if the external variance estimation $\hat{\sigma}_{\text{out}}^2$ of the position is used, the substitutional method takes the form:

$$\frac{R_0^2 - R_1^2}{\hat{\sigma}_{\text{out}}^2} \geq 2 \ln(\lambda_{c,r}), \quad (C.13)$$