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Abstract

In this paper, we provide a computational account of changes in synaptic connectivity within two 
regions of the fronto-parietal network, the dorsolateral prefrontal cortex and the pre-supplementary 
motor area, applying Dynamic Causal Models to electrocorticogram recordings from two macaque 
monkeys performing a problem-solving task that engages working memory, and induces time-on-task 
effects. We find that forward connections between the two regions increased in strength when task 
demands were increased, and as the experimental session progressed. Similarities in the effects of task 
demands and time on task allow us to interpret changes in frontal connectivity in terms of increased 
effort allocation that compensates cognitive fatigue.

1 Introduction

Engaging in a cognitive task is costly [1, 2, 3]. Cognitive effort is the deployment of control that mitigates these 
costs and helps maintain cognitive performance levels [4,5]. How much cognitive effort is required to successfully 
execute a task depends on task demands [6,7,8,9] or on the duration of task engagement [10, 11]. These two 
aspects of cognitive effort—task difficulty and time on task—have both been associated with the frontal beta 
rhythm in macaque monkeys [12, 13]. In these studies, frontal beta oscillations increased both when cognitive 
control demands were elevated or as a consequence of sustained task engagement. Given that both aspects of 
cognitive effort have a common neural correlate, the present study sets out to investigate whether task demands 
and time on task also share a common modulation of frontal functional connections. Cognitive functions rely 
on neural processing within a set of brain regions encompassing the prefrontal, anterior cingulate and parietal 
regions, known as the frontoparietal network (FPN) [14, 15, 16, 17]. Activity within this network increases 
when the successful execution of an ongoing task requires sustained attention [18], maintenance of information 
in working memory [14, 19, 20, 21, 22] or overriding a prepotent response [22], while reduced activation is 
found during the performance of more habitual tasks [23, 24, 25]. Studies of both monkeys and humans have 
related beta band oscillations within FPN areas to the maintenance of sensory or task set [26, 27, 28] and have 
shown that FPN beta band power increases with working memory load [27, 29]. Of particular interest is the 
dorsolateral prefrontal cortex (dlPFC): while neurophysiological [30, 31], neuroimaging [32], and lesion studies 
[33, 34] converge on the conclusion that the dlPFC is crucial for the maintenance and updating of working 
memory information, this area also shows increased beta-band activity with time on task [35]. Since other 

studies have found time-related decreases in dlPFC activity [36, 37], it is unclear whether the time-related change 
in neural activity can be attributed to mental fatigue or an increase of cognitive effort that compensates for the 
effects of fatigue [12]. We propose that the similarity between task demand and time on task effects licence an 
interpretation of time-on-task-effects as an increase of effort to mitigate the effects of fatigue. Previous findings 
have established that the allocation of cognitive effort can modulate functional and effective connectivity in the 
FPN. Donner et al. [37] found that beta-band amplitude coherence between the dlPFC and parietal regions 
increased before correct compared to incorrect responses. Under the assumption that correct responses are 
accompanied by the allocation of greater effort compared to incorrect trials, FPN beta coherence may thus
be related to cognitive effort. Studies using dynamic causal modeling or structural equation modeling showed that directed connections from the prefrontal to the premotor [38, 39, 22] and from parietal regions to the prefrontal areas [40, 41, 42] changed in strength when task demands increase. Connectivity studies have focused on neural changes related to the quality of performance and demands in tasks requiring cognitive control, but evidence for connectivity changes related to time on task in cognitive control tasks remains scarce. To date, a comparison of how the two aspects of cognitive effort modulate FPN connectivity is therefore lacking. Two FPN regions—the dLPFC and the pre-supplementary motor area (pre-SMA)—are active during task execution and their activation has been shown to correlate with working memory load [19, 43]. In addition, effective connections from the lateral PFC to the pre-SMA become stronger with increasing task complexity [38]. In order to extend these findings, in the present study, we use dynamic causal modeling (DCM) to quantify changes in effective connectivity between the dLPFC and pre-SMA with task demands and time on task. We use chronic electrocorticographic (ECoG) surface recordings in macaque monkeys that were described in a previous study [12]. In the behavioral task, we vary cognitive control demands [44], while measuring neural and behavioral responses over time. We expected to replicate the finding that bilateral effective connections from the dLPFC to the premotor areas increase in strength with task demands [38, 39, 45]. Since anatomical studies indicate that anatomical connections between the dLPFC and pre-SMA are reciprocal [46] and effective connections in both directions have been shown to change with task demands [38, 39, 40, 41, 22], we used a bidirectional dLPFC-pre-SMA model. This assumed that the dLPFC and pre-SMA were at the same hierarchical level. Similar results were found by Pinotsis and colleagues [42] using Bayesian model comparison. In addition to task demand effects, we anticipated time-on-task-effects on connection strength. Furthermore, we expected that both aspects of cognitive effort would show similar modulatory effects. Similarities in the effects of task demands and time on task would licence an interpretation of time-induced changes in frontal connections as increased effort allocation that mitigates cognitive fatigue.

2 Methods

2.1 Ethical Statement

Ethical permission was provided by “Comité Éthique Lyonnais pour les Neurosciences Expérimentales,” CE-LYNE, C2EA 42, ref: C2EA42-11-11-0402-004. Monkey housing and care was in accordance with European Community Council Directive (2010) and the Weatherall report, The use of non-human primates in research. Laboratory authorization was provided by the "Préfet de la Region Rhône-Alpes" and the "Directeur départemental de la protection des populations" under Permit Number: A690290402. This article has been written to comply with the ARRIVE guidelines for reporting animal research.

2.2 Subjects and Data

Two macaque monkeys (macaca mulatta, Monkey R, 17-year-old female left-handed weighing 7 kg, and Monkey S, 16-year-old male right-handed weighing 8.5 kg) served as subjects. Prior to the experimental recordings, the monkeys were trained to perform the experimental task and then implanted for ECoG recordings. The data presented here have previously been subject to initial analysis in [12] and as baseline data in [13]. As a result, the data are available at Open Science Framework, via the permanent link osf.io/sdw2v. The readme file describes the contents, and interested parties are welcome to contact CREW with questions about the data. Materials and methods for the implants and recordings are the same as described in those studies. We reiterate the key methodological components here. In the present analysis, we use 35 and 36 experimental sessions (for Monkey R and monkey S, respectively) that were collected on separate days. Monkeys occasionally take spontaneous breaks from work, as described in [12]. Here, we only consider complete trials before the first break of the session, resulting in an average of 247 trials per session (minimum number of trials = 125, maximum of trials = 305) in monkey R and an average of 133 trials per session (minimum number of trials = 81, maximum of trials = 192) in monkey S.

2.3 Electrode implants and choice of electrodes

The implants comprised a head-post and a grid of transcranial electrodes for ECoG recordings, that is electrodes screwed through the skull to rest on the surface of the dura mater. More information about the surgical procedure can be found in [12] [13]. Individual structural MRI images were used to select the implantation location of electrodes. Monkey R was implanted with a 5-mm-spaced grid of electrodes over the prefrontal cortex. In a second operation, eight electrodes over the sensorimotor cortex were added. Monkey S obtained a 7-mm-spaced grid of 31 electrodes in a single operation. The electrodes covered the prefrontal and sensorimotor cortex. For each monkey, the reference electrode was implanted into the think bone of the brow. An illustration of the electrodes can be seen in Figure 1. The electrodes representing the dLPFC are recorded within the Brodmann
9/46 areas [47], while the electrodes recording activity from the pre-SMA were placed in Brodmann area 6 [48, 47]. The placement of the electrodes on the cortex, as well as the electrodes chosen for the analyses reported in this paper, are reported in figure [1].

Figure 1: Schematics of electrode grids. The grey dots represent the location of the implanted electrodes. The black dot shows the reference electrode. Red dots represent electrodes chosen for the DCM analysis.

2.4 Experimental Design and Procedure

Monkeys were seated in a primate chair in front of a touch-screen monitor and performed the problem-solving task. This task consists of a succession of ‘problems’ each including two phases, search and repeat, that differ in the level of cognitive control that they require [44]. A problem refers to a block in which the animal had to find—by trial and error, during the search phase—the rewarded target across several trials from four identical stimuli that were located in a semicircle above a fixation cross. Monkeys were rewarded with a 1-1.8 mL drop of juice upon selection of the correct target. After selecting a target, monkeys received visual feedback, and if the feedback was correct, a subsequent juice reward. When an incorrect target was chosen, monkeys received negative visual feedback and continued with the search phase on the next trial. The repeat phase commenced once the correct target had been discovered. Monkeys could repeat the selection of the rewarded target up to three times and be rewarded for those correct choices. Completion of the repeat phase ended the problem: the rewarded target was then re-randomized, a change signaled by a visual “signal to change”, and the next problem began with a new search phase. Subjects initiated each trial by touching and holding a square on the screen at the bottom of the screen. A fixation point appeared, and fixating the fixation point while continuing to touch the square initiated the delay period of 1400 ms. Then four grey circular stimuli appeared in a semicircle above the fixation point. At the onset of the stimuli, monkeys had to saccade to the stimulus of their choice and fixate it during a period that was randomly varied among 400, 600, and 800 ms. The end of the fixation period was marked by a change of luminance of the stimuli from grey to white, signaling the subjects to confirm their selection with a hand movement to the stimulus. After a period lasting between 600 and 1200 ms (steps of 200 ms), subjects received visual feedback for 800 ms. Four horizontal or vertical rectangles located in the same position as the stimuli indicated correct and incorrect stimulus selection, respectively. After the completion of the search and consecutive repeat phase, the four vertical rectangles were flashed three times to indicate the start of a new problem. See figure [2A] for an illustration of the trial events. The delay period (i.e., the time period preceding the stimulus onset in the problem-solving task), is thought to include the preparation of an upcoming decision for a stimulus, during which information about previous trials is considered. As the search condition requires free decisions for a stimulus that demands more information than a mere repetition of the identified target, cognitive demands are thought to be higher for search trials than for repeat trials [44, 49]. Likewise, forming a decision can become more challenging with session duration, due to the need to compensate for fatigue. Since the delay activity varies with cognitive demands and increasing frontal beta band power is associated with task demands and time on task [12, 13], we used the delay period to estimate how effective connectivity varies as a function of task demands and time on task.

2.5 Data Processing

The signal was amplified and filtered (1-250 Hz) and digitized at 781.25 Hz. Data analysis was performed with homemade Matlab scripts using MATLAB 2017b and spm12. We used independent component analysis based
Figure 2: A. Sequence of an individual trial. The trial-and-error search among four stimuli and the selection of the identified target was rewarded and repeated up to three times. Frames show the consecutive events in each trial during a problem. B. Trial division during sessions. For the frequency and connectivity analysis, we analyzed the ECoG recording during the delay period (marked by the grey frame in A) of each trial within a session until the first self-initiated break. Trials were divided into the first (bin 1) and the second half (bin 2) of the session according to their chronological order.
on the logistic infomax algorithm [50] to remove movement artifacts. To quantify changes in behavior, beta
power, and effective connections across task demands and time on task, we distinguished between levels of task
demands (repeat vs. search) and levels of time on task (first bin vs. second bin) and used a 2 x 2 factorial
design. For the levels of time on task, we divided trials into two halves according to their chronological order
(see figure 2B). In the case of an odd number of trials, the center trial was assigned to the second half of the
trials.

2.6 Behavioral Analysis

2.6.1 Task Engagement

Since cognitive effort is defined as the activity that compensates for the costs of task engagement, we needed to
establish that monkeys engaged in the task throughout the experiment. We consider the percentage of rewarded
stimulus selection as an indicator of the level of task engagement. Selecting an incorrect stimulus twice during
search periods was considered as nonoptimal because the reward association is deterministic. In order to ensure
that cognitive performance remained stable throughout the session, we compared the rate of nonoptimal choices
in complete search trials in the first to the second half of the session using a right-sided Wilcoxon signed rank
test. A significant increase would violate our assumption that monkeys remained engaged in the task. As the
monkeys were trained prior to the experiment, we expect an overall low level (10%) of nonoptimal stimulus
trials.

2.6.2 Vigilance Decrement

The continuous task execution is thought to be accompanied by progressive mental fatigue. Reaction time
was measured as the time between the stimulus onset and the touch of the selected stimulus and its increase
over the session is assumed to be indicative of increasing fatigue. To test whether reaction time increases over
time and, implicitly, whether monkeys experienced mental fatigue as the session progressed, we performed a
two-way ANOVA for reaction time using task demands and time on task as independent variables.

2.7 DCM Analysis

Frequency Analysis. In order to estimate cross-spectral densities, we used Bayesian multivariate autoregressive
modeling. Using a frequency interval between 3 to 40 Hz, we estimated cross-spectral power in the dlPFC and
pre-SMA for each monkey, hemisphere, session, and level of task demands and time-on-task. The average beta
power was calculated for the range between 15 and 30 Hz. To confirm that beta power increased with task
demands and time on task—in the selected electrodes—we used a nonparametric test for dependent samples,
the Wilcoxon signed rank test. The test was conducted for each monkey, hemisphere, and experimental variable
(task demands and time on task), separately. Model Inversion. For the estimation of effective connections
between the dlPFC and pre-SMA, we applied DCM for cross-spectral density based on the canonical microcircuit
model (CMC; [51, 52]). Effective connections are directed causal influences of one neural population on another
[53]. DCM uses a Bayesian model inversion with cytoarchitecturally inspired neural mass models that are
fitted to empirical observations ([54, 55]). This allows one to estimate and make inferences about how neural
subpopulations influence one another ([56]) using Bayesian model comparison. A model in this setting is a set of
differential equations that describe the dynamics between coupled sources. Allowable connections are specified
as a multivariate (log) normal density, in terms of means and variances. The prior distribution determines
which connections between the sources are thought to exist a priori, and are thus fitted to the data to produce a
posterior density. The model inversion procedure (known as Variational Laplace) estimates the posterior density
of the model parameters in a way that furnishes the best trade-off between the accuracy and complexity. In
other words, in maximising a lower (variational free energy) bound on marginal likelihood or model evidence one
is implicitly finding an accurate account of the data that has the smallest complexity (i.e., the degrees of freedom
used to explain the data). Each source is modeled as a canonical microcircuit, in which the data are thought
to be generated by four neural subpopulations that inhabit distinct cortical layers ([55]). These subpopulations
are deep (dp) and superficial pyramidal (sp) cells, spiny stellate (ss) cells and inhibitory interneurons (ii). For
between-source connections, the model distinguishes between forward and backward connections ([57]). Both
kinds of connections differ in their origin and target subpopulations: Forward connections originate in superficial
pyramidal neurons of one source and target the spiny stellate cells and deep pyramidal cells of another source.
Backward connections originate in the deep pyramidal cells of one source and target the inhibitory interneurons
and superficial pyramidal cells of another source. Figure 3 illustrates the four extrinsic connections from one
example region to another. Note that the model comprises four extrinsic connections in each direction. For each
monkey, session and condition, we inverted a model that was comprised eight extrinsic connections between
dlPFC and pre-SMA. The (within condition) posterior estimates of each connection were then used for the
analysis of (between condition) task demands and time effects.
Figure 3: Illustration of a cortical network. The figure shows a connectivity model with connections from region A to region B. Forward connections (FW) originate from superficial pyramidal cells and target (1) spiny stellates and (2) deep pyramidal cells. Backward connections (BW) originate from deep pyramidal cells and target (1) superficial pyramidal cells and (2) inhibitory interneurons. The arrows represent effective connections. Forward connections are displayed in light blue, backward connections in dark blue.

2.8 Parameter Inference

In order to identify effective connections between the prefrontal and premotor areas that are consistently modulated by task demands and time on task, we used a (between condition) hierarchical model within the parametric empirical Bayesian (PEB) framework [58, 59, 60]. PEB uses a Bayesian general linear model, which we used to compare connectivity between experimental conditions (e.g., task demands) and to investigate the consistency of effect sizes (e.g., consistency of the demand effects across sessions). Since we were interested in (1) which connections were modulated by task demands and time on task, (2) which modulation effects are consistent across sessions, and (3) which modulation effects are consistent between monkeys, we conducted a hierarchical PEB analysis based with three levels: a hierarchical approach used in previous studies [61, 62]. The design matrices for the three levels are represented in figure 4. The model fitting at the first level is reminiscent of the classical summary statistic approach to random effects, in which connection strengths are the dependent variables, and the experimental conditions are the independent variables. The PEB model, however, brings with it the advantage of including uncertainty about parameter estimates, thereby weighting the influence of the first level (condition specific) estimates on inferences at the second (between condition) levels. At the second level, for each monkey we tested whether the (between condition, within subject) effect sizes of task demands and time on task were consistent across session, while at the third level, we tested for (between subject) consistency between monkeys. As we are interested in only those connections that were consistently modulated across sessions and subjects, we assessed the evidence for consistent effects on connectivity at the third PEB level: we considered a posterior probability larger than 95% to signify a relevant contribution of the given predictor. In other words, we compared models with and without an effect on a particular connection and used the ensuing estimates of model evidence (a.k.a., marginal likelihood) based upon variational free energy to ensure models with a change in a particular connection were 20 times more likely than models without a change.

3 Results

3.1 Behavior

3.1.1 Task Engagement

The median percentage of nonoptimal choices was around 10% for both subjects (Monkey R: Median = 10.19%, Interquartile Range = 0.09%; monkey S: Median = 10.00%, Interquartile Range = 0.12%). In order to test for normality of the error rates, we performed a one-sample Shapiro-Wilk test. As we found a violation of normality for one subject (Monkey R: W = 0.972, p = 0.120; monkey S: W = 0.947, p = 0.004), we used the Wilcoxon signed rank test to investigate whether error rates during the search phase increased over time. For neither monkey, increases in error rates were significant (Monkey R: z = -0.05, p = 0.961; monkey S: z = 1.556, p = 0.12). There is, therefore, no evidence that task engagement decreased across time.
Figure 4: PEB analysis. In the first level, changes in effective connections across task and time levels are inferred for each session and subject. In the second level, the consistency across days for each subject is tested. At the third level, the consistency across subjects is evaluated. The third level PEB yields posterior probabilities that indicate the confidence that the respective parameter is consistently modulated by task demands and time.

3.1.2 Vigilance Decrement

Trials with reaction times larger than three standard deviations from the mean were considered outliers and removed from the analysis. The Shapiro-Wilk test was used to license the use of an ANOVA. For neither monkey we detected a violation for the normality assumption (monkey R: W = 0.987, p = 0.219; monkey S: W = 0.985, p = 0.118). On average, the time between stimulus onset and the touch of the chosen stimulus was 700.95 ms (SD = 31.65) and 686.00 ms (SD = 37.00) for monkey R and S, respectively. Reaction time significantly increased with time on task (monkey R: F1,133 = 30.65, p < 0.001; monkey S: F1,141 = 19.5, p < 0.001). For monkey S, the reaction time was also longer for search trials than for repeat trials (monkey R: F1,133 = 0.16, p = 0.688; monkey S: F1,141 = 7.71, p = 0.006). Considering that reaction time increases with time on task, vigilance is, therefore, assumed to decline across sessions.

3.2 DCM Analysis

3.2.1 Frequency Analysis

The auto- and cross-spectral densities for the two monkeys, hemispheres, regions, and conditions, averaged over two separate portions of the trials (first and second half), are displayed in figure 5. Before testing whether beta power increased with task demands and time on task, we performed a Shapiro-Wilk test for normality. Across all electrodes and monkeys we performed eight tests and adjusted the significance level accordingly (Bonferroni corrected alpha = 0.0063). Because we found a violation of normality for at least one electrode (see Table 1), we used the Wilcoxon signed rank test to assess the increase in beta power between task demands and time on task. We further asked whether beta band power increased in search versus repeat trials and in the second versus the first half of the experimental session before the first pause. The positive test statistics throughout all electrode sites, monkeys and experimental variables—as displayed in Table 1—indicate an increase with task demands and time on task. This time-related increase in beta power was significant for all electrodes and monkeys. The task-related increase in beta power was significant for monkey R only.

Table 1: Tests for beta power

| Test for normality | Test for beta power increase |
|--------------------|-----------------------------|
|                    | z   | p-value | Task demands | z   | p-value | Time on task | z   | p-value |
| Monkey R           |     |         |              |     |         |              |     |         |
| left dlPFC         | 0.877 | <0.001 | 4.029 | <0.001 | 3.685 | <0.001 |
| left pre-SMA       | 0.928 | <0.001 | 5.159 | <0.001 | 5.127 | <0.001 |
| right dlPFC        | 0.677 | <0.001 | 3.047 | 0.002  | 3.827 | <0.001 |
| right pre-SMA      | 0.950 | <0.001 | 5.159 | <0.001 | 4.766 | <0.001 |
| Monkey S           |     |         |              |     |         |              |     |         |
| right dlPFC        | 0.986 | 0.315  | 1.964 | 0.050  | 2.084 | 0.005 |
| right pre-SMA      | 0.988 | 0.624  | 1.412 | 0.158  | 3.393 | <0.001 |

Bold entries represent significance at alpha = 0.0063
Figure 5: Channels auto- and cross-spectral density. Auto- and cross-spectral density for each task condition for each channel, monkey, and hemisphere, averaged over the first and second half of the trials. The yellow-shaded area represents the beta-band range that was used to infer task demands and time-on-task effects as reported in Table 1.
3.3 Changes in effective connectivity

The aim of the analysis was to test whether the increase in task demands and time on task modulate effective connectivity between the dlPFC and pre-SMA and whether these two aspects of cognitive effort manifest in the same effective connections. We were interested in whether both areas (dlPFC, pre-SMA) and hemispheres (left and/or right) would evince changes in effective connectivity, and whether these changes would be evident in feedforward, feedback or lateral connections between brain areas. We compared all possible models assessing connectivity changes as a result of task demands and time on task. Using Parametric Empirical Bayes (PEB) we assess the evidence for condition specific changes in all connectivity parameters that were conserved over subjects. Figure 6 illustrates the effective connections that were modulated by task demands (left panel) or time on task (right panel) with a posterior probability of greater than 95%. Both condition specific effects change effective connectivity. An increase in task demands is accompanied by an increase in forward connections targeting deep pyramidal cells (FW2) and an increase in the backward connection from the right dlPFC to the right pre-SMA targeting superficial pyramidal cells (BW1). Forward connections in both directions, anterior-to-posterior and posterior-to-anterior, are affected. Time on task is, likewise, related to an increase in forward connections (FW2) in both directions and, in addition, to a decrease in the backward connection from the left pre-SMA to the spiny stellate cells of the left dlPFC (BW1). Both experimental effects (demands and time) have overlapping effects in terms of the type and direction of the connection and the direction of the modulatory effect: both task demands and time on task affect forward connections in both directions. Effective connections increase in strength when task demands and time on task increase. While both experimental variables modulate the same type of backward connection, the hemisphere, and direction of the connection and of the modulation effect are distinct. These differences could be explained by the different roles of dlPFC and pre-SMA in processing cognitive load and time as discussed below.

Figure 6: Effective connectivity modulations. Depicted connections between the dlPFC and pre-SMA with changes that have a posterior probability larger than 95%. Left panel shows modulations related to task demands, while the right panel shows time-induced connectivity modulations. Light blue arrows represent forward connections and dark blue arrows depict backward connections. Each connection is accompanied by its effect size (i.e., change in connectivity strength related to the experimental variable). FW1: Connections from superficial pyramidal cells targeting spiny stellate cells; FW2: targeting deep pyramidal cells. BW1: Connections from deep pyramidal cells targeting superficial pyramidal cells; BW2: inhibitory interneurons. See also Figure 3.

4 Discussion

The study provides novel insights into the shared changes in connectivity induced by task demands and time on task within the FPN. Forward connections between the dlPFC and pre-SMA increased in strength when task demands were high, and as the experimental session progressed. The increase in connectivity as a consequence of task demands replicates previous computational and empirical findings. A similar increase of forward and backward connections from PFC with increasing load was found in and was attributed to higher feedforward drive due to higher load and increasing stabilizing signals to counteract the increase in cognitive demands. This is also in agreement with the theory of Predictive Coding, which suggests that feedforward and feedback connections carry prediction errors and predictions of sensory information as two counterstreams of information; one upstream and one downstream. Downstream predictions from PFC
might increase to balance increasing task demands and upstream prediction errors.

Our study is the first to show increasing fronto-frontal connectivity strength with time on task, and to compare time-on-task connectivity modulations with the effects of task demands. Interestingly, with time-on-task the feedback from pre-SMA to dLPFC decreased, which could indicate decreased temporal processing as a result of fatigue; pre-SMA is known to be implicated in perceptual timing, rhythm perception [67], time networks [63], and sensory temporal processing, see the metareview by Schwartz et al. [69]. This is also in agreement with the theory of Predictive Coding: with increasing fatigue (longer time on task), timing prediction signals from pre-SMA might attenuate; leading to impaired temporal processing and decreased rates of evidence accumulation. This impairment can also explain increased upstream prediction error signals: we showed that forward connections originating in both pre-SMA and dLPFC, increased with time on task. This is similar to the increase in forward connections when cognitive demands increased, found above. Although there is evidence for anatomical connections between the dLPFC and pre-SMA in both directions [46], previous studies have focused on unidirectional modulations of connections from the prefrontal to premotor areas.

On a behavioral level, monkeys maintained good performance across time in terms of error rates but showed decreasing in reaction speeds. Two accounts may explain the deterioration on the one hand and the stability of performance over time on the other hand. First, resource theory ascribes the deterioration of performance to mental fatigue [70, 71]. Mental fatigue increases when a cognitive task is executed over time because the pool of cognitive resources steadily depletes. In the present data, we observe signs of mental fatigue by means of a reaction time slowing, but not in cognitive errors. Why monkeys can maintain the accuracy of their performance in spite of emerging fatigue may be explained by motivational control theory. According to this account, the decision to engage in a cognitive task is the result of a cost-benefit analysis [72, 73, 11]. Task performance is only maintained if a cost-benefit analysis shows that the predicted rewards outweigh the costs [5]. The cost is the effort needed in order to compensate the level of mental fatigue, while the benefit is the level of predicted gratification. In the current experiment, monkeys were rewarded with juice for every correct target selection and thus upholding the accuracy level led to a higher reward likelihood. In the face of emerging fatigue, monkeys thus increase their effort to maintain the rewarded aspect (i.e., accuracy) of the performance, while the unrewarded aspect (i.e., reaction speed) of performance deteriorated. This speaks to an accuracy speed trade-off that maintains reward likelihood.

These behavioral results suggest that two competing mechanisms, mental fatigue and cognitive effort, are in play. In the context of predictive coding, they are reconciled as different potential causes that lead to the same result: increased upstream prediction error signals. In other words, the increase in effective connectivity strength over time could be attributed to mental fatigue or to its mitigation through an increase of effort, as mediated by changes in attentional set. In predictive coding, this would manifest as an increase in the precision or gain afforded prediction errors, thereby increasing their influence on Bayesian belief updating in the prefrontal cortex. One could argue that the overlap between the effects of task difficulty and time on task can be attributed, parsimoniously, to effortful changes in attentional set, rather than a mental fatigue effect. On this view, sending connections to the dLPFC from the pre-SMA may therefore increase in strength because the cognitive (i.e., attentional) effort—that is needed to maintain performance—increases with task difficulty and time on task. This interpretation in line with previous findings considered in terms of working memory [63, 12].

The association of frontal beta-band power and cognitive effort has been shown in previous studies [29, 12]. Because beta-band power increased both with task demands and time on task, beta oscillations were thought to relate to changes in cognitive effort [12]. This interpretation of the role of frontal beta-band oscillations is consistent with other studies, in which beta-band oscillations are ascribed to goal-directed cognition [74, 28, 75], and maintaining the task context in working memory [76]. Since our study shows that the levels of cognitive effort coincide both with frontal beta-band oscillations and with forward connections between prefrontal and premotor areas, the concurrence suggests that beta-band oscillations reflect the enabling of forward connections. This fits comfortably with related treatments of beta-band suppression and rebound during movement, that has been interpreted in terms of sensory attenuation [27]; namely, the attenuation of the precision of proprioceptive prediction errors during movement and the subsequent attention to the consequences of movement.

From studies of visual processing, we observe that visual information processing follows a functional hierarchy and that information from lower to higher-order regions may be mediated by high frequency rhythms, while transmission from higher to lower-order regions is associated with low frequency rhythms [76, 69, 52, 50]. Consistent with these connection asymmetries, Buffalo et al. [51] found differences of low and high frequency oscillations within the cortex during visual processing. Some of these studies—that investigated the laminar-specific and asymmetries in oscillatory frequency—found beta-band oscillations to behave as such a low frequency rhythm [51, 50]. In these studies, beta-band oscillations were thus found in the deep layers of the cortex and drove backward connections. One might speculate, that lower frequencies (such as alpha and beta) are responsible for mediating attentional set through—in the setting of predictive coding—predicting the precision of ascending prediction errors that are conveyed by forward connections. We hope to address the laminar localization of beta-band oscillations and its influence on forward connectivity in future studies.
4.1 Limitations

A number of limitations of our study need to be mentioned and might provide directions for future work. First, cognitive effort (or attentional set) was not manipulated directly but rather interpreted as the result of the duration of task engagement and of task demands. It is important to discriminate between how demanding a task is and how much effort is deployed to overcome this challenge in order to distinguish between cognitive effort and mental fatigue effects. We claim, in accordance with [72], that only if the subject is motivated to perform the task, task demands and time on task may correlate with levels of cognitive effort. To measure motivation levels, future studies may include neural correlates of motivation or experimental manipulations of expected reward. Furthermore, the restriction to two cortical areas only provides a limited picture of the neural interactions that underwrite cognitive effort. The investigation of effective connectivity changes within an extended fronto-parietal network may afford better insight into effort effects in task-specific areas. In addition, although we showed robust effects across many days and two monkeys, future work needs to confirm the present results and generalize the effects to human subjects.

In sum, this work highlights the common changes in connectivity associated with task demands and time on task effects within the FPN. The shared connectivity dynamics may underlie cognitive effort and deployment of attention that is required when the task becomes more difficult and when mental fatigue needs to be mitigated, to maintain performance. These insights contribute to the possible distinction between the neural mechanisms associated with cognitive effort versus mental fatigue and motivate future work on comparing the neural correlates of task demand and time on task effects.
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