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Abstract. Let $\mathcal{C}$ be a class of modules and $\mathcal{L} = \lim \mathcal{C}$ the class of all direct limits of modules from $\mathcal{C}$. The class $\mathcal{L}$ is well understood when $\mathcal{C}$ consists of finitely presented modules: $\mathcal{L}$ then enjoys various closure properties. Our first goal here is to study the closure properties of $\mathcal{L}$ in the general case when $\mathcal{C} \subseteq \text{Mod–}R$ is arbitrary. Then we concentrate on two important particular cases, when $\mathcal{C} = \text{add} \ M$ and $\mathcal{C} = \text{Add} \ M$, for an arbitrary module $M$.

In the first case, we prove that $\lim \text{add} \ M = \{ N \in \text{Mod–}R \mid \exists F \in \mathcal{F}_S : N \cong F \otimes_S M \}$ where $S = \text{End} \ M$, and $\mathcal{F}_S$ is the class of all flat right $S$-modules. In the second case, $\lim \text{Add} \ M = \{ \mathfrak{f} \otimes_S M \mid \mathfrak{f} \in \mathcal{F}_S \}$ where $\mathfrak{f}$ is the endomorphism ring of $M$ endowed with the finite topology, $\mathcal{F}_\mathfrak{f}$ is the class of all right $\mathfrak{f}$-contramodules that are direct limits of direct systems of projective right $\mathfrak{f}$-contramodules, and $\mathfrak{f} \otimes_S M$ is the contratensor product of the right $\mathfrak{f}$-contramodule $\mathfrak{f}$ with the discrete left $\mathfrak{f}$-module $\mathfrak{f}$.

For various classes of modules $\mathcal{D}$, we show that if $M \in \mathcal{D}$ then $\lim \text{add} \ M = \lim \text{Add} \ M$ (e.g., when $\mathcal{D}$ consists of pure projective modules), but the equality for an arbitrary module $M$ remains open. Finally, we deal with the question of whether $\lim \text{Add} \ M = \text{Add} \ M$ where $\text{Add} \ M$ is the class of all pure epimorphic images of direct sums of copies of a module $M$. We show that the answer is positive in several particular cases (e.g., when $M$ is a tilting module over a Dedekind domain), but it is negative in general.
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1
Introduction

Direct limits provide one of the key constructions for forming large modules from families of small ones. In the case when the small modules are taken from a class of finitely presented modules, classic theorems of Lenzing et al. make it possible to describe completely the resulting class of large modules. However, if we start with a class, $\mathcal{C}$, consisting of arbitrary modules, then the structure of the class $\mathcal{L} = \lim_{\rightarrow} \mathcal{C}$ is much less clear: for example, $\mathcal{L}$ need not be closed under direct limits.

Our first goal here is to investigate which closure properties of the class $\mathcal{C}$ carry over to $\mathcal{L}$. Then we will characterize the class $\mathcal{L}$ for two particular instances: when $\mathcal{C}$ is the class of all, and all finite, direct sums of copies of a single (infinitely generated) module $M$. The first characterization relies on the well-known equivalence between the category $\text{add} \ M$ of all direct summands of finite direct sums of copies of $M$ and $(\text{mod–}\ S)\text{proj}$, the category of all finitely generated projective right $S$-modules, where $S$ is the endomorphism ring of $M$. The second characterization is based on a recently discovered equivalence [39] between the category $\text{Add} \ M$ of all direct summands of arbitrary direct sums of copies of $M$ and $(\text{Contra–}\ S)\text{proj}$, the category of projective right contramodules over $S$, the endomorphism ring of $M$ endowed with the finite topology.

We will prove that in many cases, e.g., when $\mathcal{C}$ consists of small or pure projective modules, particular injective or Prüfer modules, the classes $\lim_{\rightarrow} \text{add} \mathcal{C}$ and $\lim_{\rightarrow} \text{Add} \mathcal{C}$ coincide. However, whether this is true in general, remains an open problem.

We will also characterize the class $\lim_{\rightarrow} \text{Add} \mathcal{P}$ when $\mathcal{P}$ is a projective module in terms of its trace ideal. Another problem addressed here is the question of whether $\lim_{\rightarrow} \text{Add} \ M = \text{Add} \ M$ where $\text{Add} \ M$ denotes the class of all pure epimorphic images of direct sums of copies of a module $M$. We will give a positive answer in several particular cases, e.g., when $M$ is an (infinitely generated) tilting module over a Dedekind domain. However, we will show that the answer is negative in general, even if the class $\text{Add} \ M$ is closed under direct limits: we will construct an example of a countably generated flat module $M$ such that $\text{Add} \ M = \lim_{\rightarrow} \text{Add} \ M \subsetneq \text{Add} \ M$.

Let us say a few more words about the applications of contramodules to the study of the class $\lim_{\rightarrow} \text{add} \mathcal{M}$ and to the $\lim_{\rightarrow} \text{add} \mathcal{M}$ versus $\lim_{\rightarrow} \text{Add} \mathcal{M}$ question. The notions of a flat module and a flat contramodule [38, 37, 7] play a key role in the descriptions of the classes $\lim_{\rightarrow} \text{add} \mathcal{M}$ and $\lim_{\rightarrow} \text{Add} \mathcal{M}$, respectively. The classical Govorov–Lazard theorem [22, 27] describes the flat modules as the direct limits of projective modules, or even more precisely, as the direct limits of finitely generated free modules. The analogous assertion is not true for contramodules, generally speaking, and we present a counterexample.

Still it is not known whether every direct limit of projective contramodules is a direct limit of finitely generated projective (or finitely generated free) contramodules. When this holds for the topological endomorphism ring $\mathcal{S}$ of a module $M$, it follows that $\lim_{\rightarrow} \text{add} \ M = \lim_{\rightarrow} \text{Add} \ M$. In particular, this observation is applicable to some Prüfer-type modules $M$, or more generally, to modules $M$ whose topological endomorphism ring $\mathcal{S}$ admits a dense left noetherian subring $S$ such that the induced topology on $S$ is a left Gabriel topology with a countable base of ideals generated by central elements. It is important here that ideals generated by central elements in noetherian rings have the Artin–Rees property, which allows to prove that the underlying $S$-modules of flat $\mathcal{S}$-contramodules are flat.

We also prove that, for any module $M$, both the classes $\lim_{\rightarrow} \text{add} \ M$ and $\lim_{\rightarrow} \text{Add} \ M$ are deconstructible (i.e. every module from the respective class is filtered by modules of bounded size from the same class). The assumption that all flat $\mathcal{S}$-contramodules
are direct limits of projective ones, for $S = \text{End}_M$, allows to improve the cardinality estimate for deconstructibility of $\text{lim} \text{Add} \, M$. In order to obtain the improved cardinality estimate, we study homological properties of the class of all flat contramodules and its natural subclass of so-called 1-strictly flat contramodules. Under a mild assumption (that all flat contramodules are 1-strictly flat), we show that the class of all flat $S$-contramodules is closed under (transfinite) extensions and kernels of epimorphisms, and that it is quasi-deconstructible modulo the class of all so-called contratensor-negligible contramodules.

1. Preliminaries

Let $R$ be a ring and let $\text{Mod–}R$ (mod–$R$) denote the class of all (all finitely presented) right $R$-modules. Let $C$ be any class of modules closed under finite direct sums.

The key subject of this paper is the class $L = \text{lim} \rightarrow C$ of all modules $M \in \text{Mod–}R$ for which there exists a direct system $D = (C_i, f_{ji} \mid i \leq j \in I)$ in $\text{Mod–}R$ with $C_i \in C$ for all $i \in I$, such that $M$ is the direct limit of $D$. That is, $(M, f_i(i \in I))$ is the colimit of the diagram $D$ in $\text{Mod–}R$. We will use the notation of $M = \text{lim} \rightarrow C_i$ or $M = \text{lim} \rightarrow D$.

That $M = \text{lim} \rightarrow C_i$ can equivalently be expressed as an internal property of the diagrams

\[
\begin{array}{c}
\xymatrix{ & M \ar[ld]_{f_i} \ar[rd]^{f_j} \\
C_i \ar[r]_{f_{ji}} & C_j }
\end{array}
\]

namely, as the conjunction of the following three conditions

(C1) $f_i = f_j f_{ji}$ for all $i \leq j \in I$,
(C2) $M = \bigcup_{i \in I} \text{Im} \, f_i$, and
(C3) $\text{Ker}(f_i) \subseteq \bigcup_{i \leq j \in I} \text{Ker}(f_{ji})$ for all $i \in I$.

Also, $M = \text{lim} \rightarrow C_i$ is equivalent to the existence of a short exact sequence of the form

\[
(*) \quad 0 \rightarrow K \hookrightarrow \bigoplus_{i \in I} C_i \xrightarrow{\pi} M \rightarrow 0
\]

where $\pi \mid C_i = f_i$ for each $i \in I$, and $K = \text{Ker}(\pi) = (x - f_{ji}(x) \mid x \in C_i \text{ & } i \leq j \in I)$. This sequence is pure exact (in Lemma 4.3 below, we will see that it is even locally split).

For more details and basic properties of direct limits, we refer to [18 §2.1].

Remark 1. Condition (C3) has the easy corollary that if all the morphisms $f_{ji}$ in the direct system $D$ are monomorphisms, then so are all the $f_i$ ($i \in I$). In Theorem 4.5 below, we will however prove that if $C$ is closed under arbitrary direct sums, then we can always w.l.o.g. assume that all the morphisms $f_{ji}$ ($i \leq j \in I$) are split epimorphisms.

It is worth noting that while the definition of a direct limit admits the equivalent internal formulation as above, this is not true of its category theoretic dual, that is, of the notion of an inverse limit of an inverse system of modules.

The duals of conditions (C1) and (C2) do hold for inverse limits. The dual of condition (C3) holds when $I$ is countable and all the morphisms $f_{ij}$ in the inverse system are epimorphisms (in which case also all the morphisms $f_i$ are epimorphisms), but it fails in general. Using the existence of Aronzsajn trees, one can construct a well-ordered inverse system of modules $I = (C_{\alpha}, f_{\alpha \beta} \mid \alpha \leq \beta < \aleph_1)$ all of whose
morphisms $f_{\alpha} \beta$ are non-zero epimorphisms, but the inverse limit $M = \varprojlim J$ is 0, whence $f_{\alpha} = 0$ for each $\alpha < \aleph_1$, cf. [8] or [15] 6.39.

Moreover, the dual exact sequence to (*), expressing the inverse limit of an inverse system of modules as a submodule of the direct product of these modules, is not pure in general, cf. [15] 6.33).

For a class of modules $\mathcal{D}$, we will denote by $\text{Sum} \mathcal{D}$ and $\text{sum} \mathcal{D}$ the class of all, and all finite, direct sums of copies of modules from $\mathcal{D}$, respectively. Further, $\text{Add} \mathcal{D}$ and $\text{add} \mathcal{D}$ will denote the class of all direct summands of modules in $\text{Sum} \mathcal{D}$ and $\text{sum} \mathcal{D}$, respectively. If $\mathcal{D}$ consists of a single module $M$, we will write $\text{Sum} M$ instead of $\text{Sum} \{M\}$, and similarly for $\text{sum} M$, $\text{Add} M$, and $\text{add} M$.

For example, for $M = R$, $\text{Sum} M$ and $\text{sum} M$ are the classes of all free, and finitely generated free, modules, and $\text{Add} M$ and $\text{add} M$ the classes of all projective, and finitely generated projective, modules, respectively. Note that this example shows that $\text{Sum} \text{add} M$ may be a proper subclass of $\text{Add} M$ - this happens exactly in the case when there exists a (countably generated) projective module that does not decompose into a direct sum of finitely generated projective modules.

Of course, $\text{sum} M = \text{add} M$ when the endomorphism ring of $M$ is local (cf. [2] 12.7). However, even if $\text{sum} M \subseteq \text{add} M$, always $\varinjlim \text{add} M = \varinjlim \text{sum} M$, and similarly for $\text{Add} M$ and $\text{sum} M$. This simplifies the study of the direct limit closures in these cases. More in general, we have the following easy observation:

**Lemma 1.1.** Let $R$ be a ring and $\mathcal{E}$ be any class of modules. Let $\mathcal{E}'$ denote the class of all direct summands of the modules in $\mathcal{E}$. Then $\varinjlim \mathcal{E}' = \varinjlim \mathcal{E}$.

**Proof.** It suffices to prove that $\varinjlim \mathcal{E}' \subseteq \varinjlim \mathcal{E}$. Let $L \in \varinjlim \mathcal{E}'$, that is, there is a direct system of modules $\mathcal{D} = (E'_i; f_{ij} | i \leq j \in I)$ with $E'_i \in \mathcal{E}'$, such that $\varinjlim \mathcal{D} = (L, f_i(i \in I))$. For each $i \in I$, there exist modules $E_i \in \mathcal{E}$ and $E''_i \in \mathcal{E}'$ such that $E'_i \oplus E''_i = E_i$.

If the poset $I$ has a maximal element $k$, then $L \cong E'_k$, and $L$ is a countable direct limit of copies of $E_k$ (cf. Remark 2 below). If $I$ has no maximal element, we consider the direct system $\mathcal{E} = (E_i; g_{ji} | i \leq j \in I)$ with $g_{ji} | E'_i = f_{ji}$ and $g_{ji} | E''_i = 0$. Then $\varinjlim \mathcal{E} = (L, g_i(i \in I))$, where $g_i | E'_i = f_i$ and $g_i | E''_i = 0$, whence $L \in \varinjlim \mathcal{E}$. \hfill $\square$

Another easy, but important fact which holds for any class of modules $\mathcal{E}$, is that if $L = \varinjlim \text{add} \mathcal{E}$ is closed under direct limits, then, since $\text{Sum} \mathcal{E} \subseteq L$, also $L = \varinjlim \text{Sum} \mathcal{E} = \varinjlim \text{Add} \mathcal{E}$, by Lemma 1.1. Similarly, if $L$ is closed under direct summands, then $\text{Add} \mathcal{E} \subseteq L$.

**Remark 2.** For any class of modules $\mathcal{E}$, we have the following implications: $\mathcal{E}$ is closed under arbitrary direct limits (i.e., $\mathcal{E} = \varinjlim \mathcal{E}$) implies that $\mathcal{E}$ is closed under countable direct limits, and that in turn implies that $\mathcal{E}$ is closed under direct summands. The latter implication holds because each direct summand $D$ of a module $E \in \mathcal{E}$ is a direct limit of a countable chain $E \to E \to \ldots$, where $\pi: E \to E$ is the identity on $D$ and zero on a (fixed) complement of $D$ in $E$.

These implications cannot be reversed in general: if $\mathcal{E}$ is the class of all projective modules over a non-right perfect ring $R$, so $R$ contains a strictly decreasing chain of principal left ideals $(Ra_i | i < \omega)$, then by the classic Bass’ Theorem P, if $M$ denotes the direct limit of the countable direct system $R \xrightarrow{f_0} R \xrightarrow{f_1} \ldots$ where $f_i: R \to R$ is the left multiplication by $a_i$ for each $i < \omega$, then $M$ is not projective. Also, if $\mathcal{E}$ denotes the class of all countably presented modules over any ring, then $\mathcal{E}$ is closed under countable direct limits, but not under arbitrary ones (and even not under arbitrary direct sums).
However, it is open whether if $E = \lim \text{add} C$ for a class of modules $C$, and $E$ is closed under direct summands, then $E = \lim \mathcal{E}$ (cf. Problem 3 in Section 14).

A module $M$ is called self-small, if for each (or equivalently, each countable) set $X$ and each $f \in \text{Hom}_R(M, M^{(X)})$, there exists a finite subset $F \subseteq X$ such that $\text{Im} f \subseteq M^{(F)}$. Moreover, $M$ is small, if for each (or equivalently, each countable) system of modules $(N_\alpha \mid \alpha < \kappa)$ and each $f \in \text{Hom}_R(M, \bigoplus_{\alpha < \kappa} N_\alpha)$, there exists a finite subset $F \subseteq \kappa$ such that $\text{Im} f \subseteq \bigoplus_{\alpha \in F} N_\alpha$. Note that the latter just says that the covariant $\text{Hom}_R(M, -)$ functor commutes with arbitrary direct sums (so in the terminology of category theory, $M$ is a compact object in $\text{Mod}_R$).

For example, each finitely generated module over any ring is small, and each torsion-free module of finite rank over any commutative domain is self-small. However, if $M$ decomposes into an infinite direct sum of non-zero submodules, then $M$ is not self-small. Similarly, no countably, but not finitely, generated module is small.

For each $n \geq 0$, we will denote by $\mathcal{P}_n$, $\mathcal{I}_n$, and $\mathcal{F}_n$ the class of all modules of projective, injective, and flat dimension $\leq n$, respectively.

For a class of modules $C$, we will denote by $C^\perp$ the right Ext-orthogonal class $\text{Ker}(\text{Ext}_R^1(C, -)) = \{M \in \text{Mod}_R \mid \text{Ext}_R^1(C, M) = 0 \text{ for all } C \in C\}$, and $C^{\perp \perp} = \bigcap_{i \geq 2} \text{Ker}(\text{Ext}_R^i(C, -))$. Similarly $\perp C = \text{Ker}(\text{Ext}_R^1(-, C))$ and $C^\perp = \text{Ker}(\text{Tor}_1^R(-, C))$. For a class of left $R$-modules $\mathcal{D}$, we define $\uparrow \mathcal{D} = \text{Ker}(\text{Tor}_1^R(-, \mathcal{D}))$. If $C = \{M\}$ for a module $M$, we write simply $M^\perp$ in place of $\{M\}^{\perp}$, and similarly for the other Ext- and Tor-orthogonal classes.

A pair of classes of modules $\mathcal{E} = (A, B)$ is a cotorsion pair in case $A = \uparrow B$ and $B = A^{\perp}$. The cotorsion pair is called hereditary if moreover $\text{Ext}_R^1(A, B) = 0$ for all $i > 1$, $A \in A$, and $B \in B$. The class $\text{Ker}(\mathcal{C}) = A \cap B$ is called the kernel of $\mathcal{C}$.

A module $T \in \text{Mod}_R$ is an (infinitely generated) tilting module provided that $T$ has finite projective dimension, $\text{Ext}_R^1(T, T^{(X)}) = 0$ for all $i \geq 1$ and all sets $X$, and there is a finite exact sequence $0 \rightarrow R \rightarrow T_0 \rightarrow \cdots \rightarrow T_k \rightarrow 0$ such that $T_i \in \text{Add} T$ for each $i \leq k$. If $T$ is tilting, then there is the associated cotorsion pair $\mathcal{C} = (A, B)$, such that $B = T^{\perp \perp}$. $\mathcal{C}$ is called the tilting cotorsion pair, and $B$ the tilting class, induced by $T$. Moreover, $A = \text{Filt}(A^{\perp \perp})$, $B = (A^{\perp \perp})^{\perp}$, and $\text{Add} T = \text{Ker}(\mathcal{C}) = A \cap B$. In particular, the class $B$ is definable, and $A \subseteq \mathcal{P}_n$ provided that $\text{proj.dim} T \leq n$. In the latter case, $T$ is called an $n$-tilting module, and $\mathcal{E}(B)$ an $n$-tilting cotorsion pair ($n$-tilting class). For basic properties of tilting modules, we refer to [13] Chap. 13.

Let $A$ be a class of modules. A homomorphism $f : A \rightarrow M$ is an $A$-precover of a module $M$ in case $A \in A$, and each homomorphism from a module $A' \in A$ to $M$ factorizes through $f$. If $f$ is moreover right minimal, i.e., $f$ factorizes through itself only by an automorphism, then $f$ is an $A$-cover of $M$. If each module $M \in \text{Mod}_R$ has an $A$-precover ($A$-cover), then $A$ is called a precovering (covering) class.

Let $A$ be a class of modules and $M$ be a module. Then $M$ is $A$-filtered provided that there is a chain of submodules of $M$, $(M_\alpha \mid \alpha \leq \sigma)$, such that $M_0 = 0$, $M_{\alpha+1}/M_\alpha$ is isomorphic to an element of $A$ for each $\alpha < \sigma$, $M_\alpha = \bigcup_{\beta < \alpha} M_\beta$ for each limit ordinal $\alpha \leq \sigma$, and $M_\sigma = M$. The class of all $A$-filtered modules is denoted by $\text{Filt}(A)$.

Let $\kappa$ be an infinite cardinal. We will denote by $A^{< \kappa}$ and $A^{\leq \kappa}$ the class of all $< \kappa$-presented, and $\leq \kappa$-presented modules from $A$. The class $A$ is said to be $\kappa$-deconstructible provided that $A \subseteq \text{Filt}(A^{< \kappa})$. If moreover each module in $A$ is
isomorphic to a direct sum of $< \kappa$-presented modules from $\mathcal{A}$, then $\mathcal{A}$ is called $\kappa$-deconstructible.

$\mathcal{A}$ is deconstructible provided that $\mathcal{A}$ is $\kappa$-deconstructible for some infinite cardinal $\kappa$. Moreover, $\mathcal{A}$ is decomposable provided that it is $\kappa$-deconstructible for some infinite cardinal $\kappa$. For example, the class $\mathcal{P}_0$ of all projective modules is decomposable, as it is $\aleph_1$-decomposable, by a classic theorem of Kaplansky. However, most classes of modules encountered in homological algebra are not decomposable, but they often are deconstructible. For example, for each $n \geq 0$, the classes $\mathcal{P}_n$ and $\mathcal{F}_n$ are deconstructible over any ring $R$, cf. [18, §8.1].

A class of modules $\mathcal{A}$ is closed under transfinite extensions provided that $\mathcal{A} = \text{Filt}(\mathcal{A})$. In this case, $\mathcal{A}$ is closed under extensions and arbitrary direct sums. For example, for any class of modules $\mathcal{B}$, the class $\perp \mathcal{B}$ is closed under transfinite extensions by the Eklof Lemma [18, 6.2].

Note that if $\mathcal{S}$ is any set of modules, then the class $\text{Filt}(\mathcal{S})$ is precovering, cf. [18, 7.21]. Hence, any deconstructible class of modules closed under transfinite extensions is precovering.

2. Closure under direct sums and extensions

Let $\mathcal{C}$ be a class of modules closed under finite direct sums. The class $\mathcal{L} = \text{lim}_\rightarrow \mathcal{C}$ is well-understood in the case when $\mathcal{C}$ consists of finitely presented modules:

Lemma 2.1. Let $R$ be a ring, $\mathcal{C} \subseteq \text{mod–}R$, and $\mathcal{L} = \text{lim}_\rightarrow \mathcal{C}$.

(i) The class $\mathcal{L}$ is closed under arbitrary direct sums and direct limits, pure submodules and pure epimorphic images, and $\mathcal{L} \cap \text{mod–}R = \text{add} \mathcal{C}$. Moreover, $\mathcal{L}$ is closed under pure extensions.

(ii) Assume moreover that $\mathcal{C}$ is closed under direct summands, extensions, $R \in \mathcal{C}$, and $\mathcal{C}$ consists of $\text{FP}_2$-modules. Then $\mathcal{L} = \text{fin}(\mathcal{C}^\perp)$, whence $\mathcal{L}$ is a covering class of modules which is closed under transfinite extensions, and $\mathcal{L}$ is $\kappa^+$-deconstructible for $\kappa = \text{card} \ R + \aleph_0$.

Proof. (i) Except for the last claim, these properties of $\mathcal{L}$ follow from the classic work of Lenzing [29], see also [18, 2.13].

For the last claim, let $0 \to X \to Z \xrightarrow{\rho} Y \to 0$ be a pure exact sequence with $X, Y \in \mathcal{L}$. Let $\mathcal{C} = (C_i, f_{ji} | i \leq j \in I)$ be a direct system with $C_i \in \mathcal{C}$ such that $\text{lim}_\rightarrow \mathcal{C} = (Y, f_i(i \in I))$. Taking pullbacks of $\rho$ and $f_i$ $(i \in I)$, we obtain a direct system of short exact sequences $0 \to X \to Z_i \to C_i \to 0$ $(i \in I)$ whose direct limit is the sequence $(\ast \ast)$.

Since the pullback of a pure epimorphism is again a pure epimorphism, and $\mathcal{C} \subseteq \text{mod–}R$, we infer that for each $i \in I$, the sequence $0 \to X \to Z_i \to C_i \to 0$ splits. So $Z_i \cong X \oplus C_i \in \mathcal{L}$ for all $i \in I$. Then $Z = \text{lim}_\rightarrow Z_i \in \mathcal{L}$, too, because $\mathcal{L}$ is closed under direct limits when $\mathcal{C} \subseteq \text{mod–}R$.

(ii) This was proved in [3], see also [18, 6.19 and 8.40].

Remark 3. The tools developed in the sequel will allow us to extend Lemma 2.1(i) to the case when $\mathcal{C}$ is an arbitrary class consisting of pure projective modules – see Corollary 6.7 below.

For a general class of modules $\mathcal{C}$ closed under finite direct sums, $\mathcal{L}$ may fail some of the closure properties mentioned above. However, the closure under arbitrary direct sums always holds. In the particular case when $\mathcal{C}$ is closed under arbitrary direct sums, this follows from the characterization of direct limits given in Theorem 4.5 below. However, 4.5 may fail in the general setting of classes closed only under finite direct sums – see Example 4.6 below. Here we give a direct proof for the general setting employing the internal characterization of $\text{lim}_\rightarrow$.
Proposition 2.2. The class $\mathcal{L}$ is closed under arbitrary direct sums.

Proof. Let $(L_\alpha \mid \alpha < \kappa)$ be a sequence of modules from $\mathcal{L}$ and put $L = \bigoplus_{\alpha < \kappa} L_\alpha$.

For each $\alpha < \kappa$, let $\mathcal{C}_\alpha = \{C_{\alpha,i} \mid i \leq j \in I_\alpha\}$ be a direct system of modules from $\mathcal{C}$ witnessing that $L_\alpha \in \mathcal{L}$, i.e., $(L_\alpha, f_{\alpha,i}(i \in I_\alpha))$ is the colimit of the diagram $\mathcal{C}_\alpha$ in Mod-$\mathcal{R}$ (where $f_{\alpha,i} : C_{\alpha,i} \to L_\alpha$).

Let $F$ be a finite subset of $\kappa$, $F = \{\alpha_1, \ldots, \alpha_m\}$. Since $\mathcal{C}$ is closed under finite direct sums, the module $C_{F,j} = \bigoplus_{k \leq m} C_{\alpha_k,i_k}$ belongs to $\mathcal{C}$ for each $m$-tuple of indices $i = (i_1, \ldots, i_m) \in I_{\alpha_1} \times \cdots \times I_{\alpha_m}$.

Let $G$ be a finite subset of $\kappa$ containing $F$, so $G = \{\alpha_1, \ldots, \alpha_n\}$ for some $n \geq m$ and let $\bar{j} = (j_1, \ldots, j_n) \in I_{\alpha_1} \times \cdots \times I_{\alpha_n}$ be such that $i \leq \bar{j}$, i.e., $i_k \leq j_k$ for all $k \leq m$. Define $h = f_{G,F,\bar{j}} : C_{F,\bar{j}} \to C_{G,\bar{j}}$ by $h \circ C_{\alpha_k,i_k} = f_{\alpha_k,j_k,i_k}$ for all $k \leq m$.

Let $\mathcal{C} = \{C_{F,i} \mid f_{G,F,\bar{j}}\}$ where $F$ and $G$ run over all pairs of finite subsets of $\kappa$ such that $F \subseteq G$, and $i$ and $\bar{j}$ over all $m$-tuples and $n$-tuples, with $m = \text{card } F$, $n = \text{card } G$ and $i \leq \bar{j}$ as above. Then $\mathcal{C}$ is a direct system of modules from $\mathcal{C}$.

We will show that $L = \text{lim } \mathcal{C}$ by verifying conditions (C1)-(C3) in the given setting. For $F$ and $i$ as above, we define $h_{F,i} : C_{F,i} \to L$ by $h_{F,i} = \bigoplus_{k \leq m} f_{\alpha_k,i_k}$.

Note that $h_{F,i} = h_{G,F,\bar{j}}f_{G,F,\bar{j}}$ for $F \subseteq G$ and $i \leq \bar{j}$, because the equality holds when restricted to each $C_{\alpha_k,i_k}$ ($k \leq m$). Thus condition (C1) holds.

For conditions (C2) and (C3), we have to prove that $L = \bigcup \text{Im}(h_{F,i})$, and that for each $x \in C_{F,i}$, $h_{F,i}(x) = 0$ implies the existence of $G \supseteq F$ and $i \leq \bar{j}$ such that $f_{G,F,\bar{j}}(x) = 0$.

The first claim is clear, since $\text{Im}(h_{F,i}) = \bigoplus_{k \leq m} \text{Im}(f_{\alpha_k,i_k})$ and $\bigcup_{i \in I_{\alpha}} \text{Im}(f_{\alpha,i}) = L_\alpha$ for each $\alpha < \kappa$.

The assumption of the second claim says that $\bigoplus_{k \leq m} f_{\alpha_k,i_k}(x) = 0$. So for each $k \leq m$, there exists $j_k \in I_{\alpha_k}$ such that the $i_k$-th component of $x$ is mapped to zero by $f_{\alpha_k,j_k,i_k}$. Take $G = F$ and $\bar{j} = (j_1, \ldots, j_m)$. Then $f_{G,F,\bar{j}}(x) = 0$, q.e.d. $\square$

We will also make use of the following

Lemma 2.3. ([24] Theorem 2.5]) Let $\mathcal{D}$ be a class of modules closed under pure epimorphic images. Then $\mathcal{D}$ is a covering class, iff $\mathcal{D}$ is closed under arbitrary direct sums.

Proposition 2.2 and Lemma 2.3 yield

Corollary 2.4. Assume that the class $\mathcal{L}$ is closed under pure epimorphic images. Then $\mathcal{L}$ is a covering class.

Here is another closure property that is passed from $\mathcal{C}$ to $\mathcal{L}$ in general:

Lemma 2.5. Assume that $\mathcal{C}$ is closed under homomorphic images. Then $\mathcal{L}$ coincides with the class of all homomorphic images of arbitrary direct sums of modules from $\mathcal{C}$. In particular, $\mathcal{L}$ is closed under homomorphic images and direct limits, and it is a covering class; the $\mathcal{L}$-cover of a module $M$ is the embedding $T \hookrightarrow M$ where $T$ is the trace of $\mathcal{C}$ in $M$.

Moreover, $\mathcal{L}$ consists of $\mathcal{C}$-filtered modules. If $\mathcal{C}$ is $\kappa$-deconstructible for some infinite cardinal $\kappa$ (e.g., if $\mathcal{C}$ has a representative set $S$ of objects up to isomorphism such that $\text{card } S < \kappa$), then $\mathcal{L}$ is $\kappa$-deconstructible.

Proof. Assume that $L \in \mathcal{L}$, i.e., $(L, f_i(i \in I))$ is the direct limit of a direct system consisting of modules from $\mathcal{C}$. Then $\mathcal{L}$ is a (pure) epimorphic image of a direct sum of modules from $\mathcal{C}$, cf. [18, 2.9]. Conversely, let $f$ be an epimorphism $f : \bigoplus_{i \in I} C_i \to M$ with $C_i \in \mathcal{C}$ for each $i \in I$. If $I$ is finite, then $M \in \mathcal{C}$ by our assumption on $\mathcal{C}$. Otherwise consider the $\mathcal{C}$-directed set $J$ of all finite subsets of $I$, and for each $S \in J$, let $D_S = f(\bigoplus_{i \in S} C_i)$. By our assumption on $\mathcal{C}$, $D_S \in \mathcal{C}$, and $M$ is the directed union of the direct systems of its submodules $(D_S \mid S \in J)$, so $M \in \mathcal{L}$.\
That $\mathcal{L}$ is a covering class now follows by Corollary 2.4. Any homomorphism $f$ from a module $L \in \mathcal{L}$ into a module $M$ satisfies $\text{Im } f \in \mathcal{L}$, whence $\text{Im } f \subseteq T$ by the above. It follows that $T \hookrightarrow M$ is a $\mathcal{L}$-cover of $M$.

Next we show that each module $L \in \mathcal{L}$ is $\mathcal{L}$-filtered. Indeed, a $\mathcal{L}$-filtration $(L_\alpha \mid \alpha \leq \sigma)$ of $L$, such that $L_\alpha \in \mathcal{L}$ for each $\alpha \leq \sigma$, is obtained as follows: $L_0 = 0$; if $L_\alpha \in \mathcal{L}$ is defined and $L_\alpha \neq L$, then using the fact (proved above) that $L$ is a directed union of modules from $\mathcal{C}$, we find a $C \in \mathcal{C}$ such that $C \subseteq L$, but $C \not\subseteq L_\alpha$. Let $L_{\alpha+1} = L_\alpha + \mathcal{C} \subseteq L$. Also $L_\alpha$ is a directed union of modules from $\mathcal{C}$, say $L_\alpha = \bigcup_{i \in I} C_i$, and $C_i + \mathcal{C} \in \mathcal{C}$ for each $i \in I$ by our assumption on $\mathcal{C}$, so $L_{\alpha+1}$ is the directed union of the modules $C_i + \mathcal{C} \in \mathcal{C}$, whence $L_{\alpha+1} \in \mathcal{L}$. Moreover, if $L_\alpha \subseteq L$ for all $\beta < \alpha$ and $\alpha$ is a limit ordinal, then we define $L_\alpha = \bigcup_{\beta < \alpha} L_\beta$. Then $L_\alpha \in \mathcal{L}$ since $\mathcal{L}$ is closed under direct limits.

The assumption of the final claim says each module $C \in \mathcal{L}$ is filtered by $< \kappa$-presented modules from $\mathcal{C}$. By the above, the same holds for the modules in the class $\mathcal{L}$, so the class $\mathcal{L}$ is also $\kappa$-deconstructible.

Example 2.6. (a) Let $R$ be a ring and $T$ a 1-tilting module and $\mathcal{C}$ be the class of all homomorphic images of finite direct sums of copies of $T$. Then $\mathcal{L} = \text{Gen } T$ is the tilting class induced by $T$, see e.g. [18, 14.2]. By Lemma 2.5, $\mathcal{L}$ is closed under direct limits and it is deconstructible. Also, $\mathcal{L}$ is closed under transfinite extensions, and $\mathcal{L}$ is a covering class.

(b) Let $R$ be an integral domain with the quotient field $Q$. Let $\mathcal{C}$ be the class of all homomorphic images of finite direct sums of copies of $Q$. By Lemma 2.5, $\mathcal{L}$ is the class of all $h$-divisible modules (= homomorphic images of arbitrary direct sums of copies of $Q = \text{homomorphic images of injective modules}$), and by Lemma 2.5, $\mathcal{L}$ is deconstructible. Since $\mathcal{L}$ is the class of all cosyziggy modules of all $\kappa$, $\mathcal{L} = \mathcal{P}_1$, whence $(\alpha \subseteq \mathcal{L}) = \mathcal{D}$ is the 1-tilting class of all divisible modules (cf. [18, 9.1(a)]). So $\mathcal{L}$ is a 1-tilting class (i.e., (b) is a particular instance of (a)), iff $\mathcal{L} = \mathcal{D}$. By [15, VII.2, Theorem 2.8], the latter happens, iff $R$ is a Matlis domain (i.e., $Q$ has projective dimension 1). Notice that this is further equivalent to the class $\mathcal{L}$ being closed under extensions: indeed, the closure is clear when $\mathcal{L}$ is a $\kappa$-covering class.

Conversely, if $Q$ has projective dimension $> 1$, then there exists a module $M$ such that $0 \neq \text{Ext}_R^1(Q,M) \cong \text{Ext}_R^1(Q,E(M)/M)$, so there is a non-split short exact sequence $0 \to E(M)/M \to N \xrightarrow{\pi} Q \to 0$. Here, $E(M)/M$ and $Q$ are $h$-divisible, but $X$ is not: otherwise, there is an epimorphism $\rho : Q^{(X)} \to N$, whence $\pi \rho$ is a split $Q$-epimorphism, and $\pi$ splits, too, a contradiction.

The proof of Proposition 2.2 is motivated by the simple fact that infinite direct sums are directed unions of their finite subsums, where all the maps involved are split monomorphisms. However, as shown in part (a) of the following example, the converse is not true in general: even if we assume that $\mathcal{C}$ is closed under extensions and direct summands, all the maps $f_{ij}$ in a direct system $\mathcal{C} = (C_i, f_{ij} \mid i \leq j \in I)$ are split monomorphisms, and so are all the maps $f_i$ in the direct limit $(L, f_i (i \in I))$ of $\mathcal{C}$, the module $L$ need not be a direct sum of the modules from $\mathcal{C}$.

Example 2.7. (a) Let $\kappa$ be an infinite cardinal and $R$ a ring of cardinality $\leq \kappa$ which is not right noetherian. Let $\mathcal{C}$ be the class of all injective modules of cardinality $\leq 2^\kappa$.

We claim that for each module $M$ of cardinality $\leq 2^\kappa$, the injective hull $E(M)$ of $M$ satisfies $E(M) \in \mathcal{C}$. To see this, let $D(M)$ denote the divisible hull of $M$ (viewed as an abelian group). Then $D(M)$ has cardinality $\leq 2^\kappa$, and we have the homomorphisms $M \cong \text{Hom}_R(R, M) \subseteq \text{Hom}_Z(R, M) \subseteq \text{Hom}_Z(R, D(M)) = H$. Since $D(M)$ is an injective $Z$-module and $R$ is a flat left $R$-module, the module $H$
is injective (see e.g. [13, 2.16(c)]). Moreover, $H$ has cardinality $\leq (2^\kappa)^{\kappa} = 2^\kappa$. So $H \in C$, whence also $E(M) \in C$, and the claim is proved.

Let $L$ be any injective module. By the claim above, $L$ is the directed union of a direct system of split monomorphisms, $E = (C_i, f_{ji} \mid i \leq j \in I)$, where $\{C_i \mid i \in I\} \subseteq C$ is the set of all injective submodules of $L$ of cardinality $\leq 2^\kappa$. Note that all the maps $f_i (i \in I)$ in the colimit $(L, f_i(i \in I))$ of $E$ are split monomorphisms.

Since $R$ is not right hereditary, the Faith-Walker theorem [2, 25.8] yields an injective module $L$ such that $L$ is not a direct sum of $\leq 2^\kappa$-generated (injective) modules. By the above, $L$ is a directed union of a direct system $E$ of split monomorphisms of modules from $C$ such that also all the morphisms $f_i$ are split monomorphisms, but $L$ is not a direct sum of modules from $C$.

(b) We have just proved that the class $L = \text{lim}C$ contains all injective modules. By Proposition 2.7, $L$ contains all direct sums of injective modules (some of these are not injective, because $R$ is not right noetherian). However, in this generality, it is not exactly clear which modules the class $L$ contains. There are two cases where we can give a complete answer:

If $R$ is right hereditary, then the class $C$ is closed under homomorphic images, so Lemma 2.5 applies, and $L$ is the class of all homomorphic images of arbitrary direct sums of injective modules.

If $R$ is right self-injective, then $C$ contains all finitely generated projective modules, whence $L$ contains all flat modules. So if $R$ is moreover von Neumann regular, then $L = \text{Mod–}R$.

As suggested by Example 2.6(b), closure under extensions is a more subtle problem. In the general setting, we have

**Lemma 2.8.** Assume that $C$ is closed under extensions. Then the class $L$ is closed under extensions of modules from $C$. That is, if $X \in C$, $Y \in L$, and there is an exact sequence

$$0 \to X \to Z \overset{\rho}{\to} Y \to 0,$$

then $Z \in L$.

**Proof.** The proof is similar to the one for Lemma 2.1(i): Let $E = (C_i, f_{ji} \mid i \leq j \in I)$ be a direct system with $C_i \in C$ such that $\text{lim} E = (Y, f_i(i \in I))$. Taking pullbacks of $\rho$ and $f_i (i \in I)$, we obtain a direct system of short exact sequences $0 \to X \to Z_i \to C_i \to 0$ whose direct limit is the sequence $(\ast)$. Since $E$ is closed under extensions, $Z_i \in C$ for each $i \in I$, so $Z = \text{lim}Z_i \in L$. $\square$

However, the version of Lemma 2.8 with swapped roles of $X$ and $Y$ fails in general. In particular, $L$ need not be closed under extensions even if $C$ is:

**Example 2.9.** Let $R$ be a commutative semiartinian von Neumann regular ring of Loewy length $\alpha \geq 2$. Let $(\text{Soc}_\beta(R) \mid \beta \leq \alpha)$ be the socle sequence of $R$. Let $C$ be the class of all finitely generated completely reducible modules. Then $C$ is closed under finite direct sums, direct summands, and extensions (the latter holds because all simple modules are injective, so all extensions in $C$ split, see e.g. [2, p.216]). Moreover, $L = \text{lim}C$ is the class of all completely reducible modules; in particular, $L$ is closed under direct limits.

Consider the short exact sequence

$$0 \to \text{Soc}_1(R) \to \text{Soc}_2(R) \overset{\pi}{\to} \text{Soc}_2(R)/\text{Soc}_1(R) \to 0.$$

Let $X$ be any non-zero finitely generated submodule of $\text{Soc}_2(R)/\text{Soc}_1(R)$, $Y = \text{Soc}_1(R)$, and $Z = \pi^{-1}(X) \subseteq \text{Soc}_2(R)$. Then we have the short exact sequence

$$0 \to Y \to Z \to X \to 0,$$
where $X \in \mathcal{C}$, $Y \in \mathcal{L}$, but $Z \notin \mathcal{L}$, because $\text{Soc}_1(Z) = \text{Soc}_1(R) = Y \subsetneq Z$. In particular, $\mathcal{L}$ is not closed under (pure) extensions.

Notice that in Example 2.9 the class $\mathcal{C}$ consists of finitely generated modules, but $\mathcal{C} \not\subseteq \text{mod–}R$.

The pullback argument employed in the proofs of Lemmas 2.1(i) and 2.8 gives yet another positive case:

**Lemma 2.10.** Assume that $\mathcal{C} \subseteq \text{mod–}R$, and $\text{Ext}_1^R(\mathcal{C}, \mathcal{L}) = 0$ for all $C \in \mathcal{C}$ and $L \in \mathcal{L}$. Then $\mathcal{L}$ is closed under extensions.

Further, we have

**Proposition 2.11.** Assume that $\mathcal{C}$ is closed under extensions and $\mathcal{C}$ consists of $\text{FP}_2$-modules. Then the class $\mathcal{L}$ is closed under extensions.

**Proof.** Since $\mathcal{L}$ is closed under direct limits for $\mathcal{C} \subseteq \text{mod–}R$, by the proof of Lemma 2.8, we only have to show that if $X \in \mathcal{C}$, $Y \in \mathcal{L}$, and there is an exact sequence

$$0 \to Y \to Z \to X \to 0,$$

then $Z \in \mathcal{L}$.

By assumption, there exists a direct system $\mathfrak{D} = (Y_i, f_{ji} | i \leq j \in I)$ with $Y_i \in \mathcal{C}$ for all $i \in I$, such that $Y = \lim_{\to} Y_i$. Since $X$ is $\text{FP}_2$, [18, 6.6] yields that the canonical group homomorphism $\lim_{\to} \text{Ext}_1^R(X, Y_i) \to \text{Ext}_1^R(X, Y)$ is an isomorphism. Hence $\lim_{\to}$ is the direct limit of a direct system of short exact sequences $0 \to Y_i \to Z_i \to X \to 0$. By assumption $Z_i \in \mathcal{C}$ for each $i \in I$, whence $Z \in \mathcal{L}$. \qed

### 3. Closure under direct limits and the class $\lim_{\to} \text{add} M$

For a class of modules $\mathcal{A}$, we will denote by $\tilde{\mathcal{A}}$ the class of all pure epimorphic images of the modules from $\mathcal{A}$ (cf. [18, 8.37]). This class comes up naturally in our context in the case when $M$ is $\Sigma$-pure split, i.e., each pure embedding $N \subseteq M'$ with $M' \in \text{Add} M$ splits. Note that each $\Sigma$-pure injective module is $\Sigma$-pure split, cf. [18, 2.32], and the converse is true e.g. when $R$ is left hereditary and $M$ is a tilting module by [4, 5.6].

First, we have the following observations:

**Lemma 3.1.** Assume that $\mathcal{A} \subseteq \text{Mod–}R$ is closed under arbitrary direct sums. Then $\lim_{\to} \mathcal{A} \subseteq \tilde{\mathcal{A}}$, and $\tilde{\mathcal{A}}$ is a covering class closed under direct limits.

**Proof.** This follows by Lemma 2.3. \qed

Let us stress that the inclusion $\lim_{\to} \mathcal{A} \subseteq \tilde{\mathcal{A}}$ is strict in general by Example 3.8 below (however, see Problem 3 in section 14).

**Lemma 3.2.** Let $M$ be a $\Sigma$-pure split module. Then $\text{Add} M = \lim_{\to} \text{Add} M = \tilde{\text{Add}} M$ is a covering class. Moreover, if $\lim_{\to} \text{add} M$ is closed under direct summands, then also $\lim_{\to} \text{add} M = \text{Add} M$.

**Proof.** We always have $\text{Add} M \supseteq \lim_{\to} \text{Add} M \subseteq \tilde{\text{Add}} M$. By the assumption, pure epimorphic images of modules from $\text{Add} M$ are their direct summands, whence $\text{Add} M \subseteq \tilde{\text{Add}} M$. The covering property follows by Lemma 3.1 and the final claim from the fact that $\text{Sum} M \subseteq \lim_{\to} \text{add} M$. \qed

Now, we arrive at the first main result of this paper characterizing the class $\lim_{\to} \text{add} M$ for an arbitrary module $M$:
Corollary 3.4. Let \( R \) be a ring, \( M \) be a module and \( S = \text{End} M_R \). Then \( \lim\text{add} M \) coincides with the class of all modules of the form \( F \otimes_S M \) where \( F \) is a flat right \( S \)-module.

Proof. First, notice that \( \lim\text{add} M = \lim\text{sum} M \) by Lemma \[1\]. Consider an arbitrary direct system of the form \( \mathcal{D} = (M^n, g_{ji} \mid i \leq j \in I) \) where \( n_i < \omega \) for each \( i \in I \), and let \( \lim D = (L, g_i(i \in I)) \).

For all \( i \leq j \in I \), \( g_{ji} \) can be represented by an \( n_i \times n_j \) matrix \( H_{ji} \) with entries in \( S \) as follows: for each \( k < n_i \) and \( l < n_j \), the element of \( S \) occurring in the \( l \)th row and the \( k \)th column of the matrix \( H_{ji} \) is the restriction of \( g_{ji} \) to the \( k \)th copy of \( M \) in \( M^n \) composed with the canonical projection on to the \( l \)th copy of \( M \) in \( M^n \).

Since \( \mathcal{D} \) is a direct system of modules, \( \mathcal{E} = (S^n, h_{ji} \mid i \leq j \in I) \), where \( h_{ji} \) is represented by the matrix \( H_{ji} \) defined above for all \( i \leq j \in I \), is a direct system of finitely generated free right \( S \)-modules. Let \( (F, h_i(i \in I)) \) be the direct limit of \( \mathcal{E} \) in \( \text{Mod}-S \).

Applying the functor \( - \otimes_S M \) (which commutes with direct limits), we infer that \( F \otimes_S M \) is the direct limit of the direct system \( \mathcal{E} \otimes_M S = (S^n \otimes_S M, h_{ji} \otimes_M S \mid i \leq j \in I) \) in \( \text{Mod} - R \). The latter system is isomorphic to the original direct system \( \mathcal{D} = (M^n, g_{ji} \mid i \leq j \in I) \), since \( M^n \cong S^n \otimes_S M \) and \( g_{ji} \in \text{Hom}_S(M^n, M^n) \) is the homomorphism corresponding to \( h_{ji} \) in the isomorphism \( \text{Hom}_S(S^n, S^n) \cong \text{Hom}_R(M^n, M^n) \) for all \( i \leq j \in I \). Thus \( F \otimes_S M \cong L \).

Conversely, each flat right \( S \)-module \( F \) is a direct limit of finitely generated free right \( S \)-modules, and tensoring by \( - \otimes_S M \), we get that \( F \otimes_S M \) is a direct limit of modules from \( \text{sum} M \).

Remark 4. If \( \mathcal{E} \) is any class of modules closed under finite direct sums and direct limits, and Vopěnka’s principle (VP) holds, then there is a subset \( S \subseteq \mathcal{E} \) such that \( \mathcal{E} = \lim\text{sum} S \). Let \( M = \bigoplus_{S \subseteq \mathcal{E}} S \). Then \( \mathcal{E} = \lim\text{sum} M = \lim\text{Sum} M \). In particular, VP implies that all classes of modules closed under finite direct sums and direct limits are of the form \( \lim\text{add} M \) for some module \( M \), that is, of the form described in Theorem 3.3. For more details, see \[12\] §3.

Theorem 3.3 has the following

Corollary 3.4. Let \( R \) be a ring and \( M \) be a module. Then the class \( \lim\text{add} M \) is deconstructible.

Proof. Let \( S = \text{End} M_R \) and \( \kappa = \text{card} S + \aleph_0 \). Then the class of all flat right \( S \)-modules \( \mathcal{F}_\alpha \) is \( \kappa^+ \)-deconstructible (see e.g. \[15\] 6.23)], so each \( F \in \mathcal{F}_\alpha \) is the union of a continuous chain \( (F_\alpha \mid \alpha \leq \sigma) \) of flat modules such that the consecutive factors \( F_{\alpha+1}/F_\alpha \) are flat and \( \leq \kappa \)-presented for all \( \alpha < \sigma \). Since \( \text{Tor}_2^S(F_{\alpha+1}/F_\alpha, M) = 0 \) for each \( \alpha < \sigma \), \( F \otimes_S M \) is the union of a continuous chain \( (F_\alpha \otimes_S M \mid \alpha \leq \sigma) \) of (right \( R \)-) modules such that the consecutive factors \( (F_{\alpha+1} \otimes_S M)/(F_\alpha \otimes_S M) \) are \( \leq \lambda \)-presented for each \( \alpha < \sigma \), where \( \lambda = \kappa \tau \), and \( \tau \) is the minimal cardinality of the union of a set of generators and a set of relations of the right \( R \)-module \( M \). In view of Theorem 3.3, this implies that the class \( \mathcal{L} = \lim\text{add} M \) is \( \lambda^+ \)-deconstructible.

Later on, in Theorem 9.2 we will prove an analog of Theorem 3.3 for the class \( \lim\text{Ad} M \) employing (some) flat \( \Theta \)-contramodules and the contramodule product functor \( - \otimes_M \), where \( \Theta \) is the endomorphism ring of \( M \) endowed with the finite topology. For an analog of Corollary 3.4 for the class \( \lim\text{Ad} M \), see Corollary 5.9 and Section 13.

The following example goes back to \[3\] – see also \[18\] 2.4. It is based on a construction, pioneered in \[17\], of large \( \aleph_1 \)-free modules over a discrete valuation domain (DVD) that possess only trivial endomorphisms, see \[18\] 20.19. The main
point of the example is that it presents a module $M$ such that the class $\mathcal{L} = \lim \text{add } M$ is not closed under direct summands, and hence $\mathcal{L}$ is not closed under countable direct limits, cf. Remark $\S$ (for another example of this phenomenon, see Example $\S$ below):

**Example 3.5.** Let $R$ be a countable DVD with the quotient field $Q$. By $[\mathbb{F} 20.19]$, for each infinite cardinal $\mu$ such that $\mu^\aleph_0 = \mu$ there exists an $\aleph_1$-free module $M$ of rank $\mu^+$ such that $S = \text{End } M_R = R$, i.e., the only endomorphisms of $M$ are multiplications by elements of $R$.

Let $\mathcal{C} = \text{add } M$. By Theorem $\S$, $Q^{(\mu^+)} \cong E(M) \in \lim \mathcal{C}$, because $E(M) \cong Q \otimes_R M$ and $Q$ is a flat module. We will show that $Q \not\in \lim \mathcal{C}$; this will prove that $\lim \mathcal{C}$ is not closed under direct summands. Indeed, if $0 \neq N \in \lim \mathcal{C}$, then $N \cong F \otimes_R M$ for a non-zero flat (= torsion-free) module $F$ by Theorem $\S$. Since $R$ is a domain, $R \subseteq F$, whence $M \subseteq N$, and $N$ has rank $\mu^+ > \aleph_0$. Thus, $\lim \mathcal{C}$ contains no non-zero modules of countable rank; in particular, $Q \not\in \lim \mathcal{C}$.

Next we show that $M$ is a self-small module: Let $X$ be a set and let $f \in \text{Hom}_R(M, M^{(X)})$. For each $x \in X$, denote by $\pi_x : M^{(X)} \to M$ the canonical projection on the $x$th component. Since $R \cong \text{End } M_R$, for each $x \in X$, there exists $r_x \in R$ such that $\pi_x f \in \text{End } M_R$ is the multiplication by $r_x$. In particular, if $0 \neq m \in M$, then the $x$th projection of $f(m)$ equals $m r_x$. Since $M$ is torsion-free and $f(m) \in M(F)$ for a finite subset $F \subseteq X$, necessarily $r_x = 0$ for all $x \in X \setminus F$, whence $m f \subseteq M(F)$, q.e.d.

Since $M$ is self-small, $\mathcal{L} = \lim \text{Add } M$ (this will be proved for arbitrary self-small modules in Corollary $\S$ below).

Note also that the class $\lim \text{add } M$ need not be closed under pure extensions, even though the class of all flat right $S$-modules, appearing in the characterization of $\lim \text{add } M$ in Theorem $\S$ is always closed under extensions. We have already seen this phenomenon in Example $\S$ above (where $\lim \mathcal{C} = \lim \text{add } M$ was the class of all completely reducible modules, for $M$ = the direct sum of a representative set of all simple modules). Here is yet another example, over a DVD:

**Example 3.6.** Let $R = \mathbb{Z}_p$ be the localization of $\mathbb{Z}$ at a prime $p$, and $M = \mathbb{J}_p$ be the $p$-adic completion of $\mathbb{Z}$ at $p$.

Notice that $\mathcal{C} = \text{add } M = \{\mathbb{J}_p^n \mid n < \aleph_0\}$ is closed under extensions in $\text{Mod } \mathbb{Z}_p$, because $\text{Ext}_1^{\mathbb{Z}_p}(\mathbb{J}_p, \mathbb{J}_p) = 0$ (as $\mathbb{J}_p$ is both a flat and a pure injective $\mathbb{Z}_p$-module).

We claim that $\text{Ext}_2^{\mathbb{Z}_p}(\mathbb{J}_p, \mathbb{J}_p^{(\omega)}) \neq 0$. In order to verify the claim, consider the short exact sequence $0 \to \mathbb{Z}_p \to \mathbb{J}_p \to D \to 0$ in $\text{Mod } \mathbb{Z}_p$ where $D$ is an uncountable direct sum of copies of $\mathbb{Q}$. Applying the functor $\text{Hom}_{\mathbb{Z}_p}(-, \mathbb{J}_p^{(\omega)})$, we obtain the long exact sequence
\[
0 = \text{Hom}_{\mathbb{Z}_p}(D, \mathbb{J}_p^{(\omega)}) \to \text{Hom}_{\mathbb{Z}_p}(\mathbb{J}_p, \mathbb{J}_p^{(\omega)}) \xrightarrow{\delta} \text{Hom}_{\mathbb{Z}_p}(\mathbb{Z}_p, \mathbb{J}_p^{(\omega)}) \to \\
\to \text{Ext}_1^{\mathbb{Z}_p}(D, \mathbb{J}_p^{(\omega)}) \xrightarrow{\phi} \text{Ext}_1^{\mathbb{Z}_p}(\mathbb{J}_p, \mathbb{J}_p^{(\omega)}) \to \text{Ext}_1^{\mathbb{Z}_p}(\mathbb{Z}_p, \mathbb{J}_p^{(\omega)}) = 0.
\]

The restriction map $\phi$ is clearly surjective, whence $\delta$ is an isomorphism. As $\mathbb{J}_p^{(\omega)}$ is not pure injective, and hence not cotorsion as a $\mathbb{Z}_p$-module, $\text{Ext}_1^{\mathbb{Z}_p}(\mathbb{Q}, \mathbb{J}_p^{(\omega)}) \neq 0$, and the claim follows.

By the claim above, there is a non-split short exact sequence
\[
0 \to \mathbb{J}_p \xrightarrow{f} N \xrightarrow{g} \mathbb{J}_p \to 0
\]
in $\text{Mod } \mathbb{Z}_p$, whose outer terms belong to $\mathcal{L}$. It remains to prove that $N \not\in \mathcal{L}$, i.e., the $\mathbb{Z}_p$-module structure on $N$ does not extend to a $\mathbb{J}_p$-module structure making $N$ a
torsion-free $\mathbb{J}_p$-module. If so, then $N$ is a directed union of copies of free $\mathbb{J}_p$-modules of finite rank. Since $\mathbb{J}_p$ is a reduced $\mathbb{Z}_p$-module, $\text{Hom}_{\mathbb{Z}_p}(\mathbb{J}_p, \mathbb{J}_p) = \text{Hom}_{\mathbb{J}_p}(\mathbb{J}_p, \mathbb{J}_p)$, whence $g$ is a $\mathbb{J}_p$-homomorphism. Similarly, as $N$ is reduced, also $f$ is a $\mathbb{J}_p$-homomorphism. As $\mathbb{J}_p$ is a free $\mathbb{J}_p$-module, the short exact sequence above splits in $\text{Mod} - \mathbb{J}_p$, and hence in $\text{Mod} - \mathbb{Z}_p$, a contradiction.

Let us finish by noting that the fact that $\mathbb{J}_p$ is a reduced $\mathbb{Z}_p$-module similarly implies that $\text{Hom}_{\mathbb{Z}_p}(\mathbb{J}_p, \mathbb{J}_p^{(X)}) = \text{Hom}_{\mathbb{J}_p}(\mathbb{J}_p, \mathbb{J}_p^{(X)})$ for any set $X$, whence $\mathbb{J}_p$ is a self-small $\mathbb{Z}_p$-module, and $\lim \text{add} \mathbb{J}_p = \lim \text{Add} \mathbb{J}_p$ by Corollary 5.3.

Next, we apply the results above to the particular setting of rings of quotients:

**Corollary 3.7.** Let $R$ be a semiprime right Goldie ring and $Q$ be its classical right quotient ring. Then $\text{Mod} - Q$ is a full subcategory of $\text{Mod} - R$, and as a right $R$-module, $Q$ satisfies $\lim \text{add} Q = \lim \text{Add} Q = \text{Add} Q = \text{Mod} - Q$.

**Proof.** By the classic Goldie’s Theorem, $Q$ is completely reducible, and $Q$ is the maximal right quotient ring of $R$ which is a perfect right localization of $R$ (see e.g. [20, 4.6.2] and [14, XII.2.6]). Thus $\text{Mod} - Q$ is a full subcategory of $\text{Mod} - R$ by [14, XI.1.2], and $\lim \text{add} Q = \text{Mod} - Q$ by Theorem 5.3. Moreover, $Q$ is a flat and divisible module, hence also $\text{Add} Q = \text{Mod} - Q$ by [21, 7.11 and 7.13]. □

The last example in this section exhibits a case when $\text{Mod} - Q = \lim \text{add} Q = \lim \text{Add} Q \subsetneq \text{Add} Q$, but $\text{Mod} - Q$ is not closed under direct limits in $\text{Mod} - R$:

**Example 3.8.** Let $K$ be a field and let $R$ denote the $K$-subalgebra consisting of all eventually constant sequences in the $K$-algebra $Q = K^\omega$. Then $R$ is a hereditary von Neumann regular ring semiartinian ring whose each ideal is countably generated, $Q = E(R)$, and $Q$ is the maximal quotient ring of $R$. The Loewy length of $R$ is 2, its socle sequence being $0 \subseteq K^{(ω)} \subseteq R$. Moreover, $Q$ is a von Neumann regular right self-injective ring by [20, 1.24] (see also [26, §§4.3-4.5] and [14, §3]). We claim that the $R$-module $Q$ satisfies $\text{Mod} - Q = \lim \text{add} Q = \lim \text{Add} Q = \text{Add} Q = \text{Gen} Q_R$. Since $Q$ is a von Neumann regular and $\text{End} Q_R = Q$, Theorem 5.3 gives $\lim \text{add} Q = \text{Mod} - Q$. Notice that here, $\text{Mod} - Q$ is not a full subcategory of $\text{Mod} - R$, because the embedding $R \hookrightarrow Q$ is not a ring epimorphism (cf. [14, XI.1.4]). Since $Q/R$ is a singular module while $Q$ is non-singular, we have $\text{Hom}_R(Q/R, Q^{(X)}) = 0$ for any set $X$, whence $\text{Hom}_Q(Q, Q^{(X)}) = \text{Hom}_Q(Q, Q^{(X)})$. Thus $Q$ is a self-small module, whence $\lim \text{add} Q = \lim \text{Add} Q$ by Corollary 5.3. That $\lim \text{Add} Q = \text{Mod} - Q$ can also be seen from the fact that $R$-homomorphisms between elements of $\text{Sum} Q$ are $Q$-homomorphisms, so direct limits of elements of $\text{Sum} Q$ are the same whether computed in $\text{Mod} - Q$ or $\text{Mod} - R$.

Since $R$ is von Neumann regular, $\text{Add} Q = \text{Gen} Q_R$. Note that $\text{Soc}_Q(Q) = \text{Soc}_R(Q) = K^{(ω)}$. So the simple module $K \cong R/\text{Soc}_R(Q) \in \text{Add} Q$, because $R/\text{Soc}_R(Q)$ is a direct summand in the completely reducible module $Q/\text{Soc}_Q(Q) \cong K^{ω}$. It is well-known that $Q$-submodules of $Q/\text{Soc}_Q(Q)$ correspond 1-1 to filters on $ω$ containing the Fréchet filter. So $Q/\text{Soc}_Q(Q)$ contains no minimal, and hence no finite $K$-dimensional $Q$-submodules. Thus the one-$K$-dimensional module $K \cong R/\text{Soc}_R(Q) \in \text{Gen} Q_R \setminus \text{Mod} - Q$. It follows that $\text{Mod} - Q$ is not closed under direct sums and in $\text{Mod} - R$, hence add $Q \subsetneq \lim \text{add} Q$, and $\lim \text{add} Q$ is not closed under direct limits in $\text{Mod} - R$.

It may even happen for an $R$-module $M$ that the class $\text{Add} M$ is closed under direct limits, but it is not closed under pure epimorphic images in $\text{Mod} - R$. That is, $\text{Add} M = \lim \text{Add} M \subsetneq \text{Add} M$. An example of a ring $R$ and a countably
presented indecomposable flat $R$-module $M$ with this property will be constructed in Section 3.

4. Local splitting and a characterization of $\operatorname{lim} \to$ for classes closed under direct sums

We start by recalling the definition of a locally split monomorphism going back to Azumaya [5] (see also [58]):

**Definition 4.1.** A monomorphism $\nu \in \operatorname{Hom}_R(X, Y)$ is called locally split in case for each finite subset $F \subseteq X$ there exists $\rho_F \in \operatorname{Hom}_R(Y, X)$ such that $\rho_F \nu \mid F = \operatorname{id}_F$.

A short exact sequence $0 \to X \xrightarrow{\pi} Y \to Z \to 0$ is said to be locally split provided that $\nu$ is a locally split monomorphism.

It is easy to see that each locally split monomorphism is pure. The converse fails in general:

**Example 4.2.** Let $R$ be a von Neumann regular ring which is not completely reducible. By [55] Theorem, there exists a non-injective cyclic module $C$ (e.g., $C = R$ when $R$ is not right self-injective). Consider the short exact sequence $\mathcal{E} : 0 \to C \to E(C) \to E(C)/C \to 0$. Then $\mathcal{E}$ is pure, because $E(C)/C$ is a flat module (in fact, each module is flat as $R$ is von Neumann regular), but $\mathcal{E}$ is not locally split, because $C$ is finitely generated and $\mathcal{E}$ does not split.

Our interest in locally split short exact sequences comes from the fact that the short exact sequence $(\ast)$ expressing a direct limit as a homomorphic image of a direct sum is always locally split. This was proved in [19, 2.1] for the particular case of linearly ordered systems of modules. Here we consider arbitrary direct systems:

**Lemma 4.3.** Let $\mathfrak{M} = (M_i, f_{ji} \mid i \leq j \in I)$ be a direct system of modules, and $(M, f_i(i \in I))$ be its direct limit in $\operatorname{Mod–}R$. Then the canonical presentation $(\ast)$ of $M$, $0 \to K = \operatorname{Ker}(\pi) \xrightarrow{\pi} \bigoplus_{i \in I} M_i \xrightarrow{\pi} M \to 0$, is locally split.

In fact, $K$ is a directed union of a direct system $(K_F \mid F \in \mathcal{F})$ of its submodules, where $\mathcal{F}$ is the set of all finite subsets of $I$ that contain a greatest element, and for each $F \in \mathcal{F}$ with the greatest element $j_F \in F$, $K_F \oplus M_{j_F} = \bigoplus_{i \in F} M_i$.

**Proof.** First, recall that $\pi \mid M_i = f_i$ for each $i \in I$, and $K$ is generated by the set $G = \{x - f_{ji}(x) \mid x \in M_i \& i \leq j \in I\}$.

For each $F \in \mathcal{F}$, $K_F$ is defined as the submodule of $\bigoplus_{i \in F} M_i$ generated by the set $G_F = \{x - f_{ji}(x) \mid i, j \in F, i \leq j, x \in M_i\}$. Clearly, if $F, F' \in \mathcal{F}$ and $F \subseteq F'$, then $K_F \subseteq K_{F'}$, and $K$ is the directed union of the $K_F$ ($F \in \mathcal{F}$).

We claim that $K_F \oplus M_{j_F} = \bigoplus_{i \in F} M_i$. Indeed, since $i \leq j_F$ for each $i \in F$, $K_F + M_{j_F}$ contains the module $M_i$ for each $i \in F$, whence $K_F + M_{j_F} = \bigoplus_{i \in F} M_i$.

Let $y \in K_F \cap M_{j_F}$. Let $f \in \operatorname{Hom}_R(\bigoplus_{i \in F} M_i, M_{j_F})$ be defined by $f \mid M_i = f_{i,j_F,i}$ for each $i \in F$. This is possible since $i \leq j_F$ for each $i \in F$. On the one hand, $y \in M_{j_F}$ and $f_{j_F,j_F,i} = id_{M_{j_F}}$, so $f(y) = y$. On the other hand, $y \in K_F$, so $f(y) = 0$, because $f(g) = 0$ for each $g \in G_F$. Hence $K_F \cap M_{j_F} = 0$.

Thus $K_F \oplus \bigoplus_{i \in \mathcal{F} \cap F \setminus \{j_F\}} M_i = \bigoplus_{i \in F} M_i$. Let $\rho_F \in \operatorname{Hom}_R(\bigoplus_{i \in F} M_i, K_F)$ denote the projection on to $K_F$ in this decomposition. Then $\rho_F \sigma \mid K_F = \operatorname{id}_{K_F}$. Since each finite subset of $K$ is contained in $K_F$ for some $F \in \mathcal{F}$, the short exact sequence $(\ast)$ is locally split. \hfill \square

**Remark 5.** In the setting of Lemma 4.3, the local splitting of the monomorphism $\sigma$ can also be proved by showing that $\sigma$ is a direct limit of split monomorphisms with the same codomain (that is, $\sigma$ is a quasi-split monomorphism) in the sense of
Let \( \mathcal{A} \) be a class of modules. Denote by \( \bar{\mathcal{A}} \) the class of all modules \( M \) such that there is a short exact sequence \( 0 \to K \to A \to M \to 0 \) where \( A \in \mathcal{A} \), and \( K \) is a directed union of a direct system consisting of direct summands of \( A \) with complements in \( \mathcal{A} \) (that is, \( K \) is the directed union of a direct system \( (K_F \mid F \in \mathcal{F}) \)) such that for each \( F \in \mathcal{F}, \ K_F \) is a direct summand of \( A \), and \( A/K_F \in \mathcal{A} \). Notice that each such short exact sequence is locally split, hence pure, so \( \bar{\mathcal{A}} \subseteq \mathcal{A} \).

For classes of modules \( \mathcal{A} \) closed under arbitrary direct sums, Lemma 4.5 yields a surprising description of the modules in the class \( \lim_{\rightarrow} \mathcal{A} \) as direct limits of direct systems consisting of split epimorphisms:

**Theorem 4.5.** Let \( \mathcal{A} \) be a class of modules closed under arbitrary direct sums. Then \( \lim_{\rightarrow} \mathcal{A} = \bar{\mathcal{A}} \).

Moreover, \( \lim_{\rightarrow} \mathcal{A} \) coincides with the class of all modules \( M \) such that there exists a direct system \( \mathcal{D} = (A_F, \pi_{F'} \mid F \subseteq F' \in \mathcal{F}) \) such that \( A_F \in \mathcal{A} \) for each \( F \in \mathcal{F} \), \( M = \lim_{\rightarrow} \mathcal{D} \), and \( \pi_{F'} : A_F \to A_{F'} \) is a split epimorphism for all \( F \subseteq F' \in \mathcal{F} \).

**Proof.** By Lemma 4.3 if \( M \in \lim_{\rightarrow} \mathcal{A} \), then the canonical presentation of \( M \) has the form \( 0 \to K \to A \to M \to 0 \) where \( A \in \mathcal{A} \), and \( K \) is the directed union of a direct system \( (K_F \mid F \in \mathcal{F}) \) of direct summands of \( A \) with complements in \( \mathcal{A} \). So \( M \in \bar{\mathcal{A}} \), and \( M \cong A/K \) is the direct limit of the direct system \( \mathcal{D} = (A_F, \pi_{F'} \mid F \subseteq F' \in \mathcal{F}) \), where \( A_F = A/K_F \in \mathcal{A} \), and \( \pi_{F'} : A_F \to A_{F'} \) is the canonical projection modulo \( A_{F'}/K_{F'} \) which is a split epimorphism for all \( F \subseteq F' \in \mathcal{F} \).

Indeed, in the notation of the proof of Lemma 4.3 \( K_F = \bigoplus_{i \in (F \cap \mathcal{F}) \cup (\mathcal{F} \setminus F)} M_i \). Hence \( K_F = K_F \oplus (K_F \cap \bigoplus_{i \in (F \cap \mathcal{F}) \cup (\mathcal{F} \setminus F)} M_i) \). Also \( A = \bigoplus_{i \in I} M_i = K_F \oplus \bigoplus_{i \in (I \cap \mathcal{F}) \cup (\mathcal{F} \setminus F)} M_i \). Thus \( A_F = A/K_F = K_F/K_F \oplus \bigoplus_{i \in (I \setminus \mathcal{F}) \cup (\mathcal{F} \setminus F)} M_i \), and \( K_{F'}/K_F \cong K_{F'}/K_F \oplus \bigoplus_{i \in (F' \setminus \mathcal{F}) \cup (\mathcal{F} \setminus F)} M_i \in \text{add} \mathcal{A} \).

Conversely, if \( M \in \bar{\mathcal{A}} \), then \( M \cong A/\bigcup_{F \in \mathcal{F}} K_F = \lim_{\rightarrow} \mathcal{D} \) for a direct system \( \mathcal{D} \) as above, whence \( M \in \lim_{\rightarrow} \mathcal{A} \).

The next example shows that closure of \( \mathcal{A} \) under arbitrary direct sums is essential for Theorem 4.5 to hold; the closure under finite direct sums is not sufficient:

**Example 4.6.** Let \( R \) be a unit regular ring which is not completely reducible (see [20] Chap. 4). By [20] Corollary 2.16, \( R \) possesses an infinite set of non-zero pairwise orthogonal idempotents, \( E = \{e_i \mid i < \omega\} \). Let \( I \) be the right ideal of \( R \) generated by \( E \), and \( \mathcal{A} \) be the class of all finitely generated free modules. Then \( \mathcal{A} \) is closed under finite direct sums, the sequence \( 0 \to I \to R \to R/I \to 0 \) is quasi-split, \( R/I \in \lim_{\rightarrow} \mathcal{A} = \text{Mod–}R \), but \( R/I \notin \bar{\mathcal{A}} \).

In order to prove the latter claim, assume that \( R/I \in \bar{\mathcal{A}} \). Then there is a short exact sequence \( 0 \to K \to R^n \to R/I \to 0 \) for some \( 0 < n < \omega \), where \( K \) is the directed union of a direct system \( (K_F \mid F \in \mathcal{F}) \) such that for each \( F \in \mathcal{F}, K_F \) is a direct summand in \( R^n \), and \( R^n/K_F \cong R^{n_K} \) for some \( n_K < \omega \).

By [20] Theorem 4.5, the unit regularity of \( R \) implies (in fact, is equivalent to) cancellation for direct sums of finitely generated projective modules. Thus \( n_K \leq n \) and \( K_F \) is a free module of rank \( n - n_K \). By Schanuel’s Lemma, \( K \oplus R \cong R^n \oplus I \), whence \( K \) is a countably infinitely generated projective module. So \( F \) contains a cofinal chain \( (F_i \mid i < \omega) \) which yields the chain of submodules \( K_{F_0} \subseteq K_{F_1} \subseteq \cdots \subseteq K_{F_i} \subseteq K_{F_{i+1}} \subseteq \cdots \subseteq K = \bigcup_{i < \omega} K_{F_i} \). Since \( R \) is von Neumann regular, \( K_{F_i} \) is a direct summand in \( K_{F_{i+1}} \) for each \( i < \omega \). As the ranks of the free modules \( K_{F_i} \) are bounded by \( n \), the chain of submodules has to stabilize at some \( m < \omega \). Then \( K = K_{F_m} \) is finitely generated, a contradiction.
5. \( \lim\operatorname{Add} \mathcal{D} \) versus \( \lim\operatorname{Add} \mathcal{D} \)

In this section, we consider the question of when \( \lim\operatorname{Add} \mathcal{D} \) equals \( \lim\operatorname{Add} \mathcal{D} \) (or, equivalently, \( \lim\operatorname{Sum} \mathcal{D} \) equals \( \lim\operatorname{Sum} \mathcal{D} \) by Lemma 5.2), for a class of modules \( \mathcal{D} \).

The equality is trivial when \( \mathcal{D} \) is closed under arbitrary direct sums, and easy to prove in the case when \( \mathcal{D} = \{ M \} \) for a self-small module \( M \): one can refine the original direct system \( \mathcal{D} \) consisting of modules from \( \operatorname{Sum} M \) into a direct system consisting of modules from \( \operatorname{sum} M \) making use of appropriate restrictions of the maps from \( \mathcal{D} \). A similar argument works for an arbitrary class \( \mathcal{D} \) consisting of small modules. Lemma 5.2 goes another step further in this direction.

**Lemma 5.1.** Let \( \mathcal{C} \) be a class of modules. Consider a direct system \( \mathcal{D} = (M_i, f_{ji} \mid i \leq j \in I) \) with direct limit \( (M, f_i \mid i \in I) \). If \( I \) does not have the largest element and \( f_{ji} \) factors through an object of \( \mathcal{C} \) for every \( i < j \in I \), then \( M \in \operatorname{lim} \mathcal{C} \).

**Proof.** Let \( U = \{(i, j) \mid i < j \in I \} \). Note that \( U \neq \emptyset \) since \( I \) does not contain the largest element. Define a partial order on \( U \) by \( (i, j) \preceq (i', j') \) if either \( (i, j) = (i', j') \) or \( j \leq i' \). Note that \( (U, \preceq) \) is directed. Indeed, if \((i, j), (i', j') \in U \), then there exists \( i'' \in I \) such that \( j, j' \leq i'' \) and since \( i'' \) is not the largest element of \( I \), there exists \( j'' \in I \) such that \((i'', j'') \in U \). Then \((i, j), (i', j') \preceq (i'', j'') \).

By the assumption, for every \( u = (i, j) \in U \) there exist \( C_u \in \mathcal{C} \), \( \alpha_u \in \operatorname{Hom}_R(M_i, C_u) \) and \( \beta_u \in \operatorname{Hom}_R(C_u, M_j) \) such that \( f_{ji} = \beta_u \alpha_u \).

For \( u = (i, j) \leq v = (i', j') \in U \) define \( g_{uv} = 1_{C_u} \) if \( v = u \) and \( g_{uv} = \alpha_u f_{ij} \beta_u \in \operatorname{Hom}_R(C_u, C_v) \) if \( v < u \). Note that if \( u = (i, j) \preceq v = (i', j') \preceq w = (i'', j'') \), then \( g_{uw} g_{uv} = \alpha_w f_{i''j''} \beta_i \alpha_v f_{i'j'} \beta_u = \alpha_w f_{i''j''} f_{i'j'} \beta_u = g_{uw} \).

Hence we can define the direct system \( \mathcal{E} = (C_u, g_{uv} \mid u \leq v \in U) \). For \( u = (i, j) \in U \) denote \( r(u) = j \). We claim that \( \lim \mathcal{E} = (M, f_{r(u)} \beta_u \mid u \in U) \). Let us check conditions (C1) - (C3).

(C1) If \( u = (i, j) \preceq v = (i', j') \in U \) then \( f_{ij} \beta_v g_{uv} = f_{ij} \beta_v \alpha_v f_{i'j'} \beta_u = f_{ij} f_{i'j'} \beta_u = f_{ij'} \beta_u \).

(C2) For \( i \in I \) there exists \( j \in I \) such that \( u = (i, j) \in U \). Then \( f_{ij} \beta_u \alpha_u = f_i \) and \( \operatorname{Im} f_i \subseteq \operatorname{Im} f_{r(u)} \beta_u \). In particular, \( M = \bigcup_{u \in U} \operatorname{Im} f_{r(u)} \beta_u \).

(C3) Let \( x \in \operatorname{Ker}(f_{r(u)} \beta_u) \) for some \( u = (i, j) \in U \). Then \( \beta_u(x) \in \operatorname{Ker}(f_{ij}) \), hence there exists \( i' \geq j \in I \) such that \( f_{i'j} \beta_u(x) = 0 \). If \( i' < j \in I \) and \( v = (i', j') \), then \( g_{uv}(x) = 0 \).

**Lemma 5.2.** Let \( \mathcal{C} \) be a class of small modules. If \( \mathcal{D} \subseteq \operatorname{Add} \mathcal{C} \) then \( \lim\operatorname{Add} \mathcal{D} = \lim\operatorname{Add} \mathcal{D} \).

**Proof.** By Lemma 5.1 it is sufficient to prove \( \lim\operatorname{Sum} \mathcal{D} \subseteq \lim\operatorname{Sum} \mathcal{D} \). So consider a direct system of the form \( \mathcal{D} = (M_i, f_{ji} \mid i \leq j \in I) \), where \( M_i \in \operatorname{Sum} \mathcal{D} \) for every \( i \in I \), and its direct limit \( \lim \mathcal{D} = (N, f_i(i \in I)) \).

If \( I \) contains the largest element \( i \), then \( N \simeq M_i \in \operatorname{Sum} \mathcal{D} \) is contained in \( \lim\operatorname{Sum} \mathcal{D} \) by Proposition 2.2. Therefore we may assume that \( I \) has no largest element.

For every \( i \in I \) there exists a module \( M'_i \) such that \( M_i \oplus M'_i \in \operatorname{Sum} \mathcal{C} \). Let \( N_i := M_i \oplus M'_i = \bigoplus_{t \in X_i} C_t \), where \( C_t \in \mathcal{C} \). For every \( i \in I \) denote \( \pi_i \in \operatorname{Hom}_R(N_i, M_i) \) and \( t_i \in \operatorname{Hom}_R(M_i, N_i) \) the canonical projection and embedding related to the decomposition \( N_i = M_i \oplus M'_i \).

For \( i < j \in I \) define \( g_{ji} \in \operatorname{Hom}_R(N_i, N_j) \) by \( g_{ji} | M_i = t_j f_{ij} \) and \( g_{ji} | M'_i = 0 \), that is, \( g_{ji} = t_j f_{ij} \pi_i \). Also define \( g_{ii} = 1_{N_i} \) for every \( i \in I \). Note that the direct system \( \mathcal{E} = (N_i, g_{ji} \mid i \leq j \in I) \) has limit \( (N, g_{ii}(i \in I)) \), where \( g_{ii} | M_i = f_i \) and \( g_{ii} | M'_i = 0 \).

Let \( P \) be the set of all pairs \( p = (i, F) \) such that \( i \in I \) and \( F \) is a finite subset of \( X_i \). For \( p = (i, F) \in P \), we let \( N_p = \bigoplus_{t \in F} C_t \). Note that \( N_p \) is a...
Since corresponding embedding and projection. Also, if \( q = (j, G) \in P \), then we define \( p \preceq q \) if either \( p = q \) or \( i < j \) in \( I \) and \( f_{ji}(N_p) \subseteq N_q \). Since every \( N_p \) is small, for all \( p_1 = (I_1, F_1) \in P \) and \( p_2 = (I_2, F_2) \in P \), there exist \( j \in I \) and a finite subset \( G \subseteq X_j \) such that \( q = (j, G) \in P \) satisfies \( p_1 \preceq q \) and \( p_2 \preceq q \). Thus \((P, \preceq)\) is a directed poset.

For \( p = (i, F) \preceq q = (j, G) \in P \), let \( h_{qp} = g_{ji} \upharpoonright N_p \). Then \( \mathfrak{F} = (N_p, h_{qp} \mid p \preceq q \in P) \) is a direct system of modules from sum \( C \). For each \( p = (i, F) \in P \), we let \( h_p = g_i \upharpoonright N_p \). Then it is easy to see that \( \operatorname{lim} \mathfrak{F} = (N, h_p(p \in P)) \) whence \( N \in \operatorname{lim}_i \sum C \).

Note that if \( p = (i, F) \prec q = (j, G) \in P \), then \( h_{qp} = \pi_q g_{ji} t_p = \pi_q t_j f_{ji} \pi_i t_p \). In particular, \( h_{qp} \) factors through \( M_i \in \sum D \). Let \( M_i = \bigoplus_{t \in Y_i} D_t \), where \( D_t \in D \). Since \( N_p \) is small, there exists \( F_p \subseteq Y_i \) finite such that \( \pi_i t_p(N_p) \subseteq \bigoplus_{t \in F_p} D_t \). It follows that \( h_{qp} \) factors through a module in \( \sum D \). Note that \( P \) has no largest element, so Lemma 5.1 implies \( N \in \operatorname{lim}_i \sum D \).

**Corollary 5.3.**

(i) Let \( M \) be a self-small module. Then \( \operatorname{lim}_i \operatorname{Add} M = \operatorname{lim} \operatorname{Add} M \).

(ii) Let \( \mathcal{D} \) be a class consisting of small modules. Then \( \operatorname{lim}_i \operatorname{Add} \mathcal{D} = \operatorname{lim} \operatorname{Add} \mathcal{D} \).

In particular, \( \operatorname{lim}_i \operatorname{Add} M = \operatorname{lim} \operatorname{Add} M \) whenever \( M \) is an arbitrary direct sum of small modules.

(iii) Let \( \mathcal{D} \) be a class of pure projective modules, then \( \operatorname{lim} \operatorname{Add} \mathcal{D} = \operatorname{lim} \operatorname{Add} \mathcal{D} \).

**Proof.** Apply Lemma 5.2 for \( C = \{M\} \), \( \mathcal{C} = \mathcal{D} \) and \( \mathcal{C} = \text{mod–}R \), respectively.

The next proposition is a generalization of Corollary 5.3 to \( \eta \)-self-small and \( \eta \)-small modules, where \( \eta \) is an infinite cardinal. Let us say that a module \( M \) is \( \eta \)-self-small if for each set \( X \) and each \( f \in \operatorname{Hom}_R(M, M^X) \), there exists a subset \( F \subseteq X \) of the cardinality \( \operatorname{card}F \leq \eta \) such that \( \operatorname{Im} f \subseteq M^F \). Similarly, \( M \) is \( \eta \)-small if for each system of modules \( \{N_\alpha \mid \alpha < \kappa\} \) and each \( f \in \operatorname{Hom}(M, \bigoplus_{\alpha < \kappa} N_\alpha) \), there exists a subset \( F \subseteq \kappa \) of the cardinality \( \operatorname{card}F \leq \eta \) such that \( \operatorname{Im} f \subseteq \bigoplus_{\alpha \in F} N_\alpha \).

In particular, any \( \leq \eta \)-generated module is \( \eta \)-small, and any \( \eta \)-small module is \( \eta \)-self-small.

Given a class of modules \( \mathcal{D} \), let us denote by \( \mathcal{D}^{(\eta)} \) the class of all direct sums \( \bigoplus_{\alpha < \eta} D_\alpha \) of families of modules \( (D_\alpha \in \mathcal{D} \mid \alpha < \eta) \).

**Proposition 5.4.**

(i) Let \( M \) be an \( \eta \)-self-small module. Then \( \operatorname{lim}_i \operatorname{Add} M^{(\eta)} = \operatorname{lim} \operatorname{Add} M^{(\eta)} = \operatorname{lim} \operatorname{Add} M \).

(ii) Let \( \mathcal{D} \) be a class consisting of \( \eta \)-small modules. Then \( \operatorname{lim}_i \operatorname{Add} \mathcal{D}^{(\eta)} = \operatorname{lim} \operatorname{Add} \mathcal{D}^{(\eta)} = \operatorname{lim} \operatorname{Add} \mathcal{D} \).

In particular, \( \operatorname{lim}_i \operatorname{Add} M^{(\eta)} = \operatorname{lim} \operatorname{Add} M^{(\eta)} = \operatorname{lim} \operatorname{Add} M \) whenever \( M \) is an arbitrary direct sum of \( \eta \)-small modules.

**Proof.** The argument is analogous to the proof of Lemma 5.2, with suitable modifications. Let us prove part (ii); part (i) is similar to (ii) but simpler. For convenience of notation and without loss of generality, assume that \( 0 \in \mathcal{D} \). In view of Lemma 1.1, it suffices to prove that \( N \in \operatorname{lim} \sum \mathcal{D} \) implies \( N \in \operatorname{lim} \mathcal{D}^{(\eta)} \). Assume that we are given a direct system \( \mathcal{D} = (D_i, f_{ji} \mid i \leq j \in I) \) such that \( D_i = \bigoplus_{\alpha < \kappa_i} D_{\alpha, i} \) for every \( \alpha < \kappa_i \), \( i \in I \), and \( \operatorname{lim} \mathcal{D} = (N, f_i(i \in I)) \).

Let \( P \) be the set of all pairs \( p = (i, F) \) such that \( i \in I \) and \( F \subseteq \kappa_i \) is a subset of the cardinality \( \operatorname{card}F \leq \eta \). For every \( p = (i, F) \in P \), put \( E_p = \bigoplus_{\alpha \in F} D_{\alpha, i} \). We define a partial order \( \preceq \) on the set \( P \) as follows: if \( q = (j, G) \in P \), then we say that \( p \preceq q \) if \( i < j \in I \) and \( f_{ji}(E_p) \subseteq E_q \). Since \( D_{\alpha, i} \) is \( \eta \)-small for all \( \alpha < \kappa_i \), for every \( p_1 = (i_1, F_1) \in P \) and \( p_2 = (i_2, F_2) \in P \) there exists \( q = (j, G) \in P \) such that \( p_1 \preceq q \) and \( p_2 \preceq q \). So \((P, \preceq)\) is a directed poset.
For every \( p = (i, F) \preceq q = (j, G) \in P \) we put \( g_{q, p} = f_{ji} \mid E_p \). Then \( \mathfrak{c} = (E_p, g_{q, p} \mid p \preceq q \in P) \) is a direct system of modules from \( D^{(q)} \). For each \( p = (i, F) \in P \), put \( g_p = f_i \mid E_p \). Then \( \lim \mathfrak{c} = (N, g_p(p \in P)) \), hence \( N \in \lim D^{(q)} \). \( \square \)

The following corollary is a version of Corollary \( \ref{cor:deconstructibility} \) for \( \lim Add M \).

**Corollary 5.5.** Let \( R \) be a ring and \( M \) be a module. Then the class \( \lim Add M \) is deconstructible.

**Proof.** Let \( \eta \) be the minimal infinite cardinal for which the \( R \)-module \( M \) is \( \eta \)-self-small (or, if \( M \) is self-small, put \( \eta = 1 \)). Clearly, \( \eta \leq \tau \), where \( \tau \) is the minimal cardinality of a set of generators of the right \( R \)-module \( M \). Consider the \( R \)-module \( N = M^{(\eta)} \); then, by Proposition \( \ref{prop:deconstructibility} \)(i), we have \( \lim Add M = \lim Add N \).

At this point, Corollary \( \ref{cor:deconstructibility} \) already yields the deconstructibility of the class \( \lim Add M \). In the remaining part of the proof, we will give a more precise deconstructibility bound: Let \( S = \operatorname{End} M_R \) and \( T = \operatorname{End} N_R \); put \( \kappa = \operatorname{card} S + \aleph_0 \) and \( \rho = \operatorname{card} T + \aleph_0 \). Then \( \rho = \kappa^\eta \) (since the elements of \( T \) can be represented as matrices with the entries in \( S \); and while there is some convergence condition on the columns of such matrices, arbitrary rows are allowed). By (the proof of) Corollary \( \ref{cor:deconstructibility} \) the class \( \lim Add M \) is \( \lambda^+ \)-deconstructible, where \( \lambda = \rho \cdot \tau \). \( \square \)

The equality \( \lim add M = \lim Add M \) may hold even if \( M \) is an indecomposable non-self-small module, such as \( M = \mathbb{Z}_p^{\omega} \) (the Prüfer \( p \)-group, for a prime integer \( p \)) over \( R = \mathbb{Z} \). Indeed, \( \mathbb{Z}_p^{\omega} = \bigcup_{n \leq \omega} \mathbb{Z}g_n \), where \( pg_n = 0 \) and \( pg_{n+1} = g_n \) for all \( n < \omega \).

Considering \( f \in \operatorname{Hom}_R(\mathbb{Z}_p^{\omega}, \mathbb{Z}_p^{\omega}) \) defined by \( f(g_n) = (g_n, g_{n-1}, \ldots, g_0, 0, \ldots) \) for each \( n < \omega \), we see that \( \mathbb{Z}_p^{\omega} \) is not self-small. That \( \lim add M = \lim Add M \) is a consequence of the following more general fact:

**Lemma 5.6.** Let \( R \) be a right noetherian ring and \( \mathcal{C} \) be any class of injective modules. Then \( \mathcal{L} = \lim add \mathcal{C} = \lim Add \mathcal{C} = Add \mathcal{C} \). Moreover, \( \mathcal{L} \) is deconstructible and closed under direct limits, hence \( \mathcal{L} \) is a covering class.

**Proof.** Let \( A = \sum \mathcal{C} \) and \( N \in \lim A \). By Theorem \( \ref{thm:noetherian} \) \( N \cong A/K \) where \( A \in \mathcal{A} \) and \( K \) is the directed union of a direct system \( (K_F \mid F \in F) \) of direct summands of \( A \) with complements in \( A \). Since \( R \) is right noetherian, \( K \) is injective, whence \( N \in \lim Add \mathcal{C} \). Thus \( \lim Add \mathcal{C} = Add \mathcal{C} \).

Assume there exists \( N \in \lim sum \mathcal{C} \). Since \( R \) is right noetherian, \( N \) is a direct sum of indecomposable injective modules. By Proposition \( \ref{prop:indecomposable} \) we can w.l.o.g. assume that \( N \) is indecomposable, whence \( N = E(R/I) \) for a right ideal \( I \) of \( R \). Since \( N \oplus K = A = \bigoplus_{j \in J} C_j \) for some \( C_j \in \mathcal{C} \) \((j \in J)\), there is a finite subset \( G \subseteq J \) such that \( R/I \subseteq \bigoplus_{j \in G} C_j \). Then \( N = E(R/I) \) is isomorphic to a direct summand of \( \bigoplus_{j \in G} C_j \), whence \( N \in \lim sum \mathcal{C} \), a contradiction.

Since \( R \) is right noetherian, all modules in \( \mathcal{L} = \lim Add \mathcal{C} \) are direct sums of indecomposable direct summands of the modules from \( \mathcal{C} \). Hence \( \mathcal{L} \) is deconstructible. By the above, \( \mathcal{L} = \lim \mathcal{L} \). \( \square \)

**Remark 6.** Note that by Example \( \ref{ex:non-right} \) above, Lemma \( \ref{lem:deconstructibility} \) fails in general for non-right noetherian rings. However, even for certain non-right noetherian rings, \( \lim add \mathcal{C} = \lim Add \mathcal{C} \) for any class of injective modules \( \mathcal{C} \). This occurs when \( R \) is a right purely infinite ring (that is, \( R \) contains a free module of infinite rank), or \( R \) is a simple von Neumann regular ring which is not noetherian. The point is that over such rings, all injective modules are small (cf. [13, Example 2.8]), whence Corollary \( \ref{cor:deconstructibility} \)(ii) applies.

Let \( R \) be a ring and \( t \in R \) be a central element. Denote by \( R[t^{-1}] \) the localization of \( R \) at the central multiplicative subset \( \{1, t, t^2, t^3, \ldots \} \subset R \) generated by \( t \).
Consider the localization map $R \to R[t^{-1}]$, and denote simply by $R[t^{-1}]/R$ its cokernel. Then the right $R$-module $R[t^{-1}]/R$ is a generalization of the Prüfer $p$-group (which can be constructed as $\mathbb{Z}[p^{-1}]/\mathbb{Z}$). The $R$-module $R[t^{-1}]/R$ is usually not injective, but one still has $\lim \text{add } M = \lim \text{Add } M$ under the assumptions of the next proposition. Notice that both Lemma 5.6 and Proposition 5.7 deal with right modules, however the ring $R$ is assumed to be right noetherian in the former but left noetherian in the latter.

**Proposition 5.7.** Let $R$ be a left noetherian ring and $t \in R$ be a central element. Consider the right $R$-module $M = R[t^{-1}]/R$. Then $\lim \text{add } (M) = \lim \text{Add } (M)$.

More generally, one can consider localizations by countable central multiplicative subsets. Given a multiplicative subset $T$ consisting of central elements in $R$, form the localization $T^{-1}R$ and denote by $T^{-1}R/R$ the cokernel of the localization map $R \to T^{-1}R$.

**Proposition 5.8.** Let $R$ be a left noetherian ring and $T \subset R$ be a countable multiplicative subset consisting of (some) central elements in $R$. Consider the right $R$-module $M = T^{-1}R/R$. Then $\lim \text{add } (M) = \lim \text{Add } (M)$.

The proofs of Propositions 5.7 and 5.8 use contramodule techniques. They will be given below in Section 11 after a preparation in Sections 9 and 10.

6. THE CASE OF PROJECTIVE MODULES

In this section, we consider the particular case of projective modules. By Corollary 5.5, $\lim \text{add } M = \lim \text{Add } M$ for a projective module $M$. In this particular case we can describe $\lim \text{add } M$ and show that this class is closed under direct summands and direct limits.

Let $I \subseteq R$ be an ideal, $F_1, F_2$ finitely generated free right $R$-modules, and $u \in \text{Hom}_R(F_1, F_2)$. We say that $u$ is supported in $I$ if $u(F_1) \subseteq F_2I$. If $F_1 = R^n, F_2 = R^m$ for some $n, m \in \mathbb{N}$, then $u$ is supported in $I$ if and only if $u$ is given by left multiplication of a matrix from $M_{n, m}(I)$.

The following easy observation will be useful: if $F_1, F_2, F_3$ are finitely generated free right $R$-modules, $u \in \text{Hom}_R(F_1, F_2)$, and $v \in \text{Hom}_R(F_2, F_3)$, then $uv$ is supported in $I$ whenever either $u$ or $v$ is supported in $I$.

**Lemma 6.1.** Let $I$ be an ideal of $R$ and let $M \in \text{Mod-}R$ satisfy $MI = M$. If $F$ is a finitely generated free right $R$-module and $f \in \text{Hom}_R(F, M)$, then there exist a finitely generated free right $R$-module $F'$, $g \in \text{Hom}_R(F', M)$ and $u \in \text{Hom}_R(F, F')$ supported in $I$ such that $f = gu$.

*Proof.* First let us assume $F = R^n$ and its canonical basis $e_1, \ldots, e_n$. For $j = 1, \ldots, n$ set $m_j := f(e_j)$ and define $f_j \in \text{Hom}_R(R, M)$ by $f_j(1) = m_j$. Apply the previous paragraph to find $u_j \in \text{Hom}_R(R, R^{m_j})$ supported in $I$ and $g_j \in \text{Hom}_R(R^{m_j}, M)$ such that $f_j = g_ju_j$. Now it is enough to set $F' = R^{m_1} \oplus R^{m_2} \oplus \cdots \oplus R^{m_n}$, $u = u_1 \oplus u_2 \oplus \cdots \oplus u_n$ and $g = g_1 \oplus g_2 \oplus \cdots \oplus g_n$. Obviously $u$ is supported in $I$ and $f = gu$ since $gu(e_j) = m_j$ for every $1 \leq j \leq n$. \qed

By Govorov-Lazard theorem, every flat module $M$ is a direct limit of a direct system of finitely generated free modules. If $M = MI$ for an ideal $I$, then the diagram can be chosen such that all its morphisms which do not have to be identity are supported in $I$. 

Proposition 6.2. Let $I$ be an ideal of $R$ and let $M$ be a flat module satisfying $MI = M$. Then there exists a direct system $\mathfrak{D} = (F_p, f_{qp} \mid p \leq q \in P)$ of finitely generated free modules having all morphisms $f_{qp}, p < q \in P$ supported in $I$ such that $\lim\rightarrow \mathfrak{D} = (M, f_{q}(u \in P))$.

Proof. Since $M$ is flat, there exists a direct system $\mathfrak{E} = (F_p, f_{qp} \mid p \leq q \in P)$ such that $\lim\rightarrow \mathfrak{E} = (M, f_{p} \mid p \in P)$, where $F_p$ are finitely generated free modules. Define a new partial order on $P$ by $p \leq q$ if either $p = q$ or $p < q$ and $f_{qp}$ is supported in $I$.

Let us prove that for every $p \in P$ there exists $q \in P$ such that $p \leq r$ for every $q \leq r \in P$. Apply Lemma 5.1 to $f_p$ to find a finitely generated free $R$-module $F$, $u \in \text{Hom}_R(F_p, F)$ supported in $I$, and $h \in \text{Hom}_R(F, M)$ such that $f_p = hu$. Since $h$ is a homomorphism from a finitely presented module into $M$, it factors through some $f_{q_0}$, that is, $h = f_{q_0}v$ for some $v \in \text{Hom}_R(F, F_{q_0})$. Of course, we may assume $p \leq q_0$.

Note that $vu, f_{q_0p} \in \text{Hom}_R(F_p, F_{q_0})$ and $f_{q_0}(vu - f_{q_0p}) = f_p - f_p = 0$. Since $F_p$ is finitely generated, there exists $q_0 \leq q \in P$ such that $f_{q_0}(vu - f_{q_0p}) = 0$. Therefore $f_{qp} = f_{q_0p}f_{qp} = f_{q_0p}vu$ is supported in $I$. Consequently, $f_{qp} = f_{q_0p}f_{qp}$ is supported in $I$ for every $q \leq r \in P$. It follows that $(P, \leq')$ is a directed poset.

Consider the direct system $\mathfrak{D} = \{F_p, f_{qp} \mid p \leq' q \in P\}$. It is now easy to verify conditions (C1) - (C3) to get $\lim\rightarrow \mathfrak{D} = (M, f_{q}(p \in P))$. □

Let $M$ be a right $R$-module. Then $I := \sum_{f \in \text{Hom}_R(M, R)} \text{Im} f$ is an ideal of $R$ called the trace ideal of $M$. If $M$ is a projective $R$-module, then $I = I^2$ is the smallest ideal of $R$ satisfying $MI = M$.

Lemma 6.3. Let $P$ be a projective $R$-module with trace ideal $I$. If $F_1, F_2$ are finitely generated free $R$-modules and $u \in \text{Hom}_R(F_1, F_2)$ is supported in $I$, then there exist a countably generated module $P_u \in \text{add}(P)$ and homomorphisms $\alpha \in \text{Hom}_R(F_1, P_u), \beta \in \text{Hom}_R(P_u, F_2)$ such that $u = \beta \alpha$.

Proof. By [2, Proposition 8.12], $F_2I$ is generated by $P$. That is, there exist a cardinal $\kappa$ and an epimorphism $\beta' \in \text{Hom}_R(P^{(\kappa)}, F_2I)$. Since $F_1$ is projective and $u$ is supported in $I$, there exists a homomorphism $\alpha' : F_1 \rightarrow P^{(\kappa)}$ such that $u = \beta' \alpha'$. By the theorem of Kaplansky, $P = \bigoplus_{\lambda \in A} P_\lambda$, where $P_\lambda$ are countably generated modules. Since $F_1$ is finitely generated, $\alpha'$ factors through a finite subsum of $\bigoplus_{\lambda \in A} P_\lambda^{(\kappa)}$. So there exist $P_u \in \text{add}(P)$ countably generated and $\alpha \in \text{Hom}_R(F_1, P_u), \alpha'' \in \text{Hom}_R(P_u, P^{(\kappa)})$ such that $\alpha' = \alpha'' \alpha$. It remains to set $\beta := \beta'' \alpha'$. □

Theorem 6.4. Let $P$ be a projective module with trace ideal $I$. Then every flat module $M$ satisfying $MI = M$ is a direct limit of countably generated modules from $\text{add} P$.

Proof. Since the statement is obviously true for $M = 0$, we may assume $M \neq 0$. By Proposition 6.2, there exists a direct system $\mathfrak{D} = (F_u, f_{vu} \mid u \leq v \in U)$ of finitely generated free modules and $f_{vu}$ supported in $I$ for every $u < v \in U$ such that $\lim\rightarrow \mathfrak{D} = (M, f_u(u \in U))$. If $U$ contains the largest element $u$, then $M \cong F_u$ and $I = R$, that is, $P$ is a generator. In this case $M$ is a finitely generated module in $\text{add} P$.

If $U$ contains no largest element, we can apply Lemma 5.1 since, by Lemma 6.3, $f_{vu}$ factors through a countably generated module from $\text{add} P$ for every $u < v \in U$. □
Corollary 6.5. Let $P$ be a projective module with trace ideal $I$. Then $\varinjlim \text{Add} P = \varinjlim \text{Add} P = \{ M \in \text{Mod-R} \mid M \text{ flat and } MI = M \}$ is closed under direct limits and direct summands.

Proof. The equality $\varinjlim \text{Add} P = \varinjlim \text{Add} P$ was already proved in Corollary 5.3. Theorem 6.6 gives $\{ M \in \text{Mod-R} \mid M \text{ flat and } MI = M \} \subseteq \varinjlim \text{Add} P$. On the other hand, since $PI = P$, every module $M \in \varinjlim \text{Add} P$ is flat and satisfies $MI = M$. The last statement follows from the fact that the class of all flat modules is closed under direct summands and direct limits and the same is true for the class $\{ M \in \text{Mod-R} \mid MI = M \}$. □

The arguments used in the proof of Theorem 6.6 can be used to extend Lenzing’s results to classes of pure projective modules.

Proposition 6.6. Let $C$ be a class of pure projective modules. Then $M \in \varinjlim C$ if and only if every $f \in \text{Hom}_R(X,M)$ factors through a module of $C$ whenever $X \in \text{mod-R}$.

Proof. The direct implication holds for any class $C \subseteq \text{Mod–R}$ (see for example [18, Lemma 2.8]).

Conversely, consider a direct system $\mathfrak{D} = (M_i, f_{ij} \mid i \leq j \in I)$ of finitely presented modules and its colimit $\varinjlim \mathfrak{D} = (M, f_{ij}(i \in I))$. Assume that for every $X \in \text{mod-R}$ and $f \in \text{Hom}_R(X,M)$ there exist $C \subseteq \mathcal{C}$, $\alpha \in \text{Hom}_R(X,C)$, $\beta \in \text{Hom}_R(C,M)$ satisfying $f = \beta \alpha$.

We claim that for every $i \in I$ there exists $i \leq j \in I$ such that $f_{ki}$ factors through an object of $C$ for every $j \leq k \in I$: Fix $i \in I$. By our assumption, $f_i = \beta_\alpha$ for some $C \subseteq \mathcal{C}$, $\alpha \in \text{Hom}_R(M_i,C)$, $\beta \in \text{Hom}_R(C,M)$. Since $C$ is pure projective, $C$ is a direct summand of $P = \oplus_{t \in T} F_t$, where $F_t \in \text{mod–R}$ for every $t \in T$. Obviously there are $\beta' \in \text{Hom}_R(C,P)$, $h \in \text{Hom}_R(P,M)$ such that $\beta = h\beta'$. Since $M_i$ is finitely generated, there exists a finite set $T_0 \subseteq T$ such that $\text{Im}\beta' \subseteq Q = \oplus_{t \in T_0} F_t$. Let $\pi_Q \in \text{Hom}_R(P,Q), t_Q \in \text{Hom}_R(Q,P)$ satisfy $\pi_Q t_Q = 1_Q$. Then $f_i = h\beta' \alpha = (ht_Q \pi_Q)(\beta' \alpha)$ is a factorization of $f_i$ through $Q$. Since $Q$ is finitely presented, $ht_Q$ factors through some $f_{j_0}, j_0 \in I$. Since $I$ is directed, we may assume $j_0 \geq i$. Let $\gamma \in \text{Hom}_R(Q,M_{j_0})$ be such that $ht_Q = f_{j_0}\gamma$. Therefore $f_i = f_{j_0}(\gamma \pi_Q \beta' \alpha)$. Let $\delta = \gamma \pi_Q \beta' \alpha \in \text{Hom}_R(M_i,M_{j_0})$ and note that $\delta$ factors through $C$. Since $f_{j_0}(\delta - f_{j_0}) = f_i - f_i = 0$, by (C3), there exists $j_0 \leq j \in I$ such that $f_{j_0}(\delta - f_{j_0}) = 0$. Finally, if $j \leq k \in I$, then $f_{ki} = f_{k} f_{j_0} f_{j_0} = f_{k} f_{j_0} \delta$ factors through $C$. This finishes the proof of the claim.

The rest of the proof is the same as in Theorem 6.3. Define $(I, \leq')$ by $i \leq' j$ if either $i = j$ or $i < j$ and $f_{ji}$ factors through an object of $C$. The claim implies that $(I, \leq')$ is directed. It is easy to verify (C1)-(C3) to deduce that $\mathfrak{E} = (M_i, f_{ji} \mid i \leq' j \in I)$ satisfies $\lim\varprojlim \mathfrak{E} = (M, f_i(i \in I))$. It remains to apply Lemma 6.4 to the direct system $\mathfrak{E}$ to get $M \in \varprojlim C$ (note that if $I$ contains the largest element $i$, then $M_i$ is a direct summand of some $C \subseteq \mathcal{C}$). □

The characterization of $\varprojlim C$ obtained in Proposition 6.6 for $C \subseteq \text{Add–R}$ allows an extension of Lemma 2.11(i) for $\varprojlim$ of a class of pure projective modules.

Corollary 6.7. Let $C$ be a class of pure projective modules closed under finite direct sums. Then $\varprojlim C$ is closed under direct limits, pure epimorphic images, pure submodules and pure extensions.

Proof. Consider a pure exact sequence of modules

$$0 \to K \overset{\mu}{\to} L \overset{\nu}{\to} M \to 0.$$
Assume first that \( L \in \lim \mathcal{C} \). If \( X \in \text{mod–} R \) and \( f \in \text{Hom}_R(X,M) \), there exists \( g \in \text{Hom}_R(X,L) \) such that \( f = gg \). By Proposition 6.4 \( g \) factors through an object of \( \mathcal{C} \) and so does \( f \). Therefore \( M \in \lim \mathcal{C} \).

Consider now \( X \in \text{mod–} R \) and \( h \in \text{Hom}_R(X,K) \). Since \( L \in \lim \mathcal{C} \), there exist \( C \in \mathcal{C}, \alpha \in \text{Hom}_R(X,C), \beta \in \text{Hom}_R(C,L) \) such that \( \beta \alpha = \mu h \). In the proof of Proposition 6.4 we showed that there are \( Q \in \text{mod–} R, \beta' \in \text{Hom}_R(C,Q) \) and \( u \in \text{Hom}_R(Q,L) \) such that \( \mu h = u \beta' \alpha \). We claim that there exists \( u' \in \text{Hom}_R(Q,K) \) such that \( h = u' \beta' \alpha \) which gives a factorization of \( h \) through \( \mathcal{C} \).

Consider the following commutative diagram with exact rows

\[
\begin{array}{cccccc}
0 & \longrightarrow & X/\ker(\beta' \alpha) & \longrightarrow & Q & \longrightarrow & Q/\text{Im} \beta' \alpha & \longrightarrow & 0 \\
& & \downarrow h' & & \downarrow u & & \downarrow \pi & & \\
0 & \longrightarrow & K & \longrightarrow & L & \longrightarrow & M & \longrightarrow & 0,
\end{array}
\]

where \( \nu(x + \ker(\beta' \alpha)) = \beta' \alpha(x), h'(x + \ker(\beta' \alpha)) = h(x) \) for every \( x \in X, \pi \) is the canonical projection and \( \pi \) is induced by \( u \). Since the bottom sequence is pure and \( Q/\text{Im} \beta' \alpha \) is finitely presented, \( \pi \) factors through \( \mathcal{C} \). By [15 Lemma 8.4], there exists \( u' \in \text{Hom}_R(Q,K) \) such that \( u' \nu = h' \). Compose this equality with the canonical projection of \( X \) onto \( X/\ker(\beta' \alpha) \) to obtain \( h = u' \beta' \alpha \).

Conversely, assume \( K,M \in \lim \mathcal{C} \). Let \( f \in \text{Hom}_R(X,L) \) for some finitely presented module \( X \). Then there exist \( C_1 \in \mathcal{C}, \alpha \in \text{Hom}_R(X,C_1), \beta \in \text{Hom}_R(C_1,M) \) such that \( \alpha \beta = \beta \alpha \). Since \( C_1 \) is pure projective, there exists \( \gamma \in \text{Hom}_R(C_1,L) \) such that \( \beta = \gamma \alpha \). Note that \( \gamma (f - \alpha) = 0 \), therefore there exists \( \delta \in \text{Hom}_R(X,K) \) such that \( \delta = f - \alpha \gamma \). Since \( K \in \lim \mathcal{C} \), there are \( C_2 \in \mathcal{C}, \varepsilon \in \text{Hom}_R(X,C_2) \), \( \eta \in \text{Hom}_R(C_2,K) \) such that \( \delta = \varepsilon \eta \). Note that \( \left( \frac{\alpha}{\varepsilon} \right) \in \text{Hom}_R(X,C_1 \oplus C_2) \) and \( (\gamma, \mu \eta) \in \text{Hom}_R(C_1 \oplus C_2,L) \) give a factorization of \( f \) through \( C_1 \oplus C_2 \in \mathcal{C} \).

We will finish this section by considering the case of commutative rings and countably generated projective modules that coincide with their trace ideals. A basic example of this kind, over the ring \( C(0,1) \) of all continuous real functions on the closed unit interval \( (0,1) \), was constructed by Kaplansky - we will further discuss the particular case of \( C(0,1) \) in Example 6.9 below.

**Example 6.8.** Let \( R \) be a commutative ring. By [23 2.12], countably generated pure ideals of \( R \) coincide with the trace ideals of countably generated projective modules. Moreover, by [23 Lemme 2], they also coincide with the ideals of \( R \) generated by countable sets \( \{ f_n \mid n < \omega \} \) of elements of \( R \) such that \( f_{n+1}f_n = f_n \) for each \( n < \omega \).

Let \( I \) be such an ideal of \( R \) and \( \{ f_n \mid n < \omega \} \) be a generating set of \( I \) as above. Notice that since \( R/I \) is a countably presented flat module, \( R/I \) has projective dimension \( \leq 1 \), whence \( I \) is projective. Notice that \( I \) is its own trace ideal, so by Corollary 6.5 \( \lim \text{ad} I = \lim \text{Add} I = \{ M \in \text{Mod–} R \mid M \text{ flat and } MI = M \} \).

Let \( S = \text{End} I_R \). Since \( R \) is commutative, the map \( \mu : r \rightarrow -r \) is a ring homomorphism from \( R \) into \( S \) which induces a functor from \( \text{Mod–} R \) into \( \text{Mod–} R \) by restriction of scalars. Also the ring \( S \) is commutative, because for all \( s,s' \in S \) and \( n < \omega \),

\[
ss'(f_n) = ss'(f_{n+1}) = s(f_{n+1}s'(f_n)) = s(f_{n+1}ss'(f_n)) = f_{n+1}s(f_n) = \cdots = s'(s(f_n)).
\]

Moreover, the restriction of \( \mu : r \rightarrow -r \) to \( I \) is monic, since \( r = f_{n+1}x' \) and \( f_{n+1}r = 0 \) imply \( r = 0 \). Also, \( ss'(x,x') = xs(x') \) for all \( x,x' \in I \) and \( s \in S \), whence \( \mu I \) is an ideal in \( S \), and \( \mu \upharpoonright I \) is an \( S \)-module isomorphism of \( I \) on to \( \mu I \). As \( \mu I \) is
generated by the set \( \{ \mu(f_n) \mid n < \omega \} \), we infer from [28, Lemma 2] (or [23, 2.12]) that \( \mu(I) \) is a pure ideal in \( S \), so \( I \cong \mu(I) \) is a projective \( S \)-module.

As \( S \) is commutative, \( S = \text{End} I_R = \text{End} I_S \). It follows that \( R \)- and \( S \)-homomorphisms between arbitrary direct sums of copies of \( I \) coincide. Thus the class \( \lim \text{add} I \) is the same whether computed in \( \text{Mod–} R \) or \( \text{Mod–} S \).

The former way yields \( \lim \text{add} I = \{ F \otimes_S I \mid F \text{ a flat } S \text{-module} \} \) by Theorem 3.3. By the Flat Test Lemma [2, 19.17], \( F \otimes_S I \cong F/I \) as \( S \)-modules. Since \( I^2 = I \), and \( F \otimes_S I \) is a flat \( S \)-module whenever \( F \) is such, we see that \( \lim \text{add} I \) coincides with the class of all flat \( S \)-modules \( F \) such that \( FI = F \). This exactly what Corollary 6.5 gives when \( \lim \text{add} I \) is computed the latter way, i.e., in \( \text{Mod–} S \).

Example 6.8 applies to all pure ideals \( I \) in the ring of all continuous real functions on \( \langle 0, 1 \rangle \). In this particular case, we will determine the structure of the endomorphism rings of these ideals:

Example 6.9. Let \( R = C(0, 1) \) be the ring of all continuous functions from the closed unit interval \( (0, 1) \) into \( \mathbb{R} \) with the ring operations defined pointwise (see [11], [22], or [30] §9)]. Let \( I \) be a pure ideal in \( R \). By [18, 4.1(a)], \( I \) is countably generated, whence \( I \) fits the setting of Example 6.8. By Corollary 6.5, \( \lim \text{add} I = \lim \text{Add} I \)

For \( f \in R \) we will denote by \( \{f\} \) the (closed) zero set of \( f \), i.e., \( \{f\} = \{x \in (0, 1) \mid f(x) = 0\} \), and by \( \{f\} = \{0, 1\} \setminus \{f\} \) the (open) support of \( f \). Recall [18, 4.1(a)] that pure ideals in \( R \) correspond 1-1 to closed subsets of \( (0, 1) \): a pure ideal \( I \) defines the closed subset \( X_I = \bigcap_{f \in I} \{f\} \) while a closed subset \( X \) defines the pure ideal \( I_X \) consisting of all \( f \in R \) such that \( \{f\} \) contains some open neighborhood of \( X \). (The basic example of Kaplansky mentioned above is the particular case when \( X = \{0\} \).

We will now determine the structure of the ring \( S = \text{End} I_R \) for an arbitrary pure ideal \( I \) in \( R \). By [6.8] \( I \) is a projective module.

The case when \( I \) is finitely generated is trivial: \( I \) is then a free module of rank 1 by [30, 9.6(1)], so \( S \cong R \).

If \( I \) is not finitely generated, then by (the proof of) [30, 9.6(2)], there is a countable set \( J \) such that \( I = \bigoplus_{j \in J} I_j \) where for each \( j \in J \), \( I_j \) is an indecomposable countably, but not finitely generated pure ideal in \( R \). \( X_I = \{0, 1\} \setminus O_j \), and \( \{O_j \mid j \in J \} \) is a set of pairwise disjoint open intervals in \( (0, 1) \).

For \( f, g \in R \), let \( f + g = \{f + g\} \) if \( f, g \neq 0 \), and let \( f + g = 0 \) if \( f, g = 0 \).

By [28, Lemma 2], for each \( j \in J \), there is a subset \( \{f_{j,n} \mid n < \omega \} \subseteq I_j \) such that \( f_{j,n+1} = f_{j,n} + f_{j,n} \) for each \( n < \omega \), and \( f_{j,n} \) is the union of the strictly increasing chain of ideals \( (f_{j,n}R \mid n < \omega) \).

Since \( I = \bigcap_{j \in J} f_{j,n} \) vanishes at an open neighborhood of \( (0, 1) \setminus O_j \). In particular, \( s(f_{j,m}) \subseteq O_j \). Since \( O_j \cap O_k = \emptyset \), we have \( f_{j,m} \cdot f_{k,n} = 0 \) for all \( m, n < \omega \) and all \( j \neq k \in J \). It follows that \( \text{Hom}_R(I_j, I_k) = 0 \) for all \( j \neq k \in J \), whence \( S \cong \prod_{j \in J} \text{End} I_j \).

It remains to compute \( S = \text{End} I_R \) when \( I \) is a pure ideal in \( R \) such that \( X_I \) is the complement of a single open interval \( \emptyset \neq O_I \subsetneq (0, 1) \). So either \( O_I = (a, b) \), or \( O_I = (a, 1) \), or \( O_I = (0, b) \), where \( 0 \leq a < b \leq 1 \). In the first case, when \( O_I = (a, b) \), we choose a strictly decreasing sequence \( a = \langle a_n \mid n < \omega \rangle \) and a strictly increasing sequence \( b = \langle b_n \mid n < \omega \rangle \) such that \( a_0 < b_0, a = \inf_n a_n, b = \sup_n b_n \).

In the second case of \( O_I = (a, 1) \), we chose \( a \) as above, but let \( b \) be the constant sequence \( b_n = 1 \) \( (n < \omega) \). Symmetrically, in the third case of \( O_I = (0, b) \), we chose \( b \) as above, but let \( a \) be the constant sequence \( a_n = 0 \) \( (n < \omega) \).

For each \( n < \omega \), let \( f_n \in R \) be such that \( s(f_n) = \langle a_n+1, b_{n+1} \rangle \) in the first case, and \( s(f_n) = \langle a_{n+1}, b_{n+1} \rangle \) and \( s(f_n) = \langle a_{n+1}, b_{n+1} \rangle \) in the second and third cases, and moreover \( f_n \mid \langle a_n, b_n \rangle = 1 \) in all three cases. Then \( f_{n+1}f_n = f_n \), so
$I' = \sum_{n<\omega} f_nR$ is a pure ideal in $R$ by [28] Lemma 2. Since $O_I = \bigcup_{n<\omega} s(f_n)$, we infer that $X_I = \bigcap_{n<\omega} z(f_n) = X_{I'}$. Thus $I' = I$.

Notice that $I$ is not self-small: indeed, for each $n < \omega$, let $0 \neq h_n \in I$ be such that $s(h_n) \subseteq (a_{n+1},a_n)$ in the first and second cases and $s(h_n) \subseteq (b_n,b_{n+1})$ in the third case. Then $h_n,f_n = 0$ for $m < n < \omega$ and $h_n,f_m = h_n$ for $n < m < \omega$. So $z : I \rightarrow I^{(\omega)}$ defined by $z(f_n) = (f_n,h_0,\ldots,h_{n-1},h_n,f_0,\ldots)$ satisfies $f_n z(f_{n+1}) = z(f_n)$ for each $n < \omega$, whence $z$ defines an $R$-homomorphism proving that $I$ not self-small.

Denote by $T$ the ring of all continuous functions from $O_I$ into $\mathbb{R}$. We will prove that $S \cong T$.

For each $g \in S$, we define $\varphi(g) \in T$ by $\varphi(g) \mid s(f_n) = g(f_{n+1}) \mid s(f_n)$ for each $n < \omega$. This is possible since for all $n+1 < m < \omega$, $g(f_m) \mid s(f_n) = g(f_{n+1}) \mid s(f_n)$, because $f_{n+1} = f_{n+1}f_m$, whence $g(f_{n+1}) = f_{n+1}g(f_m)$, and $f_{n+1} \mid s(f_n) = 1$.

Conversely, for $f \in T$, we define $\psi(t) \in S$ by $\psi(t)(f_n) = f_n t$ at $s(f_n) \subseteq O_I$, and $\psi(t)(f_n) = 0$ at $z(f_n)$. This is correct since $\psi(t)(f_n) \in f_nR \subseteq I$, $\psi(t)(f_{n+1})f_n = f_{n+1}f_n = f_n = \psi(t)(f_n)$ at $s(f_n)$, and also $\psi(t)(f_{n+1})f_n = 0 = \psi(t)(f_n)$ at $z(f_n)$.

Notice that for all $g \in S$ and $n < \omega$, $g(f_n) = f_n g(f_{n+1}) = f_n \varphi(g) = \psi(\varphi(g))(f_n)$ at $s(f_n)$ while all these maps vanish at $z(f_n)$, so $g = \psi \varphi(g)$. Conversely, if $t \in T$, then for each $n \leq \omega$, $\varphi(t) \mid s(f_n) = \psi(t)(f_{n+1}) \mid s(f_n) = f_{n+1}t \mid s(f_n) = t \mid s(f_n)$, whence $\varphi \psi(t) = t$.

It follows that $\varphi$ and $\psi$ are mutually inverse ring isomorphisms of $S$ and $T$. Let $\mu : R \rightarrow S$ be the canonical ring homomorphism $\mu : r \rightarrow -r$, and $\nu : R \rightarrow T$ be the restriction ring homomorphism $r \rightarrow r \mid O_I$. Then $\mu = \psi \nu$, and $\nu = \varphi \mu$, so the following diagram is commutative:

\[
\begin{array}{ccc}
R & \xrightarrow{\mu} & S \\
\downarrow{\varphi} & & \downarrow{\psi} \\
R & \xrightarrow{\nu} & T
\end{array}
\]

7. The tilting case

We will now consider the particular case of (infinitely generated) tilting modules $T$ in more detail. If $T$ is 0-tilting, i.e., $T$ is a projective generator, then $R$ is isomorphic to a direct summand of $T^n$ for some $n > 0$, whence $\text{lim}_n \text{Add} T = \text{Add} T = T$. However, the situation is much less clear already for infinitely generated 1-tilting modules. In order to cover the case of arbitrary $n$-tilting modules, it will be convenient to deal with a slightly more general setting:

Recall [18, 13.20] that tilting cotorsion pairs are characterized as the hereditary cotorsion pairs $\mathcal{C} = (\mathcal{A},\mathcal{B})$ such that the class $\mathcal{B}$ is closed under direct limits, and $\mathcal{A} \subseteq \mathcal{P}_n$ for some $n < \omega$. The more general setting that we will be interested in here will neither require $\mathcal{C}$ to be hereditary, nor $\mathcal{A}$ to consist of modules of bounded projective dimension. In particular, $\mathcal{A}$ will be allowed to contain modules of infinite projective dimension.

We fix our general notation for the rest of this section as follows: $\mathcal{C} = (\mathcal{A},\mathcal{B})$ will denote a cotorsion pair in $\text{Mod-}R$ such that the class $\mathcal{B}$ is closed under direct limits, by [4, 5.4], there is a module $K \in \text{Mod-}R$ such that $\text{Add} K = \text{Ker}(\mathcal{C}) = \mathcal{A} \cap \mathcal{B}$. Also, by [12, 6.1], $\mathcal{B} = (\mathcal{A}^{\leq \omega})^+$, and $\mathcal{B}$ is a definable class of modules, hence $\mathcal{B} = \tilde{\mathcal{B}}$, cf. [18, 6.9]. Moreover, by [12, 5.3] and [4, 3.3], there is an elementary cogenerator $C$ for $\mathcal{B}$, that is, a pure injective module $C \in \mathcal{B}$ that cogenerates $\text{Mod-}R$, such that each module from $\mathcal{B}$ is a pure submodule in a product of copies of $C$, and $\tilde{\mathcal{A}} = \leftarrow C$.  

Two modules $M$ and $M'$ will be called *equivalent* in case $\text{Add} M = \text{Add} M'$.

If $\mathfrak{C}$ is a tilting cotorsion pair induced by a tilting module $T$, then we can just take $K = T$, and $\text{Ker}(\mathfrak{C}) = \text{Add} T$ completely determines $\mathfrak{C}$, as $B = (\text{Ker}(\mathfrak{C}))^{\perp \infty}$. In particular, different tilting cotorsion pairs are induced by non-equivalent tilting modules. However, in our general setting, it may happen that $\mathfrak{C} \neq \mathfrak{C'}$, even if $\text{Ker}(\mathfrak{C}) = \text{Ker}(\mathfrak{C'})$:

**Example 7.1.** Let $R$ be an Iwanaga-Gorenstein ring of infinite global dimension (e.g., a commutative noetherian local Gorenstein ring which is not regular). Let $\mathcal{GP}$ denote the class of all Gorenstein projective modules, and $\mathcal{I}$ the class of all modules of finite injective dimension. Since $R$ is right noetherian, $\mathcal{I}$ is closed under direct limits, see [18 6.7]. Consider the cotorsion pairs $\mathfrak{C} = (\mathcal{GP}, \mathcal{I})$ and $\mathfrak{C'} = (\mathcal{P}_0, \text{Mod–}R)$. Then $\mathfrak{C} \neq \mathfrak{C'}$, but $\text{Ker}(\mathfrak{C}) = \text{Ker}(\mathfrak{C'}) = \mathcal{P}_0$, cf. [18 8.13].

In the general notation above, we have

**Lemma 7.2.** $\text{lim} \text{Add} K = \overrightarrow{\text{Add} K} \subseteq \overrightarrow{\text{Add} K} = \overrightarrow{A \cap B}$.

Moreover, $\overrightarrow{\text{Add} K}$ is a covering class closed under extensions.

**Proof.** We have already noticed that the classes $\overrightarrow{A} = \overrightarrow{\text{Add} K}$ and $\mathcal{B}$ are closed under extensions and pure epimorphic images. In view of Lemma 2.3 and Theorem 1.5 it only remains to prove the inclusion $A \cap B \subseteq \overrightarrow{\text{Add} K}$.

Let $M \in \overrightarrow{A \cap B}$. Consider a special $A$-precover $\rho$ of $M$, and the short exact sequence $0 \to B \to A \xrightarrow{\rho} M \to 0$. Since $M \in B$, $A \in A \cap B = \text{Add} K$. By the precovering property, the canonical presentation of $M$ as a pure epimorphic image of a module from $A$ factorizes through $\rho$, whence $\rho$ is a pure epimorphism. Thus $M \in \overrightarrow{\text{Add} K}$.

Of course, we always have $\text{lim} \text{add} K \subseteq \text{lim} \text{Add} K \subseteq \overrightarrow{\text{Add} K}$. If these inclusions are equalities, then by the results above, the class $\mathcal{L} = \text{lim} \text{add} K$ is a deconstructible class closed under direct limits and extensions, and $\mathcal{L}$ is covering. We will consider several instances when this occurs. The first one is an immediate corollary of Lemmas 5.2 and 5.3.

**Corollary 7.3.** Let $K$ be a finitely generated $\sum$-pure split module (e.g., let $K$ be a finitely generated tilting module over an artin algebra). Then $\text{Add} K = \text{lim} \text{add} K = \overrightarrow{\text{Add} K} = \overrightarrow{\text{Add} K}$.

We will now examine the problem of whether $\text{lim} \text{Add} K = \overrightarrow{\text{Add} K}$ in our general setting. Note that while we always have $\overrightarrow{\text{Add} K} = \overrightarrow{\text{Add} K}$ by Lemma 7.2, $\overrightarrow{\text{Add} K} = \text{lim} (A^{<\omega})$ in case $K$ is tilting (see [18 8.40]), the class $\mathcal{B}$, and hence also $\overrightarrow{\text{Add} K}$, need not contain any non-zero finitely generated modules, even if $K$ is tilting module of projective dimension 1:

**Example 7.4.** Let $R$ be a (commutative noetherian) regular local ring of Krull dimension 2. Let $T$ be any non-projective tilting module, and $(A, B)$ be the tilting cotorsion pair induced by $T$. Then $B \subseteq \mathcal{I}_1$, so $B \cap \text{mod–}R = \{0\}$. Indeed, all non-zero finitely generated modules have injective dimension 2. We refer to [11 3.4] for more details.

For an explicit instance of this phenomenon, let $S$ be the set of all ideals of $R$ and $A = \text{Filt}(S)$. Then $A \subseteq \mathcal{P}_1$, and $(A, \mathcal{I}_1)$ is a tilting cotorsion pair generated by a tilting module $T$ of projective dimension 1. Since $R$ is a UFD, $A^{<\omega}$ is the class of all finitely generated torsion free modules, and $\text{lim} A \overrightarrow{\text{Add} A}$ the class of all torsion-free
modules. Hence Add $T$ is the class of all torsion free modules of injective dimension \leq 1, cf. [H 3.4].

For countably presented modules in Add $K$, we have the following description:

**Lemma 7.5.** Let $C \in (\text{Add } K)^{\leq \omega}$. Then there exists a module $D \in \text{Add } K$ such that $C \oplus D$ is a countable direct limit of modules from Add $K$.

In particular, if $\lim \text{Add } K$ is closed under direct summands then $C \in \lim \text{Add } K$.

**Proof.** First, by [H 3.4], $C$ is a Bass module over $\mathcal{A}^{\leq \omega}$, that is, $C = \lim_{\to \kappa < \omega} A_i$ for a countable direct system $(A_i, f_{i+1,i} \mid i < \omega)$, such that $A_i \in \mathcal{A}^{\leq \omega}$ for each $i < \omega$.

Consider the exact sequence $0 \to A_0 \to B_0 \to A'_0 \to 0$, where $\nu_0$ is a special $B$-preenvelope of $A_0$. Then $B_0 \in \mathcal{B}$ and $A'_0 \in \mathcal{A}$, whence $B_0 \in \mathcal{A} \cap \mathcal{B} = \text{Add } K$. Possibly adding an element of Add $K$, we can w.l.o.g. assume that $B_0 = K^{(\kappa_0)}$ for a cardinal $\kappa_0 > 0$.

Taking the pushout of $\nu_0$ and $f_{10}$, we obtain the following commutative diagram

$$
\begin{array}{cccccc}
0 & \longrightarrow & A_0 & \longrightarrow & K^{(\kappa_0)} & \longrightarrow & A'_0 & \longrightarrow & 0 \\
\downarrow & & \downarrow \nu_0 & & \downarrow & & \downarrow \leftarrow & & \downarrow \\
0 & \longrightarrow & A_1 & \longrightarrow & M_0 & \longrightarrow & A'_0 & \longrightarrow & 0.
\end{array}
$$

As above, the special $B$-preenvelope of $M_0$ induces an exact sequence $0 \to M_0 \to B_1 \to A'_0 \to 0$ with $B_1 \in \mathcal{B}$ and $A'_0 \in \mathcal{A}$. This yields another commutative diagram,

$$
\begin{array}{cccccc}
0 & \longrightarrow & A_0 & \longrightarrow & K^{(\kappa_0)} & \longrightarrow & A'_0 & \longrightarrow & 0 \\
\downarrow & & \downarrow \nu_0 & & \downarrow & & \downarrow h_{10} & & \downarrow h_{10} \\
0 & \longrightarrow & A_1 & \longrightarrow & B_1 & \longrightarrow & A'_1 & \longrightarrow & 0.
\end{array}
$$

where $h_{10}$ is a monomorphism and $A'_1 \in \mathcal{A}$, because the cokernel of $h_{10}$ is isomorphic to $B_1/M_0 \cong A'_0$. Thus $B_1 \in \text{Add } K$, and again, w.l.o.g., $B_1 = K^{(\kappa_1)}$ for a cardinal $\kappa_1 > 0$. Proceeding by induction, we obtain a direct system of short exact sequences

$$
\begin{array}{cccccc}
\vdots & \downarrow & \vdots & \downarrow & \vdots & \downarrow & \vdots \\
0 & \longrightarrow & A_n & \longrightarrow & K^{(\kappa_n)} & \longrightarrow & A'_n & \longrightarrow & 0 \\
\downarrow f_{n+1,n} \downarrow & & \downarrow g_{n+1,n} \downarrow & & \downarrow h_{n+1,n} \downarrow & & \downarrow \\
0 & \longrightarrow & A_{n+1} & \longrightarrow & K^{(\kappa_{n+1})} & \longrightarrow & A'_{n+1} & \longrightarrow & 0.
\end{array}
$$

where $h_{n+1,n}$ ($n < \omega$) are monomorphisms with cokernels in $\mathcal{A}$. Its direct limit is the sequence

$$0 \to C \to \lim_{\to \kappa_n} K^{(\kappa_n)} \to D \to 0$$

with $D$ countably $\mathcal{A}$-filtered, hence $D \in \mathcal{A}$. Since $C \in \mathcal{B}$, the latter sequence splits, whence $D \in \mathcal{A} \cap \text{Add } K = \text{Add } K$ by Lemma 7.2 \hfill \Box
Though \( \text{Add}_1 K \) need not contain any non-zero finitely generated modules, in some cases, \( \text{Add}_1 K = \lim_\omega (\text{Add}_1 K) \leq \omega \). Moreover, in those cases one can express the modules in \( \text{Add}_1 K \) in a stronger form, as \( \aleph_1 \)-directed unions, or \( \aleph_1 \)-direct limits, of modules from \( (\text{Add}_1 K) \leq \omega \) rather than the ordinary directed unions or direct limits.

**Definition 7.6.** Let \( M \) be a module.

Let \( \mathcal{M} \) be a set of countably presented submodules of \( M \) satisfying that \( \mathcal{M} \) is closed under unions of countable chains, and each countable subset of \( M \) is contained in a member of \( \mathcal{M} \). Then \( \mathcal{M} \) is called an \( \aleph_1 \)-dense system of submodules of \( M \).

Let \( S \) be a set of submodules of \( M \) such that each countable subset of \( S \) is contained in a member of \( \mathcal{M} \) and \( M = \bigcup S \). Then \( M \) is an \( \aleph_1 \)-directed union of the direct system \((S, \subseteq)\). For example, if \( \mathcal{M} \) is an \( \aleph_1 \)-dense system of submodules of \( M \), then \( M \) is the \( \aleph_1 \)-directed union of the direct system \((\mathcal{M}, \subseteq)\).

Let \( (I, \leq) \) be an \( \aleph_1 \)-directed poset, i.e., a directed poset such that for each countable subset \( C \subseteq I \) there exists \( d \in I \) such that \( c \leq d \) for all \( c \in C \). A direct system \( D \) of modules from a class \( C \) is called \( \aleph_1 \)-directed provided that the underlying poset of the system, \((I, \leq)\), is \( \aleph_1 \)-directed. Then \( L = \lim_\omega D \) is called an \( \aleph_1 \)-direct limit of modules from \( C \).

**Lemma 7.7.**

(i) Assume that the ring \( R \) is countable. Then each module \( M \in \text{Add}_1 K \) is an \( \aleph_1 \)-directed union of a direct system of its submodules, \( M \), such that \( \mathcal{M} \subseteq (\text{Add}_1 K) \leq \omega \).

(ii) Assume that \( A \subseteq \mathcal{P}_1 \), and \( K \) is a direct sum of countably generated modules. Then each module \( M \in \text{Add}_1 K \) is an \( \aleph_1 \)-direct limit of modules from \( (\text{Add}_1 K) \leq \omega \).

**Proof.**

(i) Since \( \hat{A} = \perp C \) and \( C \) is pure injective, \( \hat{A} \) is closed under pure submodules by (the proof of) \([4] \) 3.6]. So is the definable class \( B \). Since \( R \) is countable, for each \( M \in \text{Add}_1 K = \hat{A} \cap B \), all the countable pure submodules of \( M \) form an \( \aleph_1 \)-dense system, \( \mathcal{M} \), such that \( \mathcal{M} \subseteq (\text{Add}_1 K) \leq \omega \), whence \( M \) is an \( \aleph_1 \)-directed union of the modules from \( \mathcal{M} \).

(ii) Let \( M \in \text{Add}_1 K \), so there is a pure exact sequence \( 0 \to N \to K^{(X)} \to M \to 0 \) for a set \( X \). Since \( K^{(X)} \in \mathcal{A} \), \( K^{(X)} \) is a strict \( B \)-stationary module \([22] \) 4.2], and so is \( N \) by \([22] \) 4.4]. In particular, \( N \) is strict \( C \)-stationary, where \( C \) is an elementary cogenerator for \( B \), so \( N \) possesses an \( \aleph_1 \)-dense system, \( \mathcal{D} \), consisting of strict \( C \)-stationary submodules of \( N \), such that \( \text{Hom}_R(N, C) \to \text{Hom}_R(U, C) \) is surjective whenever \( U \) is a directed union of modules from \( \mathcal{D} \), see \([22] \) 5.4].

By our assumption on \( K \), the module \( K^{(X)} \) is a direct sum of countably generated modules, say \( K^{(X)} = \bigoplus_{i \in I} K_i \). The rest of the proof proceeds similarly as the proof of \([4] \) 3.3];

Consider the poset \( J \) consisting of all the pairs \((D, Y)\) where \( D \in \mathcal{D} \), and \( Y \) is a countable subset of \( I \) such that \( D \subseteq \bigoplus_{i \in Y} K_i \). Then \( J \) with componentwise inclusions is an \( \aleph_1 \)-directed poset, and \( M \) is an \( \aleph_1 \)-direct limit of the system \( \mathcal{M} = \{ (\bigoplus_{i \in Y} K_i) \cap D \mid (D, Y) \in J \} \) consisting of countably presented modules.

Notice that each \( h \in \text{Hom}_R(D, C) \) extends to some \( h' \in \text{Hom}_R(N, C) \), and since \( M \in \perp C \), also to \( \perp C \), and hence to \( \bigoplus_{i \in Y} K_i \). Thus \( \mathcal{M} \subseteq \perp C = \hat{A} \). Since \( \mathcal{A} \subseteq \mathcal{P}_1 \), \( B \) is closed under homomorphic images, whence \( \mathcal{M} \subseteq B \). We conclude that \( \mathcal{M} \subseteq (\text{Add}_1 K) \leq \omega \).

**Remark 7.** If we leave the setting of cotorsion pairs \( \mathcal{C} = (\mathcal{A}, \mathcal{B}) \) with the class \( \mathcal{B} \) closed under direct limits, then \( \text{Ker}(\mathcal{C}) \) need not equal \( \text{Add}_1 K \) for any module \( K \).
Moreover, the class $\mathcal{B}$ (and hence $\text{Ker}(\mathcal{C})$) need not contain any non-zero countably generated modules. So there is no analog of Lemma 7.7 in general.

For example, if $R$ is a simple von Neumann regular ring which is not artinian, the dimension of $R$ over its center is countable (e.g., $R$ is countable), and $\mathcal{C} = (\text{Mod–}R, \mathcal{I}_0)$, then there are no non-zero countably generated modules in the class $\mathcal{I}_0$, cf. [10, 3.3].

Lemmas 7.5 and 7.7 yield

**Corollary 7.8.** Assume that the class $\lim_{\to} \text{Add} K$ is closed under direct limits, and either $R$ is countable, or $K$ is a direct sum of countably generated modules and $\mathcal{A} \subseteq \mathcal{P}_1$. Then $\lim_{\to} \text{Add} K = \text{Add} K$.

We finish this section by considering in more detail the case of modules over Dedekind domains. Since Dedekind domains are hereditary, all the cotorsion pairs $\mathcal{C} = (\mathcal{A}, \mathcal{B})$, such that the class $\mathcal{B}$ is closed under direct limits, are tilting. Moreover, all non-projective tilting modules are infinitely generated, and the only $\Sigma^p$-pure split tilting modules are the injective ones:

Let $R$ be a Dedekind domain. Let $Q$ be the quotient field of $R$, so $Q/R \cong \bigoplus_{p \in \text{mSpec}(R)} E(R/p)$ (cf. [15, IV.3]). We will make use of the classification of tilting modules and classes known for this case: up to equivalence, tilting modules $T$ correspond 1-1 to subsets $A \subseteq \mathcal{P}$ of modules and classes known for this case: up to equivalence, tilting modules are the injective ones:

For $P \subseteq \text{mSpec}(R)$, let $R_P$ be the (unique) module such that $R \subseteq R_P \subseteq Q$ and $R_P/R \cong \bigoplus_{p \in P} E(R/p)$. In particular, if $P = \text{mSpec}(R) \setminus \{q\}$ for a maximal ideal $q$, then $R_P = R_q$ is the localization of $R$ at $q$. For an arbitrary subset $P$ of $\text{mSpec}(R)$, we have $R_P = \bigcap_{q \in \text{mSpec}(R) \setminus P} R_q$; in particular, $R_P$ is an overring of $R$, and hence a Dedekind domain (cf. [10, 1.2]).

By [18, 14.30], the tilting module corresponding to $P \subseteq \text{mSpec}(R)$ is $T_P = R_P \bigoplus \bigoplus_{p \in P} E(R/p)$, the corresponding tilting class being $\mathcal{B}_P = \{M \in \text{Mod–}R \mid M_p = M \text{ for all } p \in P\}$, the class of all $P$-divisible modules. (Notice that $T_P$ is countably generated, iff the set $P$ is countable.) The cotorsion pair generated by $T_P$ is $(\mathcal{A}_P, \mathcal{B}_P)$ where $\mathcal{A}_P = \text{Filt}(\mathcal{S}_P)$, and $\mathcal{S}_P = \{R/p \mid p \in P\} \cup \{I \mid I \subseteq R\}$. Also, $\lim_{\to} \mathcal{A}_P = \text{lim}_{\to} (\mathcal{A}_P^{\omega}) = \tau(\mathcal{S}_P)$.

**Theorem 7.9.** Let $R$ be a Dedekind domain and $T \in \text{Mod–}R$ be a tilting module. Let $P$ be the subset of $\text{mSpec}(R)$ such that $T$ is equivalent to $R_P$. Then $\lim_{\to} \text{Add} T = \lim_{\to} \text{Add} T = \text{Add} T = \mathcal{C}_P$, where $\mathcal{C}_P$ is the class of all modules $M$ whose torsion part $T(M)$ is isomorphic to a direct sum of copies of $E(R/p)$ for $p \in P$, $M = T(M) \oplus N$, and $N$ is a torsion-free (= flat) $R_P$-module.

**Proof.** First, let $M \in \mathcal{C}_P$, so $M = T(M) \oplus N$ as above. Since $E(R/p) \oplus \text{Add} T$ for each $p \in P$, $T(M) \in \lim_{\to} \text{Add} T$ is a direct limit of modules $\text{Add} T$ for the set $P$. Also, $\lim_{\to} \text{Add} T$ is a direct system of finitely generated free $R_P$-modules, whence also $N \in \lim_{\to} \text{Add} T$. This proves that $\mathcal{C}_P \subseteq \lim_{\to} \text{Add} T$.

It remains to prove that $\lim_{\to} \text{Add} T \subseteq \mathcal{C}_P$. Let $M \in \lim_{\to} \text{Add} T = (\lim_{\to} \mathcal{A}_P) \cap \mathcal{B}_P$ (by Lemma 7.2 as $\text{lim}_{\to} (\mathcal{A}_P^{\omega}) = \tau(\mathcal{S}_P)$). Let $T(M)$ be the torsion part of $M$. Then $T(M) = \bigoplus_{p \in \text{mSpec}(R)} T_p$ where $T_p$ denotes the $p$-torsion part of $T(M)$ for each $p \in \text{mSpec}(R)$ (see e.g. [15, IV.3]).

Since $T(M) \subseteq M$, we infer that $T_p \in \text{Add} T$ for all $p \in \text{mSpec}(R)$, because both $\lim_{\to} \mathcal{A}_P$ and $\mathcal{B}_P$ are closed under pure submodules. If $p \in P$, then this means that $T_p$ is $p$-divisible, and hence divisible ($= injective$). So $T_p$ is isomorphic to a direct sum of copies of $E(R/p)$. If $q \in \text{mSpec}(R) \setminus P$ and $0 \neq T_q \in \lim_{\to} \mathcal{A}_P = \tau(\mathcal{S}_P)$, then since the latter class is closed under submodules, $R/q \in \mathcal{A}_P^{\omega}$, in contradiction with
$q \notin P$. Thus $T_q = 0$ for all $q \notin P$, and $T(M)$ is isomorphic to a direct sum of copies of $E(R/p)$ for $p \in P$. Being injective, $T(M)$ splits in $M$, so $M = T(M) \oplus N$ where $N$ is torsion-free and $p$-divisible for each $p \in P$.

Consider the short exact sequence $0 \to R \to P \to \bigoplus_{p \in P} E(R/p) \to 0$. Applying the exact functor $- \otimes_R N$, we get $0 \to N \to R \otimes_R N \to \bigoplus_{p \in P} E(R/p) \otimes_R N = 0$. The latter tensor product is zero because $N$ is $p$-divisible for each $p \in P$. Thus $N$ is a torsion-free $R_p$-module. \(\square\)

Notice that if $P = \text{mSpec}(R)$, then $T_P = Q \oplus Q/R$ is $\sum$-injective, and $C_P = \text{Add} T_P = \mathcal{I}_0$. If $P \neq \text{mSpec}(R)$, then the tilting module $T_P$ is not $\sum$-pure split, because there is a non-split pure exact sequence of the form $0 \to X \to R^{(k)}_P \to Q \to 0$ for some infinite cardinal $\kappa$. In particular, $Q \in \text{Add} T_P \setminus \text{Add} T_P$.

### 8. A Covering Class of Modules Not Closed Under Pure Quotients

If $\mathcal{A}$ is a class of modules closed under direct sums, but $\varinjlim \mathcal{A} \not\subseteq \tilde{\mathcal{A}}$ (see Examples 8.5 and 8.8 above). The aim of this section is to construct a ring $R$ and an $R$-module $F$ such that the class $\mathcal{A} = \text{Add } F$ is closed under direct limits, i.e., $\text{Add } F = \varinjlim \text{Add } F$, but it is still not closed under pure epimorphic images in $\text{Mod–}R$. Then it is clear that $\text{Add } F$ is a precovering class closed under direct limits, hence a covering class in $\text{Mod–}R$.

In fact, for any given field $k$, we will construct an associative, unital $k$-algebra $R$ and an $R$-module $F_R$ with the following properties:

- $F$ is a Bass flat $R$-module;
- $\text{End}(F_R) = k$;
- $P$ is a projective $R$-module and a pure submodule in $F$;
- $F/P$ is also a Bass flat $R$-module;
- $\text{End}(P_R) = k = \text{End}((F/P)_R)$;
- $\text{Sum } F_R = \text{Add } F_R = \varinjlim \text{Add } F_R$;
- but $F/P \notin \text{Add } F_R$.

Here by a **Bass flat $R$-module** we mean a countable direct limit of copies of the free $R$-module $R$.

The idea of the construction can be explained as follows. The $R$-module $F$ is produced as the direct limit of a countable chain $F = \varinjlim (P_0 \to P_1 \to P_2 \to \cdots)$ where $P_i$ are cyclic projective $R$-modules. The compositions $P_0 \to P_1 \to \cdots \to P_i$ are split monomorphisms for all $i > 0$, but the splittings for $P_0 \to P_i$ and $P_0 \to P_{i+1}$ do not agree. In other words, in the diagram

\[
P_0 \to \cdots \to P_1 \to P_{i+1} \to \cdots
\]

the curvilinear triangle is not commutative. So $P = P_0$ is a pure submodule, but not a split submodule in $\varinjlim_{i \in \omega} P_i = F$.

**Construction 8.1.** Consider the following infinite quiver with relations. The vertices of the quiver are indexed by $\omega$. For every $n \in \omega$, $n \geq 1$, there is an arrow $\phi_n$ going from the vertex $n - 1$ to the vertex $n$. For every $n \in \omega$, $n \geq 1$, there is also an arrow $\pi_n$ going from the vertex $n$ to the vertex 0. The relations $\pi_n \phi_n \phi_{n-1} \cdots \phi_1 = \text{id}$ for all $n \geq 1$ are imposed in the quiver.

A **quiver representation** $V$ is a collection of $k$-vector spaces $V_i$, $i \in \omega$, endowed with linear maps $\phi_n : V_{n-1} \to V_n$ and $\pi_n : V_n \to V_0$ such that $\pi_n \phi_n \cdots \phi_1 = \text{id}_{V_0}$ for all $n \geq 1$. 
A \textit{k-algebra with many objects} \( A = (A_{i,j})_{i,j \in \omega} \) is a collection of \( k \)-vector spaces \( A_{i,j} \), identity elements \( e_i \in A_{i,i} \) given for all \( i \in \omega \), and \( k \)-linear multiplication maps \( A_{i,j} \otimes_k A_{j,l} \to A_{i,l} \) defined for all \( i, j, l \in \omega \), satisfying the associativity and unitality equations. Here we presume the objects to be indexed by \( \omega \), as this will be the case in the situation we are interested in. A \( k \)-algebra with many objects is the same thing as a small \( k \)-linear category \( A \) with the set of objects \( \omega \) and the vector spaces of morphisms \( \text{Hom}_A(j, i) = A_{i,j} \). To a \( k \)-algebra with many objects one can assign a nonunital associative \( k \)-algebra \( A = \bigoplus_{i,j \in \omega} A_{i,j} \), which is a ring with enough idempotents.

Let \( A \) be a \( k \)-algebra with many objects. A \textit{left} \( A \)-\textit{module} \( V \) is a collection of vector spaces \( V_i, i \in \omega \), and \( k \)-linear multiplication maps \( A_{i,j} \otimes_k V_j \to V_i \) satisfying the associativity and unitality equations with the multiplication maps in \( A \) and the identity elements \( e_i \in A_{i,i} \). Similarly, a \textit{right} \( A \)-\textit{module} \( N \) is a collection of vector spaces \( N_i, i \in \omega \), and multiplication maps \( N_i \otimes_k A_{i,j} \to N_j \) satisfying the similar equations. A left \( A \)-module is the same thing as a covariant \( k \)-linear functor from the category \( A \) to the category of \( k \)-vector spaces; a right \( A \)-module is a similar contravariant \( k \)-linear functor.

To any right \( A \)-module \( N \) and any left \( A \)-module \( V \), one can assign their \textit{tensor product}, which can be simply defined as the tensor product of the right module \( \bigoplus_{i \in \omega} N_i \) and the left module \( \bigoplus_{j \in \omega} V_j \) over the nonunital ring \( \bigoplus_{i,j \in \omega} A_{i,j} \). Explicitly, the tensor product \( N \otimes_A V \) is the cokernel of the difference of the natural pair of maps

\[
\bigoplus_{i,j \in \omega} N_i \otimes_k A_{i,j} \otimes_k V_j \to \bigoplus_{i \in \omega} N_i \otimes_k V_i.
\]

The category of right \( A \)-modules \( \text{Mod–} A \) can be recovered as the category of colimit-preserving covariant \( k \)-linear functors from the category of left \( A \)-modules \( A–\text{Mod} \) to the category of \( k \)-vector spaces. To every right \( A \)-module \( N \), the tensor product functor \( T_N : A–\text{Mod} \to \text{Mod–} k \) defined by the rule \( T_N(V) = N \otimes_A V \) is assigned.

The path algebra \( A \) of the quiver from Construction 8.1 taken modulo the relations imposed in the quiver, is a \( k \)-algebra with many objects such that a left \( A \)-module is the same thing as a quiver representation \( V \). Explicitly, \( A_{i,j} = \text{Hom}_A(j, i) \) is the vector space of linear combinations of paths from the vertex \( j \) to the vertex \( i \) up to the relations imposed in the quiver. The vector space \( A_{i,j} \) can be computed as \( A_{i,j} = A'_{i,j} \oplus A''_{i,j} \), where

\[
A'_{i,j} = \begin{cases} k, \phi_i \phi_{i-1} \cdots \phi_{j+1} & \text{if } i \geq j, \\ 0, & \text{if } i < j, \end{cases}
\]

and

\[
A''_{i,j} = \begin{cases} \bigoplus_{m \geq j} k, \phi_i \cdots \phi_2 \phi_1 \tau m \phi m -1 \cdots \phi_{j+1} & \text{if } j > 0, \\ 0, & \text{if } j = 0. \end{cases}
\]

So the first summand \( A'_{i,j} \) is either a one-dimensional vector space, or zero. The second summand \( A''_{i,j} \) is either a vector space of countable dimension, or zero.

Let \( Q_i, i \in \omega \), denote the free right \( A \)-module with the generator sitting at the vertex \( i \). Explicitly, \( Q_i = \langle (Q_i)_{j \in \omega} \rangle \), where \( (Q_i)_{j} = A_{i,j} \) and the right action map \( (Q_i)_{j} \otimes_k A_{j,l} \to (Q_i)_{l} \) is equal to the multiplication map \( A_{i,j} \otimes_k A_{j,l} \to A_{i,l} \).
For every $n \in \omega$, $n \geq 1$, the element $\phi_n \in A_{n,n-1}$ induces a homomorphism of right $A$-modules $Q_{n-1} \to Q_n$. Let $G \in \text{Mod–}A$ be the direct limit of this sequence of morphisms,

$$G = \text{lim}_{\rightarrow} (Q_0 \to Q_1 \to Q_2 \to \cdots).$$

We also put $Q = Q_0$. Then, for every $i \in \omega$, the functor $T_{Q_i} = Q_i \otimes_A$ takes a quiver representation $V$ to the vector space $V_i$; in particular, $T_Q(V) = V_0$. The functor $T_G$ takes a quiver representation $V$ to the vector space

$$T_G(V) = \text{lim}_{\rightarrow} (V_0 \xrightarrow{\delta_1} V_1 \xrightarrow{\delta_2} V_2 \to \cdots).$$

There is a natural right $A$-module morphism $Q \to G$ which, being tensored with a left $A$-module (quiver representation) $V$, induces the canonical map of vector spaces

$$V_0 \to \text{lim}_{\rightarrow} (V_0 \xrightarrow{\phi_1} V_1 \xrightarrow{\phi_2} V_2 \to \cdots).$$

By Bass flat right $A$-modules we mean the countable direct limits of $\omega$-indexed sequences of right $A$-modules such that each module in the sequence is isomorphic to the free right $A$-module with one generator $Q_i$ for some $i \in \omega$.

**Lemma 8.3.** The natural map $Q \to G$ is a pure monomorphism of right $A$-modules. Both $G$ and $G/Q$ are Bass flat right $A$-modules.

**Proof.** To prove the first assertion, we have to show that the induced map $Q \otimes_A V \to G \otimes_A V$ is injective for any left $A$-module $V$. Viewing $V$ as a quiver representation, the map in question becomes the natural map $V_0 \to \text{lim}_{\rightarrow} (V_0 \xrightarrow{\phi_1} V_1 \xrightarrow{\phi_2} V_2 \to \cdots)$. Now, for every $n \geq 1$, the map $\phi_n \cdots \phi_1 : V_0 \to V_n$ is a monomorphism of $k$-vector spaces, since (by the definition of a quiver representation) it is retracted by the map $\pi_n : V_n \to V_0$. Hence the map to the direct limit $V_0 \to \text{lim}_{\rightarrow \geq n \in \omega} V_n$ is also a monomorphism.

$G$ is a Bass flat right $A$-module by definition, and it remains to explain why $G/Q$ is a Bass flat right $A$-module. We have $G/Q = \text{lim}_{\rightarrow} (0 \to Q_1/Q \to Q_2/Q \to \cdots)$. The point is that the composition $\phi_n \cdots \phi_1 : Q \to Q_n$ is a split monomorphism of free right $A$-modules with one generator (the morphism $\pi_n : Q_n \to Q$ providing the related retraction) for every $n \geq 1$. It remains to use (the construction from the proof of) Lemma 8.3 in order to present $G/Q$ as a direct limit of a certain sequence of morphisms $Q_1 \to Q_2 \to Q_3 \to \cdots$. \hfill $\square$

**Proposition 8.4.** The endomorphism rings of the $A$-modules $G$, $Q$, and $G/Q$ are

(i) $\text{End}(G_A) = k$;

(ii) $\text{End}(Q_A) = k$;

(iii) $\text{End}((G/Q)_A) = k$.

**Proof.** (i) We have

$$\text{Hom}_A(Q_j, \text{lim}_{\rightarrow} Q_i) = \text{lim}_{\rightarrow \in \omega} \text{Hom}_A(Q_j, Q_i) = \text{lim}_{\rightarrow \in \omega} \text{lim}_{\rightarrow \in \omega} \text{Hom}_A(Q_j, Q_i)$$

$$= \text{lim}_{\rightarrow \geq 1} (k, \tau_j \oplus \bigoplus_{m \geq j} k, \tau_0 \pi_m \phi_m \cdots \phi_{j+1}) = \text{lim}_{\rightarrow \geq 1} (k \oplus \bigoplus_{m \geq j} k) = k \oplus 0 = k,$$

where $\tau_j : Q_j \to \text{lim}_{\rightarrow \in \omega} Q_i$ is the canonical morphism. Here the $j$-indexed projective system of infinite-dimensional vector spaces and injective transition maps $\bigoplus_{m \geq j} k$ is a projective system of subspaces of the vector space $k^{(\omega)}$. The projective limit, i.e. the intersection of this family of vector subspaces in $k^{(\omega)}$, is zero.

(ii) Holds because $A_{0,0} = k$. 

(iii) We have
\[ \text{Hom}_A(\lim_{\to} Q_j/Q, \lim_{\to} Q_i/Q) = \lim_{\to} \text{Hom}_A(Q_j/Q, Q_i/Q) = \lim_{\to} \text{Hom}_A(\lim_{\to} Q_j/Q, Q_i/Q) = \lim_{\to} (k, \tau_j) = k, \]
where \( \tau_j : Q_j/Q \to \lim_{\to} Q_i/Q \) is the canonical morphism. This computation uses the fact that \( Q_j/Q \) is a finitely presented (in fact, a finitely generated projective) object in \( \text{Mod–} A \).

Lemma 8.5. The \( A \)-module \( G/Q \) does not belong to the class \( \text{Sum}\, G \).

Proof. Consider the following two quiver representations \( V' \) and \( V'' \):
\[ V' = (k \to^\lambda k \to^\gamma k \to \cdots) \quad \text{and} \quad V'' = (0 \to^\lambda k \to^\gamma k \to \cdots). \]
Then we have \( T_G(V') = k \) and \( T_G/Q(V') = k/k = 0 \), while on the other hand \( T_G(V'') = k \) and \( T_G/Q(V'') = k/0 = k \).

Suppose that there is an isomorphism \( G/Q \cong G^{(\lambda)} \) for some cardinal \( \lambda \). Then \( 0 = T_G/Q(V') \cong T_G(V')^{(\lambda)} = k^{(\lambda)} \), hence \( \lambda = 0 \) is the zero cardinal and \( G/Q = 0 \). However, \( T_G/Q(V'') \neq 0 \). The contradiction proves that \( G/Q \notin \text{Sum}\, G \).

Construction 8.6. Let \( A = (A_{i,j})_{i,j \in \omega} \) be an arbitrary \( k \)-algebra with \( \omega \) objects. We construct a unital \( k \)-algebra \( R \) by adjoining a unit formally to the nonunital \( k \)-algebra \( \bigoplus_{i,j \in \omega} A_{i,j} \): so \( R = k.1 \oplus \bigoplus_{i,j \in \omega} A_{i,j} \). Define the functor
\[ \Theta : \text{Mod–} A \to \text{Mod–} R \]
by the rule \( \Theta(N_A) = \bigoplus_{i \in \omega} N_i = M_R \). Then \( \Theta : \text{Mod–} A \to \text{Mod–} R \) is an exact, colimit-preserving, fully faithful functor. The identity elements \( e_i \in A_{i,i} \) form a family of orthogonal idempotents \( e_i \in R \), and the components of the \( A \)-module \( N \) can be recovered from the \( R \)-module \( M \) by the rule \( N_i = Me_i \). The essential image of the functor \( \Theta \) consists of all the \( R \)-modules \( M \) such that \( M = \sum_{i \in \omega} Me_i \).

Lemma 8.7. (i) The functor \( \Theta \) takes (finitely generated) projective \( A \)-modules to (finitely generated) projective \( R \)-modules.

(ii) The functor \( \Theta \) takes (Bass) flat \( A \)-modules to (Bass) flat \( R \)-modules.

Proof. In part (i), it suffices to check that \( \Theta \) takes the free \( A \)-module with one generator \( Q_i \), \( i \in \omega \), to a finitely generated projective \( R \)-module. Indeed, one has \( \Theta(Q_i) = e_iR_R \). In part (ii), the assertion concerning Bass flat modules now follows immediately from the fact that the functor \( \Theta \) preserves direct limits. The assertion about arbitrary flat modules can be deduced from their Govorov–Lazard characterization as direct limits of (finitely generated) projective ones, which is provable for rings with many objects similarly to the classical case.

Finally, in order to produce the desired pair of \( R \)-modules, we put \( F = \Theta(G) \) and \( P = \Theta(Q) \subset F \). To justify the notation in the diagram 11, we also put \( P_i = \Theta(Q_i) \) for all \( i \in \omega \). All the properties of the modules \( F \) and \( P \) itemized in the beginning of this section follow from the lemmas and proposition above, with the exception of the last two ones, which still need to be checked. The following lemma does the job.

Lemma 8.8. Let \( R \) be a ring and \( M_R \) be a module. Suppose that \( D = \text{End} (M_R) \) is a division ring. Then \( \text{Sum}\, M_R = \text{Add}\, M_R = \lim_{\to} \text{Add}\, M_R \).

Proof. By Lemma 11, we have \( \lim \text{Sum}\, M_R = \lim \text{Add}\, M_R \), so it suffices to check that \( \text{Sum}\, M_R = \lim \text{Add}\, M_R \). Here one simply observes that any direct system in \( \text{Sum}\, M_R \) comes from a direct system of \( D \)-vector spaces via the tensor product.
functor $- \otimes_D M$. The tensor product functor commutes with the direct sums and direct limits, and it remains to recall that $\text{Sum} D_D = \text{Mod} D = \varinjlim \text{Sum} D_P$. □

We have proved that $\text{Sum} F_R = \text{Add} F_R = \varinjlim \text{Add} F_R$; and the fact that $F/P \notin \text{Add} F_R$ now follows from Lemma 8.5 (as the functor $\Theta$ is fully faithful and preserves direct sums).

**Remark**. Our example of a $k$-algebra $R$ and an $R$-module $F$ can be thought of as universal in the following sense. Let $R'$ be a $k$-algebra with a family of orthogonal idempotents $e'_i \in R'$, $i \in \omega$. Put $P'_n = e'_i R' \in \text{Mod} - R'$. Suppose that we are given an $\omega$-indexed direct system of $R'$-modules

$$P'_0 \xrightarrow{\phi'_1} P'_1 \xrightarrow{\phi'_2} P'_2 \xrightarrow{} \cdots$$

together with retractions $\pi'_n : P'_n \rightarrow P'_0$ for the compositions $\phi'_0, \cdots \phi'_1 : P'_0 \rightarrow P'_n$.

Then there exists a unique $k$-algebra morphism $R \rightarrow R'$ such that the direct system of $R'$-modules $P'_0 \xrightarrow{\phi'_1} P'_1 \xrightarrow{\phi'_2} P'_2 \xrightarrow{} \cdots$ with the splittings $\pi'_1 : P'_n \rightarrow P'_0$ is obtained by applying the functor $- \otimes R'$ to the direct system of $R$-modules $P_0 \xrightarrow{\phi_1} P_1 \xrightarrow{\phi_2} P_2 \xrightarrow{} \cdots$ with the splittings $\pi_n : P_n \rightarrow P_0$.

Indeed, the $k$-algebra $R$ is generated by the elements $e_i, \phi_n$, and $\pi_n \in R$. The $R'$-module maps $\phi'_n : P'_{n-1} \rightarrow P'_n$ and $\pi'_n : P'_n \rightarrow P'_0$ give rise to naturally defined elements $\phi'_n \in R'$ and $\pi'_n \in R'$. The $k$-algebra homomorphism $R \rightarrow R'$ takes the elements $e_i$ to $e'_i$, the elements $\phi_n$ to $\phi'_n$, and the elements $\pi_n$ to $\pi'_n$.

So, one can say that our aim in the constructions of this section was to force the existence of the diagram (1), which guaranteed that $P = P_0$ is a projective pure submodule in a Bass flat module $F = \varinjlim P_i$. We did so in a universal way. However, we also had to compute the endomorphism ring $\text{End} (F_R)$ and make sure that $\text{End} (F_R) = k$. To simplify this computation, we assumed additionally that $P_i = e_i R$ for a family of orthogonal idempotents $e_i \in R$, and we built this additional assumption into our universal construction. Then Proposition (8.4)i) became our main computation, which showed that our universal construction does indeed produce a module with the desired properties.

9. **Contramodule methods**

The aim of this section is to formulate and prove Theorem 9.2, which is a version of Theorem 8.3 for $\varinjlim \text{Add} M$. Various applications of this theorem will be presented in the subsequent sections.

The exposition in this section, as well as in Sections 10–13, is based on the theory of contramodules over topological rings. We recall the basic concepts of this theory and the main results which we need, and then proceed to the desired applications. Our main reference for contramodules is [39] Sections 6–7; see also [34] Section 1.2, [38] Sections 1.1–1.2 and 5], [36] Section 2, [37] Section 2, [6] Sections 1–2.

The main difference between these papers and the exposition below is that in the cited papers the general convention is to consider left contramodules, while in this section we work with right contramodules. The aim of this change of notation is to comply with the commonly accepted convention in the ring and module theory, where scalars act on the right and (endo)morphisms act on the left.

A topological ring $S$ is said to be left linear if open left ideals form a base of neighborhoods of zero in $S$. The completion $\mathfrak{S}$ of a left linear topological ring $S$ is defined as the projective limit $\varprojlim_{I \subseteq S} S/I$, where $I$ ranges over the open left ideals of $S$. A topological ring $S$ is said to be complete if the completion map $S \rightarrow \mathfrak{S}$ is surjective and separated if this map is injective. The completion $\mathfrak{S} = \varprojlim_{I \subseteq S} S/I$ is
endowed with a topological ring structure as explained in [39 Section 2.2], making $\mathcal{S}$ a complete, separated left linear topological ring. The completion map $S \to \mathcal{S}$ is a continuous ring homomorphism.

A left module $M$ over a topological ring $S$ is said to be discrete if, for every element $b \in M$, the annihilator of $b$ is an open left ideal in $S$. The discrete left $S$-modules form a hereditary pretorsion class $S$–Discr in the category of all left $S$-modules $S$–Mod (see Section 12 below for a discussion of pretorsion and torsion classes). The module structure of any discrete left $S$-module can be uniquely extended to a structure of discrete module over the completion $\mathcal{S}$ of $S$.

Let $\mathcal{S}$ be a complete, separated left linear topological ring. For every set $X$ and abelian group $A$, we will denote by $[X]A = A^{(X)}$ the direct sum of copies of $A$. The elements of the group $[X]A$ are interpreted as finite linear combinations $\sum_{x \in X} a_x x$ of elements of $X$ with the coefficients in $A$ (so $a_x = 0$ for all but a finite subset of the indices $x \in X$). Furthermore, we denote by $[[X]]\mathcal{S}$ the projective limit $\varprojlim_{\mathcal{S}} [X](\mathcal{S}/\mathcal{I})$, where $\mathcal{I}$ ranges over the open left ideals of $\mathcal{S}$. The elements of the abelian group $[[X]]\mathcal{S}$ are interpreted as infinite linear combinations $\sum_{x \in X} s_x x$ of elements of $X$ with the families of coefficients $(s_x \in \mathcal{S} \mid x \in X)$ converging to zero in the topology of $\mathcal{S}$. Here the convergence means that, for every open left ideal $\mathcal{I} \subset \mathcal{S}$, the set $\{x \in X \mid s_x \notin \mathcal{I}\}$ is finite.

The map assigning to every set $X$ the underlying set of the group $[[X]]\mathcal{S}$ is a covariant endofunctor on the category of sets, and in fact, this functor is a monad on the category of sets [39 Section 6], [38 Section 5], [36 Section 2.7]. This means that for every map of sets $f : X \to Y$ there is the induced map $[[f]]\mathcal{S} : [[X]]\mathcal{S} \to [[Y]]\mathcal{S}$, and moreover, for every set $X$ there are natural maps $\epsilon_X : X \to [[X]]\mathcal{S}$ and $\phi_X : [[[X]]\mathcal{S]]\mathcal{S} \to [[X]]\mathcal{S}$ satisfying the associativity and unitality equations of a monad. Here the monad unit $\epsilon_X$ is the “point measure” map defined in terms of the unit element of the ring $\mathcal{S}$, while the monad multiplication $\phi_X$ is the “opening of parentheses” map defined in terms of the multiplication and addition in the ring $\mathcal{S}$ and assigning a formal linear combination to a formal linear combination of formal linear combinations. Infinite sums, which have to be computed in the constructions of the maps $[[f]]\mathcal{S}$ and $\phi_X$ (as the linear combinations are infinite), are understood as the limits of finite partial sums in the topology of $\mathcal{S}$. The assumptions imposed above on the topology of $\mathcal{S}$ are designed to guarantee the convergence.

We are interested in modules over this monad (usually called “algebras over the monad”), but we prefer to call them modules because our context is additive. Modules over the monad $X \mapsto [[X]]\mathcal{S}$ on the category of sets are called right $\mathcal{S}$-contramodules. Explicitly, a right $\mathcal{S}$-contramodule $\mathcal{C}$ is a set endowed with a right contraaction map $\pi \in [[\mathcal{C}]]\mathcal{S} \to \mathcal{C}$ satisfying the following contraassociativity and contrainitility equations. The two compositions

$\xymatrix{[[[\mathcal{C}]]\mathcal{S}] \mathcal{S} \ar[r]^{[[\pi \in \mathcal{C}]]\mathcal{S}} & [[[\mathcal{C}]]\mathcal{S}] \mathcal{S} \ar[r]^{\pi} & \mathcal{C}}$

must be equal to each other, $\pi \circ [[\pi \in \mathcal{C}]]\mathcal{S} = \pi \circ \phi \mathcal{C}$; and the composition

$\xymatrix{\mathcal{C} \ar[r]^{\epsilon \mathcal{C}} & [[[\mathcal{C}]]\mathcal{S}] \mathcal{S} \ar[r]^{\pi} & \mathcal{C}}$

must be equal to the identity map, $\pi \circ \epsilon \mathcal{C} = \text{id}_\mathcal{C}$.

In particular, given an associative ring $S$, one can endow $S$ with the discrete topology (which is always complete, separated, and left linear). Then the map $X \mapsto [X]S$ is a monad on the category of sets, and modules over this monad are the same thing as right $S$-modules [39 Section 6.1]. This is a fancy category-theoretic way to define modules over a ring in terms of the forgetful functor assigning to the module its underlying set and the related monad on the category of sets.
For any set $X$, there is the obvious inclusion map $[X] \mathcal{S} \hookrightarrow [[X]] \mathcal{S}$. Given a right $\mathcal{S}$-contramodule $\mathcal{C}$ with the contraaction map $\pi_\mathcal{C} : [[\mathcal{C}]] \mathcal{S} \to \mathcal{C}$, one can consider the composition $[\mathcal{C}] \mathcal{S} \to [[\mathcal{C}]] \mathcal{S} \xrightarrow{\pi_\mathcal{C}} \mathcal{C}$. The resulting map $[\mathcal{C}] \mathcal{S} \to \mathcal{C}$ endows $\mathcal{C}$ with a right $\mathcal{S}$-module structure. Thus the underlying $\mathcal{S}$-module structure of an $\mathcal{S}$-contramodule is constructed.

The category of right $\mathcal{S}$-contramodules is denoted by Contra-$\mathcal{S}$. So we have the forgetful functor Contra-$\mathcal{S} \to \text{Mod-}\mathcal{S}$. The category Contra-$\mathcal{S}$ is abelian and locally $\mu^+$-presentable (in the sense of [1, Definition 1.17]), where $\mu$ is the cardinality of a base of neighborhoods of zero in $\mathcal{S}$. The forgetful functor Contra-$\mathcal{S} \to \text{Mod-}\mathcal{S}$ is exact and faithful, and preserves all products (but not coproducts). In particular, the forgetful functor, generally speaking, does not preserve direct limits (though it preserves all projective limits and all $\mu^+$-direct limits, where $\mu$ is as above). Here the assertions involving $\mu$ are based on the observation that any zero-convergent family of nonzero elements in $\mathcal{S}$ has cardinality $\leq \mu$ (if $\mu$ is infinite).

The abelian category Contra-$\mathcal{S}$ has enough projective objects (but, generally speaking, no nonzero injectives). The projective objects in Contra-$\mathcal{S}$ are described as follows. For any set $X$, put $\mathcal{P} = [[X]] \mathcal{S}$ and $\pi_\mathcal{P} = \phi_X$. This defines an $\mathcal{S}$-contramodule structure on $\mathcal{P}$; the resulting $\mathcal{S}$-contramodule $\mathcal{P} = [[X]] \mathcal{S}$ is called the free right $\mathcal{S}$-contramodule spanned by $X$. For any right $\mathcal{S}$-contramodule $\mathcal{C}$, the group of all $\mathcal{S}$-contramodule morphisms $[[X]] \mathcal{S} \to \mathcal{C}$ is naturally isomorphic to the group of all maps of sets $X \to \mathcal{C}$. The projective $\mathcal{S}$-contramodules are precisely the direct summands of the free ones.

Let $\mathcal{C}$ be a right $\mathcal{S}$-contramodule and $M$ be a discrete left $\mathcal{S}$-module. The contratensor product $\mathcal{C} \otimes_\mathcal{S} M$ of $\mathcal{C}$ and $M$ over $\mathcal{S}$ ([39, Section 7.2], [38, Definition 5.4], [36, Section 2.8]) is an abelian group constructed as the cokernel of the difference of two natural maps of abelian groups

$$[[\mathcal{C}]] \mathcal{S} \otimes_Z M \xrightarrow{t_\mathcal{C}} \mathcal{C} \otimes_Z M,$$

where $t_\mathcal{C} : [[\mathcal{C}]] \mathcal{S} \otimes_Z M \to \mathcal{C} \otimes_Z M$ is the map defined by the formula

$$(\sum_{c \in \mathcal{C}} c s_c) \otimes_Z b \xrightarrow{t_\mathcal{C}} \sum_{c \in \mathcal{C}} (c \otimes_Z s_c b).$$

Here $(s_c \in \mathcal{S} \mid c \in \mathcal{C})$ is a family of elements converging to zero in the topology of $\mathcal{S}$, and $b \in M$ is an element. The sum $\sum_{c \in \mathcal{C}} c s_c$ denotes a formal linear combination belonging to $[[\mathcal{C}]] \mathcal{S}$, while the sum in the right-hand side is actually a finite sum of elements of the tensor product $\mathcal{C} \otimes_Z M$. This sum is finite because one has $s_c b = 0$ for all but a finite subset of elements $c \in \mathcal{C}$, since the annihilator of $b$ is an open left ideal in $\mathcal{S}$, so all but a finite subset of elements $s_c$ belong to this ideal.

For any discrete left $\mathcal{S}$-module $M$ and any right $\mathcal{S}$-contramodule $\mathcal{C}$, there is a natural surjective homomorphism of abelian groups

$$\mathcal{C} \otimes_\mathcal{S} M \twoheadrightarrow \mathcal{C} \otimes_\mathcal{S} M.$$

For any discrete left $\mathcal{S}$-module $M$ and any set $X$, there is a natural isomorphism of abelian groups

$$[[X]] \mathcal{S} \otimes_\mathcal{S} M \cong [X] M = M^{(X)}.$$

The functor of contratensor product $- \otimes_\mathcal{S} -$ is right exact and preserves coproducts in both its arguments.

We refer to [38, Section 6] or [36, Section 5] for the definitions and discussion of complete and separated contramodules.

Let $M$ be a right $R$-module. Then the endomorphism ring $\mathcal{S} = \text{End}_{M_R}$ carries a natural complete, separated, left linear topology, called the finite topology (see [39].
Section 7.1] and the references therein). By definition, a base of neighborhoods of zero in the finite topology on \( \mathcal{S} \) is formed by the annihilators of finitely generated \( R \)-submodules of \( M \). It follows immediately from the definitions that \( M \) is a discrete left \( \mathcal{S} \)-module.

For any abelian category \( B \), let us denote by \( B_{\text{proj}} \) the class of all projective objects in \( B \). We will consider \( B_{\text{proj}} \) as a full subcategory in \( B \); then \( B_{\text{proj}} \) becomes an (additive) category. Similarly, any class of right \( R \)-modules can be considered as a full subcategory in \( \text{Mod}–R \). In particular, viewing \( \text{Add} M \) as a full subcategory in \( \text{Mod}–R \) makes \( \text{Add} M \) an additive category.

The following result was obtained in [39, Theorem 7.1 and Proposition 7.3] in connection with applications to infinitely-generated tilting theory. This result is called “generalized tilting theory” in [6, Section 2].

**Theorem 9.1.** Let \( M \) be a right \( R \)-module and \( \mathcal{S} = \text{End} M_R \) be its endomorphism ring, endowed with the finite topology. Then there is a natural equivalence of additive categories

\[
\Psi_M : \text{Add} M \cong (\text{Contra–}\mathcal{S})_{\text{proj}} : \Phi_M.
\]

The functors \( \Psi_M \) and \( \Phi_M \) can be extended naturally to a pair of adjoint functors between the whole abelian categories of right \( R \)-modules and right \( \mathcal{S} \)-contramodules:

\[
\Psi_M : \text{Mod}–R \cong \text{Contra–}\mathcal{S} : \Phi_M.
\]

Here the right adjoint functor \( \Psi_M \) takes any \( R \)-module \( N \) to the abelian group \( \text{Hom}_R(M,N) \), which has a natural right \( \mathcal{S} \)-contramodule structure induced by the discrete left \( \mathcal{S} \)-module structure on \( M \). The left adjoint functor \( \Phi_M \) takes any \( \mathcal{S} \)-contramodule \( C \) to the \( R \)-module \( C \circ_{\mathcal{S}} M \).

Now we can use the contramodule theory in order to obtain the following variation on the theme of Theorem 5.3. Given a cocomplete category \( B \) and a direct system \((B_i, g_{ij}, i \leq j \in I)\) in \( B \), we denote by \( \lim^B_i \) the direct limit of the given direct system computed in the category \( B \). Given a class of objects \( C \) in \( B \), let us denote by \( \lim^B C \) the class of all objects in \( B \) which can be obtained as the direct limits of direct systems of objects from \( C \) indexed by directed posets. Here, once again, the direct limit is presumed to be taken in the category \( B \).

**Theorem 9.2.** Let \( R \) be a ring, \( M_R \) be a module and \( \mathcal{S} = \text{End} M_R \) be its endomorphism ring, endowed with the finite topology. Then \( \lim \text{Add} M \) coincides with the class of all \( R \)-modules of the form \( \mathfrak{F} \circ_{\mathcal{S}} M \), where \( \mathfrak{F} = \lim_{\mathcal{S}} \text{Contra–}(\text{Contra–}\mathcal{S})_{\text{proj}} \).

**Proof.** Notice that the functor \( \Phi_M = - \circ_{\mathcal{S}} M \) preserves direct limits (since it is a left adjoint). More explicitly, this means that \( \Phi_M \) takes direct limits computed in the category \( \text{Contra–}\mathcal{S} \) to the conventional direct limits of modules. Hence it follows immediately from Theorem 9.1 that any module of the form \( \mathfrak{F} \circ_{\mathcal{S}} M \) belongs to \( \lim \text{Add} M \). Conversely, let \( (D_i, f_{ij}, i \leq j \in I) \) be a direct system in \( \text{Mod}–R \) such that \( D_i \in \text{Add} M \) for all \( i \in I \). Then, since \( \mathcal{S} \) is an equivalence of categories, there exists a direct system \( (\mathfrak{P}_i, g_{ji}, i \leq j \in I) \) in \( \text{Contra–}\mathcal{S} \) such that \( \mathfrak{P}_i \in (\text{Contra–}\mathcal{S})_{\text{proj}} \) and there are isomorphisms \( D_i \cong \Phi_M(\mathfrak{P}_i) \) given for all \( i \in I \), identifying the morphisms \( f_{ji} : D_i \to D_j \) with the morphisms \( \Phi_M(g_{ji}) : \Phi_M(\mathfrak{P}_i) \to \Phi_M(\mathfrak{P}_j) \). Put \( \mathfrak{F} = \lim_{\mathcal{S}} \text{Contra–}(\text{Contra–}\mathcal{S})_{\text{proj}} ; \) then \( \lim D_i = \Phi_M(\mathfrak{F}) \).

It may be tempting to use the term “flat contramodules” for \( \mathcal{S} \)-contramodules from the class \( \lim_{\mathcal{S}} \text{Contra–}(\text{Contra–}\mathcal{S})_{\text{proj}} \). However, this term is already busy as a name for a (generally speaking) wider class of contramodules [38, 37, 7].
Definition 9.3. A right $\mathcal{S}$-contramodule $\mathfrak{F}$ is called flat if the functor $\mathfrak{F} \circ_{\mathcal{S}} - : \mathcal{S} \text{Discr} \rightarrow \text{Mod-}\mathbb{Z}$ is exact. All projective contramodules are flat by (3). Since flatness of contramodules is preserved by direct limits, it follows that all contramodules from $\text{lim}_{\mathcal{S}} \text{Contra} - \mathcal{S} (\text{Contra} - \mathcal{S})_{\text{proj}}$ are flat [38, Lemmas 5.6 and 6.9].

Remark 9. The theory of flat contramodules over complete, separated topological rings with a countable base of neighborhoods of zero is rather well developed [38, Sections 5–7]. Still it is not known whether every flat $\mathcal{S}$-contramodule belongs to $\text{lim}_{\mathcal{S}} \text{Contra} - \mathcal{S} (\text{Contra} - \mathcal{S})_{\text{proj}}$ for topological rings $\mathcal{S}$ with a countable base of neighborhoods of zero. For topological rings without a countable base, this need not be true in general, as we will see in Example 10.2. But overall there are more questions than answers in the theory of flat contramodules over such general topological rings at present (see [37, Section 3] and [7, Sections 2–3 and 7], or Section 13 below). We will continue this discussion in Remark 11.

10. **Contramodules in the $\text{lim}_{\mathcal{S}} \text{add M}$ versus $\text{lim}_{\mathcal{S}} \text{Add M}$ problem**

In this section we deduce a corollary of Theorem 9.2 which will be used in the proofs of Propositions 9.7 and 9.8 given in the next section. We also prove a couple of other (related) corollaries, one of which will be used in order to obtain a more generally formulated application to the $\text{lim}_{\mathcal{S}} \text{add M}$ versus $\text{lim}_{\mathcal{S}} \text{Add M}$ problem in Section 12.

We start with a discussion of finitely presented contramodules. Let $\mathcal{S}$ be a complete, separated, left linear topological ring. If $X$ is a finite set, then we will say that the free right $\mathcal{S}$-contramodule $[[X]]\mathcal{S}$ is a finitely generated free $\mathcal{S}$-contramodule. The direct summands of finitely generated free contramodules are called finitely generated projective. If $f: \mathcal{C} \rightarrow \mathcal{D}$ is a morphism of finitely generated free $\mathcal{S}$-contramodules, then the cokernel of $f$ is said to be a finitely presented $\mathcal{S}$-contramodule. We will denote the full subcategory of finitely presented contramodules by $\text{contra-}\mathcal{S} \subset \text{Contra-}\mathcal{S}$ and the full subcategory of finitely generated projective contramodules by $(\text{contra-}\mathcal{S})_{\text{proj}} \subset (\text{Contra-}\mathcal{S})_{\text{proj}}$.

By the definition, one has $[[X]]\mathcal{S} = [X]\mathcal{S}$ for a finite set $X$. In other words, the forgetful functor $\text{Contra-}\mathcal{S} \rightarrow \text{Mod-}\mathcal{S}$ takes finitely generated free $\mathcal{S}$-contramodules to finitely generated free $\mathcal{S}$-modules. Hence it also takes finitely generated projective $\mathcal{S}$-contramodules to finitely generated projective $\mathcal{S}$-modules, and finitely presented $\mathcal{S}$-contramodules to finitely presented $\mathcal{S}$-modules.

Moreover, for a finitely generated free $\mathcal{S}$-contramodule $\mathfrak{P}$ and any $\mathcal{S}$-contramodule $\mathfrak{C}$, the forgetful functor induces an isomorphism between the group of all morphisms $\mathfrak{P} \rightarrow \mathfrak{C}$ in $\text{Contra-}\mathcal{S}$ and the group of all morphisms $\mathfrak{P} \rightarrow \mathfrak{C}$ in $\text{Mod-}\mathcal{S}$. Consequently, the same holds when $\mathfrak{P}$ is a finitely presented $\mathcal{S}$-contramodule. It follows that the forgetful functor $\text{Contra-}\mathcal{S} \rightarrow \text{Mod-}\mathcal{S}$ restricts to an equivalence between the full subcategories of finitely presented $\mathcal{S}$-contramodules and finitely presented $\mathcal{S}$-modules, contra- $\mathcal{S} \simeq \text{mod-}\mathcal{S}$.

The latter equivalence, in turn, restricts to an equivalence between the full subcategories of finitely generated projective $\mathcal{S}$-contramodules and finitely generated projective $\mathcal{S}$-modules. Denoting by $(\text{mod-}\mathcal{S})_{\text{proj}}$ the category of finitely generated projective right modules over an arbitrary ring $\mathcal{S}$, we have $(\text{contra-}\mathcal{S})_{\text{proj}} \simeq (\text{mod-}\mathcal{S})_{\text{proj}}$ for the topological ring $\mathcal{S}$.

Remark 10. The reader should be warned that the notion of a finitely presented contramodule, as defined above, has nothing to do with the category-theoretic concept of a finitely presentable object. In fact, the free $\mathcal{S}$-contramodule with one generator $\mathcal{S} = [[(0)]]\mathcal{S}$ is usually *not* finitely presentable as an object of the
category Contra–$\mathcal{S}$, because the functor $\text{Hom}_{\text{Contra–} \mathcal{S}}(\mathcal{S}, -)$, which is isomorphic to the forgetful functor from Contra–$\mathcal{S}$ to the category of sets, does not preserve direct limits.

The next proposition is essentially Theorem 8.3 translated into the contramodule language for the convenience of comparison with Theorem 9.2.

**Proposition 10.1.** Let $R$ be a ring, $M_R$ be a module and $\mathcal{S} = \text{End}_R M_R$ be its endomorphism ring, endowed with the finite topology. Then \( \text{lim add } M \) coincides with the class of all $R$-modules of the form $\mathcal{S} \otimes_{\mathcal{S}} M$, where $\mathcal{S} \in \text{lim}\text{Contra–} \mathcal{S} (\text{contra–} \mathcal{S})_{\text{proj}}$.

**Proof.** There are natural equivalences of additive categories

\[
\text{add } M \xrightarrow{\text{mod–} \mathcal{S}_{\text{proj}}} (\text{mod–} \mathcal{S})_{\text{proj}} \xrightarrow{\text{contra–} \mathcal{S}_{\text{proj}}} (\text{contra–} \mathcal{S})_{\text{proj}},
\]

where $\text{add } M$ is viewed as a full subcategory in $\text{Mod–} R$ or in $\text{Add } M$. Here the functor $(\text{mod–} \mathcal{S})_{\text{proj}} \to \text{add } M$ takes a finitely generated projective right $\mathcal{S}$-module $P$ to the right $R$-module $P \otimes_{\mathcal{S}} M$. The inverse functor $\text{add } M \to (\text{mod–} \mathcal{S})_{\text{proj}}$ takes an $R$-module $N \in \text{add } M$ to the finitely generated projective $\mathcal{S}$-module $\text{Hom}_R(M, N)$ (see [14]). The equivalence $(\text{mod–} \mathcal{S})_{\text{proj}} \simeq (\text{contra–} \mathcal{S})_{\text{proj}}$ was explained in the discussion above. The equivalence $\text{add } M \simeq (\text{contra–} \mathcal{S})_{\text{proj}}$ is obtained by restricting the equivalence of categories [21] from Theorem 9.1, so it is given by the functors $\Psi_M$ and $\Phi_M$. The rest of the proof is very similar to the proof of Theorem 9.2 and based on the fact that the functor $\Phi_M = - \otimes_{\mathcal{S}} M$ preserves direct limits. \(\square\)

**Remark 11.** The classical Govorov–Lazard description of flat modules [22, 27] can be thought of as the conjunction of two assertions: for any ring $S$,

- (GL1) any flat $S$-module is a direct limit of projective $S$-modules, and
- (GL2) any direct limit of projective $S$-modules is a direct limit of finitely generated projective $S$-modules.

Let us consider the two analogous properties for contramodules over a topological ring $\mathcal{S}$:

- (C-GL1) all flat $\mathcal{S}$-contramodules can be obtained as direct limits of projective $\mathcal{S}$-contramodules, that is $(\text{Contra–} \mathcal{S})_{\text{flat}} = \text{lim}_{\text{Contra–} \mathcal{S}} (\text{Contra–} \mathcal{S})_{\text{proj}}$;
- (C-GL2) all direct limits of projective $\mathcal{S}$-contramodules can be obtained as direct limits of finitely generated projective $\mathcal{S}$-contramodules, that is \( \text{lim}_{\text{Contra–} \mathcal{S}} (\text{Contra–} \mathcal{S})_{\text{proj}} = \text{lim}_{\text{Contra–} \mathcal{S}} (\text{contra–} \mathcal{S})_{\text{proj}} \).

Here $(\text{Contra–} \mathcal{S})_{\text{flat}} \subseteq \text{Contra–} \mathcal{S}$ denotes the class of all flat right $\mathcal{S}$-contramodules, as defined in Definition 9.3. When one of the conditions (C-GL1) or (C-GL2) holds, it has consequences for module theory, as we will see in Corollary 10.3 (for (CGL2)) and in Section 13 (for (C-GL1)).

**Example 10.2.** The following counterexample, developing the idea of [36, Remark 6.3], shows that the condition (C-GL1) need not hold for a complete, separated, left linear topological ring $\mathcal{S}$ in general.

Let $\mathcal{S}$ be the ring of (commutative) polynomials in an uncountable set of variables $x_i$ over a field $k$, and let $T \subseteq \mathcal{S}$ be the multiplicative subset generated by the elements $x_i$. We endow $\mathcal{S}$ with the $T$-topology, in which the ideals $\mathcal{S}t$, $t \in T$, form a base of neighborhoods of zero. By [13, Proposition 1.16], $\mathcal{S}$ is a complete, separated topological ring. It is easy to see that no infinite family of nonzero elements in $\mathcal{S}$ converges to zero in the $T$-topology; so $\mathcal{S}$-contramodules are the same thing as the usual $\mathcal{S}$-modules (formally speaking, the forgetful functor $\text{Contra–} \mathcal{S} \to \text{Mod–} \mathcal{S}$ is an equivalence of categories).

An $\mathcal{S}$-module is discrete if and only if each element in it is annihilated by some element from $T$. The natural morphism from the tensor to the contratensor product
It follows easily that an \( \mathcal{S} \)-contramodule is flat (in the sense of the definition in Definition 9.3) if and only if the \( \mathcal{S} \)-module agrees with the tensor product. It holds for right \( \mathcal{S} \)-modules. Assume that condition (C-GL2) holds for the topological ring \( \mathcal{S} \), then condition (C-GL1) does not hold. For example, the cokernel \( T^{-1} \mathcal{S}/\mathcal{S} \) is a flat \( \mathcal{S} \)-module, but not a flat \( \mathcal{S} \)-module. The discussion of flat contramodules over this topological ring \( \mathcal{S} \) will be continued in Example 13.4.

We are not aware of any counterexamples to (C-GL2), however.

**Corollary 10.3.** Let \( R \) be a ring, \( M \) be a module and \( \mathcal{S} = \text{End}_R M_R \) be its endomorphism ring, endowed with the finite topology. Assume that condition (C-GL2) holds for right \( \mathcal{S} \)-contramodules. Then \( \lim \text{add} M_R = \lim \text{Add} M_R \).

**Proof.** Compare Theorem 9.2 with Proposition 10.1 \( \square \)

Let \( S \) be a ring, \( \mathcal{S} \) be a complete, separated left linear topological ring, and \( \sigma : S \to \mathcal{S} \) be a ring homomorphism. Then the composition of forgetful functors \( \text{Contra-} \mathcal{S} \to \text{Mod-} \mathcal{S} \to \text{Mod-} S \) defines an exact, faithful forgetful functor \( \text{Contra-} \mathcal{S} \to \text{Mod-} S \). The functor \( \text{Contra-} \mathcal{S} \to \text{Mod-} S \) has a left adjoint functor \( \Delta_\sigma : \text{Mod-} S \to \text{Contra-} \mathcal{S} \), which can be constructed as follows.

First of all, as any left adjoint functor between abelian categories, \( \Delta_\sigma \) is right exact and preserves coproducts (so, in particular, it preserves direct limits). Secondly, the action of \( \Delta_\sigma \) on free modules is defined by the rule \( \Delta_\sigma([X]S) = [[X]]\mathcal{S} \) (so \( \Delta_\sigma \) takes the free \( S \)-module spanned by a set \( X \) to the free \( \mathcal{S} \)-contramodule spanned by \( X \)). The action of \( \Delta_\sigma \) on morphisms of free modules is easily recovered from the adjunction property. Finally, in order to compute the image of an arbitrary right \( S \)-module \( E \) under \( \Delta_\sigma \), one can choose a right exact sequence \( P_1 \xrightarrow{f} P_0 \to E \to 0 \) with free \( S \)-modules \( P_0, P_1 \); then the \( \mathcal{S} \)-contramodule \( \Delta_\sigma(E) \) is obtained from the right exact sequence \( \Delta_\sigma(P_1) \xrightarrow{\Delta_\sigma(f)} \Delta_\sigma(P_0) \to \Delta_\sigma(E) \to 0 \).

For any right \( S \)-module \( E \), there is a natural adjunction morphism \( \delta_{\sigma,E} : E \to \Delta_\sigma(E) \) in the category of right \( S \)-modules. Here the \( S \)-module structure on \( \Delta_\sigma(E) \) is obtained by applying the forgetful functor to the \( \mathcal{S} \)-contramodule structure.

**Lemma 10.4.** For any right \( S \)-module \( E \) and any discrete left \( \mathcal{S} \)-module \( M \), there is a natural isomorphism of abelian groups  
\[ \Delta_\sigma(E) \circ \mathcal{S} M \cong E \otimes_S M. \]

**Proof.** A natural map of abelian groups \( E \otimes_S M \to \Delta_\sigma(E) \circ \mathcal{S} M \) is constructed as the composition \( E \otimes_S M \to \Delta_\sigma(E) \otimes S M \to \Delta_\sigma(E) \circ \mathcal{S} M \), where the map \( E \otimes_S M \to \Delta_\sigma(E) \otimes S M \) is induced by the adjunction morphism \( \delta_{\sigma,E} \), while \( \Delta_\sigma(E) \circ \mathcal{S} M \) is the natural surjection \( 2 \). The resulting map \( E \otimes S M \to \Delta_\sigma(E) \circ \mathcal{S} M \) is an isomorphism for free \( S \)-modules \( E \) in view of the natural isomorphism \( 3 \). Since both \( - \otimes S M \) and \( \Delta(-) \circ \mathcal{S} M \) are right exact functors, it follows that the natural morphism between them is an isomorphism for all \( S \)-modules. \( \square \)

Given a topological ring \( \mathcal{S} \), one can always take the ring \( S = \mathcal{S} \) and the identity morphism \( \sigma = \text{id} \). This special case of the constructions above appears in part (ii) of the next proposition.
Proposition 10.5. Let $\mathcal{S}$ be a complete, separated left linear topological ring, $S$ be a ring, and $\sigma: S \to \mathcal{S}$ be a ring homomorphism.

(i) For any flat right $S$-module $F$, the right $\mathcal{S}$-contramodule $\Delta_{\sigma}(F)$ belongs to the class $\lim_{\text{proj}}^{\text{Contra}-\mathcal{S}}(\text{contra-}\mathcal{S})_{\text{proj}}$.

(ii) A right $\mathcal{S}$-contramodule $\mathfrak{F}$ belongs to $\lim_{\text{proj}}^{\text{Contra}-\mathcal{S}}(\text{contra-}\mathcal{S})_{\text{proj}}$ if and only if there exists a flat right $S$-module $F$ for which $\Delta_{\text{id}}(F) \cong \mathfrak{F}$.

Proof. (i) It is clear from the construction that the functor $\Delta_{\sigma}$ takes finitely generated free $S$-modules to finitely generated free $\mathcal{S}$-contramodules, and more generally finitely presented $S$-modules to finitely presented $\mathcal{S}$-contramodules. In particular, $\Delta_{\sigma}$ takes finitely generated projective $S$-modules to finitely generated projective $\mathcal{S}$-contramodules. Since the functor $\Delta_{\text{id}}$ also preserves direct limits, and $F$ is a direct limit of finitely generated projective $S$-modules, the assertion follows.

(ii) One observes that the restriction of $\Delta_{\text{id}}$ to $\text{mod-}\mathcal{S}$ is the inverse functor to the forgetful functor contra-$\mathcal{S} \to \text{mod-}\mathcal{S}$. So the forgetful functor and the functor $\Delta_{\text{id}}$, restricted to mod-$\mathcal{S}$ and contra-$\mathcal{S}$, provide the equivalence between these two categories that was discussed in the beginning of this section. In particular, these two functors restrict to mutually inverse equivalences between the categories of finitely generated projective (contra)modules (contra-$\mathcal{S}$)$_{\text{proj}}$ and (mod-$\mathcal{S}$)$_{\text{proj}}$.

The “if” implication in (ii) is a particular case of (i); so we only have to prove the “only if”. Let $(\mathfrak{F}_i, f_{ji} \mid i \leq j \in I)$ be a direct system in contra-$\mathcal{S}$ such that $\mathfrak{F}_i \in (\text{contra-}\mathcal{S})_{\text{proj}}$ for every $i \in I$ and $\mathfrak{F} = \lim_{\text{proj}}^{\text{Contra}-\mathcal{S}} \mathfrak{F}_i$. Denote by $P_i$ the underlying right $S$-module of the right $\mathcal{S}$-contramodule $\mathfrak{F}_i$; then we have $P_i \in (\text{mod-}\mathcal{S})_{\text{proj}}$ and $\mathfrak{F}_i = \Delta_{\text{id}}(P_i)$. Now $F = \lim_{\rightarrow} P_i$ is a flat right $S$-module and $\Delta_{\text{id}}(F) = \lim_{\text{proj}}^{\text{Contra}-\mathcal{S}} \Delta_{\text{id}}(P_i) = \mathfrak{F}$. $\square$

Corollary 10.6. Let $R$ be a ring, $M$ be a module and $\mathcal{S} = \text{End}_R M$ be its endomorphism ring, endowed with the finite topology. Let $S$ be a ring and $\sigma: S \to \mathcal{S}$ be a ring homomorphism. Assume that for each $\mathfrak{F} \in \lim_{\text{proj}}^{\text{Contra}-\mathcal{S}}(\text{Contra-}\mathcal{S})_{\text{proj}}$ there exists a flat right $S$-module $F$ such that $\mathfrak{F} \cong \Delta_{\sigma}(F)$. Then $\lim_{\rightarrow} \text{Add} M_R = \lim_{\rightarrow} \text{Add} M_R$.

Proof. Let $N_R \in \lim_{\rightarrow} \text{Add} M$. By Theorem 11.2, there exists an $\mathcal{S}$-contramodule $\mathfrak{G} \in \lim_{\text{proj}}^{\text{Contra}-\mathcal{S}}(\text{Contra-}\mathcal{S})_{\text{proj}}$ such that $N \cong \mathfrak{G} \circ \mathcal{S} M$. By assumption, there is a flat $S$-module $F$ such that $\mathfrak{G} \cong \Delta_{\sigma}(F)$. Applying Lemma 10.4 we obtain an isomorphism $\mathfrak{G} \circ \mathcal{S} M \cong F \circ \mathcal{S} M$. Since $F$ is a direct limit of finitely generated free $S$-modules, it follows that $N \in \lim_{\rightarrow} \text{sum} M$ (cf. the proof of Theorem 9.3).

Alternatively, by Proposition 10.5(i), the assumption of the corollary implies property (C-GL2), so it remains to invoke Corollary 10.3.$\square$

Suppose that we are given a contramodule $\mathfrak{G} \in \lim_{\text{proj}}^{\text{Contra-}\mathcal{S}}(\text{Contra-}\mathcal{S})_{\text{proj}}$. Where does one get a flat $S$-module $F$ such that $\Delta_{\sigma}(F) \cong \mathfrak{G}$? In the rest of this section, as well as in Sections 11.11.2 we use (essentially) one obvious approach: take $F = \mathfrak{G}$. This means that $F$ is the underlying $S$-module of the $\mathcal{S}$-contramodule $\mathfrak{G}$.

Generally speaking, it is far from obvious that this approach works at all. Most importantly, there is no reason for the underlying $S$-module of $\mathfrak{G}$ to be flat. It is also not necessarily true that $\Delta_{\sigma}(\mathfrak{G}) = \mathfrak{G}$. So we restrict ourselves to several special cases in which this particular approach provides a solution.

When does one have $\Delta_{\sigma}(\mathfrak{G}) = \mathfrak{G}$? Notice that the adjunction morphism $\Delta_{\sigma}(\mathcal{C}) \to \mathcal{C}$ in contra-$\mathcal{S}$ is an isomorphism for all $\mathcal{S}$-contramodules $\mathcal{C}$ if and only if this morphism is an isomorphism for all free $\mathcal{S}$-contramodules (because both the forgetful functor and the functor $\Delta_{\sigma}$ are right exact). Furthermore, the composition of two
adjoint functors \( \text{Contra-}\mathcal{S} \to \text{Mod-}S \to \text{Contra-}\mathcal{S} \) is the identity functor if and only if the forgetful functor \( \text{Contra-}\mathcal{S} \to \text{Mod-}S \) is fully faithful.

The forgetful functor \( \text{Contra-}\mathcal{S} \to \text{Mod-}S \) need not be fully faithful, of course (generally speaking), but surprisingly often it is; see, e.g., [39, Theorem 6.10 and Example 7.10] or [36, Section 6].

Remark 12. The following results from the papers [39, 36] clarify the situation a bit. For any right \( S \)-contramodule \( C \) and any discrete left \( S \)-module \( K \), consider the composition of natural surjective maps of abelian groups

\[
C \otimes_S K \to C \otimes_S K \to C \otimes_S K,
\]

where the leftmost map is the obvious one and the rightmost map is \( (2) \).

By [39, Lemma 7.11] or [36, proof of Theorem 6.2(iii) \( \Rightarrow \)(ii)], if the forgetful functor \( \text{Contra-}\mathcal{S} \to \text{Mod-}S \) is fully faithful, then the map \( C \otimes_S K \to C \otimes_S K \) is an isomorphism for all right \( S \)-contramodules \( C \) and discrete left \( S \)-modules \( K \). Conversely, if the map \( C \otimes_S K \to C \otimes_S K \) is an isomorphism for all \( C \in \text{Contra-}\mathcal{S} \) and \( K \in \mathcal{S} \text{-Discr} \) and the topological ring \( \mathcal{S} \) has a countable base of neighborhoods of zero, then the forgetful functor \( \text{Contra-}\mathcal{S} \to \text{Mod-}S \) is fully faithful [36, Theorem 6.2].

Hence we see that the condition about the map \( C \otimes_S K \to C \otimes_S K \) being an isomorphism is important for our purposes. One could arrive to the same conclusion much more directly, as the formulation of the next corollary illustrates.

Corollary 10.7. Let \( R \) be an associative ring and \( M \) be a right \( R \)-module. Let \( \mathcal{S} = \text{End} (M_R) \) be the endomorphism ring of \( M \), endowed with the finite topology.

Let \( S \) be an associative ring and \( \sigma: S \to S \) be a ring homomorphism such that

(i) for any right \( \mathcal{S} \)-contramodule \( C \) and any discrete left \( S \)-module \( K \), the natural map from the tensor product to the contratensor product

\[
C \otimes_S K \to C \otimes_S K
\]

is an isomorphism; and

(ii) for any right \( \mathcal{S} \)-contramodule \( \mathfrak{F} \) which can be obtained as a direct limit of projective \( \mathcal{S} \)-contramodules in the category \( \text{Contra-}\mathcal{S} \), the underlying right \( S \)-module of \( \mathfrak{F} \) is flat.

Then \( \lim \rightarrow \text{add} M_R = \lim \rightarrow \text{Add} M_R \).

Proof. Take \( K = M, \mathcal{S} = \mathfrak{F} \), and compare Theorem 9.2 with Theorem 3.3. \( \Box \)

11. Generalized Pr"ufer modules

In this section we prove Propositions 5.7 and 5.8. The arguments are based on the theory of contramodules over topological rings, and more specifically on Corollary 10.7.

We start with formulating the Artin–Rees lemma for centrally generated ideals in left noetherian rings in the form suitable for our purposes.

Lemma 11.1. Let \( R \) be a left noetherian ring and \( I \subseteq R \) be an ideal generated by central elements. Let \( M \) be a finitely generated left \( R \)-module with a submodule \( N \subseteq M \). Then there exists an integer \( m \geq 0 \) such that for all \( n \geq 0 \) the following two submodules in \( N \) coincide:

\[
I^{n+m}M \cap N = I^n(I^mM \cap N).
\]

Hence the inclusion \( I^{n+m}M \cap N \subseteq I^nM \cap N \) holds for all \( n \geq 0 \).

Proof. See [21] Exercise IZA(c) and Theorem 13.3. \( \Box \)
Lemma 11.2. Let $R$ be a left noetherian ring and $I \subseteq R$ be an ideal generated by central elements. Let $(F_n)_{n \geq 1}$ be a projective system of flat right $R/I^n$-modules indexed by the integers $n \geq 1$. Suppose that the transition map $F_n \to F_m$ is surjective for all $n \geq m \geq 1$. Then $F = \varinjlim_{n \geq 1} F_n$ is a flat right $R$-module.

Proof. This is a noncommutative version of [19, Theorem 6.11]. We follow the argument spelled out in [34, Lemma B.9.2], where commutativity is (unnecessarily) assumed. It suffices to show that the tensor product functor $F \otimes_R -$ is exact on the abelian category of finitely generated left $R$-modules $R$-mod (i.e., as a functor from $R$-mod to abelian groups).

Consider the functor $G$, also acting from $R$-mod to abelian groups and defined by the rule $G(N) = \varprojlim_{n \geq 1} (F_n \otimes_R N)$. Let us show that this functor is exact. Indeed, for any short exact sequence $0 \to K \to L \to M \to 0$ in $R$-mod there are short exact sequences of left $R/I^n$-modules $0 \to K/(I^n L \cap K) \to L/I^n L \to M/I^n M \to 0$. Taking the tensor products with $F_n$ over $R/I^n$ preserves exactness of these short exact sequences, since $F_n$ is a flat $R/I^n$-module. The passage to the projective limits over $n$ preserves exactness of the resulting sequences of tensor products, because these are countable directed projective systems of surjective maps.

On the other hand, by Lemma [31], the projective system of abelian groups $F_n \otimes_R K/(I^n L \cap K)$ is mutually cofinal with the projective system $F_n \otimes_R K/I^n K$. This means that there are natural maps

$$F_{n+m} \otimes_R K/(I^{n+m} L \cap K) \to F_n \otimes_R K/I^n K \to F_n \otimes_R K/(I^n L \cap K),$$

which form commutative diagrams with the transition maps in the projective system. After the passage to the projective limits over $n \geq 1$, these two maps become mutually inverse isomorphisms. So the natural morphism between the two projective limits $\varprojlim_{n \geq 1} F_n \otimes_R K/I^n K \to \varinjlim_{n \geq 1} F_n \otimes_R K/(I^n L \cap K)$ is an isomorphism, and we have shown that the functor $G$ is exact.

Now we have a natural morphism $F \otimes_R N \to \varprojlim_{n \geq 1} (F_n \otimes_R N)$ for all $N \in R$-mod. For finitely generated free left $R$-modules $N$, this morphism is obviously an isomorphism. Any morphism of right exact functors on $R$-mod which is an isomorphism for finitely generated free modules is an isomorphism for all finitely generated modules. So the two functors $F \otimes_R -$ and $G$ are isomorphic. Since we have shown that the functor $G$ is exact, it follows that the functor $F \otimes_R -$ is exact on $R$-mod; so $F$ is a flat right $R$-module.

Proof of Proposition 5.7. Let $J \subseteq R$ denote the two-sided ideal of all elements $r \in R$ for which there exists $n \geq 1$ such that $r t^n = 0$. Then $R[t^{-1}] = (R/J)[t^{-1}]$. Passing from $R$ to $R/J$, we can assume without loss of generality that $t$ is a nonzero-divisor in $R$.

Then the endomorphism ring $\mathcal{S} = \text{End}(R[t^{-1}]/R)_R$ can be computed as $\mathcal{S} = \varprojlim_{n \geq 1} R/rt^n$, and the finite topology on $\mathcal{S}$ is the topology of projective limit of the discrete rings $R/rt^n$. So $\mathcal{S}$ is simply the $t$-adic completion of $R$, with the $t$-adic topology. Put $S = R$, and let $\sigma: S \to \mathcal{S}$ be the completion morphism. It suffices to check conditions (i) and (ii) from Corollary 10.7.

Condition (i) is almost obvious. By the definition $\mathcal{C} \otimes_{\mathcal{S}} K$ is the quotient group of $\mathcal{C} \otimes_{\mathcal{S}} K$ by the subgroup generated by all elements of the form $\pi_{\mathcal{C}}(\sum_{i=0}^{\infty} c_i s_i) \otimes k - \sum_{i=0}^{\infty} c_i \otimes s_i k$, where $s_i \in \mathcal{S}$, $i < \omega$ is a sequence of elements converging to zero in the topology of $\mathcal{S}$, $c_i \in \mathcal{C}$ is an arbitrary sequence of elements, and $k \in K$. The definition of the tensor product $\mathcal{C} \otimes_{\mathcal{S}} K$ is similar except that only finite sequences of elements $s_i \in S$ are allowed. We have to show that every element of the former form is, in fact, equal to a certain element of the latter form in $\mathcal{C} \otimes_{\mathcal{S}} K$. 

Now, since $K$ is a discrete $S$-module, for any $k \in K$ there exists $n \geq 1$ such that $t^n k = 0$. Any sequence of elements $s_i \in S$ converging to zero in $S$ is the sum of a finite sequence of elements coming from $S$ and an infinite sequence of elements from $S t^n$. Hence without loss of generality we can assume that $s_i \in S t^n$ for all $i < \omega$.

The point is that, for any sequence of elements $s_i \in S t^n$, $i < \omega$, converging to zero in the topology of $S$, there exists a sequence of elements $r_i \in S$ such that $s_i = r_i t^n$ and the sequence $r_i$ also converges to zero in the topology of $S$. In fact, $t^n$ is a non-zerodivisor in $S$ and the sequence $r_i = s_i / t^n$ converges to zero in $S$ whenever the sequence $s_i$ does. Since $t^n k = 0$, it follows that

$$\pi_S \left( \sum_{i=0}^{\infty} c_i s_i \right) \otimes k - \sum_{i=0}^{\infty} c_i \otimes s_i k = \pi_S \left( \sum_{i=0}^{\infty} c_i r_i \right) t^n \otimes k - 0 = ct^n \otimes k - c \otimes t^n k,$$

where $c = \pi_S (\sum_{i=0}^{\infty} c_i r_i) \in \mathcal{C}$. The right-hand side is an element of the desired form (i.e., an element of the kernel of the map $\mathcal{C} \otimes_Z K \to \mathcal{C} \otimes_S K$).

A more general approach, not relying on any non-zerodivisor arguments or assumptions, can be found in [35, Corollary 6.7].

We have checked condition (i). Now Lemma 11.2 together with the standard theory of flat contramodules over topological rings with a countable base of neighborhoods of zero (35 Section D.1) or [38 Sections 5–6]; see the discussion in Remark 9 yields condition (ii). In particular, the standard theory tells that the direct limits of projective contramodules are flat (as contramodules); that all contramodules are complete (though not necessarily separated) [35 Lemma D.1.1] or [38 Lemma 6.3(b)], while flat contramodules are complete and separated [35 Section D.1] or [38 Corollary 6.15].

Essentially by definition, a right $S$-contramodule $\mathfrak{F}$ is flat if and only if the right $S / S t^n$-module $\mathfrak{F} \otimes S S / S t^n = \mathfrak{F} / \mathfrak{F} t^n$ is flat for every $n \geq 1$. Since $\mathfrak{F}$ is complete and separated, we have $\mathfrak{F} = \varinjlim_{n \geq 1} \mathfrak{F} / \mathfrak{F} t^n$ (this is also explained in the final paragraphs of the proof of [34 Lemma B.9.2]). By Lemma 11.2 (applied to the principal ideal $I = St \subset S$), we can conclude that $\mathfrak{F}$ is a flat right $S$-module. □

In order to prove Proposition 5.8, we will use the following version of Artin–Rees lemma for multiplicative subsets. It is obtained from Lemma 11.1 by specializing from arbitrary (finitely centrally generated) ideals to principal ideals generated by central elements, and then generalizing from multiplicative subsets generated by a single element to arbitrary countable multiplicative subsets.

The argument in the proof of Lemma 11.3, as well as the discussion of a $T$-indexed projective system in the subsequent Lemma 11.4 will presume the partial preorder of divisibility on a central multiplicative subset $T \subset R$: given two elements $s, t \in T$ and $t \in T$, we say that $t \preceq s$ if $t$ divides $s$ in $R$, that is $Rs \subseteq Rt$, or equivalently, there exists $r \in R$ such that $rt = s$. It is possible that $t \preceq s$ and $s \preceq t$; in this case, the elements $s$ and $t$ are considered to be equivalent.

**Lemma 11.3.** Let $R$ be a left noetherian ring and $T \subset R$ be a central multiplicative subset. Let $M$ be a finitely generated left $R$-module with a submodule $N \subseteq M$. Then there exists an element $t \in T$ such that for all $s \in T$ the following two submodules in $N$ coincide:

$$stM \cap N = s(tM \cap N).$$

Hence the inclusion $stM \cap N \subseteq sN$ holds for all $s \in T$.

**Proof.** This proof is taken from [31]. For every $s \in T$, denote by $P_s \subseteq M$ the submodule consisting of all elements $m \in M$ such that $sm \in N$. Clearly, $N \subseteq P_s \subseteq M$ and $P_s' \subseteq P_{s'}$ whenever $s'$ divides $s''$ in $R$. So $P_s$, $s \in T$ form an upwards
directed family of submodules in $M$. Since the $R$-module $M$ is noetherian, there exists $t \in T$ such that $P_s \subseteq P_t$ for all $s \in T$.

Let us show that $stM \cap N = s(tM \cap N)$. Indeed, the inclusion $s(tM \cap N) \subseteq stM \cap N$ is obvious. Now let $x \in stM \cap N$. Then $x = stm$ for some $m \in M$, and it follows that $m \in P_t$. Hence $m \in P_t$ and $tm \in N$ by the choice of $t$. Therefore, $tm \in tM \cap N$ and thus $x = stm \in s(tM \cap N)$.

The next lemma is likewise obtained from Lemma 11.2 by specializing to principal ideals and then generalizing to countable multiplicative subsets.

**Lemma 11.4.** Let $R$ be a left noetherian ring and $T \subseteq R$ be a countable multiplicative subset consisting of central elements. Let $(F_t)_{t \in T}$ be a projective system of flat right $R$-modules indexed by $T$. Suppose that the transition map $F_s \to F_t$ is surjective for all $t$ and $s \in T$ such that $t$ divides $s$ in $R$. Then $F = \varprojlim_{t \in T} F_t$ is a flat right $R$-module.

**Proof.** As in the proof of Lemma 11.2, it suffices to show that the tensor product functor $F \otimes_R -$ is exact on the category of finitely generated left $R$-modules.

Consider the functor $G$, also acting from $R$-mod to abelian groups and defined by the formula $N \mapsto \varprojlim_{t \in T} (F_t \otimes_R N)$. Let us show that this functor is exact.

Indeed, for any short exact sequence $0 \to K \to L \to M \to 0$ in $R$-mod there are short exact sequences of $R/Rs$-modules $0 \to K/(sL \cap K) \to L/sL \to M/sM \to 0$.

Taking the tensor products with $F_t$ over $R/Rs$ preserves exactness of these short exact sequences, since $F_t$ is a flat $R/R$-module. The passage to the projective limits over $s \in T$ preserves exactness of the resulting sequences of tensor products, because there are countable directed projective systems of surjective maps.

On the other hand, Lemma 11.3 implies that the projective system of abelian groups $F_t \otimes_R K/(sL \cap K)$ is mutually cofinal with the projective system $F_t \otimes_R K/sK$. Let us explain how this follows. We have a natural surjective map of abelian groups $F_t \otimes_R K/sK \to F_t \otimes_R K/(sL \cap K)$ induced by the natural epimorphism of left $R$-modules $K/sK \to K/(sL \cap K)$ for all $s \in T$. Choosing an element $t \in T$ as in Lemma 11.3 for the submodule $K \subseteq L$, we have $stL \cap K \subseteq sK$ for all $s \in T$. Hence there is also a surjective map of abelian groups $F_t \otimes_R K/(stL \cap K) \to F_t \otimes_R K/sK$ induced by the epimorphisms $F_t \to F_s$ and $K/(stL \cap K) \to K/sK$ for all $s \in T$. All these maps of tensor products form commutative diagrams with the transition maps in the two projective systems, in the obvious sense. Therefore, the related projective limits coincide, $\varprojlim_{t \in T} (F_t \otimes_R K/(sL \cap K)) \cong \varprojlim_{t \in T} (F_t \otimes_R K/sK)$, and we have shown that the functor $G$ is exact.

Now we have a natural morphism $F \otimes_R N \to \varprojlim_{t \in T} (F_t \otimes_R N)$ for all $N \in R$-mod. For finitely generated free $R$-modules $N$, this morphism is obviously an isomorphism. The argument finishes similarly to the proof of Lemma 11.2.

**Proof of Proposition 5.5.** Let $J \subseteq R$ denote the two-sided ideal of all elements $r \in R$ for which there exists $t \in T$ such that $rt = 0$. Then $T^{-1}R = T^{-1}(R/J)$. Passing from $R$ to $R/J$, we can assume that all the elements of $T$ are nonzero-divisors in $R$.

Then the endomorphism ring $\mathcal{G} = \text{End}(T^{-1}R/R)_R$ can be computed as $\mathcal{G} = \varprojlim_{t \in T} R/rt$, and the finite topology on $\mathcal{G}$ is the topology of projective limit of the discrete rings $R/rt$. So $\mathcal{G}$ is simply the $T$-completion of $R$ (see e.g. [18] Chapter 1). Put $S = R$, and let $\sigma: S \to \mathcal{G}$ be the completion morphism. Let us check conditions (i) and (ii) from Corollary 10.7.

Once again, condition (i) is almost obvious. For any $k \in K$ there exists $t \in T$ such that $tk = 0$. So it suffices to check that the map $\mathcal{G}/\mathcal{I} \to \mathcal{E} \otimes_{\mathcal{E}} R/rt$ is an isomorphism. The point is that, for any sequence of elements $s_i \in \mathcal{S}t$ converging
to zero in the topology of $\mathfrak{G}$, there exists a sequence of elements $r_i \in \mathfrak{G}$ such that $s_i = r_i t$ and the sequence $r_i$ also converges to zero in the topology of $\mathfrak{G}$. In fact, $t$ is a non-zerodivisor in $S$ and the sequence $r_i = s_i/t$ converges to zero in $\mathfrak{G}$ whenever the sequence $s_i$ does. A more general approach is provided by [35, Corollary 6.7].

Similarly to the final paragraphs of the proof of Proposition 5.7 above, the standard theory of flat contramodules over topological rings with a countable base of neighborhoods of zero ([35, Section D.1] or [38, Sections 5–6]) together with Lemma 11.4 yields condition (ii). Essentially by definition, a right $S$-contramodule $\mathfrak{F}$ is flat if and only if the right $S/St$-module $\mathfrak{F} \otimes_S S/St = \mathfrak{F}/\mathfrak{F} t$ is flat for all $t \in T$. Any direct limit of projective contramodules is flat. Any flat contramodule $\mathfrak{F}$ is complete and separated by [35, Section D.1] or [38, Lemma 6.3(b) and Corollary 6.15], so we have $\mathfrak{F} = \lim_{\leftarrow t \in T} \mathfrak{F}/\mathfrak{F} t$. By Lemma 11.4, we can conclude that $\mathfrak{F}$ is a flat right $S$-module.

\[\square\]

12. Gabriel topologies

The aim of this section is to formulate and prove a generalization of Propositions 5.7 and 5.8 to modules $M_R$ whose endomorphism ring $\mathfrak{G}$ is left noetherian and the finite topology on $\mathfrak{G}$ satisfies a certain list of conditions. In fact, we will consider a more general setting in which the ring $\mathfrak{G}$ itself is not necessarily noetherian, but it has a dense noetherian subring on which the additional conditions are imposed. In addition to the application to the $\lim_{\rightarrow} \text{add } M$ versus $\lim_{\rightarrow} \text{Add } M$ problem, we will show that properties (C-GL1) and (C-GL2) from Remark 11 hold for some topological rings.

Let $\mathfrak{G}$ be a left linear topological ring, $S$ be a ring, and $\sigma: S \to \mathfrak{G}$ be a ring homomorphism. Then the ring $S$ can be endowed with the induced topology: the open subsets (or open left ideals) in $S$ are the full preimages under $\sigma$ of the open subsets (respectively, open left ideals) in $\mathfrak{G}$. This makes $S$ a left linear topological ring. When $S$ is separated and complete, and the image of $\sigma$ is dense in $\mathfrak{G}$, the original topological ring $\mathfrak{G}$ can be recovered as the completion of the topological ring $S$, and $\sigma$ is the completion map.

Let $S$ be a ring. A class of modules $T \subseteq S$–Mod is called a pretorsion class if $T$ is closed under direct sums and epimorphic images in $S$–Mod. A pretorsion class $T$ is said to be hereditary if it is closed under submodules. A pretorsion class is called a torsion class [13] if it is closed under extensions.

Let $S$ be a left linear topological ring. Then the class of all discrete left $S$-modules $S$–Discr is a hereditary pretorsion class in $S$–Mod. One says that the topology on $S$ is a Gabriel topology if $S$–Discr is a (hereditary) torsion class. A left linear topology is Gabriel if and only if it satisfies (the left version of) the axiom T4 from [44, Section VI.5].

Let $S$ be a ring and $J \subseteq S$ be a two-sided ideal. One says that the ideal $J$ has the (left) Artin–Rees property if for any finitely generated left $S$-module $M$ with a submodule $N \subseteq M$ there exists an integer $m > 0$ such that $J^m M \cap N \subseteq JN$. For other equivalent characterizations of ideals with the Artin–Rees property, see [13, Theorem 2.1]. Any ideal generated by central elements in a left noetherian ring $R$ has the left Artin–Rees property by Lemma 11.1 and moreover the same applies to so-called polycentrual ideals and sums of polycentrual ideals [43, Corollary 2.8 and Theorem 6.3], but generally speaking a two-sided ideal in a left noetherian ring need not have the Artin–Rees property [9].

The following theorem is the main result of this section.

**Theorem 12.1.** Let $\mathfrak{G}$ be a complete, separated left linear topological ring. Let $S$ be a ring and $\sigma: S \to \mathfrak{G}$ be a ring homomorphism with dense image; consider
the induced topology on \( S \). Assume that the ring \( S \) is left noetherian, the induced topology on it is a (left) Gabriel topology, and this topology has a countable base consisting of two-sided ideals having the left Artin–Rees property. Then both the conditions \((C-GL1)\) and \((C-GL2)\) hold for the topological ring \( \mathcal{S} \). In other words, any flat right \( \mathcal{S} \)-contramodule belongs to the class \( \lim_{\rightarrow}^{\text{contra-}\mathcal{S}} (\text{contra-}\mathcal{S})_{\text{proj}} \).

The proof of the theorem is based on the following generalization of Lemmas 11.2 and 11.4.

**Proposition 12.2.** Let \( S \) be a left noetherian ring and \( \mathcal{S} \supset J_1 \supset J_2 \supset J_3 \supset \cdots \) be a descending chain of two-sided ideals, indexed by the integers \( k \geq 1 \), such that all the ideals \( J_k \subset S \) have the left Artin–Rees property and for each \( k \geq 1 \) there exists \( l \geq k \) such that \( J_l \subset J_k^n \). Let \( (F_k)_{k \geq 1} \) be a projective system of flat right \( S/J_k \)-modules such that the transition map \( F_1 \to F_k \) is surjective for all \( l \geq k \geq 1 \). Then \( F = \lim_{\leftarrow \kappa \geq 1} F_k \) is a flat right \( S \)-module.

**Proof.** Similarly to the proofs of Lemmas 11.2 and 11.4, it suffices to show that the tensor product functor \( F \otimes_S - \) is exact on the abelian category \( S \text{-mod} \) of finitely generated left \( S \)-modules. For this purpose, we consider the functor \( G \) defined by the rule \( G(N) = \lim_{\leftarrow \kappa \geq 1} (F_k \otimes_S N) \), and check that this functor is exact on \( S \text{-mod} \). The question reduces to showing that, for any short exact sequence \( 0 \to K \to L \to N \to 0 \) in \( S \text{-mod} \) the map of projective limits

\[
\lim_{\leftarrow \kappa \geq 1} F_k \otimes_S K/J_k K \to \lim_{\leftarrow \kappa \geq 1} F_k \otimes_S K/(J_k L \cap K)
\]

induced by the natural epimorphisms \( K/J_k K \to K/(J_k L \cap K) \) is an isomorphism.

Given an integer \( k \geq 1 \), there exists \( m = m(k) \geq 1 \) such that \( J_k^n L \cap K \subset J_k K \) (since the ideal \( J_k \) has the Artin–Rees property). Then, by assumption, there exists \( l = l(k) \geq k \) such that \( J_l \subset J_k^n \). Hence \( J_l L \cap K \subset J_k K \). We can choose the integers \( l(k) \) in such a way that \( l(k+1) > l(k) \) for all \( k \geq 1 \). Then the epimorphisms \( F_{l(k)} \to F_k \) and the natural epimorphisms \( K/(J_{l(k)} L \cap K) \to K/J_k K \) induce a map of projective limits

\[
\lim_{\leftarrow \kappa \geq 1} F_{l(k)} \otimes_S K/(J_{l(k)} L \cap K) \to \lim_{\leftarrow \kappa \geq 1} F_k \otimes_S K/J_k K.
\]

It is clear that the maps \eqref{eq:6} and \eqref{eq:9} are mutually inverse isomorphisms. It follows that the functor \( G \) is exact, and the argument finishes similarly to the proofs of Lemmas 11.2 and 11.4. \( \square \)

The next lemma provides a useful characterization of flat contramodules over a topological ring with a base of open two-sided ideals.

**Lemma 12.3.** Let \( S \) be a left linear topological ring and \( \mathcal{S} \) be the completion of \( S \).

(i) Let \( \mathfrak{F} \) be a flat right \( \mathcal{S} \)-contramodule and \( J \subset S \) be an open two-sided ideal. Then the right \( S/J \)-module \( \mathfrak{F} \otimes_{\mathcal{S}} S/J \) is flat.

(ii) Suppose that \( S \) has a base of neighborhoods of zero consisting of open two-sided ideals. Let \( \mathfrak{F} \) be a right \( \mathcal{S} \)-contramodule. Then \( \mathfrak{F} \) is a flat \( \mathcal{S} \)-contramodule if and only if, for every open two-sided ideal \( J \subset S \), the right \( S/J \)-module \( \mathfrak{F} \otimes_{\mathcal{S}} S/J \) is flat.

**Proof.** (i) One observes that, for any left \( S/J \)-module \( K \) and any right \( \mathcal{S} \)-contramodule \( \mathfrak{F} \), there is a natural isomorphism of abelian groups

\[
(\mathfrak{F} \otimes_{\mathcal{S}} S/J) \otimes_{S/J} K \cong \mathfrak{F} \otimes_{\mathcal{S}} K.
\]

It follows immediately that \( \mathfrak{F} \otimes_{\mathcal{S}} S/J \) is flat as an \( S/J \)-module whenever \( \mathfrak{F} \) is flat as an \( \mathcal{S} \)-contramodule (in the sense of Definition 9.3).
(ii) Use the same natural isomorphism as in (i), together with the observation that, whenever open two-sided ideals \( J \) form a base of neighborhoods of zero in \( S \), all discrete left \( S \)-modules (or, which is the same, discrete left \( \mathcal{G} \)-modules) are direct unions of \( S/J \)-modules.

**Proof of Theorem 12.4.** Let \( \mathfrak{F} \) be a flat right \( \mathcal{G} \)-contramodule; we have to show that \( \mathfrak{F} \in \text{lim} \, \mathcal{G} \). By Proposition 10.5(i), it suffices to find a flat right \( S \)-module \( F \) for which \( \mathfrak{F} \simeq \Delta_\mathfrak{f}(F) \). Following the approach outlined in Section 10, we take \( F \) to be underlying \( S \)-module of the \( \mathcal{G} \)-contramodule \( \mathfrak{F} \).

According to [36, Corollary 6.7], the forgetful functor \( \text{Contra-} \mathcal{G} \rightarrow \text{Mod-} S \) is fully faithful for the completion map \( \sigma : S \rightarrow \mathcal{G} \) of any left linear topological ring \( S \) whose topology is Gabriel and has a countable base of neighborhoods of zero consisting of finitely generated left ideals. It follows that the adjunction morphism \( \Delta_\sigma(C) \rightarrow \mathcal{E} \) is an isomorphism for any right \( \mathcal{G} \)-contramodule \( \mathcal{E} \) and its underlying right \( S \)-module \( C \) (see [18, Proposition I.1.3]). Another assertion from [36, Corollary 6.7] tells that the natural map \( \mathcal{E} \otimes_S K \rightarrow \mathcal{E} \otimes_{\mathcal{G}} K \) is an isomorphism for all right \( \mathcal{G} \)-contramodules \( \mathcal{E} \) and discrete left \( \mathcal{G} \)-modules \( K \).

It remains to show that, under the assumptions of the theorem, the \( S \)-module \( F \) is flat. By Lemma 12.3(i), the right \( S/J \)-module \( \mathfrak{F} \otimes_S S/J \) is flat for every open two-sided ideal \( J \subset S \). As we have seen in the previous paragraph, in the situation at hand we actually have \( \mathfrak{F} \otimes_S S/J = \mathfrak{F} \otimes_S S/J \); so one can simply say that the right \( S/J \)-module \( \mathfrak{F} \otimes_S S/J \) is flat.

Now any base of neighborhoods of zero is a directed poset by inverse inclusion; and any countable directed poset has a cofinal chain inside it. Hence there exists a descending chain of open two-sided ideals \( S \supseteq J_1 \supseteq J_2 \supseteq J_3 \supseteq \cdots \) such that all the ideals \( J_k \subset S \) have the left Artin–Rees property and the collection of all the ideals \( J_k \mid k \geq 1 \) is a topology base in \( S \).

Put \( F_k = \mathfrak{F} \otimes_S S/J_k \). Then \( F_k \) is a flat right \( S/J_k \)-module and the natural maps \( F_l \rightarrow F_k \) are surjective for \( l \geq k \geq 1 \). By [14, Lemma VI.5.3], the ideal \( J_k^m \) is open in \( S \) for each \( m \geq 1 \) (since it is a Gabriel topology); so there exists \( l \geq k \) for which \( J_l \subseteq J_k^m \). Thus Proposition 12.2 tells that \( \text{lim}_{k \geq 1} F_k \) is a flat right \( S \)-module. Finally, the natural map \( \mathfrak{F} \rightarrow \text{lim}_{k \geq 1} F_k \) is an isomorphism, as all flat right contramodules over a left linear topological ring with a countable base of neighborhoods of zero are complete and separated by [35, Lemma 6.3(b) and Corollary 6.15] (the particular case when the topological ring has a base of two-sided ideals is also covered by the preceding exposition in [35, Section D.1]).

**Corollary 12.4.** Let \( R \) be a ring, \( M \) be a right \( R \)-module, and \( \mathcal{G} = \text{End}_{\mathcal{R}} \) be its endomorphism ring, endowed with the finite topology. Let \( S \) be a ring and \( \sigma : S \rightarrow \mathcal{G} \) be a ring homomorphism with dense image. Assume that the ring \( S \) is left noetherian, the induced topology on it is a (left) Gabriel topology, and this topology has a countable base consisting of two-sided ideals having the left Artin–Rees property. Then \( \text{lim} \, \text{add} \, M_R = \text{lim} \, \text{Add} \, M_R \).

**Proof.** Follows immediately from Theorem 12.4 and Corollary 10.3.

**Remark 13.** The following example illustrates the utility of considering a ring homomorphism with dense image \( \sigma : S \rightarrow \mathcal{G} \) in Theorem 12.4 and Corollary 12.4 rather than just always taking \( S = \mathcal{G} \). Let \( R = \mathbb{Z} \) be the ring of integers and \( T \subset R \) be the multiplicative subset of all nonzero elements. Put \( M = T^{-1}R/R = \mathbb{Q}/\mathbb{Z} \) (so this is even a particular case of Proposition 5.8 as well as of Lemma 5.8). Then \( \mathcal{G} = \text{End}(M_R) \) is the product \( \prod_p \mathbb{Z}_p \) of the (topological) rings of \( p \)-adic integers, taken over all the prime numbers \( p \). The ring \( \mathcal{G} \) is not noetherian (indeed, \( \bigoplus_p \mathbb{Z}_p \)
is an infinitely generated ideal in \( \prod_p J_p \). However, the topological ring \( S \) has a dense noetherian subring \( S = R = \mathbb{Z} \), making Corollary 12.4 applicable.

In fact, both Proposition 5.7 and Proposition 5.8 are special cases of Corollary 12.4 with \( S = R \). The following corollary illustrates the applicability of the results of this section in the context of Section 11.

**Corollary 12.5.** Let \( R \) be a left noetherian ring.

1. Let \( I \subset R \) be an ideal generated by central elements. Then the conditions (C-GL1) and (C-GL2) hold for right contramodules over the topological ring \( S = \lim_{\leftarrow n \geq 1} R/I^n \) with the projective limit (equivalently, \( I \)-adic) topology.

2. Let \( T \subset R \) be a countable multiplicative subset consisting of central elements. Then the conditions (C-GL1) and (C-GL2) hold for right contramodules over the topological ring \( S = \lim_{\leftarrow n \in T} R/Rt \) with the projective limit topology (equivalently, the \( T \)-topology [18, Section 1]).

**Proof.** In both cases, we only have to check applicability of Theorem 12.1. In both cases, we put \( S = R \), and let \( \sigma : S \to S \) be the completion map. In case (i), the induced topology on \( R \) is the \( I \)-adic topology, which is a left Gabriel topology with a countable base of centrally generated ideals \( I^n \subset R \). In case (ii), the induced topology on \( R \) is the \( T \)-topology, which is a left Gabriel topology with a countable base of centrally generated ideals \( Rt \subset R \). In both cases, [25, Lemma 2.3] or [36, Lemma 3.1] can be used to show that the topology is Gabriel. \( \square \)

13. **Quasi-deconstructibility of flat contramodules**

The aim of this section is to improve the cardinality estimate for deconstructibility of the class \( \lim \text{Add} M \) in Corollary 5.5 under an additional assumption of condition (C-GL1) from Remark 11. In fact, the cardinality estimate for deconstructibility of \( \lim \text{Add} M \) which we obtain under the assumption of (C-GL1) is even better that the one for the class \( \lim \text{add} M \) in Corollary 5.4. However, there is a caveat that the estimates in this section are only for the cardinalities of the sets of generators of the modules involved, while the estimates in Corollaries 5.4 and 5.5 are for the cardinalities of both the sets of generators and relations.

Let \( S \) be a complete, separated, left linear topological ring. The derived functor of contratensor product \( \text{Ctrtor}^S_{\ast}(\_ , \_ ) \) is constructed as follows. Given a right \( S \)-contramodule \( E \), choose a resolution of \( E \) by projective \( S \)-contramodules \( P_n \),

\[
\cdots \to P_3 \to P_2 \to P_1 \to P_0 \to E \to 0.
\]

For any discrete left \( S \)-module \( N \), set \( \text{Ctrtor}^S_n(E, N) \) to be the degree \( n \) homology group of the complex of abelian groups \((\cdots \to P_n \otimes S N \to P_{n-1} \otimes S N \to \cdots | n \geq 0) \). Since the functor \(- \otimes S N \) is right exact on the abelian category Contra–\( S \), there is a natural isomorphism of abelian groups \( \text{Ctrtor}^S_{\ast}(E, N) \cong E \otimes S N \).

As any left derived functor, the functor \( \text{Ctrtor}^S_{\ast}(\_ , \_ ) \) takes short exact sequences in the resolved argument to long exact sequences of the homology. So, for any short exact sequence of right \( S \)-contramodules \( 0 \to E \to D \to F \to 0 \) and any discrete left \( S \)-module \( N \), there is a long exact sequence of abelian groups

\[
\cdots \to \text{Ctrtor}^S_{\ast}(E, N) \to \text{Ctrtor}^S_{\ast}(F, N) \to \text{Ctrtor}^S_{\ast}(D, N) \to \text{Ctrtor}^S_{\ast-1}(E, N) \to \text{Ctrtor}^S_{\ast-1}(F, N) \to \text{Ctrtor}^S_{\ast-1}(D, N) \to \cdots.
\]

Furthermore, for any projective right \( S \)-contramodule \( P \), the functor \( P \otimes S - \) is exact on the abelian category \( S\text{–Discr} \). Therefore, for any short exact sequence of
discrete left $\mathcal{S}$-modules $0 \to K \to L \to N \to 0$ and any right $\mathcal{S}$-contramodule $\mathcal{C}$, there is a long exact sequence of abelian groups

$$\cdots \to \text{Ctrtor}_{2}^{\mathcal{S}}(\mathcal{C}, N) \to \text{Ctrtor}_{1}^{\mathcal{S}}(\mathcal{C}, K) \to \text{Ctrtor}_{0}^{\mathcal{S}}(\mathcal{C}, L) \to \text{Ctrtor}_{0}^{\mathcal{S}}(\mathcal{C}, N) \to \mathcal{C} \circ_{\mathcal{S}} K \to \mathcal{C} \circ_{\mathcal{S}} L \to \mathcal{C} \circ_{\mathcal{S}} N \to 0.$$  

An $\mathcal{S}$-contramodule $\mathfrak{F}$ is said to be 1-strictly flat if $\text{Ctrtor}_{1}^{\mathcal{S}}(\mathfrak{F}, N) = 0$ for all discrete $\mathcal{S}$-modules $N$. Equivalently, $\mathfrak{F}$ is 1-strictly flat if and only if, for any short exact sequence of $\mathcal{S}$-modules $0 \to \mathcal{C} \to \mathcal{D} \to \mathfrak{F} \to 0$ and any discrete $\mathcal{S}$-module $N$, the induced map of abelian groups $\mathcal{C} \circ_{\mathcal{S}} N \to \mathcal{D} \circ_{\mathcal{S}} N$ is injective. Moreover, $\mathfrak{F}$ is called $\infty$-strictly flat if $\text{Ctrtor}_{n}^{\mathcal{S}}(\mathfrak{F}, N) = 0$ for all discrete $\mathcal{S}$-modules $N$ and all integers $n > 0$. It is clear from the exact sequence (9) that any 1-strictly flat $\mathcal{S}$-contramodule is flat.

Remark 14. It is a basic fact of the classical theory of flat modules over a ring $S$ that, for a given right $S$-module $F$, the functor of tensor product $F \circ_{S} -$ is exact on the category of left $S$-modules if and only if, for every short exact sequence of right $S$-modules $0 \to C \to D \to F \to 0$ and every left $S$-module $N$, the induced map of abelian groups $C \circ_{S} N \to D \circ_{S} N$ is injective. This is provable because, besides the flat right $S$-modules which this assertion describes, there also exist enough flat left $S$-modules (so the left $S$-module $N$ has a flat resolution). The point is that, in the theory of contratensor products over a topological ring $\mathcal{S}$, flat objects exist only in the contramodule argument: nonzero flat discrete modules usually do not exist. This is one reason why the theory of flat contramodules is complicated.

Over a topological ring $\mathcal{S}$ with a countable base of neighborhoods of zero, all flat contramodules are $\infty$-strictly flat [Remark 6.11 and Corollary 6.15]. The following lemma lists some properties of the class of all 1-strictly flat contramodules in the general case.

Lemma 13.1.  
(i) The class of all 1-strictly flat $\mathcal{S}$-contramodules is closed under extensions in $\text{Contra} - \mathcal{S}$.
(ii) The class of all 1-strictly flat $\mathcal{S}$-contramodules is closed under direct limits in $\text{Contra} - \mathcal{S}$.
(iii) The kernel of any epimorphism from a flat contramodule to a 1-strictly flat contramodule is flat.

Proof. (i) Follows immediately from the exact sequence $[5]$

(ii) This is [7] Corollary 7.1 (based on [7] Lemma 3.1).

(iii) Let $0 \to \mathfrak{F} \to \mathfrak{E} \to \mathfrak{H} \to 0$ be a short exact sequence of $\mathcal{S}$-contramodules. Assume that the $\mathcal{S}$-contramodule $\mathfrak{H}$ is 1-strictly flat; then it is clear from the exact sequence $[5]$ that the short sequence $0 \to \mathfrak{F} \circ_{\mathcal{S}} N \to \mathfrak{E} \circ_{\mathcal{S}} N \to \mathfrak{H} \circ_{\mathcal{S}} N \to 0$ is exact for any discrete $\mathcal{S}$-module $N$. Let $0 \to K \to L \to M \to 0$ be a short exact sequence of discrete $\mathcal{S}$-modules; then the sequence $0 \to \mathfrak{F} \circ_{\mathcal{S}} K \to \mathfrak{E} \circ_{\mathcal{S}} K \to \mathfrak{H} \circ_{\mathcal{S}} K \to \mathfrak{E} \circ_{\mathcal{S}} L \to \mathfrak{H} \circ_{\mathcal{S}} L \to \mathfrak{E} \circ_{\mathcal{S}} M \to \mathfrak{H} \circ_{\mathcal{S}} M \to 0$ is the kernel of the natural termwise surjective morphism from the sequence $0 \to \mathfrak{S} \circ_{\mathcal{S}} K \to \mathfrak{S} \circ_{\mathcal{S}} L \to \mathfrak{S} \circ_{\mathcal{S}} M \to 0$ to the sequence $0 \to \mathfrak{S} \circ_{\mathcal{S}} K \to \mathfrak{S} \circ_{\mathcal{S}} L \to \mathfrak{S} \circ_{\mathcal{S}} M \to 0$. The latter sequence is exact, since $\mathfrak{H}$ is a flat $\mathcal{S}$-contramodule. Assuming that $\mathfrak{S}$ is a flat $\mathcal{S}$-contramodule, the sequence $0 \to \mathfrak{S} \circ_{\mathcal{S}} K \to \mathfrak{S} \circ_{\mathcal{S}} L \to \mathfrak{S} \circ_{\mathcal{S}} M \to 0$ is exact as well. Now the kernel of any termwise surjective morphism from a short exact sequence to a short exact sequence is a short exact sequence. Hence the sequence $0 \to \mathfrak{S} \circ_{\mathcal{S}} K \to \mathfrak{S} \circ_{\mathcal{S}} L \to \mathfrak{S} \circ_{\mathcal{S}} M \to 0$ is exact, too, and the $\mathcal{S}$-contramodule $\mathfrak{F}$ is flat.

Corollary 13.2.  
(i) If all flat right $\mathcal{S}$-contramodules are 1-strictly flat, then the class of all flat right $\mathcal{S}$-contramodules is closed under extensions and the kernels of epimorphisms in $\text{Contra} - \mathcal{S}$.  

(ii) If all flat right $\mathcal{S}$-contramodules are 1-strictly flat, then all of them are $\infty$-strictly flat.

(iii) If condition (C-GL1) holds for right $\mathcal{S}$-contramodules, then all flat right $\mathcal{S}$-contramodules are 1-strictly flat.

Proof. (i) Follows immediately from Lemma 13.1(i) and (iii).

(ii) It is clear from (i) that all the syzygy contramodules in a projective resolution of a flat contramodule are flat. So the projective resolution is obtained by splicing short exact sequences of 1-strictly flat contramodules. Considering the long exact sequence $\mathcal{S}$ for each of these short exact sequences, we conclude that the projective resolution stays exact after applying $-\circ_{\mathcal{S}} N$.

(iii) For any complete, separated, left linear topological ring $\mathcal{S}$, all projective right $\mathcal{S}$-contramodules are 1-strictly flat by the definition of $\text{Ctrtor}^\mathcal{S}(-, -)$; hence all direct limits of projective contramodules are 1-strictly flat by Lemma 13.1(ii). $\square$

We will say that a right $\mathcal{S}$-contramodule $\mathcal{Z}$ is contratensor-negligible if $\mathcal{Z} \circ_{\mathcal{S}} N = 0$ for all discrete left $\mathcal{S}$-modules $N$. By the definition, any contratensor-negligible contramodule is flat. One of the versions of contratramodule Nakayama lemma tells that, over a complete, separated left linear topological ring with a countable base of neighborhoods of zero, any contratensor-negligible contratramodule vanishes [38] Lemma 6.14]. Without the assumption of a countable topology base, this form of contratramodule Nakayama lemma does not hold, and an example of a nonvanishing contratensor-negligible contratramodule can be found in [36] Remark 6.3] (see also Example 13.4 below). Still, we are not aware of any example of a nonzero contratensor-negligible contratramodule over a topological ring $\mathcal{S}$ over which all flat contratramodules are 1-strictly flat.

It was shown in [38] Corollary 7.6] that, whenever a topological ring $\mathcal{S}$ has a countable base of neighborhoods of zero, the class of all flat $\mathcal{S}$-contramodules is deconstructible in Contra–$\mathcal{S}$. Without assuming a countable topology base, our next aim in this section is to show that if all flat $\mathcal{S}$-contramodules are 1-strictly flat, then the class of all flat $\mathcal{S}$-contramodules is quasi-deconstructible modulo the class of contratensor-negligible contratramodules, in the sense of the definition below.

We need to use this notion of quasi-deconstructibility for flat contratramodules rather than the usual deconstructibility in our argument, because the direct limit functors in the category of contratramodules are not exact. In particular, the direct limit of a well-ordered chain of subobjects need not be a subobject, generally speaking. Because of this nonexactness issue, the usual construction of filtrations runs into a problem which is resolved by introducing quasi-filtrations.

The following lemma lists the properties of the class of all contratensor-negligible contratramodules.

Lemma 13.3. Let $\mathcal{S}$ be a complete, separated, left linear topological ring.

(i) The class of all contratensor-negligible contratramodules is closed under extensions, coproducts, and epimorphic images in Contra–$\mathcal{S}$.

(ii) If $\mathcal{D} \to \mathcal{E}$ is an epimorphism of right $\mathcal{S}$-contramodules with a contratensor-negligible kernel, and $N$ is a discrete left $\mathcal{S}$-module, then the induced map of abelian groups $\mathcal{D} \circ_{\mathcal{S}} N \to \mathcal{E} \circ_{\mathcal{S}} N$ is an isomorphism.

Now assume that all flat right $\mathcal{S}$-contramodules are 1-strictly flat.

(iii) If $\mathcal{C} \to \mathcal{D}$ is an monomorphism of right $\mathcal{S}$-contramodules with a contratensor-negligible cokernel, and $N$ is a discrete left $\mathcal{S}$-module, then the induced map of abelian groups $\mathcal{C} \circ_{\mathcal{S}} N \to \mathcal{D} \circ_{\mathcal{S}} N$ is an isomorphism.

(iv) The class of all contratensor-negligible contratramodules is closed under subobjects in Contra–$\mathcal{S}$. 
(v) Let \( (0 \to \mathfrak{F}_i \to \mathfrak{G}_i \to \mathfrak{H}_i \to 0 \mid i \in I) \) be a direct system of short exact sequences of right \( \mathcal{S} \)-contramodules, indexed by a direct poset \( I \), such that all the contramodules \( \mathfrak{F}_i, \mathfrak{G}_i, \mathfrak{H}_i \) are flat. Then the kernel of the induced morphism of direct limits \( \varinjlim \mathfrak{F}_i \to \varinjlim \mathfrak{G}_i \to \varinjlim \mathfrak{H}_i \) is a contratensor-negligible \( \mathcal{S} \)-contramodule.

Proof. (i), (ii) All the assertions hold because the functor \( - \circ \mathcal{C} \) is right exact and preserves coproducts for every \( \mathcal{N} \in \mathcal{S} \)-Discr.

(iii) Since the cokernel \( \mathcal{E} = \mathcal{D}/\mathcal{C} \) is contratensor-negligible, it is flat, hence by assumption \( \mathcal{E} \) is 1-strictly flat. Now the assertion follows from the long exact sequence \( \mathfrak{S} \).

(iv) Let \( \mathfrak{F} \) be a contratensor-negligible contramodule and \( \mathcal{K} \subseteq \mathfrak{F} \) be a subcontra–

(v) The direct limits are right exact in any complete abelian category; so we have a right exact sequence \( \mathfrak{F} \to \cdots \to \mathfrak{G} \to \mathfrak{H} \to \cdots \to \mathfrak{K} \to \mathfrak{L} \to 0 \) in \( \mathcal{S} \). The direct limits of flat contramodules are flat, so both the contramodules \( \mathfrak{E} = \lim \mathfrak{F} \), and \( \mathfrak{H} = \lim \mathfrak{F} \) are flat. By Lemma \( \mathfrak{I} \) and by assumption, it follows that the kernel \( \mathfrak{L} \) of the epimorphism \( \mathfrak{F} \to \mathfrak{H} \) is also a (1-strictly) flat contramodule. Put \( \mathfrak{K} = \lim \mathfrak{F} \); we have to show that the kernel of the epimorphism \( \mathfrak{F} \to \mathfrak{K} \) is contratensor-negligible.

Let \( N \) be a discrete left \( \mathcal{S} \)-module. Then the sequence of abelian groups \( 0 \to \mathfrak{F} \circ \mathcal{C} N \to \mathfrak{G} \circ \mathcal{C} N \to \mathfrak{H} \circ \mathcal{C} N \to 0 \) is exact, since it is the direct limit of the sequences of abelian groups \( 0 \to \mathfrak{F}_i \circ \mathcal{C} N \to \mathfrak{G}_i \circ \mathcal{C} N \to \mathfrak{H}_i \circ \mathcal{C} N \to 0 \), which are exact in view of the long exact sequence \( \mathfrak{S} \). The sequence of abelian groups \( 0 \to \mathfrak{L} \circ \mathcal{C} N \to \mathfrak{G} \circ \mathcal{C} N \to \mathfrak{H} \circ \mathcal{C} N \to 0 \) is also exact by \( \mathfrak{E} \).

Thus the epimorphism \( \mathfrak{F} \to \mathfrak{L} \) induces an isomorphism \( \mathfrak{F} \circ \mathcal{C} N \cong \mathfrak{L} \circ \mathcal{C} N \). Finally, the long exact sequence \( \mathfrak{S} \) associated with the short exact sequence of contramodules \( 0 \to \mathcal{K} \to \mathfrak{F} \to \mathfrak{L} \to 0 \) implies that the contramodule \( \mathcal{K} \) is contratensor-negligible (because the contramodule \( \mathfrak{L} \) is 1-strictly flat). \( \square \)

Example 13.4. The topological ring \( \mathcal{S} \) from Example 13.2 exhibits all kinds of bad behavior. Over this topological ring, one has \( \text{Ctrtor}_t^\mathcal{C}(\mathcal{N}, N) \) for all \( \mathcal{S} \)-contramodules \( \mathcal{C} \) and discrete \( \mathcal{S} \)-modules \( N \). Hence, for example, the flat (and contratensor-negligible) \( \mathcal{S} \)-contramodule \( \mathfrak{F} = T^{-1}\mathcal{S}/\mathcal{S} \) is not 1-strictly flat, as \( \text{Ctrtor}_t^\mathcal{C}(\mathfrak{G}, N) \cong \mathcal{S}/\mathcal{S}t \neq 0 \) for the discrete \( \mathcal{S} \)-module \( N = \mathcal{S}/\mathcal{S}t \), where \( t \) is any element from \( T \setminus \{1\} \). Furthermore, the \( \mathcal{S} \)-contramodule \( T^{-1}\mathcal{S} \) is contratensor-negligible, but it contains all kinds of subcontramodules which are not contratensor-negligible (e.g., \( \mathcal{S} \subset T^{-1}\mathcal{S} \)) and even not flat as contramodules.

Moreover, let \( \mathfrak{H} \) be any non-flat module over the ring \( T^{-1}\mathcal{S} \) (such as, e.g., \( \mathfrak{H} = T^{-1}\mathcal{S}/T^{-1}\mathcal{S}(x_1 + x_2) \), where \( x_1 \) and \( x_2 \) are two different variables). Let us view \( \mathfrak{H} \) as an \( \mathcal{S} \)-module, and consequently as an \( \mathcal{S} \)-contramodule. Then the contramodule \( \mathfrak{H} \) is not only contratensor-negligible, but also \( \infty \)-strictly flat. Still, \( \mathfrak{H} \) is not a flat \( \mathcal{S} \)-module, hence it is not a direct limit of projective \( \mathcal{S} \)-contramodules.

An injective morphism of right \( \mathcal{S} \)-contramodules \( f: \mathcal{C} \to \mathcal{D} \) is said to be a \textit{contratensor pure} monomorphism (\textit{c-pure} monomorphism for brevity) \( \mathcal{E} \) if the induced map of abelian groups \( f \circ \mathcal{C} N : \mathcal{C} \circ \mathcal{C} N \to \mathcal{D} \circ \mathcal{C} N \) is injective for all discrete left \( \mathcal{S} \)-modules \( N \). In this case, \( \mathcal{C} \) is said to be a \textit{c-pure subcontramodule} of \( \mathcal{D} \), the short exact sequence \( 0 \to \mathcal{C} \to \mathcal{D} \to \mathcal{E} \to 0 \) is called \textit{c-pure}, and the surjective morphism \( \mathcal{D} \to \mathcal{C} \) is said to be a \textit{c-pure epimorphism}.
Lemma 13.5. Let $\mathcal{G}$ be a complete, separated, left linear topological ring, and let $0 \to \mathfrak{F} \to \mathcal{G} \to \mathfrak{H} \to 0$ be a c-pure short exact sequence of right $\mathcal{G}$-contramodules.

(i) If the contramodule $\mathfrak{F}$ is 1-strictly flat, then so is the contramodule $\mathfrak{H}$.

(ii) If the contramodule $\mathfrak{F}$ is flat, then so are both the contramodules $\mathfrak{F}$ and $\mathfrak{H}$.

Proof. (i) Follows immediately from the long exact sequence $\mathcal{G}$.

(ii) Let $0 \to K \to L \to M \to 0$ be a short exact sequence of discrete left $\mathcal{G}$-modules. By the c-purity assumption, we have a short exact sequence of abelian groups $0 \to \mathfrak{F} \to \mathcal{G} \to \mathfrak{H} \to 0$ for any discrete left $\mathcal{G}$-module $N$, and in particular for the discrete modules $K$, $L$, and $M$. On the other hand, we know that the short sequence of abelian groups $0 \to \mathfrak{F} \to \mathcal{G} \to \mathfrak{H} \to 0$ is exact, while the short sequences $\mathfrak{F} \to \mathfrak{F} \to \mathcal{G} \to \mathfrak{H} \to 0$ are right exact. Now the map $\mathfrak{F} \to \mathcal{G} \to \mathfrak{H} \to 0$ is injective, since so are the maps $\mathfrak{F} \to \mathcal{G} \to \mathfrak{H} \to 0$; hence the short sequence $0 \to \mathfrak{F} \to \mathfrak{F} \to \mathfrak{F} \to 0$ is also exact. It remains to observe that the cokernel of a termwise injective morphism of short exact sequences is a short exact sequence. $\square$

Lemma 13.6. Let $\mathcal{G}$ be a complete, separated left linear topological ring and $S \subseteq \mathcal{G}$ be a dense subring. Put $\nu = \text{card } S + \aleph_0$, and let $\mu$ be the minimal cardinality of a base of neighborhoods of zero in $\mathcal{G}$. Then there exists a set $N$ of finitely generated discrete left $\mathcal{G}$-modules such that card $N \leq \mu \cdot \nu$ and $\lim \lim \mathcal{N} = \mathcal{G} - \text{Discr}$.

Proof. Notice first of all that for every finitely generated discrete left $\mathcal{G}$-module $N$ one has card $N \leq \nu$. Indeed, if $x_1, \ldots, x_m \in N$ is a set of generators of $N$ and $J_j$ is the annihilator of $x_j$ in $\mathcal{G}$, then $S + J_j = \mathcal{G}$ for every $1 \leq j \leq m$, hence $N = Sx_1 + \cdots + Sx_m$.

Let $\{J_b \mid b \in B\}$ be a set of open left ideals forming a base of neighborhoods of zero in $\mathcal{G}$ with card $B = \mu$. Denote by $N_0$ the set of all left $\mathcal{G}$-modules of the form $\mathcal{G}/J_{b_1} \oplus \cdots \oplus \mathcal{G}/J_{b_m}$, where $m < \omega$ and $b_1, \ldots, b_m \in B$. Then card $N_0 \leq \mu + \aleph_0$. Furthermore, let $\mathcal{N}$ be the set of all quotients modules $N/K$, where $N \in N_0$ and $K \subseteq N$ is a finitely generated submodule. Then $\mathcal{N}$ is a set of finitely generated discrete left $\mathcal{G}$-modules and card $\mathcal{N} \leq \mu \cdot \nu$.

Let $L$ be a discrete left $\mathcal{G}$-module. For every element $x \in L$, choose an index $b \in B$ such that $J_b x = 0$. For every finite subset $X \subseteq L$, put $N_{0,X} = \bigoplus_{x \in X} \mathcal{G}/J_{b_x}$. Then there is a natural $\mathcal{G}$-module map $h_X : N_{0,X} \to L$ taking any element $(s_x + J_{b_x} \mid x \in X)$ to the element $\sum_{x \in X} s_x x \in L$. Put $K_{0,X} = \ker h_X$. Note that we have $N_{0,X} \subseteq N_{0,Y}$ and $K_{0,X} \subseteq K_{0,Y}$ for any two finite subsets $X \subseteq Y$ in $L$.

For any finite subset $U \subseteq K_{0,X}$, consider the submodule $K_U = \sum_{u \in U} \mathcal{G}u$ generated by $U$ in $K_{0,X}$. Denote by $P$ the set of all pairs $(X, U)$, where $X \subseteq L$ and $U \subseteq K_{0,X}$ are finite subsets. For each $p = (X, U) \in P$, put $N_p = N_{0,X}/K_U$. Denote the composition of the natural $\mathcal{G}$-module maps $N_p \to N_{0,X}/K_{0,X} \to L$ by $f_p$.

Define a partial order on the set $P$ by the rule that $p = (X, U) \preceq q = (Y, V)$ if and only if $X \subseteq Y$ and $U \subseteq V$. Clearly, for any $p \preceq q \in P$ there exists a unique $\mathcal{G}$-module map $f_p : N_p \to N_q$ forming a commutative square diagram with the inclusion $N_{0,X} \hookrightarrow N_{0,Y}$ and the natural surjections $N_{0,X} \twoheadrightarrow N_p$ and $N_{0,Y} \twoheadrightarrow N_q$. Then $(N_p, f_p \mid p \preceq q \in P)$ is a direct system of $\mathcal{G}$-modules from the class $\mathcal{N}$, and $\lim \lim N_p = (L, f_p(p \in P))$, hence $L \in \lim \mathcal{N}$. $\square$

Let $\gamma$ be a cardinal. An $\mathcal{G}$-contramodule $\mathcal{C}$ is said to be $\leq \gamma$-generated if it is a quotient contramodule of a free contramodule $[\mathcal{X}]$ of $\mathcal{G}$ with card $\mathcal{X} \leq \gamma$. Notice that, for any $\leq \gamma$-generated right $\mathcal{G}$-contramodule $\mathcal{C}$ and any discrete left $\mathcal{G}$-module $N$ the group $\mathcal{G} \otimes \mathcal{N}$ is an epimorphic image of the group $N[\mathcal{X}]$ (in view of $\mathcal{X}$), so card $(\mathcal{C} \otimes \mathcal{N}) \leq \gamma \cdot \text{card } N + \aleph_0$. 
Given an $\mathcal{S}$-contramodule $\mathcal{D}$ and a subset $Y \subseteq \mathcal{D}$, the subcontramodule of $\mathcal{D}$ generated by $Y$ can be constructed as the image of the contramodule morphism $[[Y]]\mathcal{S} \to \mathcal{D}$ induced by the inclusion map $Y \to \mathcal{D}$. This is the unique minimal $\mathcal{S}$-subcontramodule of $\mathcal{D}$ containing $Y$.

**Proposition 13.7.** Let $\mathcal{S}$ be a complete, separated, left linear topological ring and $S \subseteq \mathcal{S}$ be a dense subring. Put $\nu = \operatorname{card} S + \aleph_0$, and let $\mu$ be the minimal cardinality of a base of neighborhoods of zero in $\mathcal{S}$. Then any nonzero right $\mathcal{S}$-contramodule has a nonzero $\mu, \nu$-generated $c$-pure subcontramodule. Moreover, for any cardinal $\gamma \geq \mu, \nu$, any right $\mathcal{S}$-contramodule $\mathcal{D}$, and any subset $G \subseteq \mathcal{D}$ with $\operatorname{card} G \leq \gamma$ there exists a $c$-pure $\leq \gamma$-generated subcontramodule $\mathcal{E} \subseteq \mathcal{D}$ such that $G \subseteq \mathcal{E}$.

**Proof.** Let $\mathcal{D}$ be a nonzero $\mathcal{S}$-contramodule. To reduce the first assertion of the proposition to the second one, choose a nonzero element $c_0 \in \mathcal{D}$ and put $G = \{c_0\}$ and $\gamma = \mu, \nu$. To prove the second assertion, denote by $\mathcal{E}_0$ the subcontramodule generated by $G$ in $\mathcal{D}$. By the definition, $\mathcal{E}_0$ is $\leq \gamma$-generated.

Proceeding by induction on the integers $i < \omega$, we will construct a chain of subcontramodules $\mathcal{E}_0 \subseteq \mathcal{E}_1 \subseteq \cdots \subseteq \mathcal{D}$. For every $i < \omega$, the contramodule $\mathcal{E}_i$ will be generated by at most $\gamma$ elements.

Let $\mathcal{N}$ be the set of all finite families of discrete left $\mathcal{S}$-modules, from Lemma 13.5. We observe that an injective morphism of $\mathcal{S}$-contramodules $\mathcal{E} \rightarrow \mathcal{D}$ is $c$-pure if and only if the induced map of abelian groups $\mathcal{E} \otimes_{\mathcal{S}} N \rightarrow \mathcal{D} \otimes_{\mathcal{S}} N$ is injective for all the discrete $\mathcal{S}$-modules $N$ from the set $\mathcal{N}$ (since both the functors $\mathcal{E} \otimes_{\mathcal{S}} -$ and $\mathcal{D} \otimes_{\mathcal{S}} -$ preserve direct limits).

To construct the contramodule $\mathcal{E}_{i+1}$ for $i < \omega$, we consider, for every $N \in \mathcal{N}$, the kernel of the map $g_{i,N}: \mathcal{E}_i \otimes_{\mathcal{S}} N \rightarrow \mathcal{D} \otimes_{\mathcal{S}} N$ induced by the inclusion $\mathcal{E}_i \rightarrow \mathcal{D}$. We have $\operatorname{card} N \leq \nu \leq \gamma$ (see the proof of Lemma 13.6) and $\mathcal{E}_i$ is $\leq \gamma$-generated, so the cardinality of the kernel of $g_{i,N}$ cannot exceed $\gamma$. Denote by $K_i$ the disjoint union of the kernels of $g_{i,N}$ taken over all $N \in \mathcal{N}$. Then $\operatorname{card} K_i \leq \gamma$.

Every element $k \in K_i$ is an element of the contratensor product $\mathcal{E}_i \otimes_{\mathcal{S}} N_k$ for some $\mathcal{S}$-module $N_k \in \mathcal{N}$, so it comes from an element $k \in \mathcal{E}_i \otimes_{\mathcal{S}} N_k$. The fact that the image of $k$ vanishes in $\mathcal{D} \otimes_{\mathcal{S}} N_k$ is witnessed by an element $r_k$ of the tensor product $[[\mathcal{D}]] \otimes_{\mathcal{S}} N_k$ (see the definition of the contratensor product in Section 9). Write $r_k = \sum_{v=1}^{u_k} s_{k,v} \otimes b_{k,v}$, where $u_k \geq 0$ is an integer, $s_{k,v} \in [[\mathcal{D}]] \mathcal{S}$, and $b_{k,v} \in N_k$.

Every element $s_{k,v}$ is an infinite formal linear combination of elements of $\mathcal{D}$ with a zero-convergent family of coefficients in $\mathcal{S}$; denote by $D_{k,v}$ the set of all elements of $\mathcal{D}$ which enter into this formal linear combination with a nonzero coefficient. Any zero-convergent family of nonzero elements in $\mathcal{S}$ has cardinality $\leq \mu + \aleph_0$, so $\operatorname{card} D_{k,v} \leq \mu + \aleph_0 \leq \gamma$.

Denote by $D_k \subseteq \mathcal{D}$ the union of the sets $D_{k,v}$ taken over all $k \in K_i$, and $1 \leq v \leq u_k$. Then $\operatorname{card} D_k \leq \gamma$. Let $\mathcal{E}_{i+1} \subseteq \mathcal{D}$ be the subcontramodule generated by $\mathcal{E}_i$ and $D_k$. Since $\mathcal{E}_i$ is $\leq \gamma$-generated, so is $\mathcal{E}_{i+1}$. We observe that, by construction, for any $\mathcal{S}$-module $N \in \mathcal{N}$, the kernel of the map $\mathcal{E}_{i+1} \otimes_{\mathcal{S}} N \rightarrow \mathcal{D} \otimes_{\mathcal{S}} N$ induced by the inclusion $\mathcal{E}_{i+1} \rightarrow \mathcal{D}$ is equal to the kernel of the map $\mathcal{E}_i \otimes_{\mathcal{S}} N \rightarrow \mathcal{E}_{i+1} \otimes_{\mathcal{S}} N$ induced by the inclusion $\mathcal{E}_i \rightarrow \mathcal{E}_{i+1}$. Passing to a direct limit of a direct system of $\mathcal{S}$-modules from $\mathcal{N}$ and using Lemma 13.6, it follows that the same property holds for all discrete left $\mathcal{S}$-modules $N$.

Let $\mathcal{C}$ be the $\mathcal{S}$-subcontramodule of $\mathcal{D}$ generated by $\bigcup_{i<\omega} \mathcal{E}_i$. Since $\mathcal{E}_i$ is $\leq \gamma$-generated for all $i < \omega$, the $\mathcal{S}$-contramodule $\mathcal{C}$ is also $\leq \gamma$-generated.

Finally, in order to show that the map $\mathcal{C} \otimes_{\mathcal{S}} N \rightarrow \mathcal{D} \otimes_{\mathcal{S}} N$ is injective for any discrete left $\mathcal{S}$-module $N$, we will consider the direct limit of the chain of contramodule morphisms $\mathcal{C}_i \rightarrow \mathcal{C}_{i+1}$ and use the fact that the contratensor product functor preserves direct limits. We have a surjective (but possibly non-injective) $\mathcal{S}$-contramodule map $\varprojlim \mathcal{E}_i \rightarrow \mathcal{C}$. The composition $\varprojlim \mathcal{E}_i \rightarrow \mathcal{C} \rightarrow \mathcal{D}$
is the direct limit of the inclusion maps $\xi_i \to \mathfrak{D}$. For any discrete left $\mathfrak{G}$-module $N$, the induced map of abelian groups $\varphi: \left( \varprojlim^{\text{Contra-}} \xi_i \right) \otimes \mathfrak{G} \to \mathfrak{D} \otimes \mathfrak{G} N$ is the direct limit of the maps of abelian groups $\xi_i \otimes \mathfrak{G} N \to \mathfrak{D} \otimes \mathfrak{G} N$ induced by the inclusions $\xi_i \to \mathfrak{D}$. Since the kernel of the map $\xi_i \otimes \mathfrak{G} N \to \mathfrak{D} \otimes \mathfrak{G} N$ is equal to the kernel of the map $\xi_i \otimes \mathfrak{G} N \to \xi_{i+1} \otimes \mathfrak{G} N$, the map $\varphi$ is injective.

On the other hand, the map $\varphi$ is the composition of the induced maps $(\varprojlim^{\text{Contra-}} \xi_i) \otimes \mathfrak{G} N \to \mathfrak{C} \otimes \mathfrak{G} N \to \mathfrak{D} \otimes \mathfrak{G} N$. Since the contramodule morphism $\varprojlim^{\text{Contra-}} \xi_i \to \mathfrak{C}$ is surjective, so is the induced map of abelian groups $(\varprojlim^{\text{Contra-}} \xi_i) \otimes \mathfrak{G} N \to \mathfrak{C} \otimes \mathfrak{G} N$. It follows that the latter map is an isomorphism, and the map $\mathfrak{C} \otimes \mathfrak{G} N \to \mathfrak{D} \otimes \mathfrak{G} N$ is injective, as desired. □

Let $\mathfrak{B}$ be a cocomplete abelian category. Let $\mathcal{T} \subseteq \mathfrak{B}$ and $\mathcal{N} \subseteq \mathfrak{B}$ be two classes of objects; we will call the elements of $\mathcal{N}$ negligible.

Let $(f_{ji}: F_i \to F_j \mid i \leq j \leq \alpha)$ be a direct system of objects in $\mathfrak{B}$ indexed by an ordinal $\alpha$. The direct system $(F_i \mid i \leq \alpha)$ is called a continuous chain if the natural morphism $\varprojlim^B_{i < j} F_i \to F_j$ is an isomorphism for all limit ordinals $j \leq \alpha$. A continuous chain $(F_i \mid i \leq \alpha)$ is said to be a $\mathcal{T}$-quasi-filtration modulo $\mathcal{N}$ if $F_0 = 0$ and, for every $i \in \alpha$, the kernel of the morphism $f_{i+1,i}: F_i \to F_{i+1}$ is isomorphic to an element of $\mathcal{N}$, while the cokernel of $f_{i+1,i}$ is isomorphic to an element of $\mathcal{T}$.

An object $F \in \mathfrak{B}$ is said to be $\mathcal{T}$-quasi-filtered modulo $\mathcal{N}$ if there exists an ordinal $\alpha$ and a $\mathcal{T}$-quasi-filtration modulo $\mathcal{N}$, $(F_i \mid i \leq \alpha)$, such that $F \cong F_\alpha$. A class of objects $\mathfrak{F} \subseteq \mathfrak{B}$ is said to be quasi-deconstructible modulo $\mathcal{N}$ if there exists a set of objects $\mathcal{T} \subseteq \mathfrak{F}$ such that all the objects of $\mathfrak{F}$ are $\mathcal{T}$-quasi-filtered modulo $\mathcal{N}$.

A category $\mathfrak{B}$ is said to be well-powered if (representatives of equivalence classes of) subobjects of any given object form a set (rather than a proper class).

**Lemma 13.8.** Let $\mathfrak{B}$ be cocomplete well-powered abelian category, and let $\mathfrak{F} \subseteq \mathfrak{B}$ be a class of objects closed under direct limits. Let $\mathcal{T} \subseteq \mathfrak{F}$ be a subclass such that every nonzero object from $\mathfrak{F}$ has a nonzero subobject belonging to $\mathcal{T}$ for which the corresponding quotient object belongs to $\mathfrak{F}$. Let $\mathcal{N} \subseteq \mathfrak{B}$ be a class of objects. Assume that, for any direct system of short exact sequences $0 \to F_i \to G_i \to H_i \to 0 \mid i \in I$ in $\mathfrak{B}$ with $G_i, H_i \in \mathfrak{F}$ and $F_i \in \mathcal{T}$ for all $i \in I$, the kernel of the induced morphism $\varprojlim^B F_i \to \varprojlim^B G_i$ belongs to $\mathcal{N}$. Then all the objects of $\mathfrak{F}$ are $\mathcal{T}$-quasi-filtered modulo $\mathcal{N}$.

**Proof.** This is our version of [38, Lemma 4.14]. Let $F \in \mathfrak{F}$ be an object. Choose a limit ordinal $\alpha$ such that $F$ does not have a strictly increasing chain of subobjects of length $\alpha$. Proceeding by transfinite induction, we will construct a $\mathcal{T}$-quasi-filtration $(f_{ji}: F_i \to F_j \mid i \leq j \leq \alpha)$ modulo $\mathcal{N}$ and a cocone of morphisms $(f_i: F_i \to F \mid i \leq \alpha)$ such that $f_{ji} = f_i$ for all $i \leq j$ and $f_\alpha: F_\alpha \to F$ is an isomorphism. The cokernel of the morphism $f_i$ will belong to $\mathcal{F}$ and the kernel of $f_i$ will belong to $\mathcal{N}$ for all $i \leq \alpha$. In fact, for successor ordinals $i$, the morphism $f_i$ will be a monomorphism. 

Put $F_0 = 0$. On a successor step $i + 1$, if the morphism $f_i$ is an isomorphism, put $F_{i+1} = F_i$, $f_{i+1} = f_i$, and $f_{i+1,i} = \text{id}$. If $i = 0$ or $i$ is a successor ordinal, then the morphism $f_i$ is a monomorphism. If $i$ is a limit ordinal, then the kernel of $f_i$ belongs to $\mathcal{N}$. In this case, if the morphism $f_i$ is an epimorphism with a nonzero kernel, we put $F_{i+1} = F_i$, $f_{i+1} = \text{id}$, and $f_{i+1,i} = f_i$.

Otherwise, the cokernel $\text{coker}(f_i)$ is nonzero, so there exists a nonzero subobject $t_i: T_i \to \text{coker}(f_i)$ with $T_i \in \mathcal{T}$ and $\text{coker}(t_i) \in \mathfrak{F}$. Let $f_{i+1}: F_{i+1} \to F$ be the pullback of the monomorphism $t_i$ with respect to the epimorphism $F \twoheadrightarrow \text{coker}(f_i)$. Then $f_{i+1}$ is a monomorphism with $\text{coker}(f_{i+1}) = \text{coker}(t_i)$, and there exists a unique morphism $f_{i+1,i}: F_i \to F_{i+1}$ with $f_{i+1,f_{i+1,i}} = f_i$. The cokernel of $f_{i+1,i}$ is...
isomorphic to $T_i$, and the kernel of $f_{i+1,i}$ is isomorphic to the kernel of $f_i$ (so it belongs to $N$).

On a limit step $j$, we put $F_j = \varinjlim_{i<j} F_i$, and let $f_j : F_j \to F$ be the unique morphism such that $f_j f_{i,i} = f_i$ for all $i < j$. The cokernel of $f_j$ is the direct limit of the cokernels of $f_i$ taken over all $i < j$, so coker$(f_j) \in F$ as $F$ is closed under direct limits. In the direct system of short exact sequences $(0 \to F_i \to F \to \text{coker}(f_i) \to 0 \mid i < j)$, we have $F \in F$ and coker$(f_i) \in F$ for all $i < j$, hence the kernel of the morphism $f_j : \varinjlim_{i<j} F_i \to F$ belongs to $N$.

Finally, since $F$ does not have an increasing chain of subobjects of length $\alpha$, there exists $j < \alpha$ such that $f_j : F_j \to F$ is an epimorphism. Then $j_{j+1} : F_{j+1} \to F$ is an isomorphism, and so is $f_{\alpha} : F_{\alpha} \to F$. □

**Corollary 13.9.** Let $\mathcal{S}$ be a complete, separated, left linear topological ring such that all flat right $\mathcal{S}$-contramodules are 1-strictly flat. Then the class $\mathcal{F}$ of all flat $\mathcal{S}$-contramodules is quasi-deconstructible modulo the class $\mathcal{N}$ of all contratensor-negligible contramodules in the abelian category $\text{Contra-}\mathcal{S}$.

**Proof.** The class of flat contramodules is always closed under direct limits. By Corollary 13.2(ii), under our present assumptions the class $\mathcal{F}$ is also closed under extensions and kernels of epimorphisms in $\text{Contra-}\mathcal{S}$.

Let $\mathfrak{F}$ be a flat $\mathcal{S}$-contramodule. As above, we assume that $S \subseteq \mathcal{S}$ is a dense subring and put $\nu = \text{card } S + \aleph_0$ (one can always take $S = \mathcal{S}$). We also denote by $\mu$ the minimal cardinality of a base of neighborhoods of zero in $\mathcal{S}$. By Proposition 13.7, there is a nonzero $\leq \mu.\nu$-generated c-pure subcontramodule $\mathfrak{C} \subseteq \mathfrak{F}$. By Lemma 13.5, both the $\mathcal{S}$-contramodules $\mathfrak{C}$ and $\mathfrak{F}/\mathfrak{C}$ are flat.

Let $(0 \to \mathfrak{F}_i \to \mathcal{S}_i \to \mathfrak{F}_i \to 0 \mid i \in I)$ be a direct system of short exact sequences in $\text{Contra-}\mathcal{S}$ such that $\mathfrak{F}_i \in \mathcal{F}$ and $\mathfrak{F}_i \in \mathcal{F}$ for all $i \in I$. Then we also have $\mathfrak{F}_i \in \mathcal{F}$. By Lemma 13.6(v), it follows that the kernel of the morphism $\varinjlim_{\text{Contra-}\mathcal{S}} \mathfrak{F}_i \to \varinjlim_{\text{Contra-}\mathcal{S}} \mathfrak{F}_i$ is contratensor-negligible.

Thus Lemma 13.8 is applicable, and we can conclude that all flat right $\mathcal{S}$-contramodules are $\mathcal{T}$-quasi-filtered modulo $\mathcal{N}$, where $\mathcal{T}$ is the set of (representatives of isomorphism classes) of $\mu.\nu$-generated flat $\mathcal{S}$-contramodules. □

Finally we come to the main result of this section.

**Theorem 13.10.** Let $R$ be a ring, $M$ be a module and $\mathcal{S} = \text{End } M_R$ be its endomorphism ring, endowed with the finite topology. Assume that condition (C-GL1) from Remark 13.1 holds for right $\mathcal{S}$-contramodules. Let $S \subseteq \mathcal{S}$ be a dense subring; put $\nu = \text{card } S + \aleph_0$. Let $\tau$ be the minimal cardinality of a set of generators of the right $R$-module $M$. Then all right $R$-modules from the class $\varinjlim \text{Add } M$ are filtered by $\leq \lambda$-generated modules from the same class, where $\lambda = \nu.\tau$.

**Proof.** By Corollary 13.2(iii), all flat right $\mathcal{S}$-contramodules are 1-strictly flat under the assumptions of the theorem. Hence Corollary 13.9 is applicable, and all flat $\mathcal{S}$-contramodules are $\mathcal{T}$-quasi-filtered modulo contratensor-negligible contramodules, where $\mathcal{T}$ is the set of all $\leq \mu.\nu$-generated flat $\mathcal{S}$-contramodules (where $\mu$ is the minimal cardinality of a base of neighborhoods of zero in $\mathcal{S}$).

Let $G = \{ x_i \in M \mid i < \tau \}$ be a set of generators of the right $R$-module $M$. Then the annihilators of finite subsets of $G$ form a base of neighborhoods of zero in $\mathcal{S}$ (since any finitely generated $R$-submodule in $M$ is contained in the submodule generated by some finite subset of $G$). Hence we have $\mu \leq \tau$ (in the trivial case when $\tau$ is finite, the ring $\mathcal{S}$ is discrete and $\mu = 1$).

Under (C-GL1), all contramodules from $\mathcal{T}$ belong to $\varinjlim_{\text{Contra-}\mathcal{S}} (\text{Contra-}\mathcal{S})_{\text{proj}}$, i.e., they are direct limits of projective $\mathcal{S}$-contramodules. By Theorem 13.2 it follows
that the right $R$-module $\mathcal{S} \otimes_{\mathcal{G}} M$ belongs to $\lim \text{Add} M$ for all $\mathcal{S} \in \mathcal{T}$. Denote by $\mathcal{S}$ the set of all right $R$-modules $\mathcal{T} \otimes_{\mathcal{G}} M$ with $\mathcal{T} \in \mathcal{T}$; so $\mathcal{S} \subseteq \lim \text{Add} M$. It is clear from [3] that all the $R$-modules from $\mathcal{S}$ are $\nu, \tau$-generated. We will show that all the $R$-modules from $\lim \text{Add} M$ are $\mathcal{S}$-filtered.

Let $N_\tau$ be a module from $\lim \text{Add} M$. By the other implication in Theorem [9.2] there exists a contramodule $\mathfrak{F} \in \lim Contra^\Delta (Contra \mathcal{G})_{\text{proj}}$ such that $N \cong \mathfrak{F} \otimes_{\mathcal{G}} M$.

By construction, there exists a $T$-quasi-filtration modulo contramodule-negligible contramodules $(f_i : \mathfrak{F}_i \to \mathfrak{F}_j | i \leq j \leq \alpha)$ in Contra $\mathcal{G}$ such that the contramodule $\mathfrak{F}_\alpha$ is isomorphic to $\mathfrak{F}$. We will prove by transfinite induction that the induced map of right $R$-modules $\mathfrak{F}_i \otimes_{\mathcal{G}} M \to \mathfrak{F}_j \otimes_{\mathcal{G}} M \cong N$ is injective for all $i \leq \alpha$. Furthermore, denoting the image of this map by $N_i \subseteq N$, we will have $N_j = \bigcup_{i<j} N_i$ for all limit ordinals $j \leq \alpha$, and the quotient module $N_{i+1}/N_i$ will be isomorphic to a module from $\mathcal{S}$ for all $i < \alpha$.

Indeed, for a successor ordinal $i + 1$, the kernel of the map $f_{i+1,i} : \mathfrak{F}_i \to \mathfrak{F}_{i+1}$ is contramodule-negligible, while the cokernel is isomorphic to a contramodule $\Sigma_i \in \mathcal{T}$.

Denote by $\Sigma_i$ the image of $f_{i+1,i}$. Then, by Lemma ([13.3] ii), the map $\mathfrak{F}_i \otimes_{\mathcal{G}} M \to \Sigma_i \otimes_{\mathcal{G}} M$ induced by the epimorphism $\mathfrak{F}_i \twoheadrightarrow \Sigma_i$ is an isomorphism of $R$-modules.

Since $\Sigma_i$ is a 1-strictly flat contramodule, it is from the long exact sequence [3] that the map $\Sigma_i \otimes_{\mathcal{G}} M \to \mathfrak{F}_{i+1} \otimes_{\mathcal{G}} M$ induced by the monomorphism $\Sigma_i \hookrightarrow \mathfrak{F}_{i+1}$ is a monomorphism of $R$-modules with the cokernel isomorphic to $\Sigma_i \otimes_{\mathcal{G}} M$. Thus $f_{i+1,i} \otimes_{\mathcal{G}} M : \mathfrak{F}_i \otimes_{\mathcal{G}} M \to \mathfrak{F}_{i+1} \otimes_{\mathcal{G}} M$ is an injective $R$-module map with the cokernel isomorphic to a module from $\mathcal{S}$. Finally, for a limit ordinal $j \leq \alpha$ we have $\lim_{i \to \tau \wedge j} (\mathfrak{F}_i \otimes_{\mathcal{G}} M) = \mathfrak{F}_j \otimes_{\mathcal{G}} M$, since the functor $- \otimes_{\mathcal{G}} M$ preserves direct limits. □

Remark 15. How much of a difference is there between the cardinality estimates in Corollary [5.5] or [3.4] on the one hand, and in Theorem [13.10] on the other hand? Any complete, separated left linear topological ring can be obtained as the endomorphism ring of a module, with the finite topology on the endomorphism ring [40 Corollary 4.4]. Let $\mathcal{G}$ be a complete, separated left linear topological ring and $\mathcal{S} \subseteq \mathcal{G}$ be a dense subring. Put $\kappa = \text{card} \mathcal{S}$ and $\nu = \text{card} \mathcal{S}$.

How much bigger can be $\kappa$ as compared to $\nu$?

More generally, let $\mathcal{X}$ be a Hausdorff topological space and $X \subset \mathcal{X}$ be a dense subset. Then the following map $\mathcal{X} \to 2^\mathcal{X}$ is injective. To every point $x \in \mathcal{X}$, the set of all subsets in $X$ of the form $U \cap X$, where $U$ is an open neighborhood of $x$ in $\mathcal{X}$, is assigned. Put $\kappa = \text{card} \mathcal{X}$ and $\nu = \text{card} \mathcal{X}$; we have shown that $\kappa \leq 2^\mathcal{X}$.

More precisely, suppose that every point of $\mathcal{X}$ has a base of open neighborhoods of the cardinality $\leq \mu$. Then essentially the same construction produces an injective map from $\mathcal{X}$ to the set of all subsets of the cardinality $\leq \mu$ in $2^\mathcal{X}$. Thus $\kappa \leq 2^{2^\mu \cdot \nu}$. Notice that, whenever $\mathcal{X}$ is a topological abelian group with a base of neighborhoods of zero formed by open subgroups, and $X \subset \mathcal{X}$ is a dense subgroup, an open subgroup in $\mathcal{X}$ is determined by its intersection with $X$. Hence one has $\mu \leq 2^\nu$.

The following example shows that the $2^{2^\nu}$ boundary is sharp. Let $k$ be a finite or countable field. Consider the $\nu$-dimensional vector space $V = k^{(\nu)}$ over $k$; then $\text{card} V = \nu$ (assuming $\nu$ is infinite). Let $\mathcal{Y}$ be the pro-finite-dimensional completion of the vector space $V$; so $\mathcal{Y} = \lim_{\leftarrow W \subseteq V} V/W$, where $W$ ranges over all the vector subspaces of finite codimension in $V$. Endow $\mathcal{Y}$ with the projective limit (i. e., completion) topology; then $V$ is a dense vector subspace in $\mathcal{Y}$. On the other hand, as an abstract vector space, $\mathcal{Y}$ is naturally isomorphic to the double dual vector space to $V$, i. e., $\mathcal{Y} \simeq (V^*)^*$. Thus $\text{dim} k \mathcal{Y} = \text{card} \mathcal{Y} = 2^{2^\nu}$.

One can endow $\mathcal{Y}$ with the zero multiplication and adjoin a unit formally, to make it a ring (or $k$-algebra) with unit. This produces a complete, separated left
linear (in fact, commutative) topological ring $\mathcal{S}$ with a dense subring $S \subset \mathcal{S}$ such that $\text{card } S = \nu$ and $\text{card } \mathcal{S} = 2^{\nu}$.

**Remark 16.** Throughout Sections 9–13 we have only considered the finite topology on the endomorphism ring $End_{\mathcal{R}}(M)$, but in fact there is some flexibility about the choice of an endomorphism ring topology in these results. A complete, separated left linear topology $\theta$ on the ring $S = End_{\mathcal{R}}(M)$ is said to be suitable [7, Section 8.2] if the left $S$-module $M$ is discrete with respect to $\theta$ and, for any set $X$, a family of elements $(s_x \in S \mid x \in X)$ converges to zero in the topology $\theta$ if and only if it does in the finite topology. Then it follows that the sum $\sum_{x \in X} s_x \in S$ (understood as the limit of finite partial sums) is the same in $\theta$ and in the finite topology. The finite topology is suitable; but generally speaking, a suitable topology is finer (has more open left ideals) than the finite topology. For any suitable topology on $S$, the related monad structure on the functor $X \mapsto \left[ [X] \right] \mathcal{S}$ coincides with the one for the finite topology; so the related categories of contramodules are the same. All the results of Sections 9–10 and 12–13 remain valid with the finite topology on $End_{\mathcal{R}}(M)$ replaced with any suitable topology.

There are several constructions of suitable topologies known for the endomorphism ring of an arbitrary module $M$. In addition to the finite one, there is also the weakly finite topology [39, Theorem 9.9], [40, Example 3.10(2)], [6, Example 2.2(2), Section 8.2] and the $M$-small topology [6, Example 2.2(3)]. A base of neighborhoods of zero in the weakly finite (or “small”) topology is formed by the annihilators of those submodules of $M$ which are small as abstract $R$-modules (in the sense of Section 5), while in the $M$-small topology these are the annihilators of so-called $M$-small submodules. The weakly finite and $M$-small topologies are also suitable. For a self-small module, the discrete topology on the endomorphism ring is suitable [40, Example 3.10(5)]. One of the potential advantages of these alternative topologies is that they may have a countable base of neighborhoods of zero when the finite topology has not. For example, let $M = \sum_{i<\omega} M_i$ be a sum of a countable family of submodules $M_i$ which are small for every $i < \omega$. Then the weakly finite topology on $End_{\mathcal{R}}(M)$ has a countable base of neighborhoods of zero [7, Lemma 8.5], while the finite topology on the endomorphism ring of a small module may be uncountably based (use the example from [40, Example 3.10(3)]).

14. Open problems

**Problem 1:** Does the equality $\lim \text{add } D = \lim \text{Add } D$ hold for any class of modules $D$? In particular, does $\lim \text{add } M = \lim \text{Add } M$ for any module $M$?

See Corollary 5.3, Lemma 5.6, Propositions 5.4, 5.7, 5.8 and Corollaries 6.5 and 12.4 for some positive answers.

Does $\lim \text{add } M = \lim \text{Add } M$ hold for any tilting module $M$? See Corollary 7.3 and Theorem 7.9 for partial positive answers.

**Problem 2:** Assume that $\mathcal{C}$ is a deconstructible class of modules. Is $\mathcal{L} = \lim \mathcal{C}$ also deconstructible?

Lemma 2.4 gives a positive answer in the particular case when $\mathcal{C}$ is closed under homomorphic images (there, the $\kappa$-deconstructibility of $\mathcal{C}$ even implies the $\kappa$-deconstructibility of $\mathcal{L}$). For other positive cases, see Corollaries 5.3 and 5.5, and Theorem 13.10 for partial positive answers.

As another case, consider $\mathcal{C} = \text{Filt}(\mathcal{S})$ where $\mathcal{S}$ is a set closed under direct summands, extensions, $R \in \mathcal{S}$, and $\mathcal{S}$ consists of $\text{FP}_2$-modules – see Lemma 2.4(ii). Then $\mathcal{C}$ is clearly $\aleph_0$-deconstructible, and $\mathcal{L}$ is $\kappa^+$-deconstructible for $\kappa = \text{card } R + \aleph_0$. In this case $\kappa$ cannot be taken smaller in general, as seen on the particular case.
when \( R \) is a PID and \( S \) is the set of all free modules of finite rank: then \( C \) is the class of all free modules, \( L \) the class of all torsion-free modules, and \( \{ 0, Q \} \) is the only \( L \)-filtration of the quotient field \( Q \) of \( R \).

**Problem 3:** Is the trivial necessary condition of being closed under direct summands also sufficient for the class \( L = \limdir C \) to be closed under direct limits? Cf. Examples 3.5 and 3.8.

**Problem 4:** Does \( \widetilde{\text{Add}} T \) equal \( \text{Add} T \) for any (infinitely generated) tilting module? See Corollary 7.3 and Theorem 7.9 for some positive cases.
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