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Abstract— This paper presents an offset-free model predictive controller for fast and accurate control of a spherical soft robotic arm. In this control scheme, a linear model is combined with an online disturbance estimation technique to systematically compensate model deviations. Dynamic effects such as material relaxation resulting from the use of soft materials can be addressed to achieve offset-free tracking. The tracking error can be reduced by 35% when compared to a standard model predictive controller without a disturbance compensation scheme. The improved tracking performance enables the realization of a ball catching application, where the spherical soft robotic arm can catch a ball thrown by a human.

I. INTRODUCTION

Pneumatically actuated soft robots show potential in various applications [1], [2], including prosthetics [3] and general automation tasks like pick and place [4]. Their inherent compliance and low inertia make them safe to work alongside humans [5], and the use of pneumatic actuation allows for fast maneuvers [6]. However, these advantages come at the cost of a more challenging control task. The use of soft materials introduces dynamical effects such as material relaxation that are hard to describe with compact models suitable for control and can lead to tracking offsets and an overall degradation of control performance.

Model predictive control (MPC) is an optimization-based control approach: At each time step, the future evolution of the system is predicted based on a model of the system [7]. The optimal input sequence is computed by solving an optimization problem where a control objective is minimized along the prediction horizon. Thereby, state and input constraints can be explicitly incorporated, making MPC a systematic control approach for handling constraints, while providing an optimal control input for a given objective function.

The authors of [8] apply MPC to a single degree of freedom antagonistic soft inflatable robot. By penalizing the tracking error and the pressure magnitude in the objective function, the resulting model predictive controller can achieve simultaneous position and stiffness control. As a continuation of [8], a neural network is used to describe the dynamics of the soft inflatable robot and MPC is applied to the learned model [9]. To control a six degrees of freedom soft robotic platform, a model predictive controller based on a neural network model is implemented in [10], where training data is generated from a first principle model.

MPC is capable of rejecting impulse disturbances as it introduces state feedback into the optimization problem in a receding horizon fashion. However, MPC can not track a set point in steady state with zero offset in the presence of persistent model errors or external disturbances. The reason for these tracking offsets is that MPC is not able to correctly predict the system’s behaviors without the knowledge of the model errors or the external disturbances. Integral action can be applied to MPC to compensate for occurring offsets as demonstrated in [9] and [10]. Adaptive control schemes, which adapt model parameters online, can be combined with MPC to eliminate steady state tracking errors, as shown in [11]. The authors combine model reference adaptive control with MPC on a continuum joint robot to compensate for model mismatch. An alternative method to eliminate tracking offsets is the control approach referred to as offset-free MPC ([12], [13]). Thereby, the system model is augmented with a disturbance state that is estimated online and compensated for in the MPC optimization problem. This allows the elimination of tracking offsets in a systematic way.

Ball catching has been extensively studied as a benchmark task to evaluate robotic systems, because it requires fast and accurate control performance. Various examples of ball catching have been demonstrated for rigid body robots ([14], [15]) and for a robot arm composed of flexible links [16]. A soft prosthetic hand capable of grasping a ball thrown towards the hand is discussed in [17]. However, to the best of our knowledge, no ball catching application has been demonstrated with a fully soft robotic system that can
The angles $\alpha$, $\beta$ are retrieved from an infrared motion capture system running at 200 Hz. The pressure in each actuator is measured with a pressure transducer sampled at 200 Hz and is controlled by a separate proportional–integral–derivative controller (PID controller).

III. SYSTEM MODELING

In this section, the modeling of the soft robotic arm is presented. First, a control allocation strategy that simplifies the modeling process is discussed. Subsequently, a linear state-space model is proposed where its parameters are determined from system identification experiments.

A. Control Allocation

The three actuator pressures $(p_A, p_B, p_C)$ form the inputs to the robotic arm. Beside the two orientation degrees of freedom, there is an additional degree of freedom related to the joint stiffness of the system (see [18], [19]). In order to simplify the modeling of the system, an alternative representation of the three inputs is employed using two pressure differences $(\Delta p_{\alpha}, \Delta p_{\beta})$ and a lower pressure bound $\bar{p}$ (see [18] for a detailed description). The two pressure differences are related to the orientational degrees of freedom and the lower pressure bound to the joint stiffness.

The bijective mapping relates the two representations, namely

$$ (\Delta p_{\alpha}, \Delta p_{\beta}, \bar{p}) = \xi(p_A, p_B, p_C), \tag{1} $$

which is defined by concatenating

$$ \begin{bmatrix} \Delta p_{\alpha} \\ \Delta p_{\beta} \end{bmatrix} = T \begin{bmatrix} \Delta p_{AB} \\ \Delta p_{BC} \end{bmatrix} \quad \text{with} \quad T = \begin{bmatrix} 0 & \sqrt{3}/2 \\ -1 & -1/2 \end{bmatrix} \tag{2} $$

and

$$ \begin{aligned} \Delta p_{AB} &= p_A - p_B \\ \Delta p_{BC} &= p_B - p_C. \end{aligned} \tag{3} $$

The lower pressure level is defined as

$$ \bar{p} = \min\{p_A, p_B, p_C\}. \tag{4} $$

The mapping $\xi$ roughly aligns the resulting $\Delta p_{\alpha}$ and $\Delta p_{\beta}$ with the $\alpha$-direction and the $\beta$-direction, respectively. More specifically, for small values of $\alpha$ and $\beta$, a change in $\Delta p_{\alpha}$ only causes a deflection in the $\alpha$-direction, and a change in $\Delta p_{\beta}$ only causes a deflection in the $\beta$-direction. Therefore, applying the $\xi$ mapping to the actuator pressures and their set points can decouple the system dynamics in the $\alpha$- and $\beta$-directions and simplify the modeling process.

The inverse mapping,

$$ (p_A, p_B, p_C) = \xi^{-1}(\Delta p_{\alpha}, \Delta p_{\beta}, \bar{p}), \tag{5} $$

is given by

$$ \begin{aligned} p_A &= \max\{\bar{p}, \bar{p} + \Delta p_{AB}, \bar{p} + \Delta p_{AB} + \Delta p_{BC}\} \\ p_B &= \max\{\bar{p}, \bar{p} + \Delta p_{BC}, \bar{p} - \Delta p_{AB}\} \\ p_C &= \max\{\bar{p}, \bar{p} - \Delta p_{BC}, \bar{p} - \Delta p_{AB} - \Delta p_{BC}\} \end{aligned} \tag{6} $$

$$ \begin{bmatrix} \Delta p_{AB} \\ \Delta p_{BC} \end{bmatrix} = T^{-1} \begin{bmatrix} \Delta p_{\alpha} \\ \Delta p_{\beta} \end{bmatrix}. $$

II. SOFT ROBOTIC PLATFORM OVERVIEW

The spherical soft robotic arm originates from [19] and an improved version is used in [18]. The individual components of the soft manipulator are explained in Fig. 2 (left). Connected to a flexible soft joint, the movable link can move on a section of a sphere parametrized by the extrinsic Euler angles $\alpha$ and $\beta$ as shown in Fig. 2 (middle). The three actuators have an antagonistic configuration as shown in Fig. 2 (right). Adjusting the air pressures of the actuators allows for control of their expansion and consequently the orientation of the movable link.
\[ u := (\Delta p_{\alpha SP}, \Delta p_{\beta SP}) \].

(7)

The pressure set points applied to the low-level PID controller \( p_{\alpha SP}, p_{\beta SP} \), and \( p_{CSP} \) are retrieved by applying the inverse mapping \( \xi^{-1} \) to \( u \). The stiffness-related variable \( \bar{p} \) is set to a constant value of \( \bar{p} = 1.05 \) bar throughout this work, as the control of joint stiffness is not relevant in the ball catching application.

The state vector \( x \) of the system is defined as

\[ x := (\alpha, \dot{\alpha}, \Delta p_{\alpha}, \beta, \dot{\beta}, \Delta p_{\beta}) \].

(8)

All states in \( x \) are computed from sensor data. The angles \( \alpha \) and \( \beta \) are retrieved from position data provided by the motion capture system, and \( \dot{\alpha} \) and \( \dot{\beta} \) are computed by applying the finite difference method to the angle measurements. The pressure states \( \Delta p_{\alpha} \) and \( \Delta p_{\beta} \) are retrieved by applying the \( \xi \) mapping to the pressure measurements.

C. Model Structure

The proposed model consists of the decoupled arm dynamics describing the motion of the robotic arm and the decoupled pressure dynamics in the \( (\Delta p_{\alpha}, \Delta p_{\beta}) \) space.

As a result of the \( \xi \) mapping, the dynamics of \( \alpha \) and \( \beta \) are assumed to be decoupled. The arm dynamics in \( \alpha \)- and \( \beta \)-directions can therefore be modeled as two spring-damper systems,

\[ \begin{align*}
\dot{\alpha} &= -k_\alpha \alpha - d_\alpha \dot{\alpha} + h_\alpha \Delta p_{\alpha} \\
\dot{\beta} &= -k_\beta \beta - d_\beta \dot{\beta} + h_\beta \Delta p_{\beta},
\end{align*} \]

(9)

where \( k_\alpha, k_\beta \) are the stiffness coefficients, \( d_\alpha, d_\beta \) the damping coefficients, and \( h_\alpha \) and \( h_\beta \) are coefficients that map pressure differences to angular excitations. All coefficients are mass-normalized. Note that the decoupling property of the \( \xi \) mapping is only valid for small values of \( \alpha \) and \( \beta \). Consequently, the decoupled arm model (9) is an approximation of the true dynamics for large angles.

Given that the pressure dynamics are controlled in the inner control loops, they are modeled as two decoupled first-order systems. Thereby, interactions with the arm movement are taken into account. In particular, \( \dot{\alpha} \) is assumed to linearly affect \( \Delta \dot{p}_{\alpha} \), and analogously for \( \dot{\beta} \) and \( \Delta \dot{p}_{\beta} \). Therefore, the pressure dynamics can be written as,

\[ \begin{align*}
\Delta \dot{p}_{\alpha} &= 1/\tau_\alpha (\Delta p_{\alpha SP} - \Delta p_{\alpha}) + c_\alpha \dot{\alpha} \\
\Delta \dot{p}_{\beta} &= 1/\tau_\beta (\Delta p_{\beta SP} - \Delta p_{\beta}) + c_\beta \dot{\beta},
\end{align*} \]

(10)

where \( \tau_\alpha, \tau_\beta \) are the time constants of the closed-loop pressure dynamics and \( c_\alpha, c_\beta \) are related to the interaction with the arm movements.

D. System Identification

A series of sinusoidal signals with frequencies ranging from 0.5 Hz to 5 Hz are applied to both inputs \( \Delta p_{\alpha SP} \) and \( \Delta p_{\beta SP} \) to generate training data to identify the arm dynamics (9). The sinusoidal signals of different frequencies are applied with equal time duration to generate balanced data for each frequency. Step inputs, which excite all frequencies simultaneously, are used to generate training data to identify the pressure dynamics (10). The magnitudes of the applied steps cover a large range of the input space \( (\Delta p_{\alpha SP}, \Delta p_{\beta SP}) \).

The recorded data sets contain time series of variables \( \alpha, \beta, \Delta p_{\alpha}, \Delta p_{\beta}, \Delta p_{\alpha SP} \) and \( \Delta p_{\beta SP} \). The differentiated values \( \dot{\alpha}, \dot{\beta}, \ddot{\alpha}, \ddot{\beta}, \Delta \dot{p}_{\alpha} \) and \( \Delta \dot{p}_{\beta} \) are obtained through differentiation of the spline interpolations of \( \alpha, \beta, \Delta p_{\alpha}, \Delta p_{\beta} \). All variables are normalized to \([-1, 1]\). Finally, the parameters in (9) and (10) are identified via linear regression.

IV. OFFSET-FREE MODEL PREDICTIVE CONTROL

In this section, the implementation of the offset-free MPC approach is discussed. First, the model identified in the previous section is augmented with a disturbance state, and then the disturbance is estimated with a steady state Kalman filter [20]. Second, the tracking target that accounts for the estimated disturbance and ensures offset-free tracking is computed in the target calculation problem. Third, the constraint set for the MPC optimization problem is defined. Finally, the three components are combined to formulate the MPC optimization problem. The effectiveness of the offset-free MPC approach is evaluated and compared to a standard MPC without a disturbance compensation scheme.

A. Disturbance Augmentation and Estimation

The system model combining the arm dynamics (9) and the pressure dynamics (10) can be reformulated as

\[ \begin{align*}
\dot{x} &= \begin{bmatrix} 0 & 1 & 0 \\ -k_\alpha -d_\alpha & h_\alpha & 0 \\ 0 & c_\alpha & -1/\tau_\alpha \\ 0 & -k_\beta & h_\beta \\ 0 & 0 & -c_\beta -1/\tau_\beta \end{bmatrix} x + \begin{bmatrix} 0 \\ 0 \\ 1/\tau_\alpha \\ 0 \\ 0 \\ 1/\tau_\beta \end{bmatrix} u, \\
&=: A^c x + B^c u + d \\
d &= 0.
\end{align*} \]

(11)

where \( u \) and \( x \) are defined in (7) and (8). Assuming that the disturbance acting on the system remains constant across the MPC prediction horizon, the model is augmented with the following constant disturbance \( d \).

\[ \dot{x} = A^c x + B^c u + d \]

(12)

The augmented model is discretized using the exact discretization method with a sampling time \( T_s \), which results in the following discrete time linear model,

\[ \begin{bmatrix} x(k) \\ d(k) \end{bmatrix} = \begin{bmatrix} A & E \\ 0 & I \end{bmatrix} \begin{bmatrix} x(k-1) \\ d(k-1) \end{bmatrix} + \begin{bmatrix} B \\ 0 \end{bmatrix} u(k-1), \]

(13)

where \( A, B, \) and \( E \) are the state matrices.
where $A$, $B$ and $E$ are the discrete time matrices, $I$ the identity matrix, and $k$ the time index.

As discussed in Section III all states in $x$ are retrieved from sensor data, therefore the measurement model of the augmented system is as follows,

$$
z(k) = \begin{bmatrix} I & 0 \end{bmatrix} \begin{bmatrix} x(k) \\ d(k) \end{bmatrix}, \quad (14)$$

where $z(k)$ denotes the measurement at time step $k$.

We assume additive zero-mean Gaussian noise in the process model (13) and the measurement model (14). The standard steady state Kalman filter formulation [20] is applied to design an estimator for the augmented state, and the resulting estimate is denoted as $(\hat{x}(k), \hat{d}(k))$. The update equations of the steady state Kalman filter is given by,

$$
\begin{bmatrix} \dot{x}(k) \\ \dot{d}(k) \end{bmatrix} = \begin{bmatrix} \hat{A} & \hat{B} \\ \hat{C} & \hat{D} \end{bmatrix} \begin{bmatrix} x(k) \\ d(k) \end{bmatrix} + \begin{bmatrix} \hat{W} \\ \hat{V} \end{bmatrix} + \begin{bmatrix} \hat{H} \\ \hat{G} \end{bmatrix} \begin{bmatrix} x(k) \\ d(k) \end{bmatrix}, \quad (15)
$$

where $\hat{K}_\infty$ is the steady state Kalman filter gain [20] and $\hat{A}$, $\hat{B}$ are defined as follows,

$$
\hat{A} = (I - \hat{K}_\infty \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix}) \begin{bmatrix} A & E \\ 0 & I \end{bmatrix},
\hat{B} = (I - \hat{K}_\infty \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix}) \begin{bmatrix} B \\ 0 \end{bmatrix}, \quad (16)
$$

B. Target Calculation

Given a single desired angle set point $r = (\alpha_{SP}, \beta_{SP})$ and the current disturbance estimate $\bar{d}$, the target state and input $(\bar{x}, \bar{u})$ that account for the estimated disturbance and ensure offset-free tracking are computed by solving the following linear equations (see [12] for more details),

$$
\begin{bmatrix} A-I & B \\ H & 0 \end{bmatrix} \begin{bmatrix} \bar{x} \\ \bar{u} \end{bmatrix} = \begin{bmatrix} -E\bar{d} \\ r \end{bmatrix}, \quad (17)
$$

where $H$ selects the first and the fourth entries of $\bar{x}$,

$$
H = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \end{bmatrix}. \quad (18)
$$

If no unique solution exists, the pseudo-inverse is applied to compute $(\bar{x}, \bar{u})$. The resulting target $\bar{x}$ and $\bar{u}$ take into account the disturbance acting on the state evolution and the tracking of the set point.

In most tracking tasks, however, the goal is not to track a single set point, but rather a trajectory of desired set points. In this case, the target calculation for a single set point is extended to address a trajectory of set points. At each time step, a set point trajectory denoted as $(r_0, \ldots, r_N)$ is required to be tracked by the MPC controller, where $N$ is the MPC prediction horizon length, and $r_i$ represents the desired set point $i$ time steps ahead of the current time step. A trajectory of target states and inputs is computed by repeatedly solving (17) for each set point,

$$
\begin{bmatrix} A-I & B \\ H & 0 \end{bmatrix} \begin{bmatrix} \bar{x}_i \\ \bar{u}_i \end{bmatrix} = \begin{bmatrix} -E\bar{d} \\ r_i \end{bmatrix}, \quad i = 0, \ldots, N, \quad (19)
$$

where $\bar{d}$ is assumed to be constant over the prediction horizon, and $(\bar{x}_i, \bar{u}_i)$ denotes the target at prediction step $i$.

N

D. MPC Optimization Problem

Combining the previous building blocks, the MPC optimization problem is formulated as

$$
\min_{x_i, u_i} \|x_N - \bar{x}_N\|_P \\
+ \sum_{i=0}^{N-1} \|x_i - \bar{x}_i\|_Q + \|u_i - \bar{u}_i\|_R + \|u_i - u_{i-1}\|_{R_d}
$$

s.t. $x_i = x(k)$, $u_{i-1} = u(k-1)$, for $i = 0$

$$
x_{i+1} = Ax_i + Bu_i + E\bar{d}(k), \text{ for } i = 0, \ldots, N-1
$$

$u_i \in \mathbb{U}$, for $i = 0, \ldots, N-1,$

where $\|x\|_M$ denotes the induced norm of a vector $x$ by the weighting matrix $M$. At time step $k$, $x(k)$ is the measurement of the current state, and $\bar{d}(k)$ denotes the disturbance estimate from the steady state Kalman filter. Because the state measurement $x(k)$ has high accuracy and is updated
Fig. 4: The cascaded control architecture employed for the robotic arm. The first input from the MPC optimization problem is converted to the pressure set points via the inverse mapping $\xi^{-1}$. The set points for the actuator pressures are tracked in separate inner control loops at a higher rate.

with a higher frequency than the steady state Kalman filter, it has a lower latency and is directly used as the state feedback. The cost matrix $Q$ penalizes a deviation of the state from its target, the matrix $R$ similarly for the input and the cost matrix $P$ a deviation from the terminal target. The last term in the cost function including the cost matrix $R_d$ introduces a cost on the input rate. By penalizing the change between consecutive input values, the smoothness of the resulting input is improved, which limits control action at high frequencies that are beyond the bandwidth of the low-level pressure controllers.

The overall control architecture is shown in Fig. 4. The MPC optimization problem (21) is solved in a receding-horizon fashion at each time step. From the first control input $u_0$, the three pressure set points $p_{ASP}, p_{BSP}$, and $p_{CSP}$ are retrieved via the $\xi^{-1}$ mapping. The pressure set points $p_{ASP}, p_{BSP}$, and $p_{CSP}$ are then tracked in the inner control loops.

E. Trajectory Tracking Experimental Results

Besides the offset-free MPC discussed above, a standard MPC controller is implemented for comparison. The standard MPC is realized by disabling the disturbance compensation scheme. The prediction horizon length is set to $N = 50$ and the sampling time is set to $T_s = 0.02s$ for both controllers. The optimization problems are solved using the interior-point-based solver FORCES PRO [21]. The controllers are implemented in C++ and are executed on a laptop computer (Intel i7, quad-core, 1.8 GHz).

Both controllers are commanded to track the same angle trajectory consisting of a ramp trajectory with magnitudes of both angles randomly generated in the interval $[-30\,\text{deg},\,30\,\text{deg}]$ and angular velocities randomly generated in the interval $[60\,\text{deg/s},\,300\,\text{deg/s}]$, a soft step trajectory with step magnitudes of both angles randomly generated in the interval $[-30\,\text{deg},\,30\,\text{deg}]$ (a section of this trajectory is shown in Fig. 5) and a sinusoidal trajectory with frequencies in the range between $0.5\,\text{Hz}$ and $3\,\text{Hz}$. The two controllers are tuned for the best individual tracking performance over the entire trajectory.

The Root Mean Square Errors (RMSE) of both $\alpha$- and $\beta$-directions are computed and then averaged. The offset-free MPC controller has an average RMSE of $1.8^\circ$, which is $35\%$ smaller than the average RMSE of $2.8^\circ$ from the standard MPC. Moreover, the offset-free MPC can track step set points without offset, while the standard MPC shows static offsets, as shown in Fig. 5.

We also implemented an MPC with integral action by including the integral of both angles in the state vector. Although this controller shows zero steady state offset, there is a trade off between a fast rise time (high cost on integral states) and little overshoot (small cost on integral states). The overall tracking performance was better than the standard MPC but worse than the offset-free MPC.

Fig. 5: A section of the evaluation trajectory. The black dashed line denotes the set point trajectory (SP), the orange line the trajectory from the offset-free MPC (OSFMPC) and the blue line the trajectory from the standard MPC (MPC). The green dotted line in the upper plot denotes the estimated disturbance in the $\alpha$-direction of (9), and the one in the lower plot denotes the estimated disturbance in the $\beta$-direction. As these two disturbances act in the acceleration directions, they can be interpreted as mass-normalized torques acting on the robotic arm. Without the disturbance compensation scheme, the standard MPC has tracking offsets in the direction of the estimated disturbances. Note that the offsets are not linearly proportional to the disturbances due to the nonlinear relationship between the actuator pressures and the resulting actuation torques. For the tracking of step set points in both the $\alpha$- and $\beta$-directions, the standard MPC shows a maximum steady state offset of $5^\circ$ and the offset-free MPC a maximum offset below $0.5^\circ$. 


V. BALL CATCHING APPLICATION

In this section, the ball catching application using the offset-free MPC is discussed. First, the intersection point between the thrown ball and the spherical range of the robotic arm is predicted with an estimator. Subsequently, the predicted intersection point is used in a motion planner to generate a trajectory of angle set points for the offset-free MPC. Finally, the set point trajectory guides the controller to catch the ball.

A. Intersection Estimator

An estimator is designed to predict where the thrown ball intersects with the sphere of the arm. The current position of the ball is measured using the motion capture system. An extended Kalman filter [20] is applied to smooth the ball position measurements and estimate the velocity of the ball as well as the aerodynamic drag coefficient. The predicted intersection point between the ball and the spherical range of the arm is computed by forward-predicting the model.

The ball is modeled as a point mass under the influence of gravity and aerodynamic drag where spin is neglected [22]. With the ball’s position denoted as \( \mathbf{r}_B \), the equation of motion is given by,

\[
\ddot{\mathbf{r}}_B = g - K_D ||\dot{\mathbf{r}}_B|| \dot{\mathbf{r}}_B ,
\]

where \( K_D \) is the constant aerodynamic drag coefficient, and \( g = [0, 0, -9.81]^T \) denotes the gravity vector. As the aerodynamic drag coefficient \( K_D \) varies for different balls [22], it is included in the state to be estimated online. The ball state is defined as

\[
\mathbf{x}_B = (\mathbf{r}_B, \dot{\mathbf{r}}_B, K_D) .
\]

The dynamic model of the ball is formulated as

\[
\dot{\mathbf{x}}_B = \begin{bmatrix} \dot{\mathbf{r}}_B \\ g - K_D ||\dot{\mathbf{r}}_B|| \dot{\mathbf{r}}_B \\ 0 \end{bmatrix} .
\]

The measurement model of the ball is given by

\[
z_B = [I_{3\times3} \quad 0_{3\times4}] \mathbf{x}_B ,
\]

where \( z_B \) denotes the measurement of the ball position. The dynamic model [22] is discretized using the Runge-Kutta 4th order method with a sampling time of 0.005 s. With the discretized ball model and the measurement model [25], the standard extended Kalman filter formulation is applied to design an estimator for the ball state \( \mathbf{x}_B \).

Once the ball is detected in the air, the extended Kalman filter starts to update. Given the estimate of the ball state from the filter, the state is forward predicted until the ball position intersects with the sphere, as shown in Fig. 6. The predicted intersection point is expressed in the angular space as \((\tilde{\alpha}, \tilde{\beta})\).

\[
\text{Fig. 6: The intersection point } (\tilde{\alpha}, \tilde{\beta}) \text{ is predicted using the ball’s state estimate and its forward prediction. In the motion planner, the shortest path between the current end-effector position } (\alpha, \beta) \text{ and the predicted intersection point } (\tilde{\alpha}, \tilde{\beta}) \text{ is computed, which lies on the great circle of the sphere. The shortest path is denoted as the dashed line between these two positions.}
\]

B. Motion Planner

At each time step, a desired set point trajectory that connects the current end-effector position \((\alpha, \beta)\) and the estimated intersection point \((\tilde{\alpha}, \tilde{\beta})\) is commanded to the MPC controller. Although it is possible to command the offset-free MPC to directly track the estimated intersection point \((\tilde{\alpha}, \tilde{\beta})\) as a single step, planning a smoother trajectory for the controller can reduce overshoot and consequently increase the success rate of catching a ball. As the end-effector is moving on a sphere, the shortest path between \((\alpha, \beta)\) and \((\tilde{\alpha}, \tilde{\beta})\) is the circular arc that passes these two positions and lies on a great circle \(L\) of the sphere (see Fig. 6). The angle of this circular arc is denoted as \(\theta\). By setting a constant angular velocity \(\omega_{SP}\), this circular arc is divided into \(M\) pieces with equal length, where \(M = \frac{\theta}{(\omega_{SP}T_s)}\). If \(M\) is not an integer, ceiling is applied. The evenly divided positions on the arc are denoted as \((r_0, \ldots, r_M)\), where \(r_0 = (\alpha, \beta)\) and \(r_M = (\tilde{\alpha}, \tilde{\beta})\). It is worth emphasizing that the trajectory \((r_0, \ldots, r_M)\) is the shortest path between the current arm position and the predicted intersection point. Note that this path does not coincide with a straight line in the \(\alpha, \beta\)-plane. The first \(N + 1\) elements of \((r_0, \ldots, r_M)\) are set as the set point trajectory for the offset-free MPC. If \(M\) is smaller than \(N\), the last set point \(r_M\) is repeated. In practice, \(\omega_{SP}\) is set to \(240 \text{ deg/s}\) to generate a fast trajectory for ball catching. The angular velocity of \(240 \text{ deg/s}\) has been assessed in the trajectory tracking experiment shown in Section IV and it is within the tracking capability of the offset-free MPC.

C. Experimental Results

The same controller settings are used for the ball catching experiments as for the evaluation experiment shown in Fig. 5.
Fig. 7: Statistical analysis of the ball catching application. In the left hand plot, the intersection points are expressed in the angular space. The green dashed boundary denotes the reachable range of the robotic arm given the input constraints listed in Section VI which is identified from experiments. The blue points are the intersection points of the successful catches, while the red points are the intersection points of the unsuccessful ones. Because the balls are thrown from a fixed position, the intersection points concentrate on a corner of the angular space. In the right hand plot, the intersection points of all the successful throws are projected on to the plane of the net opening.

For a statistical analysis of the success rate and the accuracy, the ball catching experiments where a person throws the ball at a fixed position two meters away from the robotic arm are repeated multiple times. The throws that do not intercept with the sphere are not considered in the analysis because they are physically impossible for the robotic arm to catch. The experimental results are shown in Fig. 7 (left). As the ball is thrown from the positive to the negative α-direction, a throw may align with the net opening poorly with a trajectory nearly tangential to the sphere if it lands in the region with negative α. Additionally, a throw may collide with the net’s frame when it lands closer to the boundary of the system’s range of motion. As a result, these regions have a lower success rate. Among 68 throws, 62 throws were successfully caught by the robotic arm while six throws were not, which equals a success rate of 91%. In Fig. 7 (right), the intersection points of the successful throws are projected on to the plane of the net opening. The average distance from these projected points to the center of the net opening is 9.7 mm, around one-third of the radius of the net opening (31 mm).

In order to test the robustness against disturbances of the proposed control approach, ventilation fans are used to generate wind gusts acting as disturbances in the ball catching experiment. As the predicted intersection point and the set point trajectory from the motion planner are recomputed at every time step, it allows the controller to reject disturbances applied on the flying ball. Because the wind mainly acts in the positive x-direction, the predicted intersection point is constantly re-adjusted in this direction, as shown in Fig. 8. When the ball gets closer to the sphere, the predicted intersection point becomes more accurate. As a result, the net is controlled toward the true intersection position and eventually successfully catches the ball. A video showing the ball catching experiment under the wind gust disturbance is available in the video attachment (https://youtu.be/b8ov1Jzd89k).

We also tried to implement the ball catching application with the standard MPC. However, the success rate is below 30% for the same experiment as shown in Fig. 7 due to the significant tracking offsets.

VI. CONCLUSION

An offset-free MPC controller is implemented on a soft robotic arm. This controller employs a simple linear model and compensates for the residual model errors with a disturbance estimation scheme. In the trajectory tracking evaluation, it outperforms the standard MPC with a 35% smaller tracking error. Furthermore, the offset-free MPC is used to realize a ball catching application. It is shown that this controller can successfully catch a ball while rejecting external disturbances, which demonstrates the responsiveness, accuracy, and robustness of the control approach proposed. These results indicate that the offset-free MPC can cope with control challenges associated with the use of soft materials despite the simplicity of the employed model.

Currently, the stiffness-related variable \( \tilde{p} \) is set to a constant value in modeling and control, which limits the joint stiffness of the soft robotic arm. Future work will apply offset-free MPC to a model parametrized by \( \tilde{p} \) for stiffness control of the robotic manipulator.
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