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Abstract

We provide a framework to study the interfaces imposed by Dobrushin boundary conditions on the half-plane version of the Ising model on random triangulations with spins on vertices. Using the combinatorial solution by Albenque, Ménard and Schaeffer ([2]) and the generating function methods introduced by Chen and Turunen ([8], [9]), we show the local weak convergence of such triangulations of the disk as the perimeter tends to infinity, and study the interface imposed by the Dobrushin boundary condition. As a consequence of this analysis, we verify the heuristics of physics literature that discrete interface of the model in the high-temperature regime resembles the critical site percolation interface, as well as provide an explicit scaling limit of the interface length at the critical temperature, which coincides with results on the continuum Liouville Quantum gravity surfaces. Overall, this model exhibits simpler structure than the model with spins on faces, as well as demonstrates the robustness of the methods developed in [8], [9].

1 Introduction

Recent years have seen a great number of works where a peeling process is used to study the geometry of random planar lattices. The idea of peeling was first introduced by Watabiki in [19] and later made rigorous by Angel in [3] in the context of pure gravity. It has proven out to be a great means to explore in particular random planar maps of the half-plane topology, to study the distances on maps, and to study the interfaces imposed by statistical physics models on them. For example, peeling techniques have been used in the context of percolation ([3], [4], [5], [18]), Eden model ([12], [17]) and the $O(n)$ model ([7]).

More recently, the peeling process has also been applied to study the random triangulations of the disk coupled to the Ising model on faces by Chen and the author in the works [8] and [9]. There, the authors have developed a machinery based on analytic combinatorics and rational parametrizations to understand the asymptotic behavior of the partition functions, and constructed local limits using the infinite boundary limits of the perimeter processes associated with the peeling process. Meanwhile, Albenque, Ménard and Schaeffer
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studied a similar model, with the exception that they considered triangulations with spins on the vertices and showed the local convergence for the full-plane topology ([2]). In the combinatorial part, they develop further the method of invariants introduced in [6], where one intermediate step is also the combinatorial decomposition of a triangulation with a Dobrushin boundary condition, which can also be viewed as the combinatorial definition of the one-step peeling operation. In this work, we use the combinatorial results of [2] to retrieve the results of [8] and [9] for the model with spins on the vertices. Many of the proofs are mutatis mutandis of the proofs found in our previous works, and thus most of the details are omitted. That said, to some extent this work can also be viewed as an expository work of the previous articles [8], [9].

The advantages of the model with spins on vertices lie in the simplicity of the peeling process and the symmetry with respect to the spins, as well as in the fact that the interface is a well-defined simple curve, unlike in the case of spins on the faces. The self-duality of this model under the spin-flip also yields a critical percolation like behavior in the high-temperature regime, which differs drastically from the corresponding behaviour for the spins on faces. There, the behaviour is rather reminiscent of the subcritical face percolation. In the critical temperature, the simplicity of the interface allows us to deduce the explicit scaling limit of the interface length.

1.1 Definition of the model

Planar maps. A finite planar map is a proper embedding of a finite connected graph into the sphere $S^2$, viewed up to orientation-preserving homeomorphisms of $S^2$. Loops and multiple edges are allowed in the graph. All planar maps in this work are rooted, i.e. equipped with a distinguished oriented edge called the root edge. In a rooted planar map $g$, the face incident to the right of the root edge is called the external face, and all other faces are internal faces. The boundary length (or perimeter) of $g$ is the degree of its external face. A (rooted) triangulation with boundary is a rooted planar map whose internal faces are all triangles. When the external face has no pinch-points (i.e. the boundary is a simple path), we call it a triangulation of the $p$-gon, where $p$ is its perimeter. We denote by $E(g)$ the set of edges and by $V(g)$ the set of vertices of $g$.

Ising model on the vertices of a map. Following [2], the partition function of the Ising model (without an external magnetic field) on the vertices of a map $g$ is defined by

$$Z(g, \nu) = \sum_{\sigma : V(g) \to \{\pm1\}} \nu^{m(g, \sigma)}$$

where $\nu > 0$ is the coupling constant, $\sigma$ represent the spin configuration and $m(g, \sigma)$ is the number of monochromatic edges (edges which share the same spin in the endpoints). Moreover, we consider the Dobrushin boundary conditions, that is, the spins on the boundary vertices are fixed by a sequence of the form $+^p-^q$ ($p$ $+$’s followed by $q$ $-$’s) in the counterclockwise order from the root. Throughout this work, we call the root edge $\rho$ and the other bichromatic boundary edge opposite to the root $\rho^\dagger$.

Ising triangulations. Let $G_{p,q}$ be the set of rooted planar triangulations of the $(p+q)$-gon, endowed with the Dobrushin boundary condition of type $+^p-^q$, which we will call triangu-
Figure 1: An example of a vertex-decorated Ising triangulation of the $p + q$-gon with Dobrushin boundary condition $(p, q) = (5, 4)$, where $\rho$ denotes the root edge and $\rho^\dagger$ the other extremity. The triangulation has 27 edges and 17 monochromatic edges.

lations of the $(p, q)$-gon. From a combinatorial point of view, if $\sigma$ is a spin configuration on $V(g)$, then the pair $(g, \sigma)$ is just a vertex-bicolored map. Let us denote by $G_{p,q}^\sigma$ the set of vertex-bicolored triangulations of the $(p, q)$-gon.

For $\nu > 0$, let

$$z_{p,q}(t, \nu) = \sum_{g \in G_{p,q}^\sigma} Z(g, \nu)^{|E(g)|} = \sum_{(g, \sigma) \in G_{p,q}^\sigma} \nu^{m(g, \sigma)} |E(g)|.$$  \hfill (2)

This is called the partition function of the Ising-triangulation of the $(p, q)$-gon. In the end, we are interested in the asymptotics of this quantity as $p, q \to \infty$, giving information about large Ising-triangulations with a boundary. In order to encode the partition functions, define first the generating series of Ising-triangulations with a monochromatic boundary (also known as disk amplitude), by

$$Z_0(u; t, \nu) := \sum_{p \geq 1} z_{p,0}(t, \nu) u^{p}. \hfill (3)$$

Then, define the generating series of $(z_{p,q})_{p,q \geq 1}$:

$$Z(u, v; t, \nu) = \sum_{p,q \geq 1} z_{p,q}(t, \nu) u^{p} v^{q}. \hfill (4)$$

Observe that $Z_0(u)$, unlike in the case of spins on the faces, cannot be recovered from $Z(u, v)$ via coefficient extraction. Since this might appear to look like a problem when applying the singularity analysis methods of [8] and [9], we will also consider the generated function

$$\tilde{Z}(u, v; t, \nu) := \sum_{p+q \geq 1} z_{p,q}(t, \nu) u^{p} v^{q} = Z(u, v; t, \nu) + Z_0(u; t, \nu) + Z_0(v; t, \nu). \hfill (5)$$

Let also $Z_0(u; t, \nu) = [v^q] Z(u, v; t, \nu)$ for $q \geq 1$. 

For each $\nu > 0$, let $t_c(\nu)$ be the radius of convergence of the series $t \mapsto z_{1,0}(t, \nu)$. In [2] Theorem 6, it was shown that $t_c(\nu)$ is the unique dominant singularity of $t \mapsto z_{p,q}(t, \nu)$ for all $p \geq 0$, $q \geq 0$, such that $p + q \geq 1$. Moreover, it was shown that $z_{p,q}(t, \nu) < \infty$ if $|t| \leq t_c(\nu)$. In the sequel, we will only consider parameters $(t, \nu)$ on the critical line $t = t_c(\nu)$. Doing so, we may omit $t$ from the list of variables, and write $z_{p,q}(\nu) \equiv z_{p,q}(t_c(\nu), \nu)$, $Z(u, v; \nu) \equiv Z(u, v; t_c(\nu), \nu)$, and so on. The finiteness of $z_{p,q}(\nu)$ allows us to consider the Boltzmann distribution, which is a special case of the one in [2], Definition 22, defined for more general boundary conditions.

**Definition 1.** The Boltzmann Ising-triangulation of the $(p,q)$-gon is the law $P^\nu_{p,q}$ defined by

$$P^\nu_{p,q}((t, \sigma)) = \frac{\nu^m(l, \sigma)t_c(\nu)^{E(t)}}{z_{p,q}(\nu)}$$

for all $(t, \sigma) \in G_{p,q}^\nu$.

The local distance between Ising-decorated triangulations (or maps in general) is defined by

$$d_{\text{loc}}((t, \sigma), (t', \sigma')) = 2^{-R}$$

where $R = \sup \{r \geq 0 : [t, \sigma]_r = [t', \sigma']_r\}$

and $[t, \sigma]_r$ denotes the ball of radius $r$ around the origin in $(t, \sigma)$ which takes into account the spins of the vertices. The set $\mathcal{BT}$ of (finite) vertex-bicolored triangulations of polygon is a metric space under $d_{\text{loc}}$. Let $\overline{\mathcal{BT}}$ be its Cauchy completion. Recall that an (infinite) graph is one-ended if the complement of any finite subgraph has exactly one infinite connected component. It is well known that a one-ended map has either zero or one face of infinite degree [11]. We call an element of $\overline{\mathcal{BT}} \setminus \mathcal{BT}$ a vertex-bicolored triangulation of the half plane if it is one-ended and its external face has infinite degree. Namely, such a triangulation has a proper embedding in the upper half plane without accumulation points and such that the boundary coincides with the real axis. We denote by $\overline{\mathcal{BT}}_\infty$ the set of all vertex-bicolored triangulations of the half plane.

### 1.2 Main results

We obtain the local convergence, i.e. the convergence in distribution w.r.t. the local distance, of vertex-decorated Ising-triangulations as the perimeter of the disk tends to infinity, for high temperatures and at the critical point:

**Theorem 2** (Local limits of Boltzmann Ising-triangulations).

For every $1 < \nu \leq \nu_c = 1 + 1/\sqrt{7}$, there exists a probability distribution $P^\nu_{\infty}$, such that for all $0 < \lambda_{\text{min}} \leq 1 \leq \lambda_{\text{max}} < \infty$,

$$P^\nu_{p,q} \xrightarrow{d_{\text{loc}}} P^\nu_{\infty} \quad \text{while} \quad \frac{q}{p} \in [\lambda_{\text{min}}, \lambda_{\text{max}}]$$

locally in distribution. We also have

$$P^{\nu_c}_{p,q} \xrightarrow{d_{\text{loc}}} P^{\nu_c}_{\infty} \quad \text{and} \quad P^{\nu_c}_{p} \xrightarrow{d_{\text{loc}}} P^{\nu_c}_{\infty}.$$

The laws $P^\nu_{\infty}$ and $P^{\nu_c}_{\infty}$ are supported on $\overline{\mathcal{BT}}_\infty$. 
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Remark 3. The above local convergence could be proven for $\nu > \nu_c$ too, with apparently more complicated rational parametrizations which require cumbersome technical details for being simplified. We do not do it here, since we expect a trivial interface structure in the form of a bottleneck. See the analogous case for the spins in the faces in [9]. Moreover, the two-step local limit should also hold for $1 < \nu < \nu_c$ (in fact for all $\nu > 1$), but it is not proven here, since it requires slightly more technical lemmas and thus provides little value for this work. We also leave the treatment of the antiferromagnetic regime $0 < \nu < 1$ for future work.

Assume now $\nu = \nu_c$. Let $\eta_{p,q}$ be the length of the interface between the edges $\rho$ and $\rho^\dagger$ in an Ising-triangulation $(t,\sigma)$ sampled from $\mathbb{P}_p \equiv \mathbb{P}_p^{\nu_c}$. Similarly, let $\eta_p$ be the length of the interface in $(t,\sigma)$ sampled from $\mathbb{P}_p \equiv \mathbb{P}_p^{\nu_c}$. The main theorem of this work comprises the following scaling limits of the interface length:

**Theorem 4.** Let $\nu = \nu_c$, and $\mu := \frac{11-5\sqrt{7}}{12\sqrt{7} - 48} > 0$. Then

$$\forall t > 0, \lim_{p \to \infty} \mathbb{P}_{p,q}(\mu \eta_{p,q} > tp) = \int_t^\infty (1 + s)^{-7/3}(\lambda + s)^{-7/3} ds$$

where the limit is taken such that $q/p \to \lambda \in (0,\infty)$. In particular, for $\lambda = 1$,

$$\lim_{p \to \infty} \mathbb{P}_p(\eta_{p,q} > tp) = (1 + \mu t)^{-11/3}.$$  

Moreover, we have

$$\forall t > 0, \lim_{p \to \infty} \mathbb{P}_p(\eta_p > tp) = (1 + \mu t)^{-4/3}.$$  

**Remark 5.** The limit law $\mathbb{P}(L > t) := \int_t^\infty (1 + x)^{-7/3}(\lambda + x)^{-7/3} dx$ has an interpretation in the continuum Liouville Quantum Gravity as the length of the gluing interface of two independent quantum disks of the LQG of parameter $\gamma = \sqrt{3}$ along suitable scaled boundary segments (see [14], [13]). This is explained in detail in [9] and the references therein. Similarly, the limit law $\mathbb{P}(M > t) := (1 + \mu t)^{-4/3}$ is the length of the gluing interface of a quantum disk together with a thick quantum wedge along a suitable boundary segment. This is demonstrated in [8]. To summarize, in both cases the limit laws match the predictions from the mating of trees theory of LQG, suggesting that the scaling limit of the interface coupled to a suitable conformal structure should be an SLE(3) curve on a LQG surface.
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2 Combinatorics of the model

2.1 Recursive decomposition via peeling

The peeling process is considerably simpler than in the case of spins on the faces. For completeness, we recall the construction from [2]. We consider a vertex-bicolored triangulation.
Theorem 13), an equation of one catalytic variable for the disk amplitude is obtained:

This system is solved in [2] using a generalization of the kernel method. As an outcome ([2], Theorem 13), an equation of one catalytic variable for the disk amplitude is obtained:

\[ Z(u, v) = t \left( \frac{1}{v} (Z(u, v) - uZ_1(v)) + \frac{1}{v} (Z(u, v) - vZ_1(u)) + Z(u, v)Z_0(v) \right) + uv \]

\[ Z_0(u) = tu \left( \frac{1}{v} (Z_0(u) - uz_{1,0}) + \frac{1}{u} Z_0(u)^2 + Z_1(u) + u^2 \right) \]

This system is solved in [2] using a generalization of the kernel method. As an outcome ([2], Theorem 13), an equation of one catalytic variable for the disk amplitude is obtained:

\[ 2t^2\nu(1 - \nu) \left( \frac{Z_0(u)}{u} - z_{1,0} \right) = u \cdot \text{Pol} \left( \nu, \frac{Z_0(u)}{u}, z_{1,0}, z_{2,0}, t, u \right) \]

where \( \text{Pol}(\nu, a, a_1, a_2, t, u) \) is an explicit polynomial. For us, the starting point is its equivalent form ([2], (24))

\[ 0 = 2\nu(\nu - 1)t^2Z_0(u)^3 + (\nu^2t^3u^2 - (\nu(\nu + 1) - 2)tu + 4t^2\nu(\nu - 1))Z_0(u)^2 + (-2t^2\nu(\nu - 1)uz_{1,0} + \nu(2\nu - 3)t^2u^3 + (2\nu^2t^3 + \nu - 1)u^2 - (\nu(\nu + 1) - 2)tu + 2t^2\nu(\nu - 1))Z_0(u) \]

\[ - 2t^2\nu(\nu - 1)u^2z_{1,0}^2 + (-2u^3\nu^3 + (\nu(\nu + 1) - 2)u^2 - 2\nu(\nu - 1)t^2u)z_{1,0} \]

\[ - 2\nu(\nu - 1)t^2u^2z_{2,0} + u^5t^3\nu^2 - \nu(\nu - 1)tu^4 + \nu(\nu - 1)t^2u^3. \]
2.2 Solutions of the generating functions as rational parametrizations

We make the changes of variables \( t^3 \to T \), \( tZ_0(u)/u \to F \) and \( t^2u \to U \) as well as \( tz_{1,0} \to Z_1 \) and \( t^2z_{2,0} \to Z_2 \), which gives the following expression equivalent with (11):

\[
0 = 2\nu(\nu - 1)U^2F^3 + (\nu^2U^3 - (\nu(\nu + 1) - 2)U^2 + 4\nu(\nu - 1)TU)F^2 + (-2\nu(\nu - 1)\nuTU
+ \nu(2\nu - 3)U^3 + 2\nu^2TU^2 + (\nu - 1)U^2 - (\nu(\nu + 1) - 2)TU + 2\nu(\nu - 1)T^2)F
- 2\nu(\nu - 1)\nuZ_1TU + (2\nu^2TU^2 + (\nu(\nu + 1) - 2)TU - 2\nu(\nu - 1)\nuZ_1
\]

\[
- 2\nu(\nu - 1)\nuZ_2TU + \nu^2U^4 - \nu(\nu - 1)U^3 + \nu(\nu - 1)TU^2. \tag{12}
\]

The works [6] and [2] provide rational parametrizations for \( T, Z_1 \) and \( Z_2 \). In particular ([6], Theorem 23),

\[
T = \hat{T}(\nu, S) := S^{(1 + \nu)S - 2} \left[ \frac{(8(\nu + 1)^2S^3 - (11\nu + 13)(\nu + 1)S^2 + 2(\nu + 3)(2\nu + 1)S - 4\nu)}{32\nu^3(1 - 2S)^2} \right] \tag{13}
\]

where \( S = S(\nu, t) \) is the unique power series in \( t^3 \) with constant term zero and satisfying the above equation. The lengthy parametrizations \( \hat{Z}_1(\nu, S) \) and \( \hat{Z}_2(\nu, S) \) of \( Z_1 \) and \( Z_2 \), respectively, are given in the Maple worksheet [1].

Plugging the aforementioned parametrizations in equation (12) yields an algebraic equation of genus zero in the variables \( U \) and \( F = F(U) \). This fact is easily verified with computer algebra, and we only need the direct consequence that there exists a rational parametrization \((U, F) = (\hat{U}(H; S, \nu), \hat{F}(H; S, \nu)) \) in a complex variable \( H \), and want to find one. After this, we obtain a rational parametrization for \((u, v, Z(u, v))\), since the master functional equation system (9) has the solution

\[
\begin{align*}
Z(u, v) &= \frac{U(u)^2U(v)^2 - TU(u)U(v)(tZ_1(u) + tZ_1(v))}{TU(u)^2U(v)^2 - TF(u)F(v)(U(u) + U(v))}, \\
tZ_1(u) &= \frac{1}{\nu T} \left[ U(u)F(u)(1 - \nu F(u)) - \nu U(u)^2 - \nu T(F(u) - Z_1) \right].
\end{align*} \tag{14}
\]

Above, we denote \( U(x) := t^2x \) and \( F(x) := tz_0(x)/x \), and omit the parameters \( S \) and \( \nu \) for simplicity. However, these parametrizations are in general complicated, and thus we want to eliminate either \( S \) or \( \nu \). A natural and physically justified way to do this is to restrict to the critical line of the model.

2.3 Critical line

Recall that the critical temperature of the model is \( \nu_c = 1 + \frac{2}{\sqrt{\pi}} \). Let \( \nu \in (0, \nu_c] \) be fixed and \( S \) be a free complex parameter. It is easy to see that the rational parametrization \((\hat{T}, \hat{Z}_1)\) is real and proper in \( S \), thus amenable for the singularity analysis techniques of Appendix B in [8].

We see that if \( S = 0 \) then \((\hat{T}, \hat{Z}_1) = (0, 0)\). Thus, \((\hat{T}, \hat{Z}_1, \nu)\) parametrizes \( Z_1 \) locally at \( T = 0 \). Next, we want to find the critical points of this parametrization. They are exactly the values of \( S \) such that \(|\hat{Z}_1(\nu, S)| = \infty \) or \( \frac{\partial}{\partial S}\hat{T}(\nu, S) = 0 \). The former cannot hold, since we notice that the condition \(|\hat{Z}_1(\nu, S)| = \infty \) implies \( \hat{T}(\nu, S) = 0 \), which is not true since the radius of convergence of \( Z_1 \) is positive (see [2]). The solutions of \( \frac{\partial}{\partial S}\hat{T}(\nu, S) = 0 \) are precisely the solutions to the equation \((3S^2 - 3S + 1)\nu + 3S^2 - 3S = 0\), giving the unique solution...
\[ \nu = \frac{3S(1-S)}{3S^2-3S+1} \]. This identity defines a continuous bijection \( S \mapsto \nu(S) \) from \((0, S_c)\) to \((0, \nu_c)\), where \( S_c := \inf \{ S > 0 \mid \frac{9}{2} \hat{T}(\nu, S) = 0 \} = \frac{5-\sqrt{7}}{9} \) is the parameter of a dominant singularity of \( Z_1 \). Indeed, since \( Z_1 \) has positive coefficients as a combinatorial generating function, and furthermore \( \hat{T}(\nu, \infty) = \infty \), this result follows from Proposition 21 in [8].

Now for any \( \nu > 0 \), the critical value of \( T \) is \( T_c(S) := \hat{T}(S, \nu(S)) \), where \( \nu(S) = \frac{3S(1-S)}{3S^2-3S+1} \) for \( 0 < S \leq S_c \). We call the curve \((S, T_c(S))\) the critical line, and continue to work on it in the sequel. We stress that \( S \) is not a physical temperature parameter. In [2], the critical line in the physical temperature parameter \( \nu \) has been given the equation

\[ 276486^6 \nu^4 + 864(\nu - 1)(\nu^2 - 2\nu - 1)t^3 + (7\nu^2 - 14\nu - 9)(\nu - 2)^2 = 0, \]

which has the first branch solution (see [2])

\[ t^3(\nu) = T(\nu) = \frac{1}{576} \left( -9\nu^3 + 27\nu^2 + \sqrt{3}(\nu^2 - 2\nu - 3)^3 - 9\nu - 9 \right). \]

The corresponding expression of the critical line in \( S \) is

\[ T_c(S) = -\frac{1}{864} \left( 6S^2 - 10S + 3 \right) \left( 3S - 2 \right)^2. \]

### 2.4 Singularity analysis at \( \nu = \nu_c \)

**The singular behavior of the generating functions.** At \( \nu = \nu_c \), we have \( S_c = \frac{5-\sqrt{7}}{9} \), giving \( t_c := (T_c(S_c))^{1/3} = \frac{25\sqrt{7}-55}{864} \). Applying the parametrization method of the algcurves-package of Maple to equation (12), we find some rational parametrization \((\hat{U}(R), \hat{F}(R))\), for which we can apply Möbius transformations in order to move singularities and simplify its expression (see [1]). More precisely, we find it convenient to make the following change of variable: we move the value \( R_0 \) parametrizing \( F \) at the origin to 0 and the parameter of the dominant singularity \( R_c \) to 1 using the transformation \( R = R_0 - (R_0 - R_c)H \) (actually, we might just guess the values of \( R_0 \) and \( R_c \), and check that the corresponding values in the new parametrization are indeed as required). Then, defining \( \hat{u}(H) := t_c^{-2}\hat{U}(H) \) and \( \hat{Z}_0(H) := t_c^{-1}\hat{u}(H)\hat{F}(H) \) gives the following parametrization:

\[ \hat{u}(H) = \frac{4(\sqrt{7} - 4)}{(50\sqrt{7} - 110)^{2/3}} H^{2/3} \frac{2H^2 - 6H + 5}{H - 2}, \]

\[ \hat{Z}_0(H) = \frac{(\sqrt{7} - 1)(\sqrt{7} - 4)}{5(5\sqrt{7} - 11)} \cdot H \frac{8H^4 + (4\sqrt{7} - 44)H^3 + (96 - 20\sqrt{7})H^2 + (34\sqrt{7} - 101)H + 44 - 20\sqrt{7}}{(H - 2)^2}. \]

\[ \hat{Z}(H, K) = \]

\[ -\frac{8}{5} HK \left( \frac{(K^3 - 5K^2 + \frac{17}{2}K - 5)H^3 + (-5K^3 + 24K^2 - \frac{313}{8}K + 22)H^2}{(H - 2)^2(K - 2)^2(H + K - 2)} + \frac{(\frac{17}{2}K^3 - \frac{313}{8}K^2 + \frac{245}{4}K - 33)H - 5K^3 + 22K^2 - 33K + 17}{(H - 2)^2(K - 2)^2(H + K - 2)} \right). \]
We also define \( \check{Z}(H, K) := \check{Z}(H, K) + Z_0(H) + Z_0(K) \). We notice that \( H = 0 \) parametrizes the generating functions \( u \mapsto Z_0(u) \) and \( u \mapsto Z(u, v) \) at the origin. Moreover, an explicit computation of the derivative of \( \check{Z} \) shows that the smallest positive critical point of \( \check{Z} \) is \( H = 1 \) (the other one being \( \frac{5}{2} \)), and this critical point is a double zero of \( \check{Z}'(H) \). We define \( u_c := \check{Z}(1) = \frac{4(4 - \sqrt{7})}{(50\sqrt{7} - 110)^{2/3}} \). In the following, we drop the notion of \( \nu = \nu_c \) from the arguments of the generating functions for simplicity.

**Lemma 6.** The series \( (u, v) \mapsto \check{Z}(u, v) = Z_0(u) + Z_0(v) + Z(u, v) \) is absolutely convergent if and only if \( |u| \leq u_c \) and \( |v| \leq u_c \).

**Proof.** First, we note that \( \check{Z}(u, 0) = Z_0(u) \), having the parametrization \( (\check{u}(H), \check{Z}_0(H)) \). Then, since \( \check{Z}_0(H) \) only has pole at \( H = 2 > 1 \), it follows that \( u_c \) is the radius of convergence of \( Z_0(u) \); we use the argument of [8], Proposition 12. Moreover, \( \check{Z}_0(H) \) is finite at \( H = 1 \), which yields the convergence of \( Z_0(u) \) at \( u = u_c \). We also notice that \( \check{Z}(H, K) \) does not have a pole for which \( |H| \geq 1 \), since an explicit computation shows that the only candidate \( H = 1 \) appears to be a removable singularity. Thus, \( \check{Z}(u_c, u_c) < \infty \), and the rest follows from the proof of Proposition 12 in [8].

**Remark 7.** The reason why we consider the series \( \check{Z}(u, v) \) instead of \( Z(u, v) \) is the fact that \( Z(u, v) \) also converges for \( (u, 0) \) with \( |u| > u_c \), realizing the value zero. This is only a technicality, encapsulating all the essential generating series for the coefficients of the partition function in a single bivariate generating function. This trick also makes the singularity analysis to fall within the framework of [8], [9].

For convenience and notational consistency with [9], we make the change of variables \( (x, y) = \left( \frac{u}{u_c}, \frac{v}{u_c} \right) \) and define \( \check{Z}(x, y) := \check{Z}(u_c x, u_c y) \). The corresponding rational parametrization is \( x = \hat{x}(H) := u_c^{-1} \check{u}(H) \) and \( \check{Z}(x, y) = \check{Z}(H, K) \). Now \( \hat{x} \) induces a conformal bijection from a neighborhood of \( H = 0 \) to the unit disk \( \mathbb{D} \), which extends continuously to the boundary of \( \mathbb{D} \). Let \( \mathcal{H}_0 \) be the component of the preimage of \( \hat{x}^{-1}(\mathbb{D}) \) containing the origin, and let \( \overline{\mathcal{H}_0} \) be its closure. We readily obtain the following two lemmas highlighting the singularity structure of the rational parametrizations in \( \overline{\mathcal{H}_0} \).

**Lemma 8.** The value \( H = 1 \) is the unique critical point of \( \hat{x} \) in \( \overline{\mathcal{H}_0} \), being of multiplicity 2.

**Proof.** The zeros of \( \hat{x}'(H) \) coincide with the zeros of \( \check{Z}'(H) \), being exactly \( H = 1 \) and \( 5/2 \). The former is a double zero. The rest goes as in [9].

**Lemma 9.** The value \( (H, K) = (1, 1) \) is the unique pole of \( \check{Z} \) in \( \overline{\mathcal{H}_0} \).

**Proof.** From the expressions of \( \check{Z}(H, K) \) and \( \check{Z}_0(H) \), we see that the possible poles are located at \( H = 2, K = 2 \) or \( H + K = 2 \). Now \( H = 2 \) cannot belong to \( \overline{\mathcal{H}_0} \), since the domain \( \overline{\mathcal{H}_0} \) has the topology of the disk and is symmetric with respect to the \( H \)-axis. By symmetry, the same holds for \( K = 2 \). Finally, let us assume that \( (H, K) \in \overline{\mathcal{H}_0} \) such that \( H + K = 2 \). Since \( \check{Z}(x, y) \) is absolutely convergent in \( \mathbb{D} \), then necessarily the numerator of \( \check{Z} \) vanishes for such \( (H, K) \). Substituting \( K = 2 - H \) gives the numerator an expression proportional to \( (H - 1)^6 \), which only vanishes at \( H = 1 \). Thus, \( (H, K) = (1, 1) \) is the unique pole.

For \( \epsilon > 0 \), denote \( \Delta_\epsilon := (1 + \epsilon)\mathbb{D} \setminus [1, \epsilon) \). It is called the **slit disk** of margin \( \epsilon \) at 1.
Corollary 10. The generating function \((x, y) \mapsto \check{Z}(x, y)\) is holomorphic on \(\Delta^2 \epsilon\) and extends continuously to its closure.

Proof. The proof is a mutatis mutandis of a corresponding result in [9]. The only thing to check is that \(\partial_H \check{Z}(1, 1) \neq 0\), which is done by an explicit computation. \qed

Step-by-step asymptotics. Now the parametrization of the generating function \(Z\) has the local expansion

\[
\check{Z}(H, K) = \check{Z}(H, 1) - \frac{\partial^3_K \check{Z}(H, 1)}{6} (1 - K)^3 + \frac{\partial^4_K \check{Z}(H, 1)}{24} (1 - K)^4 + O((1 - K)^5).
\]

Moreover,

\[
\check{u}(K) = u_c - u_3(1 - K)^3 - u_4(1 - K)^4 + O((1 - K)^5)
\]

where \(u_3\) and \(u_4\) are some positive coefficients, giving \((1 - K)^3 = \frac{u_3}{u_3} (1 - \frac{v}{u_c}) - \frac{u_4}{u_3} (1 - K)^4 + O((1 - K)^5)\). In particular, we have \(1 - K \sim (\frac{u_3}{u_3})^{1/3} (1 - \frac{v}{u_c})^{1/3}\) as \(K \to 1\). Hence, we obtain the following expansion of \(v \mapsto Z(u, v)\) at \(v = u_c\):

\[
Z(u, v) = Z(u, u_c) - \partial_v Z(u, u_c)(u_c - v) + (A(u) - a_0) \left(1 - \frac{v}{u_c}\right)^{4/3} + O\left((1 - \frac{v}{u_c})^{5/3}\right),
\]

where \(A(u) = \sum_{p \geq 0} a_p u^p\) is given by the rational parametrization \(u = \hat{u}(H)\) and

\[
A(u) - a_0 = \hat{A}(H) := \left(\frac{u_c}{u_3}\right)^{4/3} \left(\frac{\partial^3_K \check{Z}(H, 1)}{24} + \frac{\partial^4_K \check{Z}(H, 1)}{6} \cdot \frac{u_4}{u_3}\right) = \frac{2^{2/3} H}{5H - 10}.
\]

The function \(\hat{A}\) has the expansion

\[
\hat{A}(H) = A_0 + A_1(1 - H) + O((1 - H)^2)
\]

which yields

\[
A(u) = A(u_c) + b \left(1 - \frac{u}{u_c}\right)^{1/3} + O\left((1 - \frac{u}{u_c})^{2/3}\right)
\]
where \( b = -(\frac{w}{m})^{1/3}A_1 = -\frac{2}{3}2^{1/3} \).

It is easy to see by an explicit computation that similar expansions hold also for \( Z_0 \), with the coefficient of the dominant singularity term being \( a_0 = \frac{2^{2/3}(\sqrt{7} - 1)(4 - \sqrt{7})}{25\sqrt{7} - 55} \). Thus like shown in \([8]\), the transfer theorems of \([15]\) yield the asymptotics

\[
\begin{align*}
\mathcal{Z}_q(u) & \sim \frac{A(u) - a_0}{\Gamma(-4/3)}u_c^{-q}q^{-7/3} \quad (q \to \infty) \\
\mathcal{z}_{p,q} & \sim \frac{a_p}{\Gamma(-4/3)}u_c^{-q}q^{-7/3} \\
\mathcal{a}_p & = \frac{b}{\Gamma(-1/3)}u_c^{-p}p^{-4/3} + O(p^{-5/3})
\end{align*}
\]

where the constants \( a_p \) are given by \( A(u) = \sum_{p \geq 0} a_p u^p \).

**Diagonal asymptotics.** We have already seen that \( \partial_K \tilde{Z}(H, 1) = \partial_K \tilde{Z}(H, 1) = 0 \). Following the algorithm given in \((9)\) Section 4), this fact together with Lemmas 8 and 9 yield the following asymptotic expansion for \( \tilde{Z}(u, v) \):

\[
\tilde{Z}(u_c x, u_c y) = Z_{\text{reg}}(x, y) + b \cdot Z_{\text{hom}}(1 - x, 1 - y) + O \left( \max\{|1 - x|, |1 - y|\}^2 \right)
\]

where \((x, y) \to (1, 1)\) for \((x, y) \in \Delta^2\), the function \( Z_{\text{reg}} \) is a regular part which does not contribute to the asymptotics, and \( Z_{\text{hom}} \) is a homogeneous function of order 5/3, meaning that \( Z_{\text{hom}}(\lambda s, \lambda t) = \lambda^{5/3}Z_{\text{hom}}(s, t) \) for every \( \lambda > 0 \) (see Remark 24 in \([9]\)). This is proven in \([9]\) in Lemma 20 and Proposition 23.

Now the proof of the diagonal asymptotics part of Theorem 2 in \([9]\) applies to the local expansion \((19)\), and we deduce

\[
\mathcal{z}_{p,q} = \frac{b \cdot c \left( \frac{q}{p} \right)}{\Gamma(-4/3)\Gamma(-1/3)}u_c^{-(p+q)}p^{-11/3} + O\left(p^{-4}\right) \quad \text{while} \quad \frac{q}{p} \in [\lambda_{\text{min}}, \lambda_{\text{max}}] \subset (0, \infty)
\]

where

\[
c(\lambda) = \frac{4}{3} \int_0^\infty (1 + r)^{-7/3} (\lambda + r)^{-7/3} dr.
\]

During the course of the procedure, we check that the value of the constant \( b \) indeed coincides with the one in the one-step asymptotics; this is done in the Maple worksheet \([1]\).

### 2.5 Singularity analysis at \( \nu < \nu_c \)

We conduct now the singularity analysis of the previous subsection for an arbitrary \( \nu \in (1, \nu_c) \). Recall that for every \( \nu \in (0, \nu_c) \), there is a unique \( S \in (0, S_c) \) such that \( \nu = \hat{\nu}(S) \). In addition to the physical high temperature regime, this range comprises the percolation \( \nu = 1 \), corresponding to \( S_{\text{perc}} := \frac{1}{2} - \frac{\sqrt{3}}{6} \), as well as the antiferromagnetic regime \( \nu \in (0, 1) \).

Applying again the parametrization method of the \texttt{algcurves}-package of Maple to equation \((12)\) with \( \nu = \hat{\nu}(S) \) and \( T = \hat{T}(S) \), we find a rational parametrization \((\tilde{U}(R, S), \tilde{F}(R, S))\) for \((U, F)\), where the coefficients are rather complicated. However, there is a unique \( R_0(S) \) such that \( \tilde{U}(R_0(S), S) = \tilde{F}(R_0(S), S) = 0 \), and the derivative of \( \tilde{U}(R, S) \) has again three
terms which only depend on $S$ and have only singularity at $S = 0$, this already rules out the unique pole of $H_0(u, S)$, namely $H = 2S$. At this point, we restrict ourselves to the physical range $S \in (S_{\text{perc}}, S_c)$. Then, the equation $\partial_H \hat{u}(H, S) = 0$ has precisely three solutions, namely

$$H = \frac{6S^2 - 2S - 1 \pm \sqrt{108S^4 - 192S^3 + 108S^2 - 20S + 1}}{6S - 4}$$

in addition to $H = S$. Now it is easy to verify that on the physical interval of $S$, all the aforementioned parameters are positive and greater than $S$. Moreover, the multiplicative terms which only depend on $S$ in the denominator of $\hat{Z}(H, K; S)$ do not vanish if $S \in$
(S_{perc}, S_c). Thus, $H = S$ is the simple zero which can be chosen for the parameter for the dominant singularity. We denote

$$u_c(S) := \hat{u}(H_c(S); S) = \hat{u}(S; S) = \frac{(18S^2 - 18S + 4)2^{1/3}}{(3S^2 - 10S + 3)^{2/3}S(1 - S)},$$

which is positive for $S \in (S_{perc}, S_c)$. Using the parametrization $\nu = \hat{u}(S)$, we also denote $u_c(\nu) = u_c(S(\nu))$.

**Lemma 11.** The series $(u, v) \mapsto \hat{Z}(u, v; \nu) = Z_0(u; \nu) + Z_0(v; \nu) + Z(u, v; \nu)$ is absolutely convergent if and only if $|u| \leq u_c(\nu)$ and $|v| \leq u_c(\nu)$.

**Proof.** A mutatis mutandis of the proof of Lemma 6. \qed

We again make the change of variables $(x, y) = \left(\frac{u}{u_c(\nu)}, \frac{v}{u_c(\nu)}\right)$ and define $\hat{Z}(x, y; \nu) := \hat{Z}(u_c, u_c; \nu)$. The corresponding RP is $x = \hat{x}(H; S) := u_c(S)^{-1}\hat{u}(H; S)$ and $\hat{Z}(x, y; \nu) = \hat{Z}(H, K; S)$. As in the critical case, $\hat{x}$ induces a conformal bijection from a neighborhood of $H = 0$ to the unit disk $\mathbb{D}$, which extends continuously to the boundary of $\mathbb{D}$. Let $\mathcal{H}_0(S)$ be the component of the preimage of $\hat{x}^{-1}(\mathbb{D})$ containing the origin, and let $\overline{\mathcal{H}_0(S)}$ be its closure. Then the singularity structure of the generating functions is determined by the following results:

**Lemma 12.** For $S \in (S_{perc}, S_c)$, the value $H = S$ is the unique critical point of $\hat{x}$ in $\overline{\mathcal{H}_0(S)}$, being of multiplicity 1.

**Proof.** The zeros of $\hat{x}'(H)$ coincide with the zeros of $\hat{u}'(H)$, and the value $H = S$ was shown to be a simple zero, having the smallest absolute value; all the zeros are positive if $S \in (S_{perc}, S_c)$.

**Lemma 13.** The value $(H, K) = (S, S)$ is the unique pole of $\hat{Z}$ in $\overline{\mathcal{H}_0(S)}^2$.

**Proof.** From the expressions of $\hat{Z}(H, K; S)$ and $\hat{Z}_0(H; S)$, we see that the possible poles are located at $H = 2S$, $K = 2S$ or $H + K = 2S$. Now $H = 2S$ cannot belong to $\overline{\mathcal{H}_0(S)}$, since the domain $\overline{\mathcal{H}_0(S)}$ has the topology of the disk and is symmetric with respect to the $H$-axis. By symmetry, the same holds for $K = 2S$. Finally, let us assume that $(H, K) \in \overline{\mathcal{H}_0(S)}^2$ such that $H + K = 2S$. Since $\hat{Z}(x, y; \nu)$ is absolutely convergent in $\mathbb{D}$, then necessarily the numerator of $\hat{Z}$ vanishes for such $(H, K)$. In addition, if $N(H, K; S)$ and $D(H, K; S)$ are the numerator and the denominator of $\hat{Z}(H, K; S)$ such that they are coprime with respect to each other, Lemma 17 in [9] tells that $\partial_H N \partial_K D - \partial_K N \partial_H D = 0$. Now the pair of equations

$$\begin{cases}
N(H, 2S - H; S) = 0 \\
(\partial_H N \partial_K D - \partial_K N \partial_H D)(H, 2S - H; S) = 0
\end{cases}$$

has only solutions $H \in \{0, S, 2S\}$, which is shown explicitly with a Maple computation [1]. Thus, $(H, K) = (S, S)$ is the unique pole. \qed

For $\epsilon > 0$ and $\theta \in \left(0, \frac{\pi}{2}\right)$, denote $\Delta_{\epsilon, \theta} := \{z \in (1 + \epsilon)\mathbb{D} \mid z \neq 1$ and $|\arg(z - 1)| > \theta\}$. It is called the $\Delta$-domain of opening angle $\theta$ and margin $\epsilon$ at 1. Holomorphicity in a $\Delta$-domain is a basic condition for the transfer theorems for coefficient asymptotics in analytic combinatorics; see [15] for theory and examples.
Corollary 14. For any \( \nu \in (1, \nu_c) \) and \( \theta \in \left(0, \frac{\pi}{2}\right) \), there exist an \( \epsilon > 0 \) such that the generating function \((x, y) \mapsto \tilde{Z}(x, y; \nu)\) is holomorphic on \( \Delta_{\epsilon} \times \Delta_{\epsilon, \theta} \) and extends continuously to its closure.

Proof. Again, we check that \( \partial_H \tilde{Z}(S, S; S) \neq 0 \) by an explicit computation. The rest goes as in [9].

Local expansions of \( Z(u, v; \nu) \) and the diagonal asymptotics. First, we check that \( \partial_K \tilde{Z}(H, S; S) = 0 \) and \( \partial_K^2 \tilde{Z}(H, S; S) \neq 0 \). Following again the algorithm given in [9] Section 4), this together with Lemmas 12 and 13 yield the following asymptotic expansion for \( \tilde{Z}(u, v; \nu) \):

\[
\tilde{Z}(u_c(\nu)x, u_c(\nu)y) = Z_{\text{reg}}(x, y; \nu) + b \cdot Z_{\hom}(1 - x, 1 - y) + O(\max\{|1 - x|, |1 - y|\})
\]

where \((x, y) \to (1, 1)\) for \((x, y) \in \Delta_{\epsilon} \times \Delta_{\epsilon, \theta}\), the function \(Z_{\text{reg}}\) is a regular part which does not contribute to the asymptotics, and \(Z_{\hom}\) is a homogeneous function of order \(1/2\).

The proof of the diagonal asymptotics part of Theorem 2 in [9] again applies to (24), and we deduce

\[
z_{p,q} = \frac{b(\nu) \cdot c \left(\frac{q}{p}\right)}{\Gamma(-3/2)} u_c(\nu)^{-(p+q)/p} p^{-5/2} + O(p^{-3}) \quad \text{while} \quad \frac{q}{p} \in [\lambda_{\text{min}}, \lambda_{\text{max}}] \subset (0, \infty)
\]

where \(c(\lambda) = (1 + \lambda)^{-5/2}\). During the course of the procedure (see the Maple worksheet [1]), we find the parametrization for \(b(\nu)\) in the variable \(S\) expressed as

\[
b(S) = \frac{4(9S^2 - 10S + 2)^2}{\sqrt{3S^4 - 4S^3 + S^2 - 18S^3 + 42S^2 - 29S + 6}}.
\]

We also check that \(b(S)\) is strictly positive when \(S\) is in the physical interval.
3 Peeling along the interface

The basic idea for exploring the interface is to choose a local and a Dobrushin-stable peeling algorithm, i.e., an algorithm which chooses a boundary edge closest to the root whose deletion preserves the Dobrushin boundary and which, in the case of monochromatic boundary, chooses an edge whose endpoints have minimal graph distance to the origin. Such an exploration follows the interface in a natural way. In our previous works [8] and [9], there was some freedom to choose such an algorithm, since the edge chosen by the algorithm could have two alternative boundary spins assigned. This freedom was also concretely exploited in [9], where the different behaviours of the associated perimeter processes led us to choose the starting point of the peeling at an edge with a prescribed spin for each temperature regime. In particular, the boundary edge there was always monochromatic. In this work, however, there is an obvious choice of the peeling algorithm: namely, the one which chooses the root edge itself. This is so since by definition, the root edge separates two opposite spins, i.e. is bichromatic. Moreover, such a peeling exploration always reveals a piece of unit length of the interface in one step. See Figure 5 for graphical intuition.

3.1 One-step peeling operation

Dividing Equation (7) by \( z_{p,q} \) reveals a probability distribution. This distribution can be seen as the distribution of the first step in the peeling process as the root edge is deleted and its adjacent triangle is revealed. Formally, let \( S := \{C^+, C^-\} \cup \{L_k, R_k : k \geq 0\} \) be a set of symbols. Assume that the vertex-bicolored triangulation \((t, \sigma)\) has at least one boundary edge. Let \( A \) be a peeling algorithm which chooses an edge \( e \) from the boundary. We remove \( e \) and reveal the internal face \( f \) adjacent to it, together with the vertex \( v \) at the corner of \( f \) not adjacent to \( e \). Observe that the vertex \( v \) may still coincide with a vertex adjacent to \( e \).

| \( s \) | \( \mathbb{P}_{p,q}(S_1 = s) \) | \( (X_1, Y_1) \) | \( \mathbb{P}_{0,q}(S_1 = s) \) | \( (X_1, Y_1) \) |
|---|---|---|---|---|
| \( C^+ \) | \( t \frac{z_{p+1,q}}{z_{p,q}} \) | \( 0,1 \) | \( \mathbb{P}_{p,q} \) | \( (X_1, Y_1) \) |
| \( C^- \) | \( t \frac{z_{p,q+1}}{z_{p,q}} \) | \( 0,1 \) | \( \mathbb{P}_{0,q} \) | \( (X_1, Y_1) \) |
| \( L_k \) | \( t \frac{z_{p,q-k} z_{0,k+1}}{z_{p,q}} \) | \( 0,0 \) | \( R_{p+k} \) | \( t \frac{z_{p,k+1} z_{0,q-k}}{z_{p,q}} \) |
| \( R_k \) | \( t \frac{z_{p-k,q} z_{0,k+1}}{z_{p,q}} \) | \( 0,0 \) | \( L_{q+k} \) | \( t \frac{z_{k+1,q} z_{p,k+1}}{z_{p,q}} \) |

Table 1: The probabilities of the first peeling event \( S_1 \) under \( \mathbb{P}_{p,q} \) and \( \mathbb{P}_{0,q} \) \((p,q \geq 1)\). Here, we denote \( t := t_c(\nu) \) for simplicity. Observe that some symbols represent the same event. The associated perimeter variations \((X_1, Y_1)\) for the peeling with target \( p^\dagger \) are also presented.
Figure 5: A portion of the interface explored by the peeling process. In this figure, the faces which do not contain a piece of the interface represent the swallowed region, and they have the law of a finite Boltzmann Ising-triangulation. This figure already demonstrates that the length of the interface in $n$ peeling steps is exactly $n$.

If $f$ does not exist, then $t$ is the edge map and $(t, \sigma)$ has a weight 1 or $\nu$. Assume that $f$ exists. Then the peeling events are:

**Event $C^+$**: $v$ is not on the boundary of $t$ and has spin $+$;

**Event $C^-$**: $v$ is not on the boundary of $t$ and has spin $-$;

**Event $R_k$**: $v$ is at a distance $k$ to the right of $e$ on the boundary of $t$ ($k \geq 0$);

**Event $L_k$**: $v$ is at a distance $k$ to the left of $e$ on the boundary of $t$ ($k \geq 0$).

Let $(t, \sigma) \in G_{p,q}^\sigma$, and assume $p, q \geq 1$. In this case, the edge $e$ is chosen at the junction of the $-$ and $+$ edges, where the order of the edges is counterclockwise. At the very first step, $e = \rho$, the root edge. If $p = 0$ and $q \geq 1$, the peeling algorithm chooses a monochromatic edge, and deletion of this edge gives a different law for the peeling due to the coefficient $\nu$. Then the Tutte’s equations (7) and (8) define probability distributions, respectively, determined by the probabilities in Table 1; we denote these distributions by $P_{p,q}$ and the random variable on $S$ by $S_1$ which takes a peeling step $s \in S$ as a value.

Now the diagonal asymptotics of equations (20) and (25) give rise to a limit distribution as $p, q \to \infty$, denoted by $P_\infty$ and given in Table 2. Moreover, in order to construct the local limit at $\nu = \nu_c$, we also need the limit of $P_{p,q}$ as $p \geq 0$ is fixed and $q \to \infty$. This is denoted by $P_p$, and its existence at $\nu = \nu_c$ follows from the one-step asymptotics (18). This limit also exists for $1 < \nu < \nu_c$, but we do not consider it here since it is not needed in the construction of the local limit in that case. That said, there is no problem to define the distribution $P_p$ for arbitrary $\nu$. Table 3 summarizes the corresponding transition probabilities for $p \geq 1$. If $p = 0$, we need to take into account the monochromatic boundary, which gives the distribution as in Table 4.

**Lemma 15.** Let $p, q \geq 0$ be such that $p + q \geq 1$. Then for all $\nu \in (1, \nu_c]$, $P_{p,q}$, $P_p$ and $P_\infty$ are probability distributions on $S$.

**Proof.** The fact that $P_\infty$ is a probability distribution is straightforward to check: we have

$$\sum_{s \in S} P_\infty(S_1 = s) = 2 \frac{t_c(\nu)}{u_c(\nu)} (1 + Z_0(u_c(\nu))) = 1$$
the first equation of (9) around \( \sum \). First, we notice that 

\[
\text{the hand side of the latter equation simplifies as}
\]

\[
\sum \text{corresponding}
\]

\[
\text{expansion of the right hand side of the second equation of (9) expanded around } u = u_c, \text{ just divided by } a_0. \text{ Hence, we are done.}
\]

\[
\text{Table 2: Law of } S_1 \text{ under } P_\infty, \text{ obtained by taking the limit } p, q \to \infty \text{ in Table 1, and the corresponding } (X_1, Y_1). \text{ We denote } t := t_c(\nu) \text{ and } u := u_c(\nu) \text{ for simplicity.}
\]

| \( s \) | \( P_\infty(S_1 = s) \) | \( (X_1, Y_1) \) | \( s \) | \( P_\infty(S_1 = s) \) | \( (X_1, Y_1) \) |
|---|---|---|---|---|---|
| \( C^+ \) | \( \frac{t}{u} \) | \( (1, 0) \) | \( C^- \) | \( \frac{t}{u} \) | \( (0, 1) \) |
| \( L_k \) | \( \frac{t}{u}z_{k+1,0}u^{k+1} \) | \( (0, -k) \) | \( R_k \) | \( \frac{t}{u}z_{k+1,0}u^{k+1} \) | \( (-k, 0) \) \( k \geq 0 \) |

\[
\text{Table 3: Law of } S_1 \text{ under } P_p, p \geq 1, \text{ obtained by taking the limit } q \to \infty \text{ in Table 1, and the corresponding } (X_1, Y_1) \text{ under the peeling without target.}
\]

| \( s \) | \( P_p(S_1 = s) \) | \( (X_1, Y_1) \) | \( s \) | \( P_p(S_1 = s) \) | \( (X_1, Y_1) \) |
|---|---|---|---|---|---|
| \( C^+ \) | \( t \frac{a_{p+1}}{a_p} \) | \( (1, 0) \) | \( C^- \) | \( \frac{t}{u} \) | \( (0, 1) \) |
| \( L_k \) | \( \frac{t}{u}z_{k+1,0}u^{k+1} \) | \( (0, -k) \) | \( R_{p+k} \) | \( \frac{t}{u}a_0 a_p z_{p,k+1}u^{k+1} \) | \( (-p, -k) \) \( k \geq 0 \) |
| \( R_k \) | \( \frac{t}{u}a_{p-k} a_p z_{k+1,0} \) | \( (-k, 0) \) | | | \( (0 \leq k < p) \) |

by an explicit computation via Maple \([1]\), using the data of Table 2.

The proof that \( P_p \) defines a probability distribution is a bit more cumbersome, but has similar idea as in \([8]\). First, we notice that \( \sum_{s \in S} P_p(S_1 = s) = 1 \) for all \( p \geq 1 \) is equivalent to \( \sum_{p \geq 1} a_p u^p = \sum_{p \geq 1} \sum_{s \in S} a_p P_p(S_1 = s) u^p \) as an equation of formal power series. The right hand side of the latter equation simplifies as

\[
\sum_{s \in S} P_0(S_1 = s) = t_c(\nu) u_c \left( \frac{a_1(\nu)}{a_0(\nu)} + \frac{1}{u_c(\nu)}(1 + 2Z_0(u_c(\nu))) \right).
\]

The expression on the right hand side is nothing but the coefficient of \( (1 - \frac{v}{u_c})^{4/3} \) in the expansion of the right hand side of the second equation of (9) expanded around \( u = u_c \), just divided by \( a_0 \). Hence, we are done.
Lemma 16. Under $P_\infty$, the expectation of the perimeter variation is

$$E_\infty(X_1) = E_\infty(Y_1) = \begin{cases} 0 & \text{if} \quad 1 < \nu < \nu_c \\ \frac{11 - 5\sqrt{7}}{12\sqrt{7} - 48} =: \mu > 0 & \text{if} \quad \nu = \nu_c \end{cases}.$$ 

Proof. From Table 2, we simply compute

$$E_\infty(X_1) = \frac{t_c(\nu)}{u_c(\nu)} - \sum_{k=1}^{\infty} k \cdot \frac{t_c(\nu)}{u_c(\nu)} z_{k+1}(\nu) u_c(\nu)^{k+1} = t_c(\nu) \left( \frac{1}{u_c(\nu)} (1 + Z_0(u_c(\nu))) - Z_0'(u_c(\nu)) \right).$$

This is done explicitly for $\nu \in (1, \nu_c)$ and $\nu = \nu_c$, respectively, in the Maple worksheet [1]. The claim for $Y_1$ follows by symmetry. \hfill \Box

Remark 17 (Pure gravity). Taking the limit $\nu \searrow 1$ yields $P_\infty(S_1 = C^*) = P_\infty(S_1 = C) = \frac{1}{2\nu^3}$, which coincides with the corresponding probabilities for a peeling process on the type I UIHPT following a critical site percolation interface. Moreover, if $E$ is the number of boundary edges swallowed by one peeling step, its expectation is

$$E_\infty(E) = 2 \sum_{k=1}^{\infty} k \cdot \frac{t_c(\nu)}{u_c(\nu)} z_{k+1}(\nu) u_c(\nu)^{k+1} = 2 \left( \frac{t_c(\nu)}{u_c(\nu)} - E_\infty(X_1) \right),$$

which tends to $2 \frac{t_c(1)}{u_c(1)} = \frac{1}{\sqrt{3}}$ as $\nu \searrow 1$. This value corresponds to the expectation of the number of edges swallowed by an exploration of the critical site percolation on the UIHPT.
Lemma 16 essentially tells that the behavior of the peeling process in the high-temperature regime $1 < \nu < \nu_c$ is similar to the behavior of the peeling process of the UIHPT.

3.3 The peeling process

For a given Ising-triangulation $t$, the peeling is a deterministic exploration of a fixed map, driven by a peeling algorithm $\mathcal{A}$. We assume the following: if the Ising-triangulation $t$ has a bicolored boundary, the algorithm $\mathcal{A}$ chooses the edge at the junction of the $-$ and $+$ boundary segments on the boundary of the explored map, such that the starting point of the exploration is the root edge $\rho$. Since the deletion of that edge and the exposure of the adjacent face preserve the Dobrushin boundary condition, we say that $\mathcal{A}$ is Dobrushin-stable.

Otherwise, if the boundary of $t$ is monochromatic, the algorithm $\mathcal{A}$ chooses the leftmost edge from the boundary with endpoints at minimal distance from the root, in the map explored thus far.

The peeling process along the interface $I$ is constructed by iterating this face-revealing operation, yielding an increasing sequence $(e_n)_{n \geq 0}$ of explored maps. For each $e_n$, there is a unique unexplored map $u_n$, and a simple path of edges separating them from each other, which is called the frontier and denoted by $\partial e_n$. Together, they compose the Ising-triangulation $t$. More precisely, we set $e_0$ to be the boundary of $t$, and $e_n$ is composed of $e_{n-1}$ and the revealed triangle $S_n$ together with a swallowed region. If there is no triangle to reveal, we set $e_n = t$. The swallowed region is empty if $S_n \in \{C^+, C^-\}$. Otherwise, $S_n$ divides the unexplored part $u_{n-1}$ into two holes, and we choose $u_n$ according to the following rules: if the edge $\rho^1$ is taken into account as a target, then $u_n$ is the part containing $\rho^1$, and the other region is filled. Otherwise, if the peeling is untargeted, we choose $u_n$ to be the region containing more $+$ edges. In case of a tie, we choose the leftmost unexplored region from the root $\rho$. The root edge for each pair $(e_n, u_n)$ is the edge chosen by $\mathcal{A}$, denoted by $\rho_n$. Since the setting is analogous to the one of spins on the faces, we refer to the works [8] and [9] for further details.

For practical purposes which will be clear later, we make the following choice for the peeling process: When considering the convergences $P_{\nu_{p,q}} \xrightarrow{d_{loc}} P_{\nu_{\infty}}$ for $\nu \to \infty$, the peeling is chosen without target, which is well compatible with the infinite boundary in particular when $\nu = \nu_c$. When $P_{\nu_{p,q}} \xrightarrow{d_{loc}} P_{\nu_{\infty}}$, we choose the peeling with the target $\rho^1_l$, which ensures complete symmetry between the $+$ and $-$ spins.

At this point, we generalize the convergence of the one-step peeling of the previous subsection to the convergence of the whole peeling process as follows: First, we extend $P_{p,q}$ as the law of $(S_n)_{n \geq 1}$ when $(t, \sigma)$ is a Boltzmann-distributed Ising-triangulation of the $(p, q)$-gon. Then, it is enough to show that $P_{p,q}(S_1 = s_1, \cdots, S_n = s_n)$ converges for every $n \geq 1$ in any given regime of $(p, q)$, since the peeling process lives in a discrete space. This is done via the spatial Markov property of $P_{p,q}$. We keep it informal, since it is already treated well in the works [8], [9] and [2], and just state the following:

**Proposition 18.** For all $\nu \in (1, \nu_c)$, the one-step peeling laws $P_p$ and $P_\infty$ can be extended
to laws of peeling processes on $BT\infty$ such that the following convergences holds weakly:

$$P_{p,q} \xrightarrow{q \to \infty} P_{p} \xrightarrow{p \to \infty} P_{\infty}$$

$$P_{p,q} \xrightarrow{p,q \to \infty} P_{\infty} \quad \text{while} \quad \frac{q}{p} \in [\lambda_{\min}, \lambda_{\max}].$$

For $p, q < \infty$, the peeling process $(S_{n})_{n \geq 0}$ defines the associated perimeter processes $(P_{n}, Q_{n})_{n \geq 0}$ as the perimeters of the unexplored maps $u_{n}$, and we set $(X_{n}, Y_{n}) := (P_{n} - p, Q_{n} - q)$. Since $X_{n}$ and $Y_{n}$ actually only depend on the peeling steps $S_{k}$ up to time $n$, they can be extended to $q = \infty$ and $p = q = \infty$, respectively, describing the relative perimeter fluctuations in $n$ peeling steps. This is completely similar as in the works [8], [9]. Defined this way, the peeling process satisfies the spatial Markov property, and the processes $(P_{n}, Q_{n})_{n \geq 0}$ and $(X_{n}, Y_{n})_{n \geq 0}$ are Markovian, too:

**Corollary 19.** Under $P_{p,q}$ and conditional on $(S_{k})_{1 \leq k \leq n}$, the sequence $(S_{n+k})_{k \geq 0}$ has the law $P_{P_{n}, Q_{n}}$. In particular, $(P_{n}, Q_{n})_{n \geq 0}$ is a two-dimensional Markov chain.

Under $P_{p}$ and conditional on $(S_{k})_{1 \leq k \leq n}$, the sequence $(S_{n+k})_{k \geq 0}$ has the law $P_{p}$. In particular, $(P_{n})_{n \geq 0}$ is a Markov chain.

Under $P_{\infty}$, the sequence $(S_{n})_{n \geq 0}$ is i.i.d. In particular, $(X_{n}, Y_{n})_{n \geq 0}$ is a two-dimensional random walk.

## 4 Asymptotic properties of the perimeter processes

By the asymptotics of $z_{p,q}$, it is easy to see that the distribution of $X_{1}$ and $Y_{1}$ under $P_{\infty}$ is heavy-tailed. More precisely, by equation (18) and its high-temperature counterpart,

$$P_{\infty}(X_{1} = -k) = P_{\infty}(Y_{1} = -k) = P_{\infty}(S_{1} = R_{k}) = \frac{t_{c}}{u_{c}} z_{k+1,0} u_{c}^{k+1} \sim_k \begin{cases} \frac{t_{c}}{u_{c}} \frac{a_{0}}{\Gamma(-4/3)} k^{-7/3} & (\nu = \nu_{c}) \\ \frac{t_{c}(\nu)}{u_{c}(\nu)} \frac{a_{0}(\nu)}{\Gamma(-3/2)} k^{-5/2} & (1 < \nu < \nu_{c}) \end{cases}$$

Above, the constant $a_{0}(\nu)$ can be computed from the asymptotic expansion of $Z_{0}(u; \nu)$; see the Maple worksheet [1] for the latter. It follows that $X_{1}$ and $Y_{1}$ belong to the domain of attraction of a totally asymmetric spectrally negative stable distribution. Thus, the random walks $(X_{n})_{n \geq 0}$ and $(Y_{n})_{n \geq 0}$ have a scaling limit which is a stable Lévy process of index 4/3 (when $\nu = \nu_{c}$) or 3/2 (when $1 < \nu < \nu_{c}$) with negative jumps. Moreover, although the random walks $(X_{n})_{n \geq 0}$ and $(Y_{n})_{n \geq 0}$ are not independent, they still have a joint scaling limit. This is proven in [10] and [8] in similar settings, and the proofs extend to this case without an effort.

**Proposition 20.** (1) For $\nu = \nu_{c}$, we have

$$\frac{1}{n^{3/2}} (X_{[nt]} - \mu nt, Y_{[nt]} - \mu nt)_{t \geq 0} \xrightarrow{n \to \infty} \left(\mathcal{X}_{t}, \mathcal{Y}_{t}\right)_{t \geq 0},$$

where $\mathcal{X}$ and $\mathcal{Y}$ are two independent and identically distributed spectrally negative $\frac{4}{3}$-stable Lévy processes of Lévy measure $\frac{c_{\nu_{c}}}{|x|^{\nu_{c}+1}} \mathbb{1}_{\{x < 0\}} dx$, where $c_{\nu_{c}}$ is an explicit constant.

(2) For $1 < \nu < \nu_{c}$, we have

$$\frac{1}{n^{2/3}} (X_{[nt]}, Y_{[nt]})_{t \geq 0} \xrightarrow{n \to \infty} \left(\tilde{\mathcal{X}}_{t}, \tilde{\mathcal{Y}}_{t}\right)_{t \geq 0},$$

20
where $\tilde{X}$ and $\tilde{Y}$ are two i.i.d. spectrally negative $\frac{3}{2}$-stable Lévy processes of Lévy measure 
\[ 
\frac{c_\nu}{|x|^\frac{5}{2}} 1_{\{x<0\}} dx, \text{ where } c_\nu \text{ is an explicit constant depending on } \nu. 
\]
Both of the above convergences take place in distribution w.r.t. the Skorokhod topology in the space of càdlàg functions.

Remark 21. In [8], when the spins are on the faces, the corresponding processes $X$ and $Y$ are not identically distributed, due to the fact the peeling process there is not symmetric with respect to the spins.

Next, we move on to gather the asymptotic properties of the perimeter processes $P_n$ and $Q_n$, both under $P_p$ and $P_{p,q}$. What we are really interested in is the behavior of the hitting times of them in a neighborhood of the origin. Thus, for $m \geq 0$, define
\[ T_m = \inf \{ n \geq 0 : P_n \wedge Q_n \leq m \}. \tag{27} \]
Note that under $P_p$, we have $Q_n = \infty$ almost surely. This definition makes sense if the peeling is with the target $\rho^\dagger$ when considering $P_{p,q}$, and otherwise untargeted. We will see later that this hitting time corresponds approximately to the length of the main Ising interface imposed by the Dobrushin boundary conditions and followed by the peeling exploration. Since the interface behavior in the case of critical site percolation is already well-understood ([5]), and our peeling process has a similar behavior at $\nu \in (1, \nu_c)$, we are mostly interested in the critical temperature $\nu = \nu_c$. There, the heavy-tailed distribution of $(X_1, Y_1)$ at the limit imposes a large jump phenomenon, which was first discovered in [8], and extended to the diagonal limit $p, q \to \infty$ in [9]. For that, fix $\epsilon > 0$ and let
\[ f_\epsilon(n) = \left( (n + 2)(\log(n + 2))^{1+\epsilon} \right)^{3/4}. \]
Define the stopping time
\[ \tau^\epsilon_x = \inf \{ n \geq 0 : |X_n - \mu_n| \vee |Y_n - \mu_n| > xf_\epsilon(n) \}. \]
where $x > 0$.

Lemma 22 (One jump to zero). Assume $\nu = \nu_c$. Then for all $\epsilon > 0$,
\[ \lim_{x,m \to \infty} \limsup_{p \to \infty} P_p(\tau^\epsilon_x < T_m) = 0. \]
Moreover, for $0 < \lambda_{\min} \leq 1 \leq \lambda_{\max} < \infty$,
\[ \lim_{x,m \to \infty} \limsup_{p,q \to \infty} P_{p,q}(\tau^\epsilon_x < T_m) = 0 \quad \text{while} \quad \frac{q}{p} \in [\lambda_{\min}, \lambda_{\max}]. \]

The lemma says that the perimeter processes jump to a neighborhood of zero in a single big jump with high probability if $p$ and $q$ are large. This is a manifestation of the principle of a single big jump of heavy-tailed random walks, which is applied here to Markov chains with asymptotically heavy tails. Since the qualitative behavior of the perimeter processes here is similar to the behavior in [8] and [9], the proof is a mutatis mutandis, and thus omitted. In fact, the proof is a bit simpler in this case, since the perimeter variation processes $(X_n)_{n \geq 0}$ and $(Y_n)_{n \geq 0}$ are identically distributed in the limit $p, q \to \infty$.

We give the following easy tail estimate for the distribution of $T_0$ at $\nu = \nu_c$ under $P_p$. It is central in the proof of the local limit $P_{\nu_c}^{p,q} \overset{\text{dis}}{\longrightarrow} P_{\nu_c}^p$. The proof is similar as in [8].
Lemma 23 (Tail of the law of $T_0$ under $P_p$ at $\nu = \nu_c$). There exists $\gamma_0 > 0$ such that $P_p(T_0 > \Lambda p) \leq \Lambda^{-\gamma_0}$ for all $p \geq 1$ and $\Lambda > 0$. In particular, $T_0$ is finite $P_p$-almost surely.

The above tail estimate can be generalized to the following scaling limit result, which actually comprises the main argument in the proof of Theorem 4.

Proposition 24. Let $\nu = \nu_c$. For all $m \in \mathbb{N}$, the jump time $T_m$ has the following scaling limit:

$$\forall t > 0, \quad \lim_{p,q \to \infty} P_{p,q}(\mu T_m > tp) = \int_t^\infty (1 + s)^{-7/3} (\lambda + s)^{-7/3} ds$$

where the limit is taken such that $q/p \to \lambda \in (0, \infty)$. In particular, for $\lambda = 1$,

$$\lim_{p,q \to \infty} P_{p,q}(T_m > tp) = (1 + \mu t)^{-11/3}.$$ 

Moreover,

$$\lim_{p \to \infty} P_p(T_m > tp) = (1 + \mu t)^{-4/3}.$$ 

Proof. The proof is mutatis mutandis of the proof for the similar claims in [8] and [9]. In particular, it uses Lemma 22 as an input. We only need to take care of the correct exponents and the normalization by $\mu$, which are a priori not obvious from the asymptotics of $z_{p,q}$. We start from the latter claim, since it is simpler.

The core argument is the following: First, we notice that for large enough $p$,

$$P_p(T_m = 1) = P_p(P_1 \leq m) \sim \frac{\tilde{c}_m}{p}$$

for a constant $\tilde{c}_m$ depending on $m$, which can be explicitly computed:

$$\tilde{c}_m = \lim_{p \to \infty} p P_p(P_1 \leq m) = \lim_{p \to \infty} p P_p(P_1 = 0) + \sum_{k=1}^{m} \lim_{p \to \infty} p P_p(P_1 = k)$$

$$= \lim_{p \to \infty} p \sum_{k=0}^{\infty} P_p(S_1 = R_{p+k}) + \sum_{k=1}^{m} \lim_{p \to \infty} p \cdot P_p(S_1 = R_{p-k})$$

$$= t_{a_0} \frac{\lim_{p \to \infty} p Z_p(u_c)}{a_p} + \Gamma \left( -\frac{1}{3} \right) \frac{\Gamma \left( -\frac{4}{3} \right) b^{-1} \sum_{k=1}^{m} \lim_{p \to \infty} p \cdot \frac{(p - k + 1)^{-7/3}}{p^{-4/3}} a_k u_c^k}{b u_c \Gamma \left( -\frac{4}{3} \right)}$$

$$= t_{a_0} \frac{\Gamma \left( -\frac{1}{3} \right) b^{-1} \sum_{k=1}^{m} a_k u_c^k}{\Gamma \left( -\frac{4}{3} \right) \left( A(u_c) - a_p + \sum_{k=1}^{m} a_k u_c^k \right)}.$$

Taking the limit $m \to \infty$ defines

$$\tilde{c}_\infty := \lim_{m \to \infty} \tilde{c}_m = -\frac{4}{3} \frac{2 t_{a_0}}{b u_c} (A(u_c) - a_0).$$

Now an explicit computation gives $\tilde{c}_\infty = \frac{4}{3} \mu$, where $\mu$ is defined in Lemma 16. The rest of the claim is already proven in [8]. The proof is based on a similar result as Lemma 22, and repeating the arguments of the proof ([8], Proposition 11) gives $\lim_{p \to \infty} P_p(T_m > tp) = (1 + \mu t)^{-3/2}.$
For the scaling limit of $T_m$, the proof outline is given in ([9], Theorem 6). The essential computation is the following:

$$\lim_{p,q \to \infty} \mathbb{P}_{p,q}(T_m > tp) = \exp \left( - \int_0^t c_\infty \left( \frac{\lambda + \mu s}{1 + \mu s} \right) \frac{ds}{1 + \mu s} \right)$$

where

$$c_\infty(\lambda) := \lim_{m \to \infty} \lim_{p,q \to \infty} (p \cdot \mathbb{P}_{p,q}(P_1 \wedge Q_1 \leq m)) = \lim_{m \to \infty} \lim_{p,q \to \infty} p \sum_{k=1}^m (\mathbb{P}_{p,q}(R_{p-k}) + \mathbb{P}_{p,q}(L_{q-k}))$$

$$= t \lim_{m \to \infty} \sum_{k=1}^m \lim_{p,q \to \infty} p \cdot \left( \frac{z_{k,q} \bar{z}_{0,p-k+1} + z_{p,k} \bar{z}_{0,q-k+1}}{z_{p,q}} \right) = 2t \sum_{k=1}^\infty \frac{\Gamma (-1/3)}{\Gamma (-4/3) \, b u_c(\lambda) \lambda^{7/3}} a_k u_c^k$$

$$= -4 \, \frac{2t a_0}{3 \, b u_c(\lambda) \lambda^{7/3}} (A(u_c) - a_0) = \frac{\tilde{c_\infty}}{c(\lambda) \lambda^{7/3}} = \frac{4}{3} \frac{\mu}{c(\lambda) \lambda^{7/3}}.$$  

Moreover, we have the following bounds if we relax the assumption of the diagonal convergence to be as in Theorem 2:

**Proposition 25.** For all $m \in \mathbb{N}$, the scaling limit of the jump time $T_m$ has the following bounds:

$$\forall t > 0, \quad \liminf_{p,q \to \infty} \mathbb{P}_{p,q}(\mu T_m > tp) \geq \exp \left( - \int_0^t \max_{\lambda \in [\lambda_{min}, \lambda_{max}]} c_\infty \left( \frac{\lambda + \mu s}{1 + \mu s} \right) \cdot \frac{ds}{1 + \mu s} \right)$$

and

$$\limsup_{p,q \to \infty} \mathbb{P}_{p,q}(\mu T_m > tp) \leq \exp \left( - \int_0^t \min_{\lambda \in [\lambda_{min}, \lambda_{max}]} c_\infty \left( \frac{\lambda + \mu s}{1 + \mu s} \right) \cdot \frac{ds}{1 + \mu s} \right)$$

where $c_\infty$ is the function defined by (28), and the limit is taken such that $q/p \in [\lambda_{min}, \lambda_{max}]$.

## 5 Local limits

In the proof of the local convergence of the laws $\mathbb{P}_{p,q}^\nu$ and $\mathbb{P}_p^{\nu_c}$, we use the following characterization of the local convergence: if $(\mathbb{P}_n^{(n)})_{n \geq 0}$ and $\mathbb{P}^{(\infty)}$ are probability measures on $\mathcal{B}T$, then $\mathbb{P}^{(n)}$ converges weakly to $\mathbb{P}^{(\infty)}$ for $d_{loc}$ if and only if

$$\mathbb{P}^{(n)}([t, \sigma], b) \xrightarrow{n \to \infty} \mathbb{P}^{(\infty)}([t, \sigma], b)$$

for every $r \geq 0$ and every ball $b$ of radius $r$. See [8] and [9] for more details.

In this paper, we consider the local limits in the two regimes $\nu \in (1, \nu_c)$ and $\nu = \nu_c$, respectively. These two regimes are expected to have a non-trivial behaviour of the interface. The former of the two is easier, so we begin with it.
5.1 The local limit $\mathbb{P}_{p,q}^{\nu} \rightarrow \mathbb{P}_{\infty}^{\nu}$ at $\nu \in (1, \nu_t)$

We sketch briefly the construction of the local limit $\mathbb{P}_{\infty}^{\nu}$. In fact, it follows the general algorithm for constructing local limits introduced in [9]. The starting point is the convergence $\mathbb{P}_{p,q} \xrightarrow{d_{\infty}} \mathbb{P}_{\infty}$ of Proposition 18.

Let $\mathcal{c}_n^\theta$ be the map obtained by removing from $\mathcal{c}_n$ all boundary edges adjacent to the hole. Considering the sequence of these maps, the number of the remaining boundary edges stays finite and only depends on $(S_k)_{k \leq n}$. Then it follows that this convergence can be extended as follows ([9], Proposition 28): if $\theta$ is an almost surely finite stopping time with respect to the filtration generated by the peeling process, then

$$\mathbb{P}_{p,q}(\mathcal{c}_0^\theta = \mathbf{b}) \xrightarrow{d_{\infty}} \mathbb{P}_{\infty}(\mathcal{c}_{\theta}^\theta = \mathbf{b}).$$

(29)

This is all we need for the construction of the local limit $\mathbb{P}_{\infty}^{\nu}$. Namely, let $\theta = \theta_\epsilon =: \inf \{n \geq 0 : d_{\epsilon_n}(\rho, \partial \mathcal{c}_n) \geq \epsilon \}$, where $d_{\epsilon_n}(\rho, \partial \mathcal{c}_n)$ is the minimal graph distance in $\mathcal{c}_n$ between $\rho$ and vertices on $\partial \mathcal{c}_n$. Now

$$[t, \sigma]_r = [\mathcal{c}_n^\theta]_r$$

for all $r \geq 0$. It follows that the peeling process $(\mathcal{c}_n)_{n \geq 0}$ eventually explores the entire triangulation $(t, \sigma)$ if and only if $\theta_\epsilon < \infty$ for all $r \geq 0$. The latter follows, since the random walks $(X_n)_{n \geq 0}$ and $(Y_n)_{n \geq 0}$ have zero drift by Lemma 16. More precisely, it is well-known that one dimensional random walks on the real line with a zero drift are recurrent, and from this it follows that any finite segment of edges in the boundary either to the left or to the right of the root $\rho$ is swallowed by the peeling process in a finite time almost surely.

Denote the law of the sequence of the explored maps under $\mathbb{P}_{\infty}$ by $\mathcal{L}_{\infty}(\mathcal{c}_n)_{n \geq 0}$. The local limit $\mathbb{P}_{\infty}^{\nu}$ is then defined as a growing sequence of finite balls $\mathcal{L}_{\infty}[t, \sigma]_r := \lim_{n \rightarrow \infty} \mathcal{L}_{\infty}[\mathcal{c}_n]_r$. The external face of $\mathcal{L}_{\infty}(t, \sigma)$ obviously has infinite degree and every finite subgraph of $\mathcal{L}_{\infty}(t, \sigma)$ is covered by $\mathcal{c}_n$ almost surely for some $n < \infty$. Since the peeling process only fills in finite holes, it follows that the complement of a finite subgraph only has one infinite component. That is, $\mathbb{P}_{\infty}^{\nu}$ is one-ended, which together with the infinite boundary tells that the local limit is an infinite bicolored triangulation of the half-plane.

After all, the proof of the local convergence of $\mathbb{P}_{p,q}^{\nu}$ towards $\mathbb{P}_{\infty}^{\nu}$ is just a one-line argument: since $[t, \sigma]_r = [\mathcal{c}_r^\theta]_r$ is a measurable function of $\mathcal{c}_r^\theta$, it follows from equation (29) that $\mathbb{P}_{p,q}^{\nu}([t, \sigma]_r = \mathbf{b}) \xrightarrow{\mathbb{P}_{\infty}^{\nu}} \mathbb{P}_{\infty}^{\nu}([t, \sigma]_r = \mathbf{b})$ for every $r \geq 0$ and every ball $\mathbf{b}$. This implies the local convergence $\mathbb{P}_{p,q}^{\nu} \xrightarrow{\mathbb{P}_{\infty}^{\nu}} \mathbb{P}_{\infty}^{\nu}$.

Above, we did not actually need the information whether the peeling process takes into account the target $\rho^1$ or not. In other words, the above construction gives the same result for both of the cases, and hence we have the freedom to choose.

Remark 26. The reason we did not consider the local convergence $\mathbb{P}_{p,q}^{\nu} \xrightarrow{\mathbb{P}_{\infty}^{\nu}} \mathbb{P}_{p}^{\nu}$ is the fact that $\mathbb{E}_{p}(X_1)$ and $\mathbb{E}_{p}(Y_1)$ only have asymptotically zero drift when $p \rightarrow \infty$, which itself is not enough for their recurrence (compare to [9] for an example of an asymptotically negative drift in the high-temperature regime). However, there are indeed some criteria to show the recurrence of such Markov chains, whose modifications could apply to the setting of this work. See [16] and the references therein. We aim to go back to this question in future work.
5.2 The local limit $\mathbb{P}^\nu_{p,q} \to \mathbb{P}^\nu_p$ at $\nu = \nu_c$

This case is essentially similar to the previous one, except we replace $\mathbb{P}^\nu_p$ by $\mathbb{P}^\nu_{p,q}$ and the diagonal convergence by a univariate convergence. This does not change the proof much, since the only essential input is the convergence of the peeling process and the finiteness of $\theta_r$ under $\mathbb{P}_p$. The latter one follows in this case from Lemma 23: since the boundary becomes monochromatic in a finite time almost surely under $\mathbb{P}_p$, an analog of Lemma 29 in [9] shows that indeed $\theta_r < \infty$. For more details, see [8].

5.3 The local limits $\mathbb{P}^\nu_p \to \mathbb{P}^\nu_\infty$ and $\mathbb{P}^\nu_{p,q} \to \mathbb{P}^\nu_\infty$ at $\nu = \nu_c$

First, we construct the local limit $\mathbb{P}_\infty \equiv \mathbb{P}^\infty_\nu$ using the positive drift of the perimeter processes $(X_n)_{n \geq 0}$, $(Y_n)_{n \geq 0}$ under $\mathbb{P}_\infty$, the previously constructed local limit $\mathbb{P}_0$ and a simple gluing argument. Then, we show the local convergence itself, which shares the same characteristics for both type of convergences.

Construction of $\mathbb{P}_\infty$. Due to the positive drift $\mathbb{E}_\infty(X_1) = \mathbb{E}_\infty(Y_1) > 0$ (Lemma 16), the probability that the peeling process peels an edge adjacent to a given boundary vertex $v \in \partial \mathcal{e}_n^\infty$ infinitely many times is zero. Therefore, the sequence of balls $(\mathcal{L}_n[\mathcal{e}_n^\infty]_r, n \geq 0)$ stabilizes in finite time for all $r \geq 0$. Hence, we may define $\mathcal{L}_\infty[\mathcal{e}_\infty^\circ]_r := \lim_{n \to \infty} \mathcal{L}_n[\mathcal{e}_n^\infty]_r$. We call it the ribbon, for the reason that it is an infinite strip of triangles containing the infinite interface.

By construction, the ribbon is also one-ended: Namely, $\mathcal{e}_\infty^\circ \setminus \mathcal{e}_n^\circ$ is connected, since the peeling process always reveals a triangle incident to the interface, and thus the consecutive revealed triangles share necessarily the edge which the interface traverses through. Moreover, the complement of any finite subgraph in $\mathcal{e}_\infty^\circ$ has only one infinite connected component by the fact that it necessarily contains $\mathcal{e}_\infty^\circ \setminus \mathcal{e}_n^\circ$ for $n \in \mathbb{N}$ sufficiently large.

From now on, let us denote the ribbon under $\mathbb{P}_\infty$ by $\mathcal{R}_\infty$, and denote by $\mathbb{P}_0$ the image of $\mathbb{P}_0$ in the inversion of spins. Let $\mathcal{L}_\infty \mathcal{u}_\infty$ and $\mathcal{L}_\infty \mathcal{u}_\infty^*$, be two random variables of laws $\mathbb{P}_0$ and $\mathbb{P}_0$, respectively, such that they are mutually independent with each other and $\mathcal{L}_\infty \mathcal{R}_\infty$. The boundary of $\mathcal{L}_\infty \mathcal{R}_\infty$ is partitioned into three intervals: one finite interval consisting of edges of $\mathcal{e}_0$, and the two infinite intervals on its left and on its right. We glue $\mathcal{L}_\infty \mathcal{u}_\infty$ (resp. $\mathcal{L}_\infty \mathcal{u}_\infty^*$) to the infinite interval on the left (resp. on the right), such that boundary vertices with the same spins are identified along the infinite boundaries, together with the incident edges. See Figure 6 for an explanation. Now $\mathbb{P}_\infty$ is defined as the law of the random triangulation resulted in this gluing. It is easy to see that $\mathbb{P}_\infty$ is one-ended, and that $\mathcal{L}_\infty(\mathcal{e}_n)_{n \geq 0}$ is indeed the peeling process following the infinite interface of a random bicolored triangulation of law $\mathbb{P}_\infty$.

Convergence towards $\mathbb{P}_\infty$. In order to show the local convergence, we want to find a counterpart of the above gluing argument for a triangulation $\mathcal{T}$ under $\mathbb{P}_p$ or $\mathbb{P}_{p,q}$ for some large $p, q$. There is no canonical way to do it, but instead we condition on the peeling step at time $T_m$ for some $m \geq 0$, and in the end take $m \to \infty$. In what follows, we formulate the proof primarily for $p, q < \infty$, and comment briefly what changes should take place when $q = \infty$. In the end, the detailed account of the latter is just a mutatis mutandis of the proof in the case of spins on the faces, found in [8].
Figure 6: The gluing of the ribbon with the two infinite triangulations with a monochromatic boundary, in order to construct $P_\infty$. The vertices which are mutually identified are pointed with the double arrows.

To this end, fix $m \geq 0$, and define $R_m$ as the union of the explored map $e_{T_m}^0$ and the triangle explored at $T_m$. Now the triple $(u_{T_m}, R_m, u_{T_m}^*)$ partitions a triangulation under $P_{p,q}$, such that $u_{T_m}$ and $u_{T_m}^*$ correspond to the two parts separated by the triangle at $T_m$. They correspond to the triangulations $u_\infty$ and $u_\infty^*$ in the infinite setting, respectively. Observe that $T_m = \infty$ almost surely under $P_\infty$, and hence this correspondence indeed makes formally sense. See Figure 7.

We will reroot the unexplored maps $u_{T_m}$ and $u_{T_m}^*$ at the edges $\rho_u$ and $\rho_u^*$, which we define as the boundary edges with a vertex shared by $u_{T_m}$ and $R_m$, and $u_{T_m}^*$ and $R_m$, respectively. These edges are monochromatic, even though the boundary of $u_{T_m}$ or $u_{T_m}^*$ might still be bichromatic. However, the triangulations $u_{T_m}$ and $u_{T_m}^*$ look locally monochromatic with high probability when $p$ and $q$ are large. To formulate this, we import the following technical lemma introduced and proven in [8]:

**Lemma 27.** Let $P_{p,(q_1,q_2)}$ denote the pushforward of $P_{p,q_1+q_2}$ by the mapping that translates the origin $q_1$ edges to the left along the boundary. Then for all fixed $p \geq 0$, we have $P_{p,(q_1,q_2)} \xrightarrow{dloc} P_0$ weakly as $q_1, q_2 \to \infty$.

Now the boundary condition of $u_{T_m}$ can be written as $(P, (Q_1, Q_2))$ according to the notation of the previous lemma, where $P$, $Q_1$, and $Q_2$ are some random numbers. Similarly, the boundary condition of $u_{T_m}^*$ can be written as $((P_1^*, P_2^*), Q^*)$, where the notation is understood such that the two components of the pair are switched in a spin-flip, which produces the setting of Lemma 27. Let $\delta$, be a random variable assigning value 1 if the boundary vertex of the revealed triangle $S_{T_m}$ is of spin $\star$, and 0 otherwise. Then, the condition $S_{T_m} = R_{\rho_{T_m-1} + K_m - \delta}$ uniquely defines an integer $K_m$, which represents the position relative to $\rho_1$ of the vertex where the triangle revealed at time $T_m$ touches the boundary. We also make the convention $R_{p+k} = L_{q-k+1}$. See Figure 7.

In the following lemma, we show that the ribbon and the unexplored parts converge jointly. It gathers analogous results from [8] and [9] with minor modifications to the setting of this work.
Lemma 28 (Joint convergence before gluing). Fix $\epsilon, x, m > 0$, and let $J \equiv J^x_{x,m} := \{\tau_z^x = T_m \geq \epsilon p\}$. Then for any $r \geq 0$,

$$
\limsup_{p,q \to \infty} |\mathbb{P}_{p,q}\left(\{[R_m]_r, [u_{T_m}]_r, [u^*_r]_r\} \in \mathcal{E}\right) - \mathbb{P}_{\infty}\left(\{[R_{\infty}]_r, [u_{\infty}]_r, [u^*_r]_r\} \in \mathcal{E}\right)| \\
\leq \limsup_{p,q \to \infty} \mathbb{P}_{p,q}(J^c) + \mathbb{P}_{\infty}(\tau_x^r < \infty)
$$

(30)

in the sense of the diagonal limit of Theorem 2 where $\mathcal{E}$ is any set of triples of balls.

In the case of $q = \infty$, $J$ has to be replaced by $\{\tau_z^x = T_m \geq \epsilon p\} \cap \{K_m \leq m\}$.

Proof. The proof is a mutatis mutandis of the proofs of Lemma 12 in [8] and Lemma 36 in [9], where it is presented for the spins on the faces. Given the proof framework detailed in [8], the only thing one needs to take care of is the fact that the random numbers $\mathbb{P}^*_1, \mathbb{P}^*_2, Q_1$ and $Q_2$ tend to $\infty$ uniformly, and that $\mathbb{P}$ and $Q^*$ stay bounded, conditional on $J$. Observe also that the random number $K_m$ is automatically bounded in the diagonal setting, so we do not need any condition for $K_m$ in the event $J$ in that case, whereas in the case $q = \infty$, $K_m$ is not bounded a priori.

Figure 7: The decomposition of the Ising triangulation at time $T_m$, showing the two possible scenarios. This figure also shows how the interface behaves differently depending on the last peeling step.
Let us start by showing lower bounds for the boundary condition of $u_{T_m}$. First, expressing the total perimeter of $u_{T_m}$, the number of edges between $\rho$ and $\rho^i$ clockwise and the number of $+$ vertices on the boundary of $u_{T_m}$, respectively, we find the equations

\[
\begin{align*}
Q_1 + Q_2 + P &= Q_{T_m-1} - K_m + \delta_s \\
S^- + Q_2 + \max\{0, K_m\} - \delta_s &= q \\
P &= -\min\{0, K_m\}
\end{align*}
\]

where $S^-$ is the number of vertices of spin $-$ in $R_m \cap \partial e_0$. See Figure 7. The solution of this system of equations is

\[
\begin{align*}
Q_1 &= Y_{T_m-1} + S^- \\
Q_2 &= q - S^- - \max\{0, K_m\} + \delta_s \\
P &= -\min\{0, K_m\}
\end{align*}
\]

We have $S^- = -\min_{n<T_m} Y_n \in [0, 1-\min_{n\geq0}(\mu n - xf_e(n))]$, and the function $n \mapsto \mu n - xf_e(n)$ is increasing if we only consider large enough $n$. Therefore, conditional on $T_m \geq \epsilon_p$, we deduce $Q_1 \geq Y_{T_m-1} \geq \mu(T_m-1) - xf_e(T_m-1) \geq \mu(\epsilon_p - 1) - xf_e(\epsilon_p - 1) =: Q_1^1$ and $Q_2 \geq q + \min_{n\geq0}(\mu n - xf_e(n)) - 1 - m =: Q_2^1$ for large enough $p$. Moreover, $P \leq |K_m| \leq m$.

By symmetry, for $u_{T_m}^\nu$ we have

\[
\begin{align*}
P_1^\nu + P_2^\nu + Q^* &= P_{T_m-1} + K_m + \delta_s \\
S^* + P_2^\nu - \min\{0, K_m\} - \delta_s &= p \\
Q^* &= \max\{0, K_m\}
\end{align*}
\]

where $S^*$ is now the number of vertices of spin $+$ in $R_m \cap \partial e_0^\nu$. It is easy to see that this yields similar bounds for $P_1^\nu$, $P_2^\nu$ and $Q^*$ as previously for $Q_1$, $Q_2$ and $P$, respectively. The rest of the proof goes then as in [8]. Observe that if $q = \infty$, we need the condition $K_m \leq m$ to ensure the boundedness of $Q^*$; and we also have $Q_2 = \infty$; otherwise the proof is the same.

**Proof of the convergence** $P_{p,q}^{\nu_e} \to P_{\infty}^{\nu_e}$. The rest of the proof is mostly presented in detail in [8] and [9]. It is based on a gluing argument of three locally converging maps, which results the local convergence of the glued map itself. There, the gluing happens such that the spins assigned to the boundary edges on each of the side of the gluing interface (which is not to be confused with the Ising interfaces) coincide. In this article, we simply switch the roles of the boundary edges and the boundary vertices, and otherwise apply the same arguments. This is possible since the boundaries of the maps are simple, and thus there is a one-to-one correspondence between the boundary vertices and the boundary edges. That said, the to-be-glued boundary vertices on each side always have the same spin, and only monochromatic edges are merged in the gluing. In the next few paragraphs, we outline the existing arguments in the setting of this article.

Similarly as the infinite triangulation $L_\infty(t, \sigma)$ can be represented as a gluing of the triple $L_\infty(R_\infty, u_\infty, u_\infty^\nu)$, the finite triangulation $L_{p,q}(t, \sigma)$ results from the gluing of the triple $L_{p,q}(R_m, u_{T_m}, u_{T_m})$ along the boundaries of the components. This is done pairwise between the three components, taking into account that the location of the root edge changes during this procedure. Given a triangulation $t$ with a simple boundary, and an integer $S$, let us
denote by $\overrightarrow{t}^S$ (resp. $\overleftarrow{t}^S$) the map obtained by translating the root edge of $t$ by a distance $S$ to the right (resp. to the left) along the boundary. Denote by $\rho$ and $\rho'$ the root edges of two triangulations $t$ and $t'$, respectively, and let $L$ be the number of vertices in $t$ and $t'$ which are admissible for the gluing. More precisely, we assume that $L$ is a random variable taking positive integer or infinite values, such that

$$L_{p,q} \xrightarrow{p,q \to \infty} \infty$$

in distribution and $L_\infty = \infty$ almost surely. (31)

Finally, let $t \oplus t'$ be the triangulation obtained by gluing the $L$ boundary vertices of $t$ on the right of $\rho$ to the $L$ boundary vertices of $t'$ on the left of $\rho'$, together with the edges which have two such vertices as endpoints. The dependence on $L$ is omitted from this notation because the local limit of $t \oplus t'$ is not affected by the precise value of $L$, provided that (31) holds.

Now using the notation of the previous paragraph, we have

$$(t, \sigma) = (u_Rm)^{S^*+S^*} \oplus u_{T_m}^t \quad \text{where} \quad u_Rm = u_{T_m}^t \oplus (R_m)^{S^*}$$

(32)

where $S^*$ and $S^*$ are the number of vertices between $\rho$ and $\rho_a^*$ or $\rho_a$, respectively, including the ones adjacent to the above root edges. Similarly, $L_\infty(t, \sigma)$ can be expressed in terms of $u_\infty, R_\infty, u_\infty^t$ and $S^\pm$ using the above described gluing and root translation.

On the event $\mathcal{J}$, the perimeter processes $(X_n)_{n \geq 0}$ and $(Y_n)_{n \geq 0}$ stay above $\mu n - xf_r(n)$ up to time $\tau_x^\epsilon$. Thus their minima over $[0, \tau_x^\epsilon]$ are reached before the deterministic time $N_{min} = \sup \{n \geq 0 : \mu n - xf_r(n) \leq 0\}$ and $S^+$ and $S^*$ are measurable functions of the explored map $\mathcal{E}_{N_{min}}$. It follows that $L_{p,q}S^\pm$ converges in distribution to $L_\infty S^\pm$ on the event $\mathcal{J}$. Using the relation (32) together with Lemmas 15-16 in [8], we deduce from Lemma 28 that for any $x, m, \epsilon > 0$, and for any $r \geq 0$ and any set $E$ of balls, we have

$$\lim sup_{p,q \to \infty} \left| \mathbb{P}_{p,q}([t, \sigma]_r \in E) - \mathbb{P}_\infty([t, \sigma]_r \in E) \right| \leq \lim sup_{p,q \to \infty} \mathbb{P}_{p,q}(\mathcal{J}^c) + \mathbb{P}_\infty(\tau_x^\epsilon < \infty) .$$

The left hand side does not depend on the parameters $x, m$ and $\epsilon$. Therefore to conclude that $\mathbb{P}_{p,q}$ converges locally to $\mathbb{P}_\infty$, it suffices to prove that $\lim sup_{p,q \to \infty} \mathbb{P}_{p,q}(\mathcal{J}^c) + \mathbb{P}_\infty(\tau_x^\epsilon < \infty)$ converges to zero when $x, m \to \infty$ and $\epsilon \to 0$. The latter term converges to zero, since if $x \to \infty$, we have $\tau_x^\epsilon \to \infty$ almost surely under $\mathbb{P}_\infty$. For the first term, a union bound gives

$$\mathbb{P}_{p,q}(\mathcal{J}^c) \leq \mathbb{P}_{p,q}(\tau_x^\epsilon < T_m) + \mathbb{P}_{p,q}(T_m < \epsilon p) ,$$

where the first term on the right can be bounded using Lemma 22:

$$\lim_{m,x \to \infty} \lim sup_{p,q \to \infty} \mathbb{P}_{p,q}(\tau_x^\epsilon < T_m) = 0 .$$

For the last term, we use Proposition 25:

$$\lim_{\epsilon \to 0} \lim sup_{p,q \to \infty} \mathbb{P}_{p,q}(T_m < \epsilon p) \leq 1 - \lim_{\epsilon \to 0} \exp \left( - \int_{0}^{\epsilon} \max_{\lambda \in [\lambda_{min}, \lambda_{max}]} C \left( \frac{\lambda + \mu s}{1 + \mu s} \right) ds \right) = 0 .$$

In the case $q = \infty$, we have

$$\mathbb{P}_p(\mathcal{J}^c) \leq \mathbb{P}_p(\tau_x^\epsilon < T_m) + \mathbb{P}_p(T_m < \epsilon p) + \mathbb{P}_p(\tau_x^\epsilon = T_m, K_m > m) ,$$

29
where the first term on the right hand side is treated like before and the second term is shown to be negligible by Theorem 4. For the last term, we repeat an estimate in [8] in order to find the bound

\[
\limsup_{p \to \infty} P_p(\tau^x = T_m, \mathcal{K}_m > m) \leq \limsup_{p \to \infty} P_p(S_1 \in \{R_{p+k-1} : k > m\} | P_1 \leq m)
\]

\[
= \limsup_{p \to \infty} \frac{\sum_{k \geq m} p \cdot P_p(S_1 = R_{p+k})}{\sum_{k \geq -m} p \cdot P_p(S_1 = R_{p+k})}.
\]

(33)

By (18), we see that

\[
\limsup_{p \to \infty} p \cdot \sum_{k \geq 0} P_p(S_1 = R_{p+k}) = \frac{t_c a_0}{u_c} \lim_{p \to \infty} p \cdot \frac{Z_p(u_c)}{a_p} = -\frac{4}{3} \frac{t_c a_0}{bu_c} (A(u_c) - a_0).
\]

(34)

Moreover, if \(k \geq 0\), we have

\[
\lim_{p \to \infty} p \cdot P_p(S_1 = R_{p+k}) = \frac{t_c a_0}{u_c} \lim_{p \to \infty} p \cdot \frac{Z_{p,k+1}(u_c)}{a_p u_c^{k+1}} = -\frac{4}{3} \frac{t_c a_0}{bu_c} a_{k+1} u_c^{k+1}.
\]

(35)

It follows that

\[
\limsup_{p \to \infty} p \cdot \sum_{k \geq 0} P_p(S_1 = R_{p+k}) = \sum_{k \geq 0} \lim_{p \to \infty} p \cdot P_p(S_1 = R_{p+k}).
\]

Moreover, if \(k < 0\),

\[
\lim_{p \to \infty} p \cdot P_p(S_1 = R_{p+k}) = -\frac{4}{3} \frac{t_c a_0}{bu_c} a_{|k|} u_c^{|k|} < \infty.
\]

It follows that the right hand side of (33) converges to zero as \(m \to \infty\). This finally proves the claim.

\[\square\]

6 Scaling limits of the interface length

In this final section, we finish proving Theorem 4. The proof relies on the observation than if \(t\) is sampled from \(\mathbb{P}_{p,q}\) or \(\mathbb{P}_p\) at \(\nu = \nu_c\), the length of the main interface is close to the hitting time \(T_m\) when \(p\) and \(q\) are large. If the spins were on the faces, the discrete interface would not be a simple curve, which prevented us from deducing a similar claim in [8] and [9]. Moreover, what is known about the qualitative behavior of triangulations of the half-plane decorated with the critical percolation ([5]), we deduce a scaling limit of the perimeter of the hull containing the portion of the interface before its first visit to the boundary of the half-plane when \(\nu \in (1,\nu_c)\). This claim extends the result of Angel and Curien at \(\nu = 1\).

Proof of Theorem 4. We have almost proven the claim in Proposition 24. The rest of the proof resembles an argument used in ([8], Theorem 6) to show that the scaling limit of \(T_m\) is independent of \(m\), which was later generalized in [9]. In the case \(q = \infty\), the idea is the following: if \(T_m < T_0\) for some \(m \geq 1\), we can decompose the interface length under \(\mathbb{P}_p\) as \(\eta_p = T_m + \eta_{-\min(\mathcal{K}_m,0)}\), where we recall that \(\mathcal{K}_m\) is the position relative to \(\rho^1\) of the vertex where the triangle revealed at time \(T_m\) hits the boundary. The same idea generalizes}

\[30\]
to \( \eta_{p,q} \) under \( \mathbb{P}_{p,q} \) as well. The reason why this argument works here is the fact that before the time \( T_m \), each peeling step increases the interface length exactly by one, and after that hitting time, the length of the unexplored portion of the interface stays small compared to \( p \) when \( p \to \infty \). The former of the two does not hold when the spins are put in the faces (see [8], Section 6).

The above idea in the case of \( \eta_p \) actually requires some special care, since it is possible that \( T_m = T_0 \). Formally, if \( \delta > 0 \), we estimate

\[
\begin{align*}
\mathbb{P}_p(\eta_p - T_m > \delta p) & \leq \mathbb{P}_p(\eta_p - T_m > \delta p, T_m = \tau_p^e \neq T_0) + \mathbb{P}_p(\eta_p - T_m > \delta p, T_m = \tau_p^e = T_0) + \mathbb{P}_p(T_m < \tau_p^e). \\
& \quad \quad \text{(36)}
\end{align*}
\]

The third term of (36) can be made arbitrarily small when \( p, m, x \) are large thanks to Lemma 22. The first term can be estimated by strong Markov property:

\[
\begin{align*}
\mathbb{P}_p(\eta_p - T_m > \delta p, T_m = \tau_p^e \neq T_0) &= \mathbb{E}_p \left[ \mathbb{P}_{\eta_{p_{T_m}}}(\eta_{p_{T_m}} > \delta p) \mathbb{I}_{\{T_m = \tau_p^e \neq T_0\}} \right] \leq \max_{p' \leq m} \mathbb{P}_{p'}(\eta_{p'} > \delta p).
\end{align*}
\]

Now recall that by Lemma 23, the + boundary of length \( p' \) is swallowed by the peeling almost surely in a finite time. The swallowed region is a finite Boltzmann Ising-triangulation, which includes the interface component of length \( \eta_{p'} \). Thus, \( \eta_{p'} < \infty \) almost surely for all \( 0 \leq p' \leq m \), and therefore we conclude by (37) that the first term of (36) converges to zero as \( p \to \infty \). For the second term, the trick is to run the peeling under the inversion of spins on \( u_{T_m}^0 \) as seen in the lower part of Figure 7. Using the notation of Section 5.3, we estimate

\[
\begin{align*}
\mathbb{P}_p(\eta_p - T_m > \delta p, T_m = \tau_p^e = T_0) & \leq \sum_{k=1}^{k_0} \mathbb{P}_p(\eta_p - T_m > \delta p, T_m = \tau_p^e = T_0, \mathcal{K}_0 = k) + \mathbb{P}_p(\mathcal{K}_0 > k_0, T_m = \tau_p^e = T_0) \\
& \leq \sum_{k=1}^{k_0} \mathbb{E}_p \left[ \mathbb{P}_{\eta_{p_{T_0-1,k}}}(\eta_{p_{T_0-1,k}} > \delta p) \mathbb{I}_{\{T_m = \tau_p^e = T_0\}} \right] + \mathbb{E}_p \left[ \mathbb{P}_{\eta_{p_{T_0-1}}} \left( \mathbb{S}_1 \in \mathbb{R}_{\eta_{p_{T_0-1}} + k} : k \geq k_0 \right) \mathbb{I}_{\{T_m = \tau_p^e = T_0\}} \right]. \\
& \quad \quad \text{(38)}
\end{align*}
\]

Conditional on \( \{T_m = \tau_p^e = T_0\} \), we have \( \eta_{p_{T_0-1}} \geq p + \mu(T_0 - 1) - xf'(T_0 - 1) \), where the right hand side tends to infinity as \( p \to \infty \). Thus, the second term on the right hand side of (38) is arbitrarily small if \( k_0 \) and \( p \) are chosen to be large enough. Then, the first term on the right hand side of (38) tends to zero as \( p \to \infty \). To put things together in equation (36), since the scaling limit of \( T_m \) is independent of \( m \), we deduce \( \mathbb{P}_p(\eta_p - T_m > \delta p) \xrightarrow{p \to \infty} 0 \), which shows that \( \eta_p \) and \( T_m \) have the same scaling limit.

For \( \eta_{p,q} \), we have

\[
\begin{align*}
\mathbb{P}_{p,q}(\eta_{p,q} - T_m > \epsilon p) &= \mathbb{E}_{p,q} \left[ \mathbb{P}_{\eta_{p_{T_m},q_{T_m}}}(\eta_{p_{T_m},q_{T_m}} > \epsilon p) \right] \\
& \leq \mathbb{E}_{p,q} \left[ \sum_{p'=0}^{m} \mathbb{P}_{p',q_{T_m}}(\eta_{p',q_{T_m}} > \epsilon p) + \sum_{q'=0}^{m} \mathbb{P}_{p_{T_m},q'}(\eta_{p_{T_m},q'} > \epsilon p) \right]. \\
& \quad \quad \text{(39)}
\end{align*}
\]
Let $M > 0$ be large, and fix $p' \leq m$. Then we may estimate

$$P_{p',Q_T}(\eta_{p',Q_T} > \epsilon p) = P_{p',Q_T}(\eta_{p',Q_T} > \epsilon p, Q_T > M) + P_{p',Q_T}(\eta_{p',Q_T} > \epsilon p, Q_T \leq M) \, P_{p',Q_T}(Q_T \leq M) \leq P_{p',Q_T}(\eta_{p',Q_T} > \epsilon p, Q_T > M) + \max_{q' \leq M} P_{p',q'}(\eta_{p',q'} > \epsilon p).$$

We have $P_{p',q} \xrightarrow{q \to \infty} P_{p'}$. Thus, the first term in the previous expression can be bounded from above by $P_{p'}(\eta_{p'} > \epsilon p) + \epsilon'$ for any $\epsilon' > 0$, provided $M$ is large enough, and the first of the aforementioned terms is already shown to converge to zero. The last term converges to zero as $p \to \infty$, since $\eta_{p',q'}$ is a.s. finite under $P_{p,q}$. The second sum in (39) treated similarly by symmetry. It follows that $P_{p,q}(\eta_{p,q} - T_m > \epsilon p) \xrightarrow{p,q \to \infty} 0$, proving the claim.

We finally state a result concerning the scaling of the perimeter of a hull containing the portion of the interface before its first boundary visit at $\nu \in (1, \nu_c)$, which is retrieved from [5] from the case of the critical percolation ($\nu = 1$) on the vertices of the type I random triangulation. We just note that the qualitative behavior of the peeling process is the same for all $\nu \in [1, \nu_c)$, which allows us to deduce the claim. More precisely, let $H$ be the hull which is composed of the explored part $\epsilon_n$ under $P_\infty$ at the time when the process hits the $+$ boundary first time, and let $\partial H$ be its outer boundary, consisting of the edges boundary edges which are not on the boundary of the half-plane. Denote by $|\partial H|$ the number of vertices of this boundary, which is a priori simple (see [5], where $H$ is called the extended hull). Then, we use Lemma 16 and Proposition 20 together with [5] to deduce the following:

**Proposition 29.** Let $\nu \in (1, \nu_c)$. Then,

$$P_\infty^\nu(|\partial H| > n) = n^{-1/2+o(1)}.$$

We leave it for future work to study the scaling of the boundary of a finite cluster, for which it is instructive to begin the peeling exploration from an infinite monochromatic boundary. In that case, the perimeter process will no longer be a random walk, and its distribution will depend on the length of the active boundary.

**References**

[1] Maple worksheet and its pdf export accompanying this paper. Available at https://www.dropbox.com/sh/2jbkcp3e07t0h8b/AABERnBj0f011UCKrfHPIC36a?dl=0.
[2] M. Albenque, L. Ménard, and G. Schaeffer. Local convergence of large random triangulations coupled with an Ising model. *Trans. Amer. Math. Soc.* (to appear), 2020. arXiv:1812.03140.

[3] O. Angel. Growth and percolation on the uniform infinite planar triangulation. *Geom. Funct. Anal.*, 13(5):935–974, 2003. arXiv:math/0208123.

[4] O. Angel. Scaling of percolation on infinite planar maps, I. *Preprint*, 2005. arXiv:math/0501006.

[5] O. Angel and N. Curien. Percolations on random maps I: Half-plane models. *Ann. Inst. Henri Poincaré Probab. Stat.*, 51(2):405–431, 2015. arXiv:1301.5311.

[6] O. Bernardi and M. Bousquet-Mélou. Counting colored planar maps: algebraicity results. *J. Combin. Theory Ser. B*, 101(5):315–377, 2011. arXiv:0909.1695.

[7] T. Budd. The peeling process on random planar maps coupled to an $O(n)$ loop model (with an appendix by Linxiao Chen). *Preprint*, 2018. arXiv:1809.02012.

[8] L. Chen and J. Turunen. Critical Ising model on random triangulations of the disk: enumeration and local limits. *Commun. Math. Phys.*, 374(3):1577–1643, 2020. https://doi.org/10.1007/s00220-019-03672-5. arXiv:1806.06668.

[9] L. Chen and J. Turunen. Ising model on random triangulations of the disk: phase transition. *Preprint*, 2020. arXiv:2003.09343.

[10] N. Curien. A glimpse of the conformal structure of random planar maps. *Commun. Math. Phys.*, 333(3):1417–1463, 2015. arXiv:1308.1807.

[11] N. Curien. Peeling random planar maps, 2017. Lecture notes of Cours Peccot at Collège de France, available at https://www.math.u-psud.fr/~curien/cours/peccot.pdf.

[12] N. Curien and J.-F. Le Gall. Scaling limits for the peeling process on random maps. *Ann. Inst. Henri Poincaré Probab. Stat.*, 53(1):322–357, 2017. arXiv:1412.5509.

[13] F. David, A. Kupiainen, R. Rhodes, and V. Vargas. Liouville quantum gravity on the Riemann sphere. *Commun. Math. Phys.*, 342(3):869–907, 2016. arXiv:1410.7318.

[14] B. Duplantier, J. Miller, and S. Sheffield. Liouville quantum gravity as a mating of trees. *Preprint*, 2018. arXiv:1409.7055.

[15] P. Flajolet and R. Sedgewick. *Analytic combinatorics*. Cambridge University Press, Cambridge, 2009.

[16] N. Georgiou, M. Menshikov, D. Petritis, and A. Wade. Markov chains with heavy-tailed increments and asymptotically zero drift. *Electron. J. Probab.*, 24, 2019. arXiv:1806.07166.

[17] J. Miller and S. Sheffield. Quantum Loewner evolution. *Duke Math. J.*, 44(2):1013–1052, 2016. arXiv:1312.5745.
[18] L. Richier. Universal aspects of critical percolation on random half-planar maps. *Electron. J. Probab.*, 20:Paper No. 129, 45, 2015. arXiv:1412.7696.

[19] Y. Watabiki. Construction of non-critical string field theory by transfer matrix formalism in dynamical triangulation. *Nuclear Phys. B*, 441(1-2):119–163, 1995. arXiv:hep-th/9401096.