On the Adversarial Robustness of Vision Transformers
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Abstract

Following the success in advancing natural language processing and understanding, transformers are expected to bring revolutionary changes to computer vision. This work provides a comprehensive study on both empirical and certified robustness of vision transformers (ViTs), with analysis that casts light on creating models that resist adversarial attacks. We find that ViTs possess better empirical and certified adversarial robustness when compared with various baselines. In our frequency study, we show features learned by ViTs contain less high-frequency patterns which tend to have spurious correlation, and there is a high correlation between how much the model learns high-frequency features and its robustness against different frequency-based perturbations. Moreover, modern CNN designs that borrow techniques from ViTs including activation function, layer norm, larger kernel size to imitate the global attention, and patchify the images as inputs, etc., could help bridge the performance gap between ViTs and CNNs not only in terms of performance, but also certified and empirical adversarial robustness. Introducing convolutional or tokens-to-token blocks for learning high-frequency features in ViTs can improve classification accuracy but at the cost of adversarial robustness.

1 Introduction

Transformers are originally applied in natural language processing (NLP) tasks as a type of deep neural network (DNN) mainly based on the self-attention mechanism. applied a pure transformer directly to sequences of image patches (i.e., a vision transformer, ViT) and showed that the Transformer itself can be competitive with convolutional neural networks (CNN) on image classification tasks. Since then transformers have been extended to various vision tasks and show competitive or even better performance compared to CNNs and recurrent neural networks (RNNs). While ViT and its variants hold promise toward a unified machine learning paradigm and architecture applicable to different data modalities, it is critical to study the robustness of ViT against adversarial perturbations for safe and reliable deployment of many real-world applications. In this work, we examine the adversarial robustness of ViTs on image classification tasks and make comparisons with CNN and MLP baselines. As highlighted in Figure our experimental results illustrate the superior robustness of ViTs than CNNs and MLP-Mixer in various settings, and we show more results in the following section. Our work provides a deep understanding of the intrinsic robustness of ViTs and can be used to inform the design of robust vision models based on the transformer structure.
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2 Empirical Study and Reasoning on the Source of Robustness

Unless otherwise specified, Clean Accuracy (CA) is the accuracy evaluated on the entire ImageNet-1k test set, Robust Accuracy (RA) is the accuracy on the adversarial examples generated with 1,000 test samples.

2.1 Frequency Study Using Filtered-PGD

Table 1: RA (%) of the target models against frequency-filtered PGD attack in our frequency study. In the “Low-pass” column, only low-frequency adversarial perturbations are preserved and added to the input images. In the “High-pass” column, only high-frequency perturbations are preserved. The “Full-pass” mode preserves all frequency and is the same as the traditional PGD attack. We set the attack step fixed to 40 and vary the attack radius to different values.

| Attack Radius | Low-pass | | | | High-pass | | | | Full-pass | | | |
|---------------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
|               | 0.001    | 0.003    | 0.005    | 0.01     | 0.1      | 0.001    | 0.003    | 0.005    | 0.01     | 0.1      | 0.001    | 0.003    | 0.005    | 0.01     | 0.1      |
| ViT-S/16      | 74.0     | 68.1     | 64.7     | 59.8     | 58.2     | 70.8     | 60.7     | 50.6     | 40.4     | 23.4     | 55.4     | 24.8     | 10.2     | 1.0      | 0.0      |
| ViT-B/16      | 71.9     | 64.3     | 60.3     | 55.8     | 49.6     | 66.3     | 53.1     | 44.0     | 33.4     | 21.9     | 48.9     | 14.6     | 6.0      | 0.9      | 0.0      |
| ViT-L/16      | 74.9     | 64.1     | 58.3     | 50.2     | 42.0     | 72.9     | 62.3     | 56.6     | 47.5     | 28.9     | 55.1     | 23.4     | 9.9      | 1.8      | 0.0      |
| ViT-B/16-Res  | 83.1     | 81.4     | 80.4     | 79.0     | 75.1     | 62.9     | 29.2     | 16.0     | 7.3      | 3.3      | 45.5     | 8.4      | 2.3      | 0.1      | 0.0      |
| T2T-ViT-14    | 78.0     | 77.2     | 76.0     | 75.8     | 74.3     | 49.6     | 20.5     | 9.1      | 3.1      | 1.4      | 37.1     | 7.0      | 1.8      | 0.0      | 0.0      |
| T2T-ViT-24    | 80.2     | 79.2     | 78.4     | 77.7     | 74.4     | 58.3     | 31.1     | 17.7     | 8.2      | 3.1      | 47.7     | 12.3     | 3.4      | 0.2      | 0.0      |
| MLP-Mixer-B/16| 69.4     | 64.7     | 62.4     | 60.0     | 59.8     | 56.6     | 32.5     | 19.5     | 6.7      | 1.3      | 34.5     | 3.8      | 0.0      | 0.0      | 0.0      |
| ConvNeXt-S    | 80.3     | 79.0     | 77.9     | 76.4     | 74.3     | 53.1     | 24.4     | 14.4     | 6.8      | 6.2      | 15.9     | 0.0      | 0.0      | 0.0      | 0.0      |
| ResNet50-32x4d| 78.2     | 74.9     | 73.7     | 71.6     | 72.5     | 45.3     | 12.4     | 5.0      | 2.2      | 3.5      | 24.7     | 2.9      | 1.4      | 0.4      | 0.0      |
| ResNet50-32x4d| 75.0     | 66.3     | 62.7     | 59.0     | 61.5     | 47.7     | 17.1     | 7.4      | 3.3      | 3.5      | 28.2     | 3.2      | 1.2      | 0.4      | 0.1      |

ViTs are more resistant to high-frequency perturbations and have less bias towards high-frequency features that have spurious correlation with labels. We design a frequency study to verify our hypothesis that ViTs are adversarially more robust compared with CNNs and MLP-Mixer because ViTs learn less high-frequency features. For adversarial perturbations generated by PGD attack, we first project them to the frequency domain by DCT. We design three frequency filters where each filter allows only the corresponding frequencies to pass through as shown in Table I. We then apply these filters to the frequencies of the perturbations, and project them back to the spatial domain with the IDCT. We test the RA under different frequency areas, and show the results in Table II. The RA of ViTs are much higher in the “High-pass” column when only the high-frequencies of the perturbations are preserved. In contrast, CNNs show significantly lower RA in the “High-pass” column than in the “Low-pass” column. It reflects that CNNs tend to be more sensitive to high-frequency adversarial perturbations compared to ViTs.

Introducing CNN or T2T blocks makes ViTs less robust to high-frequency perturbations. One interesting and perhaps surprising finding is that ViTs have worse robustness when modules that
Table 2: Clean Accuracy (%) and Robust Accuracy (%) of target models against 40-step PGD attack with different radii. More results can be found in Appendix B.

| Attack Radius | CA | RA against PGD |
|---------------|----|----------------|
|               |    | 0.001 0.003 0.005 0.01 |
| ViT-S/16      | 77.6 | 55.4 24.6 10.2 1.0 |
| ViT-B/16      | 75.7 | 48.9 14.6 6.0 0.9 |
| ViT-L/16      | 79.2 | 55.1 23.4 9.9 1.8 |
| ViT-SAM-B/16  | 76.7 | 63.4 37.0 20.1 3.8 |
| ViT-B/16-Res  | 84.0 | 45.5 8.4 2.3 0.1 |
| T2T-ViT-14    | 80.1 | 37.1 7.0 1.8 0.0 |
| T2T-ViT-24    | 82.2 | 47.7 12.3 3.4 0.2 |
| Dist-S/16     | 77.7 | 48.9 17.6 7.1 1.1 |
| Dist-Dist-B/16| 81.8 | 55.6 17.7 4.5 0.4 |
| Swin-S/4      | 81.8 | 40.0 12.4 3.2 0.2 |
| MLP-Mixer-B/16| 73.8 | 41.9 10.7 4.3 0.4 |
| ConvNeXt-S    | 82.7 | 42.4 8.1 2.6 0.0 |
| SEResNet50    | 75.7 | 35.4 4.9 0.8 0.1 |
| ResNeXt-32x4d-ssl | 80.3 | 23.0 2.9 1.2 0.5 |
| ResNet50-swl  | 81.2 | 24.7 2.9 1.4 0.4 |
| ResNet18      | 70.0 | 24.9 2.0 0.6 0.1 |
| ResNet50-32x4d| 77.6 | 28.2 3.2 1.2 0.4 |
| ShuffleNet    | 69.4 | 15.0 0.6 0.2 0.0 |
| MobileNet     | 71.9 | 16.7 0.4 0.0 0.0 |
| VGG16         | 71.6 | 26.3 3.2 1.3 0.0 |

Table 3: Clean Accuracy (%) and Robust Accuracy (%) of target models against AutoAttack with different attack radii. More results can be found in Appendix B.

| Attack Radius | CA | RA against AutoAttack |
|---------------|----|----------------------|
|               |    | 0.001 0.003 0.005 0.01 |
| ViT-S/16      | 77.6 | 48.1 6.0 0.5 0.0 |
| ViT-B/16      | 75.7 | 39.8 5.4 0.6 0.0 |
| ViT-L/16      | 79.2 | 46.6 8.5 1.0 0.0 |
| ViT-SAM-B/16  | 76.7 | 59.8 26.0 8.4 0.1 |
| ViT-B/16-Res  | 84.0 | 27.7 0.9 0.0 0.0 |
| T2T-ViT-14    | 80.1 | 12.9 0.1 0.0 0.0 |
| T2T-ViT-24    | 82.2 | 20.8 0.3 0.0 0.0 |
| Dist-Dist-S/16| 79.3 | 43.1 3.7 0.2 0.0 |
| Dist-Dist-B/16| 81.8 | 42.7 3.4 0.2 0.0 |
| Swin-S/4      | 81.8 | 7.9 0.1 0.0 0.0 |
| MLP-Mixer-B/16| 73.8 | 34.5 3.8 0.0 0.0 |
| ConvNeXt-S    | 82.7 | 15.9 0.0 0.0 0.0 |
| SEResNet50    | 75.7 | 21.6 0.6 0.0 0.0 |
| ResNet50-swl  | 80.3 | 6.5 0.0 0.0 0.0 |
| ResNet18      | 70.0 | 14.3 0.0 0.0 0.0 |
| ResNet50-32x4d| 77.6 | 13.2 0.2 0.0 0.0 |
| ShuffleNet    | 69.4 | 6.1 0.0 0.0 0.0 |
| MobileNet     | 71.9 | 7.8 0.0 0.0 0.0 |
| VGG16         | 71.6 | 16.7 0.5 0.0 0.0 |

claimed to help learning local structures are added ahead of the transformer blocks. We observe that ResNet and T2T modules that could help improve the CA of the hybrid ViTs makes the models more sensitive to high-frequency perturbations. One possible explanation is that the introduced modules improve the classification accuracy by remembering the high-frequency patterns that repeatedly appear in the training dataset. These structures such as edges and lines are high-frequency and sensitive to perturbations (22). Learning such features makes the model more vulnerable to adversarial attacks.

2.2 Empirical Study: Adversarial Robustness under Various Adversarial Attacks

Robustness under PGD and AutoAttack We present the results of PGD and AutoAttack in Table 2 and Table 3 respectively. The RA is approximately 0.0% on all the models when $\epsilon = 0.01$, indicating models trained without any adversarial augmentations are vulnerable to large perturbations. However, such vulnerability doesn’t hold equally for all models within mild perturbations: For smaller attack radii, ViT models have higher RA than CNNs under both PGD attack and AutoAttack. We also find that introducing ResNet or T2T blocks decreases the RA under both PGD and AutoAttack. When the features learned by ResNet are introduced, the RA of ViT-B/16 decreases from 48.9% to 45.5% of ViT-B/16-Res under PGD attack, and from 39.8% to 27.7% under AutoAttack, with attack radius $\epsilon = 0.001$. Besides, the results show that SAM can further improve model’s adversarial robustness. This is because the SAM objective is formulated as a min-max optimization similar to adversarial training: but instead of adding adversarial perturbations to the input space, SAM adds adversarial perturbations to the weights.

Transferability of Adversarial Examples from ViTs to CNNs and Vice Versa We consider attacks with $\ell_{\infty}$-norm perturbation no larger than 0.1 and present the results in Figure 2. When the ViTs serve as the target models and CNNs serve as the source models, as shown in the lower left of each subplot, the RER of the transfer attack is quite low. On the other hand, when the ViTs are the source models, the adversarial examples they generate have higher RER when transferred to other target models. As a result, the first three rows and the last seven columns are darker than the others. Besides, for the diagonal lines in the figure where FGSM actually attacks the models in a white-box setting, we can observe that ViTs are less sensitive to attack with smaller radii compared to CNNs, and T2T modules make ViTs more robust to such one-step attack. In addition, adversarial examples transfer well between models with similar structures.
Figure 2: Target model error rate on adversarial examples (i.e., $1.0 - RA$) against transfer attack using FGSM. The rows stand for the surrogate models and the columns stand for the target models.

Table 4: Certified robust accuracy w.r.t. different radii using denoised randomized smoothing ($\sigma = 0.25$). Pure ViTs are highlighted with gray shadows.

| Radius | 0.1  | 0.2  | 0.3  | 0.4  | 0.5  | 0.6  | 0.7  | 0.8  | 0.9  |
|--------|------|------|------|------|------|------|------|------|------|
| ViT-S/16 | 0.5944 | 0.5452 | 0.4936 | 0.4424 | 0.3972 | 0.3428 | 0.2820 | 0.2044 | 0.0  |
| DeiT-S/16 | 0.6352 | 0.5880 | 0.5380 | 0.4948 | 0.4476 | 0.4004 | 0.3408 | 0.2604 | 0.0  |
| Dist-DeiT-S/16 | 0.6072 | 0.5600 | 0.5176 | 0.4716 | 0.4172 | 0.3620 | 0.3108 | 0.2360 | 0.0  |
| SAM-ViT | 0.6320 | 0.6040 | 0.5520 | 0.5360 | 0.5040 | 0.4600 | 0.4160 | 0.3560 | 0.0  |
| T2T-ViT-14 | 0.4044 | 0.3816 | 0.3580 | 0.3348 | 0.3044 | 0.2660 | 0.2276 | 0.1816 | 0.0  |
| VGG16 | 0.3772 | 0.3220 | 0.2796 | 0.2372 | 0.1964 | 0.1580 | 0.1176 | 0.0768 | 0.0  |
| ResNet50 | 0.4584 | 0.4096 | 0.3604 | 0.3140 | 0.2676 | 0.2208 | 0.1820 | 0.1268 | 0.0  |
| SEResNet50 | 0.4880 | 0.4440 | 0.3880 | 0.3360 | 0.2920 | 0.2680 | 0.2160 | 0.1760 | 0.0  |
| ConvNext-S | 0.5160 | 0.4760 | 0.4320 | 0.3920 | 0.3480 | 0.2880 | 0.2440 | 0.1880 | 0.0  |

2.3 Provably Certified Robustness Comparison Using Denoised Randomized Smoothing

We train the denoisers using the stability objective for 25 epochs with a noise level of $\sigma = 0.25$, learning rate of $10^{-5}$ and a batch size of 64. We report the certified accuracy versus different radii as defined in [19] in Table 4. We conclude our findings in two points: **Pure ViTs possess better certified robust accuracy than CNNs.** As shown in Table 4, pure ViTs (ViT-S/16, DeiT-S/16, Dist-DeiT-S/16 and SAM-ViT) have higher certified robust accuracy than CNNs. Introducing T2T blocks to ViTs can cause the model to have inferior certified robust accuracy even than CNNs especially for small radii, e.g., radii smaller than 0.5. While sharpness-aware minimization helps further improve ViTs’ certified robust accuracy. **Modern CNN design helps bridge the performance gap between CNNs and ViTs.** The design of modern non-transformer models, e.g. ConvNext, has borrowed many techniques from transformers. For example, using larger kernel size to imitate the global attention mechanism of transformers, following the transformers to change stem to “Patchify”, using invertible bottleneck as transformers do, substituting BN with LN, replacing ReLU with GeLU, etc. All these changes are targeted to imitate the transformer’s operation without introducing the attention blocks. MLP-Mixer also does similar modifications. Our experiments (Table 2, Table 3 and Table 4) show that such modification helps bridge the performance gap between CNNs and transformers not only in terms of clean accuracy, but also empirical and certified robust accuracy. We also show that CNNs with attention mechanism, i.e. SEResNet50, also has better certified robustness than CNNs.

3 Conclusion

This paper presents a comprehensive study on the robustness of ViTs against adversarial perturbations. Our results indicate that ViTs are more robust than CNNs on the considered adversarial attacks and in certified robustness settings. We show that the features learned by ViTs contain less low-level information, contributing to improved robustness against adversarial perturbations that often contain high-frequency components. Also, introducing convolutional blocks in ViTs can facilitate...
learning low-level features but has a negative effect on adversarial robustness and makes the models more sensitive to high-frequency perturbations. Moreover, both the sanity performance and the (certified and empirical) adversarial robustness are improved in the modern CNN designs that leverage techniques from ViTs to imitate the global attention behavior. Our work provides a deep understanding of the intrinsic robustness of ViTs and can be used to inform the design of robust vision models based on the transformer structure. In Appendix[A] we also conduct a sanity check to verify that ViT’s improvement is not caused by insufficient attack optimization, and an explanation from Hopfield network perspective is provided. Besides, we verify that adversarial training could be directly applied to ViTs in Appendix[F].
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Supplemental Material

In this supplemental material, we provide more analysis and results in our experiments.

A  The Source of Adversarial Robustness

In this section we examine the source of the adversarial robustness revealed in our experiments.

The improved robustness of ViT is not caused by insufficient attack optimization. We first demonstrate that the better robustness of ViTs in white-box attacks is not caused by the difficult optimization in ViT by plotting the loss landscape with sufficient attack steps.

Figure 3: Cross entropy loss versus varying PGD attack steps for ViT-S/16 and ResNet18. The dashed lines corresponds to larger attack radius of 0.03 and the full lines to smaller attack radius of 0.01.

Figure 4: Robust accuracy versus varying PGD attack steps. The attack radii used for evaluation are shown in subtitles.

Figure 3 shows the cross entropy loss versus varying PGD attack steps for ViT-S/16 and ResNet18. Figure 4 shows the robust accuracy versus varying PGD attack steps. As shown in the figures, ViT’s loss curves converge at a much lower value than ResNet18, suggesting that the improved robustness of ViT is not caused by insufficient attack optimization.
Figure 5: Adversarial accuracy of the target models against PGD attack with different attack radii (“eps”) and attack steps (“steps”). When the attack radius and attack steps are increased, the adversarial accuracy of the target model decreases to zero. Darker blocks stand for more robust models against PGD attack.

A Hopfield Network Perspective The equivalence between the attention mechanism in transformers to the modern Hopfield network (14) was recently shown in (18). Furthermore, on simple Hopfield network (one layer of attention-like network) and dataset (MNIST), improved adversarial robustness was shown in (13). Therefore, the connection of attention in transformers to the Hopfield network can be used to explain the improved adversarial robustness for ViTs.

B Experiments on SOTA ViT Structures

In this section, we supplement the experimental results of recently proposed SOTA ViTs.

Swin-Transformer (15) computes the representations with shifted windows scheme which brings greater efficiency by limiting self-attention computation to non-overlapping local windows while also allowing for cross-window connection.

DeiT (20) further improves the ViTs’ performance using data augmentation or distillation from CNN teachers with an additional distillation token.

SAM-ViT (5) uses sharpness-aware minimization (10) to train ViTs from scratch on ImageNet without large-scale pretraining or strong data augmentations.

Table 5 summarizes the information of models investigated in our experiments. The window size of the swin transformers in Table 5 is 7. The pre-trained weights of these models are available in timm package.

Table 6 shows the clean and robust accuracy of ViTs in Table 5 against 40-step PGD attack with different radii. And results for AutoAttack are shown in Table 7. Swin-transformers introduce shifted windows scheme that limit self-attention computation to non-overlapping local windows, which harms the robustness as Tokens-to-Token scheme according to the above results.
Table 5: SOTA ViT models investigated in our experiments.

| Model          | Layers | Hidden size | Heads | Params |
|----------------|--------|-------------|-------|--------|
| Deit-T/16      | 12     | 192         | 3     | 6M     |
| Deit-S/16      | 12     | 384         | 6     | 22M    |
| Deit-B/16      | 12     | 768         | 12    | 87M    |
| Dist-Deit-T/16 | 12     | 192         | 3     | 6M     |
| Dist-Deit-S/16 | 12     | 384         | 6     | 22M    |
| Dist-Deit-B/16 | 12     | 768         | 12    | 87M    |
| ViT-SAM-B/16   | 12     | 768         | 12    | 87M    |
| ViT-SAM-B/32   | 12     | 768         | 12    | 88M    |
| Swin-T/4       | (2,2,6,2) | 96         | (3,6,12,24) | 28M |
| Swin-S/4       | (2,2,18,2) | 96         | (3,6,12,24) | 50M |
| Swin-B/4       | (2,2,18,2) | 128        | (4,8,16,32) | 88M |
| Swin-L/4       | (2,2,18,2) | 192        | (6,12,24,48) | 197M |

Table 6: Robust accuracy (%) of ViTs described in Table 5 against 40-step PGD attack with different attack radii, and also the clean accuracy (“Clean”). A model is considered to be more robust if the robust accuracy is higher.

| Model          | Clean | 0.001 | 0.003 | 0.005 | 0.01 |
|----------------|-------|-------|-------|-------|------|
| Deit-T/16      | 72.3  | 36.8  | 8.3   | 2.6   | 0.3  |
| Deit-S/16      | 77.7  | 48.9  | 17.6  | 7.1   | 1.1  |
| Deit-B/16      | 81.3  | 46.6  | 14.3  | 6.0   | 0.9  |
| Dist-Deit-T/16 | 74.4  | 40.6  | 5.7   | 0.7   | 0.2  |
| Dist-Deit-S/16 | 79.3  | 52.4  | 15.1  | 4.3   | 0.3  |
| Dist-Deit-B/16 | 81.8  | 55.6  | 17.7  | 4.5   | 0.4  |
| ViT-SAM-B/16   | 76.7  | 63.4  | 37.0  | 20.1  | 3.8  |
| ViT-SAM-B/32   | 63.8  | 53.2  | 32.3  | 19.7  | 3.1  |
| Swin-T/4       | 78.8  | 33.5  | 6.0   | 1.2   | 0.1  |
| Swin-S/4       | 81.8  | 40.0  | 12.4  | 3.2   | 0.2  |
| Swin-B/4       | 82.3  | 38.8  | 11.1  | 4.1   | 0.3  |
| Swin-L/4       | 84.2  | 38.7  | 11.1  | 2.9   | 0.4  |

Table 7: Robust accuracy (%) of ViTs described in Table 5 against AutoAttack with different attack radii, and also the clean accuracy (“Clean”). A model is considered to be more robust if the robust accuracy is higher.

| Model          | Clean | 0.001 | 0.003 | 0.005 | 0.01 |
|----------------|-------|-------|-------|-------|------|
| Deit-T/16      | 72.3  | 23.4  | 0.5   | 0.0   | 0.0  |
| Deit-S/16      | 77.7  | 30.2  | 1.2   | 0.0   | 0.0  |
| Deit-B/16      | 81.3  | 20.4  | 0.3   | 0.1   | 0.0  |
| Dist-Deit-T/16 | 74.4  | 31.1  | 0.8   | 0.1   | 0.0  |
| Dist-Deit-S/16 | 79.3  | 43.1  | 3.7   | 0.2   | 0.0  |
| Dist-Deit-B/16 | 81.8  | 42.7  | 3.4   | 0.2   | 0.0  |
| ViT-SAM-B/16   | 76.7  | 59.8  | 26.0  | 8.4   | 0.1  |
| ViT-SAM-B/32   | 63.8  | 48.9  | 23.6  | 9.7   | 0.8  |
| Swin-T/4       | 78.8  | 6.8   | 0.1   | 0.0   | 0.0  |
| Swin-S/4       | 81.8  | 7.9   | 0.1   | 0.0   | 0.0  |
| Swin-B/4       | 82.3  | 2.4   | 0.1   | 0.0   | 0.0  |
| Swin-L/4       | 84.2  | 4.3   | 0.1   | 0.0   | 0.0  |
Figure 6: ASR of transfer attack using FGSM with different attack radii. The rows stand for the surrogate models used to generated adversarial examples in the white-box attack approach. The columns stand for the target models. Darker rows correlate to the source models that generate more transferable adversarial examples. While darker columns mean that the target models are more vulnerable to the transfer attack. “Res50-ssl” and “Res50-swsl” are in short of “ResNeXt-32x4d-ssl” and “ResNet50-swsl” respectively.

C Experiments on Cifar-10

We choose the ImageNet as the benchmark because ViTs can hardly converge when training directly on small datasets like Cifar. Therefore, we finetune the ViTs instead. As shown in Table 8, ViT-B/4 performs higher robust accuracy than WideResNet, which is consistent with the trend on ImageNet.

Table 8: Robust accuracy of ViT-B/4 and WideResNet against PGD-10 attack with different attack radii.

| Model       | 0.001   | 0.003   | 0.01    | 0.03    |
|-------------|---------|---------|---------|---------|
| ViT-B/4     | 0.9202  | 0.6242  | 0.0994  | 0.0103  |
| WideResNet  | 0.7744  | 0.5923  | 0.0854  | 0.0000  |

D Robustness Against Adversarial Deformation

Besides additively perturbing the correctly classified image, ADef (1) iteratively applies small deformations to the clean data. We show the robust accuracy against such perturbations in Table 9, which is in accordance to the results of PGD and AutoAttack.

Table 9: Robust accuracy (%) against ADef under the default setting described in (1).

| Model     | ViT-S/16 | VGG16  | DenseNet | MobileNet | ResNet18 |
|-----------|----------|--------|----------|-----------|----------|
| Robust Accuracy | 12.4     | 10.8   | 11.1     | 11.7      | 11.8     |

E Transfer Attack Results

Transfer attack results using more attack radii are provided in Figure 6.
Table 10: Results of adversarial training for different models using PGD-7 (7-step PGD attack) and TRADES respectively on CIFAR-10. ViT-B/4 is a variant of ViT-B/16 where we downsample the patch embedding kernel from $16 \times 16$ to $4 \times 4$ to accommodate the smaller image size on CIFAR-10. We report the clean accuracy (%) and robust accuracy (%) evaluated with PGD-10 and AutoAttack respectively. Each model is trained using only 20 epochs to reduce the cost.

| Model          | Method | Clean | PGD-10 | AutoAttack |
|---------------|--------|-------|--------|------------|
| PreActResNet18 | PGD-7  | 77.3  | 48.9   | 44.4       |
|               | TRADES | 77.6  | 49.4   | 44.9       |
| WideResNet-34-10 | PGD-7  | 80.3  | 52.2   | 48.4       |
|               | TRADES | 81.6  | 53.4   | 49.3       |
| ViT-B/4       | PGD-7  | 85.9  | 51.7   | 47.6       |
|               | TRADES | 85.0  | 53.9   | 49.2       |

F Adversarial Training

**Settings** We also conduct a preliminary experiment on adversarial training for ViT. For this experiment we use CIFAR-10\(^{(12)}\) with $\epsilon = 8/255$ and the ViT-B/16 model. Since originally this ViT was pre-trained on ImageNet with image size $224 \times 224$ and patch size $16 \times 16$ while image size on CIFAR-10 is $32 \times 32$, we downsample the weights for patch embeddings and resize patches to $4 \times 4$, so that there are still $8 \times 8$ patches and we name the new model as ViT-B/4. Though ViT originally enlarged input images on CIFAR-10 for natural fine-tuning and evaluation, we keep the input size as $32 \times 32$ to make the attack radius comparable. For training, we use PGD-7 (PGD with 7 iterations)\(^{(16)}\) and TRADES\(^{(25)}\) methods respectively, with no additional data during adversarial training. We compare ViT with two CNNs, ResNet18\(^{(11)}\) and WideResNet-34-10\(^{(24)}\). To save training cost, we train each model for 20 epochs only, although some prior works used around hundreds of epochs\(^{(16,17)}\) and are very costly for large models. We use a batch size of 128, an initial learning rate of 0.1, an SGD optimizer with momentum 0.9, and the learning rate decays after 15 epochs and 18 epochs respectively with a rate of 0.1. While we use a weight decay of $5 \times 10^{-4}$ for CNNs as suggested by\(^{(17)}\) that $5 \times 10^{-4}$ is better than $2 \times 10^{-4}$, we still use $2 \times 10^{-4}$ for ViT as we find $5 \times 10^{-4}$ causes an underfitting for ViT. We evaluate the models with PGD-10 (PGD with 10 iterations) and AutoAttack respectively.

**Results** We show the results in Table 10. The ViT model achieves higher robust accuracy compared to ResNet18, and comparable robust accuracy compared to WideResNet-34-10, while ViT achieves much better clean accuracy compared to the other two models. Here ViT does not advance the robust accuracy after adversarial training compared to large CNNs such as WideResNet-34-10. We conjecture that ViT may need larger training data or longer training epochs to further improve its robust training performance, inspired by the fact that on natural training ViT is not able to perform well either without large-scale pre-training. And although T2T-ViT improved the performance of natural training when trained from scratch, our previous results in Table 2 and Table 3 show that the T2T-ViT structure may be inherently less robust. We have also tried\(^{(23)}\) which was proposed to mitigate the overfitting of FGSM to conduct fast adversarial training with FGSM, but we find that it can still cause catastrophic overfitting for ViT such that the test accuracy on PGD attacks remains almost 0. We conjecture that this fast training method may be not suitable for pre-trained models or require further adjustments. Our experiments in this section demonstrate that the adversarial training framework with PGD or TRADES is applicable for transformers on vision tasks, and we provide baseline results and insights for future exploration and improvement.