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We combine the fields of heuristic optimization and optimal stopping. We propose a strategy for benchmarking randomized optimization algorithms that minimizes the expected total cost for obtaining a good solution with an optimal number of calls to the solver. To do so, rather than letting the objective function alone define a cost to be minimized, we introduce a further cost-per-call of the algorithm. We show that this problem can be formulated using optimal stopping theory. The expected cost is a flexible figure of merit for benchmarking probabilistic solvers that can be computed when the optimal solution is not known, and that avoids the biases and arbitrariness that affect other measures. The optimal stopping formulation of benchmarking directly leads to a real-time, optimal-utilization strategy for probabilistic optimizers with practical impact. We apply our formulation to benchmark simulated annealing on a class of MAX2SAT problems. We also compare the performance of a D-Wave 2X quantum annealer to the HFS solver, a specialized classical heuristic algorithm designed for low tree-width graphs. On a set of frustrated-loop instances with planted solutions defined on up to \( N = 1098 \) variables, the D-Wave device is two orders of magnitude faster than the HFS solver, and, modulo known caveats related to suboptimal annealing times, exhibits identical scaling with problem size.

I. INTRODUCTION

The performance of optimization algorithms is typically assessed in terms of either solution quality or computational effort \([1][3]\). In the case of randomized algorithms, these two quantities are random variables and their characterization is usually performed via careful statistical analyses of finite samples \([4]\). A practical difficulty that one encounters in benchmarking optimization algorithms is that “solution quality” and “computational effort” are deeply intertwined. This difficulty seems to be one of the reasons why a consistent benchmarking methodology is lacking in the field of optimization algorithms \([5][8]\).

The most common strategy for benchmarking is a “quality first” approach where one fixes a minimum target for the quality of an acceptable solution. Performance is then measured in terms of the time-to-target, i.e., the time to obtain an acceptable solution with a probability of, e.g., 99\%. The target quality is usually specified as a percentage of the quality of the global optimum. When the target is the global optimum itself, the time-to-target reduces to the time-to-solution. The time-to-target is a very useful measure of performance, but it has several drawbacks. First, if the global optimum is unknown, the approach described above cannot be used and choosing an appropriate target can become problematic. Common strategies such as setting the target as the best known solution, or as the best solution obtained by a competitive solver, involves an even larger number of arbitrary choices. Moreover, a time-to-target measure considers all the solutions whose cost is below that of the target as being equally good, thus ignoring precious information about the quality of solutions below the target.

In some cases it may be convenient to follow a “time first” approach where one fixes the computation time. Performance is measured in terms of the target-in-time, i.e., the (e.g., average) quality of the best solution found in the given computational window. This approach does not require knowledge of the optimal solution. The length of the window can, however, greatly bias the comparison between different solvers: some solvers may find good quality solutions more quickly than others, but may require more time to find solutions that are very close to the global minimum.

The standard approaches described above are simple but also restrictive. As mentioned above, solution quality and computational effort are strictly interdependent quantities: intuitively, setting a more (less) ambitious target quality implies longer (shorter) computation time\([1]\). In many practical applications one is interested in exploiting this dependence to minimize both quantities at the same time. This may happen, e.g., when there is no reason to choose a specific target or a particular computation length. In other words, we would like to minimize the total cost as a function of the computation time \( t \):

\[ C(t) = E(t) + T(t) , \]

where \( E(t) \) is the quality of the best solution found at time \( t \) (without loss of generality we assume that \( E(t) \) is the value of the objective function, which we may think of as an energy, that defines the optimization problem) and \( T(t) \) is a measure of the computational effort. In practical applications, both \( E(t) \) and \( T(t) \) could represent, e.g., monetary costs.

The time \( t^* \) that minimizes the total cost \( C(t) \) is the “optimal stopping time”, i.e., the time at which we should stop our computation and accept the best solution found. The total cost at the optimal stopping time is the “optimal total cost” \( C^* \equiv C(t^*) \). The total cost defined in Eq. (1) expresses a natural tradeoff: an optimization algorithm can in principle achieve the same performance in terms of optimal total cost...
in a continuum of different ways: by taking more time to generate high quality solutions, or by taking less time to generate lower quality solutions. It is possible, of course, to define the total cost differently in order to express other variants of the tradeoff, but many such variants can be transformed into the form expressed in Eq. (1) [e.g., by taking the logarithm of both sides in the case of total cost being defined instead as the product of $E(t)$ and $T(t)$], and moreover, as we shall see below, Eq. (1) lends itself to an elegant analytical solution for $t^*$.

In the case of randomized optimizers, the minimization problem described above can be formulated in terms of an optimal stopping problem. Sequential statistical analysis, initiated by Wald [12][13] provides a general mathematical framework for finding analytical and approximate solutions to optimal stopping problems [14–16]. In order to keep our analysis as clear and simple as possible, we consider cost functions that are linear in time, i.e., $T(t) = ct$. This simple but practically relevant choice reduces our problem to the well-known optimal stopping problem known as “house-selling” [16][13], which has an analytical solution. This will allow us to benchmark and compare optimization algorithms in terms of optimal total cost, rather than just solution quality or computational effort.

Using optimal total cost for benchmarking has several advantages. First, its definition only requires the specification of a cost function $T(t)$, as we have done, and optimal total cost can be easily used to directly compare widely different approaches to optimization. While its implementation is problem and solver independent, the optimal stopping approach naturally specifies a quality target and computational effort that do depend on the specific instance and solver used. In our approach, the choice of the cost function $T(t)$ plays a primary role in benchmarking using optimal total cost. The choice of the cost function is similar to the choice of the quality target when benchmarking via time-to-target measures [19][21].

The second advantage of optimal total cost is its flexibility: it can be computed without knowledge of the global minimum. Unbiased benchmarking of optimization algorithms can thus be performed rigorously on arbitrarily hard problems without prior knowledge of their solution, which is the typical situation. Moreover, by choosing different cost functions $T(t)$ one can explore the performance of optimization algorithms in different utilization regimes. Large values of the cost function will result in less ambitious costs and faster computations, and vice versa. This flexibility is fully appreciated when considering that practical situations will essentially determine the value of the cost function, which then informs us about the quality target and computational time that are optimal for that application.

Optimal costs are also useful in determining the optimal amount of hardware resources required for certain computational tasks. This can be simply done by including the costs of using certain hardware into the cost function $T(t)$. Similarly, optimal total cost can help in assessing the practical viability of new technologies whose early adoption usually involve both a relevant improvement in computational performance and a relevant increase of utilization costs. This aspect is particularly delicate for quantum optimization, which promises a computational power (quantum speed-up [22]) not achievable with classical computers. At the same time, the challenges in building a quantum computer will make the first prototypes very expensive. Indeed, commercially available quantum optimizers have been recently built [23][26]. Remarkably, these prototype devices achieve a level of performance that is already comparable to modern CPUs [22][27][28], despite several decades of continuous technological improvements in classical computation. It is likely that performance of quantum optimizers will increase with time, while their costs will drop. Optimal costs will thus be an important tool to determine the break-even point, i.e., the point where the optimal total cost obtained with quantum hardware will be smaller than that obtained with classical hardware.

This paper is organized as follows. In Section II we formulate the optimal stopping problem mentioned above for randomized optimizers and linear cost functions. We also provide the analytical solution of the problem and discuss the connections between optimal total cost and other standard measures. In Section III we discuss how to experimentally determine optimal total cost. In Section IV we present extensive numerical simulations in which we have benchmarked simulated annealing as a test-case randomized optimization algorithm. We discuss the use of optimal total cost to optimize the number of spin updates for simulated annealing and discuss the scaling of optimal total cost with problem size. In Section V we compare the optimal total cost obtained with classical and quantum optimization hardware. In Section VI we report on numerical experiments in which we show the feasibility of implementing optimal stopping when the behavior of a randomized solver on a given instance is learned during the computation. In Section VII we discuss how to use optimal total cost in the context of parallel computation. We present our conclusions in Section VIII.

II. BENCHMARKING VIA OPTIMAL STOPPING

As explained above, we propose the optimal total cost as the appropriate measure of performance in the general case where both the solution quality $E(t)$ and the computation cost $T(t)$ play a role. In this section we explain how to find the stopping time $t^*$ and optimal total cost $C^*$ using the theory of optimal stopping. We then show how the optimal total cost measure can be reduced to standard quality-only measures such as time-to-target or time-to-solution. Using optimal total cost can thus be considered as a general framework for benchmarking that includes known benchmarking strategies as special cases.

A. Optimal Total Cost

We begin by formalizing our definition of optimal total cost in terms of a specific optimal stopping problem. Our fundamental assumption is that we can describe a randomized optimization algorithm in terms of an intrinsic “quality distribu-
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we will mostly use the term “energy” to indicate the quality
of a solution, with a smaller energy corresponding to a better
quality. The distribution \( P(e) \) will depend on both the solver
used and the optimization problem. We also assume that the
runtime of the algorithm \( t_{\text{run}} \) is a constant when the same
algorithm is repeatedly run on the same problem with the same
parameters. In this scenario, the time dependence in Eq. (1) is
discretized in steps of \( t_{\text{run}} \) and can be rewritten as:

\[
C_n = \min\{e_1, \ldots, e_n\} + T_n = E_n + T_n . \tag{2}
\]

This equation is interpreted as follows. After the solver is
run sequentially \( n \) times, we have found the minimum energy
\( E_n = \min\{e_1, \ldots, e_n\} \) and spent an effort \( T_n \) on the com-
putation. At each step, we can either decide to perform more
observations, thus trying to lower \( E_n \) at the price of increasing
the computational effort, or stop and accept the solution cor-
responding to \( E_n \). The optimal strategy for this decision process
is to minimize \( C_n \) in Eq. (2). In the field of sequential statis-
tical analysis, this decision-making problem is called optimal
stopping [16]. A brief introduction to the basics of optimal
stopping theory is given in Appendix A. Using the principle of
optimality explained there, the optimal stopping rule calls
for a stop as soon as one finds a solution with energy upper
bounded by the optimal total cost \( C^* \):

\[
n^* = \min\{n \geq 1 : e_n \leq C^*\} . \tag{3}
\]

The principle of optimality elegantly encodes the optimal
stopping rule into the knowledge of the optimal total cost \( C^* \).
Because the energies \( e \) are i.i.d. random variables, the stop-
ning step \( n^* \), and thus all the terms in Eq. (2), can also be
considered as random variables when the sequence of mea-
surements is repeated. The optimal total cost is then by def-
inition the average (expected) cost obtained when following
the optimal stopping rule:

\[
C^* \equiv \langle C_n \rangle = \langle E_n \rangle + \langle T_n \rangle \equiv E^* + T^* , \tag{4}
\]

where the average is taken over several repeated optimally
stopped sequences, and where \( E^* \) is the optimal energy and
\( T^* \) is the optimal computational effort. Note that the optimal
stopping problem defined in Eq. (2) is completely specified
by the cost function \( T_n \). Using a given solver for a particular
application will result in a specific choice of the cost function
and will thus specify the optimal stopping problem relevant
for benchmarking. Optimal costs are in general very difficult
to compute analytically, but a large and sophisticated set of
tools has been developed to find approximate stopping rules
[12,16].

In order to study in detail the use of optimal total cost for
benchmarking we consider a special, but practically relevant
case that can be solved analytically. We assume that the cost
function is linear in time:

\[
C_n = \min\{e_1, \ldots, e_n\} + nct_{\text{run}} , \tag{5}
\]

where the parameter \( c \) is interpreted as the cost per unit of time
that specifies the computational effort. The quantity \( e \) has thus
units of energy per time, and the computation cost \( T_n \) itself
has units of energy. The optimal stopping problem defined
above is then equivalent to the prototypical optimal stopping
problem known as the “house selling problem”, which can be
solved analytically since it is essentially a Markov model with
translational invariance. In this case the optimal total cost \( C^* \)
is the solution of the following optimality equation [16]:

\[
C^*_c : \int_{-\infty}^{C^*_c} (C^*_c - e)P(e)de = ct_{\text{run}} , \tag{6}
\]

which is an implicit integral equation for \( C^*_c \) (see Appendix A
for its derivation). Equation (6) involves the knowledge of
the probability distribution \( P(e) \), which is learned during
benchmarking. As one intuitively expects, \( C^*_c \) turns out to
be a monotonically increasing function of \( c \). We discuss the
properties of Eq. (6) in more detail in Appendix A.

B. Optimal Total Cost as an Energy Target

Note that because the principle of optimality dictates that the
sequence of observations in Eq. (5) stops as soon as one
finds an energy \( e \) below or equal to \( C^*_c \), the optimal total cost
can be regarded as an energy target.

Pick an energy \( e \) at random; the probability that it is at most
\( C^*_c \) is \( p = \int_{-\infty}^{C^*_c} P(e)de \). Since we stop when \( e \leq C^*_c \),
the probability of stopping after exactly \( n \) attempts is \((1-p)^{n-1}p \).
The mean stopping step \( n^*_c \) is thus

\[
n^*_c = \sum_{n=1}^{\infty} n(1-p)^{n-1}p = -p \frac{\partial}{\partial p} \sum_{n=0}^{\infty} (1-p)^n = -p \frac{\partial}{\partial p} \frac{1}{p} , \tag{7}
\]

i.e.:

\[
n^*_c = \left[ \int_{-\infty}^{C^*_c} P(e)de \right]^{-1} . \tag{7}
\]

While the optimal stopping problem defined in Eq. (3) is prob-
lem and solver independent, the actual value of \( C^*_c \) is not. The
optimal stopping rule thus provides an energy target that is
natural and appropriate for each solver and instance. Note,
however, that \( C^*_c \) is always larger than the optimal energy \( E^*_c \),
as long as \( c > 0 \). This is because necessarily \( n \geq 1 \) (so that
\( T_n > 0 \)) and due to the fact that stopping typically occurs
when the last observed energy is strictly smaller than the tar-
get: \( e_n < C^*_c \). Thus, \( C^*_c \) should not be confused with the
optimal energy itself.

Using the optimal total cost as an energy target takes into
account the occurrences and the values of energies below and
above the target. This is an important difference between the
total cost and time-to-target measures; the latter are binary in
the sense they are only sensitive to whether energies are be-
low or above the target, while the total cost measure is more
general. With this in mind, as we show next, the total cost
measure can be reduced to a time-to-target measure by an ap-
propriate choice of \( P(e) \).

---

2 Henceforth an asterisk always denotes “optimal”. 
The time-to-target is the total time required by a solver to reach the target energy at least once with a desired probability $p_d$, assuming each run takes a fixed time $t_{\text{run}}$. Let $p$ be the $t_{\text{run}}$-dependent probability that a single sample will reach the target energy (as estimated by the sample statistic), e.g., some percentage above the minimum energy. The probability of successively failing $k$ times to reach the target is $(1 - p)^k$, so the probability of succeeding at least once after $k$ runs is $1 - (1 - p)^k$, which we set equal to the desired success probability $p_d$; from here one extracts the number of runs $k$ (approximated by a real number) and multiplies by $t_{\text{run}}$ to get the time-to-target $T_{\text{TT}}$:

$$T_{\text{TT}} = t_{\text{run}} \log(1 - p_d) \over \log(1 - p) \sim t_{\text{run}}/p,$$  \hfill (8)

where the last relation holds for $p \ll 1$, and represents the mean time-to-target. With the appropriate choice of $\mathcal{P}(e)$, the optimal total cost is easily reduced to $T_{\text{TT}}$. Recalling that the time-to-target deals with a binary assignment (acceptable/unacceptable), we can assume that the energy distribution $\mathcal{P}(e)$ takes the following form:

$$\mathcal{P}(e) = p\delta(0) + (1 - p)\delta(+\infty),$$ \hfill (9)

where we have assigned a vanishing energy to acceptable solutions and and infinitely large energy to unacceptable solutions. For any finite value of $C^*_{e}$, Eq. (6) then reduces to:

$$C^*_e p = c t_{\text{run}} \Rightarrow C^*_e / c = t_{\text{run}}/p,$$ \hfill (10)

which shows that the optimal total cost $C^*_e$ is proportional to the computational time $t_{\text{run}}/p$ required, on average, to hit the target for the first time, in agreement with $T_{\text{TT}}$ for small $p$.

### D. Reduction to Time-to-Solution

The time-to-solution is a special case of the to time-to-target, with $p$ now being the probability of the solver finding the minimum energy $E_0$. The reduction of optimal total cost to time-to-solution thus follows immediately from the previous subsection as the same special case.

It is instructive, however, to see how to extract the time-to-solution directly from the more general setting of Eqs. (5) and (9). In the case of binary optimization, the set of energies that can be observed is always discrete. In the limit $c \to 0$ the optimal total cost is smaller than the second best energy value $E_0 < C^*_e < E_1$. Thus, for sufficiently small $c$ one stops when hitting the optimal solution. We then have from Eq. (5):

$$C^*_e = E_0 + n^* c t_{\text{run}} \Rightarrow (C^*_e - E_0)/c = t_{\text{run}}/p,$$ \hfill (11)

where $p = 1/n^*$ is the probability to obtain the minimum energy. The difference between the optimal total cost and the minimum energy is thus proportional to the time-to-solution $t_{\text{run}}/p$.

### E. Reduction to Average Energy

In some cases, one may also be interested in the mean quality as another measure of performance. The mean quality is defined as the expected quality of the solution:

$$\bar{E} = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} e_i.$$

The optimal total cost can also be reduced to this quantity when the limit $c \to \infty$ is taken in Eq. (6). In this limit, in fact, the cost function is so large that it is optimal to stop after taking only one measurement. Assuming that $C^*_e \gg c$, the optimality equation Eq. (6) reduces to:

$$C^*_e - \bar{E} = c t_{\text{run}} \Rightarrow C^*_e = ct_{\text{run}},$$ \hfill (13)

i.e., the mean energy is equal to the difference between the optimal total cost and the computational effort for running the solver once, in the limit of large $c$.

### F. Reduction to Target-in-Time

The reduction of the optimal total cost to a target-in-time measure can be achieved by choosing an appropriate cost function $T_n$ as follows:

$$T_n = \left\{ \begin{array}{ll} 0 & nt_{\text{run}} < T \\ +\infty & nt_{\text{run}} > T \end{array} \right.$$ \hfill (14)

The optimal stopping rule is thus trivially to stop at $n^* = \lceil T/t_{\text{run}} \rceil$, and there is no advantage to stopping the computation earlier. The optimal total cost is then the average best energy found in a time $T$, i.e., a target-in-time measure.

### III. EXPERIMENTAL DETERMINATION OF OPTIMAL TOTAL COST

The energy distribution $\mathcal{P}(e)$ needs to be determined in order to compute the optimal total cost $C^*_e$ via the optimality equation (6). Because the integral function appearing in the optimality equation is monotonic (see Appendix A 2), Eq. (6) can easily be solved using numerical methods. An empirical estimate of the energy distribution $\mathcal{P}(e)$ can be obtained by sampling a sufficiently large number of energies. The empirical energy distribution is always discrete, and can be written as a sum of Dirac deltas centered at the values of the observed energies: $\mathcal{P}(e) = \sum_i p_i \delta(e - e_i)$. The weights $p_i = n_i/N$ are the observed frequencies.

Experimental estimates are always performed on finite samples and statistical errors propagate non-trivially from the energy distribution to the calculation of the optimal total cost $C^*_e$. This is due to the fact that rare or unobserved solutions may significantly contribute to the value of $C^*_e$. In fact, the computation of $C^*_e$ involves an integration over the lower tail of $\mathcal{P}(e)$, which is typically under-sampled in the case of hard problems. The statistical uncertainty $\delta \mathcal{P}(e)$ in the determination of the lower tail of the energy function corresponds to an
error $\delta C^*_c$ for the optimal total cost that can be estimated as follows (see Appendix A3 for more details):

$$\delta C^*_c = \frac{\int_{\text{tail}} e^\delta P(e) de}{\int_{-\infty}^{C^*_c} P(e) de}.$$  

This expression shows that there are three main factors that contribute to the error in the estimate of $\delta C^*_c$. The first is, as usual, the sample size. A larger number of observations reduces the weight of the unobserved tail and lowers the value of the numerator. Another factor is the shape of the tail. The numerator can be large for heavy-tailed distribution even if the tail contains only very rare events. The third factor comes from the denominator and simply depends on the value of $C^*_c$. The denominator is smaller for smaller values of the optimal total cost, and thus the overall error is larger. This can be intuitively explained by the fact that smaller values of $C^*_c$ are more sensitive to the lower tail of the energy distribution.

In this work we assume that the energy distribution is not heavy-tailed. This is confirmed by all the numerical experiments we have performed, and ensures that the error in the determination of the optimal total cost is negligible when $C^*_c$ is larger than a purposely chosen percentile of $P$. The possibility of reliably computing $C^*_c$ without good knowledge of the lower tail of the energy functions means that we can perform benchmarking without knowledge of the optimal solution. The advantage of this is that the time used for benchmarking is chosen by the experimenter, not imposed by the hardness of the problem. Benchmarking an optimization algorithm via optimal total cost on a set of arbitrarily hard instances will take more (or less) time depending on whether the experimenter needs to determine $C^*_c$ for smaller (or larger) values of $c$ with sufficient accuracy.

To illustrate the use of optimal total cost in a benchmarking study, we use simulated annealing (SA) [30] to study the following optimization problem defined on $N = 1000$ binary variables:

$$H = \sum_{i<j}^N J_{ij} s_i s_j, \quad s_i = \pm 1,$$

where the $J_{ij}$ are integers randomly chosen uniformly from the set $\pm\{1, 2, \ldots, 10\}$. This problem is equivalent to a weighted MAX2SAT with a number of clauses equal to the number of total variable pairs. It is also equivalent to finding the ground state of an Ising model defined on a complete graph $K_{1000}$. For all our numerical experiments we used the code provided in Ref. [31]. All our simulations were performed using a linear temperature schedule, with $T_{\text{init}} = 10$ and $T_{\text{fin}} = 1/3$. It is well known that the temperature schedule and the initial and final temperatures play a crucial role in determining the performance of SA, but here we chose to focus only on the number of spin updates as the central optimization parameter. In order to keep our discussion independent of the particular CPU used, we assume that the run-time $t_{\text{run}}$

\(3\) Heavy tails are known to be an issue with simulated annealing [29], not used in our work.

\(4\) We used the an_sge_f1_vdeg solver. This optimized simulated annealing code achieves one spin update every about 10 nanoseconds on modern CPUs (single core performance).
is proportional to the number of spin updates \( n_{sf} \) performed during an SA run. We thus have \( T_n = ncn_{sf} \) for the computational cost function, with the constant \( c \) now specifying the cost per spin update. The actual value of \( c \) is, in practice, CPU-dependent.

Figure 1(a) shows the quality distribution \( P(c) \), or energy histogram, when \( 10^5 \) samples are generated by running SA simulations with four different numbers of total spin updates, for a single randomly selected problem instance corresponding to Eq. (16). The number of samples collected was not sufficient to find the global optimal with only \( 5 \times 10^3 \) or \( 5 \times 10^5 \) updates. As expected, a larger number of spin updates pushes the distribution towards smaller energies. Figure 1(b) shows the optimal total cost \( C^* \) corresponding to the energy distributions of Fig. 1(a). The optimal total cost is, as expected, a monotonic function of the cost per spin update \( c \). The optimal total cost is minimized by using a smaller (or larger) number of spin updates when \( c \) is larger (or smaller). There is a simple intuitive explanation for this: expensive computations (large \( c \)) favor fast computations (small number of spin updates), while on the other hand cheap computations (small \( c \)) favor long computations (large number of spin updates). At intermediate values of \( c \), the SA algorithm gives the same performance (when two curves meet) using two different numbers of updates per run. This happens when the improvement in the average solution quality obtained by implementing a larger number of updates is exactly offset by the increase in the observational cost.

The lower envelope is the optimal compromise between cost and efficacy of a single SA run, which is determined by the number of spin updates per run, \( n_{sf} \). Namely, for any given cost one can infer the optimal value of \( n_{sf} \) by selecting the lowest of the curves at that value of \( c \). This is a non-trivial conclusion obtained from our optimal stopping approach, that cannot be obtained within the traditional benchmarking framework that focuses entirely on minimizing the energy or the time to an energy target.

The thin colored lines in Fig. 1(b) are the optimal total cost computed by substituting the experimental energy distributions into the optimality equation. The bold lines are the mean and the standard errors of a sample of 1000 values of \( C^*_c \) obtained as follows. We first generated 1000 bootstrapped copies of each of the quality distributions of Fig. 1(a). We modeled the lower tail (the first 0.1th percentile) of each bootstrapped distribution with a maximum likelihood fit of a Generalized Pareto Distribution \( \sigma \theta x \) (see Section VII B and Appendix C for more details). All the \( C^*_c \) values were then computed using the bootstrapped distribution with the tail replaced by the Pareto fit. The bold red lines correspond to the values of the optimal total cost that fall into the fitted tail, while the bold colored lines are the values of \( C^*_c \) that are outside the tail. Note that the error bars are relevant only when the optimal total cost falls inside the tail. We thus see that even an imprecise knowledge of the tail of the distribution does not affect the precise evaluation of \( C^*_c \) for sufficiently large values of the cost \( c \), in agreement with Eq. (15).

We now illustrate how the average solution quality and computational effort contribute to the optimal total cost as a function of the cost \( c \). To do so we write Eq. (4) for our special case \( T_n = ncn_{sf} \):

\[
C^*_c = E^*_c + n^*_c cn_{sf}.
\]

We then use Eq. (7) to compute the average stopping step \( n^*_c \) as a function of the energy distribution. Figure 2(a) shows the values of the functions \( C^*_c, E^*_c \) and \( T^*_c \) for the same representative instance as in Fig. 1. Solid lines give the three functions computed for the case with \( 5 \times 10^5 \) spin updates, while dashed lines correspond to the case with the number of spin flip updates \( n_{sf} \) optimized to minimize the optimal total cost \( C^*_c \), i.e., with \( n_{sf} \) chosen as a function of \( c \) according to the lower envelope in Fig. 1(b).

For the case with a fixed number of updates, we can identify three distinct regimes in Fig. 2(a):

(i) In the small \( c \) regime with \( E_0 < C^*_c < E_1 \) (optimal solution region) we have:

\[
C^*_c = E_0 + n_0 cn_{sf},
\]

where \( n_0 \) is the average number of samples needed to find the optimal solution. In this regime the optimal energy is equal to the minimum energy \( E^*_c = E_0 \), and the computation effort and the optimal total cost grow linearly with \( c \). The value of the optimal total cost in this regime is thus completely determined by the success probability \( p_0 \) of the solver in finding the optimal solution, i.e., \( n_0 = 1/p_0 \), and is determined (apart from the constant \( E_0 \)) by the computational cost \( T^*_c \);

(ii) In the intermediate \( c \) regime the optimal total cost is given by a balance between solution quality and computational cost:

\[
C^*_c = E_c + n C^*_c n_{sf},
\]

where \( n_{C^*_c} \) is the average number of samples needed to find a solution with quality at least equal to the optimal total cost. The optimal total cost in this regime depends non-trivially on the full energy distribution of the solver. Figure 2(a) shows that in this regime the value of the optimal total cost is dominated by the value of the optimal energy \( E^*_c \). Moreover, from Fig. 2(a) we see that in this region \( C^*_c \) appears to have a sub-polynomial dependence on \( c \);

(iii) In the large \( c \) regime the computational effort is so high that it is optimal to draw only one sample:

\[
C^*_c = \bar{E} + cn_{sf},
\]

where \( \bar{E} \) is the mean energy obtained by running SA with a fixed number of spin updates (\( 5 \times 10^5 \)). In this regime \( C^*_c \) is

\[5\text{ Note that there are two distinct notions of optimality at play at this point: optimal stopping, as dictated by the principle of optimality (3) (indicated by an asterisk superscript), and optimality of the number of spin updates, which is SA-specific and is found from the lower envelope of Fig. 1(b). Other solvers, such as the D-Wave quantum annealer discussed below, are subject to an analogous "optimal annealing time" notion. Also note that because the energy spectrum is discrete, \( E^*_c \) and \( T^*_c \) are not continuous functions of \( c \), while the total cost \( C^*_c \) is continuous.}\]
dominated by the computational cost $T^*_c$ and is again a linear function of $c$.

When the number of SA updates is optimized (dashed curves in Fig. 1(a)), we only distinguish two regions. The optimal number of spin updates decreases for larger $c$ to prevent the cost function $T^*_c$ from dominating the value of the optimal total cost. The third region thus disappears in favor of an extended intermediate region. Note that in this region minimizing the optimal total cost is not equivalent to optimizing the energy or the computational effort (the solid yellow and red lines can be below the corresponding dashed lines).

It is also interesting to study the relation between the optimal stopping time $n^*_c n_{sf}$ and the optimal energy $E^*_c$. Figure 2(b) shows the tradeoff between the two quantities when the number of spin updates $n_{sf}$ has been optimized. A lower (better) energy solution requires, as intuitively expected, a longer stopping time. The color code in Fig. 2(b) represents the value of the unit cost $c$, which is inversely related to the stopping time.

**IV. BENCHMARKING AND SCALING VIA OPTIMAL TOTAL COST**

In this section we study scaling with problem size. Toward this end we generated 100 Ising instances defined on complete graphs of sizes $N = 250, 500, 750$ and 1000. As in the example discussed above, each instance was randomly generated with integer coupling $J_{ij}$ randomly chosen uniformly from the set $\{1, 2, \ldots, 10\}$. The number of spin updates of the SA solver was optimized as before to minimize the optimal total cost $C^*_c$. For this optimization we considered 21 different values for the number of spin updates $n_{sf} = N \times \{1, 3, 5, 7\} \otimes \{1, 10, 100, 1000, 10000\}$, for each $N$ value. For each instance and number of spin updates, we performed $10^5$ SA runs. An instance-by-instance estimation of the statistical error of $C^*_c$ could be performed as explained in the previous section. However, since we are interested in sample-wide properties, we computed the optimal total cost as if our experimental determination of $P$ is exact. This approach is appropriate if the sample variability is larger than the single-instance errors in determining the optimal total cost (we checked that this is indeed the case).

The results are summarized in Fig. 3. In Fig. 3(a) we show the optimized value of $C^*_c$ as a function of $c$ for the four sample sizes of random instances. We again identify two regimes: $C^*_c < E_1$ (optimal stopping after finding the minimum energy) and $C^*_c > E_1$ (optimal stopping before finding the minimum energy). As expected, the transition between the two regimes happens at smaller values of the unit cost $c$ for harder problems defined on a larger number of variables $N$. That is, for fixed cost $c$, the larger is $N$ the sooner it is optimal to stop before finding the minimum energy. The difference $C^*_c - E_0$ also grows with the problem size at a fixed $c$: harder problems imply a larger distance of the stopping target $C^*_c$ from the minimum energy.

Figure 3(b) shows the mean number of updates to stoping as a function of the expected solution quality $E^*_c$, for the four different problem sizes ($N = 250$ is the bottom curve). If $c$ is sufficiently small (red vertical line), one always has $E^*_c = E_0$, and the optimal stopping time (in this case the time-to-solution) grows with the problem size. For larger $c$, however, in order to minimize $C^*_c$ it is optimal to both increase the computation time and reduce the expected quality solution $E^*_c$. This nontrivial dependence of $T^*_c$ and $E^*_c$ on the problem size (at fixed $c$; see the streaks in the figure) entails
FIG. 3. (a) Optimal total cost $C^*_c$ for the four different problem sizes considered. Each point in the plot is the mean optimal total cost of the sample of 100 instances. Error bars (small in the figure) are the standard deviation of the mean optimal total cost. (b) Tradeoff between mean stopping time $n^{c_{SF}}$ and solution quality $E^*_c$ averaged over the 100-instance sample. The color code gives the $c$ value. The colored streaks are guides to the eye connecting dots with the same color (same value of $c$). The four curves are ordered by problem size with $N = 1000$ at the top. (c) Scaling of the optimal total cost $C^*_c$ relative to the global optimum $E_0$. At fixed problem size the optimal total cost $C^*_c$ grows relative to $E_0$ as a function of the cost $c$. This is a necessary price to pay to keep the computational cost at the optimal level. (d) The red horizontal line is $C^*_c = E_1$. Regression fits reveal a region of quadratic scaling (above the line) and a region of exponential scaling (below the line). Fit parameters are given in the legend.

A very different scaling analysis than other typical approaches that keep a fixed target (or fix the target as a percentage of the optimal solution) [21].

The resulting scaling of the optimal total cost is shown in Fig. 3(c). Note that for convenience in plotting the figures we always remove an overall constant (the energy of the global minimum $E_0$) from $C^*_c$. Such a constant is indeed irrelevant for benchmarking the performance of SA. While this is not obvious from Fig. 3(c), the scaling behavior of $C^*_c$ depends crucially on which of the two regimes of Fig. 3(a) we are probing. This is shown in more detail in Fig. 3(d) where the two regimes are separated by a red horizontal line ($C^*_c = E_1$). Below the horizontal line $C^*_c$ depends linearly on $c$, but at fixed $c$, it scales exponentially with the problem size. This corresponds to the exponential scaling of the time-to-solution. Above the horizontal line, the scaling of $C^*_c$ is quadratic in the problem size. Note that, at fixed $c$, $C^*_c$ crosses the horizontal line exponentially fast. This “give-up” size corresponds to the point where it is no longer optimal to stop after finding the global solution. The optimal total cost will thus always have an initial exponential scaling followed by a quadratic scaling after a characteristic give-up size. The quadratic scaling for sufficiently large sizes can be explained by the fact that, for our choice of problems, the typical energy differences grow quadratically: $E_{2N} - E_0 \sim N^2$. The scaling behavior of the
optimal total cost can be summarized as follows

$$C^*_c(N) \sim \begin{cases} \alpha e^{\beta \sqrt{N}} & C^*_c < E_1 \\ \gamma N^2 + \delta N + \omega & C^*_c > E_1 \end{cases} ,$$

Using the relations above, the give-up size $N_{gw}$ at which scaling behavior changes can be estimated by:

$$\alpha e^{\beta \sqrt{N_{gw}}} \simeq E_1 \Rightarrow N_{gw} \simeq \log^2 \left( E_1 / \alpha \right) / \beta^2 ,$$

which means that the give-up size $N_{gw}$ decreases polynomially (quadratically in our case) with the exponential prefactor $\beta$ and decreases logarithmically with the prefactor $\alpha$. Thus, even obtaining a solver with a reduced exponential prefactor (the realistic goal for solvers tackling NP-hard problems, as opposed to an exponential speedup) would result in a modest polynomial increase in the give-up size $N_{gw}$. Quite remarkably, and importantly from a practical point of view, this means that \textit{the polynomial scaling regime is the relevant scaling regime for optimal total cost in scenarios with very hard optimization problems}.

We conclude this section by analyzing how the optimal number of spin updates depends on $c$ and how it scales with problem size. The optimal number of spin updates, shown in Fig. 4(a) as a function of $c$, is constant in the regime of small $c$ and monotonically decreasing in the large $c$ regime. The two regimes correspond again to the two described in Fig. 3(a). Similarly, Fig. 4(b) shows the scaling of the optimal number of spin updates as a function of problem size. Although it is difficult to extract the scaling with problem size from the data presented, it is clear from Fig. 4(b) that the optimal number of spin updates grows more rapidly for smaller $c$. Interestingly, our results indicate that at larger values of $c$ the optimal number of spin updates stays almost constant. This very mild scaling is necessary to keep the computational cost under control when the problem size is increased.

To summarize, in this section we have shown how the optimal stopping approach leads to a non-trivial scaling of the optimal total cost $C^*_c$, and how this scaling is balanced between the optimal solution quality $E^*_c$ and optimal computational cost $T^*_c$. The only assumption we made is that it is possible to assign a meaningful cost per unit of time $c$, which we assume to be constant in the scaling analysis.

V. CLASSICAL VS QUANTUM OPTIMIZATION

In this section we use optimal total cost to compare the performance of a D-Wave quantum annealer (the DW2X “Washington” chip installed at the University of Southern California) to the Hamze-Freitas-Selby (HFS) classical optimization algorithm [33, 34]. The HFS algorithm is optimized to take advantage of the specific low-treewidth structure of the Chimera graph and is regarded as the state-of-the-art benchmark for classical optimization of Chimera-structured problems.

Quantum annealers are analog quantum devices that exploit the physical process of quantum annealing to solve hard quadratic unconstrained optimization problems [22, 35, 42]. The optimization problems that can be implemented on a DW2X processor are similar to those considered in the previous sections [see Eq. (16)]:

$$H = \sum_{(i,j) \in \text{chimera}} J_{ij} s_i s_j , \quad s_i = \pm 1 ,$$

with the important restriction that the sum now runs over the couplings that are physically implemented in the Chimera connectivity graph, defined on $12 \times 12$ unit cells of 8 qubits each (see Fig. 9 in Appendix D).

To benchmark the three solvers, we considered sub-lattices of the Chimera graph defined on $L \times L$ unit cells, with
large values of $c$ that the DW2X quantum annealer significantly outperforms all solvers (e.g., we do not account for the differences in the unit cost parameter $c$). The cost to draw a sample with the DW device is thus $c t_{DW}$. The run-time of an the HFS algorithm can be considered to be proportional to the number of elementary operations $n_{eo}$ performed per run. The parameter $n_{eo}$ can be optimized by the user. On modern CPUs we typically have $t_{HFS} = n_{eo} \times 0.6 \mu s$ and the cost to draw an HFS sample is $c t_{HFS}$.

In Fig. 5(a) we compare the averaged optimal total cost $C^*_c$ obtained by the two solvers on the set of 100 instances defined on the full DW2X hardware graph ($L = 12$). In this section we assume for simplicity that the unit cost $c$ is the same for all solvers (e.g., we do not account for the differences in the utilization costs). We discuss the practical necessity to include such costs at the end of this section. With this in mind, we see that the DW2X quantum annealer significantly outperforms the HFS classical solver for all the $c$ values considered. For small $c$ values, DW2X is about 100 times faster than HFS. For large values of $c$ however, this advantage is reduced to about a factor of 10. This is due to the fact that the minimum runtime of $t_{DW} = 5 \mu s$ for DW2X is highly suboptimal at large values of $c$. It is important to note that Fig. 5(a) compares the performance of a DW2X processor with the performance of the HFS algorithm run on a single core of a modern CPU; we address parallelization in Section VII.

In Fig. 5(b) we compare the scaling of $C^*_c$ for two values of the unit cost parameter $c$, probing the regimes $C^*_c < E_1$ and $C^*_c > E_1$ (as defined in Sec. IV). In the former regime the difference between the optimal total cost and the global minimum scales exponentially with the problem size. The scaling coefficients for DW2X and HFS are identical to within numerical precision. In the other regime the scaling is linear in the number of variables. This is due to the fact that, unlike the case of the previous section, the energy spread is linear in the problem size for the instances considered here: $E_{2N} - E_0 \sim N \sim L^2$. Numerical fits give us the following scaling behavior for the optimal total cost:

$$C^*_c(N) \sim \begin{cases} \alpha e^{\beta L} & C^*_c < E_1 \\ \gamma L^2 + \omega & C^*_c > E_1 \end{cases},$$

similar to the scaling result (21) obtained for the class of instances considered in Sec. IV. The numerical values of the corresponding fitting parameters are reported in the legend of Fig. 5(b).

We conclude this section by further commenting on the comparison between classical solvers, which run on standard

---

6 Our instances were generated with a value of the clause density $\alpha$ equal to 0.35.

7 This $t_{DW}$ value is unlikely to be the true optimum, i.e., a shorter annealing time is likely to result in improved performance [27].

8 The value chosen is representative and can change depending on the experimental setup.

9 A well-known caveat is that the scaling of the DW2X processor can only be considered to be a lower bound for the true scaling. This is due to the fact that the annealing time $t_{DW}$ is not optimized as a function of the problem size but rather fixed at its minimum value allowed by the current technology. It is expected that reducing the minimum annealing time on quantum
CPUs, and quantum optimization, which requires dedicated hardware. Using optimal total cost naturally allows us to take into account the cost of the hardware which is necessary to utilize each optimizer to perform a fair practical comparison. As an illustrative example, we can assume that the cost of performing a classical computation is negligible while we have to pay an additional premium \( c_{qp} \) to perform a computation on a quantum processor: \( c \mapsto c + c_{qp} \). In our example, the parameter \( c \) is solver independent (it depends on the application). A premium \( c_{qp} \) has the effect of shifting the curves in Fig. 5(a) to the left. A left shift for the DW2X processor, for example, would make the HFS solver more competitive.

VI. OPTIMAL USE OF A RANDOMIZED OPTIMIZER

In the previous sections, we have interpreted benchmarking as a process to determine the energy distribution \( P(e) \) with the required confidence to compute \( C^*_c \). In practical applications, however, one must start the optimization process without a precise knowledge of the \( P(e) \). In the initial stages of the computation the determination of \( C^*_c \) will not be very precise. During the optimization process, as more more data is collected, one updates the knowledge of \( P(e) \) to refine the calculation of the optimal total cost. The calculation of the optimal total cost will depend on the previously observed energies and is updated every time a new solution is retrieved. Thus, Eq. (6) is replaced by:

\[
C^*_{c,n} : \int_{-\infty}^{C^*_{c,n}} (C^*_{c,n} - e)P_n(e)de = ct_{run}, \tag{25}
\]

where \( P_n(e) \) is our estimate of the quality distribution after \( n \) energies have been retrieved from the optimizer. Note that a stopping decision based on incomplete knowledge of \( P(e) \) will necessarily be suboptimal. Any practical application of the optimal stopping approach will thus achieve an average cost larger than or equal to the ideal cost possible with full knowledge of \( P(e) \).

It is important to note that at every stage of the computation, the learning process involves inferring the probability to observe solutions with energy smaller than all other previously observed solutions. It is easy to see why this is the case. A stopping rule solely based on the so-far observed empirical distribution \( P_n(e) \) necessarily calls for stopping at every stage. This is because the so-far observed lowest energy is empirically interpreted as the global solution, suggesting (incorrectly) that there is no advantage in continuing with the optimization process.

As we have shown above, for large values of \( c \) the value of the optimal total cost \( C^*_c \) is determined by the mean of the energy distribution [recall Eq. (20)]. We expect this quantity to be estimated fairly well even with a small number of observations. This is important because for large values of \( c \) it is optimal to stop after a small number of observations. On the other hand, for small \( c \) the optimal total cost is dominated by the behavior of the lower tail of the energy distribution.

The experimental determination of the tail of a distribution requires, by definition, the collection of a large sample of energies. Fortunately, for small \( c \) we expect that it is optimal to stop only after a typically large number of energies is observed. This allows us to perform a tail inference analysis of \( P(e) \).

The observations above suggest the implementation of the following strategy for the optimal use of a randomized optimizer. During an initial “burn-in” regime, when the number of energies collected is small, \( C^*_c \) can be obtained by inferring the general shape of the energy distribution \( P(e) \). We have considered two approaches. In one case, at each step of the burn-in regime a parametric maximum-likelihood fit is used to estimate \( P(e) \). In the other case, knowledge of \( P(e) \) is updated in a Bayesian manner. The latter case would be more appropriate when some prior knowledge of the energy distribution is available. In the “asymptotic” regime a large number of energy samples is available. In this regime the optimal total cost can be estimated with an inference of the lower tail of \( P \). Tail inference could be performed, e.g., via a maximum-likelihood fit with Pareto distributions.

A. Burn-in regime

1. Maximum-likelihood fits

This approach to the burn-in regime requires the choice of a parametric representation \( P(e|\alpha_i) \) of the quality distribution, where the parameters \( \alpha_i \) are determined via a maximum-likelihood fit. We thus determine the time-dependent optimal total cost \( C^*_{c,n} \) using the energy distribution:

\[
P_n(e) = P(e|\alpha_{i,n}) \tag{26}
\]

where \( \alpha_{i,n} \) are the maximum-likelihood estimations of the parameters \( \alpha_i \) after \( n \) observations. In general we expect that in the burn-in regime \( C^*_c \) is mostly determined by the first moments of the energy distribution. Simple choices should thus work well (for example parametric distributions with only the first few non-vanishing moments). Note that we must assume that the discrete distribution \( P \) is well-behaved, i.e., it can be well-described by discretizing a smooth, continuous probability distribution.

2. Bayesian updates

A Bayesian approach to the burn-in regime can be preferable when one has prior knowledge of \( P(e) \). This prior knowledge could have been acquired, e.g., by previously solving other similar optimization problems. Following the Bayesian approach the energy distribution is now expressed in terms of
a parametric function $P(e|\alpha_i)$, with the parameters $\alpha_i$ also distributed according to a prior distribution $D(\alpha_i|\nu_{\alpha})$, which encodes our prior knowledge of $P(e)$ and depends parametrically on a further set of hyperparameters $\nu_{\alpha}$. The prior is updated as usual via the Bayes formula

$$D(\alpha_i|e_1, \ldots, e_n, \nu_{\alpha}) = \frac{P(e_1|\alpha_i) \cdots P(e_n|\alpha_i) D(\alpha_i|\nu_{\alpha})}{\int P(e_1|\alpha_i) \cdots P(e_n|\alpha_i) d\alpha_i}.$$  

After each observation, our best guess for $P_n(e)$ is obtained by marginalizing over the parameters:

$$P_n(e) = \int P(e|\alpha_i) D(\alpha_i|e_1, \ldots, e_n, \nu_{\alpha}) d\alpha_i.$$  

An additional advantage of the Bayesian approach is the possibility to work with fully discrete distributions $P(e)$. In many practical applications one can regard $P(e)$ as a multinomial distribution $P(e|\alpha_i)$, with the parameters $\alpha_i = p_i$ identifying the probability to obtain the energy $e_i$. A convenient choice for the prior distribution $D(\alpha_i|\nu_{\alpha})$ is the Dirichlet distribution, which is the conjugate prior of the multinomial distribution. In this convenient setup, Bayesian updates can be easily performed using only algebraic operations (see Appendix [B] for more details).

### B. Asymptotic regime: tail inference with Pareto distributions

In one of its possible formulations, the theorem of extreme values states that, under very general assumptions, the tail of a given distribution is well-approximated by an element of a three-parameter family of distributions known as Generalized Pareto Distributions: $\mathcal{GPD}(\lambda, \kappa, \mu)$ (see Appendix [C] for more details). In the asymptotic regime we define $P_n(e)$ as a following piece-wise probability distribution:

$$P_n(e) = \begin{cases} \mathcal{GPD}(\lambda_n, \kappa_n, \mu_n) & e \leq \mu_n \\ \mathcal{P}_{\text{emp,n}}(e) & e > \mu_n \end{cases}. \quad (29)$$

The parameters $\lambda_n$ and $\kappa_n$ are estimated via maximum-likelihood after each observation, while $\mu_n$ is a conveniently chosen threshold that defines the tail of the empirical distribution $\mathcal{P}_{\text{emp,n}}(e)$ that is substituted by the $\mathcal{GPD}$ fit. The choice of the threshold $\mu_n$ is crucial to obtain a good tail inference via $\mathcal{GPD}$. The threshold has to be as small as possible in order for the $\mathcal{GPD}$ to model the tail of $P(e)$ with the smallest possible bias. On the other hand, $\mu_n$ should also be large enough so that a sufficient number of observations is used for the maximum-likelihood fit of the parameters of $\mathcal{GPD}$.

### C. Numerical Experiments with Optimal Stopping

We performed optimal stopping experiments to study how close to the ideal optimal total cost is the average cost obtained by implementing the strategy described in the previous subsections. We assume that the empirical distribution obtained after $10^7$ SA runs is the exact distribution $P(e) = \mathcal{P}_{\text{emp,10^7}}(e)$. Under this assumption, each of the outcomes of independent SA runs can be reproduced by a random sampling of $\mathcal{P}_{\text{emp,10^7}}(e)$. This approximation is crucial to keep the computational time manageable.

#### 1. Maximum-likelihood and Pareto fits

Each optimal stopping experiment is performed as follows. We build a sequence of observations $\{e_1, \ldots, e_n\}$ via random sampling. We define a burn-in regime $1 \leq n \leq 500$ and an

FIG. 6. Ideal (thin lines) and empirical (thick lines) optimal total cost for a representative instance on $N = 1000$ variables and for different values of the number of spin updates $n_{\text{det}}$. The empirical optimal total costs are computed for the burn-in regime with (a) the maximum-likelihood fit method, and (b) the Bayesian method. For the class of problems studied, the prior knowledge obtained by knowing the behavior of other instances in the same family is good enough to make the Bayesian method almost exact in the large and intermediate $c$ regions.
asymptotic regime \( n > 500 \). In the burn-in regime, \( P_n(e) \) is determined by fitting a Gaussian distribution via maximum-likelihood. In the asymptotic regime, we use the distribution defined in Eq. (29), with the parameters \( \lambda_n \) and \( \delta_n \) obtained via a maximum-likelihood fit. The parameter \( \mu_n \) is chosen to be the \( 2 \times 10^4 / n \)-th percentile of the empirical distribution \( P_{\text{emp},n}(e) \). This means that 100 observations are always used in the fit. At each step, \( C_{n,c}^* \) is computed using the estimated distribution \( P_n(e) \) in the optimality equation Eq. (6) and the principle of optimality Eq. (5) is used to determine whether to stop or continue the sequence of observations. While the support of the intrinsic and empirical quality distributions is always compact, the support of the \( GPD \) tail can extend to \(-\infty\). This may result in an estimate of the optimal total cost that is smaller than the global minimum \( (C_{n,c}^* < E_0) \) and as a consequence the principle of optimality never calls for stopping. To avoid this situation, we override the principle of optimality with an additional stopping rule, i.e., we stop as soon as the number of observations is large enough that there is a 99\% probability that we should already have observed a stopping value. Once stopped, the final cost \( C_n = \min(e_1, \ldots, e_n) + n \epsilon \tau_{\text{run}} \) is recorded. We repeated this process 1000 times to determine the average cost.

Numerical results are shown in Fig. 6(a) for the same random instance as in Figs. 1 and 2 defined on \( N = 1000 \) variables and for several values of the number of spin updates. The thin lines are the exact optimal total cost computed using \( P_{\text{emp},10^6}(e) \) as the energy distribution. The thick lines are the average empirical costs obtained using the method described above. As expected, the empirical costs are larger than the exact costs. Even with our simple approach, however, we were able to obtain empirical costs that satisfactorily reproduce the values of the ideal costs. This demonstrates the viability of the optimal stopping approach for the optimal use of randomized optimizers.

We again identify three regions in Fig. 6(a). In the large \( c \) region, where it is optimal to stop after one observation, the empirical cost is systematically higher because we need at least two observation to perform a maximum-likelihood fit. In the intermediate \( c \) region, the optimal total cost is mainly determined by the overall shape of the energy distribution. In this region it is important that the parametric distribution used for the fit accurately reproduces the quality distribution. We see that even the simple choice of a Gaussian distribution gives reasonably good results. In the small \( c \) region the empirical optimal total cost are most likely dominated by the \( GPD \) tail fit. In this regime, however, it is more difficult to assess the effectiveness of our approach, because the tail of the empirical distribution \( P_{\text{emp},10^6}(e) \) is not a statistically good approximation of the intrinsic energy distribution \( P(e) \).

2. Bayesian updates

We have also performed similar experiments where the energy distribution \( P_n(e) \) is obtained, in the burn-in regime, via Bayesian updates. As prior knowledge for the energy distribution, we used a family distribution \( P_{\text{fam}}(e) \) obtained by including in the same energy distribution all the energies of all 100 instances in the same family \((10^7 \text{ energies in total})\). The idea is to use information about a family of similar instances to obtain a better guess of \( C_n^* \) for a new optimization problem in the same family. The prior we choose is the Dirichlet distribution \( D(\alpha_i|500p_{\text{fam},i}) \), where \( p_{\text{fam},i} \) is the probability to observe the energy \( e_i \) from the family distribution \( P_{\text{fam}}(e) \). Intuitively, this function corresponds to a prior knowledge of 500 “virtual” observations distributed according to the family distribution. Results are shown in Fig. 6(b) We see that in the regions of intermediate and large \( c \) values the empirical cost almost exactly matches the exact cost. This is due to the fact that the Bayesian update can be performed after one observation (optimal in the large \( c \) region), and that the family distribution used to build the prior is an excellent representation of the exact quality function \( P(e) \) for the class of problems considered in this study. Note that the maximum-likelihood and the Bayesian approaches give the same result in the small \( c \) region. This is simply due to the fact that in this region stopping occurs after entering the asymptotic regime, which is the same in both cases.

VII. PARALLELIZATION

A. Optimal Parallelization

The optimal stopping approach allows us to carefully address the question of parallelization. SA is an example of a solver that is “embarrassingly” parallelizable, which means that multiple independent runs of the same algorithm can be executed in parallel to speed up the computation. When embarrassing parallelization is implemented, we can assume that the \( n \)-th energy observation is given as follows:

\[
e_{n}(n_{\text{cpu}}) = \min\{e_{n,1}, e_{n,2}, \ldots, e_{n,n_{\text{cpu}}}\},
\]

where \( n_{\text{cpu}} \) is the number of cores, or processes used in the parallelization of the algorithm. A less trivial parallelization can also be implemented in many randomized optimization algorithms to shorten the length \( \tau_{\text{run}} \) of a computation. “Perfect” parallelization is achieved when \( \tau_{\text{run}} \rightarrow \tau_{\text{run}} / n_{\text{cpu}} \). In most cases algorithms cannot be perfectly parallelized. Even when perfect parallelization is possible in theory, practical limitations may only allow for “imperfect” parallelization. We have imperfect parallelization when \( \tau_{\text{run}} \rightarrow \tau_{\text{run}} / n_{\text{imp}} \) with \( 1 < n_{\text{imp}} < n_{\text{cpu}} \).

What is the best parallelization strategy to minimize the total cost? Let us assume for the time being that running multiple parallel processes does not increase the unit cost \( c \). Figure 7(a) shows \( C_n^* \) under this assumption, for the same random instance as in Fig. 1 obtained by running SA using \( 5 \times 10^6 \) spin updates. The blue line is the optimal total cost without parallelization. The purple line corresponds to a situation where only imperfect parallelization is achievable. Perfect parallelization (yellow line) achieved with 100 cores is equivalent to rescaling \( c \rightarrow c / 100 \) and represents the ideal way of using the available computational resources. We find that embarrassing parallelization (red line) performs as well.
as perfect parallelization in the small $c$ regime. This is an important practical observation: trivial embarrassing parallelization performs as well as ideal but practically unachievable perfect parallelization, in the low unit cost regime.

For large $c$, embarrassing parallelization becomes less effective and approaches the performance of the no parallelization result, but stays below it. This is because in the limit of large $c$, optimal total cost is dominated by the cost of drawing single observations, which is not reduced by embarrassing parallelization. Still, each of the parallel processes returns a single energy before stopping, so embarrassing parallelization yields the minimum energy over the set of CPU samples, while the no parallelization case draws a single sample from the same distribution. Intuitively, embarrassing parallelization becomes essentially equivalent to perfect parallelization when the perfectly parallelized optimal stopping step $n_c^*/n_{cpu}$ is larger or comparable to the number of parallel processes, i.e., $n_{cpu} < n_c^*/n_{cpu}$, which requires $c$ to be sufficiently small. This observation is confirmed in Fig. 7(a) which shows how embarrassing parallelization performed with 100 processes starts to perform notably worse than perfect parallelization when $n_c^*/100 < 100$. Thus, a rule of thumb for an optimal parallelization strategy is to use all parallel processes to perform embarrassing parallelization in the limit of small $c$, when $n_{cpu} < n_c^*/n_{cpu}$, or imperfect parallelization in the large $c$ limit, when $1 \approx n_c^*/n_{cpu}$. In the intermediate regime parallel processes should be optimally distributed between embarrassing and imperfect parallelization. Embarrassing parallelization can thus be efficiently exploited only if there is a regime where the optimal stopping step $n_c^*$ is large.

Figure 7(b) shows $n_c^*$ (averaged over 100 instances) for different problem sizes obtained after optimization of the number of spin updates. The optimal stopping step $n_c^*$ grows larger than 1 for larger problem size and small $c$. As expected, $n_c^*$ is close to 1 in the limit of large $c$. Figure 7(b) shows, e.g., that embarrassing parallelization can be efficiently implemented (i.e., it is equivalent to perfect parallelization) in solving the $N = 1000$ class of problems when the number of parallel processes used is $\approx 300$ (and $\approx 20$ for the $N = 250$ case). It should then be more effective to use a larger amount of computational resources to implement a certain degree of imperfect parallelization.

We expect these observations to guide future benchmarking studies in giving useful information about parallelization optimization.

### B. Optimal Number of Cores

So far we assigned a cost $c$ to the flow of time, but have not taken into account the cost of the hardware resources necessary for parallelization. More generally, we must include the cost of implementing a certain amount of computational resources into the cost function $T(t)$. A simple practical approach is to use the following type of cost function:

$$T(t, n_{cpu}) = (c_t + c_{cpu}n_{cpu})t_{run}. \quad (31)$$

The cost $c$ now comprises two contributions. The term $c_t$ measures a cost that is simply due to the flow of time, and is solver and hardware independent. This term could, e.g., be related to a loss in revenue for a certain business to simply idling while the optimizer is running. The term $c_{cpu}n_{cpu}$ depends on the hardware used and is proportional to the number of cores used. This term may include, for example, utility bills, maintenance or rent costs that scale linearly with the size of the cluster.
Equation (31) can be viewed as defining the cost \( c \) for a parallelized version of a given solver, with the parameter \( n_{\text{cpu}} \) being interpreted as an additional parameter to be optimized in order to minimize the total cost \( C_{c_t,c_{\text{cpu}}}^*(n_{\text{cpu}}) \), which is now considered a function of \( n_{\text{cpu}} \).

In the previous subsection we showed that, for sufficiently small \( c = c_t + c_{\text{cpu}}n_{\text{cpu}} \), embarrassing parallelization is practically equivalent to perfect parallelization. We thus have that for sufficiently small \( c_t + c_{\text{cpu}}n_{\text{cpu}} \) parallelization is equivalent to the rescaling \( c_t + c_{\text{cpu}}n_{\text{cpu}} \rightarrow c_t/n_{\text{cpu}} + c_{\text{cpu}} \). This cost is monotonically decreasing in \( n_{\text{cpu}} \). Because the optimal total cost is a monotonic function of the unit cost \( c \), it follows that it is optimal to increase \( n_{\text{cpu}} \) at least as long as the embarrassing parallelization process is effective, i.e., as long as \( n_{\text{cpu}} \sim n_{\text{cpu}}/c_{\text{cpu}} + c_{\text{cpu}} \). As explained in the previous subsection, a larger number of cores can be optimal if a certain degree of imperfect parallelization is possible.

An important observation is that when the cost per CPU \( c_{\text{cpu}} \) is included, even the efficacy of perfect parallelization is greatly reduced when \( n_{\text{cpu}} \) is large. The effective unit cost converges to \( c_t/n_{\text{cpu}} + c_{\text{cpu}} \), with the optimal total cost converging to \( C_{c_{\text{cpu}}}^* \) with no further improvements. This limiting value is uniquely determined by the unit hardware cost \( c_{\text{cpu}} \) and has a simple intuitive explanation: including the cost of the hardware in the unit cost places a practical limit on the amount of hardware resources that should be implemented in solving an optimization problem. In general, the optimal number of cores \( n_{\text{cpu}}^*(c_t,c_{\text{cpu}}) \) will depend on the specific solver, instances, and cost function considered, and should be estimated by performing benchmarking studies similar to those presented here.

**VIII. CONCLUSIONS**

We have presented an optimal stopping approach to benchmarking randomized optimization algorithms. Rather than focusing, as is customary, on optimizing solution quality (e.g., minimizing the energy) alone, we considered the more general problem of optimizing solution quality along with the associated cost of obtaining samples of the fitness function. This approach is natural given that the cost of more samples grows with time, so that the total cost should account for the fitness function along with the latter cost. We have shown that this problem lends itself naturally to an analytical solution within the framework of optimal stopping theory, and can be recast as the well-known “house-selling” problem, under the assumption that samples are statistically independent random variables. This approach yields both the optimal stopping time and the optimal total cost [Eqs. (3) and (6), respectively]. Moreover, our optimal stopping approach includes as special cases all the standard variants of randomized benchmarking, including time-to-solution, time-to-target, average energy, and target-in-time.

To find the optimal stopping time, at which a round of randomized benchmarking concludes and one settles for the lowest energy solution obtained thus far, requires knowledge of the energy distribution function. We have shown how this distribution can be found on the fly using either maximum likelihood fits or Bayesian updates, and by inferring the occurrence of rare samples using the theory of generalized Pareto distributions. This demonstrates that optimal stopping criteria lead to an optimal-utilization strategy of randomized optimization algorithms that can be successfully used in practical scenarios.

Our key findings, based on studying MAX2SAT problems over complete graphs and frustrated-loop problems with planted solutions on the Chimera graph (using the D-Wave 2X quantum annealing device and the classical HFS algorithm) can be summarized as follows:

- As the unit cost (the cost per operation) increases, the run-time must be lowered, i.e., the optimal run-time depends on the unit cost, as exemplified in Fig. 1(b). After optimization of the run-time, optimal total cost give the optimal trade-off between computational time and solution quality, as shown in Fig. 2(b).

- Hard optimization problems exhibit exponential scaling with problem size of the optimal total cost only in the regime of small unit cost. When the unit cost is sufficiently high, the total cost for such optimization problems instead exhibits polynomial scaling [see Fig. 4(d)]. This is a consequence of the optimal stopping criterion, which favors stopping before the lowest energy is found, when the unit cost is high.

- Assuming equal unit cost, we find that the D-Wave 2X quantum annealer outperforms the HFS algorithm run on a single CPU core by a factor of \( \sim 100 \) in terms of the total cost [see Fig. 5(b)]. This should not be seen as a claim of quantum speedup (e.g., because it is difficult to assign consistent unit costs across different technologies), but rather as an encouraging sign for quantum annealing that it can be competitive with the best classical optimization heuristics.

- Optimal total cost provides a precise criterion for optimal parallelization strategies. We found that, in the low unit cost regime, “embarrassing parallelization” performs as well as ideal, but practically unachievable, perfect parallelization. In the large unit cost regime, on the other hand, even imperfect parallelization (to reduce the run-time of the algorithm) is preferable. In the intermediate unit cost regime, embarrassing and imperfect parallelization should be optimally balanced to minimize the optimal total costs [see Fig. 7(a)].

We hope that our approach to benchmarking randomized optimization algorithms, which balances optimizing the objective function with the computational cost of optimization, will inspire future investigations into this important tradeoff, and will result in an appreciation of the useful role optimal stopping theory can play in heuristic optimization.
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Appendix A: Optimal Stopping

In this section we give a one-page introduction to the theory of optimal stopping. Our presentation closely follows the lecture notes [16], which can be consulted for more details on the subject.

Quoting Ferguson: “the theory of optimal stopping is concerned with the problem of choosing a time to take a given action based on sequentially observed random variables in order to maximize an expected payoff or to minimize an expected cost”. In the most general set-up, an optimal stopping problem is defined by two objects:

1. A sequence of random variables, $X_1, X_2, \ldots$, whose joint distribution is assumed known;

2. A sequence of real-valued reward functions $y_0, y_1(x_1), y_2(x_1, x_2), \ldots, y_{\infty}(x_1, x_2, \ldots)$. The optimal stopping problem is then defined as follows. One sequentially observes the values $x_1, x_2, \ldots, x_n$. At each step $n = 1, 2, \ldots$ one decides whether to stop and obtain a reward, $y_n(x_1, x_2, \ldots, x_n)$ or to continue. If no observations are taken, one obtain the reward $y_0$, while never stopping results in the reward $y_{\infty}(x_1, x_2, \ldots)$. The goal is to find a time to stop (stopping rule) that maximizes the expected reward. A stopping rule is a sequence of functions $0 \leq \phi_n(x_1, \ldots, x_n) \leq 1$ defining the probability to stop at each step $n$. The expected reward associated with the stopping rule $\phi$ (i.e., the family of functions $\{\phi_n\}$) and the sequence of observations $x_1, x_2, \ldots$ is then

$$V_\phi(x_1, x_2, \ldots) = \sum_{n=0}^{\infty} \prod_{j=1}^{n-1} [1 - \phi_j(x_1, \ldots, x_j)] \times \phi_n(x_1, \ldots, x_n)y_n(x_1, \ldots, x_n).$$  \hspace{1cm} (A1)

The product is the probability of not stopping for the first $n - 1$ steps, followed by a stop at step $n$; multiplied by the reward at step $n$ this gives the expected reward at that step, and summed over all step values this gives the expected reward associated with the rule $\phi$ for a given sequence of observations. The reward associated with the stopping rule $\phi$ is obtained by averaging over all possible sequences of observations $V_\phi = E[V_\phi(X_1, X_2, \ldots)]$. The optimal stopping rule is thus given by:

$$\phi^* : V^* \equiv V_{\phi^*} = \sup_{\phi} \{V_\phi\}. \hspace{1cm} (A2)$$

A special case is where $\phi_n(x_1, \ldots, x_n) = 0, 1$ are binary valued functions, i.e., instead of a randomized stopping rule, at each step one takes a deterministic stopping decision. In this case we simply have $V_\phi(x_1, x_2, \ldots) = y_n(x_1, x_2, \ldots, x_n)$, with $n$ being the stopping step, and we can also write $V_\phi = E\{Y_n\}$. We have used capital letters to stress that the rewards $Y_n$ and the stopping time $N_\phi$, being functions of the random variables $X_n$, are themselves random variables.

A central result in the theory of optimal stopping regards the existence of optimal stopping rules. In particular, it is possible to prove that an optimal stopping rule exists if the following two conditions are satisfied:

$$E\{\sup_n Y_n\} < \infty, \hspace{1cm} (A3a)$$

$$\lim_{n \to \infty} \sup_n Y_n \leq Y_\infty. \hspace{1cm} (A3b)$$

These conditions have a very simple and intuitive explanation. The first means that even a prophet that has knowledge of the whole sequence $y_1, y_2, \ldots$, and thus knows in advance when it is optimal to stop, can only obtain a finite reward. The second is simply an asymptotic regularity condition. Under these conditions one can also show that the optimal stopping rule is given by the principle of optimality. Let us define the optimal reward $V_n^*(x_1, \ldots, x_n)$ conditioned on the observation of $n$ values

$$V_n^*(x_1, \ldots, x_n) = \text{ess sup}_{N_n \geq n} E\{Y_{N_n} \mid x_1, \ldots, x_n\}, \hspace{1cm} (A4)$$

where the essential supremum is taken over all the stopping rules that call for drawing at least $n$ observations. The principle of optimality then states that it is optimal to stop as soon as $y_n(x_1, \ldots, x_n) = V_n^*(x_1, \ldots, x_n)$:

$$n^* = \min\{n \mid y_n(x_1, \ldots, x_n) \geq V_n^*(x_1, \ldots, x_n)\}. \hspace{1cm} (A5)$$

The principle of optimality is also very intuitive: at any stage $n$, it is optimal to stop if the reward $y_n(x_1, \ldots, x_n)$ obtained in case of stopping is at least as large as the optimal reward $V_n^*(x_1, \ldots, x_n)$ that one may expect if a decision to continue is taken. Finally, it is possible to prove the following optimality equation:

$$V_n = E\{\max\{Y_n, E\{V_{n+1}^*(x_1, \ldots, x_n, X_{n+1})\}\}\}. \hspace{1cm} (A6)$$

This equation plays a central role in dynamic programming. It is a recursive equation between $V_n^*$ and $V_{n+1}^*$: it states, again quite intuitively, that the optimal reward that can be obtained at stage $n$ is the maximum between the expected reward $Y_n$ obtained from stopping exactly at the stage $n$ and the reward $V_{n+1}^*(x_1, \ldots, x_n, X_{n+1})$ expected if one were to use the optimal among all stopping rules that call for at least one other draw (from the distribution $X_{n+1}$). The equation (A6) is, in most practical situations, difficult to solve. Therefore, several techniques have been developed to find approximate, or near-optimal, stopping rules. An important class of problems, which allows for powerful analytical results, is that of Markov models, in which the distribution $X_{n+1}$ at stage $n + 1$ does not depend on the previous $n$ observations, but only on the distribution $X_n$ at stage $n$: $X_{n+1}(x_1, \ldots, x_n) = X_{n+1}(X_n)$. Moreover, the rewards are functions of the last observation only: $Y_n = y_n(X_n)$. An additional simplification arises when some symmetries are present.
1. The House Selling Problem

A prototypical optimal stopping problem is the so-called house selling problem. The problem is formulated as follows. An asset is on sale, and offers are presented daily to the seller. On day \( n \), an offer \( x_n \) is made which one assumes is an observation of a random variable \( X \) extracted from a distribution \( P(x) \) which does not depend on the day. One also assumes that each additional day of waiting implies a cost \( c \). Accepting an offer on day \( n \) thus gives the reward

\[
y_n = x_n - cn \quad (y_0 = 0, y_{\infty} = -\infty)
\]  

(A7)

if recalling previous offers is not possible, or

\[
y_n = \max\{x_1, \ldots, x_n\} - cn,
\]

(A8)

if recall is allowed. In this problem, we recognize the structure of a Markov model with additional translational invariance due to the invariance over time of the distribution of offers \( X \) and the linear dependence on the cost. We can exploit these properties to analytically solve the optimality equation (A6). Because of the above-mentioned translational invariance, the problem at stage \( n \) is equivalent to the problem at stage 0, with the only difference being that at stage \( n \) a price \( cn \) has been paid that cannot be recovered. This allows us to write the following for the expected reward:

\[
V^*_n + 1 = V^*_n - c = V^* - cn = V^* - cn.
\]

(A9)

With the condition above, the optimality equation (A6) can be written as follows:

\[
V^*_n = E\{\max\{X_n - cn, V^*_n + 1\}\}
= E\{\max\{X_n - cn, V^*_n - cn\}\},
\]

(A10)

which implies

\[
V^* = E\{\max\{X_n, V^*_n\}\} - c.
\]

(A11)

This can be rewritten as

\[
\int_{-\infty}^{+\infty} V^* P(x) dx = \int_{-\infty}^{V^*} V^* P(x) dx + \int_{V^*}^{+\infty} x P(x) dx - c,
\]

which yields our final form:

\[
\int_{V^*}^{+\infty} (x - V^*) P(x) dx = c,
\]

(A12)

an equation we can solve for the optimal reward \( V^* \). The principle of optimality then instructs to stop as soon as an offer larger than or equal to the optimal reward has been received:

\[
n^* = \min\{n \geq 1 : x_n \geq V^*\}.
\]

(A13)

Note that since \( V^* \) is \( n \)-independent, it makes no difference whether we are allowed to recall previous offers. With recall, we would stop as soon as \( \max\{x_1, \ldots, x_n\} = x_n \geq V^* \), and both the expected reward and the optimal stopping rule are equivalent in the cases with or without recall. In this specific problem, therefore, the possibility to recall previous offers does not translate into a practical advantage. With this comment in mind, and by simply changing the sign of our quantities (minimizing the costs rather than maximizing the rewards), we can trivially put Eq. (A12) into the form of Eq. (6).

2. The Optimality Equation

In this section we give more details about the optimality equation (A12). Let us rewrite it as follows:

\[
\int_{V^*}^{+\infty} (x - V^*) P(x) dx = I(V^*) = c.
\]

(A14)

It is easy to show that

\[
\partial_x I(V^*) = -\int_{V^*}^{+\infty} P(x) dx = \text{CDF}(P(x), V^*) - 1.
\]

(A15)

The integral \( I(V^*) \) is thus a positive, monotonically decreasing function of \( V^* \). The optimality equation \( I(V^*) = c \) thus has a unique solution and can easily be solved numerically. Moreover, letting \( f(V^*, c) \equiv I(V^*) - c \), this implies that the equation \( f(V^*, c) = 0 \) is an implicit definition of \( V^*_c \) as a function of \( c \). From the theorem of implicit function, we have:

\[
\partial_c V^*_c = -\frac{\partial_x f(V^*, c)}{\partial_x f(V^*, c)} \bigg|_{V^*_c} = -\frac{\partial_x (c)}{\partial_x f(V^*, c)} \bigg|_{V^*_c} = (\text{CDF}(P(x), V^*_c) - 1)^{-1}.
\]

(A16)

Thus, the dependence of the expected reward \( V^*_c \) on the cost \( c \) can be inferred from the CDF. The slope of \( V^*_c \) as a function of \( c \) is an increasing function of \( c \), going from \( -\infty \) to \( -1 \). As a consequence, \( V^*_c \) has a left vertical asymptote at \( c = 0 \) and an right oblique asymptote at \( c \to +\infty \). The optimality equation can be analytically solved on the right oblique asymptote where \( |V^*_c| \) is very large. The integrals above can then be approximated by \( f^{+\infty} \) and the optimality equation reduces to \( E(X) - V^*_c \). In the vicinity of the vertical asymptote \( V^*_c \) depends on the specific form of the upper tail of the distribution \( P(x) \).

3. Tail Contribution to Optimal Rewards

When applying optimal stopping ideas to benchmarking probabilistic optimizers, we use an experimental estimate for \( P(x) \) in order to determine the experimental optimal total cost \( V^*_c \). An important subtlety in this regard is understanding the influence of rare events (or the contribution of the upper tail of \( P(x) \)) in determining \( V^*_c \). This is important because rare events corresponding to very large values of \( |x| \) can have a non-negligible contribution to determining the optimal reward. An estimate of the contribution of statistical errors can be done as follows. Let us assume that the true distribution \( P(x) \) is approximated by a parametric fit \( P_{\text{fit}}(x|\alpha) \) depending

\footnote{The condition \( f(V^*, c) = 0 \) is an implicit definition of \( V^* \) as a function of \( c \), which we denote by \( V^*_c \). Differentiating \( f(V^*_c, c) = 0 \) with respect to \( c \) gives \( \partial_c f(V^*_c, c) + \partial_{V^*} f(V^*_c, c) \partial_{V^*_c} = 0 \), which is the first equivalence in Eq. (A15).}
on the parameter $\alpha$. The error $\delta \alpha$ now encodes the statistical error in the knowledge of the distribution $P(x)$. We can then estimate $\delta \alpha V^*_c$, the uncertainty of $V^*_c$ given the uncertainty of $P(x)$ encoded in $\delta \alpha$, as follows:

$$
\delta \alpha V^*_c = \langle \partial_\alpha V^*_c \rangle \delta \alpha = -\frac{\partial_\alpha I(V^*_c)}{\text{CDF}(P(x), V^*_c)} - 1 \delta \alpha
$$

$$
= -\frac{\delta_\alpha I(V^*_c)}{\text{CDF}(P(x), V^*_c)} - 1
$$

(A17)

where in the second equality we have used the theorem of implicit functions again. We can now write for the numerator:

$$
\delta_\alpha I(V^*_c) = \int_{V^*_c}^{+\infty} (x - V^*_c) \delta_\alpha P_\text{fit}(x|\alpha) dx
$$

$$
= \int_{\text{tail}} (x - V^*_c) \delta_\alpha P_\text{fit}(x|\alpha) dx
$$

$$
= \int_{\text{tail}} x \delta_\alpha P_\text{fit}(x|\alpha) dx,
$$

(A18)

where in the first equality we used the definition of $I(V^*_c)$ in Eq. (A14) but replaced $P(x)$ by $P_\text{fit}(x|\alpha)$, and remembered to hold $V^*_c(\alpha)$ constant. In the second equality we assumed $\partial_\alpha P_\text{fit}(x|\alpha)$ is non-negligible only in the upper tail of $P_\text{fit}(x|\alpha)$, and in the third equality we assumed $x \gg V^*_c$, i.e., $V^*_c$ is not in the upper tail of $P_\text{fit}(x|\alpha)$. Combining the two equations above and removing the label $\alpha$ from the equations yields the estimate [Eq. (15)] reported in the main text for the error $\delta V^*_c$, where we now replaced by $P_\text{fit}(x|\alpha)$ by $P(x)$:

$$
\delta V^*_c \approx \int_{\text{tail}} x \delta P(x) dx
$$

(A19)

The error $\delta V^*_c$ will be thus negligible if the denominator is large enough, which can be achieved by considering sufficiently small values of $V^*_c$, or a sufficiently small numerator, which can be achieved by collecting enough measurements to reduce the weight of the unobserved tail. Of course, we must assume that the intrinsic probability distribution $P(x)$ has a well-behaved tail, i.e., $\int_{\text{tail}} x P(x) dx$ should be small as long as the tail weight $\int_{\text{tail}} P(x) dx$ is small.

Appendix B: Bayesian Updates of the Multinomial Distribution

In the case of discrete optimization the quality distribution $P$ is always a multinomial distribution $P(e|p_i \equiv \alpha_i)$, where the parameters $\alpha_i \equiv p_i$ are the probabilities to obtain the corresponding energy values $e_i$. In the Bayesian approach, a previous knowledge, or “best guess”, of the parameters $p_i$ is described by a prior, i.e., a probability distribution $D(p_i|\nu_\alpha)$ for the parameters $p_i$ that depends on a set of additional hyper-parameters $\nu_\alpha$.

A convenient choice for the prior is the Dirichlet distribution, which we denote by $D(p_i|\nu_i)$ [44]. The hyper-parameters $\nu_i$ are positive numbers and the support of the Dirichlet distribution is a set of probabilities $p_i$ (i.e., $\sum_i p_i = 1$). We use the same Latin index $i$ to indicate that the number of hyper-parameters $\nu_i$ is the same as the number of parameters $p_i$, i.e., equal to the number of non-equal energy values $e_i$. The Dirichlet distribution is the conjugate prior of the multinomial distribution, which means that the posterior distribution is itself a Dirichlet distribution. In particular, one can show that the Bayesian update of the Dirichlet distribution after $n$ observations

$$
D(p_i|e_1, \ldots, e_n, \nu_i) = \frac{P(e_1|p_i) \ldots P(e_n|p_i)D(p_i|\nu_i)}{\int P(e_1|p_i) \ldots P(e_n|p_i) dp_i},
$$

(B1)

is given by:

$$
D(p_i|e_1, \ldots, e_n, \nu_i) = D(p_i|\nu_i + n_i),
$$

(B2)

where $n_i$ is the number of observations equal to $e_i$ and $n = \sum_i n_i$. The expression above shows that the hyper-parameters $\nu_i$ can indeed be interpreted as a set of virtual observations that encode our expectation before any observation is performed. More precisely, the average of a Dirichlet distribution is given by:

$$
\bar{p}_i = \int p_i D(p_i|\nu + n_i) dp_i = (\nu_i + n_i) / \sum_i (n_i + \nu_i).
$$

(B3)

As expected, when the number of real observations $n_i$ is larger than the number of virtual observations $\nu_i$, the average probabilities $\bar{p}_i$ are equal to the observed probabilities $p_i = n_i / \sum_i n_i$.

We finally mention the following very useful property: marginalizing a multinomial distribution over a set of hyper-parameters distributed according to a Dirichlet distribution still gives a multinomial distribution with probabilities given by the average probabilities $\bar{p}_i$. In other words, the posterior predictive distribution $P(e|e_1, \ldots, e_n, \nu_i)$ is given by

$$
P(e|e_1, \ldots, e_n, \nu_i) = \int P(e|p_i) D(p_i|e_1, \ldots, e_n, \nu_i) dp_i
$$

$$
= P(e|\bar{p}_i).
$$

(B4)

Appendix C: Generalized Pareto Distribution

Extreme Value Theory provides a general framework to model the statistical behavior of extreme, i.e., very rare, events [12]. The theorem of extreme values is valid under some very

\[\text{...}\]
general assumptions on the regularity of the unknown distribution \( P(x) \). It states that the distribution of threshold exceedances, i.e., the conditional probability

\[
Pr\{X > \mu + x | X > \mu\} = \frac{1 - \text{CDF}(P, x + \mu)}{1 - \text{CDF}(P, \mu)} \tag{C1}
\]

is approximated, for very large \( \mu \), by a Generalized Pareto Distribution \( \mathcal{GP}(\lambda, k, \mu) \)

\[
\frac{1 - \text{CDF}(P, x + \mu)}{1 - \text{CDF}(P, \mu)} \sim \text{CDF}(\mathcal{GP}(\lambda, k, \mu), x), \tag{C2}
\]

where \( \lambda \) and \( k \) are positive parameters. \( \mathcal{GP}(\lambda, k, \mu) \) is thus a three-parameter family of distributions that can be used to model the tail \( x > \mu \) of an unknown distribution \( P(x) \), and is given by \( \frac{1}{\lambda} \left( 1 + k \frac{x - \mu}{\lambda} \right)^{-1-1/k} \) for \( \mu < x \) if \( k > 0 \) or \( \mu < x < \mu - \lambda/k \) if \( k < 0 \), or by \( \frac{1}{\lambda} e^{-\frac{x - \mu}{\lambda}} \) for \( \mu < x, k = 0 \). The distribution \( \mathcal{GP} \) takes three basic forms according to the sign of the parameter \( k \). Exponentially decaying tails are described by an element of the family \( \mathcal{GP}(\lambda, k, \mu) \) with \( k = 0 \). The parameter \( k \) is positive for polynomial tails, while it is negative for finite tails. The theorem of extreme values can be seen as the equivalent of the central limit theorem for the mean of random samples drawn from an unknown distribution.
Appendix D: DW2X quantum annealer

We used the D-Wave 2X “Washington” chip installed at the University of Southern California’s Information Sciences Institute. Some qubits are deactivated for technical reasons, leaving a total of 1098 working qubits (out of 1152) and 3049 tunable couplers \(J_{ij}\) (out of 3360). In using different sublattices of the Chimera graph defined on \(L \times L\) unit cells, with \(L = 4, 6, 8, 10, 12\), as stated in the main text, we always started from the bottom right of Fig. 8. The D-Wave devices have been described in great detail before and we refer to the reader to Refs. [22][26][45] for more information.
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