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Abstract—In this letter we discuss cost optimization of sensor networks monitoring structurally full-rank systems under distributed observability constraint. Using structured systems theory, the problem is relaxed into two subproblems: (i) sensing cost optimization and (ii) networking cost optimization. Both problems are reformulated as combinatorial optimization problems. The sensing cost optimization is shown to have a polynomial order solution. The networking cost optimization is shown to be NP-hard in general, but has a polynomial order solution under specific conditions. A 2-approximation polynomial order relaxation is provided for general networking cost optimization, which is applicable in large-scale system monitoring.
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I. INTRODUCTION

Single time-scale distributed estimation among a group of sensors/agents has been the topic of interest in the signal-processing literature [1]–[11]. In this paper, it is assumed that the underlying system is structurally full-rank (also known as structurally cyclic systems), which is also the case in [12], [13]. This is a typical assumption in distributed estimation literature as in [4], [5], [9], [10], where proper sensor measurements (sensing) satisfying observability constraints along with sufficient information sharing among sensors (networking) provide distributed estimation of system with bounded error. The idea in this paper is to minimize the cost of sensing and networking while satisfying distributed observability constraints. The related literature on this problem (with observability constraint) is limited [12]–[14] and the problem is to great extent unexplored. To solve the problem, structural relaxations are applied to formulate the problem as proper combinatorial optimization format, knowing that structural relaxations are valid for almost all possible numerical values of system parameters [15].

In this paper, optimization of sensing and networking cost are considered. Note that state measurements by sensors have certain cost. The sensing cost is similar to cost of sensor selection, and the networking cost is similar to link/communication cost. The sensor measurement cost might be due to, for example, sensor range/calibration, sensor’s energy/power consumption, maintenance/embedding expenses for sensor placement, and even environmental condition such as humidity/temperature. On the other hand, every link in the sensor network has a cost, representing, for example, data transmission energy, and communication cost of sensors that may be subject to environmental conditions. As the first contribution, we show that the sensing cost optimization problem for structurally full-rank systems has a polynomial order solution with complexity \(O(m^3)\). This is a significant result, as in [14] authors claim that for general systems there is no polynomial-order solution for sensing cost optimization, i.e. the problem is NP-hard. Another related literature, [16] considers sensor selection for reducing the measurement error, while in [17] near-optimal sensor placement based on greedy algorithm is adopted. None of these works consider observability constraint which makes the problem NP-hard in general, and this is the main distinction of our work. Next, we extend to the networking cost optimization. The introductory results on network design based on distributed estimation and formulation of distributed observability are taken from [17], [18]. As the next contribution, this paper generalizes the cost-optimal design of sensor network for centralized estimation [12], [13], [19], [20] to distributed case while the problem is constraint with distributed observability of system/network. Our results extends the leader selection scenario in [21] by considering cost and distributed observability constraints. We show that with bidirectional communications among sensors the networking cost optimization has a polynomial order solution. The most general case, where the communication links are directional, is shown to be NP-hard. For this case, a 2-approximation algorithm with polynomial complexity \(O(m^2)\) is suggested.

II. PROBLEM FORMULATION

Consider estimation of LTI system with measurements:

\[
\begin{align*}
\mathbf{x}_{k+1} &= A\mathbf{x}_k + \mathbf{v}_k, \\
\mathbf{y}^j_k &= H_j\mathbf{x}_k + r^j_k, & j \in \{1, \ldots, m\}.
\end{align*}
\]

where \(\mathbf{x} = [x_1 \ldots x_n]^\top \in \mathbb{R}^n\) is state-space, \(\mathbf{y} = [y_1, \ldots, y_m] \in \mathbb{R}^m\) is measurement vector, \(\mathbf{v}\) and \(\mathbf{r}\) are noise variables with standard assumptions on Gaussianity and independence. Define \(H_j\), the \(j\)-th row of \(H\) with dimention 1-by-\(n\), as the measurement (row) matrix of sensor \(j\), and
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\(^{1}\)NP-hard problems are believed to have no solution in time-complexity upper-bounded by a polynomial function of the input parameters.

\(^{2}\)An algorithm is \(\rho\)-approximation algorithm if it finds a solution within a factor \(\rho\) of optimum solution.
asymptotic stability on Mean Squared Error (MSE) \[7\], \[8\]. In the single time-scale distributed estimation method two types of information-fusion are performed: (i) prediction-fusion, and (ii) measurement fusion. It is known that if the system is structurally cyclic (assumed in this paper), only prediction fusion is necessary for monitoring the global state of the system, see \[7\], \[8\], \[24\] for details. Every sensor shares the state prediction of the network over the neighborhood, \(N\), over the communication network \(G_W\). Denoted by \(W\) the network adjacency matrix, where \(W_{ij}\) defines the consensus weight for prediction fusion.

Note that the entries in the adjacency matrix are defined such that \(W\) is row-stochastic, see \[7\], \[8\], \[10\] for details. Note that, in distributed estimation the global state of the system is observable to every sensor via information-fusion over the sensor network; this is called distributed observability and implies that there exist a feedback gain matrix such that every sensor achieves asymptotic omniscience on the global state of the system and the error dynamics of sensors achieves global asymptotic stability on Mean Squared Error (MSE) \(\mathbb{E}\) leading to the following formulation:

\[
\begin{array}{l}
\text{argmin}_{W,H} \sum_{i=1}^{m} \sum_{j=1}^{n} c_{ij} H_{ij} + \sum_{i=1}^{m} \sum_{j=1}^{n} b_{ij} W_{ij}
\end{array}
\]

\[s.t.\ (W \otimes A, D_H)\text{-observability},\]

\[G_W \subset G_{\text{net}},\]

\[H_{ij} \in \{0,1\}, \quad W_{ij} \in \{0,1\}\]

\(A\) is structurally full rank

where \(A\) is system matrix, \(H\) is measurement matrix, \(W\) is adjacency matrix of sensor network, \(H\) represents the 0-1 structure of \(H\), and \(W\) represents the 0-1 structure of \(W\).

The following assumptions are considered:

- Every sensor is assigned with only one measurement (without loss of generality), and the number of sensors is sufficient for system observability. Note that we assume minimum number of sensors for observability; each sensor measures at least one state and there is no inactivated sensor with no measurements.
- The given network \(G_{\text{net}}\) representing all possible communications among sensors is Strongly Connected (SC).
- The optimization problem is solved, not by a leader node, but by user once and then the sensor network is designed.

III. STRUCTURAL RELAXATION

In this section we provide some graph-theoretic concepts to relax the observability constraint in Problem Formulation I. Reformulating the problem as known combinatorial problems, the solution is provided in the next section. As mentioned in the previous section, observability is required for estimation of dynamical systems. This paper adopts a graph-theoretic observability method, called structural observability. It is known that such methodology is irrespective of numerical values of system parameters and only deals with system digraph representing the zero-nonzero pattern of system matrix \([15]\), \[18\], \[25\]. Based on this methodology we relax the observability condition in equation (3) to structural observability. This relaxation is valid since the set of values for which structural observability does not match with observability lies on algebraic subspace with zero Lebesgue measure \([15]\). Such relaxation has been used in related literature \([7]\, \[12]\, \[14]\), \[18\], \[19\], \[21\], \[25\]. Related graph-theoretic concepts for structural observability are defined in the followings.

In Problem Formulation I consider \(A \sim \{0,1\}^{m \times n}\) as the structured representation of system matrix \(A\). Nonzero elements of \(A\) are defined by system parameters, and the zeros are system fixed zeros. Similarly, \(H \sim \{0,1\}^{m \times n}\) is the structure of measurement matrix \(H\). \(H_{ij}\) being nonzero implies measurement of state \(x_j\) by sensor \(y_i\). In structured

\(y_k^j\), the \(j\)-th column of \(y_k\), as measurement of sensor \(j\). Throughout the paper we may omit the time index \(k\) and use \(y\). Based on Kalman \([22]\), bounded estimation error requires \((A,H)\)-observability. The system is monitored by a network of sensors, denoted by \(G_W\). This paper considers single time-scale distributed estimation over the sensor network, where both system dynamics and distributed estimator evolve at the same time-scale \([1]\, \[3]\, \[8]\, \[10]\, \[23]\). In the single time-scale distributed estimation method two types of information-fusion are performed: (i) prediction-fusion, and (ii) measurement fusion. It is known that if the system is structurally cyclic (assumed in this paper), only prediction fusion is necessary for monitoring the global state of the system, see \([7]\, \[8]\, \[24]\) for details. Every sensor shares the state prediction of the network over the neighborhood, \(N\), over the communication network \(G_W\). Denoted by \(W\) the network adjacency matrix, where \(W_{ij}\) defines the consensus weight for prediction fusion.

Note that the entries in the adjacency matrix are defined such that \(W\) is row-stochastic, see \([7]\, \[8]\, \[10]\) for details. Note that, in distributed estimation the global state of the system is observable to every sensor via information-fusion over the sensor network; this is called distributed observability and implies that there exist a feedback gain matrix such that every sensor achieves asymptotic omniscience on the global state of the system and the error dynamics of sensors achieves global asymptotic stability on Mean Squared Error (MSE) \(\mathbb{E}\) leading to the following formulation:

\[
\begin{array}{l}
\text{argmin}_{W,H} \sum_{i=1}^{m} \sum_{j=1}^{n} c_{ij} H_{ij} + \sum_{i=1}^{m} \sum_{j=1}^{n} b_{ij} W_{ij}
\end{array}
\]

\[s.t.\ (W \otimes A, D_H)\text{-observability},\]

\[G_W \subset G_{\text{net}},\]

\[H_{ij} \in \{0,1\}, \quad W_{ij} \in \{0,1\}\]

\(A\) is structurally full rank

where \(A\) is system matrix, \(H\) is measurement matrix, \(W\) is adjacency matrix of sensor network, \(H\) represents the 0-1 structure of \(H\), and \(W\) represents the 0-1 structure of \(W\).

The following assumptions are considered:

- Every sensor is assigned with only one measurement (without loss of generality), and the number of sensors is sufficient for system observability. Note that we assume minimum number of sensors for observability; each sensor measures at least one state and there is no inactivated sensor with no measurements.
- The given network \(G_{\text{net}}\) representing all possible communications among sensors is Strongly Connected (SC).
- The optimization problem is solved, not by a leader node, but by user once and then the sensor network is designed.

III. STRUCTURAL RELAXATION

In this section we provide some graph-theoretic concepts to relax the observability constraint in Problem Formulation I. Reformulating the problem as known combinatorial problems, the solution is provided in the next section. As mentioned in the previous section, observability is required for estimation of dynamical systems. This paper adopts a graph-theoretic observability method, called structural observability. It is known that such methodology is irrespective of numerical values of system parameters and only deals with system digraph representing the zero-nonzero pattern of system matrix \([15]\), \[18\], \[25\]. Based on this methodology we relax the observability condition in equation (3) to structural observability. This relaxation is valid since the set of values for which structural observability does not match with observability lies on algebraic subspace with zero Lebesgue measure \([15]\). Such relaxation has been used in related literature \([7]\, \[12]\, \[14]\), \[18\], \[19\], \[21\], \[25\]. Related graph-theoretic concepts for structural observability are defined in the followings.

In Problem Formulation I consider \(A \sim \{0,1\}^{m \times n}\) as the structured representation of system matrix \(A\). Nonzero elements of \(A\) are defined by system parameters, and the zeros are system fixed zeros. Similarly, \(H \sim \{0,1\}^{m \times n}\) is the structure of measurement matrix \(H\). \(H_{ij}\) being nonzero implies measurement of state \(x_j\) by sensor \(y_i\). In structured
systems theory, such zero-nonzero structure of $\mathcal{A}$ and $\mathcal{H}$ is represented by a directed graph (digraph) $G_{sys} \sim (\mathcal{X} \cup \mathcal{Y}, \mathcal{E})$, which is referred to as system digraph. Note that, $\mathcal{X}$ is the set of state nodes $\{x_1, \ldots, x_n\}$ each representing a state, and $\mathcal{Y}$ is the output set $\{y_1, \ldots, y_m\}$ representing the sensor measurements. The nonzero entry $A_{ij}$ is represented by an edge $x_j \rightarrow x_i$. The nonzero entry $H_{ij}$ is represented by an edge $x_j \rightarrow y_i$. Define a path as sequence of non-repeated nodes connected by edges represented by $\text{path}$, Denote by $\text{path}_\mathcal{Y}$ a path that ends in an output node in $\mathcal{Y}$. A path that starts and ends at the same node is called a cycle.

A graph is called Strongly Connected (SC) if there is a path from every state $x_i$ to every other state $x_j$. If the graph is not SC it can be decomposed to Strongly Connected Components (SCC). Note that states in a SCC are mutually reachable, i.e. there is a path from every state to every other state in that SCC. In order to explore states necessary for observability, we partition all SCCs in terms of their reachability by states in other SCCs. In this direction, SCC that has no outgoing edges to other SCCs is called parent SCC. In other words, for $SCC_i$ if for all $x_l \in SCC_i$ there is no $x_j \notin SCC_i$ such that $x_l \rightarrow x_j$, then $SCC_i$ is a parent SCC. A non-parent SCC is called a child SCC. In other words, if $SCC_i$ is a child SCC there exist $x_i \in SCC_i$ and $x_j \notin SCC_i$ such that $x_i \rightarrow x_j$. Using this classification we state the main theorem on structural observability of structurally cyclic system.

**Theorem 2.** Given a structurally cyclic system, the system is structurally observable if and only if one state in every parent SCC is measured by a sensor, i.e. for every parent $SCC_i$ there exist $x_i \in SCC_i$ such that $x_i \rightarrow \mathcal{Y}$.

See detailed proof in our previous work [7], [13].

This theorem further implies that the number of necessary sensors for observability equals the number of parent SCCs in structurally cyclic systems. In this direction, assigning a sensor measurement to every parent SCC satisfies structural observability. Parent SCCs do not share any state node. Note that Parent SCCs (can general all SCCs) do not share any state node. A and there are polynomial time algorithms to decompose the system digraph into disjoint SCCs and define their type (parent or child), namely Depth First Search (DFS) algorithm [26] with computational complexity of $O(m^2)$.

Next, we extend the structural observability to distributed case. Note that to recover distributed observability at every sensor the network $G_W$ must be designed such that the system is observable to each sensor. Notice that the proper network design along with stochasticity of network adjacency matrix is sufficient for distributed observability. The sufficient condition on the network design is stated in the following theorem:

**Theorem 3.** For the system digraph, $G_{sys}$ let the sensors have the necessary measurements based on Theorem 2, i.e. every sensor has a measurement of a (distinct) parent SCC. The system is distributed observable in structural sense if for every sensor there is a directed path in the network to every other sensor, i.e. the sensor network $G_W$ is SC.

The proof follows from the output-connectivity condition of structural observability. Note that for observability there must be a directed path from every parent SCC to every sensor. Since (i) there is a link from a state in every parent SCC to a distinct sensor node, i.e. for $SCC_i \rightarrow y_j$, also there is a path from every sensor node to every other sensor node, i.e. $yi \text{path} \rightarrow y_j$ for $j \in \{1, \ldots, m\}$. Therefore for every $SCC_i, \ l \in \{1, \ldots, m\}$ there is a path to every sensor node $y_i, \ i \in \{1, \ldots, m\}$. See detailed proof in [7], [10], [18].

Notice that since all the costs $c_{ij}$ and $b_{ij}$ are positive, the minimization of $\sum_{i=1}^{m} \sum_{j=1}^{m} c_{ij} H_{ij} + \sum_{i=1}^{m} \sum_{j=1}^{m} b_{ij} W_{ij}$ can be separted into minimization of $\sum_{i=1}^{m} \sum_{j=1}^{m} c_{ij} H_{ij}$ and minimization of $\sum_{i=1}^{m} \sum_{j=1}^{m} b_{ij} W_{ij}$. Second, based on Theorem 2 and 3, the distributed observability constraint is equivalent to (i) having one sensor measurement from each parent SCC for structural observability of $(A, H)$ (Theorem 2), and (ii) having the network of these sensors to be SC (Theorem 3).

Note that, the first constraint (i) is related to sensing cost optimization $\sum_{i=1}^{m} \sum_{j=1}^{m} c_{ij} H_{ij}$ while the second constraint (ii) is related to networking cost optimization $\sum_{i=1}^{m} \sum_{j=1}^{m} b_{ij} W_{ij}$. Therefore both optimization and constraint can be decomposed into separate cost optimization problems, which results in an exactly equivalent formulation as follows:

**Problem Formulation 2.** $P1$. For a group of sensors with $c$ as the measurement cost matrix, the problem is to minimize sensing cost of the dynamical system (1).

$$\arg\min_{H} \sum_{i=1}^{m} \sum_{j=1}^{m} c_{ij} H_{ij} \text{ s.t. } (A, H) \text{-structural observability, }$$

$$H_{ij} \in \{0, 1\} \text{ A is structurally full rank }$$

$P2$. For the network of sensors with $b$ as the link cost matrix of $G_{net}$, the problem is to minimize the networking cost as:

$$\arg\min_{W} \sum_{i=1}^{m} \sum_{j=1}^{m} b_{ij} W_{ij} \text{ s.t. } G_W \subset G_{net}, \ G_W \text{ is SC}$$

$W_{ij} \in \{0, 1\}$

IV. COMBINATORIAL OPTIMIZATION SOLUTION

A. Solution to Problem $P1$

In this subsection, we solve the sensing cost optimization $P1$ (for structurally full-rank systems). This problem is claimed to be NP-hard for general systems in [14]. However, here we provide a polynomial order solution for $P1$ for structurally cyclic systems. To minimize the sensing cost for estimation, the assumption is that the number of sensors equals the number of necessary measurements for structural observability. The minimal number of sensors for observability is primarily addressed in our previous work [8], [24], [27].

As mentioned in Section III and following the stated assumptions, the minimum number of sensors for structurally full-rank systems equals the number of parent SCCs in the system digraph, resulting the following formulation:
Problem Formulation 3. \( \mathcal{P}_1 \). Considering minimum number of sensor measurements for observability, the sensing cost optimization problem takes the following form:

\[
\arg\min_{\mathcal{H}} \sum_{i=1}^{m} \sum_{j=1}^{n} c_{ij} \mathcal{H}_{ij} \\
\text{s.t. } (A, \mathcal{H}) - \text{structural observability,} \\
\sum_{i=1}^{m} \mathcal{H}_{ij} \leq 1, \quad \sum_{j=1}^{n} \mathcal{H}_{ij} = 1 \\
\mathcal{H}_{ij} \in \{0, 1\}
\] (6)

The extra conditions do not change the optimization problem. The added constraint \( \sum_{i=1}^{m} \mathcal{H}_{ij} \leq 1 \) implies that all states are measured by at most one sensor, and \( \sum_{j=1}^{n} \mathcal{H}_{ij} = 1 \) follows the assumption that every sensor takes one state measurement. Next, following the fact that parent SCCs are separate components, the problem can be reformulated as assigning a group of sensors to take measurement of a group of parent SCCs. For this formulation, let define a new cost matrix \( \mathcal{C}_{m \times m} \), where \( \mathcal{C}_{ij} \) denotes the cost of assigning a parent, \( \text{SCC}_j \), to sensor \( y_i \). This cost is defined as the minimum sensing cost among all states in parent \( \text{SCC}_j \), i.e. \( \mathcal{C}_{ij} = \min\{c_{ij}\}, \quad x_i \in \text{SCC}_j, \quad i, j \in \{1, \ldots, m\} \) The above equation reformulates matrix \( \mathcal{C}_{m \times n} \) to matrix \( \mathcal{C}_{m \times m} \). In other words, the cost matrix relating sensors to states is transferred to cost matrix relating sensors to parent SCCs. In this direction, we introduce a new structured matrix \( \mathcal{Z} \sim \{0, 1\}^{m \times m} \). This matrix defines the assignment of sensors to parent SCCs, i.e. \( \mathcal{Z}_{ij} \neq 0 \) implies a state in \( \text{SCC}_j \) is measured by sensor \( i \) (\( \text{SCC}_j \rightarrow y_i \)). By recalling Theorem 2 observability is guaranteed by sensing all parent SCCs. Hence, following setup represents the new formulation of original problem \( \mathcal{P}_1 \):

Problem Formulation 4. \( \mathcal{P}_1 \). Let have \( m \) sensors to be assigned to \( m \) parent SCCs in a structurally cyclic systems; the sensing cost optimization is reformulated as:

\[
\arg\min_{\mathcal{Z}} \sum_{i=1}^{m} \sum_{j=1}^{m} (\mathcal{C}_{ij} \mathcal{Z}_{ij}) \\
\text{s.t. } \sum_{j=1}^{m} \mathcal{Z}_{ij} = 1, \quad \sum_{i=1}^{m} \mathcal{Z}_{ij} = 1 \\
\mathcal{Z}_{ij} \in \{0, 1\}
\] (7)

The new constraint \( \sum_{j=1}^{m} \mathcal{Z}_{ij} = 1 \) means that every parent SCC is measured, which guarantees observability. Note that, formulation (7) represents a famous combinatorial optimization problem, known as Linear Sum Assignment Problem (LSAP) [28]. The most recent and most computationally efficient solution to the LSAP is known as Hungarian method proposed in [29] with the complexity order of \( O(m^3) \). Therefore, noting that Problem Formulation 4 represents the relaxation to original problem \( \mathcal{P}_1 \) in Problem Formulation 2, the sensing cost optimization \( \mathcal{P}_1 \) finds a polynomial order solution. Note that structural relaxations hold for almost all numerical values of system parameters [15]. In other words, for any choice of system/measurement/network matrices as long as the structures are fixed (with potentially time-varying entries) and structural results consists with the LSAP, the relaxed solution is exact and the gap is zero.

B. Solution to Problem \( \mathcal{P}_2 \)

In this subsection, we discuss the solution for networking cost optimization problem \( \mathcal{P}_2 \) stated by equation (5). Recall that in this problem the goal is to find the minimum cost Strongly-Connected (SC) subgraph spanning network \( \mathcal{G}_{\text{net}} \). We separately discuss the solution of \( \mathcal{P}_2 \) for (i) undirected networks, and (ii) directed networks.

Undirected network \( \mathcal{G}_{\text{net}} \): Consider the case that every communication link in network of sensors is bidirectional and the networking cost matrix \( b \) is symmetric. Note that in this case we assume the sensors share their information mutually, i.e. sensor \( i \) shares its prediction with sensor \( j \) if and only if sensor \( j \) shares its prediction with \( i \). In this case, \( \mathcal{P}_2 \) represents a known problem in combinatorial optimization and is equivalent to the Minimum Spanning Tree (MST) or Minimum Weight Spanning Tree problem [30]. This problem is known to have a polynomial order solution using Prim’s algorithm [31] (or Kruskal’s algorithm [32]). Given the adjacency matrix of \( \mathcal{G}_{\text{net}} \) the computational complexity of the Prim’s algorithm is \( O(n^2) \). Note that, similar to the solution to \( \mathcal{P}_1 \), in this case the structural relaxed solution based on Kruskal’s or Prim’s algorithm is exact and the gap is zero.

Directed network \( \mathcal{G}_{\text{net}} \): Consider the case that the network links are directed and \( \mathcal{G}_{\text{net}} \) represents a directed graph (di-graph). In this case, \( \mathcal{P}_2 \) represents the Minimum Spanning Strong Sub(di)graph (MSSS) problem, which is known to be NP-hard [33]. Approximations to solve this problem are proposed in the literature. In [34], the authors proposed a polynomial-time algorithm as follows: fix a root node of the directed network and then find the in-branching (also known as arborescence) and out-branching [35] and take the union of the two branching as the MSSS. Note that the cost of each branching in worst case equals to MSSS. Therefore the output of this approach gives an approximation at factor of 2. Edmond’s algorithm [33] is the efficient way to find the in/out-branching with computational complexity of \( O(n^3) \). Let define gap as follows: if \( \mathcal{F} \) is the outcome of the relaxed algorithm in worst-case (i.e. the upper-bound for the solution) and \( \mathcal{L} \) is the exact minimal solution, the gap is defined as: \( \frac{\mathcal{F} - \mathcal{L}}{\mathcal{L}} \). Then the gap of the Edmond’s algorithm is 1.

V. Conclusion

In this paper, we proved a polynomial order solution of complexity \( O(m^3) \) for sensing cost optimization in structurally full-rank systems. A 2-approximation polynomial order solution (with gap 1) with \( O(m^2) \) complexity is provided for generally NP-hard networking cost optimization. Further, considering undirected network of sensors an exact polynomial order \( O(m^2) \) solution is proposed for this problem.

\textsuperscript{4}It is known that the MSSS problem generalizes the Hamiltonian-Cycle problem and therefore is NP-hard [33].

\textsuperscript{5}The in-branching is a generalization of MST to digraphs where each node has a minimum cost directed path to the root node. The out-branching is the reverse problem where the root node has minimum cost directed path to every other node [33].
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