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Abstract

The design of optimal auctions is a problem of interest in economics, game theory and computer science. Despite decades of effort, strategyproof, revenue-maximizing auction designs are still not known outside of restricted settings. However, recent methods using deep learning have shown some success in approximating optimal auctions, recovering several known solutions and outperforming strong baselines when optimal auctions are not known. In addition to maximizing revenue, auction mechanisms may also seek to encourage socially desirable constraints such as allocation fairness or diversity. However, these philosophical notions neither have standardization nor do they have widely accepted formal definitions. In this paper, we propose PreferenceNet, an extension of existing neural-network-based auction mechanisms to encode constraints using (potentially human-provided) exemplars of desirable allocations. In addition, we introduce a new metric to evaluate an auction allocations’ adherence to such socially desirable constraints and demonstrate that our proposed method is competitive with current state-of-the-art neural-network based auction designs. We validate our approach through human subject research and show that we are able to effectively capture real human preferences. Our code is available on GitHub.

1 Introduction

Auctions are an essential tool in many marketplaces, including those in electricity [8], advertising [14], and telecommunications [9, 26]. The design of auctions with desirable properties is thus an important theoretical and practical problem. A typical assumption is that bidders may choose to bid strategically and will successfully anticipate the behavior of other bidders. This results in a potentially complicated Bayes-Nash equilibrium which may be difficult to predict. To evade this problem, a common requirement is that an auction should be strategyproof (i.e. bidders should be incentivized to truthfully share their valuations regardless of other bidders’ actions).

If the goal of an auction is to maximize the total welfare of all participants, the Vickrey-Clarke-Groves (VCG) mechanism is both strategyproof and welfare-maximizing [40, 7, 20]. Intuitively, in many cases the VCG mechanism corresponds to a second-price auction. If the goal is to maximize the revenue gained, the problem is more challenging. Myerson’s work completely characterizes strategyproof, revenue-maximizing auctions for a single item [29]. Beyond this case, results are more limited. Some results are known for the “multiple-good monopolist” problem, in which the auctioneer sells multiple items to a single bidder [11, 12, 24, 31, 28, 21, 18]. In addition, designing auctions for the related but weaker notion of Bayes-Nash incentive compatibility is reasonably well understood [2, 3, 4].

There has been significant difficulty in designing strategyproof auctions involving multiple items and multiple bidders. [41] shares significant, but limited results which solve the case in which items
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may have at most 2 values. Due to the apparent difficulty of analytically designing strategyproof, revenue maximizing auctions, recent methods instead approximate optimal auctions using machine learning approaches [13, 10, 19, 25, 15, 33, 32]. [37] proposes a method which guarantees exact strategyproofness in the single-agent setting. [39, 1] also use neural networks in the design of auctions. These methods primarily focus on standard mechanism design goals of revenue or welfare maximization, but these may not be the only goals of an auction. An auction might be conducted for public goods (i.e. electromagnetic spectrum distribution [9]), where the auctioneer must consider the effect not only on the auctioneer and bidders but on third-parties as well [30]. In other cases, such as auctions involving job or credit advertisements, it might be necessary to additionally constrain the auction mechanism to ensure fairness with respect to protected characteristics [23, 6]. Recent work has considered the problem of determining revenue-maximizing, strategyproof, fair auctions, either from a specific class [5] or with a general neural network approach [25].

The underlying notions of “fairness” used in these papers (e.g. total-variation fairness [23]) are defensible but somewhat arbitrary – they are attempts to formally capture human intuition. It might instead be better to attempt to capture, from data, human intuitions about fairness or other ethical requirements that are not explicitly defined [38, 16].

In this paper, we introduce PreferenceNet, an extension to RegretNet that directly encodes socially desirable constraints from data, and captures noisy human preferences. We are motivated by advertising auctions where the allocations of the auction mechanism must satisfy human preference constraints alongside the typical goals of strategyproofness and revenue maximization. We conduct a number of experiments using synthetic data (as is typical for neural network based auction mechanisms [13]) and evaluate our method on different auction settings and fairness constraints. We show that PreferenceNet is able to effectively capture each fairness constraint and matches the performance of standard approaches. We also conduct two surveys to further study human preferences. In the first survey (n=140), when given a specific definition of fairness, we ask participants to determine if a given auction setting is fair in order to test the noise in human judgements. In the second survey (n=345), we elicit judgements of pairwise comparisons of two auction settings to determine preferences without priming the participants with any particular definition of fairness. We train PreferenceNet on these data and show that our approach can capture nuanced human preferences in auction design.

2 Background and Related Work

RegretNet. [13] presents RegretNet, a neural-network architecture for learning approximately strategyproof auctions that maximize revenue. RegretNet treats the auction mechanism as a function from bids to allocations and payments, parameterized as a neural network. Revenue is optimized via gradient descent on sampled truthful bid profiles; strategyproofness is enforced by computing strategic bids in an adversarial manner to minimize violations. RegretNet has been modified and extended in a variety of ways, particularly to enforce additional desirable constraints [10, 39, 19, 25, 15, 33].

Special Case: Single-Bidder Auctions. We highlight a special case in which deep learning for auctions has been particularly successful – auctions with a single bidder. In the single-bidder setting, the set of strategyproof mechanisms can be easily characterized [34], and it is possible to design neural network architectures which will always lie in this set. [13, 37] present two different learning-based solutions. Both methods are guaranteed to be strategyproof, and revenue can be maximized by unconstrained optimization. There are some known optimal single-agent mechanisms (we highlight those of Manelli-Vincent [28] and Pavlov [31], as they are relevant to auction settings we study below). Moreover, the theory of single-bidder mechanisms is well understood [11, 12, 18], so it is also possible to learn empirically strong mechanisms using these approaches and then prove their optimality [37, 13]. Unfortunately, when moving beyond the single-agent setting, it is necessary to use more general neural network architectures for which these guarantees do not apply. Because we are interested in such settings, we focus on these general architectures in this work.

Fairness and Human Preferences. As mentioned, while revenue, strategyproofness, and individual rationality are the classic goals of auction design, it might also be necessary for allocations made by an auction to satisfy certain other requirements such as fairness [5, 25]. However, it is not always
clear if these mathematical definitions of these concepts actually capture human intuitions. [36, 38] considers human reactions to different definitions of fairness in a classification setting. [35] tests the extent to which human participants are able to understand and apply fairness metrics. [16] considers the problem of learning to perform fair clustering from human-provided demonstrations. As discussed below, we also crowdsource human opinions on fairness in auctions and analyze the results in Section 6.

3 Problem Setting

Auction Model. An auction is defined as a set of agents \( N = \{1, \ldots, n\} \) bidding for items \( M = \{1, \ldots, m\} \). Each agent \( i \in N \) has a corresponding private valuation \( v_i \), randomly drawn from a set of \( n \) valuations as \( v = (v_1, \ldots, v_n) \in V \). In general, \( v_i \) may be functions over the power set of items \( \mathcal{P}(M) \). However, we only consider simpler cases with additive valuations and unit-demand valuations, where the valuation is simply a vector \( v_i \in \mathbb{R}^m \) of values per item.

Each agent reports a bid vector \( b_i \) to the auctioneer, which may differ from the private valuation \( v_i \). Given the profile of bids \( b = (b_1, \ldots, b_n) \) of all agents, the auction has allocation and payment rules \( g(b) : \mathbb{R}^{mn} \to [0,1]^{nm} \) and \( p(b) : \mathbb{R}^{mn} \to \mathbb{R}^n \). We will refer to the matrix of allocation probabilities, whose rows must sum to 1, as \( g(b) = z \). Likewise agent \( i \)'s value of the \( j \)th item is \( v_{i,j} \), and bidder \( i \) has payment function \( p_i \). Moreover, for unit-demand auctions, we restrict the allocation to allow each bidder to win, in expectation, at most 1 item. Given the allocation, each agent receives a utility which can in either case be represented in linear form as \( u_i(v) = \sum_j v_{i,j}z_{i,j} - p_i \).

Desirable Auction Properties. A mechanism is individually rational (IR) when an agent is guaranteed non-negative utility: \( u_i(v_i,v) \geq 0 \forall i \in N, v \in V \). A mechanism is dominant-strategy incentive-compatible (DSIC) or strategyproof if every agent maximizes their own utility by bidding truthfully, regardless of the other agents’ bids. We can define regret, the difference in utility between the bid player \( i \) actually made and the best possible strategic bid: \( \text{reg}_i(v) = \max_{b_i} u_i(b_i, v_{-i}) - u_i(v_i, v_{-i}) \). In addition to satisfying the IR and DSIC constraints, the auctioneer seeks to maximize their expected revenue. If the auction is truly DSIC, players will bid truthfully, and as a result revenue is simply \( \mathbb{E}_{v \sim V} \left[ \sum_{i \in N} p_i(v) \right] \).

4 PreferenceNet: Encoding Human Preferences

We first explore a new metric to evaluate the adherence to socially desirable constraints in item allocations. Next, we describe the implementation details of PreferenceNet and important considerations when training the model.

Evaluation Metrics. There are limited evaluation criteria that quantitatively measures an auction mechanism’s ability to enforce constraints on item allocations. If the constraints are not known explicitly, one can qualitatively examine the allocation graphs to evaluate the underlying allocation function \( g(b) \). However, visual inspection does not scale to larger auction settings. As shown in Figure 1, our proposed metric is not only able to capture the same insights as qualitative analysis, but also scales to arbitrarily large auction mechanisms.

Given the limitations of existing analysis techniques, we propose Preference Classification Accuracy (PCA), a new metric to evaluate how well a learned auction model satisfies an arbitrary constraint. For a set of test bids \( b \) and allocations \( g(b) : \mathbb{R}^{mn} \to [0,1]^{nm} \) generated by our learned auction model, we assign a label \( s(b) \in \{1,0\} \) to each allocation according to a ground truth labeling function based on the underlying preference. For each test bid \( b \), \( s(b) = 1 \) if the learned auction network satisfies the ground truth constraint. PCA is calculated by averaging the value of \( s(b) \) over \( n \) test bids. Note that this metric remains valid in cases when we know the underlying preference function (e.g. total variation fairness, entropy) as well as when we are sampling from an unknown distribution (e.g. human preference elicitation). For cases where the underlying preference function is known, we can directly compute the preference score for a given allocation and apply a threshold to obtain a label. For cases where the preference function is unknown, as is the case in human preference elicitation, we can use the ground truth allocation-label pair to assign preference labels \( s(b) \) to new allocations based on the nearest neighbor in the ground truth set. This metric gives us a formal way to measure
Figure 1: We compare the allocation plots of standard RegretNet approaches in enforcing total variation fairness (TVF) [25, 23] (sub-figures a and c) with our proposed approach (sub-figures b and d) learned through exemplars of desirable allocations that satisfy TVF. Visually, the allocations for both the unit-demand (sub-figures a and b) and additive auctions (sub-figures c and d) are identical. In this case, our proposed metric verifies our visual inspection, indicating that allocations from all four models satisfy TVF with 100% accuracy. However, this qualitative analysis does not extend to larger auction settings. In contrast, our proposed metric allows us to quantify the adherence of an auction mechanism to an enforced constraint for arbitrarily large auctions.

the degree to which preference constraints are violated, which crucially can be used whether or not the constraints follow an explicitly-known function.

**Preference Elicitation.** In order to effectively elicit preferences, we rely on pairwise comparisons between allocations to identify both positive and negative exemplars. We compare each input set of allocations against $n$ other allocations to determine if a particular sample is preferred over these alternatives (see Figure 2). This method of group preference elicitation reduces noise and ensures that the learned preference is satisfactory to a majority of the participants. We use this ranking approach to generate training labels in all of our experiments as described below.

Figure 2: To elicit preferences from a group, or from a person without deterministic preferences, we use pairwise comparisons to determine labels for each allocation. In examples (a) and (b), each allocation (represented as a circle) has a preference score (represented by a number inside the circle). We can compare the score of the input against $n$ other valuations to determine the relative ranking of the input data point. If the input data point has a smaller score than a plurality of the points it is compared against, it is a negative exemplar for the implicit preference (as in (a)). Otherwise it is positive (as in (b)).
**Training Algorithm.** We present the training algorithm of PreferenceNet below. We use the same additive and unit-demand network architectures as RegretNet for arbitrary numbers of agents and items. Our training algorithm follows closely from RegretNet. PreferenceNet consists of two sub-networks: RegretNet and a 3-layer MLP with a sigmoid activation at the output. We first train the MLP using a uniformly drawn sample of allocations as inputs, and optimize the binary cross entropy loss function using ground truth labels (generated as in Figure 2) identifying positive and negative exemplars. Next, we train RegretNet using the standard training procedure with the modified loss function described in Eq. [1]. Lastly, we sample allocations and payments from the partially trained RegretNet model every \( c \) epoch and augment the MLP training set to adapt to the distributional shifts in allocations over the course of training. Our modified loss function \( \mathcal{L}_\rho(w; \lambda) \) is defined as:

\[
\mathcal{L}_{\text{rgt}} = \sum_{i \in N} \lambda_{(r,i)} \text{rgt}_i(w) + \frac{\rho_r}{2} \sum_{i \in N} \text{rgt}_i(w)^2, \quad L_a = \sum_{j \in M} s_j
\]

\[
\mathcal{L}_\rho(w; \lambda) = -\frac{1}{L} \sum_{l=1}^L \sum_{i \in N} \rho_i^w(u^{(l)}) + \mathcal{L}_{\text{rgt}} - L_a
\]

(1)

where \( \mathcal{L}_s \) is the output of the trained MLP. RegretNet is optimized such that it is strategyproof, revenue-maximizing, satisfies the preference learned by the MLP (i.e. maximizes the output scores of the MLP).

For each configuration of \( n \) agents and \( m \) items, we train RegretNet for a maximum of 200 epoch using 160,000 training samples. We also train the MLP with 80,000 initial training samples and iteratively retrain the MLP with 5,000 additional samples from the partially trained RegretNet every 5 epoch. For all networks, we use the Adam optimizer and 100 hidden nodes per layer. We apply warm restarts to the MLP optimizer each time we add new training data to prevent the model from settling in a local minima. We incremented \( \rho_r \) every 2500 iterations and \( \lambda_r \) every 25 iterations. Finally, we report the preference classification accuracy, mean regret, and mean payments by simulating the allocations of 20,000 testing samples. We run all our experiments on an NVIDIA Titan X (Pascal) GPU. We refer readers to GitHub for our implementation.

**MLP Architecture.** We learn implicit preference functions using a simple 3-layer multi-layer perceptron that takes as input a mini-batch of allocations and outputs a vector that scores the input \( \in [0, 1] \) as a measure of how closely the allocation satisfies the ground truth preference. Given that neural networks are universal function approximators, with enough parameters the MLP can represent any arbitrary preference function. In practice, we find that ReLU non-linear activations and batch normalization are essential to effectively train this network.

**Class Balanced Sampling.** The distribution of positive and negative training examples for arbitrary preferences are often imbalanced – preferred examples may be concentrated in a small region of possible allocations. Often, this imbalance can make it difficult to train a robust model. Commonly, neural networks with improper class balance fail to learn a good decision boundary. In order to compensate for such imbalanced datasets, we can explicitly over-sample sparse classes until there are an equal number of positive and negative training examples. In practice this allows the network to quickly learn the decision boundary and allows us to train with fewer data points.

**MLP Co-Training.** The distribution of payments and allocations generated by RegretNet shift significantly during the course of training. As a result, the initially trained MLP may not effectively enforce the preference loss as RegretNet continues to train. In order to adapt to the distribution shift, we sample allocations from RegretNet at fixed intervals while it is training, add them back to the training set, and retrain the MLP. We generate noisy labels \([27]\) using the existing MLP to reduce the cost of collecting expensive labels. In practice, we find that this approach effectively reinforces the decision boundary between positive and negative exemplars.

**Model Validation and Selection.** The optimal model minimizes regret, while maximizing payments and preference classification accuracy. In practice, satisfying all three conditions may be difficult. Often, we find that choosing a fixed epoch to evaluate does not provide consistent results. Rather, we evaluate each checkpoint on a validation set and maximize the following criteria in Eq. [2]

\[
\alpha \cdot \text{PCA} + \beta \cdot \frac{p(b)}{\max(p(b))} + \gamma \cdot (1 - \frac{\text{rgt}(b)}{\max(\text{rgt}(b))}) \text{ s.t. } \alpha + \beta + \gamma = 1
\]

(2)
In our experiments we set $\alpha = 0.45$, $\beta = 0.1$, $\gamma = 0.45$. It is important to note that the maximum regret and payments are calculated over the entire training process, while the mean regret, payment, and preference classification accuracy are calculated at each epoch.

5 Sampling Synthetic Preferences

Given the lack of publicly available auction data, we generate synthetic bids as in [13] [25] [37]. We first validate PreferenceNet using synthetic preferences, and extend our analysis to real human preferences in Section 6. In our synthetic preference experiments, we are interested in three types of fairness: total variation fairness (TVF), entropy, and a quota system. All three definitions of fairness map the allocations $g(b)$ onto $\mathbb{R}$. We train auction models for each of these valuation function and compare RegretNet with our proposed model under uniform additive and unit-demand auction settings in Table 5. Note in Table 5 that RegretNet is trained with an additional loss function term to explicitly optimize for the preference. PreferenceNet is trained as described in 4. We describe the three definitions of fairness below:

Total Variation Fairness. An auction mechanism satisfies total variation fairness if the $\ell_1$-distance between allocations for any two users is at most the distance between those users. That is, total variation fairness is satisfied when

$$\forall k \in \{1, \ldots, c\}, \forall j, j' \in M, \sum_{i \in C_k} |g(b)_{i,j} - g(b)_{i,j'}| \leq d^k(j, j').$$

(3)

We fix $d = 0$ in all of our experiments. We minimize violations of the above constraints.

Entropy. An auction mechanism satisfies the entropy constraint if the entropy of the normalized allocation for a bid profile $b$

$$- \sum_{i=1}^nP \left( \frac{g(b)_{i, \cdot}}{\sum_j g(b)_{i,j}} \right) \log P \left( \frac{g(b)_{i, \cdot}}{\sum_j g(b)_{i,j}} \right)$$

(4)

is maximized. We normalize across items, turning the allocation into a probability distribution. This normalization ensures that entropy reflects diversity in the allocations, and not the overall number of items being allocated. Specifically, encouraging entropy ensures that the allocation for a given agent will tend to be more uniformly distributed.

Quota. An auction mechanism satisfies the quota constraint if, for each item in the (normalized) allocation, the smallest allocation to any agent $j$ is greater than some minimum threshold $t$:

$$\min_j \left( \frac{g(b)_{i,j}}{\sum_j g(b)_{i,j}} \right) > t$$

(5)

Here, we normalize the allocation so that the allocation per item will be a probability distribution over agents. The intuition for this definition is that each agent must guarantee some floor across every item. Returning to the advertising example, this ensures some minimum percentage of ad impressions are seen by every demographic group.

We train a number of models to compare the performance between RegretNet and PreferenceNet. Despite leveraging an weaker, implicit signal to learn fairness constraints, PreferenceNet is able to closely match the performance of RegretNet. Surprisingly, PreferenceNet improves upon RegretNet in some cases, indicating that with careful hyperparameter tuning, further improvements are possible. Of the three fairness constraints examined, enforcing a quota is hardest for additive auctions, as both RegretNet and PreferenceNet struggled for auctions with a large number of agents.

Limitations. Despite its effectiveness, we highlight limitations of our approach. In general, PreferenceNet always optimizes for the simplest function. For example, if learning a piece-wise preference where the positive exemplars are not clustered in a single region as in Figure 3, PreferenceNet tends to only satisfy part of the piece-wise function. This is unsurprising, given that neural networks are known to take shortcuts in optimization [17]. Moreover, PreferenceNet has difficulty in generating allocations with tightly clustered preference scores to satisfy a particular constraint. Given that we optimize for preferences implicitly using exemplars, this behavior is understandable. We study these limitations further in the supplemental material.
Table 1: We evaluate both RegretNet and PreferenceNet over $n \times m$ auctions (“u” refers to unit-demand and “a” refers to additive), where $n$ is the number of agents and $m$ is the number of items. We measure three criteria (a) PCA. (b) Regret Mean (STD). (c) Payment Mean (STD). Although PreferenceNet learns each preference implicitly, it produces similar performance to our strong baseline.

|       | TVF   | Entropy | Quota |
|-------|-------|---------|-------|
|       | RegretNet | PreferenceNet | RegretNet | PreferenceNet | RegretNet | PreferenceNet |
| 2x2 u | 100.0 | 100.0 | 86.4 | 69.6 | 100.0 | 100.0 |
| 2x4 u | 100.0 | 100.0 | 99.7 | 94.9 | 100.0 | 100.0 |
| 4x2 u | 100.0 | 100.0 | 100.0 | 94.5 | 100.0 | 100.0 |
| 4x4 u | 100.0 | 99.9 | 100.0 | 67.4 | 100.0 | 100.0 |

|       | TVF   | Entropy | Quota |
|-------|-------|---------|-------|
|       | RegretNet | PreferenceNet | RegretNet | PreferenceNet | RegretNet | PreferenceNet |
| 2x2 a | 100.0 | 100.0 | 99.6 | 99.5 | 75.1 | 100.0 |
| 2x4 a | 100.0 | 100.0 | 100.0 | 100.0 | 36.0 | 100.0 |
| 4x2 a | 100.0 | 100.0 | 99.9 | 100.0 | .1 | .1 |
| 4x4 a | 100.0 | 99.9 | 100.0 | 96.1 | 0.0 | 0.0 |

Figure 3: We simulate preference elicitation where positive exemplars are spread along multiple bands. The grey bands represent ground truth regions of positive exemplars, and the red bands represent ground truth regions of negative exemplars. In each plot, the green histogram represents the preference scores of the generated allocations. A model that perfectly enforcing a given preference rule will generate allocations that have valuations entirely within the grey bands.
Figure 4: We crowdsource human annotators to examine various advertising scenarios and determine if an allocation is fair according to a given definition. We simplify the definition of total variation fairness (TVF) and measure the noise in responses as a function of the ambiguity of the scenario. We expect that the label noise for a particular TVF value is inversely proportional to the distance from the decision boundary. Concretely, easy allocations will have lower noise ratios, and ambiguous allocations will have high noise ratios. We can leverage this model of uncertainty and apply it to our synthetic experiments to better simulate human preference elicitation.

6 Soliciting Human Preferences

In this section, we detail the creation of and results derived from two human subjects surveys. The results of these surveys are used to validate core assumptions of our model and provide data that we use to train an auction model. We find that PreferenceNet is able to adhere to the notion of fairness expressed by the human’s preferences of auction outcomes. This encouraging result validates the utility and expressiveness of PreferenceNet.

We conducted both surveys through Cint, a crowdsourcing platform which connected us with English-speaking participants located in the United States. After submitting an application for our human subjects research to our institutional IRB, we were notified that the survey was exempt from IRB review. Our survey protocols can be found in the supplemental materials. Cint compensates per survey completion (regardless of length to complete), and both surveys were set to pay $1.92. All survey results are anonymized to protect participant privacy. We include these results in the supplemental material.

Measuring Preference Noise. Our first survey was designed to test how participants would interpret and apply a simple fairness definition. The survey protocol was designed as follows: We primed participants to consider an advertising auction that was shown to two different (vague) demographic groups. Each participant was told that an auction would be fair if each ad was presented to each group at equal rates. After some familiarization, we asked the participants to determine if a given scenario was fair. Each participant was asked 30 such questions. The median completion time for the survey was 6 minutes with a median hourly wage of $18. The 30 questions presented to the participants came from a question bank of 64 randomly generated scenarios, each with an associated TVF score.

Human understanding is an inherently noisy process. Despite providing the same context, we observe that survey participants understand a given definition of fairness and apply it to various scenarios differently. Given this data, we perform a normality test using a Q-Q plot as shown in the supplemental material. We find that our survey data are well correlated with the Gaussian distribution. This is also well supported by our visual inspection of the noise distribution. Experimentally, we observe that participants’ choice of what is fair has a decision boundary at approximately a TVF value of 0.7. Interestingly, the noise is maximal near the decision boundary as shown in Figure 4. Concretely, we can model this noise using a probit model, so that the probability that the label is unpertubed for a particular TVF value increases with distance such that $P(Y = 1 | X) = k \Phi \left( \frac{|x - \mu|}{\sigma} \right)$, where $\Phi$ is the CDF of the Gaussian distribution, $\mu$ is the decision boundary, $\sigma$ is the measured sample standard deviation, and $k$ is an optional parameter that can scale the noise. We can use this noise model to perturb the input training data to the MLP to better simulate real data. We explore this further in the supplemental material.
Figure 5: We randomly sample 20,000 bids and compute the average L2 distance from each model’s learned allocations to identify allocation similarity. We find that human preferences are most similar to both TVF and entropy in both the unit demand and additive auction settings. Moreover, PreferenceNet is able to perfectly capture human preferences with low regret.

**Group Preference Elicitation.** We designed our second survey to ask similar questions to the preference noise survey above. However, there were two primary differences: (1) we did not prime the participants with a fairness definition, and (2) the participants were presented with two scenarios and were asked which they thought was more fair. Each participant was asked 30 of these pairwise questions on the questions described above (full protocol details in the supplemental materials). This survey had 345 participants who had a median completion time of 7 minutes and a median pay of $15 per hour.

Notions of fairness and diversity have neither standardized nor widely accepted formal definitions [38, 35, 36, 22]. The purpose of this survey is to elicit preferences from a group and train an auction model whose allocations resemble the group preference. Using the survey data, we apply our preference elicitation strategy as described in Section 4 to generate training labels for each sample. After training PreferenceNet to enforce the group preference for both the unit-demand and additive auction settings, we find that the group preference is more similar to TVF and entropy. As shown in Figure 5, human preferences are not perfectly captured by these typical models, both because group preferences rarely converge to a unifying model, and preference elicitation is a noisy process.

### 7 Conclusion

Although surveying people to elicit their preferences can effectively help us model ambiguous definitions of socially beneficial constraints, we must be careful about the framing of the survey questions and the choice of audiences we survey.

#### Ethical Implications.**

Humans are inherently biased, so we need to be cognizant of the effects these latent biases might have over preferences for fairness. Moreover, sampling human preferences facilitates opportunities for data poisoning attacks, in which a malicious survey respondent could try to negatively impact the survey collection process. In general, we can mitigate both of these issues by sampling at scale to avoid problems with noisy labels, although this brings additional cost. Most importantly, we must involve stakeholders to ensure that their preferences are validated through the learned model in an iterative process.

In this paper we present PreferenceNet, a novel extension to RegretNet that makes it easier to learn preferences from data to encode socially desirable constraints for auction design. We introduce a new metric to empirically measure how closely a learned mechanism enforces a particular constraint, and show that our proposed method is able to effectively capture human preferences.
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A Simulating Noisy Preferences

We revisit survey results from Section 6 and explore the impact of label noise on our proposed method. We show that despite significant input perturbation, PreferenceNet is able to effectively capture preferences from noisy labeled examples.

Comparing Survey Data to Probit Model. In order to study noise in preference elicitation, we ask survey participants to interpret and apply a simple fairness definition. We primed participants to consider an advertising auction that was shown to two different (vague) demographic groups. Each participant was told that an auction would be fair if each ad was presented to each group at equal rates. After some familiarization, we asked the participants to determine if a given scenario was fair.

We hypothesize that the distribution of noise should be distributed according to a probit model, defined as $k \Phi(\frac{|x - \mu|}{\sigma})$, where $\Phi$ is the CDF of the Gaussian distribution, $\mu$ is the decision boundary, $\sigma$ is the measured sample standard deviation, and $k$ is an optional parameter that can scale the noise. The intuition behind this particular noise model is that participants will have higher uncertainty about allocation fairness closer to the decision boundary, and lower uncertainty farther away from the decision boundary. In practice, the probit model closely follows the survey noise distribution close to the sample mean, but diverges farther away from the decision boundary. The assumption that label noise goes to zero at sufficient distance from the mean does not hold in our human subject research. Rather, we find that there is a minimum amount of uncertainty regardless of the distance from the decision boundary, indicating that human understanding of fairness is inherently noisy.

We measure the performance of PreferenceNet with label noise that follows the Probit model for 2 agent, 2 item auctions (“u” refers to unit-demand and “a” refers to additive). We measure three criteria (a) PCA, (b) Regret Mean (STD), (c) Payment Mean (STD). We find that PreferenceNet is robust to noise in most cases, despite 25% of labels being flipped. PCA is most sensitive to noise. We find that the level of performance degradation is dependent on the particular constraint and auction type. In contrast, average regret and payments are comparable irrespective of input label noise.

![Probit Noise Model](image1.png)

![Comparing Survey and Probit Distribution](image2.png)

Figure 6: We measure the performance of PreferenceNet with label noise that follows the Probit model for 2 agent, 2 item auctions (“u” refers to unit-demand and “a” refers to additive). We measure three criteria (a) PCA, (b) Regret Mean (STD), (c) Payment Mean (STD). We find that PreferenceNet is robust to noise in most cases, despite 25% of labels being flipped. PCA is most sensitive to noise. We find that the level of performance degradation is dependent on the particular constraint and auction type. In contrast, average regret and payments are comparable irrespective of input label noise.
We can update our probit model to incorporate this fact. We instead estimate the probability of a label flip as $\min(k\Phi(\frac{|x-\mu|}{\sigma}), f)$, where $f$ represents the noise floor. We experimentally select $k = 1.05$ and $f = 0.15$ to minimize the difference between the real and synthetic distributions. We compare the real distribution to the probit model in Figure using a Q-Q plot. Since we expect the synthetic noise model to closely model the survey noise distribution, we plot the quantile function in comparison to the line $y = x$ (in black), and find that our synthetic model closely models real noise ($R^2 = 0.972$).

We train PreferenceNet, perturbing labels according to their distance from the decision boundary. Despite perturbing more than $25\%$ of the training labels, PreferenceNet is able to capture the underlying preference, while minimizing regret and maximizing revenue.

## B Mixing Preferences in Synthetic Experiments

Eliciting preferences from a group is particularly challenging, because these preferences often heterogeneous. In Section we train PreferenceNet on real human preferences and find that we can capture human preferences with high accuracy. To further study group preference elicitation, we train several models on a mixture of synthetic preferences to better understand the results of our human subject experiments. Specifically, the training set for the MLP contains allocations drawn from a uniform distribution, which are partitioned into 3 sets and labeled according to a particular definition.

As mentioned in Section PreferenceNet often optimizes for the simplest function. In Table we can see that almost all models maximize PCA for Entropy and TVF over a quota system irrespective of the mixture of training labels. In general, there does not seem to be a clear correlation between the input weighting of the different preferences and the learned preference function. This may explain why PreferenceNet trained on human preferences generates allocations that optimize for TVF and entropy.

### Table 2: We simulate preference elicitation of three different definitions of fairness. For a set of allocations, we label non-overlapping partitions according to different preference functions. We calculate the PCA of each constraint independently, and weight them according to the proportions of the training labels. For unit demand auctions, we find that all three constraints have high PCA, indicating that PreferenceNet is able to generate a set of allocations that satisfy all preferences. However, we find that additive auctions have inconsistent results, indicating the ability to encode group preferences in auction allocation is dependent on the auction type.

| Mixture                      | TVF PCA | Entropy PCA | Quota PCA | Average PCA |
|------------------------------|---------|-------------|-----------|-------------|
| 50% TVF, 25% Entropy, 25% Quota u | 99.7    | 100.0       | 99.4      | 99.9        |
| 25% TVF, 50% Entropy, 25% Quota u | 93.9    | 100.0       | 93.6      | 98.6        |
| 25% TVF, 25% Entropy, 50% Quota u | 100.0   | 100.0       | 100.0     | 99.6        |
| 33.3% TVF, 33.3% Entropy, 33.3% Quota u | 98.3    | 100.0       | 98.3      | 99.4        |
| 50% TVF, 25% Entropy, 25% Quota a | 61.7    | 87.5        | 94.2      | 78.8        |
| 25% TVF, 50% Entropy, 25% Quota a | 99.4    | 100.0       | 99.9      | 99.9        |
| 25% TVF, 25% Entropy, 50% Quota a | 15.0    | 15.3        | 18.0      | 16.0        |
| 33.3% TVF, 33.3% Entropy, 33.3% Quota a | 59.4    | 75.7        | 57.5      | 64.4        |

## C Augmented Lagrangian Multipliers to Enforce Constraints

In this section we explore the impact of enforcing constraints explicitly using augmented lagrangian multipliers. We modify Eq. as follows:

$$L_{rgt} = \sum_{i\in N} \lambda_{r,i} r_{gt,i}(w) + \frac{\rho_r}{2} \sum_{i\in N} (r_{gt,i}(w))^2$$

$$L_s = \sum_{j\in M} \lambda_{s,j} s_j + \frac{\rho_s}{2} \sum_{j\in N} s_j^2$$

$$L_p(w; \lambda) = -\frac{1}{L} \sum_{l=1}^{L} \sum_{i\in N} p_i^{(l)}(u^{(l)}) + L_{rgt} - L_s$$
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Table 3: We evaluate both RegretNet and PreferenceNet over $nxm$ auctions (“u” refers to unit-demand and “a” refers to additive), where $n$ is the number of agents and $m$ is the number of items. We measure three criteria (a) PCA, (b) Regret Mean (STD), (c) Payment Mean (STD). We find that using an augmented Lagrangian approach to enforce constraints do not provide significant improvement to RegretNet, and negatively impact the performance of PreferenceNet.

|       | TVF          | Entropy       | Quota         |
|-------|--------------|---------------|---------------|
|       | RegretNet    | PreferenceNet | RegretNet     | PreferenceNet |
| 2x2 u | 100.0        | 100.0         | 100.0         | 100.0         |
| 2x4 u | 100.0        | 100.0         | 100.0         | 100.0         |
| 4x2 u | 100.0        | 100.0         | 100.0         | 100.0         |
| 4x4 u | 100.0        | 100.0         | 100.0         | 100.0         |
| 2x2 a | 100.0        | 100.0         | 100.0         | 100.0         |
| 2x4 a | 100.0        | 100.0         | 100.0         | 100.0         |
| 4x2 a | 100.0        | 100.0         | 100.0         | 100.0         |
| 4x4 a | 100.0        | 100.0         | 100.0         | 100.0         |

Similarly, we also adapt the loss functions for training RegretNet to explicitly enforce the constraint using augmented Lagrangian multipliers as in [25] and observe the impact on PCA, mean regret, and mean payments. In general, adding augmented Lagrangian multipliers improves overall PCA scores for both RegretNet and PreferenceNet. However, it provides RegretNet with limited improvements in minimizing regret and maximizing payments. Moreover, augmented Lagrangian multipliers have an overall negative impact on PreferenceNet, as mean regret is higher and mean payments are lower on average. We hypothesize that since PreferenceNet enforces preferences constraints implicitly with a learned model rather than an exact signal, preference loss should not be strictly enforced with Lagrangian multipliers.

D Comparing Training Time between PreferenceNet and RegretNet

We compare the training time between PreferenceNet and RegretNet for several models that enforce the TVF constraint. We train each model on an unloaded machine with an RTX 2080 graphics card, and 32 GB of memory. As shown in Table 4, PreferenceNet takes nearly 50% longer to train. The training time increases proportionally with the size of the auction, the size of the MLP training set,
Table 4: We evaluate both RegretNet and PreferenceNet over \(n \times m\) auctions ("u" refers to unit-demand and "a" refers to additive), where \(n\) is the number of agents and \(m\) is the number of items. We measure the total training time of both models and find PreferenceNet takes 50% longer to train.

| TVF   | 1x2 a | 2x2 a | 2x4 a | 4x2 a | 4x4 a |
|-------|-------|-------|-------|-------|-------|
| RegretNet | 28m   | 29m   | 34m   | 32m   | 37m   |
| PreferenceNet | 43m   | 46m   | 48m   | 49m   | 54m   |

and the number of times the MLP is retrained. Carefully tuning these hyperparameters could further improve the training time of PreferenceNet.

### E Scaling to Larger Auctions

PreferenceNet, much like RegretNet, can scale to relatively large auctions. The largest auction setting tested in the literature is the 5 agent, 10 item auction as described in [13]. Similarly, we replicate this experiment in Table 5. We find that many of the trends seen for smaller auctions still hold as the number of agents and items scale up. Surprisingly, we find that both RegretNet and PreferenceNet fail to satisfy the quota-constraint for the unit-demand setting.

We also note that as auctions get larger in the number of bidders, a baseline itemwise Myerson auction will in many settings capture a very large percentage of the possible optimal revenue, so perhaps at really huge scales, the optimal auction problem is also less interesting.

Table 5: We evaluate both RegretNet and PreferenceNet over \(n \times m\) auctions ("u" refers to unit-demand and "a" refers to additive), where \(n\) is the number of agents and \(m\) is the number of items. We measure three criteria (a) PCA, (b) Regret Mean (STD), (c) Payment Mean (STD). We find that PreferenceNet can replicate the performance of RegretNet for larger auctions.

| (a) TVF Entropy Quota | RegretNet | PreferenceNet | RegretNet | PreferenceNet | RegretNet | PreferenceNet |
|-----------------------|-----------|---------------|-----------|---------------|-----------|---------------|
| 5x10 u                | 100.0     | 100.0         | 100.0     | 100.0         | 97.7      | 100.0         |
| 10x5 u                | 100.0     | 99.8          | 100.0     | 0             | 100.0     | 100.0         |
| 5x10 a                | 100.0     | 98.4          | 100.0     | 99.8          | 0         | 0             |
| 10x5 a                | 100.0     | 49.8          | 100.0     | 100.0         | 0         | 0             |

| (b) TVF Entropy Quota | RegretNet | PreferenceNet | RegretNet | PreferenceNet | RegretNet | PreferenceNet |
|-----------------------|-----------|---------------|-----------|---------------|-----------|---------------|
| 5x10 u                | .108 (.072) | .082 (.035)   | .051 (.051) | .044 (.021)   | .093 (.036) | 2.502 (.207)  |
| 10x5 u                | .082 (.023) | .117 (.024)   | .085 (.085) | .164 (.041)   | 2.446 (.198) | 2.466 (.2)   |
| 5x10 a                | .142 (.3)  | .054 (.036)   | .293 (.293) | .504 (.141)   | .521 (.371) | .517 (.383)  |
| 10x5 a                | .144 (.226)| .459 (.153)   | .26 (.26)   | .404 (.08)    | .293 (.103) | .299 (.108)  |

| (c) TVF Entropy Quota | RegretNet | PreferenceNet | RegretNet | PreferenceNet | RegretNet | PreferenceNet |
|-----------------------|-----------|---------------|-----------|---------------|-----------|---------------|
| 5x10 u                | 10.11 (.122)| 11.54 (.39)  | 11.43 (.49) | 11.4 (.43)    | 11.52 (.4) | 12.53 (.21)  |
| 10x5 u                | 12.43 (.23)| 12.56 (.23)  | 12.52 (.25) | 12.72 (.24)   | 12.5 (.21) | 12.51 (.21)  |
| 5x10 a                | 6.07 (.6)  | 5.63 (.46)   | 5.94 (.62)  | 5.64 (.53)    | 6.09 (.59) | 6.09 (.59)   |
| 10x5 a                | 3.32 (.4)  | 3.02 (.38)   | 3.17 (.44)  | 2.93 (.26)    | 4.4 (.21)  | 4.41 (.21)   |

### F Comparing PreferenceNet and RegretNet for Asymmetrical Valuations

All prior experiments were IID, where all agents sampled bids from the same valuation functions. We soften this requirement and evaluate the performance of RegretNet and PreferenceNet where all agents do not sample bids from the same distribution. Specifically, we study the auction setting with 2 agents, and 2 items. We study the case where agent 1 samples from a distribution \(n\) times
Table 6: We evaluate both RegretNet and PreferenceNet over 2 agent, 2 item auctions with asymmetric input valuations. We scale the distribution for input bids of agent 1 by \( n \) times the distribution for agent 2 (Denoted by \( n:1 \)). We measure three criteria (a) PCA, (b) Regret Mean (STD), (c) Payment Mean (STD). Importantly, PreferenceNet maintains parity with RegretNet.

|   | TVF     |   | Entropy     |   | Quota     |   |
|---|---------|---|-------------|---|-----------|---|
|   | RegretNet | PreferenceNet | RegretNet | PreferenceNet | RegretNet | PreferenceNet |
| 2x2 2:1 | 100.0 | 100.0 | 93.5 | 99.3 | 39.2 | 100.0 |
| 2x2 4:1 | 100.0 | 100.0 | 80.0 | 98.6 | 27.3 | 100.0 |
| 2x2 8:1 | 96.5 | 100.0 | 72.9 | 96.2 | 17.1 | 100.0 |

larger than agent 2, where \( n = 2, 4, 8 \). We find that PreferenceNet is able to satisfy the preference requirement for TVF, entropy, and quota better than RegretNet. Moreover, the average regret and payment are comparable between the two networks.

G Survey Protocols and Selected Responses

We now report the entirety of the two survey protocols and share select survey responses on how participants made decisions. For each survey, we also include two attention check questions similar to the provided examples to ensure that participants are actively engaged and faithfully completing the survey.

G.1 Selected Responses

We asked participants to describe in words why they selected certain auctions as fair. We found that many of these responses can be categorized into two groups: (1) participants with clear definitions of fairness and (2) participants with vague inexpressible preferences. Below are some examples selected from among the first 100 responses in each category:

Clear Preference of Fairness

- “I considered 50/50 most fair, added the percentages both groups were off from this number and had the smaller number was the most fair.”
- “I used math, subtraction, and which option had the least amount of difference”
- “I looked at each instance and figured out which case presented the least variance from 50/50”

Inexpressible Preference of Fairness

- “I just read the dialog and decided from there which one was the better choice.”
- “I just clicked on what I thought was fair”
- “I went with what looked more even”
The first group described something like an explicit function for determining fairness; the second group did have preferences but could not describe them. PreferenceNet provides a mechanism to capture preferences from both types of survey participants, allowing broader participation in the auction design process.

G.2 Measuring Preference Noise: Survey Protocol

The design of this survey is aimed at understanding how you interpret a given definition of fairness, and use this interpretation to decide if allocations of resources are fair with the given definition. You will be exploring this concept in the setting of advertising to different demographics. The survey will have two parts:

(1) familiarization with the given definition of fairness and
(2) answering questions about your understanding of the definition as applied to new scenarios.

This survey does not have correct answers. We would like you to consider each scenario and let us know what you genuinely think.

Let’s begin with the familiarization process now. Consider this fairness definition.

**Fairness Definition:** An allocation is fair if the two similar demographic groups see ads at similar rates.

Let us walk through some examples of this. Consider a company, Company A, who displays an ad.

In our first example, Company A’s ad was shown to 45.0% DEMOGRAPHIC1 and 55.0% DEMOGRAPHIC2.

Considering the given definition of fairness, this allocation is **fair**.

In our second example, Company A’s ad was shown to 25.0% DEMOGRAPHIC1 and 75.0% DEMOGRAPHIC2.

Considering the given definition of fairness, this allocation is **not fair**.

Now answer these questions based on what you think is fair and what isn’t.

---

[The participants were shown 8 examples of this question with values X and Y randomly generated between 30 and 70.]

**Question:** Company A’s ad was shown to X% DEMOGRAPHIC1 and Y% DEMOGRAPHIC2. Considering the given definition of fairness, is this fair? [Yes/No]

---

Now, consider a more complex setting where there are two companies, Company A and Company B. We are still interested in what you think is fair. Importantly, when making a determination of fairness, you must consider that the two demographic groups see both Company A and Company B’s ads at similar rates.

Let us walk through some examples:

**Example 1.** Company A’s ad was shown to 30.0% DEMOGRAPHIC1 and 70.0% DEMOGRAPHIC2. Company B’s ad was shown to 30.0% DEMOGRAPHIC1 and 70.0% DEMOGRAPHIC2. Considering both companies, according to the given definition of fairness, this allocation is **fair**.

**Example 2.** Company A’s ad was shown to 30.0% DEMOGRAPHIC1 and 70.0% DEMOGRAPHIC2. Company B’s ad was shown to 30.0% DEMOGRAPHIC1 and 70.0% DEMOGRAPHIC2. Considering both companies, according to the given definition of fairness, this allocation is **not fair**.

[The participants were shown 30 examples of this question with values X, Y, W, and Y randomly generated between 30 and 70.]
Question: Company A’s ad was shown to X% DEMOGRAPHIC1 and Y% DEMOGRAPHIC2. Company B’s ad was shown to W% DEMOGRAPHIC1 and Z% DEMOGRAPHIC2. Considering the given definition of fairness, is this fair?[Yes/No]

—Page Break—

Thanks for submitting answers to those questions.

Question: Can you describe what method or process you used to make your decisions? [Free text Response]

—Page Break—

Thank you for your time taking this survey. Please click next to return to Cint.

—Survey End—

G.3 Group Preference Elicitation: Survey Protocol

The design of this survey is aimed at understanding how you interpret the fairness of ad placements, and how you use this interpretation to decide which allocations of resources are more fair than others. You will be exploring this concept in the setting of advertising to different demographics. The survey will have two parts:

(1) familiarization with setting and
(2) answering questions about your preferences between new scenarios.

This survey does not have correct answers. We would like you to consider each scenario and let us know what you genuinely think.

Let’s begin with the familiarization process now by walking through some examples.

Consider two companies, Company A and Company B, who displays an ad.

In our first example, Company A’s ad was shown to 45.0% DEMOGRAPHIC1 and 55.0% DEMOGRAPHIC2.

In our second example, Company B’s ad was shown to 25.0% DEMOGRAPHIC1 and 75.0% DEMOGRAPHIC2.

In the first part of the survey, you will be asked which of these two scenarios you think is more fair.

—Page Break—

Now answer these questions based on what you think is fair and what isn’t.

—Page Break—

[The participants were shown 8 examples of this question with values X, Y, W, and Y randomly generated between 30 and 70.]

Question: Case 1: Company A’s ad was shown to X% DEMOGRAPHIC1 and Y% DEMOGRAPHIC2. Case 2: Company B’s ad was shown to W% DEMOGRAPHIC1 and Z% DEMOGRAPHIC2. Which is more fair, Case 1, Case 2? [Case 1/Case 2]

—Page Break—

Now, consider a more complex setting where you are comparing the joint placement of Companies A and B with Companies C and D. We are still interested in what you think is fair.

Let us walk through an example:

Example In Case 1: Company A’s ad was shown to 30.0% DEMOGRAPHIC1 and 70.0% DEMOGRAPHIC2. Company B’s ad was shown to 30.0% DEMOGRAPHIC1 and 70.0% DEMOGRAPHIC2.

In Case 2: Company C’s ad was shown to 30.0% DEMOGRAPHIC1 and 70.0% DEMOGRAPHIC2. Company D’s ad was shown to 30.0% DEMOGRAPHIC1 and 70.0% DEMOGRAPHIC2.

Considering both cases, we are going to ask you which of these two cases do you think is more fair.
The participants were shown 30 examples of this question with values X1, Y1, W1, Y1, X2, Y2, W2, and Y2 randomly generated between 30 and 70.

Question: Case 1: Company A's ad was shown to X1% DEMOGRAPHIC1 and Y1% DEMOGRAPHIC2. Company B's ad was shown to W1% DEMOGRAPHIC1 and Z1% DEMOGRAPHIC2.

Case 2: Company C's ad was shown to X2% DEMOGRAPHIC1 and Y2% DEMOGRAPHIC2. Company D's ad was shown to W2% DEMOGRAPHIC1 and Z2% DEMOGRAPHIC2.

Which is more fair, Case 1, Case 2? [Case 1/Case 2]

Thanks for submitting answers to those questions.

Question: Can you describe what method or process you used to make your decisions? [Free text Response]

Thank you for your time taking this survey. Please click next to return to Cint.