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Abstract. With the growing number of devices, sensors and digital systems, data logs may become uncertain due to, e.g., sensor reading inaccuracies or incorrect interpretation of readings by processing programs. At times, such uncertainties can be captured stochastically, especially when using probabilistic data classification models. In this work we focus on conformance checking, which compares a process model with an event log, when event logs are stochastically known. Building on existing alignment-based conformance checking fundamentals, we mathematically define a stochastic trace model, a stochastic synchronous product, and a cost function that reflects the uncertainty of events in a log. Then, we search for an optimal alignment over the reachability graph of the stochastic synchronous product for finding an optimal alignment between a model and a stochastic process observation. Via structured experiments with two well-known process mining benchmarks, we explore the behavior of the suggested stochastic conformance checking approach and compare it to a standard alignment-based approach as well as to an approach that creates a lower bound on performance. We envision the proposed stochastic conformance checking approach as a viable process mining component for future analysis of stochastic event logs.

1 Introduction

Process mining relies on data that are typically stored in the form of event logs and collections of traces where each trace is a sequence of events and activities that were created following a process realization. Process mining tasks, such as conformance checking, use event logs to achieve their goal (e.g., assessing to what degree a process model and an event log conform) of improving the process model that generates these logs.

The fourth industrial revolution [1], which is bridging our digital and physical worlds, is producing an abundance of event data from multiple sources such as social media networks [2], sensors located
within smart cities (e.g., the ‘Green Wall’ project in Tel Aviv and Nanjing), medical devices and much more. Differently from data within traditional information systems, these data may involve uncertainty due to technical reasons such as sensor inaccuracy, the use of probabilistic data classification models, data quality reduction during processing, and low quality of data capturing devices. Human generated data may be uncertain as well, due to fake news and mediator interventions.

In this work, we focus on process mining with Stochastically known (SK) event data where the probability distribution functions of the event data are known. By way of motivation, consider a use-case of food preparation processes, captured in video clips that are analyzed by a pre-trained Convolutional Neural Network (CNN) to predict activity classes and their sequence within an observed video. To extract the trace of the realized process, one can use the softmax layer of the CNN to yield a discrete probability distribution of the predicted activity classes in the observed video. This probabilistic knowledge, in turn, can serve as a basis for an SK log.

Specifically, we develop a conformance checking algorithm over SK data. Building on existing alignment-based conformance checking fundamentals, we mathematically define a stochastic trace model, a stochastic synchronous product, and a cost function that reflects the uncertainty of events in a log. Then, we search for an optimal alignment over the reachability graph of the stochastic synchronous product to find an optimal alignment.

The main contributions of this work are:

1. We characterize and mathematically define the building blocks for stochastic conformance checking, including a stochastic trace model and a stochastic synchronous product.
2. We develop a novel conformance checking algorithm between a model and an SK trace.
3. Using publicly available data sets, we evaluate the performance of stochastic conformance checking and highlight unique features of our proposed algorithm.

The rest of the paper is organized as follows. In Section 2 we develop the model followed by presentation of our stochastic alignment algorithm (Section 3). Empirical evaluation of the two is given in detail in Section 4. The related literature is presented in Section 5 and the final section (Section 6) concludes the paper and offers directions for future research.

\footnote{It is also denoted as ‘weakly uncertain’ event data in the process mining literature; see \cite{4}.}
2  Stochastic Trace Model

Uncertain data have recently become a subject of interest among the process mining community [4, 5, 6]. Table 1 [3] presents a model/observation classification scheme that is based on the number of models present in a log and whether the log is deterministically or stochastically known. In this work we focus on Case 5, handling a Deterministically known (DK) process model and an SK trace, where the decision-maker wishes to identify a conformance measure between the process and the SK trace. While the suggested approach can be extended to solve Case 7, we leave this extension as well as other cases for future work.

| Model (Data set) → Single process | Multiple processes |
|-------------------------------|------------------|
| Observation (Log)             | DK   | SK   | DK   | SK   |
| Deterministically Known (DK)  | 1    | 2    | 3    | 4    |
| Stochastically Known (SK)     | 5    | 6    | 7    | 8    |

Table 1: Eight cases according to the characteristics of the process and observed log, from Cohen and Gal [3]. The present paper focuses on Case 5 (highlighted).

Following Cohen and Gal [3], we use DK to describe a given and known process or event log, which is the common setting in the process mining literature. An SK event log has at least one event attribute that can be characterized via a probability distribution. Table 2 illustrates an SK trace, which we use as the running example throughout the paper.

| Case ID | Event ID | Activity       | Timestamp     |
|---------|----------|----------------|---------------|
| 1       | $e_1$    | $\{A : 1.0\}$ | 13-08-2020T12:00 |
| 1       | $e_2$    | $\{B : 0.2, C : 0.8\}$ | 13-08-2020T14:55 |
| 1       | $e_3$    | $\{D : 0.6, E : 0.2, F : 0.1, G : 0.1\}$ | 15-08-2020T17:39 |
| 1       | $e_4$    | $\{F : 1.0\}$ | 15-08-2020T19:47 |

Table 2: SK data, which is aligned with Case 5 in Table 1 in [3].

We now introduce our primary notation and related definitions. We consider a finite set of activities $A$ and a Petri net $N$ with initial and final markings $m_i$ and $m_f$, respectively. The Petri net is composed of finite sets of places $P$, transitions $T$ and flow relations $F$, which are directed
edges among places and transitions. Each transition is associated with an activity $a \in A \cup \tau$ by the labeling function $\lambda : T \rightarrow A^\tau$ ($A^\tau \equiv A \cup \tau$). $\tau$ is a silent activity separate from the other activities in $A$.

Differently from a DK trace that includes a sequence of activities with probability 1, the activities in an SK trace are associated with a probability function (e.g., the next transition may be ‘act1’ with probability $p$ or ‘act2’ with probability $1 - p$). We reflect the stochastic nature of the traces using a weight function $W : T \rightarrow (0, 1)$ that assigns a firing probability to each transition.

Our modeling approach is inspired by a conformance checking algorithm \[7\] (pp. 125-158) to align a DK trace and a model’s execution sequence such that the cost of dissimilarities is minimized. The algorithm by \[7\] cannot be used directly with SK traces. Our proposed model, however, aims to provide this ability. In what follows, we assume prior knowledge about alignment-based conformance checking and related definitions (e.g., system net, process and trace models, and synchronous product). We refer interested readers to \[7\] for a thorough description of relevant definitions and methods.

We start by defining a stochastic trace model.

**Definition 1 (Stochastic Trace Model).** Let $A \subseteq A$ be a set of activities, and $\sigma \in A^*$ a sequence over these activities. A stochastic trace model, $STN = ((P,T,F,\lambda,W),m_i,m_f)$ is a system net such that $P = \{p_0,...,p_{|\sigma|}\}$, $T \in \{t_{11},...,t_{|\sigma|n}\}$, $F \subseteq (P \times T) \cup (T \times P)$ and $W : T \rightarrow (0, 1)$ s.t. $\sum_{i=1}^{n_i} W(t_{ij}) = 1$, $\forall 1 \leq i \leq |\sigma|$ where $n_i$ is the number of parallel transitions between place $p_{i-1}$ and $p_i$. $W(t_i)$ is a probability function assigning to each parallel transition $j$ a firing probability. Additionally, let $m_i = [p_0]$ and $m_f = [p_{|\sigma|}]$.

Figure 1 offers a visual illustration of a stochastic trace model for our running example from Table 2 where transition $t_{11}$ is activity $A$, $t_{21}$ and $t_{22}$ are activities $B$ and $C$, respectively, and so on. The stochastic trace model generalizes a trace model by allowing a place $i$ to have multiple incoming and outgoing edges denoted by $j$, which lead to and from parallel transitions. Each transition has a single outgoing edge from a place and a single incoming edge to a place. Additionally, each transition is associated with a firing probability. For each two places in the Petri net, the sum of firing probabilities of their parallel transitions is 1.
3 Stochastic Alignment Algorithm

A synchronous product combines process and trace models such that each pair of transitions that are labeled with the same activity are denoted a synchronous transition. Nonsynchronous transitions are represented by pairing an activity with $\gg$ and are associated with a cost of 1. An optimal alignment between a trace and a model is the execution sequence of the model for which the alignment between the trace and the sequence has the lowest possible cost. De facto, this is an execution sequence of the synchronous product model that produces the lowest cost.

While deterministic traces have a single execution sequence, for SK traces a synchronous product procedure should align multiple model execution sequences with multiple trace execution sequences. We search for the optimal alignment using the reachability graph of the synchronous product. Towards this end, we need to extend the standard version of a synchronous product by including probability functions that capture the SK nature of the trace. The probability functions assign a firing probability to each synchronous move of the trace and the model. The probability of the synchronous move is equal to the probability of the same transition in the stochastic trace model as defined next.

Definition 2 (Stochastic Synchronous Product).

Let

$$SN = ((P^{SN}, T^{SN}, F^{SN}, \lambda^{SN}), m_i^{SN}, m_f^{SN})$$

be a process model and

$$STN = ((P^{STN}, T^{STN}, F^{STN}, \lambda^{STN}, W^{STN}), m_i^{STN}, m_f^{STN})$$
a stochastic trace model. The stochastic synchronous product \( SSN = ((P, T, F, \lambda, W), m_i, m_f) \) is a system net such that:

- \( P = P^{SN} \cup P^{STN} \) is the set of places,
- \( T = T^{MM} \cup T^{LM} \cup T^{SM} \subseteq (T^{SN} \cup \{>>\}) \times (T^{STN} \cup \{>>\}) \) is the set of transitions where \( >> \) denotes an \( SSN \) transition in which either the model or the trace executes an activity and its counterpart does not, i.e., \( >> \notin T^{SN} \cup T^{STN} \), with
  - \( T^{MM} = T^{SN} \times \{>>\} \) (model moves),
  - \( T^{LM} = \{>>\} \times T^{STN} \) (log moves), and
  - \( T^{SM} = \{(t_i, t_j) \in T^{SN} \times T^{STN} \mid \lambda^{SN}(t_i) = \lambda^{STN}(t_j)\} \) (synchronous moves).
- \( F = \{(p, (t_i, t_j)) \in P \times T \mid (p, t_i) \in F^{SN} \lor (p, t_j) \in F^{STN} \} \cup \{(t_i, t_j), p \} \in F^{SN} \lor (t_j, p) \in F^{STN} \},
- \( m_i = m_i^{SN} + m_i^{STN} \),
- \( m_f = m_f^{SN} + m_f^{STN} \) and,
- \( \forall (t_i, t_j) \in T \) it holds that \( \lambda(t_i, t_j) = (l_i, l_j) \), where \( l_i = \lambda^{SN}(t_i) \) if \( t_i \in T^{SN} \), and \( l_i = >> \) otherwise; and \( l_j = \lambda^{STN}(t_j) \), if \( t_j \in T^{STN} \), and \( l_j = >> \) otherwise. Finally,
- the probability function \( W : T \rightarrow (0, 1) \) \( W^{SSN}(t_i, t_j) = W^{STN}(t_j) \),

\( \forall (t_i, t_j) \in T^{SSN} : \lambda^{SN}(t_i) = \lambda^{STN}(t_j) \) assigns firing probabilities to transitions of synchronous moves.

The stochastic synchronous product is a combination of a process model that may yield multiple execution sequences (traces) and a stochastically known trace model that is noisy. Thus, the ‘real’ deterministic trace can be only deduced with probability. The transitions of the stochastic synchronous product are a union of synchronous and nonsynchronous transitions. To combine a process model and a trace in a system net that represents the synchronous product, each pair of transitions that are labeled with the same activity is added as a synchronous transition. Nonsynchronous transitions, which include a process (trace) activity that cannot be matched with the same activity on the trace (model), are paired with \( >> \).

Figure 2 illustrates the stochastic synchronous product of a model (its starting place is \( P_{01} \)) and the stochastic trace of our running example (its starting place is \( P_{02} \)). The first transition in both the model and the trace is given the label “activity A” and thus, a new synchronous transition is created—namely, transition \((A, A)\). The original transitions both in the model and the trace are paired with the symbol \( >> \) and are added to the new net as well.
We are now ready to introduce our algorithm, S-ABCC (Stochastic Alignment-Based Conformance Checking), as a solution to the problem of finding the lowest-cost execution sequence of the synchronous product. We observe that this is equivalent to finding the shortest path over the synchronous product’s reachability graph, where the sum of costs across path edges is the total path length.

Given an initial marking $m_i$ of a stochastic synchronous process model $SSN$, we denote the corresponding system net as $N = (P, T, F, \lambda, W)$ and its set of reachable markings as $RS(N)$. The reachability graph of $N$, denoted by $RG(N)$, is a graph in which the set of nodes is the set of markings $RS(N)$ and the edges correspond to firing transitions, where each edge in $RG(N)$ corresponds to a transition of the stochastic synchronous process $SSN$. Formally, an edge $(m_1, t, m_2) \in RS(N) \times T \times RS(N)$ exists, if and only if $m_1[t]m_2$. The shortest path from the initial to the final marking in $RG(N)$ corresponds to the lowest-cost execution sequence of $SSN$. We model the transition probabilities of the SK trace in the reachability graph by assigning weights (costs) to the edges as discussed next.
Recall that $SSN$ is the stochastic synchronous product of $SN = ((P^{SN}, T^{SN}, F^{SN}, \lambda^{SN}), m_i^{SN}, m_f^{SN})$ and a stochastic trace $STN = ((P^{TN}, T^{TN}, F^{TN}, \lambda^{TN}, W^{TN}), m_i^{TN}, m_f^{TN})$. For every synchronous move, transition $t' = (t_i, t_j)$ in $SSN$ and its corresponding edge $e'$ in $RG(N)$, the cost of $e'$ is calculated by

$$\text{Weight}(e') = 1 - e^{1 - \frac{1}{W(t')}}; \quad \forall t' = (t_i, t_j) \in T^{SSN} \mid \lambda^{SN}(t_i) = \lambda^{STN}(t_j)$$

where $W(t')$ is the firing probability of transition $t'$, and 1 otherwise ($W(e') = 1, \quad \forall t' = (t_1, t_2) \in T^{SSN} \mid t' \in T^{SN} \times \{>>\} \lor \{>\} \times T^{STN}$ (model moves or log moves, respectively)).

The cost function (Eq. 1) transforms firing probabilities into costs. We use a non-linear cost function such that each edge $e'$ in the reachability graph $RG(N)$ satisfies the following: $0 \leq \text{Weight}(e') \leq 1$. The following property (which proof is omitted due to space considerations) offers guarantees with respect to synchronous moves.

**Property 1.** The cost function (Eq. 1), $f(x) = 1 - e^{1 - \frac{1}{x}}$, satisfies the following properties for synchronous moves:

1. The cost of an edge in $RG(N)$ approaches $0^+$ as the firing probability of its transition approaches 1,
2. it approaches 1 as the firing probability of the transition approaches 0, and
3. $1 \leq f(x) \leq 0, \forall x \in (0, 1]$.

For the deterministic setting, the cost of each edge in $RG(N)$ is either 0 or 1 and thus, the deterministic setting can be seen as a special case of our setting with the firing probability of each transition set to 1. Given a stochastic synchronous product $SSN$ (Definition 2) and the cost function (Eq. 1), any shortest path algorithm (e.g., Dijkstra [7]) can be applied to find the shortest (cheapest) path from the initial to the final markings – this path corresponds to an optimal alignment between the stochastic trace and the model. To illustrate, Figure 3 presents the reachability graph of the stochastic synchronous product in Figure 2 and the shortest path.

## 4 Empirical evaluation

We evaluate $S$-$ABCC$ against a standard alignment-based conformance and a lower bound on the conformance cost [4]. We start with a description of the benchmark data sets (Section 4.1), followed
Fig. 3: The reachability graph of the stochastic synchronous product in Figure 2. The red edges mark the optimal path after applying the Dijkstra algorithm.

by an explanation of the experiment design (Section 4.2). We report on the outcome of the empirical evaluation in Section 4.3.

4.1 The datasets

We used two publicly available real-world datasets as a baseline for our experiments: BPI 2019 and BPI 2012. The BPI 2019 data set contains over 1.5 million events for purchase orders that were collected from a large international coatings and paints company in the Netherlands. The dataset consists of over 250,000 traces relating to 42 activities performed by 627 users. The BPI 2012 dataset consists of about 262,000 events and 13,000 applications for personal loans or overdraft approvals held by a Dutch financial institute.

4.2 Data preparation and experiment design

For each of the data sets, we discovered a baseline model using 15 randomly chosen traces via the Inductive Miner (IM) algorithm and the PM4PY package.

Stochastic traces were generated from traces that were not utilized for model discovery. We used 100 traces—15 for the model discovery while the remaining 85 were transformed into stochastic traces. The transformation procedure iterates over each trace, adding parallel transitions with
random activities. Both original and added transitions are assigned a firing probability. For example, if the original log contained the following record: \{CaseID : 1, EventId : e1, Activity : A\}, a possible corresponding stochastic record after adding transitions with random activities and firing probabilities is \{CaseID : 1, EventId : e1, Activity : [A : 0.4, B : 0.4, C : 0.2]\}.

We control the following parameters when preparing the stochastic traces.

- Number of parallel transitions, \(N_t\), varied between 2 and 4. Consider, for example, \(N_t = 2\), which is two parallel transitions for trace < A, B, C >. Then for each of the three events, a second parallel transition is added with an activity that is randomly chosen from the set of activities.
- Value of the firing probability assigned to the original transition in each set of parallel transitions, \(P_f\). This parameter is set to one of three values, \(P_f \in (0.55, 0.75, 0.95)\). Since the sum of firing probabilities across each set of parallel transitions equals 1, the leftover probability, \(1 - P_f\), is randomly split between the other parallel transitions.
- Portion of the uncertain traces, \(T_p\). When \(T_p = 0\), the considered trace is deterministic. We increased the parameter’s value in steps of 0.05. For each iteration in which we increased \(T_p\), we selected all the traces from the previous iteration and randomly selected 5% of each trace transitions to be transformed into parallel transitions. The selected 5% only included events without parallel transitions to ensure that when \(T_p = 1\), 100% of the trace events would have parallel transitions.

We note, in passing, that the stochastic traces that we generated resemble the stochastic output of neural networks for classifying activities in video clips or of sensors for identifying observed signals (for more information, refer to [3]).

4.3 Results

Figure 4 demonstrates the sensitivity of the suggested approach to the distribution of the firing probabilities in the sense that changing the firing probability affects the average conformance cost. Specifically, conformance cost decreases with \(P_f\) as we get closer to the deterministic setting until it hits the red ‘+’ marker in Figure 4 in which \(P_f = 1\). In fact, the suggested model accommodates the deterministic setting in the sense that when assigning \(P_f = 1\), the suggested model generates the same conformance cost as does conventional alignment-based conformance checking.

Under the suggested model, the optimal alignment carries additional conformance costs compared to its deterministic counterpart due to uncertainty. In a deterministic setting, synchronous moves do not induce a cost, which makes sense since there is only a single trace path. Under an SK setting,
synchronous moves are associated with a non-negative cost due to uncertainty on the trace path. The extra cost embodies the level of uncertainty for each possible trace realization. Looking at the phenomenon from a different perspective, we can say that not accounting for the uncertainty costs would lead to a situation in which as the level of uncertainty increases (e.g., by having more transitions in parallel), the number of possible trace realizations grows and thus we have a greater chance of finding a better conforming trace that is associated with lower conformance costs. This situation is undesirable unless we are seeking a lower bound on the conformance cost (see [4]).

Figure 5 presents the conformance cost as a function of the stochastic trace portion size for the BPI 2012 data set (results for BPI 2019 showed similar tendencies and are not included due to space considerations). Inspired by Pegoraro, Uysal, and Van Der Aalst [4], the original traces were modified prior to adding parallel transitions in one of four ways by: 1) randomly altering the activity label for 30% of the events; 2) randomly swapping 30% of the events with either their successor or predecessor where first and last events in a trace were only swapped with their successor and predecessor, respectively; 3) randomly duplicating 30% of the trace events; and 4) all of the above modifications. After applying a modification, we turn back to the general preprocessing procedure of iteratively adding parallel transitions as detailed in Section 4.2. It can be seen in Figure 5 that the conformance cost of the SK traces increases with $T_p$. On the other hand, the conformance cost of the lower bound, which does not account for probabilities, decreases with $T_p$. This occurs because higher $T_p$ values imply more possible traces and thus additional alignment opportunities while the
lower bound does not consider the realization probability of these traces. The result is that the gap, in conformance costs, between the lower bound and the suggested approach that acknowledge uncertainty increases with $T_p$.

![Fig.5: Average conformance cost as a function of $T_p$, the trace portion with parallel transitions for the four preprocessing modifications as evaluated for the BPI 2012 data set. Different types of markers denote different $P_f$ values and the lower bound; $N_t = 2$](image)

Next, we evaluated the conformance cost of traces with different lengths. For this, the traces were sorted into groups according to their length, so that group 1 contains traces with a length of 0–9, group 2 contains traces with a length of 10–29 and so on. Following this, we randomly chose three traces from each group (a total of 15 traces) and discovered a model from these traces. Each data point in Figure 6 represents the average conformance cost of all the traces that were used for
the evaluation, i.e., all the traces within a group excluding the traces that were used for the model discovery.

Figure 6 demonstrates that the conformance cost is increasing with the trace length (apart from the lower bound, for the same reasons explained earlier). The observed behavior follows from the fact that longer stochastic traces have a higher number of possible realizations, which may possibly lead to a better alignment, compared to shorter ones since the number of realizations of a stochastic trace with $T_p = 1$ and $N_t = 2$ is $2^n$ where $n$ is the length of the trace. We note that the additional cost from synchronous moves outweighs, on average, the reduced cost that may result from a better alignment.

5 Related work

Modeling uncertainty has been introduced in process mining only recently. Previous studies focused on uncertain data in the sense that some of the data are missing or incorrect and uncertainty is not quantified via any probability distribution. The common approach for dealing with such uncertainty is by preprocessing the event log either by filtering out the affected traces or by repairing existing values [8, 9, 10, 11, 12, 13].

To the best of our knowledge, uncertainty in event logs was introduced explicitly for the first time in 2020 by Pegoraro, Uysal, and Van Der Aalst [4] who introduced a new taxonomy of uncertainty on the attribute level. At this level, the values of the event attributes are not missing or incorrect
but rather appear as a set of possible values and in some cases, the likelihood of each possible value is known or could be estimated. The authors defined two types of uncertainty—namely strong uncertainty and weak uncertainty. The former relates to unknown probabilities between the possible values for the attribute while the latter assumes complete probabilistic knowledge in the form of a probability distribution. The strong uncertainty setting has been addressed in multiple works. A conformance checking technique was proposed by [5] to compute a lower bound on the conformance cost. Pegoraro, Uysal, and Van Der Aalst [6] described a discovery technique based on uncertain logs that represent an underlying process. In [14] and [15], the authors proposed an efficient way to construct behavior graphs, which are a graphical representation of precedence relationships among events, for logs with strong uncertain data. By using these graphs, one can discover models from logs through methods based on directly-follows relationships such as the inductive miner [6]. In another recent work by Bergami et al. [16], the authors suggested a technique to compute conformance cost in the setting where the discovered model is assigned probabilities while the traces in the log are deterministic. This work is the first to tackle the problem of conformance checking with SK logs.

6 Conclusion and future work

We developed a conformance checking model for a stochastically known trace in which the probability distribution functions are given. Such a setting may characterize situations in which data logs originate from sensors or probabilistic models. Differently from other conformance checking models, ours explicitly considers the probability values and at the same time accommodates standard (deterministic) alignment-based conformance checking.

When constructing the $S$-$ABCC$, in favor of model development, we defined a stochastic trace model and a stochastic synchronous product. Using the stochastic synchronous product and its set of reachable markings, we constructed the corresponding reachability graph. By formulating a bounded non-linear cost function that takes the firing probability as an input, we assigned costs to the edges of the reachability graph that correspond to the stochastic synchronous product. In a final step, we searched over the graph for the shortest (cheapest) path, which represents an optimal alignment where the cost is the conformance cost. Via structured experiments with two well-known benchmarks, we analyzed the characteristics of $S$-$ABCC$ and compared it to the deterministic alignment-based conformance checking approach and to a lower bound on the conformance cost. On average, the conformance cost of the stochastically known traces converges to their deterministic
counterparts as the firing probabilities approach 1. As expected, lower values of firing probability that imply higher uncertainty correspond to higher conformance costs for the same traces. This phenomenon is confirmed when the uncertainty increases due to larger uncertain trace portions. Finally, we observed that conformance costs tend to be higher for longer stochastic traces compared to shorter ones. This occurs because, in general, longer traces may include more synchronous moves that have non-negative costs in the stochastic settings.

This work opens up several interesting future research directions. The first is to use the suggested conformance checking approach to restore the most likely realization from SK traces. Possible applications may include improving the accuracy of machine learning classifiers and cleaning errors in datasets. Another direction is to find both upper and lower bounds on conformance cost. Finally, it is worth exploring how different cost functions and search algorithms may affect the performance of S-ABCC.

References

[1] Klaus Schwab. *The fourth industrial revolution*. Currency, 2017.

[2] Fadime Sener and Angela Yao. “Unsupervised learning and segmentation of complex activities from video”. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. 2018, pp. 8368–8376.

[3] Izack Cohen and Avigdor Gal. “Uncertain Process Data with Probabilistic Knowledge: Problem Characterization and Challenges”. In: Proceedings of the International Workshop Problems21, co-located with the 19th International Conference on Business Process Management BPM 2021, Italy, published in CEUR Workshop Proceedings 2938 (2021), pp. 51–56.

[4] Marco Pegoraro, Merih Seran Uysal, and Wil Van Der Aalst. “Conformance Checking over Uncertain Event Data”. In: ArXiv Preprint ArXiv:2009.14452 (2020).

[5] Marco Pegoraro and Wil van der Aalst. “Mining uncertain event data in process mining”. In: 2019 International Conference on Process Mining (ICPM). IEEE. 2019, pp. 89–96.

[6] Marco Pegoraro, Merih Seran Uysal, and Wil Van Der Aalst. “Discovering process models from uncertain event data”. In: International Conference on Business Process Management. Springer. 2019, pp. 238–249.

[7] Josep Carmona, Boudewijn van Dongen, Andreas Solti, and Matthias Weidlich. *Conformance Checking: Relating Processes and Models*. Springer, 2018.
[8] Suriadi, Robert Andrews, Arthur HM Ter Hofstede, and Moe Thandar Wynn. “Event log imperfection patterns for process mining: Towards a systematic approach to cleaning event logs”. In: *Information Systems* 64 (2017), pp. 132–150.

[9] Jianmin Wang, Shaoxu Song, Xuemin Lin, Xiaochen Zhu, and Jian Pei. “Cleaning structured event logs: A graph repair approach”. In: *2015 IEEE 31st International Conference on Data Engineering*. IEEE. 2015, pp. 30–41.

[10] Raffaele Conforti, Marcello La Rosa, and Arthur HM ter Hofstede. “Filtering out infrequent behavior from business process event logs”. In: *IEEE Transactions on Knowledge and Data Engineering* 29.2 (2016), pp. 300–314.

[11] Mohammadreza Fani Sani, Sebastiaan J van Zelst, and Wil Van Der Aalst. “Improving process discovery results by filtering outliers using conditional behavioural probabilities”. In: *International Conference on Business Process Management*. Springer. 2017, pp. 216–229.

[12] Sebastiaan J van Zelst, Mohammadreza Fani Sani, Alireza Ostovar, Raffaele Conforti, and Marcello La Rosa. “Filtering spurious events from event streams of business processes”. In: *International Conference on Advanced Information Systems Engineering*. Springer. 2018, pp. 35–52.

[13] Raffaele Conforti, Marcello La Rosa, and Arthur HM ter Hofstede. “Timestamp repair for business process event logs”. In: Preprint available at https://minerva-access.unimelb.edu.au/handle/11343/209011 (2018).

[14] Marco Pegoraro, Merih Seran Uysal, and Wil Van Der Aalst. “Efficient construction of behavior graphs for uncertain event data”. In: *International Conference on Business Information Systems*. Springer. 2020, pp. 76–88.

[15] Marco Pegoraro, Merih Seran Uysal, and Wil Van Der Aalst. “Efficient Time and Space Representation of Uncertain Event Data”. In: *Algorithms* 13.11 (2020), p. 285.

[16] Giacomo Bergami, Fabrizio Maria Maggi, Marco Montali, and Rafael Peñaloza. “A Tool for Computing Probabilistic Trace Alignments”. In: *International Conference on Advanced Information Systems Engineering*. Springer. 2021, pp. 118–126.