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ABSTRACT

In traditional IP-based publish/subscribe middlewares, a detour to overlay network is demanded to match events with defined filters, which introduces more latency overhead for delivering events from publishers to subscribers. The emerging Software Defined Networking (SDN) creates boundless possibilities to improve the efficiency of event delivery because of its centralized control and customized programmability. In this paper, we propose a topic-oriented bucket-based fast multicast routing to improve the efficiency of delivering events in SDN-like publish/subscribe middlewares. First, we design an SDN-like publish/subscribe middleware hierarchical architecture with an implementation framework in SDN controller to deliver events. Topic encoding, topic prefix matching, and the subscription coverage relationships between topics are considered to reduce the number of flow entries and improve the matching abilities of SDN switches. Then, a topic-oriented multicast tree construction algorithm is proposed to build publish/subscribe overlay networks with the minimal total link delay of event transmission and minimal switches in SDN controllers to deliver events fast. A topic-oriented bucket-based multicast forwarding algorithm is designed to achieve efficient multicast forwarding in SDN switches. Finally, experiments are conducted to verify that our construction algorithm has the minimal total delay of event transmission and our bucket-based multicast forwarding algorithm is effective.
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I. INTRODUCTION

In Internet of Things (IoT) scenarios, the publish/subscribe (pub/sub) paradigm is commonly exploited to establish the communication infrastructure for multiple clients to access tremendous real-time sensor data [1]–[5]. Software Defined Networking (SDN) [6]–[11] is used to solve the difficult problem of Quality of Service (QoS) guarantees of delivering events from publishers to subscribers in IoT. For traditional IP-based pub/sub middlewares [12], [13], event matching with defined filters takes more latency owing to a detour to broker network. However, event matching and forwarding can become more efficient in SDN-based pub/sub middlewares [14], [15] because these processes can be executed directly and fast on SDN-enabled switches via OpenFlow specifications [16] and OF-Config protocol [17].

In SDN, the control layer of the network is decoupled from the forwarding layer. The centralized control function of SDN controller makes it convenient to acquire the global network information (i.e., the whole network topology), which can be adopted to calculate event routing, deploy global security strategies, and make global QoS decisions. We can also take full advantage of the programmability of SDN to encode event priorities, topics, and security strategies into the flow tables of SDN switches to achieve personalized QoS guarantees. In our previous works of [18], [19], topic priorities and authorization strategies are encoded into flow tables to provide differentiated IoT services and cross-layer access control for clients, respectively in our SDN-like [20] pub/sub middleware [21]. Therefore, SDN can be used to simplify
the design and management of networks and enhance their flexibility and scalability. In this paper, we focus on designing an efficient fast multicast routing to improve the efficiency of event delivery in pub/sub middlewares over SDN networks.

One huge challenge in SDN-like pub/sub middlewares is how to minimize the cost of event transmission from publishers to subscribers for delivering events efficiently. Every event should be transmitted only once along each related link, which is a multiple source multicast communication. Pub/sub overlay networks, usually topic-oriented multicast trees need to be constructed to cover all publishers and subscribers in SDN controllers. There are three common methods to construct multicast trees for SDN-like pub/sub routing.

A. SHORTEST PATH TREE (SPT)
The SPT algorithm [22] can minimize the cost of each (publisher, subscriber) pair. However, it can only guarantee that the local cost is optimal and cannot guarantee that the global cost is optimal for all (publisher, subscriber) pairs. Moreover, this algorithm also restricts the reuse of common paths between multicast trees. When every new advertisement or subscription arrives, new paths or multicast trees are added for related pub/sub nodes, increasing the overhead of dynamic routing computations.

B. MINIMUM SPANNING TREE (MST)
The MST algorithm [23] can be used to construct a single spanning tree across all subscribers and publishers. The forwarding times of events decrease obviously because all pub/sub paths are generated in one tree. However, the critical links can be overloaded, and the delay may increase due to a few edge selections for new paths.

C. STEINER TREE
The Steiner tree [24] can minimize the total link cost of event transmission in network. It has a smaller total cost than the MST because it allows nodes that are not publishers or subscribers (extra nodes) to join the pub/sub transmission network. The Steiner tree problem is NP-hard [25]. In this paper, we improve the classic heuristic KMB algorithm [26] to get an approximate solution, which has a lower time complexity and a higher approximation rate.

Therefore, we can use the Steiner tree to construct topic-oriented pub/sub overlay with the minimal total link delay of event delivery, forming a fast multicast routing. Moreover, we improve the shortest path in the KMB algorithm to choose the paths with fewer extra nodes (switches) between the shortest path and second shortest path to reduce the number of flow entries in SDN switches, further enhancing the matching efficiency of flow tables in SDN-like pub/sub middlewares. The work of [27] proposed a minimum topic-connected overlay (Min-TCO) to minimize the number of links without considering weighted links. The work of [28] proved the feasibility of the Steiner tree routing for pub/sub networks by using the KMB algorithm directly to minimize the total delay of event delivery. However, we improve the algorithm by modifying the shortest path in it to minimize not only the delay but also the number of extra nodes, achieving fast event delivery and reducing the number of flow entries.

Another huge challenge in SDN-like pub/sub middlewares is how to implement an efficient topic-oriented multicast forwarding in SDN switches based on pub/sub overlay. Many pub/sub middlewares adopted IP multicast addresses [18], [19], [29] to realize network level multicast. However, IP multicast does not have good scalability for large groups, and it takes more latency for event matching due to a detour routing to brokers. The works of [30] and [27] described application level multicast for event notification services. However, event delivery at the application level is less efficient than at the network level [31].

In SDN, events are matched and forwarded directly, fast and controllably in SDN switches with OpenFlow, which supports the installation and modification of flow tables in SDN switches to reduce the delay of event delivery. A common way to realize multicast is writing multiple actions into the same action set for a matching flow entry, but it is not convenient for group management because no group concept is used. In order to address this issue, we propose a new way that uses the action buckets of group tables in OpenFlow to achieve efficient topic-oriented bucket-based multicast forwarding in SDN switches, improving the efficiency of event forwarding and facilitating group management.

Topic design is also an important issue in topic-oriented SDN-like pub/sub middlewares. In our work, topics are organized into a Lightweight Directory Access Protocol (LDAP) topic tree with the Huffman coding to prevent topic explosion. Topic prefix matching based on the parent-child relationships between topics is presented to enhance the matching efficiency of topic events. In order to map multiple 64-bit topics to 32-bit group IDs, the subscription coverage relationships between topics are considered to merge flow entries in SDN switches, further reducing the number of flow entries and improving the matching efficiency of flow tables.

In this paper, we propose a topic-oriented bucket-based fast multicast routing in SDN-like pub/sub middlewares, aiming at improving the efficiency of delivering events between the publishers and subscribers of messages in IoT.

The major contributions of this paper are as follows:

1. We propose an SDN-like pub/sub middleware hierarchical architecture and an implementation framework in SDN controller with topics encoded into the flow entries of SDN switches for directly and fast matching to deliver events efficiently in IoT scenarios.

2. A topic representation method is presented with an efficient topic encoding to present topic explosion. Topic prefix matching is designed to improve the matching efficiency of flow tables in SDN switches, and the subscription coverage relationships between topics are considered to merge flow entries in SDN switches to map multiple topics to limited group IDs, further reducing the number of flow entries and improving the matching abilities of SDN switches.
(3) We propose a topic-oriented bucket-based fast multicast routing algorithm to improve the efficiency of delivering events between publishers and subscribers in SDN-like pub/sub middlewares. On one hand, a topic-oriented Steiner tree multicast routing algorithm with improved shortest path algorithm is designed to construct pub/sub overlay networks about multiple topics in SDN controllers, which can minimize the total link delay of event transmission and have minimal switches for multiple event streams, realizing a real-time fast multicast routing to improve the efficiency of event delivery, and reducing the number of flow entries to save the storage space of flow tables in SDN switches. On the other hand, a topic-oriented bucket-based multicast forwarding algorithm with OpenFlow is also designed to improve the efficiency of event forwarding in SDN switches. The forwarding algorithm considers the subscription coverage relationships between topics to merge the flow entries of SDN switches, further reducing the number of flow entries and improving the matching efficiency of SDN switches. These two algorithms and the SDN-like design together compose our topic-oriented bucket-based fast multicast routing in SDN-like pub/sub middlewares.

(4) Experiments are conducted to verify our topic-oriented Steiner tree multicast routing algorithm by comparisons with the MST and SPT algorithms. We also perform some experiments to validate our topic-oriented bucket-based multicast forwarding algorithm by a contrast of group and no group. Experimental results show that our algorithms are effective.

The remainder of this paper is organized as follows. Section II introduces the related work. Section III proposes the system design of SDN-like pub/sub middlewares. Section IV presents the topic-oriented Steiner tree multicast routing algorithm. Section V proposes our topic-oriented bucket-based multicast forwarding algorithm. Section VI presents experimental evaluations. Finally, we conclude this paper with an outlook on future research in Section VII.

II. RELATED WORK
There are many significant works for pub/sub middlewares. They are separated into several types based on different subscription schemes. For instance, VCube-PS [32], PICADOR [33], and Poldercast [34] are popular topic-oriented pub/sub middlewares. PhSIH [35] and PADRES [36] are famous content-oriented pub/sub middlewares. Flexpath [37] is a classic typed-oriented pub/sub middlewares. The topic-oriented pub/sub middlewares cost less runtime overhead and are easy to develop, which are very appropriate for IoT services. However, these middlewares are built on overlay networks, underlying switches are difficult to control by publishers/subscribers and a detour to overlay network is needed for routing, therefore, the routing of delivering events is not efficient enough.

With the development of IoT, open source commercially supported Message-Oriented Middlewares (MOMs) are becoming more and more popular. The famous pub/sub bus RabbitMQ [38] is an open source widely deployed message broker, which is an implementation of the Advanced Message Queuing Protocol (AMQP). It is featured by reliability, high availability, clustering, and fault tolerance. RabbitMQ has a powerful routing function, supporting multiple exchange categories such as direct exchange, topic exchange, and fanout exchange. Many studies have verified its good performance. The work of [39] indicates that RabbitMQ is more stable than the Representational State Transfer (REST) API approach under substantial concurrent client requests about microservices. The work of [40] shows that RabbitMQ has a better throughput than Kafka [41]. However, RabbitMQ has distributed consistency issues. Redis (Remote Dictionary Service) [42] is an open source memory-based storage middleware, which is very suitable for frequent search scenarios and often adopted as message broker, database and cache. It can be used to build middleware cluster to improve the scalability of IoT middleware [43]. However, Redis does not have automatic fault tolerance and recovery functions.

In recent years, SDN are increasingly popular due to its customized programmability and flexibility. However, there are few works about SDN-like pub/sub middlewares. PLEROMA [44] is an SDN-oriented pub/sub middleware, which adopts the Ternary Content Addressable Memory (TCAM) of switches to implement the line-rate forwarding of events. However, the storage space of TCAM is scarce and the cost is very expensive. In the work of [45], authors proposed a data-centric SDN-based pub/sub middleware POSEIDON by proactive overlay to improve the capabilities of data delivery. A load balancing algorithm was presented in [46] to realize the minimal forwarding cost for topic overlay network in SDN-based pub/sub systems.

The routing problems of pub/sub middlewares contain routing selection and event forwarding. Routing selection means constructing a multicast tree for pub/sub networks to find paths from publishers to subscribers. LIPSIN [47] proposed a line speed pub/sub network which adopted the SPT [48] and Bloomed link identifiers to realize energy efficient forwarding. For each publisher, there is a SPT for multicast; For all publishers, there are multiple per-source SPTs. However, the SPT algorithm cannot acquire the whole optimal cost. PADRES [36] introduced the MST multicast routing to forward content-based events. A single spanning tree is created to reduce forwarding times. However, the key links may be overloaded and the construction delay of new paths may increase [49]. To overcome these shortcomings, the famous SDN-based middleware PLEROMA [44] presented the method of multiple spanning trees. For new advertisements, the middleware renews spanning trees and decides trees to which a publisher can forward messages for link load balancing. Moreover, for new subscriptions, it only uses edges associated with subscribers and publishers to reduce path length, saving the delay of event delivery. However, the total cost for event transmission is not optimal.

The Steiner tree can minimize the total cost of event transmission. There are two kinds of algorithms to construct the Steiner multicast tree. The first kind of algorithms is
to find the optimal solution. Hakimi proposed the spanning tree enumeration algorithm in [50], but it has a very high time complexity $O(2^{V-|S|})$, where $V$ is the vertex set of network graph, $S$ is the set of publishers and subscribers. Aho et al. presented a dynamic programming algorithm [51] with a high space complexity $O(|S| \times 8^{|S|})$. The second kind of algorithms is to get approximate solutions. The basic principle is to reduce the complexity by sacrificing accuracy. Takashami and Matsuyama proposed the nearest participant principle to reduce the complexity by sacrificing accuracy.

In this paper, we consider the pub/sub routing problem comprehensively. Namely, the topic-oriented Steiner multicast tree construction for fast routing and the topic-oriented bucket-based multicast for efficient event forwarding are considered together to implement a topic-oriented bucket-based fast multicast routing in SDN-like pub/sub middlewares.

III. SYSTEM DESIGN

In IoT environments, pub/sub middleware is required to construct an IoT communication infrastructure aimed at seamlessly interconnecting heterogeneous networks with IoT applications. With the popularity of SDN, how to design the next generation pub/sub middleware becomes an urgent problem. In this section, we propose an SDN-like pub/sub middleware architecture with an implementation framework in SDN controller to design our SDN-like pub/sub middleware, and discuss topic design including topic encoding and matching in our topic-oriented SDN-like pub/sub middlewares.

A. SDN-LIKE PUBLISH/SUBSCRIBE MIDDLEWARE ARCHITECTURE

We propose an SDN-like pub/sub middleware architecture, as illustrated in Fig. 1. The SDN network is separated into several clusters (brokers, partitions, domains or nodes). Each cluster is a relatively independent network area, which is composed of a local controller, several SDN-enabled switches, and clients (publishers or subscribers). Neighbour clusters are interconnected by a pair of border switches. Therefore, the topology is a hierarchical structure, which is very suitable for deploying distributed large-scale IoT services. One layer is intra-cluster topology, the other layer is inter-cluster topology. In this paper, we adopt the topic-oriented pub/sub interaction model [57]. An event (message) is identified by a topic exclusively, consisting of a topic name and a (attribute, value) pair. All topics constitute a topic tree.

![FIGURE 1. Our SDN-like publish/subscribe middleware architecture.](image-url)
Our SDN-like pub/sub middleware is composed of four layers, as illustrated in Fig. 1.

(1) **Global Management Layer:** The global management layer only includes one global administrator, which is used to manage all SDN controllers. It runs on a server to build topic trees for events, the whole network topology, security strategies and QoS guarantee mechanisms.

(2) **Control Layer:** This layer is composed of SDN controllers. Its main function is to run the SDN-like pub/sub middleware. Each SDN controller manages the cluster in its domain, maintains link states, computes routings for event flows according to subscriptions, advertisements and the network topology and installs flow forwarding rules into SDN-enabled switches.

(3) **Data Layer:** The data layer contains SDN-enabled switches, which forward event flows in line with the flow matching rules installed in their flow tables. The matching rules for flow entries can be encoded into MAC addresses, IP addresses or VLAN tags [16] to match against the packet header fields of events, such as IPv4 or IPv6 addresses.

In this paper, we encode event types, priorities, security policies and topics into IPv6 multicast addresses as the matching fields of event flows, as illustrated in Fig. 2. Topics are encoded as 64-bit binary strings of IPv6 destination addresses. If the matching fields of flow entries can match with the IP multicast address of topic events, the events will be forwarded to the specific output ports of switches; otherwise, they will be dropped.

(4) **Access Layer:** This layer consists of clients, that is to say, subscribers or publishers. The main function is to offer the local access interfaces for handling events, i.e., the interfaces to publish or receive events.

In traditional pub/sub middlewares [13], [35], clients are divided into publishers and subscribers. In our SDN-like pub/sub middleware, publishers are further decoupled into producers and advertisers; subscribers are further decoupled into consumers and interest managers. Advertisers and interest managers are responsible for advertisements and subscriptions (control plane), respectively. Producers and consumers are responsible for the productions and consumptions (data plane) of publications, respectively. This decoupling of the control and data planes in clients can provide more powerful functionality for pub/sub middlewares [20], i.e., we can configure dedicated access control mechanisms or security policies for publishers and subscribers.

**B. SDN-LIKE PUBLISH/SUBSCRIBE IMPLEMENTATION FRAMEWORK**

In this section, we propose our SDN-like pub/sub implementation framework with Ryu controller [58] based on the architecture presented in Section III-A, as shown in Algorithm 1. A complete publish/subscribe process is as follows:

**Step 1: Topology discovery.** SDN controllers capture switches, hosts and links in their network autonomous domains by the Link Layer Discovery Protocol (LLDP). The switch ID, port number, and the connection relationships of switches are collected by SDN controllers. Then they exchange network topology information with each other and upload the information to the administrator of systems. In this way, SDN controllers can get the global network topology and know the whole network status information.

During this process, we should create network topology and start SDN controllers first. There are three important events, as shown in lines 2–8 of Algorithm 1. (1) **SwitchFeatures events.** A table-miss flow entry should be installed on switches by SDN controllers when events come to switches for the first time. (2) **StateChange events.** The states of switches have changed. It means that switches join or leave the network, and they should register with or logout SDN controllers. (3) **SwitchEnter events.** Switches enter the network. SDN controllers discover (capture) switches, links and connected ports in their autonomous domains, the local network topology is obtained.

**Step 2: PacketIn event processing.** After topology discovery, packets enter the network and are processed, as shown...
Algorithm 1 SDN-Like Pub/Sub Implementation Framework

**Input:** Network topology, SDN controller Ryu, Publishers, Subscribers

**Output:** SDN controller adds group tables and flow tables to SDN switches, event flows are forwarded from Publishers to Subscribers

1. Initialize Create network topology, start SDN controller Ryu
2. @set_ev_cls( ofp_event.EventOFPStateChange, [MAIN_DISPATCHER, DEAD_DISPATCHER])
3. function switch_features_handler(event)
4. add_flow( datapath, 0, match, output to controller)
5. @set_ev_cls( ofp_event.EventOFPSwitchFeatures, CONFIG_DISPATCHER)
6. state_change_handler(event)
7. packet_in_handler(event)
8. get_topology_data(event)
9. @set_ev_cls( ofp_event.EventOFPPacketIn, MAIN_DISPATCHER)
10. function packet_in_handler(event)
11. Get IPv6, Ethernet packets by event (message) parsing
12. Calculate message type, ip by packet parsing
13. if message type is Advertisement then
14. function advertisement_handler(event)
15. Add publisher nodes to topology
16. if find subscription matching event topic then
17. find_path (publishers, topic, type)
18. add path about new advertisement to paths
19. else if message type is Subscription then
20. function subscription_handler(event)
21. Add subscriber nodes to topology
22. if find advertisement matching event topic then
23. find_path (subscribers, topic, type)
24. add path about new subscription to paths
25. else if message type is Publication then
26. publication_handler(event) ▷ Not run forever
27. if len (paths) > 0 then ▷ Bucket multicast along paths
28. Bucket_based_multicast (paths, topic)

in lines 9–28. First, events are parsed into IPv6 packets, message type can be acquired by packet parsing. Then, events are processed according to their message types. When the message type is Advertisement or Subscription, pub/sub paths about the same topic is computed from publishers to subscribers by SDN controllers (Step 3). When the message type is Publication, events are delivered from publishers to subscribers (Step 5). At last, flow tables and group tables are installed on switches for event forwarding according to the paths (Step 4).

Step 3: Routing computation. After acquiring the network topology, we can use it to compute paths from publishers to subscribers. The commonly used routing algorithms are Flooding, IP multicast, the Shortest Path First (SPF) and the Minimum Spanning Tree (MST). When SDN controllers receive an advertisement message which announces a publisher will publish specific events to SDN-like pub/sub systems, they compute the related paths from the publisher to all subscribers who express their interests in the events beforehand in lines 13–18. Similarly, when SDN controllers receive a subscription message which announces a subscriber is interested in specific events, paths are computed from the subscriber to all publishers who can publish the events in lines 19–24. The key issue is how to compute efficient event transmission paths between publishers and subscribers by function find_path in lines 17 and 23, which will be discussed in detail in Section IV.

Step 4: Flow table installation. For each switch on forwarding paths, flow forwarding rules should be installed on it to decide the output ports of the switch for event forwarding. We propose a topic-oriented bucket-based multicast algorithm, which use topic-oriented action buckets to install group tables and flow tables into switches by SDN controllers in lines 27–28, as described in Section V.

Step 5: Publication and subscription. Publishers publish events, subscribers receive the events if they subscribe to them in advance. Switches are responsible for event forwarding by installed flow tables. SDN controllers will do nothing in this process in lines 25–26. All publication code will not run, because the code cannot reach SDN controllers, events are handled by switches directly. SDN controllers are only responsible for control and SDN switches become simple packet forwarding devices, which simplifies network design and management. This also reflects the idea of separation between the control and forwarding planes in SDN.

C. TOPIC DESIGN

In topic-oriented SDN-like pub/sub middlewares, one hard issue is how to organize topics into a topic tree with optimized topic encoding to prevent topic explosion, the other is how to match topic events against the flow tables of SDN switches efficiently. In order to solve these issues. We discuss the equal length coding and Huffman coding by the parent-child relationships between topics, and design an efficient topic prefix matching method based on the subscription coverage relationships between them.

In our topic-oriented SDN-like pub/sub middleware, events are identified uniquely by topics. Topics are represented as a Lightweight Directory Access Protocol (LDAP) topic tree. Parent-child relationship exists between topics in the adjacent layers of topic tree. If a parent topic is subscribed, all child topics are subscribed by default, which is called subscription coverage. We can use this subscription coverage relationships between topics to merge flow entries in SDN.
switches, reducing the number of flow entries and enhancing the matching efficiency of flow tables.

1) TOPIC ENCODING
In order to prevent topic explosion, a topic encoding method is needed to embed topic into the header of event by publishers. One way is the equal length coding, another way is the Huffman coding, as illustrated in Fig. 2. Event type, priority, security policy and topic are embedded into IPv6 multicast addresses. Topics are represented as 64-bit binary strings, which can be used to match the flow entries of SDN switches for event forwarding directly. For example, if we use the equal length coding, the topic code of Apple is 000001, and the IPv6 code will be ff0e:5000:0230:2000:: for publication events with high priority and policy code 00000000000000000000000000000001. If we use the Huffman coding, the topic code of Apple is 0001, and the IPv6 code will be ff0e:5000:0230:8000:: as illustrated in Fig. 2(b) to encode topic.

We propose our topic encoding algorithm executed in the topic code fields of event headers by publishers, as illustrated in Algorithm 2. First, we compute the Huffman coding of topic tree in line 1. Then, topic path is calculated by traversing the topic tree in level order in line 2. In the for loop of line 3–4, topic code is computed by joining the coding of each node in the topic path. At last, we get the IPv6 code of the topic by connecting the topic code with other fields in line 5.

2) TOPIC MATCHING
In our SDN-like pub/sub middleware, event topics are encoded into event headers and used to match the flow entries of SDN switches, solving the problem of routing selection in the data link layer directly. The more bits the topic matches, the better the matching accuracy will be, but the flow table size will be larger and the matching speed will be slower, and vice versa. Therefore, it is necessary to strike a balance between matching accuracy and speed, i.e., we can use all topic bits to match flow entries, but a new flow entry should be added for each topic. The matching accuracy is best, but the flow table size will be very large with a lower matching speed. However, the storage space in SDN switches is very limited, exact topic matching with all bits is unrealistic in practise. According to the subscription coverage relationships between topics, we can use mask to define the bits of topic matching like the prefix match for IP addresses, called as topic prefix matching.

The algorithm of topic matching is proposed in Algorithm 3. First, topic publication event is parsed into IPv6 multicast address and topic code in lines 1–2. The mask of topic matching field is defined by SDN controller in line 3. In this paper, the mask is set to a 32-bit string ff:ff:ff:ff. The filed of topic matching in the flow entries of SDN switch is a bitwise AND operation of topic code and the mask in line 4. In this way, topics with subscription coverage relationships have the same topic matching filed, namely, the 32-bit prefix of topic codes, which can be mapped into the same group ID for multicast directly, reducing the number of groups and saving the space of group tables and flow tables.

IV. TOPIC-ORIENTED STEINER TREE MULTICAST ROUTING
In the SDN-like pub/sub implementation framework Algorithm 1, when the message type is advertisement or subscription, paths from publishers to subscribers should be found by SDN controllers, which is called routing (path) selection realized by function find_path in lines 17 and 23 of Algorithm 1. Routing problems include routing selection and event forwarding. In this section, we focus on routing selection, namely, how to select optimal paths from publishers to subscribers to deliver events efficiently in topic-oriented SDN-like pub/sub middlewares. This problem is also called as the construction of pub/sub overlay network.

The work of [27] proposed a minimum topic-connected overlay to trade off the scalability and forwarding overhead. The work of [19] presented a policy-driven pub/sub topology construction about many topics via bypassing the unauthorized nodes. In this paper, we focus on constructing the topic-oriented pub/sub overlay with the minimum cost of event transmission and the minimal extra nodes to reduce the overhead of flow entries in SDN switches, as shown below:
1) In order to transmit events fast and efficiently in SDN-like pub/sub middlewares, the total cost of event transmission should be minimized, the cost can be link delay, bandwidth and switch hops. Many IoT services are delay-sensitive, so we choose delay as the weight (cost) of each edge in pub/sub networks. Our goal is to find several minimum cost multicast trees covering all nodes of publishers and subscribers.

2) Many event streams can cross the same extra node, namely, non-publisher and non-subscriber node. Extra nodes and publisher/subscriber nodes consist of topic-oriented overlay topology. Our goal is to minimize extra nodes for multiple and publisher/subscriber nodes consist of topic-oriented over-

A. PROBLEM STATEMENT

We use an undirected weighted connected graph $G = (V, E)$ to describe the SDN-like pub/sub network, where $V = \{v_i|1 \leq i \leq n\}$ is the node set, $E = \{e_j|1 \leq j \leq m\}$ is the edge set with a link cost $c_j$ about $e_j$. If $W = \{w_t|1 \leq t \leq p\}$ is used to denote the event stream set about $p$ topics subscribed by several nodes in $G$, $M_t = (S_t, D_t, w_t)$ can represent the multicast from the node set of publishers $S_t$ to the node set of subscribers $D_t$ about event stream $w_t$ with a multicast cost $\text{cost}(M_t)$.

Definition 1 (MCMN-TC-SDN): The problem of publish/subscribe Topology Construction about multiple topics to Minimize the total Cost of event transmission and Minimize extra Nodes in Topic-oriented SDN-like publish/subscribe middlewares is called as MCMN-TC-SDN, which is defined as follows:

Given an SDN network $G(V, E)$ with multicast set $M = \{M_t|1 \leq t \leq p\} = \{(S_t, D_t, w_t)|1 \leq t \leq p\}$ from publisher set $S_t$ to subscriber set $D_t$ about event stream $w_t$ for $p$ topics. The goal of MCMN-TC-SDN is to find several sub-graphs $G_t = (V_t, E_t), V_t = \{v_i|1 \leq i \leq n_t\}, E_t = \{e_j|1 \leq j \leq m_t, 1 \leq t \leq p\}$ with link cost $c_{j_t}$ about to connect all publishers and subscribers, and each multicast $M_t$ should satisfy the following formulas:

\[
\text{minimize}(\bigcup_{t=1}^{p}(V_t - S_t - D_t)) \quad (1)
\]

\[
\text{minimize}\sum_{t=1}^{p}\text{cost}(G_t)/\text{cost}(G_t) = \sum_{j=1}^{m_t} c_{j_t} \quad (2)
\]

The goal of MCMN-TC-SDN is to connect all publishers and subscribers with the minimal total cost of event transmission and the minimal extra nodes for all multicast streams in SDN-like topic-oriented publish/subscribe middlewares.

Theorem 1: The problem of MCMN-TC-SDN is NP-hard.

Proof: In formula (1), our goal is to minimize the total extra nodes except publisher/subscriber nodes. If we remove this goal, the problem of MCMN-TC-SDN will be the classic Steiner tree problem [24] in the case of considering only formula (2). Therefore, our goal of MCMN-TC-SDN can be viewed as a special case of the Steiner tree. The Steiner tree problem is NP-hard [25], so the problem of MCMN-TC-SDN is also NP-hard.

In graph theory, the Steiner tree [24] is a minimum cost tree, which can minimize the consumption of network resources. The Steiner tree can contain some Steiner (extra) nodes, so the minimum cost can be better than the MST and SPT, as illustrated in Fig. 3. Fig. 3(a) is the network graph $G$. The weights of edges are randomly generated, ranging from (0, 100). Node $F$ is a publisher, nodes $A$, $C$ and $E$ are subscribers. Fig. 3(b) is a SPT with a total cost 161. Fig. 3(c) is a MST with a total cost 166. Fig. 3(d) is a Steiner tree with a total cost 134. The terminal nodes are $F$, $A$, $C$ and $E$, namely, publishers and subscribers. The Steiner node is $D$, namely, non-terminal nodes. Obviously, compared with the SPT and MST, the Steiner tree has a minimum cost.

B. SOLVING MCMN-TC-SDN

For each multicast stream $M_t = (S_t, D_t, w_t)$ about topic $t$ in SDN network $G(V, E)$, we first calculate the shortest paths and the second shortest paths between $S_t$ and $D_t$ ($S_t \subseteq V, D_t \subseteq V$), then we choose the path which has the smaller number of extra nodes as the path from each source node $s$ ($s \in S_t$) to each destination node $d$ ($d \in D_t$) to save the space of flow tables in SDN switches, as shown in the improved shortest path Algorithm 4.

In Algorithm 4, $\text{dis}[d][0]$ is the shortest path from node $s$ to node $d$, $\text{dis}[d][1]$ is the second shortest path from $s$ to $d$, $\text{Dis}[s][d]$ is the selected path cost from $s$ to $d$. In lines 6–9, we get the current shortest or second shortest paths, then mark the optimal node and add connected edges to update paths in lines 10–16. At last, the paths $[\text{Dis}[s][d]|s \in S, d \in D]$ which have a smaller number of extra nodes (switches) are selected as the cost paths to reduce the number of flow entries in SDN switches in lines 17–21.
Algorithm 4 ImprovedDijkstra\((G, S, D)\) From \(S\) to \(D\)

**Input**: \(G = (V, E)\) with edge costs \(\{\text{cost}[v_j][v_j], v_j\in V\}\)

multicast stream \(M = (S, D, w), S \subseteq V, D \subseteq V\)

**Output**: The improved shortest paths \(\{\text{Dis}[s][d]\}|s \in S, d \in D\)

1. **Initialize** \(G, \{\text{cost}[v_j][v_j], v_j\in V\}\)
2. for \(s \in S\) do
3. \(\text{dis}[s][0] \leftarrow 0\)
4. for \(i = 1 \rightarrow 2 * |V|\) do
5. \(\text{min} \leftarrow \infty\)
6. for \(v \in V\) do
7. for \(t = 0 \rightarrow 1\) do
8. if \(\text{visit}[v][t]\) is false and \(\text{dis}[v][t] < \text{min}\) then
9. \(\text{min} \leftarrow \text{dis}[v][t], \text{vmin} \leftarrow v, k \leftarrow t\)
10. for each edge connected to \(v\) do
11. \(\text{newDis} \leftarrow \text{dis}[\text{vmin}][k] + \text{cost}[\text{vmin}][v]\)
12. if \(\text{newDis} < \text{dis}[v][0]\) then
13. \(\text{dis}[v][1] \leftarrow \text{dis}[v][0], \text{dis}[v][0] \leftarrow \text{newDis}\)
14. else if \(\text{newDis} < \text{dis}[v][1]\) then
15. \(\text{dis}[v][1] \leftarrow \text{newDis}\)
16. for \(d \in D\) do
17. if the node number in the path of \(\text{dis}[d][0]\) > the node number in the path of \(\text{dis}[d][1]\) then
18. \(\text{dis}[d][0] \leftarrow \text{dis}[d][1]\)
19. \(\text{Dis}[s][d] \leftarrow \text{dis}[d][0]\)
20. return The improved shortest paths \(\{\text{Dis}[s][d]\}|s \in S, d \in D\)

Algorithm 5 Topic-Oriented Steiner Tree Multicast Routing

**Input**: \(G = (V, E)\) with edge costs \(\{\text{cost}[v_j][v_j], v_j\in V\}\)

multicast stream \(\{M_t = (S_t, D_t, w_t)|1 \leq t \leq p, S_t \subseteq V, D_t \subseteq V\}\)

**Output**: A multicast forest \(F\) consisting of several Steiner trees

1. **Initialize** \(S \leftarrow \bigcup_{i=1}^{p} S_i, D \leftarrow \bigcup_{i=1}^{p} D_i, \{\text{cost}[v_i][v_j]\}\)
2. \(\{\text{Dis}[s][d]\}|s \in S, d \in D\) \(\leftarrow\) ImprovedDijkstra\((G, S, D)\)
3. \(G_1 = (S \cup D, E_1), \forall (s_i, s_j) \in E_1, \text{link cost is } \text{Dis}[s_i][s_j]\)
4. \(T_1 \leftarrow \text{Prim}(G_1)\)
5. \(G_2 \leftarrow \text{PathRecovery}(T_1, G)\)
6. \(T_2 \leftarrow \text{Prim}(G_2)\)
7. for node in \(T_2\) do
8. if node is leaf and node \(\notin S \cup D\) then
9. Remove node and connected edges from \(T_2\)
10. Get a Steiner tree \(ST_i\) or multiple Steiner trees \(\{ST_i\}|1 \leq i \leq p_i \leq p\) if \(G\) or \(G_1\) or \(G_2\) is not a connected graph
11. return A multicast forest \(F \leftarrow \{ST_i\}|1 \leq i \leq p_i\)
and port 2 of the switch. In this way, one-to-many multicast is implemented in SDN-like pub/sub middlewares.

There are four advantages for our bucket-based multicast. First, subscribers interested in the same topic prefix are put into one group, which makes it easier to aggregate subscriptions. Moreover, our topic-oriented bucket-based multicast makes full use of the subscription coverage relationship between topics to merge flow entries, reducing the number of flow entries installed on SDN switches. False positives mean that subscribers receive topic events that they are not interested in. If a subscriber cancels a subscription, but the installed flow entry has not expired, false positives will occur. Therefore, our bucket-based multicast can reduce the false positive rate under dynamic subscriptions or unsubscriptions with fewer flow entries and subscription aggregations. Second, the additional cost is saved for the only multicast switch. Third, this method is suitable for all kinds of network protocols, which is more efficient and reliable, because traditional IP multicast uses the special class D multicast addresses that limits its use. Fourth, it facilitates group management by group ID (topic).

### B. TOPIC-ORIENTED BUCKET-BASED MULTICAST FORWARDING ALGORITHM

We propose our topic-oriented bucket-based multicast forwarding algorithm, as shown in Algorithm 6. It is used to implement multicast forwarding from a publisher to multiple subscribers in topic-oriented SDN-like pub/sub middlewares. In order to map 64-bit topic to 32-bit group ID, the subscription coverage relationships between topics are considered to merge topics with the same 32-bit topic prefix into one group, reducing the number of group entries and flow entries and improving the matching abilities of SDN switches.

The algorithm contains two-layer for loops, as shown in lines 1–18. In lines 3–10, we merge the subscriptions of topic to an ancestor topic with the topic length less than or equal to 32 if the length of topic greater than 32. In this way, topics with the same 32-bit topic prefix are mapped to the same group, reducing the number of group greatly. If (switch, topic) pair is not in buckets, we should add a new group in lines 11–12. Otherwise, if the pair is in old group, we should modify the group, and wrap actions to bucket for forwarding in lines 13–18. At last, group table should be updated for each changed switch node in lines 19–26.

The function of group table update is shown in lines 27–31. Line 28 is the definition of group table. SDN controller sends the group table update message to switch to modify the group table in line 29. Line 30 defines the matching rules for topic events embedded into IPv6 (0 × 86dd) packets. Line 31 associates group ID to a flow entry.

```
Algorithm 6 Topic-Oriented Bucket-Based Multicast Forwarding

Input: publish/subscribe network topology, paths, topics
Output: multicast forwarding for topic events in switches

1: for path in paths do \(\Rightarrow\) Traverse each publish/subscribe path
2: \hspace{1em} for switch in path do
3: \hspace{2em} if the length of topic code \(>32\) then
4: \hspace{3em} if there is an ancestor topic of topic in buckets then
5: \hspace{4em} Merge topic to the ancestor topic
6: \hspace{4em} continue
7: \hspace{3em} else
8: \hspace{4em} find an ancestor topic with topic length \(\leq 32\) in topic tree
9: \hspace{3em} Merge topic to the ancestor topic
10: \hspace{3em} topic \(\leftarrow\) AncestorTopic
11: \hspace{2em} if (switch, topic) is not in buckets then
12: \hspace{3em} cmd[switch][topic] \(\leftarrow\) OFPGC_ADD
13: \hspace{2em} else if (switch, topic) not in new group then
14: \hspace{3em} cmd[switch][topic] \(\leftarrow\) OFPGC_MODIFY
15: \hspace{3em} actions \(\leftarrow\) output to switch.outports[node]
16: \hspace{3em} bucket \(\leftarrow\) OFPBucket(0, wp, wg, actions)
17: \hspace{3em} Add bucket to buckets
18: \hspace{3em} Add switch to changed_nodes
19: \hspace{2em} for switch in changed_nodes do \(\Rightarrow\) Update group table
20: \hspace{3em} gid \(\leftarrow\) Map(topic)
21: \hspace{3em} for topic in buckets do
22: \hspace{4em} if cmd[switch][topic] is OFPGC_ADD then
23: \hspace{5em} c \(\leftarrow\) OFPGC_ADD \(\Rightarrow\) Add group
24: \hspace{4em} else
25: \hspace{5em} c \(\leftarrow\) OFPGC_MODIFY \(\Rightarrow\) Modify group
26: \hspace{3em} UpdateGroup(switch, c, all, gid, buckets, topic)
27: \hspace{2em} function UpdateGroup(switch, c, type, gid, buckets, topic)
28: \hspace{3em} group_msg \(\leftarrow\) OFPGroupMod(switch, c, gid, buckets)
29: \hspace{3em} switch.send_msg(group_msg)
30: \hspace{3em} match \(\leftarrow\) OFPMatch(Publication, topic, 0 \times 86dd)
31: \hspace{3em} AddFlow(switch, priority, match, actions to group gid)
```

![FIGURE 4. An example of bucket-based multicast.](image-url)
In this way, multiple topic events with the same 32-bit topic prefix correspond to one group entry, which records all forwarding actions about topics with subscription coverage relationships, achieving topic-oriented bucket-based multicast, reducing the number of group entries and flow entries in SDN switches and improving the matching efficiency of flow tables in SDN-like pub/sub middlewares.

VI. EXPERIMENTAL EVALUATION

In this section, several sets of experiments are conducted to validate the effectiveness of our bucket-based fast multicast routing algorithm in SDN-like pub/sub middlewares. The first part is to verify the effectiveness of the Steiner tree multicast routing algorithm and test its performance. Specifically, (i) Steiner nodes under different node degrees and network sizes. (ii) Steiner multicast tree construction time. (iii) Multicast tree cost (delay) comparison. (iv) Multicast tree construction time comparison. The second part is to verify the effectiveness of our Steiner tree multicast routing algorithm. Namely, (v) End-to-end delay comparison. (vi) Flow table size comparison.

A. STEINER TREE MULTICAST ROUTING ALGORITHM

In this part, four sets of experiments are performed to verify the effectiveness of our Steiner tree multicast routing algorithm, namely, experiments (i), (ii), (iii), and (iv). The first set of experiments is used to validate the rationality of our pub/sub topology construction method by the Steiner tree, and explore the impact of network size, node degree and the number of pub/sub nodes on the topology construction. The second set of experiments presents the time overhead of our Steiner multicast tree construction algorithm. The third set of experiments is used to verify that our Steiner tree has the minimum total cost compared with the SPT and MST. The fourth set of experiments verifies the rationality of the construction time of our Steiner multicast tree by comparison with the SPT and MST.

1) PUBLISH/SUBSCRIBE TOPOLOGY CONSTRUCTION

Two groups of experiments are performed for SDN-like pub/sub topology construction. Namely, Steiner nodes under different node degrees and network sizes. In the first group of experiments, the number of network nodes is 3000; the degree of nodes changes over \([1, 5],[3, 8]\) and \([6, 12]\), respectively; the pub/sub node percent varies among 20%, 30%, 50%, 70%, and 80%. In the second group of experiments, the network size changes over 500, 1000, 1500, 2000 and 3000; the degree of nodes is \([1, 5]\) or \([3, 8]\); the pub/sub node percent is 20% or 50%.

The first set of experimental results are illustrated in Fig. 5. Topo represents the total number of nodes for SDN-like pub/sub topology construction. Pub/Sub denotes the pub/sub node (publisher/subscriber) number. Steiner means the Steiner node number. In each subfigure, the Steiner node number decreases as the pub/sub node percent increases. In different subfigures, as the degree of nodes increases, the Steiner node number decreases, and the number of nodes about topology construction also decreases.

Fig. 6 shows the second set of experimental results. In each subfigure, with the increase of network size, the topology node number, the pub/sub node number and the Steiner node number all increase. By comparing Fig. 6(a) and Fig. 6(b),
we can conclude that the topology node number increases and the Steiner node decreases as the pub/sub node percent increases for each network size. By comparing Fig. 6(b) and Fig. 6(c), we can conclude that the topology node number decreases and the Steiner node number also decreases as the degree of nodes increases for each network size.

These two sets of experiments indicate that in addition to network size, node degree and the percent of pub/sub node number also have an impact on the number of Steiner nodes and SDN-like pub/sub network topology construction, and our topology construction method is effective.

2) STEINER TREE CONSTRUCTION TIME OVERHEAD

Fig. 7 illustrates the time overhead of the Steiner tree construction in different network sizes. The size varies from 100 to 3000. The percent of pub/sub nodes is 20%, and the degree of nodes changes over [1, 5]. The experiment results indicate that our Steiner tree construction algorithm is efficient because the construction time is in the sub-second level when the network size is less than 750, it needs seconds when the network size is [1000, 2000), which is tolerable for a medium-sized network, and it costs tens of seconds when the network size is [2000, 3000]. The time overhead curve of our Steiner tree construction are also consistent with its time complexity $O(|S \cup D| \times |V|^2)$.

3) MULTICAST TREE COST COMPARISON

The Steiner tree is the minimum cost multicast tree. We conduct two sets of experiments to verify this theory. One is multicast tree cost comparison among our Steiner tree, the MST and SPT under different node degrees, the other is multicast tree cost comparison under different network sizes. The parameters of the two sets of experiments are the same as those in Fig. 5 and Fig. 6, respectively. For each experiment, we use link delay as the cost of edges, which is set to a random number between 0 and 100 (ms). Steiner denotes our Steiner multicast tree cost. MST represents the MST cost. SPT indicates the SPT cost.

The first set of experimental results are illustrated in Fig. 8. For each experiment, the Steiner multicast tree cost is less than the MST cost and the SPF cost. For each subfigure, the Steiner multicast tree cost increases with the increase of the percent of pub/sub node number, these results are consistent with the results of Fig. 5. When the percent of pub/sub node number increases, the pub/sub topology node number increases, so the Steiner multicast tree cost also increases in the same node degree. For different subfigures, the Steiner multicast tree cost decreases with the increase of node degree, these results are consistent with the results of Fig. 6. When the degree of nodes increases, the pub/sub topology node number decreases, so the Steiner multicast tree cost also decreases in the same pub/sub node percent.

The second set of experimental results are illustrated in Fig. 9. For each experiment, the Steiner tree cost is minimal. For each subfigure, the Steiner tree cost increases with the increase of network size. By comparing Fig. 9(a) and Fig. 9(b), we can conclude that the Steiner tree cost increases with the increase of the percent of pub/sub node number, these results are consistent with the results of Fig. 6. When the percent of pub/sub node number increases, the pub/sub topology node number increases, so the Steiner tree cost also increases in the same node degree. By comparing Fig. 9(b) and Fig. 9(c), we can know that the Steiner tree cost decreases with the increase of the degree of nodes, these results are consistent with the results of Fig. 6. When the degree of node increases, the pub/sub topology node number decreases, so the Steiner tree cost also decreases in the same network size.

These two sets of experiments show that our Steiner multicast tree cost is minimal compared with common multicast tree (MST, SPT) algorithms for SDN-like pub/sub middlewares.

4) MULTICAST TREE CONSTRUCTION TIME COMPARISON

We perform one set of experiments to compare multicast tree construction time among our Steiner tree, the MST and SPT under different node degrees. For each experiment, the number of network nodes is 1000, and other parameters are the same with Fig. 5.

The experimental results are illustrated in Fig. 10. For each experiment, the multicast tree construction time is Steiner $>$ SPT $>$ MST. The reason is as follows: the time complexity of our Steiner tree construction is $O(|S \cup D| \times |V|^2)$, as shown in Section IV-B. The time complexity of the SPT construction is $O(|S| \times |V|^2)$. The time complexity of the MST construction is $O(|V|^2)$, which is much smaller than the SPT and our Steiner tree. This is the reason that many pub/sub systems select the MST as multicast tree, however, it cannot guarantee the minimum total cost (delay) of multicast tree. The time cost of constructing the Steiner tree and the SPT is in the same level. This set of experiments indicates that our Steiner multicast tree construction time is reasonable.

B. BUCKET-BASED MULTICAST FORWARDING ALGORITHM

We conduct some experiments about bucket-based multicast by the classic SDN simulation platform Mininet [60] and SDN controller Ryu, which both run on Ubuntu 14.04 LTS.
Fig. 11 shows the experiment topology with one Ryu controller, seven SDN-enabled switches, and 36 hosts. Switch S1 is connected to six switches, forming a two-layer tree structure. Every other switch has six hosts, host h1 is a publisher, other hosts are subscribers. Java socket program is deployed on each host to send or receive packets. Publisher h1 publishes topic events which will be received by subscribers if they express their interests in these events beforehand. Several subscribers are put in the same multicast group, the subscription configuration is shown in Table 1, i.e., the first line in the table means five subscribers h7 to h11 subscribe a specific topic, so the corresponding group has five members.

**TABLE 1. Subscription Configuration.**

| Number of Subscribers | Subscribers   |
|-----------------------|---------------|
| 5                     | h7–h11        |
| 10                    | h7–h16        |
| 15                    | h7–h21        |
| 20                    | h7–h26        |
| 25                    | h7–h31        |
| 30                    | h7–h36        |
| 35                    | h2–h36        |
1) END-TO-END DELAY
Fig. 12 shows the experiment results of end-to-end delay comparison about three SDN-like pub/sub communication styles under different number of subscribers. The first one is the traditional multicast without group, multiple output actions in many ports of switches are placed into one action set. When switches receive publication messages about one topic, the packet header fields of messages first match the flow table of switches, and then the messages will be forwarded to the specified ports of switches which are written into the action entry of the flow entry beforehand. The second one is the bucket based multicast with group, each output action is put into an OpenFlow bucket, multiple actions form a bucket list. Publication messages with specific topic first match the flow entry with a action to corresponding group ID, then the group entry with the same group ID is matched, the messages will be forwarded to the specified ports of switches which are written into the action buckets of the group entry in advance.

In Fig. 12, for each set of experiments, bucket-based multicast with group takes a little more time because it needs to matches two times for a pub/sub topic, one time in flow table, the other time in group table compared to the multicast without group. However, bucket-based multicast with group has some new advantages, it is easy for flow management and group management and easy to aggregate subscriptions. Security policies, multipath load balancing and fast failover can also be executed conveniently on specific groups.

2) FLOW TABLE SIZE
Fig. 13 shows the experiment results of total flow table size comparison between SDN-like pub/sub multicast with group and without group. For each experiment, the flow table size of multicast with group is larger than multicast without group.

VII. CONCLUSION
In this paper, we address the issue of how to adopt SDN to implement a topic-oriented bucket-based fast multicast routing for delivering events efficiently in SDN-like pub/sub middlewares. On one hand, we adopt the features of centralized control of SDN controllers to acquire the global network topology, then we use it and the Steiner tree to build the minimum cost multicast tree of event transmission for pub/sub topology construction in SDN controllers to deliver events fast. On the other hand, we utilize the programmability of SDN to install our customized topic-oriented flow tables and group tables, which use topic-oriented action buckets to implement the bucket-based multicast for efficient event forwarding in SDN switches. Moreover, the design of SDN-like pub/sub routing enables events to be matched directly and fast on SDN switches, avoiding the additional delay caused by a detour to overlay network in IP-based pub/sub middlewares. These three schemes together constitute our topic-oriented bucket-based fast multicast routing in SDN-like pub/sub middlewares. Experimental results indicate that our schemes are effective.
In the future, we can design an incremental Steiner tree construction algorithm to reduce the construction time overhead caused by frequent advertisements and subscriptions for further improving the efficiency of event delivery in topic-oriented SDN-like pub/sub middleware.
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