Modeling and Experiments of Binary Electrolytes in the Presence of Diffusion, Migration, and Electro-Osmotic Flow
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Combined diffusion, migration, and advection of ions in a binary electrolyte plays a role in various applications, including water electrolysis, electrodeposition, deionization, and electrophoresis. Here we analyze a dilute binary electrolyte with arbitrary ion valencies in a porous or nonporous medium using the one-dimensional Nernst-Planck equations. We examine how advection influences the limiting current, diffusion potential, and overall potential, deriving broadly useful analytical expressions. We provide experimental results for the electro-osmotic flow through a submicroporous separator in an alkaline water electrolysis setup. The time evolution of the potential is followed from the initial timescale of double-layer charging, followed by the diffusional timescale, to the time at which a limiting current is reached. For the longer timescales, a quasisteady model is shown to predict the time evolution of the advection-modified potential drop reasonably well. Additional interesting features arising due to electro-osmotic drag and unsteady diffusion are observed and explained.
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I. INTRODUCTION

Transport of strong binary electrolytes or single salts is ubiquitous in both biological systems as well as industrial applications. A description in terms of two ion species is often a useful approximation to describe transport in biological cell membranes [1–3], electro-osmotic pumps [4], or deionization techniques including electrodialysis [5,6], and pressure-driven processes like reverse osmosis, ultrafiltration, and nanofiltration [7,8]. Also, in various electrochemical systems binary electrolytes are used; for example, in water electrolysis [9,10], electroplating or electrodeposition [11,12], and redox flow batteries [13]. In these applications one of the ions reacts so that to reach a desired reaction rate or current density requires sufficient mass transfer. Except perhaps in desalination, where they are the goal, concentration differences are typically undesirable. Adverse effects include increased ohmic resistance and activation overpotentials, collectively referred to as ion concentration polarization. Flows can enhance or decrease concentration gradients and thus influence polarization and limiting currents [6,14–16]. Flows can arise due to natural convection [6], active pumping [4,7], electro-osmosis or ion drag [16,17], or deposition layer growth [11,12].

Many studies in this area consider charged, nanoporous, ion-selective membranes in which diffusio-osmosis [18] and surface-conduction [14,19] play a role and electro-osmotic or electroconvective instabilities can arise, allowing over-limiting currents beyond the limiting current [19–23]. Here we focus on porous media with only a very weak surface charge, sometimes referred to as “leaky membranes” [24,25] that have a part in various applications [26,27]. Here we only consider “ideally leaky” [25], very weakly charged, or nearly neutral media, as quantified in Eq. (1).

We start in Sec. II C by deriving a convenient analytical expression for the potential drop over a layer in the presence of diffusion, migration, and advection. In Sec. II D we use this potential drop expression in an equation that describes the slow time dynamics of the electrolyte concentration, resulting from both flow and a reaction. Next, in Sec. III, we show the results of experiments in the context of alkaline water electrolysis that at least partially validate the discussed models. Finally, in Sec. IV we discuss in which aspects the experiments deviate from the models, which exposes several interesting additional physical phenomena.
II. THEORY

A. Assumptions

1. Electro-neutrality

For a binary electrolyte with cation and anion valencies $z_+$ and $z_-$ and concentrations $c_+$ and $c_-$, respectively, the mobile charge density reads $F(z_+c_+ + z_-c_-)$. In most works studying electro-osmotic flow, additionally a fixed surface charge density is considered. Here we assume that the dimensionless fixed-charge density is small so that

$$\tilde{\rho}_s \equiv \frac{\rho_s}{2Fc_+} \ll 1. \quad (1)$$

The parameter $\tilde{\rho}_s$ is used, for example, in Refs. [25,28] where good membranes are assumed to have $\tilde{\rho}_s \gg 1$, while leaky membranes have either $\tilde{\rho}_s \equiv 1$, or $\tilde{\rho}_s \ll 1$. When Eq. (1) holds, we can write charge neutrality as

$$z_+c_+ + z_-c_- = 0. \quad (2)$$

The fixed charge density can be crudely estimated as $\rho_s \sim aCz$ with $aC$ the volumetric capacity of the material and $z$ the zeta potential. The separators used in Sec. III have a volumetric surface area $a \sim 2 \times 10^2$ m$^2$/m$^2$ [29], a typical areal capacity of $C \sim 1$ F/m$^2$ [30] and $z \sim 50$ mV [31]. This gives $\rho_s/F \sim 10$ mM. Since in practical applications concentrations are usually in the molar range, for these types of porous materials, a finite space charge can be safely neglected. Consequently, we can also neglect surface conduction relative to bulk conduction. However, as also remarked in Ref. [25], near limiting current conditions, the concentration strongly decreases so that a fixed charge can still significantly impact the dynamics, even when in equilibrium $\tilde{\rho}_s \ll 1$ holds.

2. Pore size

We use macro-homogeneous equations obtained from averaging over many pores. Therefore, the typical pore size should be much smaller than the porous layer thickness, often of the order of a millimeter. On the other hand, we neglect overlapping double layer effects and the contribution of surface conduction. This requires pore sizes much larger than the Debye length, typically of the order of a nanometer in the molar concentration range. Alkaline water electrolyser separators have a pore size of the order of $10^{-7}$ m, comfortably satisfying both these conditions. In combination with a weak space charge, electro-osmotic or electroconvec-tive instabilities can arise near a charge selective surface [20–23] allowing over-limiting currents beyond the limiting current. The numerical results of Ref. [19], for example, hint that instabilities may also play a role in the alkaline water separators used in Sec. III, although they will only be relevant when limiting conditions are actually reached.

3. Governing equations

The Nernst-Planck equations for a dilute species $i$ with molar concentration $c_i$ and molar flux $N_i$ read [32]

$$\frac{\partial c_i}{\partial t} = -\nabla \cdot N \quad \text{with} \quad N = uc_i + D_i \left( \nabla c_i + \frac{z_iF}{RT} c_i \nabla \phi \right). \quad (3)$$

Here, $u$ is the superficial velocity, the volumetric flow rate per total unit of geometrical area; or, equivalently, the average interstitial velocity multiplied by the porosity $\epsilon$. The absolute temperature is denoted with $T$, and $F/R \approx 11605$ K/V is the ratio of Faraday’s constant and the gas constant—or the ratio $\epsilon/k_B$ of the elementary charge and Boltzmann’s constant. The electrostatic potential in the electrolyte is denoted with $\phi$. Note that we do not use Poisson’s equation for $\phi$, since this is effectively replaced by Eq. (2)—expressing electroneutrality [32].

The superficial velocity $u$ is assumed to be driven by an electric field $-\nabla \phi$ and a pressure gradient $\nabla p$ according to

$$u = -M \nabla \phi - \frac{k}{\mu} \nabla p. \quad (4)$$

The second term on the right-hand side represents Darcy’s equation, with $k$ the medium permeability. In the dilute limit, the electro-osmotic mobility $\mathcal{M}$, neglecting surface viscosity, is given by the Helmholtz-Smoluchowski relation [4,17,19,33,34] as

$$\mathcal{M} = -\epsilon \frac{\varepsilon_0 \varepsilon \zeta}{\mu}. \quad (5)$$

Here $\varepsilon_0 \varepsilon_r$ is the electrical permittivity of the electrolyte, with $\varepsilon_r$ the relative permittivity compared to that of the vacuum $\varepsilon_0 \approx 8.854$ F/m. The porosity $\epsilon$ enters because we defined the mobility with respect to the superficial velocity, $\mu$ is the liquid bulk viscosity, and $\zeta$ the zeta potential [17, 19]. Here we use $\zeta$ as merely an empirical parameter that can be considered to be defined by Eq. (5).

For an incompressible fluid, the superficial velocity $u$ in the $x$ direction of Fig. 1 will be constant. Integrating the $x$ component of Eq. (4) over the thickness $L$ gives

$$u = -\mathcal{M} \frac{\Delta \phi}{L} - \frac{k}{\mu} \frac{\Delta p}{L}, \quad (6)$$

where $-\Delta \phi/L$ and $\Delta p/L$ are the average electric field strength and pressure gradient in the $x$ direction, respectively. When the net pressure difference $\Delta p \equiv p(L) - p(0)$ vanishes, pressure seemingly plays no role. Inside the medium, however, the electric field will not be constant. Internal pressure gradients will ensure that Eq. (4) holds.
Inside a porous medium with porosity $\epsilon$ for finite concentrations, sometimes up to several molar can also often be used to a reasonable degree of accuracy to be a constant. We note that the dilute approximation the diffusivity is effectively modified to

$$D_i = D_{i\infty} \epsilon / \tau,$$  \hspace{1cm} (7)

which is used in Eq. (3). Bruggeman’s equation, for a packed bed of spherical particles, provides a correlation $\tau \approx 1/\sqrt{\epsilon}$ so that $D_i \approx D_{i\infty} \epsilon^{1.5}$. With constant porous medium properties, in the dilute approximation, $D_i$ can therefore be taken to be constant. In principle, the equations of Sec. II C can also be applied to a single thin channel. We therefore can safely neglect, unless the Péclet number based on the pore size hold for the channel diameter. Note that the effect of Taylor dispersion on $D_i$ can safely be neglected, unless the Péclet number based on the pore size as a length scale becomes much larger than unity.

4. Material properties

In the infinitely dilute approximation, the molecular diffusivity $D_{i\infty}$ of species $i$ in an unconfined liquid is taken to be a constant. We note that the dilute approximation can also often be used to a reasonable degree of accuracy for finite concentrations, sometimes up to several molar. Inside a porous medium with porosity $\epsilon$ and tortuosity $\tau$, the diffusivity is effectively modified to

$$D_i = D_{i\infty} \epsilon / \tau,$$  \hspace{1cm} (7)

which is used in Eq. (3). Bruggeman’s equation, for a packed bed of spherical particles, provides a correlation $\tau \approx 1/\sqrt{\epsilon}$ so that $D_i \approx D_{i\infty} \epsilon^{1.5}$. With constant porous medium properties, in the dilute approximation, $D_i$ can therefore be taken to be constant. In principle, the equations of Sec. II C can also be applied to a single thin nonporous channel using $\epsilon = \tau = 1$, as long as the foregoing assumptions on pore size hold for the channel diameter. Note that the effect of Taylor dispersion on $D_i$ can safely be neglected, unless the Péclet number based on the pore size as a length scale becomes much larger than unity.

B. Model equations

We consider the dissociation $AC \rightarrow v_+ A^- + v_+ C^+$ of a salt $AC$ into a strong electrolyte solution of anions $A^-$ and cations $C^+$, where the charge numbers or valencies $z_+ > 0$ and $z_- < 0$. Conservation of charge requires

$$v_+z_+ + v_-z_- = 0.$$  \hspace{1cm} (8)

Under the assumption of electroneutrality, Eq. (2), we can define a single electrolyte concentration (mol/m$^3$)

$$c \equiv \frac{c_+}{v_+} = \frac{c_-}{v_-}.$$  \hspace{1cm} (9)

For a binary electrolyte, the species index assumes the values $i = +$ or $-$. The $x$ component $N_i$ of the flux in Eq. (3) reads

$$N_i = uc_i - D_i \left( c_i' + z_ic \frac{F\phi'}{RT} \right).$$  \hspace{1cm} (10)

Here a prime denotes a derivative with respect to the $x$ coordinate. We introduce the zero-concentration-gradient ion transport numbers or transference numbers [32]

$$t_i \equiv \frac{|z_i|D_i}{z_+D_+ - z_-D_-},$$  \hspace{1cm} (11)

satisfying $t_+ + t_- = 0$. In steady state, the $x$ component of Eq. (3) gives $N_i^s = 0$. For constant $t_i$, the linear combination $N \equiv t_+N_+ / v_+ + t_-N_- / v_-$ therefore also satisfies $N' = 0$, with the salt flux $N$ given by

$$N = uc - Da c'.$$  \hspace{1cm} (12)

Here the salt diffusivity, or ambipolar diffusivity, is given by

$$D_a = t_-D_+ + t_+D_- = \frac{(z_+ - z_-)D_+D_-}{z_+D_+ - z_-D_-},$$  \hspace{1cm} (13)

where in the second equality we used Eq. (11). The $x$ component of the current density is given by

$$i \equiv F(z_+N_+ + z_-N_-).$$  \hspace{1cm} (14)

From the definitions of $N$ and $i$ we can write, using Eq. (8),

$$N_i = Nv_i + \frac{ti}{Fz_i}.$$  \hspace{1cm} (15)

Inserting Eq. (10) into Eq. (14), using Eq. (8), gives

$$i = -\kappa \left( \phi' + \frac{c'}{c} \right).$$  \hspace{1cm} (16)

The diffusion current, proportional to the parameter

$$\chi \equiv \frac{RT}{F} \frac{D_+ - D_-}{z_+D_+ - z_-D_-},$$  \hspace{1cm} (17)

vanishes in the case of a symmetric electrolyte with $D_+ = D_-$, leaving Ohm’s law $i = -\kappa \phi'$. The electrolyte conductivity is given by

$$\kappa = z_+v_+ \frac{F^2}{RT} (z_+D_+ - z_-D_-)c.$$  \hspace{1cm} (18)

Note that with Eqs. (8) and (9) we can rewrite Eq. (18) using $z_+v_+c = z_+c_+ = -z_-c_- = -v_-z_-c$.

C. Steady-state analytical solutions

Solving $N' = 0$ with $c(0) = c_i$ on the left and $c(L) = c_r$ on the right, as indicated in Fig. 1, gives the well-known
solution to the advection-diffusion equation

\[
\frac{c(x) - c_l}{c_r - c_l} = \frac{e^{Pe(x/L)} - 1}{e^{Pe} - 1} \rightarrow \frac{x}{L}, \quad (19)
\]

where the Péclet number is defined as

\[
Pe \equiv \frac{uL}{D_a}. \quad (20)
\]

We see from Eq. (19) or Fig. 2 that, for large \(|Pe|\), a steep exponential concentration profile arises, with most variation near \(x = L\) for flow to the right, or near \(x = 0\) for flow to the left. In terms of the salt flux \(N\) of Eq. (12) we can write

\[
c(x) = \frac{N}{u} + (c_r - c_l)\left[\frac{e^{Pe(x/L)}/(e^{Pe} - 1)}{Pe} - 1\right]
\]

so that

\[
N = \begin{cases} 
uc_l, & Pe \gg 1, \\
\frac{D_al}{L}c_l - \frac{c_r}{L}, & |Pe| \ll 1, \\
uc_r, & Pe \ll -1,
\end{cases} \quad (21)
\]

which is constant over the domain. Integrating Eq. (16) gives, using Eq. (19),

\[
\phi(x) - \phi(0) = -\chi \ln\left(\frac{c(x)}{c_l}\right) - \frac{iL}{\kappa_c} \left(\frac{x}{L} - \frac{\ln[c(x)/c_l]}{Pe}\right). \quad (22)
\]

Here the first term represents the diffusion potential, whose effect can be seen in Fig. 3. The second part is the ohmic potential drop, which consists of a linear as well as a logarithmic part. We introduced the characteristic "conductivity"

\[
\kappa_c \equiv \frac{N}{uc} = \frac{\kappa_lePe - \kappa_r}{e^{Pe} - 1} \approx \begin{cases} 
\kappa_l, & Pe \gg 1, \\
\kappa_r, & Pe \ll -1.
\end{cases} \quad (23)
\]

FIG. 2. The analytical concentration profile of Eq. (19) for the limiting current condition \(c_l = 0\) for a flow to the left with \(Pe = -10\) and a flow to the right with \(Pe = 10\). The dashed lines indicate the local concentration gradient at \(x = 0\), illustrating how a flow to the left strongly increases the limiting current while a flow to the right reduces it. A limiting current with \(c_l = 0\) can arise for an anion flux \(N_- < 0\) and \(M_+ = 0\) or a cation flux \(N_+ < 0\) and \(N_- = 0\) resulting in a positive, or negative limiting current, respectively, in agreement with Eq. (B2).
We note from Eq. (12) that $uc/N$ is the fraction of the salt flux carried by advection. When $|Pe| \gg 1$, the final logarithmic term in Eq. (22) can usually be neglected, and $\kappa_c$ represents the upstream conductivity. Equation (22) gives the potential drop $\Delta \phi \equiv \phi(L) - \phi(0)$ in terms of the concentrations $c_l$ and $c_r$, and the current density $i$ as

$$\Delta \phi = -\chi \ln \left( \frac{c_r}{c_l} \right) - \frac{iL}{\kappa_c} \left( 1 - \ln \left( \frac{c_r}{c_l} \right) \right). \quad (24)$$

When $c_l = c_r = c_0$, this immediately reduces to the expected ohmic drop

$$\Delta \phi = -\frac{iL}{\kappa_0}. \quad (25)$$

In general, Eq. (24) also includes the diffusion potential proportional to $\chi$ and takes into account the impact of flow on migration through the concentration profile. Surprisingly, this simple expression for the potential drop in the presence of diffusion, migration, and advection does not seem to have been reported previously. See however Appendix C for various limiting cases and their applications that can be found in the literature. For example, in Appendix B we discuss the case in which one of the ions is nonmobile, which is relevant near an ion-exchange membrane or when only one of the ions participates in a reaction. In Ref. [31], Eq. (24) was derived for the case of a monovalent electrolyte. A well-known result is obtained in the no-flow limit $Pe \rightarrow 0$. In this case $\kappa_c \rightarrow (\kappa_l - \kappa_r)/Pe$ so that Eq. (24) becomes

$$\Delta \phi = \left( \chi - \frac{iL}{\kappa_l - \kappa_r} \right) \ln \left( \frac{c_0}{c_r} \right) \left( Pe = 0 \right). \quad (26)$$

When additionally one of the ions is nonmobile, the often encountered Eqs. (B4), (B5), (B7), and (B8) of Appendix B 2 result.

### D. Quasisteady state model

#### 1. Governing equations

Equation (24) for $\Delta \phi$, in combination with Eq. (6) for $u$, can be solved self-consistently when a relation for $c_r/c_l$ is provided. For this purpose, we consider the configuration of Fig. 4, in which two well-mixed volumes $V_l$ and $V_r$ are connected to the porous layer on the left and right, respectively. In these volumes, we assume that a redox reaction takes place in which only one of the two ion species of the binary electrolyte participates. In steady state, by conservation of charge, the amount of this reactive ion consumed in one of the volumes must be generated in the other. We neglect the amount of ions in the volume of the porous layer, or separator. Consistent with this assumption, we do include the relatively slow time variation in the concentrations $c_l$ and $c_r$, but at the same time we assume that the steady-state equations of the previous section hold in the thin separator. With an index $i = n$ to denote the nonreacting ion, the conservation equation for the nonreacting ion concentration $c_n$ in the left volume reads

$$\frac{d(v_n c_l V_l)}{dt} = -N_n A. \quad (27)$$

The continuity equation for the left liquid volume itself reads

$$\frac{dV_l}{dt} = -uA. \quad (28)$$

Inserting Eqs. (15) and (21) into Eq. (27), using Eq. (28), leads to the time-evolution equation

$$\frac{dc_l}{dt} = \frac{c_0(1 - i/i_{lim}) - c_l}{\tau} \quad (29)$$

where $c_0 \equiv (V_l c_l + V_r c_r)/V_0$ and $V_0 \equiv (V_l + V_r)/2$ are the average electrolyte concentration and vessel volume, respectively. The limiting current density $i_{lim} = V_l c_0/A_n \tau$, where

$$\tau = \frac{e^2}{Pe} - \frac{1}{V_r} \frac{V_l}{V_0^2} \tau_0 \quad \text{with } \tau_0 = \frac{LV_0}{2AD_a}, \quad (30)$$

$$i_{lim} = \frac{Pe}{e^2 - 1} \frac{V_0}{A_n \tau_0} \quad \text{with } \tau_0 = \frac{z_n V_n}{2FD_a c_0} \quad (31)$$
Assuming that $\Delta p = 0$, we can use Eq. (6) in Eq. (28) to give

$$2\frac{\tau_0 dV_i}{V_0} = -Pe = \frac{M}{D_a}\Delta\phi. \quad (32)$$

A complete model describing the time evolution consists of the two ordinary differential equations, Eqs. (29) and (32), combined with Eq. (24) for $\Delta\phi$. Since a steady state is assumed in deriving Eq. (24), these equations only describe large timescales compared to the diffusive timescale of the separator. Aguilera et al. [35] considered, for a monovalent binary electrolyte and a constant velocity, the analytical series solution to the full transient Nernst-Planck equations. In Appendix E we consider several analytical solutions to the much simpler evolution equation (29).

To obtain a full electrochemical cell characterization, we can add one of the reaction models discussed in Appendix F. For Tafel kinetics, with a reaction on the left electrode that is first order in the electrolyte concentration $c_l$, Eq. (F3) gives

$$E_{\text{cell}} - E_{\text{oc}} = -\Delta\phi + b_1\ln\left(\frac{i}{E_{\text{It}}}ight) + b_2\ln\left(\frac{c_0}{c_l}\right). \quad (33)$$

The voltage losses on the right-hand side represent the separator potential drop, the combined anodic and cathodic activation overpotentials, and the concentration overpotential. Here the combined Tafel slope $b = b_1 + b_2$ is the sum of that of the left and right electrode reactions, and the exchange current density $i_e$ also includes contributions from both reactions. The electrode effectiveness factor $E \leq 1$ accounts for the reaction taking place inhomogeneously over the width of the electrode [36–38].

2. Limiting current density

When $c_l = 0$, we have $2V_{\text{oc}}/V_0 = c_r$, and Eq. (31) for $i_{\text{lim}}$ agrees with Eq. (B2) derived in Ref. [6]. For a monovalent binary electrolyte with $z_+ = -z_- = v_+ = v_- = 1$, we recover the equations of Ref. [31]. From Eq. (31), initially when $V_r = V_0$, we have

$$\frac{i_{\text{lim}}}{i_0} = \frac{Pe}{e^{Pe} - 1} \approx \begin{cases} Pe/e^{Pe} \approx 0, & Pe \gg 1, \\ 1 - Pe/2, & |Pe| \ll 1, \\ -Pe, & Pe < -1. \end{cases} \quad (34)$$

The factor $Pe/(e^{Pe} - 1)$ derives from Eq. (21) that, for $c_l = 0$, gives the salt flux as $N = -(Pe/(e^{Pe} - 1))(Dc_r/L)$. It shows how a flow to the right, $Pe > 0$, opposes the diffusive flux $N = -Dc_r/L$ while a flow to the left, $Pe < 0$, enhances it. From Eq. (30), it follows that the associated timescale $\tau$ is divided by the same factor.

3. Dimensionless numbers

The solution of Eqs. (29), (32), and (24) can be expressed in terms of the dimensionless quantities $c_l/c_0$, $\Delta\phi/\chi$, and $V_i/V_0$ as a function of the dimensionless time $t/t_0$ or $t/\tau(0)$. Using the ohmic drop $i_0L/k_0$ as a characteristic potential, the relevant free model parameters can then be expressed in terms of the dimensionless numbers

$$\bar{\chi} \equiv \frac{\chi}{i_0L/k_0}, \quad Pe_0 \equiv \frac{i_0L/k_0}{D_a}/\chi, \quad \frac{i}{i_0}. \quad (35)$$

Here $\bar{\chi}$ and $Pe_0$ are approximately constant material parameters, while $i/i_0$ is an operational parameter. Using Eqs. (18), (31), (8), and (11) we can write

$$\frac{i_0L}{k_0} = \frac{2D_nRT}{znDaF}. \quad (36)$$

With Eqs. (17) and (13), this gives $\bar{\chi} = [z_nD_n/(z_+ - z_-)] [(D_+ - D_-)/2D_+D_-]$. This dimensionless number is typically small so that, for $i = i_0$, the ohmic potential drop dominates over the diffusion potential. For potassium hydroxide, for example, $\bar{\chi} = (D_+ - D_-)/4D_\approx -0.16$.

With Eq. (36) we can write $Pe_0 = (2\bar{\chi}D_nD)/RTF$. Assuming that at $t = 0$ there are no concentration gradients, Eq. (24) gives $\Delta\phi = -V_0/k_0$. Inserting in Eq. (32) gives $Pe(t = 0) = (i/i_0)Pe_0$, so that $Pe_0$ is the initial Péclet number when $i = i_0$.

In general, $c_l(0)/c_0$ and $V_i(0)/V_0$ are two further dimensionless numbers characterizing the system in case of unequal starting concentrations or volumes, respectively.

4. Draining time

In the case of a constant flow velocity $u$ and $V_i(0) = V_r(t = 0) = V_0$ it will take a time

$$t_0 = V_0/|u|A = \frac{2\tau(0)}{|e^{Pe} - 1|} \quad (37)$$

to fully drain the left (when $u > 0$) or right ($u < 0$) electrolyte volume. When $V_i$ or $V_r$ approaches zero, we see from Eq. (30) that the equilibration time $\tau$ also decreases. From Eq. (29), this speeds up the approach to the limiting condition $c_l = 0$ (when $i/i_{\text{lim}} > 1$) or $c_r = 0$ (when $i/i_{\text{lim}} < 1$). A limiting condition ($i/i_{\text{lim}} > 1$) or a steady state ($i/i_{\text{lim}} < 1$) is reached well before draining only if $\tau(0) \ll i_0$, which requires $Pe$ to be positive but well below 1. When $Pe$ is large and negative, we have $t_0 \approx 2\tau(0)$ and draining and equilibration always go hand in hand.

E. Numerical time-dependent solutions

In this section we show numerical solutions to Eqs. (29), (32), and (24). This system of ordinary differential equations constitutes an initial value problem, for which we use
as initial conditions $c_l = c_r = c_0$ and $V_l = V_r = V_0$. The default fifth-order accurate Runge-Kutta-Fehlberg method in MAPLE® is used for the time integration.

We consider a flow from left to right, with an initial Péclet number $\text{Pe}(0) = \ln(2) \approx 0.69$, a constant $i/i_0 = 1.221$, and $\bar{\chi} = -0.16$. This corresponds more or less to the experiments with $c_0 = 0.1M$, detailed in the next section and Tables I and II. For a comparison with and verification of the numerical results, the analytical solution to Eq. (29) for a constant $\text{Pe} = \ln 2$, Eq. (E8), is also shown using dashed lines.

For small times $t \ll \tau_0$, the numerical and analytical solutions agree, and both show how the flow, from left to right, decreases $V_l$. The concentration $c_l$ decreases as a consequence of our choice for a positive $i/i_0$. This indicates, for example, a current density from left to right, $i > 0$, in the case of a nonreacting cation $z_n > 0$. In this case the reacting anions will diffuse to the left, causing $c_l$ to decrease with time.

Because $\bar{\chi} < 0$ and $c_r/c_l > 1$, the first term of Eq. (24) provides a negative contribution $\bar{\chi} \ln (c_r/c_l)$ to $-\Delta \phi/(i_0L/k_0)$. Initially, for $0 < t/\tau_0 \leq 0.1$, this causes $-\Delta \phi/(i_0L/k_0)$ to decrease, as is visible from the very slight dip in Fig. 5. As $c_l$ decreases further, however, the decrease in $\kappa_0$ of Eq. (23) causes the second ohmic term in Eq. (24) to dominate and increase $-\Delta \phi/(i_0L/k_0)$ again. Beyond $t/\tau_0 \geq 0.4$, this increase starts to noticeably drive more electro-osmotic flow, so that the numerical solution deviating noticeably from the constant-flow velocity analytical solution. The enhanced flow velocity accelerates the draining of $V_l$. Finally, when $t/\tau_0 \approx 0.83$, a limiting condition is reached when $c_l$ vanishes. Note that this happens well before the left volume would otherwise have been drained. As a result of the diverging electro-osmotic flow velocity, however, in a short time the entire low-concentration content of the left volume enters the right volume, where it causes the concentration to drop significantly.

In Fig. 6 we plot the simulated molar fluxes of Fig. 5, nondimensionalized with the characteristic flux $i_0/F$. To relate to the experiments of Sec. III, we consider a monovalent electrolyte with $|z| = 1$ and a nonreacting cation so that $z_n = z_+ = 1$. In this case, from Eqs. (15) and (21),

$$F N_{\pm} = \frac{F N}{i_0} = \frac{i}{i_0} \pm \frac{t}{i_0},$$

$$F N \frac{t}{i_0} = \frac{t}{i_0} \left(1 + \frac{c_r^e - c_r}{c_r^e - c_l}\right),$$

where the same diffusion-enhancement factor $Pe/(e^{Pe} - 1)$ of Eq. (34) appears again. Initially, $N/i_0$ is positive due

---

**TABLE I**. Approximate experimental parameter values at different KOH concentrations $c_0$ at 25 °C. Here $D_a$ from Ref. [39] and $k_0$ from Ref. [40] are corrected with $\varepsilon/\tau \approx 0.31$. Furthermore, we use $L = 0.5 \text{mm}$, $V_l(0) = V_r(0) = V_0 = 24 \text{ ml}$, a constant $\tau_c = 0.27$, and $\chi = -12 \text{ mV}$. The effective electrical mobility $M$ is fitted from Fig. 12 and the electro-osmotic flow mobility $M_{\text{flow}}$ is calculated from Eq. (42).

| Parameter | Value |
|-----------|-------|
| $c_0$     | $10^{-10}$ m$^2$/s |
| $D_a$     | 8.8 |
| $k_0$     | 0.84 |
| $i_0$     | 0.13 |
| $\tau_0$ | 6.6 |
| $l_s$     | 0.3 |
| $M$       | 10$^{-9}$ m$^2$/s |
| $M_{\text{flow}}$ | 6.7 |

**TABLE II**. Modeling parameters characteristic for $t = 0$ at a current density $i = i_0$ using the same conditions as in Table I.

| Parameter | Value |
|-----------|-------|
| $c_0$     | $10^{-10}$ m$^2$/s |
| $Pe$      | 0.6 |
| $Pe/(e^{Pe} - 1)$ | 0.7 |
| $\tau$   | 8.9 |
| $i_{\text{lim}}$ | 0.1 |
| $\bar{\chi} = -\chi/(i_0L/k_0)$ | 16 |

FIG. 5. Various dimensionless quantities as a function of the dimensionless time $t/\tau_0$. The numerical solution of Eqs. (28)–(32) and (22) (solid lines) is compared to the analytical solution of Eq. (E8) (dashed) for constant $Pe = \ln 2 \approx 0.7$, $i/i_0 = 1.221$, and $\bar{\chi} = -0.0118$. As initial conditions at $t = 0$, we use $c_l = c_r = c_0$ and $V_l = V_r = V_0$. These conditions are similar to the experiments performed at $c_0 = 0.1M$ detailed in Tables I and II. In Fig. 6 we show the corresponding simulated fluxes.
FIG. 6. Various fluxes, nondimensionalized with $i_0/F = 2FDc_0/Lt_0$, corresponding to the numerical model results of Fig. 5 for $Pe(0) = \ln(2) \approx 0.7$ and $i/i_0 = 1.221$ using $|z_\pm| = v_\pm = 1$ and $t_+ = 0.23$ and $t_- = 0.73$ appropriate for KOH.

to the positive advective flux from left to right. As time progresses, a concentration difference $c_l - c_r < 0$ drives an opposing diffusive flux so that, when $c_l = c_r e^{-Pe}$, the advective and diffusive fluxes cancel, and $N = 0$. From Fig. 6, this happens around $t/t_0 \approx 0.3$. As the flow velocity increases dramatically as the limiting current is approached, for $t/t_0 \gtrsim 0.8$, the advective flux makes $N/i_0$ positive again.

Because the diffusive and advective fluxes so nearly oppose each other in this particular case, the species fluxes $N_i$ are primarily determined by the final term in Eq. (38), representing migration. Therefore, for $i/i_0 > 0$, the nonreacting cations move to the right in the direction of the electric field, while the reacting anions move in the opposite direction.

III. EXPERIMENTS

To validate the theory developed in the previous sections, we consider the electro-osmotic flow through a porous diaphragm driven by a potential difference created by two electrodes placed directly adjacent. This “zero-gap” configuration is common in modern alkaline water electrolyzers for the production of hydrogen. In Ref. [31] we reported that a flow can be established from anode to cathode, lowering the limiting current and impacting crossover of dissolved gases. Here we consider in more detail these, and additional, experimental results. The experiments discussed here also include concentrated electrolytes, which will introduce deviations from the dilute solution theory considered above.

A. Experimental setup

The experimental setup shown in Fig. 7 is constructed from several layers of plexiglass as shown in Fig. 8. The left and right volumes are each filled with $V_l = V_r = 24$ ml of an aqueous potassium hydroxide solution, separated by Agfa’s Zirfon Perl UTP 500. This separator is based on 85 weight percent (wt%) ZrO$_2$ particles and 15 wt% polysulfone backbone and has an average pore size of 0.15 μm, a porosity of $\epsilon \approx 0.5$, and a thickness of $L \approx 0.5$ mm. Roughly equally thick expanded metal...
velocity with connected filled circles. The current density is determined in a configuration where the transparent back wall is positioned at a distance of 2 mm (a), 1.3 mm (b), or 0.5 mm (c) to provide better optical access to the cathode and hydrogen bubbles in this case. These experiments are performed with 30 wt % KOH and at \( E_{\text{cell}} = 2.2 \) V. The black and white ruler indicates a millimeter scale.

Permascand electrodes of \( A = 32 \times 32 \) mm\(^2 \approx 10 \) cm\(^2 \) are pressed to the separator at their edges and connected to a power source. See Fig. 7 for their position in the setup and Fig. 9 for an enlargement of the same electrodes in a different setup. Parallel to the 32 \( \times \) 2 mm\(^2 \) gas outlets shown in Fig. 8, \( 6 \times 8 \) mm\(^2 \) bubble-free channels are used to determine the liquid level. Calibration showed a combined accuracy less than or equal to 0.02%.

When the PV9100 power source is used in constant current mode, the electrolyte voltages \( \pm 2 \) mV, \( \pm 0.28 \) eV, and \( \pm 0.5332 \) eV are indicated in Fig. 10, 6 and \( \pm 2 \) mV, respectively. This gives transference numbers of \( t_+ = 0.27 \) and \( t_- = 0.73 \), using Eq. (11), and a molecular ambipolar diffusivity of \( 2.9 \times 10^{-9} \) m\(^2\)/s, using Eq. (13). We correct according to Eq. (7), using the separator porosity \( \epsilon \approx 0.5 \) and tortuosity \( \tau = 1.62 \). The latter value has a significant uncertainty and also depends on the age of the separator [29]. In the dilute limit this gives \( D_a \approx 0.9 \times 10^{-9} \) m\(^2\)/s. Data of measured salt diffusivities [39] listed in Table I indicate that \( D_a \) first slightly decreases before increasing again with increasing electrolyte concentration. At 5.5M the diffusivity increases by about 30% compared to its value at infinite dilution. We additionally note that the temperature is not controlled so that, as the electrolyte heats up during the experiment, the diffusivity may also increase.

For the molecular conductivity of the unconfined electrolyte, we use the empirical formula \( \kappa_\infty = -204.1c - 0.28c^2 + 0.5332cT + 20720c/T + 0.1043c^3 - 0.00003c^2 \cdot T^2 \) of Ref. [40], in which \( c \) is expressed in M and we use \( T = 298 \) K. For the used concentrations of \( c_0 = 0.1M, 1M, 2.9M, \) and 5.5M, this gives values of 2.7, 21, 48, and 62 S/m, respectively. To obtain effective porous medium values, we use the same correction as for the diffusivity to give \( \kappa_0 = \kappa_\infty / \epsilon \) reported in Table I.

In Table II we list the dimensionless numbers of Eq. (35). The characteristic ratio \( \tilde{\chi} = \chi / (i_0L/\kappa_0) \) of the diffusion potential and ohmic drop shows that, while the ohmic will always dominate, the effect of the diffusion potential is largest at the lower concentration. The reason is that the conductivity increases sublinearly with concentration at higher concentrations.

**C. Measurements**

A given fixed current is switched on at \( t = 0 \) while we record, in time, the cell potential \( E_{\text{cell}} \), the potential difference \( \Delta \phi_{\text{tot}} \) between the left and right electrolytes, the pH in the anolyte, and the variation in the levels of the left and right electrolytes. In the next sections these measurements will be discussed in more detail.

**1. Electro-osmotic velocity \( u \)**

The observed flow velocity is from the anode on the left to the cathode on the right, so opposite to the expected level change due to water consumption at the cathode and production at the anode. In Fig. 11 we show the difference between the right and left electrolyte levels for various time instances as read off from the measurement tape visible in Fig. 7. Approximately time-averaged values...
are recorded, except for the 1M case, where instantaneous values are shown. This gives an idea of the level fluctuations, induced by the unsteady multiphase flow in the hydraulically connected gas outlet channel. From these level differences we calculate the electro-osmotic velocity using

\begin{equation}
    u = \frac{A}{2A} d(H_r - H_l) dt + \frac{3i}{2FV_m}.
\end{equation}

Here the level heights \(H_r\) and \(H_l\) are shown schematically in Fig. 4. The separator area is \(A/\sqrt{A} \approx 9\) times the area of the combined area of the level and bubble outlet channels. The final term corrects for the water consumed and produced in the reaction. Per two electrons, two molecules of water are consumed at the cathode on the right while one is produced at the anode on the left. Therefore, in the absence of a level rise, a molar flux of \(3i/2F\) must exist from anode to cathode, or left to right. The water molar volume in Eq. (40) for all concentrations is around \(V_m \approx 1.8 \times 10^{-5} \text{ m}^3/\text{mol}\).

In Fig. 11 we show that the level difference \(H_r - H_l\) increases at most by 2.4 mm/min for \(c_0 = 0.1M\), or 1.2 mm/min per side. According to Eq. (40) this gives a maximum superficial flow velocity \(u \approx 0.12 \text{ mm/min} = 2 \mu\text{m/s}\). The velocity increases with time as the limiting current is approached, as can be observed from the accelerating level difference for the higher current densities in Fig. 11. This is expected when, as in Eq. (6), the flow is driven by the separator voltage \(\Delta\phi\). This voltage increases as the anolyte depletes, when limiting conditions are approached. This is illustrated by the model calculations for \(Pe\) in Fig. 5.

As discussed in Sec. II D 4, for modest Péclet numbers, a limiting current can be approached well before one of the electrolyte volumes is drained, in agreement with the observations. The diffusion-enhancement factors \(Pe/(ePe - 1) \approx 0.7–0.8\) listed in Table II result in a limiting current roughly 20%–30% lower compared with that in the absence of flow.

In Fig. 12 we show the time rate of change of the level difference, obtained from a linear fit of the initial linear part of the data in Fig. 11. This is plotted as a function of the calculated expected separator voltage \(-\Delta\phi = IL/\kappa_0\), shown as the dashed line in Fig. 13 as a function of \(i\). In accordance with Eq. (6), we expect a linear relation between the separator voltage and electro-osmotic flow velocity, which is indeed observed.

2. Electrolyte concentration

The electrolyte concentration \(c_0\) is monitored by measuring the \(pH\) of the anolyte with the sensor clearly visible.
FIG. 12. A linear fit for the time rate of change of the level difference of Fig. 11 plotted as a function of the calculated $-\Delta\phi = iL/\kappa_0$, which is shown as the dotted line in Fig. 13. The 95% confidence interval in the fitted slope is only indicated for $c_0 = 0.1 \text{ M}$, where it is significant for $i/i_0 = 2$ since only ten data points are used, as shown in Fig. 11. For the other concentrations, the fitting error is generally only a few percent as sufficient measurement points are available for the initially quite linear phase.

in Fig. 7. In Fig. 14 we show the pH as a function of time for various current densities. For $c_0 = 0.1 \text{ M}$ and $1 \text{ M}$, the pH = $14 + \log_{10}(c_0[\text{M}])$ should be 13 and 14, respectively. The initial values shown in Fig. 14 are more or less within the absolute accuracy of 0.1 reported by the supplier of the sensor. The initial linear decrease in pH indicates an approximately exponentially decreasing concentration in agreement with Eq. (29) near the limiting current density.

3. Potential drop $\Delta\phi_{\text{tot}}$

Besides the cell voltage $E_{\text{cell}}$ measured between the two electrodes, we also measure the potential drop over the electrolyte, as illustrated schematically in Fig. 10. Two electrical wires are inserted in the left and right electrolytes, directly behind the electrodes, and connected to a voltmeter. The measured potential difference $-\Delta\phi_{\text{tot}}$ at $t = 150 \text{ s}$ after the current is switched on at $t = 0$ is shown in Fig. 13. Before this diffusive timescale, there are still significant variations in the potential.

In Fig. 15 we show $-\Delta\phi_{\text{tot}}$ over the duration of an experiment for various concentrations and current densities. For the highest current densities, this potential can be seen to diverge, corresponding to the limiting conditions associated with hydroxide depletion at the anode. As discussed in Sec. II D 4, for modest Péclet numbers, a limiting current can be approached well before one of the electrolyte volumes is drained, in agreement with the observations. The diffusion-enhancement factors $Pe/(ePe - 1) \approx 0.7–0.8$ listed in Table II result in a limiting current roughly 20%–30% lower compared to that in the absence of flow.

We also discuss these results in more detail in the next section, where we also make the connection to the theory and simulations of Sec. II.

IV. DISCUSSION

In Ref. [31] reasonable agreement was found between the numerical solution of Eqs. (28), (29), and (6) and the experimental results for a more or less dilute solution with $c_0 = 0.1 \text{ M}$. Here we compare numerical and experimental results for higher concentrations more relevant for application in alkaline water electrolysis.

A. Electrode potential drop $iL/\kappa$

Besides the measured potential drop $\Delta\phi_{\text{tot}}$, in Fig. 13 we also show the expected potential drop $iL/\kappa$ over the separator, using the parameters of Table I. The approximately
FIG. 13. The measured potential difference \(-\Delta \phi_{\text{tot}}\) between the left and right bulk electrolytes at \(t = 150\) s after the current is switched on (data points), a linear fit (solid line), and the calculated \(-\Delta \phi = iL/\kappa_0\) (dotted line).

A threefold difference seems far too large to be explained by, for example, a larger tortuosity. Instead, it may be explained by the additional distance that the ionic current travels beyond the separator thickness \(L\).

For simplicity, and in reasonable agreement with the data, we use a simple linear fit in Fig. 13.

To allow a comparison between the measured \(\Delta \phi_{\text{tot}}\) and the theoretical \(\Delta \phi\), we add to the latter ohmic drops \(iL/\kappa_l\) and \(iL/\kappa_r\), with \(L\) obtained from the fitted slope in Fig. 13.

Note that here we use the same effective conductivity as in the separator, both for the anode and the cathode, depending only on the electrolyte concentration. The results given in Table I indicate that \(L\) is a bit smaller than the electrode thickness for the lowest current density and roughly doubles for the higher current densities to a value slightly larger than the electrode thickness. The precise quantification and origin of this additional potential drop associated with the electrodes warrants further investigation.

FIG. 14. The \(pH = 14 + \log_{10}(c/[M])\) for \(c_0 = 0.1M\) (a) and \(c_0 = 1M\) (b). As discussed below Eq. (F5), when \(i \approx i_0\), the \(pH\) is expected to vary logarithmically initially for \(t \ll t_0\). The dotted black lines are obtained by numerically solving Eqs. (28)–(32) and (22) using the values in Table II. The limited accuracy of the \(pH\) sensor, 0.1 unit of \(pH\), can be clearly seen from the values at \(t = 0\), which according to the molarity should be 13 and 14 at 0.1M and 1M, respectively.
B. Diffusional timescale

In Fig. 15 we show a comparison between the measured potential $-\Delta \phi_{\text{tot}}$ and $-\Delta \phi + i l / \kappa_l + i r / \kappa_r$, obtained by numerically solving Eqs. (28)–(32) and (22), using the values in Tables I and II. Reasonable agreement is obtained for the time at which limiting conditions are approached. For the lowest concentration, this time is overestimated while, for the higher concentrations, it is somewhat underestimated. For $c_0 = 0.1M$, for example, experimental curves seem to be approximately 10 min ahead of the model curves in Fig. 15.

This may actually be due to our neglect of the time it takes to reach quasisteady concentration profiles inside the separator. As discussed in Ref. [35], there is a “lag time” in the flux of cations compared to that expected on the basis of a steady-state calculation, approximately given by $(L^2/6D_a)[(c_r - c_l)/(c_r - c_l e^{Pe})]$. This timescale diverges and becomes negative when $c_r/c_l \geq e^{Pe}$. This is associated with a vanishing salt flux $N = 0$ in Eq. (21), at which point the characteristic timescale for diffusion diverges and our assumption of a quasisteady state breaks down. As subtly argued in Ref. [35], a positive flow velocity adds a positive advective component to the flux $N$, but at the same time increases the oppositely directed diffusive flux by steepening the concentration profile near $x = L$ according to Eq. (19). As the diffusional time diverges over an extended period of time, the electrolyte flux continues even though $N = 0$ according to steady state. As shown in Figs. 5 and 6 for $i/i_0 = 1.221$ and $Pe \approx 0.7$, roughly between $t/\tau_0 = 0.4$ and 0.8 a steady-state calculation predicts the electrolyte flux becomes negative, while a transient calculation may reveal it to actually be positive. These rather special circumstances may be what causes the small sudden increases in the $c_0 = 0.1M$ Fig. 15 for $t \approx 0.17\tau_0 \approx 1100$ s, $0.4\tau_0 \approx 2600$ s, and $0.55\tau_0 \approx 3600$ s for $i/i_0 = 2, 1.5$, and 1.2, respectively. Around these times
FIG. 16. The cell voltage $E_{\text{cell}}$ and the potential drop $-\Delta \phi_{\text{cell}}$ measured for an electrolyte concentration $c_0 = 2.9 M$ and various current densities $i/i_0$. Both go up with time. The cell voltage goes up more however so that the difference $E_{\text{cell}} - |\Delta \phi_{\text{cell}}|$ also increases with time.

a hiccup in the recorded levels can also be seen from Fig. 11. Here it would be interesting to extend the analysis of Ref. [35] to a nonconstant electro-osmotic flow velocity and also simulate the transient concentration profiles in the separator. Note from Table II that, for $c_0 = 1 M$ and $2.9 M$, the Péclet number is a bit lower, so these special conditions may not be met.

In Fig. 16 we show an increase in the recorded potential drop $\Delta \phi_{\text{tot}}$ and cell voltage $E_{\text{cell}}$ over the first 100 s after switching on the current for $c_0 = 2.9 M$. This timescale is similar to $L^2/4D_a = O(10^2 s)$ [35], associated with diffusion in the separator. Note that various of the curves in Fig. 15 also show a decrease in $-\Delta \phi_{\text{tot}}$ before starting to increase as limiting conditions are approached. The decrease is much larger than that predicted by the diffusion potential, which is included in the simulations and shown in the same figure. These phenomena require further investigation to be explained with more certainty.

**C. Cell potential $E_{\text{cell}}$**

In Fig. 16 we also show the cell voltage $E_{\text{cell}}$, the potential difference between the electrodes. In addition to $\Delta \phi$ and the open-circuit potential, this also includes the activation overpotentials required to drive the reaction, as illustrated by Eq. (33). These in turn are influenced by both bubbles and concentration effects. For very short timescales, there may also be a capacitive response due to charging of the electrical double layers in the system.

With $C$ and $a$ the capacity per unit surface area and the volumetric surface area, respectively, the total capacity per geometrical area of the separator is given by $a LC$. Multiplying with the areal separator resistance $L/\kappa$ gives a capacitive $RC$ time $aL^2 C/\kappa$. With the rough numbers mentioned in Sec. II A and the conductivities from Table I, this gives a timescale of $O(1 s)$ for $c_0 = 1 M$ and $O(10 s)$ for $c_0 = 0.1 M$. In Figs. 16 and 17 we indeed show a rapid increase in the cell voltage over roughly these timescales.

As discussed in Sec. III C 2, when $i \approx i_{\text{lim}}$, the anolyte concentration initially decreases exponentially, in accordance with Eq. (29). The associated concentration overpotential in Eq. (33) is in this case $\Delta E_{\text{conc}} \approx b_a/\tau$; see Eq. (F5). The slope of roughly 50 mV/h observed for $i/i_0 = 1$ in Fig. 17 would, with $\tau \approx 6.6 \times 10^3 s$ from Table I, correspond to an anodic Tafel slope of $b_a \approx 0.1 V$. This is on the high side, but may correspond to a value doubled by ohmic limitations [38]. There is also however a rather large uncertainty in this data formed by subtracting two independently measured quantities. Note, for example, that, for $i/i_0 = 0.8$, there seems to be no increase at all. For the higher
values \(i/i_0 = 1.5\) and 2, a rather large increase can be seen associated with approaching the limiting conditions, in which case the concentration overpotential diverges.

D. Electro-osmotic drag

The level increase at the cathode and decrease at the anode is contrary to what one would expect from electro-osmotic drag of the reacting hydroxide anions, which move from cathode to anode. In the case of exchange membrane (PEM) water electrolyzers, electro-osmotic drag causes a net transport of water [42]. Protons drag along a solvation shell, or hydration shell, of water molecules, causing a net flow from anode to cathode. In alkaline water electrolysis, however, the primary current-carrying ion is the hydroxide ion, which moves in the opposite direction from cathode to anode. Both hydroxide and potassium ions have a solvation number, or hydration number, of the order of \(\lambda \approx 6 \pm 1\) [43,44], so that each ion transports on average about six water molecules. The associated water flux will be given by \(N_w^{\text{drag}} \approx \lambda (N_+ + N_-)\) or, using Eq. (15) with \(v_\pm = 1\) and \(z_\pm = \pm 1\),

\[
N_w^{\text{drag}} \approx \lambda \left[ 2N + (t_+ - t_-) \frac{i}{F} \right]. 
\]

To this we have to add the water flux due to electro-osmotic flow \(N_w^{\text{flow}} = uc_w\), with \(c_w \approx 55M\) the molar concentration of water, to obtain the total water flux \(N_w = N_w^{\text{drag}} + N_w^{\text{flow}}\).

We recall the modeled fluxes of Fig. 6, which may be used to illustrate how these vary over time throughout an experiment. At two instances the electrolyte flux \(N\) in Fig. 6 vanishes, as advection to the right exactly cancels diffusion to the left, and Eq. (41) gives \(N_w^{\text{drag}} \approx 3i/F\). With \(\Delta \phi \approx -iL/\kappa_0\), Eq. (6) gives the electro-osmotic flow

\[
\text{water flux as } N_w^{\text{flow}} \approx M c_w / \kappa_0. \]

Using the data of Table I, this gives \(N_w^{\text{flow}} \approx 50i/F\) for \(c_0 = 0.1M\), so that in this case the electro-osmotic drag can be neglected. On the other hand, for \(c_0 = 5.7M\), we find that \(N_w^{\text{flow}} \approx 0.7i/F\), indicating that electro-osmotic drag should dominate over electro-osmotic flow.

The mobility \(\mathcal{M}\) from Table I used in the estimate of \(N_w^{\text{flow}}\) is however directly derived from the net water flux \(N_w = N_w^{\text{flow}} + N_w^{\text{drag}}\) as obtained from the observed electrolyte levels and thus already effectively includes the effect of electro-osmotic drag. Despite the net electro-osmotic drag of water to the left, the net water flux is still observed to be to the right. This implies that the actual electro-osmotic flow mobilities \(\mathcal{M}_w^{\text{flow}} = u/(-\Delta \phi/L)\) are substantially higher than the reported mobilities \(\mathcal{M} = (N_+/c_w)/(-\Delta \phi/L)\), which use the superficial water flux \(N/c_w\) rather than \(u\). Neglecting concentration gradients we can use \(N = uc_w\) and Eq. (25) to write Eq. (41), and using Eqs. (18) and (11) with \(v_\pm = 1\) and \(z_\pm = \pm 1\), we can write \(\mathcal{M} = \mathcal{M}_w^{\text{flow}} + \mathcal{M}_w^{\text{drag}}\) as

\[
\mathcal{M} \approx \mathcal{M}_w^{\text{flow}} \left[ 1 + 2\lambda \left( \frac{c_0}{c_w} \right) \right] + \lambda(D_+ - D_-) \frac{F}{RT} \frac{c_0}{c_w}. \]

Here the terms proportional to \(\lambda\) represent the electro-osmotic drag contribution from Eq. (41). The combined mobility \(\mathcal{M}\) obtained from the recorded liquid levels is given in Table I. We also give the electro-osmotic flow mobility \(\mathcal{M}_w^{\text{flow}}\) as calculated from Eq. (42). For \(c_0 = 5.7M\), this mobility is a factor \(\mathcal{M}_w^{\text{flow}}/\mathcal{M} \approx 5\) higher. This shows that the net ionic drag to the left cancels to a large degree the electro-osmotic flow that would otherwise be present. As a result, the effective zeta potential shown in Ref. [31] likely strongly underestimates the actual zeta potential at these higher concentrations. Note that, contrary to \(\mathcal{M}\), the calculated electro-osmotic flow mobility \(\mathcal{M}_w^{\text{flow}}\) increases with increasing concentration.
In general, the net superficial volumetric water flux $N_w/c_w$ can differ from the flow velocity $u$ and may be modeled as such. At elevated concentrations however it becomes impossible to distinguish between these two quantities. For $c_0 = 5.7M$, for example, the concentration of water molecules $2\lambda c_0$ in the solvation shells of the electrolyte ions would even exceed the amount of water molecules $c_w$ present, leaving no more molecules for any flow. Insight from molecular dynamics simulations, can perhaps in the future provide guidance on how to more accurately take these effects into consideration. For now, however, we take $u$ to be equal to $N_w/c_w$ so that we can derive $M$ directly from the liquid levels. Despite a negative flux $N_w^{\text{drag}} \approx \lambda (N_+ + N_-) < 0$, caused by ions dragging water to the left, the net water transport is to the right. The electric force on a thin positively charged layer near the surface is thus effective in creating a net electro-osmotic flow opposing the ionic drag.

Although this may be reading too much into the data, given its experimental inaccuracies, in Fig. 11 for $c_0 = 5.7M$ and $i/i_0 = 0.52$ and 0.65, the levels initially increase at about twice the rate of that after half an hour. As illustrated in Fig. 6, the electro-osmotic drag $N_w^{\text{drag}} \approx \lambda (N_+ + N_-)$ becomes more negative as time proceeds. This is due to a decrease in salt flux $N$ associated with an increasing diffusive flux to the left opposing the advective flux to the right. This results in an enhanced drag of solvated water molecules to the left, diminishing the net rate of level difference. An alternative explanation, however, is that the hydrostatic pressure caused by the increasing liquid level on the right opposes the flow to the right. Eventually, the net water flux can also be seen to increase again. This may be explained by an increase in electro-osmotic flow, driven by the increasing potential difference.

Note that the solvation shell of ions does not necessarily contain all species in proportion to their abundance in the electrolyte, but actually typically under represents dissolved gases. In this case the advective transport of gases like oxygen and hydrogen will be higher than predicted on the basis of the measured effective electro-osmotic velocity $u$, which at high electrolyte concentrations will in large part be due to water drag. Note also that at still higher concentrations or slightly lower electro-osmotic flow mobilities $M^{\text{flow}}$, electro-osmotic drag may dominate over electro-osmotic flow. This would give rise to a flow reversal, but without an accompanying charge inversion [17,45].

E. Further discussion

Besides significant uncertainty in the various model input parameters, there are also further errors associated with our assumptions in the model. A known modeling error is associated with our use of dilute solution theory. To partially take concentrated-solution effects into account, instead of Eqs. (13) and (18) for the ambipolar diffusivity $D_a$ and conductivity $\kappa$, we use the empirical values listed in Table I. We take these properties to be constant in the modeling and simulations, but these will depend on, for example, concentration and temperature, which both vary through the experiment.

The electrolyte conductivity, for example, in the dilute approximation varies linearly with electrolyte concentration. For various electrolytes, this approximately holds up to concentrations of the order of one or even several molar, before leveling off to a maximum, beyond which the conductivity decreases again. For KOH at room temperature, the maximum conductivity occurs close the $5.7M$ we use in our experiments. Since the used dilute limit equations assume a linear dependence on concentration, when the concentration increases locally, the conductivity is erroneously predicted to increase, while the predicted decrease with decreasing local concentration is overestimated.

As discussed in Sec. IV D, the water flux through the separator is partly driven by ion fluxes, which are throughout an experiment not always strictly proportional to the potential drop $\Delta \phi$. Therefore, the mobility $M = (N_w/c_w)/(-\Delta \phi/L)$ will vary throughout an experiment, introducing another known error into our simple modeling in which we use a constant value. We also note that the $0.1M$ and $1M$ results of Fig. 12 are described slightly better with an offset-linear relationship in which a finite voltage of $\Delta \phi \approx 35$ mV is required to initiate flow. Since there does not seem to be any theoretical basis for this, we attribute this to measurement inaccuracies and use a linear relationship.

The permeability of the porous separator used is $k \approx 7 \times 10^{-16}$ m² [46] and the electrolyte viscosity is in the range $\mu \sim 1$–2mPas. The observed flow velocities of the order of $u \sim 1$ $\mu m/s$ can then also be reached with a pressure difference of approximately 1 kPa. This corresponds to a hydrostatic pressure of only approximately 0.1 m of liquid. Such level differences do actually arise over time in our experiments, something that can be easily taken into account in a model by including $\Delta P$ in the derivation of Eq. (32). The nonconstant flow profile associated with super-imposed electro-osmotic and pressure flows can lead to Taylor dispersion [47]. Because the Péclet number using the pore radius as a length scale is however very small, this effect, included in, e.g., Ref. [48], can safely be neglected compared to molecular diffusion.

As discussed in Ref. [31], flows through the separator can contribute significantly to undesirable transport of dissolved gases. In most electrolyzers the pressure between anolyte and catholyte are balanced, but our findings here shows that controlling the liquid levels can also be used as a means to counteract electro-osmotic flows through the separator. At $5.7M$ the limiting current is 7 kA/m², in the range of operating conditions of modern alkaline electrolyzers. Nonetheless, in practice a limiting current will rarely
be observed because in most electrolyzers the anolyte and catholyte are mixed. An open connection between anolyte and catholyte provides a convenient way to equilibrate pressure, KOH concentration, and simplify water management. To minimize the resulting mixing of dissolved hydrogen and oxygen [49], a recombination of electrolyte streams may also be done periodically [50] similar to in PEM electrolyzers [42].

**V. CONCLUSIONS**

Taking into account diffusion, migration, and advection of an electrically neutral binary electrolyte with arbitrary valencies, we derive a useful analytical expression, Eq. (24), for the potential drop over a neutral porous layer. Considering a timescale much larger than the diffusional time, we derive Eq. (29), describing the time evolution of the concentrations on either side of the layer. We consider various limits, analytical solutions, extensions, and comparisons with previous results from different disciplines.

We experimentally validate the derived equations by investigating the transport through a microporous separator used in alkaline water electrolysis. Electro-osmotic flows from anode to cathode are found to develop as a result of the potential drop over the separator, which somewhat lower the limiting current density. While such limitations are in practice avoided by recombining anolyte and catholyte, this can lead to undesirable cross over of dissolved gases. Similarly, the flows themselves can significantly impact dissolved gases. Estimation of the detailed impact is complicated by opposing electro-osmotic drag effects, discussed in Sec. IV D.

The timescales associated with draining the electrolyte volume and reaching a quasisteady state or limiting current condition are both included in the model equations. From the experiments we observe two more distinct timescales. On the order of a second, the cell voltage is found to increase rapidly, plausibly associated with the capacitive charging of the separator double layers. On the order of a minute, both the ohmic and activation overpotentials increase further, which will require further investigation to explain with certainty.

Even though the electrodes are positioned in a zero-gap configuration, a substantial ohmic drop is measured associated with a distance of the order of the electrode thickness.

We thus see that the effective combination of theory and experiments used in this work leads to reasonable agreement but also several instances where additional phenomena turn out to play a role. The generality and relative simplicity of the used theory goes a long way to insightfully describe the main physics, while the experiments point at a rich variety of additional phenomena.
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**APPENDIX A: ALTERNATIVE EXPRESSIONS FOR ΔΦ**

1. As a function of $N$

Considering the limiting conditions associated with $c_l = 0$, we can use Eq. (21) to write

$$\frac{c_l}{c_r} = e^{-\frac{e}{Pe} \left( 1 - \frac{N}{N_{lim}} \right)} , \quad (A1)$$

where

$$N_{lim} = \frac{u c_r}{1 - e^{\frac{e}{Pe}}} = - \frac{D_{acr} \ Pe}{L} e^{\frac{e}{Pe}} - 1 \approx \left\{ \begin{array}{ll} -\frac{u c_r}{e^{\frac{e}{Pe}}} , & Pe \gg 1 , \\ -\frac{D_{acr} \ Pe}{L} , & |Pe| \ll 1 , \\ \frac{u c_r}{e^{\frac{e}{Pe}}} , & Pe \ll -1 . \end{array} \right. \quad (A2)$$

We see that in the case of a flow to the right, there is a maximum flux $-N$ that can be sustained towards the left by diffusion and advection, without $c_l$ vanishing. The larger the velocity, the smaller this flux. See Fig. 2 for an illustration. Inserting Eq. (A1) into Eq. (22) or (24) gives the potential drop in terms of $i$ and $N$ as

$$\Delta \Phi = \left( \chi - \frac{i L}{\kappa_c \ Pe} \right) \ln \left( 1 - \frac{N}{N_{lim}} \right) - \chi Pe , \quad (A3)$$

where

$$\frac{i L}{\kappa_c \ Pe} = \frac{i D_o c}{N \kappa} = \frac{t_o L}{v_+} \frac{1/z_+ - 1/z_- \ RT \ i/F}{z_+ v_+} \frac{1}{F} . \quad (A4)$$

In an ideal separator or perfect filtration membrane, no salt goes through so that $N = 0$. In this limit Eq. (A3) gives, with $\kappa_c = (N/uc)\kappa$,

$$\Delta \Phi = -\frac{i L e^{\frac{e}{Pe}} - 1}{\kappa_r \ Pe} - \chi Pe \quad (N = 0) .$$

The final term $-\chi Pe$ is the diffusion potential due to the concentration difference $c_r/c_l = e^{\frac{e}{Pe}}$ that has to be present to maintain $N = 0$ in Eq. (21). This concentration difference induced by convective flow is routinely measured in steady-state convective diffusion or convective electrophoresis experiments at zero current and salt flux to determine the thickness-to-area ratio of (biological) membranes [2,3].

When we want to consider the limiting conditions associated with $c_r = 0$, instead of Eq. (A1),
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we can write \( c_r/c_l = e^{P_e}(1 - N/N^*_{\lim}) \) with \( N^*_{\lim} = c_{il}/(1 - e^{-P_e}) = -(D_r c_i/L)[-P_e/(e^{-P_e} - 1)] \). Equivalently, we can change the direction of the \( i \) axis, reversing \( l \) and \( r \) and changing the signs of \( i, P_e \), and \( \Delta \phi \).

2. As a function of \( N_i \)

The average electric field in the \( i \) direction, \( -\Delta \phi/L \), can immediately be obtained from Eq. (24) or (A3). The local electric field is given by Eq. (16) as \(-\phi' = i/\kappa + \chi(c'/c)\). Using Eq. (16) and Eq. (19), this can be written explicitly as a function of \( i \) as

\[
-\phi' = \frac{i}{\kappa l} + \frac{(c_r - c_l)}{(e^{P_e(s/L)} - 1)/(e^{P_e} - 1)} + \frac{\chi}{L} \frac{D_i}{1 + (c_r e^{P_e(s/L)} - c_l e^{P_e(s/L)})/(c_r - c_l)}.
\]

(A5)

The second diffusional contribution to the electric field opposes the first term when \( \chi(c_r - c_l)/i < 0 \) and adds to it when \( \chi(c_r - c_l)/i > 0 \). Equation (15), inserting Eq. (21) for \( N \) and Eq. (24) for \( i \), gives the species flux \( N_i \) in terms of only concentration and potential differences as

\[
N_i = u v_i c_i e^{P_e} - c_r \frac{e^{P_e} - 1}{e^{P_e} - 1} + \frac{t_i}{F z_i} \frac{\kappa \Delta \phi + \chi \ln(c_r/c_l)}{L} \frac{\ln(c_r/c_l)}{\ln(c_r/c_l)}/Pe - 1
\]

(A6)

\[
= u v_i \frac{c_i e^{P_e} - c_r D_i \ln(c_r/c_l) - D_i P_e}{e^{P_e} - 1} + \frac{z_i F \Delta \phi / R T}{\ln(c_r/c_l)}/Pe.
\]

(A7)

Here we used Eq. (18) to write \((t_i/F z_i D_o(\kappa/c) = (z_i D_r / D_o) (F/R T) \) and we used \(1 + (z_i D_r / D_o) (F/R T) = D_i / D_o \). So far, we have provided expressions for \( \Delta \phi \) in terms of \( i, c_l \) and \( c_r \) in Eq. (24), or \( i \) and \( N \) in Eq. (A3). Equation (A6) readily gives \( \Delta \phi \) in terms of \( N_i \) and the concentrations \( c_l \) and \( c_r \). We can also use Eq. (15) in Eq. (A3) to write \( \Delta \phi \) in terms of \( N_i \) and \( N \) or \( N_i \) and \( i \).

APPENDIX B: A NONMOBILE ION (\( N_n = 0 \))

1. General

Near ion-exchange membranes, or in the case of a steady-state reaction involving only one ion, the flux of a “nonmobile” ion with index \( i = n \) vanishes, so that \( N_n = 0 \) and Eq. (15) gives

\[
N_n = -\frac{i}{F z_n v_n}.
\]

(B1)

Therefore, we can write \( i/i_{\lim} \) instead of \( N/N_{\lim} \), with \( i_{\lim} = -(F z_n v_n / t_n) N_{\lim} \). With Eqs. (A2), this gives

\[
i_{\lim} = -\frac{D_o}{t_n} \frac{F z_m v_m c_r}{e^{P_e} - 1}.
\]

(B2)

Denoting the index \( i \) of the mobile ion with \( m \), with Eqs. (13) and (11) we have

\[
\frac{D_o}{t_n} = \left(1 + \frac{z_m}{z_n}\right) D_m.
\]

(B3)

The limiting current is proportional to the diffusivity of the mobile ion, as expected. The additional factor \( 1 + |z_m/z_n| \) accounts for the additional current due to migration and is the only quantity in which the nonmobile ion plays a role. For a monovalent electrolyte, \( 1 + |z_m/z_n| = 2 \) so that, due to migration, the limiting current is twice the diffusional current. The numerator of the advection correction \( Pe/(e^{P_e} - 1) \) of Eq. (A2) reflects the convective flux contribution, while the denominator takes into account the effect flow has on the diffusive flux through the steepening of the concentration profile.

From Eq. (B2), the condition \( i/i_{\lim} > 0 \) requires \( i/z_m < 0 \), so that the flux of mobile charge should be to the left. In this case a limiting current associated with \( c_l = 0 \) can be obtained. This is due to our choice of defining \( N_{\lim} \) as in Eq. (A1). If \( i/i_{\lim} < 0 \), a limiting current exists associated with \( c_r = 0 \).

For a flow to the right, \( Pe > 0 \), and the advective flux opposes the diffusional flux of species to the left. Therefore, there is a positive limiting current associated with \( c_l = 0 \), carried by anions \( (N_+ = 0) \), and a negative limiting current carried by cations \( (N_- = 0) \). Flow in this case reduces the magnitude of the limiting current as \( Pe/(e^{P_e} - 1) < 1 \). See Fig. 2 for an illustration of how flow impacts the concentration profile and associated diffusive flux and limiting current.

For a flow to the left, \( Pe < 0 \), and the advective flux opposes the diffusional flux of species to the right. Therefore, there is a negative limiting current associated with \( c_r = 0 \), carried by anions \( (N_- = 0) \), and a positive limiting current carried by cations \( (N_+ = 0) \). See Fig. 2 for an illustration of how flow impacts the concentration profile and associated diffusive flux and limiting current.

It is important to note that a limiting current does not exist when the constraint \( N_n = 0 \) is dropped, as in the more general Eq. (22). Without this constraint, a current can be sustained solely by migration without any concentration differences, and hence without any diffusion limitations.

2. Without flow

In the limit \( Pe \to 0 \) Eq. (B2) gives \( i_{\lim} = z_n F(D_o/i_{\lim}) \)

\[
(v_n c_r/L).
\]

From Eqs. (B1), (21), and (A2) we have \( i = i_{\lim} \frac{(c_r - c_l)/c_r} \), so Eq. (26) can be written as \( \Delta \phi = (\chi + i_{\lim} L/\kappa_r) \ln(1 - i/i_{\lim}) \). From Eqs. (18), (8), and (11) we find that \( i_{\lim} L/\kappa_r = (D_o/z_m D_n) (RT/F) \), so with some algebra we can write \( \chi - i_{\lim} L/\kappa_r = RT/F z_n \) and

\[
\Delta \phi = \frac{RT}{F z_n} \ln \left(1 - \frac{i}{i_{\lim}}\right).
\]

(B4)
This simple result could have of course been obtained in a much simpler way from Eq. (10). With $N_n = 0$ we see that the concentration satisfies a Boltzmann distribution so that

$$\ln \frac{c_l}{c_r} = \frac{z_n F \Delta \phi}{RT},$$

giving Eq. (B4). Solving Eq. (B4) for $i$ gives

$$i = i_{\text{lim}} (1 - e^{F z_n \Delta \phi/RT}), \quad \text{(B5)}$$

These equations show a clear asymmetry in the direction of the current on the potential drop $\Delta \phi$, called ionic current rectification. As remarked in, e.g., Ref. [19], this current-voltage relation is equivalent to that of an ideal (Schottky) diode. In this case $i_{\text{lim}}$ is referred to as the reverse saturation current.

An integral conductance of the layer $\kappa_{\text{eff}} \equiv -L(di/d\Delta \phi)$ can be defined as the derivative of the current density with respect to the average electric field $-\Delta \phi/L$. From Eq. (B4) or (B5), assuming constant $c_r$ so that $i_{\text{lim}}$ is constant, we obtain $\kappa_{\text{eff}} = (Fz_n/RT)(i_{\text{lim}} - i)L$, or, with Eq. (8),

$$\kappa_{\text{eff}} = \left(1 + \frac{z_m}{z_n}\right) \left|\frac{z_m z_n}{F^2D_m}{v_m c_r}\right| \left(1 - \frac{i}{i_{\text{lim}}}\right), \quad \text{(B6)}$$

proportional to the diffusivity and concentration of the mobile ion as well as the mixed $z_m z_n$ and the migrational multiplier $1 + |z_m/z_n|$. As the limiting current density is approached, the effective conductivity drops to zero, as ever larger potential drops are required to maintain a zero flux of the nonmobile species.

With $N_{\text{lim}} = -D_a c_r/L$ from Eq. (A2) and defining $N_L \equiv -[D_a(c_l + c_r)]/L$, we can write Eq. (21) as $N = D_a[(c_l - c_r)/L] = 2N_{\text{lim}} - N_L$ so that $1 - N/N_{\text{lim}} = (1 - N_0/N_0)/(1 + N_0/N_0)$. With Eq. (B1) we can write $N/N_0 = i/i_L$ with the limiting current density $i_L = z_n F(D_a/t_n)\{[v_n(c_l + c_r)]/L\}$ sometimes referred to as Peers equation [51,52]. Using this in Eq. (26), with some algebra, we obtain the compact result found in the literature [53–55],

$$\Delta \phi = \frac{RT}{Fz_n} \ln \left(1 - \frac{i}{i_L}\right), \quad \text{(B7)}$$

or

$$i = i_L e^{Fz_n \Delta \phi/RT} \left(1 - \frac{i}{i_L}e^{Fz_n \Delta \phi/RT}\right). \quad \text{(B8)}$$

These equations are fully equivalent to Eqs. (B4) and (B5), respectively. The latter equations will however typically be more useful when $c_r$ is fixed so that $i_{\text{lim}}$ is constant, while Eqs. (B7) and (B8) will be more useful when $c_l + c_r$ and, therefore, $i_L$ are constant.

Assuming constant $i_L$, the effective conductivity $\kappa_{\text{eff}} \equiv -L(di/d\Delta \phi) = L_i (Fz_n/RT)\{(1 - i^2/i_L^2)/2\}$ can be written as

$$\kappa_{\text{eff}} = \left(1 + \frac{z_m}{z_n}\right) \left|\frac{z_m z_n}{F^2D_m}{v_m c_r}\right| \left(1 - \frac{i^2}{i_L^2}\right), \quad \text{(B9)}$$

which is similar to Eq. (B6) apart from the quadratic rather than linear dependence on $i/i_L$.

**APPENDIX C: COMPARISON WITH PREVIOUS WORK**

1. **Ion concentration polarization**

Equation (B2) for the limiting current including the effect of advection was derived in Ref. [6] for a monovalent electrolyte with $z_+ = -z_- = 1$. Seemingly unaware of this earlier work, Nikonenko et al. [56] rederived these results using the same a priori unknown “effective” or “integral transference numbers” used in Ref. [6], which are different from our definition in Eq. (11). Both works however did not provide expressions for the potential drop $\Delta \phi$. Zholkovskii [5] did derive this, and combined several layers in the description of an electrodialysis cell, but only for equal anion and cation diffusion coefficients.

More recently, Khair [15] used the result of Tanaka [6] to derive the second term of Eq. (24) for a symmetric ($\chi = 0$) electrolyte in a neutral cation-exchange membrane and also matched these results to an analysis of the double layer, similar to Fleury et al. [11].

The combination of advection, diffusion, and migration of binary electrolytes has also been analyzed in the context of ramified electrodeposition in which the layer growth induces a liquid velocity [11,12] as well as in the context of ion-selective membranes [6,14,15].

2. **Filtration**

In the limit of zero current there have been earlier derivations of the “electric filtration potential” of Eq. (22) in the context of reverse osmosis or nanofiltration. These analyses [7,57] also include ion-specific reflection coefficients [58] in the advection terms of Eq. (10). These analyses typically also include a nonzero membrane charge [2,3,59,60] that cannot be easily set to zero. Yaroshchuk [16] for example also considered electroneutral regions, but again did not explicitly calculate the potential drop. The more recent Ref. [61] gives in equation 27 the first two terms of Eq. (24) but provides the final logarithmic term as an unevaulated integral to allow for concentration-dependencies of the transport properties.

We can easily adjust the above equations to allow for nonunity “convective hindrance factors” or “ion transmission coefficients” $\tau_i$ that multiply the advective fluxes in
Eq. (10) to give $\tau_i u c_i$. The resulting equation is sometimes referred to as the extended Nernst-Planck equation. A value of $\tau_i$ below 1 can in the case of large molecules be due to steric hindering, but for ions, is typically due to electrostatic interactions with the membrane. From the definition of $N$, introducing these factors $\tau_i$, has as a consequence that in Eq. (12), and all the equations below it, the superficial velocity $u$, and thus also $\text{Pe}$, are multiplied with the “salt transmission coefficient” $T = t_+ + t_+ t_-$. 

For $u > 0$, the “effluent condition” $N_i = u c_i / r$ gives, using Eq. (15) with $i = 0, N = u c_0$ also. Using this in Eq. (21), with the discussed modification $\text{Pe} \to T \text{Pe}$, immediately gives the ion retention or ion rejection coefficient $r \equiv 1 - c_r / c_1$ as

$$r = R \frac{e^{\tau_i \text{Pe}} - 1}{e^{\tau_i \text{Pe}} - R},$$

(C1)

analogous to the widely applied Spiegler-Kedem expression derived for neutral species [62]. The ion rejection varies monotonically between $r \approx R \text{Pe}$, when $T \text{Pe} \ll 1$, and the “salt reflection coefficient” $R \equiv 1 - T$, when $T \text{Pe} \gg 1$. The assumption of constant transport coefficient values is a good approximation in the dilute limit, but for large electrolyte concentrations, variations should be taken into account to provide accurate predictions. A more formal analysis in terms of membrane sections and virtual solutions gives a similar system of equations, but allows for concentration dependencies of the effective diffusivities, confusingly referred to as permeabilities in this case.

We can now also calculate the effect of ion selectivity on the potential drop $\Delta \phi$. The introduction of $\tau_i$ leaves Eq. (15) unchanged, but adds to Eq. (14) an additional “streaming current” $i_s = \rho_i u$, where, with Eq. (8), $\rho_i = F z_i v_a (\tau_+ - \tau_-) / \epsilon$ is the average electrokinetic charge density. See, for example, Ref. [63] for a simple analysis giving the streaming current density as $\rho_i = -\Delta p \varepsilon_0 \varepsilon_0 \zeta / \mu u = 12 \varepsilon_0 \varepsilon_0 \varepsilon_0 \zeta / \hbar^2$ for a planar channel of height $h$ with zeta potential $\zeta$. Integrating Eq. (16) generalizes Eq. (24) to

$$\Delta \phi = -\frac{i_L}{\kappa_\epsilon} \left(1 - \frac{\ln (c_r / c_1)}{T \text{Pe}}\right) - \frac{RT (D_r - D_-) \left(\ln (c_r / c_1) + (\tau_+ - \tau_-) u L\right)}{z_r D_r - z_- D_-},$$

(C2)

where the additional final term is the drop in streaming potential $-\int (\rho_i u / \kappa) dx$. In filtration applications usually $i = 0$, reducing this expression to that of Ref. [7]. In the limit $T \text{Pe} \ll 1$, Eq. (C1) gives $\ln (c_r / c_1) / \text{Pe} = (1 - r) \approx -r \approx -R \text{Pe}$ so that, for $i = 0$, Eq. (C2) becomes

$$\Delta \phi \approx \frac{RT (D_r - D_-) (1 - T) - (\tau_+ - \tau_-) D_r \text{Pe}}{z_r D_r - z_- D_-}.$$

As remarked in Ref. [7], this filtration potential, generated as a response to the flow, can be both positive and negative, and in this limit does not depend on the overall electrolyte concentration. The first term in Eq. (C3), proportional to $D_r - D_-$, is the diffusion potential while the second term is the streaming potential.

### 3. Iontophoresis

In “iontophoresis” a drug is delivered through the skin upon application of an electric field. The effect of advection has previously been studied [1,64] under the “Goldman approximation” of a constant electric field strength [58]. The “iontophoretic enhancement factor” is given by the flux $N_i$ relative to the flux $N_i (\Delta \phi = \text{Pe} = 0) = D_i v_i (c_1 - c_r / L)$ in the absence of an electric field and associated flow. This can now be directly calculated from Eq. (A7), without the assumption of a constant electric field, as

$$N_i / N_i (\Delta \phi = \text{Pe} = 0) = \frac{\text{Pe} (c_r / c_1 - c_r)}{(e^{\tau_i \text{Pe} - 1}) (c_1 - c_r)} \times \frac{\ln (c_r / c_1) - \text{Pe}}{\ln (c_r / c_1) - \text{Pe}}.$$

(C4)

This generalizes the analysis of Kasting and Keister [65] to include advection or the result of Srinivasan and Higuchi [1] to relax the assumption of a constant electric field.

### APPENDIX D: SERIES BOUNDARY LAYERS

In this appendix we consider the typical situation in which a porous layer under consideration is connected through unstirred “Nernst” boundary layers of thickness $\tilde{\lambda}$ with the stirred bulk electrolyte of concentration $c_0$, as schematically shown in Fig. 18. For simplicity, here we consider equal bulk concentrations and boundary layer thicknesses on the left and right, which can however be easily generalized. We use a tilde to refer to quantities pertaining to these boundary layers.

In the absence of a net current density in the boundary layers, Eq. (15) gives $\tilde{N}_i = v_i \tilde{N}$. When the $n$th ion does not react, in steady state $\tilde{N}_n = N_n$ is a constant throughout the

![FIG. 18. An extended domain extending the porous layer between $x = 0$ and $x = L$ to include two boundary layers of thickness $\tilde{\lambda}$ with electrolyte fluxes $\tilde{N} = D_0[(c_0 - c_1)/\tilde{\lambda}] = D_0[(c_r - c_0) / \tilde{\lambda}]$.](image)
whole domain. Using this in Eq. (15) gives

$$\dot{N} - N = \frac{t_n i}{F_n v_n}. \quad (D1)$$

In terms of a mass-transfer coefficient $k = D_a/\tilde{L}$ we can write $\dot{N} = k(c_0 - c_i) = k(c_r - c_0)$ so that $c_i/c_r = (1 - N/N_{\text{lim}})/(1 + N/N_{\text{lim}})$ in terms of a maximum flux magnitude $\tilde{N}_{\text{lim}} = k c_0$. From Eq. (A2) we have $i_{\text{lim}} = (F_n v_n t_n) (\tilde{N}_{\text{lim}} - N_{\text{lim}})$, or, with Eq. (D1),

$$i_{\text{lim}} = \frac{F_n v_n D_a}{t_n} \left( \frac{c_0}{L} + \frac{c_r}{L} e^{\rho_e} - 1 \right). \quad (D2)$$

When the flow is to the right, $Pe > 0$, the two contributions of Eq. (D2) add up to increase the limiting current associated with $c_i = 0$. When $k$ is sufficiently high, $c_i \approx c_r \approx c_0$, allowing very little diffusive transport. The current in this case be primarily carried by migration and Eq. (24) gives the purely ohmic potential drop $\Delta \phi \approx -iL/k_0$.

Note that the boundary layer thickness $\tilde{L}$ used here is a virtual thickness that can be considered to be defined by $\tilde{L} = D_a/k$. For a boundary layer with linearly varying concentration of thickness $\delta$ and ambipolar diffusivity $D_a$, we have $k = D_a/\delta$ so that $\tilde{L} = \delta/\epsilon$. When the effective diffusivity in the porous medium is corrected through Eq. (6) but there is no such correction for the boundary layers, we find that $\tilde{L} = \delta \tau/\epsilon$.

**APPENDIX E: TIME-DEPENDENT ANALYTICAL SOLUTIONS**

The general solution to Eq. (29) reads

$$\frac{c_i(t)}{c_i(0)} = 1 + \int_0^t \left[ 1 - i/\tilde{i}_{\text{lim}} \right] e^{-\tilde{f}_0^d d''/\tau} d'' \int_{\tilde{f}_0^d} e^{-\tilde{f}_0^d d''/\tau} d'' \right]. \quad (E1)$$

The steady-state solution of Eq. (29), if it exists, reads $c_i/c_0 = 1 - i/\tilde{i}_{\text{lim}}$. For ease of notation, we assume that $V_i(0) = V_r(0) = V_0$. For a constant velocity $u$, Eq. (28) gives $V_i(t) = 1 - t/t_0$, where

$$t_0 = \frac{V_0}{\rho A} = \frac{2\tau(0)}{\epsilon^{\rho_e - 1}}. \quad (E2)$$

When $u > 0$, this is the time it takes to drain the left volume; when $u < 0$, the positive $-t_0$ will be the time it takes to drain the right volume. Contrary to Eq. (37) in the main text we thus allow $t_0$ to also have a negative sign here. As also remarked in the main text, a steady state is obtained well before full draining occurs only when $\tau(0) < t_0$, which at equal starting volumes requires $Pe$ to be positive but well below 1. We have $V_i = V_r(0)(1 + t/t_0)$ and $\tilde{i}_{\text{lim}} = \tilde{i}_{\text{lim}}(0)/(1 + t/t_0)$ so that

$$\tau = \tau(0) \left( 1 - \frac{t^2}{t_0^2} \right). \quad (E3)$$

As one of the volumes empties, therefore, the equilibration time $\tau$ tends to zero. From Eq. (E3), for times $t$ much smaller than the draining time $t_0$, we can therefore consider $\tau$ and $\tilde{i}_{\text{lim}}$ to be constant so that Eq. (E1) reduces to the simple exponential decay equation; for $t \ll t_0$,

$$\frac{c_i(t)}{c_i(0)} \approx 1 - \frac{i}{\tilde{i}_{\text{lim}}(0)} \left( 1 - e^{-t/\tau(0)} \right). \quad (E4)$$

Since according to Eq. (E3) $\tau$ varies quadratically with $t/t_0$ while $1/\tilde{i}_{\text{lim}}$ varies linearly with $t/t_0$, for short times, we can take $\tau$ to be constant so that, for $t^2 \ll t_0^2$,

$$\frac{c_i(t)}{c_i(0)} \approx 1 - \frac{i}{\tilde{i}_{\text{lim}}(0)} \left( 1 + \frac{t - \tau - (t_0 - \tau)e^{-t/\tau}}{t_0} \right). \quad (E5)$$

Inserting a posteriori the time dependence of $\tau$ in Eq. (E5) can arguably improve the solution somewhat as $t$ approaches $t_0$, as shown in Fig. 19.

Taking $\tilde{i}_{\text{lim}}$ constant in Eq. (E1) but taking into account the time dependence of $\tau$, replace $e^{-t/\tau}$ with $e^{-\tilde{f}_0^d d''/\tau(t')} = e^{-\text{atanh} t/\tau(t')} = [(1 - t/t_0)/(1 + t/t_0)]^{\tilde{i}_{\text{lim}}(0)/2\tau(0)}$. Making this replacement in Eq. (E5) gives

$$\frac{c_i(t)}{c_i(0)} \approx 1 - \frac{i}{\tilde{i}_{\text{lim}}(0)} \left( 1 + \frac{t - \tau - (t_0 - \tau)e^{-t/\tau}}{t_0} \right) \left( 1 + \left( 1 - \frac{t - \tau - (t_0 - \tau)(1 - t/t_0)/(1 + t/t_0)}{t_0} \right)^{\tilde{i}_{\text{lim}}(0)/2\tau(0)} \right). \quad (E6)$$

This can slightly further improve upon Eq. (E5), as shown in Fig. 19.

An exact solution is possible for integer values of $t_0/\tau(0)$. For example, when $Pe = \ln 3 \approx 1.1$, the exact solution for $t_0 = \tau(0)$ can be shown to be

$$\frac{c(t)}{c(0)} = 1 + \frac{2i}{\tilde{i}_{\text{lim}}(0)} \left[ 1 + \frac{1}{2} \text{arc} \sin \left( \frac{t}{t_0} \right) \right] \sqrt{\frac{t_0 - t}{t_0 + t}} = 1. \quad (E7)$$
This solution exactly overlaps with the numerical solution in Fig. 19. When Pe = \ln 2 \approx 0.7, an exact solution for $t_0 = 2 \tau(0)$ reads

$$\frac{c(t)}{c(0)} = 1 + \frac{4i}{i_{\text{lim}}(0)} \frac{(1 - t/t_0)[1 - \ln(1 - t/t_0)]/2 - 1}{1 + t/t_0}.$$  

(E8)

This solution is plotted in Fig. 5 along with various quantities derived from it and is compared to the numerical solution in which Pe is not constant but evolves according to Eq. (32).

In the case of zero flow, with $V_l = V_r = V_0$ and $c_l(0) = c_r(0)$, we can insert Eq. (E4) with constant $\tau = \tau(0)$ into Eq. (26) to give

$$\Delta \phi = \left( \chi + \frac{i_{\text{lim}}L}{2 \kappa_0} \frac{1}{1 - e^{-t/\tau}} \right) \ln \left( \frac{i_{\text{lim}} - i(1 - e^{-t/\tau})}{i_{\text{lim}} + i(1 - e^{-t/\tau})} \right),$$  

(E9)

where we have used Eqs. (21) and (E4) and $c_0 = (c_l + c_r)/2$ to write $N/N_L = (i/i_{\text{lim}})(1 - e^{-t/\tau})$. For small times, expanding around $t = 0$ gives

$$-\Delta \phi \approx \frac{iL}{\kappa_0} + 2 \chi \frac{i}{i_{\text{lim}}} \frac{t}{\tau} = \frac{iL}{\kappa_0} + \frac{2t_0}{\tau} \frac{\eta L}{c_0 V_0} i At, \quad (t \ll \tau),$$  

(E10)

where the first term is the ohmic potential drop and the second term is that of a charging capacitor with capacitance $\nu_n \kappa_0 V_0/2 \kappa_t$. This capacitance is equal to the average electrolyte charge on either side, divided by the constant potential $2t_0$. 

APPENDIX F: CONCENTRATION OVERPOTENTIAL

The current density $i$ when driven by an electrochemical reaction, can be increased by increasing the applied cell potential $E_{\text{cell}}$ with an “overpotential” $\eta$ beyond the open-circuit potential $E_{\text{oc}}$ required for $i = 0$. This dependence can often be described by the concentration-dependent Butler-Volmer equation [32]

$$i = \frac{i_{\text{el}}}{c_0} \left( \frac{c_l}{c_0} e^{\eta_l/b_l} - e^{-[(1 - \alpha_l)/\alpha_l] \ln(b_l/b_0)} \right)$$

$$= \frac{i_{\text{el}}}{c_0} \left( \frac{c_r}{c_0} e^{\eta_r/b_r} - e^{-[(1 - \alpha_r)/\alpha_r] \ln(b_r/b_0)} \right).$$  

(F1)

The exchange current densities $i_{\text{el}}$ and $i_{\text{el}}$ of the left and right electrodes are a combined measure of the intrinsic reaction rate and the total reactive surface area available. The Tafel slopes $b_l = RT/\alpha_l F$ and $b_r = RT/\alpha_r F$ are related to the charge transfer coefficients $\alpha_l$ and $\alpha_r$, which typically do not deviate strongly from $\frac{1}{2}$. In Eq. (F1), we assumed that the left forward and right backward reactions are first order in the electrolyte concentration. This is, for example, the case when on the left electrode the oxygen evolution reaction $2OH^- \rightarrow 2e^- + \frac{1}{2} O_2 + H_2O$ takes place while on the right electrode the hydrogen evolution reaction $2H_2O + 2e^- \rightarrow 2OH^- + H_2$ occurs, and $c = [OH^-]$. The dissolved reaction products are here assumed to be present at a constant concentration. In the Tafel regime $F \eta_l/RT \gg \ln(c_l/c_0)$ and $F \eta_r/RT \gg \ln(c_r/c_0)$ we can neglect the backward reaction and write

$$i = \frac{E_{\text{el}}}{c_0} \frac{c_l}{c_0} e^{\eta_l/b_l} = \frac{E_{\text{el}}}{c_0} \frac{c_r}{c_0} e^{\eta_r/b_r},$$  

(F2)

where we account for effectiveness factors $E_{\text{el}} \leq 1$ reducing the current, relative to the maximum current in the case of a homogeneous reaction [38]. If we assign to the left and right electrodes a potential of $E_{\text{cell}}$ and 0, respectively, the left and right overpotentials are given by the difference between the electrode and electrolyte potentials as $\eta_l = E - E_{\text{oc}} - \phi(0)$ and $\eta_r = \phi(L)$, respectively, with $E_{\text{cell}}$ the total cell potential and $E_{\text{oc}}$, the open-circuit potential at which $i = 0$, which we assume here to be equal to...
the equilibrium potential of the reaction. Therefore, with \( \Delta \phi = \phi(L) - \phi(0) \) we can write

\[
E_{\text{cell}} = E_{\text{oc}} - \Delta \phi + b \ln \left( \frac{i}{I_{\text{s}}(c_i)} \right) + b_1 \ln \left( \frac{c_0}{c_l} \right),
\]

(F3)

where \( b = b_1 + b_2 = \frac{(\alpha_L + \alpha_L) / \alpha_L + \alpha_L (RT/F)} {i_0 = (\alpha_L / \alpha_L)^{(\alpha_L + \alpha_L) / (\alpha_L + \alpha_L)}} \), \( \xi = (E_L^{(0)} \theta^{\infty}) \), \( \alpha_L = \alpha_L + \alpha_L \) are the effective combined Tafel slope, exchange current density, and effectiveness factors, respectively.

When for small overpotentials \( \eta_i, \eta_r \ll RT/F \) it holds that \( c_i \approx c_0 \approx c_l \), Eq. (F1) can be approximated by \( i = 2i_{sl}(c_l/c_i) \sinh (\eta_l/b_l) = 2i_{sl} \sinh (\eta_l/b_l) \) when \( \alpha_L = \alpha_L = \frac{1}{2} \). Under these special circumstances, Eq. (F1) gives

\[
E_{\text{cell}} \approx E_{\text{oc}} - \Delta \phi + b \ln \left( \frac{i}{2i_{sl} c_l} \right) + b_2 \ln \left( \frac{i}{2i_{sr}} \right),
\]

(F4)

Equation (F1) or either of its explicit approximations, Eq. (F3) or (F4), can be used in combination with Eq. (24) for \( \Delta \phi \) and differential equations (28) and (29) for \( c_i \) to give a complete set of equations describing the dynamic evolution of the cell potential as a function of time.

The final term of Eq. (F3) is the concentration overpotential. Inserting Eq. (E4) gives, for \( t \ll t_0 \),

\[
\Delta E_{\text{conc}} = b_2 \ln \left( \frac{c_0}{c_l} \right) \approx -b_2 \ln \left( 1 - \frac{i(1 - e^{-t/\tau(0)})}{i_{\text{lim}}(0)} \right).
\]

(F5)

When \( i = i_{\text{lim}}(0) \), the concentration overpotential \( \Delta E_{\text{conc}} / b_2 = t/\tau(0) \) increases linearly with time, at a rate of one Tafel slope per time \( \tau(0) \). Note that, since \( \sigma \) also logarithmically relates to \( c_i \), this will vary linearly with time initially in this case; see Fig. 14.
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