Exact Mapping Noisy van der Pol Type Oscillator onto Quasi-symplectic Dynamics
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We find exact mappings for a class of limit cycle systems with noise onto quasi-symplectic dynamics, including a van der Pol type oscillator. A dual role potential function is obtained as a component of the quasi-symplectic dynamics. Based on a stochastic interpretation different from the traditional Ito’s and Stratonovich’s, we show the corresponding steady state distribution is the familiar Boltzmann-Gibbs type for arbitrary noise strength. The result provides a new angle for understanding processes without detailed balance and can be verified by experiments.
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Noise disturbed limit cycle dynamics is now attracting considerable attention in the physics community [1–3]. A direct reason is that ubiquitous real systems can be modeled by them, e.g., from cell cycle [4], circadian phenomena [5] to chemical reaction [6] and oscillating electrical circuit [7]. The dynamics itself is a touchstone to study nonlinear dissipative process in the absence of detailed balance. Due to the difficulty arising out of nonlinearity and stochasticity, approximated methods based on phase reduction and weak noise perturbation are proposed from former studies [1, 2], but exact results are rarely seen in literature. In this Letter, we examine noised limit cycles through exactly mapping them onto quasi-symplectic dynamics (defined in Eq. (3)) valid for an arbitrary noise strength. A potential function is obtained therein as a component of the quasi-symplectic dynamics. These functions serve as both a Lyapunov function of the deterministic part dynamics [9] and a Hamiltonian leading to Boltzmann-Gibbs type steady state distribution of the stochastic process [10].

The existence of such potential function for processes without detailed balance is still suspected [3, 11], a specific argument is that: for a limit cycle system with nonconstant velocity along the cycle, the dual role potential does not exist. We begin with such an example. The van der Pol oscillator [7] is a famous limit cycle dynamics, here we examine a stochastic version with a multiplicative noise $\zeta(q, t) = (\zeta_1(q, t), \zeta_2(q, t))^\tau$ (the superscript $\tau$ denotes the transpose of a matrix) and a higher order term $h(q_1)$:

$$
\begin{cases}
\dot{q}_1 = q_2 + \zeta_1(q, t) \\
\dot{q}_2 = -\mu(q_1^2 - 1)q_2 - q_1 + h(q_1) + \zeta_2(q, t)
\end{cases}
$$

(1)

When $h(q_1) = 0$, the deterministic part of the dynamics reduces to the van der Pol oscillator. A specific system we would like to illustrate is $h(q_1) = \mu^2 q_1^2/4 - \mu^2 q_1^5/16$ [12], we can observe from Fig. 1, the deterministic dynamical behavior of the system. It has a rotationally non-symmetric limit cycle and a position dependent velocity along the cycle. We propose three questions here:

1. Whether a potential function (Lyapunov function) can be explicitly constructed for the system in the upper panel of Fig. 1?

2. Under which kind of stochastic integration can the SDEs in Eq. (1) have a Boltzmann-Gibbs steady state distribution for an arbitrary noise strength?

3. What is the significance of constructing such potential functions?
To answer these questions, we should first briefly review a framework [10]. Consider the Langevin equation [13]:

\[ \dot{\mathbf{q}} = \mathbf{f}(\mathbf{q}) + N(\mathbf{q})\xi(t) \, , \]  

(2)

where \( \mathbf{q}, \mathbf{f} \) are \( n \)-dimensional vectors and \( \mathbf{f} \) is a non-linear function of the state variable \( \mathbf{q} \). The noise term \( \xi(t) \) is \( k \)-dimensional Gaussian white noise with zero mean, \( \langle \xi(t) \rangle = 0 \), and the covariance \( \langle \xi(t)\xi^*(t') \rangle = \delta(t-t')I_k \). The notation \( \delta(t-t') \) is the Dirac delta function, \( \langle ... \rangle \) indicates the average over noise distribution, \( I_k \) is the \( k \)-dimensional identity matrix. The element of the \( n \times k \) matrix \( N(\mathbf{q}) \) can be a nonlinear function of \( \mathbf{q} \), then the noise considered in this framework can be a general multiplicative noise. This matrix is further described by:

\[ N(\mathbf{q}) = 2\epsilon D(\mathbf{q}) \, , \]

(3)

The term \( S(\mathbf{q}) \) is a positive semi-definite matrix, \( -S(\mathbf{q})\dot{\mathbf{q}} \) denotes a frictional force; the term \( A(\mathbf{q}) \) is an antisymmetric matrix representing an embedded symplectic structure, \( -A(\mathbf{q})\dot{\mathbf{q}} \) is a rewritten of the Lorentz force \( \epsilon \dot{\mathbf{q}} \times \mathbf{B} \) in 2 or 3 dimensional cases, and also a generalization to higher dimensions; the scalar function \( \phi(\mathbf{q}) \) is a potential function, e.g., the electrostatic potential, lying at the core of the discussion in this Letter. The matrix \( \hat{N}(\mathbf{q}) \) is constrained by the fluctuation-dissipation theorem [14]:

\[ \hat{N}(\mathbf{q})N^T(\mathbf{q}) = 2\epsilon S(\mathbf{q}) \, . \]

A corresponding Fokker-Planck equation for (3) (therefore for Eq. (2)) can be obtained with physical significance (a zero mass limit) [15]:

\[ \partial_t \rho(\mathbf{q},t) = \nabla \cdot [D(\mathbf{q}) + Q(\mathbf{q})] \cdot \nabla \phi(\mathbf{q}) + \epsilon \nabla \rho(\mathbf{q},t) \, , \]

(4)

where \( \nabla \) in \( \nabla \phi(\mathbf{q}) \) does not operate on \( \rho(\mathbf{q},t); D(\mathbf{q}) \) is the diffusion matrix; the matrix \( Q(\mathbf{q}) \) is antisymmetric and can be calculated from the relation \( [S(\mathbf{q}) + A(\mathbf{q})]D(\mathbf{q}) + Q(\mathbf{q}) = I_n \). Equation (4) has the Boltzmann-Gibbs distribution with the potential \( \phi(\mathbf{q}) \) as a steady state solution:

\[ \rho(\mathbf{q},t \to \infty) = \frac{1}{Z_s} \exp \left\{ \frac{\phi(\mathbf{q})}{\epsilon} \right\} \]  

(5)

where \( Z_s = \int d\mathbf{q} \exp \{ \phi(\mathbf{q})/\epsilon \} \) is the partition function. The 1-d case has been verified by an experiment [16]. The probability current density \( \mathbf{j}(\mathbf{q},t) = (j_1(\mathbf{q},t), \ldots, j_n(\mathbf{q},t))^T \) is commonly defined as:

\[ j_i(\mathbf{q},t) = \dot{f}_i(\mathbf{q})\rho(\mathbf{q},t) - \partial_j \left[ \epsilon D_{ij}(\mathbf{q})\rho(\mathbf{q},t) \right] \]

(6)

where \( \dot{f}_i(\mathbf{q}) = f_i(\mathbf{q}) + \epsilon \partial_j[D_{ij}(\mathbf{q}) + Q_{ij}(\mathbf{q})] \). \( j_i(\mathbf{q}) \) is the \( i \)-th component of the vector valued function \( \mathbf{f}(\mathbf{q}) \) in Eq. (2), \( D_{ij}(\mathbf{q}) \) and \( Q_{ij}(\mathbf{q}) \) are the elements of the matrices \( D(\mathbf{q}) \) and \( Q(\mathbf{q}) \) in Eq. (4). In steady state, the probability distribution is given by Eq. (5). We have \( \nabla \cdot j_\alpha(\mathbf{q}) = 0 \), but \( j_\alpha(\mathbf{q}) \) is usually not zero. One can check that \( Q = 0 \) is a sufficient condition for \( j_\alpha = 0 \); but when \( Q(\mathbf{q}) \neq 0 \) then generally \( j_\alpha(\mathbf{q}) \neq 0 \), since \( \partial_j [Q_{ij}(\mathbf{q})\rho_{\alpha}(\mathbf{q})] \neq 0 \). Therefore the framework encompasses the cases without detailed balance. The term “detailed balance” means the net current between any two states in the phase space is zero [17], identical to that for Markov process in mathematics. The dynamics studied in this Letter corresponds to the non-detailed balance cases discussed in [18] as well.

Equation (4) then defines a stochastic interpretation for the Langevin equation Eq. (2), that is the A-type integration. The relation between friction \( S(\mathbf{q}) \) and diffusion \( D(\mathbf{q}) \) in the absence of detailed balance condition is named as the generalized Einstein relation in [10], in 1-d case, it reduces to the well-known Einstein relation. A detailed derivation of Eq. (4) has been provided in [15].

The Langevin equation (2) can also be considered as a composition of a deterministic dynamics \( \dot{\mathbf{q}} = \mathbf{f}(\mathbf{q}) \) and a fluctuation \( N(\mathbf{q})\xi(t) \). For the deterministic dynamics, the time derivative of the potential function \( \phi(\mathbf{q}) \) along a trajectory is:

\[ \frac{d\phi(\mathbf{q})}{dt} = \nabla \phi \cdot \mathbf{f}(\mathbf{q}) = -\nabla \phi \cdot [D(\mathbf{q}) + Q(\mathbf{q})] \cdot \nabla \phi(\mathbf{q}) \]

\[ = -\nabla \phi(\mathbf{q}) \cdot D(\mathbf{q}) \cdot \nabla \phi(\mathbf{q}) \leq 0 \, , \]

since \( D(\mathbf{q}) \) is nonnegative and symmetric. It means that the potential along the trajectory is non-increasing and has the local extreme values at fixed points, limit cycles or more complex attractors. Hence, potential function \( \phi(\mathbf{q}) \) servers as a Lyapunov function [9] for the deterministic dynamics \( \dot{\mathbf{q}} = \mathbf{f}(\mathbf{q}) \). When noise exists, the system can deviate from the attractors, transferring from one stable state to another, once the system enters a new basin of attraction, the deterministic force (dissipation) will drive the system to the corresponding attractor. It shows that noise is sometimes essential in mathematical modeling of reality and plays a driving role in phase transitions.

For all planar rotationally symmetric limit cycle dynamics (represented below in polar coordinate \( q = \sqrt{q_1^2 + q_2^2}, \theta \) for simplicity) with the diffusion matrix \( D = D_0I_2 \) (\( D_0 \) is the constant diffusion coefficient):

\[ \left\{ \begin{array}{c} \dot{q} = R(q) + \zeta_a(q,\theta,t) \\ \dot{\theta} = \psi(q) + \zeta_\theta(q,\theta,t) \end{array} \right. \]

(7)

we can provide the exact construction for the potential function (note that the following result should be transformed back to Cartesian coordinate):

\[ \phi(q) = -\frac{1}{D_0} \int R(q) dq \, , \]

(8)
and corresponding dynamical components:

\[
S(q) = \frac{R(q)^2}{D_0 [R(q)^2 + q^2 \psi(q)^2]} \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right), \\
A(q) = \frac{q \psi(q) R(q)}{D_0 [R(q)^2 + q^2 \psi(q)^2]} \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right), \\
Q(q) = -\frac{q \psi(q) D_0}{R(q)} \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right).
\]

(9)

Note that for the weak noise limit, when \( D_0 \to 0 \), this construction is still valid for the deterministic dynamics by an arbitrarily setting \( D_0 \) (see also [19]).

More generally, we can extend our method to rotationally non-symmetric systems with multiplicative noise through coordinate transformations (reversible continuous diffusion matrix \( D \)). The protocol of the construction: First, for the deterministic part, rewrite the obtained dynamics in polar coordinates \( u, v \), that is the \( \dot{u} = f_1(u, v) \) and \( \dot{v} = f_2(u, v) \); second, rewrite the obtained dynamics in polar coordinates \( u, v \) \( \to \) \( q, \theta \), if the dynamics can be expressed as the requested form above, the potential function can be constructed as \( \phi_p(q) \); third, transform \( \phi_p(q) \) back to \( \phi(u, v) \), and finally to \( \phi(q_1, q_2) \).

Once potential function (Lyapunov function) \( \phi(q) \) for the deterministic dynamics \( \dot{q} = f(q) \) is obtained, there are different ways to construct the dynamical components, one particular setting is provided in [19] (the binary operator of two \( n \) dimensional vectors is defined as \( x \times y = (x_i y_j - x_j y_i)_{i \times n} \), the result is an \( n \times n \) matrix):

\[
S(q) = -\nabla \phi \cdot f, \quad A(q) = -\nabla \phi \times f, \\
D(q) = -\left[ \frac{f \cdot f}{\nabla \phi \cdot f} + \frac{(\nabla \phi \times f)^2}{(\nabla \phi \cdot f)(\nabla \phi \cdot \nabla \phi)} \right], \\
Q(q) = \frac{\nabla \phi \times f}{\nabla \phi \cdot \nabla \phi}.
\]

(10)

We should note that although the potential function \( \phi \) is invariant during coordinate transformation, the dynamical components, the matrices \( S, A, D, Q \) vary in different coordinates, but a straightforward formulation can be achieved by multiplying Jacobian matrix of the transformation.

Back to the example in Eq. (1) with \( (\xi_1(q, t), \xi_2(q, t))^\tau = N(q) \cdot (\xi_1(t), \xi_2(t))^\tau \) and \( h(q_1) = \mu^2 q_1^4/4 - \mu^2 q_1^2/16 \). The deterministic part is a Liénard equation similar to the famous van der Pol Oscillator \((0 < \mu < 2, \text{see Fig. 2}) \) [12]. Through a nonlinear coordinate transformation \( \sigma^{-1}: u = q_1 \) and \( v = q_2 - \mu q_1 + \mu q_1^3/4 \), we obtain the dynamical system:

\[
\begin{align*}
\dot{u} &= \mu u - \frac{u}{2} u^3 + v \\
\dot{v} &= -u - \frac{\mu}{2} u^2 v
\end{align*}
\]

where \( \rho(q) = (4 - q^2)q \) and \( P(q, \theta) = \mu \cos \theta \sin \theta \). Therefore, we can provide an exact construction of potential function for Eq. (1) (see Fig. 2):

\[
\phi(q) = \frac{1}{4} \left[ \frac{q_1^2 + (q_2 - \mu q_1 + \frac{\mu}{4} q_1^3)^2}{2} \times \right. \\
\left. \frac{q_1^2 + (q_2 - \mu q_1 + \frac{\mu}{4} q_1^3)^2}{2} - 8 \right].
\]

(11)

We note that the potential function Eq. (11) has the minimal value at the stable limit cycle \( q_1 = \mu q_1 - \frac{\mu}{4} q_1^3 \pm \sqrt{4 - q_1^2} \) and a local maximum value at the unstable fixed point \((0, 0)\). Expressions for other dynamical components can be provided through Eq. (10). We use the representation with \((u = q_1, v = q_2 - \mu q_1 + \mu q_1^3/4)\) and \( J(q) \) the Jacobian matrix \( \partial(u, v)/\partial(q_1, q_2) \):

\[
S(q) = \frac{\mu(4 - u^2 - v^2)^2 u^2}{4 (u^2 + v^2)^2} J(q) \partial J(q)^\tau, \quad A(q) = -\frac{\mu(4 - u^2 - v^2)(u^2 + v^2 + \mu uv)}{u^2 + v^2} J(q) \partial J(q)^\tau \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) J(q)^\tau,
\]

\[
D(q) = \frac{\mu u^2}{4 (u^2 + v^2)} J(q)^{-1} J(q) \partial J(q)^-\tau, \quad Q(q) = \frac{u^2 + v^2 + \mu uv}{(u^2 + v^2)(4 - u^2 - v^2)} J(q)^{-1} \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) J(q)^-\tau.
\]

(12)
Lyapunov function for the deterministic dynamics. The framework then contributes possible new approaches for the largely unsolved problem in engineering: constructing Lyapunov function for general nonlinear dynamics. In addition, the A-type stochastic integration can be applied directly in the study of phase reduction. For conventional phase reduction method [1], A-type integration does not lead to the noise-induced frequency shift (NIFS).

In conclusion, we have exactly mapped a class of limit cycle systems with noise onto quasi-symplectic dynamics, from rotationally symmetric to non-symmetric systems, a specific example is a van der Pol type oscillator. These systems have been analyzed through the dynamical components \( S(q), A(q) \) and \( \phi(q) \) obtained by the mapping. Using A-type integration, the steady state distribution of these systems is Boltzmann-Gibbs type, consistent with the knowledge from statistical physics. Since new measuring techniques for Brownian motion is available (e.g. [16]), the theoretical results here may be verified by experiments directly in the near future.
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\[ \partial_j [Q_{ij}(q)\rho_x(q)] \neq 0, \text{ leading to the absence of detailed balance. The stochastic integration used is the A-type (see Eq. (4)) different from traditional Ito's or Stratonovich's [15]. Note that when approaching to the limit cycle (4 - u^2 - v^2) \rightarrow 0, the force induced by the potential gradient goes to zero; the Lorentz force matrix } A(q) \text{ goes zero in the same order and changes its sign at the limit cycle (since } 0 < \mu < 2); \text{ the friction matrix } S(q) \text{ goes zero in a higher order. The dynamics at the limit cycle is no longer dissipative but conserved in this limit, reaching a stable cycle. Thus the potential value should be equal on limit cycles where the system is conserved. We note that this is consistent with the definition of a Lyapunov function [9], since the particle is moving repeatedly along the cycle, the same as the conserved system moving along the Hamiltonian. The singularity problem for this construction has been discussed in [19]. Previous works focus more on the diffusion matrix, ignoring the important role played by the friction matrix } S(q) \text{ and the Lorentz force matrix } A(q). \]

The significance of constructing potential functions defined in this framework can be viewed from two aspects: First, there is a simple and direct correspondence between stochastic and determinist dynamics for arbitrary noise strength (not only under weak noise limit). For example, attractors like fixed points or limit cycles do not change their position in the phase space. This enables a straightforward use of the dynamical analysis for the deterministic dynamics in the presence of noise. Therefore, the calculation of the transition probability from one stable fixed point \( \mathbf{q}_1 \) to another one through a saddle point \( \mathbf{q}_2 \) is generally formulated as \( \propto \exp [-|\phi(\mathbf{q}_1) - \phi(\mathbf{q}_2)|/\epsilon] \); Second, potential function obtained here serves also as

\[ \epsilon \]

**FIG. 2.** Potential function Eq. (11) with \( \mu = 1 \): The color blue denotes a lower potential value, and the red means higher value. The graph is drawn below a preset upper bound value 1, the phase variables are \( q_1 \) and \( q_2 \).
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