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Abstract. In this study, we propose a new numerical scheme for physics-informed neural networks (PINNs) that enables precise and inexpensive solutions for partial differential equations (PDEs) in case of arbitrary geometries while strongly enforcing Dirichlet boundary conditions. The proposed approach combines admissible NURBS parametrizations (admissible in the calculus of variations sense, that is, satisfying the boundary conditions) required to define the physical domain and the Dirichlet boundary conditions with a PINN solver. Therefore, the boundary conditions are automatically satisfied in this novel Deep NURBS framework. Furthermore, our sampling is carried out in the parametric space and mapped to the physical domain. This parametric sampling works as an importance sampling scheme since there is a concentration of points in regions where the geometry is more complex. We verified our new approach using two-dimensional elliptic PDEs when considering arbitrary geometries, including non-Lipschitz domains. Compared to the classical PINN solver, the Deep NURBS estimator has a remarkably high accuracy for all the studied problems. Moreover, a desirable accuracy was obtained for most of the studied PDEs using only one hidden layer of neural networks. This novel approach is considered to pave the way for more effective solutions for high-dimensional problems by allowing for a more realistic physics-informed statistical learning framework to solve PDEs.
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1. Introduction

Deep Learning (DL) exhibits unprecedented advancement in the last two decades [1]. Its usage in numerous disciplines has resulted in diverse successful implementations such as language processing [2, 3] and image...
recognition \[4,5\]. With the exception of a few studies, the application of machine learning (ML) along with neural networks (NNs) in general, in particular to scientific problems, was not as structured as in the previous topics (for example \[6,7,8,9,10,11\]).

Among these few efforts was the seminal work of Lagaris \[6\], who applied very simplistic NN models to solve several ordinary and partial differential equations (PDEs) of different orders (the accuracy was order-dependent though). This concept has been revived very recently by many researchers \[12,13,14,15\] who used a very similar concept and coined it as “physics-informed neural networks (PINNs)” (two such examples were deep Ritz and deep Galerkin for the last two references, respectively). Since then, PINNs have gained considerable fame because of their simple implementation and their concept that allows for a combination of NNs and the already established theories. PINNs have enabled the shift to the unsupervised ML scheme owing to the laws and constraints implemented within its framework. Targeting the solution of PDEs, PINNs have been proven to be very efficient for many complicated and challenging problems \(\{16,17\}\) and for different types of PDEs. Furthermore, the convenience of the accompanying sampling methods made it adequate for problems with high-dimensional domains. Because PINNs have been specifically proposed for methods that consider the collocation points as training data with a discrete loss term; note that other variants relying on the same principle coexisted, e.g., deep Ritz \[14,15\] and deep Galerkin \[15\]. The first method uses the weak form of the PDE in which the variational problem (energy minimization) can be solved using stochastic optimizers and Monte Carlo sampling techniques. In the deep Galerkin scheme, the gradients have been taken care of using a tailored stochastic approach.

Many variations have been proposed and proven to be effective in specific cases, in addition to these three primary methods. Inverse problems have been tackled using stochastic differential equations (SDEs) in this reference \[19\]. Lu et al. \[20\] proposed a method for learning non-linear operators, while Cai et al. \[16\] have implemented a modified version of PINNs to infer electroconvection in multiphysics systems. A comprehensive review on ML for fluid mechanics is presented in \[21\]. The mathematical formulation of PINNs has been discussed in certain relevant studies from an uncertainty quantification perspective. Mishra et al. \[22\] provided an estimate for its generalization error. They primarily provided bounds for PINNs based on quadrature and random sampling based-PINNs. Fang et al. \[23\] established convergence rates for the NNs-based PDE solver. To develop an approximation for the derivatives, they combined the NNs and the differential operator (as it is used in Finite element methods).

As a trend in applying ML tools to scientific and engineering problems, we naturally wonder what makes PINNs and their variants (deep Ritz and deep Galerkin) as efficient and vulnerable as they are (or considered to be). To address this question, one should examine what makes these methods different from answering this question. Surely its simple concept makes it easy to implement, particularly for complicated tasks in which simplicity plays an important role in its success. One has to admit that the nature of its loss function, which incorporates the system’s physical laws, has to do with its convergence rate to the sought solution. The auto-differentiation, being an exact, differentiating tool, is, in turn, at the heart of PINNs success.

However, PINNs have observed many limitations when it comes to problems with discontinuities and computationally demanding problems \[14\]. These problems are very demanding in terms of NN depth and computational work; the latter two aspects make the PINNs usage challenging. From this perspective, one might question what has to change to allow PINNs to cope with discontinuities without being extremely expensive. Is it the way the loss function is presented (weak form \[14,18\] or strong form \[12\]), or is it related to the way the gradients are calculated (entirely auto-differentiation - based or hybrid \[23\])? If we examine the previous references, one can conclude that none of the previous aspects is important in mitigating the complexity of the NN architecture.

Shin et al. \[24\] demonstrated the sequence of minimizers generated in the stochastic optimization of PINNs strongly converges to the solution of the PDE in \(C^0\). However, if the boundary conditions are satisfied, the minimizers converge to the sought solution in \(H^1\) instead of \(C^0\). This insight has been supported by recent works \[25,18\] and genuinely by the original work of Lagaris \[6\]. The Lagaris approach was to use functions that naturally fulfill the boundary conditions. Although this approach proved to be computationally very efficient, in terms of accuracy, this approach is not practical regarding complex geometries with non-homogeneous boundaries. From this last point, we follow the concept described in Lagaris’ paper. Nevertheless, we use admissible (in the sense of calculus of variations, that is, satisfying the boundary conditions) non-uniform rational B-splines (NURBS) parameterizations, which are similarly used in IsoGeometric Analysis, as an efficient approach to impose Dirichlet boundary conditions. To our knowledge, our work
is the first to impose boundary conditions using admissible NURBS in the PINNs framework. We call our method Deep-NURBS, which is a combination of deep neural networks (DNNs) and NURBS. We use the weak form of the loss function (energy term), and we implement our algorithms in Tensorflow [26]. Figure 1 shows the admissible NURBS (which works as an ansatz), the NN, and the product of the two, rendering the Admissible NN that ultimately leads to the Deep-NURBS method. Moreover, despite being an ML-based method, we demonstrate that our method is robust against slight changes in the NN parameters. This fact allows us to overcome computational costs coming with hyperparameter optimization. Lastly, note that the NURBS parameterization does not change the overall computational cost, that is, our Deep NURBS method increases the approximability of the Neural Networks without increasing the overall cost for a fix Neural Network.

In this study, we overview NURBS parameterizations in Section 2. In Section 3, we discuss our approach based on combining DNNs with NURBS. Section 4 will be devoted to discussing our result of applying deep NURBS to various problems with non-trivial complex geometries. Finally, we wrap up this study with a conclusion.

2. Mathematical background

Our notation is as follows: scalar and vectorial fields are denoted by lower-case letters and lower-case boldface letters, respectively. The gradient and Laplacian operators are denoted by $\nabla$ and $\triangle$, respectively. The physical domain is denoted as $D$ with boundary $\partial D$. Moreover, we let $\partial D := \partial D_D \cup \partial D_N$ where the Dirichlet boundary conditions are considered on $D_D$ while the Neumann type of boundary conditions are considered on $D_N$. We construct our approximation on the Sobolev space of all square-integrable functions on $D$ with square-integrable derivatives. Thus, we denote the Lebesgue space as $L^2$ and $L^2$ for scalar-valued and vector-valued functions, respectively. Similarly, we denote the Sobolev space of scalar- and vector-valued functions as $H^k$ and $H^k$, respectively, where the norm of the $k$th gradient is $L^2$.

Let us consider two cases. Let $\mathcal{L}[u(x; \theta)]$ be (a) the pointwise residual of a PDE or (b) the energy density of the underlying system given an ansatz $u$ parametrized by $\theta \in \mathbb{R}^Q$ where $Q$ is the total number of degrees of freedom (e.g., the total number of neural network parameters). Next, let $u^*$ be the solution of this PDE with values $u_D$, on $\partial D_D$ while its normal derivative $\partial_n u^*$ takes the value $g_N$ on $\partial D_N$. In a learning type of framework, we may state problems (a) and (b) as follows,

$$\theta^* := \arg\min_{\theta \in \mathbb{R}^Q} \| \mathcal{L}[u(\cdot; \theta)] \|_{L^2(D)}^2 + \text{Dirichlet terms on } \partial D_D + \text{Neumann terms on } \partial D_N. $$

Note that the Dirichlet term is imposed in a weak sense where authors in Ref. [14] use a penalization term to impose the Dirichlet boundary conditions. Instead, our approach is to impose the Dirichlet boundary conditions in a strong sense. To this end, we consider a parameterization of our domain $D$, \n
$$x := \chi(\xi), $$
where we assume that $\chi$ is a bijective mapping with $x \in \mathcal{D}$ and $\xi$ is a parameter that lives in the parameter space $\Xi$. We here use the notion of admissible fields. A family of functions is said to be admissible if Dirichlet boundary conditions are satisfied. Consider the following family of admissible vector-valued parameterizations

\begin{equation}
\mathcal{Z} := \{ \xi \mid \xi \in H^k(\mathcal{D}) \land \xi(x) = u_D(x), \ \forall x = \chi(\xi) \in \partial \mathcal{D} \}. \tag{3}
\end{equation}

Moreover, we define a family of auxiliary smooth scalar-valued functions $\mathcal{P}$ with vanishing boundary, i.e., $\varphi: \chi(\Xi) \mapsto \mathbb{R}$ with $\varphi(\chi(\xi)) = 0$ for all $\xi = \chi^{-1}(x)$ such that $x = \chi(\xi) \in \partial \mathcal{D}$. Furthermore, we require $\varphi \in H^k(\mathcal{D})$. Thus,

\begin{equation}
\mathcal{P} := \{ \varphi \mid \varphi \in H^k(\mathcal{D}) \land \varphi(x) = 0, \ \forall x = \chi(\xi) \in \partial \mathcal{D} \}. \tag{4}
\end{equation}

The problem statement \cite{1} reads

\begin{equation}
\begin{cases}
\theta^* := \arg \min_{\theta \in \mathbb{R}^q} \| \mathcal{L}[\varphi(\cdot) u(\cdot ; \theta) + \xi(\cdot)] \|_{L^2(\mathcal{D})} + \text{Neumann terms on } \partial \mathcal{D}_N, \\
given \text{an arbitrary } \varphi \in \mathcal{P}_N \text{ and } \xi \in \mathcal{Z}. \tag{5}
\end{cases}
\end{equation}

Furthermore, for the scalar case, that is, we replace the vector-valued function $u$ with the scalar valued function $u$, expression \cite{6} takes the following form

\begin{equation}
\begin{cases}
\theta^* := \arg \min_{\theta \in \mathbb{R}^q} \| \mathcal{L}[\varphi(\cdot) u(\cdot ; \theta) + \xi(\cdot)] \|_{L^2(\mathcal{D})} + \text{Neumann terms on } \partial \mathcal{D}_N, \\
given \text{an arbitrary } \varphi \in \mathcal{P} \text{ and } \xi \in \mathcal{Z}, \tag{6}
\end{cases}
\end{equation}

where here $\mathcal{Z}$ is

\begin{equation}
\mathcal{Z} := \{ \xi \mid \xi \in H^k(\mathcal{D}) \land \xi(x) = u_D(x), \ \forall x = \chi(\xi) \in \partial \mathcal{D} \}. \tag{7}
\end{equation}

If we instead restrict attention to the scalar case with homogeneous boundary conditions, the function $\varphi$ becomes our admissible field such that the expression \cite{6} specializes to

\begin{equation}
\begin{cases}
\theta^* := \arg \min_{\theta \in \mathbb{R}^q} \| \mathcal{L}[\varphi(\cdot) u(\cdot ; \theta)] \|_{L^2(\mathcal{D})} + \text{Neumann terms on } \partial \mathcal{D}_N, \\
given \text{an arbitrary } \varphi \in \mathcal{P}, \tag{8}
\end{cases}
\end{equation}

We will demonstrate how $\varphi$ and $\xi$ may be developed using NURBS parameterizations.

\subsection*{2.1. Construction of admissible NURBS parameterizations.}

Now, let us consider the subset of NURBS functions $\mathcal{P}^\lambda \subset \mathcal{P}$ and $\mathcal{Z}^\lambda \subset \mathcal{Z}$ which will work as an ansatz. The Cox–deBoor recursive formulation \cite{27,28} is usually adopted to evaluate B-spline basis functions based on \cite{29}. In $d$ dimensions, B-splines are obtained considering a given knot vector $\Xi = \underbrace{\Xi_1 \cdots \Xi_d}_{p_1 + 1}$ defined over the parametric space with polynomial degree $p_j$ along the parametric direction $\xi^j$. Finally, to map from the parametric space to the physical one, we use $n_j + 1$ control points. The NURBS basis functions and physical domain are discussed below:

Bases: B-splines in the $j$th spatial direction

\begin{equation}
N_{i,0}(\xi) = \begin{cases} 1 & \text{if } \xi_i \leq \xi < \xi_{i+1}, \\ 0 & \text{otherwise.} \end{cases} \tag{9}
\end{equation}

\begin{equation}
N_{i,p}(\xi) = \frac{\xi - \xi_i}{\xi_{i+p} - \xi_i} N_{i,p-1}(\xi) + \frac{\xi_{i+p+1} - \xi}{\xi_{i+p+1} - \xi_{i+1}} N_{i+1,p-1}(\xi) \tag{10}
\end{equation}

with

\begin{equation}
\Xi^j = \{ 0, \ldots, 0, \xi_{p_{j+1}}^{j+1}, \ldots, \xi_{s_j-p_j-1}^{j+1}, 1, \ldots, 1 \}, \tag{11}
\end{equation}

where $s_j = n_j + p_j + 1$. $n_j$ is the number of basis functions and $p_j$ its degree along direction $j$. 

Domain: Given $n_j + 1$ basis functions $N_{i,p_j}(\xi^j)$ of degree $p_j$ along the $j$th direction and the corresponding control points $p$, a NURBS curve, surface, and volume may be described as follows:

\begin{align}
\mathbf{x}(\xi) &= \frac{1}{W(\xi)} \sum_{i=0}^{n_1} N_{i,p_1}(\xi^1) \mathbf{p}_i, \\
\mathbf{x}(\xi) &= \frac{1}{W(\xi)} \sum_{i=0}^{n_1} \sum_{j=0}^{n_2} N_{i,p_1}(\xi^1) N_{j,p_2}(\xi^2) \mathbf{p}_{i,j}, \\
\mathbf{x}(\xi) &= \frac{1}{W(\xi)} \sum_{i=0}^{n_1} \sum_{j=0}^{n_2} \sum_{k=0}^{n_3} N_{i,p_1}(\xi^1) N_{j,p_2}(\xi^2) N_{k,p_3}(\xi^3) \mathbf{p}_{i,j,k},
\end{align}

respectively. The weights $W$ are respectively defined:

\begin{align}
W(\xi) &= \sum_{i=0}^{n_1} N_{i,p_1}(\xi^1), \\
W(\xi) &= \sum_{i=0}^{n_1} \sum_{j=0}^{n_2} N_{i,p_1}(\xi^1) N_{j,p_2}(\xi^2), \\
W(\xi) &= \sum_{i=0}^{n_1} \sum_{j=0}^{n_2} \sum_{k=0}^{n_3} N_{i,p_1}(\xi^1) N_{j,p_2}(\xi^2) N_{k,p_3}(\xi^3).
\end{align}

Our ansatz for the admissible construction follows the same reasoning. For example, in two dimensions, scalar fields are given as follows:

\begin{align}
\varphi(\xi) &= \frac{1}{W(\xi)} \sum_{i=0}^{n_1} \sum_{j=0}^{n_2} N_{i,p_1}(\xi^1) N_{j,p_2}(\xi^2) \varphi_{i,j},
\end{align}

with scalar coefficients $\varphi_{i,j}$, while vector fields

\begin{align}
\mathbf{\zeta}(\xi) &= \frac{1}{W(\xi)} \sum_{i=0}^{n_1} \sum_{j=0}^{n_2} N_{i,p_1}(\xi^1) N_{j,p_2}(\xi^2) \mathbf{\zeta}_{i,j},
\end{align}

are expressed with vector coefficients $\mathbf{\zeta}_{i,j}$.

Finally, for the gradient of the admissible fields with $\xi = \chi^{-1}(\mathbf{x})$, we have

\begin{align}
\nabla_\xi \varphi(\xi) &= (\nabla_\xi \mathbf{x}) \nabla_\mathbf{x} \varphi(\chi^{-1}(\mathbf{x})).
\end{align}

Thus,

\begin{align}
\nabla_\mathbf{x} \varphi(\chi^{-1}(\mathbf{x})) &= (\nabla_\xi \mathbf{x})^{-1} \nabla_\xi \varphi(\xi),
\end{align}

for scalar fields. Similarly,

\begin{align}
\nabla_\mathbf{x} \mathbf{\zeta}(\chi^{-1}(\mathbf{x})) &= (\nabla_\xi \mathbf{x})^{-1} \nabla_\xi \mathbf{\zeta}(\xi),
\end{align}

for vector fields.

3. Deep NURBS

In this section, we will show the foundations of Deep NURBS. We start by stating the partial differential equation to be solved (in its abstract form). We then combine the NURBS admissible field parametrizations that we have encountered in the previous section with the neural network framework of the PINNs.
3.1. Partial differential equation and method overview. Let us consider a physical domain \( D \) embedded in \( \mathbb{R}^d \) and let \( \partial D \) denote the boundaries limiting the domain \( D \). The general form of a partial differential equation defined on the domain \( D \) with homogeneous Dirichlet boundary conditions reads as follows:

\[
\mathcal{L}[u](x) = f, \quad x \in D, \\
B[u](x) = 0, \quad x \in \partial D,
\]

(22) \( \mathcal{L} \) and \( B \) are the differential and boundary operators, respectively, and \( u \) is the sought solution. The PDE above can be turned into a weak form. For example, one can consider the two-dimensional Poisson equation defined over the domain \( D \):

\[
-\Delta u(x) = f(x), \quad x \in D, \\
u(x) = 0, \quad x \in \partial D,
\]

(23) where its weak form leads to the minimization of the energy term defined as \([14]\):

\[
\min_{u \in H^1} \int_D \left( \frac{1}{2} |\nabla u(x)|^2 - f(x)u(x) \right) dx + \lambda \int_{\partial D} u^2(s) ds,
\]

(24) Here, \( H^1 \) is the Sobolev space for functions with square integrable derivatives and \( \lambda \) is a penalizing parameter to account for the boundary conditions expressed by the second integral of the equation. The sought solution of the PDE \( u(x) \) is given as a combination between a NURBS and a neural networks function. We will provide more insights on how to construct \( u \) in what follows. Note that in the current study, we will only consider the first integral of (24) as our approximation is an admissible Neural Network, that is, our approximation satisfy the Dirichlet boundary conditions by construction. Also, note that the first integral of Eq. (24) can be seen as an expectation of the integrand with respect to a uniform density. The minimization reads then as follows:

\[
\min_{u \in H^1, x \sim U([0,1]^2)} \mathbb{E}_x \left[ \frac{1}{2} |\nabla u(x)|^2 - f(x)u(x) \right],
\]

(25) In practice, a more careful sampling scheme should be followed for better results. In section 3.2.4 we will see that NURBS geometry generation allows for a spontaneous importance sampling scheme. Compared to classical machine learning solvers, PINNs (and their variants) categorize under the umbrella of unsupervised methods because no labeled data is required to solve the PDE. The only exception is the boundary points which are paramount for the problem’s well-posedness. However, the method we propose in the current manuscript does not even need boundary information to solve the PDE at hand, and thus it can be classified as a fully unsupervised scheme. Indeed one pre-imposes hard boundary conditions from the beginning.

Figure 2. Deep NURBS method illustrated. Integration of a Neural Network with NURBS functions to generate admissible Neural Networks.
3.2. Physics-Informed Neural Networks (PINNs). One might argue that PINNs is a class of machine learning methods incorporating physical laws (PDEs) within their loss functions. Other traits characterizing different methods that obey the latter principle make them a variant of PINNs. Therefore, we believe the method we propose here can be considered a variant of PINNs in a manner that both are based upon the same principle of incorporating physical laws. The variational approach followed here relates more to the Deep Ritz method [14] though.

3.2.1. Deep neural networks. Let us reconsider the physical domain \( D \). \( x \) is a random variable in that domain (\( x \in D \)) that can be sampled from a specific distribution that we will discuss in the sampling section. Whether we are willing to solve a PDE or to approximate an unknown function \( f \), the neural network approximation proved to be an extremely efficient machine learning-based tool in either case [30]. Denoting it \( \bar{u}_\theta(x) \), the neural network approximation can take the following form:

\[
\bar{u}_\theta(x) = \hat{\beta} \cdot z_\theta(x) + b,
\]

where \( \hat{\beta} \) and \( b \) denote the last layer NN parameters and \( z_\theta(x) \) is a compositional function that has the following expression:

\[
z_\theta(x) = z_l \circ \ldots \circ z_1(x)
\]

\( l \) is the number of hidden layers and \( z_i \) is the output of the \( i \)th layer that is given as function of its precedent layer’s output, i.e. \( z_{i-1} \):
\[
z_i = \sigma(\Theta_i \cdot z_{i-1} + b_i), \quad \Theta_i \in \mathbb{R}^{K \times K'}, b_i \in \mathbb{R}^K \text{ is referred to as the weights of the NN, and } K (K') \text{ is the size of the ith (i-1) layer (number of neurons). } \sigma \text{ is the non-linear function (activation function) that allows the approximating neural networks to cope with the complexity of the sought solution. A careful choice of the non-linear function has to take place for fast convergence and to prevent undesired effects related to the nature of the non-linear function. For example, Rectified linear units (ReLU) and Sigmoid functions that are known to be widely used activation functions suffer for deep architectures from the vanishing gradient issue [31]. Furthermore and from PINNs perspective, one has to choose an activation function with a certain degree of regularity that is adequate with the differentiation order of the PDE. We, hence, choose the function } \sigma = \max(0, x^3) \text{ that led to good results when applied to a similar framework [14]. We are interested in the forward scheme to solve the PDE assuming its well-definedness. To apply this pure unsupervised scheme, one does not require any labeled data from the domain } D. \text{ Unlike problems classified as forward problems, PINNs can refer to inverse or parameterized schemes in which the PDEs are equipped with uncertain parameters. The approach then uses labeled data to determine the best estimates for these parameters.}

3.2.2. Inclusion of physical laws. As known for NN-based approaches, a residual function needs to be defined so that its minimization leads to the true solution. The choice of this residual (loss) function is important to define the driving bias towards the best estimate. In supervised machine learning, most of the regression problems were defined using quadratic loss terms figuring the difference between the true data values and the NN predictions. That scheme proved useful for some applications but irrelevant to many science-related problems where the generalization (extrapolation) to out-of-the-range data is important. PINNs and their variants came with the idea of imposing physical constraints. For this purpose, one has to incorporate the residual form of the PDE given at Eq. (22) into the loss function.

\[
\mathcal{R} \left( x; u; \frac{\partial u}{\partial x_1}, \ldots; \frac{\partial^2 u}{\partial x_1}, \ldots; f \right) = 0, \quad x \in D
\]

\( \mathcal{R} \) is the residual of the PDE, which we chose to be the loss function for our optimization problem. \( \mathcal{R} \) is given by the difference between the right and left-hand sides of the upper equation in Eq. (22). This imposition of the PDE ensures the training process will be guided by the minimization of Eq. (22). In other words, we are searching for the best trial function that fulfills that given PDE. This merge between the PDE residual and the loss function in ML terminology afforded PINNs unprecedented success in solving problems without data supervision.
3.2.3. Deep NURBS. Until this stage, nothing is done to ensure our problem’s well-posedness (hence the solution’s uniqueness). In the literature, boundaries have been treated differently depending on the approach used. In collocation methods, adding an extra term containing the boundary loss was more convenient, referred to as boundary operator (see the lower part of Eq. (22)). Approaches using losses in weak forms tend to add a parameterized integral to account for the boundaries (see Ref. [14] in Eq. (3.2)). Shin et al. [24] reported that minimizers satisfying boundary conditions adopt a convergence mode $H^1$ compared to $C^0$ for minimizers that do not comply with boundary conditions. Accordingly, we define a method to incorporate boundary conditions inspired by (and based on) IsoGeometric Analysis. The method is known as Deep NURBS.

The overall idea of Deep NURBS is to develop our trial function as a product between an admissible field (constructed as in IsoGeometric Analysis [32]) and a NN estimate that is independent of boundary points:

$$u(x, \theta) = \varphi(x; p) \cdot \bar{u}(x, \theta)$$

$\varphi(x; p)$ is the admissible field evaluated at the data points $x$ for a given set of control points $p$. We have intentionally omitted the $p$ dependence of the total estimate as no optimization with respect to $p$ is going to take place. Depending on the problem at hand, $p$ can be defined from a simple guess. In the current case, the control points $p$ are defined to concentrate sampled points at near complex regions of the domain. This will lead to an important feature, namely, an automatic importance sampling of the data.

3.2.4. Sampling method (Importance sampling). To calculate the loss function given in Eq. (24) (Eq. 28 for an abstract form), one has to search for an effective sampling procedure for a fast and convergent minimization. Note that because we are using concepts from IsoGeometric Analysis, we use in the current approach two sampling methods. The first one occurs in the parametric space, which we refer to as parametric sampling, and physical space sampling is related to parametric sampling in a way that we will discuss in the next subsections.

Parametric sampling: Motivated by quadrature rules for isoparametric elements in the finite element method (FEM), we here motivate our parametric sampling choice. In FEM, usually in regions with complex geometrical features, the geometry is discretized with sufficiently many elements. In each element, quantities of interest are integrated with a local Gaussian quadrature rule. Thus, in these regions, there is a concentration of quadrature points. In our current approach, we sample from the parametric space $\Xi$ rather than $\mathcal{D}$, see Figure 3.
Physical domain sampling: The physical and parametric domains are related via the transformation $\chi$ given by:

$$\chi(\xi) = \frac{1}{W(\xi)} \sum_{i=0}^{n_1} \sum_{j=0}^{n_2} N_{i,p_1}(\xi^1) N_{j,p_2}(\xi^2) p_{i,j},$$

This equation is equivalent to equation (12); thus, with this transformation, it is possible to generate the physical domain given uniformly sampled data from the parametric space. Their respective distribution densities, i.e., the uniform parametric and the physical space distributions, are related via the Jacobian of the same transformation in the following manner [33]:

$$\rho_D(x) = \rho_\Xi (\chi^{-1}(x)) \left| \det \left[ \nabla_y \chi^{-1}(y) \right|_{y=x} \right| .$$

The argument of the determinant is the Jacobian of the inverse transformation $\chi^{-1}$. $\rho_D(x)$ is the uniform parametric density distribution in the parametric domain and $\rho_D(x)$ is the non-uniform density distribution in the physical domain. Looking at Eq. (31), one can see its dependence on the gradient of the transformation $\nabla_y \chi^{-1}(y)$ (since the transformation is bijective). The physical domain density will, therefore, depend on the concentration of the control points $p_{i,j}$. Thus, by concentrating the control points at the boundary regions and close to singularities, one can have an automatic importance sampling in the physical domain. As can be seen in the Results section, the latter fact is behind the fast convergence of the Deep NURBS method.

Lastly, it is important to note that since we perform a parametric sampling and then map this to the physical domain, our Deep NURBS method can handle complex geometries simply and efficiently. Also, since our approximate is an admissible field, that is, Dirichlet boundary conditions are automatically satisfied and no sampling on the boundary is required. This technique drastically increases the approximability of Neural Networks.

3.2.5. Optimization (Automatic differentiation). The evaluation of the energy (loss) term must go via the evaluation of the NN function’s partial derivatives as a function of the input variables $x$ after using the importance sampling described in the previous section. Fortunately, one can achieve this task in a rigorous way using automatic differentiation (AD) [34] [35]. Furthermore AD is time-efficient in addition to being rigorous because it demands the evaluation of the function only twice, i.e., a forward and a backward evaluation of the target function $u$ regardless of the input variable dimension (see Ref. [20] for an illustrative example).

The PDE residual (our objective function) is expressed using derivatives derived using AD. An additional differentiation step is required for the training purpose, namely, differentiating the objective function as a function of the NN approximation parameters ($\theta$). We define these derivatives as $\nabla_\theta R(\theta)$. The update rule of the training depends on the optimization order to take place. First-order optimizations such as the one used in this study have the following update rule [36]:

$$\theta_{i+1} = \theta_i - \frac{\eta}{\sqrt{\hat{v}_i} + \epsilon} \hat{m}_i.$$

$\epsilon$, $\beta_1$ and $\beta_2$ are hyperparameters where $\hat{m}_i$ and $\hat{v}_i$ denote the bias-corrected first and second moment estimates, respectively. These can be written as function of the error gradients as follows:

$$\hat{m}_i = \frac{m_i}{1 - \beta_1} = \frac{\beta_1 m_{i-1} + (1 - \beta_1) \nabla_\theta R(\theta_i)}{1 - \beta_1},$$

$$\hat{v}_i = \frac{v_i}{1 - \beta_2} = \frac{\beta_2 v_{i-1} + (1 - \beta_2) (\nabla_\theta R(\theta_i))^2}{1 - \beta_2}.$$

$\theta_{i+1}$ in Eq. (32) denotes the new variable affection after the $i$th iteration. The evaluation of $R(\theta_i)$ is usually performed using mini-batches of data [37]. $\gamma$ refers to the so-called learning rate. For the sake of convergence, the condition $\gamma_n \rightarrow 0$ as $n \rightarrow \infty$ needs to be satisfied [33]. A regularization term could have been appended to the residual figuring in Eq. (33) in order to ensure the boundedness of the NN sought parameters. Instead, the optimization is restricted to smaller search spaces, which can be seen as an implicit regularization [24]. In the next section, we will see the application of the Deep NURBS method to various problems with different types of boundaries, the results therein support the latter claim.
In the previous section, we presented the overall framework of the deep NURBS (DN) method. In this section, we validate its efficiency for various cases with different geometries. The application of DN to real-world problems should be the focus of future work. We used three different examples with different boundary conditions and geometrical setups. As for the optimization, we used the default hyperparameters suggested in Adam’s original paper [36]. The value of the learning rate $\gamma$ is set fixed to the value of $10^{-3}$ for all the examples. Additionally, all simulations were run with 300k epochs to guarantee that the comparisons are fair, that is, the optimization errors are negligible and the errors are due to the approximant characteristics.

In the first example, we emphasize the manner in which the DN method copes with rough discontinuities and the presence of singularities. In the second example, we present the results obtained for a smoother geometry with a well-guessed admissible field $\phi$ (Eq. (17)). In the last example, we focus on the impact of the choice of $\phi$ on the optimization convergence rate and on the estimate accuracy. The latter fact we refer to as the inductive bias. We consider the two-dimensional Poisson equation given in Eq. (23).

### 4.1. Physical Domain with Corner Singularity

In this example, we are interested in solving the Poisson’s equation defined as follows:

$$\begin{align*}
-\Delta u(x) &= 1, \quad x \in \Omega \\
\quad u(x) &= 0, \quad x \in \partial \Omega,
\end{align*}$$

(34)

where the physical domain is given by $\mathcal{D} = (-1, 1) \times (-1, 1) \setminus [0, 1) \times \{0\}$. $\Omega$ exhibits a sharp discontinuity along the segment $[0, 1)$ and singularity at the origin. The NURBS geometry is presented in Fig. 4. The control points (referred to as $p_{i,j}$ in Eq. (30)) are selected at the boundaries and the neighborhood of the origin to impose boundary conditions and to prompt importance sampling. The admissible field in Fig. 5(a) has arbitrary values except at the boundaries, i.e., $\phi$ is chosen to impose the Dirichlet boundary conditions. The smoothness of $\phi$ inside the domain $\Omega$ is controlled based on the degree of the NURBS functions (as per Eq. (17)). The admissible field’s regularity impacts the minimizers’ convergence to the PDE solution. Note that the mapping is not invertible at the origin; however, this point is never sampled as it lies on the boundary.

We address the current problem using two different NN architectures separately and independently (only for comparison) with one and two hidden layers, respectively. Note that the number of NN - layers used throughout all the paper examples does not exceed two. $\max(0, x^3)$ is used as the main activation function for the hidden layers, whereas the linear activation function is used for the output layer. None of the NN
regularizing techniques (such as dropout) are used here. To ensure that the method is generalizable and not sensitive to parameter adjustments, we intentionally implement the basic version of multilayer perceptrons.

Indeed, a good level of accuracy can be achieved due to the implementation of physical constraints and the hard imposition of the boundary conditions using NURBS. Moreover, the automatic importance sampling which is enhanced by DN (see sec. 3.2.5) plays a critical role in promoting fast convergence. The number of neurons per layer is fixed to the value of 50. The loss function (PDE residual) is given by:

\[ R = \mathbb{E}_x \left[ \frac{1}{2} |\nabla_x u(x)|^2 - u(x) \right] \]

\( x = (x_1, x_2) \) is a 2D variable. Using importance sampling, the expectation of the latter equation can be transformed into a weighted sum:

\[ R \approx \frac{1}{N} \sum_{i=1}^{N} \frac{|\nabla_x u(x_i)|^2 - u(x_i)}{\rho_D(x_i)} \]

\( N \) is the number of samples, and \( \rho_D(x) \) is the physical domain probability density. \( \rho_D(x) \) is related to the transformation \( \chi \), which maps the parametric space samples to the ones in the physical domain. The transformation \( \chi \) is given in Eq. (30), whereas \( \rho_D(x) \) is calculated using Eq. (31). We use first-order stochastic optimization implemented in Adam optimizer [36].

Table 1. Errors for problem 4.1 using the Deep Ritz and the Deep NURBS methods (after 300k epochs). Both methods use a fully connected NN architecture composed of two hidden layers containing 50 neurons each.

| Approach     | MSE   | Relative \( L_2 \) | \( L_\infty \) |
|--------------|-------|---------------------|-----------------|
| Deep NURBS   | \( 2.8 \times 10^{-5} \) | \( 2.5 \times 10^{-3} \) | \( 2.3 \times 10^{-2} \) |
| Deep Ritz    | \( 3 \times 10^{-3} \)   | \( 8.7 \times 10^{-1} \)   | \( 1.1 \times 10^{-1} \)   |
Solutions to the PDE of Eq. (34) for the geometry illustrated in Fig. 4 are shown in Fig. 5. We present the solutions to the PDE for two different NNs with one and two hidden layers, respectively, alongside the exact solution. Table 1 shows a comparative study between DN and classical Deep Ritz method [14] (DR) performances. Both methods used two hidden layers in their NN approximations. We used the hyperbolic tangent (tanh) activation function for DR, except that we used the same shareable parameters for both methods.

Figure 6. Training errors for Poisson’s equation solution to problem 4.1. (a) shows the error lines obtained using Deep NURBS and Deep Ritz methods for one and two hidden layers. In the inset, the logarithmic scale is applied to the y-axis for the case of neural networks with two hidden layers. (b) is the all axes log-scaled version of (a). In (c), we plotted the error lines for our method with random initial weights (gray) and with weights pre-trained to the identity estimator (olive).

The DN method outperforms DR by two orders of magnitude for the Mean Squared Error (MSE) and the relative $L_2$ error, and by one order of magnitude for the $L_\infty$ error. This dissimilarity is because, with shallow NN, DR could not penalize the energy term of the left-hand side of Eq. (24) with the boundary term in the right-hand side of the same equation. Moreover, the natural imposition of boundary conditions within the DN framework resulted in a truncation of the search space to a smaller space [24]. Because the complexity of the NN approximation is related to the number of its layers and neurons, one concludes that the solution can be, in this case, approximated by fewer layers of NNs. The DN approximation for one or two hidden layers has similar error ranges. DN, with only one hidden layer, seems to exhibit slightly sharp edges originating from the original admissible field. A choice of a smooth admissible field can lead to more accurate results. Note that by smooth here, we mean the choice of a higher polynomial degree for the admissible field shown in Eq. (17).

4.1.1. Impact of variance reduction. DN qualitative convergence rate can be inherently deduced from Fig. 6(a) and (b) subplots. The importance sampling being a variance reduction technique has led to faster convergence of the DN method compared to classical DR. Inset of Fig. 6(a) shows that an error of less than $10^{-4}$ is obtained using DN compared to a stagnated value around $10^{-2}$ of the MSE metric in the case of DR. An error value as less as $10^{-4}$ is obtained in less than 500 epochs. As a comparative study, we show in (c) the error lines for our method estimations of the solution using random initial (gray curve) and pre-trained (olive-colored curve) weights. In the latter case, the NN parameters are obtained by training a separate NN to predict the identity output. Such a choice will ensure that the initial guess would have the same symmetry as the admissible field. Note that we selected this example due to its complex (sharply discontinued) geometry. This particular example has been addressed [14] using the Deep Ritz method with a quite involved residual network architecture. Using our method, we could solve the same PDE with only one (or two) hidden layers NN. The latter insight is supported by the error contours shown in Fig. 7.
4.2. Annulus geometry. The geometry in this example consists of a 2D annulus quarter. In polar coordinates, the physical domain is spanned by the vector \((r, \phi)\) where \(r \in [r_1, r_2]\) and \(\phi \in [0, \frac{\pi}{2}]\). We selected \(r_1\) and \(r_2\) to be equal to 0.2 and 2, respectively. The boundary conditions over the region \(\delta \Omega\) are given as:

\[
\begin{align*}
    u_\theta (r, \phi) &= 0, \quad r \in \{r_1, r_2\}, \phi \in [0, \frac{\pi}{2}] \\
    u_\theta (r, \phi) &= 0, \quad r = [r_1, r_2], \phi \in \{0, \frac{\pi}{2}\}
\end{align*}
\]

We choose to solve the same Poisson equation stated in Eq. (34). The NURBS geometry is shown in Fig 8. The control points \(p_{i,j}\) are placed along the boundary regions and inside the physical domain. The solution to the PDE alongside the chosen admissible field is given in Fig. 9. Being a multiplicative factor,
the admissible field is expected to induce an inductive bias towards the values of its generating function \( \varphi \). The NN approximation \( \bar{u}(x, \theta) \) tends, during the training, to oppose this bias given the PDE and the boundary values. Table 2 shows different error metrics for the DN approximation of the sought solution. An MSE error of the order of \( 10^{-7} \) is reported for the DN estimator with one and two hidden layers. Moreover, the increase of the NN complexity \( (l = 2) \) did not alter the generalization error. With an extremely small relative \( L^2 \) error of the order of \( 10^{-6} \), one can confirm that the estimation accuracy is no more dependent on the NN complexity. This makes the current method a serious preference for higher dimensional problems.

Table 2. Errors for problem 4.2 (after 300k epochs) using the Deep NURBS method for one and two hidden layers. The method uses a fully connected NN architecture with 50 neurons per layer.

| Number of layers | MSE          | Relative \( L^2 \) | Relative \( L_\infty \) |
|------------------|--------------|---------------------|-------------------------|
| \( l = 1 \)     | \( 1.1 \times 10^{-7} \) | \( 8.4 \times 10^{-6} \) | \( 9.3 \times 10^{-4} \) |
| \( l = 2 \)     | \( 1.2 \times 10^{-7} \) | \( 8.8 \times 10^{-6} \) | \( 9.1 \times 10^{-4} \) |

4.3. Square with a hole. This example comprises a square disc (with length \( x_d = 4 \)) with a hole (with a radius \( r = 1 \)) as shown in Fig. 11. The NURBS geometry is shown in Fig. 10. In addition to the boundary conditions imposed by the disc shape, an additional discontinuity is brought out by the circular hole along its perimeter. Therefore the admissible field \( \varphi \) obeys the following Dirichlet boundary conditions:

\[
\varphi(x, y) = 0 \quad (x, y) = \{-4, 4\} \cup \{4, -4\},
\]

\[
\varphi(x, y) = 0 \quad x^2 + y^2 = 1
\]
The admissible field plot is shown in Fig. 11 - (b). Despite complying with the problem boundary conditions, the admissible field \( \varphi(x) \) of Fig. 11 - (b) exhibits a noticeable directional anisotropy that induces an inductive bias affecting the training cost and efficiency of the NN multiplying function \( \bar{u}(x, \theta) \). This can be revealed from a comparison between the admissible field plot in Fig. 11 and the solution for one hidden layer NN plotted in Fig. 12 - (a). A twofold solution is required to be implemented to cope with this situation. The choice of the control point locations should depend on a prior understanding of the PDE symmetry and geometry. Moreover, one can mitigate the impact of the inductive bias by selecting more regular admissible fields. Using higher order polynomials (by increasing the number of B-splines basis functions in Eq. (9)) produces fields that are indeed not hard to adjust by the multiplying NN function \( \bar{u}(x, \theta) \).

Despite the biased admissible field, the NN has been able to cope with this discrepancy with a shallow NN (\( l=1 \) and \( l=2 \)), as can be seen in Fig. 12. Three-dimensional error plots can be showed from Fig. 13. Table 3 shows the approximation errors for the deep NURBS method for a NN with one and two hidden layers. Unlike the previous example, the increase in the number of layers in this case \( (l = 2) \) resulted in a decrease of the generalization error by one order of magnitude. This is primarily because of the inductive bias induced by the admissible field of Fig. 11. A careful choice of the admissible field can be, nonetheless, performed effortlessly by figuring out factors that might affect the solution, including but not limited to the problem symmetry.

To summarize, the three examples showed the applicability and efficiency of the Deep NURBS algorithm in solving PDE forward problems. We have seen that the method can interestingly solve PDEs with harsh
Figure 12. Solution of the Poisson equation for the problem 4.3 using one (a) and two (b) hidden layers NN solver. The reference solution is showcased in (c).

Figure 13. Three-dimensional training error plots obtained at different epochs for the solution of the PDE in Eq. (34) for the physical domain presented in Fig. 11.

Table 3. Errors for problem 4.3 (after 300k epochs) using the Deep NURBS method for one and two hidden layers. The method uses a fully connected NN architecture with 50 neurons per layer.

| Number of layers | MSE     | Relative $L_2$ | $L_{\infty}$ |
|------------------|---------|----------------|--------------|
| $l = 1$          | $2.9 \times 10^{-5}$ | $7.2 \times 10^{-3}$ | $2.1 \times 10^{-4}$ |
| $l = 2$          | $2.5 \times 10^{-5}$ | $6.2 \times 10^{-6}$ | $8.7 \times 10^{-3}$ |

boundary conditions like the one in the first example (sec. 4.1) with the minimum NN setup. DN proves to be a fast and convergent method for moderately complex boundary conditions, a fact that is revealed in the second example. Example 3 shows how DN can cope with wrongly biased priors. Nevertheless, a good choice of priors would positively impact its capability and efficiency.

5. Conclusion

We proposed in this study a new method based on combining PINNs and IsoGeometric analysis. The method (which we refer to as Deep NURBS) combines the simple implementation of PINNs and its capability to solve PDEs with the power of the NURBS method for imposing Dirichlet boundary conditions even for...
complex geometries. We have described how the use of DN can result in an automatic importance sampling-induced variance reduction. We have demonstrated that the method can be used to solve PDEs on complex geometries with extremely shallow NNs by applying it to various problems with various geometries. In comparison to traditional PINNs methods, the automatic variance reduction had an impact on the optimization, resulting in effective training with fewer iterations. Note that we have used our method for problems having different geometries as we believe this new method is meant to deal with complex geometries, a common feature of many real problems. The application of DN to more concrete and real-world problems is the scope for future work.
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