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**Abstract**—We consider the downlink scenario of multi-user multiple-input-single-output (MU-MISO) communication systems with constant envelope (CE) signals emitted from each antenna. This results in energy efficient power amplifiers (PAs). We propose a holistic CE precoding scheme based on the symbol-wise minimum squared error (SMSE) criterion. Additionally, we analyze the distortions introduced by low-resolution quantization to PSK for higher energy efficiency reasons. We present three solution algorithms and examine their performance to decide for the best pick for different quantization resolutions. Our results show that good performance can be achieved with minimal loss compared to an ideal unquantized case. Finally, we analyze and discuss the results and consider the overall complexity of the precoder as well as implementation issues.

**I. INTRODUCTION**

The ever increasing demand for higher data rates in mobile communications poses significant challenges for research. It is expected that the network capacity is increased 1000-fold and the number of connected devices 10-100-fold compared to 4G networks \(^1\).

This leads to higher energy consumption. Most of the energy is consumed by the base stations (BSs) \(^2\). Typically, the RF PA accounts for more than half of the energy consumption in a BS \(^3\), \(^4\).

The highest energy efficiency is achieved when the PA is operated in the saturation region. However, operation in that region implies high nonlinear distortions that are introduced to the signals. In the literature there exist several techniques for PA efficiency enhancement and nonlinear distortions minimization such as envelope elimination and restoration \(^5\) and envelope tracking (ET) \(^5\).

Another approach to have energy efficient PA is the CE modulation scheme at the PA input. Hence, the amplitude does not bear any information and the PA can operate in the saturation region with highest energy efficiency and linearity is not required. In \(^6\) a precoding technique with continuous valued CE signals is introduced. This method aims at minimizing the multi-user interference (MUI), whereas the authors in \(^7\) have shown that constructive MUI is beneficial to improve the performance. In our contribution, we consider a different problem formulation based on minimizing the squared error between a scaled version of the desired vector and the noiseless receive vector.

Another important measure to achieve more energy efficient systems is the usage of low-resolution digital-to-analog converters (DACs). The CE signals have to be then quantized to PSK constellation. To the best of our knowledge, only 1-bit quantization has been considered so far. The contribution in \(^8\) is the first work that addressed the precoding task with 1-bit quantization at the transmitter. The authors in \(^9\) introduced another linear precoder that could slightly improve the system performance. Theoretical analysis on the achievable rate in systems with 1-bit transmitters were introduced in \(^10\), \(^11\), \(^12\). The first nonlinear precoding technique in this topic was presented in \(^13\). The authors presented a symbol-wise precoding technique based on the so called minimum bit error ratio (MBER) criterion and made use of the infinity norm to relax the 1-bit constraint. In \(^14\) the authors present another symbol-wise precoder based on the minimum mean square error (MMSE) and extended it to higher modulation scheme in \(^15\). In our contribution we generalize the scenario to have PSK signals instead of only QPSK signals at the transmitter. The optimization criterion is the symbol-wise MSE (SMSE). In this work we consider a downlink massive MU-MISO system, since the large scale of transmit antennas enhances the energy efficiency significantly \(^16\). We develop a symbol-wise precoding scheme that provides good performance while being energy efficient. We investigate the effects of quantized CE signals on the performance. To achieve that we analyze different solution approaches and compare them with respect to performance and efficiency.
This paper is organized as follows: in Section III we present the system model. In Section III we formulate the optimization problem to design the precoder and introduce the solving algorithms. In Sections IV, V and VI we show the simulation results, discuss these results and the complexity of the proposed precoding scheme and summarize this work.

Notation: Bold letters indicate vectors and matrices, non-bold letters express scalars. The operators $(\cdot)^\ast$, $(\cdot)^T$ and $(\cdot)^H$ stand for complex conjugation, transposition and Hermitian transposition, respectively. The $n \times n$ identity (zeros) matrix is denoted by $I_n$ ($0_n$).

II. System Model

![System model of the MU-MISO case.](image)

Fig. 1. System model of the MU-MISO case.

We consider the downlink MU-MISO system given in Fig. 1. The BS has $N$ antennas and serves $M$ users with a single antenna each where $N \gg M$. The vector $s \in \mathbb{C}^M$ contains the symbols for each user, where each symbol is drawn from the QPSK constellation. We assume that $E[ss^H] = \sigma^2 I_M$. With a look-up-table (LUT) in $\mathcal{M}$ each input vector $x$ is mapped to the vector $\tilde{x}$ that fulfills the CE property, so we get

$$x = \begin{bmatrix} e^{j\phi_1}, e^{j\phi_2}, \ldots, e^{j\phi_N} \end{bmatrix}^T = e^{j\phi}.$$

We introduce the quantization block $Q$, to model the finite resolution of the DACs at the transmitter. The vector $x$ is quantized by $Q$ to $2^B$-PSK symbols, where $B$ denotes the quantizer resolution. We get

$$x_Q = Q(x) = e^{jQ_n(\phi)}.$$

The decoded signal is $\hat{s} = D \left( \sqrt{\frac{E_{tx}}{N}} H x_Q + \eta \right)$, where $D$ is the decision operation of the QPSK constellation, $E_{tx}$ is the transmit energy, $H$ represents the channel matrix and $\eta \sim \mathcal{CN}(0_M, I_M)$ is the noise vector. We assume an i.i.d. Rayleigh-fading channel with zero mean and unit variance for each coefficient.

III. CE Precoding Scheme

A. Problem Formulation

To determine the LUT for $\mathcal{M}$, the SMSE criterion is applied. The optimal CE transmit vector $x$ is calculated as a function of $s$ such that the squared error between a scaled version of the symbol and the noiseless channel output is minimized under some constraint

$$\min_{x} \| \alpha s - H x \|^2_2$$

s.t. $x_i \in \mathcal{S}, \; \forall i = 1, \ldots, N.$

The factor $\alpha \in \mathbb{R}^+$ is introduced to utilize the channel gain more efficiently [17]. The set $\mathcal{S}$ denotes the constraint set for every $x_i$. For each $s$ the respective solution $x$ to the problem (3) is written into the LUT. The LUT has a dimension of $N \times 4^M$, since we have $4^M$ distinct input vectors $s$. In the following we present the choices for the constraint set $\mathcal{S}$ and the used algorithms we want to analyze.

B. Constraint Set $\mathcal{S}$

We have two choices for our constraint set. The first is to only allow for CE values without relaxation and the other is to relax the set and take the quantization into account.

1) CE Constraint (CEC): The CEC can be written as

$$|x_i|^2 = 1, \; \forall i = 1, \ldots, N.$$

The solution to (3) is of the form given in (1). Inserting (1) into (3) results in

$$\min_{\phi} \| \alpha s - \sum_{n=1}^{N} h_n e^{j\phi_n} \|^2_2,$$

where $h_n$ is the $n$-th column of $H$. Note that (5) looks similar to the optimization problem in [6]. However, we additionally introduce the scaling factor $\alpha$. We then solve the problem using either Algorithm [1] or Algorithm [2].

2) Relaxed Polygon Constraint (RPC): For this case we take into consideration that the transmit vector $x$ is quantized to $x_Q$. We define $\mathcal{S}$ as the filled polygon built by the points of the $2^B$-PSK constellation. Hence, we allow that each entry of $x$ be within that polygon.

After the solution algorithm is run, the resulting entries in $x$ are normalized to CE and quantized to $2^B$-PSK.

C. Solution Algorithms

1) Gradient Descent Method (GDM): This method is used to solve the problem in (5) with the CEC. The GDM is suitable, because even local minima are close to optimal [6]. By defining the objective function as

$$g(\phi, s) := \| \alpha s - \sum_{n=1}^{N} h_n e^{j\phi_n} \|^2_2,$$

we have two choices for our constraint set. The first is to only allow for CE values without relaxation and the other is to relax the set and take the quantization into account.
the gradient is expressed in closed form as
\[
\frac{\partial g(\phi, s)}{\partial \phi} = \left[ \frac{\partial g(\phi, s)}{\partial \phi_1}, \frac{\partial g(\phi, s)}{\partial \phi_2}, \ldots, \frac{\partial g(\phi, s)}{\partial \phi_N} \right]^T
\]  
(7)
with the partial derivatives
\[
\frac{\partial g(\phi, s)}{\partial \phi_n} = -2 \text{Im} \left\{ e^{-j\phi_n} H_n^H \left( \alpha s - \sum_{m=1}^N h_m e^{j\phi_m} \right) \right\}.
\]  
(8)

The GDM is given in Algorithm 1.

Algorithm 1 Gradient descent method

**Input:** Symbol vector \( s \), Number of antennas \( N \), Number of users \( M \), Channel matrix \( H \)

**Output:** Transmit vector \( \hat{x} \)

Step size \( \mu = \mu_0 \), Tolerable error \( \epsilon \), Scaling factor \( \alpha \), \( \hat{x}^{(0)} = 0 \), \( n = 0 \)

while \( \text{err} > \epsilon \) do

\[ \phi^{(n+1)} = \phi^{(n)} - \mu \frac{\partial g(\phi^{(n)}, s)}{\partial \phi^{(n)}} \]  
(9)

\[ \text{err} = \| \phi^{(n+1)} - \phi^{(n)} \| \]  
(10)

if \( g(\phi^{(n+1)}, s) > g(\phi^{(n)}, s) \) then

\[ \mu = \mu/2 \]

\[ \phi^{(n+1)} = \phi^{(n)} \]  
(11)

end if

\[ n = n + 1 \]
(12)
end while

\[ \hat{x} = e^{j\phi^{(n)}} \]  
(13)

2) Quantized Gradient Descent Method (QGDM):

The QGDM is also used to solve (6) with the CEC. It is given in Algorithm 2. It involves the quantization operation \( Q_B \) after every gradient step. Thus, in each iteration step we have \( 2^B \)-PSK symbols in the transmit vector. The objective function is the same \( g(\phi, s) \).

If a step is successful, i.e., the value of \( g(\phi, s) \) is reduced, the step size \( \mu \) is reset again to the starting value \( \mu_0 \). This is because the gradient together with the step size is quantized. We found that with this reset the performance can be improved.

3) Gradient Projection Method (GPM):

The GPM is used to solve (3) with the RPC. It operates directly on the vector \( x \) and involves a projection in every step of entries that fall outside the polygon back onto the boundary of it. This projection operation is denoted by \( P_B \) as the shape of the polygon depends on \( B \).

The objective function is defined as
\[ f(x, s) := \| \alpha s - Hx \|^2_2 \]  
(14)
and the gradient can be expressed in closed form as
\[ \frac{\partial f(x, s)}{\partial x} = -\alpha H^T s^* + H^T H x^*. \]  
(15)

Algorithm 2 Quantized gradient descent method

**Input:** Symbol vector \( s \), Number of antennas \( N \), Number of users \( M \), Channel matrix \( H \), Quantization resolution \( B \)

**Output:** Transmit vector \( x \)

Step size \( \mu = \mu_0 \), Tolerable error \( \epsilon \), Scaling factor \( \alpha \), \( \hat{x}^{(0)} = 0 \), \( n = 0 \)

while \( \text{err} > \epsilon \) do

\[ \phi^{(n+1)} = Q_B \left( \phi^{(n)} - \mu \frac{\partial g(\phi^{(n)}, s)}{\partial \phi^{(n)}} \right) \]  
(16)

\[ \text{err} = \| \phi^{(n+1)} - \phi^{(n)} \| \]  
(17)

if \( g(\phi^{(n+1)}, s) > g(\phi^{(n)}, s) \) then

\[ \mu = \mu/2 \]

\[ \phi^{(n+1)} = \phi^{(n)} \]  
(18)

else

\[ \mu = \mu_0 \]
(19)
end if

\[ n = n + 1 \]
(20)
end while

\[ x = e^{j\phi^{(n)}} \]  
(21)

The GPM is given in Algorithm 3.

Algorithm 3 Gradient projection method

**Input:** Symbol vector \( s \), Number of antennas \( N \), Number of users \( M \), Channel matrix \( H \), Quantization resolution \( B \)

**Output:** Transmit vector \( x \)

Step size \( \mu = \mu_0 \), Tolerable error \( \epsilon \), Scaling factor \( \alpha \), \( \hat{x}^{(0)} = 0 \), \( n = 0 \)

while \( \text{err} > \epsilon \) do

\[ x^{(n+1)} = P_B \left\{ x^{(n)} - \mu \left( \frac{\partial f(x^{(n)}, s)}{\partial x^{(n)}} \right)^* \right\} \]  
(22)

\[ \text{err} = \| x^{(n+1)} - x^{(n)} \| \]  
(23)

if \( f(x^{(n+1)}, s) > f(x^{(n)}, s) \) then

\[ \mu = \mu/2 \]

\[ x^{(n+1)} = x^{(n)} \]  
(24)

else

\[ \mu = \mu_0 \]
(25)
end if

\[ n = n + 1 \]
(26)
end while

\[ x = x^{(n)} \]  
(27)

D. Approximation of \( \alpha \)

In this work, we choose \( \alpha \) to be equal to the expectation value of the scaling factor in the case of a zero-forcing precoder [18]

\[ \alpha = E \left\{ \sqrt{\sum_{i=1}^N |x_i|^2} \left( \text{tr} (H^H H)^{-1} \right) \right\}. \]  
(28)
According to (2.9) in [19] and since \((HH^H)^{-1}\) is a Wishart matrix with \(N > M\), we get

\[
E\left\{\text{tr}\left((HH^H)^{-1}\right)\right\} = \frac{M}{N-M}. \tag{12}
\]

Considering the CEC and the result in (12) we get

\[
\alpha = \frac{\sqrt{N(N-M)}}{M}. \tag{13}
\]

### E. Existing Precoder

We compare our proposed method to the existing Wiener Filter (WF) precoder as the ideal case without quantization and without CE constraint. The WF precoder is linear and defined by

\[
x = P_{WF} s \quad \text{and} \quad \hat{s} = f_{WF} r \tag{14}
\]

with

\[
P_{WF} = \frac{1}{f_{WF}} \left(H^H H + \frac{MI_N}{E_{tx}}\right)^{-1} H^H,
\]

\[
f_{WF} = \sqrt{\frac{\sigma_s^2}{E_{tx}}} \left[\left(H^H H + \frac{MI_N}{E_{tx}}\right)^{-2} H^H H\right]. \tag{15}
\]

### IV. Simulation Results

We simulate the proposed precoding scheme. All results are averaged over 500 channel realizations. The symbol energy is \(\sigma_s^2 = 1\) and over each channel a total of \(N_0 = 10^4\) symbols are sent. We have a total of \(N = 32\) antennas and \(M = 4\) users. For the error tolerance we set \(\epsilon = 10^{-2}\) for all three methods. In the GDM we set for the starting step size \(\mu_0 = 0.25\), the QGDM has \(\mu_0 = 0.5\) and the GPM starts with \(\mu_0 = 1\). As the performance measure we use the uncoded BER.

We observed that for 16-PSK the performance differs by less than 0.2 dB from the unquantized CE case. Thus, we show the results for \(B \in \{2, 3, \infty\}\) and for values of \(B > 3\) performance is almost identical to \(B = \infty\).

We denote each precoder by its corresponding algorithm and constraint set, i.e. GDM CEC, QGDM CEC and GPM RPC.

In a first simulation we omit the quantization block. Thus, the quantization resolution is \(B = \infty\). We compare the GDM CEC precoder and the GPM RPC precoder to the WF precoder, the WF precoder with subsequent forcing of CE (WF CE) and the precoder proposed in [6] (M&L CE). The results are given in Fig. 2. The GDM CEC and GPM RPC precoders perform practically equally well. They clearly outperform the WF CE precoder and the M&L CE precoder. At an uncoded BER of \(10^{-3}\) the loss of the GDM CEC precoder to the ideal WF precoder is around 1.5 dB.

Next, we set \(B = 2\) and have QPSK transmit signals. We now additionally compare the QGDM CEC precoder. The results are shown in Fig. 3. Now the best precoder clearly is the GPM RPC. The QGDM CEC precoder is as good as the WF CE precoder. Here the loss of the GPM RPC precoder to the ideal WF precoder is around 3.2 dB at a BER of \(10^{-3}\).

Finally, we simulate for \(B = 3\) so we have 8-PSK transmit signals. The results are shown in Fig. 4. The GDM CEC precoder and the GPM RPC precoder perform equally well, closely followed by the QGDM CEC precoder. The loss of the GDM CEC or GPM RPC precoders to the ideal WF precoder is around 2.1 dB at
Fig. 4. Uncoded BER over the SNR for different precoder designs for $N = 32$ and $M = 4$ and $B = 3$.

| Algorithm      | Avg. nb. of iterations |
|----------------|------------------------|
| GDM            | 39                     |
| GPM            | 46                     |

**Table I**

AVERAGE NUMBER OF ITERATIONS OF THE TWO DIFFERENT ALGORITHMS AND $B = \infty$.

A BER of $10^{-3}$.

We also simulated for $N = 60$ and $M = 6$ for comparison. The results were similar to the case with $N = 32$ and $M = 4$, so we discuss these results further. The relations in performance between the compared algorithms were equivalent.

V. DISCUSSION

In this section we analyze and discuss the results further. We will do so by comparing the speed of the algorithms and giving an outlook on the overall complexity of the precoding scheme.

A. Algorithm Speed

In practical applications the coherence time of the channel is limited. It is crucial that the algorithms converge fast and in consequence have a small number of iterations.

First, we analyze for $B = \infty$. In table I we give the average number of iterations each algorithm requires. In table II we give the average number of times the step size is halved. In table III we give the SNR required to achieve a BER of $10^{-3}$.

The performance of the GDM and GPM is practically identical. On the other hand, the GDM is faster because the number of iterations is lower and in addition the performed operations are less complex. This is due to the high complexity of the projection operation $P_B$. Thus, for the case of $B = \infty$, the GDM CEC precoder is the best choice.

Second, we analyze for $B = 2$. The respective results are in tables IV, V and VI.

The best BER performance is achieved with the GPM algorithm, but the number of iterations is high. The QGDM CEC precoder is faster, but its performance is very poor. Thus, in this case it depends on the specific hardware and the efficiency of the projection $P_B$, whether the GPM or the GDM should be chosen.

Last, we analyze for $B = 3$. The respective results are in tables VII, VIII and IX.

The algorithms with the best performance with respect to BER are the GDM and the GPM. They perform practically equally well. Clearly the fastest algorithm is the QGDM and the difference in SNR compared to the GDM or GPM is less than 0.5 dB. These results suggest that the QGDM is a good compromise with relatively low complexity, fast implementation and good performance.

We found that the number of iterations is almost
# Required SNR for a BER of $10^{-3}$ for the three different algorithms and $B = 2$.  

| Algorithm | SNR @ BER = $10^{-3}$ |
|-----------|------------------------|
| GDM       | 6.12 dB                |
| QGDM      | 9.65 dB                |
| GPM       | 4.46 dB                |

**TABLE VI**

# Average number of iterations of the three different algorithms and $B = 3$.  

| Algorithm | Avg. nb. of iterations |
|-----------|------------------------|
| GDM       | 39                     |
| QGDM      | 22                     |
| GPM       | 55                     |

**TABLE VII**

# Average number of times the step size is halved for the three different algorithms and $B = 3$.  

| Algorithm | Avg. nb. of halving |
|-----------|---------------------|
| GDM       | 4                   |
| QGDM      | 17                  |
| GPM       | 6                   |

**TABLE VIII**

Invariant of the starting step size $\mu_0$. This is due to the fact that the step size is not reduced many times in the algorithms. We picked the different starting step sizes for each algorithm, because the performance was the best with these choices. The changes in performance with different $\mu_0$ were negligible for the GDM and GPM, but around 0.3 dB for the QGDM, because the quantization is present.

## B. Outlook on integral Complexity

In the literature known to us, for example [6], complexity is considered per symbol vector $s$. Both the known algorithms as well as our proposed algorithms have low complexity for one $s$. However, it is necessary to also consider the overall complexity as the precoding algorithms have to be run for each $s$.

In a brute force implementation we would run the algorithms for every possible vector $s$. For QPSK we have $4^M$ possible $s$ and thus we have exponential complexity.

# Required SNR for a BER of $10^{-3}$ for the three different algorithms and $B = 3$.  

| Algorithm | SNR @ BER = $10^{-3}$ |
|-----------|------------------------|
| GDM       | 3.39 dB                |
| QGDM      | 3.86 dB                |
| GPM       | 3.37 dB                |

**TABLE IX**

We can reduce the number of times the algorithms have to be executed. For QPSK constellation we can construct some symbol vectors as simply rotated versions of other vectors. For any given vector $s^*$ we can find three other vectors $s'$, $s''$ and $s'''$ for which we have $s' = e^{j\pi} s^*$, $s'' = e^{j2\pi} s^*$ and $s''' = e^{j3\pi} s^*$. Thus, we only need to optimize for a quarter of the total number of input vectors, resulting in $4^{M-1}$ times the algorithm is run per channel realization.

Because of the still exponentially growing number the implementation has to be carefully considered. It would certainly be necessary to design custom hardware for the algorithms. Also we think parallel processing should be applied, since the process is easily parallelizable. With these and possible other techniques we are confident that the precoder can deliver good performance with short processing time, especially for a relatively small number of users.

In theory the required memory for the LUT increases exponentially with $M$. However, if $M$ is large only a fraction of possible input vectors $s$ is sent within the coherence time. Therefore, it is sufficient to compute and store the vectors $x$ only for the sent symbols.

We can summarize that theoretically the demands in processing time and memory increase exponentially. However, in a realistic implementation it is suggested that these demands can be substantially reduced. Therefore, the proposed method is a promising candidate for implementation in a real system.

# VI. Conclusion

We have presented a CE precoding technique that uses the SMSE criterion to map each input vector to an optimal transmit vector. We found that with different solution algorithms good performance with respect to BER can be achieved. When QPSK is chosen, the optimal precoder is the GPM RPC precoder. For 8-PSK the QGDM CEC precoder should be chosen. As a result we have a highly energy efficient system with low-resolution DACs and PAs can be operated in the saturation region. Through analysis of the number of iterations of the algorithms and the overall complexity we can conclude that the implementation should be carefully considered to achieve shortest possible processing time. Future work on this topic could include the employment of higher order modulation schemes, for example 16-QAM as well as the optimization for frequency selective channels. Also the robustness to channel estimation errors should be analyzed.
REFERENCES

[1] A. Osseiran, F. Boccardi, V. Braun, K. Kusume, P. Marsch, M. Maternia, O. Queseth, M. Schellmann, H. Schotten, H. Taoka, H. Tullberg, M. Uusitalo, B. Timus, and M. Fallgren, “Scenarios for 5G mobile and Wireless Communications: The Vision of the METIS Project,” Communications Magazine, IEEE, vol. 52, no. 5, pp. 26–35, May 2014.

[2] G. Manganaro and D. W. Leenaerts, Advances in Analog and RF IC Design for Wireless Communication Systems. Academic Press, 2013.

[3] O. Blume, D. Zeller, and U. Barth, “Approaches to Energy Efficient Wireless Access Networks,” in Communications, Control and Signal Processing (ISCCSP), 2010 4th International Symposium on, March 2010, pp. 1–5.

[4] T. Chen, H. Kim, and Y. Yang, “Energy Efficiency Metrics for Green Wireless Communications,” in Wireless Communications and Signal Processing (WCSP), 2010 International Conference on, Oct 2010, pp. 1–6.

[5] P. A. D. Fabbro and M. Kayal, Linear CMOS RF Power Amplifiers for Wireless Applications: Efficiency Enhancement and Frequency-Tunable Capability. Springer, 2010.

[6] S. K. Mohammed and E. G. Larsson, “Per-Antenna Constant Envelope Precoding for Large Multi-User MIMO Systems,” IEEE Transactions on Communications, vol. 61, no. 3, pp. 1059–1071, March 2013.

[7] P. V. Amadori and C. Masouros, “Constructive Interference Based Constant Envelope Precoding,” in 2016 IEEE 17th International Workshop on Signal Processing Advances in Wireless Communications (SPAWC), July 2016, pp. 1–5.

[8] A. Mezghani, R. Ghiat, and J. Nossek, “Transmit Processing with Low Resolution D/A-Converters,” in Electronics, Circuits, and Systems, 2009. ICECS 2009. 16th IEEE International Conference on, Dec 2009, pp. 683–686.

[9] O. B. Usman, H. Jedda, A. Mezghani, and J. A. Nossek, “MMSE Precoder for Massive MIMO Using 1-Bit Quantization,” in 2016 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), March 2016, pp. 3381–3385.

[10] A. Kakkavas, J. Munir, A. Mezghani, H. Brunner, and J. A. Nossek, “Weighted Sum Rate Maximization for Multi-User MISO Systems with Low Resolution Digital to Analog Converters,” in WSA 2016: 20th International ITG Workshop on Smart Antennas, March 2016, pp. 1–8.

[11] A. K. Saxena, I. Fijalkow, and A. L. Swindlehurst, “On One-Bit Quantized ZF Precoding for the Multiuser Massive MIMO Downlink,” in 2016 IEEE Sensor Array and Multichannel Signal Processing Workshop (SAM), July 2016, pp. 1–5.

[12] Y. Li, C. Tao, A. M. A. L. Swindlehurst, and L. Liu, “Downlink Achievable Rate Analysis in Massive MIMO Systems with One-Bit DACs,” arXiv:1610.09630, 2016.

[13] H. Jedda, A. Mezghani, and J. A. Nossek, “Minimum BER Precoding in 1-Bit Massive MIMO Systems,” in Sensor Array and Multichannel Signal Processing Workshop (SAM), 2016 IEEE 9th, July 2016.

[14] S. Jacobsson, G. Durisi, M. Coldrey, T. Goldstein, and C. Studer, “Quantized Precoding for Massive MU-MIMO,” arXiv:1610.07564, 2016.

[15] ——, “Nonlinear 1-Bit Precoding for Massive MU-MIMO with Higher-Order Modulation,” arXiv:1612.02685, 2016.

[16] F. Rusek, D. Persson, B. K. Lau, E. Larsson, T. Marzetta, O. Edfors, and F. Tufvesson, “Scaling Up MIMO: Opportunities and Challenges with Very Large Arrays,” Signal Processing Magazine, IEEE, vol. 30, no. 1, pp. 40–60, Jan 2013.

[17] H. Prabhu, F. Rusek, J. N. Rodrigues, and O. Edfors, “High Throughput Constant Envelope Precoder for Massive MIMO Systems,” in 2015 IEEE International Symposium on Circuits and Systems (ISCAS). IEEE, 2015, pp. 1502–1505.

[18] M. Joham, W. Utschick, and J. A. Nossek, “Linear Transmit Processing in MIMO Communications Systems,” Signal Processing, IEEE Transactions on, vol. 53, no. 8, pp. 2700–2712, Aug 2005.

[19] A. M. Tulino and S. Verdù, Foundations and Trends™ in Communications and Information Theory. now Publishers Inc., 2004, vol. 1, no. 1.