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Abstract: Ascertaining the postmortem interval or PMI has been an item of interest over many decades in forensic science for crime scene investigations. The challenge revolves around establishing the postmortem interval or PMI with a single temperature measurement, given the known initial and the final boundary condition of a human body and room temperature. Despite the advent of a succession of single, double, and triple-exponential analytical models, and more recently, the 3-D heat-transfer modeling, the uncertainty remains in the PMI estimation. This study presents a pragmatic way to solve this problem in a two-step approach. First, we attempted to understand the cooling rate in various body parts. Second, we proposed a hyperbolic modeling approach to fit the time-dependent temperature data to estimate the PMI. The latest digital data of Wilk et al.’s study provided the platform for validating our solution approach. Overall, the use of 20 subsets of three bodies involving Wilk et al. and five from one body of Bartgis et al. provided the required data. Although body imaging and 3-D modeling greatly facilitate our understanding of overall body-cooling behavior in the modern era in real-time, a simple semi-analytical tool can corroborate the model results for PMI.
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1. Introduction

Many authors have suggested that a single-exponential thermodynamic model predicts the time of death (TOD) or postmortem interval (PMI) based on evidence from pigs, as shown in an early study of Rainy [1], and recently that of Kaliszan et al. [2]. While the general trend is not in dispute, predicting the desired precision needs improvement to ascertain the PMI.

Noakes et al. [3] used eight methods to estimate the postmortem interval, wherein two rule-of-thumb methods compared well with six other mathematical models published by independent investigators [4–9]. Marshall and Hoare [6] and Marshall [10,11], proposed a double-exponential model to describe the cooling curve’s Sigmoidal shape. Al-Alousi et al. offered a triple-exponential model for 117 forensic cases in a two-part article [12,13]. Mall and Eisenmenger presented a complex heat flow model using a finite-element numerical solution [14,15]. Subsequently, a Laplace-transform approach of Rodrigo proposed a compartment-based model and addressed the convection from skin according to Newton’s law of cooling [16]. This method provided the results within half an hour of PMI.

Using a wooden cylinder model and following the conductive heat-transfer principle, a Fourier series model of Smart provided a credible approach for estimating the PMI and suggested that the outer ear’s temperature measurements lead to reasonable estimation [17]. Similarly, Baccino et al. preferred the exterior-ear temperature based on the rule-of-thumb correlations and field experience [18]. Another study by Smart and Kaliszczan also pointed...
out PMI estimation complications due to the temperature plateau effect and suggested constructing a temperature decline curve for better assessment [19].

Although more than one exponential term in the temperature-decline trend appeared in the literature, one article by Kaliszan demonstrated that one-exponential term suffices [20]. In subsequent studies, Kaliszan proposed measuring the eyeball temperature because of its faster decline rate [21,22]; this approach resulted in the PMI estimation accuracy of ±1 h for a 95% confidence interval [21]. Perhaps the rapid temperature decline rate ensures higher accuracy in measurements due to increased fidelity requiring fewer data points. Nelson suggested average-based methods for short-term estimates of PMI [23]. Still, it utilizes many parameters, which leads to improved fitting, but the process loses the estimation efficiency. A very recent study by Laplace et al. [24] showed that the average PMI estimation turned out to be 4.5 ± 2.5 h on 100 inpatient bodies. The Henssage [9] nomogram and Baccino’s [18,25] formulae produced these results. Overall, the use of conventional methods produces a large degree of uncertainty in PMI estimation.

More recently, new methodologies are emerging for PMI estimation based on corneal thickness and aqueous humor measurements. For instance, Napoli et al. [26] showed that the central corneal thickness measured by optical coherence tomography correlates strongly with PMI. In contrast, Locci et al. [27] used a 1H NMR metabolomics approach to estimate the PMI from aqueous humor (AH) in an ovine model. Based on the spectral data analysis with multivariate statistical tools, this approach involving postmortem biological modifications provided an error of about 1 ± h of PMI on animals. Their subsequent study [28] showed a general solution alignment with expectation, but the error bar appears large. These studies offer an attractive platform given the eye compartment resists postmortem modifications. Also, studies have appeared relating postmortem vitreous concentrations of sodium and chloride. For example, Zilg et al. [29] studied 3000 cases to demonstrate that vitreous sodium and chloride levels decline at about 2.2 mmol/L per day upon death.

This study explores the feasibility of extrapolating the late-time temperature data to find the PMI with improved accuracy and identifies the body part that ensures reliable solution quality. Data from the literature helped augment our case in that the heat transfer rate, a result of that temperature decline rate, is specific to an individual body. For instance, the temperature decline rate depends on body weight, meaning lower weight exhibits a higher cooling rate. Overall, data from an internal organ (IO) or rectum formed the basis of this investigation. We showed that the heat transfer rate could provide an excellent physical perspective on the temperature decline rate through the cooling rate constant, which is the time-derivative of temperature. In this context, estimating the heat-flow rate from a given organ provides the necessary insight.

Also, we present a hyperbolic method for estimating the PMI, regardless of the body organ. We show that the hyperbolic trend can successfully describe the cooling trends from many body parts using a single expression. Although the temperature data from skin or eyeball are limited, synthetic data show the value proposition of monotonic or near-monotonic behavior. This trend thereby facilitates reliable extrapolation to the actual value of the PMI. We found that the proposed hyperbolic method yields PMI solutions primarily within 1.65 °C for the scope of this investigation. Given the limited accessibility of modern forensic data in actual cases, we consider the results of this study to be a proof of concept.

2. Materials and Methods

Given the dominance of convective heat transport, many investigators described the temperature of a human body after death using Newton’s law of cooling. The body temperature at time t after death can be quantified using the following equation:

\[ T - T_a = (T_i - T_a) \exp(-k_c t) \]  

(1)

where T is the temperature of the human body at time t, \( T_a \) is ambient temperature, \( T_i \) is the temperature at the time of death, and \( k_c \) represents cooling constant.
Considering body temperature measured at times $t_1$ and $t_2$, we can rewrite Equation (1) in the following forms:

$$T_1 - T_a = (T_i - T_a) \exp(-k_c t_1)$$  \hspace{1cm} (2)

and

$$T_2 - T_a = (T_i - T_a) \exp(-k_c t_2)$$  \hspace{1cm} (3)

Dividing Equation (3) by Equation (2) and simplifying, we have

$$\frac{T_1 - T_a}{T_2 - T_a} = \exp(-k_c t_1 + k_c t_2)$$  \hspace{1cm} (4)

Rearranging Equation (4) for the cooling constant, $k_c$, leads to the following expression:

$$k_c = \frac{\ln\left(\frac{T_1 - T_a}{T_2 - T_a}\right)}{t_2 - t_1}$$  \hspace{1cm} (5)

Now, Equation (5) allows $k_c$ estimation using the body temperature measured at times $t_1$ and $t_2$. We present two case studies involving Equation (5) for actual and synthetic data in Section 3.2. This cooling constant paved the way for understanding the temperature data collection from various body parts and the body’s physical characteristics, such as weight.

With a 3-D whole body heat-transfer model, a recent study of Bartgis et al. [30] has shown that we can write the heat-flow rate in the postmortem period written as

$$q_c = \rho_t C_t \frac{\partial T}{\partial t}$$  \hspace{1cm} (6)

where $q_c$ is the heat loss for a unit volume of the tissue, $\rho_t$ is the density, and $C_t$ is the heat capacity of the tissue. Bartgis et al. [30] reported the density and heat capacity for the human internal organ are 1000 kg/m$^3$ and 3500 J/kg-$^\circ$C, respectively. We show the value proposition of $q_c$ estimation for different organs to understand the PMI estimation.

Given that Newton’s law of cooling implies exponential temperature decay with time, we explored other data-fitting options to enlarge the scope of this investigation. A recent article by Sharma et al. [31] suggests that the hyperbolic trend effectively captures the decline behavior of fluid and heat flow in porous media. Following that approach, we can write the temperature-decline behavior as:

$$T(t) = T_i \left(1 + bD t\right)^{1/b}$$  \hspace{1cm} (7)

In Equation (6), the time-depended temperature, $T(t)$, relates to time, $t$, involving three parameters, $T_i$, $b$, and $D$. Note that $T_i$ reflects the starting point of data fitting and is user input. The parameter $D$ represents the hourly temperature-decline rate (1/h), and $b$ is the time-derivative of $D$, which is dimensionless. Note that for exponential temperature decay or when Newton’s law of cooling applies, $b$ equals zero, and Equation (6) takes the following form:

$$T(t) = T_i e^{-Dt}$$  \hspace{1cm} (8)

So, the exponential temperature decline is a particular case of hyperbolic decay, encompassing the entire decline trend domain. Synthetic data in the modern era suggest that temperature response varies with the point of body measurement. For instance, the temperature measured on the skin declines faster when compared with the brain and rectum or IO. Figure 1 displays the temperature responses from the model, as presented in Bartgis et al. [30], showing the apparent differences in trend, depending on the body part. In particular, the skin curve exhibits a monotonic trend with the steepest decline, which is exponential. In contrast, the other two responses show a slow decline trend at early times.
Our curiosity stemmed from these variable trends, and we learned how a single-temperature measurement could lead to PMI estimation. In our view, potential obstacles may surface, given that the earlier response (<5 h) differs from the latter. Perhaps this reality propelled previous investigators to use double-exponential terms, as shown by Marshall [10,11], or triple-exponential formulation, as in Al-Alousi et al. [12,13] models. Still, as Henssge [9] showed, the double-exponential model yielded the PMI estimation within ±3.2 h.

We explored an understanding of some of the well-known studies involving the pioneering work of de Saram et al. [4] and Lyle and Cleveland [32] and those in the modern era [12,13,20,22,30,33,34]. Except for the recent studies of Bartgis et al. [30] and Kanawaku et al. [33] with models, other studies involved human bodies. Most recently, Wilk et al. [34] provided real-time temperature measurements and validations of their numerical heat-transfer modeling approach for four bodies, wherein real-time temperature data gathering occurred in the morgue. We explored the overall results in a two-step approach. The first step attempted to gain insights into the overall results involving human bodies and synthetic data for 102 cases. In the second step, we present four examples illustrating the merit of collecting the time-dependent temperature data rather than just one data point using the hyperbolic approach.

3. Results
3.1. Understanding the Significance of Cooling Constant, \( k_c \)

Given the importance of the cooling constant, we considered 102 cases. Thirty-seven of these cases involved those from de Saram et al. [4], 32 from Kaliszan [21], 33 from Kaliszan and Wujtewicz [22], and two from Al-Alousi et al. [13]. Equation (1) aided the evaluation of the cooling constants in each case. Without the initial rectal temperature of 37 °C, we assumed it to be 38 °C to retain enough data points for \( k_c \) estimation in a meaningful statistical distribution. Figure 2 shows the distribution of the range of the cooling constant, \( k_c \). This distribution range of \( k_c \) reflects the underlying reasons, such as body weight, height, gender, clothed, unclothed, and room temperature. Given this reality, we attempted to understand some of these variables on PMI, as shown in Appendix A.
Figure 2. The cooling constant ($k_c$) distribution for 102 cases involving internal organs.

3.2. Diagnosing the Fitting Window with the Heat-Flow Rate

The synthetic data of Bartgis et al. [30], as displayed in Figure 1, generated with the 3-D heat-transfer model for different parts of the body, shows the following outcome of the heat-flow rate, $q_c$. The non-monotonic signatures, as in Figure 3a, for both the brain and IO provide clues about two-time domains that need honoring while estimating the cooling constant. However, that is not so for the skin, where the monotonic signature appears. This non-monotonic trend helps ascertain the time window for estimating the cooling constant. Let us point out that estimation of the heat-flow rate is not needed; just the time-derivative of temperature suffices as Figure 3b exhibits, given that only the two parameters, $\rho_t$ and $C_t$, differ.

Figure 3. Heat flow rate estimation of the three body parts with the synthetic data (a), and temperature derivative identifies the cooling trend (b), after Bartgis et al. [30].

The non-monotonic trend of the temperature derivative also appeared for a case involving the liver, as a dataset from Al-Alousi et al. [12] showed; Figure 4 illustrates this point. Appendix A presents the relevant data for PMI estimation.

Finally, we present the heat-flow rate calculations of the IO and eye data that appeared in Kaliszan [21]; Figure 5a shows the IO trend, and that of the eye occurs in Figure 5b. The second exponential-fitting starts around 10 h in both cases, similar to the de Saram et al. [4] and Al Alousi and Anderson dataset [7]. As shown previously, the left side of the V-shaped signature assures reliable PMI results.
The critical point here is that in a closed system, such as in IO and brain, the early-time temperature data do not show a trend that one can extrapolate objectively to ascertain the PMI. In contrast, the temperature measured on the skin has a monotonous exponential tendency that leads to an objective solution. Of course, the ambient condition needs to be stable, such as an air draft that changes the room temperature for the linear extrapolation to be realistic. So, the lesson learned here is that real-time temperature data needs to be collected to ascertain the correct PMI over a long period.

3.3. Application of the Hyperbolic Approach for PMI Estimation

Let us illustrate a couple of examples drawn from both the Bartgis et al. [30] and Wilk et al. [34] studies to demonstrate the performance of the hyperbolic approach for the PMI estimation. Figure 6a shows the efficacy of this tool when the high-density temperature data becomes available, such as that of Bartgis et al. The dimensionless decline parameter, \( b = 0 \), suggests an exponential decline for the brain, meaning Equation (8) applies. Figure 6b illustrates a similar fit with the data beyond five hours to gauge the PMI solution accuracy. In this case, the error turned out to be \(-0.52\) h, which appears well within the acceptable accuracy. Note that this solution reflects a what-if scenario. Table 1 presents the overall solutions for 26 cases. The symbols represent data in Figures 6 and 7, whereas the lines reflect the model response.
accuracy. In this case, the error turned out to be –0.52 h, which appears well within the acceptable accuracy. Note that this solution reflects a what-if scenario. Table 1 presents the overall solutions for 26 cases. The symbols represent data in Figures 6 and 7, whereas the lines reflect the model response.

Figure 6. Good overall fit quality appears for the brain (a), and a small PMI-estimation error beyond three hours (b).

Wilk et al.'s [34] model response for four body parts appeared in the average-room-temperature environment and the low-temperature morgue. We attempt to reproduce only the model response in the pre-morgue situation. To that end, Figure 7a displays a Wilk et al. [34] dataset of Body B for the thigh. The overall fit appears to be of good quality with a hyperbolic trend of Equation (7), as the b value of 7.45 suggests. A similar hyperbolic trend persists for the dataset beyond 5 h, as Figure 8b indicates.

Despite the high-quality fit, the PMI error turned out to be 1.56 h. The lesson learned here is that the fit quality cannot assure a good PMI solution in a high b-value scenario. Nonetheless, the overall solution quality for 25 cases in Table 1 is very encouraging and reassuring for the applicability of the Arps method in diverse settings. The average PMI error for the 25 cases turns out to be 0.244 h, with a maximum error of 1.65 h. We note that some cases involve multiple time windows for the same dataset. We pursued this approach to gauge the proposed method’s efficacy.

Table 1. PMI analysis with the Arps method (Equation (6)) for various body parts.

| Source       | Body Part      | Start of Fitting Window, h | Estimated PMI, h | Actual PMI, h | ΔPMI, h | b-Factor, Dimensionless | D, 1/h |
|--------------|----------------|----------------------------|------------------|--------------|---------|-------------------------|--------|
| Bertgis et al. | Internal Organ | 3                          | 2.8              | 3.3          | 0.5     | 0                       | 0.012  |
| Bertgis et al. | Internal Organ | 5                          | 3.7              | 5.0          | 1.3     | 0                       | 0.012  |
| Bertgis et al. | Internal Organ | 9                          | 8.2              | 9.3          | 1.2     | 0                       | 0.012  |
| Bertgis et al. | Brain          | 3                          | 3.8              | 3.3          | –0.5    | 0                       | 0.017  |
| Bertgis et al. | Brain          | 5                          | 5.8              | 5.2          | –0.6    | 0                       | 0.017  |
| Bertgis et al. | Brain          | 9                          | 10.1             | 9.3          | –0.8    | 0                       | 0.017  |
| Wilk et al.   | Case B-Abdomen | 3                          | 3.2              | 3.5          | 0.3     | 8.5                     | 0.032  |
| Wilk et al.   | Case B-Abdomen | 5                          | 5.3              | 5.6          | 0.3     | 8.5                     | 0.020  |
| Wilk et al.   | Case B-Abdomen | 9                          | 10.0             | 9.7          | –0.3    | 8.1                     | 0.012  |
| Wilk et al.   | Case B-Forehead | 3                          | 3.6              | 3.1          | –0.5    | 5.3                     | 0.039  |
| Wilk et al.   | Case B-Forehead | 5                          | 5.4              | 5.6          | 0.2     | 5.8                     | 0.027  |
| Wilk et al.   | Case B-Forehead | 9                          | 7.8              | 9.4          | 1.6     | 6.7                     | 0.018  |
| Wilk et al.   | Case B-Thighs  | 3                          | 5.1              | 5.0          | –0.1    | 10                      | 0.028  |
| Wilk et al.   | Case B-Thighs  | 5                          | 6.7              | 5.1          | –1.6    | 4.7                     | 0.024  |
| Wilk et al.   | Case B-Thighs  | 9                          | 8.8              | 9.9          | 1.1     | 6.1                     | 0.017  |
| Wilk et al.   | Case B-Chest   | 3                          | 3.2              | 3.1          | –0.1    | 10                      | 0.018  |
| Wilk et al.   | Case B-Chest   | 5                          | 5.1              | 5.2          | 0.1     | 10                      | 0.010  |
| Wilk et al.   | Case B-Chest   | 9                          | 9.5              | 9.4          | 0.0     | 10                      | 0.010  |
| Wilk et al.   | Case C-Forehead | 3                          | 2.1              | 3.3          | 1.2     | 10                      | 0.046  |
| Wilk et al.   | Case C-Forehead | 5                          | 5.4              | 5.2          | –0.2    | 10                      | 0.018  |
| Wilk et al.   | Case C-Abdomen | 9                          | 10.8             | 10.0         | –0.8    | 5                       | 0.014  |
| Wilk et al.   | Case D-Forehead | 3                          | 3.1              | 4.2          | 1.1     | 10                      | 0.032  |
| Wilk et al.   | Case D-Forehead | 5                          | 5.1              | 5.6          | 0.5     | 10                      | 0.019  |
| Wilk et al.   | Case D-Abdomen | 3                          | 2.9              | 3.5          | 0.6     | 9.11                    | 0.034  |
| Wilk et al.   | Case D-Abdomen | 5                          | 5.8              | 6.5          | 0.8     | 9.17                    | 0.018  |
| Wilk et al.   | Case D-Abdomen | 9                          | 8.5              | 9.4          | 0.9     | 9.1                     | 0.012  |
Figure 7. Gauging overall fit quality for Case B Thigh (a) and the PMI estimation error beyond five hours (b).

Figure 8. The semi-log plot exhibits contrasting temperature decline behaviors in the two cases (a), and the D parameter reaffirms the two trends (b). In this figure, Hyperbolic represents Wilk et al. [34] (Case D Forehead), whereas Exponential shows Bertgis et al. [30] (Brain) data.

Although the Arps’ hyperbolic approach works well from a stable room-temperature environment to a low-temperature morgue situation, the kink that appears during the body’s transition does not ensure a reasonable solution for the PMI. So, the proposed analytical approach works only in the one-temperature environment for realistic PMI estimation. In other words, the disruption of the monotonic temperature decay ushers a PMI solution uncertainty.

The contrasting temperature decline trends, as exhibited in the datasets of Bartgis et al. [30] and Wilk et al. [34], need understanding. Figure 8 illuminates the difference between the two. On the semilog plot in Figure 8a, the Bartgis et al. [30] data show the exponential trend by way of the straight line, following Newton’s law of cooling. In contrast, the Wilk et al. example exhibits a precipitous decline trend. As expected, the decline parameter D in the Arps’ equation supports the exponential trend with a singular value of D, wherein the b parameter is zero, as Figure 8b exhibits. Unsurprisingly, a declining D value appears for the non-monotonic change in the D value for the Wilk et al. [34] data. Note that given the commonality of the units for k_T and D, 1/h, the D parameter in the Arps expression can be a surrogate of k_T. Regardless, the Arps hyperbola can fit a range of decline trends with credible PMI solutions, which appears reassuring.
Let us keep in mind that Wilk et al. [34,35] studies have shown the availability of body imaging data, leading to high-frequency temperature output in various body parts. Despite their detailed numerical modeling approach [34], bodies B, C, and D mismatch with data gathered from chest, forehead, and thigh appear, except for the abdomen in all four cases. Overall, they showed that the PMI estimation accuracy remained largely constrained within one hour. In this context, the proposed hyperbolic approach provides a simple tool for validating the solution outcome generated by any other method during the pre-morgue situation. Note that one can fit the data in the post-morgue period with the hyperbola and extrapolate it to the initial condition. However, this outcome cannot yield the desired level of PMI accuracy due to the drastic change in the environmental condition during the transition period.

We estimated the hyperbola parameters using the Microsoft Excel solver’s functionality. Based on an initial assumption of b and D parameters, the solver minimized the sum of squared error between measured and predicted temperature for a given dataset. We constrained the upper limit of the b parameter to 10 to ensure credible solutions. We provide an Excel spreadsheet with specific instructions about estimating the PMI with time-lapse temperature measurements as Supplementary Materials.

4. Discussion

Although our exposure to modern datasets may be limiting, this investigation paved the way for learning a few valuable lessons for estimating the PMI. For instance, the cooling constant is person-specific; therefore, predicting the temperature-decline behavior demands time-variant data over several hours. Also, the early-time data (<7 h) behaves differently for the brain and IO than at late times involving more than 11 h. The change in temperature behavior can be detected by only taking its time-derivative. In contrast, the skin temperature declines monotonically, leading to fitting one exponential expression for a given body.

Bartgis et al. [30] show that the time constant also depends on the ambient condition. For instance, it can change from 8 h to 31 h when the brain’s ambient air temperature varies from 30 °C to 10 °C. They showed that the heat loss is lower for the IO. Overall, the ambient condition dictates the PMI window.

Lack of time-lapse data appears problematic on many fronts, mainly because the \( k_{c} \)-parameter appears person-specific, in terms of age, gender, height, weight, clothing, among others, when the measurements occur in the internal organ. Groups of data, characterized by the \( k_{c} \)-parameter in the de Saram et al. [4] datasets, support this notion. The body weight appears to be the most critical variable, meaning a body with a lower weight declines more rapidly than the one with a heavier weight.

We applied the well-known Henssge [9] nomogram technique for Bartgis et al. [30] internal organ and brain data. For this dataset, the body weight was 68 kg, and the ambient temperature of 20 °C. When we applied the nomogram method for the body temperature measurement of 31 °C, the PMI estimation turned out to be 10.1 ± 2.8 h, when the correct PMI corresponds to 19 h. Similarly, for the brain, the nomogram estimated PMI of 4.5 ± 1.5 h diverged from the correct PMI of 11.75 h. Overall, our limited use of the Henssge [9] nomogram suggests that the PMI solutions generated with this tool offer considerable uncertainty.

This study also suggests that the early-time data fitting can lead to realistic solutions when the temperature measurements occur in any body organ. A monotonic signature on the temperature-derivative plot involving a single-exponential trend appears for the skin. However, data fitting and extrapolation to time zero for the other body parts after 11 h present serious challenges, given the V-shaped temperature-derivative signature.

Given that our findings on applying the hyperbola anchors on synthetic data, the time-lapse data on actual human bodies become necessary to prove this conceptual approach. We note that the body’s movement to another temperature environment, such as a morgue, becomes an obstacle for applying this method. In that situation, the body...
imaging data reveals the necessary temperature data for the prior environment, as shown in Wilk et al. [34,35]. Then, one can use the proposed simple tool to validate the numerical model results in the pre-mortem situation.

Indeed, the Wilk et al. [34] article provided the necessary high-frequency data with new imaging technology to explore the application of other tools, such as the one proposed here. In contrast to the prior studies, Wilk et al. did not find any issue with any body part delivering non-monotonic signature with their numerical modeling approach. Perhaps a closer investigation needs doing to provide clarity on this issue. Their follow-up article [35] found that the average PMI solutions for five measurement locations to be $-0.17 \pm 1.63$ h, whereas the reconstructed PMIs deviate no more than $\pm 2.8$ h. In this context, the results of this study show that the hyperbolic relation confines the PMI solution to within $\pm 1.65$ h. The overall PMI error for the 25 cases studied turns out to be 0.244 h.

5. Conclusions

In this study, we pursued using the hyperbolic approach for ascertaining PMI with synthetic data. Although this simple tool appears appealing, this proof of concept needs further validation with actual body-temperature data for applications in natural settings. The following conclusions seem pertinent here:

1. A rapid temperature decline rate occurs initially, followed by a slower pace, regardless of the body part. Therefore, the hyperbolic trend can describe the overall signature. As part of the general hyperbolic trend, the exponential decay may represent some aspects of the overall signature, but it does not appear systemic. Stated differently, the application of Newton’s law of cooling does not appear holistic in the body-temperature decline.

2. Ascertaining the PMI from a single-temperature data point appears challenging. Knowing both the initial body temperature and that of the room does not suffice, given that the cooling constant, $k_c$, is dependent on an individual’s body characteristics and surrounding conditions. In other words, gathering time-lapse data appears a requirement for a reliable solution for estimating PMI.

3. The hyperbolic relation fits all monotonic trends, established either by temperature derivative or the heat-flow rate, regardless of the body part. This fitting leads to a high degree of PMI accuracy, that is, $0.24$ h on average for the cases reported in this study.
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Nomenclature

\begin{itemize}
\item \(b\) \quad \text{time-derivative of } D \text{ in Arps, dimensionless}
\item \(C_t\) \quad \text{heat capacity of tissue, J/kg-°C}
\item \(D\) \quad \text{log-time derivative of temperature in Arps, 1/h}
\item \(k_c\) \quad \text{cooling constant, 1/h}
\item \(q_c\) \quad \text{heat-flow rate, J/m3.sec}
\item \(t\) \quad \text{time, h}
\item \(T\) \quad \text{temperature, °C}
\item \(T_a\) \quad \text{ambient temperature, °C}
\item \(T_i\) \quad \text{initial temperature at time of death, °C}
\item \(dT/dt\) \quad \text{temperature gradient, °C/h}
\item \(\rho_t\) \quad \text{density of tissue, kg/m}^3
\end{itemize}

Appendix A

Estimating the Cooling Constant with Limited Data

When we used some part of this dataset to gauge bodyweight influencing the \(k_c\), the general trend suggests that a lighter body declines faster than those with heavier counterparts, as Figure A1 testifies. This outcome makes intuitive sense from the standpoint of heat transfer in that a person with a higher body mass shields the interior, thereby decreasing the rate of cooling. Of course, other variables such as body fat may play roles that may be hard to discern, given that our dataset may be limiting. Let us present a few examples showing how limited time-lapse data can reveal the \(k_c\) parameter.

![Figure A1](image-url)

\textbf{Figure A1.} The overall distribution of \(k_c\) (a), \(k_c\) appears to increase with decreasing body weight (b).

Case 20 from de Saram et al. [4] had the following recordings of the IO temperatures, as shown in Table A1. Equation (5) can calculate the cooling constant using 12 a.m., 1 p.m., and 2 p.m. temperature recordings. The outcome of cooling constant calculations appears in Table A2. The results show the sensitivity of solution accuracy with increasing timespan vis-à-vis the cooling constant. A longer time interval between subsequent measurements improves the estimation of PMI. Another observation is that making multiple temperature recordings and using the average cooling rate also provided the same accuracy in PMI estimation.

This example illustrates that PMI estimation becomes more accurate with multiple recorded temperatures. The longer duration between two recordings helps minimize the PMI error, but if such measurements appear infeasible, the average cooling rate from multiple measures improves solution accuracy.

We performed similar calculations for the data collected from covered bodies, as Al-Alousi et al. [12] reported. Table A3 provides the results of the internal organ, and Table A4 provides the results of the brain. As observed earlier, the merit of increasing the period to improve solution accuracy becomes transparent.
that of the brain. As observed earlier, the merit of increasing the period to improve solution accuracy becomes transparent.

Let us review the steps taken to calculate the decline rate for the cases mentioned in Kaliszan [21] and Kaliszan and Wujtewicz [22]. For instance, in Case 1 of Kaliszan and Wujtewicz [22], the reported IO temperature was 36.3 °C, and the PMI of 2.0833 h. A regression analysis evaluated the cooling constant (0.075 °C/h) and the resultant PMI to be 2.3 h.

Table A1 shows the uncertainty of estimating the PMI depending on the time window of data trends. This uncertainty increases when the data range exceeds 10 h, as shown in Table A2. This outcome becomes evident, given the V-shaped signature of the overall trend occurs around 9 h.

Table A1. Reported data for Case 20 (after de Saram et al. [4]).

| Time of Death | 8:30:00 a.m. |
|---------------|-------------|
| Temperature at time of death (T₁) | 38.22 °C |
| Ambient Temperature (T₂) | 30.61 °C |
| Temperature at 12 a.m. | 36.61 °C |
| Temperature at 1 p.m. | 36.17 °C |
| Temperature at 2 p.m. | 35.83 °C |

Table A2. Internal organ temperature results (after de Saram et al. [4]).

| Time Interval | kcs (1/h) | Estimated PMI (h) | Actual PMI (h) | Difference (min) |
|---------------|-----------|-------------------|----------------|-----------------|
| 12 a.m.–1 p.m. | 0.07696 | 3.09 | 3.5 | 25 |
| 1 p.m.–2 p.m. | 0.061875 | 3.84 | 3.5 | –21 |
| 12 a.m.–2 p.m. | 0.069418 | 3.43 | 3.5 | 4 |
| Avg (12 a.m.–1 p.m.) and (1 p.m.–2 p.m.) | 0.069418 | 3.40 | 3.5 | 4 |

Table A3. Internal organ temperature results (after Al Alousi et al. [12]).

| Time Interval | kcs (1/h) | Estimated PMI (h) | Actual PMI (h) | Difference (min) |
|---------------|-----------|-------------------|----------------|-----------------|
| 2 to 4 h | 0.05 | 2.19 | 2.13 | –4 |
| 2 to 6 h | 0.05 | 2.21 | 2.13 | –5 |

Table A4. Brain temperature results (after Al Alousi et al. [12]).

| Time Interval | kcs (1/h) | Estimated PMI (h) | Actual PMI (h) | Difference (min) |
|---------------|-----------|-------------------|----------------|-----------------|
| 1 to 2 h | 0.17 | 0.80 | 1.20 | 24 |
| 1 to 4 h | 0.15 | 0.94 | 1.20 | 15 |
| 1 to 5 h | 0.14 | 1.02 | 1.20 | 11 |
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