Confinement-deconfinement transition as an indication of spin liquid type behavior in \(\text{Na}_2\text{IrO}_3\)
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We use ultrafast optical spectroscopy to observe binding of charged single-particle excitations (SE) in the magnetically frustrated Mott insulator \(\text{Na}_2\text{IrO}_3\). Above the antiferromagnetic ordering temperature \((T_N)\) the system response is due to both Hubbard excitons (HE) and their constituent unpaired SE. The SE response becomes strongly suppressed immediately below \(T_N\). We argue this increase in binding energy is due to a unique interplay between the frustrated Kitaev and the weak Heisenberg-type ordering term in the Hamiltonian, mediating an effective interaction between the spin-singlet SE. This interaction grows with distance causing the SE to become trapped in the HE, similar to quark confinement inside hadrons. This binding of charged particles, induced by magnetic ordering, is a result of a confinement-deconfinement transition of spin excitations. This observation provides an evidence for spin liquid type behavior which is expected in \(\text{Na}_2\text{IrO}_3\).

Spin-orbit coupling (SOC) can give rise to highly non-trivial physics. Prime examples of the role of SOC in condensed matter systems, are the topological insulators which have non-trivial topology of their band structure due to sufficiently strong SOC.\(^1\)\(^2\). In the case of simpler “band topological insulators”, the gap is determined by the spin-orbit coupling and the system can be treated as non-interacting. These materials have been subject to an intensive research and are relatively well understood. Much less clear is the situation in which the insulating state before “turning on” of SOC was not a trivial band insulator but an insulator with a gap driven by electron-electron interactions, such as Mott insulator.

Iridate compounds belong to the class of materials in which electron-electron interactions play an essential role. Expected to be metallic based on simple electron count these systems are insulators exhibiting Mott-type behavior. On the other hand due to extended nature of the 5\(d\) orbitals, the on-site Coulomb repulsion has a moderate value \((U \approx 0.4-2.5\, \text{eV})\) and SOC \((\approx 0.4-1\, \text{eV})\) effectively competes with electron-electron interactions.

One of the most intriguing proposals of novel physics made for iridate compounds was that the interplay between spin-orbit interactions, crystal field splitting and Coulomb repulsion of 5\(d\) electrons in \(\text{Na}_2\text{IrO}_3\) can lead to a formation of effective moments with \(J_{\text{eff}} = 1/2\) on every Ir-O octahedron with highly anisotropic nearest neighbor coupling. This coupling has a very special form and, given its layered quasi-2D honeycomb lattice structure, was proposed\(^3\)\(^4\) to be a solid state realization of the Kitaev model\(^5\) with a spin liquid.

The real Hamiltonian of \(\text{Na}_2\text{IrO}_3\) is however not a pure Kitaev model and should also have conventional terms such as Heisenberg-type exchange interaction between effective moments. Such terms generally spoil the symmetry of the pure Kitaev model and result in an ordered ground state\(^5\)\(^6\)\(^7\)\(^8\) in the limit of low temperatures. The structure of the ground state should then depend on the details of the extra term in the Hamiltonian. Neutron studies\(^10\)\(^11\)\(^12\) have revealed that \(\text{Na}_2\text{IrO}_3\) has an antiferromagnetic ground state of “zigzag” type (Fig. 3b) with the Néel temperature of \(T_N = 15.3\, \text{K}\). Minimal Hamiltonian within the framework of modified Kitaev model that can give such ground state consists of an antiferromagnetic Kitaev term and a ferromagnetic Heisenberg term\(^9\)\(^10\)\(^11\). Although \(\text{Na}_2\text{IrO}_3\) is not a quantum spin liquid, the fact that the ordering temperature \(T_N = 15\, \text{K}\) is considerably smaller than both Curie-Weiss temperature \(T_\Theta = -125\, \text{K}\)\(^1\)\(^1\) and the spin wave energy \(E_{\text{sw}} \sim 5\, \text{meV}\)\(^10\)\(^7\), implies that the degree of frustration is still quite strong and the Kitaev term should dominate the low energy physics. Nevertheless, despite an intensive research performed on \(\text{Na}_2\text{IrO}_3\) so far, to the best of our knowledge, there has been no evidence of the spin liquid type behavior in this material, which should show up in the \(T_N \ll T \ll T_\Theta\) temperature range\(^12\).

In this Letter we report on our results on ultrafast studies of photo-excitations in \(\text{Na}_2\text{IrO}_3\). We observe a change in their dynamics across Néel temperature, namely we observe a sharp increase in the binding energy of the excitons that they form as the system enters ordered phase. We interpret this as an evidence of confinement-deconfinement transition of spin and charge excitations across \(T_N\), which is a hallmark of spin-liquid physics\(^13\)\(^30\).

Time resolved experiments were performed with a Ti:Sapphire oscillator lasing at the center wavelength of 795\,\text{nm} \((\hbar \omega = 1.55\, \text{eV})\) producing pulses of 60\,\text{fs} in duration. The repetition rate of the laser was reduced to 1.6\,\text{MHz} with an external pulse-picker to avoid cumulative heating effects on the sample and the spot size of a
spatially Gaussian beam was set to 60µm FWHM. Single crystals of Na$_2$IrO$_3$ were grown using a self-flux method from off-stoichiometric quantities of IrO$_2$ and Na$_2$CO$_3$. Similar technical details were described elsewhere [20–22].

Data was obtained with a standard optical pump-probe technique [16, 17] where a single “pump” pulse excites the sample and the resulting dynamical response is monitored by the normalized change in the reflectivity $\Delta R(t)/R$ of a separate “probe” beam as a function of time delay $\Delta t$ between the pump and probe. We use the same wavelength for both pump and probe pulses. For phase sensitive measurements, a variation of pump-probe technique is used [18]. This method, unlike pump-probe, can distinguish between components of $\Delta R$ with different physical origins [19]. Here an interference of two pump beams produces spatially modulated excitation pattern which is studied by a probe beam diffracted off the sample. The diffracted beam is then heterodyned with an additional beam used as a local oscillator. The time dependence, $\Delta R(t)$, of a multi-component system response obtained this way, changes as a function of the phase difference $\phi$ between the probe beam and the local oscillator, whereas that of a single-component system just scales proportionally to $\cos(\phi)$ (also see Supplementary info).

Given the band structure of Na$_2$IrO$_3$ [23] (Fig. 1a), the absorption of a pump photon with energy $E = 1.55eV$ causes electrons to transition from a $J_{eff} = 3/2$ band into the upper Hubbard band (UH) which is the only accessible level for the excited electrons for this photon energy. The depleted valence band is then partially refilled through relaxation of the photo-excited electrons and partially with electrons from the lower Hubbard band (LH) (Fig. 1a). At the end of this relatively fast process the system will have some amount of excitations in the UH (double occupancies in real space or “doublons”) and an equal amount of holes in the LH. The excited state is metastable as the optical dipole transitions within the Hubbard band are prohibited by selection rules ($\Delta J = 0$ transition). Moreover, the energy of magnons which are the relevant excitations $\epsilon \approx 5 - 10meV \sim k_BT$ [10] is much less than the Hubbard gap $U \sim 350meV$, which is the energy needed to be dissipated during the doublon-hole recombination process, making the lifetime exponentially large in $U/\epsilon$ [20]. This observation allows us to consider holes and doublons as stable quasi-particles for the timescales relevant to our experiments ($\sim 100ps$).

Figures 1b and 1c show HTG data taken at a pump fluence of $\sim 9.5\mu J/cm^2$ for various values of $\phi$ at 295K and 25K respectively. At each temperature the shape of the differential reflectivity timetrace $\Delta R(t)/R$ with time changes as $\phi$ is varied indicating that there is more than one component in the system response. This behavior is in agreement with earlier Resonant Inelastic X-ray Scattering (RIXS) studies [23, 27] which demonstrated that the low energy excitations of Na$_2$IrO$_3$ are single particle (doublons and holes) excitations (SE) and their bound state known as a Hubbard exciton (HE) [28]. Figures 3a and 3b demonstrate that the component featuring the fast spike near $t = 0$ is clearly getting stronger with increasing temperature, allowing us to identify it with SE. This is similar with the results of studies of photo-excited Mott insulators in other systems [23] where the $\Delta R/R$ component with an initial fast spike was shown to be due to SE whereas the one without due to HE.

It should be noted that both components (SE and HE) are long lived and thus they both contribute to the composition of the total signal in the long-time limit. There a quasi-thermal equilibrium is established between SE and HE and thus their population ratio should be proportional to the Boltzmann factor $\exp(-\Delta/k_BT)$ where $\Delta$ is the HE binding energy. In this regime, the net phase $\theta$ of the signal response reaches a constant value which is directly related to the quasi-equilibrium population ratio of SE and HE (see Fig. 1d inset and supplementary).
This phase \( \theta \) is plotted in Fig. 1d as a function of temperature from which we extract \( \Delta \approx 4.6 \pm 0.8 \text{meV} \). This value is within the bounds set by RIXS measurements \[23\] and confirms that the component featuring a fast spike at \( t = 0 \) is indeed due to SE. Fig. 2a and 2b show the HTG data taken for a very low pump fluence of value of \( \sim 30 \text{nJ/cm}^2 \) at temperatures above and below \( T_N \) respectively. Similar to the higher fluence data, the low fluence response above \( T_N \) (Fig. 2a) clearly features more than one component indicating the presence of both SE and HE. On the other hand, the low fluence response below \( T_N \) (Fig. 2b), strikingly, scales proportionally to \( \cos(\phi) \) implying a single component behavior which, as discussed above, is due to Hubbard excitons.

We now proceed to study this disappearance of SE as a function of temperature by performing optical pump-probe measurements for low excitation densities to minimize heating effects. Fig. 2d shows reflectivity transients for various temperatures below \( T_N \) for two different pump fluences. As can be seen, the normalized system response in this regime is independent of both temperature and pump fluence demonstrating that the single component behavior observed at \( T = 5K \) persists up to \( T_N \). This indicates that SE are suppressed throughout the ordered phase. On the contrary, reflectivity transients above \( T_N \) (Fig. 2c) strongly depend on temperature, which combined with the HTG data (Fig. 1), indicate the formation and strengthening of the component due to SE. Moreover, above \( T_N \), the normalized transients at each temperature are independent of pump fluence (Fig. 2c) demonstrating that the relative composition of the signal (ratio between SE and HE populations) is constant as a function of pump fluence in this low excitation density regime. This sudden disappearance of SE at \( T_N \) implies a sharp increase in the HE binding energy.

In general an increase in binding energy of an exciton can be either due to an enhancement of the attracting potential or due to “slowing down” of the overall dynamics, e.g. by increasing the effective mass. Effective mass of a single hole in a Mott insulator is indeed enhanced due to emission of magnons, but this happens in both the antiferromagnetic and disordered phases \[29\]. But more importantly, it is the sheer disparity between the bandwidth of the single particle excitations (\( \gtrsim 100 \text{meV} \), e.g. \[23\]) and the Heisenberg coupling responsible for antiferromagnetism (\( \sim k_B T_N \approx 1 \text{meV} \)) that makes the “slowing down” scenario unlikely. Therefore we conclude that the increase in binding energy of HE is a result of enhancement in attraction between SEs.

Here we present a simple intuitive picture of the effective attraction mediated by antiferromagnetic ordering responsible for additional binding energy, based on the Kitaev-Heisenberg model. This Hamiltonian naturally gives rise to the zigzag order \[9\]:

\[
H_{KH} = J_K \sum_{\langle ij \rangle} \vec{S}_i \cdot \vec{S}_j + J_H \sum_{\langle ij \rangle} \vec{S}_i \cdot \vec{S}_j
\]

The main term here is the strongly frustrated Kitaev term (\( T_{\phi} = -125 \text{K} \)). The Heisenberg term lifts the degeneracy and the system “freezes” into an ordered state below \( T_N \). In the zigzag phase every spin finds its “Kitaev partner” and anti-aligns itself with the spin of its partner in the direction determined by the orientation of the connecting bond. The much smaller Heisenberg term (\( T_N = 15.3 \text{K} \)) tries to minimize its energy under the condition that every spin has a Kitaev partner. As can be seen in Fig. 3b, zigzag order satisfies this condition for all bonds except those that connect Kitaev partners.

This situation changes drastically when spinless defects such as doublons or holes are introduced into the system. These particles can be thought of as topological in the same sense as the excitations in the Rokhsar-Kivelson
which is of the order of Kitaev coupling \( J \) of holes is limited by the cost of breaking a Kitaev pair, are confined), the binding energy between doublons and them with an energy proportional to its length. However, breaking of this string in our case produces a pair of perturbed vacuum between defects which produces a string of perturbed vacuum between two defects. The energy cost of this configuration is proportional to the number of broken Heisenberg links which in turn is proportional to the length of the string connecting the two defects. This prohibits the long range separation of the defects which, in the case of low excitation density, will predominantly be of opposite charges (doublon-hole), leading to an enhanced binding between them in addition to Coulomb attraction. This is similar to the picture of the quark confinement in high energy physics: separation of defects produces a string of perturbed vacuum between them with an energy proportional to its length. However, since breaking of this string in our case produces a pair of electrically neutral unpaired “dangling” spins (which are confined), the binding energy between doublons and holes is limited by the cost of breaking a Kitaev pair, which is of the order of Kitaev coupling \( J_K \approx 10\text{meV} \) in case of Na\(_2\)IrO\(_3\).

This is consistent with previous theoretical works on Kitaev-Heisenberg model where it was observed that for sufficiently weak perturbations the Kitaev spin liquid state persists but as the extra term gets stronger the system enters an ordered state \([4] [5] [31]\). Formulated in terms of spinons such transition corresponds to the transition from a deconfined state (spin liquid) to a confined state (antiferromagnet) \([31] [32]\). This is a first order phase transition \([31] [32]\) and no quantum critical region is expected above the quantum critical point \( \lambda = \lambda_c \) \([33]\), where \( \lambda \) is the relative strength of the Heisenberg term in the Hamiltonian. Therefore confined and deconfined phases are separated by a simple boundary and the confinement-deconfinement transition can be observed not only by tuning the strength of the perturbing term \( \lambda \) at \( T = 0 \) as in Refs.\([31] [32]\) but also by going across ordering temperature for a fixed \( \lambda > \lambda_c \) (see Fig.3d). In the confined phase, all fractional excitations such as holons, doublons and spinons are bound to each other, and conversely, can move independently in the deconfined phase \([30]\).

The fact that the zigzag order is not a trivial antiferromagnet was evidenced in a recent work of Manni et al. \([30]\) where partial substitution of Ir atoms with nonmagnetic Ti atoms resulted in the formation of a spin glass state at low temperatures. This has a natural explanation within our framework, as Ti sites can be treated as static spinless defects. At sufficient concentration they will be connected by spin strings as in Fig.2c. Since there are many different ways to connect different Ti sites, it is natural to expect a spin glass state at low temperatures.

In conclusion, we performed an optical pump probe study of Na\(_2\)IrO\(_3\), a material proposed to be a realization of the Kitaev model. We observed that photo-induced charged excitations display drastically different behavior below and above Néel ordering temperature. Namely the binding energy of the excitons that these particles form undergoes a sharp increase upon entering the ordered phase. Based on earlier theoretical studies on doped Mott insulators, we conjecture that this is due to an effective attraction brought about by the antiferromagnetic order rather than because of increase in effective mass of quasiparticles. We argue that this attraction is a manifestation of confinement of spin excitations anticipated in the ordered phase of Kitaev-Heisenberg model. Therefore the change of behavior that we observe at the Néel temperature is due to confinement-deconfinement transition, providing an evidence of spin liquid type physics in Na\(_2\)IrO\(_3\).
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