Evidence of the Zakharov-Kolmogorov spectrum in numerical simulations of inertial wave turbulence
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Abstract – Rotating turbulence is commonly known for being dominated by geostrophic vortices that are invariant along the rotation axis and undergo an inverse cascade. Yet, it has recently been shown to sustain fully three-dimensional states with a downscale energy cascade. In this letter, we investigate the statistical properties of three-dimensional rotating turbulence by the means of direct numerical simulations in a triply periodic box where geostrophic vortices are specifically damped. The resulting turbulent flow is an inertial wave turbulence that verifies the Zakharov-Kolmogorov spectrum derived analytically by Galtier (Galtier S., Phys. Rev. E, 68 (2003) 015301), thus offering numerical proof of the relevance of wave turbulence theory for three-dimensional, anisotropic waves. Lastly, we show that the same forcing leads to either geostrophic or wave turbulence depending on the initial conditions. Our results thus bring further evidence for bi-stability in rotating turbulent flows at low Rossby numbers.

Introduction. – Rotating turbulent flows are ubiquitous in geo- and astrophysical systems such as stellar interiors, planetary cores, oceans and atmosphere. One of their most well-known features is the development of a strong anisotropy in the form of geostrophic vortices which are invariant along the rotation axis and correspond to a balance between pressure gradients and the Coriolis force [1]. It is often thought that, in the asymptotic regime of rapid rotation, geostrophic modes should be the dominant component of rotating flows because they are unable to generate significant three-dimensional perturbations [2,3]. Yet, this picture has recently been questioned by a number of experimental and numerical works which have proved the existence of purely three-dimensional rotating turbulence. Transition between two- and three-dimensional rotating turbulence has been found in direct numerical simulation by changing the amplitude of the forcing [4,5] or by changing the aspect ratio of the simulated domain [5]. Three experimental studies [6–8] have focused on the turbulence resulting from forcing inertial waves, which are three-dimensional waves that propagate under the restoring action of the Coriolis force. They have shown that exciting waves at a particular frequency excites a series of new inertial waves via non-linear, resonant, triadic interactions, provided that the forcing amplitude is sufficiently small; at larger forcing, a two-dimensional geostrophic state is recovered. Lastly, rotating Rayleigh-Bénard convection has also been shown to sustain two- and three-dimensional turbulent states [9]. Such transitions are important to characterise on a fundamental level as they change the dissipative properties of the flow. The dissipation anomaly and the forward energy cascade that are typical of three-dimensional turbulent flows disappear when two-dimensional motions dominate [10]; instead, energy accumulates in large scales under the action of an inverse cascade [11].

As shown in numerical simulations performed in less dissipative regimes than in experiments, injecting energy through only inertial waves leads to inertial wave turbulence [12,13], a state where many waves interact resonantly and create a direct energy cascade towards smaller scales [14,15]. Wave turbulence has been characterised experimentally or numerically in various media supporting linear dispersive waves. Examples include gravity-capillary waves at the surface of water [16–18], flexural waves in plates [19,20], Alfvén waves in plasmas [21] or internal gravity waves in stratified fluids [22,23]. Unlike classical homogeneous, isotropic turbulence, the spatial spectrum of wave turbulence (the Zakharov-Kolmogorov spectrum) can be predicted from asymptotic analysis of
the Navier-Stokes equations. In the case of inertial waves, the Zakharov-Kolmogorov spectrum has been derived by Galtier [14] assuming that non-linear interactions are local and lead to strong anisotropy by enhancing small, but non-zero, vertical wave numbers. Yet, such a spectrum has never been observed in direct numerical simulations or experiments. It was indirectly observed in [24] with an asymptotic model computing the turbulent energy transfers, but the relevance of the Zakharov-Kolmogorov spectrum for experiments and direct numerical simulations remains to be evaluated.

In this article, we address this issue with long simulations performed at low forcing amplitude and dissipation rate which thus draw closer to the relevant asymptotic limit for wave turbulence. The turbulent flow is forced with either isotropic random excitation or with a linear, resonant excitation of waves only. To retrieve the purely three-dimensional states reported in [5–7], a friction is applied specifically to geostrophic modes as done numerically in [13] and then realised experimentally in [7]. We show that our direct numerical simulations are in good agreement with the Zakharov-Kolmogorov spectrum of wave turbulence predicted in [14] and with asymptotic models [24]. Lastly, we show by releasing the friction that rotating turbulence has two equilibrium states for the same control parameters, geostrophic turbulence and wave turbulence.

**Methods.** Rotating turbulence is investigated through direct numerical simulations (DNS) in a cubic box of size $L$ with periodic boundary conditions. Time is normalised by the global rotation rate $\Omega$ and distance by the size of the box. The dimensionless, rotating Navier-Stokes equations which govern the flow are

$$
\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} + 2\epsilon_z \times \mathbf{u} = -\nabla \Pi + E \nabla^2 \mathbf{u} + \mathcal{F}[\mathbf{u}],
$$

$$
\nabla \cdot \mathbf{u} = 0,
$$

where we have introduced the modified pressure $\Pi$ and the Ekman number $E = \nu/(L^2\Omega)$, $\nu$ being the viscosity, which quantifies the effects of viscous dissipation over the Coriolis force. Turbulence is forced through the term $\mathcal{F}[\mathbf{u}]$ which may be a function of the flow $\mathbf{u}$ itself. The flow is simulated by decomposing $\{\mathbf{u}, \Pi\}$ into plane waves $\{\mathbf{u}_b, \pi_b\} \exp(i\mathbf{k} \cdot \mathbf{x})$, which is allowed by the periodic boundary conditions. Equations (1) are solved using the pseudo-spectral code SNOOPY [24] where the non-linear term is computed in the real space with a standard 2/3 de-aliasing process.

Two different types of forcing functions $\mathcal{F}[\mathbf{u}]$ are considered. In a first set of simulations, $\mathcal{F}$ is a noise that is $\delta$-correlated in time and applied to the modes $\mathbf{k}$ located in a spherical shell with inner and outer radii $k_f = 2\pi \times 10$ and $k_f + 2\pi$, respectively. Such a value for $k_f$ imposes a scale separation between the forcing and the size of the simulated domain, thus limiting finite-size effects and favouring the emergence of wave turbulence [25]. In a second set of simulations, we use a linear, resonant forcing that excites only inertial waves through a parametric resonance. Linear and time-coherent forcing of turbulence has recently proved a useful tool to better control the energy injection process [13,27,28]. In the present case, the linear forcing is

$$
\mathcal{F}[\mathbf{u}] = -\mathbf{R}_0(\mathbf{U}_b \cdot \nabla \mathbf{u} - \mathbf{u} \cdot \nabla \mathbf{U}_b)
$$

$$
(2)
$$

with

$$
\mathbf{U}_b = -\nabla \left[ \frac{1}{2} \sin(2\gamma t)(x^2 - y^2) + \cos(2\gamma t)xy \right]
$$

$$
(3)
$$

and $\mathbf{R}_0$ a dimensionless measure of the forcing flow amplitude. It may be seen as an input Rossby number since, at steady state, the balance $\mathcal{F}[\mathbf{u}] \sim \mathbf{u} \cdot \nabla \mathbf{u}$ imposes $|\mathbf{u}| \propto \mathbf{R}_0$. $\mathbf{U}_b$ is a rotating strain flow well known in geostrophics as the response of a planetary or stellar fluid interior to tidal excitation [29,30]. As shown in many previous studies, this flow is unstable and drives parametric resonance of inertial waves at frequency $\omega \simeq \gamma$ which then grow exponentially, a mechanism called the elliptical instability [29]. The inviscid growth rate of waves is maximum for modes such that $k_y \simeq \pm k_x$ and is independent of $|\mathbf{k}|$ [29]. The mode selection on the discretised Cartesian grid is achieved through a competition between resonance accuracy $(|\omega - \gamma| = O(\mathbf{R}_0))$ and viscous damping. In the non-linear saturation of the instability, such a forcing $\mathcal{F}[\mathbf{u}]$ thus allows injecting energy via a small number of inertial waves only.

Although the forcing flow $\mathbf{U}_b$ is not space-periodic, its linearity allows to simulate its effect via the shearing box method [31]: the effects of the term $\mathbf{U}_b \cdot \nabla \mathbf{u}$ are accounted for by imposing $O(\mathbf{R}_0)$ periodic oscillations of the wave vectors around their mean [32].

As we are interested in the three-dimensional states of rotating turbulence, we apply a friction specific to geostrophic modes to force them to remain of small amplitude as done previously in numerical [13] and experimental [7] studies. This is done in the spectral space by adding a strong damping term $-\mathbf{u}_k$ to the evolution equation of the modes with wave vectors $\mathbf{k}$ such that $k_y = k_x \mp e_z = 0$.

To investigate inertial wave turbulence in the asymptotic regime of rapid rotation, we proceed to simulations where the Ekman number is varied from $10^{-5.5}$ to $10^{-7.5}$, with resolution ranging from $256^3$ to $512^3$ modes. In the case of the linear forcing (see eq. (2)), the input Rossby number is set to $\mathbf{R}_0 \simeq 7.5 \times 10^{-3}$ and the frequency to $\gamma = 1.5$. For this set of parameters, the unstable wave numbers excited by the linear forcing are close to $k_f$, the forcing wave number in the random forcing simulations.

In addition, the values for $E$ and $\mathbf{R}_0$ ensure that the viscous damping $\sim k_f^2 E$ is smaller than the growth rate of the instability $\sim \mathbf{R}_0$. When random forcing is used, the noise amplitude is tuned to ensure that the root mean square (rms) amplitude of the steady state flow matches the one obtained with the linear forcing. All these simulations reach a statistically steady state that is simulated over at least 40 non-linear timescales, the latter being given by $\mathbf{R}_0^{-1}$ since $|\mathbf{u}| \propto \mathbf{R}_0$. Such a long time is necessary to
reach a good convergence of the statistical properties of inertial wave turbulence and is the main limiting factor numerically.

Lastly, we use a reference simulation with linear forcing where there is no geostrophic friction and for which geostrophic modes dominate the dynamics. The Ekman number is set to $10^{-2.5}$ and the input Rossby number is $Ro_i = 3 \times 10^{-3}$. Such a low value for $Ro_i$ allows to have matching rms velocity with the wave-dominated simulations. As noted in refs. [32] and [13], the turbulent flow resulting from the linear excitation consists in cycles of wave instability followed by slow viscous decay where the large-scale geostrophic component dominates and the action of the forcing is suppressed by strong detuning. Statistical properties of the flow are computed during a decay phase that lasts 30 non-linear timescales and over which geostrophic modes lose virtually no energy.

Wave turbulence and anisotropic spectra. – Typical snapshots of the three-dimensional flows driven by linear and random forcings and with geostrophic friction are shown in fig. 1. There is a clear production of smaller scales from a larger-scale forcing. It is associated to a dissipation anomaly: with linear forcing, as the Ekman number is decreased from $10^{-6.5}$ to $10^{-7.5}$, the dissipation (defined as the volume average of $-\mathbf{E} \cdot \nabla \mathbf{u}^2$) only decreases from $2 \times 10^{-9}$ to $1.3 \times 10^{-9}$. As the typical rms velocity is $u_{rms} \sim 10^{-3}$, the dissipation is of the same order of magnitude as the dimensionless inertial estimate $u_{rms}^2$.

The small-scale, three-dimensional turbulent flow is a superposition of inertial waves. Their presence is assessed by a projection of the kinetic energy in the sub-space of the dispersion relation [12,13,18,22,33–35]. In the case of inertial waves, the dispersion relation links the frequency $\omega$ to the angle $\theta$ between the wave vector $\mathbf{k}$ and the rotation axis $\mathbf{e}_z$ as follows:

$$\omega^2 = 4 \cos^2 \theta = 4k_\parallel^2/k^2.$$  \hfill (4)

In the spectral space, the amplitudes $\hat{u}_k(t)$ are summed over the wave vectors with the same $\theta$ which gives a quantity $\hat{u}(\theta,t)$. A temporal Fourier transform is then applied in the steady state to obtain $\mathbf{u}(\theta,\omega)$; the desired energy representation is then $\mathcal{E}(\theta,\omega) = |\mathbf{u}(\theta,\omega)|^2$.

The spatio-temporal spectra $\mathcal{E}(\theta,\omega)$ are shown in fig. 1. The kinetic energy is clearly focused along the dispersion relation of inertial waves for both forcings with 95% of the energy being contained within a frequency distance of $4.5Ro_i$ (random) or $2.5Ro_i$ (linear) to the exact dispersion relation. When the flow is forced through the linear instability (fig. 1(b)), energy is injected only at the intersection between the dispersion relation and the resonance frequency $\gamma$. Other structures lying along the dispersion relation must be excited through triadic resonances, a non-linear process by which three waves exchange energy over long time scales. They occur provided that their wave numbers $(k_1, k_2, k_3)$ satisfy $k_1 + k_2 + k_3 = 0$ and that their frequencies $\omega_i$ satisfy $\omega_1 + \omega_2 + \omega_3 = O(Ro_i)$ [36]. When random forcing (fig. 1(a)) is used, waves may be directly excited by the forcing and it becomes more difficult to tell apart the role of non-linearity in filling the dispersion relation. Moreover, since energy is randomly injected into modes rather than at their eigenfrequencies, the focusing along the dispersion relation is broader with stochastic forcing.

The statistical properties of the three-dimensional turbulence examined here is tested against theories and asymptotic models of inertial wave turbulence. The first prediction that we consider here is the Zakharov-Kolmogorov spectrum of kinetic energy derived from the weak wave turbulence theory [15,37]. It was derived by Galtier [14] who found it to be strongly anisotropic and to depend on both the vertical and the horizontal components of the wave vector, $k_\perp = k \sin \theta$ and $k_\parallel = k \cos \theta$. The kinetic energy spectrum could be derived in the limit $k_\parallel \ll k_\perp$ where it takes the following form:

$$E(k_\perp, k_\parallel) \propto k_\parallel^{-1/2}k_\perp^{-5/2}. \hfill (5)$$

The anisotropic density of kinetic energy is obtained from our simulations by summing the $|\hat{u}_k|^2$ at constant $k$ and $\theta$ within a small tolerance $\Delta k = 2\pi$ and $\Delta \theta = \pi/120$, respectively. To provide a quantitative comparison
with (5), we compute two one-dimensional, integrated spectra, $E(k_{\perp})$ and $E(k_{\parallel})$ defined as
\begin{align}
E(k_{\perp}) &= \int_{k_{\perp}}^{k_f} E(k_{\perp}, k_{\parallel}) dk_{\parallel}, \quad (6) \\
E(k_{\parallel}) &= \int_{k_{\parallel}=5k_f}^{\infty} E(k_{\perp}, k_{\parallel}) dk_{\perp}. \quad (7)
\end{align}
The bounds of the integrals (6) and (7) are chosen to be consistent with the limit $k_{\parallel} \ll k_{\perp}$. In practice, changing the upper bound in (6) does not affect the spectrum because energy is mostly located at small $k_{\parallel}$. However, decreasing the lower bound of the integral (7) too close to $k_f$ strongly steepens the spectrum. From the prediction (5), $E(k_{\perp}) \propto k_{\perp}^{-5/2}$ is expected at large wave numbers whereas $E(k_{\parallel}) \propto k_{\parallel}^{-1/2}$ is expected at small wave numbers. The integrated spectra are shown in fig. 2(a) and fig. 2(b). Both the linear and random forcings produce a $k_{\perp}^{-5/2}$ power law. The $k_{\parallel}^{-1/2}$ is less convincing, and it seems that drastically larger $k_f$ would be required to observe its full development. In the simulation without friction and with dominant geostrophic modes, the energy $E(k_{\perp})$ has accumulated in larger scales under the action of the inverse cascade. It still shows a $-5/2$ power law even though the energy is much smaller due to the disruption of the forcing by geostrophic modes [13,32]. However, the spectrum $E(k_{\parallel})$ falls more quickly than in the wave turbulence simulations: energy has condensed in the geostrophic plane and wave turbulence is suppressed. The $k_{\perp}^{-5/2}$ may only be a reminiscence from the short-lived resonance that precedes the geostrophic-dominated decay and that has shortly excited smaller-scale waves. It is also plausible that inertial wave turbulence can still develop in a certain form even when the geostrophic flow dominates, a possibility that is beyond the scope of the present study. For instance, spectra close to the prediction of Galtier (5) have recently been reported in simulations of randomly forced rotating turbulence where wave and vortices co-exist [38].

Our direct numerical simulations are also tested against the asymptotic model of Bellet et al. [24]. These authors investigated inertial wave turbulence using numerical computation of resonant energy transfers between waves with an Eddy-Damped Quasi-Normal Markovian (EDQNM) type of closure. Their simulations were initiated by an isotropic homogeneous turbulent state that relaxes under the influence of rotation. Over the slow decay phase, the flow became an inertial wave turbulence whose statistical properties were investigated. The isotropic spectrum was found to follow a $k^{-3}$ power law, which we also report in our simulations with linear forcing (see fig. 2(c)). In the case of random forcing, the isotropic spectrum is closer to $k^{-2}$ just above the forcing wave number. Furthermore, Bellet et al. [24] computed the kinetic energy spectrum as a function of $k$ and $\theta$, $E(k, \theta)$, which is a polar coordinate formulation of the spectrum $E(k_{\perp}, k_\parallel)$ such that $E(k, \theta) \sim k E(k_{\perp}, k_{\parallel}=k_{\parallel}(k, \theta))$. They reported that $E(k, \theta \to 0)$ decays faster than $k^{-3}$ and $E(k, \theta \to \pi/2) \propto k^{-2}$. In the present DNS, the spectra $E(k, \theta)$ are computed by summing the kinetic energy at constant $k$ and constant $\theta$ within a tolerance of $15^\circ$. They are then compensated by the relative number of modes in each angular area, $\sin \theta$. With linear forcing (fig. 2(d)), a $k^{-2}$ law is observed for the largest angles close to $\pi/2$.

Fig. 2: (a) and (b): anisotropic spectra $E(k_{\perp})$ and $E(k_{\parallel})$ as defined in eqs. (6) and (7), the expected power laws are given with grey plain segments. (c) Isotropic spectra compared to the $k^{-3}$ law expected from [24]. (d) and (e): angular spectra $E(k, \theta)$ from linear (d) and random (e) forcing. Each curve is labelled with the maximum angle $\theta$, and energy is averaged over a range of $15^\circ$. The spectra are compensated by the relative number of modes, $\sin \theta$. The limiting power laws $k^{-2}$ and $k^{-3}$ for $E(k, \theta)$ are indicated on both panels. On all panels, the vertical arrow materialises the injection scale.
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and steeper than $k^{-3}$ laws are reported for the smallest angles. As noted in [24], the $k^{-2}$ spectrum is consistent with the prediction (5). Considering $\theta$ constant and close to $\pi/2$, $k_\perp \sim k$ and $\cos \theta = k_\parallel/k_\perp$ is constant. In this limit, the theoretical prediction (5) becomes $E(k,\theta \rightarrow \pi/2) \sim k k^{-5/2} k^{-1/2} \sim k^{-2}$. The spectral behaviour of the flow created by random forcing is overall the same, but the largest $\theta$ spectrum tends to be shallower towards $k_f$. It is worth noting in fig. 2(e) that the modes with $\theta \rightarrow \pi/2$ absorb relatively more energy from the isotropic random forcing. Under local transfers, this anomalous amount of energy remains in the same angular area which also receives energy from larger $\theta$ modes thus making them relatively more energetic than in the linear forcing case. The inertial wave turbulence is thus more anisotropic with stochastic forcing. Lastly, a $k^{-2}$ power law for the isotropic spectrum has been predicted in [39] and [14], but under the assumption of isotropy of the flow. The latter hypothesis is clearly incompatible with the spectra of fig. 2(e), and cannot explain the shallower spectra found with random forcing.

To conclude, our DNS of geostrophic-free rotating turbulence produce inertial wave turbulence whose statistical properties are in good agreement with the theoretical predictions drawn from the wave turbulence theory, in particular the Zakharov-Kolmogorov spectrum. The agreement tends to be better when linear forcing of waves is used rather than random forcing. The simulation with linear forcing and free geostrophic modes shows that energy is mostly contained in large scales. Reminiscence of wave turbulence is observed in the $E(k_\perp)$ spectrum, but energy has collapsed in geostrophic modes, which makes this state fundamentally different from wave turbulence. Further discussion of these differences can be found in ref. [13]. Despite being promising, it is important to note that these simulations are performed in a regime that remains influenced by dissipation, a drawback that is common to many wave turbulence studies, even in two-dimensional set-ups [17,40]. There is, indeed, less than an order of magnitude of separation between the non-linear inertial wave turbulence and the classical turbulence, would peak very close to the bisector $Q = K$ and the vertical arrow marks the injection scale. The transfers are normalised by $u_{rms}^2$.

Spectral energy transfers. – The derivation of the Zakharov-Kolmogorov spectrum (as in eq. (5)) is based on the assumption of locality of wave interactions for which energy is transferred between wave vectors of similar modulus. As noted in [14,41,42], local interactions are necessarily anisotropic and directed towards modes with smaller $k_\parallel$ and smaller frequencies. The observation of the Zakharov-Kolmogorov spectrum is a signature of local interactions, but we also find in fig. 1(b) that energy is also transferred to higher frequencies, thus suggesting the coexistence of non-local transfers. Local and non-local transfers can be identified through the approach of Alexakis et al. [43] by computing the shell-to-shell transfer function $T$ defined as

$$T(K,Q) = \int_\mathcal{V} u_K \cdot (u \cdot \nabla u_Q) \, d^3x,$$  

where the integral is performed over the volume of the cube and the $u_P$ are defined as

$$u_P = \sum_{P \leq |k| < P+2\pi} \hat{u}_k e^{ik \cdot x}.$$  

The transfer function $T(K,Q)$ then quantifies the transfer from the spectral shell with radius $Q$ to the shell with radius $K$, and is an anti-symmetric quantity.

The transfer map $T(K,Q)$ is shown in fig. 3 in the case of random and linear forcing. Local transfers occur close to the bisector $Q = K$ and are clearly identifiable in both panels of fig. 3. Since the transfer is overall positive below the bisector ($K \geq Q$) the cascade is directed towards smaller scales, as expected. Perfectly local transfers, as in classical turbulence, would peak very close to the bisector [43]. Here, we observe a systematic gap between the wave numbers $K$ and $Q$ of modes undergoing local transfer. The origin of this gap and its possible relation with the complexity of resonant surfaces remain to be understood. In addition, a strongly non-local cascade is observed in the transfer maps of fig. 3 and is characterised by lines of significant transfer at constant $K$ or $Q$. They occur mostly at the injection scale and are more important in the linear forcing case where energy is injected through waves only.

If they were to persist in the asymptotic limit of vanishing Rossby numbers, the systematic wave number gap and the non-local interactions could be important indications to extend the theory of inertial wave turbulence. Following the discussion in [14], p. 3, these results suggest that a cascade towards smaller scales but with $k_\parallel \sim k_\perp$ can exist in inertial wave turbulence. Although it does not affect the modes with $k_\parallel \ll k_\perp$ (hence the good agreement of our data with the prediction (5)), such a cascade will possibly be important to make analytical predictions outside this limit.
and $E = 10^{-6.5}$, rotating turbulence excited by the linear forcing is thus bi-stable. Bi-stability is lost when the Ekman number is reduced to $10^{-7}$: as friction is released, the geostrophic component becomes unstable, grows exponentially and ends up dominating the flow. It is also lost when random forcing is used since energy is then directly injected into geostrophic modes. Without friction, because of the inverse cascade, energy accumulates in large-scale vortical flows that become predominant. With linear forcing, viscosity is a possible candidate for the stabilisation of geostrophic modes at $E = 10^{-6.5}$ and $Ro_l = 7.5 \times 10^{-3}$. A crude estimate of the inviscid growth rate of the geostrophic instability can be obtained from the threshold of the destabilisation. The geostrophic instability vanishes when the viscous damping $k^2E$ balances the inviscid growth rate. Taking $k \sim k_f$, we obtain $Ek^2 \sim 10^{-3}$ as a crude estimate of the inviscid growth rate. It may be compared to the growth rate of inviscid geostrophic instabilities, namely the quartetic [7,44] and the near-resonant [45] instabilities. They are both $\sim (k_f Ro)^2$ (to an order one prefactor), where $Ro$ is the rms amplitude of the waves. Taking $k_f = 2\pi \times 10$ and $Ro \sim 10^{-3}$ (see fig. 4), we find that $(k_f Ro)^2 \sim 3 \times 10^{-3}$, which is of the same order of magnitude as the estimated inviscid growth rate. The geostrophic instability that we observe here is thus consistent with the two mechanisms that have been recently described [7,45], although it is not possible to distinguish them with the available data. Yet, the origin and the domain of existence of bi-stability of rotating flows excited by inertial waves remain to be described.

**Conclusion.** We have carried out numerical simulations of rotating turbulence in which the geostrophic flow is forced to be subdominant in a regime of low forcing amplitude and dissipation that had not been explored yet. Such a turbulent state bears all the characteristics of weak inertial wave turbulence as the flow is comprised only of waves in weak non-linear interaction. We have found that it follows the prediction drawn from the wave turbulence theory, namely the Zakharov-Kolmogorov spectrum derived by Galtier [14]. It also agrees well with the asymptotic EDQNM models of inertial wave turbulence where only resonant interactions are computed [24]. These predictions tend to be more accurate when linear forcing of waves is used instead of isotropic random forcing; injecting energy into waves only is thus more adequate to observe inertial wave turbulence. Our study is a promising example of the success of the wave turbulence theory which provides adequate prediction even in the present case that is strongly anisotropic and three-dimensional.

Nevertheless, despite our set-up being optimised for the observation of wave turbulence, the states observed here remain influenced by dissipation due to the inherent limitations of the numerics. A fully developed inertial range remains to be observed but seems presently out of the reach of systematic exploration.
Lastly, the use of an artificial friction has allowed us to show that rotating turbulence can be bi-stable when it is forced via inertial waves. For certain values of $E$ and $R_o$, wave turbulence remains stable after the release of friction whereas a geostrophic-dominated state is retrieved when no friction is used from the start. It thus brings a new proof that geostrophic states are not universal to rotating turbulence. It will have important implications in geo- and astrophysics. For instance, when turbulence is excited by tidal interaction in stellar and planetary interiors [30], transitions between two- and three-dimensional turbulence will strongly influence dissipation — and thus orbital evolution— as well as magnetic field generation.
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