Recursive Averaging with Application to Bio-Inspired 3D Source Seeking
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Abstract—We analyze a class of high-amplitude, high-frequency oscillatory systems in which periodicity occurs on two distinct time scales and establish the convergence of its trajectories to a suitably averaged system by recursively applying the averaging theorem. Moreover, we introduce a novel bio-inspired 3D source seeking algorithm for rigid bodies with a collocated sensor and prove its practical stability under typical assumptions on the source signal strength field by combining our averaging results with singular perturbation.

I. INTRODUCTION

The method of averaging has a rich history going back as far as the early works of Laplace and Lagrange on celestial mechanics during the 1700s. Over the course of three centuries, the method continued to evolve thanks to the contributions of many great mathematicians [1, Appendix A]. In particular, the subject of averaging received strong interest from Soviet Union mathematicians, which led to the formulation of the Krylov-Bogoliubov-Mitropolskii (KBM) averaging method with application to nonlinear oscillations in physics and engineering [2]. The emphasis was on constructing successive higher order asymptotically accurate solutions to nonlinear time varying differential equations in the presence of weak oscillations. This task was accomplished by employing the so called Lie transforms, also known as near identity transforms [1, Section 3.2]. Naturally, such a pursuit intertwined the method of averaging with other asymptotic approximation techniques such as the method of multiplescales, see Nayfeh’s book [3, Chapter 6].

Not long after, the chronological calculus was developed to provide a representation for the flow of time varying vector fields as an exponential-like series [4]. The framework of chronological calculus naturally lends itself to averaging analysis. For example, Bullo utilized the chronological calculus framework in the averaging analysis and vibrational stabilization of mechanical systems [5], [6]. Concurrently, the framework was employed by Sarychev [7] and later Vela [8] as a geometric formulation of the standard averaging theorem, and, in combination with nonlinear Floquet theory, as a tool for the stability analysis of nonlinear time varying differential equations for more details on the connection between the chronological calculus approach to averaging and the KBM method, we refer the reader to the recent article [9].
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Independently, Sussmann and Liu [10], [11], [12] investigated the use of high-frequency, high-amplitude, periodic signals for motion planning of control-affine systems. Their techniques are based on the earlier work of Kurzweil and Jarnik [13] on the limits of solutions of sequences of systems of ordinary differential equations. Notably, Sussmann and Liu’s techniques on trajectory approximation and tracking may be combined with the notion of practical stability [14], [15] to analyze the long time behavior of time varying nonlinear systems. This approach is based on establishing the so-called ‘convergence-of-trajectories’ property between the system in consideration and the ‘extended system’ in which the high-frequency, high amplitude-oscillation is replaced by accounting for its average effect on the trajectories. Then, the stability properties of the averaged system are transferred to the practical stability for the original system. In a recent effort, the approach was utilized in analyzing extremum seeking systems with the introduction of the Lie Bracket Approximation framework [16], [17], [18], [19].

In this manuscript, we introduce a new class of high-amplitude, high-frequency oscillatory systems with two distinct fast periodic time scales. This class of systems does not fit within the framework of Sussmann and Liu because of its multiple time scale nature. We establish the convergence-of-trajectories property of this new class of systems to the trajectories of a suitably defined averaged system by recursively applying the higher order periodic averaging theorem for systems with slow time dependence [1, Section 3.3], which allows inferring practical stability results of the original system if the recursively averaged system has a globally uniformly asymptotically stable compact subset. As an application, we propose a novel bio-inspired 3D source seeking algorithm for rigid bodies with a collocated sensor and establish its singular practical asymptotic stability [20] under typical assumptions on the signal strength field using a singularly perturbed version of the theorems we state here.

II. SECOND ORDER RECURSIVE AVERAGING

Consider the class of systems on the form:

\[ \dot{x} = \sqrt{\omega} f_1(x, t, \sqrt{\omega} t, \omega t) + f_2(x, t, \sqrt{\omega} t, \omega t) \]  

(1)

with an initial condition \( x(t_0) = x_0 \), where \( x \) and \( x_0 \in \mathbb{R}^n \), \( t_0 \in \mathbb{R} \), \( \omega > 0 \), and suppose that the following assumption is satisfied:

Assumption 2.1: The time varying vector fields \( f_i \), \( i \in \{1, 2\} \) are such that:

A1 \( f_i(\cdot, \cdot, \cdot, \tau_2) \in C^{3-i}(\mathbb{R}^{n+2}; \mathbb{R}^n) \), \( \forall \tau_2 \in \mathbb{R} \)
A2 $\mathbf{f}_i(\cdot, \cdot, \cdot) \in C^0(\mathbb{R}^{n+3}; \mathbb{R}^n)$  
A3 $\mathbf{f}_i$ is uniformly bounded in its second argument  
A4 $\exists T_1 > 0$ s.t. $\mathbf{f}_i(\cdot, \cdot, t_1 + T_1, \cdot) = \mathbf{f}_i(\cdot, \cdot, t_1, \cdot) \forall t_1 \in \mathbb{R}$  
A5 $\exists T_2 > 0$ s.t. $\mathbf{f}_i(\cdot, \cdot, t_2 + T_2) = \mathbf{f}_i(\cdot, \cdot, t_2) \forall t_2 \in \mathbb{R}$  
A6 $\int_0^{T_1} \mathbf{f}_i(\cdot, \cdot, t_2) dt_2 = 0$

Note that these assumptions may not be minimal but they are typical in the standard averaging literature [21]. In addition, it is clear that this class of systems does not fit within the framework of Sussmann and Liu because of the presence of the intermediate time scale $\sqrt{\omega} t$.

**Remark 1:** It is not clear from the literature whether Sussmann and Liu’s results fit in the same picture or is fundamentally different from the two general approaches to averaging, i.e. the KBM method and the chronological calculus. In fact, some researchers believe that the class of systems that are considered in Sussmann and Liu’s work are not directly amenable for averaging analysis by the KBM method (e.g. [16, Section 5]). However, we believe that there is no essential difference between the three approaches.

**Remark 2:** We note that, aside from some technical regularity conditions on the time dependence, the new class of systems includes as a special case the class of systems considered in the Lie Bracket Approximation framework and the second order case in Sussmann and Liu’s framework when the dependence on the time scale $\sqrt{\omega} t$ is trivial.

Now, consider the averaged system:

$$\bar{x} = \bar{f}_1(\bar{x}, t) + \bar{f}_2(\bar{x}, t), \quad \bar{x}(t_0) = x_0$$

(2)

where the time varying vector fields $\bar{f}_1$ and $\bar{f}_2$ are given by:

$$\bar{f}_1(x, t) = \frac{1}{2T_1T_2} \int_0^{T_1} \int_0^{T_2} f_1(x, t, t_1, s_2) ds_2 dt_1$$

$$\bar{f}_2(x, t) = \frac{1}{T_1T_2} \int_0^{T_1} \int_0^{T_2} f_2(x, t, t_1, t_2) dt_2 dt_1$$

(3)

Then, we have the following theorem concerning the relation between the trajectories of the systems (1) and (2):

**Theorem 2.1:** Let a nonempty compact subset $K \subset \mathbb{R}^n$ and a final time $t_f > 0$ be such that a unique trajectory $\bar{x} : [0, t_f + t_f] \ni t \mapsto \bar{x}(t) \in \mathbb{R}^n$ of the system (2) exists $\forall x_0 \in K$, $\forall t_0 \in \mathbb{R}$.

Then, there exists a unique trajectory $\bar{x}(\cdot, \tau)$ of the system (1) on the time scale $\sqrt{\omega} \tau$, followed by first order averaging of the resulting system on the time scale $\sqrt{\omega} \tau$; hence the ‘recursive’ nature. This approach may be generalized to higher orders in a similar fashion. First, we apply the time scaling $\tau = \omega(t - t_0)$, and let $\varepsilon = \frac{1}{\sqrt{\omega}}$ to obtain the system:

$$\frac{dx}{d\tau} = \varepsilon f_1(x, \varepsilon^2 \tau, \varepsilon \tau, \tau) + \varepsilon^2 f_2(x, \varepsilon^2 \tau, \varepsilon \tau, \tau)$$

(6)

which is on the averaging canonical form. Note that we suppressed the dependency on the initial time $t_0$ for brevity, but it is implied. By applying the stroboscopic averaging procedure for systems with slow time dependence to second order in $\varepsilon$ [1, Section 3.3], we obtain the system:

$$\frac{dx}{d\sigma} = \varepsilon^2 \left( \frac{1}{T_2} \int_0^{T_2} f_2(\bar{x}, \varepsilon^2 \tau, \varepsilon \tau, \tau) d\tau_2 + \frac{1}{2T_2} \int_0^{T_2} \left[ \int_0^{T_2} f_1(x, \varepsilon^2 \tau, \varepsilon \tau, s_2) ds_2, f_1(\bar{x}, \varepsilon^2 \tau, \varepsilon \tau, \tau) \right] d\tau_2 \right)$$

(7)

A second time scale change to $\sigma = \varepsilon \tau$ leads to the system:

$$\frac{d\bar{x}}{d\sigma} = \varepsilon \left( \frac{1}{T_2} \int_0^{T_2} f_2(\bar{x}, \varepsilon \sigma, \sigma, \tau) d\tau_2 + \frac{1}{2T_2} \int_0^{T_2} \left[ \int_0^{T_2} f_1(x, \varepsilon \sigma, \sigma, s_2) ds_2, f_1(\bar{x}, \varepsilon \sigma, \sigma, \tau) \right] d\tau_2 \right)$$

(8)

which is again on the averaging canonical form. By applying the stroboscopic periodic averaging procedure for systems with slow time dependence to first order in $\varepsilon$ [1, Section 3.3], we obtain the system:

$$\frac{d\bar{x}}{d\sigma} = \varepsilon \left( \bar{f}_1(\bar{x}, \sigma) + \bar{f}_2(\bar{x}, \sigma) \right)$$

(9)

A final time scale change to $t = \varepsilon \sigma$ brings the system to the fully averaged form:

$$\bar{x} = \bar{f}_1(\bar{x}, \sigma) + \bar{f}_2(\bar{x}, \sigma)$$

(10)

From the assumptions of the theorem, we know that $\forall x_0 \in K, \forall t_0 \in \mathbb{R}$, a unique trajectory $\bar{x}(t)$ of the system (10) exists on the compact time interval $t \in [t_0, t_0 + t_f]$. Moreover, we know that the vector fields $f_i$ are uniformly bounded in the second argument, which implies that there exists a compact subset $M \subset \mathbb{R}^n$ such that $\bar{x}(t) \in M, \forall t \in [t_0, t_0 + t_f]$, $\forall x_0 \in K, \forall t_0 \in \mathbb{R}$. Hence, the first order periodic averaging theorem [1] ensures the existence of $\varepsilon_1, C_1 \in (0, \infty)$ such that $\forall \varepsilon \in (0, \varepsilon_1), \forall x_0 \in K, \forall t_0 \in \mathbb{R}$, a unique trajectory $\mathbf{x}(\sigma)$ of the system (1) exists on the time interval $\sigma \in [0, t_f/\varepsilon]$ and satisfies:

$$||\mathbf{x}(\sigma) - \bar{x}(\sigma)|| \leq C_1 \varepsilon, \quad \forall \sigma \in [0, t_f/\varepsilon]$$

(11)

Equivalently, a unique trajectory $\mathbf{x}(\varepsilon \sigma)$ of the system (7) exists on the compact time interval $\sigma \in [0, t_f/\varepsilon^2]$ and $\mathbf{x}(\varepsilon \sigma) \in M_{\varepsilon_1}$, where the compact subset $M_{\varepsilon_1}$ is defined by:

$$M_{\varepsilon_1} = \left\{ x \in \mathbb{R}^n \mid \inf_{x \in K} ||x - \bar{x}|| \leq C_1 \varepsilon_1 \right\}$$

(12)
Hence, the conditions of the second order periodic averaging theorem with trade-off [1, Section 2.9], [22] are satisfied and we are guaranteed the existence of \( \varepsilon_2 \in (0, \infty) \) such that \( \forall \varepsilon \in (0, \varepsilon_2), \forall x_0 \in X, \forall t_0 \in \mathbb{R} \) a unique trajectory \( x(\tau) \) of the system (10) exists on the compact time interval \( \tau \in [0, t_f/\varepsilon^2] \) and satisfies:

\[
\|x(\tau) - x(\tau)\| \leq C_2 \varepsilon, \quad \forall \tau \in [0, t_f/\varepsilon^2]
\]  

(13)

Using the fact that \( \varepsilon = 1/\sqrt{C} \), it follows from the triangle inequality that \( \forall \omega \in (\omega_0, \infty) \):

\[
\|\tilde{x}(\varepsilon^2 \tau) - x(\tau)\| \leq C/\sqrt{\omega}, \quad \forall \tau \in [0, 0, \omega \tau_f]
\]  

(14)

where \( C = C_1 + C_2 \), and \( \omega_0 = 1/\varepsilon_2^2 \). With some healthy notation abuse, it follows that:

\[
\|\tilde{x}(t) - x(t)\| \leq C/\sqrt{\omega}, \quad \forall t \in [t_0, t_0 + \tau_f]
\]  

(15)

Remark 3: Observe that we have not made any mention of the near-identity transforms in the proof nor in the construction of the averaged system, despite the fact that we employed the higher order averaging theorem. This is due to the fact that the \( O(\varepsilon) \) terms in the standard averaging procedure vanish, and so the construction of the near-identity transforms to the accuracy of the solution is of the same order as the remainders in the averaging procedure, i.e. \( O(\varepsilon) \) [22].

This result establishes the convergence-of-trajectories property, i.e. Hypothesis 2 in [15], which paves the way for transferring stability properties from the averaged system (2) to the original system (1). In particular, the proof of the following theorem is straightforward:

Theorem 2.2: Suppose that a compact subset \( S \subset \mathbb{R}^n \) is globally uniformly asymptotically stable for the system (2). Then the subset \( S \) is semi-globally practically uniformly asymptotically stable for the system (1).

III. SINGULARLY PERTURBED RECURSIVE AVERAGING

The results of the previous section may be combined with singular perturbation techniques to expand the class of systems considered. In particular, consider the class of systems on the form:

\[
\dot{x} = \sqrt{\omega} f_1(x, t, \sqrt{\omega} t, \omega t) + f_2(x, t, \sqrt{\omega} t, \omega t),
\]  

(16)

\[
\mu \dot{z} = g(x, z),
\]  

(17)

subject to the initial conditions \( x(t_0) = x_0 \in \mathbb{R}^n \) and \( z(t_0) = z_0 \in \mathbb{R}^m \), where \( \mu, \omega > 0 \). Suppose the following assumption is satisfied:

Assumption 3.1: The vector field \( g \) is such that

B1 \( g(\cdot, \cdot) \in C^1(\mathbb{R}^n \times \mathbb{R}^m; \mathbb{R}^m) \)

B2 \( \exists \varphi \in C^2(\mathbb{R}^n; \mathbb{R}^m) \) s.t. \( g(x, \varphi(x)) = 0, \forall x \in \mathbb{R}^n \)

B3 \( \forall x \in \mathbb{R}^n \), the point \( \varphi(x) \) globally uniformly asymptotically stable for the system:

\[
\dot{z} = g(x, z), \quad z(t_0) = z_0
\]

Furthermore, consider the reduced order recursively averaged (RORA) system:

\[
\dot{\tilde{x}} = \tilde{f}_1(\tilde{x}, t) + \tilde{f}_2(\tilde{x}, t), \quad \tilde{x}(t_0) = x_0
\]  

(18)

where the time varying vector fields \( \tilde{f}_1 \) and \( \tilde{f}_2 \) are given by:

\[
\tilde{f}_1(x, t) = \frac{1}{T_1 T_2} \int_0^{T_1} \int_0^{T_2} \tilde{f}_1(x, t, \tau_1, \tau_2) d\tau_2 d\tau_1
\]  

(19)

and the time varying vector fields \( \tilde{f}_1 \) and \( \tilde{f}_2 \) are given by:

\[
\tilde{f}_1(x, t, \cdot, \cdot) = f_1(x, \varphi(x), t, \cdot, \cdot)
\]  

(20)

Then, we have the following theorem concerning the relation between the stability properties of the system (16)-(17) and the RORA system (18):

Theorem 3.1: Suppose that a compact subset \( S \subset \mathbb{R}^n \) is globally uniformly asymptotically stable for the RORA system (18). Then the subset \( S \) is singularly semi-globally practically uniformly asymptotically stable for the system (16)-(17).

Proof: The proof of the theorem follows along the same lines in [20] except for the replacement of the Lie Bracket approximation theorems introduced in [16] with the recursive averaging approximation procedure we introduced in Theorem 2.1 and Theorem 2.2.

IV. 3D SOURCE SEEKING FOR RIGID BODIES

Source seeking is the problem of locating a target that emits a scalar measurable signal, typically without global positioning information [23]. Interestingly, the taxis of microorganisms can be framed as a source seeking problem in which the seeking agent is the microorganism, and the signal may be light (phototaxis), chemical concentration (chemotaxis), or even temperature (thermotaxis). It turns out that millions of years of evolution led certain microorganisms to utilize extremum seeking based algorithms to solve the source seeking problem [24]. This finding attests to the robustness and simplicity of extremum seeking control. Moreover, the finding serves as an invitation to discover new bio-inspired source seeking algorithms by mimicking nature. This section is a step in such direction.

The 3D kinematics of a rigid body are given by

\[
\dot{\mathbf{p}} = \mathbf{R} \mathbf{v}
\]  

(23)

\[
\mathbf{R} = \mathbf{R} \hat{\mathbf{w}}
\]  

(24)

where \( \mathbf{p} \in \mathbb{R}^3 \) is the position of the origin of the body frame with respect to the reference frame, \( \mathbf{v} \) is the velocity in body coordinates, \( \mathbf{R} \in \text{SO}(3) \) is the rotation matrix that relates the body frame to the reference frame, and \( \hat{\mathbf{w}} \in \mathbb{R}^3 \) is the angular velocity in body coordinates. The map \( \hat{\mathbf{w}} : \mathbb{R}^3 \to \mathbb{R}^{3 \times 3} \) takes a vector \( \mathbf{w} = [\omega_1, \omega_2, \omega_3]^T \in \mathbb{R}^3 \) to the corresponding skew
symmetric matrix, and it has the property that $\overrightarrow{R \Omega} = R \overrightarrow{\Omega R^T}$ when $R$ is a rotation matrix. We consider a vehicle model in which the velocity $v$ and angular velocity $\Omega$ are given by:

$$v = \sqrt{2\omega} e_1, \quad \Omega = \Omega_\parallel e_1 + \Omega_\perp e_3$$  \hspace{1cm} (25)

where $\Omega_\parallel$ and $\Omega_\perp$ are the control inputs, which represent roll and yaw of the body frame, respectively, and $\omega$ is a positive parameter.

Remark 4: This model is a natural extension of the unicycle model to the 3D setting. It is well known that this system is controllable using depth one Lie brackets [25].

Let $c \in C^2(\mathbb{R}^3, \mathbb{R})$ represent the signal strength field and define the control inputs $\Omega_\parallel$ and $\Omega_\perp$ by the dynamic time periodic feedback law:

$$\mu \dot{z} = c(p) - z$$  \hspace{1cm} (26)

$$\Omega_\perp(c(p), z) = \omega - \dot{z}$$  \hspace{1cm} (27)

$$\Omega_\parallel(z, \omega t) = 2\alpha \sqrt{2\omega} \sin \left(\omega t + \frac{\pi}{4}\right)$$  \hspace{1cm} (28)

where $\omega > 0$, $\mu$, and $\alpha > 0$ are constant parameters.

Remark 5: When the motion is confined to the plane (i.e. $\alpha = 0$), this control law is the same as the source seeking algorithm for the unicycle model introduced in [26], which also turns out to be the same algorithm employed by sea urchin sperm cells for seeking the egg in 2D [24]. Here we extend the controller to the 3D setting and establish its practical stability. We emphasize that the 2D source seeking algorithm in [26] does not work directly in 3D; the current framework of recursive averaging is needed. We also note that other choices for $\Omega_\parallel$ are possible, particularly ones that do not depend on $z$ at all. That is, we could have chosen $\Omega_\parallel(z, \omega t) = \sqrt{2\omega} \sin(\omega t)$, i.e. an open loop controller, that would have still worked. However, the computations would have been slightly more involved.

Assumption 4.1: Suppose that the signal strength field $c \in C^2(\mathbb{R}^3, \mathbb{R})$ is radially unbounded, $\exists \|p^*\| \in \mathbb{R}^3$ such that $\nabla c(p^*) = 0 \iff p = p^*$, and satisfies the inequality:

$$c(p) - c(p^*) \geq -\kappa \|\nabla c(p)\|^2, \forall p \in \mathbb{R}^n$$  \hspace{1cm} (29)

Then, we have the following theorem:

Theorem 4.1: Let Assumption 1.1 be satisfied. Then, the compact subset $\{p^*\} \times \text{SO}(3)$ is singularly semi-globally practically uniformly asymptotically stable for the control system defined by (23) under the dynamic feedback law defined by (25) and (28).

Proof: Define $\tau = \omega t, \sigma = \sqrt{\omega t}$, and the intermediate rotation $Q = RR^T_1 R_2^T$, where:

$$R_1 = \exp((\tau - \dot{z})\hat{e}_3), \quad \hat{R}_1 = (\omega - \dot{z})R_1\hat{e}_3$$

$$R_2 = \exp(\alpha\sigma (\hat{e}_1 + \hat{e}_2)), \quad \hat{R}_2 = \alpha\sqrt{2}\hat{R}_2 (\hat{e}_1 + \hat{e}_2)$$

Then, compute:

$$Q = RR^T_1 R_2^T + RR^T_1 R_2^T + RR^T_1 R_2^T$$

Observe that:

$$RR^T_1 R_2^T = QR_2 (\Omega_\parallel R_1 \hat{e}_1 R_2^T - \alpha \sqrt{\omega} (\hat{e}_1 + \hat{e}_2)) R_2^T$$  \hspace{1cm} (30)

$$RR^T_1 R_2^T = -QR R_1 (\Omega_\perp \hat{e}_3) R_1^T R_2^T$$  \hspace{1cm} (31)

$$RR^T_1 R_2^T = -\alpha \sqrt{2}\Omega R_2 (\hat{e}_1 + \hat{e}_2) R_2^T$$  \hspace{1cm} (32)

Consequently, we have that:

$$Q = QR_2 (\Omega_\parallel R_1 \hat{e}_1 R_2^T - \alpha \sqrt{\omega} (\hat{e}_1 + \hat{e}_2)) R_2^T$$  \hspace{1cm} (33)

Direct computation shows that:

$$\Omega_\parallel(z, \tau) R_1 e_1 = \alpha \sqrt{\omega} (\hat{e}_1 + \hat{e}_2 + \Omega_\perp(z, \tau))$$

where:

$$\Omega_\perp(z, \tau) = \exp(2(\tau - z(t))\hat{e}_3) (e_1 - e_2)$$  \hspace{1cm} (34)

Hence, we have that:

$$Q = \alpha \sqrt{\omega} QR_2 \Omega_\perp(z, \tau) R_2^T = \sqrt{\omega} Q \hat{A}(\tau, z)$$  \hspace{1cm} (35)

where

$$\hat{A}(z, \tau) = \alpha \exp(\alpha\sigma (\hat{e}_1 + \hat{e}_2)) \Omega_\perp(z, \tau)$$

Moreover, the position kinematics can be rewritten as:

$$\dot{p} = Rv = QR_2 R_v v = \sqrt{\omega} Q f(z, \sigma, \tau)$$  \hspace{1cm} (36)

where $f$ is given by:

$$f(z, \sigma, \tau) = \sqrt{2} \exp(\alpha\sigma (\hat{e}_1 + \hat{e}_2)) \exp((\tau - z)\hat{e}_3) e_1$$

The time evolution of new variables $p, Q$ and $z$ is governed by the system:

$$\dot{p} = \sqrt{\omega} Q f(z, \sigma, \tau)$$  \hspace{1cm} (37)

$$\dot{Q} = \sqrt{\omega} Q \hat{A}(z, \sigma, \tau)$$  \hspace{1cm} (38)

$$\mu \dot{z} = c(p) - z$$  \hspace{1cm} (39)

We embed the manifold $\text{SO}(3)$ into $\mathbb{R}^3 \times \mathbb{R}^3 \times \mathbb{R}^3$ by partitioning the matrix $Q$ into column vectors $\hat{Q} = [q_1, q_2, q_3]$. Observe that:

$$\dot{Q} = Q \hat{A} = Q \hat{A} Q^T Q = Q \hat{A} Q$$  \hspace{1cm} (40)

and so it is easy to see that the time evolution of the columns of $Q$ is governed by:

$$\frac{dq_j}{dt} = \sqrt{\omega} \sum_{i=1}^{3} \Lambda_i(z, \sigma, \tau) q_i \times q_j, \quad j \in \{1, 2, 3\}$$  \hspace{1cm} (41)

Next, define the state vector $x \in \mathbb{R}^{12}$ by $x = [p^T, q_1^T, q_2^T, q_3^T]^T$, and the vector field $X$ which is given in coordinates by:

$$X(x, z, \sigma, \tau) = \left[ \begin{array}{c} \sum_{i}^{3} f_i(z, \sigma, \tau) q_i \\ \sum_{i,k}^{3} \Lambda_i(z, \sigma, \tau) e_{i1k} q_k \\ \sum_{i,k}^{3} \Lambda_i(z, \sigma, \tau) e_{i2k} q_k \\ \sum_{i,k}^{3} \Lambda_i(z, \sigma, \tau) e_{i3k} q_k \end{array} \right]$$  \hspace{1cm} (42)
where $\epsilon_{ijk}$ is the Levi-Civita symbol. Restrict the initial conditions to lie on the manifold $M = \{(x, z) \in \mathbb{R}^3 \mid q_i q_j = \delta_{ij}, \quad q_i \times q_j = \epsilon_{ijk} q_k\}$, where $\delta_{ij}$ is the Kronecker symbol. With this embedding, the kinematics can be written succinctly as:

$$
\frac{dx}{dt} = \sqrt{\omega} X(x, z, \sigma, \tau)
$$

(43)

$$
\mu \frac{dz}{d\tau} = c(p) - z
$$

(44)

Observe that the system is now on a similar form to (16) and (17) and satisfies Assumption 2.1 and Assumption 3.1. Hence, we may apply Theorem 3.1 to investigate the stability properties of the system. To proceed, we compute the RORA system.

**Step I:** The first step is singular perturbation which yields the reduced order system:

$$
\frac{d\tilde{x}}{dt} = \sqrt{\omega} \tilde{X}(\tilde{x}, \sigma, \tau)
$$

(45)

which evolves on the slow manifold $\tilde{M} = \{(x, z) \in M \mid z = c(p)\}$ and the vector field $\tilde{X}$ is given by:

$$
\tilde{X}(\tilde{x}, \sigma, \tau) = X(\tilde{x}, c(p), \sigma, \tau)
$$

(46)

**Step II:** The next step in the computation is second order periodic averaging for systems with slow time dependence applied to the reduced order system, which yields the vector field $\tilde{X}$:

$$
\tilde{X}(\tilde{x}, \sigma, \tau) = \frac{1}{4\pi} \int_0^{2\pi} \left[ \tilde{X}(\tilde{x}, \sigma, \tau) d\tau \right] d\tau
$$

(47)

where $\alpha_{ij}$ and $\beta_{ij}$ are given by:

$$
\alpha_{ij}(\sigma) = \frac{1}{2\pi} \int_0^{2\pi} \left( \frac{\partial f_i}{\partial z} \int f_j d\tau - \int \frac{\partial f_i}{\partial z} f_j d\tau \right) d\tau
$$

(48)

$$
\beta_{ij}(\sigma) = \frac{1}{2\pi} \int_0^{2\pi} \left( \Lambda_i \int \Lambda_j d\tau - \int \Lambda_i d\tau \Lambda_j \right) d\tau
$$

(49)

**Step III:** The final computation is the averaging of $\tilde{X}$ over its period to obtain the vector field $\bar{X}$. The result of this computation is:

$$
\bar{X} = \left[ \begin{array}{c} \sum_{i,j} A_{ij} \bar{q}_i \bar{q}_j \nabla c(\bar{p}) \\ 0 \end{array} \right]
$$

(50)

where $A_{ij}$ are the entries of the matrix given by:

$$
A = \frac{1}{4} \left[ \begin{array}{ccc} 3 & 1 & 0 \\ 1 & 3 & 0 \\ 0 & 0 & 2 \end{array} \right]
$$

By changing the coordinates back, we obtain:

$$
\frac{d\bar{p}}{dt} = \bar{Q} \Lambda \bar{Q}^T \nabla c(\bar{p}), \quad \frac{d\bar{Q}}{dt} = 0, \quad \bar{z} = c(\bar{p})
$$

(50)

The compact subset $S = \{x \in \tilde{M} \mid p = p^*\}$ is globally uniformly asymptotically stable for the dynamics defined by (50). This is easy to see since the matrix $Q \Lambda Q^T$ is positive definite $\forall Q \in SO(3)$, and $Q$ does not change. Reverting back to $\bar{R}$ from $\bar{Q}$ will not affect this stability result.
V. Numerical Simulations

Consider the signal strength field given by:
\[ c(p, t) = -\log(1 + (p - p^*(t))^T(p - p^*(t))/2) \]

Example 5.1: For the first example, we let \( p^* = 0 \), which corresponds to a static signal strength field that has a stationary source located at the origin. The initial conditions are taken as \( p(0) = [-2, -2, 0]^T \) and \( R = I_{3 \times 3} \). The parameters of the system are chosen as \( \alpha = 1/8, \omega = 4\pi, \) and \( \mu = 16\pi^2 \).

Example 5.2: For the second example, we let \( p^*(t) = (2\sin(0.05t), 2\cos(0.05t), 2\cos(0.1t)) \), which corresponds to a time varying signal strength field that has a moving source located at \( p^*(t) \). The initial conditions and parameters are the same as in Example 5.1.

The numerical simulation results are shown in Fig.1a and Fig.1b. We observe how the original system closely approximates the RORA system.

VI. Conclusion

In this note, we provide a novel use of the higher order averaging theorem in the trajectory approximation and stability analysis of a new class of high-amplitude, high-frequency, oscillatory systems with two distinct periodic time scales. In addition, we proposed a novel 3D source seeking algorithm for rigid bodies inspired by chemotaxis of sperm cells in certain marine animals, and established its practical stability as an application of recursive averaging.
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