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Abstract

In this article, a prediction error preprocessor based on the just noticeable distortion (JND) for the color image compression scheme is presented. The dynamic range of prediction error signals we can reduce, the lower bit rate of the reconstructed image we can obtain at high visual quality. We propose a color JND estimator that is incorporated into the design of the preprocessor in the compression scheme. The color JND estimator is carried out in the wavelet domain to present good estimates to the available amount masking. The estimated JND is used to preprocess the signal and is also used to incorporate into the design of the quantization stage in the compression scheme for higher performance. Simulation results show that the bit rate required by the compression scheme with the preprocessor is lower at high visual quality of the reconstructed color image. The preprocessor is further applied to the input color image of the JPEG and JPEG2000 coders for better performance.
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1. Introduction

In the Internet, where the transmission bandwidth is limited, the growing demand for representing high-quality color images is expected. Since human eyes are ultimate receivers of visual information, color image compression that is perceptually lossless to human visual perception is required. The color image compression scheme should take into account the properties of the human visual system (HVS) when considering the image quality as the critical performance to be achieved. The goal of the perceptual image compression is to represent a digital image at the lowest possible bit rate without introducing perceivable distortion. To reach this goal, the perceptual coder has to remove not only statistical redundancy, but also perceptual redundancy of images. Accurately measuring the perceptual redundancy is important to the success of perceptual coding. Perceptual redundancy can quantitatively be measured as error detection thresholds or noise amplitudes of just noticeable distortion (JND) [1], by which signals can be neither undercoded nor overcoded.

In the research efforts of perceptual image coding, the determination of proper quantization steps with JND has been so far focused. Once the JND profile of the image is accurately measured, the quantization step size can appropriately be determined such that the coding distortion can properly be distributed and shaped with less objective distortion. By combining band sensitivities, background luminance, and texture masking, Safranek and Johnston [2] measured the JND threshold for each coefficient in a given subband to set the quantization level in a differential pulse code modulation (DPCM) quantizer. In [3], quantization matrices for the use in DCT-based compression were designed by exploiting visibility thresholds that are experimentally measured for quantization errors of the DCT coefficients. In [4], a JPEG compliant encoder utilizing perceptually based quantization was proposed to produce a perceptually equivalent image that has a high compression ratio. Chou and Li [5] estimated the JND threshold by the dominant between the luminance masking and the texture masking. The estimated JND profile is incorporated to tune the step size of a uniform quantizer in the proposed subband image coder. In [6], a model of the HVS based on the wavelet transform was proposed. The model has a number of modifications that make it more amenable to potential integration into a wavelet-based image compression scheme. The author concludes with suggestions on how the model can be used to determine a visually optimal quantization strategy for wavelet...
coefficients and produce a quantitative measure of image quality. In [7], the masking thresholds derived in a locally adaptive fashion based on subband decomposition are applied to the design of a locally adaptive perceptual quantization scheme for achieving high performance in terms of quality and bit rate. Tang [8] further investigated perceptual video coding by incorporating the motion attention model, visual sensitivity model, and visual masking model for the purpose of adaptive quantization. In [9], the sensitivity of the HVS to edges is considered to construct a classified vector quantization method for image compression. Nevertheless, these research efforts focused on developing the coding schemes for grayscale images. The perceptual compression schemes that are designed for color images can be found in [10–13]. Yang et al. [10] proposed a nonlinear additive model to estimate the spatial JND profiles for color image processing. In [11], the wavelet-based color image compression by exploiting the contrast sensitivity function (CSF) was presented. The method implements the CSF measure over spatial frequency of luminance and chrominance components into the task of noise spectrum shaping and achieves a visually optimal compression quality. Based on the uniformity of the uniform color space, Liu and Chou [12] built a color visual model that can estimate the perceptual redundancy for each color pixel as a visibility threshold of color difference to design the quantization strategy of the locally adaptive perceptual compression scheme for color images. In [13], the same visual model proposed in [12] is modified and incorporated into the JPEG-LS and JPEG2000 coder to improve the performance in both cases.

Based on the JNDS of images, most research efforts of perceptual coding have been concentrated on the design of proper quantizers. They attempt to discriminate between signal components which are and are not detected by human eyes [1]. The main idea in perceptual coding is to hide the quantization error below the detection threshold. Meanwhile, perceptually irrelevant signal information is also removed to improve the standard coding paradigm of redundancy removal. Besides using JND thresholds to adapt quantization step sizes for image coding, the JND thresholds can also effectively be applied to certain stages in the image coding. In this article, a prediction error preprocessor based on the JND is investigated for higher performance in the design of the color image compression scheme. The proposed method is investigated under the guidance of visual tolerance such that the dynamic range of the prediction error signals is reduced to obtain lower coding bit rates without decreasing the visual quality of the reconstructed color image. That is, the prediction error preprocessor will be adapted by the JNDS of the color image to achieve this. Since the measure of JND profiles of the color image dominates this study, the JND estimator for color images will be designed. In this article, the wavelet-domain JND of each coefficient in luminance and chrominance components of color images are estimated in a locally adaptive fashion based on the wavelet decomposition. For the coefficient in luminance component, its visual tolerance is measured by using the visual masking effects given coefficient by coefficient by taking into account the luminance content and the texture of grayscale images. On the other hand, for the coefficient in chrominance components, its visual tolerance is measured by combining not only the visual masking effects, but also the effect given by the variance within the local region of the target coefficient while considering that the HVS is insensitive to chrominance than to luminance. The preprocessor is then designed by adjusting an appropriate quantity regulated by the JND profiles to shape the prediction error signals such that the perceptual distortion of the reconstructed color image can be reduced. Furthermore, for any standard color image coding scheme, the proposed preprocessor that is independent of image coders can be also used to preprocess the input color image such that the processed signal can be coded with higher performance. The rest of this article is organized as follows. In Section 2, the estimation of subband JND profiles for color images is described. The proposed prediction error preprocessor based on the estimated subband JND profiles for color image compression is presented in Section 3. The simulation results on overall performance of the coding scheme are given in Section 4. In Section 5, the conclusions of this article are made.

2. Subband JND profiles for color images

In the application of perceptual color image compression where high visual quality of the reconstructed color image at lower bit rates would be required, the appropriate choice of a color space is important to determine the coding performance. The reduction of the correlation between color channels in the color space is expected for most image compression schemes. Since the redundancy among color channels of the color image in the YUV and YCbCr color spaces is less than that in the RGB color space, most of the compression techniques use the former color spaces for coding images. For example, the Y channel in the YCbCr color space contains almost all the luminance information while the Cb and Cr channels that may easily be down sampled have less information. The subband JND profiles for color images in the YCbCr color space are thus estimated to build the prediction error preprocessor in this article. To obtain better visual quality of the reconstructed color image, the JND of each wavelet subband
coefficient in luminance and chrominance components is estimated to preprocess each coefficient signal.

Measurement of the receptive fields shows that the multi-channel frequency- and orientation-selective components demonstrate approximately a dyadic structure. The measurement can be approached by the dyadic structure of the pyramid wavelet transformation that decomposes the input image into subbands that have different levels and orientations. The subband differs from each other in terms of its sensitivity and visual masking properties. By using such characteristics, the wavelet-domain JND of each coefficient in luminance (Y) and chrominance (Cb and Cc) components of color images can be estimated in a locally adaptive fashion based on the wavelet decomposition. The estimated JND of the wavelet coefficient at location (i, j) in the subband with transform level \( \lambda \) and orientation \( \theta \) of color component \( O \) in the color image is represented

\[
d_{\text{O}}(\lambda, \theta, i, j) = d_{\text{O}, \lambda}(\lambda, \theta, i, j) \cdot a_{\text{O}}(\lambda, \theta, i, j) \quad \text{for } O = Y, C_b, C_c
\]

where \( d_{\text{O}, \lambda}(\lambda, \theta, i, j) \) is the luminance-adapted base detection threshold and \( a_{\text{O}}(\lambda, \theta, i, j) \) is the visual masking adjustment. The indexing for locating each wavelet subband is shown in Figure 1.

2.1. Luminance-adapted base detection threshold, \( d_{\text{O}, \lambda}(\lambda, \theta, i, j) \)

The threshold is measured for signals presented against a specified uniform luminance background. The intensity-based contrast sensitivity model proposed in [2,7] is adopted here. The mathematical model used to measure the base detection threshold \( d_{\text{O}, \text{base}}(\lambda, \theta) \) of the \( (\lambda, \theta) \) subband in \( O \) color component can be found in [14].

The contrast sensitivity is measured while a however uniform background intensity level is fixed. Table 1 shows the base detection threshold for each subband of four-level 9/7 DWT. It is easily found that the base sensitivity threshold is lowest for the lowest frequency band while higher frequency bands have higher thresholds.

In fact, the detection threshold actually varies with the background intensity. This is the so-called “luminance adaptation.” It denotes the variations in the sensitivity depend on the local mean of luminance component in color images. That is, the variations in local mean luminance within the color image will result in substantial variations in wavelet thresholds. In this article, the luminance adaptation factor, \( f_{\text{Y}}(\lambda, \theta, i, j) \), is given by the power function proposed in [3] and is described as

\[
f_{\text{Y}}(\lambda, \theta, i, j) = \left( \frac{2^{(\text{z}_{\text{Y, mean}})} / \sqrt{\alpha}}{2^{(\text{z}_{\text{Y, mean}})} / \sqrt{\alpha}} \right)^{f_i} \quad \text{for } i = \left\lfloor \frac{\text{z}_{\text{Y, mean}}}{2^{(\text{z}_{\text{Y, mean}})}} \right\rfloor
\]

where \( \lfloor \cdot \rfloor \) is the operator of rounding to the nearest smaller integer, \( \alpha \) the parameter that is suggested a value of 0.649 [3], \( z_{\text{Y, mean}} \) is the LL subband constant corresponding to the mean luminance of the display (128 for 8-bit image), and \( z_{\text{Y}}(\lambda_{\text{max}}, \theta, i, j) \) is the wavelet coefficient at location \( (i', j') \) in the subband with the highest level \( \lambda_{\text{max}} \) and orientation \( \theta \) of the luminance component Y. According to the intensity-based contrast sensitivity model proposed in [2,7], the luminance-adapted base detection threshold is therefore computed as

\[
d_{\text{O}, \text{base}}(\lambda, \theta, i, j) = d_{\text{O}, \lambda}(\lambda, \theta) \cdot f_{\text{Y}}(\lambda, \theta, i, j) \quad \text{for } O = Y, C_b, C_c
\]

Herein, the model designed for gray image is also applied to chrominance components since the human

![Figure 1: The indexing of subbands in a three-level wavelet decomposition.](http://jivp.eurasipjournals.com/content/2012/1/3)

**Table 1: Base detection threshold for each subband of four-level 9/7 DWT [14]**

| Color channel | Orientation | Level | 1   | 2   | 3   | 4   |
|---------------|-------------|-------|-----|-----|-----|-----|
| Y             | 1           | 7.02  | 5.55| 5.68| 7.25|     |
|               | 2           | 11.51 | 7.34| 6.35| 7.08|     |
|               | 3           | 29.38 | 14.20| 9.77| 8.93|     |
|               | 4           | 11.51 | 7.34| 6.35| 7.08|     |
| Cb            | 1           | 27.62 | 23.28| 24.22| 29.99|     |
|               | 2           | 43.39 | 30.24| 27.28| 30.24|     |
|               | 3           | 107.92| 58.72| 43.37| 40.61|     |
|               | 4           | 43.39 | 30.24| 27.28| 30.24|     |
| Cc            | 1           | 12.52 | 9.64 | 9.83 | 12.80|     |
|               | 2           | 30.01 | 17.17| 13.64| 14.25|     |
|               | 3           | 92.32 | 38.78| 23.72| 19.73|     |
|               | 4           | 30.01 | 17.17| 13.64| 14.25|     |
visual perception is more sensitive to luminance component than to chrominance components.

2.2. Visual Masking Adjustment, \( a_o(\lambda, \theta, i, j) \)

This adjustment is a measure used to increase the detection threshold while taking visual masking effects into account. For luminance component, the contrast masking effect and the crossed masking effect are considered in this article. The visual masking adjustment is defined as

\[
a_Y(\lambda, \theta, i, j) = \max(a_{Y_C}(\lambda, \theta, i, j), a_{Y_C^{cross}}(\lambda, \theta, i, j))
\]

where \( a_{Y_C}(\lambda, \theta, i, j) \) is the contrast masking adjustment and \( a_{Y_C^{cross}}(\lambda, \theta, i, j) \) is the crossed masking adjustment at location \((i, j)\) of the \((\lambda, \theta)\) subband in Y component. The contrast masking effect means that the visual sensitivity of stimuli is reduced by the increasing spatial non-uniformity of the background luminance. That is, human eyes are more sensitive to noises in smooth regions than in textured regions. In the subband image coding, the sensitivity to a particular coefficient’s quantization error is affected by the magnitudes of other coefficients. In [2], the contrast masking adjustment of a coefficient is a function of “texture energy” of the neighboring coefficients at the same location in different sub-bands. In [3], this masking is strongest when both target and masking components are of the same spatial frequency, orientation, and location. To reduce the complexity of measuring detection thresholds in luminance, the contrast masking adjustment presented in [15] is simplified and shown as

\[
a_{Y_C}(\lambda, \theta, i, j) = \max \left( 1, \left( \frac{|z_Y(\lambda, \theta, i, j)|}{d_{Y_C}(\lambda, \theta, i, j)} \right)^\beta \right)
\]

where \( \beta \) is an exponent that lies between 0 and 1. In this article, \( \beta = 0 \) for LL band and \( \beta = 0.4 \) for other bands are determined by the experiments. The crossed masking effect is given by the interaction between luminance and chrominance components in color images. It denotes the masking between the luminance masker and the chrominance target, or between the chrominance masker and the luminance target. The research results in [16,17] suggest that the rather substantial masking on luminance signals by chromatic masks is worth incorporating into the masking model. In [18], it shows that luminance masks have little effect on color contrast detection while chromatic masks greatly affect the detectability of luminance contrast. In this article, the crossed masking adjustment is obtained by modifying the elevation factor presented in [19] as

\[
a_{Y_C^{cross}}(\lambda, \theta, i, j) = \max \left( \left( \frac{|z_{Y_C}(\lambda, \theta, i, j)|}{\sigma_{o_C}(\lambda, \theta, i, j)} \right)^{\frac{1}{2}}, \max \left( \left( \frac{|z_{C}(\lambda, \theta, i, j)|}{\sigma_{o_C}(\lambda, \theta, i, j)} \right)^{\frac{1}{2}} \right) \right)
\]

where \( d_{\text{JND}}(\lambda, \theta, i, j) \) and \( d_{\text{C}}(\lambda, \theta, i, j) \) denote visibility thresholds of the coefficients at location \((i, j)\) of the \((\lambda, \theta)\) subband in \(C_o\) and \(C_t\) components, respectively, and \( \eta \) and \( \kappa \) the parameters that are allowed to vary with frequency and perceptual color channel [17]. The larger the values of \( \eta \) and \( \kappa \) are set, the greater the crossed masking effect can be given. When \( \eta \) and \( \kappa \) are set by the values of 0, no crossed masking occurs and the crossed masking adjustment is constant at 1. Through experiments, \( \eta = 1.0 \) and \( \kappa = 1.0 \) for all bands are determined in this article.

Also, masking effects exist in chrominance components of the color image and affect the sensitivity to chrominance components of a target color pixel. It cannot easily be identified since masking effects in chrominance components involves complex human vision mechanisms. This makes the estimation of noise detection thresholds in chrominance become difficult. In [20], it is clearly shown that the perceptibility of color difference depends on local contents of the color image. The research results presented in [21] further describe that masking by intense dynamic white noise will certainly elevate the distortion thresholds. The conventional interpretation of this elevation is that the noise adds variance to the decision factor. This masking situation will involve the so-called noise masking effect and is another area in need of clarification. Authors of [14] suggest that the visually effective variance should be used to compute the distortion thresholds. We apply the idea proposed in [14,21] to chrominance components of color images to simplify the estimation of the chromatic JND that is related to the complex features of the HVS. The visual masking adjustment for chrominance components is therefore defined by computing a measure of variance within the local region of a target coefficient that is scaled by the visibility of the coefficient.

\[
a_o(\lambda, \theta, i, j) = \left( 1 + \frac{\sigma_{C}^2(\lambda, \theta, i, j)}{d_{O,\text{base}}(\lambda, \theta)} \right)^{\frac{1}{2}} \text{ for } O = C_o, C_t
\]

where \( \sigma_C^2(\lambda, \theta, i, j) \) is the local variance measured in \( O \) component. The local region that is used to calculate the local variance contains the coefficients in the same subband that lies within a window centered at the location \((i, j)\).

The subjective viewing test used in [22–24] is performed to accomplish the quality assessment and determine the parameters in Equations (5) and (6) by comparing the original color image and its noise-contaminated color image that is given by randomly adding to or subtracting from each the wavelet coefficient by its estimated JND value. The thumbnail of the test color
image set is shown in Figure 2. The two color images are displayed side by side on the LCD monitor (ViewSonic VP2365), against which the subject observes the image pair in a dark room at a viewing distance of six times the image height [1,2,24]. In this case, the test image of 512 × 512 pixels is inspected with a viewing angle close to 10 and at a resolution of 54 pixels per degree. Under this viewing condition, the parameters are adjusted until the distortion between the two images is perceivable. The adjustment that results in JND is then recorded to determine the corresponding parameter.

3. Perceptual color image compression scheme

In this article, a prediction error preprocessor built by utilizing the estimated JNDs of one achromatic and two chromatic components is proposed to integrate into a perceptual color image compression scheme using the DPCM technique. The JNDs mainly attempt to design a prediction error preprocessor that can shape the prediction error signals more smooth instead of investigating the adaptive prediction while the same visual quality of the reconstructed color image for lower compression bit rates is achieved. Then, it aims at varying the quantization level to constrain the quantization error under the visual tolerance for higher quality of the reconstructed image.

The functional block diagram of the proposed perceptual compression scheme for color images in the wavelet domain is given in Figure 3, where $z_0(\lambda, \theta, i, j)$, $\tilde{z}_0(\lambda, \theta, i, j)$, $e_0(\lambda, \theta, i, j)$, and $\tilde{e}_0(\lambda, \theta, i, j)$, respectively, denote the original current wavelet coefficient, the predicted coefficient, the prediction error before the preprocessing, the prediction error after the preprocessing, and the JND value for the coefficient located at $(i, j)$ of the $(\lambda, \theta)$ subband in the O color component of the color image. The subband JND profiles of the input color image obtained by using the JND estimator presented in Section 2 are incorporated into the proposed prediction error preprocessor to shape the prediction error and decide the reconstruction level for achieving the increased performance in terms of bit rate at a specified visual quality.

In the proposed compression scheme, the fixed prediction mode that uses the same set of coefficients for every image to be coded is adopted such that the performance given by the proposed JND-based preprocessor can clearly be verified. As shown in Figure 3, the prediction error is obtained by the difference between the
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![Figure 3 Block diagram of the proposed perceptually adaptive coding scheme](image2.png)
current signal and its predicted signal and is given as

$$e_O(\lambda, \theta, i, j) = z_O(\lambda, \theta, i, j) - \tilde{z}_O(\lambda, \theta, i, j)$$

for $O = Y, C_b, C_r$. 

(8)

The dynamic range of prediction error signals we can reduce, the less objective distortion of the reconstructed color image for a given bit rate we can achieve [25]. In order to shape the prediction error for higher performance, the prediction error preprocessor utilizes the JND profiles to process the prediction error signals such that the dynamic range of processed prediction error signals can be reduced to achieve lower bit rate or better reconstructed image quality. Each prediction error signal is adjusted by the preprocessor and is shown as

$$\tilde{e}_O(\lambda, \theta, i, j) = \begin{cases} 
  e_O(\lambda, \theta, i, j) + \gamma_O \cdot d_O(\lambda, \theta, i, j), & \text{if } e_O(\lambda, \theta, i, j) < -\gamma_O \cdot d_O(\lambda, \theta, i, j) \\
  e_O(\lambda, \theta, i, j) - \gamma_O \cdot d_O(\lambda, \theta, i, j), & \text{else if } e_O(\lambda, \theta, i, j) > \gamma_O \cdot d_O(\lambda, \theta, i, j) \\
  e_O(\lambda, \theta, i, j), & \text{otherwise}
\end{cases}$$

where $\gamma_O$ is the parameter used to make a trade-off between the visual quality and the coding bit rate of the reconstructed color image for the color component $O$. The constraint of $\gamma_O \in [0,1]$ is to avoid introducing the perceptual distortion into prediction errors in the JND-based preprocessor. If the estimated JNDs accurately approximates to the actual JNDs for human eyes, the preprocessor with $\gamma_O = 1$ can extremely adjusts each prediction error signal of the color image to its critical and just visible bound for human eyes to shape the signals for the highest performance. In this article, the $\gamma_O$ value is conservatively used in the experiment. In the stage of quantizing the preprocessed prediction error signal, the proposed compression scheme uses a locally adaptive perceptual quantization method. The strategy of using the locally adaptive perceptual quantization is to adapt the quantization step size of each coefficient in each subband to the actual amount of locally varying masking threshold. However, the main problem that results from adopting the strategy is that both the encoder and decoder are required to calculate these local masking thresholds. This would require transmitting side information to the decoder to guarantee reconstruction of the coded image. In order to avoid sending a large amount of side information to the decoder, the idea proposed in [7] is extended to eliminate the need for transmitting side information for each step size of each coefficient in each subband of the color image by estimating the available masking from the already received data and a prediction of the transform coefficient to be quantized. That is, the already received data and a prediction of the transform coefficient to be quantized are utilized in the measure of the estimate JND, $\tilde{d}_O(\lambda, \theta, i, j)$, of the coefficient in color images to approximate the actual amount of masking. The properties of the human visual perception to natural color images, including flatness and smooth color transition, allow to present good estimates to the available amount of masking. This is illustrated by the modified

![Figure 4](image-url)

**Figure 4** Scanning order for subband coefficients (a) subband scanning order in each color component, (b) row-wise scanning in the order of $C_b, C_r,$ and $Y$ components for coefficients in each subband. (Symbol “o” means the transform coefficient).
JND estimator shown in Figure 3. In order to carry out the synchronization of achieving the estimate JND profiles at the coder and the decoder in the proposed compression scheme, the design of the scanning order for sub-band coefficients is needed (Figure 4). As shown in Figure 4a, the subbands are scanned from the highest subband to the lowest subband in each color component. In each subband, the coefficients are scanned row-wise in the order of $C_b$, $C_r$, and $Y$ components (Figure 4b). The quantization step sizes for each coefficient in subbands of the $Y$, $C_b$, and $C_r$ components are thus given by

$$\Delta O(\lambda, \theta, i, j) = 2\phi_O \cdot \tilde{d}_O(\lambda, \theta, i, j) \quad (10)$$

where $\phi_O$ is the step size multiplier whose value can be chosen such that the compression distortion is uniformly distributed over the reconstructed image while a tight entropy (bit-rate) budget is required. In this article, $\phi_Y = 1.0$, $\phi_{C_b} = 1.0$, and $\phi_{C_r} = 1.0$ are used to achieve the perceptually lossless visual quality of the reconstructed image for the variable uniform mid-riser quantizer in the proposed compression scheme.

4. Simulation results

To evaluate the performance of the proposed compression scheme, the scheme has been implemented by incorporating the proposed prediction error preprocessor into the DPCM coder for compressing color images. A variety of color images that represent a great deal of diversity of visual information is used in the experiments. The size of each color image is 512 × 512 with color depth of 24 bits in the RGB color space. Since the compression performance achieved by the proposed prediction error preprocessor is emphasized, the stage of entropy coding is not further discussed in this article. In the simulation, the proposed compression scheme therefore makes use of entropies rather than bit rates to represent its performance while a specified visual quality of the reconstructed color image is obtained. Meanwhile, the subjective viewing test for assessing the visual quality of the compressed color image is conducted in the simulation.

First, the simulation of the proposed compression scheme with $\gamma_O = 0$ and $\phi_O = 1.0$ is carried out. That is, the proposed scheme is implemented by incorporating the perceptual quantization ($\phi_O = 1.0$) without using the prediction error preprocessor ($\gamma_O = 0$). To evaluate the visual quality of the compressed color images, the same subjective viewing test and viewing condition based on the method presented in [22-24] are used in the simulation (the same test used in Section 2). Twenty subjects of age between 21 and 26 who have normal eyesight or had been corrected to be normal take part in the test.

| Subjective score | Description                        |
|------------------|------------------------------------|
| 3                | The right one is much better than the left one |
| 2                | The right one is better than the left one |
| 1                | The right one is slightly better than the left one |
| 0                | The right one has the same quality as the left one |
| -1               | The right one is slightly worse than the left one |
| -2               | The right one is worse than the left one |
| -3               | The right one is much worse than the left one |

Table 2 Subjective rating criterion for visual quality of an image pair

Figure 5 Results of mean subjective scores for visual quality of the compressed color images for twenty subjects.
Figure 6 Results of compressing the “Sail” color image with the proposed compression scheme. (a) Original image, (b) reconstructed image (PSNR = 35.36 dB, SSIM = 0.932, VIF = 0.927, VSNR = 42.87 dB, WSNR = 40.25 dB, PSNR-HVS-M = 44.45 dB, entropy = 0.739) with $\gamma_0 = 0$ and $\phi_0 = 1.0$, and (c) reconstructed image (PSNR = 34.57 dB, SSIM = 0.918, VIF = 0.904, VSNR = 42.23 dB, WSNR = 40.01 dB, PSNR-HVS-M = 43.37 dB, entropy = 0.717) with $\gamma_0 = 0.4$ and $\phi_0 = 0.5$. 
Figure 7 Results of compressing the “Leaf” color image with the proposed compression scheme. (a) Original image, (b) reconstructed image (PSNR = 34.73 dB, SSIM = 0.926, VIF = 0.918, VSNR = 43.64 dB, WSNR = 41.73 dB, PSNR-HVS-M = 43.17 dB, entropy = 0.491) with $\gamma_0 = 0$ and $\phi_0 = 1.0$, and (c) reconstructed image (PSNR = 34.19, SSIM = 0.903, VIF = 0.900, VSNR = 42.55 dB, WSNR = 40.32 dB, PSNR-HVS-M = 43.12 dB, entropy = 0.465) with $\gamma_0 = 0.4$ and $\phi_0 = 0.5$. 
As mentioned above, the test is carried out in the dark room when the subject observes the image on the screen of the monitor at a viewing distance of six times the image’s height [1,2,24]. The thumbnail of the color image set for testing is shown in Figure 2. In each viewing test, the original image and its compressed image are displayed side-by-side on the screen of the monitor for evaluating the perceptual difference between the two images. According to the subjective rating criterion [23,24] shown in Table 2, subjects are then asked to vote on the comparative quality of the two images while subjects view them for at least 2-3 s. In order to achieve a fair comparison and evaluation, the presentation order of the image pairs is randomized and the compressed image is randomly displayed on the right or left side of the screen. The results of mean subjective scores by all subjects for the 32 compressed color images are shown in Figure 5. It can be found that the mean subjective scores are all close to zero. Meanwhile, most of the associated standard deviations are quite small in comparison with the range of the subjective rating criterion from -3 to 3. The overall subjective scores are calculated to obtain the mean of 0.024 with the associated standard deviation of 1.079. This indicates that the compressed color image by the proposed compression scheme is hardly distinguishable from its original color image for most subjects. That is, the perceptually lossless visual quality of the compressed image is achieved by the proposed perceptual color image compression scheme. In the above subjective viewing test, the compressing outputs for the original color “Sail” and “Leaf” images (Figures 6a and 7a) are shown in Figures 6b and 7b, respectively, where the peak signal-to-noise ratio (PSNR) of the compressed “Sail” image is of 35.36 dB at entropy of 0.739 and the PSNR of the compressed “Leaf” image is of 34.73 dB at entropy of 0.491. This means that if the PSNR of the compressed image can be as low as possible while the visual quality of the compressed image remains the same as the original image under the specified viewing condition, thus the visual model is effectively incorporated into the compression scheme for color images. Except for the above subjective viewing test, the representative objective quality metrics based on the image structure features in according to HVS perception are used to verify the visual quality of the compressed image. The metrics of structural similarity (SSIM) [26], visual information fidelity (VIF) [27], visual-SNR (VSNR) [28], weighted-SNR (WSNR) [29], and PSNR HVS masking (PSNR-HVS-M) [30] are computed and shown in Figures 6 and 7, respectively. From the values computed by these objective measures, the visual quality of the compressed color images is difficultly distinguished from that of the corresponding original color images. This indicates that the estimated JNDs indeed give the satisfied estimates to the available amount masking and the proposed visual model is successfully used to increase the compression performance.

Second, we assume that half of the reconstruction error of each signal is induced by the quantization error of the perceptual quantizer and the other is induced by the prediction error from the preprocessed signals. We use a simple condition to restrict both parts of the reconstruction error of the signal within half of its visibility threshold such that the overall reconstruction error is under the JND value. That is, the simulation with the condition \( \gamma_0 = 0.4 \) and \( \phi_0 = 0.5 \) is implemented. As described in Section 3, the conservative constraint of \( \gamma_0 = 0.4 \) (instead of \( \gamma_0 = 0.5 \)) is used in the simulation. In the same viewing condition, the resulting “Sail” image (Figure 6c) with lower PSNR generates consistent visual quality at lower entropy. The same result for the “Leaf” image is shown in Figure 7c. To clarify the performance of the proposed prediction error preprocessor for a variety of color images, Table 3 compares the entropies obtained using the proposed compression scheme with \( \gamma_0 = 0.4 \) and \( \phi_0 = 0.5 \) with those obtained using proposed compression scheme \( \gamma_0 = 0 \) and \( \phi_0 = 1.0 \) for the same high quality compression.

| Image | Variance | Entropy | Gain |
|-------|----------|---------|------|
|       | Prediction error | Preprocessed prediction error | Watson’s method | Proposed scheme \((\gamma_0 = 0, \phi_0 = 1.0)\) | Proposed scheme \((\gamma_0 = 0.4, \phi_0 = 0.5)\) | \(G_1\) (%) | \(G_2\) (%) |
| Baboon | 128.79 | 116.55 | 1.296 | 1.089 | 1.035 | 15.98 | 20.09 |
| Barbara | 93.81 | 89.79 | 0.697 | 0.637 | 0.621 | 8.65 | 10.99 |
| Goldhill | 72.93 | 70.38 | 0.775 | 0.752 | 0.738 | 3.05 | 4.77 |
| Leaf | 117.14 | 113.23 | 0.575 | 0.491 | 0.465 | 14.55 | 19.13 |
| Lena | 102.51 | 99.06 | 0.542 | 0.510 | 0.495 | 5.90 | 8.79 |
| Monarch | 75.98 | 72.92 | 0.565 | 0.512 | 0.489 | 9.49 | 13.44 |
| Sail | 82.26 | 78.51 | 0.863 | 0.739 | 0.717 | 14.36 | 16.91 |

\(G_1\), gain of the proposed scheme with \(\gamma_0 = 0, \phi_0 = 1.0\); \(G_2\), gain of the proposed scheme with \(\gamma_0 = 0.4, \phi_0 = 0.5\).
Figure 8 Results of coding the “Lena” color image at the JPEG quality factor of 85. (a) Original image, (b) reconstructed image (PSNR = 35.29 dB, SSIM = 0.905, VIF = 0.893, VSNR = 41.68 dB, WSNR = 40.33 dB, PSNR-HVS-M = 44.18 dB, bit rate = 0.45 bpp) with the proposed preprocessor, and (c) reconstructed image (PSNR = 36.86 dB, SSIM = 0.921, VIF = 0.914, VSNR = 42.34 dB, WSNR = 41.88 dB, PSNR-HVS-M = 45.24 dB, bit rate = 0.54 bpp) with the conventional one.
as described above. One can see that the proposed prediction error preprocessor indeed improves the performance of the proposed compression scheme. The compression results of other test color images are depicted in Table 3 in which the dynamic range of the prediction error signal and the preprocessed prediction error signal is estimated in terms of variance. The results confirm that entropies of the reconstructed image are lower at nearly the same perceived quality when the dynamic range of prediction error signals is effectively reduced by the JND-based prediction error preprocessor.

The proposed compression scheme is also compared with the compression method proposed by Watson et al. [14] to show the performance of compressing color images. The Watson’s method uses a perceptual quantization matrix to compress color images, in which the quantization step size of each subband of the color image is determined by the base JND [14] within the subband. In order to make a fair comparison, the same observers took part in the subjective viewing tests. Table 3 lists the entropies of the Watson’s compression method while its reconstructed color image is nearly no loss in perceptual quality at a viewing distance equals to six times the image height. The entropy gains, $G_1$ and $G_2$, are, respectively, evaluated while comparing the proposed schemes with the above two conditions with the Watson’s method. From the $G_2$ shown in the table, it is obvious that the proposed compression scheme achieves better performance when the prediction error preprocessor is applied. Furthermore, the $G_1$ of the proposed compression scheme only using the perceptual quantization also shows better results, since the JNDs of the wavelet coefficients are effectively estimated to calculate the quantization step sizes for each coefficient as shown in Equation (12).

For the image coding standards, the proposed preprocessor can also be used to pre-process the input color image such that the input signal has smaller dynamic range resulting in lower bit rates at the same image quality of the reconstructed color image. Figure 8 compares the results of coding the “Lena” color image obtained using the conventional JPEG coding with those obtained using the JPEG coding incorporated with the proposed preprocessor in terms of the bit rate at the same JPEG quality factor. At the JPEG quality factor of 85, the JPEG coding with the proposed preprocessor results in the reconstructed image (Figure 8b) with the bit rate of 0.45 bits per pixel (bpp) while the conventional JPEG coding results in the reconstructed image (Figure 8c) with the bit rate of 0.54 bpp. The JPEG coding with the proposed preprocessor preserves the low bit rate much better than the conventional one, while the objective quality measures of using SSIM, VIF, VSNR, WSNR, and PSNR-HVS-M for the JPEG coder with and without the proposed preprocessor are close. As described in Section 2, the proposed preprocessor is successfully reduce the dynamic range of the input color signals to achieve better performance in terms of bit rates when maintaining the nearly same image quality. Figure 9 illustrates the bit rate comparison of the representative “Lena” and “Goldhill” color images under tests, between the conventional JPEG coder (JPEG) and the one incorporated with the pro-posed preprocessor (pre_JPEG). The results confirm that the preprocessor can be independent of the JPEG coding standard and applied to color images for higher performance at any specified quality factor. For the JPEG2000 coding standard [31], the comparison results of coding the “Lena” color image at the lossless coding mode is shown in Figure 10. The better performance can also be seen while the JPEG2000 coding with the proposed preprocessor is adopted.

5. Conclusions
A prediction error preprocessor is presented with the goal to reduce the dynamic range of the prediction error signals of the color image to be compressed. The lower
bit rate of the reconstructed image can be obtained by using the preprocessor while reaching high visual quality. For this purpose, a color JND estimator that takes into account various masking effects of human visual perception is proposed and incorporated into the preprocessor for the design of the perceptual color image compression scheme using the DPCM technique. The proposed compression scheme with the preprocessor generates consistent quality images at a lower entropy when comparing with that without prediction error preprocessor and the existing compression method. At the same quality factor of the coding standard, the preprocessor is also applied to the input color image of the JPEG and JPEG2000 coders to provide compatible bitstream and to achieve higher performance in terms of bit rate.
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