Prediction of confined and controllable Bloch points in nanocubes of chiral magnets
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This work predicts that individual Bloch points can be created and stabilized by magnetostatic and chiral interactions in nanocuboids, confined in between two chiral bobbers of opposing polarity. The Bloch point can be moved by an external magnetic field of moderate strength but only if the field strength is enough to overcome a pinning potential that results from intrinsic exchange forces and extrinsic surface effects. The Bloch point can be driven by the external field reversibly, in a direction opposing the field, and it remains stable up to moderate field strengths. At a critical field strength the Bloch point escapes through one of the surfaces, leaving behind a collinear magnetization configuration, and upon removing the field a new Bloch point is formed. These findings highlight the topological diversity in nanostructures and show that a Bloch point, despite its zero-dimensionality, couples to external fields via a substantial magnetic volume around it. The control of topological point defects has technological implications with regards to reversibly movable nanomagnetic textures and their associated emergent electrodynamics.

I. INTRODUCTION

The past few decades have seen a cascade of discoveries that shed new light on the role of topology in condensed matter, particularly with regards to magnetism and the identification of surprisingly stable magnetization textures in the form of quasiparticles, such as skyrmions and chiral bobbers (ChB). In addition to the fundamental insight provided by the pursuit of topologically non-trivial quasiparticles, the stability and mobility of these nanomagnetic objects makes them highly promising candidates as non-volatile components in novel spintronics applications. Before any sustainable technology can be developed, however, a deep understanding of the physics of topologically non-trivial nanomagnetic objects is essential.

The one most puzzling topologically non-trivial object that has been debated in the research community for more than 50 years is the singularity of the Bloch point, a topological point-defect where the magnetization vanishes and the micromagnetic continuum theory breaks down. Bloch points occur in different topologically-equivalent configurations, e.g. as radial hedgehogs (see Fig. 1) or as vortex hedgehogs, and their creation is also associated to the mediation of topological phase transitions, e.g. breaking of skyrmion lines or reversal of vortex states, in a wide range of materials and nanostructures.

Recent experiments have witnessed BPs in materials through a variety of techniques involving transport measurement, neutron beam, and x-rays but despite the recent progress on modeling, imaging and detecting BPs, an effective way of creating and controlling individual Bloch points remains challenging. Importantly, the mechanism by which a well defined state, e.g. collinear ferromagnetic, can be wound in a way that creates a Bloch point is still poorly understood.

This work predicts, by means of micromagnetic and atomistic simulations, that the collinear ferromagnetic state in nanocubes of appropriate dimensionality is modified by magnetostatics and chiral interactions in a way that results in pairs of radial ChBs with opposite polarity, where the meeting point of the two ChBs corresponds to a Bloch point. The BP can be moved and confined inside the cuboid and can be moved up and down by an external magnetic field, whereas upon removal of the external field the BP returns to its equilibrium position that is determined by a pinning potential due to intrinsic interactions and surface effects. The simulations suggest that the only two factors that need to be controlled for the confinement of the BP is the size of the cube, which should fit one complete period of the magnetization texture, and the initial state.
II. COMPUTATIONAL MODEL

For the simulations, the chiral magnet FeGe was chosen because it has been studied extensively\cite{41} and has a high Curie temperature\cite{41}, making it an attractive system both for basic research and for potential applications. The total micromagnetic energy density contains contributions from the ferromagnetic exchange with stiffness $A$, Dzyaloshinskii-Moriya interaction (DMI) with strength $D$, coupling to an external magnetic field $H_{\text{ex}}$, and magnetostatic dipole-dipole interactions via a local demagnetizing field $H_d$,

$$
\mathcal{E} = A (\nabla \mathbf{m})^2 + D \mathbf{m} \cdot (\nabla \times \mathbf{m}) - \mu_0 M_s H_{\text{ex}} \cdot \mathbf{m} - \frac{1}{2} \mu_0 M_s H_d \cdot \mathbf{m},
$$

(1)

where $M_s$ is the saturation magnetization and $\mathbf{m} = \mathbf{M}/M_s$ is the unit vector of the magnetization parametrized by the polar and azimuthal angles $\theta$ and $\phi$, respectively, as $\mathbf{m} = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$. The system was discretized in a finite-difference mesh and the magnetization dynamics were computed using the software package Mumax3\cite{42} by numerically integrating the Landau-Lifshitz-Gilbert (LLG) equation of motion

$$
\partial_t \mathbf{m} = -\gamma \mathbf{m} \times \mathbf{H}_{\text{eff}} + \alpha \mathbf{m} \times \partial_t \mathbf{m},
$$

(2)

where $\alpha$ is the dimensionless damping parameter (here set to 0.1), $\gamma$ is the electron gyromagnetic ratio, and $\mu_0 \mathbf{H}_{\text{eff}} = -\partial_t \mathbf{m} \mathcal{E}/M_s$ is the effective field in the system, consisting of both internal and external contributions. The material parameters for FeGe were taken from the literature\cite{41,43-45}: $A = 8.78$ pJ/m, $M_s = 385$ kA/m, and $D = 1.58$ mJ/m$^2$. The ratio between $A$ and $D$ determines the helical pitch length $\lambda = 4\pi A/|D|$, i.e. the periodicity of the spin texture, which for FeGe is $\sim 70$ nm. Hence, the cuboids discussed in this paper had a cross-sectional area of $70$ nm $\times$ $70$ nm, i.e., able to fit exactly one period of the spin texture. For high-resolution simulations, a cell size of 1 nm was chosen, much smaller than the exchange length $\delta_{\text{ex}} = \sqrt{2A/\mu_0 M_s^2} \approx 10$ nm, with occasional checks with other cell sizes to confirm numerical stability.

III. RESULTS AND DISCUSSION

In the simulations, the magnetization is initialized in the uniform ferromagnetic (FM) state, with the moments perpendicular to one of the cube’s faces, and the LLG equation is integrated for several nanoseconds to find the equilibrium state. Note that the $z$ axis is parallel to the initial direction of the FM moment. The FM configuration is a high-energy state, therefore both DMI and dipolar interactions tilt the magnetic moments towards the faces, i.e., in the $xy$ plane, to lower the energy. The moments on the top surface curl in a left-handed sense and form a vortex-like texture, while the moments on the bottom surface curl in a right-handed sense. The opposite handedness of the textures on the two surfaces minimizes the magnetostatic term but frustrates the DMI, the sign of which favors left-handed chirality. Hence, while the DMI term is minimized with the left-handed winding of the top surface and further curls the magnetic moments to form a skyrmionic texture, the right-handedness at the bottom surface costs an energy penalty of $2D$ and therefore the polarity of the moments in the center of the surface is reversed to restore the DMI-favored handedness and form a left-handed skyrmionic texture (the same handedness as that of the top surface) with opposite polarity (see Fig. 2). In this way, magnetostatics and DMI, as well as the ferromagnetic exchange, are satisfied.

The resulting configuration, as shown in Fig. 2 for a $70$ nm $\times$ $70$ nm $\times$ $70$ nm cube, corresponds to a single $\pi$
rotation of the local magnetization in all directions. This state consists of two skyrmionic textures on the top and bottom surfaces of the cuboid, extending below the surfaces in the form of chiral bobbers. Because the winding of the top ChB is exactly opposite to that of the bottom ChB, the twisting of the magnetization around the point where the ChBs meet is a topological point-defect, i.e. the Bloch-point singularity. The BP is created by and confined between the two ChBs.

Figure 3 shows a contour plot of the z component of the magnetization in the $xz$ plane and the magnetization profile along the $z$ axis. The profile corresponds to that of a π domain wall with a width of exactly one simulation cell (here one nanometer). The same profile is found for $m_x$ and $m_y$, as illustrated in Fig. 3(d). At the center of the BP the magnetization vanishes, therefore the point of zero $m$ cannot reside in any single simulation cell: it is always located between simulation cells.

Considering the extremely steep magnetization gradient close to the BP, the singularity itself is beyond the micromagnetic continuum approximation that assumes a smoothly varying magnetization, and atomistic modeling has been pursued\cite{ref30} for a detailed analysis of the region close to the BP center. As it will be pointed out below, however, the BP carries a substantial magnetic volume around it and capturing the behavior of the magnetization around the singularity\cite{ref47} is what provides the insight to the BP itself. Additionally, a recent comparison between micromagnetics and atomistic simulations indicated that the two approximations come to a quantitative agreement when the micromagnetic simulation cell is comparable to the lattice constant\cite{ref45}.

Importantly, whether or not a BP is created, depends on the initial state of the magnetization, i.e., whether the system is initialized in a fully demagnetized state or in a fully polarized state. The key aspect here is therefore the path followed by the magnetization winding process. If the initial state is fully random the equilibrium state will be that of a skyrmion tube or a helicoid, both of which have a slightly lower energy than the BP state. However, if the system is initialized with a uniform ferromagnetic state, corresponding to the application of a saturating field in an experiment, the Bloch point is created through the process described above and is stabilized by the topological constraints on the magnetization texture. Similar history-dependence was also predicted for cylindrical FeGe nanowires\cite{ref36}.

To quantify the magnetization winding around the BP, the winding number, or topological charge $Q$, is evaluated on the surface of a sphere $S^2$ around the BP with\cite{ref22}

$$Q_{S^2} = \frac{1}{4\pi} \int_{S^2} d\theta d\phi \left( \partial_\theta \partial_\phi \phi - \partial_\phi \partial_\theta \phi \right) \sin \theta ,$$

where $\theta, \phi$ parametrize the surface around the BP at a radius $r$ with $r = (r \sin \theta \cos \varphi, r \sin \theta \sin \varphi, r \cos \theta)$. In the vector profiles of the $xz$ and the $xy$ planes around the BP, shown in Fig. 3(c,d), the magnetization follows $\theta(\varphi) = -\varphi$ and $\phi(\varphi) = \pi + \varphi$, yielding $Q_{S^2} = +1$, i.e., the confined BP found here is topologically equivalent to the radially outward-pointing hedgehog $B^{+1}$\cite{ref21} (see Fig. 1(b)), and it has the same configuration as those discussed in Ref.\cite{ref22} for MnGe, in\cite{ref24} for MnSi$_{1-x}$Ge$_x$, and in\cite{ref35} for Fe$_{20}$Ni$_{80}$. It should be noted that for opposite DMi sign, the inverse configuration occurs (see Fig. 1(b)).

Further, application of an external field moves the BP inside the material without destroying it. As shown in Fig. 4, the position of the BP changes with increasing field strength with discreet jumps to neighboring cell-boundaries. The motion has a signature of field-dragging, which is associated with mesh-friction\cite{ref33} and depends on the size of the simulation cell, as discussed in Ref.\cite{ref25}. The motion only takes place if the external field strength exceeds a value of 45 mT.

Depending on the direction of the external field, the region magnetized parallel to the field grows with increasing field strength, similar to classical domain behavior\cite{ref49}, which consequently pushes the BP in the opposite direction. With increasing field strength the BP moves further away from its equilibrium position, and with decreasing field strength it returns back to its original position. The net magnetization of the cuboid changes linearly with the external field and exhibits zero hysteresis, therefore this
FIG. 4. Position of the Bloch point as a function of external field showing discreet jumps between neighboring cell-boundaries. The upper-right inset shows the magnetization as a function of external field, which follows a linear trend. The lower-left insets show contour plots of \( m_z \) in the \( xz \) plane at (left) \( \mu_0 H = -0.15 \) T and (right) \( \mu_0 H = +0.15 \) T, where the Bloch point center is pushed by the growing region with magnetization parallel to the applied field.

The process is fully reversible and the BP can be moved up and down reversibly and repeatedly.

It is notable how the BP remains stable against an external magnetic field of moderate strength. Only when the external field exceeds a critical value (here \( \mu_0 H_{ex} > 160 \) mT) does the BP become expelled from the system through one of the surfaces and the system transforms to the uniform FM state. Once the system is in the FM state, however, upon removing the field a new BP will be formed with the same process described above.

There results were obtained for a cubic structure that can fit exactly one complete period of the magnetization texture, i.e., all sides have \( L = \lambda \). Structures with higher aspect ratio exhibit very similar behavior, with the main difference that they provide more vertical space for the motion of the BP. To test this, structures with an aspect ratio of up to 20 (70 nm \( \times \) 70 nm \( \times \) 1400 nm) were simulated. One example for a structure with aspect ratio 10 is illustrated in Fig. 5 which shows simulation snapshots as contour plots of \( m_z \) in the \( yz \) plane with increasing external field-strength. The bottom panel of Fig. 5 compares the motion of the Bloch Point with increasing external field-strength for structures with different aspect ratios. For all structures the motion of the BP starts at an external field strength of 45 mT and the displacement follows a nearly linear trend until it reaches the other end of the structure.

BP becomes expelled through the surface, as discussed above.

Surprisingly, the depinning field-strength is exactly the same for all structures. The pinning can be attributed to intrinsic contributions, due to the local magnetic configuration and the associated exchange and DMi energy, and to extrinsic contributions, i.e., the magnetostatics of free surfaces. The maximum pinning force as discussed in Ref. [51], is \( F_p = 2 \pi c A \), where \( c \approx 1 \) is a numerical constant, and the depinning field \( H_c \) depends
on the saturation magnetization and the physical size of the BP, a sphere with radius $R$: $\mu_0 H_c = c A/M_s R^2 = c \mu_0 M_s \delta_\text{ex}^2 / 2 R^2$. Setting this field strength equal to 45 mT, as found in the simulations, yields an effective BP radius of $R \approx 23$ nm. This radius is in good agreement with the minimum distance between BP center and the surface (30 nm), and it reveals an important aspect of the BP texture: even though the BP is by definition zero-dimensional, the resulting texture around it encloses a substantial magnetic volume. This also highlights how micromagnetic simulations are suited to capture the behavior of the BP by modeling the texture around it.

To further support the micromagnetic findings, atomistic simulations were performed with the software package SPIRIT. The Heisenberg-type Hamiltonian contains the atomistic analogs of the same contributions as in equation (1), consisting of the nearest-neighbor ferromagnetic exchange interaction energy $J$, the DMI $D$, the external field, and dipole-dipole interactions:

\[
\mathcal{H} = -J \sum_{ij} \mathbf{S}_i \cdot \mathbf{S}_j - \sum_{ij} \mathbf{D} \cdot (\mathbf{S}_i \times \mathbf{S}_j) - \mu_0 \sum_i \mathbf{H}_\text{ex} \cdot \mathbf{S}_i + \frac{1}{2} \frac{\mu_0}{4\pi} \sum_{ij} \left( \mathbf{S}_i \cdot \mathbf{r}_{ij} \right) \left( \mathbf{S}_j \cdot \mathbf{r}_{ij} \right) - \mathbf{S}_i \cdot \mathbf{S}_j \right),
\]

where $S = 1$ is the atomic magnetic moment and $\mathbf{r}_{ij}$ is the vector connecting $\mathbf{S}_i$ and $\mathbf{S}_j$.

For computational efficiency, the FeGe structure was mapped onto a simple cubic lattice. The nearest-neighbor exchange interaction was derived from the Curie temperature ($T_C = 280$ K) as $J = T_C k_B n (S)^2 \approx 24$ meV, where $n = 1$ is the number of atoms in the unit cell. The DMI strength was adjusted so that $\lambda$ is equal to the size of the system. A cube of FeGe with a side length of 70 nm contains about $10^8$ atoms, which is computationally challenging, therefore smaller systems were simulated and the interaction parameters were scaled ($J \rightarrow \hat{J}$, $D \rightarrow \hat{D}$) so that the dipole-dipole interaction strength is equivalent to that for a 70 nm cube. This was done by adjusting the exchange length $\hat{\delta} \propto \sqrt{\hat{J}} \rightarrow \delta \propto \sqrt{J}$, where for appropriate scaling $\delta$ needs to be reduced by the same fraction as the size of the system: $\hat{\delta} / \delta = \hat{L} / L$, and therefore $\hat{J} = J (\hat{L} / L)^2$. For example, a cubic lattice with a side of 24 atoms has $J = J (24 a / 70)^2 \approx 0.64$ meV and the corresponding DMI strength, for which $\lambda$ is equal to the system size, is $\hat{D} = 0.17$ meV. The parameter scaling was tested with several lattice sizes ($L = 16, 20, 24$, and 32) and it was found to reproduce the same result each time.

Figure 6 shows the results of the atomistic simulations for a system with $L = 24$, which are in excellent agreement with the findings from the micromagnetic simulations: starting from a uniform FM configuration, the surface moments curl in a process that leads to an individual BF confined at the intersection between two ChBs with opposite polarity. Moreover, in the same way that the magnetization of a micromagnetic cell cannot vanish, the magnetic moment of an atom cannot be zero, therefore the center of the BP is always between two neighboring atoms. Application of an external field drives the BP up and down the structure, where the motion is again in discreet jumps to neighboring inter-atomic locations (not shown here). The atomistic simulations therefore confirm the micromagnetic findings at zero temperature, regarding both the formation process and the field-driven motion of the confined BP.

Turning to the energetics, the energy of the BP state
described above is very close to that of a helicoid texture and a skyrmion-tube texture. In the examples shown here the total energy of the BP state is actually \( \sim 1\% \) higher than that of the skyrmionic state, but the energy penalty of a few \( \mu \text{eV/atom} \) is not enough for the system to overcome the topological constraints and transform to the skyrmion configuration or the helicoid configuration at zero temperature. Atomistic simulations at finite-temperature, where the temperature was implemented as a random thermal field\cite{Rybakov2015} show that the BP becomes unstable and escapes through the cuboid’s edges, but only for temperatures above \( \sim 30\% \) of the Curie temperature \( T_C \). Hence, for FeGe with \( T_C = 280 \text{ K} \), these findings suggest that it should be experimentally possible to observe the creation of the confined BP at liquid nitrogen temperatures.

A proposed experimental protocol for the observation of the predicted phenomena is to perform field-cooling of a FeGe cuboid of comparable dimensionality below \( T_C/3 \) to initialize the system in a FM configuration and then turn off the external field. Then, variation of the external field within the order of 100 mT will lead to the motion of the BP inside the structure. It should be noted, however, that the simulations assume a perfect and defect-free structure, and therefore the depinning field and the annihilation field are expected to be reduced in an experiment due to the presence of roughness and/or defects.

IV. CONCLUSIONS

In summary, this study predicts that individual Bloch points can be stabilized in magnetic nanocuboids by magnetostatic and Dzyaloshinskii-Moriya interactions. The formation of the Bloch point is initiated by the simultaneous winding of two skyrmionic textures with opposite polarity on the top and bottom surface of the cube that form a pair of opposing chiral bobbers. The simulations predict that the Bloch point remains stable against an external magnetic field with moderate strength and that the external field can move the Bloch point inside the material when the field strength exceeds a depinning field of 45 mT. The stability of the Bloch point is remarkable and its confinement between two chiral bobbers illustrates the diversity of topological objects obtainable in nanostructures, enabled in tandem by intrinsic and extrinsic magnetic forces. The precise control of topological point-defects described here can open the door to a new range of experiments to study the elusive magnetic singularity and to evaluate the emergent electrodynamics of moving topological textures.
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