LOCAL WELL-POSEDNESS OF THE MULTI-LAYER SHALLOW WATER MODEL WITH FREE SURFACE∗
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Abstract. In this paper, we address the question of the hyperbolicity and the local well-posedness of the multi-layer shallow water model, with free surface, in two dimensions. We first provide a general criterion that proves the symmetrizability of this model, which implies hyperbolicity and local well-posedness in \( H^s(\mathbb{R}^2) \), with \( s > 2 \). Then, we analyze rigorously the eigenstructure associated to this model and prove a more general criterion of hyperbolicity and local well-posedness, under a particular asymptotic regime and a weak stratification assumptions of the densities and the velocities. Finally, we consider a new conservative multi-layer shallow water model, we prove the symmetrizability, the hyperbolicity and the local well-posedness and rely it to the basic multi-layer shallow water model.
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1. Introduction. We consider \( n \) immiscible, homogeneous, inviscid and incompressible superposed fluids, with no surface tension and under the influence of gravity and the Coriolis forces; the pressure is assumed to be hydrostatic: Constant at the interface liquid/air (i.e. the free surface) and continuous at the interfaces liquid/liquid (i.e. the internal surfaces). Moreover, the shallow water assumption is considered in each fluid layer: There exist vertical and horizontal characteristic lengths, for each fluid, and the vertical one is assumed much smaller than the horizontal one. For more details on the formal derivation of these equations, see [18, 33, 26] (the single-layer model), [29] (the two-layer model with rigid lid), [30, 32, 28] (the two-layer model with free surface). In the curl-free case, these models have been obtained rigorously with an asymptotic model of the three-dimensional Euler equations, under the shallow water assumption, in [2] for the single-layer model with free surface and in [19] for the two-layer one. This has been obtained in [13] for the single-layer case and without assumption on the vorticity.

Unlike the two-layer model — see [30] — the analysis of the hyperbolicity of the multi-layer model, with \( n \geq 3 \), cannot be performed explicitly. Very few results have been proved concerning the general multi-layer model. They are in particular cases: [40] and [14] in the three-layer case; [3] in the very particular case \( \rho_1 = \ldots = \rho_n \); [4] and [5], where the interfaces between layers have no physical meaning. In the general case, it was proved only the local well-posedness of the model, in one dimension, under conditions of weak-stratification in density and velocity (see [20]). Though, there is no explicit estimate of this stratification, nor asymptotic one: we know there exists conditions such that the multi-layer model with free surface is locally well-posed but we do not know the characterization of these conditions.

The first aim of this paper is to obtain criteria of symmetrizability and hyperbolicity of the multi-layer shallow water model, in order to insure the local well-posedness of the associated Cauchy problem. The second aim is to characterize the eigenstructure of the space-differential operator, associated with the model, for the treatment of a well-posed open boundary problem with characteristic variables — see full proof in
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2. Monjarret, for the single-layer case. The third aim is to prove the local well-posedness of the new conservative model, and characterize its eigenstructure.

The main result of this paper is, under weak density stratification and weak velocity stratification, we obtained an asymptotic expansion of all the eigenvalues associated with the multi-layer model. The interpretation of these expressions is really interesting:

- the eigenvalues, related to the free surface, are asymptotically the same as the single-layer model.
- the eigenvalues, corresponding to an internal surface \( i \in [1, n-1] \), are asymptotically as the internal eigenvalues of a two-layer model, where the upper layer would be all the layers, directly above the interface \( i \), where the corresponding interface has a density-gap smaller than the density-gap of the interface \( i \), and the lower layer would be all the layers, directly below the interface \( i \), where the corresponding interface has a density-gap smaller than the density-gap of the interface \( i \).

Outline: In section 1, the model is introduced. In section 2, useful definitions are reminded and a sufficient condition of hyperbolicity and local well-posedness in \( \mathcal{H}^s(\mathbb{R}^2) \), is given. In section 3, the hyperbolicity of the model is studied in particular cases. In sections 4 and 5, the asymptotic expansion of all the eigenvalues and all the eigenvectors is performed, in order to deduce a new criterion of local well-posedness in \( \mathcal{H}^s(\mathbb{R}^2) \), which will be interpreted as the condition obtained in a two-layer model, and compared to the one proved in section 2. Finally, in the last section, after discussing the conservative quantities of the model and reminding the definition of the horizontal vorticity, a new model is introduced: Benefits of this model are explained, local well-posedness, in \( \mathcal{H}^s(\mathbb{R}^2) \), is proved and links, with the multi-layer shallow water model, are fully justified.

1.1. Governing equations. Let us introduce \( \rho_i \) the constant density of the \( i^{th} \) fluid layer, \( i \in [1, n] \), \( h_i(t, X) \) its height and \( \mathbf{u}_i(t, X) := (u_i(t, X), v_i(t, X)) \) its depth-averaged horizontal velocity, where \( t \) denotes the time and \( X := (x, y) \) the horizontal cartesian coordinates, as drawn in figure 1.1.

The governing equations of the multi-layer shallow water model with free surface, in two dimensions, is given by a system of 3n partial differential equations of 1st order.

For all \( i \in [1, n] \), there is the mass-conservation of the layer \( i \):

\[
\frac{\partial h_i}{\partial t} + \nabla \cdot (h_i \mathbf{u}_i) = 0,
\]

whereas equations on the momentum of the layer \( i \):

\[
\frac{\partial \mathbf{u}_i}{\partial t} + (\mathbf{u}_i \nabla) \mathbf{u}_i + \nabla P_i - f \mathbf{u}_i^\perp = 0,
\]

where \( P_i := g \left( b + \sum_{k=1}^n \alpha_{i,k} h_k \right) \), \( \mathbf{u}_i^\perp := \tau (v_i, -u_i) \), \( g \) is the gravitational acceleration, \( b \) is the bottom topography, \( f \) is the Coriolis parameter and

\[
\alpha_{i,k} = \begin{cases} 
\frac{\rho_k}{\rho_i}, & k < i, \\
1, & k \geq i.
\end{cases}
\]

A useful notation is introduced, for all \( i \in [1, n-1] \), \( \gamma_i \) is defined by:

\[
\gamma_i := \frac{\rho_i}{\rho_{i+1}}.
\]
and is the density ratio between the layer $i$ and the layer $i + 1$. Then, if $k \leq i - 1$, the ratio $\frac{\rho_k}{\rho_i}$ is equal to

\begin{equation}
\frac{\rho_k}{\rho_i} = \prod_{j=k}^{i-1} \gamma_j,
\end{equation}

the vector $\gamma$ will denote $\top(\gamma_1, \ldots, \gamma_{n-1}) \in \mathbb{R}_+^{n-1}$ and the vector $h$ will be equal to $\top(h_1, \ldots, h_n) \in \mathbb{R}_+^n$.

**Remark:** At this point, no assumption is made over the range of $\rho_i$ and an interesting consequence of the expansion, made in this paper, will be to verify the Rayleigh-Taylor stability (i.e. $\rho_n > \rho_{n-1} > \ldots > \rho_1 > 0$).
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**Fig. 1.1. Configuration of the multi-layer shallow water model with free surface**

Moreover, with $i \in [1, n]$ and $M$ a $n \times n$ matrix, we denote by $C_i(M)$ and $L_i(M)$ respectively the $i$th column and the $i$th line of $M$. We will denote the total depth by

\begin{equation}
H := \sum_{i=1}^{n} h_i,
\end{equation}

and the average velocity in each direction by

\begin{equation}
\begin{aligned}
\bar{u} := & \frac{1}{H} \sum_{i=1}^{n} h_i u_i, \\
\bar{v} := & \frac{1}{H} \sum_{i=1}^{n} h_i v_i.
\end{aligned}
\end{equation}

In order to get rid of the constant $g$, in the following analysis, we proceed the following rescaling:

\begin{equation}
\forall i \in [1, n - 1], \quad \begin{cases}
\hat{h}_i & \leftarrow gh_i, \\
\hat{u}_i & \leftarrow u_i, \\
\hat{v}_i & \leftarrow v_i,
\end{cases}
\end{equation}

and in order to simplify the notations, $\hat{\cdot}$ will be removed. Then, with the vector

\begin{equation}
u := \top(h_1, \ldots, h_n, u_1, \ldots, u_n, v_1, \ldots, v_n),
\end{equation}
the 1st order quasi-linear partial differential equations system \((1.1\text{-}1.2)\) can be written as

\[
\frac{\partial u}{\partial t} + A_x(u, \gamma) \frac{\partial u}{\partial x} + A_y(u, \gamma) \frac{\partial u}{\partial y} + b(u) = 0,
\]

where the \(3n \times 3n\) block matrices \(A_x(u, \gamma), A_y(u, \gamma)\) and the vector \(b(u) \in \mathbb{R}^{3n}\) are defined by

\[
A_x(u, \gamma) := \begin{bmatrix} V_x & H & 0 \\ \Gamma & V_x & 0 \\ 0 & 0 & V_x \end{bmatrix},
\]

\[
A_y(u, \gamma) := \begin{bmatrix} V_y & 0 & H \\ 0 & V_y & 0 \\ \Gamma & 0 & V_y \end{bmatrix},
\]

\[
b(u) := \top \left( 0, \ldots, 0, -f v_1 + \frac{\partial b}{\partial x}, \ldots, -f v_n + \frac{\partial b}{\partial y}, f u_1 + \frac{\partial b}{\partial x}, f u_n + \frac{\partial b}{\partial y} \right),
\]

with the \(n \times n\) block matrices

\[
\begin{cases}
V_x := \text{diag}[u_i]_{i \in [1,n]}, \\
V_y := \text{diag}[v_i]_{i \in [1,n]}, \\
H := \text{diag}[h_i]_{i \in [1,n]}, \\
\Gamma := [\alpha_{i,k}]_{(i,k) \in [1,n]^2},
\end{cases}
\]

where \(\text{diag}[x_i]_{i \in [1,n]}\) is the \(n \times n\) diagonal matrix with \((x_1, \ldots, x_n)\) on the diagonal.

As it will be reminded in the next subsections, the hyperbolicity of the model is an interesting property to prove the local well-posedness. The study of the hyperbolicity of the model \((1.10)\) is well-known in the case \(n = 1\): there are 3 waves, in each direction, which are well-defined if the height remains strictly positive. In the case \(n = 2\): if \(\rho_1 > \rho_2\), the model is never hyperbolic, and if \(\rho_1 = \rho_2\) the model is so if and only if \(u_2 = u_1\), as proved in [3]. Moreover, in [30], an exact characterization of the domain of hyperbolicity of the model \((1.10)\) was proved: unlike the one-dimensional model, the hyperbolicity of the two-dimensional model is verified if the shear velocity \(|v_2 - u_1|^2 + |v_2 - v_1|^2\) is bounded by a positive parameter, \(F_{\text{crit}}^{-2}\), depending only on \(\gamma_1 = \frac{\rho_2}{\rho_1}, h_1\) and \(h_2\). In the Boussinesq approximation \((i.e., 1 - \gamma_1 \ll 1)\), the asymptotic expansion of this parameter is:

\[
F_{\text{crit}}^{-2} = (h_1 + h_2)(1 - \gamma_1) + o(1 - \gamma_1).
\]

This condition, also explained in [15], [21], [40] and [43], can be interpreted as a physical instability condition — also known as Kelvin-Helmholtz stability — and if it is not verified, the equations have exponential growing solutions. In the general case \(n \geq 3\), apart from the formal study in [29] and the particular case in [16], there is no result of hyperbolicity. In order to treat this lack of hyperbolicity, several numerical methods have been proposed in [1], [10] and [23].

**Remark:** The multi-layer shallow water model, with free surface, describes fluids such as the ocean: the evolution of the density can be assumed piecewise-constant (which is verified), the horizontal characteristic length is much greater than the vertical one and the pressure can be expected only dependent of the height of fluid. This model is used by the *French Naval Hydrographic and Oceanographic Service*, with 40 layers, to provide the underwater weather forecast in the bay of Biscay, for example.
1.2. Rotational invariance. As the multi-layer shallow water model with free surface is based on physical partial differential equations, it verifies the so-called rotational invariance: the $3n \times 3n$ matrix
\[
A(u, \gamma, \theta) := \cos(\theta)A_x(u, \gamma) + \sin(\theta)A_y(u, \gamma)
\]
depends only on the matrix $A_x(u, \gamma)$ and the parameter $\theta$. Indeed, there is the following relation:
\[
\forall (u, \gamma, \theta) \in \mathbb{R}^{3n} \times \mathbb{R}_+^{n-1} \times [0, 2\pi], \quad A(u, \gamma, \theta) = P(\theta)^{-1}A_x(P(\theta)u, \gamma)P(\theta),
\]
where the $3n \times 3n$ matrix $P(\theta)$ is defined by
\[
P(\theta) := \begin{bmatrix}
I_n & 0 & 0 \\
0 & \cos(\theta)I_n & \sin(\theta)I_n \\
0 & -\sin(\theta)I_n & \cos(\theta)I_n
\end{bmatrix}.
\]
Notice that $P(\theta)^{-1} = P(\theta)$. The equality (1.16) will permit to simplify the analysis of $A(u, \gamma, \theta)$ to the analysis of $A_x(u, \gamma)$.

2. Well-posedness of the model: a 1st criterion. In this section, we remind useful criteria of local well-posedness in $L^2(\mathbb{R}^2)^{3n}$, also called hyperbolicity, and in $H^s(\mathbb{R}^2)^{3n}$. Connections between each one will be given and a 1st criterion of local well-posedness of the system (1.10) will be deduced.

2.1. Hyperbolicity. First, we give the definition of hyperbolicity, then a useful criterion of this property and an important property of hyperbolic problem. We will consider the euclidean space $(L^2(\mathbb{R}^2)^{3n}, \|\cdot\|_{L^2})$.

**Definition 2.1 (Hyperbolicity).** Let $u \in L^2(\mathbb{R}^2)^{3n}$ and $\gamma \in \mathbb{R}^{n-1}_+$. The system (1.10) is hyperbolic if and only if
\[
\exists c > 0, \quad \forall \theta \in [0, 2\pi], \sup_{\tau \in \mathbb{R}} \|\exp(-i\tau A(u, \gamma, \theta))\|_{L^2} \leq c.
\]
A useful criterion of hyperbolicity is in the next proposition:

**Proposition 2.2.** Let $u \in L^2(\mathbb{R}^2)^{3n}$ and $\gamma \in \mathbb{R}^{n-1}_+$. The system (1.10) is hyperbolic if and only
\[
\forall (X, \theta) \in \mathbb{R}^2 \times [0, 2\pi], \quad \sigma(A(u(X), \gamma, \theta)) \subset \mathbb{R}.
\]

**Proposition 2.3.** Let $u : \mathbb{R}^2 \rightarrow \mathbb{R}^{3n}$ a constant function. If the system (1.10) is hyperbolic, then the Cauchy problem, associated with the linear system
\[
\frac{\partial \nu}{\partial t} + A_x(u)\frac{\partial \nu}{\partial x} + A_y(u)\frac{\partial \nu}{\partial y} = 0,
\]
and the initial data $\nu^0 \in L^2(\mathbb{R}^2)^{3n}$, is well-posed in $L^2(\mathbb{R}^2)^{3n}$ and the unique solution $\nu$ is such that
\[
\forall T > 0, \exists c_T > 0, \sup_{t \in [0, T]} \|\nu(t)\|_{L^2} \leq c_T \|\nu^0\|_{L^2},
\]
\[
\nu \in C([0, T], L^2(\mathbb{R}^2))^{3n}.
\]
**Remark:** An interesting property of hyperbolic problems is the conservation of this property under $C^1$ change of variables. More details about the main properties of hyperbolicity in [37].
2.2. Symmetrizability. In order to prove the local well-posedness of the model (1.10), in $\mathcal{H}^s(\mathbb{R}^2)^{3n}$, we give below a useful criterion.

**Definition 2.4 (Symmetrizability).** Let $\mathbf{u} \in \mathcal{H}^s(\mathbb{R}^2)^{3n}$. If there exists a $C^\infty$ mapping $S : \mathcal{H}^s(\mathbb{R}^2)^{3n} \times [0, 2\pi] \to \mathcal{M}_{3n}(\mathbb{R})$ such that for all $\theta \in [0, 2\pi]$,

1. $S(\mathbf{u}, \gamma, \theta)$ is symmetric,
2. $S(\mathbf{u}, \gamma, \theta)$ is positive-definite,
3. $S(\mathbf{u}, \gamma, \theta)A(\mathbf{u}, \theta)$ is symmetric.

Then, the model (1.10) is said symmetrizable and the mapping $S$ is called a symbolic-symmetrizer.

**Proposition 2.5.** Let $s > 2$ and $\mathbf{u}^0 \in \mathcal{H}^s(\mathbb{R}^2)^{3n}$. If the model (1.10) is symmetrizable, then the Cauchy problem, associated with (1.10) and initial data $\mathbf{u}^0$, is locally well-posed in $\mathcal{H}^s(\mathbb{R}^2)^{3n}$. Furthermore, there exists $T > 0$ such that the unique solution $\mathbf{u}$ verifies

$$
\begin{align*}
\mathbf{u} & \in C^1([0, T] \times \mathbb{R}^2)^{3n}, \\
\mathbf{u} & \in C([0, T]; \mathcal{H}^s(\mathbb{R}^2)^{3n}) \cap C^1([0, T]; \mathcal{H}^{s-1}(\mathbb{R}^2)^{3n}).
\end{align*}
$$

Remark: The proof of the last proposition is in [8], for instance.

In this paper, the model (1.1-1.2) is expressed with the variables $(h_i, \mathbf{u}_i)$ with $i \in [1, n]$. However, we could have worked with the unknowns $h_i$ and $\mathbf{q}_i := h_i \mathbf{u}_i$, as it is well-known that this quantities are conservative in the one-dimensional case. However, in the particular case of the multi-layer shallow water model with free surface, it is not true: The multi-layer model, in one space-dimension, is conservative with $(h_i, \mathbf{u}_i)$ variables and not conservative with $(h_i, \mathbf{q}_i)$ variables.

As it was noticed in [37], if the model is conservative and has a total energy, there exists a natural symmetrizer: the hessian of this total energy. In one dimension, the total energy of the model (1.10) is defined, modulo a constant, by

$$
e_1(\mathbf{u}, \gamma) := \frac{1}{2} \sum_{i=1}^{n} \alpha_n, i h_i (u_i^2 + h_i) + \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \alpha_n, i h_i h_j.
$$

As the model (1.1-1.2), in one space-dimension and variables $(h_i, \mathbf{u}_i)$, is conservative, it is straightforward that the hessian of $e_1$ is a symmetrizer of the one-dimensional model. However, it is not anymore a symmetrizer with the non-conservative variables $(h_i, \mathbf{q}_i)$. This is another reason the analysis, in this paper, is performed with variables $(h_i, \mathbf{u}_i)$. Moreover, as the two-dimensional model is not conservative, the symmetrizer $S$, defined in definition 2.3, is not the hessian of the total energy of the two-dimensional model

$$
e_2(\mathbf{u}, \gamma) := \frac{1}{2} \sum_{i=1}^{n} \alpha_n, i h_i (u_i^2 + v_i^2 + h_i) + \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \alpha_n, i h_i h_j.
$$

This is why the symmetrizer is called symbolic: it will depend on $\theta$. If it does not depend on (such as the irrotational model in two dimensions), the symmetrizer is called Friedrichs-symmetrizer.

**Remarks:** 1) In all this paper, the parameter $s \in \mathbb{R}$ is assumed such that

$$
s > 1 + \frac{d}{2},
$$
where $d := 2$ is the space-dimension. 2) The criterion (2.2) is a necessary and sufficient condition of hyperbolicity, whereas the symmetrizability is only a sufficient condition of local well-posedness in $H^s(\mathbb{R}^2)^{3n}$.

2.3. Connections between hyperbolicity and symmetrizability. In this subsection, we do not formulate all the connections between these two types of local well-posedness but only the useful ones for this paper.

**Proposition 2.6.** If the system (1.10) is symmetrizable, then it is hyperbolic.

**Remark:** This property is obvious in the linear case, with the change of variables $\tilde{u} := S(u^0, \gamma, \theta)u$. See [8] and [27] for more details.

**Proposition 2.7.** Let $(u^0, \gamma) \in H^s(\mathbb{R}^2)^{3n} \times \mathbb{R}^{n-1}$ such that the model is hyperbolic and for all $\theta \in [0, 2\pi]$, the matrix $A(u^0, \gamma, \theta)$ is diagonalizable. Then, the system (1.10) is symmetrizable and the unique solution verifies the conditions (2.5).

**Proof.** Let $\mu \in \sigma(A(u^0, \gamma, \theta))$, we denote $P^\mu(u^0, \gamma, \theta)$ the projection onto the $\mu$-eigenspace of $A(u^0, \gamma, \theta)$. One can construct a symbolic-symmetrizer:

$$(2.9) \quad S_1(u^0, \gamma, \theta) := \sum_{\mu \in \sigma(A(u^0, \gamma, \theta))} P^\mu(u^0, \gamma, \theta)P^\mu(u^0, \gamma, \theta).$$

Then, $S_1(u^0, \gamma, \theta)$ verifies conditions of the proposition 2.5 because $A(u^0, \gamma, \theta)$ is diagonalizable — which implies $S_1(u^0, \gamma, \theta)$ induces a scalar product on $\mathbb{R}^{3n}$ — and the spectrum of $A(u^0, \gamma, \theta)$ is a subset of $\mathbb{R}$. Then, proposition 2.5 implies the well-posedness of the system (1.10), in $H^s(\mathbb{R}^2)^{3n}$, and there exists $T > 0$ such that conditions (2.5) are verified.

To conclude, the analysis of the eigenstructure of $A(u, \gamma, \theta)$ is a crucial point, in order to provide its diagonalizability. Moreover, it provides also the characterization of the Riemann invariants (see [38] and [42]), which is an important benefit for numerical resolution.

**Remark:** The proposition (2.7) was proved in [11], in the particular case of a strictly hyperbolic model (i.e. all the eigenvalues are real and distinct).

2.4. A 1st criterion of local well-posedness. According to the proposition 2.6, the symmetrizability implies the hyperbolicity. Then, we give a rough criterion of symmetrizability to insure the well-posedness in $H^s(\mathbb{R}^2)^{3n}$ and $L^2(\mathbb{R}^2)^{3n}$.

**Theorem 2.8.** Let $s > 2$ and $(u^0, \gamma) \in H^s(\mathbb{R}^2)^{3n} \times [0, 1]^{n-1}$. There exists a sequence $(\delta_i(h, \gamma))_{i \in [1, n]} \subset \mathbb{R}^*_+$ such that

$$(2.10) \quad \forall i \in [1, n], \begin{cases} \inf_{X \in \mathbb{R}^2} h_i^0(X) > 0, \\ \inf_{X \in \mathbb{R}^2} \delta_i(h^0(X), \gamma) - |v_i^0(X) - \bar{v}_i^0(X)|^2 - |v_i^0(X) - \bar{v}_i^0(X)|^2 > 0, \end{cases}$$

then, the Cauchy problem, associated with the system (1.10) and the initial data $u^0$, is hyperbolic, locally well-posed in $H^s(\mathbb{R}^2)^{3n}$ and the unique solution verifies conditions (2.5).

**Proof.** First, we prove the next lemma.

**Lemma 2.9.** Let $\gamma \in \mathbb{R}^{n-1}_+$, $S$ an open subset of $H^s(\mathbb{R}^2)^{3n}$ and $S_{x}(u, \gamma)$ be a symmetric matrix such that $S_x(u, \gamma)A_x(u, \gamma)$ is symmetric. If there exists $u^0 \in S$ such that

$$(2.11) \quad \forall \theta \in [0, 2\pi], \ S_{x}(P(\theta)u^0, \gamma) > 0,$$

then the Cauchy problem, associated with system (1.10) and initial data $u^0$, is hyperbolic, locally well-posed in $H^s(\mathbb{R}^2)^{3n}$ and the unique solution verifies conditions (2.5).
Proof. We consider \( u^0 \in S \) such that
\[
\forall (X, \theta) \in \mathbb{R}^2 \times [0, 2\pi], \quad S_x(P(\theta) u^0(X), \gamma) > 0.
\]
We define the mapping
\[
S : (u, \gamma, \theta) \mapsto P(\theta)^{-1} S_x(P(\theta) u, \gamma) P(\theta).
\]
Then, using the rotational invariance \((1.16)\), the mapping \( S \) verifies assumptions of the definition \((2.4)\), with \( u^0 \in H^s(\mathbb{R}^2) \), and \( S \) is a symbolic-symmetrizer of the system \((1.10)\).

As it was noticed before, the one-dimensional multi-layer model, with variables \((h_i, u_i)\) is conservative: a natural symmetrizer of this model is the hessian of the total energy \( e_1 \). The next matrix defines a symbolic-symmetrizer of the two-dimensional model — using the mapping \((2.13)\) — and it has been constructed from the Friedrichs-symmetrizer of the one-dimensional model:
\[
S_x(u, \gamma, u_0) = \begin{bmatrix}
\Delta \Gamma & \Delta (V_x - u_0 I_n) & 0 \\
\Delta (V_x - u_0 I_n) & \Delta H & 0 \\
0 & 0 & \Delta H
\end{bmatrix},
\]
where \( \Delta := \text{diag}(\alpha_{n,1}, \ldots, \alpha_{n,n-1}, 1) \) and \( u_0 \in \mathbb{R} \) is a parameter, which will be chosen in order to simplify the calculus.

Remark: If \( u_0 = 0 \), the matrix
\[
\begin{bmatrix}
\Delta \Gamma & \Delta (V_x - u_0 I_n) \\
\Delta (V_x - u_0 I_n) & \Delta H
\end{bmatrix},
\]
is exactly the hessian of the total energy \( e_1 \).

Moreover, we introduce the \( 3n \times 3n \) symmetric matrix \( S^0_x(h, \gamma) \) defined by
\[
S^0_x(h, \gamma) := \begin{bmatrix}
\Delta \Gamma & 0 & 0 \\
0 & \Delta H & 0 \\
0 & 0 & \Delta H
\end{bmatrix},
\]
and prove the next lemma.

**Lemma 2.10.** Let \((h, \gamma) \in \mathbb{R}^n_+ \times \mathbb{R}^{n-1}_+ \). \( S^0_x(h, \gamma) \) is positive-definite if and only if
\[
\left\{
\begin{array}{ll}
h_i > 0, & \forall i \in [1, n], \\
1 > \gamma_i > 0, & \forall i \in [1, n - 1].
\end{array}
\right.
\]

Proof. First of all, it is clear \( S^0_x(h, \gamma) \) is positive-definite if and only if \( \Delta \Gamma \) and \( \Delta H \) are positive-definite. Then, as \( \Delta H := \text{diag}(\alpha_{n,i}, h_i) \), it is positive-definite if and only if
\[
\forall i \in [1, n], \quad \alpha_{n,i} h_i > 0.
\]

Moreover, using the Sylvester’s criterion, \( \Delta \Gamma := \left[ \alpha_{n,\text{min}(i,j)} \right]_{(i,j) \in \{1,n\}^2} \) is positive-definite if and only if all the leading principal minors are strictly positive:
\[
\forall k \in [1, n], \quad m_k := \det(\alpha_{n,\text{min}(i,j)})_{(i,j) \in \{1,k\}^2} > 0.
\]
Let $k \in [1, n]$, performing the following elementary operations on the columns of $\det(\Delta \Gamma)$:

\[
\forall \; i \in [1, n - 1], \; C_i(\Delta \Gamma) \leftrightarrow C_i(\Delta \Gamma) - C_{i + 1}(\Delta \Gamma),
\]

and expanding this determinant along the 1st line, we deduce the expression of $m_k$:

\[
\begin{cases}
    m_k = \alpha_{n,1}, & \text{if } k = 1, \\
    m_k = \alpha_{n,1} \prod_{i=1}^{k-1} (\alpha_{n,i+1} - \alpha_{n,i}), & \text{if } k \in [2, n].
\end{cases}
\]

Consequently, it is obvious that

\[
\forall k \in [1, n], \; m_k > 0 \iff \begin{cases}
    \alpha_{n,1} > 0, \\
    \alpha_{n,k+1} - \alpha_{n,k} > 0, \; \forall \; k \in [2, n].
\end{cases}
\]

As for all $k \in [1, n]$, $\alpha_{n,k} := \frac{\rho_n}{\rho_n}$ and $\rho_n$ is assumed strictly positive, $S_x^0$ is positive-definite if and only if conditions (2.17) are verified. \[\Box\]

Finally, using lemmata 2.9–2.10 we can prove the theorem 2.8. One can check that $S_x(u, \gamma, u_0)$ and $S_x(u, \gamma, u_0)A_x(u, \gamma)$ are unconditionally symmetric:

\[
S_x(u, \gamma, u_0)A_x(u, \gamma) := 
\begin{bmatrix}
\Delta \Gamma(2V_x - u_0 l_n) & S_x^1(u, \gamma, u_0) & 0 \\
S_x^2(u, \gamma, u_0) & \Delta H(2V_x - u_0 l_n) & 0 \\
0 & 0 & \Delta HV_x
\end{bmatrix},
\]

where $S_x^i(u, \gamma, u_0) := \Delta (\Gamma h + (V_x - u_0 l_n) \partial_x h)$. As we need to chose a reference velocity $u_0$, we decide to set $u_0 := \bar{u}$, the average velocity. Moreover, if $(u, \gamma) \in \mathcal{H}^s(\mathbb{R}^2) \times \mathbb{R}^*_+ n^{-1}$ are such that

\[
\begin{cases}
    u_i(X) = \bar{u}(X), & \forall X \in \mathbb{R}^2, \; \forall i \in [1, n], \\
    \inf_{X \in \mathbb{R}^2} h_i(X) > 0, & \forall i \in [1, n], \\
    1 > \gamma_i > 0, & \forall i \in [1, n - 1],
\end{cases}
\]

then, $S_x(u, \gamma, \bar{u}) = S_x^0(h, \gamma)$ and, according to the lemma 2.10

\[
\forall X \in \mathbb{R}^2, \; S_x(u(X), \gamma, \bar{u}(X)) > 0.
\]

Then, if $(u, \gamma)$ verifies

\[
\begin{cases}
    \inf_{X \in \mathbb{R}^2} h_i(X) > 0, & \forall i \in [1, n], \\
    1 > \gamma_i > 0, & \forall i \in [1, n - 1],
\end{cases}
\]

as all the eigenvalues of $S_x(u, \gamma, \bar{u})$ depend continuously on the parameter $u$, the matrix $S_x(u, \gamma, \bar{u})$ remains positive-definite if $u_i - \bar{u}$ is sufficiently small, for all $i \in [1, n]$: this insures the existence of the sequence $(\delta_i(h, \gamma))_{i \in [1, n]} \subset \mathbb{R}_+^*$ such that

\[
\forall i \in [1, n], \; \inf_{X \in \mathbb{R}^2} \delta_i(h(X), \gamma) - |u_i(X) - \bar{u}(X)|^2 > 0 \Rightarrow S_x(u(X), \gamma, \bar{u}(X)) > 0.
\]

Moreover, these quantities depend only on the parameters of $S_x^0(h, \gamma)$: $h$ and $\gamma$. In order to use the lemma 2.9 we remark that if for all $\theta \in [0, 2\pi]$

\[
\inf_{X \in \mathbb{R}^2} \delta_i(h(X), \gamma) - [\cos(\theta)(u_i(X) - \bar{u}(X)) - \sin(\theta)(\nu_i(X) - \bar{v}(X))]^2 > 0
\]
then,
\[(2.29)\]
\[\forall (X, \theta) \in \mathbb{R}^2 \times [0, 2\pi], \quad S_x(P(\theta)u(X), \gamma, P(\theta)\bar{u}(X)) > 0.\]

As this last condition must be verified for all \(\theta \in [0, 2\pi]\) and
\[(2.30)\]
\[\forall (\alpha, \beta) \in \mathbb{R}^2, \quad \max_{\theta \in [0, 2\pi]} [\cos(\theta)\alpha + \sin(\theta)\beta]^2 = \alpha^2 + \beta^2,\]

then, if \((u^0, \gamma)\) is such that
\[(2.31)\]
\[\inf_{X \in \mathbb{R}^2} \delta_i(h(X), \gamma) - |u_i(X) - \bar{u}(X)|^2 - |v_i(X) - \bar{v}(X)|^2 > 0,\]

then, \(S_x(P(\theta)u(X), \gamma, P(\theta)\bar{u}(X))\) is positive-definite for all \(\theta \in [0, 2\pi]\).

Finally, using the lemma 2.9, if \((u^0, \gamma) \in \mathcal{H}^s(\mathbb{R}^2) \times [0, 1]^{n-1}\) verifies conditions \((2.10)\), the mapping
\[(2.32)\]
\[S : (u, \gamma, \theta) \mapsto P(\theta)^{-1}S_x(P(\theta)u, \gamma)P(\theta)\]

is a symbolic-simmetrizer and, according to the proposition 2.5, the Cauchy problem, associated with \((1.10)\) and the initial data \(u^0\), is hyperbolic, locally well-posed in \(\mathcal{H}^s(\mathbb{R}^2)^{3n}\) and the unique solution verifies conditions \((2.5)\).

To conclude, considering \(\gamma \in [0, 1]^{n-1}\) and \(s > 2\), we define \(S^*_x \subset \mathcal{H}^s(\mathbb{R}^2)^{3n}\), an open subset of initial conditions such that the model \((1.10)\) is symmetrizable:
\[(2.33)\]
\[S^*_x := \{ u^0 \in \mathcal{H}^s(\mathbb{R}^2)^{3n} / u^0 \text{ verifies conditions } (2.10) \}.\]

Remark: The condition of symmetrizability expressed in \([20]\), with the multi-layer shallow water model with free surface in one dimension, is a little different from \((2.10)\). Indeed, there is no need of a velocity reference but even if it seems to be a weaker criterion, it is not possible to assure it, as there is no explicit estimations of this criterion.

### 2.5. Lower bounds of \(\delta_i\)

In this subsection, we do not estimate exactly the sequence \((\delta_i(h, \gamma))_{i \in [1, n]} \subset \mathbb{R}^*_+\), but a lower bound of each element \(\delta_i(h, \gamma)\). The proof is based on the next proposition, where \(\lambda^{\min}\) and \(\lambda^{\max}\) denote respectively the smallest and the largest eigenvalues.

**Proposition 2.11.** Let \(S_n(\mathbb{R})\) the space-vector of \(n \times n\) symmetric matrices, with real coefficients. Then, \(\lambda^{\min} : S_n(\mathbb{R}) \rightarrow \mathbb{R}\) is a concave function and \(\lambda^{\max} : S_n(\mathbb{R}) \rightarrow \mathbb{R}\) is a convex one:
\[(2.34)\]
\[\forall (A, B) \in S_n(\mathbb{R})^2, \quad \begin{cases} 
\lambda^{\min}(A + B) \geq \lambda^{\min}(A) + \lambda^{\min}(B), \\
\lambda^{\max}(A + B) \leq \lambda^{\max}(A) + \lambda^{\max}(B), 
\end{cases}\]

Using this last proposition, we can extract conditions which maintain \(S_x(u, \gamma, \bar{u})\) positive-definite.

**Proposition 2.12.** Let \(\gamma \in [0, 1]^{n-1}\) and \(h \in \mathbb{R}_+^{n}\). Then, \(\lambda^{\min}(S^0_x(h, \gamma)) > 0\) and a lower bound of \(\delta_i(h, \gamma)\), for every \(i \in [1, n]\), is
\[(2.35)\]
\[\delta_i(h, \gamma) \geq \left( \frac{\lambda^{\min}(S^0_x(h, \gamma))}{\alpha_{n,t}} \right)^2\]
\textbf{Proof.} We remind that \((\delta_i(h, \gamma))_{i \in \mathbb{N}_0}\) is the sequence that remains \(S_x(u, \gamma, \bar{u})\) positive-definite (i.e. \(\lambda_{\min}(S_x(u, \gamma, \bar{u})) > 0\)). We decompose \(S_x(u, \gamma, \bar{u}) = S_x^0(h, \gamma) + S_x(u, \gamma, \bar{u}) - S_x^0(h, \gamma)\). Then, according to the proposition 2.11, a condition to insure \(S_x(u, \bar{u})\) positive-definite is

\begin{equation}
\lambda_{\min}(S_x^0(h, \gamma)) + \lambda_{\min}(S_x(u, \gamma, \bar{u}) - S_x^0(h, \gamma)) > 0.
\end{equation}

As the spectrum of \(S_x(u, \gamma, \bar{u}) - S_x^0(h, \gamma)\) is explicit

\begin{equation}
\sigma(S_x(u, \gamma, \bar{u}) - S_x^0(h, \gamma)) = (\pm \alpha_{n,i}(u_i - \bar{u}))_{i \in [1, n]},
\end{equation}

it is obvious that \(\lambda_{\min}(S_x(u, \gamma, \bar{u}) - S_x^0(h, \gamma)) = -\max_{j \in [1, n]}(\alpha_{n,j}|u_j - \bar{u}|)\) and the matrix \(S_x(u, \gamma, \bar{u})\) remains positive-definite if

\begin{equation}
\forall i \in [1, n], \quad \lambda_{\min}(S_x^0(h, \gamma)) \geq \alpha_{n,i}|u_i - \bar{u}|.
\end{equation}

Finally, the lower bound of \(\delta_i(h, \gamma)\), for \(i \in [1, n]\), is straightforward obtained with the definition of \(\delta_i(h, \gamma)\) in theorem 2.3

As the lower bound 2.36 is not explicit in \(h\) and \(\gamma\), we give, in the next proposition, an explicit lower bound of \(\delta_i(h, \gamma)\), for \(i \in [1, n]\).

\textbf{Proposition 2.13.} Let \(\gamma \in [0, 1]^{n-1}\) and \(h \in \mathbb{R}_+^n\). A lower bound of \(\delta_i(h, \gamma)\), for \(i \in [1, n]\), is

\begin{equation}
\delta_i(h, \gamma) \geq \frac{1}{(\alpha_{n,i}(h, \gamma))^2}
\end{equation}

where

\begin{equation}
a(h, \gamma) := \max \left( \left( \frac{\alpha_{n,2}}{\alpha_{n,1}} + 1 \right)^{p_1} \right) \left( \left( \frac{\alpha_{n,2}}{\alpha_{n,1}} + 1 \right)^{p_1} \right) \max_{k \in [1, n-2]} \left( \max_{i \in [1, n]} (\alpha_{n,i}^{-1}h_i^{-1}) \right),
\end{equation}

and for all \(k \in [1, n-1]\), \(p_k := \frac{1}{\alpha_{n,k+1} - \alpha_{n,k}} = \frac{\rho_i}{\rho_{i+1} - \rho_i}\).

\textbf{Proof.} First, in order to provide an explicit lower bound of \(\lambda_{\min}(S_x^0(h, \gamma))\), an upper bound of the spectral radius of \(S_x^0(h, \gamma)^{-1}\) is sufficient and is proved in the next lemma.

\textbf{Lemma 2.14.} Let \(\gamma \in [0, 1]^{n-1}\) and \(h \in \mathbb{R}_+^n\). Then, the next inequality is verified

\begin{equation}
\lambda_{\max}(S_x^0(h, \gamma)^{-1}) \leq a(h, \gamma).
\end{equation}

\textbf{Proof.} We remind \(S_x^0(h, \gamma)^{-1}\) is positive-definite under conditions 2.17. Then, the inverse of \(S_x^0(h, \gamma)\) is

\begin{equation}
S_x^0(h, \gamma)^{-1} := \begin{bmatrix}
\Delta^{-1} - 1^{-1} & 0 \\
0 & \Delta^{-1} - 1^{-1} \\
0 & 0
\end{bmatrix},
\end{equation}

where \(\Delta^{-1} - 1^{-1} = \text{diag}(\alpha_{n,1}^{-1}h_1^{-1}, \ldots, \alpha_{n,n-1}^{-1}h_{n-1}^{-1}, h_n^{-1})\). Moreover, one can verify that \(\Delta^{-1} - 1^{-1}\) is a \(n\)-Toeplitz symmetric matrix (i.e. a tridiagonal symmetric matrix), defined by \(\mathbf{p}_1 \in \mathbb{R}^n\) on the diagonal and \(\mathbf{p}_2 \in \mathbb{R}^{n-1}\) just above and below this diagonal, with

\begin{equation}
\begin{bmatrix}
\mathbf{p}_1 := \top \\
\mathbf{p}_2 := \top
\end{bmatrix}
\begin{bmatrix}
\alpha_{n,2}^{-1}p_1, p_1 + p_2, p_2 + p_3, \ldots, p_{n-2} + p_{n-1}, p_{n-1}
\end{bmatrix},
\end{equation}

\begin{equation}
\begin{bmatrix}
\mathbf{p}_1 := \top \\
\mathbf{p}_2 := \top
\end{bmatrix}
\begin{bmatrix}
-\rho_1, -\rho_2, \ldots, -\rho_{n-1}
\end{bmatrix}.
\end{equation}
Then, using the Gershgorin’s theorem, there exists $k \in [1, n]$ such that
\begin{equation}
\lambda^{\text{max}}(\Delta^{-1} \Gamma^{-1}) \in \mathcal{D}_k(\Delta^{-1} \Gamma^{-1}),
\end{equation}
with the subsets $(\mathcal{D}_k)_{k \in [1, n]} \subset \mathbb{C}$ defined by
\begin{equation}
\forall k \in [1, n], \forall A := [a_{i,j}]_{(i,j) \in [1, n]^2}, \mathcal{D}_k(A) := \left\{ z \in \mathbb{C}, |z - A_{k,k}| \leq \sum_{j \neq k} |A_{k,j}| \right\}.
\end{equation}

Then, as $\Delta^{-1} \Gamma^{-1}$ is symmetric, real and positive-definite, $\lambda^{\text{max}}(\Delta^{-1} \Gamma^{-1}) \in \mathbb{R}^+_\lambda$ and using the tridiagonal structure of $\Delta^{-1} \Gamma^{-1}$
\begin{equation}
\lambda^{\text{max}}(\Delta^{-1} \Gamma^{-1}) \leq a_1(h, \gamma),
\end{equation}
with $a_1(h, \gamma) := \max \left( \left( \frac{\alpha_{n,2}}{\alpha_{n,1}} + 1 \right) p_1, 2p_{n-1}, 2 \max_{k \in [1, n-2]} (p_k + p_{k+1}) \right)$. Finally, as we have for all $i \in [1, n-1]$, $\gamma_i \in [0, 1]$, it implies that
\begin{equation}
\forall i \in [1, n-1], \ p_i > 0.
\end{equation}
Consequently, the inequality (2.41) is proved, using the structure of $S^0_x(h, \gamma)^{-1}$:
\begin{equation}
\lambda^{\text{max}}(S^0_x(h, \gamma)^{-1}) \leq \max \left( \left( \frac{\alpha_{n,2}}{\alpha_{n,1}} + 1 \right) p_1, 2 \max_{k \in [1, n-2]} (p_k + p_{k+1}), \max_{i \in [1, n]} \left( \frac{\alpha_{n,i}^{-1} h_i^{-1}}{\alpha_{n,1}} \right) \right),
\end{equation}
and $a(h, \gamma)$ is an explicit upper bound of $\lambda^{\text{max}}(S^0_x(h, \gamma)^{-1})$. Finally, we can prove the explicit lower bound (2.39). As $S^0_x(h, \gamma)$ is positive-definite if $\gamma \in [0, 1]^{n-1}$ and $h \in \mathbb{R}^+_\lambda^n$, its smallest eigenvalue is the inverse of the greatest eigenvalue of $S^0_x(h, \gamma)^{-1}$. Then, according to the lemma 2.14
\begin{equation}
\lambda^{\text{min}}(S^0_x(h, \gamma)) \geq \frac{1}{a(h, \gamma)},
\end{equation}
and using the proposition 2.12 the explicit lower bound (2.39) of $\delta_i(h, \gamma)$ is insured.

Remark: The lower bound (2.39) is explicit but rougher than the lower bound (2.35). However, the main loss was due to the concave-inequality (2.36).

3. Hyperbolicity of particular cases. According to the previous section, the system (1.10), with initial data $u^0 \in \mathcal{H}^s(\mathbb{R}^2)^{3n}$, $s > 2$, is hyperbolic if $u^0 \in S^*_x$. However, this was just a sufficient condition of hyperbolicity. The aim of this section is to analyse the eigenstructure of particular cases and to obtain an explicit criterion of hyperbolicity (i.e. weaker than the lower bound of $\delta_i(h(X), \gamma)$ in (2.39), for one $i_0 \in [1, n]$). This will provide another necessary criterion for initial conditions to be in the set of hyperbolicity of the model (1.10): $\mathcal{H}_\gamma$, defined by
\begin{equation}
\mathcal{H}_\gamma := \{ u^0 \in L^2(\mathbb{R}^2)^{3n} / u^0 \text{ verifies conditions (2.2) } \}
\end{equation}
To succeed, $\gamma \in [0, 1]^{n-1}$ is set and only for one $i_0 \in [1, n]$, the asymptotic case $1 - \gamma_{i_0} \rightarrow 0$ is studied, in order to extract the criterion of hyperbolicity. The technique is based on the analysis performed for the two-layer model in [30].
3.1. Eigenstructure of $A(u, \gamma, \theta)$. Using the rotational invariance \((1.16)\), the eigenstructure of $A(u, \gamma, \theta)$ is deduced from the one of $A_x(u, \gamma)$.

Moreover, as the eigenstructure of $A_x(u, \gamma)$ will be analyzed, the canonical basis of $\mathbb{R}^{3n}$ will be necessary and denoted by $\{e_i\}_{i \in [1, 3n]}$. For every eigenvalue $\lambda \in \sigma(A_x(u, \gamma))$, the associated eigenspace will be noted $E_{\lambda}(u, \gamma) := \ker(A_x(u, \gamma) - \lambda I_{3n})$; the geometric multiplicity will be denoted by $\mu_{\lambda}(u, \gamma) := \dim E_{\lambda}(u, \gamma)$; the associated right eigenvector will be noted $\gamma^x_{\lambda}(u, \gamma)$ and the left one $\bar{\gamma}^x_{\lambda}(u, \gamma)$. First, we prove the next proposition:

**Proposition 3.1.** The characteristic polynomial of $A_x(u, \gamma)$ is equal to

\[
\det(A_x(u, \gamma) - \lambda I_{3n}) = \det(M_x(\lambda, u, \gamma)) \prod_{i=1}^{n}(u_i - \lambda),
\]

where the $n \times n$ matrix $M_x(\lambda, u, \gamma) := (V_x - \lambda I_n)^2 - \Gamma H$

**Proof.** First of all, according to the block-structure of $A_x(u, \gamma)$, it is clear that

\[
\det(A_x(u, \gamma) - \lambda I_{3n}) = \det(A^1_x(u, \gamma) - \lambda I_{2n}) \prod_{i=1}^{n}(u_i - \mu),
\]

where the $2n \times 2n$ matrix $A^1_x(u, \gamma)$ is defined by

\[
A^1_x(u, \gamma) := \left[ \begin{array}{c|c} V_x & H \\ \hline \bar{V}_x & \end{array} \right].
\]

Then, as all the blocks of $A^1_x(u, \gamma)$ commute, the characteristic polynomial of $A^1_x(u, \gamma)$ is equal to $\det(M_x(\lambda, u, \gamma))$. \[\square\]

According to the expression of the characteristic polynomial of $A_x(u, \gamma)$ in (3.2), we denote the spectrum of this matrix by

\[
\sigma(A_x(u, \gamma)) := (\lambda^\pm_i(u, \gamma))_{i \in [1, n]} \cup (\lambda_{2n+i}(u, \gamma))_{i \in [1, n]},
\]

where $(\lambda^\pm_i(u, \gamma))_{i \in [1, n]} := \sigma(A^1_x(u, \gamma))$ and

\[
\forall i \in [1, n], \lambda_{2n+i}(u, \gamma) := u_i.
\]

**Remarks:**

1) Using the rotational invariance \((1.16)\), the spectrum of $A(u, \gamma, \theta)$ will be

\[
\sigma(A(u, \gamma, \theta)) := (\lambda^\pm_i(P(\theta)u, \gamma))_{i \in [1, n]} \cup (\lambda_{2n+i}(P(\theta)u, \gamma))_{i \in [1, n]}.
\]

2) The eigenvalues $(\lambda^\pm_i(u, \gamma))_{i \in [1, n-1]}$ will be called the baroclinic eigenvalues and $\lambda^\pm_i(u, \gamma)$ will be called the barotropic eigenvalues.

As the eigenstructure associated to $(\lambda_{2n+i}(u, \gamma))_{i \in [1, n]}$ is entirely known

\[
\forall i \in [1, n], \begin{cases} \gamma^x_{\lambda_{2n+i}}(u, \gamma) = e_{2n+i}, \\ \bar{\gamma}^x_{\lambda_{2n+i}}(u, \gamma) = \bar{e}_{2n+i}, \end{cases}
\]

the following study is only focused on $\sigma(A^1_x(u, \gamma))$. Moreover, as

\[
M_x(\lambda, u, \gamma) = (V_x - \bar{u}I_n - (\lambda - \bar{u})I_n)^2 - \Gamma H,
\]

the analysis will be performed with the rescaling

\[
\forall i \in [1, n], \begin{cases} \lambda^\pm_i := \lambda^\pm_i - \bar{u}, \bar{u}_i := u_i - \bar{u}. \end{cases}
\]

In this part, we will remove the $\bar{u}$ and we consider $u$ such that $\bar{u} = 0$. In the following study, we set $f_n : \mathbb{R} \times \mathbb{R}^{3n} \times \mathbb{R}^{n-1} \to \mathbb{R}$ such that

\[
\forall(\lambda, u, \gamma) \in \mathbb{R} \times \mathbb{R}^{3n} \times \mathbb{R}^{n-1}, f_n(\lambda, u, \gamma) := \det(M_x(\lambda, u, \gamma))
\]
3.2. A 1st case: the single-layer model. The single-layer model with free surface is characterized by \((u, \gamma) = (u^0, \gamma^0)\), where \(u^0\) and \(\gamma^0\) are defined by

\[
\forall i \in [1, n - 1], \begin{cases}
    u_i = u_{i+1} = 0 \\
    \gamma_i = 1.
\end{cases}
\]

In that case, the spectrum of \(A_x^1(u^0, \gamma^0)\) is always real and is such that

\[
\begin{align*}
    \lambda_i^\pm(u^0, \gamma^0) &= \lambda_0, & \forall i \in [1, n - 1], \\
    \lambda_i^\pm(u^0, \gamma^0) &= \pm \sqrt{H},
\end{align*}
\]

where \(\lambda_0 := 0\). The geometric multiplicity associated to \(\lambda_0\) and \(\lambda_i^\pm\) are respectively \(\mu_\lambda = n - 1\) and \(\mu_\lambda = 1\). The eigenvectors associated to this spectrum are

\[
\forall i \in [1, n - 1], \begin{cases}
    r_x^\pm(u^0, \gamma^0) = e_i - e_{i+1}, \\
    l_x^\pm(u^0, \gamma^0) = \top e_{n+i} - \top e_{n+i+1},
\end{cases}
\]

\[
\begin{align*}
    r_x^\pm(u^0, \gamma^0) &= \sum_{k=1}^{n} e_{n+k} \pm \frac{H}{\sqrt{H}} e_k \\
    l_x^\pm(u^0, \gamma^0) &= \sum_{k=1}^{n} \top e_k \pm \frac{H}{\sqrt{H}} e_{n+k}.
\end{align*}
\]

To conclude, in the single-layer case, the model is hyperbolic but there is no eigenbasis of \(\mathbb{R}^{3n}\).

3.3. A 2nd case: the merger of two layers. The merger of two layers is characterized by the equality of the parameters of two neighboring layers: \(i \in [1, n - 1]\) such that \((u, \gamma) = (u^i, \gamma^i)\), where \(u^i\) and \(\gamma^i\) are defined by

\[
\begin{align*}
    \forall j \in [1, n] \setminus \{i\}, \\
    0 < \gamma_j < 1, \quad \forall j \in [1, n - 1] \setminus \{i\},
\end{align*}
\]

and for \(i \in [1, n - 1]\),

\[
\begin{cases}
    u_i = u_{i+1} \\
    \gamma_i = 1.
\end{cases}
\]

Then, according to theorem 2.8, it is hyperbolic and the spectrum of \(A_x^i(u^i, \gamma^i)\) is always a subset of \(\mathbb{R}\). However there is no recursive method nor explicit expression to determine entirely this spectrum. Moreover, as the next equality on the columns is obvious,

\[
C_i \left(A_x^i(u^i, \gamma^i) - u_i I_{2n}\right) = C_{i+1} \left(A_x^i(u^i, \gamma^i) - u_i I_{2n}\right),
\]

there is only one trivial value for the eigenvalues \(\lambda_i^\pm = u_i\). And for this eigenvalues, the eigenvectors associated are

\[
\begin{align*}
    r_x^\pm(u^i, \gamma^i) &= e_i - e_{i+1}, \\
    l_x^\pm(u^i, \gamma^i) &= \top e_{n+i} - \top e_{n+i+1},
\end{align*}
\]

To conclude, as in the previous case, the model, with the merger of two layer, remains hyperbolic but there is no eigenbasis of \(\mathbb{R}^{3n}\).
3.4. The asymptotic expansion of the merger of two layers. With the same notations as the previous subsection, we consider the merger of two layers: there exists $i \in [1, n - 1]$, such that conditions (3.16) and (3.17) are verified. As it was explained before, the eigenvalue $\lambda_i^\pm(u, \gamma)$ is explicit but does not provide two distinct eigenvalues associated to the interface $i$, in order to get two distinct right eigenvectors. Indeed, proving the existence of two distinct right eigenvectors would be a first step to prove the diagonalizability of the matrix $A(u, \gamma, \theta)$ in order to apply proposition 2.7.

Proposition 3.2. Let $i \in [1, n - 1]$, $(u, \gamma) \in \mathbb{R}^{3n} \times [0, 1]^{n-1}$ such that $1 - \gamma_i$ and $(u_j)_{j \in [1,n]}$ are sufficiently small. Then, an expansion of $\lambda_i^\pm(u, \gamma)$ is

\[
\lambda_i^\pm(u, \gamma) = \frac{u_{h_{i+1}} + u_{i+1} h}{h_{i+1} h_i} \pm \frac{h_{i+1} h_i}{h_{i+1} + h_i} \left( 1 - \gamma_i - \frac{(u_{i+1} - u_i)^2}{h_{i+1} h_i} \right)^{1/2} + \mathcal{O}(1 - \gamma_i, (u_j^2)_{j \in [1,n]}).
\]

Proof. In order to obtain an asymptotic expansion of $\lambda_i^\pm$, we perform a 2nd order Taylor expansion of $f_n$, about a state mixing the two cases analyzed in §3.2 and §3.3.

\[
\begin{cases}
\lambda = 0, \\
u = u^0, \\
\gamma = \gamma^i
\end{cases}
\]

Then, we have

\[
f_n(\lambda, u, \gamma) = f_n(0, u^0, \gamma^i) + \lambda \frac{\partial f_n}{\partial \lambda}(0, u^0, \gamma^i) + (\gamma_i - 1) \frac{\partial f_n}{\partial \gamma_i}(0, u^0, \gamma^i)
\]

\[
+ \sum_{j=1}^{n} u_j \frac{\partial f_n}{\partial u_j}(0, u^0, \gamma^i) + \frac{1}{2} \lambda^2 \frac{\partial^2 f_n}{\partial \lambda^2}(0, u^0, \gamma^i)
\]

\[
+ \sum_{j=1}^{n} \frac{1}{2} u_j^2 \frac{\partial^2 f_n}{\partial u_j^2}(0, u^0, \gamma^i) + \frac{3}{2} (\gamma_i - 1)^2 \frac{\partial^2 f_n}{\partial \gamma_i^2}(0, u^0, \gamma^i)
\]

\[
+ \sum_{j=1}^{n} \frac{u_j}{2} \frac{\partial^2 f_n}{\partial u_j \partial \lambda}(0, u^0, \gamma^i) + (\gamma_i - 1) \frac{\partial^2 f_n}{\partial u_j \partial \gamma_i}(0, u^0, \gamma^i)
\]

\[
+ \frac{1}{2} u_j u_k \frac{\partial^2 f_n}{\partial u_j \partial u_k}(0, u^0, \gamma^i) + \lambda \frac{\partial^2 f_n}{\partial \gamma_i \partial \gamma_i}(0, u^0, \gamma^i) + \mathcal{O}(\lambda^2, 1 - \gamma_i, (u_j^2)_{j \in [1,n]}),
\]

To calculate all these derivatives, we use the following lemmata:

Lemma 3.3. Let $\gamma \in [0, 1]^{n-1}$ and $h \in \mathbb{R}_{+}^n$, then

\[
f_n(0, u^0, \gamma) = (-1)^n h \prod_{i=1}^{n-1} h_i (1 - \gamma_i)
\]

Proof. First, we perform the next operations to the columns of $M_x(\lambda, u^0, \gamma)$: for all $k \in [1, n - 1]$

\[
C_k(M_x(\lambda, u^0, \gamma)) \leftarrow C_k(M_x(\lambda, u^0, \gamma)) - C_{k+1}(M_x(\lambda, u^0, \gamma))
\]
Finally, with an expansion of the determinant obtained, about the 1st line, the lemma 3.3 is proved. □

In the next lemma, for \( k \in [1, n - 1] \), we denote by \( M^k_x(\lambda, u, \gamma) \), the \( n - 1 \times n - 1 \) matrix obtained with \( M_x(\lambda, u, \gamma) \) with the \( k \)th column and \( k \)th line removed; and by \( f^k_n : \mathbb{R} \times \mathbb{R}^{3n} \times \mathbb{R}^{n-1} \rightarrow \mathbb{R} \) such that \( f^k_n(\lambda, u, \gamma) \) is the \( k \)th first minor of \( M_x(\lambda, u, \gamma) \)

\[
f^k_n(\lambda, u, \gamma) := \det (M^k_x(\lambda, u, \gamma)).
\]

**Lemma 3.4.** Let \( k \in [1, n] \), \( \gamma \in [0, 1]^{n-1} \) and \( h \in \mathbb{R}^n_+ \), then

\[
f^k_n(0, u^0, \gamma) = f_{n-1}(0, u^0(k), \gamma(k)),
\]

where \( u^0(k) \in \mathbb{R}^{3n-3} \) is the vector \( u^0 \), where \( h_k, u_k \) and \( v_k \) have been removed; and \( \gamma(k) \in \mathbb{R}^{n-1} \) is defined by

\[
\gamma(k) := \begin{cases} \gamma(2, \ldots, \gamma_{n-1}), & \text{if } k = 1, \\ \gamma(1, \ldots, \gamma_{k-2}, \gamma_{k-1} \gamma_k, \gamma_{k+1}, \ldots, \gamma_{n-1}), & \text{if } k \in [2, n-1], \\ \gamma(1, \ldots, \gamma_{n-2}), & \text{if } k = n. 
\end{cases}
\]

Then, the lemma 3.4 is straightforward deduced, as a direct application of the lemma 3.3 □

Furthermore, using the lemma 3.3 and reminding that \( \gamma^i \) is defined such that \( \gamma_i = 1 \), then it is clear that

\[
f_n(0, u^0, \gamma^i) = 0.
\]

Consequently, all the derivatives of the 2nd order Taylor expansion of \( f_n \), about the state \( \lambda = 0, u = u^0 \) and \( \gamma = \gamma^i \), are deduced from the particular structure of \( M_x(\lambda, u^0, \gamma^i) \) and lemmata 3.3 and 3.4.

**Lemma 3.5.** The 1st order partial derivatives are such that

\[
\begin{align*}
\frac{\partial f_n}{\partial \lambda}(0, u^0, \gamma^i) & = 0, \\
\frac{\partial f_n}{\partial u_j}(0, u^0, \gamma^i) & = 0, \\
\frac{\partial f_n}{\partial \gamma_j}(0, u^0, \gamma^i) & = (-1)^{n+1} h_n h_i \prod_{j=1, j \neq i}^{n-1} h_j (1 - \gamma_j).
\end{align*}
\]

**Proof.**

\[
\begin{align*}
\frac{\partial f_n}{\partial \lambda}(\lambda, u, \gamma) & = \sum_{k=1}^{n} -2(u_k - \lambda) f^k_n(\lambda, u, \gamma), \\
\frac{\partial f_n}{\partial u_j}(\lambda, u, \gamma) & = 2(u_j - \lambda) f^j_n(\lambda, u, \gamma), \\
\frac{\partial f_n}{\partial \gamma_j}(\lambda, u, \gamma) & = 0, \quad \forall j \in [1, n].
\end{align*}
\]

and, according to the definition of \( u^0 \) in 3.12: \( \forall k \in [1, n], u_k = 0 \), it is straightforward to prove the two 1st derivatives:

\[
\begin{align*}
\frac{\partial f_n}{\partial \lambda}(0, u^0, \gamma^i) & = 0, \\
\frac{\partial f_n}{\partial u_j}(0, u^0, \gamma^i) & = 0, \quad \forall j \in [1, n].
\end{align*}
\]
The 3rd one is obtained remarking that in each column of $\mathbf{M}_x(\lambda, \mathbf{u}, \gamma)$, the terms in $\gamma$ are not correlated with the terms in $\lambda$ and $\mathbf{u}$. Then, the result is proved, applying the lemma 3.3. □

**Lemma 3.6.** The 2nd order partial derivatives are

\[
\begin{align*}
\frac{\partial^2 f_n}{\partial \lambda \partial x}(0, \mathbf{u}^0, \gamma^i) &= 0, \\
\frac{\partial^2 f_n}{\partial \lambda \partial x_i}(0, \mathbf{u}^0, \gamma^i) &= 0, \\
\frac{\partial^2 f_n}{\partial x_i \partial x_j}(0, \mathbf{u}^0, \gamma^i) &= 0, \\
\frac{\partial^2 f_n}{\partial x_i^2}(0, \mathbf{u}^0, \gamma^i) &= 0, \\
\frac{\partial^2 f_n}{\partial \lambda \partial \gamma^i}(0, \mathbf{u}^0, \gamma^i) &= 0, \\
\frac{\partial^2 f_n}{\partial x_i \partial \gamma^i}(0, \mathbf{u}^0, \gamma^i) &= 0, \\
\frac{\partial^2 f_n}{\partial \gamma^i \partial \gamma^j}(0, \mathbf{u}^0, \gamma^i) &= 0, \\
\frac{\partial^2 f_n}{\partial \gamma^i \partial \gamma^j}(0, \mathbf{u}^0, \gamma^i) &= 0, \\
\frac{\partial^2 f_n}{\partial \gamma^i \partial \gamma^j}(0, \mathbf{u}^0, \gamma^i) &= 0, \\
\end{align*}
\]

\begin{equation}
(3.32)
\end{equation}

where $\kappa_i := 2(-1)^{n-1} \prod_{j=1}^{n} h_j \prod_{j=i+1}^{n-1} (1 - \gamma_j).

Proof. We note that

\[
\frac{\partial^2 f_n}{\partial \lambda^2}(\lambda, \mathbf{u}, \gamma) = \sum_{k=1}^{n} 2 f_n^k(\lambda, \mathbf{u}, \gamma),
\]

\begin{equation}
(3.34)
\end{equation}

and as it was noticed before

\[
\begin{align*}
\frac{\partial^2 f_n}{\partial \gamma^i \partial \lambda}(\lambda, \mathbf{u}, \gamma) &= \frac{\partial^2 f_n}{\partial \gamma^i}(0, \mathbf{u}^0, \gamma), \\
\frac{\partial^2 f_n}{\partial \gamma^i \partial \gamma^j}(\lambda, \mathbf{u}, \gamma) &= 0, \\
\frac{\partial^2 f_n}{\partial \gamma^i \partial \gamma^j}(\lambda, \mathbf{u}, \gamma) &= 0,
\end{align*}
\]

\begin{equation}
(3.35)
\end{equation}

Moreover, according to the definition of $\gamma^i$ in \[3.16, 3.17\] and the expression of $f_n^j(0, \mathbf{u}^0, \gamma)$ in \[3.24\],

\begin{equation}
(3.36)
\end{equation}

the other derivatives are directly calculated. □

Using lemmata 3.3, 3.6 the 2nd order Taylor expansion of $f$, about the state \[3.24],

\begin{equation}
(3.37)
\end{equation}
Finally, as \( \kappa_i \neq 0 \), we apply the implicit function theorem and obtain the expression (3.20).

**Theorem 3.7.** Let \( i \in [1, n - 1] \), \((u, \gamma) \in \mathbb{R}^{3n} \times [0, 1]^{n-1} \) such that \( h > 0 \), and \( 1 - \gamma_i \), \((u_j)_{j \in [1, n]}\) and \((v_j)_{j \in [1, n]}\) are sufficiently small. Then, a necessary condition of hyperbolicity for the model (1.10) is

\[
(u_{i+1} - u_i)^2 + (v_{i+1} - v_i)^2 \leq (h_i + h_{i+1}) (1 - \gamma_i).
\]

**Proof.** To verify the hyperbolicity of the system (1.10), all the eigenvalues of \( A(u, \gamma, \theta) \) need to be real. According to the rotational invariance (1.16) and the proposition (3.2) if \( 1 - \gamma_i \), \((u_j)_{j \in [1, n]}\) and \((v_j)_{j \in [1, n]}\) are sufficiently small, the asymptotic expansion of \( \lambda_i^{\pm}(P(\theta)u, \gamma) \in \sigma(A(u, \gamma, \theta)) \) is

\[
\lambda_i^{\pm}(P(\theta)u, \gamma) = \cos(\theta) \frac{u_i h_{i+1} + u_{i+1} h_i}{h_i h_{i+1}} + \sin(\theta) \frac{v_i h_{i+1} + v_{i+1} h_i}{h_i h_{i+1}}
\]

\[
\pm \left[ \frac{h_i h_{i+1}}{h_i h_{i+1}} \left( 1 - \gamma_i - \frac{(\cos(\theta)(u_{i+1} - u_i) + \sin(\theta)(v_{i+1} - v_i))^2}{h_i h_{i+1}} \right) \right]^\frac{1}{2}
\]

\[
+ \mathcal{O}(1 - \gamma_i), (u_j)_{j \in [1, n]}.
\]

Then, as \( h_i > 0 \) for all \( i \in [1, n] \), a necessary condition to have \( \lambda_i^{\pm}(P(\theta)u, \gamma) \in \mathbb{R} \), for all \( \theta \in [0, 2\pi] \) is

\[
\forall \theta \in [0, 2\pi], \quad 1 - \gamma_i - \frac{(\cos(\theta)(u_{i+1} - u_i) + \sin(\theta)(v_{i+1} - v_i))^2}{h_i h_{i+1}} \geq 0.
\]

Finally, using (2.30), the necessary condition of hyperbolicity (3.33) is obtained. \( \square \)

With the asymptotic expansion (3.20), we can deduce an asymptotic expansion of the eigenvectors associated to \( \lambda_i^{\pm}(u, \gamma) \).

**Proposition 3.8.** Let \( i \in [1, n - 1]\), \((u, \gamma) \in \mathbb{R}^{3n} \times [0, 1]^{n-1} \) such that \( 1 - \gamma_i \) and \((|u_j|)_{j \in [1, n]}\) are sufficiently small. Then, the asymptotic expansion of the right eigenvector associated to \( \lambda_i^{\pm}(u, \gamma) \), with precision in \( \mathcal{O}((1 - \gamma_i), (u_j^2)_{j \in [1, n]}) \), is such that

\[
\begin{split}
 e_i^{\pm}(u, \gamma) &= e_i - e_i^{+} + \frac{u_i - u_{i+1}}{h_i h_{i+1}} (e_{n+i}^+ + e_{n+i+1}^-) \\
 &\quad + \left[ \frac{h_i h_{i+1}}{h_i h_{i+1}} \left( 1 - \gamma_i - \frac{(u_{n+i} - u_i)^2}{h_i h_{i+1}} \right) \right]^\frac{1}{2} \left( e_{n+i}^+ - e_{n+i+1}^- \right) \\
 &\quad + \mathcal{O}((1 - \gamma_i), (u_j^2)_{j \in [1, n]}),
\end{split}
\]

and the asymptotic expansion of the left eigenvector associated to \( \lambda_i^{\pm}(u, \gamma) \), with precision in \( \mathcal{O}((1 - \gamma_i), (u_j^2)_{j \in [1, n]}) \), is such that

\[
\begin{split}
 e_i^{\pm}(u, \gamma) &= \top e_{n+i}^+ - \top e_{n+i+1}^- + \frac{u_i - u_{i+1}}{h_i h_{i+1}} (\top e_i + \top e_{i+1}) \\
 &\quad + \left[ \frac{h_i h_{i+1}}{h_i h_{i+1}} \left( 1 - \gamma_i - \frac{(u_{n+i} - u_i)^2}{h_i h_{i+1}} \right) \right]^\frac{1}{2} \left( \top e_i^+ - \top e_{i+1}^- \right) \\
 &\quad + \mathcal{O}((1 - \gamma_i), (u_j^2)_{j \in [1, n]}).
\end{split}
\]

**Proof.** We consider \( \lambda_i^{\pm}(u, \gamma) \in \mathbb{R} \):

\[
(u_{i+1} - u_i)^2 \leq (h_i + h_{i+1}) (1 - \gamma_i).
\]
Then, we define $\pi_i \in \left[-\left(h_{i+1} + h_i\right)^{\frac{1}{2}}, \left(h_{i+1} + h_i\right)^{\frac{1}{2}}\right]$ such that

$$
(3.44) \quad (u_{i+1} - u_i)^2 = \pi_i^2 (1 - \gamma_i),
$$

$$
(3.45) \quad \lambda_i^\pm(u, \gamma) = u_i + \chi_i^\pm (1 - \gamma_i)^{\frac{1}{2}} + o((1 - \gamma_i)^{\frac{1}{2}}, (u_j)_{j \in \mathbb{N}}),
$$

where $\chi_i^\pm := \frac{\pi_i h_i}{\pi_i h_i + h_{i+1}} \pm \frac{h_i}{\pi_i h_i + h_{i+1}} \left(1 - \frac{\pi_i^2}{h_i + h_{i+1}}\right)^{\frac{1}{2}}$ and we will expand the eigenvectors $r_{x_i}^{\pm}(u, \gamma)$ and $l_{x_i}^{\pm}(u, \gamma)$ as

$$
(3.46) \quad \forall i \in [1, n - 1], \quad \begin{cases} 
    r_{x_i}^{\pm}(u, \gamma) = r_{i,0}(u, \gamma) + (1 - \gamma_i)^{\frac{1}{2}} r_{i,1}^{\pm}(u, \gamma), \\
    l_{x_i}^{\pm}(u, \gamma) = l_{i,0}(u, \gamma) + (1 - \gamma_i)^{\frac{1}{2}} l_{i,1}^{\pm}(u, \gamma),
\end{cases}
$$

where

$$
(3.47) \quad \begin{cases} 
    r_{i,0}(u, \gamma) := e_i - e_{i+1}, \\
    l_{i,0}(u, \gamma) := e_{n+i} - e_{n+i+1}.
\end{cases}
$$

Moreover, we have

$$
(3.48) \quad A_x(u, \gamma) = A_x(u^i, \gamma^i) + (u_{i+1} - u_i) A_{x}^{l^1} + (1 - \gamma_i) A_{x}^{l^2} ,
$$

where the $3n \times 3n$ matrices, $A_{x}^{l^1} := \left[A_{l,k}^{l^1}\right]_{(l,k) \in [1, n]^2}$ and $A_{x}^{l^2} := \left[A_{l,k}^{l^2}\right]_{(l,k) \in [1, n]^2}$, are defined by

$$
(3.49) \quad A_{l,k}^{l^1} := \begin{cases} 1, & \text{if } l = k \text{ and } l \in \{pn + i + 1/p \in [0, 2]\}, \\
0, & \text{otherwise},
\end{cases}
$$

$$
(3.50) \quad A_{l,k}^{l^2} := \begin{cases} 0, & \text{if } l \leq n + i \text{ or } l \geq 2n + 1, \\
0, & \text{if } k \geq n + 1, \\
0, & \text{if } n + k \geq l, \\
-\alpha_{l-n-1,k}, & \text{otherwise},
\end{cases}
$$

and

$$
(3.51) \quad A_x(u, \gamma) = A_x(u^i, \gamma^i) + \pi_i (1 - \gamma_i) A_{x}^{l^1} + (1 - \gamma_i) A_{x}^{l^2} ,
$$

In the asymptotic regime $0 < 1 - \gamma_i \ll 1$ and for every $j \in [1, n], |u_j| \ll 1$, $r_{x_i}^{\pm}(u, \gamma)$ and $l_{x_i}^{\pm}(u, \gamma)$ are respectively the approximations of the right and left eigenvectors associated to $\lambda_i^\pm(u, \gamma)$, with precision $O(1 - \gamma_i)$ if and only if $r_{i,1}^{\pm}(u, \gamma)$ and $l_{i,1}^{\pm}(u, \gamma)$ verify

$$
(3.52) \quad \begin{cases} 
    (\pi_i A_{x}^{l^1} - \chi_i^l l_{3n}) r_{i,0}(u, \gamma) = -(A_x(u^i, \gamma^i) - u_i l_{3n}) r_{i,1}^{\pm}(u, \gamma), \\
    l_{i,0}(u, \gamma) (\pi_i A_{x}^{l^1} - \chi_i^l l_{3n}) = -l_{i,1}^{\pm}(u, \gamma) (A_x(u^i, \gamma^i) - u_i l_{3n}),
\end{cases}
$$
Finally, a solution of (3.52) is

\[
\begin{cases}
r_{i,1}^{\pm}(u, \gamma) = \frac{\lambda_{n+i}^{\pm}}{h_{i+1}} e_{n+i}, \\
l_{i,1}^{\pm}(u, \gamma) = \frac{\lambda_{n+i+1}^{\pm}}{h_{i+1}} e_{n+i+1},
\end{cases}
\]

and the approximations of the eigenvectors given in proposition 3.8 are verified. □

To sum this section up, we succeeded to split the eigenvalues \( \lambda_{n+i}^{\pm} \) into two distinct ones, for one \( i \in [1, n-1] \), in the asymptotic \( 1 - \gamma_i \ll 1 \) and for all \( j \in [1, n] \), \( |u_j| \ll 1 \). Moreover, we managed to get approximations of the corresponding left and right eigenvectors. However, this study was done just for one \( i \in [1, n] \) and need to be proved for each one to deduce the diagonalizability of \( A(u, \gamma, \theta) \) and the local well-posedness of the system (1.10).

4. Asymptotic expansion of all the eigenvalues. In the previous section, a bifurcation of one couple of eigenvalues (associated with one interface liquide/liquid) has been obtained, in the regime of the merger of two layers: for the interface where the density ratio is the closest to 1, we managed to prove there exist two distinct eigenvalues with distinct eigenvectors. However, this analysis is not possible anymore if all the density ratios tend to 1, without distinction on how they tend to. In this section, we will prove the expressions of the asymptotic expansions of all the eigenvalues of \( A(u, \gamma) \) and give a criterion of hyperbolicity of the system (1.10), under a regime which distinguish how these density ratios tend to 1.

4.1. The asymptotic regime. In order to get an asymptotic expansion of the eigenvalues and the eigenvectors, it is necessary to assume there exist a small parameter \( \epsilon > 0 \) and an injective function \( \sigma : [1, n-1] \to \mathbb{R}_+^* \) such that for all \( i \in [1, n-1] \)

\[
1 - \gamma_i = \epsilon^{\sigma(i)}.
\]

Without loss of generality, we consider \( \epsilon \) is such that

\[
\min_{i \in [1, n-1]} \sigma(i) = 1.
\]

Moreover, we set the next notations:

\[
\begin{cases}
u_{i+1} - u_i := \epsilon_i \pi_i \sigma(i), \\
h_i := \varpi_i h_{i+1},
\end{cases}
\]

Another assumption will be made on the parameters \( \pi := (\pi_i)_{i \in [1, n-1]} \in \mathbb{R}^{n-1} \) and \( \varpi := (\varpi_i)_{i \in [1, n-1]} \in \mathbb{R}^{n-1}_+ \):

\[
\forall j \in [1, n-1], \quad \begin{cases}
\pi_j^2 = \mathcal{O}(h_{j+1} + h_j), \\
\varpi_j = \mathcal{O}(1).
\end{cases}
\]

Remark: The assumption on \( \pi \) is in agreement with the necessary condition of hyperbolicity (3.7): we expect to get this type of condition for the hyperbolicity of the complete model. However, the assumption on \( \varpi \) is a particular case, where there is no preponderant layer.
The density-stratification \((4.1)\) will permit to consider the multi-layer system as the two-layer system. We explain in this section how we figure it out: That is why we define the next subsets of \(\mathbb{N}^+\), which provide a partition of \([1, n]\):

\[
\begin{align*}
\Sigma_i^- & := \{ 1 \leq j \leq i / \sigma([j, i]) \subset [\sigma(i), +\infty[ \}, \\
\Sigma_i^+ & := \{ n \geq j > i / \sigma([i, j - 1]) \subset [\sigma(i), +\infty[ \}, \\
\Sigma_{i,1}^- & := \{ j \notin \Sigma_i^- \cup \Sigma_i^+ / \sigma(j) > \sigma(i) and 1 \leq j < i \}, \\
\Sigma_{i,1}^+ & := \{ j \notin \Sigma_i^- \cup \Sigma_i^+ / \sigma(j) > \sigma(i) and n \geq j > i \}, \\
\Sigma_{i,2}^- & := \{ j \notin \Sigma_i^- \cup \Sigma_i^+ / \sigma(j) < \sigma(i) and 1 \leq j < i \}, \\
\Sigma_{i,2}^+ & := \{ j \notin \Sigma_i^- \cup \Sigma_i^+ / \sigma(j) < \sigma(i) and n \geq j > i \},
\end{align*}
\]

(4.5)

and

\[
\begin{align*}
m_i^- := \min \Sigma_i^-, \\
m_i^+ := \max \Sigma_i^+.
\end{align*}
\]

(4.6)

Using the implicit function theorem and assumption \((4.1)\), we will prove the eigenvalues associated to the interface \(i\), \(\lambda_i^\pm\), are influenced just by the layers with indices in

\[
\Sigma_i^- \cup \Sigma_i^+ = [m_i^-, m_i^+].
\]

(4.7)

Remark: The interpretation of the indices \(m_i^-\) and \(m_i^+\) is: coming from the interface \(i\), the interface \(m_i^- - 1\) is the first one, above the interface \(i\), with a density ratio smaller than \(\gamma_i\); the interface \(m_i^+\) is the first one, below the interface \(i\), with a density ratio smaller than \(\gamma_i\):

\[
\begin{align*}
m_i^- & := \max\{ 1 \leq j \leq i / \gamma_j \geq \gamma_i \}, \\
m_i^+ & := \min\{ n \geq j > i / \gamma_{j-1} \geq \gamma_i \}.
\end{align*}
\]

(4.8)

Then, in respect of the interface \(i\), the interface \(m_i^- - 1\) has the same behavior as a free-surface and the interface \(m_i^+\) as a bathymetry.

**4.2. The barotropic eigenvalues.** When all the densities and the velocities are equal, the barotropic eigenvalues degenerate to eigenvalues with simple multiplicity, so the asymptotic expansion is not necessary to prove the diagonalizability of the matrix \(A(u, \gamma, \theta)\). However, using classical analysis, we can obtain more accurate expression of these eigenvalues, as it is proved in the next proposition. Thus, we may know the order of the perturbation under the asymptotic regime \((4.1)\).

**Proposition 4.1.** Let \((u, \gamma) \in \mathbb{R}^{3n} \times [0, 1]^{n-1}\) such that \((1 - \gamma_j)_{j \in [1, n-1]}\) and \((u_j)_{j \in [1, n]}\) are sufficiently small. Then, an asymptotic expansion of \(\lambda_n^\pm(u, \gamma)\) is

\[
\lambda_n^\pm(u, \gamma) = \bar{u} \pm \left[ \sqrt{H} - \frac{1}{2h^2} \sum_{j=1}^{n-1} (1 - \gamma_j) (\sum_{k=1}^j h_k) (\sum_{k=j+1}^n h_k) \right] + \mathcal{O}((1 - \gamma_j^2)_{j \in [1, n-1]} , (1 - \gamma_j)u_k)_{(j, k) \in [1, n-1] \times [1, n]} , (u_k^2)_{k \in [1, n]}).
\]

(4.9)

**Proof.** First, we prove two useful lemmata.
Lemma 4.2. Let $\mathbf{\alpha} := (\alpha_1, \ldots, \alpha_n) \in \mathbb{R}^n$ and $\lambda \in \mathbb{R}$. We consider the matrix

$$
N(\mathbf{\alpha}, \lambda) := \begin{bmatrix}
\lambda^2 \delta_{ij} - \alpha_j & \cdots & -\alpha_k \\
\vdots & \ddots & \vdots \\
-\alpha_n & \cdots & \lambda^2 \delta_{nj} - \alpha_n
\end{bmatrix}
$$

where $\delta_{ij}$ is the Kronecker symbol. Then

$$
det(N(\mathbf{\alpha}, \lambda)) = \lambda^{2n-2} \left( \lambda^2 - \sum_{i=1}^{n} \alpha_i \right)
$$

Proof. We define $q(\mathbf{\alpha}, \lambda) := det(N(\mathbf{\alpha}, \lambda))$, which is a polynomial in $\lambda$:

$$
g(\mathbf{\alpha}, \lambda) := \sum_{i=1}^{n} a_i \lambda^{2i}
$$

with for all $i \in [0, n]$, $a_i = \frac{\partial^2 g}{\partial \beta^2}(\mathbf{\alpha}, 0)$. One can prove recursively that

$$
a_i = \begin{cases} 
0, & \text{if } i \in [0, n-2], \\
-\sum_{i=1}^{n} \alpha_i, & \text{if } i = n-1, \\
1, & \text{if } i = n,
\end{cases}
$$

and the lemma 4.2 is straightforward proved.

Lemma 4.3. Let $\lambda \in \mathbb{R}^+$, $\gamma \in [0, 1]^{n-1}$ and $\mathbf{h} \in \mathbb{R}_{+}^{n}$, then

$$
f_n(\lambda, \mathbf{u}, \mathbf{\gamma}) = -\lambda^{2n-2}(h_n \zeta_n - \lambda^2)
$$

where the sequence $(\zeta_i)_{i \in \mathbb{N}}$ is defined by

$$
\begin{cases} 
\zeta_1 = 1, \\
\zeta_{i+1} = \zeta_i + \frac{h_i}{\lambda^2} \zeta_i (\gamma_i - 1 + \frac{h_i}{\lambda} \sum_{j=1}^{i-1} \frac{\mu_{i-j} h_j}{\lambda^2}) - \sum_{j=1}^{i-1} \mu_{i-j} h_j (\gamma_j - 1) \zeta_j.
\end{cases}
$$

Proof. First, we factorize $f_n(\lambda, \mathbf{u}, \mathbf{\gamma})$ by $(-1)^n \prod_{i=1}^{n} h_i$ and then we perform the next operations on the columns of $M_x(\pm \sqrt{H}, \mathbf{u}, \mathbf{\gamma})$, for every $k \in [1, n-1]$:

$$
C_k \leftarrow C_k - C_{k+1},
$$

and then for $i \in [1, n-1]$,

$$
C_n \leftarrow C_n + \frac{h_i}{\lambda^2} \zeta_i C_i,
$$

To finish, as the determinant becomes lower triangular, the lemma 4.3 is proved.

Then, we verify the next lemma to apply the implicit function theorem:

Lemma 4.4. The barotropic eigenvalues $\lambda_n^{\pm}(\mathbf{u}^0, \mathbf{\gamma}^0) := \pm \sqrt{H}$ verify

$$
\begin{cases} 
\det_\mathbf{\lambda}(\lambda_n^{\pm}(\mathbf{u}^0, \mathbf{\gamma}^0), \mathbf{u}^0, \mathbf{\gamma}^0) = 0, \\
\frac{\partial \det_\mathbf{\lambda}}{\partial \lambda}(\lambda_n^{\pm}(\mathbf{u}^0, \mathbf{\gamma}^0), \mathbf{u}^0, \mathbf{\gamma}^0) \neq 0,
\end{cases}
$$
Concerning the derivative, we have
\[ \frac{\partial f_n}{\partial \lambda}(\lambda_n^\pm(u^0, \gamma^0), u^0, \gamma^0) = 0. \]

Concerning the derivative, we have
\[ \frac{\partial f_n}{\partial \lambda}(\lambda_n^\pm(u^0, \gamma^0), u^0, \gamma^0) = 2\lambda_n^\pm(u^0, \gamma^0) f'_n(\lambda_n^\pm(u^0, \gamma^0), u^0, \gamma^0). \]

Then, with the lemma 4.2 and using the same argument as in (3.26),
\[ \frac{\partial f_n}{\partial \lambda}(\lambda_n^\pm(u^0, \gamma^0), u^0, \gamma^0) = \pm 2H^{n-\frac{1}{2}}, \]
and the lemma 4.4 is proved. \[ \square \]

Lemma 4.5. The 1st order partial derivatives are such that
\[ \frac{\partial f_n}{\partial u_j}(\lambda_n^\pm(u^0, \gamma^0), u^0, \gamma^0) = -2(\pm H^\frac{1}{2})H^{n-2}h_j, \quad \forall j \in [1, n], \]
\[ \frac{\partial f_n}{\partial u_j}(\lambda_n^\pm(u^0, \gamma^0), u^0, \gamma^0) = -H^{n-2}(\sum_{k=1}^j h_k)(\sum_{k=j+1}^n h_k), \quad \forall j \in [1, n-1]. \]

Proof. The expressions of the 1st ones come from
\[ \frac{\partial f_n}{\partial u_j}(\lambda_n^\pm(u^0, \gamma^0), u^0, \gamma^0) = -2\lambda_n^\pm(u^0, \gamma^0) f'_n(\lambda_n^\pm(u^0, \gamma^0), u^0, \gamma^0), \]
the lemma 4.2 and using the same argument as in (3.26). For the 2nd ones, we define a new sequence:
\[ \forall (i, j) \in [1, n] \times [1, n-1], \eta_i^j := \frac{\partial f_n}{\partial \gamma_j}(\lambda_n^\pm(u^0, \gamma^0), u^0, \gamma^0). \]

Then, one can prove that for all \( j \in [1, n-1], \)
\[ \eta_i^j = \begin{cases} \frac{h_{i-1}}{h_i} \eta_i^{j-1}, & i \in [1, k], \\ \frac{h_k + h_{i-1}}{h_i} \eta_i^{j-1}, & i \in [k+1, n]. \end{cases} \]
which implies that

\[(4.25) \quad \forall j \in [1, n - 1], \eta_n^j = \frac{1}{H h_n} (\sum_{k=1}^j h_k) \left( \sum_{k=j+1}^n h_k \right).\]

According to the lemma 4.3

\[(4.26) \quad \frac{\partial f_n}{\partial \gamma_j}(\lambda_n^\pm (u^0, \gamma^0), u^0, \gamma^0) = -H^{n-1} h_n \eta_n^j,\]

and the lemma 4.5 is proved. \(\square\)

Finally, using lemmata 4.4 and 4.5 in (4.20), we have

\[(4.27) \quad 0 = \pm 2(\lambda_n^\pm (u, \gamma) - \lambda_n^\pm (u^0, \gamma^0)) H^{n-\frac{1}{2}} + H^{n-2} \sum_{j=1}^{n-1} (1 - \gamma_j) \left( \sum_{k=1}^j h_k \right) \left( \sum_{k=j+1}^n h_k \right) - 2(\pm H^{\frac{1}{2}}) H^{n-2} \sum_{j=1}^n u_j h_j + \mathcal{O}(\left(1 - \gamma_j\right)^2)_{j \in [1, n-1]} \cdot \left(1 - \gamma_j\right)_{j \in [1, n-1]}.\]

Then, we can deduce the expressions of the asymptotic expansions of the barotropic eigenvalues, in the particular asymptotic regime (4.1).

**Proposition 4.6.** Let \((u, \gamma) \in \mathbb{R}^3 \times [0, 1[^{n-1}, \epsilon > 0\) and an injective function \(\sigma \in \mathbb{R}_+^{[1, n-1]}\) such that \(\gamma\) verifies (4.1), \(u\) verifies (4.4) and

\[(4.28) \quad \epsilon \ll 1.\]

Then, an asymptotic expansion of \(\lambda_n^\pm (u, \gamma)\) is

\[(4.29) \quad \lambda_n^\pm (u, \gamma) = u_{m^-} + \sqrt{\psi} \pm (u_{m^-} - u_{m^+}) \frac{\sum_{k=m^-+1}^{m^+} h_k}{H} + \mathcal{O}(1 - \gamma_{m^-}),\]

where \(m^- \in [1, n - 1]\) is defined by

\[(4.30) \quad \sigma(m^-) = \min_{j \in [1, n-1]} \sigma(j) = 1,\]

or with other words, it is the indice of the interface liquid/liquid with the biggest density gap.

**Proof.** According to the assumption (4.1), (4.4) and the proposition 4.1 the expression (4.29) is directly deduced,

\[(4.31) \quad \lambda_n^\pm (u, \gamma) = u_{m^-} \pm \sqrt{\psi} \pm \mathcal{O}(\epsilon) + \mathcal{O}(\epsilon).\]
where $\psi_{m_n} := \pi^{\sum_{k=m_n+1}^{n}h_k}$. In conclusion, the approximations of the eigenvalues given in proposition 4.6 are verified. □

**Remark:** The asymptotic expansion of $\lambda_+^\pm(u, \gamma)$ in proposition 4.1 corresponds to the asymptotic expansion of $\lambda_+^\pm$ in the set of hyperbolicity $|F_k| < F_{crit}$ in [30], in the two-layer case. Moreover, it is in accordance with the expression of the internal eigenvalues in [11, 7, 15, 27, 32, 36] and [40].

To sum this subsection up, we managed to obtain an asymptotic expansion of the barotropic eigenvalues, $\lambda_0^\pm(u, \gamma)$, with a precision in

$$O\left((1 - \gamma_j)^2\right)_{j \in [1, n-1]}, \left((1 - \gamma_j)u_{k}\right)_{(j,k) \in [1, n-1] \times [1, n]}, \left(u_k^2\right)_{k \in [1, n]}.$$  

Moreover, we gave the asymptotic expansion, with the assumptions (4.1), (4.3) and (4.28), with a precision about $O(\epsilon)$.

In the next subsection, we prove the expression of asymptotic expansion of the baroclinic eigenvalues and give a criterion of hyperbolicity, in the asymptotic regime 4.21.

### 4.3. The baroclinic eigenvalues.

In the proposition 4.2, we have proved the asymptotic expansion of the eigenvalues associated to an interface where the layers just above and below are almost merged. We prove, in this subsection, the asymptotic expansion of the baroclinic eigenvalues, for each interface.

**Proposition 4.7.** Let $(u, \gamma) \in \mathbb{R}^{3n} \times [0, 1^{n-1}, \epsilon > 0$ and an injective function $\sigma \in \mathbb{R}^+[1, n-1]$ such that $\gamma$ verifies (4.1), $u$ verifies (4.3) and $\epsilon \ll 1$.

Then, for all $i \in [1, n-1]$, the asymptotic expansion of $\lambda_+^\pm(u, \gamma)$ is

$$\lambda_+^\pm(u, \gamma) = \frac{u_{i+1} + \gamma u_i}{h_{\gamma,i}} + \frac{h_{\gamma,i}}{h_{\gamma,i} + h_{\gamma,i}} \left(1 - \gamma_i - \frac{u_{i+1} - u_i}{h_{\gamma,i} + h_{\gamma,i}}\right)^2 + O(\epsilon^{\sigma(i)+1})$$

where $h_{\gamma,i} := \sum_{k=m_2}^{i} h_k$ and $h_{\gamma,i}^+ := \sum_{k=m_2+1}^{n} h_k$.

**Remark:** $h_{\gamma,i}^+$ and $h_{\gamma,i}^-$ are the upper and lower layers influencing $\lambda_+^\pm$.

**Proof.** Let $i \in [1, n-1]$, according to the corollary 3.7 the eigenvalue $\lambda_+^\pm$ is assumed as

$$\left\{ \begin{array}{l} \lambda_+^\pm - u_i := \bar{\lambda}_+^\pm e^{\sigma i}, \\ \bar{\lambda}_+^\pm = O(\omega_i). \end{array} \right.$$  

First of all, we need to evaluate the order of each term of $\det(M_{\omega}(\lambda_+^\pm, u, \gamma))$. The next operations are performed to the columns of the determinant, without changing its value:

$$\forall j \in [1, n-1], \quad C_j \leftarrow C_j - \omega_j C_{j+1}.$$

Then, for all $j \in [1, n-1]$, the new column $C_j$ is expressed in $(f_i)_{i \in [1, n]}$, the canonical basis of $\mathbb{R}^n$

$$C_j = \begin{cases} h_{j}(\lambda_+^\pm - u_j)^2 f_j + [h_{j}(1 - \gamma_j) - \omega_j(\lambda_+^\pm - u_{j+1})^2]f_{j+1} + h_{j} \sum_{k=j+2}^{\infty} \omega_{k,j+1}(1 - \gamma_j) f_k, \end{cases}$$  

$$C_n = h_n(\lambda_+^\pm - u_n)^2 f_n - h_n \sum_{k=1}^{n} f_k.$$
Then, for all $j \in [1, n]$, we denote by $o(i, j, \sigma)$, the order of the terms of the column $C_j$:

$$C_j = \mathcal{O}(\epsilon^{o(i,j,\sigma)}).$$

We provide the expression of $o(i, j, \sigma)$ in the next lemma:

**Lemma 4.8.** Let $(i, j) \in [1, n] \times [1, n - 1]$,

$$o(i, j, \sigma) = \begin{cases} \sigma(i), & \text{if } j \in \Sigma_i^- \cup \Sigma_i^+, \\ \sigma^-_{i,j}, & \text{if } j \in \overline{\Sigma}_{i,1} \cup \overline{\Sigma}_{i,2}, \\ \sigma^+_{i,j}, & \text{if } j \in \Sigma_{i,1}^+ \cup \Sigma_{i,2}^+. \end{cases}$$

and

$$o(i, n, \sigma) = 0,$$

where for all $j \leq i$,

$$\sigma^-_{i,j} := \min\{\sigma(k)/k \in [j, i]\},$$

and for all $j \geq i$,

$$\sigma^+_{i,j} := \min\{\sigma(k)/k \in [i, j]\}.$$

**Proof.** According to the expression of $C_n$ in (4.39), it is clear that the order of $C_n$ is 1

$$o(i, n, \sigma) = 0,$$

Moreover, we analyse each term of $C_j$, for all $j \in [1, n - 1]$:

$$\forall k \geq 2, \ h_j \alpha_k, j+1 (1 - \gamma_j) \sim h_j(1 - \gamma_j),$$

$$\lambda^\pm_{i} - u_j \sim \begin{cases} \lambda^\pm_{i} - u_i, & \text{if } j \in \Sigma_i^- \\ \lambda^\pm_{i} - u_{i+1}, & \text{if } j \in \Sigma_i^+, \\ u_{\beta^-_{i,j}+1} - u_{\beta^-_{i,j}}, & \text{if } j \in \overline{\Sigma}_{i,1} \cup \overline{\Sigma}_{i,2}, \\ u_{\beta^+_{i,j}+1} - u_{\beta^+_{i,j}}, & \text{if } j \in \Sigma_{i,1}^+ \cup \Sigma_{i,2}^+. \end{cases}$$

$$s_{i,j} \sim \begin{cases} -w_j(\lambda^\pm_{i} - u_i)^2, & \text{if } j \in \Sigma_i^- \setminus \{i\}, \\ -w_j(\lambda^\pm_{i} - u_{i+1})^2, & \text{if } j \in \Sigma_i^+ \setminus \{m_j^+\}, \\ -w_j(u_{\beta^-_{i,j}+1} - u_{\beta^-_{i,j}})^2, & \text{if } j \in \Sigma_i^- \setminus \{i\}, \\ -w_j(u_{\beta^+_{i,j}+1} - u_{\beta^+_{i,j}})^2, & \text{if } j \in \Sigma_i^+ \setminus \{m_j^+\}, \\ \delta^j_{\beta^-_{i,j}} h_j(1 - \gamma_j) - \delta^j_{\beta^-_{i,j}} w_j(u_{\beta^-_{i,j}+1} - u_{\beta^-_{i,j}})^2, & \text{if } j \in \Sigma_i^- \setminus \{i\}, \\ \delta^j_{\beta^-_{i,j}} h_j(1 - \gamma_j) - w_j(u_{\beta^-_{i,j}+1} - u_{\beta^-_{i,j}})^2, & \text{if } j \in \Sigma_i^- \setminus \{i\}, \\ \delta^j_{\beta^-_{i,j}} h_j(1 - \gamma_j) - w_j(\lambda^\pm_{i} - u_{j+1})^2, & \text{if } j \in \Sigma_i^- \setminus \{i\}, \\ \delta^j_{\beta^-_{i,j}} h_j(1 - \gamma_j) - w_j(\lambda^\pm_{i} - u_{j+1})^2, & \text{if } j \in \Sigma_i^- \setminus \{i\}. \end{cases}$$
where $\delta_i^j$ is the Kronecker symbol, $s_{i,j}$ is defined by

\[
(4.47) \quad s_{i,j} := h_j(1 - \gamma_j) - \varpi_j(\lambda_i^\pm - u_{j+1})^2,
\]

and $\beta_{i,j}^\pm \in [1, n]$ are defined such that

\[
(4.48) \quad \sigma(\beta_{i,j}^\pm) := \sigma_{i,j}^\pm.
\]

Then, according to (4.1), (4.4) and (4.35),

\[
(4.49) \quad \forall k \geq j + 2, \; h_j \alpha k, j + 1 (1 - \gamma_j) \sim h_j \epsilon^{(j)},
\]

\[
(4.50) \quad \lambda_i^\pm - u_j \sim \begin{cases} 
\lambda_i^\pm \epsilon^\frac{\sigma(i)}{2}, & \text{if } j \in \Sigma_i^-, \\
(\lambda_i^\pm - \pi_i) \epsilon^\frac{\sigma(i)}{2}, & \text{if } j \in \Sigma_i^+, \\
\pi_{\beta_{i,j}^-} \epsilon^{\frac{\sigma(i)}{2}}, & \text{if } j \in \Sigma_{i,1}^\pm \cup \Sigma_{i,2}^-, \\
-\pi_{\beta_{i,j}^+} \epsilon^{\frac{\sigma(i)}{2}}, & \text{if } j \in \Sigma_{i,1}^+ \cup \Sigma_{i,2}^-,
\end{cases}
\]

\[
(4.51) \quad s_{i,j} \sim \begin{cases} 
-\varpi_j(\lambda_i^\pm)^2 \epsilon^{\sigma(i)}, & \text{if } j \in \Sigma_i^- \setminus \{i\}, \\
-\varpi_j(\lambda_i^\pm - \pi_i)^2 \epsilon^{\sigma(i)}, & \text{if } j \in \Sigma_i^+ \setminus \{m_i^+\}, \\
-\varpi_j \pi_{\beta_{i,j}^+}^2 \epsilon^{\sigma(i)}, & \text{if } j \in \Sigma_{i,1}^- \cup \Sigma_{i,2}^+, \\
-\varpi_j \pi_{\beta_{i,j}^-}^2 \epsilon^{\sigma(i)}, & \text{if } j \in \Sigma_{i,1}^+ \cup \Sigma_{i,2}^-,
\end{cases}
\]

Finally, using that

\[
(4.52) \quad \forall (i, j) \in [1, n - 1]^2, \quad \begin{cases} 
\sigma_{i,j}^- \leq \sigma(j), \\
\sigma_{i,j}^+ \leq \sigma(j), \\
\sigma_{i,\max^-} = \sigma(m_i^- - 1),
\end{cases}
\]

the lemma 4.8 is proved. \[\square\]

Afterwards, we define for all $j \in [1, n]$, $\tilde{C}_j := \frac{C_j}{\epsilon^\sigma_{\tilde{C}_j}}|_{\epsilon=0}$. If $j \in [1, n - 1]$, $\tilde{C}_j$ is equal
to
\begin{align}
(\lambda_i^\pm)^2(f_j - \varpi_j f_{j+1}), & \quad \text{if } j \in \Sigma_i \setminus \{i\}, \\
(\lambda_i^\pm - \pi_j)^2(f_j - \varpi_j f_{j+1}), & \quad \text{if } j \in \Sigma_i^+ \setminus \{m_i^+\}, \\
(\pi_{\beta_{i,j}})^2 f_j - \delta^\sigma_{i,j} (\pi_{\beta_{i,j-1}})^2 f_{j+1}, & \quad \text{if } j \in \Sigma_{i,1}, \\
\delta^\sigma_{i,j} (\pi_{\beta_{i,j-1}})^2 f_j - \varpi_j (\pi_{\beta_{i,j}})^2 f_{j+1}, & \quad \text{if } j \in \Sigma_{i,1}^+, \\
(\pi_{\beta_{i,j}})^2 f_j - \delta^\sigma_{i,j} (\pi_{\beta_{i,j-1}})^2 f_{j+1} + \delta^\sigma_{i,j} h_j \sum_{k=j+1}^n f_k, & \quad \text{if } j \in \Sigma_{i,2}, \\
\delta^\sigma_{i,j} (\pi_{\beta_{i,j-1}})^2 f_j - \varpi_j (\pi_{\beta_{i,j}})^2 f_{j+1} + \delta^\sigma_{i,j} h_j \sum_{k=j+1}^n f_k, & \quad \text{if } j \in \Sigma_{i,2}^+, \\
(\lambda_i^\pm)^2 f_j - \varpi_j (\lambda_i^\pm - \pi_i)^2 f_{j+1} + h_j \sum_{k=j+1}^n f_k, & \quad \text{if } j = i, \\
-\varpi_j (\lambda_i^\pm - \pi_i)^2 f_{j+1} + h_j \sum_{k=j+1}^n f_k, & \quad \text{if } j = m_i^+, \\
\end{align}

and if \( j = n \), \( \tilde{C}_j \) is equal to

\begin{align}
\tilde{C}_n &= h_n \sum_{k=1}^n f_k.
\end{align}

Then, to every the column \( \tilde{C}_j \), with \( j \in [1, n-1] \) such that one of the following conditions is verified:

\begin{align}
\begin{cases}
  j = i, \\
  j = m_i^+, \\
  j \in \Sigma_{i,1}^+ \text{ and } \sigma_{i,j} = \sigma(j),
\end{cases}
\end{align}

we perform the next operations:

\begin{align}
\tilde{C}_j &\leftarrow \tilde{C}_j - \frac{h_j}{h_n} \tilde{C}_n.
\end{align}

We define

\begin{align}
\tilde{g}(\lambda_i^\pm, \pi, \varpi, \sigma) &:= \frac{g(\lambda_i^\pm, \pi, \varpi, \sigma)}{\det((\tilde{C}_j)_{j \in [1, n]})},
\end{align}

where \( \sigma_i := \sum_{j=1}^n \sigma(i, j, \sigma) \), \( \pi := (\pi_i)_{i \in [1, n-1]} \) and \( \varpi := (\varpi_i)_{i \in [1, n-1]} \). Then, according to \(4.53\), \(4.54\) and \(4.56\), the determinant \( \tilde{g}(\lambda_i^\pm, \pi, \varpi, \sigma) \) is under the following form:

\begin{align}
\tilde{g}(\lambda_i^\pm, \pi, \varpi, \sigma) &= \begin{vmatrix}
\Delta^1(\pi, \varpi, \sigma) & \Omega^1(\pi, \varpi, \sigma) & 0 \\
0 & \Lambda(\lambda_i^\pm, \pi_i, \varpi, \sigma) & 0 \\
0 & \Omega^2(\pi, \varpi, \sigma) & \Delta^2(\pi, \varpi, \sigma)
\end{vmatrix},
\end{align}

where \( \Lambda(\lambda_i^\pm, \pi_i, \varpi, \sigma), \Delta^1(\pi, \varpi, \sigma) \) and \( \Delta^2(\pi, \varpi, \sigma) \) are square matrices with respective dimensions \( m_i^+ - m_i^- + 1, m_i^- - 1 \) and \( n - m_i^+ \); \( \Omega^1(\pi, \varpi, \sigma) \) and \( \Omega^2(\pi, \varpi, \sigma) \)
are rectangular matrices with respective dimensions \( m_i^- - 1 \times m_i^+ - m_i^- + 1 \) and \( n - m_i^+ \times m_i^+ - m_i^- \).

Then, it is clear that

\[
(4.58) \quad \hat{g}(\hat{\lambda}_i^\pm, \pi, \varpi, \sigma) = \det (\Delta^1(\pi, \varpi, \sigma)) \det (\Lambda(\hat{\lambda}_i^\pm, \pi_i, \varpi, \sigma)) \det (\Delta^2(\pi, \varpi, \sigma)).
\]

The important point of this proof is there is just \( \Lambda(\hat{\lambda}_i^\pm, \pi_i, \varpi, \sigma) \) which depends of \( \hat{\lambda}_i^\pm \), therefore it is necessary to find the solution, \( \tilde{\lambda}_i^\pm \), such that

\[
(4.59) \quad \det (\Lambda(\tilde{\lambda}_i^\pm, \pi_i, \varpi, \sigma)) = 0.
\]

where, according to the previous analysis, the columns of \( \det (\Lambda(\hat{\lambda}_i^\pm, \pi_i, \varpi, \sigma)) \) are such that for all \( j \in [1, m_i^+ - m_i^- + 1] \),

\[
(4.60) \quad C_j(\Lambda) = \begin{cases} 
(\hat{\lambda}_i^\pm)^2(f_j - \varpi_j f_{j+1}), & \text{if } m_i^- \leq j_i \leq i - 1, \\
(\hat{\lambda}_i^\pm - \pi_i)^2(f_j - \varpi_j f_{j+1}), & \text{if } i + 1 \leq j_i \leq m_i^+ - 1, \\
(\hat{\lambda}_i^\pm)^2 f_i - \varpi_i (\hat{\lambda}_i^\pm - \pi_i)^2 f_{i+1} - h_i \sum_{k=m_i^-}^i f_k, & \text{if } j_i = i, \\
-h_j \sum_{k=1}^{m_i^+} f_k, & \text{if } j_i = m_i^+,
\end{cases}
\]

where \( j_i := j + m_i^- - 1 \).

**Lemma 4.9.** Let \((\pi_i, h) \in \mathbb{R} \times \mathbb{R}^n \) and an injective function \( \sigma \in \mathbb{R}_+^{[1,n-1]} \). Then, \( \tilde{\lambda} \in \mathbb{R} \) is solution of

\[
(4.61) \quad \det (\Lambda(\tilde{\lambda}, \pi_i, \varpi, \sigma)) = 0.
\]

if and only if

\[
(4.62) \quad \tilde{\lambda} \in \left\{ 0, \pi_i, \frac{\pi_i h_{\sigma,i}}{h_{\sigma,i} + h_{\sigma,i}^+} \pm \left[ \frac{h_{\sigma,i} h_{\sigma,i}^+}{(h_{\sigma,i} + h_{\sigma,i}^+)^2} (h_{\sigma,i} + h_{\sigma,i}^+ - \pi_i^2) \right]^{\frac{1}{2}} \right\},
\]

where \( h_{\sigma,i} := h_i(1 + \sum_{k=m_i^-}^{i-1} \prod_{j=1}^{k-1} \varpi_j) \) and \( h_{\sigma,i}^+ := h_{m_i^+}^i(1 + \sum_{k=m_i^-}^{m_i^+ - 1} \prod_{j=k}^{m_i^+ - 1} \varpi_j) \). Moreover, the respective multiplicities are \( 2(i - m_i^-), 2(m_i^+ - i - 1) \) and \( 1 \).

**Proof.** As \( C_n(\Lambda(\tilde{\lambda}, \pi_i, \varpi, \sigma)) \) does not depend of \( \lambda \), \( \det (\Lambda(\tilde{\lambda}, \pi_i, \varpi, \sigma)) \) is a polynomial in \( \tilde{\lambda} \), with a degree equal to \( 2(m_i^+ - m_i^-) \). According to (4.60), \( 0 \) and \( \pi_i \) are two roots, with respective multiplicity \( 2(i - m_i^-) \) and \( 2(m_i^+ - i - 1) \). To determine the expression of the other roots, it is sufficient to perform the next operations on two columns of \( \det (\Lambda(\hat{\lambda}_i^\pm, \pi_i, \varpi, \sigma)) \), assuming that \( \lambda \notin \{0, \pi_i\} \):

\[
(4.63) \quad \forall j \in [m_i^-, i - 1], \begin{cases} \quad C_i \leftarrow C_i + \frac{h_i(1 + \sum_{k=m_i^-}^{i-1} \prod_{j=k}^{i-1} \varpi_j)}{(\lambda - \pi_i)^2} C_j, \\
\quad C_{m_i^+} \leftarrow C_{m_i^+} + \frac{h_i(1 + \sum_{k=m_i^-}^{m_i^+ - 1} \prod_{j=k}^{m_i^+ - 1} \varpi_j)}{(\lambda - \pi_i)^2} C_j,
\end{cases}
\]

and afterwards

\[
(4.64) \quad \forall j \in [i + 1, m_i^+ - 1], C_{m_i^+} \leftarrow C_{m_i^+} + \frac{h_i(1 + \sum_{k=i+1}^{j-1} \prod_{j=k}^{i+1} \varpi_j)}{(\lambda - \pi_i)^2} C_j.
\]
Therefore, for all \( j \in [1, m_i^+ - m_i^- + 1] \), the new column of \( \det(\Lambda(\tilde{\lambda}_i^\pm, \pi_i, \varpi, \sigma)) \), \( C_j \), is equal to

\[
\begin{cases}
(\tilde{\lambda}_i^\pm)^2 (f_j - \varpi_j f_{j+1}), & \text{if } m_i^- \leq j_i \leq i - 1, \\
(\tilde{\lambda}_i^\pm - \pi_i)^2 (f_j - \varpi_j f_{j+1}), & \text{if } i + 1 \leq j_i \leq m_i^+ - 1, \\
((\tilde{\lambda}_i^\pm)^2 - h_{\sigma,i}^+ f_i - \varpi_i (\tilde{\lambda}_i^\pm - \pi_i)^2 f_{i+1}, & \text{if } j_i = i, \\
- \frac{h_{m_i^+}^+}{\pi_i} h_{\sigma,i} f_i - h_{\sigma,i}^+ f_{m_i^+}, & \text{if } j_i = m_i^+,
\end{cases}
\]

(4.65)

where \( j_i := j + m_i^- - 1 \). An expansion of the determinant about the last column, \( C_{m_i^+} \), provides

\[
\det(\Lambda(\tilde{\lambda}, \pi_i, \varpi, \sigma)) = -\lambda^{2i-2} (\tilde{\lambda} - \pi_i)^2 (m_i^+ - i - 1) [h_{\sigma,i}^-(\lambda - \pi_i)^2 + h_{\sigma,i}^+(\lambda^2 - h_{\sigma,i}^-)].
\]

Finally, the only solutions of (4.61), different from 0 and \( \pi_i \) are:

\[
\tilde{\lambda}_i^\pm = \frac{\pi_i h_{\sigma,i}^-}{h_{\sigma,i}^- + h_{\sigma,i}^+} \pm \left[ \frac{h_{\sigma,i}^- h_{\sigma,i}^+}{(h_{\sigma,i}^- + h_{\sigma,i}^+)^2} (h_{\sigma,i}^- + h_{\sigma,i}^+ - \pi_i^2) \right]^\frac{1}{2},
\]

(4.67)

with multiplicity equal to 1. □

Consequently, according to the lemma 4.62

\[
\tilde{g}(\tilde{\lambda}, \pi_i, \varpi, \sigma) = 0,
\]

(4.68)

if and only if

\[
\tilde{\lambda} \in \left\{ \frac{\pi_i h_{\sigma,i}^-}{h_{\sigma,i}^- + h_{\sigma,i}^+} \pm \left[ \frac{h_{\sigma,i}^- h_{\sigma,i}^+}{(h_{\sigma,i}^- + h_{\sigma,i}^+)^2} (h_{\sigma,i}^- + h_{\sigma,i}^+ - \pi_i^2) \right]^\frac{1}{2} \right\}.
\]

(4.69)

According to the implicit functions theorem,

\[
g(\lambda, u, \gamma) = 0,
\]

(4.70)

if and only if \( \lambda - O(\epsilon^{\frac{\sigma(i)+1}{2}}) \) is in

\[
\left\{ u_i, u_i + \pi_i \epsilon^{\frac{\sigma(i)}{2}}, u_i + \left( \frac{\pi_i h_{\sigma,i}^-}{h_{\sigma,i}^- + h_{\sigma,i}^+} \pm \left[ \frac{h_{\sigma,i}^- h_{\sigma,i}^+}{(h_{\sigma,i}^- + h_{\sigma,i}^+)^2} (h_{\sigma,i}^- + h_{\sigma,i}^+ - \pi_i^2) \right]^\frac{1}{2} \right) \epsilon^{\frac{\sigma(i)}{2}} \right\}
\]

(4.71)

\[
= \left\{ u_i, u_{i+1}, \frac{u_{i+1} h_{\sigma,i}^- + u_i h_{\sigma,i}^+}{h_{\sigma,i}^- + h_{\sigma,i}^+} \pm \left[ \frac{h_{\sigma,i}^- h_{\sigma,i}^+}{h_{\sigma,i}^- + h_{\sigma,i}^+} (1 - \gamma_i - (u_{i+1} - u_i)^2) \right]^\frac{1}{2} \right\}.
\]

(4.71)

\( \lambda \in \{ u_i + O(\epsilon^{\frac{\sigma(i)+1}{2}}), u_{i+1} + O(\epsilon^{\frac{\sigma(i)+1}{2}}) \} \) corresponds to the merger of layers and does not provide the correct roots because the multiplicities are not equal to 1. That is why we chose

\[
\lambda = \lambda_i^\pm := \frac{u_{i+1} h_{\sigma,i}^- + u_i h_{\sigma,i}^+}{h_{\sigma,i}^- + h_{\sigma,i}^+} \pm \left[ \frac{h_{\sigma,i}^- h_{\sigma,i}^+}{h_{\sigma,i}^- + h_{\sigma,i}^+} (1 - \gamma_i - (u_{i+1} - u_i)^2) \right]^\frac{1}{2} + O(\epsilon^{\frac{\sigma(i)+1}{2}}),
\]

(4.72)
which provides two roots, with multiplicity equal to 1, and the proposition is proved.

Remark: The asymptotic expansion of \( \lambda^\pm(u, \gamma) \) in proposition corresponds to the asymptotic expansion of \( \lambda_2^\pm \) in the set of hyperbolicity \( |F_2| < F_{crit} \) in [30], in the two-layer case. Moreover, it is also in accordance with [1, 7, 15, 27, 32, 36] and [40].

2) In the oceanographic applications, the French Naval Hydrographic and Oceanographic Service uses the multi-layer shallow water model with 40 layers. For instance, in the bay of Biscay, the assumption (4.1) is verified, with

\[
\epsilon \approx 10^{-4}.
\]

However, the matter is that

\[
\forall i \in [1, n-1], \ 1 \leq \sigma(i) \leq 2,
\]

which implies that the baroclinic eigenvalues are not much separated. Moreover, the assumption on \( \pi \) is verified, but the one on \( \varpi \) can be contradicted. On the one hand, a part of the layers used to describe the deep sea are reduced with a thickness of the order of \( \epsilon \) and then, there would exist \( j_0 \in [1, n-1] \) such that

\[
1 \ll \varpi_{j_0}.
\]

On the other hand, it can be interesting to increase the number of layers in a certain area where well-known phenomena occur, in order to provide more accurate results. Then, there would exist \( k_0 \in [1, n-1] \) such that

\[
\varpi_{k_0} \ll 1.
\]

\[
\text{Fig. 4.1. Configuration of 40 layers in the bay of Biscay}
\]

On the figure both of these cases occur. The first one concerns the layers near the bottom: these layers have high heights in the deep sea but, at the oceanic plateau, these heights tend to 0 and then (4.76) is verified for some \( j_0 \in [1, n-1] \). Moreover,
the second case concerns the layers near the free surface: to describe well the mixing-zone, 20 layers are necessary — the black band just below the free surface — and therefore the assumption (4.70) is verified for some $k_0 \in [1, n - 1]$.

Remark: According to the figure 4.1, the assumption (4.70) would be verified for all $X \in \mathbb{R}^2$. However, this is not true in the case of (4.75).

As a consequence of the proposition 4.7, we can deduce the next theorem:

**Theorem 4.10.** Let $u^0 \in \mathcal{L}^2(\mathbb{R}^2)^{3n}$, $\gamma \in [0, 1]$, $\epsilon > 0$ and an injective function $\sigma : [1, n - 1] \to \mathbb{R}^+$ such that $\gamma$ verifies (4.1) and for all $X \in \mathbb{R}^2$, $u^0(X)$ verifies (4.4).

There exists $\delta > 0$ such that if

$$\epsilon \leq \delta,$$

and

$$\inf_{X \in \mathbb{R}^2} h^0_i(X) > 0,$$

$$\inf_{X \in \mathbb{R}^2} \phi_{\sigma,i}(h^0_i(X)) - |u^0_{i+1} - u^0_i|^2(X) - |v^0_{i+1} - v^0_i|^2(X) > 0, \quad \forall i \in [1, n - 1],$$

where $\phi_{\sigma,i}(h) := (h^-_{\sigma,i} + h^+_{\sigma,i})(1 - \gamma_i)$. Then, the system (1.10), with initial data $u^0$, is hyperbolic.

**Remark:** A direct consequence of this theorem is that if the model (1.10) is hyperbolic, then the Rayleigh-Taylor stability is verified (i.e. $\rho_n > \rho_{n-1} > \ldots > \rho_1 > 0$).

Proof. To verify the hyperbolicity of the system (1.10), all the eigenvalues of $A(u, \gamma, \theta)$ need to be real. Let $i \in [1, n - 1]$, according to the rotational invariance (1.10) and the proposition 3.2 if $(u, \gamma)$ verify (4.1), (4.4) and (4.77), the asymptotic expansion of $\lambda^\pm_i(P(\theta)u, \gamma) \in \sigma(A(u, \gamma, \theta))$ is

$$\lambda^\pm_i(P(\theta)u, \gamma) = \cos(\theta)\frac{u_{i+1}h^-_{\sigma,i} + u_ih^+_{\sigma,i}}{h^-_{\sigma,i} + h^+_{\sigma,i}} + \sin(\theta)\frac{v_{i+1}h^-_{\sigma,i} + v_ih^+_{\sigma,i}}{h^-_{\sigma,i} + h^+_{\sigma,i}}$$

$$+ \left[h^-_{\sigma,i}h^+_{\sigma,i}, \frac{1 - \gamma_i}{2}\left(1 - \gamma_i - \frac{\cos(\theta)(u_{i+1} - u_i) + \sin(\theta)(v_{i+1} - v_i)}{h^-_{\sigma,i} + h^+_{\sigma,i}}\right)^2\right]^\frac{1}{2} + \mathcal{O}(\epsilon^{(i+1)})$$

Then, as $h^-_{\sigma,i} > 0$ and $h^+_{\sigma,i} > 0$, for all $i \in [1, n - 1]$, if $h_k > 0$ for all $k \in [1, n]$, a necessary condition to have $\lambda^\pm_i(P(\theta)u, \gamma) \in \mathbb{R}$, for all $\theta \in [0, 2\pi]$, is

$$\forall \theta \in [0, 2\pi], \quad 1 - \gamma_i - \frac{\cos(\theta)(u_{i+1} - u_i) + \sin(\theta)(v_{i+1} - v_i)}{h^-_{\sigma,i} + h^+_{\sigma,i}} \geq 0,$$

Finally, using (2.30), the necessary condition of hyperbolicity (4.75) is obtained. □

Then, the theorem 4.10 insures the set of hyperbolicity, $\mathcal{H}_{\gamma}$, contains all the elements verifying the conditions (4.4) and (4.75), when $\gamma$ verifies (4.1) and (4.77).

Remarks: 1) The theorem 4.10 is a generalization of the theorem 3.7 in the asymptotic regime (4.1) and (4.4). Moreover, the shape of the baroclinic eigenvalues, in the merged-layer case (4.20), is the same in the considered asymptotic regime, with the assumptions (4.77). 2) In [40], the numerical set of hyperbolicity of the three-layer model, in one dimension (see figure 4), seems that the difference of velocities $u_{i+1} - u_i$, for $i \in [1, 2]$, is allowed to be very large: this should prove the last criterion, we gave in theorem 4.10 is just very different from the entire set of hyperbolicity. However,
as it was proved in [30] for the two-layer case, there is a gap between the one and the two dimensions sets of hyperbolicity. Indeed, the elements in the one dimension set have to be rotational invariant (i.e. remain in the one dimension set of hyperbolicity if a rotation is applied) to be in the two dimensions one. This is why it should not be far from the exact set of hyperbolicity, even if the criterion (4.78) is a necessary condition of hyperbolicity of the multi-layer shallow water model, in two dimensions, and not a sufficient one.

In conclusion, we managed to obtain an asymptotic expansion of the baroclinic eigenvalues, \( (\lambda^\pm_i(u, \gamma))_{i \in \llbracket 1, n-1 \rrbracket} \), considering the asymptotic regime (4.1) and assuming the heights of each layer have all the same range and the difference of velocity between an interface has the same order as the square root of the relative difference of density, at this interface. The expansions of \( \lambda^\pm_i(u, \gamma) \), for \( i \in \llbracket 1, n-1 \rrbracket \), has been proved with a precision in \( O(\varepsilon^{a(h, \gamma)}) \).

### 4.4. Comparison of the criteria.

In this paper, we expressed two explicit criteria of local well-posedness of the multi-layer shallow water model with free surface: an explicit criterion of symmetrizability — see (2.10) with (2.39) — and there is an explicit criterion of hyperbolicity — see (4.10). The main difference between both of them is that the 1st one gives conditions on \( |u_i - \bar{u}|^2 \), for all \( i \in \llbracket 1, n \rrbracket \), while the 2nd one gives conditions on \( |u_{i+1} - u_i|^2 \), for all \( i \in \llbracket 1, n-1 \rrbracket \). Then, to compare these two criteria, we need to know which one of the following assertions is true, in the asymptotic regime (4.1) and (4.4):

\[
\forall i \in \llbracket 1, n-1 \rrbracket, \quad \phi_{\sigma,i}(h) \leq \left( \frac{\alpha_{n,i} + \alpha_{n,i+1}}{\alpha_{n,i} \alpha_{n,i+1} a(h, \gamma)} \right)^2
\]

or

\[
\forall i \in \llbracket 1, n-1 \rrbracket, \quad \left( \frac{\alpha_{n,i} + \alpha_{n,i+1}}{\alpha_{n,i} \alpha_{n,i+1} a(h, \gamma)} \right)^2 \leq \phi_{\sigma,i}(h).
\]

Indeed, if

\[
\forall i \in \llbracket 1, n \rrbracket, \quad \frac{1}{(\alpha_{n,i} a(h, \gamma))^2} > |u_i - \bar{u}|^2,
\]

then

\[
\forall i \in \llbracket 1, n-1 \rrbracket, \quad \left( \frac{\alpha_{n,i} + \alpha_{n,i+1}}{\alpha_{n,i} \alpha_{n,i+1} a(h, \gamma)} \right)^2 > |u_{i+1} - u_i|^2.
\]

Consequently, if (4.81) is verified, for instance, it implies the conditions of hyperbolicity:

\[
\forall i \in \llbracket 1, n-1 \rrbracket, \quad \phi_{\sigma,i}(h) > |u_{i+1} - u_i|^2.
\]

Let \( \gamma \in \llbracket 0, 1 \rrbracket^{n-1} \), \( \varepsilon > 0 \) and an injective function \( \sigma : \llbracket 1, n-1 \rrbracket \rightarrow \mathbb{R}^*_+ \) such that \( \gamma \) verifies (4.1). We define the next subset of \( L^2(\mathbb{R}^2)^{3n} \)

\[
H_{\sigma,\varepsilon} := \{ u^0 \in L^2(\mathbb{R}^2)^{3n} / \forall X \in \mathbb{R}^2, \ u^0(X) \text{ verifies conditions (4.4) and (4.78)} \}
\]

and the subset of \( H^s(\mathbb{R}^2)^{3n} \)

\[
S_{\sigma,\varepsilon} := \{ u^0 \in H^s(\mathbb{R}^2)^{3n} / \forall X \in \mathbb{R}^2, \ u^0(X) \text{ verifies conditions (4.4) and (4.83)} \}
\]
According to the proposition 2.13, it is clear that
\[(4.88)\]
\[S_{\sigma,\epsilon}^s \subset S_{\gamma}^s,\]
and according to the theorem 4.10, it is clear that if \( \epsilon \leq \delta, \)
\[(4.89)\]
\[\mathcal{H}_{\sigma,\epsilon} \subset \mathcal{H}_{\gamma}.\]
Moreover, there is the next proposition:

**Proposition 4.11.** Let \( s > 2, \) \( \mathbf{u}^0 : \mathbb{R}^2 \to \mathbb{R}^{3n}, \mathbf{\gamma} \in ]0,1[^{n-1}, \epsilon > 0 \) and an injective function \( \sigma : [1,n-1] \to \mathbb{R}_+^n \) such that \( \gamma \) verifies \( 4.1 \) and for all \( X \in \mathbb{R}^2, \)
\( \mathbf{u}(X) \) verifies \( 4.4. \)
There exists \( \delta > 0 \) such that if
\[(4.90)\]
\[\epsilon \leq \delta,\]
then,
\[(4.91)\]
\[S_{\sigma,\epsilon}^s \subset \mathcal{H}_{\sigma,\epsilon} \cap \mathcal{H}^s(\mathbb{R}^2)^{3n}.\]

**Proof.** First, we remind we proved in proposition 2.13
\[(4.92)\]
\[\forall i \in [1,n], \quad \frac{1}{(\alpha_{n,i} a(h,\gamma))^2} \leq \delta_i(h,\gamma),\]
with
\[(4.93)\]
\[a(h,\gamma) := \max\left(\frac{\alpha_{n,2}}{\alpha_{n,1}} + 1\right) p_1, \quad 2 \max_{k \in [1,n-2]} (p_k + p_{k+1}), \quad \max_{i \in [1,n]} (\alpha_{n,i}^{-1} h_i^{-1})\],
and for all \( k \in [1,n-1], \)
\[p_k := \frac{1}{\alpha_{n,k+1} - \alpha_{n,k}} = \frac{\rho_n}{\rho_{k+1} - \rho_k}.
\]
According to the asymptotic regime considered, we have
\[(4.94)\]
\[\left(\frac{\alpha_{n,2}}{\alpha_{n,1}} + 1\right) p_1 = \frac{\rho_n}{\rho_2} \left(2\epsilon^{-\sigma(1)} + 1 - \epsilon^{\sigma(1)}\right),\]
and
\[(4.95)\]
\[\forall k \in [1,n-2], \quad p_k + p_{k+1} = \rho_n \left(\frac{\epsilon^{-\sigma(k)}}{\rho_{k+1}} + \frac{\epsilon^{-\sigma(k+1)}}{\rho_{k+2}}\right),\]
then, defining \( m_\sigma^+ \in [1,n-1] \) such that
\[(4.96)\]
\[\sigma(m_\sigma^+) = \max_{i \in [1,n-1]} \sigma(i),\]
we have:
\[(4.97)\]
\[\max\left(\frac{\alpha_{n,2}}{\alpha_{n,1}} + 1\right) p_1, 2 \max_{k \in [1,n-2]} (p_k + p_{k+1}) \sim \frac{2\rho_n \epsilon^{-\sigma(m_\sigma^+)} p_{m_\sigma^+}}{\rho_{m_\sigma^+}}.\]
Afterwards, we differentiate two cases: let \( i \in [1,n-1], \)
\[(4.98)\]
\[\frac{1}{(\alpha_{n,i} a(h,\gamma))^2} = \begin{cases} \frac{\rho_n h_k^2}{\rho_i^2}, & \text{if } \exists k \in [1,n], \rho_k h_k \leq \frac{\rho_{m_\sigma^+}}{2\rho_i} \epsilon^{\sigma(m_\sigma^+)}, \\ \frac{\rho_{m_\sigma^+}}{2\rho_i} \epsilon^{2\sigma(m_\sigma^+)}, & \text{otherwise.} \end{cases}\]
In the 1\textsuperscript{st} case, as $1 - \varepsilon \leq \gamma_i < 1$ with $\varepsilon \leq \delta$, we have, for all $i \in [1, n - 1]$: 

\begin{equation}
\left( \frac{\alpha_{n,i} + \alpha_{n,i+1}}{\alpha_{n,i} \alpha_{n,i+1} a(h, \gamma)} \right)^2 \leq \left( \frac{2 \min_{k \in [1, n]} \rho_k h_k}{\rho_i} \right)^2.
\end{equation}

(4.99)

and then, as \( \frac{\rho_{m,i+1}}{\rho_i} \sigma(m_i^+) \leq h_{\sigma,i}^- + h_{\sigma,i}^+ \) and \( \frac{\rho_{m,i+1}}{\rho_i} \sigma(m_i^+) \leq \varepsilon(i) \), the next inequality remains true

\begin{equation}
\frac{\rho_{m,i+1}^2}{1 - \varepsilon} \varepsilon(\sigma(m_i^+)) \leq (h_{\sigma,i}^- + h_{\sigma,i}^+) \varepsilon(i) = \phi_{\sigma,i}(h),
\end{equation}

(4.100)

In the 2\textsuperscript{nd} case, as $1 - \varepsilon \leq \gamma_i < 1$ with $\varepsilon \ll 1$, we have, for all $i \in [1, n - 1]$: 

\begin{equation}
\left( \frac{\alpha_{n,i} + \alpha_{n,i+1}}{\alpha_{n,i} \alpha_{n,i+1} a(h, \gamma)} \right)^2 \leq \left( \frac{\rho_{m,i+1}^2}{2 \rho_i} \varepsilon(\sigma(m_i^+)) + \frac{\rho_{m,i+1}^2}{2 \rho_{i+1}} \varepsilon(\sigma(m_i^+)) \right)^2 
\end{equation}

(4.101)

Moreover, there is also the next inequality:

\begin{equation}
\frac{\rho_{m,i+1}^2}{1 - \varepsilon} \varepsilon(\sigma(m_i^+)) \leq (h_{\sigma,i}^- + h_{\sigma,i}^+) \varepsilon(i) = \phi_{\sigma,i}(h),
\end{equation}

(4.102)

according to the definition of $m_i^+$ and that all the layers $i \in [1, n]$ are supposed to verify

\begin{equation}
\rho_i h_i \geq \frac{\rho_{m,i}^2}{2} \varepsilon(\sigma(m_i^+)).
\end{equation}

(4.103)

Finally, we have

\begin{equation}
\forall i \in [1, n - 1], \left( \frac{\alpha_{n,i} + \alpha_{n,i+1}}{\alpha_{n,i} \alpha_{n,i+1} a(h, \gamma)} \right)^2 \leq \phi_{\sigma,i}(h),
\end{equation}

(4.104)

and the proposition \ref{prop_diagonalizability} is proved. \[\square\]

To conclude, we proved that the criterion, highlighted in this section, is a weaker one than the criterion of symmetrizability, we proved in the previous section, when the asymptotic regime \ref{asymptotic_regime}, \ref{asymptotic_regime2} and \ref{asymptotic_regime3} are verified. In the next section, we perform the asymptotic expansion of the eigenvectors, in order to specify the nature of the waves associated to each eigenvalues and to prove the diagonalizability of the matrix $A(u, \gamma, \theta)$.

\textbf{5. Asymptotic expansion of all the eigenvectors.} In the previous section, the asymptotic expansion of all the eigenvalues associated to $A_x(u, \gamma)$ were proved, in a particular regime, which enables to separate all the baroclinic eigenvalues. In this section, we will give the associated expressions of the asymptotic expansions of all the eigenvectors of $A_x(u, \gamma)$. Moreover, we will deduce the diagonalizability of the matrix $A(u, \gamma, \theta)$ and the local well-posedness of the model \ref{model} in $\mathcal{H}^s(\mathbb{R}^2)^3$, with $s > 2$. Finally, the nature of the waves associated to each eigenvalues – shock, contact or rarefaction wave – in the asymptotic regime considered in the previous section, is deduced.
5.1. The barotropic eigenvectors. In the asymptotic regime \((4.1)\) and \((4.4)\), we can deduce the asymptotic expansions of the right and left eigenvectors associated to \(\lambda_n^\pm(u, \gamma)\).

**Proposition 5.1.** Let \((u, \gamma) \in \mathbb{R}^{3n} \times \mathbb{R}^n_{\geq 0}, \epsilon > 0\) and an injective function \(\sigma \in [1, n]^{\mathbb{N}}\) such that \(\gamma\) verifies \((4.1)\), \(u\) verifies \((4.4)\) and 

\[
\epsilon \ll 1.
\]

Then, the asymptotic expansion of the right eigenvector associated to \(\lambda_n^\pm(u, \gamma)\), with precision about \(O(1 - \gamma_{m_\sigma})\), is such that

\[
r_n^\pm(x, u, \gamma) = \sum_{k=1}^{n} e_{n+k} \pm \frac{h_k}{\sqrt{H}} e_k \\
- \sum_{k=1}^{m_\sigma} \left(\frac{u_{m_\sigma+1} - u_{m_\sigma}}{H}\right) \gamma_{m_\sigma} \pm \frac{2h_k}{\sqrt{H}} e_k \pm e_{n+k}
\]

and the asymptotic expansion of the left eigenvector associated to \(\lambda_n^\pm(u, \gamma)\), with precision about \(O(1 - \gamma_{m_\sigma})\), is such that

\[
l_n^\pm(x, u, \gamma) = \sum_{k=1}^{n} e_{n+k} \pm \frac{h_k}{\sqrt{H}} e_k \\
- \sum_{k=1}^{m_\sigma} \left(\frac{u_{m_\sigma+1} - u_{m_\sigma}}{H}\right) \gamma_{m_\sigma} \pm \frac{2h_k}{\sqrt{H}} e_k \pm e_{n+k}
\]

**Proof.** According to the proposition \((4.6)\)

\[
\lambda_n^\pm(u, \gamma) = u_{m_\sigma} \pm \sqrt{H} + \psi_{m_\sigma} \epsilon \mp \left(- h_{\sigma,m_\sigma}^- h_{\sigma,m_\sigma}^+\right) \epsilon + O(\epsilon^2)
\]

\[
= u_{m_\sigma} \pm \sqrt{H} + \psi_{m_\sigma} \epsilon \mp \epsilon + O(\epsilon),
\]

where \(\psi_{m_\sigma} := \pi_{m_\sigma} \frac{h_{\sigma,m_\sigma}^- h_{\sigma,m_\sigma}^+}{\sqrt{H}} = \pi_{m_\sigma} \frac{h_{\sigma,m_\sigma}^+}{\sqrt{H}}.\) We expand the eigenvectors \(r_n^\pm(x, u, \gamma)\)

and \(l_n^\pm(x, u, \gamma)\) such that

\[
\left\{ \begin{array}{l}
\lambda_n^\pm(x, u, \gamma) = r_{n,0}^\pm(u, \gamma) + \epsilon r_{n,1}^\pm(u, \gamma) + O(\epsilon), \\
\lambda_n^\pm(x, u, \gamma) = l_{n,0}^\pm(u, \gamma) + \epsilon l_{n,1}^\pm(u, \gamma) + O(\epsilon),
\end{array} \right.
\]

where

\[
\left\{ \begin{array}{l}
r_{n,0}^\pm(u, \gamma) := \sum_{k=1}^{n} e_{n+k} \pm \frac{h_k}{\sqrt{H}} e_k, \\
l_{n,0}^\pm(u, \gamma) := \sum_{k=1}^{n} e_{n+k} \pm \frac{h_k}{\sqrt{H}} e_k.
\end{array} \right.
\]

Moreover, we have

\[
A_x(u, \gamma) = A_x(u_{\sigma m_\sigma}^\pm, \gamma_{\sigma m_\sigma}^\pm) + \sum_{k=1}^{n} (u_{k} - u_{m_\sigma}) A_{x_{k-1}}^\pm + \sum_{k=1}^{n-1} (1 - \gamma_k) A_{x_{k+1}}^\pm(\gamma),
\]
where the $3n \times 3n$ matrices, $A_{x}^{k-1,1}$ and $A_{x}^{k-2} (\gamma)$, are defined respectively in (3.3) and (3.4), $A_{x}^{k,n} (\gamma) := \left[A_{l,m}^{k,n}\right]_{(l,m) \in [1, n]^2}$ is defined by

\begin{equation}
A_{l,m}^{k,n} = \begin{cases} 
0, & \text{if } m \neq k, \\
0, & \text{if } l \leq n + k \text{ or } l \geq 2n + 1, \\
-\alpha_{l-n-1,k}, & \text{otherwise},
\end{cases}
\end{equation}

and for all $i \in [1; n-1]$, $(u_{i}^{\pm}, \gamma_{i}^{\pm})$ are defined by

\begin{equation}
\begin{aligned}
&u_{j} = u_{i}, \quad \forall j \in [m_{i}^{-}, m_{i}^{+}], \\
&\gamma_{j} = 1, \quad \forall j \in [m_{i}^{-}, m_{i}^{+} - 1].
\end{aligned}
\end{equation}

Consequently, according to the assumptions (4.1), (4.4) and (5.1),

\begin{equation}
A_{x}(u, \gamma) = A_{x}(u_{\sigma}^{m_{\sigma}^{-}}, \gamma_{\sigma}^{m_{\sigma}^{-}}) + \sum_{k=m_{\sigma}^{-}+1}^{n} \pi_{m_{\sigma}^{-}} \epsilon_{\sigma} A_{x}^{k-1,1} + \epsilon A_{x}^{m_{\sigma}^{-}, 3} (\gamma) + O(\epsilon^{2}),
\end{equation}

\begin{equation}
= A_{x}(u_{\sigma}^{m_{\sigma}^{-}}, \gamma_{\sigma}^{m_{\sigma}^{-}}) + \sum_{k=m_{\sigma}^{-}+1}^{n} \pi_{m_{\sigma}^{-}} \epsilon_{\sigma} A_{x}^{k-1,1} + O(\epsilon).
\end{equation}

Therefore, $r_{x}^{\pm}(u, \gamma)$ is the approximation of the right eigenvector associated to $\lambda_{n}^{\pm}(u, \gamma)$, with a precision about $O(\epsilon)$, if and only if $r_{n,1}^{\pm}(u, \gamma)$ verifies:

\begin{equation}
\begin{aligned}
(\sum_{k=m_{\sigma}^{-}+1}^{n} \pi_{m_{\sigma}^{-}} A_{x}^{k-1,1} - \psi_{m_{\sigma}^{-}} l_{3n}) r_{n,0}^{\pm}(u, \gamma) \\
= - (A_{x}(u_{\sigma}^{m_{\sigma}^{-}}, \gamma_{\sigma}^{m_{\sigma}^{-}}) - (u_{m_{\sigma}^{-}} \pm H l_{3n}) r_{n,1}^{\pm}(u, \gamma),
\end{aligned}
\end{equation}

and $l_{x}^{\pm}(u, \gamma)$ is the approximation of the left eigenvector associated to $\lambda_{n}^{\pm}(u, \gamma)$, with a precision about $O(\epsilon)$, if and only if $l_{n,0}^{\pm}(u, \gamma)$ verifies:

\begin{equation}
\begin{aligned}
l_{n,0}^{\pm}(u, \gamma) (\sum_{k=m_{\sigma}^{-}+1}^{n} \pi_{m_{\sigma}^{-}} A_{x}^{k-1,1} - \psi_{m_{\sigma}^{-}} l_{3n}) \\
= - l_{n,1}^{\pm}(u, \gamma) (A_{x}(u_{\sigma}^{m_{\sigma}^{-}}, \gamma_{\sigma}^{m_{\sigma}^{-}}) - (u_{m_{\sigma}^{-}} \pm H l_{3n}).
\end{aligned}
\end{equation}

Therefore, $r_{n,1}^{\pm}(u, \gamma) := \tau_{k}(r_{n,1}^{\pm,k})_{k \in [1, 3n]}$ is solution of (5.11) if and only if

\begin{equation}
r_{n,1}^{\pm,k} = \begin{cases} 
\frac{h_{\sigma}}{H} (S_{r} - 2 \psi_{m_{\sigma}^{-}}), & \text{if } k \in [1, m_{\sigma}^{-}], \\
\frac{h_{\sigma}}{H} (S_{r} + 2 \psi_{m_{\sigma}^{-}}), & \text{if } k \in [m_{\sigma}^{-} + 1, n], \\
\pm \frac{1}{\sqrt{H}} (S_{r} - \psi_{m_{\sigma}^{-}}), & \text{if } k \in [n + 1, n + m_{\sigma}^{-}], \\
\pm \frac{1}{\sqrt{H}} (S_{r} + \psi_{m_{\sigma}^{-}}), & \text{if } k \in [n + m_{\sigma}^{-} + 1, 2n], \\
0, & \text{if } k \in [2n + 1, 3n],
\end{cases}
\end{equation}
Then, for all $i \in \{1, n\}$, $T_{i,n}^{\pm, k} (u, \gamma) := (T_{i,n}^{\pm, k})_{k \in \{1, 2, 3\}}$ is solution of (5.12) if and only if

$$T_{i,n}^{\pm, k} = \begin{cases} \pm \frac{1}{\sqrt{H}} (S_l - P_{\sigma,m} \psi), & \text{if } k \in [1, m_{\sigma}], \\ \pm \frac{1}{\sqrt{H}} (S_l + \frac{h_{\sigma,m_{\sigma}}}{h_{\sigma,m_{\sigma}}} \psi), & \text{if } k \in [m_{\sigma}, 1, n] \\ \frac{h_{\sigma,m_{\sigma}}}{H} (S_l - 2 \psi), & \text{if } k \in [n + 1, n + m_{\sigma}], \\ \frac{h_{\sigma,m_{\sigma}}}{H} (S_l + 2 \psi), & \text{if } k \in [n + m_{\sigma} + 1, 2n], \\ 0, & \text{if } k \in [2n + 1, 3n], \end{cases}$$

where $S_l := \sum_{k=1}^{n} T_{i,n}^{\pm, k}$ and $S_l := \sum_{k=1}^{n} T_{i,n}^{\pm, n+k}$. Finally, solutions of (5.11)-(5.12) are

$$r_{i,n}^{\pm} (u, \gamma) = - \sum_{k=1}^{m_{\sigma}} \frac{\psi_{\sigma}}{\sqrt{H}} \left( \frac{2h_{\sigma,m_{\sigma}}}{\sqrt{H}} e_k \pm e_{n+k} \right) + \sum_{k=m_{\sigma}+1}^{n} \frac{\psi_{\sigma}}{\sqrt{H}} \left( \frac{2h_{\sigma,m_{\sigma}}}{\sqrt{H}} e_k \pm e_{n+k} \right),$$

$$l_{i,n}^{\pm} (u, \gamma) = - \sum_{k=1}^{m_{\sigma}} \frac{\psi_{\sigma}}{\sqrt{H}} \left( \frac{2h_{\sigma,m_{\sigma}}}{\sqrt{H}} e_{n+k} \pm e_k \right) + \sum_{k=m_{\sigma}+1}^{n} \frac{\psi_{\sigma}}{\sqrt{H}} \left( \frac{2h_{\sigma,m_{\sigma}}}{\sqrt{H}} e_{n+k} \pm e_k \right),$$

and the approximations of the eigenvectors given in proposition 5.1 are verified. \[ \Box \]

**Remark:** The right eigenvectors of $A(u, \gamma, \theta)$: $r_{i,n}^{\pm} (u, \gamma, \theta)$, associated to $\lambda_{n}^{\pm} (u, \gamma, \theta)$, are defined by

$$\nu_{i,n}^{\pm} (u, \gamma, \theta) = P(\theta)^{-1} r_{i,n}^{\pm} (P(\theta)u, \gamma),$$

and the left ones: $l_{i,n}^{\pm} (u, \gamma, \theta)$ are defined by

$$l_{i,n}^{\pm} (u, \gamma, \theta) = l_{i,n}^{\pm} (P(\theta)u, \gamma) P(\theta).$$

To sum this subsection up, considering the asymptotic regime (4.1), (4.4) and assuming (5.1), we proved the expressions of the perturbations of the right and left eigenvectors associated to the barotropic eigenvalues, with a precision about $O(\epsilon)$. In the next subsection, we give the asymptotic expansions of the right and left eigenvectors associated to the baroclinic eigenvalues.

### 5.2. The baroclinic eigenvectors

With the asymptotic expansions of the baroclinic eigenvalues in (4.34), we can deduce asymptotic expansions of the baroclinic eigenvectors.

**Proposition 5.2.** Let $(u, \gamma) \in \mathbb{R}^3 \times [0, 1] [n^{-1}]$, $\epsilon > 0$ and an injective function $\sigma \in \mathbb{R}^+ [1, n^{-1}]$ such that $\gamma$ verifies (4.1), $u$ verifies (4.4) and $\epsilon \ll 1$.

$$\epsilon \ll 1.$$
ciated to $\lambda_1^\pm(u, \gamma)$, with precision about $O(\varepsilon^\frac{\sigma(i+1)}{2})$, is such that

$$r_x^\pm(u, \gamma) = \sum_{j=m_i^+}^{m_i^-} \frac{e_j}{m_i^++1} - \sum_{j=i+1}^{m_i^-} \frac{e_j}{m_i^-1} + \frac{u_{i+1} - u_i}{h_{x,i}^+ + h_{x,i}^-} \left( \sum_{j=m_i^-}^{i} \frac{h_{x,i}^- e_{n+j}}{(i-m_i^-+1)h_j} + \sum_{j=i+1}^{m_i^-} \frac{h_{x,i}^+ e_{n+j}}{(m_i^-1)h_j} \right)$$

$$+ \frac{\varpi_{x,i}^+}{h_{x,i}^+ + h_{x,i}^-} \left( \frac{1}{1 - \gamma_i - \left(\frac{u_{i+1} - u_i}{h_{x,i}^+ + h_{x,i}^-}\right)^2} \right)^{\frac{1}{2}} \sum_{j=m_i^-}^{i} \frac{e_{n+j}}{(i-m_i^-+1)h_j}$$

$$+ \left[ \frac{h_{x,i}^- h_{x,i}^+}{h_{x,i}^+ + h_{x,i}^-} \left( 1 - \gamma_i - \left(\frac{u_{i+1} - u_i}{h_{x,i}^+ + h_{x,i}^-}\right)^2 \right) \right]^{\frac{1}{2}} \sum_{j=i+1}^{m_i^-} \frac{e_{n+j}}{(m_i^-1)h_j} + O(e^{-\frac{\sigma(i+1)}{2}}),$$

(5.19)

and the asymptotic expansions of the left eigenvectors associated to $\lambda_1^\pm(u, \gamma)$, with precision about $O(\varepsilon^\frac{\sigma(i+1)}{2})$, is such that

$$l_x^\pm(u, \gamma) = \sum_{j=m_i^-}^{m_i^+} \frac{\tau e_{n+j}}{m_i^-1} - \sum_{j=i+1}^{m_i^+} \frac{\tau e_{n+j}}{m_i^+1} + \frac{u_{i+1} - u_i}{h_{x,i}^+ + h_{x,i}^-} \left( \sum_{j=m_i^-}^{i} \frac{h_{x,i}^- e_{n+j}}{(i-m_i^-+1)h_j} + \sum_{j=i+1}^{m_i^-} \frac{h_{x,i}^+ e_{n+j}}{(m_i^-1)h_j} \right)$$

$$+ \frac{\varpi_{x,i}^-}{h_{x,i}^+ + h_{x,i}^-} \left( \frac{1}{1 - \gamma_i - \left(\frac{u_{i+1} - u_i}{h_{x,i}^+ + h_{x,i}^-}\right)^2} \right)^{\frac{1}{2}} \sum_{j=m_i^-}^{i} \frac{e_{n+j}}{(i-m_i^-+1)h_j}$$

$$+ \left[ \frac{h_{x,i}^- h_{x,i}^+}{h_{x,i}^+ + h_{x,i}^-} \left( 1 - \gamma_i - \left(\frac{u_{i+1} - u_i}{h_{x,i}^+ + h_{x,i}^-}\right)^2 \right) \right]^{\frac{1}{2}} \sum_{j=i+1}^{m_i^-} \frac{e_{n+j}}{(m_i^-1)h_j} + O(e^{-\frac{\sigma(i+1)}{2}}).$$

(5.20)

Proof. We consider $\lambda_1^\pm(u, \gamma) \in \mathbb{R}$, then, according to the asymptotic expansions of the proposition 4.7

$$\lambda_1^\pm(u, \gamma) = u_i + \chi_{\sigma,i}^\pm \varepsilon^{\frac{\sigma(i)}{2}} + O(\varepsilon^{\frac{\sigma(i+1)}{2}}),$$

(5.21)

where $\chi_{\sigma,i}^\pm := \pi_i \frac{h_{x,i}^-}{h_{x,i}^+ + h_{x,i}^-} + \left[ \frac{h_{x,i}^- h_{x,i}^+}{h_{x,i}^+ + h_{x,i}^-} \left( 1 - \frac{\pi_i^2}{\gamma_i} \right) \right]^{\frac{1}{2}}$. We expand the eigenvectors $r_x^\pm(u, \gamma)$ and $l_x^\pm(u, \gamma)$ such that

$$r_{i,0}^\pm(u, \gamma) = r_{i,0}(u, \gamma) + e^{\frac{\sigma(i)}{2}} r_{i,1}^\pm(u, \gamma) + O(e^{\frac{\sigma(i+1)}{2}}),$$

(5.22)

$$l_{i,0}^\pm(u, \gamma) = l_{i,0}(u, \gamma) + e^{\frac{\sigma(i)}{2}} l_{i,1}^\pm(u, \gamma) + O(e^{\frac{\sigma(i+1)}{2}}),$$

where $r_{i,0}(u, \gamma)$ and $l_{i,0}(u, \gamma)$ are right and left eigenvectors of the matrix $A_x(u_{\sigma}, \gamma_{\sigma}^i)$, associated to the eigenvalue $u_i$:

$$r_{i,0}(u, \gamma) := \sum_{j=m_i^-}^{m_i^+} \frac{e_j}{m_i^-1} - \sum_{j=i+1}^{m_i^-} \frac{e_j}{m_i^-1}$$

$$l_{i,0}(u, \gamma) := \sum_{j=m_i^-}^{i} \frac{\tau e_{n+j}}{m_i^-1} - \sum_{j=i+1}^{m_i^-} \frac{\tau e_{n+j}}{m_i^-1}.$$

Moreover, we have

$$A_x(u, \gamma) = A_x(u_{\sigma}^i, \gamma_{\sigma}^i) + \sum_{k=m_i^-}^{m_i^+} (u_k - u_i) A_{x}^{k-1,1}$$

$$+(1 - \gamma_{m_i^-}) A_{x}^{k,2}(\gamma) + \sum_{k=m_i^-}^{m_i^-1} (1 - \gamma_k) A_{x}^{k,3}(\gamma),$$

(5.24)
where the $3n \times 3n$ matrices, $A^{k-1.1}_x$, $A^{k,3}_x(\gamma)$ and $A^{k,3}_x(\gamma)$ are defined respectively in (3.39) (3.50) and (3.8), and $(u_{\sigma}'', \gamma''_{\sigma})$ is defined in (3.9). Consequently,

$$\tag{5.25} A_x(u, \gamma) = A_x(u_{\sigma}', \gamma_{\sigma}^i) + \sum_{k=i+1}^{m_i} \pi_i e^{i \frac{\alpha(i)}{2}} A^{k-1.1}_x + O(e^{i \frac{\alpha(i)}{2}})$$

Therefore, $r_{i,1}^{\lambda^\pm}(u, \gamma)$ and $l_{i,1}^{\lambda^\pm}(u, \gamma)$ are respectively the approximations of the right and left eigenvectors associated to $\lambda^\pm(u, \gamma)$, with a precision about $O(\epsilon^{\frac{\alpha(i)+1}{2}})$, if and only if $r_{i,1}^{\lambda^\pm}(u, \gamma)$ and $l_{i,1}^{\lambda^\pm}(u, \gamma)$ verify:

$$\tag{5.26} \begin{align*}
&\left\{ (\sum_{k=i+1}^{m_i} \pi_i A^{k-1.1}_x - \chi_{\sigma,i}^l l_{3n}) r_{i,0}(u, \gamma) = - (A_x(u_{\sigma}', \gamma_{\sigma}^i) - u_i l_{3n}) r_{i,1}^{\lambda^\pm}(u, \gamma), \\
&l_{i,0}(u, \gamma)(\sum_{k=i+1}^{m_i} \pi_i A^{k-1.1}_x - \chi_{\sigma,i}^l l_{3n}) = - l_{i,1}^{\lambda^\pm}(u, \gamma)(A_x(u_{\sigma}', \gamma_{\sigma}^i) - u_i l_{3n}),
\end{align*}$$

Finally, a solution of (5.26) is

$$\tag{5.27} \begin{align*}
&r_{i,1}^{\lambda^\pm}(u, \gamma, \theta) = \sum_{j=m_i}^{i} \frac{\chi_{\sigma,i}^j}{(i-m_i+1)h_j} e_{n+j} - \sum_{j=i+1}^{m_i} \frac{\chi_{\sigma,i}^j}{(m_i-i)h_j} e_{n+j}, \\
&l_{i,1}^{\lambda^\pm}(u, \gamma, \theta) = \sum_{j=m_i}^{i} \frac{\chi_{\sigma,i}^j}{(i-m_i+1)h_j} e_j - \sum_{j=i+1}^{m_i} \frac{\chi_{\sigma,i}^j}{(m_i-i)h_j} e_j,
\end{align*}$$

and the approximations of the eigenvectors given in proposition 5.2 are verified. \( \square \)

Remark: 1) For all $i \in [1, n-1]$, the right eigenvectors of $A(u, \gamma, \theta)$, $r_{i,1}^{\lambda^\pm}(u, \gamma, \theta)$, associated to the baroclinic eigenvalues, are defined by

$$\tag{5.28} r_{i,1}^{\lambda^\pm}(u, \gamma, \theta) = P^{-1}(\theta) r_{i,1}^{\lambda^\pm}(P(\theta)u, \gamma),$$

and the left eigenvectors of $A(u, \gamma, \theta)$, $l_{i,1}^{\lambda^\pm}(u, \gamma, \theta)$, associated to these eigenvalues, are defined by

$$\tag{5.29} l_{i,1}^{\lambda^\pm}(u, \gamma, \theta) = l_{i,1}^{\lambda^\pm}(P(\theta)u, \gamma) P(\theta).$$

2) Note that the asymptotic expansions (5.3) for the barotropic eigenvectors and (5.20) for the baroclinic eigenvectors, are necessary to characterize the Riemann invariants, $r_{\lambda,x}(u, \gamma)$, for all $\lambda \in \sigma(A_x(u, \gamma))$, such that

$$\tag{5.30} \exists \alpha(u, \gamma) > 0, (\nabla^i l_{\lambda}^x(u, \gamma) \cdot \frac{\partial u}{\partial t}) = \alpha(u, \gamma) \frac{\partial r_{\lambda,x}(u, \gamma)}{\partial t}.$$ 

However, it is possible that this last equation has no explicit solution, $r_{\lambda,x}(u, \gamma)$, but the asymptotic expansion performed in this paper is still useful for a numerical resolution: we can approximately integrate the equation (5.30).

To conclude, we proved the expression of the asymptotic expansions of the baroclinic eigenvectors, considering the asymptotic regime (4.11) and assuming the heights of each layer have all the same range and the difference of velocity between an interface has the same order as the square root of the relative difference of density at this interface. Moreover, the expansions of these eigenvectors, $r_{\lambda}^x(u, \gamma)$ and $l_{\lambda}^x(u, \gamma)$, for $i \in [1, n-1]$, have been performed with a precision about $O(\epsilon^{\frac{\alpha(i)+1}{2}})$.

In the next subsection, we deduce criterion of local well-posedness of the model (1.10), more general than (2.10).
5.3. Local well-posedness of the model. Using the previous asymptotic expansions, it is possible to prove the local well-posedness of the multi-layer shallow water model with free surface, in two space-dimensions.

First, we can prove the next proposition

**Proposition 5.3.** Let \((u, \gamma) \in \mathbb{R}^{3n} \times [0,1]^{n-1}, \theta \in [0,2\pi], \epsilon > 0\) and an injective function \(\sigma \in \mathbb{R}_{+}^{1,n-1}\) such that \(\gamma\) verifies (4.1), \(u\) verifies (4.4).

Then, there exists \(\delta > 0\) such that if

\[
\epsilon \leq \delta, \tag{5.31}
\]

the matrix \(A(u,\gamma,\theta)\) is diagonalizable with real eigenvalues if

\[
\begin{cases}
    h_i > 0, & \forall i \in [1,n], \\
    \phi_{\sigma,i}(h) - |u_{i+1} - u_i|^2 - |v_{i+1} - v_i|^2 > 0, & \forall i \in [1,n-1],
\end{cases} \tag{5.32}
\]

where \(\phi_{\sigma,i}(h) := (h_{\sigma,i}^- + h_{\sigma,i}^+)(1 - \gamma_i)\).

**Proof.** With the rotational invariance (1.19), it is equivalent to prove the diagonalizability of \(A_{\sigma}(u,\gamma)\). Assuming (4.1), (4.4) and (5.31), according to (3.8) and the propositions 5.1 and 5.2, the right eigenvectors

\[
(u_{\sigma,i}^-)_{i \in [1,n-1]} \cup (u_{\sigma,i}^+)_{i \in [2n+1,3n]}
\]

constitute an eigenbasis of \(\mathbb{R}^{3n}\) if (5.32) is verified. Indeed, the conditions (5.32) are necessary to insure the eigenvectors are in \(\mathbb{R}^{3n}\) and it is a basis of this vector-space because: for \(i \in [2n+1,3n]\), giving a vector \(r_{\sigma,i} \neq (u_{\sigma,i}^-)_{i \in [1,n-1]} \cup (u_{\sigma,i}^+)_{i \in [2n+1,3n]}\), it is obvious to find back \(i\); for \(i \in [1,n]\), giving \(r_{\sigma,i} \neq (u_{\sigma,i}^-)_{i \in [1,n-1]} \cup (u_{\sigma,i}^+)_{i \in [2n+1,3n]}\) it is also easy to detect \(i\) — where the sign of the 1\(^{st}\) coordinates changes — and, according to the strict inequalities (5.32),

\[
r_{\sigma,i} \neq (u_{\sigma,i}^-)_{i \in [1,n-1]} \cup (u_{\sigma,i}^+)_{i \in [2n+1,3n]}.
\]

Then, if the inequalities (5.32) are assumed, \(A_{\sigma}(u,\gamma)\) is diagonalizable with real eigenvalues and the proposition 5.3 is proved. \(\square\)

**Remark:** According to the propositions 4.0 and 4.7 we would expect, in the asymptotic regime (4.1), (4.4) and \(\epsilon \leq \delta\), that

\[
\lambda_n^- < \lambda_{m_+}^- < \ldots < \lambda_{m_+}^- < \lambda_{n}^+ < \lambda_{m_+}^+ < \ldots < \lambda_{n}^+.
\]

In the particular case of two layers, these inequalities are true, in this asymptotic regime. Moreover, in the case of \(n\) layers, with \(n \geq 3\), if we assume for all \(i \in [1,n-2]\), \(\pi_i \pi_{i+1} > 0\) and

\[
\left[ \frac{h_{\sigma,i}^- h_{\sigma,i}^+}{h_{\sigma,i}^- + h_{\sigma,i}^+} \right] \left(1 - \gamma_i - \frac{(u_{i+1} - u_i)^2}{h_{\sigma,i}^- + h_{\sigma,i}^+}\right)^{\frac{1}{2}} \ll \frac{|\pi_i| h_{\sigma,i}^-}{h_{\sigma,i}^- + h_{\sigma,i}^+},
\]

then (5.34) remains true, as we can deduce that

\[
\forall i \in [1,n-1], \min(u_i, u_{i+1}) < \lambda_i^\pm < \max(u_i, u_{i+1}),
\]

and the diagonalizability of the matrix \(A(u,\gamma,\theta)\) is directly deduced. However, in the general case, (5.35) is not verified: to prove the diagonalizability of \(A(u,\gamma,\theta)\), we need the entire eigenstructure of this matrix.
Finally, as a consequence of the previous proposition, we deduce a criterion of local well-posedness in $H^s(\mathbb{R}^2)^{3n}$, more general than criterion (2.10).

**Theorem 5.4.** Let $s > 2$, $\gamma \in [0, 1]^{n-1}$, $\epsilon > 0$ and an injective function $\sigma : [1, n-1] \to \mathbb{R}_+$ such that $\gamma$ verifies (4.1).

Then, there exists $\delta > 0$ such that if

$$\epsilon \leq \delta,$$

the Cauchy problem, associated with (1.10) and initial data $u^0 \in H_{\sigma, \epsilon} \cap H^s(\mathbb{R}^2)^{3n}$, is hyperbolic, locally well-posed in $H^s(\mathbb{R}^2)^{3n}$ and the unique solution verifies conditions (2.5).

**Proof.** Let $(u^0, \gamma) \in H^s(\mathbb{R}^2)^{3n} \times [0, 1]^{n-1}$ such that conditions (4.1), (4.4) and (5.38) are verified. As it was proved in the proposition 5.3, for all $(X, \theta) \in \mathbb{R}^2 \times [0, 2\pi)$, $A(u^0(X), \gamma, \theta)$ is diagonalizable, with real eigenvalues, if $u \in H_{\sigma, \epsilon}$. Then, the Cauchy problem is hyperbolic. Moreover, according to the proposition 2.7, it is locally well-posed in $H^s(\mathbb{R}^2)^{3n}$ and the unique solution verifies conditions (2.5).

**Remark:** This criterion is less restrictive than (2.10), because, as it was proved in proposition 4.11, if $(u, \gamma)$ verifies these conditions and $\epsilon$ is sufficiently small, $S_\gamma^\ast \subset H_{\sigma, \epsilon} \cap H^s(\mathbb{R}^2)^{3n}$.

In conclusion, we proved the expression of the asymptotic expansions of the baroclinic eigenvectors, considering the asymptotic regime (4.1) and assuming the heights of each layer have all the same range and the difference of velocity between an interface has the same order as the square root of the relative difference of density at this interface. Moreover, the expansions of these eigenvectors, $r_{\lambda^\pm_i} X^\pm \ (u, \gamma)$ and $l_{\lambda^\pm_i} X^\pm \ (u, \gamma)$, for $i \in [1, n-1]$, have been performed with a precision about $O(\epsilon^{(i+1)/2})$, permitting to give a condition of local well-posedness of the multi-layer shallow water model with free surface, in two dimensions.

In the next subsection, we deduce from the asymptotic expansions of the eigenstructure of $A(x, \gamma)$, the nature of the waves associated to each eigenvalues.

### 5.4. Nature of the waves.

In order to know the type of the wave associated to each eigenvalue – shock, contact or rarefaction wave – there is the next proposition

**Proposition 5.5.** Let $\gamma \in [0, 1]^{n-1}$, $\epsilon > 0$ and an injective function $\sigma \in \mathbb{R}_+^{[1, n-1]}$ such that $\gamma$ verifies (4.1).

Then, there exists $\delta > 0$ such that if

$$\epsilon \leq \delta,$$

and $u \in H_{\sigma, \epsilon}$, we have

$$\begin{cases}
\mbox{the } \lambda_i^\pm \mbox{-characteristic field is genuinely non-linear,} & \mbox{if } i \in [1, n], \\
\mbox{the } \lambda_i \mbox{-characteristic field is linearly degenerate,} & \mbox{if } i \in [2n+1, 3n].
\end{cases}$$

**Proof.** If $(u, \gamma)$ verify these assumptions, the asymptotic expansions (4.29) and (4.34) are valid. Moreover, we remark that for all $i \in [1, n]$, $\lambda_i^\pm$ depends analytically of the parameters of the problem and we deduce that the error of the asymptotic expansions still remains small after derivating. Then, with the right eigenvectors (4.3) and the asymptotic expansions of the right eigenvectors (5.2) and (5.19) of $A_x(u, \gamma)$, one can check that
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(5.41) \[
\begin{align*}
\nabla \lambda_i^\pm \cdot r_x^\lambda_i(u) &\neq 0, && \text{if } i \in [1, n], \\
\nabla \lambda_i \cdot r_x^\lambda_i(u) &= 0, && \text{if } i \in [2n + 1, 3n].
\end{align*}
\]

Then, the proposition 5.5 is proved. □

Remark: When for all \(i \in [1, n - 1]\), \(u_{i+1} - u_i\) and \(1 - \gamma_i\) are all equal to 0, the \(\lambda_i^\pm\)-characteristic field remains genuinely non-linear but the \(\lambda_i^\pm\)-characteristic field becomes linearly degenerate.

To conclude, under assumptions (4.1), (4.4) and (5.39), for all \(i \in [1, n]\), the \(\lambda_i^\pm\)-wave is a shock wave or a rarefaction wave and for all \(i \in [2n + 1, 3n]\) the \(\lambda_i\)-wave is a contact wave.

6. A conservative multi-layer shallow water model. Even if the model (1.1–1.2) is conservative, in the one-dimensional case, with the unknowns \((h_i, u_i)\), \(i \in [1, n]\), it is not anymore true in the two-dimensional case. This section will treat this lack of conservativity by an augmented model, with a different approach from [1].

We remind that no assumption has been made concerning the horizontal vorticity, in each layer

(6.1) \[\forall i \in [1, n], \quad w_i := \text{curl}(u_i) = \frac{\partial u_i}{\partial x} - \frac{\partial u_i}{\partial y}.\]

6.1. Conservation laws. Using a Frobenius problem, it was proved in [6] that the one-dimensional two-layer shallow water model with free surface has a finite number of conservative quantities: the height and velocity in each layer, the total momentum and the total energy. However, in the two-dimensional case, it is still an open question.

Concerning the multi-layer model, in one dimension, we can also reduce the study of conservative quantities to the study of a Frobenius problem. Indeed, defining the new unknowns

(6.2) \[\forall i \in [1, n], \quad \begin{cases} \hat{h}_i := \alpha_n h_i, \\ \hat{u}_i := u_i, \end{cases}\]

and

(6.3) \[\hat{u} := (\hat{h}_1, \ldots, \hat{h}_n, \hat{u}_n, \ldots, \hat{u}_n),\]

then, the model (1.10) is equivalent to

(6.4) \[
\frac{\partial \hat{u}}{\partial \hat{t}} + \hat{A}_x(\hat{u}, \gamma) \frac{\partial \hat{u}}{\partial x} + \hat{b}(\hat{u}) = 0,
\]

with

(6.5) \[
\hat{A}_x(\hat{u}, \gamma) := \begin{bmatrix} \Delta & 0 \\ 0 & I_n \end{bmatrix} \begin{bmatrix} V_x \\ H \end{bmatrix}.
\]

Moreover, we have also

(6.6) \[
\hat{A}_x(\hat{u}, \gamma) = P \nabla^2 \hat{e}_1(\hat{u}, \gamma),
\]
where \( \hat{e}_1(\hat{u}) := \frac{1}{2} \sum_{i=1}^{n} \hat{h}_i \left( \hat{u}_i^2 + \frac{\hat{h}_i}{\alpha_{n,i}} \right) + \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \hat{h}_i \frac{\hat{h}_j}{\alpha_{m,j}} \) and the \( 2n \times 2n \) block matrix \( P \) is defined by

\[
P := \begin{bmatrix} 0 & l_n \\ l_n & 0 \end{bmatrix},
\]

(6.7)

Therefore, \( \eta(\hat{u}) \) is a conservative quantity of the multi-layer model, in one dimension, if and only if the matrix \( \nabla^2 \eta(\hat{u}) \hat{A}_x(\hat{u}) \) is symmetric, which is equivalent to, according to (6.6),

\[
(\hat{P} \nabla^2 \eta(\hat{u})) \hat{A}_x(\hat{u}) = \hat{A}_x(\hat{u}) (\hat{P} \nabla^2 \eta(\hat{u})).
\]

(6.8)

Consequently, if we denote by \( X := \hat{P} \nabla^2 \eta(\hat{u}) \), the conservative quantities of (6.4) needs to verify the Frobenius problem:

\[
X \hat{A}_x(\hat{u}) = \hat{A}_x(\hat{u}) X.
\]

(6.9)

Remark: The condition (6.9) is just necessary: the solution \( X := [X_{i,j}]_{(i,j) \in [1,2n]^2} \) needs to verify the compatibility conditions

\[
\forall (i, j, k) \in [1, 2n]^3, \frac{\partial X_{i,j}}{\partial \alpha_k} = \frac{\partial X_{i,k}}{\partial \alpha_j},
\]

(6.10)

where for all \( k \in [1, n] \), \( \alpha_k := \hat{h}_k \) and \( \alpha_{n+k} := \hat{u}_k \), to insure that \( X \) is the hessian of a scalar field.

We remind a useful property of the set of the solutions of (6.9):

**PROPOSITION 6.1.** Let \( \gamma \in \mathbb{R}^{[0,1]} \), \( \epsilon > 0 \) and an injective function \( \sigma \in \mathbb{R}^{[1,n-1]} \) such that \( \gamma \) verifies (4.1). Then, there exists \( \delta > 0 \) such that if

\[
\epsilon \leq \delta,
\]

(6.11)

and \( u \in \mathcal{H}_{\sigma, \epsilon} \), a matrix \( X \) is solution of the Frobenius problem (6.9) if and only if

\[
X \in \text{Span}(\hat{A}_x^k(\hat{u}), k \in [0, 2n-1]).
\]

(6.12)

Proof. Under these conditions, as it was proved in propositions 4.6 and 4.7, the eigenvalues of \( \hat{A}_x(\hat{u}) \) are all distinct. Then, the characteristic polynomial of \( \hat{A}_x(\hat{u}) \) coincides with the minimal polynomial. Therefore, the set of solutions of (6.9) is equal to \( \text{Span}(\hat{A}_x^k(\hat{u}), k \in [0, 2n-1]). \)

Then, according to the last proposition, there exists \( (x_i)_{i \in [1, 2n-1]} \subset \mathbb{R} \) such that

\[
\nabla^2 \eta(\hat{u}) = \sum_{i=0}^{2n-1} x_i P \hat{A}_x^k(\hat{u}).
\]

(6.13)

Using the compatibility conditions (6.10), we should find conditions on \( (x_i)_{i \in [1, 2n-1]} \), to insure \( \eta(\hat{u}) \) to be a conservative quantity. However, the question is still open as the complexity of (6.10) is very high. However we would expect to find

\[
\left\{ \begin{array}{l}
x_i \text{ is a constant,} \\
x_i = 0,
\end{array} \right. \forall i \in [0, 1], \forall i \in [2, 2n-1],
\]

(6.14)
to deduce that there exist \((x_0, x_1) \in \mathbb{R}^2\) and \((c, d) \in \mathbb{R}^{2n}\) such that

\[
\eta(\hat{u}) = \frac{x_0}{2} \hat{u} \cdot \hat{P} \hat{u} + x_1 \hat{e}_1(\hat{u}) + c \cdot \hat{u} + d,
\]

as the only known conservative quantities, in one dimension, are the height, the velocity in each layer, the total momentum and the total energy of the system.

Concerning the conservative quantities of the multi-layer model, in two dimensions, the question is quite more complex and is also still open. Moreover, the study performed below does not remain possible — the structure (6.6) is not anymore verified. Nevertheless, introducing \(w_i\), for \(i \in [1, n]\), in equations (1.1–1.2), the conservation of mass (1.1) is unchanged

\[
\frac{\partial h_i}{\partial t} + \nabla \cdot (h_i u_i) = 0,
\]

but the equation of depth-averaged horizontal velocity (1.2) becomes conservative

\[
\frac{\partial u_i}{\partial t} + \nabla \left( \frac{1}{2}(u_i^2 + v_i^2) + P_i \right) - (f + w_i) u_i^\perp = 0.
\]

Moreover, the horizontal vorticity, in each layer, is also conservative:

\[
\frac{\partial w_i}{\partial t} + \nabla \cdot ((w_i + f) u_i) = 0.
\]

Therefore, in the two-dimensional case, there are at least 3n+2 conservative quantities: the height, the velocity and the horizontal vorticity in each layer, the total momentum and the energy \(e_2\):

\[
e_2(v, \gamma) := \frac{1}{2} \sum_{i=1}^{n} \alpha_{n,i} h_i (u_i^2 + v_i^2 + h_i) + \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \alpha_{n,i} h_i h_j.
\]

### 6.2. A new augmented model.

From equations (1.1–1.2), it is possible to obtain a new model. We denote \((u, v) \in \mathcal{H}^s(\mathbb{R}^2)^{3n} \times \mathcal{H}^s(\mathbb{R}^2)^{4n}\), the vectors defined by

\[
\begin{align*}
\mathbf{u} &:= (h_1, \ldots, h_n, u_1, \ldots, u_n, v_1, \ldots, v_n), \\
\mathbf{v} &:= (h_1, \ldots, h_n, u_1, \ldots, u_n, v_1, \ldots, v_n, w_1, \ldots, w_n).
\end{align*}
\]

If \(\mathbf{u}\) is a classical solution of (1.10), then \(\mathbf{v}\) is solution of the augmented system

\[
\frac{\partial v}{\partial t} + A_x^2(v, \gamma) \frac{\partial v}{\partial x} + A_y^2(v, \gamma) \frac{\partial v}{\partial y} + b^a(v) = 0,
\]

where the \(4n \times 4n\) block matrices \(A_x^2(v, \gamma)\) and \(A_y^2(v, \gamma)\) are defined by

\[
A_x^2(v, \gamma) := \begin{bmatrix}
V_x & H & 0 & 0 \\
I & V_x & V_y & 0 \\
0 & 0 & 0 & 0 \\
0 & W & 0 & V_x
\end{bmatrix},
\]

\[
A_y^2(v, \gamma) := \begin{bmatrix}
V_y & 0 & H & 0 \\
0 & 0 & 0 & 0 \\
I & V_x & V_y & 0 \\
0 & 0 & W & V_y
\end{bmatrix}.
\]
Remark: 1) \( \epsilon_2(\mathbf{v}, \gamma) \) is not the total energy of the augmented model (6.21). Indeed, it is never a convex function with the variable \( \mathbf{v} \) as it is independent of \((w_i)_{i \in [1,n]}\). 2) Let \( \mathbf{v} \in \mathbb{R}^{4n} \), the associated vector \( \mathbf{u} \in \mathbb{R}^{3n} \) will be composed of the 3n first coordinates of the vector \( \mathbf{v} \). All the quantities or functions with \( \mathbf{u} \) as a variable will refer to the non-augmented model (1.10) and all the ones with \( \mathbf{v} \), as a variable, will refer to the new augmented model (6.21).

**Proposition 6.2.** The augmented model (6.21) verifies the rotational invariance.

**Proof.** We denote by \( \mathbf{A}^a(\mathbf{v}, \gamma, \theta) \) the matrix defined by

\[
\cos(\theta)\mathbf{A}_x^a(\mathbf{v}, \gamma) + \sin(\theta)\mathbf{A}_y^a(\mathbf{v}, \gamma).
\]

One can check the next equality, for all \((\mathbf{v}, \gamma, \theta) \in \mathbb{R}^{4n} \times \mathbb{R}_+^{n-1} \times [0,2\pi]\)

\[
\mathbf{A}^a(\mathbf{v}, \gamma, \theta) = \mathbf{P}^a(\theta)^{-1}\mathbf{A}_x^a(\mathbf{P}^a(\theta)\mathbf{v}, \gamma)\mathbf{P}^a(\theta),
\]

where \( \mathbf{P}^a(\theta) \) is the \( 4n \times 4n \) block matrix defined by

\[
\mathbf{P}^a(\theta) := \begin{bmatrix}
I_n & 0 & 0 & 0 \\
0 & \cos(\theta)I_n & \sin(\theta)I_n & 0 \\
0 & -\sin(\theta)I_n & \cos(\theta)I_n & 0 \\
0 & 0 & 0 & I_n
\end{bmatrix},
\]

and, moreover, we notice \( \mathbf{P}^a(\theta)^{-1} = \mathbf{P}^a(\theta)^T \). \( \square \)

**6.3. A rough criterion of local well-posedness.** We give a 1st criterion of Friedrichs-symmetrizability to insure the local well-posedness in \( \mathcal{H}^s(\mathbb{R}^2)^{4n} \) and \( \mathcal{L}^2(\mathbb{R}^2)^{4n} \).

**Theorem 6.3.** Let \( s > 2 \) and \((\mathbf{v}^0, \gamma) \in \mathcal{H}^s(\mathbb{R}^2)^{4n} \times[0,1]^{n-1} \) and \( \mathbf{u}_0 := (u_0, v_0) \in \mathbb{R}^2 \) such that

\[
\begin{align*}
\inf_{X \in \mathbb{R}^2} h_0^i(X) > 0, & \quad \forall i \in [1,n], \\
\inf_{X \in \mathbb{R}^2} \delta^a(\mathbf{v}^0(X), \gamma, \mathbf{u}_0) > 0,
\end{align*}
\]

where for every \( \mathbf{v} \in \mathbb{R}^{4n} \),

\[
\delta^a(\mathbf{v}, \gamma, \mathbf{u}_0) := \min \left( a(h, \gamma)^{-1}, \min_{i \in [1,n]}(h_i^2) \right)
\] 

\[
- \max_{i \in [1,n]} \alpha_{n,i}|u_i - u_0| - \max_{i \in [1,n]} \alpha_{n,i}|v_i - v_0| \\
+ \min \left( 0, \min_{i \in [1,n]} \frac{w_i + f}{2}(w_i + f - \sqrt{(w_i + f)^2 + 4h_i^2}) \right).
\]

Then, the Cauchy problem, associated with the system (6.21) and the initial data \( \mathbf{v}^0 \), is hyperbolic, locally well-posed in \( \mathcal{H}^s(\mathbb{R}^2)^{4n} \) and there exists \( T > 0 \) such that \( \mathbf{v} \), the unique solution of the Cauchy problem, verifies

\[
\begin{align*}
\mathbf{v} \in C^1([0,T] \times \mathbb{R}^2)^{4n}, \\
\mathbf{v} \in C([0,T]; \mathcal{H}^s(\mathbb{R}^2))^{4n} \cap C^1([0,T]; \mathcal{H}^{s-1}(\mathbb{R}^2))^{4n}.
\end{align*}
\]
Proof. We define the next $4n \times 4n$ symmetric matrix:

\[
S^a(v, \gamma) = \begin{bmatrix}
\Delta \Gamma + W^2 & \Delta V_x & \Delta V_y & -WH \\
\Delta V_x & \Delta H & 0 & 0 \\
\Delta V_y & 0 & \Delta H & 0 \\
-WH & 0 & 0 & H^2
\end{bmatrix},
\]

One can check that $S^a(v, \gamma)$, $S^a(v, \gamma)A^a_x(v, \gamma)$ and $S^a(v, \gamma)A^a_y(v, \gamma)$ are unconditionally symmetric:

\[
S^a(v, \gamma)A^a_x = \begin{bmatrix}
2\Delta \Gamma V_x + W^2 V_x & \Delta \Gamma H + \Delta V^2_x & \Delta V_x V_y & -WHV_x \\
\Delta \Gamma H + \Delta V^2_x & 2\Delta HV_x & \Delta HV_y & 0 \\
\Delta V_y V_x & \Delta HV_y & 0 & 0 \\
-WHV_x & 0 & 0 & H^2 V_x
\end{bmatrix},
\]

\[
S^a(v, \gamma)A^a_y = \begin{bmatrix}
2\Delta \Gamma V_y + W^2 V_y & \Delta V_x V_y & \Delta \Gamma H + \Delta V^2_y & -WHV_y \\
\Delta V_x V_y & 0 & \Delta HV_x & 0 \\
\Delta \Gamma H + \Delta V^2_y & \Delta HV_x & 2\Delta HV_y & 0 \\
-WHV_y & 0 & 0 & H^2 V_y
\end{bmatrix},
\]

Then, we need to verify $S^a(v, \gamma) > 0$ (i.e. $\lambda_{\min}(S^a(v, \gamma)) > 0$), to insure that it is a Friedrichs-symmetrizer. We introduce the following decomposition of $S^a(v, \gamma)$:

\[
S^a(v, \gamma) = S^a_0(h, \gamma) + S^a_1(v, \gamma) + S^a_2(v, \gamma) + S^a_3(v, \gamma),
\]

where the $4n \times 4n$ symmetric matrices are defined by

\[
S^a_0(h, \gamma) = \begin{bmatrix}
\Delta \Gamma & 0 & 0 & 0 \\
0 & \Delta H & 0 & 0 \\
0 & 0 & \Delta H & 0 \\
0 & 0 & 0 & H^2
\end{bmatrix},
\]

\[
S^a_1(v, \gamma) = \begin{bmatrix}
0 & \Delta V_x & 0 & 0 \\
\Delta V_x & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]

\[
S^a_2(v, \gamma) = \begin{bmatrix}
0 & 0 & \Delta V_y & 0 \\
0 & 0 & 0 & 0 \\
\Delta V_y & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]

\[
S^a_3(v, \gamma) = \begin{bmatrix}
W^2 & 0 & 0 & -WH \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-WH & 0 & 0 & 0
\end{bmatrix}.
\]
According to the inequality of convexity (6.34),
(6.39) \[ \lambda^\text{min}(S^a(v, \gamma)) \geq \lambda^\text{min}(S_0^a(h, \gamma)) + \lambda^\text{min}(S^a_1(v, \gamma)) + \lambda^\text{min}(S^a_2(v, \gamma)) + \lambda^\text{min}(S^a_3(v, \gamma)). \]

An analysis of each spectrum leads to
(6.40)
\[
\begin{aligned}
\lambda^\text{min}(S^a_0(h, \gamma)) &\geq \min\left(a(h, \gamma)^{-1}, \min_{i \in [1, n]}(h_i^2)\right), \\
\lambda^\text{min}(S^a_1(v, \gamma)) &= -\max_{i \in [1, n]} \alpha_{n,i} |u_i|, \\
\lambda^\text{min}(S^a_2(v, \gamma)) &= -\max_{i \in [1, n]} \alpha_{n,i} |v_i|, \\
\lambda^\text{min}(S^a_3(v, \gamma)) &= \min\left(0, \min_{i \in [1, n]} \frac{w_i + f}{2} (w_i + f - \sqrt{(w_i + f)^2 + 4h_i^2})\right).
\end{aligned}
\]

Finally, with the rescaling
(6.41)
\[
\forall i \in [1, n - 1], \quad \begin{cases} h_i \leftarrow h_i, \\ u_i - u_0 \leftarrow u_i, \\ v_i - v_0 \leftarrow v_i, \end{cases}
\]

and under conditions (6.28), the mapping
(6.42) \[ S^a : (v, \gamma) \mapsto S^a(v, \gamma) \]
is a Friedrichs-symmetrizer. Using the propositions (2.5) and (2.6), the Cauchy problem is hyperbolic, locally well-posed and the unique solution verifies (6.30), if the initial data verifies (6.28).

**Remark:** The non-augmented model (1.10) has a symbolic-symmetrizer if
(6.43) \[ a(h, \gamma)^{-1} - \alpha_{n,i} (|u_i - \bar{u}| + |v_i - \bar{v}|) > 0, \]
which is stronger than the condition of symmetrizability (6.28), for the augmented model (6.24), if for all \( i \in [1, n], \)
(6.44) \[ h_i^2 \geq a(h, \gamma)^{-1}, \]
and
(6.45) \[ \min_{i \in [1, n]} \frac{w_i + f}{2} (w_i + f - \sqrt{(w_i + f)^2 + 4h_i^2}) > \max_{i \in [1, n]} \alpha_{n,i} (|u_0| - |\bar{u}| + |v_0| - |\bar{v}|), \]
and weaker otherwise.

**6.4. A weaker criterion of local well-posedness.** As it was reminded before, the description of the eigenstructure of \( A^a(v, \gamma, \theta) \) is a decisive point, as it permits to characterize exactly its diagonalizability, the nature of the waves and also the Riemann invariants. According to the rotational invariance (6.20), we restrict the analysis to the eigenstructure of \( A^a_2(v, \gamma) \). First of all, as the characteristic polynomial of \( A^a_2(v, \gamma) \) is equal to
(6.46) \[ \det(A^a_2(v, \gamma) - \lambda I_n) = \lambda^n \det(A^a_2(u, \gamma) - \lambda I_n), \]
we remark that the spectrum of \( A^a_2(v, \gamma) \) is such that
(6.47) \[ \sigma(A^a_2(v, \gamma)) := (\lambda^\pm_i(v, \gamma))_{i \in [1, n]} \cup (\lambda_{2n+1}(v, \gamma))_{i \in [1, 2n]}, \]
where \((\lambda^+_{i}(v, \gamma))_{i \in [1,n]} \cup (\lambda_{2n+i}(v, \gamma))_{i \in [1,n]} =: \sigma(A_{\gamma}(u, \gamma))\) and

\[
(6.48) \quad \forall i \in [1, n], \quad \lambda_{3n+i}(v, \gamma) = 0.
\]

Let \(\gamma \in [0,1[^{n-1}, \epsilon > 0\) and an injective function \(\sigma : [1, n-1] \to \mathbb{R}^*_+\) such that \(\gamma\) verifies \((6.41)\). We define the next subset of \(L^2(\mathbb{R}^2)^{4n}\):

\[
(6.49) \quad \mathcal{H}_{s, \epsilon} := \{v^0 \in L^2(\mathbb{R}^2)^{4n}; u^0 \in \mathcal{H}_{s, \epsilon}\}
\]

**Proposition 6.4.** Let \((v, \gamma) \in \mathbb{R}^{4n} \times [0,1[^{n-1}, \theta \in [0,2\pi], \epsilon > 0\) and an injective function \(\sigma \in \mathbb{R}^*_+\) such that \(\gamma\) verifies \((6.41)\) and the associated vector \(u\) verifies \((4.4)\).

There exists \(\delta > 0\) such that if

\[
(6.50) \quad \epsilon \leq \delta,
\]

then the matrix \(A^s(v, \gamma, \theta)\) is diagonalizable with real eigenvalues if the associated vector \(u\) verifies

\[
(6.51) \quad \begin{cases} h_i > 0, & \forall i \in [1, n], \\ \phi_{\sigma, i}(h) - |u_{i+1} - u_i|^2 - |v_{i+1} - v_i|^2 > 0, & \forall i \in [1, n-1]. \end{cases}
\]

**Proof.** With the rotational invariance \((6.20)\), it is equivalent to prove the diagonalizability of \(A^s_2(v, \gamma)\). By denoting \((e'_i)_{i \in [1,4n]}\) the canonical basis of \(\mathbb{R}^{4n}\), one can prove the expressions of the right eigenvectors \(r^\lambda_{2i}(v, \gamma)\) of \(A^s_2(v, \gamma)\), associated to the eigenvalue \(\lambda \in \sigma(A^s_2(v, \gamma))\), are, for all \(i \in [1, n]\), defined by

\[
(6.52) \quad r^\lambda_{2i}(v, \gamma) = r^\lambda_{2i}(u, \gamma) + \sum_{k=1}^{n} \frac{w_k + \gamma}{\lambda^2_k - u_k} (r^\lambda_{2i}(u, \gamma) \cdot e_{n+k}) e'_{3n+k},
\]

\[
(6.53) \quad r^\lambda_{2n+i}(v, \gamma) = e'_{3n+i},
\]

\[
(6.54) \quad r^\lambda_{3n+i}(v, \gamma) = \begin{cases} (\Gamma V_y e_i \cdot e_i) e'_i - (\Gamma_x H^{-1} \Gamma^{-1} V_y e_i \cdot e_i) e'_{n+i} \\
-(\Gamma_x H^{-1} \Gamma^{-1} V_y e_i \cdot e_i) e'_{2n+i} \\
+(\Gamma H^{-1} \Gamma^{-1} V_y e_i \cdot e_i) e'_{3n+i}
\end{cases}, \quad \text{if } v_i \neq 0,
\]

\[
(6.55) \quad \forall \lambda \in \sigma(A^s(v, \gamma, \theta)), \quad r^\lambda(v, \gamma, \theta) = P^s(\theta)^{-1} r^\lambda(P^s(\theta)v, \gamma).
\]

Moreover, as it was proved in the diagonalizability of \(A_{\gamma}(u, \gamma)\) in proposition \((5.3)\) if \(\epsilon \leq \delta\), the right eigenvectors induced an eigenbasis of \(\mathbb{R}^{4n}\). A consequence is the right eigenvectors form an eigenbasis of \(\mathbb{R}^{4n}\) and \(A^s_2(v, \gamma)\) is diagonalizable with real eigenvalues, if \((6.41)\) is verified.
Remark: There is also the left eigenvectors $l^λ_x(v, γ)$ of $A^α_x(v, γ)$, associated to the eigenvalue $λ ∈ σ(A^α_x(v, γ))$: for all $i ∈ [1, n],\!
\!
\!
(6.56)\quad l^λ_x(v, γ) = l^±_x(u, γ) + \sum_{k=1}^{n} \frac{θ_k}{Λ^i_k} (l^±_x(u, γ) · e_{n+k}) e'_{2n+k},$

(6.57)\quad l^{λ_{2n+i}}_x(v, γ) = -(w_i + f)^⊤ e'_i + h_i^⊤ e'_{3n+i},

(6.58)\quad l^{λ_{n+i}}_x(v, γ) = τ e'_{2n+i},$

where $l^λ_x(u, γ)$ are expressed in (5.3) and (5.20) and $(·)$ is the inner product on $R^{3n}$. Moreover, we made intentionally a mistake in (6.52) and (6.56), as we did not provide the expression of $r^λ_x(u, γ)$ and $l^λ_x(u, γ)$, but it is the natural expression coming from (5.2), (5.3), (5.19) and (5.20) and replacing $e_i$ by $e'_i$, for every $i ∈ [1, 3n]$. Then, the left eigenvectors $l^λ(v, γ, θ)$ of $A^α(v, γ, θ)$ are also defined by

(6.59)\quad ∀ λ ∈ σ(A^α(v, γ, θ)), l^λ(v, γ, θ) = l^λ_x(P^α(θ)v, γ)P^α(θ).

Remark: According to the asymptotic expansions (5.3) and (5.20), in the general case, $λ^±_i ≠ 0$ and $λ^±_i ≠ u_i$; consequently, $r^λ_x(v, γ)$ in (6.52) and $l^λ_x(v, γ)$ in (6.56) are defined.

Furthermore, the type of the wave associated to each eigenvalue is described in the next proposition.

**Proposition 6.5.** Let $γ ∈ ]0, 1[^{n-1}, ε > 0$ and an injective function $σ ∈ R^*_+[1, n]$ such that $γ$ verifies (4.1). Then, there exists $δ > 0$ such that if

(6.60)\quad ε ≤ δ,

and $v ∈ H^α_{σ, ε}$, we have

(6.61)\quad \begin{cases} 
\quad \text{the } λ^±_i\text{-characteristic field is genuinely non-linear,} & \text{if } i ∈ [1, n]; \\
\quad \text{the } λ_i\text{-characteristic field is linearly degenerate,} & \text{if } i ∈ [2n + 1, 4n].
\end{cases}

Proof. Using the same proof of proposition 5.3 and remarking that for all $i ∈ [2n + 1, 3n], λ_i = 0$, which implies

(6.62)\quad ∇λ_i · r^λ_x(v, γ) = 0,

and the proof of the proposition 6.3 $\blacksquare$. To conclude, under conditions of the proposition 6.3, for all $i ∈ [1, n]$, the $λ^±_i$-wave is a shock wave or a rarefaction wave and the $λ^±_{2n+i}$-wave and $λ^±_{3n+i}$-wave are contact waves.

Finally, the point is to know if this augmented system (6.21) is locally well-posed and if its solution provides the solution of the non-augmented system (1.10).

**Theorem 6.5.** Let $s > 2, γ ∈ ]0, 1[^{n-1}$, $ε > 0$ and an injective function $σ : [1, n - 1] → R^*_+$ such that $γ$ verifies (4.1).
Then, there exists $\delta > 0$ such that if
\begin{equation}
\epsilon \leq \delta,
\end{equation}
the Cauchy problem, associated with (6.21) and initial data $v^0 \in \mathcal{H}_{\sigma,\gamma}^a \cap \mathcal{H}^s(\mathbb{R}^2)^{4n}$, is hyperbolic, locally well-posed in $\mathcal{H}^s(\mathbb{R}^2)^{4n}$ and the unique solution verifies conditions (6.30). Furthermore, $u$, the associated vector field, verifies conditions (2.5) and is the unique classical solution of the Cauchy problem, associated with (1.10) and initial data $u^0 \in \mathcal{H}_{\sigma,\gamma} \cap \mathcal{H}^s(\mathbb{R}^2)^{3n}$, if and only if
\begin{equation}
\forall i \in [1, n], \quad w_i^0 = \frac{\partial v_i^0}{\partial x} - \frac{\partial u_i^0}{\partial y}.
\end{equation}

**Proof.** Using proposition 6.4, $\sigma(A^*(v, \gamma, \theta)) \subset \mathbb{R}$ and $A^*(v\gamma, \theta)$ is diagonalizable. Then, the proposition 2.7 is verified: the hyperbolicity and the local well-posedness of the Cauchy problem, associated with system (6.21) and initial data $v_0$, is insured and conditions (6.30) are verified. Moreover, it is obvious to prove that, for all $i \in [1, n]$, there exists $\Phi_i : \mathbb{R}^2 \to \mathbb{R}$ such that
\begin{equation}
\forall (t, x, y) \in \mathbb{R}^+ \times \mathbb{R}^2, \quad w_i(t, x, y) = \frac{\partial v_i}{\partial x}(t, x, y) - \frac{\partial u_i}{\partial y}(t, x, y) + \Phi_i(x, y).
\end{equation}
As $\Phi_i$ does not depend on the time $t$, $u$ – the vector associated to $v$ – is solution of the non-augmented system (1.10) if and only if $\Phi_i = 0$, for all $i \in [1, n]$, which is true if and only if it is verified at $t = 0$. □

We deduce directly the next corollary.

**Corollary 6.7.** Let $s > 2$, $\gamma \in [0, 1]^{n-1}$, $\epsilon > 0$ and an injective function $\sigma : [1, n - 1] \to \mathbb{R}^*_+$ such that $\gamma$ verifies (4.1). There exists $\delta > 0$ such that if we assume
\begin{equation}
\epsilon \leq \delta,
\end{equation}
and we consider $v$, the unique solution of the Cauchy problem, associated with (6.21) and initial data $v^0 \in \mathcal{H}_{\sigma,\gamma}^a \cap \mathcal{H}^s(\mathbb{R}^2)^{4n}$, then the associated vector field, $u \in \mathcal{H}_{\sigma,\gamma} \cap \mathcal{H}^s(\mathbb{R}^2)^{3n}$ is the unique solution of (1.10) and verifies (2.5) if and only if $v^0$ verifies
\begin{equation}
\forall i \in [1, n], \quad w_i^0 = \frac{\partial v_i^0}{\partial x} - \frac{\partial u_i^0}{\partial y}.
\end{equation}

**Proof.** If $(\sigma, \epsilon)$ verify these assumptions, then, according to the theorem 5.6 the unique solution of the Cauchy problem, associated with (6.21) and initial data $v^0 \in \mathcal{H}_{\sigma,\gamma}^a \cap \mathcal{H}^s(\mathbb{R}^2)^{4n}$ is such that the associated vector field, $u$, verifies conditions (2.5) and is the unique classical solution of the Cauchy problem, associated with (1.10) and initial data $u^0 \in \mathcal{H}_{\sigma,\gamma} \cap \mathcal{H}^s(\mathbb{R}^2)^{3n}$, if and only if (6.67) is verified. □

To cut a long story short, we introduced a new conservative multi-layer model, in two-dimensions, proved the Friedrichs-symmetrizability under conditions (6.28), proved its local well-posedness in $\mathcal{H}^s(\mathbb{R}^2)^{3n}$, with $s > 2$, under the same conditions expressed in the previous section. Moreover, we explained the link between the solutions of the augmented and the non-augmented models: they are the same if they verify the compatibility conditions (6.6), when $t = 0$. 
7. Discussions and perspectives. In this paper, we proved, with various techniques, the hyperbolicity and the local well-posedness, in \( H^s(\mathbb{R}^2)^{3n} \), of the two-dimensional multi-layer shallow water model, with free surface. All of them use the rotational invariance property \((1.16)\), reducing the problem from two dimensions to one dimension. We gave, at first, a criterion of local well-posedness, in \( H^s(\mathbb{R}^2)^{3n} \), using the symmetrizability of the system \((1.10)\). Afterwards, we studied the hyperbolicity of different particular cases: the single-layer model, the merger of two layers and the asymptotic expansion of this last case. Then, we proved the asymptotic expansion of all the eigenvalues, in a particular asymptotic regime, and a new criterion of hyperbolicity of this system was explicitly characterized and compared with the set of symmetrizability. This criterion is clearly similar with the criterion well-known in the two-layer case. Moreover, we provided the asymptotic expansion of all the eigenvectors, in this regime, we characterized the nature of waves associated to each element of the spectrum of \( A_\pm(u, \gamma) \) — shock, rarefaction of contact wave — and we proved the local well-posedness, in \( H^s(\mathbb{R}^2)^{3n} \), of the system \((1.10)\), under conditions of hyperbolicity and weak density-stratification. Finally, after discussing about the conservative quantities of the system, we introduced a new augmented model \((6.21)\), adding the horizontal vorticity, in each layer, as a new unknown. We also characterized the eigenstructure, the nature of the waves, proved the local well-posedness in \( H^s(\mathbb{R}^2) \) and explained the link of a solution of the non-augmented model \((1.10)\) and a solution of the new model \((6.21)\). The conservativity of the new augmented model avoid choosing a conservative path, introduced in \([17]\), to solve the numerical problem.

However, the characterization of all the conservative quantities is still an open question, in the general case of \( n \) layers and in one and two dimensions. Moreover, we addressed the question of the hyperbolicity and the local well-posedness in a particular asymptotic regime. There are a lot of other possibilities which are not taken into account in this regime. Indeed, even if the assumption on the density-stratification seems to embrace most of the useful cases of the oceanography, the assumptions on the heights of each layer does clearly not. Then, other asymptotic expansions are needed to be performed, in order to characterize the other possibilities.

Finally, the characterization of the eigenstructure is a decisive point of the numerical treatment of the open boundary problem, in a limited domain \( \Omega \). Indeed, there are a lot of techniques to treat these kind of boundary conditions: the radiation methods as the Sommerfeld conditions from \([39]\) or as the Orlanski-type conditions, for more complex hyperbolic flows, proposed in \([31]\); the absorbing conditions, explained in \([22]\); relaxation methods studied in \([35]\); or the Flather conditions proposed in \([24]\). As it was underlined in \([9]\), the characteristic-based methods, such as Flather conditions — which is often seen as radiation conditions —, are natural and efficient open boundary conditions: the outgoing waves does not need any conditions, while conditions are imposed on the characteristic variables, for the incoming waves. However, the integration of the characteristics variables is not an issue when \( n = 1 \), the single-layer problem: the characteristics variables are exactly known, because the exact eigenvectors \( l_\pm \): \( (1, \pm \sqrt{\frac{h}{g}} , 0) \), associated with the exact eigenvalue \( \lambda_\pm := u \pm \sqrt{gh} \), is such that:

\[
\top l_\pm \frac{\partial u}{\partial t} = \sqrt{\frac{h}{g}} \frac{\partial}{\partial t} (u \pm 2 \sqrt{gh}),
\]
where we remind that $u := \begin{pmatrix} h, u, v \end{pmatrix}$, when $n = 1$. Then, the characteristic variables of the single-layer model, at the surface $\partial \Omega$, are: $(u \cdot n)$ and $(u \cdot n) \pm 2\sqrt{gh}$, where $n$ is the outward pointing unit vector of $\partial \Omega$. In the case $n = 2$, [11] and [34] gave the 4 characteristics variables associated to the two-layer model and we will give it for an eastern surface: $n = \begin{pmatrix} 1, 0 \end{pmatrix}$. Two of them are associated to the total height of water (i.e. the barotropic waves):

$$
\frac{h_1u_1 + h_2u_2}{h_1 + h_2} \pm 2\sqrt{g(h_1 + h_2)},
$$

and two of them to the interface (i.e. the baroclinic waves):

$$
\arcsin\left(\frac{h_1 - h_2}{h_1 + h_2}\right) \mp \arcsin\left(\frac{u_2 - u_1}{\sqrt{g(1 - \gamma_1)(h_1 + h_2)}}\right).
$$

Nevertheless, these expressions are formal approximations of the regime $\gamma_1 \approx 1$ in (7.2), and $\partial(h_1 + h_2) \approx 0$ in (7.3). As far as we know, the question is still open about the precision of these characteristic variables, compared with a linearized treatment of the open boundary conditions. Finally, as we have proved in this paper, the eigenstructure of the multi-layer model, with $n \geq 3$ and in the asymptotic regime considered, looks like different two-layer models, with different layers considered. Then, in the asymptotic regime [11] and [14], another open question is the efficiency of the open boundary conditions with the following formal characteristic variables:

$$
\bar{u} \pm 2\sqrt{gH},
$$

and

$$
\forall i \in [1, n-1], \arcsin\left(\frac{h^-_{\sigma,i} - h^+_{\sigma,i}}{h^-_{\sigma,i} + h^+_{\sigma,i}}\right) \mp \arcsin\left(\frac{u_{i+1} - u_i}{\sqrt{g(1 - \gamma_i)(h^-_{\sigma,i} + h^+_{\sigma,i})}}\right).
$$

compared with a linearized treatment of the open boundary conditions, as Flather conditions. It would be interesting to compute these two kind of open boundary conditions in the two-layer case and a more general one, in a simple limited domain such as a rectangular, to address these open questions.
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