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Abstract

Deformable templates are essential to large-scale medical image registration, segmentation, and population analysis. Current conventional and deep network-based methods for template construction use only regularized registration objectives and often yield templates with blurry and/or anatomically implausible appearance, confounding downstream biomedical interpretation. We reformulate deformable registration and conditional template estimation as an adversarial game wherein we encourage realism in the moved templates with a generative adversarial registration framework conditioned on flexible image covariates. The resulting templates exhibit significant gain in specificity to attributes such as age and disease, better fit underlying group-wise spatiotemporal trends, and achieve improved sharpness and centrality. These improvements enable more accurate population modeling with diverse covariates for standardized downstream analyses and easier anatomical delineation for structures of interest.

1. Introduction

Deformable image registration enables the quantification of geometric dissimilarity via the pairwise warping of a source image to a target. In the context of population studies, pairwise registration of a subject onto a deformable template is a central step in standardized analyses, where an ideal template is an unbiased barycentric representation of the (sub-)population of interest [7, 10, 51]. Templates play a key role in diverse large-scale biomedical imaging tasks such as alignment to a common coordinate system [35, 91], brain extraction [41, 47], segmentation [18, 47], and image and shape regression models [33, 72], among others.

While templates can be obtained from a reference database, they are preferably constructed for specific populations by optimizing for an image which minimizes the average deformation to each individual subject. As the template strongly affects subsequent morphometric analysis [87, 94], template construction has received significant attention. Further, as a single template cannot capture the wide structural variability within a population (via age and cohort, for example), we consider conditional template estimation with continuous and/or categorical attributes. Conditional templates constructed on image sets with diverse covariates enable sub-population modeling accounting for information learned from the overall population and obviate the need for arbitrary thresholding of demographic information to perform independent analyses [22, 25, 104].

Implicit models for template estimation [2, 7, 10, 51, 63, 102] alternate between registration of each scan to the current template estimate and updating the template based on averages of the warped subject scans. Due to the averaging of aligned image intensities, the resulting templates may blur significantly in regions with high-frequency deformations even alongside shape corrections [10]. Recently, explicit template estimation via unsupervised deep networks was proposed in [25] where each stochastic update of a registration network yields a (potentially conditional) template without averaging aligned images and transformations.

However, both implicit and explicit models typically only minimize an image dissimilarity term between the moved template and fixed image (and/or vice-versa) subject to application-specific regularization ensuring a diffeomorphic (smooth, differentiable, and invertible) transformation. As inter-brain variability includes complex topological changes not captured by purely diffeomorphic models, estimated templates are often unrealistic and do not resemble the data that they represent. Sub-optimal appearance impacts downstream applications due to ambiguous and/or implausible anatomical boundaries. For example, in order to register one or more expert-annotated templates to target images for atlas-based segmentation [47, 59, 64], the template(s) must have clearly distinguishable anatomical boundaries to enable expert delineation. Unfortunately, structural anatomical boundaries are often obfuscated by current template estimation approaches.

We present a learning framework to estimate sharp (optionally conditional) templates with realistic anatomy via
In addition to possessing high registration accuracy, the distribution of moved template images should be indistinguishable from the real image distribution. We develop a generator comprising of template generation and registration sub-networks and a discriminator which assesses the realism and condition-specificity of the synthesized and warped templates. As adversarial objectives encourage high-frequency detail, the templates gain naturalistic boundaries without the need for ad hoc post-processing. To develop stable and accurate 3D GANs for large medical volumes with highly limited sample and batch sizes, we develop extensive optimization and architectural schemes, augmentation strategies, and conditioning mechanisms.

Our contributions include: (1) a generative adversarial approach to deformable template generation and registration which for the first time uses a realism-based registration regularizer; (2) construction of conditional templates across diverse challenging datasets including neuroimages of pre-term and term-born newborns, adults with and without Huntington’s disease, and real-world face images; (3) improvements on current template construction methodologies in terms of centrality and interpretability alongside significantly increased condition-specificity. Code is available at https://github.com/neel-dey/Atlas-GAN.

2. Related work

Generative adversarial networks [38] have lead to remarkable progress in high-fidelity image generation [16, 53, 54, 76]. Consequently, GANs for image translation [44, 48, 76, 101, 108] and inverse problems [27, 58, 86] have shown that in addition to reconstruction objectives, adversarial regularizers dramatically increase the visual fidelity of the reconstructions by compensating for high-frequency details typically lost by using reconstruction objectives alone. We apply analogous reasoning in our use of conditional adversarial regularization of registration objectives. For conditional generator networks, modulating every feature map with learned conditional scales and shifts has lead to significantly improved image synthesis [16, 77, 82] over methods where the attribute vector is concatenated to the input.

Deformable image registration is the spatial deformation of a source image to a target. Optical flow registration commonly deployed in computer vision [17, 75] admits deformations which may create anatomically implausible transformations when applied to biomedical images. Instead, a series of more suitable registration algorithms have been developed [23, 30, 50, 83, 92], further leading to several topology-preserving diffeomorphic extensions [8, 12, 20, 96, 98, 105, 89]. More recently, deep networks trained under either supervised [19, 90, 103] or unsupervised [11, 26, 29, 57, 60, 73] registration objectives have emerged, simultaneously offering both greater modeling flexibility and accelerated inference performance.

Generative adversarial registration leveraging simulation has been used in works such as [43] where large-scale finite element simulations of plausible deformations serve as the real domain for a GAN loss alongside supervised registration. Simulated pairs of aligned and mis-aligned image patches have also been used to adversarially optimize a registration network [32, 36]. Our approach is distinct in that we focus on templates and not just registration, we develop adversarial registration techniques accounting for covariates, we process complete 3D volumes and do not use simulation, focusing only on moved template realism.

Template estimation enables standardized analyses of image sets by acting as barycentric representations of a given population. Unconditional template construction has a rich history in medical image analysis [2, 7, 10, 51, 63, 102]. Due to the blurring induced by image and shape averaging of aligned images, popular registration frameworks perform template post-processing and sharpening [10] which may inadvertently create implausible structure [3] and may still fail to resolve structures in highly variable populations. Further, given covariates of interest, ad hoc approaches may ignore shared information by dividing the dataset into sub-populations of interest and constructing templates for each independently. More principled approaches explicitly account for age and potentially other covariates by building spatiotemporal templates and have been extensively validated on pediatric [34, 37, 40, 55, 85, 88] and adult [15, 28, 46, 84] neuroimages.

In this work, we extensively build upon VoxelMorph Templates [25] (referred to as VXM in this work). Driven by a generative model, unconditional VXM considers a grid of free parameters as a template, which is used together with a training image as input to a registration network [26]. The network estimates a diffeomorphic displacement field between each image and the template. Both the registration network and the template parameters are trained end-to-end under a regularized image matching cost. For conditional VXM, a convolutional decoder upsamples an attribute vector to generate a conditional template, which is then similarly end-to-end processed by the registration network. Subsequent sections detail our methodologies and improvements.

3. Methodology

Figure 1 gives an overview of our approach. The generator network (a) & (b) synthesizes a conditional template and deforms it to a fixed image to be assessed by a discriminator (c). The framework is trained end-to-end under a regularized registration and adversarial cost to encourage both registration accuracy and template realism.

Template Generation Sub-network. We develop an architecture whose backbone is agnostic to conditional or unconditional training. For unconditional training, we use a
randomly-initialized parameter array (similar to [53, 54]) at half the spatial resolution of the desired template which is processed by convolutional decoder. The decoder output is added to the linear average of training images to generate the unconditional template, such that the network primarily learns to generate high-frequency detail. Checkerboard patterns generated by unconditional VXM are ameliorated in this design by imposing spatial priors through convolutions. However, the central advantage of this backbone architecture is that it enables more parameter-efficient and powerful mechanisms for conditional training, as described below.

For conditional training, given condition vector $z$ and a feature map $h^i_c$ from the $i$th layer and $c$th channel, we feature-wise linearly modulate (FiLM [80]) all features $h^i_c$ in the backbone such that $FiLM(h^i_c) = \gamma^i_c(z) * h^i_c + \beta^i_c(z)$, where $\gamma(z)$ and $\beta(z)$ are scale and shift parameters learned from $z$. As shown in Figure 1(a), we use a four-layer MLP to generate a shared conditional embedding from $z$ which is then linearly projected with weight decay individually to every layer in the template network to generate feature-wise transformations. The primary benefit of this design is that with conditioning at every layer (as opposed to conditional VXM where the only source of conditioning is at its input), the template network has a higher capacity to fit datasets with high variability and synthesize more appropriate templates. A secondary benefit built upon the original VXM architecture is parameter-efficiency. The original VXM design uses a projection from $z$ to a high-dimensional vector at its input. In its neuroimaging experiments, $z \in \mathbb{R}^3$ (i.e., 3 attributes) is projected to a $\mathbb{R}^{\sim3M}$ vector using a weight matrix with $\sim21M$ parameters. As the number of conditions increase (with one-hot encoded categorical attributes, e.g.), the rapidly increasing number of parameters in this weight matrix makes learning intractable. Conversely, our framework is relatively insensitive to the dimensionality of the condition vector $z$, which is processed by a shallow MLP (with 64 units) to generate channel-wise scalars.

**Registration Sub-network.** We use an established U-Net registration architecture [26], which takes fixed and template images and outputs a time stationary velocity field (SVF) $\Phi = [4, 5, 70]$. When the SVF is integrated over time $t \in [0, 1]$, it yields a diffeomorphic displacement field $\psi_v^{(t)}$ such that $\frac{\partial \psi_v^{(t)}}{\partial t} = v(\psi_v^{(t)})$, where $\psi_v^{(0)}$ and $\psi_v^{(1)}$ represent the identity and final displacement fields, respectively. We then use $\psi_v^{(1)}$ with a spatial transformer [49] to deform the template to the fixed image space.

**Discriminator Sub-network.** We use a five-layer fully convolutional discriminator network (PatchGAN [48, 108]) to assess realism on local patches of input images. For example, given an input neuroimage volume of $160 \times 192 \times 160$, the discriminator has a receptive field of $63 \times 63 \times 63$. We find that discriminator regularization is essential for stable and artefact-free training, as outlined further below.

For conditional templates, the discriminator is trained to distinguish between real and synthesized images given their categorical and/or continuous covariates. For discriminator conditioning, we build on the projection method [69] commonly used in modern GANs [16, 52] defined as $f(x, y; \theta) = y^T V \phi(x; \theta_y) + \psi(\phi(x; \theta_y); \theta_\psi)$, where $x$ is the network input, $y$ is the condition, $f(x, y; \theta)$ is the pre-activation discriminator output, $\theta = \{V, \theta_y, \theta_\psi\}$ are learned parameters such that $V$ is the embedding matrix of $y$, $\phi(x, \theta_y)$ is the network output given $x$ prior to conditioning, and $\psi(\cdot; \theta_\psi)$ is a scalar function of $\phi(x, \theta_y)$. However, this formulation extends only to either categorical or continuous attributes and does not apply to both types of conditioning, rendering it inadmissible to neuroimaging settings where we are simultaneously interested in attributes such as age (continuous) and disease (often categorical). Fortunately, under mild assumptions of conditional independence of the continuous and categorical attributes given the input, we find that similar analysis to [69] factorizes cleanly into: $f(x, y; \theta) = y^T_{cat} V_{cat} \phi(x; \theta_y) + y^T_{con} V_{con} \phi(x; \theta_y) + \ldots$
The opposite arises in neuroimaging as images are large volumes, GPU memory limits training configurations to low batch sizes and small networks, and sample sizes in medical imaging studies are often only a few hundred scans, and thus necessitate careful stabilization. We enforce a 1-Lipschitz constraint on both networks with spectral normalization [68] on every layer, which has been shown to stabilize training and improve gradient feedback to the generator [24]. We further use the $R_1$ gradient penalty [67] on the discriminator which strongly stabilizes GAN training, defined as $R_1 = \frac{1}{2} \mathbb{E}_{x \sim \mathcal{P}_{\text{real}}} \left( \| \nabla D(x) \|^2 \right)$ where $\gamma$ is the penalty weight, $\mathcal{P}_{\text{real}}$ is the real distribution, and $D$ is the discriminator. As discriminator overfitting on limited data is a key cause of GAN instability, we further use differentiable augmentations [52, 95, 106, 107] on both real and synthesized images when training the discriminator. We sample random translations for all datasets and further sample from the dihedral $D_4$ and (a subset of) $D_{4h}$ groups for 2D images and 3D volumes, respectively. Interestingly, brightness/contrast/saturation discriminator augmentations lead to training collapse for neuroimaging datasets, but were found to improve training on a 2D RGB face dataset.

4. Experiments

4.1. Datasets

dHCP. The developing human connectome project (dHCP) provides a dataset of newborns imaged near birth with gestational ages ranging from 29-45 weeks and thus displaying rapid week-to-week structural changes [45]. Spatiotemporal template estimation on dHCP is challenging as premature birth presents decreased cortical folding alongside increased incidences of hemorrhages, hyper-intensities, and lesions [71]. For age-conditioned template construction, we use all 558 T2w MR images from dHCP release 2 preprocessed and segmented by methodologies described in [65]. Images are affine-aligned to a constructed affine template and split at the subject-level (accounting for
Figure 3. **Age-conditional dHCP templates** alongside template segmentations obtained by [64]. Representative real images and segmentations are visualized in the bottom row.

Figure 4. **Top**: volumetric trends of dHCP template segmentations for all methods overlaid upon the volumetric trends for the underlying train (purple) and test (brown) sets. **Bottom**: Mean deformation norms to held-out test data (lower is better) for all conditional methods.

twins and repeat scans), resulting in 458, 15, and 85 scans for training, validation, and testing, respectively.

**Predict-HD.** We use a longitudinal multi-center and multi-scanner database of healthy controls and subjects with Huntington’s disease (HD) [14, 78]. HD is a (typically) adult-onset progressive neurodegenerative disease impairing motor control and cognition [99] which substantially alters brain morphology. We build templates conditioned on age and the presence of the HD genetic mutation. We use 1117 T1w MR images from 388 individuals affine-aligned to MNI [35]. Image preprocessing is described in [79] and image segmentation was performed semi-automatically with labels corresponding to the Neuromorphometrics template [1]. We use 897, 30, 190 images for training, validation, and testing, split at the subject level.

**FFHQ-Aging.** Face images have been used as experimental vehicles to analyze various qualitative aspects of template construction [10]. We use FFHQ-Aging [74], a database of 70,000 real-world face images providing labels corresponding to (binned) age, gender, and the presence of glasses. FFHQ [53] captures significantly higher variation in terms of age, head pose, and accessories (e.g., hats...
and costumes) as compared to datasets such as CelebA [62] and is thus a significant challenge. We resize the training images to $128 \times 128$, and use age, gender, and the presence of glasses as input conditions. FFHQ-Aging is a challenging dataset, as topological changes (e.g., mouths open or closed) render diffeomorphisms to be a severely limited class of transformations for such images.

### 4.2. Baselines and Evaluation Strategies

**Baselines & Ablations.** We first compare with the widely-used unconditional template construction algorithm SyGN [10] implemented in the ANT's library [97]. We then perform comparisons with a deep network for conditional and unconditional template estimation (VXM [25]) trained under its original objective. To isolate our core differences from VXM, we use the same registration network for all settings. We use ablated variants to investigate whether adding a discriminator network to the original framework (Ablation/VXM+Adv) or whether training our architecture under only a regularized registration cost without a discriminator (Ablation/noAdv) yield similar improvements to our combined framework (Ours) or whether adding a discriminator network to the template generation branch, which may unnecessarily hamper its performance when trained without an adversarial cost. We do not compare with conventionally-optimized spatiotemporal template construction methods as, to our knowledge, there are none that generically apply across diverse image sets (i.e., neonatal T2 MRI, adult T1 MRI, and RGB faces), accounting for arbitrary covariates, and typically require significant computational resources and domain knowledge.

**Evaluation.** Constructed templates are difficult to evaluate, as competing properties are often desired. For example, weak deformation regularization enables exact matching of templates to target images at the cost of generating anatomically-impossible deformation magnitudes and irregularities, whereas strong regularization provides smaller and more central deformations but produces poor alignment [93]. We posit that preferable templates simultaneously present increased sharpness, accurate alignment, and small smooth deformations to the target population.

We follow standard methods for quantifying template/MRI sharpness [31, 51, 61, 81] with the entropy focus criterion [6]. To assess registration quality and centrality, we follow the evaluation protocols defined in [25] on held-out test data, including: (1) average Dice coefficients for segmentation labels deformed from the template to the target, corresponding to registration accuracy; (2) mean determinant of the Jacobian matrix $J_\varphi(p)$ of the deformation field $\varphi$ over voxels $p$ with $|J_\varphi(p)| \leq 0$ indicating local folding of the deformation field and $|J_\varphi(p)| \sim 1$ corresponding to smooth local deformation; (3) average deformation norms to the target images, with lower values indicating improved template centrality given equivalent registration accuracy. Finally, we estimate the norm of the moving average of deformations accumulated over training iterations, with lower values corresponding to increased centrality.

The considered datasets present significant gaps between training and test set age distributions and hence quantitative registration evaluations are performed on a subset of...
the overall age range. For Dice evaluation, Predict-HD template segmentation followed [25] and dHCP templates were segmented with [64]. See the appendices for further details.

### 4.3. Implementation Details

We use a batch size of 1 for 3D neuroimages and a batch size of 32 for 2D planar images. As all datasets considered have highly imbalanced age distributions, we sample minority time-points at higher frequencies when training conditionally. We do not make dataset-specific hyperparameter choices beyond $R_1$ regularization for GAN stability, where we use $\gamma = 5 \times 10^{-4}, 10^{-3}$, and $5 \times 10^{-3}$ for Predict-HD, dHCP, and FFHQ-Aging, respectively, corresponding to their respective stabilization requirements. For fair comparison, the hyperparameters and architectures pertaining specifically to registration were matched to the suggested settings for VXM for all deep networks. All architectures and remaining design choices are detailed in the appendices.

### 4.4. Results and Analysis

Figure 2 shows unconditional templates for dHCP and Predict-HD, highlighting that the adversarial approach yields more anatomically-accurate templates. For example, in the sagittal view of the Predict-HD templates (bottom row), we observe anatomical structures more clearly within the red insets when using adversarial regularizers, whereas prior methods are unable to do so. SyGN is unable to resolve structures which display high-frequency deformations due to its reliance on averaging aligned intensities and shapes.

For unconditional templates, we observe subtle differences between the proposed method and its reduction Ablation/VXM+Adv, with either approach having distinct advantages depending on their intended use. Ablation/VXM+Adv trains faster as it does not use 3D convolutions in its template generation branch. Conversely, Ours removes subtle checkerboard patterns generated by previous methods. Interestingly, unconditional Ablation/noAdv produces stronger moving average deformation magnitudes than other deep network approaches (Table 1), suggesting that the adversarial objective is necessary for this setting to obtain optimal results. However, subsequent analysis of conditional template estimation reveals significant differences between these approaches.

Figure 3 provides sample age-conditional templates alongside anatomical segmentations for dHCP. Methods that use input-concatenation architectures for template generation (VXM and Ablation/VXM+Adv) underfit the rapid week-to-week developmental changes in this dataset, whereas conditionally-modulated architectures (Ablation/noAdv and Ours) can generate templates which closely follow the underlying trends in the data. Figure 4 further shows that the conditionally-modulated models better represent volumetric changes in the held-out test set (top row) while showing improved centrality (bottom row). In comparison to Ablation/noAdv, the complete framework (Ours) better fits spatiotemporal image
contrast, is sharper, and shows mildly improved centrality (Table 1). We underscore that the training and test image volumes correspond to the *affine pre-aligned* data and thus reflect relative volumes in the affine template space.

We observe similar trends in Figure 5 (left) for Predict-HD. While age and cohort-conditional templates generated by VXM and Ablation/VXM+Adv do show subtle geometric variation, stronger spatiotemporal changes and dataset-similarity are observed with our complete framework (compare changes in ventricles within the dashed boxes). Analogous improvements in test-set deformation magnitude for Predict-HD are shown in the boxplots (bottom-right). Volume trends of segmented templates for regions pertinent to Huntington’s disease are shown in the top-right and follow expected trends such as larger ventricular volumes and smaller basal ganglia volumes in the group with the Huntington’s mutation as compared to the controls. Figure 6 illustrates qualitative FFHQ-Aging templates. Row 1 shows the conditional linear averages of the training set. As above, methods trained without adversarial losses (rows 2 and 4) correctly learn spatiotemporal changes while methods trained with them (rows 3 and 5) present stronger appearance variation and yield improved template perception, e.g. by removing border artefacts in the male cohort. Ours further removes border artefacts from the female cohort and increases shape variation and perceptual fidelity (bottom-left row). Further analysis of FFHQ-Aging template construction is presented in the appendices.

Table 1 summarizes quantitative results. All methods achieve comparable Dice coefficients and produce smooth deformations ($|J_\phi| \sim 1$). However, the proposed techniques generally yield improved sharpness (lower entropy focus criteria) and improved centrality (lower deformation norms) while showing equivalent registration performance, indicating that the constructed templates are more barycentric representations of the data. We stress that Dice coefficients between unconditional and conditional settings cannot be directly compared as the template segmentations were obtained via different approaches. Finally, EFC interpretation requires care. While the numerical differences are subtle, EFC range is more restricted. For example, Gaussian filtering ($\sigma = 1$) of the Predict-HD unconditional template from our method only increases EFC from 0.86 to 0.88, indicating that smaller changes are meaningful. Conditional EFC indicate that using a discriminator significantly improves sharpness across scan age ($p < 10^{-5}$ between VXM and Ours for both datasets), with trends best interpreted via the temporal EFC plots given in the appendices.

5. Conclusions

Explicit methods for the construction of conditional deformable templates using stochastic gradient descent and deep networks are powerful tools for the efficient and flexible modeling of image populations with arbitrary covariates. In this work, we take a generative synthesis approach towards explicit template estimation by constructing a framework which enables training on datasets challenging for generative adversarial networks. The resulting templates are sharp and easy to delineate for domain-experts, are more representative of the underlying demographics, and closely follow typical development in both neonatal MRI of developing pre-term neonates and adult MRI sampled across typical lifespans with and without neurodegeneration. Finally, while this work is motivated from the perspective of neuroimaging, it applies to generic imaging modalities.
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Appendix A. Supplementary Results

Supplementary animations illustrating several conditional spatiotemporal experiments are available at https://www.neeldey.com/deformable-templates.

Figure 7. FFHQ-Aging age and cohort conditional templates with normal glasses (top) and sunglasses (bottom). For ages 7 and older, all methods produce plausible conditional templates, with Ours removing border effects and increasing shape and appearance variability. Significant label noise and highly limited sample sizes are apparent for ages 0-2 within the “glasses” label and for ages 0-6 within the “sunglasses” labels. For example, only two images exist within the training set for the male/with sunglasses/0-2 years old FFHQ-aging class with both images displaying adults with sunglasses and not infants (as can be seen from the corresponding linear average). As a result, methods using FiLM [80] (Ablation/noAdv and Ours) produce more adult-like templates in those age ranges. We speculate the results come from the increased data fitting capacity of FiLM. Interestingly, methods which do not use FiLM (Ablation/VXM+Adv and VXM) produce more plausible age-conditioned templates when all of the data for a category is mislabeled. This phenomenon arising from significant label noise requires future investigation.
Figure 8. Additional 2D views of unconditional 3D template construction on Predict-HD from all four methods. Methods using a discriminator (Ablation/VXM+Adv and Ours) exhibit increased sharpness, cortical folding detail, and tissue contrast. Ours improves on Ablation/VXM+Adv by removing subtle checkerboard artefacts, particularly visible in the coronal view.
Figure 9. Example dHCP template-to-image registration results for all methods on training data (top subfigures) and held-out test data (bottom subfigures), with varying gestational ages. Deformation norms for the 3D displacement fields are annotated on the top-right. We visualize training set results in addition to test data as a large age range (29-31 weeks) of interest is not present in the test set (See Figure B.1). As our templates show higher condition (age) specificity, the deformations are smaller and more anatomically plausible as compared to baselines and ablations.
Figure 10. Example Predict-HD template-to-image registration results for all methods on held-out test data, with varying ages and cohorts. Deformation norms for the 3D displacement fields are annotated on the top-right. All methods produce comparable moved templates. However, ours yields smaller deformations as seen from the displacement fields (especially visible in 72.2yrs/HD and 67.4yrs/CS).
Figure 11. Interpolations between control subjects (CS) and subjects with the Huntington’s disease (HD) mutation (\([0.0, 0.2, 0.4, 0.6, 0.8, 1.0]\)), for fixed ages, obtained by linearly interpolating between one-hot attribute vectors. Both methods (VXM and Ours) achieve interpolations which match clinical expectations, e.g., with ventricles growing larger as the HD weight increases. Ours displays larger differences between CS and HD with correspondingly larger changes visible in the interpolations, as can be seen from the last row of the figure.
Figure 12. Example template segmentations for all methods generated by majority voting on inverse warped labels of training images. We emphasize that no segmentation labels are used in template construction or registration and that these segmentations are used only for Dice coefficient evaluation and temporal volume trends.
Figure 13. Temporal Entropy Focus Criteria (EFC, lower is better) for conditional templates on the dHCP (left), Predict-HD/Huntington’s Disease (center), and Predict-HD/Control Subjects (right). In all cases, methods using a discriminator (Ablation/VXM+Adv and Ours) achieve lower EFC over non-generative adversarial methods. These results should be interpreted in context as:

(1) While Ablation/VXM+Adv and Ours achieve equivalent EFC/sharpness, Ours displays increased condition-specificity and centrality as shown in the experiments in the primary text.

(2) Although commonly used to evaluate unconditional template sharpness, EFC is a heuristic surrogate for image sharpness and can fluctuate with varying structure. As Ablation/noAdv and Ours show strong structural changes temporally, their temporal trends show higher variability as compared to techniques which present smaller structural changes (Ablation/VXM+Adv and VXM). As a result, EFC should be compared across methods at individual timepoints.

Figure 14. Negative results for dHCP conditional template segmentation for the Deep Gray Matter (dGM) label. DrawEM [64] (the tool used for dHCP template segmentation) with its default parameters overestimates dGM volume on the templates sampled at younger timepoints by Ablation/noAdv and Ours. For example, on the right, we show the generated templates from all methods at 29 weeks gestational age, with their DrawEM segmentation results below. While Ablation/noAdv and Ours produce more anatomically plausible templates compared to VXM and Ablation/VXM+Adv, the segmentation algorithm overestimates dGM volume. All other labels better match the underlying volume trends on the real data as shown in Figure 4 of the main text. In future work, careful tuning of DrawEM parameters on validation data may resolve this dGM overestimation.

Appendix B. Experimental Details

B.1. Data Preparation

All foreground/brain extraction is performed by thresholding provided segmentation labels. All neuroimages are cropped to a central field-of-view of resolution 160 × 192 × 160. We obtain all linear averages required for the neuroimaging experiments using voxel-wise averages of a 100 randomly chosen training scans. All 60,000 training images are used to compute the linear average for FFHQ (while we visualize group-wise $L_2$ barycenters in row 1 of Figure 7 for comparison, our framework uses the overall $L_2$ barycenter for training).
Figure 15. Histograms of sample size vs. scan age for both dHCP (top row) and Predict-HD (bottom row), for the constructed training sets (left column) and test sets (right column). Both datasets present both a significant gap between training and test sets in terms of scan age sampling.

B.1.1 Predict-HD

Predict-HD provides longitudinal scans from 388 individuals with and without the Huntington’s Disease (HD) genetic condition. As imaging was performed across several distinct scanning sites, the images present highly heterogeneous appearance. All T1 images were bias corrected and segmented using procedures described in [79]. Prior to learning nonlinear deformable registration, we affinely register all T1 images to MNI [35], thus resampling them to $1 \times 1 \times 1 \text{mm}^3$. Out of 1121 images, 4 either failed affine alignment or had missing covariates and were discarded. We use 897, 30, and 190 images for training, validation, and testing, respectively, split at the subject level. In the context of this study, we do not currently consider longitudinal subject-specific effects in our conditional template estimation.

To compute template-to-image registration accuracy via Dice coefficient evaluation, we follow the template segmentation protocols outlined in [25]. Briefly, we select training scans within the ages of 25 and 65 years old wherein we have sufficient sample sizes for both cohorts and for both train and test sets. Accordingly, our Dice coefficient evaluation is only conducted on held-out test subjects between the ages of 25 and 65 (176 out of 190). The images are split into 5-year-wide age bins with a single template sampled at the center of the bin (i.e., a 52.5 year old HD template for HD subjects with ages between 50 and 55). For each cohort, all training segmentations within a bin are inverse warped to the bin-specific template, followed by majority voting on the labels to obtain the template segmentation for that age-bin and group. Unconditional template segmentations are performed via the same procedure, without the need for binning time points. In the future, other label fusion methods accounting for local intensities can be incorporated [100].

B.1.2 dHCP

Release 2 of the developing human connectome project (dHCP) was pre-processed by a specialized pipeline for neonatal image analysis [65] including steps such as motion-correction, super-resolution (from $0.8 \times 0.8 \times 1.6\text{mm}^3$ to $0.5 \times 0.5 \times 0.5\text{mm}^3$), bias correction, brain extraction, and segmentation [64]. For GPU memory, we crop to a central field-of-view and minimally resize images from $0.5 \times 0.5 \times 0.5\text{mm}^3$ voxel resolution to $0.6132 \times 0.6257 \times 0.6572\text{mm}^3$ for a final image.
size of $160 \times 192 \times 160$. For training, validation, and testing, we first assign all twins and repeat scans to the training set to prevent test set leakage and randomly hold-out a 100 scans from the remainder (15 for validation, 85 for testing), resulting in 458 training images. We construct an affine template for the training set with ANTs to which every scan is affinely aligned.

To generate segmentations for conditional templates generated by all methods for use in computing registration accuracy via Dice coefficients and analyzing volumetric trends of anatomical regions-of-interest, we use DrawEM [64]. Briefly, DrawEM is a multi-atlas EM-segmentation pipeline based on the neonatal ALBERT templates [39] using normalized mutual information based image registration. This is in contrast to the majority voting template segmentation procedure for Predict-HD above and [25]. DrawEM segmentation was performed instead of majority voting as several time points have very limited sample sizes not suitable for majority voting when using regularized registration, leading to qualitatively inaccurate template segmentations. We find that DrawEM produces sufficiently accurate segmentations on templates produced by all methods (as shown in Figure 3 of the main text, see Figure 14 in the supplementary material for a counter-example). Unconditional template segmentation was performed following [25].

### B.1.3 FFHQ-Aging

FFHQ-Aging [74] annotates images in the FFHQ [53] human face dataset. These annotations include genders, ages (in 10 age bins), head pose (pitch, roll, and yaw), type of glasses (no glasses, normal glasses, sunglasses), eye occlusion scores, and segmentation labels (obtained by a DeepLabV3 [21] model pre-trained on CelebAMask-HQ). For simplicity, we only use the categorical attributes, leaving head pose and eye-occlusion conditioning to future work. We train all models on the FFHQ training set of 60,000 images (out of 70,000). As is common [10], we restrict ourselves to qualitative evaluations for face templates. Importantly, we note that categorical template conditions for human faces are quite coarse as attributes such as gender are not purely categorical. Further, we note that the data set is skewed towards lighter skin tones (as evidenced by the linear averages of training images visualized in Supplementary Figure 7), which is consequently reflected in the synthesized templates from all methods. In future work, more careful modeling and diverse data collection protocols may work towards ameliorating these issues.

### B.2. Additional Implementation Details

#### Design choices and hyperparameters.

Architectures are given in Table 2. All estimated templates for neuroimaging experiments are masked by a foreground mask during training for all methods to suppress commonly occurring background artefacts. The foreground mask was obtained by thresholding a linear average of training images. Reflection padding was used instead of zero-padding for all methods as it led to slightly fewer checkerboard artefacts. LeakyReLU slopes were set to 0.2. A window of 100 updates is used for the moving average deformation penalty $\bar{u}$ for all datasets. For condition vectors $z$, we encode age as a continuous attribute (for the neuroimaging where we have access to continuous age values) divided by the maximum age in the dataset, and categorical attributes as one-hot vectors. We find that not rescaling continuous attributes in $z$ can lead to discriminator instability. Weight decay was applied on the linear projections from the FiLM embedding to the individual layers with weight $10^{-5}$ for neuroimages and $10^{-6}$ for FFHQ-Aging.

We choose the stationary velocity field (SVF [4, 5]) framework primarily for its speed and ease of implementation and note that other frameworks such as LDDMM [13] can also be used. The integration over time $t \in [0, 1]$ is in practice implemented for all methods with five scaling and squaring layers which have been shown to produce smooth diffeomorphic displacement fields [4, 26]. While all training is performed on full resolution 3D volumes, velocity and displacement fields are estimated at half-resolution and then linearly scaled up during training as in [25]. This resizing has an implicit smoothing effect. Implementations of spatial transformers and scaling and squaring layers are taken from the voxelmorph library at voxelmorph.mit.edu.

For FFHQ-Aging, we make a few changes from the neuroimaging datasets. FFHQ-Aging provides ages in categorical form and are thus treated as one-hot representations. Linear averages for FFHQ-Aging were computed across the entire training dataset due to the high number of classes. As the dataset has a left-right head pose asymmetry (particularly pronounced in subclasses with few samples), we use horizontal reflection augmentation for all methods when training the template generation and registration sub-networks. We further use a penalty $\|I - I_{LR}\|_2^2$ with unit weight (where $I_{LR}$ indicates a left-right reflection of $I$) for all methods to encourage symmetric face templates.

#### Optimization Details.

As GAN training involves the joint optimization of two networks, the optimization parameters used in either network impacts training stability. The Adam [56] optimizer is used in all networks. For conditional dHCP and Predict-HD training, we adopt a two-time-scale-update-rule (TTUR [42]), with step size $\eta_G = 10^{-4}$, $\eta_D = 3 \times 10^{-4}$, using...
\( \beta_1 = 0.0, \beta_2 = 0.9 \) in both networks as is common in recent GAN works \cite{16, 76}. For conditional FFHQ-Aging, we reduce \( \eta_\beta \) to \( 2 \times 10^{-4} \) as additional stability was needed for highly challenging face registration. Unconditional template optimization was found to be amenable to mild amounts of momentum and was performed with step-size \( \eta = 10^{-4}, \beta_1 = 0.5, \) and \( \beta_2 = 0.999 \) used in both generator and discriminator for faster convergence. We note that momentum is theoretically contraindicated for \( R_1 \) gradient penalty on the discriminator but we did not find this to be an issue in practice. The non-GAN baselines (VXM and Ablation/noAdv) were trained with the same strategies to enable valid comparisons.

**ANTs SyGN parameters.** We use the antsmultivariateTemplateConstruction2.sh script provided by the ANTsX ecosystem \cite{97} which implements the SyGN algorithm from \cite{10}. We use the default construction parameters, including the squared local normalized cross-correlation objective, four template updates, using a four-level registration pyramid with at \( 6 \times, 4 \times, 2 \times \) downsampling for the first three resolutions, and \( 100 \times 100 \times 70 \times 20 \) iterations per resolution. We turn off the default bias field correction and linear registration steps as these are performed during data pre-processing. Registrations between the estimated template and held-out test images were performed with the same registration parameters. We leave the default Laplacian sharpening on for all comparisons.

**Miscellaneous Experimental Details.** All networks are implemented in TensorFlow 2.2 and trained on a single NVIDIA V100 GPU. As the GAN frameworks (Ours and Ablation/VXM/Adv) require concurrent optimization of two 3D networks, we found 16 GB vRAM neccessary for training. All entropy focus criteria are calculated within a common brain mask for the dataset.

**Appendix C. Projection Discriminator**

We use the inner product-based framework presented in \cite{69} who observe that the optimum for the standard adversarial loss can be written as (equation 2 of \cite{69}):

\[
f^*(x, y) = \log \frac{q(y|x)q(x)}{p(y|x)p(x)} = \log \frac{q(y|x)}{p(y|x)} + \log \frac{q(x)}{p(x)} := r(y|x) + r(x)
\]

where \( x \) represents unconditional input, \( y \) represents conditional information, and \( q \) and \( p \) are the real and synthesized data distributions, respectively. When we have conditioning \( y = [y_{cat}, y_{con}] \) such that \( y_{cat} \) is categorical and \( y_{con} \) is continuous, assuming that they are conditionally independent given \( x \), we obtain through simple modification:

\[
f^*(x, y) = \log \frac{q(y_{cat}, y_{con}|x)q(x)}{p(y_{cat}, y_{con}|x)p(x)}
\]

\[
= \log \frac{q(y_{cat}, y_{con}|x)}{p(y_{cat}, y_{con}|x)} + \log \frac{q(x)}{p(x)}
\]

\[
= \log \frac{q(y_{cat}|x)q(y_{con}|x)}{p(y_{cat}|x)p(y_{con}|x)} + \log \frac{q(x)}{p(x)}
\]

\[
= \log \frac{q(y_{cat}|x)}{p(y_{cat}|x)} + \log \frac{q(y_{con}|x)}{p(y_{con}|x)} + \log \frac{q(x)}{p(x)} := r_{cat}(y|x) + r_{con}(y|x) + r(x),
\]

with the remaining analysis following \cite{69} leading to the projection-discriminator expression given in the main text.
Table 2. Architectures for Conditional Predict-HD and dHCP consisting of a template generator (top left), a registration network (top right), a discriminator network (bottom left) and a FiLM embedding generator (bottom right). Conv represents a $3 \times 3 \times 3$ convolutional layer (ConvSN indicates use of spectral normalization). A ResBlockSN consists of two blocks of sequential ConvSN and LeakyReLU layers with an additive skip connection. For unconditional template estimation, we do not use any FiLM layers. For FFHQ-Aging, we use the same architectures, only replacing the 32 per-layer filters with 64 in the template generator (due to the higher number of classes), using ConvSN instead of Conv in the generator and the penultimate layer of the discriminator, and reducing the channel multiplier in the discriminator from 64 to 32.