On a comparison method for a parabolic–elliptic system of chemotaxis with density-suppressed motility and logistic growth
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Abstract

We consider a parabolic–elliptic system of partial differential equations with chemotaxis and logistic growth given by the system

\[
\begin{align*}
\frac{\partial u}{\partial t} - \Delta (u \gamma(v)) &= \mu u (1 - u), \\
-\Delta v + v &= u,
\end{align*}
\]

under Neumann boundary conditions and appropriate initial data in a bounded and regular domain \(\Omega\) of \(\mathbb{R}^N\) (for \(N \geq 1\)), where \(\gamma \in C^3([0, \infty))\) and satisfies

- \(\gamma(s) > 0\), \(\gamma'(s) \leq 0\), \(\gamma''(s) \geq 0\), \(\gamma'''(s) \leq 0\) for any \(s \geq 0\)
- \(-2\gamma'(s) + \gamma''(s)s \leq \mu_0 < \mu\)
- \([\gamma'(s)]^2 \leq c\), for any \(s \in [0, \infty)\).

We obtain the global existence and uniqueness of bounded in time solutions and the following asymptotic behavior

\[\|u - 1\|_{L^\infty(\Omega)} + \|v - 1\|_{L^\infty(\Omega)} \to 0, \quad \text{when} \ t \to +\infty.\]
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1 Introduction

Chemotaxis has been studied from a mathematical point of view in the last decades, especially significant are the works of Keller and Segel [23, 24] modeling the phenomenon. The model presented in [23, 24] is a fully parabolic system of two equations involving a chemical stimuli and a biological species orientating its movement in response to the mentioned stimuli.

There exists an extensive mathematical literature studying chemotaxis systems of Partial Differential Equations, see for instance the surveys Horstmann [18, 19], Bellomo et al. [2], Hillen and Painter [17] and references therein for more details.

One of the main topics studied in the literature is under which assumptions the solution blows up or it remains bounded for any \( t < \infty \). Such a dichotomy is also present in chemotaxis systems with logistic growth terms. In the pioneering works of Díaz and Nagai [5], Díaz et al. [6] where symmetrization technics are used to get global existence of solutions and its asymptotic behavior.

By using comparison strategies, in bounded and regular domains of \( \mathbb{R}^N \), the solution to the parabolic elliptic system

\[
\begin{cases}
    u_t - \Delta u = -d i v(u \chi \nabla v) + \mu u (1 - u), \\
    -\Delta v + v = u,
\end{cases}
\]

under homogeneous Neumann boundary conditions, globally exists and it is bounded in time when

\[
\chi < \frac{N-2}{N} \mu, \quad \text{if } N > 2 \quad \text{and } \mu > 0, \quad \text{if } N = 2,
\]

see Tello and Winkler [35]. In Khan and Stevens [25], the global existence of solutions is obtained for the limit case \( \chi = \frac{N-2}{N} \mu \). The result is also valid if the domain is \( \mathbb{R}^N \) and \( \chi = \mu \), see Salako and Shen [32]. Galakhov et al. [15] study the system

\[
\begin{cases}
    u_t - \Delta u = -d i v(u \chi \nabla v) + \mu u (1 - u^k), \\
    -\Delta v + v = u^\theta,
\end{cases}
\]

in a bounded and regular domain with homogeneous Neumann boundary conditions. In [15], the authors obtain that, under any of the assumptions

\[
\theta > m + \gamma - 1, \\
\theta = m + \gamma - 1 \quad \text{and } \mu > \frac{N\theta - 2}{2(m-1)+N\theta} \chi,
\]

the solution exists globally in time for regular initial data. Moreover, if

\[
\theta \geq m + \gamma - 1 \quad \text{and } \mu > 2\chi,
\]

and the initial data satisfy \( 0 < u_0 \leq u_0 \leq \bar{u}_0 < \infty \), for some positive constants \( u_0 \) and \( \bar{u}_0 \) we have the following asymptotic behavior

\[
\| u - 1 \|_{L^\infty(\Omega)} + \| w - 1 \|_{L^\infty(\Omega)} \to 0 \quad \text{as } t \to \infty.
\]

The blow up of solutions for the parabolic elliptic problem with logistic term in the form

\[
\begin{cases}
    u_t - \Delta u = -d i v(u \nabla v) + \lambda u - \mu u^k, \\
    -\Delta v = u - \frac{1}{|\Omega|} \int_{\Omega} u \, dx,
\end{cases}
\]

in a \( N \)-dimensional bounded domains have been studied in Fuest [10]. The author obtain finite time blow up of solutions for some initial data under assumptions

\[
k \in (0, 1), \quad \mu > 0, \quad N \geq 4; \\
k = 2, \quad \mu \in (0, (N-4)/N), \quad N \geq 5.
\]
see also Winkler [37, 38].

Recently, in Liu et al. [28], the authors propose a fully parabolic system of two parabolic equations to model the pattern formation of e-coli bacteria (see also Fu et al. [9]). In [28], \( u \) denotes the e-coli density and \( v \) the molecule acyl-homoserine lactone concentration (AHL) which is excreted by the e-coly cells. The system proposed in [28] reads as follows

\[
\begin{aligned}
  u_t - \Delta(\tilde{\gamma}(v)u) &= \mu u(1 - u/\rho_s), \\
  v_t - D_h \Delta v + \alpha v &= \beta u,
\end{aligned}
\]

where \( \tilde{\gamma} \) is given by a bounded function

\[
\tilde{\gamma}(v) = \frac{D_\rho + D_{\rho,0} v^m}{1 + \frac{v^m}{K_h^m}}
\]

for \( m = 20 \) and positive constants \( D_\rho, D_{\rho,0}, K_h, \mu, \rho_s, D_h, \alpha \) and \( \beta \). Notice that the parabolic equation satisfied by \( u \) in [28] can be written as a particular case of the classical Keller–Segel system

\[
\begin{aligned}
  u_t - d v(\tilde{\gamma}(v)\nabla u) &= d v(u\tilde{\gamma}'(v)\nabla v) + \mu u(1 - u/\rho_s),
\end{aligned}
\]

where \( \tilde{\gamma} \) represents the diffusion coefficient and \( \tilde{\gamma}'(v) \) is the chemotactant coefficient which are clearly linked.

In [28], the diffusion coefficient of \( v \) is taken \( D_h \sim 400 \mu m^2 s^{-1} \) and \( D_{\rho,0}/D_\rho \ll 1 \). Considering such a range of values for \( D_h \) and \( D_{\rho,0}/D_\rho \) and the range of data for \( v \), a natural simplification of the fully parabolic system proposed in [28] is to take

\[
\tilde{\gamma}(v) = \frac{D_\rho}{1 + \frac{v^m}{K_h^m}}
\]

for \( v \) satisfying the elliptic equation

\[
-D_h \Delta v + \alpha v = \beta u.
\]

Such simplification transforms the fully parabolic problem into a parabolic–elliptic system. Now we introduce the rescaled variables and parameters

\[
\tilde{u} = \frac{u}{\rho_s}, \quad \tilde{v} = \alpha v, \quad \tilde{x} = \frac{a^2}{D_h^2} x, \quad \tilde{\beta} = \rho_s \frac{\beta}{\alpha}
\]

and the system becomes

\[
\begin{aligned}
  u_t - \Delta(\gamma(\tilde{v})\tilde{u}) &= \mu \tilde{u}(1 - \tilde{u}), \\
  -\Delta \tilde{v} + \tilde{v} &= \beta \tilde{u}.
\end{aligned}
\]

For simplicity we drop the tilde, assume that \( \tilde{\beta} = 1 \) and complete the system with Neumann boundary conditions and appropriate initial data in a bounded and regular domain \( \Omega \)

\[
\begin{aligned}
  u_t - \Delta(\gamma(v)u) &= \mu u(1 - u), & x \in \Omega, & t > 0, \\
  -\Delta v + v &= u, & x \in \Omega, & t > 0, \\
  \frac{\partial u}{\partial n} = \frac{\partial v}{\partial n} &= 0, & x \in \partial \Omega, & t > 0, \\
  u(0, x) &= u_0(x), & x \in \Omega.
\end{aligned}
\]
The fully parabolic system for $\mu = 0$ have been considered from a mathematical point of view in Tao and Winkler [34]. In [34], the function $\gamma$ belongs to $C^3((0, \infty))$ and satisfies

$$k_0 \leq \gamma(s) \leq k_1, \quad |\gamma'| \leq k_2,$$

for some positive constants $k_i (i = 0 \cdots 2)$. The authors prove that the solution is uniformly bounded when $\Omega$ is a two dimensional bounded and regular domain. If the dimension is bigger than 2, there exists a global-in-time weak solution in the appropriate Sobolev space. Moreover, for a range of parameters, the solution becomes classical provided $t > t_0$ for some $t_0 < \infty$. After [34], Jin et al. [22] proved that the fully parabolic system with logistic term possesses global classical solutions with a uniform-in-time bounds when the limit

$$\lim_{v \to \infty} \frac{\gamma'(v)}{\gamma(v)}$$

exists and

$$\lim_{v \to \infty} \gamma(v) = 0$$

in a two dimensional bounded domain. Moreover, if $\mu$ is large enough the unique positive constant steady state $u = v = 1$, is asymptotically stable.

In [1], the existence of global in time bounded solutions is proved for the parabolic–elliptic system (for $\mu = 0$) when $\gamma(v) = v^{-\kappa}$ for any $\kappa > 0$ if $\Omega$ is a one or two-dimensional bounded domain. If $\Omega$ is a $N$-dimensional bounded domain for $N > 2$ and $\kappa < \frac{2}{N-2}$, the global in time bounded solutions is also obtained. The linear stability is also presented in both cases.

The system (1.1) has been already studied in Fujie and Jiang [11], the authors consider the parabolic–elliptic system with logistic growth in a 2-dimensional bounded domain $\Omega$. In that case, the solution is uniformly bounded provided

$$\frac{|\gamma'(s)|^2}{\gamma(s)} \leq k_0 < \infty \quad \text{for any } s \geq 0.$$

Moreover, the global existence is also obtained in a 2-dimensional bounded domain when $\mu = 0$ and $\gamma$ satisfies

$$\gamma' \leq 0, \quad \lim_{s \to +\infty} s^k \gamma(s) = +\infty$$

or $\gamma(s) = e^{-s}$ and the initial mass is small enough. In the last case, the asymptotic stability of the solution converging to the average of the initial data is also given. A complementary case, large initial mass and the same function $\gamma$, i.e. $\gamma(s) = e^{-s}$ in the unit ball, produces blow up at $t = +\infty$. See also Fujie and Senba [13, 14].

In Fujie and Jiang [12] the parabolic–elliptic system is also considered for $\mu = 0$. The authors obtain the existence of a unique global classical solution which is uniformly-in-time bounded under the assumption

$$\lim_{s \to \infty} e^{\alpha s} \gamma(s) = +\infty, \quad \text{for any } \alpha > 0.$$ 

If the previous assumption is only satisfied for large $\alpha$, the solution also exists in time provided the initial data is small enough. The proofs are given in bounded domains in arbitrary dimension $N$.

The parabolic elliptic case is also studied in Jiang [20] for $\mu = 0$ and $\gamma$ satisfying

$$\frac{N+2}{4} |\gamma'(s)|^2 \leq \gamma(s)\gamma''(s), \quad \text{for } s \geq 0.$$
In [20], the author proved that the unique solution is global in time and converges to the average of the initial data in $L^\infty(\Omega)$. Moreover, if $\gamma = v^{-k}$ for $k$ satisfying
\[
  k \in (0, 1), \quad \text{if } N = 4, 5 \\
  k \in (0, \frac{4}{N-2}), \quad \text{if } N \geq 6
\]
the same result is also obtained. The steady states of the system with logistic term has been considered in Wang and Xu [39], where bifurcation of such steady states is obtained.

In this article we study the solutions of Eq. (1.1) in the following sense.

**Definition 1.1** We say that $(u, v)$ is a weak solution to (1.1) if 
\[
u \in L^2(0, T; H^2(\Omega)) \cap H^1(0, T; L^2(\Omega)) \cap C(0, T; L^2(\Omega)),
\]
\[
v \in C(0, T; H^1(\Omega))
\]
and for any $\phi \in L^2(0, T; H^2(\Omega)) \cap H^1(0, T; L^2(\Omega)) \cap C(0, T; L^2(\Omega))$ such that 
\[
\frac{\partial \phi}{\partial n} = 0, \quad \text{in } x \in \partial \Omega
\]
we have that
\[
- \int_0^T \int_\Omega u \phi_t \, dx \, dt - \int_0^T \int_\Omega u \gamma(v) \Delta \phi \, dx \, dt = \mu \int_0^T \int_\Omega u(1-u) \phi \, dx \, dt
\]
\[
+ \int_\Omega [u_0 \phi_0 - u(T) \phi(T)] \, dx
\]
and
\[
\int_\Omega \nabla v \nabla \phi \, dx + \int_\Omega v \phi \, dx = \int_\Omega u \phi \, dx.
\]

The problem is studied under the assumptions
\[
\gamma \in C^3([0, \infty)), \quad \gamma(s) > 0,
\]
\[
\gamma'(s) \leq 0, \quad \gamma''(s) \geq 0, \quad \gamma'''(s) \leq 0, \quad \text{for any } s \geq 0,
\]
\[
-2\gamma'(s) + \gamma''(s)s \leq \mu_0 < \mu.
\]
\[
\left| \frac{\gamma'(s)}{\gamma(s)} \right|^2 \leq c_\gamma < \infty, \quad \text{for any } s \in [0, \infty),
\]
where the initial datum $u_0$ satisfies 
\[
u_0 \in C^{2,\alpha}(\overline{\Omega}), \quad \frac{\partial u_0}{\partial n} = 0 \text{ in } \partial \Omega.
\]

There exists positive constants $u_0, \overline{u}_0$ such that
\[
0 < u_0 \leq u \leq \overline{u}_0 < \infty.
\]

Notice that assumptions (1.2)–(1.5) are satisfied for instance by 
\[
\gamma_1(s) := e^{-\alpha_1 s}, \quad \text{for any } \alpha_1 > 0, \quad \gamma_2(s) := [\epsilon_2 + s]^{-\alpha_2} \quad \text{for any } \epsilon_2, \alpha_2 > 0
\]
and $\mu$ large enough.

The main result of the article is enclosed in the following theorem.
Theorem 1.1 Under assumption (1.2)–(1.7) there exists a unique solution \((u, v)\) in the sense of Definition 1.1 in the time interval \((0, \infty)\) satisfying

\[
\lim_{t \to \infty} \|u - 1\|_{L^\infty(\Omega)} + \|v - 1\|_{L^\infty(\Omega)} = 0.
\]

The article is organized as follows. In Sect. 2, we present the local in time existence of solutions. The proof is obtained by standard arguments using a priori estimates in the appropriate Sobolev spaces. In Sect. 3, an auxiliary system of ODE is introduced, the solutions of such system are used in Sect. 4 as sub and super solutions of the equation. In Sect. 5, the global existence of solutions is given. Also in Sect. 5, the proof of the asymptotic behavior of the solution is presented as a consequence of the asymptotic behavior of the sub and super solutions.

The comparison method used in the article is known as rectangle method, similar comparison methods have been already applied to reaction-diffusion systems by different authors, see for instance Pao [29], Conway and Smoller [4], Fife and Tang [7] and also Negreanu and Tello [30]. Parabolic–elliptic chemotaxis problems are among the systems where the rectangle method have been successfully applied, in this case, the sub- and super-solutions are defined as the solutions of a coupled nonlinear ODE’s systems, see for instance [8, 31]. The method have been also applied to parabolic–elliptic chemotaxis systems of two species, see for instance Tello and Winkler [36] and Stinner et al. [33]. The method can be applied to reaction–diffusion system with general non-linearities and non-local terms if the crossed terms are of first order and the non-linearities are given by \(C^0\) functions. Nevertheless, the rectangle method have been resulted unaplicable to proof blow up of solutions for chemotaxis system because the sub-solution remains below the average mass, which is uniformly bounded.

Throughout the article we consider the constant \(c_{\Omega}\) defined in the following definition.

**Definition 1.2** Let \(\Omega\) be a regular bounded domain of \(\mathbb{R}^N\), we define \(c_{\Omega}\) and \(c_p\) (for \(p > N/2\)) as follows

\[
c_{\Omega} := \sup_{f \in L^\infty(\Omega)} \left\{ \frac{\|\nabla \phi\|_{L^\infty(\Omega)}}{\|f\|_{L^\infty(\Omega)}} \right\}
\]

and

\[
c_p := \sup_{f \in L^p(\Omega)} \left\{ \frac{\|\phi\|_{L^\infty(\Omega)}}{\|f\|_{L^p(\Omega)}} \right\}
\]

where \(\phi\) is the solution to the problem

\[
\begin{cases}
-\Delta \phi + \phi = f, & x \in \Omega, \\
\frac{\partial \phi}{\partial n} = 0, & x \in \partial \Omega
\end{cases}
\]

for \(f \not= 0\), \(f \in L^\infty(\Omega)\) or \(f \in L^p(\Omega)\), respectively.

**Remark 1.1** Notice that for any \(p > N + 1\)

\[
\|f\|_{L^{N+1}(\Omega)} \leq |\Omega|^{\frac{p-N-1}{p(N+1)}} \|f\|_{L^p(\Omega)}
\]

we have that

\[
c_p = \sup_{f \in L^p(\Omega)} \left\{ \frac{\|\phi\|_{L^\infty(\Omega)}}{\|f\|_{L^p(\Omega)}} \right\} \leq \sup_{f \in L^{N+1}(\Omega)} \left\{ |\Omega|^{\frac{p-N-1}{p(N+1)}} \frac{\|\phi\|_{L^\infty(\Omega)}}{\|f\|_{L^{N+1}(\Omega)}} \right\} = |\Omega|^{\frac{p-N-1}{p(N+1)}} c_{N+1}
\]
and taking limits when \( p \to \infty \), it results
\[
c_{\Omega} \leq |\Omega|^{\frac{1}{p+1}}c_{N+1}.
\]

## 2 Local existence of solutions

We first consider the approximated problem

\[
\begin{aligned}
    &u_{n,t} - \Delta (\gamma(v_n)u_n) = \mu u_n (1 - (u_n)_+) , & & \; x \in \Omega , \; \; t > 0, \\
    &-\Delta v_n + v_n = \frac{u_n}{1 + (\frac{u_n}{p})^+} , & & \; x \in \Omega , \; \; t > 0, \\
    &\frac{\partial u_n}{\partial n} = \frac{\partial v_n}{\partial n} = 0 , & & \; x \in \partial \Omega , \; \; t > 0, \\
    &u_n(0,x) = u_{n0}(x) , & & \; x \in \Omega ,
\end{aligned}
\]

\[(2.1)\]

where \(( \cdot )_+\) indicates the positive part function. We work with weak solutions of the approximated problem, which are given in the following definition.

**Definition 2.1** We say that \((u_n, v_n)\) is a weak solution to \((2.1)\) if

\[
\begin{aligned}
    u_n &\in L^2(0, T : H^2(\Omega)) \cap H^1(0, T : L^2(\Omega)) \cap C(0, T : L^2(\Omega)), \\
v_n &\in C(0, T : H^1(\Omega)) \text{ and for any } \phi \in L^2(0, T : H^2(\Omega)) \cap H^1(0, T : L^2(\Omega)) \cap C(0, T : L^2(\Omega)) \text{ such that}
\end{aligned}
\]

\[
\frac{\partial \phi}{\partial n} = 0 , \quad \text{in } x \in \partial \Omega
\]

we have that

\[
\begin{aligned}
    - \int_0^T \int_{\Omega} u_n \phi_t dx dt - \int_0^T \int_{\Omega} u_n \gamma(v_n) \Delta \phi dx dt &= \mu \int_0^T \int_{\Omega} u_n (1 - (u_n)_+) \phi dx dt \\
    &+ \int_{\Omega} [u_n\phi_0 - u(T)\phi(T)] dx
\end{aligned}
\]

and for any \( t \in (0, T) \)

\[
\begin{aligned}
    \int_{\Omega} \nabla v_n \nabla \phi dx + \int_{\Omega} v_n \phi dx &= \int_{\Omega} \frac{u_n}{1 + (\frac{u_n}{p})^+} \phi dx.
\end{aligned}
\]

Now we introduce the following ODE problem for \( p \geq \max\{4, N + 1\} \)

\[
\frac{1}{p} y' = \mu |\Omega| + c_\Omega c_\gamma y^{\frac{p+2}{p}}.
\]

\[(2.2)\]

**Lemma 2.1** Let \( p > \max\{4, N\} \) and \( y_0 \geq 0 \), then, there exists \( T_p > 0 \) and a unique solution to \((2.2)\) satisfying \( y(0) = y_0 \) in \((0, T_p)\).

**Proof** Existence of solutions is a consequence of Peano’s Theorem. Uniqueness is deduced from the fact that the right-hand side term is locally Lipschitz.

In the following lemmas we obtain some a priori estimates to finally prove the local existence of solutions.
Lemma 2.2 Let \( u_n \) be a weak solution to (2.1) in the sense of Definition 2.1, then, we have that
\[
u_n \geq 0.\]

**Proof** Since
\[
\frac{u_n}{1 + (u_n)_+} \in L^\infty(\Omega),
\]
we have that \( v_n \in W^{1,\infty}(\Omega) \).

We multiply by \( \phi(u_n) := -(u_n)_+ \) and after integration by parts we obtain
\[
\frac{d}{dt} \int_\Omega \left[ \phi(u_n) \right]^2 dx + \int_\Omega \gamma(v) \nabla u_n \nabla \phi(u_n) dx + \int_\Omega \gamma'(v_n) u_n \nabla v_n \nabla \phi(u_n) dx = \mu \int_\Omega u_n \phi(u_n) (1 - (u_n)_+) dx.
\]
(2.3)

Since
\[
\int_\Omega \gamma(v) \nabla u_n \nabla \phi(u_n) dx = \int_\Omega \gamma(v) |\nabla \phi(u_n)|^2 dx;
\]
\[
\int_\Omega \gamma'(v) u \nabla v \nabla \phi(u_n) dx \leq \epsilon \int_\Omega \gamma(v) |\nabla \phi(u_n)|^2 dx + c(\epsilon) \int_\Omega \frac{|\gamma'(v_n)|^2}{\gamma(v_n)} |\nabla v_n|^2 |\phi(u_n)|^2 dx;
\]
\[
\mu \int_\Omega u_n \phi(u_n) (1 - (u_n)_+) dx \leq \mu \int_\Omega \phi(u_n)^2 dx,
\]
thanks to assumption (1.5) and in view of \( v_n \in L^\infty(\Omega) \), (2.3) becomes
\[
\frac{d}{dt} \frac{1}{2} \int_\Omega [\phi(u_n)]^2 dx + (1 - \epsilon) \int_\Omega \gamma'(v) |\nabla \phi(u_n)|^2 dx \leq c \int_\Omega |\phi(u_n)|^2 dx.
\]
Standard comparison’s results of O.D.E.s ends the proof.

Lemma 2.3 Let \( u_n \) be a weak solution to (2.1) in the sense of Definition 2.1, then, we have that
\[
\int_\Omega |u_n| dx \leq c.
\]

**Proof** We integrate over \( \Omega \) to obtain
\[
\frac{d}{dt} \int_\Omega u_n dx = \mu \int_\Omega u_n dx - \mu \int_\Omega u_n^2 dx
\]
Thanks to Cauchy-Schwarz inequality we get
\[
\int_\Omega |u_n| dx \leq |\Omega|^\frac{1}{2} \left[ \int_\Omega u_n^2 dx \right]^\frac{1}{2}
\]
which implies
\[
\frac{d}{dt} \int_\Omega u_n dx + \frac{\mu}{|\Omega|^\frac{1}{2}} \left[ \int_\Omega u_n dx \right]^\frac{1}{2} \leq \mu \int_\Omega u_n dx.
\]
Growall’s Lemma ends the proof.
Lemma 2.4 Let \( p \geq \max\{4, N + 1\} \), then, there exists \( T_p > 0 \) independent of \( n \) such that
\[
\int_{\Omega} |u_n|^p \, dx \leq c \quad \text{for} \ t < T_p.
\]

Proof Let \( p \geq \max\{4, N + 1\} \) be a given finite number. We now take \( u^{p-1} \) as test function in (2.1) to obtain
\[
\frac{d}{dt} \frac{1}{p} \int_{\Omega} |u_n|^p \, dx + (p - 1) \int_{\Omega} \gamma(v) u_n^{p-2} |\nabla u_n|^2 \, dx \\
+ (p - 1) \int_{\Omega} \gamma'(v_n) u_n^{p-1} \nabla v_n \nabla u_n \, dx = \mu \int_{\Omega} u_n^p (1 - u_n) \, dx.
\]

Notice that
\[
(p - 1) \int_{\Omega} \gamma(v) u_n^{p-2} |\nabla u_n|^2 \, dx = \frac{4(p - 1)}{p^2} \int_{\Omega} \gamma(v) |\nabla u_n^p|^2 \, dx,
\]
\[
\mu \int_{\Omega} u_n^p (1 - u_n) \, dx \leq \mu |\Omega|,
\]
\[
(p - 1) \int_{\Omega} \gamma'(v_n) u_n^{p-1} \nabla v_n \nabla u_n \, dx \leq \epsilon \int_{\Omega} \gamma(v) |\nabla u_n^p|^2 \, dx \\
+ c(\epsilon) \int_{\Omega} \frac{|\gamma'(v_n)|^2}{\gamma(v_n)} |\nabla v_n|^2 u_n^p \, dx,
\]
\[
\int_{\Omega} \frac{|\gamma'(v_n)|^2}{\gamma(v_n)} |\nabla v_n|^2 u_n^p \, dx \leq ||\gamma'(v_n)||_{L^\infty(\Omega)}^2 ||\nabla v_n||_{L^\infty(\Omega)}^2 \left[ \int_{\Omega} u_n^p \, dx \right]^\frac{p+2}{p},
\]
where \( c_p \) has been defined in (1.2). Then, (2.4) becomes
\[
\frac{d}{dt} \frac{1}{p} \int_{\Omega} |u_n|^p \, dx \leq \mu |\Omega| + c_p^2 ||\gamma'(v_n)||_{L^\infty(\Omega)}^2 \left[ \int_{\Omega} u_n^p \, dx \right]^\frac{p+2}{p}.
\]

Thanks to assumption (1.5), it becomes
\[
\frac{d}{dt} \frac{1}{p} \int_{\Omega} |u_n|^p \, dx \leq \mu |\Omega| + c_p^2 c_{\gamma} \left[ \int_{\Omega} u_n^p \, dx \right]^\frac{p+2}{p}.
\]

In view of Lemma 2.1, standard comparison methods prove the existence of a positive \( T_p > 0 \) such that \( \int_{\Omega} |u_n|^p \, dx \) is bounded for any \( t < T_p \). \( \square \)

Lemma 2.5 Let \( T_* := \frac{1}{2} T_{\max\{4, N+1\}} \) for \( T_{\max\{4, N+1\}} \) defined in Lemma 2.4, then, for any \( t < T_* \) there exists \( c_v \) such that
\[
\| \nabla v_n \|_{L^\infty(\Omega)} + \| v_n \|_{L^\infty(\Omega)} \leq c_v
\]
for any \( t < T_* \).

Proof Thanks to Lemma 2.3 and Theorem 8.31 in Gilbard and Trudinger [16], we have that
\[
v_n \in W^{2,q}(\Omega)
\]
for any \( q < \infty \), the Sobolev embedding \( W^{2,q}(\Omega) \hookrightarrow W^{1,\infty}(\Omega) \), for \( q > N \) proves the result. \( \square \)
Lemma 2.6 Let $T_n$ be a positive constant defined in Lemma 2.5,

$$
\lambda := \sup_{t \in [0, T_n]} \{ \| \gamma''(v_n) \|_{L^\infty(\Omega)} \| \nabla v_n \|_{L^\infty(\Omega)}^2 + \gamma' v_n + (\| u_0 \|_{L^\infty(\Omega)} + 2) | \gamma'| e + \mu \}
$$

and $T_{\min} \leq \min\{ \frac{1}{\lambda}, T_n \}$. Then, there exists a positive constant $c$ such that

$$
\| u_n \|_{L^\infty(\Omega)} \leq c.
$$

Proof Let $c_0$ be positive constants defined by

$$
c_0 := \| u_0 \|_{L^\infty(\Omega)} + 1.
$$

We consider the change of unknown $u_n = e^{\lambda t} w_n$, then, $w_n$ satisfies

$$
w_{nt} - div(\gamma(v_n) \nabla w_n) + \lambda w_n = \gamma' \nabla w_n \nabla v_n + w_n [\gamma''|\nabla v_n|^2 + \gamma'(v_n - e^{\lambda t} w_n) + \mu (1 - e^{\lambda t} w_n)]. \tag{2.5}
$$

We introduce the truncated problem

$$
\tilde{w}_{nt} - div(\gamma(v_n) \nabla \tilde{w}_n) + \tilde{\lambda} \tilde{w}_n
\quad
= \gamma' \nabla \tilde{w}_n \nabla v_n + \tilde{w}_n [\gamma''|\nabla v_n|^2 + \gamma' v_n + T_k(\tilde{w}_n) |\gamma'| e^{\lambda t} + \mu (1 - e^{\lambda t} \tilde{w}_n)] \tag{2.6}
$$

where $T_k(\tilde{w}_n) = \tilde{w}_n$ if $\tilde{w}_n < k$ and $T_k(\tilde{w}_n) = k$ otherwise, for

$$
k = c_0 + 1.
$$

Now, we multiply (2.6) by $(\tilde{w}_n - c_0)_+$, after some computations, in view of

$$
\gamma''|\nabla v_n|^2 + |\gamma'| v_n + k |\gamma'| e^{\lambda t} + \mu \leq \lambda,
$$

for $t \leq \frac{1}{\lambda}$, we get

$$
\frac{d}{dt} \frac{1}{2} \int_{\Omega} (\tilde{w}_n - c_0)^2_+ dx \leq c \int_{\Omega} (\tilde{w}_n - c_0)^2_+ dx
$$

which implies, thanks to Gronwall’s Lemma that $\tilde{w}_n < c_0$. Since $T_k(\tilde{w}_n) = \tilde{w}_n$ for $k = c_0 + 1$ we have that $\tilde{w}_n = w_n$ and it satisfies (2.5) for any $t \leq T_{\min}$, therefore $u_n \leq c_0 e$ for $t < T_{\min}$.

□

Lemma 2.7 Let $T_{\min}$ be defined in Lemma 2.6 then, we have that

$$
\int_{\Omega} u_n^2(T_{\min}) dx + \int_0^{T_{\min}} |\nabla u_n|^2 dx dt \leq c(T_{\min})
$$

and

$$
\int_0^{T_{\min}} \int_{\Omega} |u_{nt}|^2 dx dt \leq c(T_{\min}).
$$

Proof Let $T \leq T_{\min}$, we take $u_n$ as test function in the weak formulation of (2.1) to obtain

$$
\int_{\Omega} u_n^2(T) dx + c_0 \int_0^T \int_{\Omega} |\nabla u_n|^2 dx dt \leq \int_0^T \int_{\Omega} \gamma'(v_n) u_n \nabla u_n \nabla v_n dx dt + \mu \int_0^T \int_{\Omega} u_n^2(1 - u_n) dx dt + c.
$$
Since
\[
\int_0^T \int_\Omega \gamma'(v_n)u_n \nabla u_n \cdot \nabla v_n \, dx \, dt \leq \epsilon \int_0^T \int_\Omega |\nabla u_n|^2 \, dx \, dt \\
+ \int_0^T \int_\Omega |\gamma'(v_n)|^2 u_n^2 |\nabla v_n|^2 \, dx \, dt
\]
we have that
\[
\int_\Omega u_n^2 \, dx + \int_0^T \int_\Omega |\nabla u_n|^2 \, dx \, dt \leq c(T),
\]
which proves the first part of the theorem. To prove the second part, we first notice that
\[
-\Delta (\gamma(v_n)u_n) = -\gamma(v_n)\Delta u_n - 2\gamma'(v_n)\nabla v_n \cdot \nabla u_n - \gamma''(v_n) |\nabla v_n|^2 u_n - \gamma'(v_n)u_n \Delta v_n.
\]
Now, we take $\Delta u_n$ in the weak formulation to get
\[
\frac{1}{2} \int_\Omega |\nabla u_n|^2 \, dx \bigg|_0^T + \int_0^T \int_\Omega \gamma'(v_n) |\Delta u_n|^2 \, dx \, dt \leq \int_0^T \int_\Omega u_n |\gamma'(v_n) |\Delta v_n| |\Delta u_n| \, dx \, dt \\
+ \int_0^T \int_\Omega \left[ |\gamma'(v_n)||\nabla v_n||\nabla u_n| + |\gamma''(v_n)||\nabla v_n|^2 u_n \right] |\Delta u_n| \, dx \, dt \\
+ \mu \int_0^T \int_\Omega (u_n + u_n^2) |\Delta u_n| \, dx \, dt.
\]
Since
\[
\int_\Omega |\Delta v_n|^p \, dx \leq c(T), \\
\gamma(v_n) \geq c > 0, \quad |\gamma'| + |\gamma''| < c, \quad \text{in } (0, T_{min}), \\
\|\nabla v\|_{L^\infty(\Omega)}, \quad \|v\|_{L^\infty(\Omega)}, \quad \|u\|_{L^\infty(\Omega)} \leq c
\]
and
\[
|\nabla u||\Delta u| \leq \epsilon |\Delta u|^2 + \frac{1}{4\epsilon} |\nabla u|^2,
\]
we get
\[
\int_\Omega |\nabla u_n|^2 \, dx \bigg|_0^T + \int_0^T \int_\Omega |\Delta u_n|^2 \, dx \, dt \leq c(T).
\]
Notice that in view of assumption (1.2), (1.3) and Lemma 2.5, we have that
\[
\gamma(v_n) \geq \gamma(\|v_n\|_{L^\infty(\Omega)}) > 0, \quad \text{for any } T < T_{min}
\]
and therefore
\[
\int_\Omega \gamma(v_n) |\Delta u_n|^2 \, dx \geq \gamma(\|v_n\|_{L^\infty(\Omega)}) \int_\Omega |\Delta u_n|^2 \, dx.
\]
We multiply now by $u_{mt}$ and, in view of
\[
\int_\Omega u_t \Delta \gamma(v) \, dx \leq \epsilon \int_\Omega |u_{nt}|^2 \, dx \\
+ c \int_\Omega |\Delta u_{nt}|^2 \, dx + c \int_\Omega |\Delta v_{nt}|^2 \, dx + c \int_\Omega |\nabla u_{nt}|^2 |\nabla v_{nt}|^2 \, dx
\]
and previous lemmas we get that
\[ \int_0^T \int_{\Omega} |u_n|^2 \, dx \leq c \]
which ends the proof. \( \square \)

**Lemma 2.8** Let \( T < T_{\text{min}} \) small enough, then, there exists a unique weak solution \((u_n, v_n)\) to (2.1) in the sense of definition 2.1 such that
\[ u_n \in L^2(0, T : H^2(\Omega)) \cap L^\infty(0, T : H^1(\Omega)), \quad v \in C^0(0, T : C^1(\overline{\Omega})). \]

**Proof** We consider a fixed point argument, for a given \( \tilde{u}_n \in C_{t,x}^{1+\beta}([0, T] \times \overline{\Omega}), \tilde{u}_n \geq 0 \), we consider the solution \( v_n \) to the problem
\[ -\Delta v_n + v_n = \frac{\tilde{u}_n}{1 + \tilde{u}_n}, \quad (2.7) \]
with Neumann boundary condition. Then, we consider \( u_n \) the solution to the parabolic problem
\[ \begin{cases} u_{nt} - div(\gamma(v_n)\nabla u_n) = -div(u_n\gamma'(v_n)\nabla v_n) + \mu u_n(1 - \tilde{u}_n), \\ u(0, x) = u_0(x), \end{cases} \quad (2.8) \]
with Neumann boundary conditions. Lax–Milgram theorem proves the existence of a unique solution \( v_n \) to (2.7), thanks to Gilbart and Trudinger [16] Theorem 8.34 we have that \( v_n \in C_{t,x}^{1+\beta}([0, T] \times \overline{\Omega}). \) We replace \( v_n \) into (2.8) to obtain thanks to Lieberman [26], Theorem 4.30, page 79, that \( u_n \in C_{t,x}^{1+\beta}([0, T] \times \overline{\Omega}). \) Schauder fixed point Theorem proves the existence of solutions for \( T \) small enough. Since, for any \( n \), the term \( \frac{\tilde{u}_n}{1 + \tilde{u}_n} \) is bounded in \( L^\infty([0, T_{\text{min}}] \times \Omega) \) we extend the solution up to \( T = T_{\text{min}} \).

Uniqueness of solutions follows from standard arguments, see for instance Theorem 2.1 in Tello and Winkler [35]. For readers convenience we detail the proof. We assume the existence of, at least, two different solutions \((u_{n1}, v_{n1})\) and \((u_{n2}, v_{n2})\) and proceed by contradiction. We denote by \( w \) the difference of both solutions, i.e. \( w = u_{n1} - u_{n2} \) which satisfies
\[ w_t - div(\gamma(v_{n1})\nabla w) - div(\gamma(v_{n1}) - \gamma(v_{n2}))\nabla u_{n1} = g(u_{n1}, v_{n1}, \nabla u_{n1}, \nabla v_{n1}) - g(u_{n2}, v_{n2}, \nabla u_{n2}, \nabla v_{n2}) \]
where
\[ g(u, v, \nabla u, \nabla v) := 2\gamma' (v_n) \nabla v_n \nabla u_n + u_n \gamma''(v_n) |\nabla v_n|^2 + u_n \gamma'(v_n) \left( v_n - \frac{u_n}{1 + \frac{u_n}{\tilde{u}_n}} \right) + \mu u_n(1 - u_n). \]
Notice that \( v_{n1} \) is uniformly bounded in \((0, T_{\text{min}})\) and \( g \) is a Lipschitz function, we multiply by \( w \) and integrate by parts to get, after some computations
\[ \frac{d}{dt} \int_{\Omega} w^2 \, dx + \int_{\Omega} \gamma(v_{n1})|\nabla w|^2 \, dx + \int_{\Omega} |\gamma(v_{n1}) - \gamma(v_{n2})| \nabla u_{n1} \nabla w \, dx \leq c \int_{\Omega} w^2 \, dx + c \int_{\Omega} [v_{n1} - v_{n2}]^2 \, dx + c \int_{\Omega} |\nabla w| w \, dx. \]
Since
\[
\int_\Omega [\nabla (v_{n1} - v_{n2})]^2 dx + \int_\Omega [v_{n1} - v_{n2}]^2 dx \leq c \int_\Omega w^2 dx,
\]
\[
\int_\Omega [\gamma(v_{n1}) - \gamma(v_{n2})] \nabla u_{n1} \nabla w dx \leq c(\epsilon) \| \gamma' \|^2_{L^\infty} \int_\Omega [v_{n1} - v_{n2}]^2 |\nabla u_{n1}|^2 dx + \epsilon \int_\Omega |\nabla w|^2 dx,
\]
\[
\int_\Omega [v_{n1} - v_{n2}]^2 |\nabla u_{n1}|^2 dx \leq \| \nabla u_{n1} \|^2_{L^\infty(\Omega)} \int_\Omega [v_{n1} - v_{n2}]^2 dx
\]
and \( u_n \in C^{1+\frac{\beta}{2},2+\beta}([0,T] \times \Omega) \) we conclude, after some computations
\[
\frac{d}{dt} \int_\Omega w^2 dx \leq c \int_\Omega w^2 dx.
\]
Gronwall’s Lemma ends the proof in view of \( w(0,x) = 0 \). \( \square \)

**Theorem 2.1** Let \( T < T_{\text{min}} \), then, there exists a unique weak solution \((u,v)\) to (1.1) in the sense of definition 1.1 such that
\[
u \in L^2(0,T:H^2(\Omega)) \cap L^\infty(0,T:H^1(\Omega)), \quad v \in C^0(0,T:C^1(\overline{\Omega})).
\]

**Proof** We have that for any \( T < T_{\text{min}} \)
\[
\int_0^T \int_\Omega |u_{nt}|^2 dx \leq c(T),
\]
\[
\int_0^T \int_\Omega |\Delta u_n|^2 dx \leq c(T),
\]
and
\[
\| \nabla u_n \|_{[L^2(\Omega)]^N} \leq c(T).
\]
Then, \( v_n \) is bounded in \( L^\infty(0,T:W^{2,p}(\Omega)) \). Moreover if we derivate respect to \( t \) the equation of \( v_n \) it results
\[
-\Delta v_{nt} + v_{nt} = \frac{u_{nt}}{(1 + u_{nt})^2}
\]
we take squares in the previous inequality to get, after integration
\[
\int_0^T \int_\Omega [|\Delta v_{nt}|^2 + |u_{nt}|^2 + |\nabla u_{nt}|^2] dx dt \leq c(T).
\]
Thanks to Aubin–Lions Lemma, and the compact embeddings \( H^2(\Omega) \hookrightarrow H^1(\Omega) \hookrightarrow L^2(\Omega) \), there exists \( u \in C(0,T: L^2(\Omega)) \) such that
\[
u_n \to u \quad \text{strong in } L^2(0,T:H^1(\Omega))
\]
\[
u_n \rightharpoonup v \quad \text{weak in } L^2(0,T:H^2(\Omega))
\]
and since \( W^{2,p}(\Omega) \hookrightarrow C^1(\overline{\Omega}) \hookrightarrow L^2(\Omega) \), there exists \( v \in C(0,T:C^1(\overline{\Omega})) \) satisfying
\[
v_n \to v \quad \text{strong in } C^0(0,T:C^1(\overline{\Omega})).
\]
Then
\[ \gamma(v_n) \to \gamma(v), \quad \text{strong in } C^0(0, T : C^1(\overline{\Omega})) \]
and
\[ \gamma'(v_n) \to \gamma'(v), \quad \text{strong in } C^0(0, T : C^1(\overline{\Omega})) \]
and therefore we get the following convergence of the integrals
\[
\begin{align*}
\int_0^T \int_\Omega u_n \phi_t dx dt & \to \int_0^T \int_\Omega u \phi_t dx dt, \\
\int_0^T \int_\Omega \gamma(v_n) \nabla u_n \nabla \phi dx dt & \to \int_0^T \int_\Omega \gamma(v) \nabla u \nabla \phi dx dt, \\
\mu \int_0^T \int_\Omega u_n (1 - (u_n)_+) \phi dx dt & \to \mu \int_0^T \int_\Omega u (1 - (u)_+) \phi dx dt, \\
\int_\Omega u_n(T) \phi(T) dx & \to \int_\Omega u(T) \phi(T) dx, \\
\int_\Omega \nabla v_n \nabla \phi dx & \to \int_\Omega \nabla v \nabla \phi dx, \\
\int_\Omega v_n \phi dx & \to \int_\Omega v \phi dx, \\
\int_\Omega \frac{u_n}{1 + (u_n)_+} \phi dx & \to \int_\Omega u \phi dx.
\end{align*}
\]

We take limits in (2.1) to obtain that \((u, v)\) is a weak solution of (1.1) in the sense of definition 1.1. Since \(\nabla v\) is bounded in \([0, T] \times \Omega\) for any \(T < T_\ast\) we have that standard parabolic regularity shows \(u \in L^q(0, T : W^{2,q}(\Omega)) \cap W^{1,q}(0, T : L^q(\Omega))\) for any \(q < \infty\).

To obtain uniqueness we proceed as in Lemma 2.8 and assume the existence of two different solutions \((u_1, v_2)\) and \((u_2, v_2)\). We denote by \(w\) the difference of both solutions, i.e. \(w = u_1 - u_2\), to obtain, after some computations
\[
\frac{d}{dt} \int_\Omega w^2 dx + \epsilon \int_\Omega |\nabla w|^2 dx + \int_\Omega [\gamma(v_1) - \gamma(v_2)] \nabla u_1 \nabla w dx \leq c \int_\Omega w^2 dx.
\]
Since
\[
\int_\Omega [\gamma(v_1) - \gamma(v_2)] \nabla u_1 \nabla w dx \leq c(\epsilon) \|
\gamma'\|_L^\infty \int_\Omega [v_1 - v_2]^2 |\nabla u_1|^2 dx
\]
\[+ \epsilon \int_\Omega |\nabla w|^2 dx,\]
and
\[
\int_\Omega [v_1 - v_2]^2 |\nabla u_1|^2 dx \leq c \|
\nabla u_1\|_{L^q(\Omega)} \|v_1 - v_2\|_{L^{2+}(\Omega)}^2
\]
for \(q\) large enough and \(\epsilon\) small enough we get, in view of
\[
\|v_1 - v_2\|_{L^{2+}(\Omega)}^2 \leq c \|v_1 - v_2\|_{H^1(\Omega)}^2 \leq c \|w\|_{L^2(\Omega)}^2
\]
the following differential inequality
\[
\frac{d}{dt} \int_\Omega w^2 dx \leq c(t) \int_\Omega w^2 dx,
\]

\(\square\) Springer
where $c(t) \in L^1(0, T)$. Grownall’s Lemma ends the proof.

\[\square\]

**Remark 2.1** We may extend the solution up to $T_{\text{max}}$ where $T_{\text{max}}$ satisfies
\[
\lim \sup_{t \to T_{\text{max}}} \left[ \|u\|_{L^\infty(\Omega)} + \|v\|_{L^\infty(\Omega)} + t \right] = \infty.
\]

### 3 Auxiliary problem

We first notice that the term $\Delta[\gamma(v)u]$ in (1.1) is expressed as follows
\[
-\Delta(u\gamma(v)) = -\gamma(v)\Delta u - 2\gamma'(v)v\nabla u + u\gamma'(v)\Delta v - u\gamma''(v)|\nabla v|^2
\]
\[
= -\gamma(v)\Delta u - 2\gamma'(v)v\nabla u + u\gamma'(v)(u - v) - u\gamma''(v)|\nabla v|^2,
\]
we replace the previous expression into (1.1) to obtain
\[
u_t - \gamma(v)\Delta u = 2\gamma'(v)v\nabla u - u\gamma'(v)(u - v) + u\gamma''(v)|\nabla v|^2 + \mu u(1 - u).
\]
Let $a(t)$ defined by
\[
a(t) := \|\nabla u\|_{L^\infty(\Omega)}
\]
and consider the system of Ordinary Differential Equations in the time interval $[0, T]$ for some $T \in (0, T_{\text{min}})$,
\[
\begin{aligned}
\bar{u}_t &= \bar{u}[\gamma'(u)](\bar{u} - u) + \bar{u}\gamma''(u)a(t) + \mu(1 - \bar{u}), \\
u_t &= u[\gamma'(u)](u - \bar{u}) + \mu(1 - u), \\
\bar{u}(0) &= \bar{u}_0, \quad u(0) = u_0.
\end{aligned}
\]

To simplify the previous system, we divide by $\bar{u}$ the first equation and by $u$ the second one to have
\[
\begin{aligned}
\frac{d}{dt} \log(\bar{u}) &= [-\gamma'(u)](\bar{u} - u) + \gamma''(u)a(t) + \mu(1 - \bar{u}), \\
\frac{d}{dt} \log(u) &= [-\gamma'(u)](u - \bar{u}) + \mu(1 - u), \\
\bar{u}(0) &= \bar{u}_0, \quad u(0) = u_0.
\end{aligned}
\]

**Lemma 3.1** For any $T < T_{\text{max}}$, there exist $C^1(0, T)$ functions $\bar{u}, u$ such that $(\bar{u}, u)$ is the unique solution to (3.1) in $(0, T)$.

**Proof** Since $\gamma \in C^3$ and $a(t) \in C^0(0, T)$ (for $T < T_{\text{max}}$), then, thanks to Peano’s theorem there exists a local solution to (3.2). Moreover since the right-hand-side part of the system is locally Lipschitz in $\bar{u}$ and $u$ we deduce the uniqueness of solutions. We also may extend the solution to a maximal interval of existence given by maximum interval where $a(t)$ is bounded and continuous. Since $a(t)$ is a continuous function in $[0, T_{\text{max}})$ (for $T_{\text{max}}$ defined in Remark 2.1), we obtain the wished regularity and conclude the proof. \[\square\]

**Lemma 3.2** Let $\bar{u}$ and $u$ the solutions to (3.1) in $(0, T_{\text{max}})$, such that
\[
0 < u_0 < 1 < \bar{u}_0, \quad \text{for any } t < T_{\text{max}}
\]
then
\[
0 < u < 1 < \bar{u}.
\]

\[\square\]
\textbf{Proof} We argue by contradiction and assume that
\begin{equation}
\text{there exists } t_0 \in (0, T_{\text{max}}), \text{ such that (3.3) is satisfied for any } t < t_0
\end{equation}
and
(i) \( u(t_0) = 1 \) and \( \overline{u}(t_0) > 1 \);
(ii) \( u(t_0) < 1 \) and \( \overline{u}(t_0) = 1 \);
(iii) \( u(t_0) = 1 \) and \( \overline{u}(t_0) = 1 \);
or either
(iv) \( u(t_0) = 0 \) and \( \overline{u}(t_0) \geq 1 \).

In case (i), we have that, by substituting in (3.1),
\[ u'(t_0) < 0 \]
which contradicts (3.4) because at \( t = t_0 \), \( u \) gets its maximum of \((0, t_0] \). In the same fashion we see that (ii) is not possible. In case (iii), we substruct equations in (3.2) to get
\begin{align*}
\frac{d}{dt} \left( \log(\overline{u}) - \log(u) \right) &= 2 \left[ -\gamma'(u) (\overline{u} - u) + \gamma''(u) a(t) - \mu(\overline{u} - u) \right] \\
&= [-2\gamma'(u) - \mu](\overline{u} - u) + \gamma''(u) a(t) \\
&= [-2\gamma'(u) - \mu] \xi (\log(\overline{u}) - \ln(u)) + \gamma''(\overline{u}) a(t)
\end{align*}
for some \( \xi \in (u, \overline{u}) \). After integration over \((0, t)\) we have that
\[ e^{-\int_0^t [-2\gamma'(u) - \mu] \xi d\tau} \left( \log(\overline{u}) - \log(u) \right) = \log(\overline{u}_0) - \log(u_0) \\
+ \int_0^t e^{-\int_0^\tau [-2\gamma'(u) - \mu] \xi ds} \gamma''(u) a(\tau) d\tau.
\]
We take \( t = t_0 < T_{\text{max}} \) to obtain
\[ \log(\overline{u}(t_0)) - \log(u(t_0)) > 0 \]
which contradicts (iii). To see that (iv) is not possible, we just notice that \( u = 0 \) in \([0, t_0]\) is the backward solution to (3.1), thanks to uniqueness of solutions, we have that \( u(0) = 0 \) which contradicts that \( u_0 > 0 \) and the proof ends. \( \square \)

\section{4 Comparison principle ODEs system / PDEs system}

In this section we compare the solution of system (1.1) to \( u, \overline{u} \), the solution to system (3.1). We notice that to prove that \( u \) and \( v \) are bounded by \( \overline{u} \) is equivalent to obtain the non-positivity of the functions \( u - \overline{u} \) and \( v - \overline{v} \). In the same way we have to see that \( u - \overline{u} \) and \( v - \overline{v} \) are non-negative functions. To obtain such result we introduce the following functions
\begin{align*}
\overline{U} &= u - \overline{u}, & \underline{U} &= u - u, \\
\overline{V} &= v - \overline{v}, & \underline{V} &= v - v.
\end{align*}

\textbf{Lemma 4.1} \textbf{For any } \( t < T_{\text{max}} \text{ we have that} \)
\[ \underline{U} \leq 0, \quad \overline{U} \geq 0. \]

\textbf{Proof} We first consider the differential equations satisfied by \( \overline{U} \) and \( \underline{U} \). Since \( u \) fulfills
\[ u_t - d v(\gamma(v) \nabla u) = \gamma'(v) v \nabla v \nabla u + u v''(v) \nabla v^2 + u \left[ -\gamma'(v) \right] (u - v) + \mu u (1 - u), \]
\( \square \) Springer
\( U \) satisfies

\[
\begin{align*}
\frac{\partial}{\partial t} U(t) - \nabla (\gamma'(v) \nabla U) & = \gamma'(v) \nabla v \nabla U + (\bar{U} + \bar{u}) \gamma''(v) |\nabla v|^2 - \bar{u} \gamma''(u) a(t) \\
& + (\bar{U} + \bar{u}) [-\gamma'(v)](u - v) - \bar{u} [-\gamma'(u)](\bar{u} - u) + \mu(1 - u) - \mu\bar{u}(1 - \bar{u}) \\
& = \gamma'(v) \nabla v \nabla U + \bar{U} \gamma''(v) |\nabla v|^2 + \bar{u} \gamma''(v) |\nabla v|^2 - \gamma''(u) a(t) \\
& + \bar{U} [-\gamma'(v)](u - v) + \bar{u} \left\{ [-\gamma'(v)](u - v) - [-\gamma'(u)](\bar{u} - u) \right\} + \mu \bar{U} - \mu \bar{U} (u + \bar{u}) \\
& = \gamma'(v) \nabla v \nabla U + \bar{U} \gamma''(v) |\nabla v|^2 + \bar{u} \gamma''(v) (|\nabla v|^2 - a(t)) - [\gamma''(u) - \gamma''(v)] a(t) \\
& + \bar{U} [-\gamma'(v)](u - v) + \bar{u} \left\{ [-\gamma'(v)](u - v) - [-\gamma'(u)](\bar{u} - u) \right\} + \mu \bar{U} - \mu \bar{U} (u + \bar{u}).
\end{align*}
\]

In view of definition of \( a(t) \), we have that

\[ |\nabla v|^2 - a(t) \leq 0 \quad \text{a.e.} \]

and as a consequence of

\[ \bar{u} [-\gamma'(v)](u - v) = \bar{u} [-\gamma'(v)](\bar{U} - V) + \bar{u} [-\gamma'(v)](\bar{u} - u) \]

we get

\[
\begin{align*}
\frac{\partial}{\partial t} U(t) - \nabla (\gamma'(v) \nabla U) & \leq \gamma'(v) \nabla v \nabla U + \bar{U} \gamma''(v) |\nabla v|^2 - \bar{u} [\gamma''(u) - \gamma''(v)] a(t) \\
& + \bar{U} [-\gamma'(v)](u - v) \\
& + \bar{u} \left\{ [-\gamma'(v)](\bar{U} - V) - \gamma'(v)(\bar{u} - u) - [-\gamma'(u)](\bar{u} - u) \right\} \\
& + \mu \bar{U} - \mu \bar{U} (u + \bar{u}).
\end{align*}
\]

Since

\[
\begin{align*}
\gamma''(u) - \gamma''(v) & = -\gamma'''(\xi_1) V, \\
\gamma'(u) - \gamma'(v) & = -\gamma''(\xi_2) V
\end{align*}
\]

and

\[
0 \leq \bar{u} - u
\]

we have that

\[
\begin{align*}
\frac{\partial}{\partial t} U(t) - \nabla (\gamma'(v) \nabla U) & \leq \gamma'(v) \nabla v \nabla U + \bar{U} \gamma''(v) |\nabla v|^2 - \bar{u} [\gamma''(\xi_1)] a(t) V \\
& + \bar{U} [-\gamma'(v)](u - v) + \bar{u} \left\{ [-\gamma'(v)](\bar{U} - V) - \bar{u} \gamma''(\xi_2) V (\bar{u} - u) + \mu \bar{U} - \mu \bar{U} (u + \bar{u}).
\end{align*}
\]

We now multiply the previous equation by \( U_+ \) and integrate by parts over \( \Omega \) to obtain after some computations

\[
\frac{d}{dt} \int_\Omega \frac{1}{2} |U_+|^2 dx + e \int_\Omega |\nabla U_+|^2 dx \leq k \int_\Omega (1 + u) |U_+|^2 dx \\
- \int_\Omega \left\{ -\gamma'(v) + \gamma''(\xi_2)(\bar{u} - u) - \gamma'''(\xi_1) a(t) \right\} U_+ V dx
\]

thanks to assumption (1.3) we have that

\[
\int_\Omega \left\{ -\gamma'(v) + \gamma''(\xi_2)(\bar{u} - u) - \gamma'''(\xi_1) a(t) \right\} U_+ V dx \geq 0
\]

therefore

\[
- \int_\Omega \left\{ -\gamma'(v) + \gamma''(\xi_2)(\bar{u} - u) - \gamma'''(\xi_1) a(t) \right\} U_+ V dx \\
\leq \int_\Omega |U_+|^2 dx + k(t) \int_\Omega (-V_+)^2 dx.
\]
We notice that
\[
\int_{\Omega} u|\bar{U}_+|^2 dx \leq \|u\|_{L^p(\Omega)} \|\bar{U}_+\|_{L^{2p'}(\Omega)}^2
\]
for some \( p > N \) we have that \( 2p' = \frac{2p}{p-1} < \frac{2N}{N-2} \) therefore thanks to Gagliardo Nirenberg inequality we have that
\[
\|\bar{U}_+\|^2_{L^{2p'}(\Omega)} \leq c\|\bar{U}_+\|_{H^1(\Omega)}^{2a} \|\bar{U}_+\|_{L^2(\Omega)}^{2(1-a)} + c\|\bar{U}_+\|_{L^2(\Omega)}^2
\]
for \( a \) satisfying
\[
\frac{1}{2p'} = \left(\frac{1}{2} - \frac{1}{N}\right) a + \frac{(1-a)}{2}
\]
i.e.
\[
a = \frac{N(p'-1)}{2p'} = \frac{N}{2p} < \frac{1}{2}.
\]
Thanks to Young inequality and Lemma 2.4 we get
\[
\frac{d}{dt} \frac{1}{2} \int_{\Omega} |\bar{U}_+|^2 dx \leq k \int_{\Omega} |\bar{U}_+|^2 dx + k \int_{\Omega} |(-\nabla U)|^2 dx \tag{4.1}
\]
In the same fashion, in view of \( u\gamma''(v)|\nabla v|^2 \geq 0 \), the following inequality is satisfied by \( U \)
\[
U_t - div(\gamma'(v)\nabla U) \geq \gamma'(v)\nabla v \nabla U + U[-\gamma'(v)](u-v) + u \{[-\gamma'(v)](u-v)\} - u[\gamma'(v)](u-\mu) + \mu U - \mu U(u+\mu).
\]
Since
\[
u \{[-\gamma'(v)](u-v)\} = u \{[-\gamma'(v)](u-\mu)\} + u \{[-\gamma'(v)](u-v)\}
\]
we have that
\[
u \{[-\gamma'(v)](u-v)\} = -u[-\gamma'(v)](u-\mu)\]
\[
u \{[-\gamma'(v)](u-v)\} = u \{[-\gamma'(v)](u-\mu)\} - u(u-\mu) \{[-\gamma'(v)](u-\mu)\} + u \{[-\gamma'(v)](u-\mu)\}
\]
for some \( \xi \in (u, v) \) if \( u < v \) and \( \xi \in [v, u] \) otherwise. Then, it results
\[
U_t - div(\gamma'(v)\nabla U) \geq \gamma'(v)\nabla v \nabla U + U[-\gamma'(v)](u-v) + u \{[-\gamma'(v)](u-\mu)\} - u(u-\mu) \{\gamma''(\xi)\} + \mu U - \mu U(u+\mu).
\]
We take \(-[\bar{U}]_+\) as test function in the weak formulation to get, after some computations
\[
\frac{d}{dt} \frac{1}{2} \int_{\Omega} [-\bar{U}]_+^2 dx \leq k \int_{\Omega} [-\bar{U}]_+^2 dx + \int_{\Omega} u[-\gamma'(v)][-\bar{U}]_+ \nabla \bar{U} dx
\]
\[
+ \int_{\Omega} u(u-\mu) \gamma''(\xi) \nabla \bar{U}_+ dx
\]
where the term \( \int_{\Omega} u[-\bar{U}]_+^2 dx \) is treated as before, using Gagliardo Nirenberg inequality. Since
\[
\int_{\Omega} u[-\gamma'(v)][-\bar{U}]_+ \nabla \bar{U} dx \leq \int_{\Omega} u[-\gamma'(v)][-\bar{U}]_+ \nabla \bar{U} dx \leq c \int_{\Omega} [-\bar{U}]_+^2 dx + c \int_{\Omega} \nabla \bar{U}_+^2 dx
\]
and
\[ \int_{\Omega} u(u - \bar{u})\gamma''(\xi_3) V[-V]_+ dx = \int_{\Omega} u(\bar{u} - u)\gamma''(\xi_3)[-V]_+[-U]_+ dx \leq c \int_{\Omega} [-U]_+^2 dx + c \int_{\Omega} [-V]_+^2 dx \]
it results
\[ \frac{d}{dt} \frac{1}{2} \int_{\Omega} [-U]_+^2 dx \leq c \int_{\Omega} U_+^2 dx + c \int_{\Omega} V_+^2 dx + c \int_{\Omega} [-V]_+^2 dx. \] (4.2)
In the same way we have that
\[ -\Delta V + V = U \] (4.3)
we multiply by \([-V]_+\) and integrate by parts to get, after some computations and thanks to Young Inequality
\[ \int_{\Omega} [-V]_+^2 dx \leq \int_{\Omega} [-U]_+^2 dx. \] (4.4)
In the same fashion we obtain
\[ \int_{\Omega} V_+^2 dx \leq \int_{\Omega} U_+^2 dx. \] (4.5)
Thanks to (4.1)–(4.5) we have
\[ \frac{d}{dt} \left( \int_{\Omega} U_+^2 dx + \int_{\Omega} [-U]_+^2 dx \right) \leq c \left( \int_{\Omega} U_+^2 dx + \int_{\Omega} [-U]_+^2 dx \right). \]
Gronwall’s Lemma ends the proof.

5 Global existence of solutions and asymptotic behaviour

Thanks to Lemma 4.1, we have that
\[ u \leq u \leq \bar{u}. \] (5.1)

Lemma 5.1 Let \((u, v)\) be the weak solution of (1.1) and \((u, \bar{u})\) the unique solution to (2.1), then, for any \(t < T_{\text{max}}\) we have that
\[ \|\nabla v\|_{L^\infty(\Omega)} \leq c_\Omega |\bar{u} - u|. \]

Proof As a consequence of Lemma 4.1 we have that \(u \in L^\infty(0, T : L^\infty(\Omega))\), for any \(T < T_{\text{max}}\). Then, from Eq. (4.3) we deduce
\[ V \in W^{2,q}(\Omega) \]
for any \(t < T_{\text{max}}\) and \(q < \infty\). Therefore, the constant \(c_\Omega\) defined in Definition 1.2 provided us
\[ \|\nabla V\|_{L^\infty(\Omega)} \leq c_\Omega \|U\|_{L^\infty(\Omega)} \]
in view of Lemma 4.1 we have that
\[ \|U\|_{L^\infty(\Omega)} \leq \bar{u} - u \]
which ends the proof. \(\square\)
Lemma 5.2 Let \((u, \overline{u})\) the solution to (3.1), then, the solution remains uniformly bounded for any \(t < T_{\text{max}}\).

Proof We subtract in (3.2) the second equation to the first to obtain
\[
\frac{d}{dt} \left[ \log(\overline{u}) - \log(u) \right] = (2[-\gamma'(u)] - \mu)(\overline{u} - u) + \gamma''(u)a(t).
\]
Lemma 5.2 shows
\[
\frac{d}{dt} \left[ \log(\overline{u}) - \log(u) \right] \leq (2[-\gamma'(u)] - \mu + \gamma''(u))(\overline{u} - u),
\]
and assumption (1.4) implies
\[
\frac{d}{dt} \left[ \log(\overline{u}) - \log(u) \right] \leq -\mu_0(\overline{u} - u) \leq 0.
\]
After integration in the previous equation, we get
\[
\log(\overline{u}) - \log(u) \leq \log(\overline{u}_0) - \log(u_0) \leq c.
\]
Which shows, in view of
\[
0 < \overline{u} < 1 < u,
\]
the upper boundedness of \(u\) for any \(t \leq T_{\text{max}}\). \(\square\)

Lemma 5.3 Let \((u, v)\) the solution to (1.1) in \((0, T_{\text{max}})\), then \(T_{\text{max}} = \infty\).

Proof Remark 2.1 and Lemmata 4.1 and 5.2 prove the lemma. \(\square\)

Lemma 5.4 Let \((u, \overline{u})\) be the unique solution to (2.1), then, the solution satisfies
\[
|\overline{u} - u| \to 0 \quad \text{as} \quad t \to \infty.
\]

Proof In view of Lemma 5.1, we have that \(c_{\Omega}|u - \overline{u}|^2\) is an upper bound of \(a(t)\), therefore \(\overline{u}\) and \(u\) satisfy
\[
\begin{aligned}
\frac{d}{dt} \log(\overline{u}) &\leq [-\gamma'(u)](\overline{u} - u) + \gamma''(u)c_{\Omega}|\overline{u} - u|^2 + \mu(1 - \overline{u}), \quad t > 0 \\
\frac{d}{dt} \log(u) &\leq [-\gamma'(u)](u - \overline{u}) + \mu(1 - u), \quad t > 0 \\
\overline{u}(0) &= \overline{u}_0,
\end{aligned}
\]
we subtract both equations to get
\[
\frac{d}{dt} \left( \log(\overline{u}) - \log(u) \right) \leq 2[-\gamma'(u)](\overline{u} - u) + \gamma''(u)c_{\Omega}|\overline{u} - u|^2 - \mu(\overline{u} - u) \\
&= [-2\gamma'(u) - \mu](\overline{u} - u) + \gamma''(u)c_{\Omega}|\overline{u} - u|^2 \\
&\leq [-2\gamma'(u) - \mu + \gamma''(\overline{u})c_{\Omega}u](\overline{u} - u).
\]
Thanks to assumption (1.4) it results
\[
\frac{d}{dt} \left( \log(\overline{u}) - \log(u) \right) \leq (\mu_0 - \mu)(\overline{u} - u).
\]
After integration over \((0, t)\), in view of non-negativity of the righthand side term, it results
\[
\log(\overline{u}) - \log(u) \leq \log(\overline{u}_0) - \log(u_0).
\]
Thanks to assumption (1.6) we have
\[ \bar{u} \leq \frac{\bar{u}_0}{u_0} u \]
which implies
\[ 0 < \frac{u_0}{\bar{u}_0} \leq u. \] (5.2)

We apply Mean Value Theorem to get the inequality
\[ (\mu_0 - \mu)(\bar{u} - u) \leq (\mu_0 - \mu)\xi (\ln(\bar{u}) - \ln(u)) \]
where \( \xi \in (u, \bar{u}) \) i.e.
\[ (\mu_0 - \mu)(\bar{u} - u) \leq (\mu_0 - \mu)\frac{u_0}{\bar{u}_0} (\ln(\bar{u}) - \ln(u)) \]
which implies
\[ \frac{d}{dt} (\log(\bar{u}) - \log(u)) \leq (\mu_0 - \mu)\frac{u_0}{\bar{u}_0} (\ln(\bar{u}) - \ln(u)) \]

We solve the previous differential inequality and it results
\[ \log(\bar{u}) - \log(u) \leq [\log(\bar{u}_0) - \log(u_0)] e^{(\mu_0-\mu)\frac{T_0}{\bar{u}_0} t} \]
which implies, in view of (5.2) that \( u \) and \( \bar{u} \) are uniformly bounded in time and therefore \( T_0 = \infty \). We take exponentials in the previous inequality
\[ \frac{\bar{u}}{u} \leq \exp\left\{ e^{(\mu_0-\mu)\frac{T_0}{\bar{u}_0} t} \right\} \]
which proves
\[ \bar{u} - u \leq u(\exp\{e^{(\mu_0-\mu)\frac{T_0}{\bar{u}_0} t}\} - 1) \leq (\exp\{e^{(\mu_0-\mu)\frac{T_0}{\bar{u}_0} t}\} - 1) \]

Taking limits when \( t \to \infty \) we obtain the wished result. \( \square \)

**End of the proof of theorem 1.1**

Theorem 2.1 proves the local existence of solutions. Lemma 4.1 proves that the solution is bounded by the auxiliary functions \( \bar{u} \) and \( u \). Lemma 5.4 gives the existence of global in time solutions as a consequence of the global existence of the upper and lower functions. The asymptotic behavior is obtained in view of
\[ \|u - 1\|_{L^\infty(\Omega)} \leq |\bar{u} - 1| + |u - 1|, \]
\[ \|v - 1\|_{L^\infty(\Omega)} \leq |\bar{u} - 1| + |u - 1| \]

Lemmas 3.2 and 5.4.

**Acknowledgements** I want to express my deep gratitude to Professor Ildefonso Díaz for his advises, support, comments and for sharing his knowledge during the last three decades. Thank you very much Ildefonso, it is always a great pleasure to learn from you.
References

1. Ahn, J., Yoon, C.: Global well-posedness and stability of constant equilibria in parabolic-elliptic chemotaxis systems without gradient sensing. Nonlinearity 32(4), 1327 (2019)
2. Bellomo, N., Bellouquid, A., Tao, Y., Winkler, M.: Toward a mathematical theory of Keller-Segel models of pattern formation in biological tissues. Math. Models Methods Appl. Sci. 25(9), 1663–1763 (2015)
3. Boccardo, L., Orsina, L.: Sublinear elliptic systems with a convection term. Commun. Partial Differ. Equ. 45(7), 690–713 (2020)
4. Conway, E., Smoller, J.: A comparison technique for systems of reaction-diffusion equations. Commun. Partial Differ. Equ. 2, 679–691 (1977)
5. Díaz, J.I., Nagai, T.: Symmetrization in a parabolic-elliptic system related to chemotaxis. Adv. Math. Sci. Appl. 5(2), 659–680 (1995)
6. Díaz, J.I., Nagai, T., Rakotoson, J.M.: Symmetrization techniques on unbounded domains: application to a Chemotaxis system on $\mathbb{R}^N$. J. Differ. Equ. 145(1), 156–183 (1998)
7. Fife, P., Tang, M.M.: Comparison principles for reaction-diffusion systems: irregular comparison functions and applications to questions of stability and speed of propagation of disturbances. J. Differ. Equ. 40, 168–185 (1981)
8. Friedman, A., Tello, J.I.: Stability of solutions of chemotaxis equations in reinforced random walks. J. Math. Anal. Appl. 272, 138–163 (2002)
9. Fu, X., Tang, L.H., Liu, C., Huang, J.D., Hwa, T., Lenz, P.: Stripe formation in bacterial system with density-suppressed motility. Phys. Rev. Lett. 108, 198102 (2012)
10. Fuest, M.: Approaching optimality in blow-up results for Keller-Segel systems with logistic-type dampening. Nonlinear Differ. Equ. Appl. 28(2), article number 16 (2021)
11. Fujie, K., Jiang, J.: Global existence for a kinetic model of pattern formation with density-suppressed motilities. J. Differ. Equ. 269(6), 5338–5378 (2020)
12. Fujie, K., Jiang, J.: Boundedness of classical solutions to a degenerate Keller-Segel type model with signal-dependent motilities. Acta Appl. Math. 176, article number 3 (2021)
13. Fujie, K., Senba, T.: Global existence and infinite time blow-up of classical solutions to chemotaxis systems of local sensing in higher dimensions. (Preprint)
14. Fujie, K., Senba, T.: Global boundedness of solutions to a parabolic-parabolic chemotaxis system with local sensing in higher dimensions. (Preprint)
15. Galakhov, E., Salieva, O., Tello, J.I.: On a parabolic-elliptic system with chemotaxis and logistic type growth. J. Differ. Equ. 261(9), 4631–4647 (2016)
16. Gilbarg, D., Trudinger, N.S.: Elliptic Partial Differential Equations of Second Order. Springer, Berlin (1983)
17. Hillen, T., Painter, K.J.: A users guide to PDE models for chemotaxis. J. Math. Biol. 58, 183–217 (2009)
18. Horstmann, D.: From 1970 until present: the Keller-Segel model in chemotaxis and its consequences. Jahresber. Deutsch. Math.-Verein. 105(3), 103–165 (2003)
19. Horstmann, D.: Generalizing the Keller-Segel model: Lyapunov functionals, steady state analysis, and blow-up results for multi-species chemotaxis models in the presence of attraction and repulsion between competitive interacting species. J. Nonlinear Sci. 21, 231–270 (2011)
20. Jiang, J.: Boundedness and exponential stabilization in a parabolic-elliptic Keller-Segel model with signal-dependent motilities for local sensing chemotaxis. Preprint (2021)
21. Jiang, Jie: Laurencçot, Philippe: Global existence and uniform boundedness in a chemotaxis model with signal-dependent motility. J. Differ. Equ. 299, 513–541 (2021)
22. Jin, H.Y., Kim, Y.J., Wang, Z.A.: Boundedness, stabilization, and pattern formation driven by density-suppressed motility. SIAM J. Appl. Math. 78(3), 1632–1657 (2018)
23. Keller, E.F., Segel, L.A.: Initiation of slime mold aggregation viewed as an instability. J. Theor. Biol. 26, 399–415 (1970)
24. Keller, E.F., Segel, L.A.: A model for chemotaxis. J. Theoret. Biol. 30, 225–234 (1971)
25. Kang, K., Stevens, A.: Blowup and global solutions in a chemotaxis-growth system. Nonlinear Anal. Theory Methods Appl. 135, 57–72 (2016)
26. Lieberman, G.M.: Second Order Parabolic Differential Equations. World Scientific Pub. Co., River Edje (1996)
27. Lions, J.L.: Quelques Méthodes de Résolution des Problèmes aux Limites Non Linéaires. Dunod, Paris (1969)
28. Liu, C., Fu, X., Liu, L., Ren, X., Chau, C.K., Li, S., Xiang, L., Zeng, H., Chen, G., Tang, L.H., Lenz, P., Cui, X., Huang, W., Hwa, T., Huang, J.D.: Sequential establishment of stripe patterns in an expanding cell population. Science 334(6053), 238–241 (2011)
29. Pao, C.V.: Comparison methods and stability analysis of reaction-diffusion systems. In: Comparison Methods and Stability Theory. Lecture Notes in Pure and Applications and Mathematics, vol. 162, pp. 277–292. Dekker, New York (1994)
30. Negreanu, M., Tello, J.I.: On a comparison method to reaction-diffusion systems and its applications to chemotaxis. Discret. Contin. Dyn. Syst. Ser. B 18(10), 2669–2688 (2013)
31. Negreanu, M., Tello, J.I.: On a parabolic-ODE system of chemotaxis. Discret. Contin. Dyn. Syst. S 13(2), 279–292 (2020)
32. Salako, R.B., Shen, W.: Global existence and asymptotic behavior of classical solutions to a parabolic-elliptic chemotaxis system with logistic source on $\mathbb{R}^N$. J. Differ. Equ. 262(11), 5635–5690 (2017)
33. Stinner, C., Tello, J.I., Winkler, M.: Competitive exclusion in a two-species chemotaxis model. J. Math. Biol. 68(7), 1607–1626 (2014)
34. Tao, Y.S., Winkler, M.: Effects of signal-dependent motilities in a Keller-Segel-type reaction-diffusion system. Math. Mod. Methods Appl. Sci. 27, 1645–1683 (2017)
35. Tello, J.I., Winkler, M.: A chemotaxis system with logistic source. Commun. Partial Differ. Equ. 32(6), 849–877 (2007)
36. Tello, J.I., Winkler, M.: Stabilization in a two-species chemotaxis system with logistic source. Nonlinearity 25, 1413–1425 (2012)
37. Winkler, M.: Finite-time blow-up in low-dimensional Keller-Segel systems with logistic-type superlinear degradation. Z. Für Angew. Math. Phys. 69(2), Art 40 (2018)
38. Winkler, M.: Blow-up in a higher-dimensional chemotaxis model despite logistic growth restriction. J. Math. Anal. Appl. 384(2), 261–272 (2011)
39. Wang, Z., Xu, X.: Steady states and pattern formation of the density-suppressed motility model. IMA J. Appl. Math. 86, 577–603 (2021)

Publisher’s Note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the terms of such publishing agreement and applicable law.