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Abstract

Scale-permuted networks have shown promising results on object bounding box detection and instance segmentation. Scale permutation and cross-scale fusion of features enable the network to capture multi-scale semantics while preserving spatial resolution. In this work, we evaluate this meta-architecture design on semantic segmentation – another vision task that benefits from high spatial resolution and multi-scale feature fusion at different network stages. By further leveraging dilated convolution operations, we propose SpineNet-Seg, a network discovered by NAS that is searched from the DeepLabv3 system. SpineNet-Seg is designed with a better scale-permuted network topology with customized dilation ratios per block on a semantic segmentation task. SpineNet-Seg models outperform the DeepLabv3/v3+ baselines at all model scales on multiple popular benchmarks in speed and accuracy. In particular, our SpineNet-S143+ model achieves the new state-of-the-art on the popular Cityscapes benchmark at 83.04% mIoU and attained strong performance on the PASCAL VOC2012 benchmark at 85.56% mIoU. SpineNet-Seg models also show promising results on a challenging Street View segmentation dataset. Code and checkpoints will be open-sourced.

1. Introduction

Preserving feature resolution and aggregating multi-scale feature information have long been the challenges in achieving better semantic segmentation performance. Convolutional neural networks designed for image-level classification tasks [22, 36, 39, 40, 37, 8, 19, 33, 20] successively reduce feature resolution by pooling operations and convolutions with strides at different network stages. Such networks only output low-resolution features with strong semantics. e.g. ResNet [19] reduces feature resolution to 1/32 of the input resolution at the end of its $C_5$ stage and only outputs the $C_5$ features. This design is not optimal for semantic segmentation as the pixel-wise classification task benefits from detailed spatial information and aggregation of features from multiple scales.

To solve these problems, researches have proposed better network operations and architecture designs. The dilated convolution operator [29, 48, 3, 4, 5, 6] is one of the most popular methods that overcome the challenge of preserving feature resolution. The ‘convolution with holes’ design allows the network to use upsampled convolution kernels to extract abstract semantics without reducing feature resolution. Recently, scale-permuted networks discovered by neural architecture search (NAS) [14, 13] have shown promising results on the task of object detection. Scale permutation for the intermediate building blocks enables the network to capture strong semantics and retain high feature resolution throughout network stages. Cross-scale feature fusion aggregates multi-scale semantics that helps the network to recognize objects at different scales.
In this work, we first explore the effectiveness of scale-permuted networks on the task of semantic segmentation. We simplify the search space proposed in [14] and use the backbone of DeepLabv3 [5] as the baseline for NAS. The architecture found by NAS improves over the baseline DeepLabv3 model by +2.06% mIoU on the PASCAL VOC2012 benchmark while using less computational resources. Secondly, we combine dilation convolution with scale-permuted network to further improve semantic segmentation. We delicately design a joint search space for scale permutation, cross-scale connections, block adjustments and block dilation ratios. The final architecture, called SpineNet-Seg-49 (SpineNet-S49), improves mIoU by +2.47% over the baseline on the PASCAL VOC2012 benchmark while using 15% less computations. Lastly, we scale and modify the SpineNet-S49 architecture to generate two model families for regular-size semantic segmentation and mobile-size semantic segmentation. In particular, our SpineNet-S143+ model achieves new state-of-the-art performance on Cityscapes at 83.04% and strong performance on PASCAL VOC2012 at 85.56% mIoU, under the settings of single-model single-scale inference without using extra data. Our mobile-size SpineNet-S49- outperforms the MobileNetv3 based DeepLab model by +2.5% while using less computational resources.

Our contributions are summarized as below:

- We prove scale-permuted network improves semantic segmentation.
- We propose a novel search space that jointly search for 4 components for semantic segmentation and design a proxy task for NAS.
- We outperform the baseline DeepLabv3/v3+ models at all model scales by 2-3% mIoU on the PASCAL VOC2012 benchmark while using less computations.
- We achieve new state-of-the-art on the Cityscapes benchmark at 83.04% mIoU by using single-model single-scale inference without extra training data.
- We provide a family of Mobile SpineNet-Seg models for mobile-size semantic segmentation that outperform popular MobileNetv2/v3 based segmentation models.

The remaining contents of the paper are organized as follows. We discuss related works in Section 2. We describe our search space design and final architectures in Section 3. The application details for our regular-size and mobile-size segmentation systems are described in 4. Our main results and ablation studies are presented in Section 5. We conclude this work in Section 6.

2. Related Work

**Semantic segmentation:** Performance of the convolutional neural networks on the task of semantic segmentation has been improved in the recent years by adopting better backbones and improving network designs for semantic segmentation. Since the development of convolutional neural network, researchers have proposed stronger network architectures in better designs and larger scales for the task of image classification, e.g. AlexNet [22], VGG [36], Inception [38, 39, 40], ResNet [19], Xception [8], DenseNet [21], MobileNet [33], Wide ResNet [49] and ResNeXt [45]. Such networks not only improve image classification, but also transfer to downstream tasks such as object detection, semantic segmentation, depth estimation, etc.

On the other hand, better architecture designs for semantic segmentation have been proposed to preserve object details and to aggregate multi-scale contexts. [35, 28, 32, 1, 25, 55] propose to use an encoder-decoder design to first reduce feature resolution with an encoder to capture deep and coarse semantics then recover spatial resolution via upsampling or deconvolution [50] with a decoder. Shortcut connections can be used between the two components to aggregate multi-scale contexts. [4, 5, 6, 54, 18] propose to adopt the spatial pyramid pooling module to aggregate context information from local to global at multiple grid scales. [29, 48, 3, 4, 5, 6, 44, 52] advocate to use dilated convolution at certain stages of existing architectures to expand receptive filed of convolution kernels without downsampling. The resulting architectures are able to capture dense semantics without losing resolution.

**NAS and search space designs:** NAS automates the design of neural network architecture to find better architectures in a predetermined search space on a target task. Recent architectures discovered by NAS have shown promising results than handcrafted models on vision tasks including image classification [57, 31, 41, 20], object detection [16, 14, 13, 23, 43, 46, 24], semantic segmentation [27, 34], etc.

For image classification, typical search space designs include searching for kernel size and filter size of convolutional layers, number of layers per network stage, additional operations such as shortcut connections, attention modules, activation functions, etc. Recent works have developed customized search space for downstream tasks. For object detection, NAS-FPN [16] proposes a search space to search for layer scales and lateral connections for FPN [25]. SpineNet [14] designs a search space that searches for a new ordering of network blocks for a baseline architecture and cross-scale connections to connect all blocks. CR-NAS [24] redistributes computational resources by searching for better block repeating times per network stage for ResNet models. Auto-DeepLab [27] is one of the pioneering works to explore NAS for semantic segmentation. Auto-DeepLab proposes a two-level hierarchical search space that learns operations at block-level and learns block resolutions at network-level with a few hand-
crafted constraints with respect to common network design choices for semantic segmentation.

3. Methodology

This section starts from introducing our search space for semantic segmentation in Section 3.1. The baseline architecture and the computation allocations for NAS are explained in Section 3.2. The final SpineNet-Seg architecture discovered by NAS and its variants are described in Section 3.3 and 3.4.

3.1. Search Space Design

The proposed search space consists of 4 components: search a scale permutation for the building blocks of a baseline architecture; search one cross-scale connection for each block; search a level\(^1\) adjustment for each block; search a dilation ratio for the convolution within each block.

Scale permutations and cross-scale connections: Inspired by [14], we define the search space for scale-permutation to be permuting the ordering of intermediate blocks. This results in a search space size of \(N!\), where \(N\) is the total number of blocks to be permuted. Unlike [14], where two cross-scale connections are searched per block, we only search for one long-range connection for each block and simplify the short-range connection to be between each pair of adjacent blocks. This greatly reduces the number of candidates in the search space from \((\prod_{i=1}^{N-1} c_{2i})\) to \((\prod_{i=1}^{N-1} i)\), where \(m\) is the number of initial blocks, while not introducing any performance drop in architecture search.

Block level adjustments: As the default block level distribution might not be optimal for the target task, we allow each block to search for a level adjustment from a list of integer candidates \(\{A_1, A_2, ..., A_o\}\). This results in a search space size of \(a^N\).

Dilation ratios: Lastly, we introduce the popular dilated convolution operator to the search space. We allow each block to search for one dilation ratio from a list of candidates \(\{D_1, D_2, ..., D_d\}\). This results in a search space size of \(d^N\).

3.2. Baseline and Computation Allocations

Searching for a scale-permuted network starts from a baseline network. In this work, we adopt the ResNet-50 backbone of DeepLabv3 [5] with an output stride of 16, and with stage 5 being repeated twice. Unlike DeepLabv3 that proposes to downsample the features at the end of each network stage, we modify the downsampling to happen at the beginning of each stage. This saves 30% of the computational cost with negligible loss in performance. A study of the effect of such a modification is shown in Tab. 1. We refer to the modified backbone as ResNet-Seg-50 (ResNet-S50), while we refer to the original DeepLabv3+ backbones as ResNet-50/101/1525.

ResNet-S50 provides a block allocation of \(\{3 \times L_2, 4 \times L_3, 6 \times L_4, 9 \times L_5\}\) bottleneck blocks. We take two \(L_2\) blocks to build an initial network that forms the initial

\(^1\)Following [14], we use “level” to represent the resolution of a block. \(L_i\) indicates a block that has a resolution of \(\frac{1}{2^i}\) of the input resolution.

\(^5\)Unless stated otherwise, stage 5 is repeated twice when referring to different ResNet models (e.g. ResNet-50/101/152).

| Model     | Downsample | FLOPs (B) | mIoU  |
|-----------|------------|----------|-------|
| ResNet-50 | end        | 117      | 79.4  |
| ResNet-S50| beginning  | 85       | 79.2  |

Table 1. A performance comparison of the original DeepLabv3+ ResNet-50 backbone that downsamples at the end of each stage and our modified ResNet-S50 backbone that downsamples at the beginning of each stage. Results are reported with the DeepLabv3+ system on the PASCAL VOC2012 val dataset.

| Block id | BP | CC | LA | DR | FD |
|----------|----|----|----|----|----|
| B0       | L2 | –  | –  | –  | 64 |
| B1       | L2 | –  | –  | –  | 64 |
| B2       | L3 | B0 | -1 | 1  | 64 |
| B3       | L4 | B1 | -1 | 2  | 128|
| B4       | L3 | B1 | 0  | 1  | 128|
| B5       | L3 | B2 | 0  | 1  | 128|
| B6       | L6 | B3 | 0  | 1  | 512|
| B7       | L6 | B5 | -1 | 2  | 512|
| B8       | L7 | B4 | 0  | 1  | 512|
| B9       | L7 | B6 | 0  | 4  | 512|
| B10      | L5 | B6 | 0  | 1  | 512|
| B11      | L5 | B7 | 0  | 2  | 512|
| B12      | L4 | B8 | 0  | 4  | 256|
| B13      | L4 | B9 | 0  | 1  | 256|
| B14      | L5 | B11| 0  | 4  | 512|
| B15      | L4 | B11| 0  | 4  | 256|
| B16      | L4 | B12| 0  | 1  | 256|
| B17      | L2 | B14| 0  | 4  | 64 |
| B18      | L7 | B16| -1 | 2  | 512|
| B19      | L6 | B15| 0  | 1  | 512|
| B20      | L4 | B17| -1 | 4  | 128|
| B21      | -  | B0 | 0  | 1  | 128|

Table 2. Learned network configurations for the SpineNet-S49 architecture. We show the detailed configurations for each block for the search space components described in Section 3.1. BP: block permutation. CC: cross-scale connection. LA: level adjustment. DR: dilation ratio. FD: feature dimension.
search space for cross-scale connections and reserve one $L_3$ block to construct an output block. For intermediate blocks, we first search for a permutation for the remaining block allocation $\{1 \times L_2, 3 \times L_3, 6 \times L_4, 9 \times L_5\}$. Secondly, for each block, we connect it to its immediate previous block and search for one cross-scale connection from the other previous blocks. The same resampling strategy as in [14] is adopted when merging blocks. Thirdly, we search for one level adjustment within $\{-1, 0\}$. This is because ResNet-S50 keeps feature resolution but increases feature dimension for stage 4 and above. In order to constraint the computation of candidates in the search space to be no larger than the baseline, we only allow each block to either keep or decrease its level (i.e. increase feature resolution). Lastly, we search for a dilation ratio within $\{1, 2, 4\}$. The dilation ratio is applied to the $3 \times 3$ convolution in each bottleneck block. For the output block, following the common output design for semantic segmentation networks [5, 6, 20], we append a $L_3$ block (i.e. output stride 8) at the top and only search for a cross-scale connection and a dilation ratio.

3.3. SpineNet-Seg Architectures

SpineNet-Seg architectures are searched with a DeepLabv3 system on a semantic segmentation task. The final SpineNet-S49 configuration discovered by NAS are shown in Tab. 2. Feature dimension $\{32, 64, 128, 256, 512\}$ are used for $\{L_1, L_2, L_3, L_4, L_5\}$ blocks, respectively. Based on SpineNet-S49, we construct three larger models, named SpineNet-S96, SpineNet-S143 and SpineNet-S143+, by repeating each block in SpineNet-S49 twice or three times. When repeating one block, we construct replicas of this block and connect them with the original block sequentially without introducing any cross-scale connections. For our largest model SpineNet-S143+, we further uniformly upscale the feature dimension of convolutional layers by $1.3 \times$.

We control output stride of the model by changing the size of the output block and its cross-scale connection. We preserve the sizes of the rest of the layers. This is computationally more efficient than changing all layers that are smaller in size than the required output stride as proposed by DeepLabv3 [5]. Unless stated, our models have an output stride of 8.

3.4. Mobile-size SpineNet-Seg Architectures

Unlike regular semantic segmentation systems that use standard convolution operations, mobile-size systems desire low-computation operations. Inspired by [33, 20, 13], we adopt the inverted bottleneck block that employs depth-wise separable convolution [8] as its main operator to build mobile-size SpineNet-Seg models.

We construct Mobile SpineNet-S49 and Mobile SpineNet-S49- by replacing all bottleneck blocks with inverted bottleneck blocks. Feature dimension $\{16, 24, 40, 80, 112\}$ and expansion ratio 6 are used for $\{L_1, L_2, L_3, L_4, L_5\}$ blocks in Mobile SpineNet-S49, respectively. Mobile SpineNet-S49- uniformly downscales the feature dimension of all convolutional layers by $0.65 \times$.

4. Applications

We plug in SpineNet-Seg models as the backbones of the DeepLabv3 system for semantic segmentation. On top of the backbone, we apply an Atrous Spatial Pyramid Pooling (ASPP) module, $n$ convolutions with kernel size 3 and feature dimension 256 followed by batch normalization and activation, and a final classification layer with kernel size 3 to compute pixel-wise predictions. The final architecture of the SpineNet-S49 model is shown in Fig. 2. Normally, we directly build the final classification layer on top of the ASPP module ($n = 0$). However, we found that using 2 convolutional layers ($n = 2$) is essential for stable training when the output stride is 4, and with larger model sizes. In particular, SpineNet-S143+ model is trained with 2 convolutional
| Model            | Backbone     | FLOPs (B) | #Params (M) | mIoU  |
|------------------|--------------|-----------|-------------|-------|
| DeepLabv3        | ResNet-50    | 115       | 74          | 78.3  |
| DeepLabv3+       | ResNet-50    | 117       | 75          | 79.4  |
| SpineNet-Seg     | SpineNet-S49 | 98        | 69          | 81.4  |
| DeepLabv3        | ResNet-101   | 193       | 93          | 79.3  |
| DeepLabv3+       | ResNet-101   | 195       | 94          | 79.9  |
| SpineNet-Seg     | SpineNet-S96 | 154       | 116         | 82.6  |
| DeepLabv3        | ResNet-152   | 271       | 109         | 80.2  |
| DeepLabv3+       | ResNet-152   | 273       | 110         | 81.0  |
| SpineNet-Seg     | SpineNet-S143 | 210     | 162         | 83.3  |

Table 3. Result comparisons on the PASCAL VOC2012 val set. The proposed SpineNet-Seg models outperform the DeepLabv3 baselines and DeepLabv3+ models at all scales. All models are trained under the same settings.

layers at the head ($n = 2$), while the rest of the models are trained with $n = 0$. For mobile-size systems, we replace regular convolutions with depthwise separable convolutions in ASPP and segmentation head.

| EMA  | 640x640 | COCO  | mIoU  |
|------|---------|-------|-------|
| -    | -       | -     | 81.02 |
| ✓    | -       | -     | 81.39 |
| ✓    | ✓       | -     | 82.09 |
| ✓    | ✓       | ✓     | 83.49 |

Table 4. An ablation study of the training settings. Results are reported with the SpineNet-S49 model on the PASCAL VOC2012 val set. EMA: refers to using exponential moving average of the model weights during training. 640x640: using training and evaluation image sizes of 640x640. COCO: Model pretrained on the COCO dataset.

5. Experimental Results

We evaluate our Spinenet-Seg models on the PASCAL VOC2012 benchmark [15], the Cityscapes benchmark [9] and a challenging large-scale Street View dataset.

Unless stated, all experiments (including baselines) use SGD optimizer with momentum of 0.9, cosine learning rate schedule, and exponential moving average (EMA) optimizer with average decay of 0.9998. For pretraining, we use ImageNet [11] and COCO [26] datasets. Unless stated, the results (including DeepLabv3 and DeepLabv3+) reported are with ImageNet pretraining. All results in this section are computed with single scale inference. For fair comparison, we always scale mask predictions to original image sizes to compute mIoU.

5.1. Pretraining

**ImageNet pretrain:** We pretrain the models on ImageNet-1k dataset for 350 epochs with batch size of 4096. We use the following experiment setup for ImageNet pretraining: cosine learning rate schedule with an initial learning rate of 1.6, regular batch normalization with momentum of 0.99, L2 weight decay of 4e-5, label smoothing of 0.1, we train on random crops of 320x320, we use RandAugment [10] for image augmentations. EMA is not adopted for ImageNet pretraining.

**COCO pretrain:** We use COCO-Things semantic segmentation labels where only annotations for things are used as foreground classes, and the rest is used as background. We build the ASPP module such that it matches the ASPP used for the target dataset. We use the following experiment setup for COCO pretraining: we train on image sizes of 512x512 with random horizontal flips, and scale jittering of [0.5, 2.0], batch size of 256, sync batch normalization with momentum of 0.99 and L2 weight decay of 1e-5. We train the models for 64k steps with cosine learning rate schedule with an initial learning rate of 0.08. EMA is not used for COCO pretraining.

5.2. Results on PASCAL VOC2012

PASCAL VOC2012 [15] is a semantic segmentation dataset with 20 foreground classes and 1 background
Table 6. Result comparisons on the Cityscapes val set. SpineNet-S49 outperforms DeepLabv3+ with a ResNet-50 backbone in both accuracy and speed. SpineNet-S49/S96/S143 and DeepLabv3+ models are trained under the same settings. SpineNet-S143+ marked with † adopts the best training recipe to achieve best performance.

Table 7. State-of-the-art on the Cityscapes val set. We compare our best model on the Cityscapes val set to other models reported in literature. Note that our model uses single-scale input for inference and is trained without using extra data.

Table 8. Cityscapes val set results. These results are obtained using single scale inference with no horizontal flipping. OS: refers to the output stride of the SpineNet-Seg model, normally the output stride is 8.

5.3. Results on Cityscapes

Cityscapes [9] contains high quality pixel-level annotations of 5000 images (2975, 500, and 1525 for train, vali-
It also contains 20000 coarsely annotated images for training. In our experiments, we only used the high quality pixel-level annotation train split for training, and evaluate on the validation split. Following [9], we train and evaluate on 19 semantic labels and ignore the void label.

We train on crops of 512x1024 with scale jittering of [0.5, 2.0] and random horizontal image flipping. We use batch size of 64, and sync batch normalization with momentum of 0.99. We use dilation rates of 12, 24, 36, and 72 to build ASPP. We train each experiment for 100k iterations.

Tab. 6 compares SpineNet-S49 to DeepLabv3+ with ResNet-50 backbone. Both models are trained using the same training setup including ImageNet pretraining, batch size, and using EMA of model weights. Our SpineNet-S49 model shows an improvement of +1.22% in mIoU compared to its DeepLabv3+ ResNet-50 model counterpart. In the same table, we show the effect of scaling up the model using block repeats of 1, 2, and 3 (SpineNet-S49, SpineNet-S96, and SpineNet-S143 respectively). SpineNet-S96 model improves the performance by 0.39%, while SpineNet-S143 further improves the mIoU by another 0.66%.

Tab. 8 shows the effect of using different training setup on the Cityscapes validation set. We used SpineNet-S143 model (block repeats of 3 and output stride of 8) as the baseline for the ablation study. We found that using exponential moving average of model weights improved mIoU by 0.19%. Moreover, we adopt the largest backbone SpineNet-S143+ and change the output stride of the model to 4. SpineNet-S143+ improves the mIoU by 0.56% on Cityscapes validation set. Finally, we pretrain SpineNet-S143+ on COCO and finetune on Cityscapes which further improves performance by 0.37%. As shown in Tab. 7, our best model at 83.04% mIoU on Cityscapes validation set achieves the new state-of-the-art when using single scale inference.

5.3.1 Mobile SpineNet-Seg Results

| Model             | Params (M) | mIoU  |
|-------------------|------------|-------|
| MobileNetV3 [20]  | 3.60       | 72.64 |
| Mobile SpineNet-S49 | 3.15       | 75.18 |
| Mobile SpineNet-S49- | 4.40       | 77.41 |

Table 9. Mobile SpineNet-Seg results on Cityscapes val dataset. We compare our models to MobileNetV3 version.

We further evaluate SpineNet-Seg on a challenging dataset from Street View images. The dataset contains 57k train images and 13k test images, with 44 semantic categories on typical street scenes, e.g., building, sidewalk, traffic sign, and cars. In addition, the dataset is collected across 6 continents, 39 countries and 80+ cities worldwide under diverse conditions. Fig. 3 shows a typical example of the dataset. Given the complexity, size and geo-diversity, we believe this is a practical stress test for the proposed model.

For controlled experiment, we compare our SpineNet-S143+ to ResNet-152 using the same experiment settings. We use train and eval image sizes of 1152x768 with scale jittering of [0.5, 2.0] and random horizontal image flipping. We use batch size of 128, and sync batch normalization with momentum of 0.99. We use dilation rates of 12, 24, 36, and 72 to build ASPP. We train each experiment for 100k iterations. We also compare to DeepLabv3+ with Xception-65 backbone when trained according to experiment setting suggested in [6]. All experiments are trained and evaluated on the same image sizes.

Tab. 10 compares SpineNet-Seg to DeepLabv3+ models. SpineNet model improves the mIoU by 1.64% compared to DeepLabv3+ with ResNet-152 backbone. We also observe 2.46% improvements on mIOU compared to DeepLabv3+ with Xception-65 backbone. The results support our claim that SpineNet-Seg outperform DeepLabv3+ models in challenging real world scenarios.

| Model             | Backbone    | mIoU  |
|-------------------|-------------|-------|
| DeepLabv3+        | Xception-65 | 57.06 |
| DeepLabv3+        | ResNet-152  | 57.88 |
| SpineNet-Seg      | SpineNet-S143+ | 59.52 |

Table 10. Results on Street View Dataset.
5.5. NAS Experiments

5.5.1 NAS implementation details

We run NAS for 10k trials, and we evaluate the best 10 architectures on PASCAL VOC2012. Due to the large number of trials, we design a proxy search task to quickly evaluate the architecture candidates. For all search experiments, we uniformly downscale the feature dimension of convolutional layers of the candidate models by $0.5 \times$ and use image sizes $384 \times 384$ for training and evaluation. We run training for 30k steps with batch size of 64 and collect the final evaluation mIoU as the reward for the controller [56].

| Model       | Baseline | R-S50$^\dagger$ | R-S50 | R-S101$^\dagger$ |
|-------------|----------|----------------|-------|------------------|
| mIoU Gain (%) | +0       | +0.79          | +2.47 | +2.02            |

Table 11. Effectiveness of different search baselines. We show mIoU gain on PASCAL VOC2012 val set when using different architectures, ResNet-S50 and ResNet-S101, as the baselines for NAS. Backbones marked with $^\dagger$ indicate stage 5 not repeated.

| Output Stride | Baseline | SP | SP+DR |
|---------------|----------|----|-------|
| mIoU Gain     | +0       | +2.15 | +2.47 |

Table 12. An ablation of searching for scale-permuted network and dilation ratios. We show mIoU gain on PASCAL VOC2012 val set when searching for scale-permuted network or jointly searching for scale-permuted network and dilation ratios. SP: scale-permuted network. DR: dilation ratio.

| Output Stride | Baseline | 4   | 8   | 16  |
|---------------|----------|-----|-----|-----|
| mIoU gain     | +0       | +0.67 | +2.15 | +1.47 |

Table 13. Impact of different output strides. This table shows mIoU gain on PASCAL VOC2012 val set when searching architectures with different output strides.

| Search Dataset | Baseline | COCO Things | Stuff+Things |
|----------------|----------|--------------|--------------|
| mIoU Gain      | +0       | +2.47        | +2.06        |

Table 14. A study on the search dataset. We show mIoU gain on PASCAL VOC2012 val set when using COCO Things or COCO Stuff+Things for NAS.

5.5.2 Ablation studies of the search designs

First, we experiment with different baseline architectures to search from. Inspired by DeepLabv3, we consider three architectures, ResNet-S50$^\dagger$, ResNet-S50 and ResNet-S101$^\dagger$, where $^\dagger$ indicates absence of stages 6 and 7. Tab. 11 shows that searching from ResNet-S50 yields best improvements with +2.47% in mIoU gain over the baseline. We also study the effect of searching for scale-permuted network and dilation ratios in Tab. 12. We found that searching for scale-permuted networks yields +2.15% in mIoU gain. Further searching for dilation ratios improves the mIoU by +0.32%. Finally, we study the effect of fixing the output stride to 4, 8, or 16 during search in Tab. 13, while also changing the feature dimension of the output block accordingly such that the model size is preserved among the search jobs. We found that output stride of 8 yields the best gain of +2.15% in mIoU.

5.5.3 A study on search dataset

Search dataset is important since the evaluation signals influence the quality of the searched architectures. For instance, performance on the PASCAL VOC2012 dataset depends heavily on the quality of the pretrained checkpoint, hence it is difficult to use for NAS that trains proxy tasks from scratch. We decide to use COCO dataset since it is diverse, and unlike Cityscapes it has significantly smaller images. Training proxy tasks from scratch using the COCO dataset usually converges, and eval signals can be used as stable rewards to update the NAS controller. We study the effect of using COCO Things annotations and COCO Things+Stuff annotations. Tab. 14 shows that COCO Things achieves better performance (+2.47% mIoU gain) compared to COCO Things+Stuff (+2.06%).

6. Conclusion

In this work, we evaluated the effectiveness of scale-permuted architectures on the task of semantic segmentation, a vision task that benefits from high feature resolution and multi-scale feature fusion. We proposed a new search space that simplifies the SpineNet search space and introduces new search components for semantic segmentation and learned SpineNet-S49 architecture by NAS with a carefully designed proxy task. We further construct two families of models based on SpineNet-S49: SpnieNet-Seg models and Mobile SpineNet-Seg models. SpineNet-Seg models outperform the popular DeepLabv3/v3+ models on the PASCAL VOC2012 benchmark and a challenging Street View data and achieve state-of-the-art performance on the Cityscapes benchmark. Mobile SpineNet-Seg models achieve new state-of-the-art performance on mobile-size semantic segmentation, surpassing popular mobile segmentation systems such as MobileNetV2/V3. We expect scale-permuted network with task-specific designs to benefit more computer vision tasks in the future.
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