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Abstract—PUBLISHED ON IEEE/ASME TRANSACTIONS ON MECHATRONICS, DOI: 10.1109/TMECH.2021.3100150. Ideally, accurate sensor measurements are needed to achieve a good performance in the closed-loop control of mechatronic systems. As a consequence, sensor faults will prevent the system from working correctly, unless a fault-tolerant control (FTC) architecture is adopted. As model-based FTC algorithms for nonlinear systems are often challenging to design, this paper focuses on a new method for FTC in the presence of sensor faults, based on deep learning. The considered approach replaces the phases of fault detection and isolation and controller design with a single recurrent neural network, which has the value of past sensor measurements in a given time window as input, and the current values of the control variables as output. This end-to-end deep FTC method is applied to a mechatronic system composed of a spherical inverted pendulum, whose configuration is changed via reaction wheels, in turn actuated by electric motors. The simulation and experimental results show that the proposed method can handle abrupt faults occurring in link position/velocity sensors. The provided supplementary material includes a video of real-world experiments and the software source code.
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I. INTRODUCTION

State-of-the-art mechatronic systems are operated by advanced control algorithms that allow them to satisfy requirements in terms of performance and safety. However, as the operation of the control system heavily relies on sensor information and on the correct functioning of all system elements, a malfunction in one of these components will likely cause considerable performance degradation or even system instability. This motivation has led to the development of fault-tolerant control (FTC) systems [1], which can maintain stability and acceptable levels of performance even in the presence of malfunctions. FTC methods are typically divided into passive and active [2]; in passive methods, the controller is designed to be a-priori robust to a number of expected faults; on the other hand, active methods typically rely on a fault detection and isolation (FDI) module that can effectively address the characteristics of the fault and interact with a control reconfiguration block in real time (see Fig. 1).

Several methods exist for FDI, from simple limit checking to more advanced strategies, such as those based on parity equations or state observers [3]. Among recent works on FDI-based FTC, researchers have considered the use of higher-order sliding mode observers for fault tolerant speed tracking control of an electric vehicle powered by permanent-magnet synchronous motors [4]. Also, in the FTC scheme presented in [5], a third-difference operator was employed in the line current of an induction motor to detect sensor faults, while the actual value of the line current was estimated via a flux-linkage observer. A FTC method based on a motor armature current observer was defined in [6], aimed at guaranteeing acceptable performance in the gear-shifting engaging process of an automated manual transmission, while the authors of [7] combined a distributed FDI algorithm with tube-based model predictive control. Rather than focusing on a specific application, some recent papers have proposed FDI frameworks that are valid for certain classes of systems: for example, sliding mode observers and linear descriptor-based observers have been proposed for fault estimation in Markov jump systems, respectively in [8] and [9]. The described FDI methods, which will be referred to in the remainder of the paper as model-based methods, require the explicit availability of model equations, and in many cases are difficult to design.

As an alternative to model-based strategies, one can rely on methods based on machine learning, which will be referred to as data-driven methods. These can be based on different approaches, such as a principal component analysis, statistical pattern classifiers, neural networks, and support vector machines [10]. Among FDI methods based on neural networks, Sorsa et al. [11] proposed the use of a multilayer perceptron, while Zhao et al. [12] introduced a new statistical feature extraction method named neighborhood-preserving neural network. Other recent results include an FDI method that integrates an incremental one-class algorithm to identify anomaly conditions if an unknown fault occurs, and a dynamic shallow neural network for the classification of the fault state [13], and another FDI method based on convolutional neural networks [14].

In some cases, model-based techniques for FDI or FTC can include elements typical of data-driven approaches. For instance, a backstepping-based adaptive FTC method for Markov jump linear systems was introduced in [15], where radial basis function neural networks were used to model the unknown nonlinearities in the system.

A recent trend in machine learning has been end-to-end
learning, which condenses multiple stages of processing for a given task into a single deep neural network (see, e.g., [16], [17]). A similar idea was applied to FTC in [18], in which a model was trained using reinforcement learning to directly handle the fault of ultrasound sensors of a mobile robot in a kinematic obstacle avoidance problem. Even if the approach developed in [18] consisted of a sequence of deep neural networks with sensor measurements as input and robot action as output, the robot state was explicitly estimated as an intermediate variable.

In this work, we focus on end-to-end learning in FTC, and in particular on the case of abrupt sensor faults. The stages of FDI and control are replaced with a single recurrent neural network (RNN) with sensor measurements as input and control variables as output, in order to obtain a faster design process compared to classical methods. In contrast to [18], our deep FTC (DFTC) method has no explicit representation of the observed system states, and its training is based on supervised learning, rather than reinforcement learning. DFTC only requires (i) the availability of a (non-fault-tolerant) full state feedback control law, which is used as an ideal reference during the training phase, and (ii) the observability of the state vector using only the available non-faulty sensors, for all considered sensor faults. The model equations are not needed for designing our DFTC scheme, although it is assumed that a simulator for the system (e.g., a physics engine) is available in order to be able to train the control law; alternatively, one could directly use the actual system in real-life experiments, but this would cause issues related to safety and to the amount of time needed to obtain a sufficient amount of data for training. This type of approach, to the best of the authors’ knowledge, has never been proposed in the literature and thus represents an innovative contribution. The main benefit of our approach as compared to classical model-based FTC schemes is the fact that a process model is not needed, and the definition of the DFTC parameters is entirely data-driven. Apart from making the FTC problem solvable in case a model is actually not available, our approach can also provide advantages when the classical FTC design (based on FDI, control reconfiguration block, and closed-loop controllers) can be difficult. This follows the general motivation for the use of data-driven control methods, which can have a “major practical impact especially in those situations where identifying a process model can be difficult and time consuming, for instance, when data is affected by noise or in the presence of nonlinear dynamics” [19]. On the other hand, the proposed approach presents some typical design challenges of methods based on neural networks, such as the need for a large amount of data and hyperparameter tuning. From a practical standpoint, the main contribution of the paper is the development of a deep learning pipeline for real-time closed-loop FTC. This pipeline includes dataset generation and augmentation, model training, and deployment of the model in a real-world setup.

The proposed FTC strategy is directly applied to a strongly nonlinear mechatronic system, consisting of a spherical inverted pendulum actuated by electric motors via reaction wheels. The control law to be imitated by the RNN was developed in [20] as an optimal control law.

The paper is organized as follows. Section II introduces the general approach, together with the required assumptions. Section III describes the case study, while Sections IV and V provide information on the actual physical implementation (physical setup, hardware and software) and the generation of the DFTC, respectively. Simulation and experimental results are presented and discussed in Section VI and finally conclusions are drawn in Section VII.

II. END-TO-END DEEP FAULT TOLERANT CONTROL

The objective of this work is to design a closed-loop control law for a nonlinear dynamical system

\[ \dot{x} = f(x, u) \quad (1a) \]
\[ y = g(x, u) \quad (1b) \]

where \( x \in \mathbb{R}^{n_x} \) is the system state, \( u \in \mathbb{R}^{n_u} \) is the control input, and \( y \in \mathbb{R}^{n_y} \) is the system output, representing here the variables measured by \( n_s \) sensors. Also, \( f(\cdot, \cdot) : \mathbb{R}^{n_x + n_u} \rightarrow \mathbb{R}^{n_x} \) and \( g(\cdot, \cdot) : \mathbb{R}^{n_x + n_u} \rightarrow \mathbb{R}^{n_y} \) are nonlinear functions defining the state and output equations, respectively. A control law is available for the system, as

\[ u = k(x), \quad (2) \]

where \( k(\cdot) : \mathbb{R}^{n_x} \rightarrow \mathbb{R}^{n_u} \) is a nonlinear state-feedback control policy (referred to as baseline controller) that aims at regulating the system state to the origin.

Assumption 1: The exact expressions of functions \( f(x, u), g(x, u), \) and \( k(x) \) are not necessarily available; however, we assume that it is possible to simulate both the open-loop system (I) given an initial condition \( x_0 \) and a control signal \( u, \)
and the closed-loop system (1)-(2) given an initial condition \( x_0 \).

Assumption \( \text{I} \) plays an important role, as, for many commercial mechatronic and robotic systems, software simulators are available for both the physical part of the system, and the controllers already implemented in the product; on the other hand, the equations for both are often not available, and their reverse engineering would require substantial time and effort.

We assume that \( n_f \) different sensor faults can happen. When a fault affects a number \( m^{(i)} \) of sensors, only the sensors associated with the remaining components of \( y \), namely \( y^{(i)} \in \mathbb{R}^{n_y-m^{(i)}} \), provide useful information for control. The corresponding output equation, discarding faulty sensor measurements, will be

\[
y^{(i)} = g^{(i)}(x, u), \quad i = 1, \ldots, n_f,
\]

where \( g^{(i)}(x, u) : \mathbb{R}^{n_x + n_u} \rightarrow \mathbb{R}^{n_y-m^{(i)}} \) is simply obtained by discarding the elements of \( g(x, u) \) corresponding to faulty sensors.

Assumption 2: All of the \( n_f \) systems given by the state equation (3) and one of the \( n_f \) output equations in (4) are fully observable. \( \square \)

As, according to Assumption \( \text{I} \) our approach does not require the availability of a model of the system, it is important to notice that Assumption \( \text{II} \) can still be verified by employing numerical methods based on the calculation of the observability Gramian matrix (see, e.g., [21], [22]), as classical nonlinear observability analysis (based on Lie derivatives, as described for instance in [23] Ch. 11) would not be feasible. By following an approach similar to that employed in [24], for each of the \( n_f \) considered cases, extensive simulations of the system dynamics are performed within a total time interval \( T_n \), and the elements \( W^{(i)}_{jk} \) of the observability Gramian \( W^{(i)} \in \mathbb{R}^{n_x \times n_x} \) (of row \( j \) and column \( k \)) for the \( i \)th configuration are calculated as

\[
W^{(i)}_{jk} = \frac{1}{4\varepsilon} \int_0^{T_n} \left( y^{(i)}_{+j}(t) - y^{(i)}_{-j}(t) \right) \left( y^{(i)}_{+k}(t) - y^{(i)}_{-k}(t) \right) dt,
\]

where \( 0 < \varepsilon \ll 1 \), and \( y^{(i)}_{\pm j} \) is the sensor measurement generated by the simulation of the system dynamics for the \( i \)th configuration with initial condition \( \bar{x}_{\pm j} = \bar{x} \pm \varepsilon \bar{e}_j \), where \( \bar{e}_j \) is the \( j \)th standard coordinate vector (i.e., the vector that contains all zeros, apart from the \( j \)th element, which is equal to 1). Analogously, \( y^{(i)}_{\pm k} \) is the sensor measurement generated by the simulation of the system dynamics for the \( i \)th configuration with initial condition \( \bar{x}_{\pm k} = \bar{x} \pm \varepsilon \bar{e}_k \), where \( \bar{e}_k \) is the \( k \)th standard coordinate vector. As observability measure for each configuration, we use

\[
J^{(i)} = -\log \left( \det \left( W^{(i)} \right) \right)
\]

with larger values of \( J^{(i)} \) indicating “better” observability.

In the presence of sensor faults, the method described in this work aims at synthesizing a DFTC law

\[
u = k_{ft}(Y_T)
\]

where \( Y_T \) represents the available (possibly faulty) measurements of \( y \) in the time interval \( T \) immediately preceding the current time instant. The function \( k_{ft}(\cdot) \) is implemented using a RNN, whose realization is obtained by following a procedure consisting of two phases. In the first phase, the closed-loop system (1)-(2) is initialized at several initial conditions \( x_0 \), randomly determined in a suitable region of the state space. The time evolution of \( y \) is thus recorded from the simulated closed-loop system (1)-(2). In the second phase, the RNN is trained aiming at minimizing the difference between the control input for the closed-loop system (1)-(2) in the absence of sensor faults and the generated control input for the closed-loop system (1)-(2) in the presence of sensor faults, which are randomly introduced in the system. The DFTC law thus learns to reproduce the control variable of the fault-free baseline controller even in the case of faulty sensors.

Let us refer to the nominal evolution of the state for system (1)-(2) as \( x(t) \). Given \( n \) time instants \( t_i \) for which the values of \( k(x(t_i)) \) have been recorded during the first phase, the RNN will be trained in the second phase so as to minimize the loss function

\[
P \triangleq \frac{1}{n} \sum_{i=1}^{n} d(k(x(t_i)), k_{ft}(Y_T(t_i))),
\]

where, e.g., a squared loss \( d(a,b) \triangleq (a-b)^T(a-b) \) can be employed, but one can choose other options such as absolute loss or Huber loss functions.

The DFTC pipeline is presented in Algorithm \( \text{I} \). First, in the pre-processing phase, a dataset is generated using the baseline controller for different initial conditions of the system states, without sensor faults. Then, the dataset is augmented by adding synthetic sensor faults. During the training phase, the network is trained until convergence by updating its weights at each iteration using back-propagation. Afterwards, in the inference phase, the trained network is deployed in a real-world setup to stabilize the system via closed-loop control.

Contrary to classical FTC schemes, where the state estimates generated by the FDI system are passed to the FTC scheme, the methodology defined in this paper directly determines the control action \( u \) as in (4), without explicitly trying to reconstruct state estimates. This is why the proposed FTC scheme has an end-to-end nature.

For the reader’s convenience, Table \( \text{I} \) presents the alphabetically sorted list of symbols of the general approach described in Section II and used throughout the paper.

### III. CASE STUDY: PROBLEM FORMULATION

The case study considered in this paper focuses on the FTC of an inverted pendulum actuated by two reaction wheels. In this section, we provide a model, in form (1), of the physical system (Section III-A), the definition of the state feedback control law as in (2) (Section III-B), an analysis of the admissible sensor faults that define equation (3), the results of the observability analysis of the system (both in Section III-C), and a general description of the end-to-end FTC architecture that will generate \( k_{ft}(Y_T) \) (Section III-D).

#### A. System Modeling

The schematics of the inverted pendulum and the corresponding real-world setup are shown in Fig. 2. The system...
Algorithm 1: DFTC Pipeline

1 Pre-processing phase
2 Generate data using the baseline controller
3 Augment the data by adding sensor faults
4 Divide the data into train, test, and validation sets
5 Training phase
6 Define the network architecture
7 Set the network hyperparameters
8 for $i = 0$ to $M$ do // number of epochs
9    for $j = 0$ to $S$ do // number of batches
10       Randomly sample batch of inputs
11       Perform feed-forward pass
12       Calculate the predicted output
13       Compute the loss
14       Perform back-propagation
15       Update weights of the network
16 end
17 end
8 Inference phase
19 Load the trained network
20 for $i_t = t_0$ to $t_n$ do
21    Read the sensor values
22    Perform feed-forward pass
23    Calculate the predicted output
24    Apply control inputs
25 end

| Symbol | Description |
|--------|-------------|
| $f$ | vector of state equations |
| $y$ | vector of output equations |
| $f_i^{(i)}$ | observability measure of $i^{th}$ configuration |
| $k$ | baseline control law |
| $k_{ft}$ | DFTC law |
| $n$ | batch size for training |
| $n_f$ | number of possible sensor faults |
| $F$ | training loss function |
| $x$ | system state |
| $y$ | system output (sensor measurements) |
| $y_i^{(i)}$ | $i^{th}$ system output vector excluding faulty sensors |
| $y_T$ | available measurements in the time interval $T$ |
| $u$ | control input |
| $W_i^{(i)}$ | observability Gramian of the $i^{th}$ configuration |

TABLE I: General notation

configuration, defined as $q = [\theta_1 \ \theta_2 \ \phi_1 \ \phi_2]^T \in \mathbb{R}^4$ is used to describe the equations of motion. In this representation, $\theta_1$ and $\theta_2$ describe the angular rotation of the pendulum, while $\phi_1$ and $\phi_2$ are the angles of rotation, respectively, of each of the two reaction wheels.

The detailed derivation of the equations of motion using the Lagrangian formulation is presented in [20], and leads to

$$M(q)\ddot{q} + C(q, \dot{q}) + G(q) = \tau,$$  

(6)

where $M(q) \in \mathbb{R}^{2 \times 4}$ is the rigid body inertia matrix, $C(q, \dot{q}) \in \mathbb{R}^{2}$ accounts for Coriolis and centrifugal forces, $G(q) \in \mathbb{R}^{2}$ represents the forces due to gravity and the elastic forces acting on the system, and $\tau \in \mathbb{R}^{3}$ is the vector of external torques generated by the motors that actuate each of the reaction wheels. In turn $\tau = k_T[i_1 \ i_2]^T$, where $i_1$ and $i_2$ denote the currents of the motors that actuate the two reaction wheels, and $k_T$ is the torque constant of both motors. The reader is referred to [20, Sec. II] for a precise expression of these functions, and to Table I in [20] for the list of system parameters with precise physical values.

The state of the system is thus introduced as $x = [\theta_1 \ \theta_2 \ \dot{\theta}_1 \ \dot{\theta}_2 \ \phi_1 \ \phi_2]^T \in \mathbb{R}^{6}$, while the control input is $u = [i_1 \ i_2]^T \in \mathbb{R}^{2}$. The state-space representation in form (1a) is

$$\dot{x} = f(x,u) = \begin{bmatrix} \dot{\theta}_1 \\ \dot{\theta}_2 \\ \ddot{\theta}_1 \\ \ddot{\theta}_2 \\ \ddot{\phi}_1 \\ \ddot{\phi}_2 \end{bmatrix} \in \mathbb{R}^{6},$$  

(7a)

where $\dot{q} = M^{-1}(\tau - C - G) \in \mathbb{R}^4$ is obtained from (6).

Each system state is measured by a separate sensor: in particular, four optical encoders are used to measure $\theta_1$, $\theta_2$, $\phi_1$ and $\phi_2$, while two gyro sensors measure $\dot{\theta}_1$ and $\dot{\theta}_2$. The output equation (1b) is thus defined by $g(x,u) = x$, i.e.,

$$y = x.$$  

(7b)

B. State-Feedback Control Law

The baseline controller $k(x)$ in (2) is obtained by solving a numerical optimal control problem (OCP) within a fixed time horizon, which approximates an infinite-horizon optimal control law. As the focus of this work is not on the formulation of the baseline controller, the reader is referred to [20, Sec. III.A] for the details of its design process. It is important to highlight that the baseline controller has no fault tolerance properties, and was designed for full state feedback. Finally, notice that, given the availability of analytical expressions of functions $f(x,u)$ and $g(x,u)$ in (7) as a particular realization of (1), and the possibility of obtaining $k(x)$ numerically for any state value, it is possible to simulate both system (1) for a given initial condition and control signal, and system (1) - (2) for a given initial condition: this implies the satisfaction of Assumption [1].
C. Sensor Faults and System Observability

Each of the previously mentioned sensors can be subject to faults during system operation. In particular, we assume that three types of abrupt sensor fault might happen: (i) the sensor provides a constant value, which corresponds to the state measurement at a given time instant \( t \), but remains unchanged while the state value varies after \( t \); (ii) the sensor suddenly outputs a zero measurement; (iii) the sensor suddenly outputs a constant value, corresponding to its maximum range. The reader is referred to [25], [26] for more details on abrupt sensor failures. In our system, the most critical situation would happen in case of a fault in one of the encoders measuring \( \phi_1 \) or \( \phi_2 \), as this would lead to very high rotational speeds, possibly with destructive consequences.

Under the reasonable assumption that a fault can only happen for one sensor at a time, we obtain a realization of \( J \) with \( n_f = n_y = 6 \), and \( y^{(i)} \in \mathbb{R}^5 \) defined as vector \( y \in \mathbb{R}^6 \), without the element of position \( i \). In order to be able to design our DFTC law, we need to guarantee that each of these \( n_f = 6 \) configurations results in an observable system, as required by Assumption 2.

Given the complexity of the considered system, which prevented us from using classical methods for observability analysis despite the availability of an analytical model, the numerical method based on the observability Gramian described in Section II was employed. After running extensive simulations, a value of \( J^{(i)} \) was obtained for each of the \( n_f = 6 \) cases, which measured the observability when the \( i^{th} \) sensor was faulty. Table II summarizes the results of this test. The value of \( J^{(i)} \) for each configuration \( y^{(i)} \) is reported, together with the value of the same quantity when the full output vector \( y \) is available. We notice that the value of \( J^{(i)} \) for all considered configurations is only slightly below the ideal case: in fact, the latter has an observability measure of 31.2, with the same measure never decreasing below 29.8 for all other configurations. For comparison, the best possible configuration using only two sensors has an observability measure of 12.5. We can thus conclude that Assumption 2 is satisfied for the considered system.

| Output | Available sensors | \( J^{(i)} \) |
|--------|-------------------|-------------|
| \( y^{(1)} \) | [2,3,4,5,6] | 29.9 |
| \( y^{(2)} \) | [1,3,4,5,6] | 30.1 |
| \( y^{(3)} \) | [1,2,4,5,6] | 29.8 |
| \( y^{(4)} \) | [1,2,3,5,6] | 30.0 |
| \( y^{(5)} \) | [1,2,3,4,6] | 30.5 |
| \( y^{(6)} \) | [1,2,3,4,5,6] | 31.2 |

TABLE II: Observability measure for different sensor configurations.

D. DFTC Architecture

To generate the control law \( u = k_{f_f}(Y_T) \) introduced in [4], the deep neural network that implements the DFTC was trained via supervised learning to imitate the OCP trajectories. The deep neural network, represented in Fig. 3, consists of six shallow long short-term memory (LSTM) blocks followed by two fully-connected (FC) layers. We chose to utilize RNNs to process sensor signals because of their continuous nature. The \( i^{th} \) LSTM block takes as input the measured values of the \( i^{th} \) output signal for the last \( m \) time steps. Then, the outputs of all LSTM blocks are concatenated, and the extracted features are passed to a FC network with two layers. The output of the network consists of the two components of the control input vector \( u \). The cost function for model training \( P \) is defined, with reference to [5], as the following quadratic loss function:

\[
P = \frac{1}{2n} \sum_{i=1}^{n} v_i^T v_i,
\]

where \( v_i \triangleq k(\mathbf{y}(t_i)) - k_{f_f}(Y_T(t_i)) \).

It is worth remarking that a single multi-input multi-output LSTM block was also tested as a possible solution instead of one LSTM block for each system output. This type of architecture learned to rely mainly on link velocity measurements: as a consequence, the closed-loop system showed oscillations in case of link velocity faults. We thought that this can be a problem in several different applications, and thus decided to rely on the described architecture with \( n_y \) LSTM blocks.

IV. CASE STUDY: IMPLEMENTATION

A. Physical Setup

The inverted pendulum with dual-axis reaction wheels has a universal joint in the center of its base, which enables the rotation of the pendulum around the pivot point (see Fig. 2). Four extension springs attached to the corners of the base keep the pendulum in the vertical position. The pendulum consists of an aluminum bar and two reaction wheels attached to it and placed orthogonal to each other. The lightweight structure that connects the motors and reaction wheels to the link was printed using Ultimaker S5 with PLA material. The reaction wheels were fabricated from a steel plate with a thickness of 3 mm using a laser cutter (Bodor P3015). Each flywheel has a 160 mm diameter and weighs 160 grams.

B. Hardware

Two flat brushless DC motors (EC45, Maxon Motors) with a 134 mNm nominal torque were selected for actuating the
reaction wheels. The motors were controlled by two servo-amplifiers (DEC 50/5, Maxon Motors) in current mode. The angular rotation of the pendulum with respect to the vertical axis and reaction wheel velocities were measured using capacitive incremental encoders (AMT 102, CUI Devices). Two analog gyroscope sensors (LY3100ALH, STMicroelectronics) were used to measure the link velocities in two axes. A workstation (Intel i7-4790 processor, 32 GB memory, CentOS 7 operating system) with two data acquisition cards (PCI-6259, National Instruments) was used to read the sensor signals and to send the control commands to the servo amplifiers. The real-time calculation of the DTFC was performed using a graphics processing unit (GeForce GTX 1080, NVIDIA).

C. Software

A number of trajectories of system (7) with the baseline controller \( k(x) \) described in Section III-B were simulated using Matlab 9.7. Afterwards, the data preprocessing and model training pipeline was implemented in Python 3.5. The deep neural network architecture was built using the PyTorch library. The trained model was then converted to TorchScript that can be run on different environments, regardless of Python dependencies. This enables the model deployment in the C++ environment for real-time operation. In particular, the LibTorch library was used to integrate the model into the C++ script. In the experimental setup, closed-loop control was implemented using the C++11 language. This program acquired the sensor measurements and sent the control signals to the servo amplifiers through the Ni-DAQmx driver. The system was run on the CentOS 7 operating system.

V. CASE STUDY: DFTC GENERATION

A. Dataset Generation

DFTC is a data-driven technique which uses supervised learning, thus requiring a dataset to be created. To this end, the same OCP mentioned in Section III-B was solved from 4500 initial conditions \( x_0 \in \mathbb{R}^9 \), uniformly sampled from a set defined by \( \theta_1 \in [-\pi/4, \pi/4] \) rad, \( \theta_2 \in [-\pi/4, \pi/4] \) rad, \( \dot{\theta}_1 \in [-6.8, 6.8] \) rad/s, \( \dot{\theta}_2 \in [-6.8, 6.8] \) rad/s, \( \phi_1 \in [-300, 300] \) rad/s, \( \phi_2 \in [-300, 300] \) rad/s. These values were chosen such that the resulting state evolutions of the system would include all representative motions in the workspace. The cost function minimized by the optimal control sequence is defined as follows:

\[
J_{\text{OCP}} = \int_0^t (x(t)^T Q x(t) + u(t)^T R u(t)) \, dt, \tag{8}
\]

where \( Q = \text{diag} \{ 5 \cdot 10^4, 5 \cdot 10^4, 5 \cdot 10^2, 10^2, 10^{-2}, 10^{-2} \} \) and \( R = \text{diag} \{ 10^{-5}, 10^{-5} \} \), as in [20].

Each simulation had a duration of \( 4500 \) ms, chosen via trial and error by observing the settling time of the closed-loop system. A sampling interval of 10 ms was used, resulting in 400 time steps for each simulation, and a total number of \( 4500 \cdot 400 = 1.8 \cdot 10^8 \) data points \( (x, u = k(x)) \). The computation of all trajectories (Line 2 in Algorithm 1) took around 70 hours on the workstation described in Section IV.C.

B. Dataset Augmentation with Sensor Fault Scenarios

The trajectories described in Section V-A refer to the ideal case when the values of the states are correctly measured and fed back to the baseline control law.

In order to train the RNN that implements our DFTC law, the dataset was augmented by mimicking abrupt sensor faults. Sensory faults in each trajectory were generated at a random time step in the interval \([0.3s, 2s]\). The sensor output for position sensor faults was set to a constant value in the interval \( \pm \pi \), equal to the last measured value, or to zero. Instead, for velocity measurements, the same quantity was set to zero. For each trajectory in the dataset, we generated two abrupt sensor failures, resulting in 9000 augmented trajectories with synthetic faults. These data samples were added to the original 4500 trajectories, resulting in a dataset with 13500 trajectories. This operation, corresponding to Line 3 in Algorithm 1, took 37 seconds.

C. DFTC Model and Training

The dataset was divided into training, validation and testing sets in the following proportions: training (80%), validation (10%) and testing (10%). Dividing the data into three sets with randomly shuffled samples (Line 4 in Algorithm 1) took 217 seconds. Each sample consisted of six state measurements for the last 10 time steps (i.e., \( T = 100 \) ms). During training, L2 regularization was used to prevent overfitting. The L2 regularized cost function became

\[
P_{L2} = P + \frac{1}{2n} \lambda \sum_{i=1}^{r} V_i^2,
\]

where \( n \) is the batch size already introduced to define \( P \) in [5]. \( V_i \) are the weight parameters of the model, \( r \) is the total number of parameters and \( \lambda \) is the regularization parameter.

Each LSTM block of the DFTC model had one layer and 32 hidden layer units, while both FC layers had 64 nodes and a ReLU activation function was used after them. The RMSprop optimizer with an initial learning rate of 0.001 was used. The learning rate was decreased to \( 5 \cdot 10^{-4} \) after 100 epochs. The
model was trained for 200 epochs on an Nvidia DGX-2 server, which took around 6 hours (with reference to Lines 5-17 in Algorithm [1]). The batch size $n$ was set to 1024, and the regularization parameter $\lambda$ was assigned the value of $10^{-5}$. The convergence of the training and validation loss without overfitting can be inferred from Fig. [4].

VI. EXPERIMENTAL RESULTS AND DISCUSSION

A. Simulation Results

The performance of the DFTC was compared against the approximation of the baseline controller via the feedforward neural network (FNN) described in [20]. This controller did not present fault-tolerance properties, but (contrary to the actual OCP-based baseline controller) could be implemented in real time. Specifically, two simulation scenarios were considered. In the first set of simulations, no sensor fault was present and all states of the system were available for closed-loop control. On the contrary, in the second set of simulations, random abrupt sensor failures were introduced in the time interval between 0.3 s and 2 s of the simulation. Five hundred pairs of simulations were run for a duration of 4 s with a sampling time of 10 ms from 500 different initial conditions. Then, for each DFTC and FNN simulation, the costs $J_{DFTC}$ and $J_{FNN}$ were calculated using the same formula defined for $J_{OCP}$ in (9), by evaluating them a posteriori on simulation data. The normalized costs $\rho_{DFTC} = J_{DFTC}/J_{OCP}$ and $\rho_{FNN} = J_{FNN}/J_{OCP}$ were used to evaluate the loss of performance of the two deep-learning-based controllers as compared to the baseline control law.

The results of these simulations are summarized in Table III while Fig. 5 presents the results of four sets of simulations with and without sensor faults. The failure of link position and velocity, and wheel velocity sensors are considered. For each of the four pairs of simulations, the results of the baseline controller, FNN and DFTC for the same initial conditions are compared.

We also conducted two simulations to compare the state evolution of DFTC with a link velocity sensor fault and without a fault from the same initial condition. The states and the corresponding LSTM block outputs for both cases and their difference are shown in Fig. 6. DFTC showed good control performance in both cases. Notice that the LSTM block output for the link velocity input remained unchanged after the abrupt sensor fault because a constant (faulty) zero velocity value was fed to it until the end of the simulation.

|                | Normalized cost | Execution Time |
|----------------|-----------------|----------------|
|                | without fault   | with fault     | mean | std. dev | mean | worst |
| DFTC           | 1.08            | 1.10           | 1.4 ms | 2.6 ms    |
| FNN            | 1.07            | 2.25           | 0.2 ms | 0.4 ms    |

TABLE III: Performance comparison of DFTC and FNN controller with and without sensor faults. The costs of DFTC and FNN were normalized by dividing the cost of the baseline controller without fault.

B. Experimental Results

DFTC was deployed on the physical setup to validate its performance for real-time closed-loop control. Experiments with and without sensor faults were conducted similar to the simulation scenarios, but without the baseline controller (which cannot be implemented in real time). During the experiments, the inverted pendulum was released from approximately the same initial non-equilibrium point, resulting in an oscillatory motion of the system. Figure 7 shows the experimental results of DFTC and FNN for different sensor fault scenarios. Also, the corresponding costs $J_{DFTC}$ and $J_{FNN}$ for these experiments are presented in Table [IV].

C. Discussion

In the simulations, by analyzing Table III, one can see that DFTC and FNN performed similarly in case of no sensor fault; however, for those simulations containing abrupt sensors faults, the mean value of $\rho_{DFTC}$ was less than half the mean value of $\rho_{FNN}$. We also computed the average execution time for both DFTC and FNN control laws. Even though the DFTC computations took longer (around 1.4 ms, Lines 18-25 in Algorithm [1]), they were still within the 10 ms sampling time, thus enabling real-time deployment in the experimental setup.

In the simulations with no sensor faults, both FNN and DFTC presented a performance similar to that of the baseline controller. This is shown in Fig. 5, in which one can see that the state was steered to the origin after about 2.5 s. On the other hand, when a fault happened in the link position or velocity sensor (Figs. 5 and 5), the DFTC still performed well and stabilized the system with a small delay as compared to the baseline controller (the latter always considered in the absence of faults). On the other hand, the FNN controller could not stabilize the system, and the pendulum oscillated around the pivot point. Also, the wheel velocity increased to a large value resulting in significant energy expenditure. Lastly, with a wheel velocity sensor fault (Fig. 5b), both FNN and DFTC controllers stabilized the pendulum at its vertical position, but the angular velocity of the first reaction wheel using the FNN controller remained at a large value that decreased slowly to zero because of the system damping.

The experimental results reported in Fig. 7 are in line with the obtained simulation results. For no sensor fault, both controllers stabilized the system, with the cost $J_{DFTC}$ significantly smaller (about 18%) than the cost $J_{FNN}$. This was probably due to the fact that DFTC might be a more robust controller due to the training, which includes abrupt sensor fault scenarios. Abrupt sensor faults can be regarded as discrepancies between the ideal model and the actual system responses; therefore, during experiments, DFTC might perform better, since it is inherently trained for a model-system parameter mismatch.

When the fault was introduced into link position or link velocity sensors, DFTC could compensate for the faulty sensor. On the contrary, FNN exhibited, as expected, an erroneous behavior: the control input to the system started to swing between the two extreme values, and the reaction wheels continued to run at high speeds. Also, the cost $J_{FNN}$ presented...
Fig. 5: Simulation of time evolution of states and inputs for the baseline controller (always without faults), FNN and DFTC with different sensor fault scenarios.

Fig. 6: Output of LSTM block for respective input state with and without sensor fault measurements.
TABLE IV: DFTC and FNN cost for experimental results.

|                       | No sensor fault | Link position sensor fault | Link velocity sensor fault | Wheel velocity sensor fault |
|-----------------------|-----------------|----------------------------|---------------------------|-----------------------------|
| $J_{\text{DFTC}} \times 10^{-4}$ | 30.12           | 30.80                      | 30.39                     | 31.80                       |
| $J_{\text{FNN}} \times 10^{-4}$ | 35.00           | 72.61                      | 46.33                     | 34.88                       |
| $J_{\text{FNN}} / J_{\text{DFTC}}$ | 1.18            | 2.35                       | 1.53                      | 1.09                        |

Fig. 7: Experimental results of time evolution of states and inputs for FNN and DFTC with different sensor fault scenarios: a) No sensor fault, b) link position sensor fault, c) link velocity sensor fault, and d) wheel velocity sensor fault.

An increase, as compared to $J_{\text{DFTC}}$, of 135% and 53%, respectively. Lastly, when the fault happened in the wheel velocity sensor, the FNN controller still stabilized the system, but small fluctuations in the control inputs resulted in non-zero wheel velocity. In contrast, using DFTC, $\dot{\phi}_1$ also converged to zero. In this case, the value of $J_{\text{FNN}}$ was only 9% higher than $J_{\text{DFTC}}$.

It is hard to explore the underlying fault compensation mechanism because of the end-to-end nature of DFTC. With reference to Fig. 6, the LSTM output features for the non-faulty states in both no sensor fault and link velocity fault cases were similar, while, for the faulty state, the LSTM output features were constant because of the deterministic features of the proposed DFTC model. However, the control system successfully stabilized the system. This suggests that the FC layers have some compensatory mechanisms for generating the required control actions in case the LSTM output for one sensor does not change by using the information from the other LSTM output features. In Fig. 6 we can also see that the time evolution of the states was approximately overlapping for the cases with and without fault. This means that, despite the fact that one sensor is faulty, the system still maintains a similar state trajectory as for the non-faulty case.

Our supervised learning approach for creating the DFTC utilized data augmentation using synthetic faults, and even the original data from the baseline controller were generated using simulations. One could foresee problems with real-world implementation because of the model-plant mismatch and naive assumption on the sensor fault effects. However, the experimental results highlight that simulations and synthetic data generation, in our case study, constituted a valid venue for control system development.

A video of the conducted experiments is provided as a supplementary material to the paper. The source codes and CAD models of the system are also uploaded to GitHub under MIT license.

VII. CONCLUSIONS AND OUTLOOK

This paper presented a data-driven approach to handle FTC problems using end-to-end neural networks. Extensive simulations and experiments on a mechatronic experimental setup showed that the presented DFTC scheme can succeed in
stabilizing the system to the origin in the presence of abrupt sensor faults, without the need to separately design an FDI scheme and a control reconfiguration block.

The main limitations of the considered application case study are the following. Firstly, the design of the DFTC scheme for simultaneous faults of multiple sensors is not investigated. Secondly, the designed control scheme is not robust to changes in the system parameters such as mass, spring constant or the length of the link: if these parameters change, the design pipeline should be executed from its beginning to design a new RNN. Our future work will focus on investigating these issues (for example by using adaptive approaches, cf. [27], [28]), and also on considering other neural network architectures, such as transformers.
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