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Abstract

We provide a unifying approach to central limit type theorems for empirical optimal transport (OT). In general, the limit distributions are characterized as suprema of Gaussian processes. We explicitly characterize when the limit distribution is centered normal or degenerates to a Dirac measure. Moreover, in contrast to recent contributions on distributional limit laws for empirical OT on Euclidean spaces which require centering around its expectation, the distributional limits obtained here are centered around the population quantity, which is well-suited for statistical applications.

At the heart of our theory is Kantorovich duality representing OT as a supremum over a function class $\mathcal{F}_c$ for an underlying sufficiently regular cost function $c$. In this regard, OT is considered as a functional defined on $\ell^{\infty} (\mathcal{F}_c)$ the Banach space of bounded functionals from $\mathcal{F}_c$ to $\mathbb{R}$ and equipped with uniform norm. We prove the OT functional to be Hadamard directional differentiable and conclude distributional convergence via a functional delta method that necessitates weak convergence of an underlying empirical process in $\ell^{\infty} (\mathcal{F}_c)$. The latter can be dealt with empirical process theory and requires $\mathcal{F}_c$ to be a Donsker class. We give sufficient conditions depending on the dimension of the ground space, the underlying cost function and the probability measures under consideration to guarantee the Donsker property. Overall, our approach reveals a noteworthy trade-off inherent in central limit theorems for empirical OT: Kantorovich duality requires $\mathcal{F}_c$ to be sufficiently rich, while the empirical processes only converges weakly if $\mathcal{F}_c$ is not too complex.
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1 Introduction

Comparing probability distributions is a fundamental task in statistics, probability theory, machine learning, data analysis and related fields. From this viewpoint, in addition to longstanding mathematical interest, optimal transport (OT) based metrics have recently gained increasing attention for data analysis as well. A major reason is that OT metrics and related similarity measures not only allow comparing general probability distributions, but can also be designed to respect the metric structure of the underlying ground space. This often results in visually appealing and well interpretable outcomes which together with recent computational progress explains the advancement of OT based data analysis throughout various disciplines, ranging from economics (Galichon 2016) to statistics (Panaretos & Zemel 2019), machine learning (Peyré & Cuturi 2019), signal and image processing (Bonneel et al. 2011; Kolouri et al. 2017) and biology (Schiebinger et al. 2019; Tameling et al. 2021), among others.

In the following, we consider Polish spaces $\mathcal{X}$ and $\mathcal{Y}$ and denote the set of probability measures thereon by $\mathcal{P}(\mathcal{X})$ and $\mathcal{P}(\mathcal{Y})$, respectively. Given some non-negative measurable cost function $c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}_+$, the OT cost between $\mu \in \mathcal{P}(\mathcal{X})$ and $\nu \in \mathcal{P}(\mathcal{Y})$ is defined as

$$\text{OT}_c(\mu, \nu) := \inf_{\pi \in \Pi(\mu, \nu)} \int_{\mathcal{X} \times \mathcal{Y}} c(x, y) \, d\pi(x, y),$$  \hspace{1cm} (1.1)

where set $\Pi(\mu, \nu)$ denotes the collection of probability measures on $\mathcal{X} \times \mathcal{Y}$ such that their marginal distributions coincide with $\mu$ and $\nu$, respectively. Any optimizer $\pi \in \Pi(\mu, \nu)$ for (1.1) is termed OT plan. Essentially, OT in (1.1) comprises the challenge to transform $\mu$, into the measure $\nu$ in a cost optimal way. Under mild assumptions on the cost function, $\text{OT}_c$ in (1.1) enjoys for any pair of measures $\mu \in \mathcal{P}(\mathcal{X})$ and $\nu \in \mathcal{P}(\mathcal{Y})$ the dual formulation

$$\text{OT}_c(\mu, \nu) = \sup_{f \in \mathcal{F}_c} \int_{\mathcal{X}} f(x) \, d\mu(x) + \int_{\mathcal{Y}} f^*(y) \, d\nu(y),$$ \hspace{1cm} (1.2)

formally known as Kantorovich duality. The function class $\mathcal{F}_c$ depends on the underlying cost function and $f^*(y) = \inf_{x \in \mathcal{X}} c(x, y) - f(x)$ is the $c$-conjugate of $f \in \mathcal{F}_c$. Any function $f$ attaining the supremum in (1.2) is termed Kantorovich potential and the set

$$S_c(\mu, \nu) := \left\{ f \in \mathcal{F}_c \mid \text{OT}_c(\mu, \nu) = \int_{\mathcal{X}} f(x) \, d\mu(x) + \int_{\mathcal{Y}} f^*(y) \, d\nu(y) \right\}$$ \hspace{1cm} (1.3)

denotes the collection of all Kantorovich potentials. We refer to the monographs by Rachev & Rüschendorf (1998a,b), Villani (2003, 2008), Santambrogio (2015) for comprehensive treatment, and to Section 2 for further details. In a statistical application the probability measures $\mu$ and $\nu$ are estimated from data. For the moment we assume $\nu$ to be known and that we have access to realizations of independent and identically distributed (i.i.d.) random variables $X_1, \ldots, X_n \sim \mu$. The corresponding empirical measure $\hat{\mu}_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{X_i}$ thus serves as a proxy for $\mu$. The population quantity $\text{OT}_c(\mu, \nu)$ is then estimated by the empirical OT cost $\text{OT}_c(\hat{\mu}_n, \nu)$, posing questions about its statistical performance.

To this end, distributional limits for the (properly standardized) empirical OT cost are fundamental as they capture the asymptotic fluctuation around their population quantities. In the following, we denote such results as central limits theorems (CLTs).\footnote{Historically, the term CLT meant to describe the asymptotic distribution of a sum of random variables \cite{LeCam 1986}. Indeed, the empirical OT cost is the sum of costs between random points weighted according to an OT plan.} Available results in the literature can be broadly distinguished between the case that $\mu = \nu$ (the
null hypothesis in the context of statistical testing) and \(\mu \neq \nu\) (corresponding to the alternative when testing \(\mu = \nu\)). A well studied setting in this regard is the \(p\)-th order Wasserstein distance \(\text{W}_p^1(\mu, \nu)\) on \(\mathbb{R}^d\) that arises by choosing the cost \(c(x, y) = \|x - y\|^p\) and probability measures with finite \(p\)-th moments in \((1.3)\). First analyses have been devoted to the real line \((d = 1)\) for which the \(p\)-th order Wasserstein distance is equal the \(L^p\) distance between the quantile functions of the measures. Under the null \(\mu = \nu\) and \(p = 1\), early contributions by del Barrio et al. (1999) (see also Mason 2016) provide necessary and sufficient conditions on the probability measures such that the random quantity \(\sqrt{n}\text{OT}_1(\hat{\mu}_n, \mu)\) weakly converges towards an integral of a suitable Brownian bridge. A weak limit for \(p = 2\) is obtained by del Barrio et al. (2005). The regime \(p \in (1, 2)\) was analyzed only recently by Berthet & Fort (2019). For \(p > 2\), CLTs are not immediately available but the work by Bobkov & Ledoux (2019) indicates that similar results can be obtained from general quantile process theory (Csörgő & Horváth 1993). Under the alternative \(\mu \neq \nu\) for \(p \geq 1\), the random quantity \(\sqrt{n}(\text{OT}_p(\hat{\mu}_n, \nu) - \text{OT}_p(\mu, \nu))\) often asymptotically follows a centered Gaussian distribution (Munk & Czado, 1998) which could be seen as a starting point for this paper. For general measures \(\mu, \nu \in \mathcal{P}(\mathcal{X})\) the limiting random variable is specifically characterized applying the functional delta method in terms of a supremum over \((\infty \text{-dimensional})\) Gaussian random vectors \(G_{\mu} \sim \mathcal{N}(0, \Sigma(\mu))\), namely
\[
\sqrt{n}(\text{OT}_p(\hat{\mu}_n, \nu) - \text{OT}_p(\mu, \nu)) \xrightarrow{\mathcal{D}} \sup_{f \in \mathcal{S}_c(\mu, \nu)} \langle G_{\mu}, f \rangle,
\]
where the supremum is taken over \(S_c(\mu, \nu)\), the set of optimal Kantorovich potentials in \((1.3)\). Parallel and independently to our work, del Barrio et al. (2022) extended this to semi-discrete OT for which \((1.4)\) remains valid even if the discrete measure \(\nu\) is replaced by a general probability measure supported on some Polish space, e.g., \(\mathbb{S}^d\) with respect to Lebesgue measure on \(\mathbb{R}^d\) (see Section 5).

Beyond the countable, one-dimensional and semi-discrete case, the asymptotic distributional behavior for empirical OT becomes much more involved. Already for \(d = 2\), precise CLTs remain elusive as highlighted by Ajtai et al. (1984) (see also Talagrand 1994) who showed for the uniform distribution \(\mu\) on the unit square that \(\text{OT}_1(\hat{\mu}_n, \mu) \xrightarrow{\mathcal{D}} \frac{1}{\log(n)/n}^{1/2}\) with high probability. For higher dimensions \(d \geq 3\), it is well known that any absolutely continuous measure \(\mu\) with compact support on \(\mathbb{R}^d\) fulfills \(\text{OT}_1(\hat{\mu}_n, \mu) \xrightarrow{\mathcal{D}} \mathcal{L}^{\mathbb{R}^d}(1969)\) which implies \(\sqrt{n}\text{OT}_1(\mu, \nu)\) to diverge. Indeed, for general \(p \geq 1\) the literature on the convergence of empirical OT is vast and we therefore only give a selective view on recent papers biased towards our main results. Overall, slow convergence rates in the high-dimensional regime seem inevitable as the Wasserstein distances of any order \(p \geq 1\) suffers from the curse of dimensionality \(\mathbb{E}(\text{OT}_p(\hat{\mu}_n, \nu)) \geq c^p n^{-p/d}\) whenever \(d > 2p\) and \(\mu\) is Lebesgue absolutely continuous (Boissard 2018).
In this work, we provide a unifying approach to obtain CLTs for empirical OT that include certain aforementioned settings but go far beyond. In particular, our approach does not rely on discrete spaces, neither on explicit formulas involving quantiles \((d = 1)\) nor unique Kantorovich potentials \((d \geq 2)\). Our limit laws are reminiscent of the discrete case \((1.4)\) but hold for considerably more general cost functions and probability measures. The limiting random variables are characterized as suprema of Gaussian processes \(\mathcal{G}_\mu\) in \(L^\infty(\mathcal{F}_c)\) and indexed in Kantorovich potentials from \(\mathcal{S}_c(\mu, \nu)\) in \((1.3)\). The CLTs are
centered around the population quantity. Our main result (Theorem 2.2) states under certain assumptions that
\[ \sqrt{n}(OT_c(\hat{\mu}_n, \nu) - OT_c(\mu, \nu)) \xrightarrow{D} \sup_{f \in \mathcal{S}_c(\mu, \nu)} G_\mu(f). \] (1.6)

The distributional limit law (1.6) is valid whenever \( \mathcal{F}_c \) in (1.7) (below) is \( \mu \)-Donsker and

(C) The cost \( c: \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}_+ \) is continuous and bounded by \( \|c\|_\infty := \sup_{x,y} |c(x, y)| < \infty. \)

holds true combined with one of the following two assumptions:

(S1) The spaces \( \mathcal{X} \) and \( \mathcal{Y} \) are locally compact and \( \{c(\cdot, y) \mid y \in \mathcal{Y}\} \) and \( \{c(x, \cdot) \mid x \in \mathcal{X}\} \) are equicontinuous\(^3\) on \( \mathcal{X} \) and \( \mathcal{Y} \), respectively.

(S2) The space \( \mathcal{X} \) is compact and \( \{c(\cdot, y) \mid y \in \mathcal{Y}\} \) is equicontinuous\(^3\) on \( \mathcal{X} \).

In particular, under Assumption [C] the function class \( \mathcal{F}_c \) used in (1.2) can be chosen as a uniformly bounded class of c-concave functions on \( \mathcal{X} \) (Villani, 2003, Remark 1.13)
\[ \mathcal{F}_c := \left\{ f: \mathcal{X} \rightarrow \mathbb{R} \mid \exists g: \mathcal{Y} \rightarrow \mathbb{R}, -|c|_\infty \leq g \leq 0, f = \inf_{y \in \mathcal{Y}} c(\cdot, y) - g(y) \right\}. \] (1.7)

Moreover, \( G_\mu \) in (1.6) is a tight centered Gaussian process and represents the weak limit of the empirical process \( \sqrt{n}(\hat{\mu}_n - \mu) \) in \( \ell^\infty(\mathcal{F}_c) \), the Banach space of bounded functionals from \( \mathcal{F}_c \) to \( \mathbb{R} \) equipped with uniform norm. The covariance of \( G_\mu \) specifically depends on \( \mu \) and is equal to
\[ \mathbb{E}[G_\mu(f_1)G_\mu(f_2)] = \int_{\mathcal{X}} f_1(x)f_2(x) d\mu(x) - \int_{\mathcal{X}} f_1(x) d\mu(x) \int_{\mathcal{X}} f_2(x) d\mu(x) \] (1.8)
for two functions \( f_1, f_2 \in \mathcal{F}_c \). If instead \( \nu \) is estimated by its empirical version, then under the same conditions on the cost and the spaces, i.e., Assumption [C] combined with (S1) or (S2) and if \( \mathcal{F}_c^\nu \), the set of all c-conjugate functions from \( \mathcal{F}_c \), is \( \nu \)-Donsker, our CLT reads as
\[ \sqrt{n}(OT_c(\hat{\nu}_n, \nu) - OT_c(\mu, \nu)) \xrightarrow{D} \sup_{f \in \mathcal{S}_c(\mu, \nu)} G_\nu(f^\nu), \] (1.9)
where \( G_\nu \) is a centered Gaussian process in the Banach space \( \ell^\infty(\mathcal{F}_c^\nu) \) with similar covariance as in (1.8) corresponding to the weak limit of the empirical process \( \sqrt{n}(\hat{\nu}_n - \nu) \).

Our proof technique relies on Kantorovich duality that represents the OT\( c(\cdot, \cdot) \) cost as a functional from \( \ell^\infty(\mathcal{F}_c) \times \ell^\infty(\mathcal{F}_c^\nu) \) to \( \mathbb{R} \). We take upon this approach in Section 2 and prove that OT\( c(\cdot, \cdot) \) is Hadamard directionally differentiable. An application of a general functional delta method (Dümbgen, 1993; Römisch, 2004) allows to conclude our main results on CLTs for empirical OT. This necessitates the empirical process \( \sqrt{n}(\hat{\mu}_n - \mu) \) to converge weakly to some tight random element \( G_\mu \) in \( \ell^\infty(\mathcal{F}_c) \). The latter can be dealt with empirical process theory and requires the function class \( \mathcal{F}_c \) to be \( \mu \)-Donsker. Our results naturally extend to the two sample case where both probability measures are estimated by their empirical versions, simultaneously. We further characterize asymptotic normality, i.e., when the supremum in (1.6) and (1.9) is over a singleton (Theorem 3.2 in Section 3) and degeneracy (Theorem 4.2 in Section 4), i.e., when the limit law is equal to a Dirac measure which results from unique and trivial (almost surely constant) Kantorovich potentials.

\(^3\) Equicontinuity refers to a common modulus of continuity for the function classes \( \{c(\cdot, y) \mid y \in \mathcal{Y}\} \) and \( \{c(x, \cdot) \mid x \in \mathcal{X}\} \) with respect to a continuous metric on \( \mathcal{X} \) and \( \mathcal{Y} \).
respectively. We emphasize that even if \( \mu = \nu \), the CLTs might be non-degenerate, e.g., if \( \mu \) has disconnected support, as for the discrete case in \( (1.4) \), without limit laws usually do not degenerate to a Dirac at zero (Tameling et al., 2019).

In light of the general CLT statement in \( (1.6) \), we discuss concrete settings for which the assumptions on the cost are satisfied and \( \mathcal{F}_c \) is \( \mu \)-Donsker (Section 5). The latter manifests itself in the complexity of \( \mathcal{F}_c \) measured in terms of covering numbers (Van der Vaart & Wellner, 1996) as well as tail conditions on the measure \( \mu \). The covering numbers depend on properties of the cost function and the underlying dimension of the ground space (see also Borisov-Dudley-Durst, 1996; Chizat et al., 2020; Hundrieser et al., 2022). The simplest case appears on finite spaces where \( \mathcal{F}_c \) is even universal Donsker. On countable discrete spaces it requires the popular Borisov-Dudley-Durst summability condition on the measure \( \mu \). This is in line with the aforementioned results by Sommerfeld & Munk (2018) and Tameling et al. (2019) (Corollary 5.1). Beyond discrete spaces, we employ well-known results in empirical process theory. More precisely and tailored to Euclidean spaces \( \mathbb{R}^d \) with \( d \leq 3 \), if the cost satisfies certain regularity conditions, then \( \mathcal{F}_c \) is \( \mu \)-Donsker provided the measure \( \mu \in \mathcal{P}(\mathbb{R}^d) \) satisfies

\[
\sum_{k \in \mathbb{Z}^d} \sqrt{\mu([k,k+1])} < \infty.
\]

This implies CLTs for the empirical OT cost on the real line with general cost functions (Theorem 5.2) but also novel statements for dimension \( d = 2, 3 \) (Theorem 5.5). Moreover, in Section 5.4 we show for \( \mu = \text{Unif}([0,1]^d) \) that the \( \mu \)-Donsker property of \( \mathcal{F}_c \) is already violated under smooth costs \( c(x,y) = |x-y|^2 \) for \( d \geq 4 \) and that CLTs as in \( (1.6) \) cannot hold for \( d \geq 5 \) (for \( d = 4 \) such CLTs are still possible though and we give an example). In view of this observation, our approach is exhaustive in terms of the dimension. Nevertheless, provided only one of the probability measures is supported on low-dimensional compact smooth submanifold of \( \mathbb{R}^d \), we highlight that the Donsker property is still fulfilled and that the CLTs in \( (1.6) \) remain valid (Theorem 5.10). This is related to recent findings by Hundrieser et al. (2022) discovering the lower complexity adaptation phenomenon of empirical OT which states that the convergence rate of the empirical OT cost under different population measures adapts to the measure with lower-dimensional support. Moreover, based on this observation, we also derive a CLT for the empirical OT cost in the semi-discrete framework (Theorem 5.8). We postpone further technical proofs and auxiliary results on Kantorovich potentials to Appendix A.

**Notation** The set of non-negative real numbers is \( \mathbb{R}_+ \). For \( a, b \in \mathbb{R} \) the inequality \( a \leq b \) means that \( a \) is larger than \( b \) up to a constant depending on \( \kappa \). In certain instances we omit the \( \kappa \). If \( a \leq b \leq a \), we write \( a \asymp b \). The class of real-valued continuous functions defined on a metric space \( \mathcal{X} \) is denoted by \( C(\mathcal{X}) \). A real-valued function \( f \) defined on some convex subset \( A \subset \mathcal{X} \) is \( \lambda \)-semi-concave if there exists some constant \( \lambda > 0 \) such that \( f(x) - \lambda \| x \|^2 \) is concave. Furthermore, \( f \) is said to be \( (\alpha, L) \)-Hölder continuous if there exist positive constants \( \alpha \in (0,1] \) and \( L > 0 \) such that \( |f(x) - f(x')| \leq L \| x - x' \|^\alpha \) for all \( x, x' \) in the domain of \( f \). If \( \alpha = 1 \), then \( f \) is \( L \)-Lipschitz. For a function class \( \mathcal{F} \) on \( \mathcal{X} \) denote by \( \| f \|_{Lipschitz} = \sup_{x \in \mathcal{X}} |f(x)| \) the uniform norm of \( f \) with respect to uniform norm \( \| \varphi \|_{\mathcal{F}} = \sup_{f \in \mathcal{F}} |\varphi(f)| \). Let \( \ell^\infty(\mathcal{F}) \) be the Banach space of real-valued bounded functionals on \( \mathcal{F} \) with respect to uniform norm \( \| \varphi \|_{\mathcal{F}} = \sup_{f \in \mathcal{F}} |\varphi(f)| \). Let \( \mathcal{N}(\varepsilon, \mathcal{F}, d) \) a subset of some metric space with metric \( d \) and \( \varepsilon > 0 \), the covering number \( \mathcal{N}(\varepsilon, \mathcal{F}, d) \) is the minimal number of balls \( \{ g \mid d(f, g) < \varepsilon \} \) of radius \( \varepsilon \) such that their union contains \( \mathcal{F} \). The metric entropy of \( \mathcal{F} \) is the logarithm of the covering number \( \log(\mathcal{N}(\varepsilon, \mathcal{F}, d)) \).
2 Central Limit Theorems for Empirical Optimal Transport

Throughout this section, we consider Polish spaces $\mathcal{X}$ and $\mathcal{Y}$ and a non-negative cost function $c: \mathcal{X} \times \mathcal{Y} \to \mathbb{R}_+$, such that Assumption [C] is fulfilled. Under this assumption the OT cost in (1.1) is finite for any two probability measures $\mu, \nu \in \mathcal{P}(\mathcal{X}, \mathcal{Y})$ and enjoys Kantorovich duality (1.2). The set $\mathcal{F}_c$, over which the dual is optimized, is the collection of uniformly bounded $c$-concave functions on $\mathcal{X}$ defined as in (1.7) (for details see Villani 2003 Remark 1.13 and the Appendix). The supremum in (1.2) over $\mathcal{F}_c$ is attained, i.e., there exists a Kantorovich potential $f \in \mathcal{F}_c$, where we recall the set $S_c(\mu, \nu)$ in (1.3) of all Kantorovich potentials. Notably, as the cost function is continuous, any function $f \in \mathcal{F}_c$ and its $c$-conjugate $f^\ast$ are upper semi-continuous and thus measurable on the Polish spaces $\mathcal{X}$ and $\mathcal{Y}$, respectively.

More general structural properties for $c$-concave functions $\mathcal{F}_c$ and its $c$-conjugate class $\mathcal{F}_c^\ast := \{f^\ast \mid f \in \mathcal{F}_c\}$ are intrinsically linked to the cost function and the underlying Polish space. Hence, to guarantee (minimal) regularity properties of the set of Kantorovich potentials we impose Assumption [S1] or [S2] Under either of these conditions, the Kantorovich potentials $S_c(\mu, \nu)$ and $S_c^\ast(\mu, \nu)$ are continuous as well (Lemma A.1). Moreover, under compactness or local compactness of the spaces $\mathcal{X}$ and $\mathcal{Y}$ as well as the equicontinuity condition of the cost function, the classes $\mathcal{F}_c$ and $\mathcal{F}_c^\ast$ are by the Arzelà-Ascoli theorem relatively compact with respect to uniform convergence on compact sets (see proof of Theorem 2.2 and in particular Step 3).

Examples of locally compact spaces are Euclidean spaces but also encompass finite and countable spaces equipped with discrete topology. Assumptions [C] and [S1] are then fulfilled for the Euclidean case $\mathcal{X} = \mathcal{Y} = \mathbb{R}^d$ if $c(x, y) = h(x - y)$ for some bounded Lipschitz function $h: \mathbb{R}^d \to \mathbb{R}_+$ and for discrete spaces $\mathcal{X}, \mathcal{Y}$ if the cost function is uniformly bounded. Furthermore and for compact subsets $\mathcal{X}, \mathcal{Y} \subset \mathbb{R}^d$, Assumptions [C] and [S2] are fulfilled for cost $c(x, y) = h(x - y)$ for some (possibly unbounded) Lipschitz function $h: \mathbb{R}^d \to \mathbb{R}_+$. In particular, this encompasses costs of the form $c(x, y) = \|x - y\|^p$ with $p \geq 1$ inherent in the popular Wasserstein distance. More examples in this regard are detailed in Section 5.

2.1 Main Result

In the following, the empirical process $\sqrt{n}(\hat{\mu}_n - \mu)$ is considered as a random element in the Banach space $\ell^\infty(\mathcal{F}_c)$ equipped with uniform norm.

**Definition 2.1** (Van der Vaart & Wellner 1996). A function class $\mathcal{F}$ of measurable, pointwise bounded functions on $\mathcal{X}$ is called $\mu$-Donsker, if the empirical process $\sqrt{n}(\hat{\mu}_n - \mu)$ weakly converges to a tight random element $\mathcal{G}_\mu$ in $\ell^\infty(\mathcal{F})$. Furthermore, $\mathcal{F}$ is universal Donsker if for any probability measure $\mu \in \mathcal{P}(\mathcal{X})$ the function class $\mathcal{F}$ is $\mu$-Donsker.

If $\mathcal{F}_c$ is $\mu$-Donsker, the weak limit $\mathcal{G}_\mu$ is a mean-zero Gaussian process indexed over the function class $\mathcal{F}_c$ with covariance for $f_1, f_2 \in \mathcal{F}_c$ as in (1.8). We now state our main result on the CLTs for the empirical OT cost.

**Theorem 2.2.** Consider Polish spaces $\mathcal{X}$ and $\mathcal{Y}$ and a cost function $c: \mathcal{X} \times \mathcal{Y} \to \mathbb{R}_+$ satisfying Assumption [C] combined with [S1] or [S2]. For two probability measures $\mu, \nu \in \mathcal{P}(\mathcal{X}, \mathcal{Y})$, i.i.d. random variables $X_1, \ldots, X_n \sim \mu$ and independent to that i.i.d. random variables $Y_1, \ldots, Y_m \sim \nu$ with $n, m \in \mathbb{N}$ denote their respective empirical measures by $\hat{\mu}_n := \frac{1}{n} \sum_{i=1}^n \delta_{X_i}$ and $\hat{\nu}_m := \frac{1}{m} \sum_{i=1}^m \delta_{Y_i}$.

(i) **(One-sample from $\mu$)** Suppose that $\mathcal{F}_c$ is $\mu$-Donsker. Then, for $n \to \infty$,

$$\sqrt{n}(\text{OT}_c(\hat{\mu}_n, \nu) - \text{OT}_c(\mu, \nu)) \xrightarrow{D} \sup_{f \in S_c(\mu, \nu)} \mathcal{G}_\mu(f).$$

(2.1a)
(ii) (One-sample from \( \nu \)) Suppose that \( \mathcal{F}_c^\nu \) is \( \nu \)-Donsker. Then, for \( m \to \infty \),
\[
\sqrt{m}(\text{OT}_c(\mu, \hat{\nu}_m) - \text{OT}_c(\mu, \nu)) \xrightarrow{\mathcal{D}} \sup_{f \in \mathcal{S}_c(\mu, \nu)} \mathcal{G}_\nu(f^c) .
\] (2.1b)

(iii) (Two-sample) Suppose that \( \mathcal{F}_c^\nu \) is \( \mu \)-Donsker and that \( \mathcal{F}_c^\nu \) is \( \nu \)-Donsker. Then, for \( n, m \to \infty \) with \( m/(n + m) \to \delta \in (0, 1) \),
\[
\sqrt{\frac{nm}{n + m}}(\text{OT}_c(\mu, \hat{\nu}_m) - \text{OT}_c(\mu, \nu)) \xrightarrow{\mathcal{D}} \sup_{f \in \mathcal{S}_c(\mu, \nu)} \left( \sqrt{\delta} \mathcal{G}_\mu(f) + \sqrt{1 - \delta} \mathcal{G}_\nu(f^c) \right) .
\] (2.1c)

**Proof.** Our proof is based on the Hadamard directional differentiability of the OT cost on the set of probability measures \( \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{Y}) \) with respect to the topology induced by \( \ell^\infty(\mathcal{F}_c) \times \ell^\infty(\mathcal{F}_c^\nu) \) (see the subsequent Theorem 2.5). Under settings (i) and (ii) it holds for \( n \to \infty \) and \( m \to \infty \) that
\[
\sqrt{n}(\hat{\mu}_n - \mu) \xrightarrow{\mathcal{D}} \mathcal{G}_\mu \text{ in } \ell^\infty(\mathcal{F}_c) ,
\]
\[
\text{ and } \sqrt{n}(\hat{\nu}_m - \nu) \xrightarrow{\mathcal{D}} \mathcal{G}_\nu \text{ in } \ell^\infty(\mathcal{F}_c^\nu) ,
\]
respectively. For setting (iii) it holds by (Van der Vaart & Wellner 1996) Example 1.4.6 that the empirical processes converge jointly
\[
\sqrt{\frac{nm}{n + m}}(\hat{\mu}_n - \mu, \hat{\nu}_m - \nu) \xrightarrow{\mathcal{D}} \left( \sqrt{\delta} \mathcal{G}_\mu, \sqrt{1 - \delta} \mathcal{G}_\nu \right) \text{ in } \ell^\infty(\mathcal{F}_c) \times \ell^\infty(\mathcal{F}_c^\nu)
\] with \( m/(n + m) \to \delta \in (0, 1) \). Moreover, Theorem 2.5 below asserts that \( \text{OT}_c: \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{Y}) \to \mathbb{R} \) is Hadamard directionally differentiable at \((\mu, \nu)\) with respect to \( \ell^\infty(\mathcal{F}_c) \times \ell^\infty(\mathcal{F}_c^\nu) \) tangentially to \( \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{Y}) \) with \( \mathcal{X} = \text{supp}(\mu) \) and \( \mathcal{Y} = \text{supp}(\nu) \) and \( \mathcal{F}_c = \{ f \in \mathcal{P}(\mathcal{X}) : \mu f \leq \mathcal{Y} \} \) and analogously for \( \mathcal{F}_c^\nu \). Portmanteau’s Theorem for closed sets (Van der Vaart & Wellner 1996) Theorem 1.3.4 (iii)) proves that
\[
\mathbb{P}\left( \mathcal{G}_\mu \in \mathcal{T}_\mu(\mathcal{P}(\mathcal{X})) \right) \geq \limsup_{n \to \infty} \mathbb{P}\left( \sqrt{n}(\hat{\mu}_n - \mu) \in \mathcal{T}_\mu(\mathcal{P}(\mathcal{X})) \right) = 1
\] (2.2)
since \( \text{supp}(\mu_n) \subseteq \text{supp}(\mu) \), and analogously for \( \mathcal{G}_\nu \). Then, the statements in Theorem 2.2 follow from the functional delta method (Römisch 2004 Theorem 1).

We investigate specific settings that yield novel CLTs in Section 5. At this stage, we like to highlight that Theorem 2.2 links CLTs for the empirical OT cost to the study of the function classes \( \mathcal{F}_c \) and \( \mathcal{F}_c^\nu \) being Donsker, respectively.

**Remark 2.3.** Even if Assumptions (S1) and (S2) fail to hold, the first step in the proof of Theorem 2.5 still asserts Hadamard directional differentiability of the OT cost. However, in this case the derivative rather depends on the set of \( \varepsilon \)-approximate optimizer \( S_\varepsilon(\mu, \nu, f) := \{ f \in \mathcal{F}_c | \mu f + \nu(f^c) \geq \text{OT}_c(\mu, \nu) - \varepsilon \} \) instead of the set of Kantorovich potentials \( S_c(\mu, \nu) \). Hence, employing a functional delta method (Römisch 2004 Theorem 1), we obtain that, as long as \( \mathcal{F}_c \) is \( \mu \)-Donsker, a CLT of the form
\[
\sqrt{n}(\text{OT}_c(\mu, \nu) - \text{OT}_c(\mu, \nu)) \xrightarrow{\mathcal{D}} \lim_{\varepsilon \downarrow 0} \sup_{f \in \mathcal{S}_\varepsilon(\mu, \nu, c)} \mathcal{G}_\mu(f)
\]
is valid. Assumptions (S1) and (S2) serve to simplify the limit distribution obtained in Theorem 2.2. For more details we refer to Section 2.2.
Remark 2.4 (Bootstrap consistency). It is well-known that the naive \( n \)-out-of-\( n \) bootstrap fails to be consistent if the functional is not linearly Hadamard differentiable \cite{Dumbgen1993, Fang2019}. Instead, Hadamard directional differentiability \cite[Proposition 2]{Dumbgen1993} asserts consistency of the \( k \)-out-of-\( n \) bootstrap for \( k = o(n) \) which has immediate consequences for the approximation of quantiles for the empirical OT cost. We formalize this principle exemplary for the one-sample case. For \( n, k \in \mathbb{N} \), consider i.i.d. samples \( X_1, \ldots, X_n \sim \mu \) with empirical measure \( \hat{\mu}_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{X_i} \) and consider i.i.d. bootstrap samples \( \tilde{X}_1^*, \ldots, \tilde{X}_n^* \sim \hat{\mu}_n \) with corresponding (bootstrap) empirical measure \( \tilde{\mu}_{n,k} = \frac{1}{k} \sum_{i=1}^{k} \delta_{\tilde{X}_i} \). Then, it follows for \( n, k \to \infty \) with \( k = o(n) \) that

\[
\sup_{h \in \text{BL}_1(\mathbb{R})} \left| \mathbb{E} \left[ h \left( \sqrt{k} (\text{OT}_c(\tilde{\mu}_{n,k}, \nu) - \text{OT}_c(\hat{\mu}_n, \nu)) \right) \right] X_1, \ldots, X_n \right| - \mathbb{E} \left[ h \left( \sqrt{n} (\text{OT}_c(\hat{\mu}_n, \nu) - \text{OT}_c(\mu, \nu)) \right) \right] \xrightarrow{P} 0.
\]

Herein, \( \xrightarrow{P} \) denotes convergence in outer probability \cite{VanDerVaart1996} and \( \text{BL}_1(\mathbb{R}) \) is the set of real-valued functions on \( \mathbb{R} \) that are absolutely bounded by one and Lipschitz with modulus one.

2.2 Hadamard Directional Differentiability

Based on Kantorovich duality \cite{Kantorovich1958}, we consider the OT cost as an optimization problem over the set of \( c \)-concave functions mapping from the set of probability measures \( \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{Y}) \) to \( \mathbb{R} \). For a pair of probability measures \( \mu \in \mathcal{P}(\mathcal{X}), \nu \in \mathcal{P}(\mathcal{Y}) \), we prove Hadamard directional differentiability of the OT cost at \( (\mu, \nu) \) with respect to the Banach spaces \( \ell^\infty(\mathcal{F}_c) \times \ell^\infty(\mathcal{F}_c') \) equipped with uniform norm. For a definition of this notion of differentiability, we refer to \cite{Romisch2004}. Moreover, since the support of empirical measures is always contained in the underlying measure, we focus in the following only on differentiability tangentially to the set of probability measures whose support is contained in the support of \( \mu \) and \( \nu \), respectively. This means that only those perturbations for \( \mu \) and \( \nu \) are considered which do not lead to an enlargement of the support.

Theorem 2.5 (Hadamard directional differentiability of OT cost). Suppose that for two Polish spaces \( \mathcal{X}, \mathcal{Y} \) and the cost function \( c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}_+ \), the Assumption \[(S1)\] combined with \[(S2)\] are satisfied. Consider the function class \( \mathcal{F}_c \) in \cite{C1} and two probability measures \( \mu \in \mathcal{P}(\mathcal{X}), \nu \in \mathcal{P}(\mathcal{Y}) \) with their respective support \( \tilde{\mathcal{X}} := \text{supp}(\mu) \) and \( \tilde{\mathcal{Y}} := \text{supp}(\nu) \). Then, the OT cost functional

\[
\text{OT}_c(\mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{Y})) \subseteq \ell^\infty(\mathcal{F}_c) \times \ell^\infty(\mathcal{F}_c'), \quad (\mu, \nu) \mapsto \sup_{f \in \mathcal{F}_c} (\mu(f) + \nu(f'))
\]

is Hadamard directionally differentiable at \( (\mu, \nu) \) tangentially to the set of probability measures \( \mathcal{P}(\tilde{\mathcal{X}}) \times \mathcal{P}(\tilde{\mathcal{Y}}) \). The derivative is equal to

\[
\mathcal{D}^H_{(\mu, \nu)} \text{OT}_c(\mathcal{P}(\tilde{\mathcal{X}})) \times \mathcal{P}(\mathcal{Y}) \to \mathbb{R}, \quad (\Delta \mu, \Delta \nu) \mapsto \sup_{f \in \mathcal{F}_c} (\Delta \mu(f) + \Delta \nu(f')).
\]

Herein, the contingent Bouligand cone \( \mathcal{T}_\mu(\mathcal{P}(\tilde{\mathcal{X}})) \) to \( \mathcal{P}(\tilde{\mathcal{X}}) \) at \( \mu \) is given by the topological closure \( \text{Cl} \{ \frac{\mu + t \mu'}{t} \mid t > 0, \mu' \in \mathcal{P}(\tilde{\mathcal{X}}) \} \subseteq \ell^\infty(\mathcal{F}_c) \) and analogously for \( \mathcal{T}_\nu(\mathcal{P}(\tilde{\mathcal{Y}})) \).

Proof. The proof is inspired by \cite[Proposition 1]{Romisch2004} and \cite[Theorem 2.1 and Corollary 2.2]{Carcamo2020}. Compared to their setting, the proof here is specifically
tailored to the OT cost in [12] and exploits properties of the function class $F_c$. We divide the proof into four steps. The first two essentially prove the Hadamard directional differentiability and simplify the representation of the derivative, whereas the last two are concerned with the convergence results for Kantorovich potentials.

Step 1. Hadamard directional differentiability. Let $(t_n)_{n \in \mathbb{N}}$ be a positive sequence with $t_n \searrow 0$ and take sequences $(\Delta_{\mu,n}, \Delta_{\nu,n}) \in \ell^\infty(F_c) \times \ell^\infty(F_c^c)$ such that for all $n \in \mathbb{N}$ holds

$$
\mu_n := \mu + t_n \Delta_{\mu,n} \in \mathcal{P}(\tilde{X}), \quad \nu_n := \nu + t_n \Delta_{\nu,n} \in \mathcal{P}(\tilde{Y}),
$$

with $(\Delta_{\mu,n}, \Delta_{\nu,n}) \rightarrow (\Delta_\mu, \Delta_\nu) \in \mathcal{T}_\mu(\mathcal{P}(\tilde{X})) \times \mathcal{T}_\nu(\mathcal{P}(\tilde{Y}))$ for $n \rightarrow \infty$ in the space $\ell^\infty(F_c) \times \ell^\infty(F_c^c)$. The representation of the Bouligand cone as a topological closure follows by an observation of Römisch (2004) since $\mathcal{P}(\tilde{X})$ and $\mathcal{P}(\tilde{Y})$ are convex sets. For $\mu, \mu_n$ and $\nu, \nu_n$ considered as bounded functionals on $F_c$ and $F_c^c$, respectively, it follows along the lines of Römisch (2004) Proposition 1 that the OT cost is Hadamard directionally differentiable with

$$
D^H_{(\mu,\nu)}(\Delta_\mu, \Delta_\nu) = \lim_{n \rightarrow \infty} \frac{1}{t_n} (\text{OT}_c(\mu_n, \nu_n) - \text{OT}_c(\mu, \nu)) = \lim_{\varepsilon \searrow 0} \sup_{f \in S_c(\mu,\nu,\varepsilon)} (\Delta_\mu(f) + \Delta_\nu(f^c)),
$$

where $S_c(\mu,\nu,\varepsilon)$ denotes the set of $\varepsilon$-approximizers

$$
S_c(\mu,\nu,\varepsilon) := \{ f \in F_c \mid \mu(f) + \nu(f^c) \geq \text{OT}_c(\mu, \nu) - \varepsilon \}.
$$

Step 2. Simplifying the derivative. It remains to show that

$$
\lim_{\varepsilon \searrow 0} \sup_{f \in S_c(\mu,\nu,\varepsilon)} (\Delta_\mu(f) + \Delta_\nu(f^c)) = \sup_{f \in S_c(\mu,\nu)} (\Delta_\mu(f) + \Delta_\nu(f^c)). \tag{2.4}
$$

The left hand side in (2.4) is greater or equal to the right hand side since $S_c(\mu,\nu,\varepsilon) \subseteq S_c(\mu,\nu,\varepsilon)$ for all $\varepsilon > 0$. For the converse, take a positive decreasing sequence $(\varepsilon_n)_{n \in \mathbb{N}}$ with $\varepsilon_n \searrow 0$ and a sequence $(f_n)_{n \in \mathbb{N}} \subseteq F_c$ with $f_n \in S_c(\mu,\nu,\varepsilon_n)$ for which

$$
\sup_{f \in S_c(\mu,\nu,\varepsilon_n)} (\Delta_\mu(f) + \Delta_\nu(f^c)) - \varepsilon_n \leq \Delta_\mu(f_n) + \Delta_\nu(f_n^c).
$$

As we prove below there exists a subsequence $(f_{n_k})_{k \in \mathbb{N}}$ such that $f_{n_k}$ and $f_{n_k}^c$ converge pointwise for $k \rightarrow \infty$ on supp$(\mu)$ and supp$(\nu)$ to functions $h + a$ and $h^c - a$, respectively, for $h \in S_c(\mu,\nu)$ and $a \in \mathbb{R}$. Once we show that

$$
\lim_{k \rightarrow \infty} (\Delta_\mu(f_{n_k}) + \Delta_\nu(f_{n_k}^c)) = (\Delta_\mu(h) + \Delta_\nu(h^c)), \tag{2.5}
$$

equality (2.4) follows from

$$
\lim_{\varepsilon \searrow 0} \sup_{f \in S_c(\mu,\nu,\varepsilon)} (\Delta_\mu(f) + \Delta_\nu(f^c)) \leq \lim_{k \rightarrow \infty} \Delta_\mu(f_{n_k}) + \Delta_\nu(f_{n_k}^c) = (\Delta_\mu(h) + \Delta_\nu(h^c)) \leq \sup_{f \in S_c(\mu,\nu)} (\Delta_\mu(f) + \Delta_\nu(f^c)).
$$

To verify (2.5), let $\delta > 0$ and select $M \in \mathbb{N}$ such that $\lVert \Delta_\mu - \Delta_\mu M \rVert_{F_c} < \delta/4$. Pointwise convergence of $f_{n_k}$ on supp$(\mu)$ to $h + a$ combined with the uniform bound on $F_c$ asserts by dominated convergence for $\mu M$, $\mu$ by supp$(\mu M) \subseteq$ supp$(\mu)$ existence of $K \in \mathbb{N}$ with

$$
|\mu M(f_{n_k} - (h + a))| + |\mu(f_{n_k} - (h + a))| < \delta t_M/2 \quad \forall k \geq K.
$$
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Hence, for all \( k \geq K \) it follows that
\[
|\Delta_\mu(f_{nk}) - \Delta_\mu(h)| \leq 2 |\Delta_\mu - \Delta_{\mu,M}|_{F_c} + |\Delta_{\mu,M}(f_{nk}) - \Delta_{\mu,M}(h)|
\]
\[
= 2 |\Delta_\mu - \Delta_{\mu,M}|_{F_c} + t_{M}^{-1} |(\mu - \mu)(f_{nk} - h)|
\]
\[
= 2 |\Delta_\mu - \Delta_{\mu,M}|_{F_c} + t_{M}^{-1} |(\mu - \mu)(f_{nk} - (h - a))| < \delta,
\]
where we use in the second equality the definition of \( \Delta_{\mu,M} \) and in the last equality that \( (\mu - \mu_M)(a) = 0 \). Repeating the argument for \( |\Delta_\nu(f_{nk}^c) - \Delta_\nu(h^c)| \) yields (2.5).

**Step 3. Existence of converging subsequences.** We prove existence of a subsequence of \((f_n, f_n^c)\) that converges uniformly on compact sets to a pair of continuous functions \((f, g)\). Uniform convergence on compact sets of continuous functions on \(\mathcal{X}\) is induced by the compact-open topology which is metrizable since \(\mathcal{X}\) is a locally compact Polish space (McCoy & Ntantu 1988, page 68). We show that \(F_c\) is relatively compact in the compact-open topology by means of a general version of the Arzelà-Ascoli theorem.

**Theorem 2.6 (McCoy & Ntantu 1988, Theorem 3.2.6).** If \(\mathcal{X}\) is locally compact, then a set of continuous real-valued functions on \(\mathcal{X}\) is compact in the compact-open topology if and only if it is closed, pointwise bounded and equicontinuous.

Since \(\{c(\cdot, y) \mid y \in \mathcal{Y}\}\) is equicontinuous, so is \(F_c\) and its closure \(\text{Cl}(F_c)\) in the compact-open topology. Moreover, since \(F_c\) is uniformly bounded by \(|c|_{\infty}\), Theorem 2.6 asserts the existence of a subsequence of \(f_n\) that converges uniformly on compact sets to a continuous function \(f \in \text{Cl}(F_c)\). By restricting to a subsequence, we assume that \(f_n\) uniformly converges on compact sets to \(f\). Under Assumption (S2), this asserts that \(f_n\) uniformly converges on \(\mathcal{X}\) to \(f\) and thus \(f_n^c\) uniformly converges on \(\mathcal{Y}\) to \(g := f^c\). Under Assumption (S1) we instead repeat the above argument and assume by local compactness of \(\mathcal{Y}\) and equicontinuity of \(\{c(x, \cdot) \mid x \in \mathcal{X}\}\) that \(f_n^c\) uniformly converges on compact sets of \(\mathcal{Y}\) to some continuous function \(g \in \text{Cl}(F_c^c)\).

**Step 4. Structural properties of limits with general OT theory.** It remains to show that there exists a \(c\)-concave function \(h \in S_c(\mu, \nu)\) and some \(a \in \mathbb{R}\) such that \(f = h + a\) on \(\text{supp} \mu\) and \(g = h^c - a\) on \(\text{supp} \nu\). For this purpose, note that uniform convergence on compact sets implies pointwise convergence. Since \(f_n, f, f_n^c, g\) are all absolutely bounded by \(|c|_{\infty}\), we find by dominated convergence that
\[
\mu(f) + \nu(g) = \lim_{n \to \infty} \mu(f_n) + \nu(f_n^c) \geq \lim_{n \to \infty} \text{OT}_c(\mu, \nu) = \mu(\nu) = \text{OT}_c(\mu, \nu).
\]

Moreover, for \((x, y) \in \mathcal{X} \times \mathcal{Y}\) we find that
\[
f(x) + g(y) = \lim_{n \to \infty} f_n(x) + \lim_{n \to \infty} f_n^c(y) = \lim_{n \to \infty} f_n(x) + f_n^c(y) \leq c(x, y),
\]
which asserts by the dual formulation for the OT cost (Villani 2008, Theorem 5.9) that \(\mu(f) + \nu(g) = \text{OT}_c(\mu, \nu)\). Upon defining \(\tilde{h} := g^c\), we therefore obtain from (2.6) the inequalities \(f \leq \tilde{h}\) on \(\mathcal{X}\) and \(g \leq \tilde{h}^c\) on \(\mathcal{Y}\). Hence, it holds that
\[
\text{OT}_c(\mu, \nu) = \mu(f) + \nu(g) \leq \mu(\tilde{h}) + \nu(g) \leq \mu(\tilde{h}) + \nu(\tilde{h}^c) \leq \text{OT}_c(\mu, \nu),
\]
where the last inequality follows from \(\tilde{h}(x) + \tilde{h}^c(y) \leq c(x, y)\) for all \((x, y) \in \mathcal{X} \times \mathcal{Y}\). We thus conclude that \(f = \tilde{h}\) holds \(\mu\)-almost surely and \(g = \tilde{h}^c\) holds \(\nu\)-almost surely.

Under Assumption (S1) it follows from step three that both \(f\) and \(\tilde{h}\) as well as \(g\) and \(\tilde{h}^c\) are continuous on \(\mathcal{X}\) and \(\mathcal{Y}\), respectively. Thus, it holds (deterministically) that \(f = \tilde{h}\).
Then, for empirical measures $\hat{1.3}$ are said to be unique Kantorovich potentials. Theorem 3.2 (Normal limits) introduces the distribution $\nu$ to $\mu$, and therefore have to shift it by a suitable constant $a$. This is due to the inequalities $-|c|_{\infty} \leq g \leq 0$ being possibly violated.

3 Normal Limits under Unique Kantorovich Potentials

The set of Kantorovich potentials $S_c(\mu, \nu)$ in (1.3) and its $c$-conjugates $S_c^e(\mu, \nu)$ play a defining role for the limiting random variables in Theorem 2.2. A particular setting of interest arises if Kantorovich potentials are uniquely determined. However, since any $f \in S_c(\mu, \nu)$ can be shifted arbitrarily and $f + a$ for $a \in \mathbb{R}$ is still a $c$-concave function that solves (1.2), the set $S_c(\mu, \nu)$ can only be a singleton up to additive constants. Furthermore, it suffices if uniqueness holds almost surely.

**Definition 3.1** (Unique Kantorovich potentials). The Kantorovich potentials $S_c(\mu, \nu)$ in (1.3) are said to be unique if $f_1 - f_2$ for all $f_1, f_2 \in S_c(\mu, \nu)$ is constant $\mu$-almost surely.

Notably, one can show that uniqueness of Kantorovich potentials $S_c(\mu, \nu)$ with respect to $\mu$ is in fact equivalent to uniqueness of the $c$-conjugate Kantorovich potentials $S_c^e(\mu, \nu)$ with respect to $\nu$ (Staudt et al. 2021 Lemma 5). Under this form of uniqueness, the limit random variables for the empirical OT cost simplify and follow a centered normal distribution.

**Theorem 3.2** (Normal limits). Consider Polish spaces $\mathcal{X}$ and $\mathcal{Y}$ and a cost function $c: \mathcal{X} \times \mathcal{Y} \to \mathbb{R}_+$ satisfying Assumption (C) combined with (ST) or (S2). Assume that the Kantorovich potentials $S_c(\mu, \nu)$ for $\mu \in \mathcal{P}(\mathcal{X})$ and $\nu \in \mathcal{P}(\mathcal{Y})$ are unique and let $f \in S_c(\mu, \nu)$. Then, for empirical measures $\hat{\mu}_n, \hat{\nu}_m$ the following CLT is valid.

(i) (One-sample from $\mu$) Suppose that $\mathcal{F}_c$ is $\mu$-Donsker. Then, for $n \to \infty$,

$$\sqrt{n} (\text{OT}_c(\hat{\mu}_n, \nu) - \text{OT}_c(\mu, \nu)) \xrightarrow{D} \mathcal{G}_\mu(f) \sim \mathcal{N}(0, \text{Var}_{\mathcal{X} \to \mu}[f(X)]).$$

(ii) (One-sample from $\nu$) Suppose that $\mathcal{F}_c^e$ is $\nu$-Donsker. Then, for $n \to \infty$,

$$\sqrt{m} (\text{OT}_c(\mu, \hat{\nu}_m) - \text{OT}_c(\mu, \nu)) \xrightarrow{D} \mathcal{G}_\nu(f^e) \sim \mathcal{N}(0, \text{Var}_{\mathcal{Y} \to \nu}[f^e(Y)]).$$

(iii) (Two-sample) Suppose that $\mathcal{F}_c$ is $\mu$-Donsker and that $\mathcal{F}_c^e$ is $\nu$-Donsker. Then, for $n, m \to \infty$ with $m/(n + m) \to \delta \in (0, 1)$,

$$\sqrt{\frac{nm}{n + m}} (\text{OT}_c(\hat{\mu}_n, \hat{\nu}_m) - \text{OT}_c(\mu, \nu)) \xrightarrow{D} \sqrt{\delta} \mathcal{G}_\mu(f) + \sqrt{1 - \delta} \mathcal{G}_\nu(f^e)$$

$$\sim \mathcal{N}(0, \delta \text{Var}_{\mathcal{X} \to \mu}[f(X)] + (1 - \delta) \text{Var}_{\mathcal{Y} \to \nu}[f^e(Y)]).$$
Proof. Due to [Staudt et al. (2021, Lemma 5)] and the continuity of Kantorovich potentials in this setting (Lemma A.1), we find that the set of Kantorovich potentials \( S_c(\mu, \nu) \) and its \( c \)-conjugate counterparts \( S^c_c(\mu, \nu) \) are deterministically unique (up to constant shifts) on the support of \( \mu \) and \( \nu \), respectively. Since any \( \Delta_\mu \in \mathcal{T}_\mu(\mathcal{P}(X)) \) fulfills by step two of the proof for Theorem 2.5 the (deterministic) equality \( \Delta_\mu(f) = \Delta_\mu(f + a) \) for \( f \in \mathcal{F}_c \) and \( a \in \mathbb{R} \) with \( f + a \in \mathcal{F}_c \), and likewise for \( \Delta_\nu \in \mathcal{T}_\nu(\mathcal{P}(Y)) \), uniqueness of Kantorovich potentials implies linearity of the directional Hadamard derivative. The functional delta method [Römsisch, 2004] thus implies the weak limit for the empirical OT cost to be centered normal with variance as stated in (3.1).

A useful statistical application of Theorem 3.2 arises when the limit variance \( \text{Var}_{X-\mu}[f(X)] \) in Theorem 3.2 can consistently be estimated from i.i.d. data. Indeed, this holds under Assumption (C) combined with (S1) or (S2) leading to the following pivotal limit law.

**Corollary 3.3 (Pivotal limit law).** If the unique Kantorovich potential \( f \in S_c(\mu, \nu) \) in Theorem 3.2 is not constant \( \mu \)-almost surely, then, for \( n \to \infty \) and any \( f_n \in S_c(\hat{\mu}_n, \nu) \),

\[
\sqrt{n} \left( \text{OT}_c(\hat{\mu}_n, \nu) - \text{OT}_c(\mu, \nu) \right) \xrightarrow{\mathcal{D}} \frac{\mathbb{G}_\mu(f)}{\sqrt{\text{Var}_{X-\mu}[f(X)]}} \sim \mathcal{N}(0, 1).
\]

Analogous statements hold for the weak limits in (3.1b) if \( f^c \in S^c_c(\mu, \nu) \) is not constant \( \nu \)-almost surely and in (3.1c) if \( f \) or \( f^c \) is not constant \( \mu \)-respectively \( \nu \)-almost surely.

**Proof of Corollary 3.3.** We only show the claim for (3.2), the corresponding pivotal limits for (3.1b) and (3.1c) follow analogously. In view of Theorem 3.2 and Slutsky’s lemma it suffices to show for \( f_n \in S_c(\hat{\mu}_n, \nu) \) that \( \text{Var}_{X-\mu}[f_n(X)] \) converges almost surely for \( n \to \infty \) to \( \text{Var}_{X-\mu}[f(X)] \) for \( f \in S_c(\mu, \nu) \). Note that \( S_c(\hat{\mu}_n, \nu) \subseteq S_c(\mu, \nu, 2|\hat{\mu}_n - \mu|_{\mathcal{F}_c}) \) where \( |\hat{\mu}_n - \mu|_{\mathcal{F}_c} \) tends to zero almost surely since \( \mathcal{F}_c \) is \( \mu \)-Donsker. Hence, by steps three and four of the proof for Theorem 2.5 it follows that there exists a subsequence \( (f_{n_k})_{k \in \mathbb{N}} \) such that \( (f_{n_k}, f^c_{n_k}) \) converges pointwise on \( \text{supp}(\mu) \times \text{supp}(\nu) \) to \( (h + a, h^c - a) \) for some \( h \in S_c(\mu, \nu) \) and some \( a \in \mathbb{R} \). Since \( \mathcal{F}_c \) is uniformly bounded by \( |c|_{\infty} \), and since \( \mathcal{F}_c \) as well as the element-wise squared function class \( \mathcal{F}_c^2 = \{ f^2 : f \in \mathcal{F}_c \} \) are both \( \mu \)-Donsker [Van der Vaart & Wellner, 1996, Theorem 2.10.6], we conclude that \( \text{Var}_{X-\mu}[f_{n_k}(X)] \to \text{Var}_{X-\mu}[h(X)] \) almost surely for \( k \to \infty \). Finally, by almost sure uniqueness of Kantorovich potentials it holds that \( \text{Var}_{X-\mu}[h(X)] = \text{Var}_{X-\mu}[f(X)] \).

**Uniqueness of Kantorovich potentials** The recent work by [Staudt et al. (2021)] provides a detailed account on uniqueness guarantees of Kantorovich potentials. The gist of their article is that uniqueness in settings with differentiable costs will commonly hold, and that non-differentiabilities, erratic mass placement, or specific degeneracies in disconnected spaces have to be assumed for uniqueness to fail.

In the connected setting, one relies on the fact that the gradient of a Kantorovich potential at some point \( x \) is determined by the gradient of \( c(\cdot, y) \) at \( x \) for any \( (x, y) \in \text{supp}(\pi) \), where \( \pi \) is an OT plan, i.e., an optimizer of (1.1). The connectedness of the support of \( \mu \) combined with the uniqueness of the gradient then imply uniqueness of the potential. This approach was employed by [Staudt et al. (2021)] in case of probability measures with possibly unbounded support that assign negligible mass to the boundary of their support and differentiable cost functions that grow sufficiently rapidly. Notably, this encompasses the strictly convex costs considered by [Gangbo & McCann, 1996], for which uniqueness guarantees were also derived by [del Barrio et al. (2021, Theorem 2.4) and Bernton et al. (2021, Theorem B.2)]. In discrete settings, the theory of linear programming...
shows Kantorovich potentials to be unique if the measures $\mu$ and $\nu$ are non-degenerate, which (loosely speaking) means that the OT problem cannot be divided into proper subproblems. Staudt et al. (2021) show that similar results hold for probability measures with disconnected support on Polish spaces.

4 Degenerate Limits under Trivial Kantorovich Potentials

Another important special case for our CLTs emerges if Kantorovich potentials are not only unique but also constant. The asymptotic variance in Theorem 3.2 is then equal to zero and the limit law degenerates. As for uniqueness, it suffices if Kantorovich potentials are constant in an almost sure sense.

Definition 4.1 (Trivial Kantorovich potentials). A Kantorovich potential $f \in S_c(\mu, \nu)$ is called trivial if it is constant $\mu$-almost surely. The set $S_c(\mu, \nu)$ is said to be trivial if all of its elements are trivial.

The same definition applies for conjugated potentials $f^c$ and the set $S_c^c(\mu, \nu)$ with respect to $\nu$. In contrast to uniqueness of Kantorovich potentials, triviality of $S_c(\mu, \nu)$ does not imply the triviality of $S_c^c(\mu, \nu)$, since a $\mu$-almost surely constant $f$ can (and often will) have a $c$-conjugate $f^c$ that is not $\nu$-almost surely constant (see also Remark 4.8 below). Simple examples with trivial Kantorovich potentials occur if one of the measures $\mu$ or $\nu$ is a Dirac measure or if the cost function is itself constant. More general and interesting settings will be discussed below.

Theorem 4.2 (Degenerate limits). Consider Polish spaces $\mathcal{X}$ and $\mathcal{Y}$ and a cost function $c: \mathcal{X} \times \mathcal{Y} \to \mathbb{R}_+$ satisfying Assumption [C] combined with [S1] or [S2]. Let $\mu \in \mathcal{P}(\mathcal{X})$ and $\nu \in \mathcal{P}(\mathcal{Y})$ be probability measures.

(i) (One-sample from $\mu$) Suppose that $\mathcal{F}_c$ is $\mu$-Donsker. Then, the limit law (2.1a) degenerates to a Dirac measure if and only if $S_c(\mu, \nu)$ is trivial.

(ii) (One-sample from $\nu$) Suppose that $\mathcal{F}_c^c$ is $\nu$-Donsker. Then, the limit law (2.1b) degenerates to a Dirac measure if and only if $S_c^c(\mu, \nu)$ is trivial.

(iii) (Two-sample) Suppose that $\mathcal{F}_c$ and $\mathcal{F}_c^c$ are $\mu$- and $\nu$-Donsker, respectively. Then, the limit law (2.1c) degenerates to a Dirac measure if and only if $S_c(\mu, \nu)$ and $S_c^c(\mu, \nu)$ are both trivial.

Proof. We only state the proof for setting (i), the remaining cases follow analogously. If $S_c(\mu, \nu)$ is trivial, then the limit distribution degenerates by Theorem 3.2(i) to a Dirac measure at zero. In case $S_c(\mu, \nu)$ is not trivial, there exists a Kantorovich potential $f \in S_c(\mu, \nu)$ with $\text{Var}_{\mathcal{X}}[f(X)] > 0$. As the limit distribution for the one-sample case from $\mu$ stochastically dominates $\mathcal{N}(0, \text{Var}_{\mathcal{X}}[f(X)])$ it does not degenerate to a Dirac measure.}

The existence of trivial Kantorovich potentials $f \in S_c(\mu, \nu)$ is intimately related to the existence of transport plans that act as projections onto the support of $\mu$. To highlight the underlying geometric interpretation, we introduce the following notion of projected measures.

Definition 4.3 (Projected measures). Let $\mu \in \mathcal{P}(\mathcal{X})$ and $\nu \in \mathcal{P}(\mathcal{Y})$ be probability measures. We say that $\mu$ is a $\nu$-projected measure (with respect to $c$) and write $\mu \in P_c(\nu)$ if there exists a coupling $\pi \in \Pi(\mu, \nu)$ such that

$$c(x, y) = \inf_{x' \in \text{supp}(\mu)} c(x', y) \quad \text{for all} \quad (x, y) \in \text{supp}(\pi).$$

(4.1)
Analogous definitions apply for \( \mu \)-projected measures, which we denote by \( \nu \in P_c(\mu) \). It can easily be verified that any coupling \( \pi \) satisfying (4.1) solves the OT problem in (1.1) between \( \mu \) and \( \nu \). In fact, under continuous costs, it holds that (see Appendix A for a proof)

\[
\mu \in P_c(\nu) \iff \text{OT}_c(\mu, \nu) = \inf_{x \in \text{supp}(\mu)} \int_{Y} c(x, y) d\nu(y),
\]

which can equivalently be used to characterize \( \nu \)-projected measures.

**Theorem 4.4 (Existence of trivial Kantorovich potentials).** Consider Polish spaces \( X \) and \( Y \) and a cost function \( c : X \times Y \to \mathbb{R}_+ \) satisfying Assumption (C) combined with (S1) or (S2) and let \( \mu \in \mathcal{P}(X) \) and \( \nu \in \mathcal{P}(Y) \) be probability measures. Then, trivial Kantorovich potentials \( f \in S_c(\mu, \nu) \) exist if and only if \( \mu \in P_c(\nu) \).

**Remark 4.5.** In settings where we can assume unique Kantorovich potentials, which is often not a restrictive condition (see Section 3), Theorem 4.4 in conjunction with Theorem 4.2 states that the one-sample limit laws (2.1a) and (2.1b) degenerate if and only if \( \mu \in P_c(\nu) \) or \( \nu \in P_c(\mu) \), respectively. Furthermore the two-sample limit law (2.1c) degenerates if and only if \( \mu \in P_c(\nu) \) and \( \nu \in P_c(\mu) \) (see Remark 4.8 below).

Intuitively, a \( \nu \)-projected measure is any measure that can be obtained from \( \nu \) by projecting all points of \( \text{supp}(\nu) \) to some subset of \( X \) according to the cost \( c \). For example, \( \mu \in P_c(\nu) \) always holds if \( \mu = p \# \nu \) for a measurable map \( p : \text{supp}(\nu) \to X \) that obeys

\[
p(y) \in \arg\min_{x \in \text{supp}(\mu)} c(x, y)
\]

for each \( y \in \text{supp}(\nu) \). We denote maps \( p \) that satisfy (4.3) for given \( \mu \) and \( \nu \) as \( c \)-projections. One example of a \( c \)-projection is illustrated in Figure 1a. Based on Theorem 4.4, we next formulate several necessary and sufficient criteria for the existence of trivial Kantorovich potentials, all of which have an intuitive geometric interpretation.

**Corollary 4.6.** Under the assumptions of Theorem 4.4, the set \( S_c(\mu, \nu) \) contains trivial Kantorovich potentials if one of the following conditions is satisfied.

(i) \( \mu = \nu \) and \( c(x, x) = 0 \) holds for all \( x \in X \),

(ii) \( \mu = p \# \nu \) for a \( c \)-projection \( p : \text{supp}(\nu) \to \tilde{X} \) onto a closed set \( \tilde{X} \subset X \).

**Corollary 4.7.** Under the assumptions of Theorem 4.4, the set \( S_c(\mu, \nu) \) does not contain trivial Kantorovich potentials if one of the following conditions is satisfied.

(i) \( \mu \neq \nu \) while \( \text{supp}(\nu) \subset \text{supp}(\mu) \) with \( c(x, x) = 0 \) and \( c(x, y) > 0 \) for all \( x \neq y \),

(ii) \( \text{int}(\text{supp}(\mu)) \notin \text{supp}(\nu) \) for subsets \( X, Y \subset V \) of a normed linear space \( (V, \| \cdot \|) \) with cost \( c(x, y) = h(\| x - y \|) \) for strictly increasing \( h \),

(iii) \( \text{supp}(\mu) \) is not equal to the topological closure \( \Gamma_c(\mu, \nu) \subset X \) of the set

\[
\bigcup_{y \in \text{supp}(\nu)} \arg\min_{x \in \text{supp}(\mu)} c(x, y).
\]

In each of these settings, the limit law (2.1a) in Theorem 2.3 is non-degenerate.
\( \nu = \text{Unif}(B_1) \)
\( \mu = p_\# \nu = \text{Unif}(\partial B_2) \)
\( A(\bar{\rho}) = \arg \min \| x - y \| \)
\( \partial B_2 = \text{supp}(\mu) \)
\( \nu = \text{Unif}(B_1) \)
\( \partial B_2 = \text{supp}(\mu) \)

**Figure 1:** Trivial Kantorovich potentials. In (a), \( \mu \) is equal to the projection of \( \nu \) onto the set \( \bar{X} = \partial B_2 \), the boundary of an Euclidean ball. According to Corollary 4.6 (ii), there exists a Kantorovich potential \( f \) that is constant on \( \partial B_2 \). Furthermore, due to Staudt et al. (2021, Corollary 2), the constant potential is also unique. In (b), the projection \( \Gamma_c = \Gamma_c(\mu, \nu) \) of all points \( y \in \text{supp}(\nu) \) onto the support of \( \mu \) under Euclidean costs is marked by black segments that are part of the boundary of \( \text{supp}(\mu) \). Since \( \text{supp}(\mu) \) is not contained in \( \Gamma_c \), Corollary 4.7 (iii) states that there cannot be a Kantorovich potential \( f \) that is constant on \( \text{supp}(\mu) \).

Exchanging the roles of \( \mu \) and \( \nu \), Theorem 4.4 as well as Corollaries 4.6 and 4.7 can equally be applied to \( f^c \). Examples illustrating Corollary 4.6 (ii) and Corollary 4.7 (iii) in Euclidean settings are provided in Figure 1. In particular, Figure 1 (a) highlights that there is a crucial difference between demanding constant Kantorovich potentials on all of \( \bar{X} \) and only demanding them to be constant almost surely. Indeed, if \( f \in S_c(\mu, \nu) \) was constant on the whole space \( \bar{X} \), then \( f^c \in S^c_c(\mu, \nu) \) would be constant as well, which is by Theorem 4.4 not the case in Figure 1 (a). This setting also serves as an example where \( \mu \neq \nu \) and where every Kantorovich potential \( f \in S_c(\mu, \nu) \) is trivial while \( f^c \) is not.

**Remark 4.8** (Bi-triviality). OT problems where both \( f \in S_c(\mu, \nu) \) and its conjugate \( f^c \) are trivial have a special underlying geometry. If \( f \) is constant on \( \text{supp}(\mu) \) and \( f^c \) is constant on \( \text{supp}(\nu) \), then the optimality condition \( f(x) + f^c(y) = c(x, y) \) for points \( (x, y) \) on the support of any optimal transport plan \( \pi \) implies that \( c \) is constant on \( \text{supp}(\pi) \), i.e., all points are transported with the same cost. For an example, consider radially symmetric costs and uniform distributions \( \mu \) and \( \nu \) on centered Euclidean spheres of positive radius. For different radii, the measures are distinct and both Kantorovich potentials are trivial.

## 5 Examples

Elaborating the main result in Theorem 2.2, we focus in this section on concrete settings. The general setup requires Assumption (C) combined with (S1) or (S2) to hold. It remains to verify the Donsker properties for the function classes \( F_c \) and \( F^c \) which then leads to CLTs for the empirical OT cost.

### 5.1 Countable Discrete Spaces

Our general theory leads to CLTs for the OT cost on countable discrete spaces \( X \) and \( Y \) equipped with discrete topology. More precisely, for a non-negative cost function
c: X × Y → R_+ bounded by some constant |c|_∞ < ∞. Assumptions (C) and (S1) hold trivially. To prove that the function class F_c is μ-Donsker, we define F_c 1_x as the restriction of F_c to a fixed element x ∈ X. Notably, each element in the latter function class is bounded by |c|_∞ and we obtain

\[ \mathbb{E} \left[ |\sqrt{n} (\hat{\mu}_n - \mu) | \right] \leq \sqrt{\mathbb{E} (\|x\|_\infty) \sqrt{\mu(x)}}. \]

According to (Van der Vaart & Wellner, 1996, Theorem 2.10.24), we deduce that the function class F_c is μ-Donsker if

\[ \sum_{x \in X} \sqrt{\mu(x)} < \infty \]  

(5.1)

which is the celebrated Borisov-Dudley-Durst condition (Dudley, 2014). Similarly, the function class F_c is ν-Donsker if \( \sum_{y \in Y} \sqrt{\nu(y)} < \infty \).

**Corollary 5.1** (Countable discrete spaces, Tameling et al., 2019). Let X and Y be countable discrete spaces and c: X × Y → R_+ a bounded cost function. Consider probability measures \( \mu \in \mathcal{P}(X) \) and \( \nu \in \mathcal{P}(Y) \). If \( \mu \) fulfills the Borisov-Dudley-Durst condition (5.1), then the CLT in (2.1a) is valid. If \( \nu \) fulfills (5.1), then (2.1b) holds. In case both \( \mu \) and \( \nu \) fulfill (5.1), then (2.1c) holds.

### 5.2 The One-dimensional Euclidean Space

From Theorem 2.2 we immediately derive CLTs for the empirical OT cost between probability measures supported on the real line \( \mathbb{R} \) and sufficiently regular cost function. The proofs require the notion of covering and metric entropy for a real-valued function class \( F \) defined on \( \mathbb{R} \) as introduced in the notation. Based on metric entropy bounds, empirical process theory provides tools to assess if a given function class is \( \mu \)-Donsker or even universal Donsker (Van der Vaart & Wellner, 1996, Section 2.5). We first focus on the real line.

**Theorem 5.2** (d = 1). Consider the Euclidean space \( \mathbb{R} \) with cost \( c: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}_+ \) assumed to be bounded and \( (\alpha, L) \)-Hölder for \( \alpha \in (1/2, 1] \) and \( L \geq 0 \), i.e.,

\[ |c(x, y) - c(x', y')| \leq L (|x - x'|^\alpha + |y - y'|^\alpha) \quad \forall x, x', y, y' \in \mathbb{R}. \]  

(5.2)

If the probability measure \( \mu \in \mathcal{P}(\mathbb{R}) \) fulfills

\[ \sum_{k \in \mathbb{Z}} \sqrt{\mu([k, k+1])} < \infty, \]  

(5.3)

then the CLT in (2.1a) is valid. If \( \nu \in \mathcal{P}(\mathbb{R}) \) fulfills (5.3), then (2.1b) holds. In case both \( \mu \) and \( \nu \) fulfill (5.3), then (2.1c) holds.

**Proof.** By the assumptions imposed on the cost and since the setting focuses on the real line \( \mathbb{R} \), the Assumptions (C) and (S1) hold. Based on Theorem 2.2 it remains to prove the Donsker properties of the function classes \( F_c \) and \( F_c \) in this case. By Lemma A.2 (i), the function classes \( F_c \) and \( F_c \) are both contained in the class of uniformly bounded \( (\alpha, L) \)-Hölder functions on \( \mathbb{R} \). According to Van der Vaart & Wellner (1996, Example 2.10.25) with \( M_k = L \) for all \( k \in \mathbb{Z} \) this class is \( \mu \)-Donsker if (5.3) is fulfilled. \( \square \)

**Example 5.3** (Costs \( c(x, y) = h(x - y) \), d = 1). To demonstrate a few consequences of Theorem 5.2, suppose the cost is equal to \( c(x, y) = h(x - y) \) on \( \mathbb{R} \) for a suitable function \( h: \mathbb{R} \rightarrow \mathbb{R}_+ \) with \( \alpha > 1/2 \)
and $L > 0$ condition (5.2) is satisfied. Hence for $\mu, \nu \in \mathcal{P}(\mathbb{R})$ that fulfill condition (5.3) Theorem 5.2 yields CLTs for the empirical OT cost. This setting encompasses, e.g., thresholded costs $c_{p,T}(x, y) = \min(|x - y|^p, T)$ for $p > 1$ and $T > 0$. Notably, for $p = T = 1$, the function class $\mathcal{F}_c$ coincides by Kantorovich-Rubinstein duality with $\text{BL}_1(\mathbb{R})$, the class of 1-Lipschitz functions uniformly bounded by one, for which condition (5.3) is necessary and sufficient in order to be $\mu$-Donsker (Giné & Zinn 1986, Theorem 1). For this case it holds for $n \to \infty$ that
\[
\sqrt{n} \text{OT}_{c_{1,1}}(\hat{\mu}_n, \mu) \xrightarrow{D} \sup_{f \in \text{BL}_1(\mathbb{R})} \mathbb{G}_\mu(f),
\]
where the limit distribution only degenerates if $\mu$ is a Dirac measure.

When the probability measures $\mu, \nu$ are compactly supported, the summability condition (5.3) is trivially fulfilled and by restricting to the support of the probability measures it suffices that $h$ is only locally $\alpha$-Hölder for $\alpha \in (1/2, 1]$. This provides for costs $c(x, y) = |x - y|^p$ with $p > 1/2$ novel CLTs for the empirical OT cost. In particular, if the support of $\mu$ is disconnected, then Staudt et al. (2021) Lemma 11 assert existence of non-trivial potentials for $S_c(\mu, \mu)$ which implies the resulting limit distribution of $\sqrt{n} \text{OT}_c(\hat{\mu}_n, \mu)$ to be non-degenerate (Theorem 4.2). In contrast, if $\text{supp}(\mu)$ is the closure of an open connected set for $p > 1$ Kantorovich potentials $S_c(\mu, \mu)$ are unique (Staudt et al. 2021 Corollary 2) and trivial and thus the respective limit distribution degenerates, indicating a faster convergence rate (see e.g. for $p = 2$ the CLT by del Barrio et al. (2005), which requires additional regularity assumptions on a density of $\mu$ and scaling by $n$).

**Example 5.4** (Kantorovich-Rubinstein duality). For Euclidean costs $c(x, y) = |x - y|$ and a compactly supported probability measure $\mu$ set $X = Y = \text{supp}(\mu) \subseteq \mathbb{R}$. Then, the set $\mathcal{F}_c = S_1(\mu, \mu) = \text{Lip}_1(X)$ consists of 1-Lipschitz functions on $X$ which are absolutely bounded by the diameter of $X$. In particular, we obtain for $n \to \infty$ that
\[
\sqrt{n} \text{OT}_1(\hat{\mu}_n, \mu) \xrightarrow{D} \sup_{f \in \text{Lip}(X)} \mathbb{G}_\mu(f).
\]

The approach presented here is based on the dual formulation of the OT cost. Using the primal perspective, which provides for $p = 1$ an explicit formula for $\text{OT}_1(\cdot, \cdot)$, del Barrio et al. (1999) derived a CLT that also holds for $\mu$ with non-compact support (see also Mason 2010). If $F_\mu$ denotes the cumulative distribution function of $\mu$ such that
\[
\int_{-\infty}^{\infty} \sqrt{F_\mu(t)}(1 - F_\mu(t)) \, dt < \infty,
\]
then, for $B_\mu(t) = \mathbb{B}(F_\mu(t))$ with $\mathbb{B}(t)$ a standard Brownian bridge and $n \to \infty$, it holds
\[
\sqrt{n} \text{OT}_1(\hat{\mu}_n, \mu) \xrightarrow{D} \int_{-\infty}^{\infty} |B_\mu(t)| \, dt. \tag{5.4}
\]

Indeed, by suitably coupling the Gaussian processes $\mathbb{G}_\mu$ and $B_\mu$ and approximating the respective random element in terms of an unsigned measure, an application of Fubini’s theorem shows for compactly supported $\mu$ with $X = \text{supp}(\mu)$ that
\[
\int_{-\infty}^{\infty} |B_\mu(t)| \, dt \xrightarrow{D} \sup_{f \in \text{Lip}(X)} \mathbb{G}_\mu(f).
\]

### 5.3 The Two- and Three-dimensional Euclidean Space

Theorem 2.2 also characterizes the limit law for the empirical OT cost beyond the real line. For Euclidean spaces with dimension $d = 2$ or $d = 3$ we obtain the following novel results.
**Theorem 5.5** (d = 2, 3). Consider the Euclidean space $\mathbb{R}^d$ for $d = 2$ or $d = 3$ with cost $c: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$, assumed to be bounded and L-Lipschitz. Further, suppose there exists some $\Lambda > 0$ such that for all $k \in \mathbb{Z}^d$ there exist $x_k, y_k \in [k, k + 1)$ such that
\[
\begin{align*}
c(\cdot, y) - \Lambda|\cdot - x_k|^2 & \text{ is concave on } [k, k + 1) \text{ for all } y \in \mathbb{R}^d, \\
c(x, \cdot) - \Lambda|\cdot - y_k|^2 & \text{ is concave on } [k, k + 1) \text{ for all } x \in \mathbb{R}^d.
\end{align*}
\] (5.5)

If the probability measure $\mu \in \mathcal{P}(\mathbb{R}^d)$ fulfills
\[
\sum_{k \in \mathbb{Z}^d} \sqrt{\mu([k, k + 1))} < \infty,
\] (5.6)
then the CLT in (2.1a) is valid. If $\nu \in \mathcal{P}(\mathbb{R}^d)$ fulfills (5.6), then (2.1b) holds. In case both $\mu$ and $\nu$ fulfill (5.6), then (2.1c) holds.

**Proof.** By the assumptions imposed on the cost and since the setting focuses on the Euclidean space $\mathbb{R}^d$, the Assumptions (C) and (S1) hold. Based on the main Theorem 2.2 it remains to prove the Donsker properties of the function classes $\mathcal{F}_c$ and $\mathcal{F}_c^c$ in this case. For a convex bounded set $\Omega \subseteq \mathbb{R}^d$ and constants $K, L > 0$, let $\mathcal{C}_{K,L}(\Omega)$ be the class of concave L-Lipschitz functions which are absolutely bounded by $K$. In order to prove that $\mathcal{F}_c$ is $\mu$-Donsker if (5.6) holds, we employ Van der Vaart & Wellner (1996, Theorem 2.10.24). To this end, consider a partition $\mathbb{R}^d = \bigcup_{k \in \mathbb{Z}^d} [k, k + 1)$ and define the function class $\mathcal{F}_{c,k} := \mathcal{F}_c \cdot ([k, k + 1))$. We first verify that each class $\mathcal{F}_{c,k}$ is $\mu$-Donsker. First note for $k \in \mathbb{Z}^d$ and any element $f \in \mathcal{F}_c$ that $f(\cdot) - \Lambda|\cdot - x_k|^2$ is bounded, Lipschitz and concave on $[k, k + 1)$ (see Lemma A.2 (ii)). More precisely, for any $f \in \mathcal{F}_c$ and since $x_k \in [k, k + 1)$ it follows
\[
(f(\cdot) - \Lambda|\cdot - x_k|^2)_{\cdot k,k+1} \in \mathcal{C}_{\kappa, l}([k,k+1))
\]
with $\kappa := (|\cdot|_\infty + Ad)$ and $l = (L + 2Ad)$. According to Bronshtein (1976, Theorem 63) we conclude for $\varepsilon > 0$ sufficiently small
\[
\log \left( \mathcal{N}(\varepsilon, \mathcal{F}_{c,k}, |\cdot|_\infty) \right) \leq \log \left( \mathcal{N}(\varepsilon, \mathcal{C}_{\kappa, l}([k,k+1)), |\cdot|_\infty([k,k+1))) \right) \lesssim_{\kappa, l, d} \varepsilon^{-d/2}.
\]
Note that the function class $\mathcal{F}_{c,k}$ has envelope function $F_{c,k}(\cdot) := |\cdot|_\infty \mathbb{1}_{[k,k+1)}(\cdot)$. Furthermore, an $\varepsilon |\cdot|_\infty$-covering $\{f_1, \ldots, f_N\}$ of $\mathcal{F}_{c,k}$ with respect to $|\cdot|_\infty$ defines for any finitely supported probability measure $\gamma \in \mathcal{P}(\mathbb{R}^d)$ with $\|F_{c,k}\|_{2,\gamma} > 0$ an $\varepsilon \|F_{c,k}\|_{2,\gamma}$-covering for $\mathcal{F}_{c,k}$ with respect to $|\cdot|_{2,\gamma}$. Indeed, for $f \in \mathcal{F}_{c,k}$ pick $f_i$ such that $\|f - f_i\|_\infty < \varepsilon |\cdot|_\infty$ which yields
\[
\|f - f_i\|_{2,\gamma} \leq \sqrt{\int_{[k,k+1)} c^2 |\cdot|_\infty d\gamma} = \varepsilon |\cdot|_\infty \sqrt{\gamma([k,k+1))} = \varepsilon \|F_{c,k}\|_{2,\gamma}.
\]
Hence, we conclude for any finitely supported $\gamma \in \mathcal{P}(\mathbb{R}^d)$ with $\|F_{c,k}\|_{2,\gamma} > 0$ and sufficiently small $\varepsilon$ that
\[
\log \left( \mathcal{N}(\varepsilon \|F_{c,k}\|_{2,\gamma}, \mathcal{F}_{c,k}, |\cdot|_{2,\gamma}) \right) \leq \log \left( \mathcal{N}(\varepsilon |\cdot|_\infty, \mathcal{F}_{c,k}, |\cdot|_{\infty}) \right) \lesssim_{\kappa, l, d} \varepsilon^{-d/2}.
\]

This refers to the cost function being (1, L)-Hölder, recall 5.2.

The work by Bronshtein (1976) in fact only provides metric entropy bounds for convex bounded Lipschitz functions on a cube but of course they remain valid for concave functions.
After taking square roots the latter bound is integrable around zero for $d \leq 3$ which yields the $\mu$-Donsker property for $\mathcal{F}_{c,k}$ (Van der Vaart & Wellner [1996, Theorem 2.5.2]). The $\mu$-Donsker property of the whole $\mathcal{F}_c$ now follows if
\begin{equation}
\sup_{n \in \mathbb{N}} \sum_{k \in \mathbb{Z}^d} \mathbb{E} \left[ \sqrt{n} (\hat{\mu}_n - \mu) \right] < \infty.
\end{equation}

By standard chaining arguments each individual summand can be bounded by
\begin{align*}
\mathbb{E} \left[ \sqrt{n} (\hat{\mu}_n - \mu) \right] &\leq \int_0^1 \sup_{\gamma} \sqrt{1 + \log \left( N(\varepsilon \| \mathcal{F}_{c,k} \|_2, \mathcal{F}_{c,k}, \gamma) \right)} \, d\varepsilon \| \mathcal{F}_{c,k} \|_{2,\mu} \\
&\leq \int_0^1 \sqrt{1 + \log \left( N(\varepsilon \| c \|_{\infty}, \mathcal{F}_{c,k}, \| c \|_{\infty}) \right)} \, d\varepsilon \| \mathcal{F}_{c,k} \|_{2,\mu} \\
&\lesssim_{n,l,d} \int_0^1 \varepsilon^{-d/4} \, d\varepsilon \| \mathcal{F}_{c,k} \|_{2,\mu} \lesssim_d \| \mathcal{F}_{c,k} \|_{2,\mu} = \| c \|_{\infty} \sqrt{\mu([k,k+1])}.
\end{align*}

Herein, the supremum runs over all finitely supported probability measures over $\mathbb{R}^d$ which leads to the claimed upper bound by our previous arguments. Summing over $k \in \mathbb{Z}^d$ and provided $\mu$ fulfills (5.6) yields (5.7). \hfill \Box

The summability constraints (5.3) and (5.6) are reminiscent of the Borisov-Dudley-Durst condition (5.1). Indeed, they naturally appear by partitioning the Euclidean space $\mathbb{R}^d = \bigcup_{k \in \mathbb{Z}^d} [k,k+1)$ and controlling the empirical process indexed over the respective function class restricted to individual partitions (Van der Vaart & Wellner [1996, Theorem 2.10.24]). For the latter, the proof of Theorem 5.5 exploits well-known metric entropy bounds for the class of $\alpha$-Hölder and concave, Lipschitz functions, respectively. Notably, crucial to CLTs for dimension $d = 2, 3$ is condition (5.5) that enables suitable upper bounds for the metric entropy of $\mathcal{F}_c$ and $\mathcal{F}_c^c$.

**Remark 5.6 (On the assumptions).** A few words regarding the required assumptions for the CLTs of this subsection are in order.

(i) The partition of $\mathbb{R}^d = \bigcup_{k \in \mathbb{Z}^d} [k,k+1)$ by regular cubes is arbitrary and any partition of convex, bounded sets $I_k \subset \mathbb{R}^d$ with non-empty interior such that $\sup_k \text{diam}(I_k) < \infty$ serves to derive the same conclusion.

(ii) Condition (5.5) is fulfilled if the cost function is twice continuously differentiable in both components with a uniform bound $K > 0$ on the Eigenvalues of its Hessian. In this setting the bound from (5.5) is valid for $\Lambda = K/2$.

(iii) The summability constraints (5.3) and (5.6) are well-known in the context of empirical process theory (Van der Vaart & Wellner [1996, Section 2.10.4]). A sufficient condition is given in terms of finite moments $\mathbb{E} \left[ \| X \|^{2d+\delta}_{\infty} \right] < \infty$ for some $\delta > 0$ since
\begin{align*}
\sum_{k \in \mathbb{Z}^d} \sqrt{\mu([k,k+1])} \lesssim 2^d \sum_{n=1} \sqrt{n^{2d-2} \mathbb{P}(\| X \|_{\infty} \geq n)} \lesssim 2^d \sum_{n=1} \sqrt{\mathbb{E}\left[ \| X \|^{2d+\delta}_{\infty} \right]} \sum_{n=1} \frac{n^{-\left(1+\delta/2\right)}}{n},
\end{align*}
where the latter inequality follows by Markov’s inequality. Notably, for compactly supported measures the condition is vacuous.

**Example 5.7 (Costs $c(x, y) = h(x - y)$, $d = 2, 3$).** Let us provide a few consequences of Theorem 5.5 by taking costs $c(x, y) = h(x - y)$ for some suitable function $h: \mathbb{R}^d \to [0, \infty)$ with $d \in \{2, 3\}$. If $h$ is a bounded and twice continuously differentiable function with
uniformly bounded first and second derivatives, then the required conditions on the cost in Theorem 5.5 are fulfilled. Moreover, since the pointwise minimum of bounded, Lipschitz, semi-concave functions with bounded modulus also exhibits these properties, we find that Theorem 5.5 also covers thresholded costs \( c_p, T(x, y) = \min(\|x - y\|^p, T) \) for \( p \geq 2 \) and \( T > 0 \). Costs for the canonical flat torus \( \tilde{c}(x, y) = \min_{z \in \mathbb{R}^d} h(x - y - z) \), which have been considered by González-Delgado et al. (2021) for \( h(x) = \|x\|^2 \), also fulfill these conditions. For these cases, Theorem 5.5 provides novel CLTs for \( \mu, \nu \in \mathcal{P}(\mathbb{R}^d) \) if the summability constraint (5.6) is satisfied. Moreover, if \( \mu \) and \( \nu \) are both compactly supported, condition (5.6) is vacuous and it suffices that \( h \) is twice continuously differentiable, hence, our theory encompasses \( c(x, y) = \|x - y\|^p \) with \( p \geq 2 \).

In view of Section 3, the resulting limit distributions typically do not degenerate for \( \mu \neq \nu \) since triviality of Kantorovich potentials is linked to the underlying geometry of the corresponding measures’ supports (Theorem 4.4) and appears to be limited to exotic settings. In contrast, under \( \mu = \nu \) constant potentials do exist if \( h(0) = 0 \) (Corollary 4.6) and degeneracy of the distributional limits depends on whether the Kantorovich potentials are unique. Indeed, if \( \text{supp}(\mu) \) is the closure of a connected open set, then uniqueness holds (Staudt et al., 2021 Corollary 2) and the convergence rate of the empirical OT cost is strictly faster than \( n^{-1/2} \). Notably, this in line with results by Ajtai et al. (1984) and Ledoux (2019) stating that the uniform distribution \( \mu = \text{Unif}([0, 1]^d) \) fulfills \( \mathbb{E} [\text{OT}_p(\tilde{\mu}, \nu)] = o(n^{-1/2}) \) for \( d \leq 3 \) and \( p \geq 2 \). However, if \( \text{supp}(\mu) \) is disconnected and those components are cost-separated, then non-trivial Kantorovich potentials also exist (Staudt et al., 2021 Lemma 11) leading to non-degenerate limit laws.

### 5.4 The \( d \)-dimensional Euclidean Space for \( d \geq 4 \)

Beyond the low dimensional setting \( d \leq 3 \) treated so far, CLTs centered by the population quantity cannot hold in generality for \( d \geq 5 \) and remain a delicate issue for \( d = 4 \). For instance, under squared Euclidean costs \( c(x, y) = \|x - y\|^2 \) and \( \mu = \text{Unif}([a, a + 1]) \), \( \nu = \text{Unif}([b, b + 1]) \) for \( a, b \in \mathbb{R}^d \) the OT plan between \( \mu \) and \( \nu \) is given by \((\text{id}, \text{id} + b - a)\#\mu\) which implies according to Manole et al. (2021 Theorem 6) that

\[
\mathbb{E} [\text{OT}_2(\tilde{\mu}_n, \nu)] - \text{OT}_2(\mu, \nu) = \mathbb{E} [\text{OT}_2(\tilde{\mu}_n, \mu)].
\]

For \( d \geq 3 \) it is known by Ledoux (2019) that \( \mathbb{E} [\text{OT}_2(\tilde{\mu}_n, \mu)] \asymp n^{-2/d} \). Recalling the CLT by del Barrio & Loubes (2019) in (1.5) this implies the random sequence

\[
\sqrt{n}(\text{OT}_2(\tilde{\mu}_n, \nu) - \text{OT}_2(\mu, \nu)) \approx \sqrt{n}(\text{OT}_2(\tilde{\mu}_n, \nu) - \mathbb{E} [\text{OT}_2(\tilde{\mu}_n, \nu)]) + \sqrt{n}\mathbb{E} [\text{OT}_2(\tilde{\mu}_n, \mu)]
\]

to be tight for \( d = 4 \) and to diverge almost surely to \( \infty \) for \( d \geq 5 \). In conjunction with Goldman & Trevisan (2021 Theorem 6.2) who prove \( \lim_{n \to \infty} \sqrt{n}\mathbb{E} [\text{OT}_2(\tilde{\mu}_n, \mu)] = K \) under \( d = 4 \) for some positive constant \( K > 0 \), it thus follows from (1.5) for \( n \to \infty \) that

\[
\sqrt{n}(\text{OT}_2(\tilde{\mu}_n, \nu) - \text{OT}_2(\mu, \nu)) \xrightarrow{D} Z \sim N(K, \text{Var}_{\text{X} - \mu}[f(X)]),
\]

where \( f \in \mathcal{S}_c(\mu, \nu) \) is a Kantorovich potential between \( \mu \) and \( \nu \). Notably, in this setting the Kantorovich potential is unique (recall Definition 3.1) and also trivial if and only if \( \mu = \nu \) (or equivalently if \( a = b \)).

---

\[\text{For costs } c(x, y): \mathcal{X} \times \mathcal{X} \to \mathbb{R}, \text{ with } c(x, x) = 0 \text{ two subsets } \mathcal{X}_1, \mathcal{X}_2 \subseteq \mathcal{X} \text{ are said to be cost-separated if } \inf_{x \in \mathcal{X}_1, y \in \mathcal{X}_2} \min(c(x, y), c(y, x)) > 0.\]
In view of Theorem 3.2, the previous example also highlights that the function class \( F_c \) is not \( \mu \)-Donsker for \( d \geq 4 \), since otherwise a centered tight normal limit would result. In particular, the CLT in (5.8) resembles the first asymptotic distributional limit for the empirical squared 2-Wasserstein distance for \( d = 4 \) where the centering is given by the population quantity. An exception concerning the Donsker property of \( F_c \) in the high-dimensional regime occurs for different probability measures if one of them is supported on a sufficiently low-dimensional space as will be detailed in the next subsection.

5.5 Empirical Optimal Transport under Lower Complexity Adaptation

In this section, we highlight our CLTs for empirical OT in view of the recently discovered lower complexity adaptation principle (Hundrieser et al., 2022). It states that statistical rates to estimate the empirical OT cost between two different probability measures \( \mu \) and \( \nu \) are driven by the less complex measure, e.g., the one with lower dimensional support. In light of this principle, we emphasize that our CLTs extend beyond the low-dimensional Euclidean case provided that at least one measure has some low-dimensional compact support. The main result relies on the observation that the uniform metric entropies for \( F_c \) and \( F_c^c \) coincide in such settings (Hundrieser et al., 2022, Lemma 2.1). Hence, under suitable bounds on the uniform metric entropy for only one of the function classes \( F_c \) or \( F_c^c \), it follows that both are universal Donsker (Definition 2.1).

The following result makes use of this observation and is specifically tailored to settings where \( X \) has low intrinsic dimension which allows the complexity of \( F_c \) to be suitably controlled such that it is universal Donsker. To formalize this, we consider the setting where \( X \) is a finite set or a compact submanifold of \( \mathbb{R}^d \) (see Lee 2013 for comprehensive treatment) with sufficiently small intrinsic dimension. Notably, the first setting covers semi-discrete OT (Aurenhammer et al., 1998; Mérigot, 2011; Hartmann & Schuhmacher, 2020), i.e., where one of the probability measures is assumed to be finitely supported. Then, under suitable assumptions on the cost function the uniform metric entropy of \( F_c \) is suitably bounded which enables CLTs for the empirical OT cost.

**Theorem 5.8 (Semi-discrete).** Let \( X \) be a finite set equipped with discrete topology, let \( Y \) be Polish space and consider a bounded and continuous cost function \( c: X \times Y \to \mathbb{R}_+ \). Then, for arbitrary \( \mu \in \mathcal{P}(X), \nu \in \mathcal{P}(Y) \) the weak limits from (2.1) hold.

**Remark 5.9 (Limit distribution for semi-discrete OT).** We comment on structural properties of the limit distribution underlying Theorem 5.8. When the support of \( \nu \) is connected (and the cost function is continuous), then Kantorovich potentials are unique (Staudt et al., 2021, Example 3). Hence, in this setting the corresponding weak limit is always centered normal. Even if the support of \( \nu \) is not connected, under a suitable non-degeneracy condition of the OT plan Kantorovich potentials still remain unique. Hence, under uniqueness of Kantorovich potentials, Theorem 4.4 serves as a sharp statement for the degeneracy of the limit distribution (Remark 4.5). In particular, this shows \( S_c(\mu, \nu) \) to be trivial only under certain geometrical configurations, whereas \( S_c^c(\mu, \nu) \) to be generically non-trivial.

Let us also point out that, parallel and independently to this work, del Barrio et al. (2022) recently also obtained a CLT for the empirical OT cost in the semi-discrete framework for unbounded cost functions. In their setting, our triviality statements on Kantorovich potentials (Theorem 4.4) and degeneracy results for the corresponding limit laws also apply since for semi-discrete OT the Kantorovich potentials are always continuous (as a finite minimum over continuous functions).
Theorem 5.10 (Manifolds). Let $\mathcal{X}$ be an $s$-dimensional smooth compact submanifold of $\mathbb{R}^d$ with $s \leq \min(3,d)$, let $\mathcal{Y} \subseteq \mathbb{R}^d$ be compact and consider a continuous cost function $c: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$. Suppose one of the following two settings.

(i) $s = 1$ and $c$ is locally $\alpha$-Hölder for $\alpha \in (1/2,1]$.

(ii) $s = 2$ or $s = 3$ and $c$ is twice continuously differentiable.

Then, for arbitrary $\mu \in \mathcal{P}(\mathcal{X}), \nu \in \mathcal{P}(\mathcal{Y})$ the weak limits from (2.1) hold.

Proofs for Theorems 5.8 and 5.10. Note that Assumptions (C) and (S2) are fulfilled for both settings. By Section 3.1, Lemma A.4 and Lemma A.3 in [Hundrieser et al. 2022] for all three cases, respectively, it follows for $\varepsilon > 0$ sufficiently small that

$$
\log \mathcal{N}(\varepsilon, \mathcal{F}_c, \| \cdot \|_\infty) \leq \begin{cases} 
\log \left(\left\lceil \varepsilon^{-1} \right\rceil\right) & \text{for Theorem 5.8} \\
\varepsilon^{-sf/\alpha} & \text{for setting (i) in Theorem 5.10} \\
\varepsilon^{-sf/2} & \text{for setting (ii) in Theorem 5.10}
\end{cases}
$$

Moreover, by [Hundrieser et al. 2022] Lemma 2.1 it holds for any $\varepsilon > 0$ that

$$
\mathcal{N}(\varepsilon, \mathcal{F}_c^\varepsilon, \| \cdot \|_\infty) = \mathcal{N}(\varepsilon, \mathcal{F}_c^\varepsilon, \| \cdot \|_\infty),
$$

which implies that identical bounds on the uniform metric entropy of $\mathcal{F}_c^\varepsilon$ hold for all settings. Since the square root of the uniform metric entropy is for all settings integrable with respect to $\varepsilon > 0$ near zero, it follows by [Van der Vaart & Wellner 1996] Theorem 2.5.2 that both $\mathcal{F}_c$ and $\mathcal{F}_c^\varepsilon$ are universal Donsker. We thus conclude from Theorem 2.2 the CLTs for the empirical OT cost (2.1) for arbitrary probability measures $\mu \in \mathcal{P}(\mathcal{X}), \nu \in \mathcal{P}(\mathcal{Y})$.

We emphasize that in contrast to previous CLTs from previous Subsections, no summability conditions are necessary in Theorems 5.8 and 5.10 for $\mu$ and $\nu$. Additionally, let us point out that [Hundrieser et al. 2022] also provide uniform metric entropy bounds for $\mathcal{F}_c$ under more general ground spaces $\mathcal{X}$, such as metric spaces or parametrized surfaces with low intrinsic dimension, as well as $\alpha$-Hölder costs of smoothness degree $\alpha \in (1,2]$. As long as the integrability condition by [Van der Vaart & Wellner 1996] Theorem 2.5.2 for $\varepsilon > 0$ near zero is fulfilled, these bounds can also be employed for the derivation of CLTs of the empirical OT cost in even more general settings.

Remark 5.11 (Wasserstein distance in high-dimensional spaces). As a consequence of Theorems 5.8 and 5.10 we obtain CLTs for the empirical Wasserstein distance, i.e., for the Euclidean cost function $c(x,y) = \|x - y\|^p$ for $p \geq 1$ even beyond $d \leq 3$ as long as both $\mu$ and $\nu$ have bounded support and one of them is sufficiently low dimensional. More precisely, if $\mu$ is supported on a finite set or on an $s$-dimensional compact submanifold with $s = 1$ and $p \geq 1$, or in case $s \in \{2,3\}$ and $p \geq 2$, our asymptotic results from (2.1) remain valid. Notably, for the latter case the asymptotic results still hold for any $p \in [1,2]$ if $\text{supp}(\nu)$ is disjoint from $\text{supp}(\mu)$. Indeed, in this setting one can extend the cost function $c_{\Sigma}$ for $\Sigma = \bigcup \text{supp}(\mu) \times \text{supp}(\nu)$ in a smooth manner to $\mathbb{R}^{2d}$, e.g., by the extension theorem of [Whitney 1934], without altering the population and empirical OT cost.

In particular, under $s < d$ it follows by Corollary 4.7 (ii) that $S_c^m(\mu,\nu)$, i.e., the set of Kantorovich potentials corresponding to $\nu$ is not trivial if $\text{supp}(\nu)$ has non-empty interior. Hence, for $s$ sufficiently small when replacing the measure $\nu$ by its empirical measure $\hat{\nu}_m$ the limit laws do not degenerate. When instead replacing $\mu$ by $\hat{\mu}_m$, the limit law could indeed degenerate although this is rather the exception than the rule (see Theorem 4.4).

We recall Figure 1 (a), for an example where all Kantorovich potentials $S_c(\mu,\nu)$ are trivial, whereas $S_c^m(\mu,\nu)$ is not.
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### A Appendix

**Omitted proofs for Section 4**

*Proof of Equation (4.2).* We prove this equivalence under the assumption of a continuous cost function $c$ and a finite value $\text{OT}_c(\mu, \nu) < \infty$. We set $h = \inf_{x' \in \text{supp}(\mu)} c(x', \cdot)$, which is upper semi-continuous as an infimum of continuous functions.

If $\mu \in P_c(\nu)$ with a corresponding coupling $\pi \in \Pi(\mu, \nu)$ in (4.1), then it follows that

$$
\text{OT}_c(\mu, \nu) \leq \int_{\mathcal{X} \times \mathcal{Y}} c(x, y) \, d\pi(x, y) = \int_{\mathcal{Y}} h(y) \, d\nu(y) \leq \text{OT}_c(\mu, \nu),
$$
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where the final step relies on the fact that \( h(y) \leq c(x, y) \) for all \((x, y) \in \text{supp}(\mu) \times \text{supp}(\nu)\). In particular, \(\pi\) is an OT plan. Conversely, let the right hand side of (4.2) be satisfied with an OT plan \(\pi \in \Pi(\mu, \nu)\). Then
\[
0 \leq \text{OT}_c(\mu, \nu) = \int_{\mathcal{X} \times \mathcal{Y}} c(x, y) \, d\pi(x, y) = \int_{\mathcal{Y}} h(y) \, d\pi(x, y) < \infty.
\]
Since \(h(y) \leq c(x, y)\), this equation implies that equality of the integrands holds \(\pi\)-almost surely, and thus at least in a dense subset \(A \subset \text{supp}(\pi)\). For any \((x, y) \in \text{supp}(\pi)\), choose a converging sequence \((x_n, y_n)_n \subset A\). Then, via continuity of \(c\) and semi-continuity of \(h\),
\[
h(y) \leq c(x, y) = \lim_{n \to \infty} c(x_n, y_n) = \lim_{n \to \infty} h(y_n) \leq h(y),
\]
establishing \(h(y) = c(x, y)\) for all \((x, y) \in \text{supp}(\pi)\). This implies \(\mu \in P_c(\nu)\).

**Proof of Theorem 4.4.** According to Lemma 3 in [Staudt et al. 2021](#), trivial Kantorovich potentials exist if and only if trivial Kantorovich potentials exist in the formally restricted problem where \(\mathcal{X}\) is replaced by the support of \(\mu\) and \(\mathcal{Y}\) is replaced by the support of \(\nu\). We can therefore assume \(\mathcal{X} = \text{supp}(\mu)\) and \(\mathcal{Y} = \text{supp}(\nu)\).

Let \(f\) be a trivial Kantorovich potential and \(\pi \in \Pi(\mu, \nu)\) be an OT plan. By Lemma A.1, the Kantorovich potential \(f\) is continuous and we can assume that \(f \equiv a\) on \(\text{supp}(\mu)\) for some \(a \in \mathbb{R}\). Then, for each \((x, y) \in \text{supp}(\pi)\), it holds that \(f^c(y) = c(x, y) - a\). Therefore,
\[
c(x, y) = f^c(y) + a = \inf_{x' \in \text{supp}(\mu)} c(x', y),
\]
which establishes relation (4.1) and shows \(\mu \in P_c(\nu)\). Conversely, assume that (4.1) holds for some \(\pi \in \Pi(\mu, \nu)\). Setting \(f \equiv 0\), we observe that
\[
f(x) + f^c(y) = \inf_{x' \in \text{supp}(\mu)} c(x', y) = c(x, y) \quad \text{for all } (x, y) \in \text{supp}(\pi).
\]
According to standard OT theory (Santambrogio 2015), this equality also holds if \(f\) is replaced by the \(c\)-concave function \(f^c \geq f\), which implies that \(f^c \in S_c(\mu, \nu)\) is a Kantorovich potential (up to a suitable additive constant). Since \(f^c(x) = c(x, y) - f^c(y) = f(x) = 0\) on the set \(\{x : (x, y) \in \text{supp}(\pi)\}\), which has full \(\mu\)-measure, \(f^c\) is trivial.

**Proof of Corollary 4.6.** Under condition (i), we find that \(\pi = (\text{id}, \text{id}) \# \mu \in \Pi(\mu, \nu)\) satisfies \(4.1\), implying \(\mu \in P_c(\nu)\). If condition (ii) holds, the right hand side of (4.2) can easily be established since \(\pi = (\mu, \text{id}) \# \nu \in \Pi(\mu, \nu)\) is optimal. In both cases, the claim then follows by Theorem 4.4.

**Proof of Corollary 4.7.** Due to Theorem 4.4, it is in all cases sufficient to show that \(\mu \notin P_c(\nu)\). Under condition (i), we find \(\text{OT}_c(\mu, \nu) > 0\). At the same time, \(\text{supp}(\nu) \subset \text{supp}(\mu)\) implies that the equality on the right hand side of (4.2) cannot hold.

We next note that \(A_\pi := \{x : (x, y) \in \text{supp}(\pi)\}\) is dense in \(\text{supp}(\mu)\) for any \(\pi \in \Pi(\mu, \nu)\). Under condition (ii), the set \(U := \text{int}(\text{supp}(\mu)) \setminus \text{supp}(\nu)\) is non-empty and open, since \(\text{supp}(\nu)\) is closed. Therefore, we find \(x \in U \cap A_\pi\) and \(y \in \text{supp}(\nu)\) with \((x, y) \in \text{supp}(\pi)\). Let \(u = x - y\). As \(U\) is open, there exists \(\varepsilon > 0\) small enough that \(x' := x - \varepsilon u \in U \subset \text{supp}(\mu)\). Then, employing the strict monotonicity of \(h\),
\[
c(x', y) = h(|x' - y|) = h((1 - \varepsilon)|x - y|) < h(|x - y|) = c(x, y)
\]
for \((x, y) \in \text{supp}(\pi)\) and \(x' \in \text{supp}(\mu)\), so \(\mu \notin P_c(\nu)\) follows by Definition 4.3.

Under condition (iii), let \(U := \text{supp}(\mu) \setminus \Gamma_c(\mu, \nu)\). For any coupling \(\pi \in \Pi(\mu, \nu)\), we use the density of \(A_\pi\) in \(\text{supp}(\mu)\) to find \(x \in U \cap A_\pi\), implying the existence of \(y \in \text{supp}(\nu)\) with \((x, y) \in \text{supp}(\pi)\). We conclude \(c(x, y) > \inf_{x' \in \text{supp}(\mu)} c(x', y)\), since \(x\) would otherwise be an element of \(\Gamma_c(\mu, \nu)\). By Definition 4.3, \(\mu \notin P_c(\nu)\) follows.
Regularity of Kantorovich Potentials

Assumptions imposed on the cost function \( c: \mathcal{X} \times \mathcal{Y} \to \mathbb{R}_+ \) translate to properties on the function class \( \mathcal{F}_c \) and its conjugate \( \mathcal{F}_c^\ast \). A simple observation is uniform boundedness of \( \mathcal{F}_c \) if the cost is non-negative and bounded. Indeed, for any \( f \in \mathcal{F}_c \) it holds that
\[
-|c|_\infty \leq \inf_{y \in \mathcal{Y}} c(x,y) - |c|_\infty \leq f(x) \leq \inf_{y \in \mathcal{Y}} c(x,y) \leq |c|_\infty
\]
and analogously for any \( f \in \mathcal{F}_c^\ast \). We summarize additional findings in this regard in the following two statements (see also Gangbo & McCann (1996); Villani (2008); Santambrogio (2015); Staudt et al. (2021) for further details).

**Lemma A.1** (Continuity of Kantorovich potentials). Consider Polish spaces \( \mathcal{X} \) and \( \mathcal{Y} \) and a cost function \( c: \mathcal{X} \times \mathcal{Y} \to \mathbb{R}_+ \) satisfying Assumption [C] combined with [S1] or [S2]. Then, Kantorovich potentials \( S_c(\mu,\nu) \) and \( S_c^\ast(\mu,\nu) \) are continuous on the supports \( \mu \) and \( \nu \), respectively.

**Proof.** Equicontinuity of the partially evaluated costs implies continuity of Kantorovich potentials since the modulus of continuity of a function class is preserved under pointwise infima or suprema (see Santambrogio (2015) Section 1.2, for details). This implies continuity of Kantorovich potentials on both \( \mathcal{X} \) and \( \mathcal{Y} \) under Assumption (S1), whereas under Assumption (S2) this only implies continuity on \( \mathcal{X} \). Moreover, under Assumption (S2) the space \( \mathcal{X} \) is compact, hence continuity of the costs asserts by Staudt et al. (2021) Lemma 2) continuity of Kantorovich potentials on the support of \( \nu \).

As particular instances where structural properties of the cost function are inherited to Kantorovich potentials, we focus on the setting of Hölder smoothness and semi-concavity.

**Lemma A.2.** Let \( \mathcal{X} \) and \( \mathcal{Y} \) be normed spaces.

(i) If for some \( \alpha \in (0,1] \) and \( L > 0 \) the cost \( c(\cdot,y) \) is \((\alpha,L)\)-Hölder as a function in \( x \) for all \( y \in \mathcal{Y} \), then any \( f \in \mathcal{F}_c \) is \((\alpha,L)\)-Hölder continuous.

(ii) If for some \( \lambda > 0 \) the cost \( c(\cdot,y) \) is \( \Lambda \)-semi-concave as a function in \( x \) for all \( y \in \mathcal{Y} \), then any \( f \in \mathcal{F}_c \) is \( \lambda \)-semi-concave.

Note that reversing the roles of \( x \) and \( y \) leads to analogous results for the conjugate function class \( \mathcal{F}_c^\ast \) if \( \{c(x,\cdot) \mid x \in \mathcal{X} \} \) is uniformly Hölder smooth or semi-concave.

**Proof.** Suppose \( c(\cdot,y) \) is \((\alpha,L)\)-Hölder continuous for any \( y \in \mathcal{Y} \). Then, it follows that
\[
f(x) = \inf_{y' \in \mathcal{Y}} c(x,y') - g(y') \leq c(x,y) - g(y) \leq c(x',y) - g(y) + L|x - x'|^\alpha.
\]

Taking the infimum on the right hand side with respect to \( y \) yields
\[
f(x) \leq f(x') + L|x - x'|^\alpha.
\]

Changing the roles of \( x \) and \( x' \) proves that \( |f(x) - f(x')| \leq L|x - x'|^\alpha \) for any \( f \in \mathcal{F}_c \).

Suppose that \( c(\cdot,y) \) is \( \Lambda \)-semi-concave, i.e., \( c(\cdot,y) - \Lambda \cdot |\cdot|^2 \) is concave for all \( y \in \mathcal{Y} \) as a function of \( x \). It then follows that
\[
f(tx + (1-t)x') - \Lambda |tx + (1-t)x'|^2 \geq t \left( \inf_{y \in \mathcal{Y}} c(x,y) - \Lambda |x|^2 - g(y) \right) + (1-t) \left( \inf_{y \in \mathcal{Y}} c(x',y) - \Lambda |x'|^2 - g(y) \right)
= t \left( f(x) - \Lambda |x|^2 \right) + (1-t) \left( f(x') - \Lambda |x'|^2 \right).
\]

Hence, any \( f \in \mathcal{F}_c \) is itself a \( \Lambda \)-semi-concave function. \( \square \)