Fractional edge charge of $e/2$ in interacting disordered graphene zigzag nanoribbon
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We numerically compute the density of states (DOS) of interacting disordered zigzag graphene nanoribbon (ZGNR) having midgap states showing $e/2$ fractional edge charges. The computed Hartree–Fock DOS is linear at the critical disorder strength where the gap vanishes. This implies an $I$-$V$ curve of $I \propto V^2$. Thus, $I$-$V$ curve measurement may yield evidence of fractional charges in interacting disordered ZGNR. We show that even a weak disorder potential acts as a singular perturbation on zigzag edge electronic states, producing drastic changes in the energy spectrum. Spin–charge separation and fractional charges play a key role in the reconstruction of edge antiferromagnetism. Our results show that an interacting disordered ZGNR is a topologically ordered Mott–Anderson insulator.

PACS numbers:

Graphene has numerous remarkable properties \cite{1}. One prominent feature is that, in the absence of disorder, zigzag graphene nanoribbons (ZGNRs) can support chiral symmetry protected topological (SPT) \cite{4,7} edge states displaying an integer charge \cite{2}. Disorder has profound effects on ZGNRs. In particular, an interacting disordered ZGNR becomes a Mott–Anderson insulator \cite{10} with spin-split energy levels \cite{11}. Furthermore, localized gap-edge states reduce the size of the gap between the occupied and unoccupied midgap states with energies $-\Delta_s/2$ and $\Delta_s/2$, respectively, to $\Delta_s$ (see Fig. 1). In the weak disorder regime, solitonic midgap states \cite{12,13} may have an $e/2$ fractional charge on each of the opposite zigzag edges, i.e., \textit{there is one for each edge}, where $e$ is the electron charge. These fractional charges have small disorder-induced charge variances. In addition, the charge fractionalization is protected against quantum charge fluctuations by the non-zero $\Delta_s$ \cite{11}. Here, $\Delta_s \lesssim 10^{-2} \Delta \sim 1$ THz, where $\Delta$ is the gap value; this is sufficiently large that quantum charge fluctuations can be ignored (see Girvin \cite{14}). In the absence of disorder, typically, $\Delta \sim 0.2t$ \cite{15}, where $t \sim 3$ eV is the hopping constant.

An excellent opportunity to observe these boundary charges has recently arisen, as rapid progress has been made in the fabrication of atomically precise GNRs \cite{16}. The chiral Luttinger liquid theory of fractional quantum Hall edges \cite{17,18} predicts an $I$-$V$ curve of $I \propto V^{1/\nu}$. The corresponding DOS is given by $\rho(E) \propto E^{1/\nu-1}$, where $\nu$ is the filling factor, and the energy $E$ is determined from the Fermi energy (these edges support gapless excitations). This predicted $I$-$V$ curve has been experimentally confirmed \cite{19}. It should be noted that Laughlin quasi-particles have an odd denominator fractional charge $e\nu$, and an even denominator fractional charge $e/2$ is not found in fractional quantum Hall systems. The aforementioned $I$-$V$ curve may be derived heuristically by assuming that a tunneling electron fractionalizes into $m = 1/\nu$ fractionally charged quasi-particles \cite{20}, where $e \rightarrow e/m + \cdots + e/m$. However, the chiral Luttinger liquid theory does not apply to ZGNRs. Furthermore, the gap-edge states are all localized along the ribbon direction, in contrast to the fractional quantum Hall edge states. Moreover, the average edge charge of the gap-edge states with energies within a small interval $\delta E$ is $e/2$; however, significant disorder-induced charge fluctuations may occur. Some of these states are more localized on the left or right zigzag edges. This tendency increases as the electron energy deviates from
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\[ \pm \Delta_s / 2. \] Despite this, if we apply the above heuristic argument to a ZGNR with \( m = 2 \), we find that the I-V curve is given by \( I \propto \int dx \int \frac{\pi}{\epsilon_1 - \epsilon_2} \propto V^2 \), where \( \theta \) and \( \epsilon_{1,2} \) are the step function and quasi-particle energies, respectively. This I-V curve is equivalent to a linear tunneling DOS. In contrast to what is usually expected of a topological insulator, a disorder potential profoundly affects an interacting ZGNR. However, the physical processes involved in this effect and the properties of the interacting disordered state are not well understood.

In this study, we propose an experiment that may provide evidence of the presence of \( e^2 / 2 \) fractional charges in interacting disordered ZGNRs. We compute the DOS of an interacting disordered ZGNR and find that, for the critical disorder strength where the ZGNR supports gapless excitations (i.e., where \( \Delta_s \) vanishes), our computed Hartree–Fock (HF) DOS is linear near the Fermi energy. This finding is in agreement with the heuristic argument given above. In addition, our results show that even a weak disorder potential behaves similar to a singular perturbation on zigzag edge electronic states, generating drastic changes in the energy spectrum. It also induces a magnetic zigzag edge reconstruction in which fractional edge charges and spin-charge separation play a significant role. Moreover, disorder also changes an SPT phase to a topologically ordered phase [3].

We applied a Hubbard model to the interacting disordered ZGNRs and used a self-consistent HF approximation; this is because the self-consistency provides an excellent approximation when both disorder and interactions are present [21][22]. In this model, the range of each impurity potential is shorter than or comparable to the carbon–carbon distance. For a short-range potential, a significant wave vector transfer occurs upon backscattering for \( |k - k'| \sim 1 / a_0 \). This transfer couples the chiral zigzag edge state \( R \uparrow \) near \( k = -\pi / a_0 \) to another chiral zigzag edge state \( L \uparrow \) on the opposite zigzag edge near \( k = \pi / a_0 \) [23] (see Fig. 1). In this study, the disorder potential strength was chosen randomly from the energy interval \( [-\Gamma, \Gamma] \). The ratio between impurities/defects and the number of carbon atoms was denoted by \( n_{\text{imp}} \), and the on-site electron repulsion and hopping parameter were indicated by \( U \) and \( t \), respectively. The ratio between the disorder strength and interaction strength is \( \kappa = \Gamma \sqrt{n_{\text{imp}}} / U \ll 1 \) in the weak disorder regime. Varying the strength \( \Gamma \) is approximately equivalent to changing \( \sqrt{n_{\text{imp}}} \). In this work, the ribbon width was set to \( w = 7.1 \AA \) and the on-site repulsion was \( U = t \).

Disorder behaves similar to a singular perturbation on zigzag edge electronic states. This singular perturbation is analogous to the non-perturbative coupling between the left and right wells of a double quantum well (the non-perturbative aspect can be seen by using instantons of the inverted double well potential). Disorder potential produces drastic changes in the energy spectrum when compared to the disorder-free behavior, see Fig. 2. It shows the probability of finding an electron of a gap-edge state on \( A \) carbon sites \( i \), \( q_A = \sum_{i \in \mathcal{A}} |\psi_i|^2 \), as a function of \( E \) for \( \Gamma = 0.1t \). Note that particle-hole symmetry (chiral symmetry) is broken. In contrast to the case of \( \Gamma = 0 \), shown in Fig. 2(b), there are numerous states with \( q_A \approx 1 / 2 \) in the energy range \( |E| < \Delta / 2 \). If the disorder potential experienced by the left and right edges differ, charge fluctuations will arise. Even a weaker disorder potential with \( \Gamma = 0.03t \) produces similar drastic changes in the energy spectrum when compared to the disorder-free behavior. We have found that the localization length along the edges decreases as \( |E| \) decreases toward \( \Delta_s / 2 \).

A small localization length means that the repulsive energy between an electron in a soliton state and an added electron in another soliton state can be small. (They can avoid each other). This effect determines the magnitude of \( \Delta_s \).

The midgap states with \( |E| \approx \Delta_s / 2 \ll \Delta / 2 \) and \( q_A \approx 1 \) represent soliton states. For the sake of conceptual clarity we briefly summarize the properties of soliton midgap states obtained in Ref. [11]. They consist of almost equal contributions from the valence \( R \) and conduction band \( L \) states with energies near \( -\Delta / 2 \) and \( \Delta / 2 \), respectively, as shown in Fig. 1. A soliton state has small disorder induced charge fluctuations. For a given disorder realization, greater spin-splitting occurs for states with \( |E| \approx \Delta_s / 2 \) than for those with \( |E| \approx \Delta / 2 \). In the limit \( \Gamma \to 0 \) and \( \ell \to \infty \) the energy of a soliton decreases with very small fluctuations of \( q_A \).

The \( e^2 / 2 \) fractional charge fluctuations decrease as \( |E| \to \Delta_s / 2 \). Thus, we investigated the effect of this behavior on the DOS near the Fermi energy. Note that the tunneling DOS measures the number of quasiparticle excitations of the interacting disordered ZGNR. We performed finite-size calculations and computed the DOS given by \( \rho(E) = \frac{D_{\text{eff}}(E)}{N_{\text{site}} \delta E} \), where \( D_{\text{eff}}(E) \) is the total number of states in the energy histogram interval \( \delta E \). We
defined the critical point \( \Gamma_c \) as the value where \( \Delta_s \) is zero, i.e., where the gap closes. The heuristic argument given above suggests that the DOS at \( \Gamma_c \) is linear near the Fermi energy. The DOS result for \( \Gamma = 0.18t \geq \Gamma_c \) is plotted in Fig. 3. Our numerical results show that the energy range where the DOS is linear increases as \( \ell \) grows and that fluctuations in the DOS also decreases. Below \( \Gamma < \Gamma_c \), a gap develops in the DOS, and even a weak potential can form a soft gap in the limit \( \ell \to \infty \). Note that \( \Gamma_c \) does not represent a metal–insulator transition point, and the gap–edge states are all localized in the interacting disordered ZGNR. Note also that \( \Gamma_c \) decreases as \( \ell \) increases (this is a finite-size effect).

Let us try to understand how the singular disorder potential disrupts the SPT phase. Suppose that the site occupation numbers of the disorder-free left edge are \( n_{i\uparrow} = 0.7 \) and \( n_{i\downarrow} = 0.3 \). Then, those of the right edge are \( n_{i\uparrow} = 0.3 \) and \( n_{i\downarrow} = 0.7 \), respectively. Assume that disorder generates one spin-up and one spin-down occupied soliton state near the gap edge displaying charge fractionalization. In other words, a spin-up electron on the left zigzag edge of the interacting ZGNR is replaced by two \( e/2 \) fractional charges, one of which resides on the left zigzag edge while the other resides on the right zigzag edge (Fig. 4(a)). Similarly, a spin-down electron on the right zigzag edge is also replaced by two \( e/2 \) fractional charges, with one each residing on the left and right zigzag edges (Fig. 4(a)). Hence, the total \( z \)-component of the site spin on the zigzag edges changes sign along the edge direction, as shown in Fig. 4(b). The total occupation number of each site is now close to one (i.e., the ZGNR is half-filled). Note that the disorder potential creates an even number of solitons to minimize the energy cost of double occupancy of a site (a soliton consists a pair of fractional charges). Thus, even if the disorder potential is weak it can still disrupt the SPT phase. In addition, the magnetic zigzag edge reconstruction can also lead to a spin–charge separation [12, 20]. Figures 4 (c) and 4 (d) show how a charge fractionalization process results in an object \( (e_L, 0) \) that display spin–charge separation. Here \( e_L \) denotes an electron charge located on the left edge and number 0 means no spin. When such an object moves along the zigzag edge it will carry charge but no spin.

We now explain the essential physics of charge fractionalization and the physical nature of interacting disordered ZGNRs. In each disorder realization particle–hole symmetry (chiral symmetry) is broken, but after disorder averaging the symmetry is restored. This implies that the average edge charge is \( e/2 \) at each energy \(|E| < \Delta/2\), but with a significant charge variance. However, if the tunneling DOS develops a soft gap [21, 24] then the charge variance near zero energy will be negligible in the weak disorder regime, see Fig. 2 (a). What is the physical origin of a soft gap? The essential physics is that it is difficult for the tunneling electron to avoid other electrons since it takes long time for interacting electrons to diffuse away from each other (see Girvin and Yang, Ref. [20], pages 290 and 645). Our numerical simulation shows that an interacting disordered ZGNR cannot be reached iteratively from a disorder–free chiral SPT state. Moreover, an interacting disordered ZGNR has a doubly degenerate ground state, \( e/2 \) fractional charges, and broken chiral symmetry. Thus we expect that it is in a topological ordered phase rather than in an SPT phase (see Wen [2] for the distinction between them). An interacting disordered ZGNR is somewhat analogous to topologically ordered Laughlin states. In both systems fractional charge and ground state degeneracy are intimately related [2, 20].

In conclusion, an interacting disordered ZGNR is a one-dimensional topologically ordered insulator with \( e/2 \) solitonic fractional charges and with two-fold ground state degeneracy. Even a weak disorder potential behaves similar to a singular perturbation, producing spin-splitting and drastically modifying the energy spectrum.
We conducted a numerical study showing that the DOS is linear at the critical disorder strength. Measurement of the $I$-$V$ curve may thus provide evidence for the presence of fractional charges in an interacting disordered ZGNR. We also found that spin–charge separation and fractional edge charges play a significant role in the reduction of edge antiferromagnetism. We hope that our work will stimulate experimental tests investigating the fractional edge charges in interacting disordered ZGNRs. However, several experimental possibilities and challenges exist. In particular, investigation of tunneling between zigzag edges, as in fractional quantum Hall bar systems [25], may be fruitful. Quantum shot noise may directly measure [26] the tunneling fractional charge of a ZGNR. Resonant tunneling measurement through a quantum dot structure made of a rectangular ZGNR may also be explored [27]. Finally, it would be interesting to investigate other zigzag nanoribbon systems that exhibit antiferromagnetism, e.g., silicene and boron nitride nanoribbons [28, 29]. Disorder can couple the left and right zigzag edges and lead to charge fractionalization.
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