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Abstract—Intelligent reflecting surfaces (IRSs) can be beneficial to both information and energy transfer, due to the gains achieved by their multiple elements. In this work, we deal with the impact of spatial correlation between the IRS elements, in the context of simultaneous wireless information and power transfer. The performance is evaluated in terms of the average harvested energy and the outage probability for random and equal phase shifts. Closed-form analytical expressions for both metrics under spatial correlation are derived. Moreover, the optimal case is considered when the elements are uncorrelated and fully correlated. In the uncorrelated case, random and equal phase shifts provide the same performance. However, the performance of correlated elements attains significant gains when there are equal phase shifts. Finally, we show that correlation is always beneficial to energy transfer, whereas it is a degrading factor for information transfer under random and optimal configurations.

Index Terms—Intelligent reflecting surfaces, SWIPT, correlation, outage probability, average harvested energy.

I. INTRODUCTION

Intelligent reflecting surfaces (IRSs) is a technology that has recently received notable consideration by the research community. An IRS refers to a planar array of flat and mostly passive elements, which reflect the incident signal with the help of a dedicated controller. The reconfigurable nature of this technology has the potential of improving both coverage and energy efficiency. Moreover, the fact that an IRS can be embedded on a flat surface, makes it an attractive solution for both indoor and outdoor applications.

The benefits of IRSs have been exploited in numerous communication scenarios, e.g., [2]–[4], including simultaneous wireless information and power transfer (SWIPT) [5]–[7]. In SWIPT systems, the transmitted signal is used to convey both information and energy. Specifically, information decoding and energy harvesting is achieved at the receiver with the employment of a practical scheme such as time-switching or power-splitting (PS) [8]. Thus, the implementation of SWIPT over an IRS, can provide significant gains to both information decoding and energy harvesting. The work in [5] considers a SWIPT system, where an IRS assists in the communication towards information receivers as well as energy transfer to energy receivers. In [6], the authors studied IRS-aided SWIPT systems in the context of secrecy, where the transmit beamforming and phases shifts are jointly optimized to maximize the harvested energy. Moreover, the weighted sum-power maximization problem in a SWIPT system with an IRS was considered in [7]; the proposed design is shown to enhance the rate-energy performance trade-off.

Since an IRS consists of multiple adjacent elements, it implies that the elements exhibit a certain spatial correlation between them [2], [9]. However, the effect of correlation on the outage probability and average harvested energy has not been previously studied. Therefore, in this work, we focus on the impact of channel correlation between the elements of an IRS and study the performance from a SWIPT point-of-view.

In particular, we evaluate the performance of information and power transfer under spatial correlation for two configurations: random and equal phase shifts. Closed-form expressions for the average harvested energy are analytically derived, as well as a closed-form approximation for the outage probability. Exact expressions for the outage probability are provided for the two extreme cases, namely, when the elements are mutually uncorrelated and fully correlated. The optimal phase configuration is also considered for the two extreme cases. Our results show that correlation is always beneficial to energy harvesting. On the other hand, we show that correlation is a degrading factor to the outage probability with a random or optimal configuration.

II. SYSTEM MODEL

1) Topology and Channel Model: We consider a simple topology, consisting of a transmitter, a receiver and an IRS located between them. The transmitter and the receiver have a single antenna and the IRS is equipped with \( M \) reflecting elements. It is assumed that a direct link between the transmitter and the receiver is not available (e.g., due to heavy shadowing) [2]. All wireless links are assumed to exhibit Rayleigh fading. We define by \( h_i \) the channel coefficient between the transmitter and the \( i \)-th IRS element, and by \( g_t \) the channel coefficient between the \( i \)-th element and the receiver; these are assumed to be distributed according to a complex Gaussian distribution with zero mean and unit variance, i.e., \( h_i \sim \mathcal{CN}(0, 1) \) and \( g_t \sim \mathcal{CN}(0, 1) \).

Time is slotted and, at each time slot, the \( i \)-th element shifts the phase of the incident signal to a certain angle \( \phi_i \in [0, 2\pi) \). We assume that any two elements are spatially correlated. In particular, we denote by \( \rho_{i,k} \) the correlation coefficient for the \( i \)-th and \( k \)-th elements, \( i, k \in \{1, \ldots, M\} \), with \( 0 \leq \rho_{i,k} \leq 1 \), \( i \neq j \), and \( \rho_{i,i} = 1, \forall i \). Let \( R \) be the correlation matrix, whose \((i,k)\)-th element is equal to \( \rho_{i,k} \). Then, the received signal at the receiver is written as...
diagonal matrix having the phase shift variables. Hence, elements of the IRS. $M$ provides the end-to-end channel gain achieved by the $M$ elements of the IRS.

2) Information and Energy Transfer: The receiver has SWIPT capabilities and splits the power of the received signal into two parts; one part is converted to baseband for information decoding and the other is directed to the rectenna for energy harvesting [8]. Let $0 < \zeta \leq 1$ denote the power-splitting parameter, i.e. $100\%$ of the received power is used for decoding. The additional circuit noise formed during the baseband conversion phase is modeled as an AWGN with zero mean and variance $\sigma_c^2$. Therefore, the achieved instantaneous signal-to-noise ratio (SNR) at the receiver is

$$\eta = \frac{\zeta P_t(d_1d_2)^{-\alpha}H}{\zeta \sigma^2 + \sigma_c^2},$$

where $H$ is given by (1).

Moreover, as $100(1-\zeta)\%$ of the received signal is passed to the rectifier, the harvested energy is modeled by the following quadratic polynomial [8]

$$E = (1-\zeta)P_t(d_1d_2)^{-\alpha}H + (1-\zeta)^2 P^2_t(d_1d_2)^{-2\alpha}H^2.$$  

Note that any energy harvesting from the AWGN noise is considered to be negligible.

III. IRS-AIDED SWIPT UNDER SPATIAL CORRELATION

In this section, we analytically evaluate the impact of spatial correlation on IRS-aided SWIPT. The analysis is undertaken for two phase shift configurations, namely, random phase shifts and equal phase shifts. Nevertheless, the methodology can be easily adapted to consider other phase configurations or channel models. We first focus on the energy harvesting aspect.

A. Average Harvested Energy

It follows from (3), that the average harvested energy is

$$E = (1-\zeta)P_t(d_1d_2)^{-\alpha}(E_H[H])$$

and $E_H[H]$ and $E_H[H^2]$ are the first and second (raw) moments of $H$, respectively. We first state the following lemma for the random phase shifts.

**Lemma 1.** If the IRS employs random phase shift, the first and second moments of $H$ are given by

$$\mu_1 = M,$$  

and

$$\mu_2 = 4M + 2 \sum_{i \neq k} \rho_{i,k}^2 + 1,$$  

respectively.

*Proof.* See Appendix A.

A direct consequence of the above lemma is given in the following corollary.

**Corollary 1.** For a uniform correlation, i.e. $\rho_{i,k} = \rho, i,k \in \{1,\ldots,M\}, i \neq k$, Eq. (6) is reduced to

$$\mu_2 = 2M((M-1)(\rho^2 + 1)^2 + 2).$$  

Obviously, for $\rho = 0$ (uncorrelated) and $\rho = 1$ (fully correlated), we have $\mu_2 = 2M(M+1)$ and $\mu_2 = 4M(2M-1)$, respectively. Furthermore, it is clear to see that at large values of $M$, the second moment scales with $M^2$.

**Lemma 2.** If the IRS employs equal phase shifts, i.e. $\phi_i = \phi_k, \forall i,k \in \{1,\ldots,M\}$, the first moment of $H$ is

$$\mu_1 = M + \sum_{i,k} \rho_{i,k}^2,$$  

and the second moment is given by

$$\mu_2 = 4M + 2 \sum_{i,k} (\rho_{i,k}^2 + 1)^2 + 2\rho_{i,k}^2(\rho_{i,k}^2 + 4)$$

$$+ 4 \sum_{i,k,l} (\rho_{i,k}\rho_{i,l} + \rho_{k,l})^2 + 2\rho_{i,k}\rho_{i,l}^2$$

$$+ \sum_{i,k,l,m} (\rho_{i,k}\rho_{i,m} + \rho_{i,m}\rho_{k,l})^2,$$  

where $i,k,l,m \in \{1,\ldots,M\}$ are mutually unequal.

*Proof.* See Appendix B.

In contrast to the random case, the mean in this scenario is positively affected by the correlation.

**Corollary 2.** For a uniform correlation, i.e. $\rho_{i,k} = \rho, i,k \in \{1,\ldots,M\}, i \neq k$, Eq. (8) reduces to

$$\mu_1 = M((M-1)\rho^2 + 1),$$  

and Eq. (9) is reduced to

$$\mu_2 = 4M + 4 \binom{M}{2} (3\rho^4 + 10\rho^2 + 1)$$

$$+ 24 \binom{M}{3} (3\rho^4 + 2\rho^3 + \rho^2) + 96 \binom{M}{4} \rho^4.$$  

As such, $\rho = 0$ results in $\mu_1 = M$, $\mu_2 = 2M(M+1)$ and $\rho = 1$ gives $\mu_1 = M^2$, $\mu_2 = 4M^4$. Observe that for $\rho = 1$ (full correlation), $\mu_2$ increases proportionally to $M^4$, which signifies the massive gains that can be achieved in energy harvesting. Based on (4), we can now state the following.

**Theorem 1.** The achieved average harvested energy is

$$E = (1-\zeta)P_t(d_1d_2)^{-\alpha}(\mu_1 + (1-\zeta)P_t(d_1d_2)^{-\alpha}\mu_2).$$  

where $\mu_1$ and $\mu_2$ are either given by Lemma 1 or Lemma 2.

From Lemma A and Lemma B we can see that both phase configurations achieve the same average harvested energy in the uncorrelated case ($\rho_{i,k} = 0, i \neq k$). On the other hand, for any $\rho_{i,k} > 0, i \neq k$, an equal phase shift configuration provides higher energy harvesting than the random configuration. In fact, for uniform correlation $\rho = 1$, the equal phase
configuration achieves the same performance as the optimal phase configuration since
\[
\mathbb{E} \left\{ \sum_{i=1}^{M} |h_i| |g_i| \right\}^2 = \mathbb{E} \left\{ M^2 |h_i|^2 |g_i|^2 \right\} = M^2,
\]
which is equal to \( \mu_1 \) and
\[
\mathbb{E} \left\{ \sum_{i=1}^{M} |h_i|^4 |g_i|^4 \right\} = \mathbb{E} \left\{ M^4 |h_i|^4 |g_i|^4 \right\} = 4M^4,
\]
which corresponds to \( \mu_2 \). Keep in mind that the equal phase shift value depends on the considered channel model and should be adjusted accordingly in order to achieve the optimal performance, e.g., in the case of a uniform linear array, this value is a function of the angles of arrival and departure.

For the sake of completeness, we also evaluate the optimal phase configuration with no correlation. Specifically, we have
\[
\mathbb{E} \left\{ \sum_{i=1}^{M} |h_i| |g_i| \right\}^2 = M + M(M-1)\pi^2/16 \quad [4]
\]
and, by using similar arguments as in Appendices A and B, we obtain
\[
\mathbb{E} \left\{ \sum_{i=1}^{M} |h_i|^4 |g_i|^4 \right\} = 4M + 6M(M-1)\pi^2/16 + 9M(M-1)\pi^2/4 + 3M(M-1)\pi^2/32.
\]

B. Outage Probability

We now turn our attention to the information transfer. Let \( \tau \) be a non-negative pre-defined rate threshold. Then,
\[
P_o = \mathbb{P} \left\{ \log_2 (1 + \eta) < \tau \right\}, \quad (15)
\]
defines the information outage probability and where \( \eta \) is the SNR, given by (2). The following theorem provides an approximation of the outage probability.

**Theorem 2.** The outage probability is approximated by \( P_o \approx \frac{\gamma(k,\kappa,\theta)}{\Gamma(k)} \), with \( \kappa = \frac{\mu_1^2 - \mu_2^2}{\mu_2 - \mu_1} \), \( \theta = \frac{\mu_2 - \mu_1}{\mu_1} \) and
\[
\xi = \frac{(2\gamma - 1)(\zeta \sigma^2 + \sigma_n^2)}{\zeta P_0(d_1 d_2)^{-\alpha}}, \quad (16)
\]
where \( \mu_1 \) and \( \mu_2 \) are given either by Lemma (7) or Lemma (2) and \( \Gamma(\cdot) \) and \( \gamma(\cdot,\cdot) \) are the complete and lower incomplete gamma functions, respectively.

**Proof.** See Appendix [C].

As the moments of \( H \) are larger with the equal phase configuration, it follows that it achieves a lower outage probability (smaller \( \kappa \), larger \( \theta \)). Theorem (2) provides a closed-form expression for the outage probability and is a good approximation, as we show in the numerical results. Nevertheless, in what follows, we also provide exact analytical expression for the uncorrelated \( \rho_{i,k} = 0, i \neq k \) and fully correlated \( \rho_{i,k} = 1 \) cases. The proposition below is given without a proof, as it follows directly from (4).

**Proposition 1.** In the uncorrelated case, i.e. \( \rho_{i,k} = 0, i \neq k \), the outage probability is given by
\[
P_o = 1 - \frac{2}{\Gamma(M)} \frac{\xi}{M} K_M \left( 2\sqrt{\xi} \right),
\]
where \( \xi \) is given by (16) and \( K_M(\cdot) \) is the modified Bessel function of the second kind of order \( M \).

The above expression is valid for both configurations (random or equal). However, for the correlated case, we need to consider them separately. In the case of random phase shifts, the channel gain is
\[
H = |h_i|^2 |g_i|^2 \sum_{i=1}^{M} e^{j\phi_i},
\]
and we can state the following.

**Proposition 2.** In the fully correlated case, i.e. \( \rho_{i,k} = 1, \forall i, k \), with random phase shifts, the outage probability is given by
\[
P_o = 1 - \frac{2}{\Gamma(M)} \int_0^\infty \frac{\xi}{\psi} e^{-\frac{\psi}{\xi}} K_1 \left( 2\sqrt{\frac{\xi}{\psi}} \right) d\psi,
\]
where \( \xi \) is given by (16).

**Proof.** See Appendix [D].

Finally, for the correlated case with equal phase shifts, we have
\[
H = M^2 |h_i|^2 |g_i|^2.
\]
The proof for this case is omitted as it follows similar arguments with the previous results.

**Proposition 3.** In the fully correlated case, i.e. \( \rho_{i,k} = 1, \forall i, k \), with equal phase shifts, the outage probability is
\[
P_o = 1 - \frac{2}{\sqrt{\xi} M} K_1 \left( 2\sqrt{\frac{\xi}{M}} \right),
\]
where \( \xi \) is given by (16).

The above corresponds to the performance of the optimal phase configuration with full correlation. For the uncorrelated case, we can use the result from [4, Theorem 3].

**IV. NUMERICAL RESULTS & DISCUSSION**

We verify the above analytical framework with Monte Carlo simulations. The following parameters are used: \( P_t = 0 \text{ dB}, \sigma^2 = 0 \text{ dB}, \sigma_e^2 = 0 \text{ dB}, d_1 = d_2 = 1 \text{ m}, \alpha = 4, \zeta = 0.5 \) and \( \tau = 1 \text{ bpcu} \). Moreover, we consider a square IRS with \( M = N \times N \) elements. Finally, we assume \( \rho_{i,k} = \rho_e^{||i-k||} \), \( 0 \leq \rho \leq 1 \), where \( ||i-k|| \) describes the distance between elements \( i \) and \( k \) [2]. In other words, the correlation between two elements decreases as the distance between them increases. The maximum correlation between distinct elements is equal to \( \rho \) and occurs between adjacent elements. Note that other spatial correlation models can be considered, which would provide similar observations.
Fig. 1 illustrates the average harvested energy for the considered configurations, in terms of $N$. In all cases, the uncorrelated and fully correlated scenarios correspond to the lower and upper bound, respectively. For $\rho = 0$, the random and equal configurations achieve the same performance. On the other hand, when $\rho > 0$, the equal phase configuration outperforms the random case. Moreover, with random phases and $\rho = 0.5$, the performance quickly converges to the uncorrelated case as $M$ increases. This is because the correlation between the elements is reduced, i.e., $\rho^{i-k}$→ 0 as $|i-k| \to \infty$ for $\rho < 1$. Finally, the simulation results (depicted with markers) match our theoretical expressions (depicted with lines), which verifies our analytical framework.

Fig. 2 depicts the outage probability achieved by the considered configurations. Firstly, for $\rho = 0.5$, the figure shows that Theorem 2 is a good approximation of the outage probability. Similarly to the average harvested energy, the equal case outperforms the random one. Furthermore, under random and optimal phase configurations, the lowest outage probability is achieved when the elements are uncorrelated. In other words, contrary to energy harvesting (which is a long term operation), correlation is a degrading factor for information transfer with these configurations. The opposite occurs when equal phase shifts are considered, that is, the fully correlated case achieves the best performance.

The above observations indicate that the impact of spatial correlation differs, depending on the phase configuration and the considered performance metric. This remark is general and is not restricted to the configurations in this work. Hence, an IRS could be engineered in such a way, e.g., the number of elements, the elements’ size and dimensions as well as the implemented topology, so as to satisfy a certain correlation requirement. Also, more advanced IRSs could employ adaptive techniques, where elements can dynamically be switched on/off [4] or can be reconfigured through a software-controllable fluidic structure [11], in order to achieve the required correlation.

V. CONCLUSION

In this work, we focused on the effect of spatial correlation between the elements of an IRS in the context of SWIPT. We evaluated the performance of power transfer and the performance of information transfer under spatial correlation with random, equal and optimal phase configurations. Closed-form expressions for the average harvested energy were analytically derived together with a closed-form approximation for the outage probability. We showed that correlation always benefits energy harvesting but information transfer can be negatively affected in the presence of correlation.

APPENDIX

A. Proof of Lemma 7

We first provide the multivariate moment that is needed for the proofs of both Lemma 1 and Lemma 2. In particular, by using Isserlis’ theorem [12],

$$E\{h_i h_k h_m^* h_m^*\} = E\{h_i h_k\} E\{h_m^* h_m^*\} + E\{h_i h_k^*\} E\{h_m^* h_m^*\}$$

Then,

$$E\left\{ \sum_{i=1}^{M} h_i |g_i|^2 |h_k|^2 |g_k|^2 \right\} = \sum_{i<k} (\rho_{i,k}^2 + 1)^2,$$  \hspace{1cm} (26)

which follows from the fact that $E\{ |h_i|^2 |h_k|^2 \} = \rho_{i,k}^2 + 1$ (see
The second term of the expansion is
\[
\mathbb{E}\left\{ \sum_{i \neq k} h_i g_i h_k^* g_k e^{j(\phi_i - \phi_k)} \right\}^2 = \mathbb{E}\left\{ \sum_{i \neq k, i \neq m} h_i g_i h_k^* g_k h_l g_l^* g_l e^{j(\phi_i + \phi_l - \phi_k - \phi_l)} \right\},
\]
which is non-zero only if \( i = m \) and \( k = l \). Thus, we have
\[
\mathbb{E}\left\{ \sum_{i \neq k} |h_i|^2 |g_i|^2 |h_k|^2 |g_k|^2 \right\} = (\rho_{i,k}^2 + 1)^2,
\]
which follows as (26). Finally, by using the same argument as before, the last term of the expansion is zero. Hence, the final result is obtained by substituting (25), (26) and (28) in (24).

**B. Proof of Lemma 2**

The proof follows similar steps as the one for random phase shifts. However, in this case, the second term in (21) is not necessarily zero. Therefore, for the derivation of both moments, we focus on the effect of this term. Specifically,
\[
\mathbb{E}\left\{ \sum_{i \neq k} h_i g_i h_k^* g_k e^{j(\phi_i - \phi_k)} \right\} = \mathbb{E}\left\{ \sum_{i \neq k} h_i g_i h_k^* g_k \right\} - \mathbb{E}\left\{ \sum_{i \neq k} h_i g_i h_k^* g_k \right\} \mathbb{E}\left\{ \sum_{i \neq k} g_i g_k^* \right\}
\]
where \( \mathbb{E}\left\{ \sum_{i \neq k} h_i^2 g_i^2 \right\} = \rho_{i,k} \), since \( h_i \) and \( g_i \) are correlated to \( h_k^* \) and \( g_k^* \), respectively, which gives the first moment.

We now turn our attention to the second moment and evaluate the remaining two terms from the polynomial expansion of (23). In particular, we first have
\[
\mathbb{E}\left\{ \sum_{i \neq k} h_i g_i h_k^* g_k \right\}^2 = \mathbb{E}\left\{ \sum_{i \neq k, i \neq m} h_i g_i h_k^* g_k h_l g_l^* g_l \right\} \mathbb{E}\left\{ \sum_{i \neq k, i \neq m} h_i g_i h_k^* g_k h_l g_l^* g_l \right\},
\]
where there are five cases to consider. The first one, \( i = m \) and \( k = l \), is given by (28). Next, if \( i = l \) and \( k = m \),
\[
\mathbb{E}\left\{ \sum_{i \neq k} h_i^2 g_i^2 h_k^2 g_k^2 \right\} = (\rho_{i,k}^2)^2,
\]
since \( \mathbb{E} h_i^2 h_k^2 = 2\rho_{i,k}^2 \) (see (20)). If \( i = l \) and \( k \neq m \) (or \( i \neq l \) and \( k = m \)),
\[
\mathbb{E}\left\{ \sum_{i \neq k} h_i^2 g_i^2 h_k^2 g_k^2 \right\} = (\rho_{i,k})^2 (\rho_{i,k} + \rho_{k,l})^2,
\]
as \( \mathbb{E} h_i^2 h_k^2 = 2\rho_{i,k} \rho_{i,k}, \) Moreover, if \( i = m \) and \( k \neq l \) (or \( i \neq m \) and \( k = l \)), we have
\[
\mathbb{E}\left\{ \sum_{i \neq k} |h_i|^2 |g_i|^2 |h_k|^2 |g_k|^2 \right\} = (\rho_{i,k} \rho_{i,k} + \rho_{k,l})^2,
\]
which follows from \( \mathbb{E} \{ |h_i|^2 h_k^* g_k^* \} = \rho_{i,k} \rho_{i,1} + \rho_{k,l} \). Finally, if \( i \neq k \neq l \neq m \),
\[
\mathbb{E}\left\{ \sum_{i \neq k, i \neq m} h_i g_i h_k^* g_k h_l g_l^* g_l \right\} = \sum_{i \neq k, i \neq m} (\rho_{i,k} \rho_{i,m} + \rho_{i,m} \rho_{k,l})^2,
\]
as \( \mathbb{E} h_i^2 h_k^* h_l^* g_l^* \) = \( \rho_{i,k} \rho_{i,m} + \rho_{i,m} \rho_{k,l} \). The final term of the expansion is written as
\[
2\mathbb{E}\left\{ \sum_{i \neq k} |h_i|^2 |g_i|^2 \sum_{i \neq k} h_i^* g_k^* g_k h_k \right\} = 2\mathbb{E}\left\{ \sum_{i \neq k} |h_i|^2 |g_i|^2 h_i^* g_k^* g_k h_k \right\} + \sum_{i \neq k} |h_i|^2 |g_i|^2 h_i^* g_k^* g_k h_k
\]
\[
= 2 \left( 2 \sum_{i \neq k} (2\rho_{i,k})^2 + \sum_{i \neq k, i \neq l} (\rho_{i,k} \rho_{i,k} + \rho_{k,l})^2 \right),
\]
which follows from \( \mathbb{E} \{ |h_i|^2 h_l^* h_k^* \} = \mathbb{E} \{ |h_i|^2 h_k^* h_l^* \} = 2\rho_{i,k} \) and \( \mathbb{E} \{ |h_l|^2 h_k^* h_i^* \} = \rho_{i,k} \rho_{i,1} + \rho_{k,l} \). The proof is completed by putting together all the above.

**C. Proof of Theorem 2**

We will employ moment matching to approximate the distribution of \( H \) with a gamma distribution. Specifically, a gamma distribution with mean \( \mu \) and variance \( \sigma^2 \) has shape parameter \( \kappa = \mu^2 / \sigma^2 \) and scale parameter \( \theta = \sigma^2 / \mu \). Therefore, by taking into account Lemma 1 or Lemma 2 we derive \( \kappa = \frac{\mu^2}{\mu^2 - \mu_l^2} \) and \( \theta = \frac{\mu^2}{\mu^2 - \mu_l^2} \). As such, \( H \) can be approximated as a gamma random variable with shape and scale given above. From (15), we have \( P_o = \mathbb{P}\{ H < \frac{\mu}{\sigma^2} (2^{\frac{1}{2}} - 1) \} \), and the result follows by using the cumulative distribution function of a Gamma random variable.

**D. Proof of Proposition 2**

Let \( \psi = \left| \sum_{i=1}^{M} e^{j\phi_i} \right|^2 \). Then, by employing the central limit theorem, it is easy to deduce that \( \psi \) is exponentially distributed with parameter \( 1/M \). In addition, the cumulative distribution function of \( |h|^2 |g|^2 \) is \( F_{|h|^2 |g|^2}(z) = 1 - 2\sqrt{z} \mathbb{E}_1 \left( 2 \sqrt{z} \right) \). Therefore, from (15) we have \( P_o = \mathbb{E}_\psi \left\{ 1 - 2\sqrt{z} \mathbb{E}_1 \left( 2 \sqrt{z} \right) \right\} \), where \( \xi \) is given by (16). The expectation is evaluated with \( f_\psi(\psi) = (1/M) e^{-\psi/M} \), and the proposition is proven.

**References**

[1] L. Dai, et al., “Reconfigurable intelligent surface-based wireless communication: Antenna design, prototyping and experimental results,” IEEE Access, vol. 8, pp. 45913–45923, Mar. 2020.

[2] Q. Nadeem, A. Chaaban, and M. Debbah, “Opportunistic beamforming using an intelligent reflecting surface without instantaneous CSI,” IEEE Wireless Commun. Lett., vol. 10, no. 1, pp. 146–150, Jan. 2021.

[3] M. Cai, G. Zhang, and R. Zhang, “Secure wireless communication via intelligent reflecting surface,” IEEE Wireless Commun. Lett., vol. 8, no. 5, pp. 1410–1414, May 2019.
[4] C. Psomas and I. Krikidis, “Low-complexity random rotation-based schemes for intelligent reflecting surfaces,” IEEE Trans. Wireless Commun., to appear.

[5] C. Pan, H. Ren, K. Wang, M. Elkashlan, A. Nallanathan, J. Wang, and L. Hanzo, “Intelligent reflecting surface aided MIMO broadcasting for simultaneous wireless information and power transfer,” IEEE J. Sel. Areas Commun., vol. 38, no. 8, pp. 1719–1734, Aug. 2020.

[6] W. Shi, X. Zhou, L. Jia, Y. Wu, F. Shu, and J. Wang, “Enhanced secure wireless information and power transfer via intelligent reflecting surface,” IEEE Commun. Lett., vol. 25, no. 4, pp. 1084–1088, Apr. 2021.

[7] Q. Wu and R. Zhang, “Weighted sum power maximization for intelligent reflecting surface aided SWIPT,” IEEE Wireless Commun. Lett., vol. 9, no. 5, pp. 586–590, May 2020.

[8] Y. Zeng, B. Clerckx, and R. Zhang, “Communications and signals design for wireless power transmission,” IEEE Trans. Commun., vol. 65, no. 5, pp. 2264–2290, May 2017.

[9] E. Bjornson and L. Sanguinetti, “Rayleigh fading modeling and channel hardening for reconfigurable intelligent surfaces,” IEEE Wireless Commun. Lett., vol. 10, no. 4, pp. 830–834, Apr. 2021.

[10] Q. Wu and R. Zhang, “Beamforming optimization for wireless network aided by intelligent reflecting surface with discrete phase shifts,” IEEE Trans. Commun., vol. 68, no. 3, pp. 1838–1851, Mar. 2020.

[11] K.-K. Wong, K.-F. Tong, Y. Zhang, and Z. Zhongbin, “Fluid antenna system for 6G: When Bruce Lee inspires wireless communications,” Electronic Lett., vol. 56, no. 24, pp. 1288–1290, Nov. 2020.

[12] P. Stoica and R. Moses, Spectral Analysis of Signals. New Jersey: Prentice Hall, 2005.

[13] J. D. Griffin and G. D. Durgin, “Gains for RF tags using multiple antennas,” IEEE Trans. Antennas Propagat., vol. 56, no. 2, pp. 563–570, Feb. 2008. Prentice Hall, 2005.