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Abstract

In this paper, we compare the saturation time scales for complexity, linear entropy and entanglement negativity for two open quantum systems. Our first model is a coupled harmonic oscillator, where we treat one of the oscillators as the bath. The second one is a type of Caldeira Legget model, where we consider a one-dimensional free scalar field as the bath. Using these open quantum systems, we discovered that both the complexity of purification and the complexity from operator state mapping is always saturated for a completely mixed state. More explicitly, the saturation time scale for both types of complexity is smaller than the saturation time scale for linear entropy. On top of this, we found that the saturation time scale for linear entropy and entanglement negativity is of the same order for the Caldeira Legget model.
1 Introduction

Understanding the transition of quantum to classical behaviour is an important problem in many branches of physics, such as in low-temperature physics [1, 2], early universe cosmology [3], quantum computation [4, 5] etc. The first step towards this transition is believed to be decoherence [6], which means loss of quantum coherence that originates from the interaction of a quantum system with its surrounding environment. For a comprehensive review of this subject, interested readers are referred to [7, 8]. The decoherence or the amount of mixedness for an open quantum system can be quantified by a quantity known as the linear entropy [8, 10].

Apart from the amount of mixedness, quantum entanglement is also a crucial feature of a quantum state. For a closed system, von Neumann entropy [11], is a useful measure. But von Neumann entropy is not always a useful measure to quantify quantum correlation for an open system since it also captures the classical correlations. For an open quantum system, the entanglement negativity is a useful quantity that measures the quantum correlation between the system and its environment. In [12, 16] the negativity was proposed as a measure of quantum entanglement for mixed states. Entanglement negativity, which stems from the criteria for
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5For a comprehensive review of recent developments towards understanding the physics of open quantum systems, interested readers are referred to [9].
separability of mixed state, is computed by taking the trace norm of the partial transpose of the density matrix. In recent times, the interplay between mixedness and quantum correlation between has been subject to lots of study [17–25].

Another quantity that got much attention in recent years to characterize various aspects of quantum systems is the circuit complexity. Although the original interest came from AdS/CFT in some black hole settings [26–30] as an extension to the entanglement entropy, it was already quite well known in quantum information theory and is now widely used for probing various quantum systems [31–72]. The idea of circuit complexity comes from the theory of quantum computation. It is based on quantifying the minimal number of operations or gates required to build a circuit that will take one from a given reference state (|ψR⟩) to the desired target state (|ψT⟩). In this paper, we will follow the approach pioneered by Nielsen [75–77] to compute the circuit complexity.

In [78, 79], it has been shown that the complexity can be a useful probe of open quantum systems. In this paper, we further explore whether the circuit complexity can be a useful indicator to estimate if the system is in a mixed or pure state. This is an important question from the perspective of the open quantum system and complements the analysis done in [78, 79]. We investigate the time evolution of linear entropy and negativity along with complexity for several representative systems. We find some general features of the behaviour of the linear entropy, negativity and complexity in different systems. We have considered two particular solvable models of a system coupled to a bath with several parameters. First, we consider two harmonic oscillators, where we treat one of the oscillators as the system and the other as the environment/bath. Secondly, we study a harmonic oscillator coupled to a one-dimensional bosonic (free) field theory. The target states are generated by quench in both models. Specifically, we start with the system and bath decoupled and we suddenly turn on the coupling between the system and the bath and also change the parameters in the Hamiltonian abruptly. We take the resulting state, trace out the bath, and scrutinize the reduced density matrix of the remaining oscillator — we show results (as a function of time) for the complexity and the linear entropy, which is a measure of the purity of the system. Furthermore, we investigate the quantum correlation between the system and bath using negativity by considering the total density matrix of the combined system and bath. We found that entanglement negativity negativity saturates only for the Caldeira Leggett model and the saturation time scale of linear entropy and negativity coincides. Moreover, the circuit complexity always saturates when the system becomes completely mixed.

The paper is organized as follows. In Section 2 and 3 we provide a brief review of linear entropy, entanglement negativity and the complexity of purification, complexity by operator-state mapping, respectively. Section 4 provides the details of the two open quantum systems that we have considered. It also includes the main results and the findings. Finally, we conclude with a discussion and future direction in Section 5. Some useful details regarding computation

6 These references are not exhaustive by no means. Interested readers are encouraged to consult the references and citations of these references.

7 This list is by no means exhaustive. Interested readers are referred to these reviews [73, 74].
of circuit complexity and correlation function for the Caldeira Leggett model are given in the Appendix A, B, C and D.

2 Linear Entropy and Entanglement Negativity

Consider the system as a combination of two subsystems $A$ and $B$ (for example, the harmonic oscillator, and the bath); one considers the reduced density matrix of subsystem-$A$, upon tracing out subsystem-$B$

$$\hat{\rho}_A = \text{Tr}_B[\hat{\rho}]$$

(1)

where $\hat{\rho}$ is the density matrix of the entire system. A central measure of entanglement is the $\alpha$th-Renyi entropy, $S_\alpha$, $(\alpha > 1)$ is defined by

$$S_\alpha = -\frac{1}{\alpha - 1} \ln \text{Tr}[\hat{\rho}_A^\alpha]$$

(2a)

taking $\alpha \rightarrow 1^+$ gives the entanglement entropy, $S$,

$$S = -\text{Tr}[\hat{\rho}_A \ln \hat{\rho}_A]$$

(2b)

Entanglement Negativity:

However, when the system is described by a mixed state then the entanglement entropy is not a good measure of quantum correlation (e.g $S_A \neq S_B$ in general for mixed states). There are several other measures [11, 80], one of them is Entanglement Negativity. This is defined by taking the trace norm of the partial transpose of the density matrix. Consider a bipartite state $\rho_{AB}$, consists of sub-systems $A$ and $B$. The partial transposition with respect to sub-system $B$ of $\rho_{AB}$ that is expanded in a given local orthonormal basis as $\rho = \sum \rho_{ij,kl} |i\rangle \langle j| \otimes |k\rangle \langle l|$ is defined as

$$\rho^{T_B} := \sum_{i,j,k,l} \rho_{ij,kl} |i\rangle \langle j| \otimes |l\rangle \langle k|$$

(3)

Note that the spectrum of the partial transposition of the density matrix is independent of the choice of the basis and is also independent of whether the partial transposition is taken over sub-system $A$ or $B$. The positivity of the partial transpose of a state is a necessary condition for separability of the density matrix [81]. This criterion of separability motivates one to consider the entanglement negativity, which is related to the absolute value of the sum of the negative
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8There are other measures of quantum entanglement in mixed states e.g. Mutual Information, Entanglement of Purification. Interested readers are referred to [80] for more details of various correlation measures.
eigenvalues of $\rho^T_B$ \[82\-84]. Explicitly, this is defined as

\[
\mathcal{N}(\rho) := \frac{1}{2} \left( \|\rho^T_B\| - 1 \right),
\]

where $\|A\| \equiv \text{Tr} \sqrt{A^\dagger A}$ is the trace norm. It can be shown that $\mathcal{N}(\rho)$ vanishes for unentangled states, i.e, for separable density matrices $\rho$. Another relevant quantity named as the Logarithmic Negativity, $E_N$ is defined as below:

\[
E_N(\rho) := \log_2 \|\rho^T_B\| = \log_2 (2 \mathcal{N}(\rho) - 1).
\]

These quantities have been explored in recent times in the context of field theory and quantum many-body systems \[85\-103\].

**Entanglement Negativity for Gaussian State:** In this paper, we are interested in the entanglement negativity for a bipartite mixed Gaussian state. A Gaussian state can be characterized by the first moments of the phase-space variables and the covariance matrix $\sigma$ defined as below:

\[
\sigma_{ij} = \frac{1}{2} \langle X_i X_j + X_j X_i \rangle - \langle X_i \rangle \langle X_j \rangle,
\]

where $X_i$’s denote the phase-space variables that satisfy the canonical commutation relations, $[X_i, X_j] = 2i \Omega_{ij}$. Here $\Omega_{ij}$ is the symplectic form. In case of bipartite system, the covariance matrix can be constructed out of three $2 \times 2$ matrices, $\alpha, \beta, \gamma$, in the following way:

\[
\sigma = \begin{pmatrix} \alpha & \gamma \\ \gamma^T & \beta \end{pmatrix},
\]

where $\alpha$ and $\beta$ corresponds to the correlators among the phase-space variables of subsystem A and B respectively, whereas $\gamma$ refers to the cross-correlators between subsystem A and B. Now, the partial transposition of the bipartite Gaussian density matrix $\rho$ changes the covariance matrix $\sigma$ into a new matrix $\tilde{\sigma}$ where the det of the cross-correlator $\gamma$ flips the sign, i.e, det $\gamma \rightarrow -\det \gamma \[104\-105\]. The negativity can be defined in terms of the symplectic eigenvalues $\tilde{\nu}_\pm$ of the new covariance matrix $\tilde{\sigma}$ in the following way:

\[
\mathcal{N}(\rho) = \max \left[ 0, \frac{1 - \tilde{\nu} - 2\tilde{\nu}}{2\tilde{\nu}} \right].
\]

Here, symplectic eigenvalues of $\tilde{\sigma}$ can be evaluated as

\[
\tilde{\nu}_\pm = \sqrt{\frac{1}{2} \left( \Delta(\tilde{\sigma}) \mp \sqrt{\Delta(\tilde{\sigma})^2 - 4 \det \tilde{\sigma}} \right)}
\]
where,

$$\Delta(\bar{\sigma}) \equiv \det \alpha + \det \beta - 2 \det \gamma.$$  \hspace{1cm} (11)

**Linear Entropy:**

It is well known that apart from quantum entanglement, the amount of mixedness is also a crucial feature of a quantum state. For any quantum state, interaction with the environment leads to decoherence. In other words, noise coming through these interactions introduces mixedness in the quantum system, leading to the loss of information [7]. Therefore, quantifying (as well as classifying) the amount of quantum correlation and mixedness and the interplay between them is an important question in quantum information theory [17–25]. A well known quantity to characterize the degree of decoherence (or mixedness) that the subsystem-$A$ experiences, due to subsystem-$B$ is called purity which is defined follows [8,10]:

$$P = \text{Tr}[\rho_A^2].$$  \hspace{1cm} (12)

Note that $1/d \leq P \leq 1$ with $d$ being the dimension of the Hilbert space — $P = 1$ for a pure state, while $P = 1/d$ for a completely mixed state. From Purity one can define linear entropy as

$$S_l = 1 - P.$$  \hspace{1cm} (13)

In this paper we want to investigate the saturation time scale of linear entropy and entanglement negativity for a mixed state. To facilitate the comparison we will use the normalized entanglement negativity.

### 3 Circuit Complexity for Density Matrix

Our goal in this paper is to provide a proof of principle argument to establish the circuit complexity as a probe of the mixedness of the system. In this section we briefly discuss methods of computing circuit complexity. There are several methods for computing circuit complexity for closed quantum systems (pure states). In the Appendix [A] we provide a brief review on circuit complexity. We mainly follow the Nielsen approach [31,75,77]. Computing complexity for open quantum systems is more involved just like the entanglement entropy. In this section we will briefly discuss two different techniques of computing circuit complexity for mixed states [78,79].
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9There are other measures of mixedness, e.g. relative entropy [106], skew information [107]. However, for our case, we will mainly focus on linear entropy, given the simplicity of its computation. Also, [108] proposed a family of measures of quantum coherence/decoherence by using measures of entanglement. Interested readers are referred to this reference for more details and the citations of it for more details.
Complexity of Purification (COP):

The mixed state can be purified to a pure state $|\psi\rangle$ in an enlarged Hilbert space $\mathcal{H}_{\text{pure}} \otimes \mathcal{H}_{\text{anc}}$, where $\mathcal{H}_{\text{anc}}$ corresponds to an ancillary set of degrees of freedom. However, one needs to make sure that the trace of the density matrix of $|\psi\rangle$ over the ancillary Hilbert space will give the original mixed state $\hat{\rho}_{\text{mix}}$.

$$\text{Tr}_{\mathcal{H}_{\text{anc}}} (|\psi\rangle \langle \psi|) = \hat{\rho}_{\text{mix}}$$ (14)

The expectation values of operators acting in the initial Hilbert space $\mathcal{H}$ remain the same under purification so that observables are preserved by purification.

$$\langle \hat{O} \rangle = \text{Tr}_\mathcal{H} (\hat{\rho}_{\text{mix}} \hat{O}) = \text{Tr}_{\mathcal{H}_{\text{anc}}} (\langle \psi | \hat{O} | \psi \rangle)$$ (15)

Because the choice of the ancillary Hilbert space $\mathcal{H}_{\text{anc}}$ is not unique, the purification process is arbitrary and depends on the choice of ancillary Hilbert space. For example, we can construct a set of pure states $|\Psi\rangle_{\alpha,\beta,...}$, specified by several parameters $\alpha, \beta,...$ all of which satisfy the purification requirement. We can minimize the quantity of interest (for example, complexity or entanglement entropy) of the purification process with respect to the parameters, by choosing one particular set of parameters. In this work, we intend to study the complexity of the mixed state; therefore, we will find the minimum of the complexity of the set of purifications $|\Psi\rangle_{\alpha,\beta,...}$ of $\hat{\rho}_{\text{mix}}$, obtaining the COP,

$$C_\rho \equiv \min_{\alpha,\beta,...} C (|\Psi\rangle_{\alpha,\beta,...} , |\Psi_R\rangle)$$ (16)

where we made explicit the dependence of the complexity of the pure state on the reference state $|\Psi_R\rangle$ and computation of it is detailed in Appendix A (in particular please refer to Eq. A.8). In general optimization is quite difficult, but we will make some simplifying assumption. Motivated by the observations from [51, 109, 110], we will choose a minimal purification such that the size of the original (sub) system is the same as the auxiliary system as well the purified state will be again a Gaussian state.

Complexity by Operator-State Mapping:

We can compute complexity in a different way by fixing the choice of the ancillary Hilbert space. In this new definition, we purify the reduced density matrix $\hat{\rho}_{\text{mix}}$ using the technique of operator-state mapping (also known as channel-state mapping) [111–114]. Suppose, we consider an operator in the Hilbert space $\mathcal{H}$ with representation $\mathcal{O} = \sum_{m,n} \mathcal{O}_{mn} |n\rangle \langle m|$. In the state-operator mapping scheme, we associate a state $|\mathcal{O}\rangle$ to $\hat{O}$ by altering the bra to a ket,

$$\hat{O} = \sum_{m,n} \mathcal{O}_{mn} |n\rangle \langle m| \Leftrightarrow |\mathcal{O}\rangle = \frac{1}{\sqrt{\text{Tr} [\mathcal{O} ]}} \sum_{m,n} \mathcal{O}_{mn} |m\rangle \otimes |n\rangle_{\text{anc}}$$ (17)
The state $|\mathcal{O}\rangle$ exists in the extended Hilbert space $\mathcal{H} \otimes \mathcal{H}_{\text{anc}}$. Once again, we have denoted the extra copy of $\mathcal{H}$ as $\mathcal{H}_{\text{anc}}$ to distinguish it from the original. In that sense, this process of operator-state mapping is a special case of the purification discussed above. The most important difference is that the state $|\mathcal{O}\rangle$ in Eq. 17 associated to the operator $\hat{O}$ is unique, as there are no free parameters introduced in the mapping. Hence, the complexity associated with the operator-state mapping does not require a minimization. Last but not the least, given this effective wavefunction as mentioned in Eq. 17 we can compute the circuit complexity using Nielsen’s method [75–77] as detailed in Appendix A. For our case, this wavefunction will be of the Gaussian form as mentioned in Eq. 26 and consequently the complexity will be given by Eq. A.8.

In the rest of the paper, we will like to investigate the time evolution of complexity and make a comparison with the time evolution of linear entropy and entanglement negativity. Particularly, we will compare the time scale for the saturation of complexity with the saturation time scale of linear entropy and negativity. For this, it will be particularly useful to use what we name as the normalized complexity. Normalized complexity is the complexity divided by its saturation value.

### 4 Open Quantum Systems

In this section we will investigate the time evolution circuit complexity, linear entropy and negativity for two different open quantum systems. The first one is a two-oscillator model, which we will use as a toy model to investigate the saturation time scales for linear entropy, negativity and complexity. Then we will use the Caldeira Leggett Model [115] to study the same.

#### 4.1 Two-oscillator Model

A very simple open quantum system to study the evolution of linear entropy, negativity and complexity is a model with two coupled oscillators [78]. We can think of one of the oscillator as the system and the other oscillator as bath. We now provide a brief review of the model following [78].

The Hamiltonian for such a model has the following form,

$$H = \frac{1}{2}p_1^2 + \frac{\omega_0^2 \epsilon_1}{2} x_1^2 + \frac{1}{2}p_2^2 + \frac{\omega_0^2 \epsilon_2}{2} x_2^2 + \omega_0^2 \lambda x_1 x_2 .$$

(18)

In Eq. 18 $x_i$ ($p_i$) is the position (momentum) operator at site-$i$, with $[x_i, p_j] = i \delta_{i,j}$; $\omega_0$ is a parameter with units of energy; $\epsilon_1, \epsilon_2, \lambda$ are dimensionless real parameters. In what follows, we take $\lambda \geq 0$; we set $\omega_0 = 1$ i.e. $\omega_0$ sets the energy scale. We are working in units where $\hbar = 1$. 

The Hamiltonian in Eq. 18 can be easily diagonalized and take the following form.

\[ H = \frac{1}{2} P_s^2 + \frac{\Omega_s^2}{2} Q_s^2 + \frac{1}{2} P_a^2 + \frac{\Omega_a^2}{2} Q_a^2 \]  

(19)

where

\[ \Omega_s^2 = \omega_0^2 \left[ (\epsilon_1 + \epsilon_2)/2 + E \right], \quad \Omega_a^2 = \omega_0^2 \left[ (\epsilon_1 + \epsilon_2)/2 - E \right] \]

are two normal mode frequencies, and \( E = \sqrt{\epsilon_0^2 + \lambda^2} \), with \( \epsilon_0 \equiv (\epsilon_1 - \epsilon_2)/2 \).

We consider the following quench protocol,

\[ H = H_< \quad \text{for } t < 0 \]  
\[ H = H_> \quad \text{for } t > 0 , \]  

(20a)

where \( H_< \) and \( H_> \) have parameters

\[ H_< : \epsilon_1 = 1 , \ \epsilon_2 = 1 , \ \lambda = 0 , \]  
\[ H_> : \epsilon_1 \neq 1 , \ \epsilon_2 \neq 1 , \ \lambda > 0 . \]  

(20b)

The system is initially in the ground state of \( H_< \). Then we evolve the system with \( H_> \) as \( |\psi(t)\rangle = \exp(-iH_>t)|\psi_0\rangle \). In our study, we will consider several different choices for the set of parameters that will lead to the following cases

- Both ordinary oscillators: \( \epsilon_1, \epsilon_2 > 0 \).
- Bath (Oscillator-2) is inverted, and system (Oscillator-1) is normal: \( \epsilon_1 > 0; \ \epsilon_2 < 0 \).
- System (Oscillator-1) is inverted, and Bath (Oscillator-2) is normal: \( \epsilon_1 < 0; \ \epsilon_2 > 0 \).

In the position representation, we can write the wave function as

\[ |\psi(t)\rangle = \exp(-iH_>t)|\psi_0\rangle \rightarrow \psi(x, t) = \int dx' K(x, t|x', t = 0) \psi_0(x') , \]  

(21a)

where the initial wave function \( \psi_0(x) \) has the following form

\[ \psi_0(x) = \left( \frac{\det(\hat{\Omega}_0)}{\pi^2} \right)^{1/4} \exp \left( -\frac{1}{2} x^T \hat{\Omega}_0 x \right) , \]  

(21b)

and \( K(x, x'|t) \) is the propagator

\[ K(x, x'|t) = \langle x | \exp(-iH_>t) | x' \rangle . \]  

(21c)

For the Hamiltonian given in Eq. 18, the propagator can be easily computed as the Hamiltonian
is of the quadratic form. Then carrying out the (Gaussian) integral, we obtain

$$
\psi(x, t) = \left( \frac{\det(\text{Re}[^\hat{\Omega}(t)])}{\pi^2} \right)^{1/4} \exp \left( -\frac{1}{2} x^T \hat{\Omega}(t) x \right),
$$

where

$$
\hat{\Omega}(t) = \hat{G}(\hat{\Omega}_0 - i\hat{F})^{-1}\hat{G} - i\hat{F},
$$

$$
\hat{F} = S \begin{pmatrix} f_s & 0 \\ 0 & f_a \end{pmatrix} S^T, \quad \hat{G} = S \begin{pmatrix} g_s & 0 \\ 0 & g_a \end{pmatrix} S^T, \quad S = \begin{pmatrix} u & -v \\ v & u \end{pmatrix}
$$

and

$$
u = \sqrt{\frac{1}{2} \left( 1 + \frac{\epsilon_0}{E} \right)}, \quad v = \sqrt{\frac{1}{2} \left( 1 - \frac{\epsilon_0}{E} \right)}, \quad E = \sqrt{\epsilon_0^2 + \lambda^2},
$$

$$
f_\alpha = \omega_\alpha \cot(\omega_\alpha t), \quad g_\alpha = \omega_\alpha / \sin(\omega_\alpha t); \quad \text{where, } \alpha = a, s.
$$

Explicitly, the wavefunction takes the following form,

$$
\psi(x_1, x_2) = \left( \frac{\det(\text{Re}[^\hat{\Omega}(t)])}{\pi^2} \right)^{1/4} \exp \left( -\frac{1}{2} \left[ \Omega_1(t)x_1^2 + \Omega_2(t)x_2^2 - \kappa(t)x_1x_2 \right] \right),
$$

where, $\Omega_1(t), \Omega_2(t)$ and $\kappa(t)$ are the elements of the matrix defined in Eq. 23 as defined below.

$$
\Omega_1(t) = \hat{\Omega}(t)_{11}, \quad \Omega_2(t) = \hat{\Omega}(t)_{22}, \quad \kappa(t) = -\hat{\Omega}(t)_{12}.
$$

**Linear entropy for Two-oscillator Model:** In what follows, as mentioned earlier we will consider oscillator-1 to be the system and trace out the bath i.e oscillator-2. The reduced density matrix $\hat{\rho}_1$ matrix for the system can be easily computed in the position space\footnote{We could have identified oscillator-2 as the system and oscillator-1 as the bath and traced out oscillator-1 to compute the reduced density matrix for oscillator-2. But the result presented in this paper will remain unchanged.}.

$$
\rho_1(x_1, x'_1) = \int dq_2 \rho(x_1, q_2 | x'_1, q_2)
$$

with

$$
\rho(x_1, x_2 | x'_1, x'_2) = \psi(x_1, x_2)\psi^*(x'_1, x'_2)
$$

being the position-space density matrix of the full system i.e both the system (oscillator-1) and the bath (oscillator-2); the eigenvalues of $\hat{\rho}_1$ are obtained from the integral equation

$$
\int dx'_1 \rho_1(x_1, x'_1)\phi_n(x'_1) = \rho_n\phi_n(x_1).
$$
After tracing out the oscillator-2 we get the following reduced density matrix
\[
\rho_1(x_1, x'_1) = \sqrt{\frac{\gamma_1 - \eta}{\pi}} \exp \left( -\frac{1}{2} (\gamma x_1^2 + \gamma^* x'_1^2) + \eta x_1 x'_1 \right),
\]
where \( \gamma(t) = \Omega_1(t) - \kappa(t)^2/2 \text{Re}[\Omega_1(t)] \), \( \eta(t) = |\kappa(t)|^2/2 \text{Re}[\Omega_2(t)] \). We will use this reduced density matrix to compute linear entropy as well as entanglement negativity and complexity subsequently.

To obtain the linear entropy first we note that the square of the density matrix operator in the position basis can be defined analogously,
\[
\hat{\rho}_1^2 = \int dx dx' \rho_1^2(x_1, x'_1) |x_1\rangle\langle x'_1|,
\]
where \( \rho_1^2(x_1, x'_1) = \int dq \rho_1(q, x_1') \rho_1(q, x'_1) \). Then by computing the trace of the square of this reduced density matrix, we obtain the linear entropy as
\[
S_l = 1 - Tr[\hat{\rho}_1^2] = 1 - \int dx_1 \rho^2(x_1, x_1) = 1 - \sqrt{\frac{\gamma_1 - \eta}{\gamma_1 + \eta}},
\]
where \( \gamma_1 \) is the real part of \( \gamma \).

**Entanglement negativity for Two-oscillator Model:** Next we will compute the entanglement negativity for this two-oscillator model. First of all, the partial transpose of the density matrix (in the position basis) \( \rho(x_1, x_2 | x'_1, x'_2) \) of the full-system as shown in Eq. 28b, is defined in the following way,
\[
\rho^T_1(x_1, x_2 | x'_1, x'_2) = \rho(x'_1, x_2 | x_1, x'_2)
\]
\[
= \psi(x'_1, x_2) \psi^*(x_1, x'_2)
\]
As we like to focus on the dynamics of the system, the partial transposition as defined in Eq. 33 has been done with respect to the oscillator-1.

Since \( \psi(x_1, x_2) \) is Gaussian, we can easily compute \( \hat{A} = \sqrt{(\rho^T_1)^\dagger \rho^T_1} \) in the position basis. Note that in the position basis \( \hat{A}^2 = (\rho^T_1)^\dagger \rho^T_1 \),
\[
\hat{A}^2 (x_1, x_2 | x'_1, x'_2) = \int dy_1 dy_2 (\rho^T_1)^\dagger (x_1, x_2 | y_1, y_2) \rho^T_1 (y_1, y_2 | x'_1, x'_2)
\]
\[
= \tilde{N} \exp \left( a_1 x_1^2 + b_1 x_1 x'_1 + c_1 x'_1^2 + a_2 x_2^2 + b_2 x_2 x'_2 + c_2 x'_2^2 \right),
\]
where \( \tilde{N} = \left( \frac{\text{det}(\text{Re}[\Omega(t)])}{\pi^2} \right)^{1/2} \) and \( a_1(2) = \frac{|\kappa|^2}{4 \text{Re}[\Omega_{2(1)}]} - \frac{1}{2} \Omega_{1(2)}^*, \quad b_1(2) = \frac{|\kappa|^2}{2 \text{Re}[\Omega_{2(1)}]}, \quad c_1(2) = a_1^* \).
Now, the square-root of this operator can be computed to be
\[ \hat{A} (x_1, x_2 \mid x_1', x_2') = N \exp \left( A_1 x_1^2 + B_1 x_1 x_1' + C_1 x_1'^2 + A_2 x_2^2 + B_2 x_2 x_2' + C_2 x_2'^2 \right), \]
(36)
where the normalization factor \( N = \left( \frac{\det(\text{Re}[\hat{\Omega}])}{\pi^2} \right)^{1/2} \)
and
\[ A_{1(2)} = \frac{1}{2}(2a_{1(2)} - b_{1(2)}), \quad B_{1(2)} = \sqrt{2b_{1(2)}(b_{1(2)} - a_{1(2)} - c_{1(2)})}, \quad C_{1(2)} = \frac{1}{2}(2c_{1(2)} - b_{1(2)}). \]
(37)

Then we finally compute the trace of the above operator, as shown below:

\[ \|\rho_{T_1}\| = \text{Tr} \sqrt{\rho_{T_1}^\dagger \rho_{T_1}} \]
(38)
\[ = \int dx_1 dx_2 \sqrt{\rho_{T_1}^\dagger \rho_{T_1}} (x_1, x_2 \mid x_1', x_2') \]
(39)
\[ = \left( \frac{\det(\text{Re}[\hat{\Omega}])}{(A_1 + B_1 + C_1)(A_2 + B_2 + C_2)} \right)^{1/2} \]
(40)

Then by using Eq. 4, we get the entanglement negativity

\[ \mathcal{N}(\rho) = \frac{1}{2} \left[ \left( \frac{\det(\text{Re}[\hat{\Omega}])}{(A_1 + B_1 + C_1)(A_2 + B_2 + C_2)} \right)^{1/2} - 1 \right] \]
(41)

**COP for Two-oscillator Model:** Now we will outline the computation for the COP. First, we will purify the reduced density matrix (by tracing out the oscillator-2) defined in Eq. 30 in such a way that,

\[ \hat{\rho}_1 = \text{Tr}_{1'} |\psi_{11'}\rangle \langle \psi_{11'}|, \]
(42)
where \( 1' \) corresponds to the auxiliary Hilbert-space such that \( |\psi_{11'}\rangle \) is a pure state and \( \hat{\rho}_1 \) is the density matrix corresponding to the oscillator-1 as defined in Eq. 30. Then the complexity of purification \( C_p \) with respect to the ground state of \( H_\prec \) in Eq. 20b (with \( \epsilon_1 = \epsilon_2 = \omega_0 = 1 \) and \( \lambda = 0 \)) as the reference state is defined as,

\[ C_p = \min_{1'} \mathcal{C}(|\psi_{11'}\rangle). \]
(43)

Here the minimization is over all possible purification and \( \mathcal{C}(|\psi_{11'}\rangle) \) corresponds to the complexity of the state \( |\psi_{11'}\rangle \). Note that, here we choose the minimal Gaussian purification such that the size of the original (sub) system is same as the auxiliary system as in [51][109][110]. In our case the subsystem is just one oscillator.

---

11For example, square-root of an operator \( \mathcal{O}(x, x') \) can be evaluated by solving for \( f(x, x') \), such that \( \int dy f(x, y)f(y, x') = \mathcal{O}(x, x') \). If \( \mathcal{O}(x, x') \) is a Gaussian function, \( f(x, x') \) will also be a Gaussian function.
Next we parametrize our purified state in the following way,
\[
\psi(x_1, x_2) = N \exp \left( -\frac{1}{2} \left[ \alpha x_1^2 + \gamma x_2^2 - 2 \tau x_1 x_2 \right] \right),
\]
(44)
where \(x_2\) belongs to the auxiliary Hilbert-space. The parameters \(\alpha, \gamma\) and \(\tau\) are in general complex and yet to be determined. \(N\) is the normalization of the wavefunction. Then we have
\[
\rho(x_1, x_2 | x'_1, x'_2) = \psi(x_1, x_2) \psi^*(x'_1, x'_2)
\]
(45)
The corresponding reduced density matrix after tracing out the auxiliary Hilbert space is
\[
\text{Tr}_2 \rho(x_1, x_2 | x'_1, x'_2) = \int_{-\infty}^{\infty} \text{d}x_2 \psi(x_1, x_2) \psi^*(x'_1, x_2)
\]
(46)
Using the condition mentioned in Eq. 42 and using Eq. 30 we get the following,
\[
\alpha = \Omega_1(t), \tau = \kappa(t), \text{Re}(\gamma) = \text{Re}(\Omega_2(t)).
\]
(47)
We have determined all the parameters inside Eq. 44 in terms of the given parameters as in Eq. 47 except for \(\text{Im}(\gamma)\). Hence the minimization in (43) can be carried over \(\text{Im}(\gamma)\) and the minimum value will correspond to the complexity of purification. We compute the complexity corresponding to Eq. 44 as follows:
\[
C(|\psi_{1t'}\rangle) = \frac{1}{2} \left[ \sum_{i=1}^{2} \ln \left( \frac{\omega_i}{\omega_0} \right)^2 + \tan^{-1} \left( -\frac{\text{Im}(\omega_i)}{\text{Re}(\omega_i)} \right)^2 \right],
\]
(48)
where,
\[
\omega_1 = \frac{1}{2} \left( \alpha + \gamma + \sqrt{(\alpha - \gamma)^2 + 4\tau^2} \right), \quad \omega_2 = \frac{1}{2} \left( \alpha + \gamma - \sqrt{(\alpha - \gamma)^2 + 4\tau^2} \right), \quad \omega_0 = 1.
\]
(49)
Finally, the complexity of purification is
\[
C_p = \min_{\text{Im}(\gamma)} \left( \frac{1}{2} \left[ \sum_{i=1}^{2} \ln \left( \frac{\omega_i}{\omega_0} \right)^2 + \tan^{-1} \left( -\frac{\text{Im}(\omega_i)}{\text{Re}(\omega_i)} \right)^2 \right] \right).
\]
(50)

**Complexity from Operator-State Mapping for Two-oscillator Model:** Finally we will compute the complexity by using the operator state mapping. Motivated by the thermofield-double state [114], we work with \(\hat{\rho}_1^{1/2}\) where again the density matrix \(\rho_1\) for the oscillator-1 is defined in Eq. 30; working in the position representation, one has an effective wave function (in this
doubled Hilbert space)
\[ \psi(x, x') = \frac{1}{\sqrt{\text{Tr}[\hat{\rho}_{1/2}^1]} } \rho_{1/2}^1(x', x) . \] (51)

We will use this as the target state and compute complexity. We can write the wavefunction explicitly as follows [78]:
\[ \psi(x', x_1) = N \exp\left( -\frac{1}{2} (\gamma + \eta) x_1^2 - \frac{1}{2} (\gamma^* + \eta) x_1'^2 + \sqrt{2} \eta(\gamma_1 + \eta) x_1 x_1' \right) . \] (52)

Here \( N \) is a normalization constant and \( \gamma_1 \) is the real part of \( \gamma \). The effective wave function can be written in the form
\[ \psi(x', x_1) = N \exp\left( -\frac{1}{2} (\beta x_1^2 + \beta^* x_1'^2) + \zeta x_1 x_1' \right) . \] (53)

To proceed, we need to diagonalize the argument of the exponential; we obtain the effective wave function
\[ \psi(x', x) = N \exp\left( -\frac{1}{2} (\beta_1 + E) X_1^2 - \frac{1}{2} (\beta_1 - E) X_2^2 \right) \] (54a)
where
\[ \begin{pmatrix} X_1 \\ X_2 \end{pmatrix} = \begin{pmatrix} u & -v \\ v & u \end{pmatrix} \begin{pmatrix} x_1 \\ x_1' \end{pmatrix} \] (54b)
and
\[ E^2 = \zeta^2 - \beta_2^2 , \quad u = \sqrt{\frac{1}{2} \left( 1 + i \frac{\beta_2}{E} \right)} , \quad v = -\sqrt{\frac{1}{2} \left( 1 - i \frac{\beta_2}{E} \right)} , \] (54c)
with \( \beta_1 = \text{Re}[\beta] , \beta_2 = \text{Im}[\beta] \). In what follows, we will use this effective wavefunction (54b) as the target state and compute the complexity [see Appendix B] with respect to the ground state wavefunction of \( H_< \) defined in Eq. 20b.

### 4.1.1 Time Evolution of Linear Entropy, Negativity and Complexity

We study and compare the time evolution of the subsystem complexity (both COP and complexity from operator-state mapping), linear entropy and entanglement negativity for different choices of system parameters. Below we list the main features and conclusion drawn from them.

- When both the system and bath are ordinary oscillators, all four quantities show oscillatory behavior and do not saturate as evident from Fig. 1. Moreover, the peaks appear around the same time for all the quantities.

- Entanglement negativity \( \mathcal{N}(\rho) \) does not saturate for any values of coupling \( \lambda \). Apart from the case shown in Fig. 1 when both the system and the bath is regular and the coupling is small (\( \lambda < 1 \)), it always grows exponentially with time as shown in Fig. 2. This can be contrasted with the behaviour of the linear entropy and complexity. When both the system and the bath are regular, then irrespective of the magnitude of \( \lambda \) both the complexity and
the linear entropy shows an oscillatory behaviour as demonstrated in the Fig. 1 and Fig. 3.

- When either the bath or the system is inverted, both the complexity and the linear entropy reach to a saturation as shown in the Fig. 4 and Fig. 5. Interestingly both complexities (COP and complexity from state-operator mapping) reach to their saturation values.\footnote{Both complexities have oscillations around the saturation value, which is an expected feature for harmonic oscillator models.}

Figure 1: Complexity from operator-state mapping ($C$), COP, Linear Entropy and Entanglement Negativity vs time for small $\lambda$ (i.e $\lambda < 1$) when both the system and bath are regular oscillators ($\epsilon_1 = \epsilon_2 = 1$ and $\lambda = 0.5$).

Figure 2: Logarithmic Negativity vs time for different parameter choices in two-oscillator model (Note that, the entanglement negativity remains the same even if we exchange the values $\epsilon_1 \leftrightarrow \epsilon_2$.)

- When either the bath or the system is inverted, both the complexity and the linear entropy reach to a saturation as shown in the Fig. 4 and Fig. 5. Interestingly both complexities (COP and complexity from state-operator mapping) reach to their saturation values.\footnote{Both complexities have oscillations around the saturation value, which is an expected feature for harmonic oscillator models.}
Figure 3: Complexity from operator-state mapping ($C$), COP and Linear Entropy vs time for large $\lambda$ (i.e $\lambda > 1$) when both the system and bath are regular oscillators ($\epsilon_1 = \epsilon_2 = 1$ and $\lambda = 1.1$).

faster than the linear entropy as evident from the Fig. 4 and Fig. 5. Moreover, we can also conclude that when the system becomes mixed, the complexity is expected to be saturated. We have extensively scanned the parameter space for this two-oscillator model.

- Last but not the least, the exponential growth of entanglement negativity (or the linear growth of the logarithmic negativity as shown in Fig. 2) can be contrasted with the behaviour of both the complexities (from operator-state mapping and COP). The complexity saturates when either of the oscillator is inverted and the system gets maximally mixed. Note that the two-oscillator model is only a toy model. In the next section, we will see that for a more realistic model (Caldeira Leggett model) negativity will also saturate when the system becomes mixed.

Figure 4: Complexity from operator-state mapping ($C$), COP and Linear Entropy vs time for small $\lambda$ when bath is inverted and system is normal ($\epsilon_1 = 1$, $\epsilon_2 = -1$) and $\lambda = 0.5$ (Left) $\lambda = 1.2$ (Right).

---

13It can be easily checked that the entanglement entropy also grows with time when either of the oscillator becomes inverted.
4.2 Caldeira Leggett Model

We now turn our attention to yet another simple model of open quantum system, namely the Caldeira Leggett model. The Caldeira Leggett model [115, 116] provides one of the first microscopic descriptions of Quantum Brownian motion. It’s a simple model where the dissipative dynamics of a harmonic oscillator interacting with a bosonic bath is captured by a position-position coupling. Below we review some details of our setup following [79]. Interested readers are referred to [79] for more details.

Solving the Model: In principle, there are two ways to model such a heat bath. One way is to consider a reservoir composed of a large ensemble of non-interacting quantum systems such as harmonic oscillators and the second way is to use a free field. In this paper we will consider the second approach as in [79, 117]. Explicitly, the system we consider is a harmonic oscillator that is coupled to a one-dimensional free bosonic field. The Hamiltonian is given by

$$H = \int_0^L dx \left\{ \frac{1}{2} \left[ \Pi^2 + (\partial_x \phi)^2 \right] + \delta(x) \left[ \frac{1}{2} P^2 + \frac{\omega_0^2}{2} Q^2 + \lambda Q \partial_x \phi \right] \right\},$$  

(55)

where we are ultimately interested in the $L \to \infty$ limit. In Eq. 55, $Q$ and $P$ are canonically conjugate variables describing the system, $[Q, P] = i$; $\phi$ and $\Pi$ are canonically conjugate fields of the bath, $[\phi(x), \Pi(x')] = i \delta(x - x')$. Furthermore, the field $\phi$ satisfies Dirichlet boundary conditions at $x = 0$ and $x = L$:

$$\phi(x = 0) = 0; \quad \phi(x = L) = 0.$$

(56)

For further simplification, we define the decay rate, $\Gamma \equiv \lambda^2/2$. We consider the following quench

---

14We work in units where $\hbar = 1$. We have also set the string’s speed of sound to unity: $v = 1$. 

---
in the above model (Eq. 55) —

\[
H = \begin{cases} 
H_< & \text{for } t < 0 \\
H_> & \text{for } t > 0 
\end{cases},
\]

(57)

In what follows, we start the system in the ground state of \(H_<\). We take \(H_<\) to be the Hamiltonian of the system and bath decoupled.

\[
H_< = \int_0^L dx \frac{1}{2} \left[ \Pi^2 + (\partial_x \phi)^2 \right] + \frac{1}{2} P^2 + \frac{\Omega_<^2}{2} Q^2
\]

(58)

By performing the following mode expansion [79],

\[
\phi(x) = \sqrt{\frac{2}{L}} \sum_{n=1}^\infty \sin \left( \frac{\pi n}{L} x \right) \frac{1}{\sqrt{2\Omega_n}} (a_n + a_n^\dagger),
\]

\[
\Pi(x) = -i \sqrt{\frac{2}{L}} \sum_{n=1}^\infty \sin \left( \frac{\pi n}{L} x \right) \sqrt{\frac{\Omega_n}{2}} (a_n - a_n^\dagger),
\]

\[
Q = \frac{1}{\sqrt{2\Omega_<}} (a_0 + a_0^\dagger),
\]

\[
P = -i \sqrt{\frac{\Omega_<}{2}} (a_0 - a_0^\dagger),
\]

(59)

we get

\[
H_< = \sum_{n=1}^\infty \frac{\pi n}{L} \left( a_n^\dagger a_n + 1/2 \right) + \Omega_< \left( a_0^\dagger a_0 + 1/2 \right).
\]

Our initial state \(\psi_0\) is annihilated by the \(\{a_i\}\):

\[
a_i |\psi_0\rangle = 0 \ \forall \ i.
\]

(60)

Then our final state is obtained by evolving \(\psi_0\) with \(H_>\) and \(H_>\) is given by Eq. 55

\[
|\psi(t)\rangle = e^{-iH_> t}|\psi_0\rangle.
\]

(61)

We will consider two different sets of parameters:

- **Underdamped oscillator**: \(\Omega^2 > 0\), i.e., \(\omega_0^2 > \Gamma^2\).
- **Overdamped oscillator**: \(\Omega^2 < 0\), i.e., \(\omega_0^2 < \Gamma^2\).

To proceed further we first introduce a dual field \(\theta\) such that

\[
\Pi = -\partial_x \theta,
\]

(62)

with \([\phi(x), \theta(x')] = (i/2) \text{sgn}(x' - x)\). In terms of these fields now the bath Hamiltonian takes
the form \[ H_B = \int_0^L dx \left\{ \frac{1}{2} (\partial_x \theta)^2 + (\partial_x \phi)^2 \right\} . \]

Now we decompose \( \phi \) and \( \theta \) into right and left movers

\[ \phi(x) = \phi_R(x) + \phi_L(x) , \quad \theta(x) = \phi_R(x) - \phi_L(x) , \]

where \( \phi_R \) and \( \phi_L \) satisfy the commutation relations

\[ [\phi_R(x), \phi_R(x')] = i \frac{4}{3} \text{sgn}(x-x') , \quad [\phi_L(x), \phi_L(x')] = -i \frac{4}{3} \text{sgn}(x-x') , \quad [\phi_R(x), \phi_L(x')] = 0 . \]

In the Heisenberg picture, \( \phi_R \) is a function of \((x-t)\), and \( \phi_L \) is a function of \((x+t)\): \( \phi_R(x,t) = \phi_R(x-t) \) and \( \phi_L(x,t) = \phi_L(x+t) \). Using the Dirichlet boundary condition \( \phi(x=0,t) = 0 \), we have \( \phi_L(x=0,t) = -\phi_R(x=0,t) \). This implies

\[ \phi_L(x+t) = -\phi_R(-x-t) , \]

namely that \( \phi_L \) can be regarded as the continuation of \( \phi_R \) to \( x < 0 \). Then using the boundary condition \( \phi(x=L,t) = 0 \), one obtains

\[ \phi_R(-L,t) = \phi_R(L,t) , \]

so that we can work with right-movers on the interval \(-L < x < L\) satisfying periodic boundary conditions. For more details please refer to the Appendix.\footnote{Writing the full Hamiltonian defined in Eq. 55 solely in terms of right movers, we obtain \[ H = \int_0^L dx \left\{ \frac{1}{2} (\partial_x \phi_R)^2 + \frac{1}{2} \left[ \partial_x^2 + \omega_0^2 Q^2 + 2 \lambda Q \partial_x \phi_R \right] \right\} . \]

From Eq. 65, we obtain the (Heisenberg) equations of motion for the operators

\[ \partial_t \phi_R = -\partial_x \phi_R - \delta(x) \lambda Q , \quad \frac{d^2 Q}{dt^2} + \omega_0^2 Q = -2 \lambda \partial_x \phi_R(0) . \]

The homogeneous part of the first equation in Eq. 66 tell us that, the \( \phi_R \) is a function of \((x-t)\); using that as a “source” term acting only at \( x = 0 \), we integrate about a small region about \( x = 0 \): \( -\epsilon < x < +\epsilon \). Eq. 66 becomes

\[ 0 = \phi_R^+(x=+\epsilon) - \phi_R^-(x=-\epsilon) \bigg|_{\epsilon \to 0} + \lambda Q \]

\[ \frac{d^2 Q}{dt^2} + \omega_0^2 Q = -\lambda \left[ \partial_x \phi_R^+(x=0) + \partial_x \phi_R^-(x=0) \right] , \]

where we have introduced the notation \( \phi_R^+(x) \equiv \phi_R(x > 0) \) and \( \phi_R^-(x) \equiv \phi_R(x < 0) \).

We will apply the scattering formalism \cite{118} to solve Eq. 67. In this formalism, we consider
particles incoming from \( x < 0 \), then they are scattered by the system at \( x = 0 \), and finally are outgoing for \( x > 0 \). From the practical point of view, we solve for \( Q \) and \( \phi_R^+ \) in terms of \( \phi_R^- \). Finally we get
\[
\frac{d^2Q}{dt^2} + \omega_0^2 Q + 2\Gamma \frac{dQ}{dt} = 2\sqrt{2\Gamma} \frac{d\phi_R^-}{dt},
\]
where \( \Gamma = \lambda^2/2 \). The solution for \( Q(t) \) can be written as
\[
Q(t) = Q_H(t) + Q_P(t),
\]
where, \( Q_H(t) \) and \( Q_P(t) \) are the homogeneous and particular solutions respectively. The homogeneous solution turns out to be the following:
\[
Q_H(t) = \exp(-\Gamma t) \left\{ \left[ \cos \Omega t + \left( \frac{\Gamma}{\Omega} \right) \sin \Omega t \right] Q(t=0) + \left( \frac{1}{\Omega} \right) \sin \Omega t \dot{P}(t=0) \right\} - \exp(-\Gamma t) \left\{ \left[ \cos \Omega t + \left( \frac{\Gamma}{\Omega} \right) \sin \Omega t \right] Q_P(t=0) + \left( \frac{1}{\Omega} \right) \sin \Omega t \dot{Q}_P(t=0) \right\},
\]
where \( \Omega = \sqrt{\omega_0^2 - \Gamma^2} \). To find the particular solution we introduce the Fourier transforms
\[
\phi_R(x,t) = \int \frac{d\omega}{\sqrt{2\pi}} e^{-i\omega(x-t)} \phi_R(\omega), \quad Q(t) = \int \frac{d\omega}{\sqrt{2\pi}} e^{-i\omega t} Q(\omega),
\]
and obtain
\[
Q_P(\omega) = \left( \frac{i2\sqrt{2\Gamma}\omega}{\omega^2 + i2\Gamma\omega - \omega_0^2} \right) \phi_R^-(\omega),
\]
\[
\phi_R^+(\omega) = -\sqrt{2\Gamma} Q_H(\omega) + \left( \frac{\omega^2 - i2\Gamma\omega - \omega_0^2}{\omega^2 + i2\Gamma\omega - \omega_0^2} \right) \phi_R^-(\omega).
\]
To execute calculations for the bath, one must understand \( \phi_R^-(\omega) \) as
\[
\phi_R^-(\omega) = \begin{cases} \frac{\alpha_\omega}{\sqrt{2|\omega|}} & \text{for } \omega > 0 \smallskip \frac{\alpha_\omega^+}{\sqrt{2|\omega|}} & \text{for } \omega < 0 \end{cases},
\]
and obtain
\[
\phi_R^-(\omega) = \begin{cases} \frac{\alpha_\omega}{\sqrt{2|\omega|}} & \text{for } \omega > 0 \smallskip \frac{\alpha_\omega^+}{\sqrt{2|\omega|}} & \text{for } \omega < 0 \end{cases},
\]
\[
\phi_R^-(\omega) = \begin{cases} \frac{\alpha_\omega}{\sqrt{2|\omega|}} & \text{for } \omega > 0 \smallskip \frac{\alpha_\omega^+}{\sqrt{2|\omega|}} & \text{for } \omega < 0 \end{cases},
\]
\[
\phi(x,t) = \phi_0(x,t) - \text{sgn}(x) \lambda Q(t - |x|)
\]
\[
\Pi(x,t) = \Pi_0(x,t) - \text{sgn}(x) \lambda \dot{Q}(t - |x|)
\]
where, $\phi_0(x, t)$ and $\Pi_0(x, t)$ are the time evolution of the bosonic fields in the free theory, i.e,

$$
\phi_0(x, t) \equiv -i \int_0^\infty \frac{d\omega}{\sqrt{\pi \omega}} \sin(\omega x) \left( a_\omega^\dagger e^{i\omega t} - a_\omega e^{-i\omega t} \right),
$$

$$
\Pi_0(x, t) \equiv \int_0^\infty \frac{d\omega}{\sqrt{\omega \pi}} \sin(\omega x) \left( a_\omega^\dagger e^{i\omega t} + a_\omega e^{-i\omega t} \right).
$$

(75)

After knowing the solutions mentioned in Eq. 70, 72 and 73, we are now in a position to compute the time-evolved wavefunction mentioned in Eq. 61.

**Reduced Density Matrix for the Oscillator (system):**

In this paper we are interested in the reduced density matrix of the system by tracing out the bath degrees of freedom. To obtain that, we divide the full system into two subsystems-oscillator and the string and then traced out the string.

$$
\hat{\rho}_S = \text{Tr}_B[\hat{\rho}],
$$

(76)

where $\hat{\rho}$ is the density matrix of the entire system. The subscript $S$ and $B$ implies system and bath respectively. The system starts from the ground state of the uncoupled Hamiltonian defined in Eq. 58. Then we time evolve it by $H>\gg1$ defined in Eq. 57. As the initial density matrix is Gaussian and the Hamiltonian is quadratic, the density matrix remains Gaussian for all times.

In the position representation, it has the following structure

$$
\rho_S(x, x') = \sqrt{\frac{\gamma_1 - \eta}{\pi}} \exp \left\{-\frac{\gamma_2}{2} x^2 - \frac{\gamma_2^*}{2} x'^2 + \eta l x x' \right\},
$$

(77)

where $\gamma = \gamma_1 + i \gamma_2 \in \mathbb{C}$ and $\eta \in \mathbb{R}$.

The parameters $\{\gamma, \eta\}$ can be obtained from the system’s correlation functions. As the density matrix is Gaussian, it is fully characterized by its first and second moments. It can be easily checked that, the initial wave function mentioned in Eq. 60, the following expectation values vanish.

$$
\langle Q \rangle = 0 \quad \text{and} \quad \langle P \rangle = 0.
$$

Then due to the structure of the Hamiltonian, this is preserved for all times. The parameters in the density matrix defined in Eq. 77 are given in terms of two point correlators of canonical variables $Q$ and $P$ describing the single oscillator [79],

$$
\gamma_1 = \sigma_P - \frac{1}{\sigma_Q} \left( \sigma_{QP}^2 - 1/4 \right), \quad \gamma_2 = -\frac{\sigma_{QP}}{\sigma_Q}, \quad \eta = \sigma_P - \frac{1}{\sigma_Q} \left( \sigma_{QP}^2 + 1/4 \right),
$$

(78)

where

$$
\sigma_Q = \langle Q(t)Q(t) \rangle, \quad \sigma_P = \langle P(t)P(t) \rangle, \quad \sigma_{QP} = \frac{1}{2} \langle Q(t)P(t) + P(t)Q(t) \rangle.
$$

(79)

Interested readers are referred to Appendix C and D for the details of the computation of these correlators.
**Linear Entropy, Negativity and Complexity for Caldeira Leggett Model:** Once we have the $\gamma$ and $\eta$ as defined in Eq. 77, we follow the same procedure outlined for the two oscillator case in Sec. 4.1 to compute linear entropy, negativity and complexities. Linear entropy is $S_l$ is given for this case by the Eq. 32

Next we compute the entanglement negativity following the procedure as discussed in Section 2 for two-mode Gaussian state. First we need to compute first the density matrix for the full system (i.e for oscillator and the bath together). Since this is also of the Gaussian form it is completely characterised by its first and second moments as mentioned earlier. All the first moment vanishes because of our choice of the initial state as mentioned earlier. Then we compute the covariance matrix as defined in Eq. 7. Note that the term $\delta(x) \lambda Q \partial_x \phi$ in the Hamiltonian (Eq. 55) denotes the interaction between the bosonic bath $\phi(x)$ and the harmonic oscillator $Q$ to be only at $x = 0$. Therefore, we consider the following canonical phase-space variables describing the system and bath,

$$X_i = \{Q, P, \phi(x = 0), \Pi(x = 0)\}.$$  

We have already computed the correlators corresponding to system variables $Q(t), P(t)$. To compute the negativity, in addition to the system correlators, we now need to compute the two point correlators of system-bath and bath variables. However, the boundary conditions on $\phi(x)$ defined in Eq. 56 sets $\phi(0) = \Pi(0) = 0$, and the corresponding correlators become zero. As a result, the negativity becomes undefined. Therefore we introduce a small length parameter $\delta \ll L$, and consider the bosonic fields at $x = \delta$. Then we can compute the correlators between the phase-space variables $\{Q, P, \phi(x = \delta), \Pi(x = \delta)\}$ (see Appendix D), and construct the covariance matrix $\sigma_{ij}$ as defined in Eq. 7. By using this covariance matrix (Eq. 7) we can calculate the negativity using Eq. 9.

Lastly, we compute the complexities- COP and complexity from operator-state mapping. Just like the two-oscillator model COP for this case also given by Eq. 50, with following identification,

$$\alpha = \sigma_P, \quad \tau^2 = 4 \sigma_{QP}^2 - 1 + 4i \sigma_{QP}, \quad \text{Re}(\gamma) = 2 \sigma_Q,$$

where $\sigma_Q, \sigma_P, \sigma_{QP}$ are defined in Eq. 4.2. Also in all the subsequent analysis we will set the reference frequency to be $\omega_0 = 1$ following [79]. Last but not the least, to compute the circuit complexity using operator-state mapping, we start with the reduced density matrix of the oscillator as mentioned in Eq. 77. As mentioned earlier we are mostly interested in $\hat{\rho}^{1/2}_s$ and the corresponding corresponding effective wavefunction will be of the form mentioned in Eq. 51 and Eq. 52. After that the complexity can be computed using Eq. A.8.

### 4.2.1 Time Evolution of Linear Entropy, Negativity and Complexity

In this section we investigate in details the saturation time scale for complexity, linear entropy and negativity. We have scanned the parameter space in detail. Below we pointwise summarize our results.
For both underdamped and overdamped cases we find that all four quantities saturate almost at the same time scale. The results are shown in Fig. 6 (weak coupling, hence underdamped) and Fig. 7 (strong coupling, hence over damped).

Just like our previous model (the two-oscillator model), we find a similar behaviour for the time scales of linear entropy and complexity. When the system becomes completely mixed—linear entropy saturates, both COP and complexity by operator state mapping is already saturated. The saturation time scale for complexity is smaller than the saturation time scale for linear entropy. So we can arrive at the same conclusion that, the
complexity saturates when the system is maximally mixed. However, unlike the two oscillator model, the linear entropy and entanglement negativity have the same saturation time scale. This implies that for this model when the system is completely mixed then the quantum correlation/entanglement between the system and the bath also saturates. Therefore, entanglement negativity can detect when the system becomes mixed.

- Furthermore, our results imply that the complexity is more sensitive in detecting mixedness. To compute these quantities, we have computed various two-point correlators and used a cutoff to control various divergences that appear in these correlators. Details of the computation is mentioned in Appendix D. Moreover, as mentioned previously, we introduced a small length parameter \( \delta \), and considered the bosonic bath fields at \( x = \delta \) to compute the additional correlators. However, the saturation time scales do not depend on the choice of \( \delta \) as shown in Fig. 8, thereby making our claim about the saturation time scale universal.

![Figure 8: Negativity vs time for different choices of \( \delta \) (when \( \omega_0 = 1 \) and \( \Gamma = 0.3 \)). The saturation value of \( \mathcal{N}(\rho) \) is normalized to 1 in each plot.](image)

5 Discussion

In this paper, we considered two different open quantum systems and compared the saturation time scale for complexity, linear entropy and entanglement negativity. Our first model, two coupled oscillators, is basically a toy model for open quantum system and the entanglement negativity does not saturate for this model. However, for a more realistic Caldeira Leggett model, we found that the time scale when the entanglement negativity saturates is of the same order as the time scale when the system is maximally mixed, i.e. linear entropy also saturates.
The quantum correlation between the system and the bath saturates when the system becomes maximally mixed.

On top of this, we discovered that complexity saturates a bit earlier than the above saturation time scale of linear entropy for both the two-oscillator and Caldeira Leggett model, implying that complexity is already maximum when the system is completely mixed. We have thoroughly scanned the parameter space and found that these saturation time scales are independent of the regularization scheme (Caldeira Leggett model). All of these point to the universal nature of our results.

It will be interesting to generalize our computation for multi-oscillator (more than two) systems. One can start with a Caldeira Leggett type of model, but the model the bath by considering the sum of many oscillators. Also, in this paper, we have considered the Caldeira Leggett model with the Dirichlet boundary condition. It will be worthwhile to understand the effect of the boundary condition; hence it will be interesting to repeat this study for other boundary conditions, e.g. Neumann boundary condition. Note that, in this paper, we have computed the entanglement negativity for full density matrix, i.e. system and bath combined. It will be interesting to increase the size of the system and compute the negativity for the system after bipartisan it and tracing out the bath. This will generate a true mixed state corresponding to the system, and then it will be interesting to study how the evolution of negativity for this mixed state. Suppose the system initially has some quantum correlation. In that case, studying the time of evolution negativity will help us understand how the initial quantum correlation changes when there is an interaction with the bath.

Furthermore, it will be very interesting to extend this study to conformal field theory (CFT). Some studies regarding decoherence dynamics for CFT and time evolution of entanglement negativity and purity have been done here. It will be good to again compare the saturation time scales of these quantities with the corresponding complexity. This will open up the possibility of connecting with gravity by making use of the AdS/CFT correspondence.

Last but not least, there are other notions of complexity, e.g. Krylov complexity, which measures operator growth under time evolution. Perhaps it is interesting to study this notion of complexity for the system we considered in this paper and investigate (perhaps along the line of[121–124]) whether it can tell us anything about the system being mixed or not. Apart from this, one perhaps also study other measures of correlation, e.g. out-of-time-ordered correlator[121],[124], the entanglement of purification[109,110] for this kind of open systems and compare with the behaviour complexity, linear entropy and negativity that we have studied here. We hope to get back to some of these questions in a future publication.

16The authors of[25] have explored the time evolution of purity and logarithmic negativity for conformal field theory in the presence of noise. They purified the system’s state by using a Thermofield double type purification and then found the logarithmic negativity by computing Renyi-1/2. On the other hand, we have computed negativity for the full system, i.e. system and bath combined, as we wanted to explore the time evolution of quantum correlation between the system and the bath. This distinguishes our setup from[25].

17In fact, a possible gravity dual of decoherence dynamics has been proposed in[25]. Perhaps one can utilize that to investigate the dynamics of complexity as well.
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A Circuit Complexity

In this we will briefly review some aspects of computation of circuit complexity. We will use the Nielsen’s method \[75–77\]. Further details can be found in \[31\]. The question we explore is the following: given a reference state and set of elementary quantum gates, what is the most efficient way to get a target state. Namely, how to find the most efficient quantum circuit that starts at that reference state (at \(s = 0\)) and terminates at a target state (\(s = 1\))

\[
|\Psi_{s=1}\rangle = U(s = 1)|\Psi_{s=0}\rangle, \quad (A.1)
\]

where \(U\) is the unitary operator that takes the reference state to the target state. We will represent the target state \(|\Psi_{s=1}\rangle\) as \(|\Psi_T\rangle\) and the reference state \(|\Psi_{s=0}\rangle\) as \(|\Psi_R\rangle\) in the rest of the paper. We construct it from a continuous sequence of parametrized path ordered exponential of a control Hamiltonian operator

\[
U(s) = \frac{\mathcal{P}}{\mathcal{P}} \exp[-i \int_0^s ds' H(s')] . \quad (A.2)
\]

Here \(s\) parametrizes a path in the space of the unitaries and given a set of elementary gates \(M_I\), the control Hamiltonian can be written as

\[
H(s) = Y^I(s)M_I . \quad (A.3)
\]

The coefficients \(Y^I\) are the control functions that dictates which gate will act at a given value of the parameter. The control function is basically a tangent vector in the space of unitaries and satisfy the Schrodinger equation\[18\]

\[
\frac{dU(s)}{ds} = -i Y^I(s)M_I U(s) . \quad (A.4)
\]

\[18\]From Eq. A.4 we have \(Y^I(s)M_I = \frac{dU(s)}{ds} U^{-1}(s)\). \(M_I^s\) are taken to be the generators of some groups and can be normalized in a way that they satisfy \(M_IM_J^T = \delta_{IJ}\). Then finally we have, \(Y^I(s) = \text{Tr}\left(\frac{dU(s)}{ds} U^{-1}(s)M_I^T\right)\). Here \(T\) denotes the transpose of matrix. For further details interested readers are referred to \[31\].
Then we define a cost functional $\mathcal{F}(U, \dot{U})$ as follows:\footnote{The dot defines the derivative w.r.t $s$.}

$$C(U) = \int_0^1 \mathcal{F}(U, \dot{U}) ds.$$  \hfill (A.5)

Minimizing this cost functional gives us the optimal circuit. There are different choices for the cost functional \cite{31}. In this paper we will consider

$$\mathcal{F}_2(U, Y) = \sqrt{\sum_l (Y^l)^2}.$$  \hfill (A.6)

In this paper, the target wave function $\psi_T(x_1, x_2) = \langle x_1, x_2 | \psi_T \rangle$ takes the following form,

$$\psi_T(x_1, x_2) = \mathcal{N}(t) \exp \left( -\frac{1}{2} \left[ \Omega_1(t)x_1^2 + \Omega_2(t)x_2^2 - 2\kappa(t)x_1x_2 \right] \right), \hfill (A.7)$$

where $\Omega_1(t), \Omega_2(t) \in \mathbb{C}$ (with $\text{Re}[\Omega_1(t)], \text{Re}[\Omega_2(t)] > 0$) and $\kappa(t), \mathcal{N}(t) \in \mathbb{R}$. For the reference state $\psi_R(x_1, x_2)$ $\Omega_1(t = 0) = \Omega_2(t = 0) = 1$ and $\kappa(t = 0) = 0$. Following \cite{35}, we will take the elementary gates $M_I$ as the generators of the $GL(2, \mathbb{C})$ group. For details interested readers are referred to \cite{35}. In all the cases, the complexity takes the form \cite{35} (due to the structure of the wave functions)

$$C = \frac{1}{2} \sqrt{\sum_{\alpha=1,2} \left( \ln \left| \hat{\Omega}_\alpha \right| \right)^2 + \tan^{-1} \left( \frac{-\text{Im}(\hat{\Omega}_\alpha)}{\text{Re}(\hat{\Omega}_\alpha)} \right)^2}, \hfill (A.8)$$

where $\alpha = 1, 2$ and the normal mode frequencies are given by,

$$\hat{\Omega}_1 = \frac{1}{2} \left( \Omega_1(t) + \Omega_2(t) + \sqrt{(\Omega_1(t) - \Omega_2(t))^2 + 4\kappa(t)^2} \right),$$

$$\hat{\Omega}_2 = \frac{1}{2} \left( \Omega_1(t) + \Omega_2(t) - \sqrt{(\Omega_1(t) - \Omega_2(t))^2 + 4\kappa(t)^2} \right).$$  \hfill (A.9)

\section*{B Mode expansion for Caldeira Leggett Model and Periodic Boundary Conditions}

Here we give some details of the mode expansion of the bath Hamiltonian \cite{79}. The Hamiltonian is given by,

$$H = \frac{1}{2} \int_0^L dx \left[ \Pi^2 + (\partial_x \phi)^2 \right].$$  \hfill (B.1)
The field $\phi$ satisfies the periodic boundary condition $\phi(x + L) = \phi(x)$. By introducing the mode expansions

$$\phi(x) = \frac{1}{\sqrt{L}} \sum_k e^{ikx} \frac{1}{\sqrt{2\Omega_k}} (a_k + a_\dagger_{-k}), \quad \Pi(x) = -i \frac{1}{\sqrt{L}} \sum_k e^{ikx} \sqrt{\frac{\Omega_k}{2}} (a_k - a_\dagger_{-k}),$$

(B.2)

where $k = (2\pi/L)n$ with $n \in \mathbb{Z}$, and $\Omega_k = |k|$, we can diagonalize the Hamiltonian

$$H = \sum_k \Omega_k (a_n^\dagger a_n + 1/2).$$

(B.3)

Then we introduce the dual field $\theta$ such that $\Pi = -\partial_x \theta$. The mode expansion for $\theta$ is given by

$$\theta(x) = \frac{1}{\sqrt{L}} \sum_k e^{ikx} \text{sgn}(k) \frac{1}{\sqrt{2\Omega_k}} (a_k - a_\dagger_{-k}).$$

(B.4)

Finally, one introduces the chiral fields $\phi_R$ and $\phi_L$, such that

$$\phi = \phi_R + \phi_L, \quad \theta = \phi_R - \phi_L;$$

(B.5)

using the mode expansions for $\phi$ and $\theta$, one obtains

$$\phi_R(x) = \frac{1}{\sqrt{L}} \sum_{k>0} \frac{1}{\sqrt{2\Omega_k}} \left( e^{ikx} a_k + e^{-ikx} a_\dagger_k \right), \quad \phi_L(x) = \frac{1}{\sqrt{L}} \sum_{k>0} \sqrt{\frac{\Omega_k}{2}} (e^{-ikx} a_{-k} + e^{ikx} a_\dagger_{-k}).$$

(B.6)

We are ultimately interested in $L \to \infty$ — Eq. B.6 becomes

$$\phi_R(x) = \int_0^{\infty} \frac{d\omega}{\sqrt{2\pi}} \frac{1}{\sqrt{2\omega}} \left( e^{i\omega x} a_\omega + e^{-i\omega x} a_\omega^\dagger \right), \quad \phi_L(x) = \int_0^{\infty} \frac{d\omega}{\sqrt{2\pi}} \frac{1}{\sqrt{2\omega}} \left( e^{-i\omega x} a_{-\omega} + e^{i\omega x} a_{-\omega}^\dagger \right).$$

C Characteristic Function

We now spell out some details about the characteristic function following [79] to make this paper self-contained. By using the density matrix

$$\rho(Q, Q') = N \exp \left\{ -\frac{1}{2} \left( \alpha Q^2 + \alpha^* Q'^2 - cQQ' \right) \right\},$$

(C.1)

where $\alpha = (\alpha_1 + i\alpha_2) \in \mathbb{C}$ and $c \in \mathbb{R}$, one can find the $l$'th moment for an arbitrary operator $\mathcal{O}$ as follows

$$\langle \mathcal{O}^l \rangle = \text{tr}(\rho \mathcal{O}^l).$$

(C.2)

By defining a characteristic function as follows

$$\text{CF}(\epsilon, t) \equiv \text{tr}(\rho e^{-i\epsilon \mathcal{O}}),$$

(C.3)
where $\epsilon$ is a real parameter, we can find the moments of all orders
\[
\langle O_l(t) \rangle = \left. \frac{\partial^l}{\partial (\epsilon i)^l} \text{CF}(\epsilon, t) \right|_{\epsilon=0}.
\] (C.4)

Now, a characteristic function for the position and momentum operators can be written in terms of creation and annihilation operators $a$ and $a^\dagger$ as follows:
\[
\text{CF}(\epsilon, t) \equiv \text{tr}(\rho e^{-i\eta(\epsilon a + \epsilon^* a^\dagger)}),
\] (C.5)

where $\epsilon \in \mathbb{C}$ and $\eta \in \mathbb{R}$. This is also known as the Wigner characteristic function.

The creation and annihilation operators are
\[
a = \frac{1}{\sqrt{2\Omega}} (\Omega Q + iP), \quad a^\dagger = \frac{1}{\sqrt{2\Omega}} (\Omega Q - iP).
\] (C.6)

By using Eq. C.6 we can write
\[
\text{CF}(\lambda, \mu) \equiv \text{tr}(\rho e^{-i(\lambda Q + \mu P)}),
\] (C.7)

where $\lambda = \eta(\epsilon + \epsilon^*)\sqrt{\Omega/2}$ and $\mu = i\eta(\epsilon - \epsilon^*)/(\sqrt{2\Omega})$. By using the commutation relation ($[Q, P] = i$), the exponent in Eq. C.7 can be expanded as
\[
e^{-i(\lambda Q + \mu P)} = e^{-i\lambda Q} e^{-i\mu P} e^{\frac{1}{\sqrt{2}}i\lambda \mu} = e^{-\frac{i}{2}\mu P} e^{\frac{i}{2}i\lambda P} e^{-\frac{i}{2}i\mu P} e^{\frac{1}{\sqrt{2}}i\lambda \mu} = e^{-\frac{i}{2}i\mu P} e^{-i\lambda(Q + \frac{\mu}{2})} e^{-\frac{i}{2}i\mu P} e^{\frac{1}{\sqrt{2}}i\lambda \mu} = e^{-\frac{i}{2}i\mu P} e^{-i\lambda Q} e^{\frac{1}{2}i\mu P}.
\] (C.8)

Now we will evaluate the trace in the position representation, where
\[
Q|Q'\rangle = Q'|Q'\rangle, \quad \langle Q'|Q'' \rangle = \delta(Q' - Q''),
\] (C.9, C.10)
\[
\int_{-\infty}^{\infty} dQ'|Q'\langle Q'| = 1.
\] (C.11)

Furthermore,
\[
e^{\frac{i}{2}i\mu P}|Q'\rangle = \left| Q' - \frac{\mu}{2} \right⟩, \quad \langle Q'| e^{\frac{i}{2}i\mu P} = \langle Q' + \frac{\mu}{2} | .
\] (C.12, C.13)
Using these we get from (C.7)

\[
CF(\lambda, \mu) = \text{tr} e^{-\frac{i}{2}\mu P} e^{-i\lambda Q} e^{-\frac{i}{2}\mu P} = \int e^{-i\lambda Q'} \left( Q' - \frac{\mu}{2} |\rho| Q' + \frac{\mu}{2} \right) dQ'.
\]  

(C.14)  

(C.15)

Now plugging the density matrix (Eq. C.1) in the above expression and performing the gaussian integrals we get

\[
CF(\lambda, \mu) = \exp \left\{ -\frac{A}{2} \lambda^2 - \frac{A'}{2} \mu^2 + B \mu \lambda \right\},
\]  

(C.16)

where the parameters \(A, A'\) and \(B\) are

\[
A = \frac{1}{2(\alpha_1 - c)},
\]

(C.17)

\[
A' = \frac{|\alpha|^2 - c^2}{2(\alpha_1 - c)},
\]

(C.18)

\[
B = -\frac{\alpha_2}{2(\alpha_1 - c)}.
\]

(C.19)

These parameters are related to the correlators as follows:

\[
\langle QQ \rangle = -\frac{\partial^2}{\partial \lambda^2} CF(\lambda, \mu) \Big|_{\lambda=0} = A,
\]

(C.20)

\[
\langle PP \rangle = -\frac{\partial^2}{\partial \mu^2} CF(\lambda, \mu) \Big|_{\mu=0} = A',
\]

(C.21)

\[
\frac{1}{2} \langle PQ + PQ \rangle = -\frac{\partial^2}{\partial \mu \partial \lambda} CF(\lambda, \mu) \Big|_{\lambda=0} = B.
\]

(C.22)

## D Correlation Functions of Caldeira Leggett Model

We need compute the full system two-point correlators \(\langle \hat{O}_\alpha(t_1) \hat{O}_\beta(t_2) \rangle\), where \(\hat{O}_\alpha, \hat{O}_\beta = Q, P, \phi\) or \(\Pi\) for computing various quantities mentioned in the main text. In this regard the correlators relating \(Q_p(t), \phi_0(\delta, t)\) and \(\Pi_0(\delta, t)\) plays an important role. Following \[79\], we have

\[
Q_p(t) = \int_0^\infty d\omega \frac{1}{\sqrt{2\pi} \sqrt{2\omega}} \left[ f(\omega)e^{-i\omega t} a_\omega + f(-\omega)e^{i\omega t} a_\omega^\dagger \right] \quad \text{with} \quad f(\omega) = \frac{i\omega 2\sqrt{2\Gamma}}{\omega^2 + i2\Gamma \omega - \omega_0^2}.
\]

(D.1)

Using that the bath is taken to be initially in its ground state, we obtain

\[
\langle Q_p(t_1) Q_p(t_2) \rangle = \frac{2\Gamma}{\pi} \int_0^\infty d\omega e^{-i\omega(t_1-t_2)} \frac{\omega}{(\omega^2 - \omega_0^2)^2 + (2\Gamma \omega)^2}.
\]

Carrying out the integral(s), we obtain the following,

\[
\langle Q_p(t_1) Q_p(t_2) \rangle = I_1 + iI_2
\]

(D.2)
where
\[
I_1 = -\frac{1}{4\pi\sqrt{\Gamma^2 - \omega_0^2}} \left( 2 \left[ \sin(\tau \omega_+\tau) \text{Si}(\tau \omega_+) - \sin(\tau \omega_+^*\tau) \text{Si}(\tau \omega_+^*) \right] 
+ \cos(\tau \omega_+) \left[ \text{Ci}(\tau \omega_+) + \text{Ci}(-\tau \omega_+) \right] - \cos(\tau \omega_+^*) \left[ \text{Ci}(\tau \omega_+^*) + \text{Ci}(-\tau \omega_+^*) \right] \right),
\]
\[
I_2 = \frac{1}{i(4\sqrt{\Gamma^2 - \omega_0^2})} \left( \sin(\omega_+\tau) - \sin(\omega_+^*\tau) \right).
\]
(D.3)

In Eq. (D.3),
\[
\omega_+ = \sqrt{\omega_0^2 + 2\Gamma(-\Gamma + \sqrt{\Gamma^2 - \omega_0^2})}, \quad \omega_+^* = \sqrt{\omega_0^2 - 2\Gamma(-\Gamma + \sqrt{\Gamma^2 - \omega_0^2})},
\]
\[
\tau = t_1 - t_2, \text{ and } \text{Si}(z) (\text{Ci}(z)) \text{ is the sine-integral (cosine-integral) function.}
\]
We also compute the other correlators:
\[
\langle \dot{Q}_p(t_1)\dot{Q}_p(t_2) \rangle = J_1 + iJ_2,
\]
(D.4)

where
\[
J_1 = -\frac{1}{4\sqrt{2\pi}\sqrt{\Gamma^2 - \omega_0^2}} \left\{ 2 \left[ \omega_+ \cos(\tau \omega_+) \text{Si}(\tau \omega_+) - \omega_+^* \cos(\tau \omega_+^*) \text{Si}(\tau \omega_+^*) \right] 
- \omega_+ \sin(\tau \omega_+) \left[ \text{Ci}(\tau \omega_+) + \text{Ci}(-\tau \omega_+) \right] + \omega_+^* \sin(\tau \omega_+^*) \left[ \text{Ci}(\tau \omega_+^*) + \text{Ci}(-\tau \omega_+^*) \right] \right\},
\]
\[
J_2 = \frac{1}{i(4\sqrt{\Gamma^2 - \omega_0^2})} \left( \omega_+ \cos(\omega_+\tau) - \omega_+^* \cos(\omega_+^*\tau) \right).
\]
(D.5)

Similarly we get
\[
\langle \dot{Q}_p(t_1)\dot{Q}_p(t_2) \rangle = K_1 + iK_2,
\]
(D.6)

where
\[
K_1 = -\frac{1}{8\pi\sqrt{\Gamma^2 - \omega_0^2}} \left\{ 2 \left[ \omega_+^2 \sin(\tau \omega_+) \text{Si}(\tau \omega_+) - \omega_+^* \omega_+^2 \sin(\tau \omega_+^*) \text{Si}(\tau \omega_+^*) \right] 
+ \omega_+^2 \cos(\tau \omega_+) \left[ \text{Ci}(\tau \omega_+) + \text{Ci}(-\tau \omega_+) \right] - \omega_+^* \omega_+^2 \cos(\tau \omega_+^*) \left[ \text{Ci}(\tau \omega_+^*) + \text{Ci}(-\tau \omega_+^*) \right] \right\},
\]
\[
K_2 = \frac{1}{i(4\sqrt{\Gamma^2 - \omega_0^2})} \left( \omega_+^2 \sin(\omega_+\tau) - \omega_+^* \omega_+^2 \sin(\omega_+^*\tau) \right).
\]
(D.7)

Lastly,
\[
\langle Q(t_1)Q(t_2) \rangle = 0
\]
(D.8)

and the correlators at time \( t = 0 \):
\[
\langle QQ \rangle = \frac{1}{2\Omega}, \quad \langle \dot{Q}Q \rangle = \frac{1}{2\Omega},
\]
(D.9)
Note that to carry out the computations discussed in the paper, we need equal time correlators as mentioned in Eq. 4.2. But in the limit $t_1 \to t_2$, they are typically divergent. To regularize the integral, we have used a cutoff $\tau_c$.

The correlators with the (free) bosonic fields, $\phi_0(\delta, t)$ and $\Pi_0(\delta, t)$, can be calculated to be:

\[
\langle \phi_0 \phi_0 \rangle = \int_0^\infty \frac{d\omega}{\pi \omega} \sin^2 (\omega \delta) \tag{D.10}
\]

\[
\langle \Pi_0 \Pi_0 \rangle = \int_0^\infty \frac{d\omega}{\pi} \omega \sin^2 (\omega \delta) \tag{D.11}
\]

\[
\langle \phi_0 \Pi_0 + \Pi_0 \phi_0 \rangle = 0 \tag{D.12}
\]

\[
\langle \phi_0 Q P + Q P \phi_0 \rangle = \int_0^\infty \frac{d\omega}{\pi \omega} \sin (\omega \delta) \text{Im} [f(\omega)] \tag{D.13}
\]

\[
\langle \phi_0 \dot{Q} P + \dot{Q} P \phi_0 \rangle = \int_0^\infty \frac{d\omega}{\pi} \sin (\omega \delta) \text{Re} [f(\omega)] \tag{D.14}
\]

\[
\langle \Pi_0 Q P + Q P \Pi_0 \rangle = \int_0^\infty \frac{d\omega}{\pi} \sin (\omega \delta) \text{Re} [f(\omega)] \tag{D.15}
\]

\[
\langle \Pi_0 \dot{Q} P + \dot{Q} P \Pi_0 \rangle = \int_0^\infty \frac{d\omega}{\pi} \omega \sin (\omega \delta) \text{Im} [f(\omega)] \tag{D.16}
\]

However, the correlator in Eq. D.16 is divergent. In order to regularize the integral, we look at the asymptotic series expansion of the integrand and identify the divergent term. Then we subtract it from the original integrand to obtain a finite answer.
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