Abstract  A novel device to compress the phase space of a muon beam by a factor of $10^{10}$ with a $10^{-3}$ efficiency is under development. A surface muon beam is stopped in a helium gas target consisting of several compression stages, wherein strong electric and magnetic fields are applied. The spatial extent of the stopped muon swarm is decreased by means of these fields until muons with eV energy are extracted into vacuum through a small orifice. It was observed that a 20 cm long muon stop distribution can be compressed in the longitudinal direction to a sub-mm extent within 2 $\mu$s. Additionally, a drift perpendicular to the magnetic field of the compressed low-energy muon swarm was successfully demonstrated, paving the way towards extraction from the gas and re-acceleration of the muons.

1 Introduction

Standard surface muon beams have a relatively poor phase space quality. An improvement of the muon beam quality would open the way for new experiments in low energy particle physics, atomic physics and material research. Examples of such experiments include muonium $1S-2S$ spectroscopy, muonium electric dipole moment (EDM) measurement and muon spin rotation ($\mu$SR) applications. Due to the limited lifetime of the muons ($\tau = 2197$ ns), a fast cooling scheme is required, and thus conventional beam cooling methods such as stochastic [1] or electron cooling [2] cannot be applied. Several alternative muon beam cooling schemes have been developed: based on frictional cooling [3], ionization cooling (MICE) [4] or moderation in solid rare gas layers [5]. The common principle of the phase space compression obtained using these techniques is momentum spread reduction in all directions by moderation in matter and subsequent re-acceleration in the longitudinal direction.

In contrast, the scheme presented here (muCool device [6]) moderates the muon beam momentum while simultaneously compressing its beam spot. Such a phase space compression is achieved by stopping the incoming $\mu^+$ in He gas, while manipulating them in the gas with electric and magnetic fields in order to decrease their spatial extent. After compression, which takes place within 10 $\mu$s, the muons are extracted at eV energies from the He gas and re-accelerated. When this technique is applied to a standard surface $\mu^+$ beam, the 6D phase space is reduced by a factor of $10^{10}$ with an efficiency of $10^{-3}$, mainly limited by the muon lifetime. Thus, the brightness of the incoming beam is enhanced by a factor of $10^7$.

The decrease of the muon swarm extent is obtained by making the drift velocity of the $\mu^+$ in the gas position-dependent. The drift velocity vector of $\mu^+$ in gas, in the presence of electric and magnetic fields, can be written as [7]:

$$v_D = \frac{\mu |E|}{1 + \omega^2/\nu^2} \left[ \hat{E} + \frac{\omega}{\nu} \hat{E} \times \hat{B} + \frac{\omega^2}{\nu^2} (\hat{E} \cdot \hat{B}) \hat{B} \right],$$  

(1)

where $\mu = e/\nu m$ is the mobility of the muon, $\hat{E}$ and $\hat{B}$ are the unit vectors of the electric and magnetic fields, $\omega = eB/m$ is the cyclotron frequency of the muon and $\nu$ the average collision frequency of the muon with the He gas atoms. The drift velocity $v_D$ can be made position-dependent by applying a position-dependent electric field $E$ and/or by making
the collision frequency $\nu$ position-dependent, which changes the weights of the three components in Eq. 1.

A sketch of the He gas target where such a compression occurs is shown in Fig. 1, together with the coordinate system used throughout this paper. The target consists of several stages and is placed in a homogeneous magnetic field, oriented along the $+z$-direction, i.e. $B = (0, 0, B)$, with $B = 5$ Tesla.

The incoming $\mu^+$ beam, propagating along the $-z$ direction, is stopped in the first stage which is at cryogenic temperatures, with a vertical ($y$-direction) gas density gradient induced by a temperature gradient between $T = 4$ K at the bottom and $T = 12$ K at the top of the roughly 3 cm high target [8]. The gas density gradient gives rise to a position-dependent collision frequency $\nu = \nu(x, y, z)$.

An electric field $E = (E_x, E_y, 0)$ with $E_x = E_y \approx 1$ kV cm$^{-1}$ is applied perpendicular to the magnetic field in this stage, thus only the first two terms in Eq. 1 remain. The muons in a region of higher gas density (colder temperatures) follow the $\hat{E}$-direction because $\nu$ is large, whereas muons in a region of lower gas density (warmer temperatures) primarily follow the $\hat{E} \times \hat{B}$-direction. With our choice of $E, B$ and $\nu(x, y, z)$ we achieve compression of the stopped muon swarm in the vertical ($y$) direction (called “transverse compression”), with superimposed drift in the $+x$-direction towards the second compression stage, where longitudinal (in the $z$-direction) compression occurs.

The second stage is at room temperature (much lower gas density) and the electric field is parallel to the magnetic field: $E = (0, 0, \mp E_z)$ pointing towards the center of the target, as indicated in Fig. 1, with $E_z \approx 50$ V cm$^{-1}$. Therefore, in the second stage Eq. 1 simplifies to $\nu_D \approx \mu E$, and the muon swarm is compressed along the $\pm z$-direction (“longitudinal compression”) towards $z = 0$. Adding an electric field in the $y$-direction gives rise to a superimposed drift in the $+x$-direction, which guides the compressed muon swarm towards an orifice of about 1 mm diameter, through which the muons are extracted into vacuum. After extraction into the vacuum, the $\mu^+$ are accelerated to keV energy, while maintaining eV energy spread, and are subsequently extracted from the magnetic field.

Initially, the various stages of the compression target can be tested separately, simplifying the experimental approach considerably. Transverse compression has been successfully demonstrated and will be presented in a separate publication. Longitudinal compression has been demonstrated to be feasible [9]. However, several problems prevented quantification of the muon swarm compression efficiency. The major issue was impurities in the helium gas target, which captured low-energy muons and thus lowered the compression efficiency. Moreover, a large background allowed us to demonstrate only qualitatively the feasibility of the longitudinal compression.

In this paper we present an improved demonstration of the longitudinal compression with a quantification of the compression efficiency. Furthermore, we demonstrate that the muon swarm can be steered in the $+x$-direction by adding a vertical ($y$-direction) electric field. This is crucial to guiding the $\mu^+$ through the various compression stages and finally towards the point of extraction. The experiments were performed at the $\pi E_1$ beam line at the Paul Scherrer Institute (PSI), which delivers about $10^4 \mu^+$/s at 11 MeV/c.

2 Test of longitudinal compression

In order to test longitudinal compression, an 11 MeV/c muon beam was injected longitudinally into a target containing He gas of a few mbar pressure at room temperature. The setup is sketched in Fig. 2. The muons first have to pass through a 55 $\mu$m thick entrance detector (D1), giving the initial time $t_0 = 0$, then through a 2 $\mu$m Mylar target window enclosing the He gas. Only a small fraction $\Theta(1\%)$ of the muons producing the signal in D1 stop in the gas, while the remaining muons stop in D1 or the target window (region I in Fig. 2) or the downstream part of the target (region II in Fig. 2).

The longitudinal compression target had a transverse cross section of $12 \times 12$ mm$^2$, and an “active” length, within which the electric field was defined, of about 200 mm. The side walls of the target were lined with gold electrodes that created a V-shaped electric potential with a minimum at the center of the target cell at $z = 0$. This choice of the electric potential produced an electric field pointing towards $z = 0$, which
caused the muons to move along the ±z-direction towards the potential minimum.\footnote{Because of $\nabla \cdot \mathbf{E} = 0$, at $z = 0$ the electric field will also have a radial component. This component is included automatically in the COMSOL Multiphysics® simulation but it is so small that it does not significantly affect the muon motion.}

The exact electric field was simulated using a finite-element method within COMSOL Multiphysics® \cite{10} and imported into the Geant4 simulation package \cite{11}, allowing us to study muon motion in the realistic electric field. The Geant4 simulation included almost all relevant low-energy processes (muonium formation and ionization) \cite{9}. Cross sections for elastic collisions and charge exchange were implemented by energy and velocity scaling \cite{12}, respectively, of the proton cross sections from \cite{13,14}.

A simulation of the muon distribution inside the target at two different times $t$ is shown in Fig. 3. The distribution at $t = 0.15 \mu s$ represents the initial muon stop distribution, while the distribution at $t = 2 \mu s$ shows the muon distribution when the longitudinal compression is almost completed. To highlight the muon swarm compression, the number of counts has been scaled with $\exp(-t/\tau)$, where $\tau = 2197$ ns is the muon lifetime, in order to compensate for muon decay.

Under such conditions and neglecting muon decay, at $t = 2 \mu s$, 63% of the muons that were in the active region at $t = 0.15 \mu s$ are still within the active region, with 90% of those already within $z = \pm 5$ mm. Moreover, 50% of all muons in the active region at $t = 2 \mu s$ are already compressed in the center within an even smaller region of $z = \pm 1$ mm. Therefore, the fraction of muons within the region of $z = \pm 1$ mm increases by about a factor of 20 between 0.15 \mu s and 2 \mu s.

The other 37% of the muons that were initially in the active region are lost through two main mechanisms: 26% through muonium formation and 11% through scattering out of the active region due to low-energy elastic collisions. A muon bound in the neutral muonium atom is not confined by the 5 tesla magnetic field, causing it to fly into the walls of the target. The losses due to scattering of $\mu^+$ are relevant only when the muon beam is injected into the longitudinal target at keV energies, because the $\mu^+$ mean free path at these energies can be up to a few cm. These losses will therefore be absent in the final setup, in which muons enter the longitudinal compression stage from the transverse compression stage at eV energies. Indeed, at such energies, the $\mu^+$ mean free path is sub-mm. Similarly, the losses due to muonium formation will be strongly reduced in the final setup.

The muon swarm movement was measured experimentally by placing 21 identical plastic (BC-404) scintillators (S1 to S21) along the target z-axis, as shown in Fig. 2. The scintillators had dimensions of $30 \times 5 \times 6$ mm$^3$ and were wrapped in Teflon™ tape. When positrons from muon decays pass through the scintillators they produce scintillation light which is then read out by Silicon Photomultipliers (SiPMs) with $3 \times 3$ mm$^3$ active area. The acceptance of some of these scintillators as a function of muon decay z-position is plotted in Fig. 4. Each detector has an average geometrical acceptance in the z-direction of 16.5 mm (FWHM).

The number of measured positrons in each scintillator is presented for $t = 150$ ns (black dots) and $t = 2000$ ns (green dots) in Fig. 5. Note that the number of counts has been scaled with $\exp(-t/\tau)$ to compensate for muon decay.

In Fig. 5 the measured $\mu^+$ distributions (dots) are compared to the Geant4 simulations (curves). The simulated number of positron hits in each of the detectors S1-S21...
is obtained by convoluting the simulated spatial distribution of the muon swarm at the corresponding time, given in Fig. 3, with the detection efficiency of the appropriate detector, given in Fig. 4. These positron hits originate not only from the muons in the active region, but also from muons from the regions where the electric field is not well defined, giving rise to a substantial background.

This background is dominated by positron hits from $\mu^+$ that stop in the regions I and II (as defined in Fig. 2). The background is larger for the detectors placed at the periphery of the active region (S1, S2 and S20, S21), as shown in Fig. 5 (shaded areas). The shape of the background caused by these muons can be simulated. However, the exact number of $\mu^+$ which stop in the regions I and II depends strongly on the momentum distribution of the initial muon beam, which is not sufficiently well known.

Therefore, two measured distributions along the $z$-axis (for $t = 150$ ns and $t = 2000$ ns) are fitted simultaneously with the sum of 4 contributions:

1. Background arising from the region I.
2. Background arising from the region II.
3. Linear (in time) background.
4. Simulation of all $\mu^+$ that stop in the gas (which includes $\mu^+$ in the active region).

The shapes of these 4 contributions are known, under the assumption that all the detectors (S1 to S21) have the same detection efficiency. Each of the contributions has to be scaled with a different scaling factor to account for the different stopping probabilities in region I, region II, the gas, and prompt stops at the target lateral walls. The additional linear background allows us to account for possible misalignment between the target and the magnetic field axis, which would lead to different numbers of muon wall stops at the positions of the various scintillators.

Even though we observe fair agreement between the measurement and the simulation (reduced chi-square $\chi^2_{\text{red}} = 2.3$, for 37 degrees of freedom), it is difficult to extract precise values of the compression efficiency and of the width of the muon swarm from these measurements, given the limited geometrical resolution of the detectors S1 to S21 and the large background from regions I and II. The relatively large $\chi^2_{\text{red}}$ could be attributed to small variations of the detector efficiencies.

In order to better quantify the compression efficiency we turn our attention to the two telescope detectors T1 & T2 in coincidence that were placed below the target, at $z = 0$, as shown in Fig. 2. These scintillators had dimensions of $32 \times 3 \times 3$ mm$^3$ and were also read out by $3 \times 3$ mm$^2$ SiPMs. Massive brass shielding all around the target ensured that

$$\chi^2_{\text{red}} = \frac{1}{\text{ndf}} \sum_{i=1}^{N} \frac{(n_{\text{data},i} - n_{\text{sim},i})^2}{\sigma_{\text{data},i}^2},$$

where $N$ is the number of bins in the histogram, $n_{\text{data},i}$ and $n_{\text{sim},i}$ are the numbers of counts in the $i$-th bin of the data and simulation histograms, respectively, $\sigma_{\text{data},i}$ is the statistical uncertainty of $n_{\text{data},i}$ and ndf is the number of degrees of freedom (equal to $N$ - the number of fitted parameters). The statistical uncertainty of the simulated points is significantly smaller than $\sigma_{\text{data},i}$, and can therefore be neglected.
coincidence hits in T1 & T2 originated only from muons decaying within the small region between about \( z = \pm 3 \text{ mm} \) in the center of the target, as shown in Fig. 4. From the time difference \( t = t_1 - t_0 \) between the positron hits in T1 and T2 in coincidence (at time \( t_1 \)) and the entrance detector, at time \( t_0 \), a time spectrum can be obtained as shown in Fig. 6. The time spectra were recorded for different applied electric potentials.

It can be seen in Fig. 6 that if no electric field is applied (black points) the number of muons decaying in the center of the target (in the T1 & T2 acceptance region) stays constant (after compensation for \( \mu^+ \) decay). When a negative potential (red points) is applied in the center of the target cell, the measured number of counts increases with time. In that case, the stopped muons are attracted towards the potential minimum, so that more muons decay within the acceptance region of T1 & T2. This means that the muon swarm extent has been decreased in the \( z \)-direction, representing a complementary way to demonstrate longitudinal compression. On the contrary, if the “wrong” polarity is applied (green points), the muons drift away from the center of the target, out of the acceptance region of T1 & T2. The very few counts at late times in that case are due to some small background (mostly muons stopping in the wall of the target). The reduction to a nearly background-free measurement represents a major improvement compared with the earlier measurements from 2011 [9] and compared to the measurement of the \( \mu^+ \) \( z \)-distribution of Fig. 5.

The measurements of Fig. 6 are compared to Geant4 simulations. The three simulations (\( + \), \( - \) and 0 voltage) are fitted simultaneously to the corresponding measured time spectra. Only two free parameters were used: a common scaling factor and a common flat background. The common scaling factor is needed to remove the uncertainties related to the positron detection and muon stopping efficiencies. The flat background was included in the fit to account for potential misalignment of the target with respect to the magnetic field axis, which would lead to increased muon stops in the walls.

The simultaneous fit of the 3 curves has a reduced chi-square \( \chi^2_{\text{red}} = 1.41 \) (for 46 degrees of freedom). Introduction of additional losses during the compression process, as detailed in the next section, improves the \( \chi^2_{\text{red}} \) value to 0.95. Alternatively, a smaller \( \chi^2_{\text{red}} \) can also be obtained by a minor tuning of the detector acceptance, related to uncertainties in the position, tilt and energy threshold of the T1 & T2 scintillators.

### 3 Additional muon losses?

As mentioned in the introduction, in the previous (2011) experiment [9], the data displayed lower-than-expected compression efficiency, which was visible from the premature termination (at around \( t = 0.5 \mu s \)) of the compression in the measured time spectra. This was attributed to severe losses of “free” muons, hypothesized to have been caused by impurities present in the helium gas (from outgassing of the Araldite glue and PCB boards used in the target construction). The presence of such impurities would cause the capture of low-energy muons by the contaminant molecules. Additionally, other issues affected the previous measurements such as misalignment between target and magnetic field axis, small target size and poor spatial resolution of the positron detector. These issues suppress the rise in the time spectra, thereby imitating the signature of the “free” muon losses, making it difficult to quantify the actual compression efficiency.

In the experiments presented here, care was taken to improve the aspects limiting the previous experiment: the detector resolution was enhanced by introducing more shielding around the positron detectors and using the telescope detectors (T1 & T2) in coincidence instead of a single detector, the target size was increased and the electric field strength and homogeneity were improved. As a consequence, the sensitivity to target misalignment was considerably reduced. Additionally, high gas purity was ensured by constructing the target from glass plates, using a low-outgassing glue and purifying the He gas in a cold-trap before feeding it into the target.

In order to prove the hypothesis that indeed the compression efficiency is lowered if contaminants are present in the gas, we introduced in a controlled way various amounts of
contaminant gases into the pure helium gas. The results of this test are presented in the time spectra of Fig. 7. It is observed that the compression stops at earlier times when contaminants are introduced, and consequently the compression efficiency decreases (i.e., the number of muons that are brought to the center of target).

The sensitivity of the measurements of Fig. 6 to the muon loss mechanisms has been investigated assuming constant (in time) effective loss rates $R$ during compression, that cause the “free” muon population to decrease according to $e^{-Rt}$. Various simulations have been performed with $R$ ranging from $R = 0$ up to $R = 0.5 \, \mu s^{-1}$. The time spectrum with an effective loss rate $R = 0.5 \, \mu s^{-1}$ would correspond roughly to the measured time spectrum with 0.01 mbar H$_2$ contamination (blue dashed line in Fig. 7).

The simultaneous fit of the simulations for +, − and 0 voltages to the corresponding measurements has been performed for each effective loss rate $R$ (as in Fig. 6, but for $R \neq 0$). Figure 8 (top) shows the fitted time spectra (only for negative voltage) for several effective loss rates $R$. For each of the effective loss rates $R$, the $\chi^2_{\text{red}}$ between the measurement (only −500 V data) and simulations has been calculated and plotted in Fig. 8 (bottom). A parabola was then fitted to these points (green line). The best agreement (minimum $\chi^2_{\text{red}}$) between simulation and measurement is obtained for $R = 0.14 \, \mu s^{-1}$, corresponding to an additional effective loss at $t = 2 \, \mu s$ of $1 - e^{-0.14 \, \mu s^{-1} \cdot 2 \, \mu s} = 24\%$. The $\chi^2_{\text{red, min}} + 1$ is obtained for $R = 0.35 \, \mu s^{-1}$ corresponding to an additional loss at $t = 2 \, \mu s$ of 51%. Therefore, we conclude that the total additional “free” muon loss after 2 $\mu s$ is $24\% - 27\%

Had these losses been caused by capture of the muons by gas impurities, the partial pressure of the impurities would have been $\sim 10^{-3}$ mbar. However, the purity of the He gas in the target was analyzed with a mass spectrometer and such impurity levels have not been observed. Thus, it is reasonable to conclude that the origin of these “effective losses” $R$ cannot be attributed solely to the impurities.

3 The relation between fitted $R$ and impurity concentration is obtained by fitting the simulation for various loss rates $R$ to the measured time spectra of Fig. 7 with the additional 0.01 mbar H$_2$ contamination.
Other explanations, such as small deviations of the detector acceptance (spatial resolution) and of the cross sections from the values implemented in the simulations, are more favored. For example, a shift of only 0.5 mm (which is within the tolerance of the mechanics) of the T1 y-position from the design position would decrease the acceptance of T1 & T2 in coincidence by 5%. This would then translate to a 5% decrease of the number of counts at late times in the measured time spectra of Fig. 8 (top), thereby imitating the signature of the “free” muon loss. This 5% decrease in the number of counts at late times roughly corresponds to the decrease caused by an effective loss rate $R = 0.125 \, \mu s^{-1}$ (compare red and black lines of Fig. 8 (top)).

4 $E \times B$-Drift

The next important step towards the realization of the complete muCool device is the demonstration of the so-called $E \times B$ drift. This drift guides the muons from one compression stage to the next, and is also used to extract them finally into vacuum through a small orifice.

For this purpose we modified the target cell to generate an electric field with an additional vertical component $E_y = 120 \, \text{V/cm}$. The non-vanishing central term in Eq. 1 leads to a drift of the muons in the $+x$-direction. The target cell was enlarged to a transverse cross section of $24 \times 12 \, \text{mm}^2$ and, additionally, the muon beam was injected off-center, as indicated in Fig. 9 by the yellow circle. These two modifications allowed $\mu^+$ to drift for longer times before hitting the right wall of the target, thus enhancing the sensitivity of the measured time spectra to the muon drift.

In total seven plastic scintillators were mounted around the target at $z = 0$ along the $x$-direction to monitor this drift, as shown in the sketch of Fig. 9. For simplicity, we present only the time spectra from three of them, namely “Left”, “Middle”, “Right”, given their favorable detection efficiency and sensitivity to the muon motion. As before, the scintillators were read out by $3 \times 3 \, \text{mm}^2$ SiPMs.

The simulated spatial distribution of the muon swarm as a function of time is given in Fig. 10. This distribution, convoluted with the corresponding detector acceptances, gives rise to the simulated time spectra shown in Fig. 11, together with the corresponding measurements.

At early times, the time spectra are dominated by the muon swarm compression in the $z$-direction, thus the number of detected positrons increases in all scintillators. However, after about 2 $\mu$s, the number of detected positrons in the “Left” scintillator decreases, indicating that the muons are moving out of the acceptance region of this scintillator. On the other hand, “Right” scintillator detects increasingly more positrons. This finding indicates that the muon swarm slowly drifts in the $x$-direction towards the prospective point of extraction.

Also in this case, the measured time spectra of all seven “drift” detectors were fitted simultaneously with the simulation allowing for one common scaling factor, and a different flat background for each detector. A fair agreement between data and simulation has been observed ($\chi^2_{red} = 3.44$ for 433 degrees of freedom), given that no systematic effects were accounted for in the simulation.

![Fig. 9 Sketch of the setup to measure the $E \times B$ drift. The muon beam was injected off-axis to allow the muons to drift a longer distance before hitting the lateral wall. The electric field has a $z$-component for longitudinal compression and a $y$-component to drift the muons in $x$-direction. Seven plastic scintillators are positioned above the target at $z = 0$, but at different $x$-coordinates, to monitor the muon swarm movement in the $x$-direction. The scintillators had a cross section of $2 \times 2 \, \text{mm}^2$ and length (in the $y$-direction) of 32.5 mm for the three central scintillators and 48.5 mm for the four scintillators on the left and right sides of the target.](image-url)

![Fig. 10 Muon positions in the $xz$-plane for various times. The time is given by the color scale. Muon beam centered at $x = -6 \, \text{mm}$ with 3 mm radius is stopped uniformly along the $z$-axis. The muons drift in the $+x$-direction while compression occurs in $z$-direction.](image-url)
According to the simulation, the drift velocity is about 2 mm/μs. This value can be increased in the final setup by increasing the strength of the electric field in the y-direction.

5 Conclusions

The longitudinal compression stage of the muCool device under development at PSI has been demonstrated. An elongated muon swarm of 200 mm length has been compressed to below 2 mm length within 2 μs. Good agreement between the simulation and the measurement has been observed.

Furthermore, the ability to drift the μ+ beam in E \times B-direction towards the prospective position of the extraction hole has been demonstrated by performing a measurement with the electric field having also a component perpendicular to the magnetic field.

In both cases, slightly better agreement between simulations and measurements is achieved by including small additional effective losses in the simulation, that decrease the actual compression efficiency by about 25% relative to (ideal) simulations. These effective losses could be caused by gas impurities. Alternatively, the small discrepancies between the simulations and measurements could be attributed to a minor (5%) overestimation of the detector acceptance or minor variation of the cross sections for muonium formation, muonium ionization and muonium-He elastic scattering. In any case, even with this additional effective loss, the proposed μ+ compression efficiency of 10−3 is attainable.
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