Gray level co-occurrence matrix feature extraction and histogram in breast cancer classification with ultrasonographic imagery
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ABSTRACT

One way to detect breast cancer is using the ultrasonography (USG) procedure, but the ultrasound image is susceptible to the noise speckles so that the interpretation and diagnosis results are different. This paper discusses the classification of breast cancer ultrasound images that aims to improve the accuracy of the identification of the type and level of cancer malignancies based on the features of its texture. The feature extraction process uses a histogram which then the results are calculated using the gray level co-occurrence matrix (GLCM). The results of the two extraction features are then classified using k-nearest neighbors (KNN) to obtain accurate figures from those images. The results of this study is that the accuracy in detecting cancer types is 80%.

This is an open access article under the CC BY-SA license.

1. INTRODUCTION

Breast cancer (carninoma mammae) is one of the most malignant types of cancer for women worldwide along with cervical cancer and ovarian cancer [1]. In developing as well as under-developing countries, breast cancer is the leading cause of mortality among women [2]. As it happened in Indonesia, breast cancer was the highest disease with 42.1 per 100,000 population with an average mortality rate of 17 per 100,000 population [3]. Breast cancer is a cancer of the breast tissue [4] and becomes a disease that really alarming for women, yet breast cancer is not only attacks women but also men [5].

Breast cancer detection is done by several screening procedures such as mammography, magnetic resonance imaging (MRI), biopsy, and ultrasonography (USG). The images from the examination results are very important for accurate diagnosis of breast cancer [6]. This research focuses on the classification of breast cancer using USG images. Ultrasonography is one of the imaging modalities that can detect and classify breast mass abnormalities [7]. USG can be applied to examine the body by utilizing ultrasonic waves to get image of body tissue which in this case: breast tissue. USG is considered cheaper, portable, and easier to find in health facilities than MRI [8]. But ultrasonographic images are very susceptible to noise speckle that appears at the time of acquisition or degradation of unclear edge characters [7], [8]. However, this matter depends on the operator at the time of examination, such as the examination techniques and module characteristics applied. Some of different interpretations and diagnosis results on the image can happen because of the experience or expertise of the USG operator.
The purpose of this study is to improve the accuracy of the identification of the type and degree of malignancy of breast cancer based on texture and classification features. The first process to do is extracting features. The feature extraction process is the images classifying based on the characteristics of the images [9] by calculating the value of the results of segmentation using a histogram. The results are then calculated using the gray level co-occurrence matrix (GLCM) method. The results of the value of the two extraction features are then recalculated in the classification by applying the KNN method to get an accurate number from the image.

Gray level co-occurrence matrix (GLCM) is one of the most famous texture analysis methods especially for irregular textures, by calculating frequent set of the pixels in a predetermined spatial connection and particular qualities transpire in an image [10], [11]. The way it works is by calculating the relationship between two adjacent pixels where the first pixel is a reference pixel and the second pixel is a neighboring pixel [6]. There are 5 stages in the GLCM method including: quantization, co-occurrence, symmetric, normalization and feature extraction [12]. In feature extraction, there are 3 parameters such as contrast, homogeneity, and energy [13] The GLCM analysis method can be applied in various fields including face retrieval system [13], Classification for chicken embryo recognition [14] as well as in breast cancer.

The k-nearest neighbor (KNN) algorithm is one of the top algorithm in data mining and has been widely used in the fields of pattern recognition, regression, and other data mining [15]-[17]. The procedure of this algorithm requires the researcher to determine the input in the form of training data, test data, and k-values, then the training data are sorted by distance proximity by calculating the distance from the tested data and training data, and taken k-top training data to determine the dominant classification class [16]. In a training data, the working principle of the KNN algorithm is to find the closest distance between the data to be evaluated with the nearest K neighbor [18], [19]. KNN algorithm can be applied in various fields such as Wi-Fi fingerprint positioning [20], diagnosis of diabetes [21], as well as in predicting green consumption behavior of students [22].

2. RESEARCH METHOD

Figure 1 shows the research steps which will be covered. The discussion of this research focuses on the image feature extraction process using the histogram and the GLCM method, then the results of the extraction process are classified using the KNN algorithm to identify the type and degree of breast cancer’s malignancy. The data used in the study were ultrasound images from the laboratory, i.e. 25 malignant cancer samples and 25 benign cancer samples. Malignant cancer is a group of fatal breast cancer while benign cancer is a group of mild breast cancer [23], [24]. The format of the data is jpg with an image size of 64 x 64 pixels. After entering the segmented image data, the data will be extracted with a histogram and GLCM. Histogram is representing a graph of the probability distribution of gray values in a digital image. Visualization of the histogram image can help to analyze the frequency of gray levels contained in the image [25]. The parameters to be calculated are mean, standard deviation, skewness, and entropy [26], [27], whereas the GLCM parameters calculated are contrast parameters, energy parameters, and homogeneity parameters. Then the results will be classified with the reference data using the KNN classification method to determine the type of breast cancer.

![Figure 1. USG image identification process for breast cancer classification](image)

2.1. Histogram

There are 4 features that are used in Histogram and taken as a reference for classification, namely: mean, skewness, standard deviation and entropy. The result of the histogram is a histogram feature which will then be classified at a later stage. The steps taken in the histogram process are as follows:

- **Input**: The first process is to change the photo (color image) into a grayscale image: $0.299R + 0.587G + 0.114B$

- **Calculating mean**: $m = \sum_{n=0}^{255} f_n p(n)$
d) Calculating standard deviation value:

\[ \sigma = \sqrt{\sum_{n=0}^{255} (f_n - m)^2 \cdot p(n)} \]

e) Calculating asymmetry value against the average intensity or skewness feature:

\[ \frac{1}{\sigma^2} \sum_{n=0}^{255} (f_n - m)^3 \cdot p(n) \]

f) Calculating value of image complexity or entropy feature:

\[ \sum_{n=0}^{255} p(n) \cdot \log_2 p(n) \]

Information: \( f_n \) = frequency at \( n \)th intensity; \( p(n) \) = probability value at \( n \)th intensity; \( m \) = mean value or mean intensity; \( \sigma \) = standard deviation value.

2.2. Gray level co-occurrence matrix (GLCM)

In the GLCM process, the test data that has been entered will be calculated with GLCM parameters including energy, contrast and homogeneity. The following steps are taken in this process:

1) Input image to be processed
2) Change the photo (color image) to grayscale image using the formula:

\[ 0.299R + 0.587G + 0.114B \]

3) After the color image becomes a grayscale image, the next step is to convert the gray value of the original image from the range 0 - 255 into a new gray scale (in this study using a scale of 0 - 9) this means that each pixel value of the image will be smaller which aims to simplify the process of calculating GLCM elements and histograms in the form of the appearance of the gray value pairs of reference pixels and neighboring pixels.

4) The pixel value of the scale is made into a matrix, in this case the matrix obtained is a matrix of 100 × 100 because the size of the photo entered at the beginning has a size of 100 × 100 pixels which was changed into 64 × 64 pixels

5) Calculate the GLCM element that is the appearance of the gray value pairs of reference pixels and neighboring pixels at the distance and direction specified in the study using 1 pixel proximity and 0° direction.

6) The new matrix is obtained based on the calculation results

7) Calculate the features or parameters of the GLCM in this study. The GLCM parameters used are contrast, energy, and homogeneity. This parameter calculation uses the following formula:

a) Contrast

The function to produce contrast which is an amount of the distribution of elements in a matrix is defined in the following equation:

\[ \sum_i \sum_j (i - j)^2 P[i,j] \]

b) Energy

The function to produce energy is defined in the following equation:

\[ \sum_i \sum_j P^2 [i,j] \]

c) Homogeneity

The function to produce homogeneity or gray level similarity level is defined in the following equation:

\[ \sum_i \sum_j \frac{P[i,j]}{1+|i-j|} \]

Where \( (i, j) \) are the values in row \( (i) \) and column \( (j) \) and \( P \) is the GLCM matrix.

2.3. K-Nearest neighbour

Figures 2 explain KNN process which in this process training images and testing images are included. The parameters needed are the features of the histogram calculation and the features of the GLCM calculation. They are then be sought for the euclidean distance value in the image to be tested with all the
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training images that already exist. After getting the euclidean distance value from the test image with all available training images, the euclidean distance is sorted from the smallest value. After that, 3 data were taken with the smallest euclidean distance which they will be classified. If there are more than 3 data from the benign data, then the tested image can be classified into the benign groups. Meanwhile, if there are more than 3 malignant data, then the tested image can be classified into a malignant group.

3. RESULTS AND ANALYSIS

The GLCM and histogram in the previous stage were applied to software built using python in identifying breast cancer. The results of the histogram parameter calculation of the breast cancer image data and the results of the identification of the type of cancer based on the K-NN classification available in the software. There are two buttons on this display, the upload button to upload an ultrasound image and the process button to display the calculation results by the KNN method as shown in Figure 3.

After the calculation is done, the values are seen with the smallest distance, so it will match the type of test data as shown in the display above. Figure 3 shows the value that has the proximity of the top 3 neighbors, so the results of the classification of test data that shows the type of benign cancer. After the results of identification of the test data are known, then the reference data processing process ends.

3.1. Confusion matrix evaluation result and analysis

Table 1 is a confusion matrix table [28] used to test the accuracy of the results of GLCM calculations and histograms in the previous stage.
Table 1. The confusion matrix breast cancer types test result

| Actual  | Prediction |
|---------|------------|
|         | Benign | Malignant |
| Benign  | 9      | 1        |
| Malignant | 3      | 7        |

Accuracy = \(\frac{BB+MM}{BB+BM+MB+MM}\)

Explanation: B = Benign; M = Malignant

Based on the table above the accuracy presentation value obtained is:

1. Overall accuracy: \(\frac{9}{9+1} \times 100% = 90\%\)

2. M Accuracy (Malignant):

\(\frac{7}{3+7} \times 100% = 70\%\)

3. B Accuracy (Benign):

\(\frac{9}{9+1} \times 100% = 80\%\)

This software is generally made to apply a histogram that can be used to analyze color features in cancer images, the GLCM method to be able to analyze textures in breast cancer image data and the k-nearest neighbor (KNN) to classify test data with reference data so that it can recognize the types of the cancer. The features used in the histogram are the mean, standard deviation, skewness and entropy. While the GLCM parameters used to analyze the texture of breast cancer are energy, contrast and homogeneity. Before the GLCM parameter is calculated, the first step taken is that the gray image from the range 0-255 is changed to range 0-9 so that the system’s load in processing data becomes lighter. The pixel value of the scale results is made into the original matrix and then the next step is to create a co-occurrence matrix by counting the number of occurrences of the reference pixel and neighboring pixel’s gray values in the direction of 45° with proximity of 1 pixel. Each parameter of reference data that is calculated will be stored in a semi-database. The KNN method is used to classify each GLCM feature and histogram data that has been tested in the previous stage so that the type of breast cancer from the classification results can be identified. This study uses 50 breast cancer image data used as reference data consisting of 25 benign type cancer image data and 25 malignant type cancer image data.

4. CONCLUSION

Based on the testing results on the suitability of the histogram results and GLCM calculations from test data and reference data classified by the K-NN method, there was an identification error in 10 image data tested, namely 1 error in benign breast cancer type and 1 error in malignant breast cancer type. So, from each type of breast cancer resulted 80% accuracy of the total; 90% from benign breast cancer type and 70% from malignant breast cancer type. Future work for the development of this research is to apply or to combine this method with other methods so that it can improve the accuracy in detecting types of cancer.
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