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We derive the symmetrized current-noise spectrum of a quantum dot, which is weakly tunnel-coupled to an electron reservoir and driven by a slow time-dependent gate voltage. This setup can be operated as an on-demand emitter of single electrons into a mesoscopic conductor. By extending a real-time diagrammatic technique which is perturbative in the tunnel coupling, we obtain the time-resolved finite-frequency noise as well as its decomposition into noise harmonics in the presence of both strong Coulomb interaction and slow time-dependent driving. We investigate the noise over a large range of frequencies and point out where the interplay of Coulomb interaction and driving leads to unique signatures in finite-frequency noise spectra, in particular in the first harmonic. Besides that, we employ the first noise harmonic as a spectroscopic tool to access individual fluctuation processes. We discuss how the inverse noise frequency sets a time scale for fluctuations, which competes with time scales of the quantum-dot relaxation dynamics as well as the driving.
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I. INTRODUCTION

Quantum dots driven by time-dependent electric fields can be used to emit single particles into an electronic conductor in a controlled way [1–3]. Setups of this type, generating ultraprecise charge currents, are for example designed for metrological purposes [4,5]. In the last years, it has been shown that these on-demand single-electron emitters also facilitate studies in single-electron transport, such as in the emerging field of electron quantum optics [6,7]. Here, coherence properties on the level of the single-particle wave function can be accessed and exploited. The conceptually simplest implementation of a single electron source [1] is particularly appropriate for this kind of application: a quantum dot—taking the role of a mesoscopic capacitor [8,9]—which is coupled to a single electronic contact and charged/discharged by an ac modulation of an applied gate voltage, see Fig. 1.

For the characterization of charge transport through quantum dots, a central quantity is provided by the current noise [10–12]. In general, the noise constitutes a measure for thermal and quantum fluctuations and it reveals signatures of correlations between charge carriers, originating, e.g., from the Pauli exclusion principle or Coulomb interaction. In on-demand single-electron emitters realized by a purely ac-driven quantum dot in contact with a single electronic contact, the zero-frequency noise averaged over one driving period always equals zero due to charge-current conservation. The finite-frequency noise, however, has been detected in single-electron emitters in the quantum Hall regime [7,13,14] and fluctuations in the emission process could be identified. Moreover, the frequency dependence of the noise spectrum can be related to energy emission and absorption processes, which has been demonstrated in transport through nanoscale devices in the stationary regime as well [15–17]. Theoretically, finite-frequency noise of quantum dots has been analyzed mostly for the stationary regime [18–32] and the study of time-dependent setups [33–37] has so far been limited to systems where Coulomb interaction seems to play no major role.

In this paper, we study the finite-frequency noise of a slowly time-dependently driven quantum dot with possibly strong on-site Coulomb interaction, weakly tunnel coupled to a single electron reservoir, as shown in Fig. 1(b). The working principle of this single-electron emitter is illustrated in Fig. 1(a) (here for a single resonance). A time-periodic gate voltage leads to a time-dependent modulation of the quantum-dot levels. This results in crossings of the addition energies of the quantum dot with the Fermi energy of the reservoir, making tunneling processes out of or into the quantum dot energetically accessible. Consequently, single electrons are emitted and absorbed (corresponding to an emitted hole). The finite-frequency noise contains information not only on the precision of the source, but also on temporal delays in the described emission process [13,14] and has recently even been used for quantum-state tomography of the emitted particles [38]. Our work shows that Coulomb interaction can have a significant impact on such noise spectra. To unambiguously identify interaction-induced features in the noise, we compare our results to a noninteracting quantum dot, both in the spin-degenerate case as shown in Fig. 1(c), as well as in the presence of a strong magnetic field, see Fig. 1(d).

For our finite-frequency noise calculations, we extend a real-time diagrammatic technique [39,40], which is based on a perturbative expansion in the tunnel coupling between quantum dot and reservoir. For stationary systems, this method has, e.g., been applied to study the finite-frequency noise of a
Ref. [41] analyzes the noise of adiabatic quantum pumps, low noise-frequency regime, noise frequencies. In our calculations of the finite-frequency reservoir. The present work extends the latter approach to finite which vanishes when the dot is in contact with a single contacts [29]. For systems with slow periodic time dependence, and a quantum dot coupled to normal and superconducting

A harmonic gate voltage, \( V_g(t) \), results in the periodic emission of single electrons and holes into the reservoir at crossings between the dot’s and the reservoir’s electrochemical potentials. (b) Energy landscape of a spin-degenerate quantum dot with on-site Coulomb interaction \( U \), tunnel coupled to an electron reservoir with coupling strength \( \Gamma \). Similar setups with vanishing Coulomb interaction are shown in (c) for a spin degenerate and in (d) for a spin-split energy level.

single-electron transistor [18], a quantum-dot spin valve [20] and a quantum dot coupled to normal and superconducting contacts [29]. For systems with slow periodic time dependence, Ref. [41] analyzes the noise of adiabatic quantum pumps, however restricted to the (long-time) zero-frequency noise, which vanishes when the dot is in contact with a single reservoir. The present work extends the latter approach to finite noise frequencies. In our calculations of the finite-frequency noise power, we distinguish a high, an intermediate, and a low noise-frequency regime, \( \omega \gg \Gamma, \omega \sim \Gamma \) and \( \omega \ll \Gamma \), with noise frequency \( \omega \) and tunnel-coupling strength \( \Gamma \), and we discuss appropriate approximation schemes for these three regimes.

Importantly, in contrast to previous works which studied the stationary regime, here also the time scale of the driving has to be treated with care. We investigate the noise for slowly driven system parameters, focusing on the instantaneous contribution to the noise, where the system is considered to always follow the driving. In addition, we analyze the first-order correction, namely the adiabatic response, which takes into account the lag with respect to the time-dependent drive. For the case of high noise frequencies, we also derive corrections beyond the first order, which are relevant for faster driving schemes. One generic consequence of the driving, independent of the applied approximation schemes, is the fact that the finite-frequency noise power also depends on time. We show in our work that not only the study of the zeroth, but also of the first harmonic of this time-dependent function is particularly insightful—a quantity which has attracted little attention so far [38].

The paper is structured as follows. In Sec. II we specify the model of the driven quantum dot and carefully define all noise quantities studied in this paper. We also discuss general properties of the time-resolved finite-frequency noise and its harmonics. The derivation of our approach to access the finite-frequency noise is outlined in Sec. III, where technical details are shifted to Appendices B–G. This technical Sec. III is embedded in the paper such that it can be skipped by readers more interested in the specific results, which are presented in the subsequent sections. In Secs. IV A–IV D we analyze finite-frequency noise spectra and, in particular, the noise harmonics of the quantum dot for high noise frequencies and slow driving, and in Sec. IV E we extend these results to faster driving schemes. Noise spectra in the low noise-frequency regime are discussed in Sec. V. The crossover between these two regimes, i.e., noise spectra for intermediate frequencies, are given in Sec. VI. We conclude in Sec. VII.

II. MODEL AND GENERAL PROPERTIES OF THE NOISE SPECTRUM

A. Quantum dot with time-periodic gate voltage

In this work, we investigate fluctuations in the dynamical charge current which is emitted from a single-electron source. The model we study here is motivated by on-demand electron emitters [1,2] based on quantum dots. Crucial for the quantized charge emission in these setups is the discrete level structure and possibly the on-site Coulomb interaction together with the application of a tailored time-dependent gate voltage, such as shown in Fig. 1 and described in the introduction.

We assume the quantum-dot levels to be well separated in energy, such that only a single level participates in the transport process. The quantum dot can therefore be modeled by the Hamiltonian

\[
H_{\text{dot}}(t) = \sum_\sigma \epsilon_\sigma(t)d_\sigma^\dagger d_\sigma + Ud_\uparrow^\dagger d_\uparrow + Ud_\downarrow^\dagger d_\downarrow. \tag{1}
\]

Annihilation (creation) operators of quantum-dot states are denoted as \( d_\sigma \) (\( d_\sigma^\dagger \)) with spin index \( \sigma = \uparrow, \downarrow \). The single-particle energy is given by \( \epsilon_\sigma(t) = \epsilon_\sigma + \epsilon_\sigma(t) \). The mean value \( \epsilon_\sigma \) contains an optional Zeeman splitting. The time-dependent gate voltage, which we consider to be a harmonic drive with frequency \( \Omega \) and amplitude \( \delta \), results in the additional term \( \epsilon_\sigma(t) = \epsilon_\sigma + \delta \cos(\Omega t) \) (we furthermore define \( T \) as the period of the gate-voltage drive with \( \Omega = \frac{2\pi}{T} \)). The driving shifts quantum-dot addition energies above and below the Fermi energy, which in turn causes periodic current pulses, see Fig. 1(a).

For the spin-symmetric case, without Zeeman splitting, we use the simplified notation \( \epsilon_\sigma(t) = \epsilon(t) \). Besides the single-particle physics, we include an on-site Coulomb interaction \( U \), which can possibly be large. The eigenstates of the \( \text{decoupled} \) quantum-dot Hamiltonian, \( H_{\text{dot}}(t) \), are \( \{ \{1\}, \{1\}, \{1\}, \{1\}, \{2\} \} \) for dot occupations with zero, one (with spin \( \uparrow, \downarrow \)) and two electrons, respectively.

The quantum dot is tunnel coupled to a single electronic reservoir with Hamiltonian \( H_{\text{res}} = \sum_k \epsilon_k c_{\uparrow k}^\dagger c_{\uparrow k} + \sum_k \epsilon_k c_{\downarrow k}^\dagger c_{\downarrow k} \), where operators for annihilation (creation) of reservoir states with orbital quantum number \( k \) are \( c_{\sigma k} \) (\( c_{\sigma k}^\dagger \)) and the single-particle energy \( \epsilon_k \) is spin independent. A Fermi function \( f^+(\epsilon) = \frac{1}{1 + \exp(\beta \epsilon)} \) characterizes the occupation of this reservoir with the inverse temperature \( \beta \) and the electrochemical potential of the reservoir \( \mu = 0 \), taken as reference energy. Throughout this work, \( k_B, \hbar, \text{ and } e \) are set to one. The tunnel
coupling between the dot and the reservoir is included by
\[ H_{\text{tun}} = \sum_{\sigma k} (\gamma d_{\sigma k}^c c_{\sigma k} + \gamma^* c_{\sigma k}^d d_{\sigma k}), \]  
where the coupling \( \gamma \) is considered as energy and spin independent. This parameter quantifies the tunnel-coupling strength where the coupling in Eq. (3) is the time-translational invariance. We refer to the quantity defined by the time-dependent driving of the quantum dot, breaking frequency noise still depends on the time difference between the driving signal and the noise spectrum. In this case, it turns out to be helpful to rewrite the noise harmonics as
\[ S(t; \omega) = \int dt \int d\tau e^{i\omega t} C(t, \tau), \]  
with index \( n \). The time-averaged noise is the time-averaged finite-frequency noise. The study of this quantity gives us, to some extent, an intuitive understanding of the effect of time-dependent driving and the response times on the noise spectrum, as demonstrated in Sec. IV. However, it is at the same time hard to disentangle various effects governing this quantity and it is also expected to be difficult to measure in a realistic experiment. In addition to the time-averaged finite-frequency noise, we therefore promote the study of the symmetric current-noise harmonics
\[ S(n; \omega) = \int_0^T dt \int d\tau e^{i\omega t \tau} C(t, \tau), \]  
with index \( n \). Studying these noise harmonics is a key aspect of this paper. Thereby, we investigate temporal correlations between the driving signal and the noise spectrum. In this work, we fully focus on the first harmonic, \( n = 1 \), which we expect to be less difficult to reach experimentally than higher harmonics [42]. Equation (4) also defines the more standardly studied time-averaged noise spectrum, \( S(n = 0; \omega) \). This quantity has, e.g., proven to be helpful to characterize the precision of single-electron emitters [13,14]. Here, we show that information on fluctuation processes, which is hard to extract from these time-averaged noise spectra, can be accessed by analyzing the first noise harmonic. The main quantities investigated in this paper are listed in Table I.

### B. Finite-frequency noise and noise harmonics

As discussed in the introduction, our main interest is the current noise, namely fluctuations in the charge current emitted by the time-dependently driven quantum dot. The current operator, measuring the charge current into the tunnel-coupled reservoir, is given by \( I = -i \sum_{\sigma k} (\gamma d_{\sigma k}^c c_{\sigma k} - \gamma^* c_{\sigma k}^d d_{\sigma k}) \). Using this expression we define the current-fluctuation operator, \( \delta I = I - \langle I \rangle \), together with its symmetrized two-time correlator \( C(t, \tau) = \langle \delta I(t) \delta I(t + \tau) \rangle \). The time \( t \) is taken as the reference measurement time and \( \tau \) is the time difference between two current measurements at \( t \) and \( t' = t + \tau \). Here, curly brackets denote an anticommutator, and the time dependence of operators is treated following the Heisenberg picture. As usual, the finite-frequency current-noise spectrum is obtained by a Fourier transform of this correlator with respect to the time difference,
\[ S(t; \omega) = \int dt e^{i\omega t} C(t, \tau). \]  
However, in contrast to standard treatments, this finite-frequency noise still depends on the time \( t \). This is caused by the time-dependent driving of the quantum dot, breaking time-translational invariance. We refer to the quantity defined in Eq. (3) as the time-resolved finite-frequency noise. The study of this quantity gives us, to some extent, an intuitive understanding of the effect of time-dependent driving and the response times on the noise spectrum, as demonstrated in Sec. IV. However, it is at the same time hard to disentangle various effects governing this quantity and it is also expected to be difficult to measure in a realistic experiment. In addition to the time-averaged finite-frequency noise, we therefore promote the study of the symmetric current-noise harmonics
\[ S(n; \omega) = \int_0^T dt \int d\tau e^{i\omega t \tau} C(t, \tau), \]  
with index \( n \). Studying these noise harmonics is a key aspect of this paper. Thereby, we investigate temporal correlations between the driving signal and the noise spectrum. In this work, we fully focus on the first harmonic, \( n = 1 \), which we expect to be less difficult to reach experimentally than higher harmonics [42]. Equation (4) also defines the more standardly studied time-averaged noise spectrum, \( S(n = 0; \omega) \). This quantity has, e.g., proven to be helpful to characterize the precision of single-electron emitters [13,14]. Here, we show that information on fluctuation processes, which is hard to extract from these time-averaged noise spectra, can be accessed by analyzing the first noise harmonic. The main quantities investigated in this paper are listed in Table I.

### C. Expansion for slow gate-voltage driving

In subsequent sections we analyze both the noise harmonics [Eq. (4)] and the time-resolved finite-frequency noise [Eq. (3)] of the quantum dot, while the latter is operated as an on-demand electron emitter. As explained in Sec. III, we therefore extend a real-time diagrammatic perturbative approach for weakly coupled quantum dots. For this purpose, as well as for an expansion in small driving frequencies which is detailed below, it turns out to be helpful to rewrite the noise harmonics as
\[ S(n; \omega) = \int_0^T dt \frac{1}{T} e^{i\omega t} \tilde{S}(t; \omega) + S(t; n\Omega - \omega)), \]  
with the auxiliary function,
\[ \tilde{S}(t; \omega) = \int_{-\infty}^t dt' e^{i\omega(t'-t)} \langle \{I(t), I(t')\} - 2\langle I(t)\rangle \langle I(t')\rangle \rangle. \]  
See Appendix B for the derivation of this expression. The advantage of this rewriting is that all times \( t' = t + \tau \) lie in the past with respect to the reference time \( t \).

The single-electron emission is achieved by a slow time-dependent gate-voltage driving, namely \( \delta \epsilon \Omega \beta / \Gamma \ll 1 \). This condition ensures that the system has enough time for electron emissions/absorptions to occur during each level crossing caused by the drive. This justifies an expansion of our noise expression in Eq. (5) in terms of the small parameter \( \delta \epsilon \Omega \beta / \Gamma \), see, e.g., Refs. [41,43]. In the next paragraph, we outline the main idea of this expansion, which should suffice to follow our discussions of results in Secs. IV–VI. For technical aspects we refer to Sec. III, where we explain the noise derivation.

In order to obtain the noise-harmonics expression in Eq. (5) for slow driving, we expand the auxiliary function as \( \tilde{S}(t; \omega) \rightarrow \tilde{S}^{(1)}(t; \omega) + \tilde{S}^{(2)}(t; \omega) + \ldots \). The first term in this series is the instantaneous contribution, marked with the superscript \( (t) \). It describes a time evolution of a system which always follows its instantaneous stationary state. It thus corresponds to the
auxiliary function derived for a stationary quantum dot with parameters frozen at time $t$. The second term in the series above takes into account a small retarded response of the system with respect to the time-dependent driving. Therefore, we call terms of this type, indicated with the superscript $(a)$, the adiabatic response. By inserting the expansion of the auxiliary function into Eq. (5) and expanding rigorously up to first order in the small-driving parameter, we obtain the instantaneous noise and its adiabatic response,

$$S^{(i)}(0; \omega) = \int_0^T \frac{dt}{T} e^{i\omega t} \left[ \tilde{S}^{(i)}(t; \omega) + \tilde{S}^{(i)}(t; -\omega) \right]$$

and first noise harmonics. For $n = 0$, we find

$$S^{(i)}(0; \omega) = \int_0^T \frac{dt}{T} 2\omega \coth \left( \frac{\beta \omega}{2} \right) \text{Re} \{G(\{\epsilon_\sigma(t)\}; \omega)\}. \quad (9)$$

In the same way, we derive the fluctuation-dissipation theorem for the first noise harmonic, $n = 1$. For our cosine gate-voltage driving with $\epsilon_g(t) = \delta \epsilon \cos(2\omega t)$ we make a parameter replacement, using $\epsilon_g$ instead of time, such that the relation reads

$$S^{(i)}(1; \omega) = \frac{2\omega}{\pi} \coth \left( \frac{\beta \omega}{2} \right) \times \int_{-\delta \epsilon}^{\delta \epsilon} d\epsilon_g \sqrt{1 - \frac{\epsilon_g^2}{\delta \epsilon^2}} \text{Re} \left\{ \frac{\partial G(\epsilon_g; \omega)}{\partial \epsilon_g} \right\}_{\epsilon_g = 0}. \quad (10)$$

This shows that, while the zeroth noise harmonic is directly related to an average over the finite-frequency conductance of the system, the first harmonic reveals nonlinearities (namely first-order derivatives of the conductance, equivalent to second-order derivatives of the current). In the limit where the driving amplitude, $\delta \epsilon$, is smaller than the scale on which variations in the conductance occur, Eq. (10) simplifies to

$$S^{(i)}(1; \omega) \approx \delta \epsilon \, \omega \coth \left( \frac{\beta \omega}{2} \right) \text{Re} \left\{ \frac{\partial G(\epsilon_g; \omega)}{\partial \epsilon_g} \right\}_{\epsilon_g = 0}. \quad (11)$$

and the first noise harmonic is proportional to this nonlinearity.

In Secs. IV–VI we use these relations to interpret the instantaneous contribution to the finite-frequency noise. Similar extensions of the fluctuation-dissipation theorem, connecting noise harmonics to derivatives of the finite-frequency conductance, also hold for $n \geq 2$. In these cases, higher derivatives as well as products of derivatives of different order would appear. We emphasize that no such extension of the fluctuation-dissipation theorem is expected to hold for the adiabatic-response contribution to the noise [41].

2. Adiabatic-response contribution to the noise

We also want to collect a few general properties of the adiabatic-response noise. We first point out that the adiabatic-response correction of the zeroth noise harmonic always vanishes for our system. This result is a consequence of having a single contact and single-parameter driving, $\epsilon_g(t)$, which leads to an integrand in Eq. (7b) which is linear in $\dot{\epsilon}_g(t)$ and otherwise depends on $\epsilon_g(t)$. Due to the periodicity, $\epsilon_g(0) = \epsilon_g(T)$, we derive $S^{(a)}(0; \omega) = 0$. Importantly, nonvanishing contributions occur in the adiabatic response of higher noise harmonics and hence in the time-resolved finite-frequency noise.

Besides that, the adiabatic response of the auxiliary function, $\tilde{S}^{(a)}(t; \omega)$, turns out to be an odd function in $t$, because it contains a factor $\dot{\epsilon}_g(t)$ in front of an otherwise even expression, see also Sec. III. Since, however, the third term on the right-hand side in Eq. (7b) remains an even function, the harmonics of the adiabatic-response contribution to the noise are generally complex valued. When the latter term does not contribute, which, as we explain in Sec. IV, is for instance the case for high noise frequencies, we find that $S^{(a)}(n = 1; \omega)$ is purely imaginary. Consequently, also the adiabatic-response contribution to the time-resolved finite-frequency noise in Eq. (3) is generally complex valued (and real in the high
TABLE II. Properties of the time-resolved finite-frequency noise and the noise harmonics for a cosine driving of the gate voltage, see Sec. III C.

| Quantity | General property |
|----------|------------------|
| \( S^{\text{0}}(t; \omega) \) | real |
| \( S^{\text{0}}(n; \omega) \) | complex (real for \( \omega \gg \Gamma \) and \( n = 0 \)) |
| \( S^{\text{0}}(n \neq 0; \omega) \) | complex (imaginary for \( \omega \gg \Gamma \) and \( n = 1 \)) |

noise-frequency regime). The reason that these contributions to the symmetrized noise can become complex is due to the lag of the system. In any nonzero order in the expansion in the small parameter \( \delta \Omega \beta / \Gamma \), the two constituents on the right-hand side in Eq. (5) are not each others complex conjugates [45]. The general properties of the noise are summarized in Table II.

III. DERIVATION OF THE FINITE-FREQUENCY NOISE

A. Real-time diagrammatic technique for reduced density matrix and current

We now outline the derivation of finite-frequency noise and noise harmonics of the time-dependently driven, interacting quantum dot. Further details are given in respective appendices. To derive the finite-frequency current noise, we extend a nonequilibrium real-time diagrammatic technique, which is based on a perturbative expansion in the reservoir-dot coupling strength \( \Gamma \), see Refs. [39,40,43]. For weak coupling and high temperature, \( \beta \Gamma \ll 1 \), as considered here, the system dynamics is well described by leading terms in this series.

To describe the time evolution of the dot state, we consider its reduced density matrix, which we obtain by tracing out the reservoir degrees of freedom. Because tunneling between quantum dot and reservoir conserves spin, the evolution of the diagonal part of the reduced density matrix decouples from the one for the off-diagonal part (coherences). Therefore, for the calculation of the current and its finite-frequency noise, it is sufficient to consider the diagonal part only, which is given by the occupation probabilities of dot states, here collected into a vector, \( P(t) = [P_0(t), P_1(t)]^T \). The time evolution of this probability vector is given by

\[
P(t) = \Pi(t, t_0)P(t_0),
\]

where we assume that at an initial time, \( t_0 \), correlations between reservoir and quantum dot are absent. The propagator, \( \Pi(t, t_0) \), takes tunneling to the reservoir into account. It can be depicted on the Keldysh time contour, in which the forward (backward) part of the time evolution of the reduced density matrix is represented by a forward (backward) time line, see Fig. 2(a).

Treating the tunnel Hamiltonian, \( \hat{H}_{\text{tun}} \) in Eq. (2), perturbatively, is illustrated by the insertion of tunnel vertices on the forward and backward parts of the contour. When tracing out the reservoir degrees of freedom, the tunnel vertices become pair-wise contracted (Wick’s theorem), which in a diagrammatic language can be indicated by tunneling lines, see, e.g., Refs. [39-41,43]. The propagator, \( \Pi(t, t_0) \), then fulfills the Dyson equation

\[
\Pi(t, t_0) = 1 + \int_{t_0}^{t} dt_1 \int_{t_0}^{t_1} dt_2 \mathcal{W}(t_1, t_2)\Pi(t_2, t_0),
\]

where the kernel, \( \mathcal{W}(t_1, t_2) \), is given by the sum of all irreducible diagrams on the Keldysh contour, i.e., all diagrams in which any vertical cut crosses a tunneling line. This Dyson equation is sketched in Fig. 2(b), where the first term in the figure as well as the right-hand side of the second term correspond to free parts of the contour. Inserting Eq. (13) into Eq. (12) and taking a time derivative, we derive the following kinetic equation [39,40] for the time evolution of the occupation vector:

\[
\partial_t P(t) = \int_{-\infty}^{t} dt_1 \mathcal{W}(t, t_1)P(t_1).
\]

In Eq. (14), we replaced the initial time \( t_0 \rightarrow -\infty \), assuming that it is far away from the measurement time \( t \). Similarly, an equation for the charge current can be written as

\[
\langle I(t) \rangle = \frac{e^T}{2} \int_{-\infty}^{t} dt_1 \mathcal{W}_I(t, t_1)P(t_1),
\]

with \( e^T = (1, 1, 1, 1) \), where the superscript \( T \) marks a transposed vector. The additional current kernel, \( \mathcal{W}_I(t, t_1) \), includes all irreducible diagrams in which an additional current vertex is placed at time \( t \), see Fig. 2(c). Details on the calculation of kernels as well as explicit expressions are given in Appendix F.

B. Real-time diagrammatic description of the finite-frequency noise

We now turn to the calculation of the finite-frequency noise, Eq. (4), based on the auxiliary function defined in Eq. (6). This auxiliary function consists of correlation functions of two current operators at time \( t \) and an earlier time \( t' \), which have to be placed as external vertices along the Keldysh contour (at the turning point and, respectively, on the forward or backward contour). Illustrations of two possible configurations are shown.
in Fig. 2(d). In total, we write the auxiliary function as
\[
\tilde{S}(t; \omega) = \lim_{t_0 \to -\infty} \frac{e^T}{2} \left( \int_{t_0}^t dt_1 \mathcal{W}_I(t, t_1; \omega) P(t_1) + \int_{t_0}^t dt_1 \int_{t_0}^{t_1} dt_2 \int_{t_0}^{t_2} dt_3 e^{i\omega(t_3-t_2)} \mathcal{W}_I(t_2, t_3) P(t_2) \otimes e^T \mathcal{W}_I(t_1, t_3) P(t_3) \right).
\]

The first term of this complex expression contains all diagrams in which the two current vertices are part of the same irreducible kernel, indicated by \(\mathcal{W}_I(t, t_1; \omega)\), see the upper plot in Fig. 2(d). The exponential function in Eq. (6) enters as an additional frequency line \([18,20]\) going from \(t\) to \(t'\) and carrying the noise frequency \(\omega\), hence the frequency dependence of the kernel.

The lower sketch of Fig. 2(d) is an example for all those contributions in which the current vertices are part of two irreducible current kernels separated by a propagator. This is summarized in the second expression of Eq. (16). The first factor of this term, \(\mathcal{W}_I^c(t, t_1; \omega)\), contains all irreducible diagrams which include a single current vertex and a frequency line, which enters the diagram from the left-hand side and ends at the current vertex. The third factor, \(\mathcal{W}_I^c(t, t_1; \omega)\), is of similar nature, but here the frequency line begins at the current vertex and leaves the diagram to the right. The kernels are separated by a propagator with an external frequency line, \(\Pi(t, t_1; \omega)\), for which we write the modified Dyson equation
\[
\Pi(t, t_1; \omega) = 1 e^{i\omega(t-t_1)} + \int_{t_1}^t dt_2 \int_{t_1}^{t_2} dt_3 e^{i\omega(t_3-t_2)} \times \mathcal{W}(t_2, t_3; \omega) \Pi(t_3, t_1; \omega),
\]
with the kernel \(\mathcal{W}(t_2, t_3; \omega) = e^{i\omega(t_3-t_2)} \mathcal{W}(t_2, t_3)\). Equation (17) is given by Eq. (13) multiplied with the factor \(e^{i\omega(t-t_1)}\). This factor takes into account the part of the frequency line between the two current vertices which runs over the propagator, see the lower sketch in Fig. 2(d). Finally, the third term of Eq. (16) stems from the second term of the auxiliary function in Eq. (6), consisting of a product of current expectation values, see also Eq. (15).

Note that we consider \(t_0 \to -\infty\) in the expression for the auxiliary function in Eq. (16), where initial reservoir-dot correlations are assumed to be absent at the initial time \(t_0\) (but arise during the time evolution). Importantly, this limit is not taken separately for the different terms in Eq. (16), because the terms do not converge independently. This problem is caused by the propagator, \(\Pi(t, t_1; \omega)\), which does not decay for large time differences, \(t \gg t_1\). To solve this issue, we split the propagator into a decaying, reduced part \([41,46]\), defined by
\[
\Pi(t, t_1; \omega) = \Pi(t, t_1; \omega) - P(t) \otimes e^T e^{i\omega(t_1-t)} - P(t_1) \otimes e^T e^{i\omega(t-t_1)}
\]
and a nondecaying part. The reduced propagator approaches zero for \(t \gg t_1\), on a time scale given by the relaxation dynamics of the occupation vector, i.e., roughly on the scale \(\Gamma^{-1}\).

C. Expansion for slow gate-voltage driving

We now come to the expansion for slow driving as introduced in Sec. II C. To justify this expansion, we make an assumption concerning the time scale of the gate-voltage driving with respect to the response time of the system and the reservoirs, summarized in the condition \(\delta \epsilon \Omega / \Gamma \ll 1\). In the following description, we closely follow the lines of Refs. [41,43]. Thereby, we take into account the typical time scale for the support of kernels, which is given by the reservoir correlation time, \(\beta\), as well as for changes in the occupation, \(P(t)\), given by \(\Gamma^{-1}\) (which sets the support of the reduced propagator).

We start by setting up the slow-driving expansion for the kinetic equation (14), which determines the evolution of the occupation vector, \(P(t)\). Therefore, we first expand the occupation vector \(P(t)\) in the integral on the right-hand side of Eq. (14) around the reference time \(t\). In addition, an expansion of the kernel, describing a time evolution governed by time-dependently driven parameters, is performed, \(\mathcal{W}(t, t_1) \to \mathcal{W}_{l,i}(t-t_1) + \mathcal{W}_{l,a}(t-t_1) + \ldots\), see Refs. [41,43] for details. Here, the superscript \((i)\) indicates that the kernel in lowest order describes a system that instantaneously follows the time-dependent driving. In other words, parameters are frozen at time \(t\). In contrast, the superscript \((a)\) refers to the adiabatic response, taking into account the finite lag of the system with respect to the gate-voltage driving. The subscript \((i)\) indicates the reference time at which all time-dependent parameters are evaluated. Consistently replacing \(P(t) \to P^{(i)}(t) + P^{(a)}(t) + \ldots\) and collecting all terms of the same order in the slow-driving expansion in the kinetic equation leads to
\[
0 = [\mathcal{W} P^{(i)}],
\]
\[
\partial_t P^{(i)}(t) = [\mathcal{W} P^{(a)}].
\]
We use the compact curly-bracket notation \([41,47]\)
\[
\{AB\}^{(i)} = A^{(i)}(t) B^{(i)}(t),
\]
\[
\{AB\}^{(a)} = A^{(a)}(t) B^{(a)}(t) + A^{(i)}(t) B^{(i)}(t).
\]
for two generic functions, \(A(t)\) and \(B(t)\). Here, in addition to the occupation vector, this involves the Laplace transforms of the kernels, \(\mathcal{W}_{l,i}(\delta \epsilon) = \int_0^\infty dt(t-t_1) e^{-i\delta \epsilon(t-t_1)} \mathcal{W}_{l,i}^{(i)}(t-t_1)\), and derivatives thereof, in the limit of zero Laplace frequency, abbreviated by \(\mathcal{W}_{l,a}^{(i)} = \lim_{\delta \epsilon \to 0^+} \mathcal{W}_{l,i}^{(i)}(\delta \epsilon)\) and \(\partial \mathcal{W}_{l,i}^{(i)} = \lim_{\delta \epsilon \to 0^+} (\partial / \partial \delta \epsilon) \mathcal{W}_{l,i}^{(i)}(\delta \epsilon)\) (equivalent notations apply to current and noise kernels used later). Equation (19), together with the normalization conditions \(e^T P^{(i)}(t) = 1\) and \(e^T P^{(a)}(t) = 0\),
determines the instantaneous and adiabatic-response contributions to the occupation vector.

Furthermore, by applying the same line of arguments to the time-dependent current, Eq. (15), we find

$$\langle I(t) \rangle^{(i)} = \frac{e^T}{2} \langle [W_I P_I]^{(i)} \rangle, \quad (21a)$$

$$\langle I(t) \rangle^{(a)} = \frac{e^T}{2} \langle [W_I P_I]^{(a)} \rangle. \quad (21b)$$

Note that $\langle I(t) \rangle^{(i)}$ vanishes for the single-reservoir quantum dot considered in this paper, while $\langle I(t) \rangle^{(a)}$ describes the nonvanishing adiabatic response of the current.

An equivalent expansion can be performed for the auxiliary function of the finite-frequency noise, Eq. (16). This expansion is described in more detail in Appendices C–E, and leads to the results

$$\tilde{S}^{(i)}(t; \omega) = \frac{e^T}{2} \langle [W_I P_I]^{(i)} \rangle_{r;ao}$$

$$+ \frac{e^T}{2} \langle [W_{II} P_{II}]^{(i)}_{r;ao} - 2\langle I \rangle_{r;ao}, \quad (22a)$$

$$\tilde{S}^{(a)}(t; \omega) = \frac{e^T}{2} \langle [W_I P_I]^{(a)} \rangle_{r;ao}$$

$$+ \frac{e^T}{2} \langle [W_{II} P_{II}]^{(a)}_{r;ao} - 2\langle I \rangle_{r;ao}, \quad (22b)$$

Here, curly brackets with four operators can be obtained by successively applying Eq. (20), see also Eq. (C3). The additional subscript $ao$ indicates that the frequency-dependent functions $W_I^r, W_I^T, \Pi_T$, and $I$ are evaluated at this frequency. The functions $\tilde{I}^{(i)}(t; \omega) = e^T \langle [W_I P_I]^{(i)} \rangle_{r;ao} - \langle W_I P_I \rangle^{(i)}_{r;ao} / (2i\omega)$ and $\tilde{I}^{(a)}(t; \omega) = e^T \langle [W_I P_I]^{(a)} \rangle_{r;ao} - \langle W_I P_I \rangle^{(a)}_{r;ao} / (2i\omega)$ are derived in Appendix D, and expressions for the instantaneous and adiabatic-response contributions to the reduced propagator are given in Appendix E.

Using Eqs. (22) together with Eqs. (7), the instantaneous and the adiabatic-response contributions to the time-resolved finite-frequency noise and its harmonics can be evaluated.

These quantities are the objects of main interest in this paper. An additional resummation of higher-order contributions in the slow-driving expansion of the noise is only considered in the special case of noise at high frequencies, as presented in Sec. IV E, where corresponding terms are indicated by a superscript $(s)$. A list of superscripts denoting different contributions and approximation schemes is provided in Table III.

### Table III. List of abbreviations, indicating the derived contribution (top) and applied approximation scheme (bottom) when used as superscripts.

| Abbr. | Definition | Employed approximation scheme | Further reading |
|-------|------------|------------------------------|----------------|
| (i)   | instantaneous contribution | instantaneous response of the system to the time-dependent change of parameters | Sec. III C, Appendices C–E |
| (a)   | adiabatic response | small retarded response of the system to the time-dependent change of parameters | Sec. III C, Appendices C–E |
| (s)   | resummed adiabatic expansion | sum of all orders in the frequency expansion, valid for driving frequencies not exceeding the tunneling rate | Sec. IV E |
| (HF)  | high noise frequencies (\(\omega \gg \Gamma\)) | order-by-order scheme of the \(\Gamma\) expansion: observables are expanded in leading order in \(\Gamma\) | Secs. III D and IV |
| none  | all noise frequencies | when the noise-frequency regime is not specified, we employ the crossover scheme of the \(\Gamma\) expansion: only kernels are expanded in leading order in \(\Gamma\) | Secs. III D and VI |
| (LF)  | low noise frequencies (\(\omega \ll \Gamma\)) | crossover scheme of the \(\Gamma\) expansion with neglected frequency dependence of kernels | Secs. III D and V |

### D. Expansion in the tunnel-coupling strength

On top of the adiabatic expansion, outlined in Sec. III C, we perform a perturbative expansion in the tunnel-coupling strength \(\Gamma\). Since we are interested in a weakly coupled quantum dot, \(\beta\Gamma \ll 1\), we restrict the following discussion to the *sequential tunneling limit*, where first-order tunneling processes govern the dynamics of the driven quantum dot. We expect that second or higher order processes are reasonably suppressed for the system of interest [48].

While an order-by-order expansion in \(\Gamma\) (see the end of this section for more details), has been applied for the calculation of the pumping current [43] and the zero-frequency noise of these systems [41], it is in general not applicable for the calculation of the finite-frequency noise, see, e.g., Refs. [18,20,29]. The reason is that the frequency-dependent propagator, Eq. (18), can in general not be expanded order-by-order in \(\Gamma\), which can be understood from the Dyson equation (17), and in particular from its determining equations given in Eqs. (E4). To evaluate the finite-frequency noise we therefore use a different scheme, which we refer to as the *crossover scheme*. It means that only kernels are expanded in the tunnel-coupling strength, while for other objects resulting from them—like the reduced propagator—we keep all orders in \(\Gamma\). More specifically, we first derive the adiabatic expansion of Eqs. (14)–(16) as outlined in Sec. III C and Appendices C–E. We then keep all terms on the right-hand sides of the resulting equations which include kernels in first order in \(\Gamma\). For explicit expressions we refer to Appendix F.

While this scheme is in principle applicable for all noise frequencies, care has to be taken to consistently treat higher-order coupling terms [18] for noise frequencies of the order...
of the tunnel-coupling strength, $\omega \sim \Gamma$, see Appendix F for details. Furthermore, in some cases this general scheme turns out to be overcomplicated. We therefore only employ this full crossover scheme when calculating the finite-frequency noise for intermediate noise frequencies, which is done in Sec. VI. For the regime of low noise frequencies ($\omega \ll \Gamma$), as well as for the regime of high noise frequencies ($\omega \gg \Gamma$), simplified schemes for the perturbative approximation can be employed, as we explain in the following.

1. **Low noise frequencies, $\omega \ll \Gamma$**

We find that for low noise frequencies, $\omega \ll \Gamma$, the frequency dependence of kernels in Eq. (22) can be neglected, and we therefore only keep the frequency dependence of the propagator, see also Ref. [20]. More specifically, we keep the frequency dependence of free parts of the contour only, which means that also the kernel in the Dyson equation (17) is evaluated at zero frequency. This is justified because for low noise frequencies the time scales of fluctuations is much larger than the support of the kernels (given by $\beta$). Any corrections in $\omega$ to the zero-frequency kernels would be smaller than the neglected cotunneling terms, as long as $\omega \ll \Gamma$. Quantities calculated in this regime are indicated by a superscript (LF).

2. **High noise frequencies, $\omega \gg \Gamma$**

In the high noise-frequency regime, $\omega \gg \Gamma$, indicated by (HF), it turns out that the previously mentioned order-by-order scheme can be employed. The reason is that the frequency-dependent propagator in Eq. (22) is well described by the frequency-dependent free propagator in this regime, see also Eqs. (E4).

This scheme is then consistently applied to the kinetic equation (19), to the current in Eq. (21), after the adiabatic expansion has been performed. After expanding all contributions to these equations up to first order in the tunnel coupling, we sort all terms on the left-hand side of the resulting equations by their order in the tunnel-coupling strength and keep the leading contributions only. For the auxiliary function in Eq. (16), this turns out to be

$$ S^{l,(\text{HF})}(t; \omega) = \frac{e^{T}}{2} \mathcal{W}_{l,l}^{(i)}(t; \omega) P^{l,(\text{HF})}(t), \quad (23) $$

with $l = i$ for the instantaneous contribution and $l = a$ for the adiabatic response, respectively. The derivation of Eq. (23) is outlined in Appendix G, and the equation is applied in Sec. IV, where we analyze noise and noise harmonics evaluated at high noise frequencies.

The simplicity of Eq. (23) makes it possible to go beyond the first-order (adiabatic-response) approximation for the slow driving, by employing the same strategy as discussed up to here. In the sequential-tunneling regime (for weak coupling $\Gamma$), the kinetic equation (19) and the current formula, Eq. (21), can be extended to higher orders in the slow-driving expansion by keeping the instantaneous kernel and taking successively higher-order terms in the slow-driving expansion for the occupation vector, see also Refs. [49,50]. Importantly, we here find that this extension is also possible for the auxiliary function of Eq. (23), hence the parameter $l$, denoting the expansion order. More specifically, we write $l = i/a$ for the expansion orders $0/1$ and use numbers to denote expansion orders $l \geq 2$. The latter case is relevant in Sec. IV E, where all higher-order contributions to the slow-driving expansion are resummed, indicated by the superscript $(s)$. A list of different orders in the slow-driving expansion and of all employed approximation schemes for the tunnel-coupling expansion is provided in Table III.

### IV. Noise at high frequencies

We now explain the results of our noise derivation. First of all, we point out that many results of this section as well as of Secs. V and VI can be understood by comparing the time scales which are present in our system. On one hand, the relaxation dynamics of the quantum dot is controlled by the time scale on which the occupation vector varies, i.e., roughly $\Gamma^{-1}$. On the other hand, we associate the time scale $\omega^{-1}$ to charge fluctuations with frequency $\omega$, where a hole or electron excitation is momentarily created in the reservoir, together with an electron entering or leaving the quantum dot. Although further time scales are in principle introduced by the applied time-dependent driving scheme, we recall that we consider slow driving in this work; this means that timescales due to the driving are much larger than the relaxation time. This is also the reason why the driving frequency, $\Omega$, does not appear in our separation of the noise into high and low noise-frequency regimes.

We start by considering high noise frequencies, $\omega \gg \Gamma$, indicated in the following by the superscript (HF). Here, the competition between the described time scales means that we can think of fluctuations as temporary processes, which occur much faster than any variations of the occupation vector caused by relaxation dynamics in response to the gate-voltage driving. This intuitive picture agrees with the explicit high-frequency noise expressions, as we now outline.

#### A. Noise expressions and fluctuation vector

We first repeat that for the auxiliary function, $S(t; \omega)$, of the general noise-harmonics expression in Eq. (5), we already derived the simple high-frequency form given in Eq. (23). Following the procedure of the order-by-order scheme explained in Sec. III D, we insert this equation in Eqs. (7) and only keep leading-order terms in $\Gamma$. We then obtain for the instantaneous noise ($l = 1$) and its adiabatic response ($l = a$) the two expressions [51]

$$ S^{l,(\text{HF})}(n; \omega) = \int_{0}^{T} dt \, e^{i n \omega} P^{l,(\text{HF})}(t; \omega) \cdot P^{l,(\text{HF})}(t), \quad (24a) $$

$$ S^{a,(\text{HF})}(n; \omega) = \int_{0}^{T} dt \, e^{i n \omega} F^{l,(\text{HF})}(t; \omega) \cdot P^{a,(\text{HF})}(t), \quad (24b) $$

Equations (24) can be applied to calculate time-averaged noise spectra, $n = 0$, as well as noise harmonics, $n \neq 0$, of the slowly driven interacting quantum dot. Both equations contain the
which we denote as the instantaneous fluctuation vector. As
written before, the explicit form of Eqs. (24) can be seen as a
consequence of the fact that high-frequency fluctuations occur
much faster than any relaxation dynamics of the quantum dot.
Hence, the fluctuation vector appearing in Eqs. (24) is given
by the instantaneous one, defined in Eq. (25), where the
contributing kernels are evaluated with parameters frozen at
time \( t \). The retarded response of the system to the time-dependent
driving enters only in terms of the lag of the occupation vector
itself: The instantaneous occupation appears in Eq. (24a), while
Eq. (24b) is evaluated with its adiabatic response.

We point out that, since the adiabatic response of the
occupation vector for a slowly driven system is typically
several orders of magnitude lower than its instantaneous part,
the adiabatic-response noise in Eq. (24b) also only weakly in-
fluences the total noise signal at high noise frequencies, which
is emitted from the quantum dot. However, we demonstrate in
Sec. IV B that the slow-driving expansion of the noise can be
summed up in the high noise-frequency regime. This leads to
a generalized noise expression in Eq. (27), which includes the
instantaneous fluctuation vector of Eq. (25). As a consequence,
many of the characteristic features outlined below for the
adiabatic-response noise at high noise frequencies actually
persist for faster driving schemes, which strongly increase the
magnitude of deviations of the noise from the corresponding
instantaneous results.

We continue by studying the instantaneous fluctuation
vector, Eq. (25), in more detail, leading us towards an intuitive
picture of noise spectra in the high noise-frequency regime.
For the model introduced in Eq. (1) (and \( \epsilon_\uparrow = \epsilon_\downarrow \)) we derive
\[
F^{(i, HF)}(t; \omega) = \frac{e^T}{2} \left[ \mathcal{W}^{(i)}_{\uparrow}(t; \omega) + \mathcal{W}^{(i)}_{\downarrow}(t; -\omega) \right],
\]
where the superscript \( ' \) indicates the symmetry.

The explicit form of the instantaneous fluctuation vector in
Eq. (26) can be understood by studying possible fluctuation
processes. As an example, let us consider the first entry of
this vector, which in Eqs. (24) is multiplied by the first entry
of the instantaneous (adiabatic-response) occupation vector,
Eq. (25), in more detail, leading us towards an intuitive
picture of noise spectra in the high noise-frequency regime.

This occupation is what is described by the first entry of the
instantaneous fluctuation vector in Eq. (26) for the spin-symmetric
case, \( \epsilon_\uparrow = \epsilon_\downarrow \) (`single occupation’ refers to mixed states of \( \uparrow \) and \( \downarrow \)).
The processes are denoted as \( 0^+ \), \( 1^\pm \), and \( 2^\pm \), where the superscript
indicates the temporal absorption or emission of the energy \( \omega \)
during the fluctuation, while the subscript indicates if the occupation
momentarily increases or decreases by one electron. Probabilities for
individual processes are proportional to the occupation of the reservoir
at the relevant energies. An additional Zeeman splitting would split
each of the shown processes in two, see also Fig. 5(f).

This occupation is what is described by the first entry of the
instantaneous fluctuation vector in Eq. (26), where the
factor 2 stems from the spin degree of freedom. In analogy,
fluctuation processes with respect to the other dot occupations
can be assigned to the further entries of the fluctuation vector,
see the remaining panels in Fig. 3. Fluctuations in which
an electron tunnels momentarily from the quantum dot into
an empty reservoir state lead to Fermi functions with the
superscript ‘−’.

We now turn to numerically evaluated high-frequency noise
spectra of the quantum dot with a harmonically driven gate
voltage, with \( \epsilon_g(t) = \delta \epsilon \cos(2\pi t) \), and discuss features related
to the processes shown in Fig. 3 as well as to the extended
fluctuation-dissipation theorem of Sec. II C 1.

B. Time-resolved finite-frequency noise—noninteracting quantum dot

We start by discussing time-resolved finite-frequency-noise
spectra, considering the simplest case of a noninteracting spin-
symmetric quantum dot as a reference system for the spin split
as well as the interacting dots studied in the next sections. The
the energy level above the Fermi energy, we find that the quantum-dot energy level is driven harmonically around the instant of time is expected, since the strength of an individual fluctuation process (or several processes) becomes energetically possible or suppressed.

\[ \delta \epsilon = \omega/\Gamma \]

The instantaneous time-resolved finite-frequency noise (HF regime) for a harmonic gate voltage and \( U = 0 \)\( \Gamma \); panel (a) presents cuts of (b) for times \( t = 0, \tau/8, \tau/4 \) (dotted, short dashed, long dashed lines). (c) Adiabatic response to the time-resolved finite-frequency noise (HF regime) for a harmonic gate voltage and \( U = 0 \)\( \Gamma \). Additional lines in (b) and (c) show \( \epsilon(t) \) and \( -\epsilon(t) \) (thick dashed and dashed-dotted) and zero crossings of \( \epsilon(t) \) (thin dashed). (d)–(f) Similar to (a)–(c) with \( U = 25 \)\( \Gamma \) and \( \epsilon(t) + U \) shown by the thick dotted line. Further parameters are \( \beta = 1/(3 \Gamma) \), \( \epsilon^\uparrow = \epsilon \), \( \tilde{\epsilon} = 0 \)\( \Gamma \), \( \delta \epsilon = 10 \)\( \Gamma \), and \( \Omega = 0.03 \)\( \Gamma \).

quantum-dot energy level is driven harmonically around the working point \( \bar{\epsilon} = 0 \), with amplitude \( \delta \epsilon = 10 \)\( \Gamma \), which results in the periodic emission and absorption of two electrons by the dot during each period of the drive. We first present results for the instantaneous part of the noise.

The instantaneous time-resolved finite-frequency noise of this setup is plotted in Fig. 4(a), for three different times \( t \), and in Fig. 4(b) as a function of time and frequency. In both figures we find a smeared-out step roughly centered at the noise frequency \( \omega = |\epsilon(t)| \), see also the thick dashed and thick dashed-dotted lines in (b). This step structure at every instant of time is expected, since the strength of an individual fluctuation process strongly depends on the occupation of the reservoir at a specific energy, see Fig. 3. As a consequence, the appearance of a particular step indicates that a related fluctuation process (or several processes) becomes energetically possible or suppressed.

In the line cuts shown in Fig. 4(a), this step is clearly visible for the dotted line, showing the noise spectrum at time \( t = 0 \), where the level position is given by \( \epsilon(0) = 10 \)\( \Gamma \). The instantaneous dot occupation at this point in time is given by the empty configuration, which means that only the two processes \( 0^\uparrow \) of Fig. 3 can in principle contribute to the noise. Since the process \( 0^\uparrow \) is suppressed for all noise frequencies whenever the energy level is above the Fermi energy, we find that the fluctuation process \( 0^\uparrow \) is responsible for the observed noise spectrum. However, also this process is suppressed in the case \( \omega < \epsilon(0) \), which leads to the visible step.

During the time-dependent drive, the quantum-dot level first moves towards the Fermi energy. Consequently, the step approaches lower and lower noise frequencies, as shown by the short dashed and long dashed lines in Fig. 4(a) [52]. After the Fermi-energy crossing at \( t = \tau/4 \), the quantum-dot level moves to even lower energies and the dot tends towards double occupation. The dominating fluctuation process is now given by \( 2^\uparrow \), because the second possibility, \( 2^- \), is suppressed by the Fermi function of the reservoir, and therefore a step appears for \( \omega < -\epsilon(t) = |\epsilon(t)| \), see Fig. 4(b).

For very high noise frequencies, \( \omega \gg |\epsilon(t)| \), the instantaneous time-resolved finite-frequency noise reaches a plateau value of \( 2 \Gamma \). The technical reason for this is that in this regime the instantaneous fluctuation vector becomes time independent and is well described by \( 2 \Gamma \epsilon \) with \( \epsilon = (1, 1, 1, 1) \). More intuitively, it is explained by the fact that all fluctuation processes which temporarily absorb the energy \( \omega \), i.e., the ones in the left column in Fig. 3, can contribute to the noise, while processes which emit the energy \( \omega \) are suppressed by the occupation of the reservoir at the respective energies.

The instantaneous noise studied in the previous paragraph does not account for the fact that the occupation of the driven system slightly lags behind the driving signal. To investigate this, we turn to the adiabatic-response contribution \( S^{(a, HF)}(t); \omega) \). The adiabatic response is plotted in Fig. 4(c). A first observation are the alternating signs going along with the fact that the time average of the adiabatic-response noise vanishes, which is a consequence of the one-parameter driving considered in this paper, see Sec. II C 2. More specifically, the sign of the adiabatic-response noise changes whenever the energy level crosses the Fermi energy during the drive (thin dashed lines). The regions indicated by ‘A’B’ in panel (c) mark regions where the empty/double configuration of the dot dominates in the quasistationary state, respectively. We find that the adiabatic response reduces the time-resolved noise before the crossing (blue regions) and increases the noise after the crossing (orange regions) leading to a slight shift of the total time-resolved noise, which reflects the lag of the occupation vector. The adiabatic-response contribution to the noise is suppressed when the noise frequency is larger than the drive amplitude, \( \delta \epsilon \), i.e., when the noise probes the reservoir occupation far away from the Fermi energy, see the Fermi functions in Eq. (26). Naturally, at these energies the fluctuations are not sensitive to the time-dependent modulation of the energy level. In this regime, as explained in the previous paragraph, the instantaneous fluctuation vector is approximated by \( 2 \Gamma \epsilon \), because here all fluctuation processes which absorb the energy \( \omega \) are energetically allowed. This leads to a vanishing integrand in Eq. (24b), because the adiabatic response of the occupation vector fulfills the normalization constraint \( \epsilon^T \mathbf{P}^{(a)}(t) = 0 \).

C. Time-resolved finite-frequency noise—interacting quantum dot

One of the main questions addressed in this paper is how an on-site interaction \( U \) changes finite-frequency noise spectra.
of the driven quantum dot. Since an interacting quantum dot, due to the effect of Coulomb blockade, can be *singly occupied* over a large range of parameters, we expect the fluctuation processes $\Gamma_{\pm}$ of Fig. 3 to play a major role, leading to additional steps in our noise spectra. As before, we begin with the instantaneous time-resolved finite-frequency noise, which is presented in Figs. 4(d) and 4(e) for the interacting quantum dot. We consider the interaction strength to be larger than the driving amplitude, which has the consequence that the quantum dot emits and absorbs only a single electron during one period of the drive. The step at $\omega < |\epsilon(t)|$, which is also seen for the noninteracting dot, is now caused by the fluctuation processes $\Gamma_{\pm}$ instead of $\Gamma_{\mp}$ as in the noninteracting case.

In addition, we find in Fig. 4(d), as expected, a step centered roughly at $\omega \approx |\epsilon(t) + U|$. It emerges when the quantum dot occupation is mostly nonzero. Indeed, this new step is visible for the long dashed line, which shows the spectrum evaluated at time $t = T/4$, where $\epsilon(T/4) + U = 25\Gamma$ [the first step with $\epsilon(T/4) = 0$ is not shown due to the frequency range chosen for this plot]. The generating fluctuation process turns out to be $\Gamma_{\mp}$. Note that for a quantum-dot level far below the Fermi energy, a step appears at $\omega = - (\epsilon(t) + U)$, generated by the process $\Gamma_{\pm}$. In Fig. 4(e), we see how these steps evolve in time: both steps are indicated by the thick dashed, dashed-dotted, and dotted lines.

Let us now discuss how a finite on-site Coulomb interaction modifies the adiabatic response of the time-resolved finite-frequency noise, see Fig. 4(f). When we gradually change the system from noninteracting to interacting, namely by changing the driving amplitude, which has the consequence that the quantum dot emits and absorbs only a single electron during one period of the drive. The step at $\omega < |\epsilon(t)|$, which is also seen for the noninteracting dot, is now caused by the fluctuation processes $\Gamma_{\pm}$ instead of $\Gamma_{\mp}$ as in the noninteracting case.

Interestingly, the regions 'C'—associated with a doubly occupied dot—have disappeared. See also the additional plots in Appendix A, where the behavior for different interaction strengths is shown. This disappearance is due to the strong interaction, which prevents the occupation of the quantum dot with two electrons. The consequence is linked to the fact that the singly-occupied dot is doubly degenerate, in contrast to the empty dot. The comparison of these three cases: a noninteracting spin-symmetric quantum dot, an interacting spin-symmetric quantum dot, and a noninteracting spin-split quantum dot. The comparison of these three cases allows us to unanimously identify effects due to many-body Coulomb interaction. All harmonics are plotted as a function of the noise frequency and the working point, $\tilde{\epsilon}$, of the harmonic gate-voltage drive. In the first row of Fig. 5 we plot instantaneous parts of *zeroth* noise harmonics. These represent finite Fourier transforms of time-resolved finite-frequency noise spectra similar to the ones shown in Figs. 4(b) and 4(e). We see that the zeroth noise harmonic is finite whenever the noise frequency exceeds the distance between the lead’s Fermi energy and a dot addition energy. As mentioned before, the related adiabatic-response contributions of the zeroth noise harmonics vanish.

D. Noise harmonics—noninteracting, interacting, and spin-split quantum dot

In this paper, we promote the study of noise harmonics as a tool to identify particular fluctuation processes in the finite-frequency noise. The aim is to thereby identify interaction physics from a combination with time-dependent driving. For this purpose, the central object of this paper is the decomposition of the time-resolved finite-frequency current noise, $S(t; \omega)$, in individual current-noise harmonics, $S(n; \omega)$, as introduced in Eq. (4). In particular, we focus on the first noise harmonic in addition to the more standardly considered zeroth harmonic, i.e., the average of the noise over one driving period. The first noise harmonic can, e.g., be accessed in experiments by multiplying the noise with the driving signal [7].

In this section, we show that contributions to the first noise harmonic can be linked to individual fluctuation processes. Furthermore, specific patterns appear when Coulomb interaction is present on the quantum dot, which can be clearly distinguished from a sequence of two resonances due to a Zeeman splitting. Another benefit of noise harmonics is that any constant background noise cancels for harmonics with $n \geq 1$. Besides that, we already proved in Sec. II C 2 that the time-averaged adiabatic-response noise of our model system always vanishes, and thus it is natural to analyze the first harmonic of the adiabatic response.

In Fig. 5, we present noise harmonics for three different scenarios: a noninteracting spin-symmetric quantum dot, an interacting spin-symmetric quantum dot, and a noninteracting spin-split quantum dot. The comparison of these three cases allows us to unanimously identify effects due to many-body Coulomb interaction. All harmonics are plotted as a function of the noise frequency and the working point, $\tilde{\epsilon}$, of the harmonic gate-voltage drive. In the first row of Fig. 5 we plot instantaneous parts of *zeroth* noise harmonics. These represent time averages of time-resolved finite-frequency noise spectra similar to the ones shown in Figs. 4(b) and 4(e). We see that the zeroth noise harmonic is finite whenever the noise frequency exceeds the distance between the lead’s Fermi energy and a dot addition energy. As mentioned before, the related adiabatic-response contributions of the zeroth noise harmonics vanish.

We now turn to *first* noise harmonics, which are shown in the second and third row of Fig. 5, and which we use to study the effect of time-dependent driving on the noise. As expected from the extension of the fluctuation-dissipation theorem to the first noise harmonic, Eq. (10), the panels in the middle row in Fig. 5 are closely related to the first...
derivative, with respect to $\bar{\epsilon}$, of the noise shown in the upper row in the same figure. Interestingly, we can assign a single fluctuation process, which generates the contribution to the first noise harmonic, namely to each of the colored regions. Figure 5(b) presents the instantaneous noise contribution of a noninteracting spin-symmetric quantum dot. In this figure, we find two straight, broadened lines centered around $\omega = \pm \bar{\epsilon}$. Their widths are given by twice the amplitude of the gate-voltage drive. The dominant processes are $2^+\downarrow$ and $0^+\downarrow$, as defined in Fig. 3 and indicated in Fig. 5(b). The reason that the first harmonic clearly differentiates between these processes is that all fluctuations involving reservoir states far away from the Fermi energy cannot contribute: The magnitudes of the latter are not sensitive to the gate-voltage drive. In other words, the first noise harmonic only includes fluctuations, where the fluctuating electron comes from or tunnels into a reservoir state close to the Fermi energy. From these fluctuations, the occupation vector in Eq. (24a) then selects the processes $2^+\downarrow$ and $0^+\downarrow$ in the two colored lines in Fig. 5(b). We find that for the related adiabatic-response noise (purely imaginary at high noise frequencies) in Fig. 5(c), no clear identification of fluctuation processes is possible, because the adiabatic response of the quantum-dot occupation allows for several processes to contribute with comparable strengths in Eq. (24b). Here, a nonzero first harmonic not only requires the condition that reservoir states in the vicinity of the Fermi energy take part, but also that the quantum-dot occupation itself strongly varies during the drive. To fulfill the second condition, the quantum-dot level needs to be close to the Fermi energy, additionally requiring $|\bar{\epsilon}| \lesssim \delta \epsilon$ for the working points.

Coulomb interaction on the quantum dot strongly modifies the first noise harmonic. To study its impact, it is instructive to compare the first column of Fig. 5 with the second column, where a strong on-site interaction $U$ has been included. In the instantaneous part of the first noise harmonic in panel (e), we again find two straight lines with widths set by twice the driving amplitude, but now centered around $\omega - \bar{\epsilon} = \log(2)/\beta$ and $\omega - \bar{\epsilon} = -U - \log(2)/\beta$ [53].

In the region bounded by these (external) lines, we observe a new pattern, which turns out to be specific to the presence of on-site Coulomb interaction. The new pattern, which is also antisymmetric with respect to the electron-hole symmetric point (dotted lines), tends to zero, when the noise frequency exceeds the value of $U$. Again, we can assign a dominating fluctuation process to each region in Fig. 5(e) as indicated. An important difference with respect to the noninteracting case is that for a fixed value of the working point, different processes can dominate at different noise frequencies. This additional
dependency occurs in the region where the dot is mostly singly occupied, because here fluctuations between empty/single occupation and single/double occupation are both possible. These processes, as already seen for the noninteracting dot, only contribute significantly to the first harmonic, when a reservoir state close to the Fermi energy is involved. This is also the reason why the new pattern in panel (e) disappears for noise frequencies larger than $U$.

The adiabatic response to the first noise harmonic, Fig. 5(f), also shows additional contributions when compared to Fig. 5(c). Here, the strongest contributions appear if the system is driven around the working points $\bar{\epsilon} = \log(2)/\beta$ and $\epsilon = -U - \log(2)/\beta$, which are the points where the occupation vector changes most strongly during the drive. This first harmonic of the adiabatic-response noise exhibits the characteristic features of the interplay between time-dependent driving and strong Coulomb interaction, which we have previously identified in the time-resolved finite-frequency noise: We see the bent line of the sign change as a function of noise frequency and working point as well as nonvanishing noise regions extended to a value set by the Coulomb interaction $U$.

As a third scenario, we analyze the impact of a magnetic field on the noninteracting quantum dot, leading to a spin splitting of the energy level. In a measurement limited to currents, this spin splitting could be confused with the two split dot resonances due to Coulomb interaction. Here, we show that the first noise harmonic constitutes an unambiguous way to distinguish the two cases. The zeroth and first noise harmonics of this system are shown in the third row of Fig. 5. By comparing panels (g)–(i) with panels (a)–(c) in the same figure, we find that the spin splitting doubles the structures which are seen in the noise harmonics of the noninteracting quantum dot. The dominant fluctuation processes for the instantaneous first harmonic of the spin-split case are indicated in panel (h) and sketched in Fig. 5(j). It is instructive to analyze the difference between the instantaneous first noise harmonic of the spin-split quantum dot in panel (h) and the interacting quantum dot in panel (e). While the instantaneous contributions are qualitatively similar for noise frequencies with $\omega \lesssim \omega_0$, they differ strongly for higher noise frequencies. The main reason is that processes which contain a ‘1’ in Fig. 5(e) can only occur when a single electron already occupies the quantum dot. On the contrary, for the processes indicated in Fig. 5(h) only the occupation of either down or up electrons is relevant, respectively, independent of the occupation with electrons of opposite spin direction. This is the reason why panel (h) shows the pattern of panel (b)—doubled and shifted by the strength of the Zeeman field—while for the interacting quantum dot we find a more complex structure in panel (e). Similarly, the adiabatic-response noise of the spin-split quantum dot in panel (i) doubles the pattern visible in panel (c).

### E. Noise spectra beyond the adiabatic response

In the previous sections we analyzed either instantaneous contributions to the noise or adiabatic-response contributions, the latter describing corrections to the instantaneous noise as a consequence of a small retarded response of the system. Both contributions rely on a slow driving of the quantum dot. In an experimental realization, such a slow driving might reduce the magnitude of the signal to be detected. It is therefore of interest to find out whether the driving frequency can be increased without modifying the features described in the previous sections. Interestingly, in the high noise-frequency regime, it turns out that the results of Secs. IV.A–IV.D are transferable to faster driving schemes, i.e., beyond the adiabatic response. This is possible as long as the time scale of fluctuations, $\omega^{-1}$, is smaller than both the scale of quantum-dot relaxation dynamics and any time scales introduced by the driving scheme. In this case, the auxiliary noise function of Eq. (6) obtains the simple form given in Eq. (23), see also Appendix G. As discussed in Sec. III D, this equation not only holds for instantaneous, $l = i$, and adiabatic-response contributions, $l = a$, but also in all orders in $l$ of the slow-driving expansion (we use $l = i/a$ to denote the orders 0/1 and numbers for expansion orders $l \geq 2$). By summing up this expansion series, we obtain the generalized auxiliary function

$$
\tilde{S}^{(s, HF)}(\tau; \omega) = \frac{e^{T}}{2} \mathcal{W}^{(s, HF)}(\tau; \omega) \mathcal{D}^{(s, HF)}(\tau),
$$

marked with the additional superscript (s) for ‘sum,’ see Table III. Similarly, we write for the occupation vector $[49]

$$
\tilde{a}^{(s, HF)}(\tau; \omega) = \langle \mathcal{W}^{(s, HF)}(\tau; \omega) \rangle.
$$

Consequently, we find the generalized noise formula,

$$
S^{(s, HF)}(\tau; \omega) = \int_{0}^{T} \frac{dt}{T} e^{i \omega T} \mathcal{D}^{(s, HF)}(\tau; \omega) \mathcal{P}^{(s, HF)}(\tau),
$$

where the instantaneous fluctuation vector is the one defined in Eq. (25) and the occupation vector is derived using Eq. (28). See Appendix G for details. Besides the restrictions to high noise frequencies and weak tunnel coupling, we expect Eq. (29) to be valid for $\Omega \lesssim \Gamma$ [49]. Therefore, in comparison to the instantaneous and adiabatic-response noise in Eqs. (24), the generalized noise formula in Eq. (29) can be applied to study faster driving schemes. What is more, since the equations share a similar structure, Eq. (29) generalizes the results outlined in Secs. IV.A–IV.D.

In Fig. 6, we show the time-resolved finite-frequency noise of a noninteracting and an interacting spin-symmetric quantum dot calculated from Eq. (29). The figure shows the summed-up noise in panels (a) and (c) as well as the difference between the latter and the instantaneous noise in panels (b) and (d). The parameters are similar to the ones used in Fig. 4, except that the driving frequency in Fig. 6 has been increased by an order of magnitude. As expected, we find that the density plots in both figures show a similar qualitative behavior. However, what might be of importance for experimental realizations: The differences between the instantaneous and the summed-up noise, shown in Figs. 6(b) and 6(d), are an order of magnitude larger than the adiabatic-response noise, presented in Figs. 4(c) and 4(f), respectively. We also find a similar behavior for zeroth and first noise harmonics (not shown).
V. NOISE AT LOW FREQUENCIES

We now turn to low noise frequencies, \( \omega \ll \Gamma \), where the time scale of fluctuations exceeds the time scale of relaxation dynamics of the quantum dot.

A. Noise harmonics—instantaneous contribution

We start by analyzing the instantaneous contribution to the low-frequency noise, Eqs. (7a) and (22a). By employing the crossover scheme of the \( \Gamma \) expansion, while additionally neglecting the frequency dependence of kernels, see Secs. III C and IIID, we can derive a compact analytical expression for the instantaneous low-frequency noise:

\[
S^{(i,LF)}(t; \omega) = \int_0^t \frac{dt}{t} e^{i\omega t} F^{(i,LF)}(t; \omega) P^{(i)}(t).
\]

The fluctuation vector occurring here is given by the expression [54]

\[
F^{(i,LF)}(t; \omega) = \frac{\omega^2}{\lambda_c(t)^2 + \omega^2} F^{(i,HF)}(t; 0). \tag{31}
\]

It differs from the one at high noise frequencies, Eq. (25), in two ways. First, due to the different time scales of the fluctuations considered here, \( F^{(i,LF)} \) contributes only at \( \omega = 0 \), and second, it features a factor \( \omega^2/\lambda_c(t)^2 + \omega^2 \). This frequency-dependent Lorentzian factor suppresses the noise when the time scale associated with a fluctuation, \( \omega^{-1} \), exceeds the time scale \( \lambda_c^{-1}(t) \), which equals the physical charge relaxation time for a system with parameters frozen at time \( t \) [49,55],

\[
\lambda_c(t) = \Gamma[1 + f^+(\epsilon(t)) - f^+(\epsilon(t) + U)] \tag{32}
\]

In the first two rows of panels in Fig. 7, we show the zeroth and first noise harmonic of this instantaneous contribution to the low-frequency noise for the three different scenarios, which for high noise frequencies were displayed in Fig. 5 of Sec. IV D: a noninteracting spin-symmetric dot, an interacting spin-symmetric dot, and a noninteracting spin-split dot. Two important remarks about these figures need to be made. First, we clearly see the features prescribed by the fluctuation-dissipation theorem, Eqs. (9) and (10), for the zeroth and first harmonic of the instantaneous noise: These noise contributions are directly related to the finite-frequency conductance and its derivative. Furthermore, in agreement with these fluctuation-dissipation theorems, both noise harmonics vanish in the limit of \( \omega \to 0 \), as dictated by the vanishing zero-frequency conductance of the single-lead quantum dot.

Importantly, from the noise features displayed in these two rows, no clear distinction is possible between the case of finite interaction and no magnetic field, and vanishing interaction and finite magnetic field. This is different when studying the adiabatic-response contribution.

B. Noise harmonics—adiabatic response

For the adiabatic-response noise at low frequencies, no compact analytical expression for \( S^{(a,LF)}(t; \omega) \) is accessible [56] and it is more insightful to analyze the plots of this function given in the third and fourth rows of Fig. 7. Since the adiabatic response of the first harmonic, \( S^{(a,LF)}(t; \omega) \), is a complex quantity, we show its real and imaginary part separately.

For the first harmonic of the noise, the real part of the adiabatic response behaves very similar to the instantaneous part, even though the order of magnitude is much smaller. In both cases, the noise vanishes with decreasing frequencies and the overall behavior with alternating signs is equivalent, however, with an opposite overall sign. In contrast, the imaginary part of the adiabatic response, displayed in the fourth row of panels in Fig. 7, shows a very different behavior.

For the noninteracting dot, both in the presence and in the absence of a Zeeman field, the difference between real and imaginary part are merely opposite signs and a stronger suppression for low frequencies in the imaginary part. However, a key finding of this paper is that the interacting quantum dot behaves completely differently: The imaginary part of the adiabatic response of the first harmonic stays finite even at zero noise frequency, as is evident from Fig. 7(h). This effect is unique to strong Coulomb interaction and cannot be mimicked by a Zeeman splitting with equal magnitude. Importantly, it is only visible when combined with the time-dependent driving: It is not visible in the time-averaged noise, i.e., the zeroth harmonic, where the adiabatic response vanishes, see Sec. IIIC2. The described feature is also absent in the zeroth as well as the first harmonic of the instantaneous noise in Figs. 7(e) and 7(f). Therefore, the adiabatic-response noise in panel (h) provides the leading noise contribution in the first noise harmonic at low frequencies and thus constitutes a significant feature for related experiments. We attribute the signature of nonvanishing noise in the adiabatic response to its sensitivity to the modified charge-relaxation rate, Eq. (32), due to interaction and the resulting difference in degeneracy of the quantum-dot ground states. This is also at the origin of deviations from the equilibrium fluctuation-dissipation theorem in
The contribution to $S^{\omega,LF}(1;\omega)$ for the interacting dot evolves from two features with a sign change to two resonant contributions with a single maximum (or minimum) with decreasing noise frequencies. These features are situated around working points in the vicinity of $\bar{\epsilon} = \log(2)/\beta$ or $\bar{\epsilon} = -U - \log(2)/\beta$, i.e., when the dot is driven around energies at which electrons are emitted and absorbed. The sign of the contribution, when approaching zero noise frequency, reveals if the quantum dot is driven between the empty configuration and the singly occupied state or between the singly and the doubly occupied states, see Fig. 7(h), namely whether the ground-state degeneracy increases or decreases with the working-point position, see also Ref. [57].

We note that for the particular case of vanishing on-site interaction, our noise expressions derived for low frequencies agree with results from scattering-matrix theory. In order to perform this comparison, we extended calculations valid for low temperatures [34,35] to the temperature scale relevant for this work.

VI. NOISE AT INTERMEDIATE FREQUENCIES

We finally present results for arbitrary noise frequencies and use them to show how the transition from high to low noise frequencies takes place. This is particularly relevant in the range where the time scale of fluctuations is similar to the time scale on which the dot occupation probabilities change, $\omega \sim \Gamma$. Our main finding is that noise spectra and noise harmonics derived in this range connect well our high
and low noise-frequency results, which have been discussed in Secs. IV and V. In this section, we focus on a spin-symmetric quantum dot.

A. Noise harmonics—instantaneous contribution

In order to calculate the noise at intermediate noise frequencies, we employ the technically more challenging full crossover scheme of the expansion in the tunnel coupling, as outlined in Sec. III D. For the instantaneous noise this leads to the expression

$$S^{(i)}(n; \omega) = \int_0^T \frac{dT}{T} e^{i n \Omega T} F^{(i)}(t; \omega) P^{(i)}(t).$$

(33)

In Eq. (33), $F^{(i)}(t; \omega)$ is defined below Eq. (26). Equation (33) combines and extends the instantaneous noise expressions which we derived previously, i.e., in the high and low noise-frequency regimes, see Eqs. (24a) and (30). Again, we find that the instantaneous noise can be expressed in terms of the instantaneous quantum-dot occupation, $P^{(i)}(t)$, and an instantaneous fluctuation vector, $F^{(i)}(t; \omega)$, as written in Eq. (33). The instantaneous fluctuation vector in Eq. (33) differs from its high-frequency limit, $F^{(i,\mathrm{HF})}(t; \omega)$, by a frequency-dependent factor, which suppresses the noise for frequencies $\omega < \lambda_c(t; \omega)$. The difference compared to the result at low noise frequencies [Eq. (32)] is that the quantity $\lambda_c(t; \omega)$ in Eq. (34) is now frequency dependent itself. The quantity $\lambda_c(t; \omega)$ equals the physical charge relaxation rate of the quantum dot [49,55] only in the limit $\omega \to 0$. For general noise frequencies, $\lambda_c(t; \omega)$ can be expressed as the average of two charge relaxation rates, namely the rates associated with quantum-dot levels frozen at $\epsilon(t) \pm \omega$. Importantly, for a noninteracting quantum dot, the quantity $\lambda_c(t; \omega)$ remains frequency independent and the suppression factor in Eq. (33) becomes a Lorentzian, as for the low-frequency noise discussed before. For the noninteracting dot the transition between the high- and low-frequency noise is therefore expected to be trivial and we focus on the interacting dot, when displaying the results in Fig. 8. The result for the instantaneous contribution to the noise in Fig. 8(a) shows the suppression of the noise with decreasing frequencies.

B. Noise harmonics—adiabatic response

The adiabatic response turns out to be more sensitive to the frequency dependence of the noise. To also investigate the adiabatic response of the noise, we again find that it is more insightful to analyze numerical results.

The real and imaginary part of the adiabatic response of the first harmonic are shown in Figs. 8(b) and 8(c). We observe that the results present a smooth connection between the high- and low-frequency-noise results. A minor deviation is visible in column (b), where the crossover scheme gives a small contribution even at higher frequencies, which is not captured by the order-by-order scheme employed in the upper plot of this column. Note, however, that the nonvanishing contribution visible in the upper part of the middle plot in column (b) turns out to be further suppressed, if we choose a higher temperature than the one applied here [$\beta = 1/(3 \Gamma)$].

The center panels of Figs. 8(b) and 8(c) show a shifting of features (such as maxima and sign changes) as a function of the working-point position depending on the noise frequencies. The reason for this is the delicate interplay between time scales given by the time-dependent driving, the time scale of fluctuations, and the charge relaxation time, where the latter is only working-point dependent in the case of Coulomb interaction, see Eq. (32).

VII. CONCLUSION

We investigated the finite-frequency current noise of an interacting quantum dot, coupled to a single contact, when the system is subject to a slow harmonic gate-voltage driving. By extending a perturbative real-time diagrammatic technique, we set up a framework to access instantaneous as well as adiabatic-response contributions to the noise over a large range of noise frequencies. We then used this approach to analyze time-resolved finite-frequency noise spectra and, importantly, also their decomposition into individual noise harmonics.

In the case of high noise frequencies, where the time scale of fluctuations is much smaller than the time scale of the quantum-dot relaxation dynamics, we found simple noise expressions, which allow us to identify dominating fluctuation processes in the instantaneous first noise harmonic. In the opposite limit of low noise frequencies, a key result is that the combination of strong Coulomb interaction and periodic driving leads to a nonvanishing imaginary part in the adiabatic response of the first noise harmonic. We emphasize that this contribution
provides unambiguous evidence of Coulomb interaction in the low-frequency noise of the driven quantum dot: For a noninteracting and possibly spin-split quantum dot, both the instantaneous and the adiabatic-response contributions to the first noise harmonic vanish, when the noise-frequency approaches zero. Our results thus promote the study of noise harmonics not only as a spectroscopic tool to access contributions of individual fluctuation processes, but also to identify Coulomb interaction in the noise of the time-dependently driven quantum dot—both of which we expect to be of use in future related experiments.
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APPENDIX A: ADDITIONAL PLOTS FOR THE TIME-RESOLVED FINITE-FREQUENCY NOISE OF THE INTERACTING QUANTUM DOT

In this appendix we provide additional plots which add to the discussion of the time-resolved finite-frequency noise in Sec. IV B, in particular of the adiabatic responses shown in Figs. 4(c) and 4(f). In Fig. 9 we present how the adiabatic-response noise of the time-dependently driven quantum dot changes, when the interaction strength is modified from \( U = 0 \) (a) to \( U = 25 \Gamma \) (e). The Coulomb interaction leads to emerging regions ‘C’—related to single occupation of the dot—in between the regions ‘A’ and ‘B’. If the strong interaction together with the applied driving scheme forbids the occupation of the dot with two electrons, the regions ‘B’ as well as one part of the regions ‘C’ disappear, see panel (e).

APPENDIX B: AUXILIARY FUNCTION FOR DIAGRAMMATIC NOISE CALCULATIONS

In this and the following appendices we provide technical details of our noise calculations. We begin by deriving Eq. (5) of the main text by rewriting Eq. (4) in terms of the auxiliary function \( \tilde{S}(t; \omega) \) given in Eq. (6). First, in Eq. (4), we split the second integration into two parts and obtain

\[
S(n; \omega) = \lim_{t_0 \to -\infty} \int_0^T \int_{t_0}^T d\tau e^{i\delta \omega \tau} \mathcal{C}(t, \tau) + \int_{t_0}^T d\tau e^{i\delta \omega \tau - i\omega} \mathcal{C}(t, -\tau).
\]

with \( \mathcal{C}(t, \tau) = \langle [\delta I(t), \delta I(t + \tau)] \rangle \). To treat the second term in the square brackets, we swap its two integrations and—exploiting periodicity—shift the interval of the integration over \( \tau \) by the amount \( -\tau \). Incorporating the latter shift into a shift of the variable \( t \), swapping the integration order a second time and exploiting the symmetrized form of \( \mathcal{C}(t, \tau) = \mathcal{C}(t + \tau, -\tau) \), we derive

\[
S(n; \omega) = \lim_{t_0 \to -\infty} \int_0^T dt \int_{t_0}^T d\tau e^{i\delta \omega \tau} \mathcal{C}(t, \tau) + \int_0^T dt \int_{t_0}^T d\tau e^{i\delta \omega \tau - i\omega} \mathcal{C}(t, \tau).
\]

Since at finite temperatures considered here, temporal correlations of current fluctuations, given by \( \mathcal{C}(t, \tau) \), decay quickly for large values of \( \tau \), we expect the limit in Eq. (B2) to converge separately for both terms in the square brackets. Therefore, we can replace \( t_0 \) with \( -\infty \) at the integration bounds. The final step to obtain Eq. (5) of the main text is then to write the resulting equation in terms of the auxiliary function, which has been defined in Eq. (6), where the time difference \( \tau \) has been replaced by \( t' - t \).

APPENDIX C: EXPANSION OF THE AUXILIARY FUNCTION \( \tilde{S}(t; \omega) \) FOR SLOW DRIVING

In Sec. II C we explain that, for slow periodic driving, it is justified to expand the noise expression in Eq. (5) order-by-order in the small parameter \( \delta \beta / \Gamma \). To evaluate the zeroth and first order of the resulting series [Eqs. (7)]—referred to as the instantaneous and the adiabatic-response contributions to the noise—we first need to derive the respective terms in the slow-driving expansion of the auxiliary function defined in Eq. (6). For this expansion, we start from the expression introduced in Sec. III C and split the frequency-dependent propagator on the right-hand side of Eq. (16) into a decaying and a nondecaying part, as defined in Eq. (18). By inserting the
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FIG. 9. (a)–(e) Adiabatic response of the time-resolved finite-frequency noise (HF regime) for a harmonic gate voltage. Thin dashed lines show zero crossings of \( \epsilon(t) \). The interaction strength changes from (a) to (e) as \( U/\Gamma = 0, 3, 6, 9, 25 \). Further parameters are \( \beta = 1/(3\Gamma) \), \( \epsilon_1 = \epsilon \), \( \delta = 0 \), \( \delta \epsilon = 10 \Gamma \), and \( \Omega = 0.03 \Gamma \).
reduced propagator into Eq. (16), we obtain

\[
\tilde{S}(t;\omega) = \lim_{\hbar \to \infty} \frac{e^T}{2} \left[ \int t_1 \int t_2 \int t_3 \mathcal{W}_{t_1}^{\omega} (t, t_1; \omega) \tilde{\Pi}(t_1, t_2; \omega) \mathcal{W}_{t_2}^{\omega} (t_2, t_3; \omega) \mathcal{P}(t_3) \\
+ \int t_1 \mathcal{W}_{t_1}(t, t_1; \omega) \mathcal{P}(t_1) - \int t_1 \int t_2 \int t_3 e^{i\omega(t_1-t)} \mathcal{W}_I(t, t_2) \mathcal{P}(t_2) \otimes e^T \mathcal{W}_I(t_1, t_3) \mathcal{P}(t_3) \right].
\]  

(C1)

In Sec. III C we introduced how the integrand of the kinetic equation (14) is expanded around the reference time \( t \). Here, we proceed in a similar way, expanding all occupation vectors in the integrands in Eq. (C1) around \( t \). In addition, also the first time arguments of all kernels and of the reduced propagator are expanded around the reference time. These expansions are justified for slow driving, due to the short support times of all kernels, given by the reservoir correlation time \( \beta \), and the short support time of the reduced propagator, given by \( T^{-1} \). In addition, again following the same principle as introduced for the kinetic equation in Sec. III C, all objects \( \mathcal{P}, \mathcal{W}, \text{ and } \tilde{\Pi} \) have to be expanded individually by order in \( \delta \epsilon \Omega \beta / T \). Collecting all terms in zeroth (first) order, we find the instantaneous contribution (adiabatic response) of the auxiliary function as given in Eqs. (22) in the main text,

\[
\tilde{S}^{(i)}(t;\omega) = \frac{e^T}{2} \{ \mathcal{W}_I \tilde{\Pi} \mathcal{W}_I^{\omega} \mathcal{P}^{(i)} + \frac{e^T}{2} (\mathcal{W}_I \mathcal{P}^{(i)})_{t_1} - 2(\tilde{\Pi} \mathcal{P}^{(i)})_{t_1} \},
\]  

(C2a)

\[
\tilde{S}^{(a)}(t;\omega) = \frac{e^T}{2} (\mathcal{W}_I \tilde{\Pi} \mathcal{W}_I^{\omega} \mathcal{P}^{(a)} + \frac{e^T}{2} (\mathcal{W}_I \mathcal{P}^{(a)})_{t_1} - 2(\tilde{\Pi} \mathcal{P}^{(a)})_{t_1} \},
\]  

(C2b)

where we applied several abbreviations, which we now explain. We have given the definition of the curly brackets for an operator product in Eqs. (20). Extended to a four-operator product, this explicitly reads as [41]

\[
\begin{align*}
\{ ABCD \}^{(i)} &= A^{(i)}B^{(i)}C^{(i)}D^{(i)}, \\
\{ ABCD \}^{(a)} &= A^{(i)}B^{(a)}C^{(i)}D^{(a)} + A^{(i)}B^{(a)}C^{(a)}D^{(i)} + A^{(i)}B^{(a)}C^{(i)}D^{(a)} + A^{(a)}B^{(i)}C^{(i)}D^{(i)} + A^{(a)}B^{(i)}C^{(a)}D^{(i)} + A^{(a)}B^{(a)}C^{(i)}D^{(i)} \\
& \quad + \partial A^{(i)} \partial B^{(i)} C^{(i)} D^{(i)} + A^{(i)} \partial B^{(a)} C^{(i)} D^{(i)} + A^{(a)} B^{(i)} A^{(i)} D^{(i)}. \quad \text{(C3a)}
\end{align*}
\]

\[
\begin{align*}
\{ ABCD \}^{(a)} &= A^{(i)}B^{(a)}C^{(a)}D^{(a)} + A^{(i)}B^{(a)}C^{(a)}D^{(a)} + A^{(i)}B^{(a)}C^{(a)}D^{(a)} + A^{(a)}B^{(a)}C^{(a)}D^{(a)} + A^{(a)}B^{(a)}C^{(a)}D^{(a)} + A^{(a)}B^{(a)}C^{(a)}D^{(a)} \\
& \quad + \partial A^{(a)} \partial B^{(a)} C^{(a)} D^{(a)} + A^{(a)} \partial B^{(a)} C^{(a)} D^{(a)} + A^{(a)} B^{(a)} A^{(a)} D^{(a)}. \quad \text{(C3b)}
\end{align*}
\]

The Laplace transform of Eq. (D1) with respect to \( t_1 \) is given by

\[
\tilde{I}(t, z;\omega) = \int_{-\infty}^{t} dt_1 e^{z(t_1-t)} \frac{e^T}{2} \int_{-\infty}^{t_1} dt_2 e^{i\omega(t_1-t_2)} \mathcal{W}_I(t_1, t_2) \mathcal{P}(t_2)
\]

\[
\quad = \int_{-\infty}^{t} dt_2 \int_{-\infty}^{t_1} dt_1 e^{z(t_1-t_2)} \frac{e^T}{2} \mathcal{W}_I(t_1, t_2) \mathcal{P}(t_2)
\]

\[
\quad = \int_{-\infty}^{t} dt_2 \frac{e^T}{2} \mathcal{W}_I(t_1, t_2) \mathcal{P}(t_2) \frac{1 - e^{z+i\omega(t_1-t_2)}}{z + i\omega}
\]

\[
\quad = \frac{1}{z + i\omega} \{ [I(t)] - I(t, z+i\omega) \}. \quad \text{(D2)}
\]

In the last line, we inserted Eq. (15) for the expectation value of the current, as well as the additional definition, \( I(t, z) = \frac{e^T}{T} \int_{-\infty}^{t} dt_2 e^{i\omega(t_1-t)} \mathcal{W}_I(t_1, t_2) \mathcal{P}(t_2) \). We now outline the steps to derive the instantaneous part and the adiabatic response of the function \( \tilde{I}(t, z;\omega) \). Using the form given in the last line in Eq. (D2), we can expand \( \tilde{I}(t, z;\omega) \) in powers of \( \delta \epsilon / \Omega \beta / T \), following the lines of the current expansion discussed in Sec. III C. In the limit \( z \to 0^+ \), which is of interest here, we find

\[
\tilde{I}^{(i)}(t, 0^+;\omega) = \frac{e^T}{2i\omega} [ (\mathcal{W}_I \mathcal{P})^{(i)} - (\mathcal{W}_I \mathcal{P})^{(i)}_{t_1} ], \quad \text{(D3a)}
\]

\[
\tilde{I}^{(a)}(t, 0^+;\omega) = \frac{e^T}{2i\omega} [ (\mathcal{W}_I \mathcal{P})^{(a)} - (\mathcal{W}_I \mathcal{P})^{(a)}_{t_1} ]. \quad \text{(D3b)}
\]

Note that the expression for \( \tilde{I}^{(a)}(t, 0^+;\omega) \) in Eq. (D3b) is only given for completeness and is not needed for the

\[
\text{APPENDIX D: THE FUNCTION } \tilde{I}(t, z;\omega)
\]

In this appendix, we discuss properties of the function \( \tilde{I} \), which appears in Eqs. (C2) and (22). We start from the third term on the right-hand side of Eq. (C1), which stems from the product of current operators at different times and a contribution containing the nondecaying part of the propagator \( \Pi \). The first part of this integral is similar to a current at time \( t_1 \), but not identical to it, and it also contains a frequency-dependent exponential term. It is this term that we want to analyze here and that we abbreviate as

\[
\tilde{I}(t, t_1;\omega) = \frac{e^T}{2} \int_{-\infty}^{t_1} dt_2 e^{i\omega(t_1-t_2)} \mathcal{W}_I(t, t_2) \mathcal{P}(t_2). \quad \text{(D1)}
\]
calculated performed here. The reason is that in the auxiliary function in Eq. (C2b) it is always multiplied with \( (I(t))^{[i]} \), which vanishes for the single-lead quantum dot considered in this paper.

**APPENDIX E: THE REDUCED PROPAGATOR \( \Pi(t, z; \omega) \)**

Equations (C2) of the auxiliary function also include the instantaneous part and the adiabatic response of the Laplace-transformed reduced propagator, \( \Pi(t, z; \omega) \). The derivation of these parts is discussed in this appendix. By combining the definition of the reduced propagator, Eq. (18), with the Dyson equation of the full propagator, Eq. (17), we find

\[
\Pi(t, t_1; \omega) = \left[ 1 - P(t) \otimes e^T \right] e^{i\omega(t-t_1)} + \int_{t_1}^{t} dt_2 \int_{t_1}^{t} dt_3 e^{i\omega(t-t_1)} \times \mathcal{V}(t_2, t_3; \omega) [\Pi(t_3, t_1; \omega) + P(t_3) \otimes e^T e^{i\omega(t-t_1)}].
\]

(E1)

A key property of \( \Pi(t, t_1; \omega) \) is that this function decays for \( |t - t_1| \gg 1 \), or in other words, when the difference in the time arguments exceeds the relaxation times of the quantum dot. This property, together with the assumption of slow driving, \( \delta \omega \Omega \beta / \Gamma \ll 1 \), justifies the expansion of the \( t_2 \) dependence of the kernel \( \mathcal{V}(t_2, t_1; \omega) \) in Eq. (E1) around the time \( t \). In a similar expansion, we then expand the \( t_1 \) dependence of the term in the (second) square brackets in Eq. (E1) around the time \( t \).

At this point, the Laplace transform \( \Pi(t, z; \omega) \) can be calculated, where we make use of the fact that the Laplace transform of a convolution of three functions, \( A(t, t_1), B(t_1), \) and \( C(t, t_1) \), i.e.,

\[
\int_{t_1}^{t} dt_2 \int_{t_1}^{t} dt_3 A(t_2, t_1) B(t_2, t_1) C(t, t_1),
\]

can be expressed as \( e^3 A(t, z) B(t, z) C(t, z) \), with the abbreviation \( e^3 = \exp(\delta \omega \beta \gamma + \delta \omega \beta \gamma \delta \omega \gamma \delta \omega \gamma \delta \omega \gamma) \), see also Ref. [41]. The derivatives in this abbreviation only act on the quantities indicated by their superscripts. We obtain the equation

\[
\Pi(t, z; \omega) = \frac{1 - P(t) \otimes e^T}{z + i\omega} + e^3 \frac{1}{z + i\omega} \times \mathcal{V}(t, z; \omega) \left[ \Pi(t, z; \omega) + \frac{P(t) \otimes e^T}{z + i\omega} \right].
\]

(E2)

where the derivatives included in \( e^3 \) act on the three functions \( A(t, z; \omega) = (z + i\omega)^{-1}, B(t, z; \omega) = \mathcal{V}(t, z; \omega), \) and \( C(t, z; \omega) = \Pi(t, z; \omega) + P(t) \otimes e^T (z + i\omega)^{-1} \). We can write Eq. (E2) in a more compact form by using the property that \( \Pi(t, z; \omega) = \Pi(t, z + i\omega, 0) = \Pi(t, z + i\omega) \) and similarly for \( W(t, z; \omega) \). The reason for this is that both objects only contain diagrams in which the frequency line runs over the whole diagram. The final expression for \( \Pi(t, z) \) is

\[
\Pi(t, z) = \frac{1 - P(t) \otimes e^T}{z} + e^3 \frac{1}{z} \mathcal{V}(t, z) \left[ \Pi(t, z) + \frac{P(t) \otimes e^T}{z} \right].
\]

(E3)

The limit \( \lim_{z \to 0^+} \Pi(t, z; \omega) \), which is of interest for our noise calculations, is obtained from Eq. (E3) by calculating \( \lim_{z \to i\omega} \Pi(t, z) \). Importantly, for the finite-frequency noise, this limit can be taken by replacing \( z \) with \( i\omega \) in Eq. (E3), in contrast to the zero-frequency noise [41], where the limit must be taken carefully.

We continue by deriving the instantaneous part and the adiabatic response of the function \( \Pi(t, z) \) given in Eq. (E3). To extract these contributions, we proceed as previously and expand the reduced propagator in the small parameter \( \delta \omega \Omega \beta / \Gamma \).

In Eq. (E3) we replace \( \Pi(t, z) \to \Pi^{(i)}(t, z) + \Pi^{(a)}(t, z) + \ldots \) and similarly for \( \Pi(t, z) \) as well as for \( P(t) \). We then collect all contributions in zeroth and first order in \( \delta \omega \Omega \beta / \Gamma \). The result for the instantaneous part of the reduced propagator is the algebraic equation

\[
\left[ 1 - \frac{\mathcal{V}^{(i)}}{z} \right] \Pi^{(i)} = 1 - \frac{P^{(i)} \otimes e^T}{z} + \frac{\mathcal{V}^{(i)} P^{(i)} \otimes e^T}{z^2}.
\]

(E4a)

For readability, we suppress the arguments \( (t, z) \) for kernels and the reduced propagator and \( (t) \) for the occupation vector in Eq. (E4a) and also in Eq. (E4b) below. The adiabatic response of the reduced propagator is calculated by subsequently solving the equation

\[
\left[ 1 - \frac{\mathcal{V}^{(a)}}{z} \right] \Pi^{(a)} = - \frac{\mathcal{V}^{(a)} \Pi^{(i)}}{z^2} - \frac{\mathcal{V}^{(a)} P^{(i)} \otimes e^T}{z} + \frac{\partial \mathcal{V}^{(a)}}{z} \Pi^{(i)} - \frac{\partial \mathcal{V}^{(a)} P^{(i)} \otimes e^T}{z} - \frac{P^{(a)} \otimes e^T}{z^2}.
\]

(E4b)

The solutions of Eqs. (E4) are necessary to calculate the instantaneous part and adiabatic response of the auxiliary function in Eqs. (C2) and (22).

A further insight of Eqs. (E4) is the conclusion that an order-by-order expansion scheme in the tunnel-coupling strength is not generally applicable to the auxiliary noise function. The reason for this is that the reduced propagator, which is part of the auxiliary noise function, has no well defined order-by-order expansion, because the matrix \( [1 - \mathcal{V}^{(a)/z}] \) on the left-hand side in Eqs. (E4) mixes the orders: The first term is of order unity, while the second term scales with \( \Gamma / \omega \). Therefore, only for high noise frequencies, where \( \Gamma / \omega \ll 1 \), the usual order-by-order scheme can be applied, as shown in Appendix G. Otherwise, we use a crossover scheme, where all terms in Eqs. (E4) are kept, with kernels derived in leading order in the tunnel-coupling strength.
APPENDIX F: EXPONENTIAL KERNEL EXPRESSIONS FROM DIAGRAMATIC RULES

In this work, all $W$ kernels are evaluated in the sequential-tunneling regime, namely up to linear order in $\Gamma$. Each kernel is therefore given by a sum over all possible diagrams containing a single tunneling line. This line connects either two tunnel vertices [$W(t, t')$ and $W(t, t'; \omega)$], a tunnel and a current vertex [$W_I(t, t'), W_I^+(t, t'; \omega)$ and $W_I^+(t, t'; \omega)$], or two current vertices [$W_I(t, t'; \omega)$]. At zero frequency, $\omega = 0$, the diagrammatic rules to calculate instantaneous contributions as well as adiabatic responses of these kernels are outlined in detail in the appendix of Ref. [41]. To derive the diagrams relevant here, we have to take into account that some kernels become frequency dependent due to the exponential factor $e^{i\omega(t-t')}$ in the auxiliary function defined in Eq. (6). As explained in Sec. IIIB, we include this frequency dependence by adding a line in the respective diagrams, carrying the frequency $\omega$. This additional frequency line only leads to a small modification of the diagrammatic rules of Ref. [41], which we now outline. In Laplace space, a linear-in-$\Gamma$ diagram in instantaneous order is proportional to $1/\Delta E(t)$, where $\Delta E(t)$ is given by the difference of all backward-going minus all forward-going energies. If we evaluate a diagram which contains an additional frequency line, the only modification is that we have to include this frequency as a forward-going energy in $\Delta E(t)$, hence the frequency line in the diagrammatic picture. Analogous rules have to be applied for the adiabatic-response diagrams.

For completeness, we give the instantaneous contribution to all kernels in Laplace representation. The kernels are shown for the spin-degenerate case, $\epsilon = \epsilon_\uparrow = \epsilon_\downarrow$, and with finite interaction parameter $\bar{U}$, since this case is the main focus of this paper. Extensions to spin-split single-particle energies $\epsilon_\uparrow \neq \epsilon_\downarrow$ at vanishing interaction, as discussed in Secs. IVB and VB, are straightforward. The instantaneous kernels in linear order in $\Gamma$ read

$$
\frac{W_I^{(0)}(t, z; \omega)}{\Gamma} = \begin{pmatrix}
-F^+(\epsilon, z; \omega) & \frac{1}{2}F^-(\epsilon, z; \omega) & \frac{1}{2}F^-(\epsilon, z; \omega) & 0 \\
\frac{1}{2}F^+(\epsilon, z; \omega) & -\frac{1}{2}F^-(\epsilon, z; \omega) - \frac{1}{2}F^+(\epsilon + U, z; \omega) & 0 & \frac{1}{2}F^-(\epsilon + U, z; \omega) \\
0 & \frac{1}{2}F^+(\epsilon + U, z; \omega) & -\frac{1}{2}F^-(\epsilon, z; \omega) - \frac{1}{2}F^+(\epsilon + U, z; \omega) & \frac{1}{2}F^-(\epsilon + U, z; \omega)
\end{pmatrix},
$$

$$
\frac{W_I^{(1)}(t, z)}{\Gamma} = \begin{pmatrix}
0 & f^-(-\epsilon, z; 0) & f^-(-\epsilon, z; 0) & 0 \\
-f^-(-\epsilon, z; 0) & 0 & 0 & f^-(-\epsilon + U, z; 0) \\
0 & -f^-(\epsilon + U, z; 0) & 0 & f^-(-\epsilon + U, z; 0)
\end{pmatrix},
$$

$$
\frac{W_I^{(2)}(t, z; \omega)}{\Gamma} = \begin{pmatrix}
F^+(\epsilon, z; \omega) & \frac{1}{2}F^-(\epsilon, z; \omega) & \frac{1}{2}F^-(\epsilon, z; \omega) & 0 \\
\frac{1}{2}F^+(\epsilon, z; \omega) & -\frac{1}{2}F^-(\epsilon, z; \omega) - \frac{1}{2}F^+(\epsilon + U, z; \omega) & 0 & \frac{1}{2}F^-(\epsilon + U, z; \omega) \\
0 & \frac{1}{2}F^+(\epsilon + U, z; \omega) & -\frac{1}{2}F^-(\epsilon, z; \omega) - \frac{1}{2}F^+(\epsilon + U, z; \omega) & \frac{1}{2}F^-(\epsilon + U, z; \omega)
\end{pmatrix},
$$

where the frequency-independent kernel $W_I^{(0)}(t, z)$ equals $W_I^{(0)}(t, z; 0)$. Here, we introduced the abbreviations

$$
f^\pm(x, z; \omega) = f^\pm(x + \omega - i\bar{U}) + f^\pm(x - \omega + i\bar{U}),
$$

$$
F^\pm(x, z; \omega) = f^\pm(x, z; \omega) \mp \psi(x, z; \omega),
$$

$$
\psi(x, z; \omega) = \frac{1}{2\pi i}[\tilde{\psi}(\epsilon + \omega - i\bar{U}) + \tilde{\psi}(-\epsilon - \omega + i\bar{U}) - \tilde{\psi}(\epsilon - \omega + i\bar{U}) - \tilde{\psi}(-\epsilon + \omega + i\bar{U})],
$$

where $f^\pm(x) = (1 + e^{i\beta x})^{-1}$ is the Fermi function of the reservoir and $\tilde{\psi}(x) = \psi(\frac{x}{\bar{U}} + \frac{\pi}{\bar{U}})$ with the Digamma function $\psi$. We note that in the limit $\omega \to 0$ and $z \to 0^+$ we find $\psi(x, 0; 0) = 0$ and $F^\pm(x, 0; 0) = 2f^\pm(x)$. To write the explicit expressions for the two remaining kernels, $W_I^{\ (>)(0)}(t, z; \omega)$ and $W_I^{\ (<)(0)}(t, z; \omega)$, we define the additional short-hand notation $g^{\pm\pm}(x, z; \omega) = f^\pm(x, z; 0) \pm F^\pm(x, z; \omega)$. The first superscript on the left-hand side refers to the superscripts of the two functions on the right-hand side, while the second superscript defines if the two functions are summed up or subtracted. Using this abbreviation, the kernels become

$$
\frac{W_I^{\ (>)(0)}(t, z; \omega)}{\Gamma} = \begin{pmatrix}
-g^+(\epsilon, z; \omega) & \frac{1}{2}g^-(\epsilon, z; \omega) & \frac{1}{2}g^+(\epsilon, z; \omega) & 0 \\
-\frac{1}{2}g^+(\epsilon, z; \omega) & -\frac{1}{2}g^-(\epsilon, z; \omega) - \frac{1}{2}g^+(\epsilon + U, z; \omega) & 0 & \frac{1}{2}g^-(\epsilon + U, z; \omega) \\
\frac{1}{2}g^-(\epsilon, z; \omega) - \frac{1}{2}g^+(\epsilon + U, z; \omega) & 0 & \frac{1}{2}g^-(\epsilon + U, z; \omega) & g^-(\epsilon + U, z; \omega)
\end{pmatrix},
$$

$$
\frac{W_I^{\ (<)(0)}(t, z; \omega)}{\Gamma} = \begin{pmatrix}
\end{pmatrix},
$$
in this work. Hence, in the high noise-frequency regime we write

\[
\frac{\mathcal{W}^{<}(t, z; \omega)}{\Gamma} = \begin{pmatrix}
g^{+}(\epsilon; z; \omega) & \frac{1}{2}g^{-}(\epsilon; z; \omega) & \frac{1}{2}g^{-}(\epsilon + U; z; \omega) & 0 \\
-\frac{1}{2}g^{+}(\epsilon; z; \omega) & -\frac{1}{2}g^{-}(\epsilon; z; \omega) + \frac{1}{2}g^{-}(\epsilon + U; z; \omega) & 0 & \frac{1}{2}g^{-}(\epsilon + U; z; \omega) \\
-\frac{1}{2}g^{+}(\epsilon; z; \omega) & 0 & -\frac{1}{2}g^{-}(\epsilon; z; \omega) + \frac{1}{2}g^{-}(\epsilon + U; z; \omega) & \frac{1}{2}g^{-}(\epsilon + U; z; \omega) \\
0 & -\frac{1}{2}g^{+}(\epsilon + U; z; \omega) & -\frac{1}{2}g^{+}(\epsilon + U; z; \omega) & -g^{-}(\epsilon + U; z; \omega) \\
\end{pmatrix}
\]  

\tag{F8}

Finally, we note that all contributions stemming from Digamma functions, which are included here for completeness, are neglected in our noise calculations. The reason is that we attribute these contributions to renormalization effects. Since tunneling beyond the first order studied here also leads to renormalization of system parameters [55], the contributions stemming from the Digamma functions should be excluded for a consistent sequential-tunneling derivation. In a calculation in second order in \( \Gamma \) (not part of this paper), care must be taken for a proper inclusion of renormalization effects in the finite-frequency noise.

**APPENDIX G: EXPRESSIONS FOR HIGH NOISE FREQUENCIES**

In this appendix we derive a simple expression for the reduced propagator, \( \Pi(t, z) \), which is valid for high noise frequencies, \( \omega \gg \Gamma \). This eventually leads to Eq. (23) of the main text. We begin with Eq. (E3) for the reduced propagator, which has been derived in Appendix E. We remind that the dependence on the noise frequency \( \omega \) has been absorbed in the \( z \) argument, which we set to \( i\omega \) at the end of the calculation. The main observation is that the kernel \( \mathcal{W}(t, z) \) in Eq. (E3) has a magnitude of the scale \( \Gamma \), while the factor \( 1/z \) in front turns into a factor \( 1/(i\omega) \). We conclude that the second term on the right-hand side of Eq. (E3) scales with \( \Gamma/\omega \) and is therefore strongly suppressed for high noise frequencies [18]. This suppression cannot be lifted by the derivatives included in the abbreviation \( e^{\beta} \) in Eq. (E3), which only lead to minor corrections for the driving schemes considered in this work.

Hence, in the high noise-frequency regime we write

\[
\Pi^{\text{HF}}(t, z) = \frac{1 - P(t) \otimes e^{T}}{\bar{z}}. 
\]  

\tag{G1}

From this equation we extract the instantaneous part and the adiabatic response of the reduced propagator,

\[
\Pi^{(i, \text{HF})}(t, z) = \frac{1 - P^{(i)}(t) \otimes e^{T}}{\bar{z}}, 
\]  

\tag{G2a}

\[
\Pi^{(a, \text{HF})}(t, z) = -\frac{P^{(a)}(t) \otimes e^{T}}{\bar{z}}. 
\]  

\tag{G2b}

Interestingly, the reduced propagator in the high noise-frequency regime, i.e., Eq. (G1), has an order-by-order expansion scheme in the tunnel-coupling strength, which means in the small parameter \( \Gamma \beta \). The reason is that this expansion scheme is well defined for the occupation vector on the right-hand side, see also Sec. III D. We now use this observation to derive Eq. (23), which gives the auxiliary function, \( S^{(i, \text{HF})}(t, \omega) \), in the high-noise frequency regime and in \( l \)th order in the slow-driving expansion. The instantaneous part is included as the case \( l = 0 \) and the adiabatic response as \( l = 1 \). We first remind that for the occupation vector calculated in \( l \)th order in the slow-driving expansion, the leading-order term in the additional expansion in the tunnel-coupling strength is given by the \(-l\)th order [43]. From Eq. (G1) we conclude that the same is true for leading contributions of the reduced propagator, when the latter is evaluated at high noise frequencies. Besides that, all kernels begin to contribute in first order in \( \Gamma \), irrespective of their order in the slow-driving expansion. The leading contribution to the current in \( l \)th order in the slow-driving expansion is of order \(-l + 1\) in the expansion in the tunnel-coupling strength. By only keeping the terms in lowest order in \( \Gamma \) for each order in the slow-driving expansion, we arrive at the general Eq. (23) for the auxiliary function calculated in the high-noise frequency regime.

Finally, we also give an explicit expression for the instantaneous fluctuation vector of Eq. (25) for a spin-split system. At high noise frequencies, we find the expression

\[
\mathcal{F}^{(i, \text{HF})}(t; \omega) = \left( \frac{f^{+}(\epsilon^{\uparrow}(t); \omega) + f^{+}(\epsilon^{\downarrow}(t); \omega)}{\Gamma} \right)^{T} 
\]  

\tag{G3}
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