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Abstract. We analyze the abstract representations of the groups of rational points of even-dimensional quasi-split special unitary groups associated with quadratic field extensions. We show that, under certain assumptions, such representations have a standard description, as predicted by a conjecture of Borel and Tits [5]. Our method extends the approach introduced by the first author in [16] to study abstract representations of Chevalley groups and is based on the construction and analysis of a certain algebraic ring associated to a given abstract representation.

1. Introduction

The goal of this paper is to analyze the abstract representations of the groups of rational points of even-dimensional quasi-split special unitary groups associated with quadratic field extensions. Our main result, whose precise formulation is given in Theorem 1.2 below, is that, under certain assumptions, such representations have the expected description, as predicted by the following longstanding conjecture of Borel and Tits ([5, 8.19]).

As usual, for an algebraic group $G$ defined over a field $k$, we denote by $G^+$ the (normal) subgroup of $G$ generated by the $k$-points of the unipotent radicals of the $k$-defined parabolic subgroups of $G$. With these notations, Borel and Tits conjectured the following.

(BT) Let $G$ and $G'$ be algebraic groups defined over infinite fields $k$ and $k'$, respectively. If $\rho: G(k) \to G'(k')$ is any abstract homomorphism such that $\rho(G^+)$ is Zariski-dense in $G'(k')$, then there exists a commutative finite-dimensional $k'$-algebra $A$ and a ring homomorphism $f_A: k \to A$ such that $\rho = \sigma \circ r_{A/k'} \circ F$, where $F: G(k) \to G_A(A)$ is induced by $f_A$ ($G_A$ is the group obtained by change of scalars), $r_{A/k'}: G_A(A) \to R_{A/k'}(G_A)(k')$ is the canonical isomorphism (here $R_{A/k'}$ denotes the functor of restriction of scalars), and $\sigma$ is a rational $k'$-morphism of $R_{A/k'}(G_A)$ to $G'$.

If an abstract homomorphism $\rho: G(k) \to G'(k')$ admits a factorization as in (BT), we will say that $\rho$ has a standard description.

Remark 1.1. It has been pointed out by B. Conrad and G. Prasad that by using the results of [7, Chapter 9] (particularly Proposition 9.9.2), one can construct counterexamples to (BT) over all local and global function fields of characteristic 2 (or, more generally, over any field $k$ of characteristic 2 such that $[k : k^2] = 2$). The groups that arise in these counterexamples are perfect and $k$-simple. So, one should exclude fields of characteristic 2 in the statement of (BT).

In [16], the first author introduced a method, based on the construction and analysis of certain algebraic rings, for studying abstract representations of the elementary subgroups of simply-connected Chevalley groups over commutative rings. Using these techniques, he obtained a general result on abstract representations that, in particular, yielded (BT) in the case where $k$ is a field of characteristic $\neq 2$ or 3, $k' = K$ is an algebraically closed field of characteristic 0, and $G$ is a split simply-connected $k$-group. Subsequently, this approach was extended in [17] to confirm (BT) for abstract representations of groups of the form $\text{SL}_{n,D}$, where $D$ is a finite-dimensional central division algebra over a field of characteristic zero. In positive characteristic, results on this problem were obtained by Seitz in [20], which were subsequently revisited by Boyarchenko and the first author in [6] from the point of view.
view of algebraic rings. Furthermore, the first author recently employed the methods of [16] together with some considerations on central extensions, to obtain the first unconditional rigidity statements for finitely generated linear groups other than arithmetic groups/lattices (such as \( \text{SL}_n(\mathbb{Z}[x]) \), for \( n \geq 3 \)) — cf. [19]. We refer the reader to [18] for a more extensive overview of work on (BT) and its connections to various classical forms of rigidity.

In the present paper, we consider the following situation. Let \( k \) be a field of characteristic 0 and let \( L = k(\sqrt{d}) \) be a quadratic extension. We set \( \tau : L \to L \) to be the nontrivial element of \( \text{Gal}(L/k) \) and note that for any commutative \( k \)-algebra \( R \), the action of \( \tau \) naturally extends to \( R_L := R \otimes_k L \) via the second factor. For ease of notation, we will write \( \tau(x) = \overline{x} \) for \( x \in R_L \). Next, fix an integer \( n \geq 2 \) and let \( V = L^{2n} \) be a \( 2n \)-dimensional \( L \)-vector space equipped with a (skew-)hermitian form \( h : V \times V \to L \). We will assume that \( h \) has maximal Witt index, so that, with respect to a suitable basis of \( V \), the matrix of \( h \) is

\[
H = \begin{pmatrix}
0 & -1 & & \\
1 & 0 & & \\
& & \ddots & \\
& & & 0 & -1 \\
& & & 1 & 0
\end{pmatrix}
\]

Let \( G = \text{SU}_{2n}(L, h) \) be the corresponding special unitary group. Explicitly, for a commutative \( k \)-algebra \( R \), we have

\[
G(R) = \{ X \in \text{SL}_{2n}(R_L) \mid X^*HX = H \},
\]

where for \( X = (a_{ij}) \), we let \( X^* = (\overline{a}_{ji}) \) denote the conjugate transpose matrix. It is well-known that \( G \) is a quasi-split simply-connected \( k \)-group (in fact, a \( k \)-form of \( \text{SL}_{2n} \)) whose relative root system \( \Phi_k \) is of type \( C_n \) (see, for example, [2 Ch. V, §23.8] or [15 Ch. 2, §2.3.3]). With these notations, our main result is as follows.

**Theorem 1.2.** Let \( L = k(\sqrt{d}) \) be a quadratic extension of a field \( k \) of characteristic 0, and for \( n \geq 2 \), set \( G = \text{SU}_{2n}(L, h) \) to be the special unitary group of a (skew-)hermitian form \( h : L^{2n} \times L^{2n} \to L \) of maximal Witt index. Let \( K \) be an algebraically closed field of characteristic 0 and consider an abstract representation

\[
\rho : G(k) \to \text{GL}_m(K).
\]

Set \( H = \overline{\rho(G(k))} \) to be the Zariski closure of the image of \( \rho \) (we note that \( H \) is automatically connected — see Lemma [14]). Then if the unipotent radical \( U = R_u(H) \) of \( H \) is commutative, there exists a commutative finite-dimensional \( K \)-algebra \( A \), a ring homomorphism \( f : k \to A \) with Zariski-dense image, and a morphism of algebraic \( K \)-groups \( \sigma : G(A) \to H \) such that \( \rho = \sigma \circ F \), where \( F : G(k) \to G(A) \) is the group homomorphism induced by \( f \).

(In this statement, we view \( G(A) \) as an algebraic \( K \)-group using the functor of restriction of scalars — see [3] for further details.)

The proof of this result proceeds along the following lines. First, since \( G \) is a simply-connected \( k \)-group whose relative root system \( \Phi_k \) is of type \( C_n \), it follows that \( G \) contains a \( k \)-split simply-connected \( k \)-group \( G_0 = \text{Sp}_{2n} \) of type \( C_n \) (see [3 Théorème 7.2] or [7, Theorem C.2.30]). We consider the restriction of \( \rho \) to \( G_0(k) \), and use the construction given in [16] to associate to \( \overline{\rho|_{G_0(k)}} \) an algebraic ring \( A \), together with a ring homomorphism \( f : k \to A \) with Zariski-dense image. Since \( k \) and \( K \) are both fields of characteristic 0, \( A \) is in fact a finite-dimensional \( K \)-algebra (by [16 Lemma 2.13(ii), Proposition 2.14]). As shown in [16], the algebraic ring \( A \) plays a central role in proving that \( \overline{\rho|_{G_0(k)}} \) has a standard description; it turns out that \( A \) also suffices for the analysis of \( \rho \). More precisely, following the general strategy of [16] and [17], we first show that \( \rho \) lifts to a representation \( \tilde{\sigma} : \tilde{G}(A) \to \text{GL}_m(K) \), where \( \tilde{G}(A) \) is the generalized Steinberg group introduced by Stavrova [22] (which builds on an earlier construction due to Deodhar [8]). Then, using the fact that the kernel of the canonical map \( \tilde{G}(A) \to G(A) \) is central (which extends a result of Stavrova to the present situation), together with our assumption that the unipotent radical \( R_u(H) \) is commutative, we establish the existence of the required algebraic representation \( \sigma : G(A) \to \text{GL}_m(K) \).
The structure of the paper is as follows. We begin by recalling in §2 several key definitions and statements pertaining to elementary subgroups of isotropic reductive group schemes (defined by Petrov and Stavrova [13]) that are needed for our purposes. We also discuss some relevant aspects of Stavrova’s generalization in [22] of the classical theory of Steinberg groups and central extensions. Next, in §3, we introduce the algebraic ring $A$ and, after establishing some preliminary statements, show that $\rho$ lifts to a representation $\tilde{\sigma}$ of $\tilde{G}(A)$. Finally, in §4, we follow the general strategy of [16] to prove that $\tilde{\sigma}$ descends to a rational representation $\sigma$ of $G(A)$.

Notations and Conventions: All rings will be assumed to be unital and commutative. Unless stated otherwise, we will denote by $G$ the special unitary group $SU_{2n}(L, h)$ introduced above.

2. Elementary subgroups and Steinberg groups

In this section, we recall several aspects of the theory of elementary subgroups of isotropic reductive group schemes, developed by Petrov and Stavrova [13], as well as relevant points of Stavrova’s [22] generalization of the classical Steinberg group. In view of our later applications, we will focus on the case of $SU_{2n}(L, h)$ ($n \geq 2$).

2.1. Elementary subgroups. Suppose $G$ is a reductive group scheme over a ring $R$ that is isotropic of rank $\geq 1$ (i.e., every semisimple normal $R$-subgroup of $G$ contains a 1-dimensional split $R$-torus). Then $G$ contains a pair of opposite parabolic $R$-subgroups $P$ and $P^-$ that intersect properly every semisimple normal $R$-subgroup of $G$ (such subgroups are sometimes referred to as strictly parabolic). In [13], the corresponding elementary subgroup $E_P(R)$ is then defined as the subgroup of $G(R)$ generated by $U_P(R)$ and $U_{P^-}(R)$, where $U_P$ and $U_{P^-}$ are the unipotent radicals of $P$ and $P^-$, respectively (we note that when $R = k$ is a field, then $E_P(k)$ coincides with the group $G^+$ appearing in the statement of (BT)). The main result of [13] (see also [21, Theorem 2.4]) is that if for any maximal ideal $m \subset R$, the group $G_{R_m}$ is isotropic of rank $\geq 2$, then $E_P(R)$ does not depend on the choice of a strictly parabolic subgroup $P$. This assumption is automatically satisfied in all situations considered in this paper, so, to simplify notations, we will denote the elementary subgroup simply by $E(R)$.

Furthermore, in analogy with elementary subgroups of Chevalley groups, Petrov and Stavrova provide a description of $E(R)$ in terms of generators that satisfy certain generalized Chevalley commutator relations. The following statement collects the relevant parts of [13, Theorem 2] and [22, Lemma 2.14] in the case of $G = SU_{2n}(L, h)$ that will be needed for our analysis.

**Theorem 2.1.** Let $G = SU_{2n}(L, h)$, fix a maximal $k$-split torus $S \subset G$, and denote by $\Phi_k$ the corresponding relative root system (of type $C_n$), viewed as a subset of the character group $X^*(S)$. Then for every $\alpha \in \Phi_k$, there exists a vector $k$-group scheme $V_\alpha$ and a closed embedding of schemes $X_\alpha : V_\alpha \to G$

such that for any $k$-algebra $R$, we have the following:

1. For any $v, w \in V_\alpha(R)$, $X_\alpha(v) \cdot X_\alpha(w) = X_\alpha(v + w)$

   In particular, $X_\alpha(0) = 1$.

2. For any $s \in S(R)$ and $v \in V_\alpha(R)$, $s \cdot X_\alpha(v) \cdot s^{-1} = X_\alpha(\alpha(s)v)$

3. (Chevalley commutator formula) For any $\alpha, \beta \in \Phi_k$ such that $\alpha \neq \pm \beta$, and for all $u \in V_\alpha(R), v \in V_\beta(R)$,

   \[ [X_\alpha(u), X_\beta(v)] = \prod_{i,j \geq 1 \atop i, j \in \Phi_k} X_{i+j}(N_{ij}^{\alpha \beta}(u, v)) \]

   for some polynomial maps $N_{ij}^{\alpha \beta} : V_\alpha(R) \times V_\beta(R) \to V_{i+j}(R)$. The map $N_{ij}^{\alpha \beta}$ is homogeneous of degree $i$ in the first variable and homogeneous of degree $j$ in the second variable.
(4) The elementary subgroup $E(R)$ is generated by the elements $X_\alpha(v)$ for all $\alpha \in \Phi_k$ and all $v \in V_\alpha(R)$.

**Remark 2.2.**

(a) In view of the structure of the root system $C_n$, it is easy to see that the products on the right hand side of (3) contain at most two terms with the possible values of $i$ and $j$ lying in $\{1, 2\}$. Moreover, in the cases where there are two terms, these commute with each other.

(b) It follows from the definitions that the construction of the elementary subgroup is functorial in $R$ (i.e. a ring homomorphism $R_1 \to R_2$ gives rise to a group homomorphism $E(R_1) \to E(R_2)$), and that it is compatible with finite products (i.e. $E(R_1 \times \cdots \times R_n) = E(R_1) \times \cdots \times E(R_n)$). Furthermore, since $G = SU_{2n}(L, h)$ is a quasi-split simply-connected $k$-group, this observation and [22, Lemma 5.2] imply that $G(R) = E(R)$ for any ring $R$ that is a finite product of local $k$-algebras.

Continuing with the notations of the theorem, the dimension of $V_\alpha$ is simply the dimension of the relative root space associated to $\alpha$. Thus, in our situation, there are two possibilities: if $\alpha$ is a long root, then $V_\alpha = \mathbb{G}_a$, so that $V_\alpha(R) = R$ for any $k$-algebra $R$; on the other hand, if $\alpha$ is short, then $V_\alpha \cong (\mathbb{G}_a)^2$, and we have $V_\alpha(R) = R \otimes_k L = R_L$ (to make the identification $(\mathbb{G}_a)^2(R) = R^2 \cong R_L$, we use the fact that $k^2 \cong L$ as a $k$-vector space).

For the calculations that we will carry out in subsequent sections, it will be useful to make the statement of Theorem 2.1 more explicit, as follows. Fix an algebraic closure $\overline{k}$ of $k$ and consider the maximal $k$-split torus $S$ of $G$ (we will identify $G$ with $G(\overline{k})$ for the sake of concreteness) consisting of diagonal matrices of the form

$$
\begin{pmatrix}
t_1 & t_1^{-1} & & \\
& \ddots & \ddots & \\
& & t_n & t_n^{-1}
\end{pmatrix}
$$

with $t_i \in \overline{k}$. For $1 \leq i \leq 2n$, let $\alpha_i : S \to \mathbb{G}_m$ be the character that maps such a matrix to its $i$-th diagonal entry. Then one easily checks that

$$\Phi_k = \{ \pm 2\alpha_i : i \text{ odd} \} \cup \{ \pm \alpha_i \pm \alpha_j : i \neq j, \text{ both odd} \}$$

with $1 \leq i, j \leq 2n$. Furthermore, the morphisms $X_\alpha$ look as follows. For a ring $R$, we denote by $E_{ij}(x) \in M_{2n}(R)$ the matrix with $x$ in the $ij$-th entry and 0 in all other entries. Also, if $R$ is a $k$-algebra, then, as we observed previously, the action of the nontrivial element $\tau \in Gal(L/k)$ extends to $R_L = R \otimes_k L$, and we will write $\tau(a) = \pi$ for $a \in R_L$. Then the root group morphisms for the long roots are

$$X_{2\alpha_i}(R) : R \to G(R) \quad x \mapsto 1 + E_{i,i+1}(x)$$
$$X_{-2\alpha_i}(R) : R \to G(R) \quad x \mapsto X_{2\alpha_i}(x)^t = 1 + E_{i+1,i}(x),$$

and for the short roots, the morphisms are

$$X_{\alpha_i+\alpha_j}(R) : R_L \to G(R) \quad x \mapsto 1 + E_{ij}(x) - E_{j+1,i+1}(\tau)$$
$$X_{-\alpha_i+\alpha_j}(R) : R_L \to G(R) \quad x \mapsto X_{\alpha_i-\alpha_j}(x)^t = 1 + E_{ji}(x) - E_{i+1,j+1}(\tau),$$
$$X_{\alpha_i-\alpha_j}(R) : R_L \to G(R) \quad x \mapsto 1 + E_{i',j'+1}(x) + E_{j',i'+1}(\tau),$$
$$X_{-\alpha_i-\alpha_j}(R) : R_L \to G(R) \quad x \mapsto X_{\alpha_i+\alpha_j}(x)^t = 1 + E_{j'+1,i'}(x) + E_{i'+1,j'}(\tau),$$

where for a pair $i, j$, we set $i' = \min(i, j)$ and $j' = \max(i, j)$.

By direct calculation, one obtains explicit formulas for the polynomial maps $N_{ij}^{\alpha\beta}$ appearing in Theorem 2.1. To formulate the result, given a $k$-algebra $R$, we let

$$\text{Tr} : R_L \to R \quad a \mapsto a + \bar{a}$$
denote the extension of the usual trace map \( \text{Tr}_{L/k} : L \to k \) to \( R_L \). Also, for \( \delta = \pm 1 \) and \( v \in R_L \), we set

\[
v_\delta = \begin{cases} v & \delta = 1 \\ \overline{v} & \delta = -1 \end{cases}
\]

The following lemma describes the maps \( N_{ij}^{\alpha,\beta} \) arising in all nontrivial Chevalley commutator relations for \( \text{SU}_{2n}(L, h) \).

**Lemma 2.3.** Let \( \alpha, \beta \in \Phi_k \) be relative roots such that \( \alpha + \beta \in \Phi_k \) and let \( R \) be a \( k \)-algebra.

1. Suppose \( \alpha \) and \( \beta \) are short and \( \alpha + \beta \) is short. Then (relabeling if necessary) we can write \( \alpha = \alpha_i - \alpha_j \) and \( \beta = \alpha_j - \alpha_\ell \) for three distinct indices \( i,j,\ell \), and

\[
N_{ij}^{\alpha,\beta}(u,v) = uv \\
N_{ij}^{\beta,\alpha}(v,u) = -uv
\]

2. Suppose \( \alpha \) and \( \beta \) are both short and \( \alpha + \beta \) is long. Then (relabeling if necessary) we can write \( \alpha = \epsilon(\alpha_i - \alpha_j), \beta = \omega(\alpha_i + \alpha_j) \) for some \( \epsilon = \pm 1, \omega = \pm 1 \), with \( i < j \), and

\[
N_{ij}^{\alpha,\beta}(u,v) = \omega \text{Tr}(u_{-\epsilon\omega}v) \\
N_{ij}^{\beta,\alpha}(v,u) = -\omega \text{Tr}(u_{-\epsilon\omega}v)
\]

for all \( u \in V_\alpha(R), v \in V_\beta(R) \).

3. Suppose \( \alpha \) is short and \( \beta \) long. Then we can write \( \alpha = \epsilon\alpha_i + \omega\alpha_j \) and \( \beta = -\epsilon2\alpha_i \) for some \( \epsilon = \pm 1, \omega = \pm 1 \) and \( i \neq j \), and

\[
N_{ij}^{\alpha,\beta}(u,v) = \omega u_{-c_{ij}}v \\
N_{ij}^{\beta,\alpha}(v,u) = -\omega u_{-c_{ij}}v
\]

\[
N_{21}^{\alpha,\beta}(u,v) = -\epsilon\omega vu{\overline{u}} \\
N_{12}^{\beta,\alpha}(v,u) = \epsilon\omega vu{\overline{u}}
\]

for all \( u \in V_\alpha(R), v \in V_\beta(R) \), where

\[
c_{ij} = \begin{cases} 1 & i < j \\ -1 & i > j \end{cases}
\]

In particular, whenever it is defined, the map \( N_{ij}^{\alpha,\beta} \) is surjective.

Next, as we indicated in §I a key step in the proof of our main result involves restricting a given representation \( \rho : G(k) \to \text{GL}_{m}(K) \) to the subgroup \( G_0(k) = \text{Sp}_{2n}(k) \). Our choice of \( H \) makes this split subgroup simple to describe. It is

\[
G(k) \cap \text{GL}_{2n}(k) = \{ X \in \text{SL}_{2n}(k) \mid X^tHX = H \} = \text{Sp}_{2n}(k) = G_0(k).
\]

Now, recall that if \( \beta \in \Phi_k \) is a short root, then \( V_\beta(k) = L = k \oplus k\sqrt{d} \). Our calculation then shows that \( G_0(k) \) is the subgroup of \( G(k) = E(k) \) generated by the images of the maps \( X_\alpha(k) : V_\alpha(k) \to G(k) \) for long roots \( \alpha \) and by the images of the maps \( X_\beta(k) : V_\beta(k) \to G(k) \) restricted to the first component for long roots \( \beta \).

For later use, following Steinberg (see [23, Ch. 3]), we define the elements

\[
w_\alpha(v) = X_\alpha(v) \cdot X_{-\alpha}(-v^{-1}) \cdot X_\alpha(v) \quad \text{and} \quad h_\alpha(v) = w_\alpha(v) \cdot w_\alpha(1)^{-1}
\]

for \( \alpha \in \Phi_k \) and \( v \in V_\alpha(k)^\times \) (thus, in particular, \( w_\alpha(1), h_\alpha(1) \in G_0(k) \)). Then we have the following analogue of Steinberg’s relation (R7)

\[
w_\alpha(1) \cdot X_\beta(v) \cdot w_\alpha(1)^{-1} = X_{w_\alpha}(\varphi v),
\]

where \( \varphi v = \pm v_{\pm 1} \) (so that \( \varphi^2 = \text{Id} \)) and \( w_\alpha \beta \) denotes the action of the corresponding Weyl group element \( w_\alpha \) on the root \( \beta \).
2.2. Steinberg groups. In this subsection, we recall Stavrova’s [22] generalization of the usual Steinberg group (which, in turn, is inspired by a construction of Deodhar [8]) and establish several properties that will be needed in subsequent sections. Although Stavrova works in the general context of reductive group schemes, for the sake of concreteness, we will restrict ourselves to the case $G = SU_{2n}(L, h)$.

As in the classical setting, for a $k$-algebra $R$, the generalized Steinberg group $\tilde{G}(R)$ is the abstract group generated by symbols $\tilde{X}_\alpha(v)$, for $\alpha \in \Phi_k$ and $v \in V_\alpha(R)$, subject to the relations in Theorem 2.1 written in terms of the $X_\alpha(v)$. More precisely, we have the following.

**Definition 2.4.** Let $R$ be a $k$-algebra. We define $\tilde{G}(R)$ to be the group generated by symbols $\tilde{X}_\alpha(v)$, for all $\alpha \in \Phi_k$ and $v \in V_\alpha(R)$, subject to the following relations:

(R1) For $\alpha \in \Phi_k$ and $v, w \in V_\alpha(R)$,

$$\tilde{X}_\alpha(v) \cdot \tilde{X}_\alpha(w) = \tilde{X}_\alpha(v + w);$$

(R2) For $\alpha, \beta \in \Phi_k$ such that $\alpha \neq \pm \beta$, and for all $u \in V_\alpha(R), v \in V_\beta(R)$,

$$\left[\tilde{X}_\alpha(u), \tilde{X}_\beta(v)\right] = \prod_{i,j \geq 1}^{\Phi_k} \tilde{X}_{i\alpha + j\beta}\left(N_{ij}^{\alpha\beta}(u, v)\right);$$

where $N_{ij}^{\alpha\beta}$ are the same maps as in Theorem 2.1(3).

It is clear that this construction is functorial in $R$. Furthermore, for every $k$-algebra $R$, we have a natural surjective homomorphism $\pi_R : \tilde{G}(R) \to E(R) \quad \tilde{X}_\alpha(v) \mapsto X_\alpha(v)$.

The main result of this subsection is the following statement, which partially extends [22] Theorem 1.3.

**Proposition 2.5.** Suppose $R$ is a $k$-algebra that is a finite product of local $k$-algebras. Then $\ker \pi_R$ is a central subgroup of $\tilde{G}(R)$.

We will give the proof of Proposition 2.5 below, after several preliminary observations.

**Lemma 2.6.** Any generator $\tilde{X}_\alpha(v)$ of $\tilde{G}(R)$ can be written as a product of generators $\tilde{X}_{\gamma_i}(u_i)$ with $\gamma_i \neq \alpha$. Furthermore, $\tilde{X}_\alpha(v)$ is contained in the commutator subgroup $[\tilde{G}(R), \tilde{G}(R)]$. In particular, $\tilde{G}(R)$ and $E(R)$ are perfect groups.

**Proof.** First, suppose $\alpha$ is a long root. Then we can write $\alpha = \gamma_1 + \gamma_2$ for appropriate short roots $\gamma_1$ and $\gamma_2$, and it follows from (R2) that

$$\left[\tilde{X}_{\gamma_1}(u_1), \tilde{X}_{\gamma_2}(u_2)\right] = \tilde{X}_\alpha\left(N_{11}^{\gamma_1\gamma_2}(u_1, u_2)\right)$$

Since $N_{11}^{\gamma_1\gamma_2}$ is surjective according to Lemma 2.3, we can find $u_1 \in V_{\gamma_1}(R)$ and $u_2 \in V_{\gamma_2}(R)$ so that $N_{11}^{\gamma_1\gamma_2}(u_1, u_2) = v$, which yields our claim in this case.

Next, suppose $\alpha$ is short. Then we can write $\alpha = \gamma_1 + \gamma_2$ for an appropriate long root $\gamma_1$ and short root $\gamma_2$. Hence, by (R2) we have

$$\left[\tilde{X}_{\gamma_1}(u_1), \tilde{X}_{\gamma_2}(u_2)\right] = \tilde{X}_\alpha\left(N_{11}^{\gamma_1\gamma_2}(u_1, u_2)\right) \cdot \tilde{X}_{\gamma_1 + 2\gamma_2}\left(N_{12}^{\gamma_1\gamma_2}(u_1, u_2)\right)$$

Again by Lemma 2.3 we can choose $u_1, u_2$ so that $N_{11}^{\gamma_1\gamma_2}(u_1, u_2) = v$. Multiplying both sides by $\tilde{X}_{\gamma_1 + 2\gamma_2}\left(N_{12}^{\gamma_1\gamma_2}(u_1, u_2)\right)^{-1}$ then yields our first claim. Furthermore, since $\gamma_1 + 2\gamma_2$ is a long root, the preceding case shows that $\tilde{X}_{\gamma_1 + 2\gamma_2}\left(N_{12}^{\gamma_1\gamma_2}(u_1, u_2)\right)^{-1}$ is contained in the commutator subgroup, and hence so is $\tilde{X}_\alpha(v)$.

Thus, since all generators of $\tilde{G}(R)$ are contained in $[\tilde{G}(R), \tilde{G}(R)]$, it follows that $\tilde{G}(R)$ is perfect. Since the natural map $\pi : \tilde{G}(R) \to E(R)$ is surjective, we conclude that $E(R)$ is perfect as well. □
Lemma 2.7. For any $k$-algebras $R_1, \ldots, R_n$, we have $\tilde{G}(R_1 \times \cdots \times R_n) = \tilde{G}(R_1) \times \cdots \times \tilde{G}(R_n)$, i.e. the Steinberg group commutes with finite products.

Proof. By induction, it suffices to show that $\tilde{G}(A \times B) \cong \tilde{G}(A) \times \tilde{G}(B)$ for any $k$-algebras $A$ and $B$. We will do this by an argument similar to the one used in the proof of [23 Lemma 2.12]. First, we note that the projections of $A \times B$ onto its components induce a surjective group homomorphism

$$p : \tilde{G}(A \times B) \rightarrow \tilde{G}(A) \times \tilde{G}(B), \quad \tilde{X}_\alpha(v) = \tilde{X}_\alpha(v_1, v_2) \mapsto \left( \tilde{X}_\alpha(v_1), \tilde{X}_\alpha(v_2) \right)$$

Next we define a map in the reverse direction by

$$s : \tilde{G}(A) \times \tilde{G}(B) \rightarrow \tilde{G}(A \times B)$$

$$(\tilde{X}_\alpha(v_1), 1) \mapsto \tilde{X}_\alpha(v_1, 0)$$
$$(1, \tilde{X}_\alpha(v_2)) \mapsto \tilde{X}_\alpha(0, v_2)$$

(This defines $s$ on a set of generators for $\tilde{G}(A) \times \tilde{G}(B)$, and then we extend it to the whole group by multiplicativity.) It follows immediately from the definitions that $p \circ s$ and $s \circ p$ are the respective identity maps on generating sets. Thus, it remains to show that $s$ is a homomorphism by verifying that $s$ takes all the defining relations in $\tilde{G}(A) \times \tilde{G}(B)$ to relations in $\tilde{G}(A \times B)$. We need to check that $s$ preserves three kinds of relations:

(i) The defining relations of $\tilde{G}(A)$ applied to the generators $\left( \tilde{X}_\alpha(v_1), 1 \right)$.

(ii) The defining relations of $\tilde{G}(B)$ applied to the generators $\left( 1, \tilde{X}_\alpha(v_2) \right)$.

(iii) $\left[ \left( \tilde{X}_\alpha(a), 1 \right), \left( 1, \tilde{X}_\beta(b) \right) \right] = 1$ for all $\alpha, \beta \in \Phi_k$ and all $a \in V_\alpha(A), b \in V_\beta(B)$.

It is clear that $s$ preserves (i) and (ii), so it remains to show that $s$ preserves (iii). First consider the case $\alpha \neq -\beta$. Let $a \in V_\alpha(A)$ and $b \in V_\beta$. Then

$$s \left[ \left( \tilde{X}_\alpha(a), 1 \right), \left( 1, \tilde{X}_\beta(b) \right) \right] = \left[ \tilde{X}_\alpha(a, 0), \tilde{X}_\beta(0, b) \right] = \prod_{i,j \geq 1 \atop i\alpha+j\beta \in \Phi_k} X_{i\alpha+j\beta} \left( N_{ij}^{\alpha\beta} \left( (a, 0), (0, b) \right) \right)$$

Since $N_{ij}^{\alpha\beta}$ is homogeneous of degree $i$ in the first argument and of degree $j$ in the second argument, it is at least linear in each argument. So each term of $N_{ij}^{\alpha\beta} \left( (a, 0), (0, b) \right)$ includes a factor of $(a, 0) \cdot (0, b) = (0, 0) = 0 \in A \times B$. Hence $N_{ij}^{\alpha\beta} \left( (a, 0), (0, b) \right) = 0$ and the product is trivial, so $s$ preserves (iii) when $\alpha \neq -\beta$.

Now consider relation (iii) with $\alpha = -\beta$. For any $b \in B$, by Lemma 2.6, the element $\tilde{X}_{-\alpha}(0, b) \in \tilde{G}(0 \times B) \subset \tilde{G}(A \times B)$ can be written as a product

$$\tilde{X}_{-\alpha}(0, b) = \prod_i \tilde{X}_{\gamma_i}(0, u_i)$$

where $\gamma_i \neq -\alpha$ for all $i$, with each $u_i \in B$. Thus, we have

$$s \left[ \left( \tilde{X}_\alpha(a), 1 \right), \left( 1, \tilde{X}_{-\alpha}(b) \right) \right] = \left[ \tilde{X}_\alpha(a, 0), \tilde{X}_{-\alpha}(0, b) \right] = \left[ \tilde{X}_\alpha(a, 0), \prod_i \tilde{X}_{\gamma_i}(0, u_i) \right]$$

Since $\gamma_i \neq -\alpha$, by the previous case, $\tilde{X}_\alpha(a, 0)$ commutes with each factor $\tilde{X}_{\gamma_i}(0, u_i)$. Consequently, it commutes with the whole product, hence the last commutator vanishes. This shows that $s$ preserves (iii) when $\alpha = -\beta$, completing the proof.

We now turn to:

Proof of Proposition 2.5. Suppose $R = R_1 \times \cdots \times R_n$, where $R_1, \ldots, R_n$ are local $k$-algebras. Since the elementary subgroup and the Steinberg group both commute with finite products (by Remark 2.2...
and Lemma 2.7 respectively), it follows that
\[
\pi_R = \prod_{i=1}^{n} \pi_{R_i},
\]
and hence
\[
\ker \pi_R = \prod_{i=1}^{n} \ker \pi_{R_i} \subset \prod_{i=1}^{n} \tilde{G}(R_i) \cong \tilde{G}(R).
\]
Applying [22, Theorem 1.3] to each local factor \( R_i \), we see that \( \ker \pi_{R_i} \) is central in \( \tilde{G}(R_i) \). Consequently, \( \ker \pi_R \) is central in \( \tilde{G}(R) \), as claimed. □

3. Constructing the algebraic ring \( A \) and lifting \( \rho \) to a representation of the Steinberg group

Let \( G = \text{SU}_{2n}(L, h) \) and set \( G_0(k) = \text{Sp}_{2n}(k) \) to be the split subgroup of \( G(k) \) described in (11). The purpose of this section is twofold. First, we associate an algebraic ring \( A \) to an abstract representation \( \rho: G(k) \to GL_m(K) \). Then we show that \( \rho \) can be lifted to a representation \( \tilde{\sigma} \) of the Steinberg group \( \tilde{G}(A) \).

To fix notations, given an abstract representation \( \rho: G(k) \to GL_m(K) \) (with \( K \) an algebraically closed field of characteristic 0), we set \( H = \rho(G(k)) \) to be the Zariski closure of the image of \( \rho \). Furthermore, we let \( \rho_0: G_0(k) \to GL_m(K) \) denote the restriction \( \rho|_{G_0(k)} \).

By [16, Theorem 3.1], we can associate to \( \rho_0 \) an algebraic ring \( A \), together with a ring homomorphism \( f: k \to A \) with Zariski-dense image, as follows. Recall that if \( \alpha \in \Phi_k \) is a long root, then \( V_\alpha(k) = k \), whereas if \( \alpha \) is short, then \( V_\alpha(k) = L = k \oplus k\sqrt{d} \). For \( \alpha \in \Phi_k \), we define
\[
A_\alpha = \rho(X_\alpha(k))
\]
and
\[
f_\alpha: k \to A_\alpha, \quad u \mapsto \rho_0(X_\alpha(u)).
\]
Recall that for \( \alpha \) short, the root subgroup \( X_\alpha(V_\alpha(k)) \) has dimension 2, and in this case, \( A_\alpha \) is the closure of the image of the one-dimensional subgroup \( X_\alpha(k) \subset X_\alpha(V_\alpha(k)) \), arising from the natural embedding \( k \to L = V_\alpha(k) \).

As shown in [16, Theorem 3.1], each \( A_\alpha \) has the structure of an algebraic ring (i.e. an affine algebraic variety with a ring structure defined by regular maps) — we recall that the addition operation is obtained simply by restricting matrix multiplication in \( H \) to \( A_\alpha \), whereas the multiplication operation is defined using the Steinberg commutator relations. Moreover, for any \( \alpha, \beta \in \Phi_k \), there exists an isomorphism \( \pi_{\alpha\beta}: A_\alpha \to A_\beta \) of algebraic rings such that \( \pi_{\alpha\beta} \circ f_\alpha = f_\beta \). We denote this common algebraic ring by \( A \), and, for each \( \alpha \in \Phi_k \), we fix an isomorphism of algebraic rings \( \pi_\alpha: A \to A_\alpha \) such that \( \pi_{\alpha\beta} \circ \pi_\alpha = \pi_\beta \). Then, by construction, we have a ring homomorphism \( f: k \to A \) with Zariski-dense image such that \( \pi_\alpha \circ f = f_\alpha \) for all \( \alpha \in \Phi_k \), as well as (injective) regular maps \( \psi_\alpha^1: A \to H \) satisfying
\[
(\psi_\alpha^1 \circ f)(u) = (\rho_0 \circ X_\alpha)(u) \quad \text{for all} \ u \in k.
\]

**Remark 3.1.** Since \( k \) and \( K \) are both fields of characteristic 0, it follows from Lemma 2.13 and Proposition 2.14 in [16] that \( A \) is a finite-dimensional \( K \)-algebra. In particular, \( A \) is connected and satisfies the hypotheses of Proposition 2.5.\]

The algebraic ring \( A \) plays a pivotal role in the proof of the main results of [16]. It turns out that \( A \) also suffices for the analysis of the representation \( \rho \). The precise statement that is needed in our context will be given in Proposition 3.5 below. First, we make the following construction. Given a short root \( \alpha \in \Phi_k \), let us define
\[
B_\alpha = \rho(X_\alpha(k\sqrt{d}))
\]
and
\[
g_\alpha: k \to B_\alpha, \quad u \mapsto \rho(X_\alpha(u\sqrt{d})).
\]
We then have the next statement.

**Lemma 3.2.** Take the short root \( \alpha = \alpha_1 - \alpha_3 \) and the long root \( \beta = -2\alpha_3 \). Then there is an isomorphism of algebraic varieties \( \pi : B_\alpha \rightarrow A_\beta \) such that \( \pi \circ g_\alpha = f_\beta \).

**Proof.** (cf. [16, Lemma 3.3]) By Lemma 2.3(1), we have \( N_{11}^{\alpha,\beta - \alpha}(u, v) = -\text{Tr}(uv) \). Define a regular map \( \pi : B_\alpha \rightarrow H \) by

\[
\pi(x) = \left[ x, g_{\beta - \alpha}(\frac{-1}{2d}) \right].
\]

Now let \( s \in k \). Then

\[
\pi \circ g_\alpha(s) = \left[ \rho \circ X_\alpha \left( s\sqrt{d} \right), \rho \circ X_{\beta - \alpha} \left( \frac{-\sqrt{d}}{2d} \right) \right] = \rho \left[ X_\alpha \left( s\sqrt{d} \right), X_{\beta - \alpha} \left( \frac{-1}{2\sqrt{d}} \right) \right]
\]

\[
= \rho \circ X_\beta \left( N_{11}^{\alpha,\beta - \alpha} \left( s\sqrt{d}, \frac{-1}{2\sqrt{d}} \right) \right) = \rho \circ X_\beta \left( -\text{Tr} \left( \frac{-s}{2} \right) \right) = \rho \left( X_\beta(s) \right) = f_\beta(s)
\]

This shows that \( \pi \circ g_\alpha = f_\beta \). Since \( \pi \) is regular, it then follows that \( \pi(B_\alpha) \subset A_\beta \). It remains to show that \( \pi \) is invertible. First, using Lemma 2.3(2), we obtain

\[
N_{11}^{\beta,\alpha - \beta}(v, u) = -uv
\]

\[
N_{12}^{\beta,\alpha - \beta}(v, u) = vu\pi
\]

Now let \( h = h_{2\alpha - \beta}(1/2) \) be the element introduced in (2) and define

\[
\nu : A_\beta \rightarrow B_\alpha, \quad \nu(y) = \rho(h) \cdot [y, g_{\alpha - \beta}(-1)] \cdot [y, g_{\alpha - \beta}(1)]^{-1} \cdot \rho(h)^{-1}.
\]

It is clear that \( \nu \) is a regular map; we claim it is an inverse for \( \pi \). Let \( t \in k \). Using the commutator relation in Theorem 2.1(3), we have

\[
\left[ X_\beta(t), X_{\alpha - \beta} \left( -\sqrt{d} \right) \right] = X_\alpha \left( N_{11}^{\beta,\alpha - \beta}(t, -\sqrt{d}) \right) \cdot X_{2\alpha - \beta} \left( N_{12}^{\beta,\alpha - \beta}(t, -\sqrt{d}) \right)
\]

\[
= X_\alpha \left( t\sqrt{d} \right) \cdot X_{2\alpha - \beta} \left( -td \right).
\]

Thus

\[
\left[ X_\beta(t), X_{\alpha - \beta} \left( -\sqrt{d} \right) \right] \cdot \left[ X_\beta(t), X_{\alpha - \beta} \left( \sqrt{d} \right) \right]^{-1}
\]

\[
= X_\alpha \left( t\sqrt{d} \right) \cdot X_{2\alpha - \beta} \left( -td \right) \cdot X_{2\alpha - \beta} \left( -td \right) \cdot X_\alpha \left( -t\sqrt{d} \right) = X_\alpha \left( 2t\sqrt{d} \right).
\]

We also have the relation

\[
h \cdot X_\alpha(2v) \cdot h^{-1} = X_\alpha(v)
\]

for all \( v \in L \). Putting everything together, we obtain

\[
\nu \circ f_\beta(t) = \rho \left( h \cdot \left[ X_\beta(t), X_{\alpha - \beta} \left( -\sqrt{d} \right) \right] \cdot \left[ X_\beta(t), X_{\alpha - \beta} \left( \sqrt{d} \right) \right]^{-1} \cdot h^{-1} \right)
\]

\[
= \rho \left( h \cdot X_\alpha \left( 2t\sqrt{d} \right) \cdot h^{-1} \right) = \rho \left( X_\alpha \left( t\sqrt{d} \right) \right) = g_\alpha(t).
\]

Thus, \( \nu \circ \pi \) and \( \pi \circ \nu \) are the respective identity maps on dense subsets of \( A_\beta \) and \( B_\alpha \). Since they are regular, it follows that they are the respective identities on the whole space, so \( \nu \) is the inverse of \( \pi \) as claimed. \( \square \)

**Remark 3.3.** Although we fixed the roots \( \alpha \) and \( \beta \) in the preceding argument for the sake of concreteness, essentially the same calculations can be carried for any short root \( \alpha \) and long root \( \beta \) such that \( \alpha - \beta \) is a root (with appropriate modifications to the definitions of \( \pi \) and \( \nu \), depending on the signs arising in computing \( N_{11} \) and \( N_{12} \)).
Next, we make the following observation, which will streamline the proof of Proposition 3.5 by allowing us to consider just a single root of each length. In the statement, we refer to the group schemes $V_\alpha$ introduced in Theorem 2.1. Given a $k$-algebra homomorphism $f: k \to A$, we denote by $V_\alpha(f): V_\alpha(k) \to V_\alpha(A)$ the associated group homomorphism (note that if $\alpha$ is a long root, then $V_\alpha(f)$ can be identified with $f$, and if $\alpha$ is short, then $V_\alpha(f)$ is the map $a + b\sqrt{d} \mapsto f(a) + f(b)\sqrt{d}$ — in particular, if $\alpha$ and $\beta$ have the same length, then the homomorphisms $V_\alpha(f)$ and $V_\beta(f)$ coincide).

Lemma 3.4. Let $\alpha, \beta \in \Phi_k$ be roots of the same length. Then

1. There exists $w \in E(k)$ such that for all $v \in V_\alpha(k)$, we have $w \cdot X_\alpha(v) \cdot w^{-1} = X_\beta(\varphi v)$, where $\varphi v = \pm v_{\pm 1}$.
2. Let $f: k \to A$ be a $k$-algebra homomorphism. Suppose there exists a regular map $\psi_\alpha: V_\alpha(A) \to H$ such that $\psi_\alpha \circ V_\alpha(f) = \rho \circ X_\alpha$. Let $w, \varphi$ be as in (1), and define $\psi_\beta: V_\beta(A) \to H$ by

$$\psi_\beta(v) = \rho(w) \cdot \psi_\alpha(\varphi v) \cdot \rho(w)^{-1}$$

Then $\psi_\beta$ is regular and satisfies $\psi_\beta \circ V_\beta(f) = \rho \circ X_\beta$.

Proof. (1) It is well-known that the Weyl group $W$ acts transitively on roots of the same length, so there exists $\tilde{w} \in W$ such that $\tilde{w} \alpha = \beta$. Write $\tilde{w}$ as a product of simple reflections, $\tilde{w} = w_{\gamma_1} \cdots w_{\gamma_n}$ for roots $\gamma_i \in \Phi_k$. Using the relation (3), we have

$$w_{\gamma_i}(1) \cdot X_\alpha(v) \cdot w_{\gamma_i}(1)^{-1} = X_{w_{\gamma_i} \alpha}(\varphi_i v)$$

where $\varphi_i v = \pm v_{\pm 1}$. Let $w = w_{\gamma_1}(1) \cdots w_{\gamma_n}(1)$ and $\varphi = \varphi_1 \cdots \varphi_n$. Then repeatedly applying the above relation yields

$$w \cdot X_\alpha(v) \cdot w^{-1} = X_{w_{\gamma_1} \cdots w_{\gamma_n} \alpha}(\varphi \cdots \varphi_n v) = X_{\tilde{w} \alpha}(\varphi v) = X_\beta(\varphi v)$$

Since each $\varphi_i$ is a composition of negation and conjugation, $\varphi v = \pm v_{\pm 1}$.

(2) This is proved by a direct calculation using the result of part (1), the fact that $\varphi^2 = \text{Id}$, and the assumption that $\psi_\alpha \circ V_\alpha(f) = \rho \circ X_\alpha$. Namely, let $v \in V_\beta(A)$. Then

$$\psi_\beta \circ V_\beta(f)(v) = \rho(w) \cdot \psi_\alpha(\varphi \circ V_\beta(f)(v)) \cdot \rho(w)^{-1} = \rho(w) \cdot \psi_\alpha(V_\alpha(f)(\varphi v) \cdot \rho(w)^{-1} =$$

$$= \rho(w) \cdot \rho \circ X_\alpha(\varphi v) \cdot \rho(w)^{-1} = \rho\left(\rho(w) \cdot X_\alpha(\varphi v) \cdot w^{-1}\right) = \rho(X_\beta(\varphi^2 v)) = \rho \circ X_\beta(v)$$

We now come to one of the main statements of this section.

Proposition 3.5. Let $G = \text{SU}_{2\alpha}(L, h)$ and let $\rho: G(k) \to \text{GL}_m(K)$ be an abstract representation, with $K$ an algebraically closed field of characteristic. Set $H = \rho(G(k))$. There exists a finite-dimensional $K$-algebra $A$, a ring homomorphism $f: k \to A$ with Zariski-dense image, and for each $\alpha \in \Phi_k$, a regular map $\psi_\alpha: V_\alpha(A) \to H$ such that $\psi_\alpha \circ V_\alpha(f) = \rho \circ X_\alpha$.

Proof. We take $A$ and $f: k \to A$ to be the algebraic ring and ring homomorphism constructed from the restriction $\rho|_{G_0(k)}$ using [16] Theorem 3.1, as described at the beginning of this section. Recall that for each $\alpha \in \Phi_k$, there is a regular map $\psi_\alpha^1: A_\alpha \to H$, and an isomorphism $\pi_\alpha: A \to A_\alpha$ such that $\pi_\alpha \circ f = f_\alpha$ and $\psi_\alpha^1 \circ V_\alpha(f)|_k = \rho \circ X_\alpha|_k$.

First, we note that by Lemma 3.4 it suffices to construct $\psi_\alpha: V_\alpha(A) \to H$ satisfying $\psi_\alpha \circ V_\alpha(f) = \rho \circ X_\alpha$ for a single root of each length. If $\alpha$ is a long root, then, since the corresponding root space is 1-dimensional, we can simply set $\psi_\alpha = \psi_\alpha^1$.

Now let us consider the short root $\alpha = \alpha_1 - \alpha_3$. Then, taking $\beta = -2\alpha_3$, Lemma 3.2 yields an isomorphism of algebraic varieties $\pi: B_\alpha \to A_\beta$ such that $\pi^{-1} \circ f_\beta = g_\alpha$. Define

$$\psi_\alpha^2: A \to H, \quad \psi_\alpha^2 = \iota_B \circ \pi^{-1} \circ \pi_\beta,$$

where $\pi_\beta: A \to A_\beta$ is the previously fixed isomorphism satisfying $f_\beta = \pi_\beta \circ f$, and $\iota_B: B_\alpha \hookrightarrow H$ is the natural inclusion. Using the identification $V_\alpha(A) = A_L \cong A^2$, $v = v_1 + v_2\sqrt{d} \mapsto (v_1, v_2)$, we define

$$\psi_\alpha: V_\alpha(A) \to H, \quad v = (v_1, v_2) \mapsto \psi_\alpha^1(v_1) \cdot \psi_\alpha^2(v_2).$$
Let \( \rho: G(k) \to \text{GL}_m(K) \) be an abstract representation, with \( K \) an algebraically closed field of characteristic 0. Set \( H = \rho(G(k)) \), and let \( A, f, \psi_\alpha \) be as in Proposition 3.5. Let \( \tilde{F}: \tilde{G}(k) \to \tilde{G}(A) \) be the homomorphism induced by \( f \) and \( \pi_k: \tilde{G}(k) \to G(k) \) be the natural map. Then there exists a group homomorphism \( \tilde{\sigma}: \tilde{G}(A) \to H \) such that \( \tilde{\sigma} \circ \tilde{F} = \rho \circ \pi_k \) and \( \tilde{\sigma} \circ \tilde{X}_\alpha = \psi_\alpha \) for all \( \alpha \in \Phi_k \).

**Proof.** In order for the relation \( \tilde{\sigma} \circ \tilde{X}_\alpha = \psi_\alpha \) to hold, we must define \( \tilde{\sigma} \) on the generators of \( \tilde{G}(A) \) by

\[
\tilde{\sigma}(\tilde{X}_\alpha(v)) := \psi_\alpha(v).
\]

To show that \( \tilde{\sigma} \) is well defined, we need to verify that the relations (R1) and (R2) hold, replacing \( \tilde{X}_\alpha \) with \( \psi_\alpha \). For this, we imitate the proof of [16, Proposition 4.2], starting with (R1). To make the notation less burdensome, let us set \( \tilde{f} = V_\alpha(f) \). Let \( a, b \in \tilde{f}(V_\alpha(k)) \), and choose \( v, w \in V_\alpha(k) \) such that \( \tilde{f}(v) = a \) and \( \tilde{f}(w) = b \). Then

\[
\psi_\alpha(a) \cdot \psi_\alpha(b) = \left( \psi_\alpha \circ \tilde{f} \right)(v) \cdot \left( \psi_\alpha \circ \tilde{f} \right)(w) = (\rho \circ X_\alpha)(v) \cdot (\rho \circ X_\alpha)(w) = \rho(X_\alpha(v) \cdot X_\alpha(w)) = (\rho \circ X_\alpha)(v + w) = \psi_\alpha \left( \tilde{f}(v) + \tilde{f}(w) \right) = \psi_\alpha(a + b).
\]

Thus, we have two regular maps \( V_\alpha(A) \times V_\alpha(A) \to H \) given by

\[
\begin{align*}
(a, b) &\mapsto \psi_\alpha(a) \cdot \psi_\alpha(b) & &\text{ and } (a, b) &\mapsto \psi_\alpha(a + b)
\end{align*}
\]

that agree on the Zariski-dense subset \( \tilde{f}(V_\alpha(k)) \subset V_\alpha(A) \). So, they must coincide on all of \( V_\alpha(A) \). This verifies (R1). By a similar calculation, for any \( \alpha, \beta \in \Phi_k \) with \( \alpha \neq \pm \beta \), we have two regular maps \( V_\alpha(A) \times V_\beta(A) \to H \) given by

\[
\begin{align*}
(a, b) &\mapsto \left[ \psi_\alpha(a), \psi_\beta(b) \right] & &\text{ and } (a, b) &\mapsto \prod_{i,j > 0} \psi_{i\alpha + j\beta}(N_{ij}^\alpha(a, b))
\end{align*}
\]

that agree on the Zariski-dense subset \( \tilde{f}(V_\alpha(k)) \), and hence on all of \( V_\alpha(A) \). Thus, (R2) holds as well. This shows that \( \tilde{\sigma} \) is well defined, and, by construction, satisfies \( \tilde{\sigma} \circ \tilde{X}_\alpha = \psi_\alpha \) for all \( \alpha \in \Phi_k \). Finally, for any \( \alpha \in \Phi_k \) and \( v \in V_\alpha(k) \), we have

\[
(\tilde{\sigma} \circ \tilde{F})(\tilde{X}_\alpha(v)) = \tilde{\sigma}(\tilde{X}_\alpha(\tilde{f}(v))) = \psi_\alpha \left( \tilde{f}(v) \right) = (\rho \circ X_\alpha)(v) = (\rho \circ \pi_k)(\tilde{X}_\alpha(v)),
\]

from which it follows that \( \tilde{\sigma} \circ \tilde{F} = \rho \circ \pi_k \). \( \square \)
4. Rationality and conclusion of the proof

We retain the notations of the previous section. Namely, we let $G = \text{SU}_{2n}(L, h)$, consider an abstract representation $\rho: G(k) \to \text{GL}_m(K)$, with $K$ an algebraically closed field of characteristic 0, and set $H = \rho(G(k))$. Recall that by Proposition 3.5, one can associate to $\rho$ an algebraic ring $A$ together with a ring homomorphism $f: k \to A$ with Zariski-dense image. Moreover, in Proposition 3.6 we constructed a group homomorphism $\widetilde{\sigma}: \widetilde{G}(A) \to H$ that lifts $\rho$ to a representation of the Steinberg group $\widetilde{G}(A)$. More precisely, the diagrams formed by the solid arrows below commute

\[ \begin{diagram}
G(k) & \xrightarrow{\pi_k} & \bar{G}(A) \\
\xrightarrow{\pi_A} & G(A) \xrightarrow{\sigma} H
\end{diagram} \]

(here $F$ and $\bar{F}$ denote the group homomorphisms induced by $f$). To complete the proof of Theorem 1.2, it remains to show the existence, under the assumptions of the theorem, of a morphism of algebraic groups $\sigma: G(A) \to H$ as indicated in the diagram.

In this analysis, we are implicitly using the functor of restriction of scalars to view $G(A)$ as an algebraic $K$-group. Namely, denoting by $G_A$ the base change of $G$ from $k$ to $A$, the definition of the functor of restriction of scalars gives a natural isomorphism $r_{A/K}: G_A(A) \to R_{A/K}(G_A)(K)$. Since $A$ is a finite-dimensional $K$-algebra, $R_{A/K}(G_A)(K)$ is an affine algebraic $K$-group, and the isomorphism allows us to endow $G(A) = G_A(A)$ with the structure of an algebraic $K$-group.

Before addressing the algebraicity of $\sigma$, we first note the following statement, which establishes some important properties of the group $H$.

**Lemma 4.1.** The homomorphism $\widetilde{\sigma}: \widetilde{G}(A) \to H$ is surjective and the algebraic group $H$ is connected and perfect.

**Proof.** Let $\mathcal{H} \subset H$ be the (abstract) subgroup generated by the elements $\psi_\alpha(v) = \widetilde{\sigma} \circ \bar{X}_\alpha(v)$ for all $\alpha \in \Phi_k$ and $v \in V_\alpha(A)$, where $\psi_\alpha: V_\alpha(A) \to H$ are the regular maps introduced in Proposition 3.5. Since, by definition, the $\bar{X}_\alpha(v)$ generate $\widetilde{G}(A)$, their images generate $\widetilde{\sigma}(\widetilde{G}(A))$, so $\mathcal{H} = \widetilde{\sigma}(\widetilde{G}(A))$. Now, $A$ is connected by Remark 3.1, so $V_\alpha(A)$ is connected, and hence $\psi_\alpha(V_\alpha(A))$ is connected. Thus, it follows from [2, Proposition 2.2] that $\mathcal{H}$ is Zariski-closed and connected, so $\mathcal{H} \subset H^\circ$. On the other hand, $\mathcal{H}$ contains $\rho(E(k))$, which is Zariski-dense in $H$. So, $\mathcal{H}$ is Zariski-dense in $H$, and since $\mathcal{H}$ is closed, we see that $\mathcal{H} = H$. This shows that $\ker H = H^\circ$. Furthermore, by Lemma 2.6, $\widetilde{G}(A)$ is equal to its commutator subgroup, so the same is true for $\mathcal{H} = \widetilde{\sigma}(\widetilde{G}(A))$. \hfill $\square$

In the remainder of the this section, we will complete the proof of Theorem 1.2 using a strategy inspired by that of [16, §§5,6]. Namely, let $Z(H)$ be the center of $H$, set $\overline{H} = H/Z(H)$, and denote by $\nu: H \to \overline{H}$ the corresponding quotient map. We first show that $\widetilde{\sigma}$ gives rise to a group homomorphism $\overline{\sigma}: G(A) \to \overline{H}$ satisfying $\overline{\sigma} \circ \pi_A = \nu \circ \widetilde{\sigma}$, and verify that $\overline{\sigma}$ is in fact a morphism of algebraic groups. Then, using the assumption that the unipotent radical $U = R_u(H)$ is commutative (together with our standing hypothesis that char $K = 0$), we lift $\overline{\sigma}$ to the required morphism of algebraic groups $\sigma: G(A) \to H$.

**Proposition 4.2.** There exists a group homomorphism $\overline{\sigma}: G(A) \to \overline{H}$ such that $\overline{\sigma} \circ \pi_A = \nu \circ \overline{\sigma}$, where $\pi_A: \widetilde{G}(A) \to G(A)$ is the canonical map.

**Proof.** First, it follows from Remarks 2.2 and 3.1 that $G(A) = E(A)$. Moreover, since $\pi_A$ is surjective, we have $E(A) \cong \widetilde{G}(A)/\ker \pi_A$. Now, according to Lemma 2.5, $\ker \pi_A$ is central in $\widetilde{G}(A)$, and by Lemma 4.1, $\sigma: \widetilde{G}(A) \to H$ is surjective. Consequently, we have $\sigma(\ker \pi_A) \subset Z(H)$, and hence $\sigma$ induces a map $\overline{\sigma}: G(A) \to \overline{H}$ on the quotients satisfying $\overline{\sigma} \circ \pi_A = \nu \circ \overline{\sigma}$. \hfill $\square$
Next, we establish:

**Proposition 4.3.** The group homomorphism \( \overline{\sigma} : G(A) \to \overline{H} \) from Proposition 4.2 is a morphism of algebraic groups.

**Proof.** By [2 Proposition 2.2], we can write \( G(A) = E(A) \) as a product

\[
G(A) = \prod_{i=1}^{m} U_{\alpha_i}^{e_i}
\]

for some sequence of roots \( \{\alpha_1, \ldots, \alpha_m\} \subset \Phi_k \), where \( U_{\alpha_i} = X_{\alpha_i}(V_{\alpha_i}(A)) \) is the root subgroup associated with \( \alpha \in \Phi_k \) and each \( e_i = \pm 1 \). Let \( X = \prod_{i=1}^{m} A_{\alpha_i} \) be a product of copies of \( A \) indexed by the \( \alpha_i \), and define a regular map \( s : X \to G(A) \) by

\[
s(a_1, \ldots, a_m) = X_{\alpha_1}(a_1)^{e_1} \cdots X_{\alpha_m}(a_m)^{e_m}.
\]

Let us also define a regular map \( t' : X \to H \) by

\[
t'(a_1, \ldots, a_m) = \psi_{\alpha_1}(a_1)^{e_1} \cdots \psi_{\alpha_m}(a_m)^{e_m},
\]

where the \( \psi_{\alpha_i} \) are the morphisms from Proposition 3.5. Set \( t = \nu \circ t' \). One easily checks that \( \overline{\sigma} \circ s = t \).

In particular, for any \( x_1, x_2 \in X \), the condition \( s(x_1) = s(x_2) \) implies \( t(x_1) = t(x_2) \). So, by [17, Lemma 3.10], \( \overline{\sigma} \) is a rational map. Hence, there is an open subset of \( G(A) \) on which \( \overline{\sigma} \) is regular. Then, applying [17, Lemma 3.12], we conclude that \( \overline{\sigma} \) is a morphism of algebraic groups. \( \square \)

To conclude the argument, we will show that \( \overline{\sigma} \) can be lifted to a morphism \( \sigma : G(A) \to H \). For this, we first discuss several preliminary statements, which are analogues in the present setting of results established in [16] \S 5.6.

Let \( A \) be the algebraic ring associated with the representation \( \rho \), and let \( J \subset A \) be its Jacobson radical. As we already noted, \( A \) is a finite-dimensional \( K \)-algebra; in particular, \( A \) is artinian, and hence \( J^d = \{0\} \) for some \( d \geq 1 \) (see [1] Proposition 8.4). Moreover, by the Wedderburn-Malcev Theorem (see [14] Theorem 11.6), there exists a semisimple subalgebra \( \overline{A} \subset A \) such that \( A = \overline{A} \oplus J \) as \( K \)-vector spaces and \( \overline{A} \cong A/J \) as \( K \)-algebras. We note that [16] Proposition 2.20 implies that \( \overline{A} \cong K \times \cdots \times K \) (\( r \) copies). Since \( G = SU_{2n}(L, h) \) is \( K \)-isomorphic to \( SL_{2n} \), it follows that \( G(\overline{A}) \) is a connected, simply connected, semisimple algebraic group. For the next statement, we consider the canonical homomorphism \( A \to A/J \) and set

\[
G(A, J) = \ker(G(A) \to G(A/J))
\]

to be the corresponding congruence subgroup. We then have the following.

**Lemma 4.4.**

1. The congruence subgroup \( G(A, J) \) is nilpotent.
2. We have a Levi decomposition \( G(A) = G(A, J) \ltimes G(\overline{A}) \).

**Proof.** (1) Fixing an embedding \( G(A) \hookrightarrow GL_{2n}(A_L) \), it is straightforward to show that

\[
[G(A, J^a), G(A, J^b)] \subset G(A, J^{a+b})
\]

for any \( a, b \in \mathbb{Z}_{\geq 1} \). Since \( J \) is a nilpotent ideal, our claim follows.

(2) Using the fact that \( G(A) \) is perfect (see Lemma 2.5), this statement is proved by the same argument as [16] Proposition 6.5). \( \square \)

Next, we note the following analogue of [16] Proposition 5.5] — this result is proved exactly as in [16], employing Lemma 4.1 in place of the corresponding statements in loc. cit. (let us point out that this is the first place where the assumption on the commutativity of the unipotent radical \( U = R_u(H) \) is used).
Lemma 4.5. Suppose $U = R_u(H)$ is commutative and $\text{char } K = 0$. Then $Z(H) \cap U = \{e\}$. Moreover, in this case, $Z(H)$ is finite and is contained in any Levi subgroup of $H$.

We are now ready to complete the proof of Theorem 1.2 with the next result.

Theorem 4.6. Assume that $U = R_u(H)$ is commutative and $\text{char } K = 0$. Then there exists a morphism of algebraic groups $\sigma: G(A) \to H$ making the diagram (1) commute.

Proof. (cf. [16] Proposition 6.6) Let $G(A) = G(A, J) \times G(\overline{A})$ be the Levi decomposition from Lemma 4.4 and set

$$
\overline{U} = \overline{\sigma}(G(A, J)), \quad \overline{S} = \overline{\sigma}(G(\overline{A})), \quad \text{and } S = (\nu^{-1}(S))^\circ,
$$

where $\nu: H \to \overline{H}$ is the quotient map. Then $\overline{H} = \overline{U} \rtimes \overline{S}$ and $H = U \rtimes S$ are also Levi decompositions. By Lemma 4.5 we have $Z(H) \subset S$. Consequently, $\overline{S} = S/Z(H)$ and the restriction $\nu|_U : U \to \overline{U}$ is an isomorphism.

Now, since the quotient map $\nu: H \to \overline{H}$ is a central isogeny, and, as we observed above, $G(\overline{A})$ is simply connected, it follows from [11] Proposition 2.24(i)] that there exists a morphism of algebraic groups $\sigma_S: G(\overline{A}) \to S$ such that $\nu|_S \circ \sigma_S = \overline{\sigma}|_{G(\overline{A})}$. Define $\sigma_U = \nu|_U^{-1} \circ (\overline{\sigma}|_{G(A, J)})$. Then

$$
\sigma = (\sigma_U, \sigma_S): G(A) \to H
$$

is a morphism of algebraic groups such that $\nu \circ \sigma = \overline{\sigma}$. It remains to show that $\sigma$ makes the diagram (1) commute. Define

$$
\chi: \tilde{G}(A) \to H, \quad g \mapsto \overline{\sigma}(g)^{-1} \cdot (\sigma \circ \pi_A)(g).
$$

Since $\overline{\sigma}$ and $\sigma \circ \pi_A$ are group homomorphisms, so is $\chi$. Also, by Proposition 1.2 we have $\overline{\sigma} \circ \pi_A = \nu \circ \sigma$, which yields $\nu \circ \sigma \circ \pi_A = \nu \circ \sigma$. Thus, the image of $\chi$ is contained in $\ker \nu = Z(H)$. Since $G(A)$ coincides with its commutator subgroup, we conclude that $\chi$ is trivial, and hence $\sigma \circ \pi_A = \overline{\sigma}$. Finally, the equality $\sigma \circ F = \rho$ follows from the commutativity of the rest of the diagram and the surjectivity of $\pi_k$.

\[\square\]
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