SEGMENTS ON THE RIGHT BRANCH OF A BINARY TREE

NAOMI LINDENSTRAUSS

Abstract. It is proved that the average number of segments on the right branch of a binary tree of size \( n \) tends to 3 as \( n \) tends to \( \infty \). Also the fraction of trees with \( k \) segments on the right branch from all trees of size \( n \) tends to \( \frac{k}{2k+1} \) as \( n \) tends to \( \infty \).

1. Introduction

A binary tree is a structure defined recursively to be either a single external node or an internal node that is connected to two binary trees, a left subtree and a right subtree. The number of binary trees with \( n+1 \) external nodes is the Catalan number

\[
c_n = \frac{1}{n+1} \binom{2n}{n}
\]

We call \( n \) the size of the tree. (cf. [SeFl 96])

We prove that the average number of segments on the right branch of a binary tree of size \( n \) (i.e. the sum of the numbers of segments on the right branch of all \( n \) sized trees divided by \( c_n \)) tends to 3 as \( n \) tends to \( \infty \). We also prove that for \( n \) sized trees the relative part of trees with \( k \) segments on the right branch tends to

\[
\frac{k}{2k+1}
\]

as \( n \) tends to \( \infty \).

Both results were originally proved by generating functions methods. Later a more combinatorial proof of the first result was found.

This paper is a byproduct of an attempt to investigate the average case complexity of the satisfiability probability of Boolean expressions, that can be represented as binary trees. The construction step in this paper can be used as an induction step to pass from \( n \) sized Boolean expressions to \( n+1 \) sized Boolean expressions.

2. The average number of segments on the right branch of a binary tree tends to 3

The proof is based on a construction of all \( n+1 \) binary trees from the \( n \) sized binary trees. For each node on the right branch of an \( n \) sized tree we create an \( n+1 \) sized tree which has at this node a subtree whose left subtree is what we had at this node and whose right subtree is an external node. For example
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We have for example

\[
\begin{array}{cc}
\triangle & \rightarrow \\
\triangle & \\
T & \\
\triangle & \\
\triangle & \\
\end{array}
\]

Every \(n + 1\) sized tree is created in such a way. The subtree at the last but one node on the right branch has to be replaced by its left subtree. For example

\[
\begin{array}{c}
A \\
\downarrow \quad \downarrow \quad \downarrow \\
B & C & D \\
\end{array}
\quad \text{comes from} \quad
\begin{array}{c}
A \\
\downarrow \quad \downarrow \quad \downarrow \\
B & C & D \\
\end{array}
\]

Using this construction step we can easily compute the average number of segments on the right branch for each \(n\). Let us use the notation \(i \times j\) to say that there are \(i\) trees with \(j\) segments on the right branch.

For \(n = 1\) there is one tree that has one segment on the right branch, that is \(1 \times 1\), and the average number of segments on the right branch is \(\frac{1}{1} = 1\).

For \(n = 2\) we have \(1 \times 1, 1 \times 2\) so
\[
\text{average} = \frac{1 \times 1 + 1 \times 2}{1 + 1} = \frac{3}{2} = 1.5
\]

For \(n = 3\) we have \(2 \times 1, 2 \times 2, 1 \times 3\) so
\[
\text{average} = \frac{2 \times 1 + 2 \times 2 + 1 \times 3}{2 + 2 + 1} = \frac{9}{5} = 1.8
\]

For \(n = 4\) we have \(5 \times 1, 5 \times 2, 3 \times 3, 1 \times 4\) so
\[
\text{average} = \frac{5 \times 1 + 5 \times 2 + 3 \times 3 + 1 \times 4}{5 + 5 + 3 + 1} = \frac{28}{14} = 2
\]

For \(n = 5\) we have \(14 \times 1, 14 \times 2, 9 \times 3, 4 \times 4, 1 \times 5\) so
\[
\text{average} = \frac{90}{42} = 2.14
\]

For \(n = 6\) we have \(42 \times 1, 42 \times 2, 28 \times 3, 14 \times 4, 5 \times 5, 1 \times 6\) so
\[
\text{average} = \frac{297}{132} = 2.25
\]

For \(n = 7\) we have \(132 \times 1, 132 \times 2, 90 \times 3, 48 \times 4, 20 \times 5, 6 \times 6, 1 \times 7\) so
\[
\text{average} = \frac{1001}{429} = 2.33
\]
For \( n = 8 \) we have \( 429 \times 1, 429 \times 2, 297 \times 3, 165 \times 4, 27 \times 5, 7 \times 6, 1 \times 7, 8 \times 8, 1 \times 9 \) so

\[
\text{average} = \frac{3432}{1430} = 2.4
\]

For \( n = 9 \) we have \( 1430 \times 1, 1430 \times 2, 1001 \times 3, 572 \times 4, 275 \times 5, 110 \times 6, 35 \times 7, 154 \times 8, 9 \times 9, 1 \times 10 \) so

\[
\text{average} = \frac{11934}{4862} = 11934 = 2.45
\]

For \( n = 10 \) we have \( 4862 \times 1, 4862 \times 2, 3432 \times 3, 2002 \times 4, 1001 \times 5, 429 \times 6, 154 \times 7, 44 \times 8, 9 \times 9, 1 \times 10 \) so

\[
\text{average} = \frac{41990}{16796} = 2.5
\]

I am grateful to Michael Larsen for observing that in the expressions for the average, the numerator is the difference between consecutive Catalan numbers. It turns out that with the help of the construction step we can prove that the average number of segments on the right branch of a binary tree of size \( n \) is

\[
\frac{c_{n+1} - c_n}{c_n}
\]

The proof is easy: From the construction step we see that the number of \( n+1 \)-sized trees that an \( n \)-sized tree creates is

\[
1 + \text{the number of segments on its right branch}.
\]

So the sum of the numbers of the segments on the right branch of all \( n \)-sized trees is \( c_{n+1} - c_n \) and the average number of the segments on the right branch of \( n \)-sized trees is

\[
\frac{c_{n+1} - c_n}{c_n}
\]

This tends to 3 as \( n \) tends to \( \infty \) since it is equal to

\[
\frac{1}{n+2} \left( \begin{array}{c} 2n+2 \\ n+1 \end{array} \right) - \frac{1}{n+1} \left( \begin{array}{c} 2n \\ n \end{array} \right) = \frac{n+1}{n+2} \frac{(2n+1)(2n+1)}{(n+1)(n+1)} - 1
\]

3. The relative part of binary trees with \( k \) segments on the right branch

Let \( B \) be the set of all binary trees. For a binary tree \( T \in B \) we denote by \(|T|\) the number of its nodes (both internal and external). Let \( N_i \) be the number of binary trees with \( i \) nodes. We consider the generating function

\[
N(z) = \sum_{i=1}^{\infty} N_i z^i = \sum_{T \in B} z^{|T|} = \sum_{T=\bullet} \sum_{T_1, T_2} z^{|T|} = z + \sum_{T_1, T_2 \in B} z^{|T_1| + |T_2|} = z + \sum_{T_1, T_2 \in B} z^{|T_1|} z^{|T_2|} = z + z N(z)^2
\]

Let \( B_k \) be the set of all binary trees with \( k \) segments on the right branch and let \( S^k_i \) be the number of binary trees of \( i \) nodes that have \( k \) segments on the right branch. Consider the generating function

\[
S^k(z) = \sum_{i=1}^{\infty} S^k_i z^i = \sum_{T \in B_k} z^{|T|} = z^k + z^{k+1} N(z)^k
\]
Substitute
\[ z = \frac{N}{1 + N^2} \]
in this formula obtaining
\[ S^k = \frac{N^{k+1}}{(1 + N^2)^{k+1}} N^k = \frac{N^{2k+1}}{(1 + N^2)^{k+1}} \]
(here we shortened \( N(z) \) and \( S^k(z) \) respectively to \( N \) and \( S^k \)).

We have for \( N(z) \) an equation of the form \( N(z) = z \Phi(N(z)) \) (in our case \( \Phi(x) = 1 + x^2 \)). Let \( \tau \) be the smallest positive root of the equation
\[ \Phi(x) = x \Phi'(x) \]
(in our case \( \tau = 1 \)).

From the methods outlined in [DeLi 89, CKS 87] it follows that
\[ \lim_{i \to \infty} \frac{S^k_i}{N_i} = \frac{dS^k}{dN} \bigg|_{N=\tau} \]
hence in our case
\[ \lim_{i \to \infty} \frac{S^k_i}{N_i} = \left. \frac{d}{dN} \left( \frac{N^{2k+1}}{(1 + N^2)^{k+1}} \right) \right|_{N=1} = \frac{(1 + N^2)^{k+1}(2k+1)N^{2k} - N^{2k+1}(k+1)(1 + N^2)^k 2N}{(1 + N^2)^{2k+2}} \bigg|_{N=1} = \frac{k}{2k+1} \]
In other words the fraction of binary trees with \( k \) segments on the right branch from all binary trees of size \( n \) tends to \( \frac{k}{2k+1} \) as \( n \) tends to \( \infty \).

As can be expected
\[ \sum_{k=1}^{\infty} \frac{k}{2k+1} = 1 \quad \text{and} \quad \sum_{k=1}^{\infty} \frac{k^2}{2k+1} = 3 \]
These results can be easily proved by differentiating
\[ x + x^2 + x^3 + \cdots = \frac{x}{1-x} \]
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