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Abstract—Visual Question Answering (VQA) is fundamentally compositional in nature, and many questions are simply answered by decomposing them into modular sub-problems. The recent proposed Neural Module Network (NMN) employ this strategy to question answering, whereas heavily rest with off-the-shelf layout parser or additional expert policy regarding the network architecture design instead of learning from the data. These strategies result in the unsatisfactory adaptability to the semantically-complicated variance of the inputs, thereby hindering the representational capacity and generalizability of the model. To tackle this problem, we propose a Semantic-aware modular capsule Routing framework, termed as SUPER, to better capture the instance-specific vision-semantic characteristics and refine the discriminative representations for prediction. Particularly, five powerful specialized modules as well as dynamic routers are tailored in each layer of the SUPER network, and the compact routing spaces are constructed such that a variety of customizable routes can be sufficiently exploited and the vision-semantic representations can be explicitly calibrated. We comparatively justify the effectiveness and generalization of our proposed SUPER scheme over five benchmark datasets, as well as the parametric-efficient advantage. It is worth emphasizing that this work is not to pursue the state-of-the-art results in VQA. Instead, we expect that our model is responsible to provide a novel perspective towards architecture learning and representation calibration for VQA.

Index Terms—Visual question answering, modular routing, capsule network.

I. INTRODUCTION

VISUAL Question Answering (VQA) has emerged as a challenging interdisciplinary research problem over the past few years. It targets at correctly answering a natural language question about a given image. With the increasing prosperity of both computer vision and natural language processing communities, numerous well-designed approaches [1], [2] have been devised towards this task. Thereinto, the mainstreaming methods [3], [4], [5] design an adaptive network to improve the representational capacity and generalizability of the model. In these methods, they reason the answer by parsing questions into linguistic substructures and assembling question-specific modular networks from collections of function-specific modules. Despite their promising performance, these adaptive-designed approaches still exhibit the following fundamental limitations: 1) they rely on vulnerable off-the-shelf language parsers or expert policies which are not specially designed for the language and vision task, and the network layout is guided by these additional supervision rather than learning from the input data. Therefore, they lack the adaptability to diverse vision-semantic distributions in the real-world settings and hence may be invalid. 2) Beyond that, the devised composable function-specific modules in these methods are restricted to reasoning the simple scene from synthesized datasets with low variability, such as CLEVR [6], which might not be well adapted to more complicated visual scene.

We argue that, the key to tackling aforementioned issues is to unify the compact network structure and powerful modules into a dynamic data-driven setting. As illustrated in Figure 1, given a question that can be answered simply by visual recognition, the model should accurately give the answer “computer” without complex reasoning routes. As to the second question which needs more delicate reasoning, it requires the model to first infer the visual scene of skiing according to the contextual information, such as “sun”, “people”, and “snow”, and then leverage the related knowledge (e.g., goggles, used for, skiing) as an auxiliary information to reply. In the ideal scenario, the model should be capable
of choosing specific processing routes when handling diverse inputs for the needs of flexible and explicit reasoning.

In light of this, inspired by the dynamic routing in CapsNet [7], we devise a Semantic-aware modUlar caPsulE Routing network, abbreviated as SUPER, to better accommodate the semantically-complicated variance of different image-question pairs and discriminate the instance-specific vision-semantic representation. As shown in Figure 4 (a), the SUPER network treats image region features as underlying capsules and reasons the visual scene with respect to a question via iterating through a shared SUPER layer. In terms of the SUPER layer, three reciprocal components are sequentially deployed for delicate capsule modulation, thereby obtaining the discriminative representations for answering. To be specific, the capsules first undergo the semantic-aware modular routing, wherein five specialized modules are configured in parallel for powerful visual modulation in VQA, as shown in Figure 4 (c). Meanwhile, a dynamic router is integrated into each module to derive the data-dependent paths for modulation. Beyond that, we construct the dense-connected paths among these modules in two adjacent time iterations such that a variety of customizable routes can be sufficiently exploited. After processing by the modular routing, these modulated capsules are aggregated by the gating agreements, which further determines the importance of these capsules to the answer. Beyond that, to further preserve and rectify the discriminative clues favorable for answering, a memory-augmented component is intentionally employed.

To evaluate our proposed model, we conduct extensive experiments on five publicly accessible benchmark datasets, namely, VQA-v2, VQA-CP v2, OK-VQA, FVQA, and Visual7W. By comparing with numerous state-of-the-art baselines, we demonstrate the effectiveness and generalization capability of our proposed model.

In summary, the contributions of this work are three-fold:

- We present a semantic-aware modular capsule routing scheme towards VQA, which is the first attempt to integrate the modular-based dynamic routing into the capsule network.
- We elaborately devise three reciprocal components, namely, including semantic-aware modular routing, gating agreements, and memory reactivation, which guide the model to dynamically select the specific paths according to the inputs and perform delicate capsule modulation via iterations.
- Regarding the modular architecture, we tailor five specialized modules and integrate a router in each module for flexible exploration of the modulation pattern.

II. RELATED WORK

A. Visual Question Answering

The VQA task requires co-reasoning over both the visual content and question to infer the correct answer, which can be categorized into two groups: conventional VQA and knowledge-required VQA.

For conventional visual questions, the pioneer studies embed the visual and question features into a common space by various multimodal embedding techniques [8], [9]. For instance, the authors in [8] first proposed Multimodal Compact Bilinear pooling (MCB), which utilizes bilinear pooling to enhance the multi-modal representation, yet it brings high computational cost. Compared to MCB, Multi-modal Factorized Bilinear pooling (MBF) [10] obtains more compact features using the Hardamard product operation and achieves strong performance with lower computational cost. Different from above embedding-based models, Anderson et al. [11] first introduced a Bottom-Up and Top-Down attention mechanism, which assigns a distinctive attention distribution on detected image objects for efficiently answering. This technique has been widely applied in recent studies [12], [13], boosting the performance of a series of VQA models. For instance, BAN [12] adopts the bilinear attention between the image objects and question words, which could fuse two modalities seamlessly. DFAF [14] introduces the self-attention and cross-attention layer into VQA, where the intra- and inter-modality interactions are both effectively modeled. Moreover, to dynamically capture both local and global attention span in attention module, TRAR [15] proposes a routing-based framework to selective the attention spans to perform self-attention. Orthogonal to these attention-based studies, a series of delicate relation-based models [16], [17] are proposed to enhance the contextual visual representation by exploring the visual relations between image objects. For example, in [16], a graph learner is introduced to reason the relation representation through the pairwise attention modeling and spatial graph convolution. To further model multi-type inter-object interactions, ReGAT [17] considers both explicit and implicit relations to enrich the visual representation.

Other strands of research [18], [19] have attempted to leverage information beyond the image-question pair, such as retrieving basic factual knowledge or external commonsense knowledge to answer the questions. Initially, Wang et al. [18] introduced a fact-based VQA task, which provides a close-domain knowledge of facts and associates each question with a supporting-fact. Recently, Marino et al. [19] provided an open-domain benchmark, called OK-VQA, which requires the model to introduce knowledge from the open knowledge sources [20] to assist the answering. With regard to these two datasets, numerous models [21], [22] thrive around and have achieved considerable performance improvement.

B. Neural Module Networks

There are a series of studies [3], [23], [24], [25] delving in exploiting the network architectures for better generalized capability towards VQA. Different from Neural Architecture Search (NAS) [25] with static inference, the recent proposed Neural Module Network (NMN) [1] constructs the instance-specific network conditioned on the syntactic structure of the question. In a NMN model, every input is associated with a layout that provides a template for assembling the network structure from a collection of shallow function-specific modules. These compositional modules can be jointly trained across multiple structures to implement task-specific reasoning and answering. The prior work on NMN [1] uses fixed rule-based layout generated from the off-the-shelf language.
A. Feature Representation

1) Image Embedding: Following [11], we extract image features via a pre-trained Faster-RCNN model [29]. Concretely, we first select $N$ bounding boxes with the highest class confidence scores for each image. The obtained visual feature matrix is denoted as $F \in \mathbb{R}^{d \times N}$, where each column represents one region feature. Thereafter, we feed $F$ into a fully-connected layer, obtaining the final visual representation $V \in \mathbb{R}^{d \times L}$.

2) Question Embedding: For the question embedding, we adopt GRU [30] followed by a self-attention layer [31] to generate the context-aware words embedding matrix $\hat{Q} \in \mathbb{R}^{d \times L}$, where $L$ represents the length of the question, and each column of $\hat{Q}$ is the representation of each word. Considering that each word conveys distinctive contextual semantic information and weighs differently, we hereby use the local attention mechanism to regulate each word feature as follows,

$$Q = \hat{Q} \text{ diag}(\delta_a(W_{\hat{Q}} \hat{Q})), \quad (1)$$

where $\text{diag}(\cdot)$ denotes diagonalization operation on a vector, $\delta_a(\cdot)$ is the softmax activation, and $W_{\hat{Q}} \in \mathbb{R}^{1 \times d}$ represents the attention mapping function.

3) Knowledge Embedding: For the knowledge-required image-question pairs, we associate the key entities appearing in the image and question to large-scale knowledge graph, and obtain the related knowledge embedding $K \in \mathbb{R}^{d \times K}$ to adapt the knowledge-required VQA, where $K$ represents the number of extracted knowledge facts for each image-question pair. Our knowledge embedding stage is three-fold:

1) Entity Recognition. We recognize the tokens $C_q$ in the given question using the spacy library,\textsuperscript{1} and obtain the semantic labels $C_o$ of the detected image objects via a pretrained Faster-RCNN [29]. Take the right image in Figure 1 of the original manuscript as an example, in the given question “What sort of eye wear would be of particular benefit in this scenario?”, the extracted $C_q$ would

\textsuperscript{1}https://github.com/explosion/spaCy
be \{sort, eye, wear, eyewear, benefit, scenario\}, and \(C_o\) can be represented as \{sun, people, snow, skiingpark, etc.\}. 2) Subgraph Construction via Path Retrieving. Before constructing the subgraph, we first briefly introduce our target knowledge graph ConceptNet [20]. ConceptNet can be regarded as a large set of triplets \((h, r, t)\). For example, \((\text{cake}, \text{used}, \text{for})\), \((\text{people}, \text{skiingpark}, \text{etc})\), where \(h\) and \(t\) denote head and tail entities, respectively, and \(r\) is a certain relation type. Following [32], we roughly divide the relations into 17 types to increase the density of the knowledge graph. Based on the ConceptNet, we construct the subgraph by finding the knowledge paths among the mentioned entities \(C_q \cup C_o\). To be specific, for each question entity \(e_i \in C_q\) and image entity \(e_j \in C_o\), we find the paths between them that are shorter than \(R\) relations. 3) Knowledge Path Encoding. After obtaining the paths, we generate the corresponding knowledge representations \(K \in \mathbb{R}^{d_k \times K}\) for each image-question pair via a pretrained model used in [33], where \(K\) is the number of the paths (i.e., the number of knowledge representations).

B. SUPER Network

We propose the SUPER network, a modular routing architecture that iterates through a shared SUPER layer. For conventional VQA, the SUPER layer takes as input the visual features \(\{Q^{(t-1)}\}_{m=1}^M\), question words embedding \(Q\), and memory \(U^{(t-1)} \in \mathbb{R}^{d \times N}\) in each iteration, where \(Q^{(t-1)} = \left[O^{(t-1)}_{m=1}, \ldots, O^{(t-1)}_{M=m}\right] \in \mathbb{R}^{M \times d \times N}\) denotes the output of other modules to the \(m\)-th module in the \((t-1)\)-th iteration, and each element is initialized as \(V\), i.e., \(O^{(0)}_{m=1} = V\). For knowledge-required VQA, the knowledge embedding \(K\) is additionally required. The outputs of the \(t\)-th layer are represented as \(\{O^{(t)}\}_{m=1}^M\) and \(U^{(t)} \in \mathbb{R}^{d \times N}\).

1) SUPER Layer: As shown in Figure 4 (b), there are three key parts in the SUPER layer: Semantic-aware Modular Routing, Gating Agreements, and Memory Reactivation.

a) Semantic-aware modular routing: In terms of modular routing, a series of specialized modules are tailored to implement delicate visual modulation, which will be elaborated in subsection III-C. To fully explore the respective advantages of each module, they are intentionally configured in a parallel manner. Besides, to derive the instance-specific modulation routes, we construct the dense-connected paths between these modules in two adjacent time iterations while providing a router for each module. Owing to this, each module has the chance to receive the output of all the modules in the last iteration, improving the flexibility and variety of the routing process. Moreover, considering that capsules embodying different semantic information tend to activate different routes for modulation, we adopt a data-dependent vector as the router, where \(\Delta\) represents the operation of average pooling. \(W_r \in \mathbb{R}^{M \times d}\) is the learnable weight, \(\delta_b(\cdot)\) is the sigmoid activation, and \(M = 5\) is the number of specialized modules. In \(G^{(t-1)}_m \in \mathbb{R}^M\), each element \(g^{(t-1)}_{m=1} \in \mathbb{R}(0, 1)\) represents the output control gate of the \(m\)-th module in the \((t-1)\)-th iteration, and the output from the \(m\)-th module to other modules can be calculated accordingly,

\[
O^{(t)}_{m=1} = g^{(t-1)}_{m=1} \cdot \mathcal{R}_{m}(W^{(t-1)}),
\]

where \(\mathcal{R}(\cdot)\) represents the visual modulation function in the \(m\)-th module, and \(m\) denotes the index of other module. Through this data-driven routing mechanism, the modulated capsules which are aggregated to the \(m\)-th module in the next iteration can be summed by the following equation,

\[
V^{(t)}_{m^*} = \sum_{m=1}^M O^{(t)}_{m^*},
\]

b) Gating agreements: Intuitively, the capsules modulated by different modules should be assigned with distinctive weights to the predicted answer. This mechanism could enable our model to follow the considerable capsules with interest, thereby improving the discriminability of representations. To achieve this, we deploy the gating agreements followed by the modular routing process, which shares similar philosophy with the routing-by-agreement mechanism in CapsNet [7].

\[
H^{(t)} = \sum_{m=1}^M V^{(t)}_{m} \cdot \text{diag}(c^{(t)}_{m}),
\]

where \(\text{diag}(\cdot)\) returns a square diagonal matrix with the elements of a vector, and \(c^{(t)}_{m} \in \mathbb{R}^N\) is the coupling vector, which is calculated by \(c^{(t)}_{m} = \delta_s(b^{(t)}_{m})\), where \(\delta_s(\cdot)\) is the softmax activation. \(b^{(t)}_{m} \in \mathbb{R}^N\) is the log prior probability that the underlying capsules should be coupled to the output capsules, which is initialized with a zero vector and then updated through dynamic interactions between these underlying capsules \(V^{(t)}_{m}\) and preceding output capsules \(U^{(t)-1}\),

\[
b^{(t)}_{m} = b^{(t-1)}_{m} + \delta_s(V^{(t)}_{m} \odot U^{(t)-1}),
\]

where \(\delta_s(\cdot) = \|\cdot\|_2^2\|1+\|\cdot\|_2^2\in(0, 1)\) is used to calculate the activation rate of each capsule in the matrix, and \(\odot\) denotes the element-wise multiplication operation.

c) Memory reactivation: To select the discriminative clues and filter out the trivial ones, we further employ two gates to regulate the update of capsules and gradually generate the representation for the whole visual scene,

\[
U^{(t)} = (1 - z_k) \odot U^{(t-1)} + z_k \odot U^*,
\]

where \(W_r \in \mathbb{R}^{d \times d}\) and \(W_h \in \mathbb{R}^{d \times d}\) are learnable weights, \(z_k \in \mathbb{R}^{d \times N}\) and \(z_k \in \mathbb{R}^{d \times N}\) respectively denote the reset gate and update gate, which decide what content to be discarded and how much the output capsules update their memory based on the difference between the overlying capsules \(H^{(t)}\).

3When the capsule vector \(x\) approaches 0, its activation rate \(\delta(x)\) also approaches 0. Otherwise, \(\delta(x)\) approaches 1.
Algorithm 1 The Inference Procedure of the SUPER Network

Require: visual feature $V$; question words feature $Q$; knowledge feature $K$; the number of modules $M$; the number of iterations $T$

Ensure: the output capsules $U^{(T)}$

1. Initialize $U^{(0)}$ as $B(\mathcal{P}(Q))$, where $B(\cdot)$ and $\mathcal{P}(\cdot)$ denote the operation of broadcasting and average pooling, respectively.
2. Initialize $H^{(0)}$ as 0.
3. for $m$ in $M$ iterations do
   4. Initialize $V_m^{(0)}$ as $V$.
5. end for
6. for $t$ in $T$ iterations do
   7. for $m$ in $M$ iterations do
      8. Obtain $G_m^{(t-1)}$ by Eq. (2).
      9. Obtain the underlying capsules $V_m^{(t)}$ by Eq. (4).
     10. Update the coupling coefficients $b_m^{(t)}$ by Eq. (6).
  11. end for
12. Obtain the overlying capsules $H^{(t)}$ by Eq. (5).
13. Update the output capsules $U^{(t)}$ by Eq. (7).
14. end for
15. return $U^{(T)}$

and $U^{(t-1)} \in \mathbb{R}^{d \times N}$. In light of this, we formulate these two gates as the following forms,

$$
\begin{align*}
&z_u = \delta_b(W_u(H^{(t)} - U^{(t-1)})), \\
&z_r = \delta_b(W_r(H^{(t)} - U^{(t-1)})),
\end{align*}
$$

where $W_u \in \mathbb{R}^{d \times d}$ and $W_r \in \mathbb{R}^{d \times d}$ are learnable weights.

For ease of exposition, we summarize the inference procedure of the SUPER network in Algorithm 1.

2) SUPER Network: The SUPER network mimics a simple form of iterative reasoning by leveraging the power of the SUPER layer. As we can see from Figure 4 (a), the multimodal representation is progressively refined through multiple steps. More specifically, for each step $t \in [1, T]$, where $T$ is the total number of iterations, a SUPER layer processes and updates the representation for the whole visual scene as follows,

$$
U^{(t)} \cdot (O^{(t)} \rightarrow m)_{m=1}^M = \text{SUPER}(U^{(t-1)} \cdot Q, K, (O^{(t-1)} \rightarrow m)_{m=1}^M). \tag{9}
$$

At the ($t$-1)-th step ($t > 1$), the SUPER layer first curates five specialized modules to receive different semantic signals (i.e., $Q$ and $K$) as inputs to modulate the capsules. After agreement execution and memory reactivation, the output capsules $U^{(t)}$ for answering are explicitly calibrated. More crucially, the parameters are shared over the SUPER layer, which enables compact parametrization and satisfactory generalization.

C. Specialized Modules for VQA

To strengthen the representational capacity of our SUPER network in VQA, we intentionally devise five specialized modules where each can solve one task or implement one modulation strategy. These modules can be dynamically assembled into a powerful deep network at the mercy of the routing policy, whereby flexibly reason the semantically-complicated visual scene. Formally, they can be briefly formulated as follows,

$$
R_m(V_m^{(t)}; K), m = 1, m = 2 \text{ or } 3, \tag{10}
$$

According to the task adaptability, these modules can be further categorized into two groups: modules for conventional VQA and modules for knowledge-required VQA. In what follows, we elaborate the implement details of these two groups of modules, respectively.

1) Specialized Module for Knowledge-Required VQA:

a) Adaptive knowledge-augmented module ($R_1$): This module is designed specifically for the knowledge-required VQA task. It targets at enhancing the knowledge representations of each capsule. Considering that the visual feature and the knowledge feature contribute distinctively to the answer for different questions, thus we formulate an adaptive knowledge-augmented strategy for capsule modulation. Specifically, we first measure the pairwise affinity between
these capsules and knowledge features, and then depict the difference between the capsules and knowledge context of them as a gating control for modulation. We summarize the above process as follows,

\[
\begin{align*}
\mathcal{R}_1(V^{(i)}_m) &= g_k \odot K^{(i)} + (1 - g_k) \odot V^{(i)}_m, \\
K_v^{(i)} &= \delta_a((W_1^T V^{(i)}_m)K) , \\
g_k &= \delta_b(W_3V^{(i)}_m - W_4K_v^{(i)}),
\end{align*}
\]

(11)

where \( W_x \in \mathbb{R}^{d \times d} \) \((x = 1, 2, 3, 4)\) are learnable weights, and \( g_k \in \mathbb{R}^{d \times N} \) denotes the update gate determined by the mathematical difference between the knowledge and capsules.

2) Specialized Module for Conventional VQA:

a) Focal context-aware enhanced module (\( \mathcal{R}_2 \)):

To enhance the contextual representation of these capsules and reason the whole visual scene, we devise a focal context-aware module. Specifically, we first calculate the relative comparability between capsules,

\[
D_{v_i}^{(i)} = (W_5 V^{(i)}_m)^\top (W_6 V^{(i)}_m),
\]

(12)

where the \( i \)-th vector in \( D_{v_i}^{(i)} \in \mathbb{R}^{N \times N} \) measures the relevance of other capsules to the \( i \)-th capsule. Intuitively, the more relevant one capsule is to others, the more important it is. Based on this, we attempt to leverage the correlation information embodied in \( D_{v_i}^{(i)} \) to derive the soft importance mask for each capsule and further regulate the capsules.

\[
\begin{align*}
\mathcal{R}_2(V^{(i)}_m) &= \delta_d(D_{v_i}^{(i)})(V^{(i)}_m \text{diag}(g_v)), \\
g_v &= \delta_b(W_7 S(D_{v_i}^{(i)})),
\end{align*}
\]

(13)

where \( S(D_{v_i}^{(i)}) \in \mathbb{R}^N, g_v \in \mathbb{R}^N \), \( S(\cdot) \) denotes the operation of summing by column, \( W_x \in \mathbb{R}^{d \times d} \) \((x = 5, 6)\) and \( W_7 \in \mathbb{R}^{N \times N} \) are learnable weights.

b) Identity retainer module (\( \mathcal{R}_3 \)):

In the process of semantic-aware modular routing, complicated modulation operations may not be necessary, especially for the simpler image-question pairs. Inspired by this, we adopt a retainer module to simplify the information flow and alleviate the gradient vanishing problem. It can be formally formulated as \( \mathcal{R}_3(V^{(i)}_m) = V^{(i)}_m \).

c) Global reduction module (\( \mathcal{R}_4 \)):

Global question feature conveys high-level semantic indications for better visual scene understanding. Inspired by LayerNorm [34], we introduce a novel semantic modulation method, wherein two modulation vectors \( a \) and \( \eta \) are derived by the global question features. Based on these two semantic vectors, the capsules are modulated as follows,

\[
\begin{align*}
\mathcal{R}_4(V^{(i)}_m) &= a \odot \frac{V^{(i)}_m - \mu(V^{(i)}_m)}{\sigma(V^{(i)}_m)} + \eta, \\
a &= \delta_b(W_a B(\mathcal{P}(\eta)) + B_a), \\
\eta &= \delta_b(W_\eta B(\mathcal{P}(\eta)) + B_\eta),
\end{align*}
\]

(14)

where \( a \in \mathbb{R}^{d \times N}, \eta \in \mathbb{R}^{d \times N}, \mu(\cdot) \) and \( \sigma(\cdot) \) respectively calculate the mean and variance of each capsule in \( V^{(i)}_m \), \( B(\cdot) \) and \( \mathcal{P}(\cdot) \) respectively denote the operation of broadcasting and average pooling, \( W_a \in \mathbb{R}^{d \times d}, W_\eta \in \mathbb{R}^{d \times d}, B_a \in \mathbb{R}^{d \times d} \) and \( B_\eta \in \mathbb{R}^{d \times d} \) are learnable weights.

d) Local semantic modulated module (\( \mathcal{R}_5 \)):

Slightly different from Eq. (14), we generate specific modulated signals \( a' \) and \( \eta' \) for each capsule by calculating the contextual question representations of them. Afterwards, the similar computational procedure is formulated as follows,

\[
\begin{align*}
\mathcal{R}_5(V^{(i)}_m) &= a' \odot \frac{V^{(i)}_m - \mu(V^{(i)}_m)}{\sigma(V^{(i)}_m)} + \eta', \\
a' &= \delta_b(W_a' Q^{(i)}_v + B_a'), \\
\eta' &= \delta_b(W_\eta' Q^{(i)}_v + B_\eta'),
\end{align*}
\]

(15)

where \( Q_v^{(i)} = (W_\gamma Q)^\top (W_\delta V^{(i)}_m)Q \).
where \( \mathbf{W}_x \in \mathbb{R}^{d \times d} \) (x = 7, 8), \( \mathbf{W}_d' \in \mathbb{R}^{d \times d} \), and \( \mathbf{W}_q' \in \mathbb{R}^{d \times d} \) are learnable weights.

**D. Answer Reasoning**

After several iterations of the SUPER layer, we derive the refined output capsules \( \mathbf{U}^{(T)} \). We ultimately aggregate these capsules by the mean pooling operation whereby obtain the discriminative representation for the whole image. To further emphasize the semantic guidance of the question, the visual representation \( \mathbf{U}^{(T)} \) is merged with the question embedding for final answer prediction. Formally, we summarize the above process as follows,

\[
y = \delta_d(\mathbf{W}_a \mathcal{P}(\mathbf{U}^{(T)}) + \mathbf{W}_q \mathcal{P}(\mathbf{Q})),
\]

where \( \mathcal{P}(\cdot) \) denotes the average pooling function, \( \mathbf{W}_y \in \mathbb{R}^{A \times d} \), \( \mathbf{W}_a \in \mathbb{R}^{d \times d} \), and \( \mathbf{W}_q \in \mathbb{R}^{d \times d} \) are learnable weights, \( y \in \mathbb{R}^A \) is the answer distribution, and \( A \) is the number of candidate answers. Following [11], we use the binary cross-entropy loss function to train an answer classifier.

**IV. EXPERIMENTS**

**A. Experimental Settings**

1) Datasets: We conducted extensive experiments on two categories of VQA datasets: conventional VQA datasets (i.e., VQA-v2, VQA-CP v2, and Visual7W) and knowledge-required VQA datasets (i.e., OK-VQA and FVQA).

The two categories of VQA datasets are elaborated as follows. The conventional VQA datasets contain: 1) VQA v2 [46], the most commonly used VQA benchmark dataset. The images are from the Microsoft COCO dataset [47], and each question has ten answers from different annotators. According to the question types, the answers are accordingly divided into three categories: Yes/No, Number, and Other. Beyond that, the dataset is split into train, val, and test (or test-std) splits, and 25% of the test-std set is reserved as the test-dev set. 2) VQA-CP v2, curated from the VQA v2 dataset, which is developed to evaluate the question-oriented bias reduction ability and the generalization ability in VQA models. Due to the significant difference of distribution between the train set and the test set, the VQA-CP v2 dataset is much more challenging than the VQA v2. And 3) Visual7W telling [48], with 328K multi-choice visual questions of diverse types (What, Where, When, Who, Why, and How) based on 47K images, it is a dataset in the multi-choice setting with four candidate answers for each question. In particular, we formulated it as a multi-label classification problem and made the final choice by selecting the one with the highest probability.

The knowledge-required VQA datasets contain: 1) OK-VQA [19], the largest knowledge-based VQA dataset with more than 14K open-ended visual questions, which requires the open commonsense knowledge to reason and answer. The questions are divided into eleven categories: Vehicles and Transportation (VT); Brands, Companies, and Products (BCP); Objects, Material, and Clothing (OMC); Sports and Recreation (SR); Cooking and Food (CF); Geography, History, Language, and Culture (GHLCL); People and Everyday Life (PEL); Plants and Animals (PA); Science and Technology (ST); Weather and Climate (WC); and Other. And 2) FVQA [18], consisting of five data splits, each of which has more than 2K images and 5K questions, and each question-answer sample is accompanied by a piece of ground-truth fact retrieved from a given knowledge base. Note that we conduct experiments without using the given knowledge base or the provided ground-truth facts in the original FVQA. Instead, we attempt to leverage open knowledge to improve the knowledge-required VQA performance. Following [22], we did not compare with these fact retrieval based approaches [21, 49].

2) Baselines: To verify the effectiveness and generalization of our proposed SUPER in two VQA tasks, we compared it against the following models.

- Methods that focus on multimodal embedding techniques, namely, LSTM+Att. [48], MCB [8], MLB [36], MUTAN [24], BLOCK [37], AN [19], MUTAN+AN [19], KG-Aug [22], and MLB+KG-Aug [22];
- Methods that aim to design various deep attention-based network, namely, Up-Down [11], DCN [39], BAN [12], MCAN [13], LR-Capsule [28], BAN+AN [19], and BAN+KG-Aug [22];
- Methods that focus on visual relational modeling, namely, CGN [16], MuRel [2], ReGAT [17], ODA [44], CRA-Net [44], and Mucko [50];
- Methods that perform visual reasoning, N2NMN [3], XNM-Net [5], CoR-3 [40], TRN+UpDn [40], and SceneGCN [41].

For fair comparison, we disabled our adaptive knowledge-augmented module when comparing with the methods that do not use knowledge. The notations “w know.” and “w/o know.” represent the model with knowledge and the model without knowledge, respectively.

3) Evaluation Metric: We adopted the standard VQA accuracy metric for evaluation [51]. Given an image and a corresponding question, for a predicted answer \( a \), the accuracy is computed as follows,

\[
\text{Acc}_a = \min(1, \frac{\#\text{humans that provide } a}{3}).
\]

**B. Implementation Details**

For each image, we set a threshold for Faster RCNN to obtain \( N = 36 \) or \( N = 10-100 \) adaptive object features. All questions are padded or truncated to the same length \( L = 15 \). Each image-question pair has \( K = 10 \) relevant knowledge facts. The dimensionality of \( d_b \) and \( d_a \) are set to 2048 and 512, respectively. The number of iterations of the SUPER layer \( T \in \{1, 2, 4, 6, 8, 10\} \), and we experimentally set \( T = 8 \) in our best report. To train the SUPER, we used the Adam optimizer [52] with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.98 \). The base learning rate is set to \( \min(2.5te^{-5}, 1e^{-4}) \), where \( t \) is the current epoch number starting from 1. After 16 epochs, the learning rate is decayed by 1/4 in every two epochs to \( 2.5te^{-5} \). The batch size is set to 64.

**C. Quantitative Analysis**

In this section, we compared our SUPER with the current state-of-the-art methods on five benchmark datasets.
TABLE I
PERFORMANCE COMPARISON ON THE val, test-dev, AND test-std SPLITS OF VQA v2. THE BEST TWO ARE HIGHLIGHTED IN BOLD. NOTE THAT THE VISUAL FEATURE IN METHODS MARKED BY “††” ARE 14 × 14 × 1024 FEATURE, WHICH IS EXTRACTED FROM conv4 of the ResNet-101 [35] THAT WAS PRETRAINED ON IMAGENET, THE 36 REGION FEATURES ARE EXTRACTED BY FASTER-RCNN IN BASELINES MARKED BY “‡”, AND THE REST OF METHODS ADOPT THE [10-100] ADAPTIVE REGION FEATURES FOLLOWING [13]

| Method             | VQA v2 (Acc.) | VQA v2 (Acc.) | VQA v2 (Acc.) |
|--------------------|---------------|---------------|---------------|
|                    | All | Y/N | Num. | Other | All | Y/N | Num. | Other | All | Y/N | Num. | Other |
| **Multimodal Embedding:** |
| MCB [8]            | 60.45 | - | - | - | 62.27 | 78.82 | 38.28 | 53.36 | - | - | - | - |
| MLB [36]           | 62.91 | - | - | - | 66.27 | 83.58 | 44.92 | 56.34 | - | - | - | - |
| MUTAN [37]         | 63.61 | - | - | - | 66.01 | 82.88 | 44.54 | 56.50 | - | - | - | - |
| BLOCK [9]          | - | - | - | - | 67.58 | 83.60 | 47.33 | 58.51 | - | - | - | - |
| **Attention-based:** |
| CapsAtt [27]       | - | - | - | - | - | - | - | - | 65.50 | 82.60 | 45.10 | 55.30 |
| UpDn³ [11]         | 63.15 | 80.07 | 42.87 | 55.81 | 65.32 | 81.82 | 44.21 | 56.05 | - | - | - | - |
| Counter [38]       | - | - | - | - | 68.09 | 83.14 | 51.62 | 58.97 | 68.41 | - | - | - |
| DCN [39]           | 63.83 | - | - | - | 66.83 | 84.48 | 41.66 | 57.44 | 66.66 | 84.61 | 41.27 | 56.83 |
| BAN³ [12]          | 65.18 | - | - | - | 68.16 | - | - | - | - | - | - | - |
| BAN [12]           | 65.81 | - | - | - | 69.52 | 85.31 | 50.93 | 60.26 | - | - | - | - |
| MCAN² [13]         | 66.23 | - | - | - | 69.58 | 86.31 | 51.58 | 59.24 | 70.06 | 86.44 | 51.43 | 60.06 |
| **MCAN [13]**      | 67.20 | 84.80 | 49.30 | 58.60 | 70.63 | 86.82 | 53.26 | 60.72 | 70.90 | - | - | - |
| **Visual Reasoning:** |
| N2NMMN [3]         | - | - | - | - | 64.70 | - | - | - | - | - | - | - |
| StackNMN [4]       | - | - | - | - | 64.82 | - | - | - | - | - | - | - |
| XNNet⁴ [5]        | 64.78 | - | - | - | 67.15 | - | - | - | - | - | - | - |
| CoR² [40]          | 64.92 | - | - | - | 68.19 | 84.96 | 47.11 | 58.64 | 68.59 | 85.16 | 47.19 | 59.07 |
| SceneGCN [41]      | - | - | - | - | 66.81 | 82.72 | 46.85 | 57.77 | 67.14 | 83.16 | 46.61 | 57.89 |
| TRN+UpDn [42]      | 65.10 | 82.61 | 45.10 | 57.10 | 67.00 | 83.83 | 45.61 | 57.44 | 67.21 | - | - | - |
| LR-Capsule [28]    | 67.04 | 84.57 | 48.66 | 58.57 | - | - | - | - | - | - | - | - |
| **Graph-based:**   |
| CGN [16]           | - | - | - | - | - | - | - | - | - | - | - | - |
| ODA² [43]          | - | - | - | - | 68.17 | 84.66 | 48.04 | 58.68 | - | - | - | - |
| MuRel [2]          | 65.14 | 83.24 | 47.72 | 56.34 | 68.17 | 84.66 | 48.04 | 58.68 | 68.41 | - | - | - |
| ReGAT [17]         | - | - | - | - | - | - | - | - | 70.27 | 86.08 | 54.42 | 60.33 |
| CRA-Net [44]       | 65.84 | 83.63 | 46.85 | 57.26 | 68.61 | 84.87 | 49.46 | 59.08 | 68.92 | 85.21 | 48.43 | 59.42 |
| VCTREE+HL [45]     | 65.10 | 82.61 | 45.10 | 57.10 | 68.19 | 84.28 | 47.78 | 59.11 | 68.49 | 84.55 | 47.36 | 59.34 |
| **SUPER (Ours)² [50]** | 66.59 | 84.15 | 48.27 | 58.07 | 69.23 | 85.42 | 51.16 | 59.35 | 69.69 | 86.11 | 50.88 | 60.15 |
| **SUPER (Ours)**   | 67.18 | 85.47 | 48.91 | 58.79 | 70.31 | 86.57 | 51.32 | **60.68** | 70.64 | - | - | - |

1) Results on VQA v2: Table I shows the results trained on the train (the left column) and train+val (the middle and right column) splits of the VQA v2 dataset. We can observe that our SUPER model achieves the second best performance, substantially surpassing the most baselines. In particular, as the canonical neural module network, N2NMMN and XNNet reason the visual scene by assembling a collection of function-specific modules at the mercy of the question-based layout generator. As can be seen from the table, our SUPER prominently outperforms them by 5.61% and 3.16% on the test-std set, respectively, which demonstrates our superiority of the modular routing mechanism and powerful specialized modules over NMN-based models in terms of reasoning the real scene. Inspiringly, our method is comparable to the multi-layer attention-based model MCAN, wherein several self-attention and cross-attention layers are cascaded for deeper vision-semantic modeling. Beyond that, we are comparable to several formidable pretrained models in the VQA task, and the related comparison results can be found in Table IV.

2) Results on OK-VQA: As shown in Table II, we provided the comparison results of several conventional VQA baselines in the top rows, and knowledge-based baselines in the bottom rows. Compared with these two kinds of VQA baselines, our model achieves the best performance among all models. Specifically, Mucko [50] adopts a modality-aware heterogeneous stacked graph convolutional network for complementary evidence exploration. This model employs the static pre-defined graph network for relational reasoning, which may sufficiently exploit more reasoning patterns. Nevertheless, with fewer parameters, our model outperforms Mucko by 0.86%, which demonstrates the potential of our semantic-aware modular routing rationale towards flexible and delicate reasoning.

3) Results on FVQA: The results are reported in Table III. It is worth noting that our model provides a substantial gain over the best knowledge-based baseline BAN + KG-Aug by 9.17%. These results verify the effectiveness of our iterative SUPER layer, especially the well-designed adaptive knowledge-augmented module.

4) Results on VQA-CP v2: To demonstrate the generalizability of our SUPER model, we also conducted experiments on the VQA-CP v2 dataset [53]. The corresponding results are reported in Table V. GVQA [54], CSS [55] and AdvReg. [53] are all the de-biased models, which are designed for alleviating the language prior problem. Although our proposed method is not specialized to tackle this problem, it provides a substantial gain over the GVQA model by 10.48%. In addition, DC-GCN [56] supports intra- and inter-modality deep interactions,
TABLE II
RESULTS COMPARISON ON THE OVERALL OK-VQA AND EACH QUESTION CATEGORY. “†” DENOTES THAT THE METHOD IS IMPLEMENTED BY RUNNING THE RELEASED CODE WITH 36 REGIONAL FEATURES. THE RESULTS OF REST BASELINES ARE RECORDED ACCORDING TO THEIR ORIGINAL PAPERS.

| Method | OK-VQA test (Acc. %) | Overall | VT | BCP | OMC | SR | CF | GHI | PEL | PA | ST | WC | Other |
|--------|-----------------------|---------|----|-----|-----|----|----|-----|-----|----|----|----|-------|
| Q-Only | 14.93                 | 14.63   | 14.19 | 11.78 | 15.94 | 16.92 | 11.91 | 14.02 | 14.28 | 19.76 | 25.74 | 13.51 |
| Without Knowledge: | | | | | | | | | | | | |
| MLB [36] | 20.40 | 20.00 | 16.24 | 17.86 | 24.61 | 22.39 | 17.67 | 17.62 | 20.67 | 18.49 | 31.27 | 17.55 |
| BAN [12] | 25.17 | 23.79 | 17.67 | 22.43 | 30.85 | 27.90 | 25.96 | 20.33 | 25.60 | 20.95 | 40.16 | 22.46 |
| XNM-Net [5] | 25.61 | 26.84 | 21.86 | 18.22 | 33.02 | 23.93 | 23.83 | 20.79 | 24.81 | 21.43 | 42.64 | 24.39 |
| MUTAN [24] | 26.41 | - | - | - | - | - | - | - | - | - | - | - |
| MCAN† [13] | 27.68 | - | - | - | - | - | - | - | - | - | - | - |
| SUPER (Ours) | 28.79 | 28.68 | 25.25 | 28.88 | 34.91 | 29.96 | 30.61 | 23.47 | 32.58 | 24.59 | 44.85 | 26.32 |

With Knowledge:

| Method | OK-VQA test (Acc. %) | Overall | VT | BCP | OMC | SR | CF | GHI | PEL | PA | ST | WC | Other |
|--------|-----------------------|---------|----|-----|-----|----|----|-----|-----|----|----|----|-------|
| BAN+AN [19] | 25.61 | 24.45 | 19.88 | 21.59 | 30.79 | 29.12 | 20.57 | 21.54 | 26.42 | 27.14 | 38.29 | 22.16 |
| MUTAN+AN [19] | 27.58 | 25.56 | 23.95 | 26.87 | 33.44 | 29.94 | 20.71 | 25.05 | 29.70 | 11.48 | 27.92 | 14.98 |
| MLB+KG-Aug [22] | 20.89 | 20.08 | 16.45 | 17.71 | 26.68 | 22.27 | 16.78 | 18.03 | 21.70 | 18.60 | 32.58 | 17.91 |
| BAN+KG-Aug [22] | 26.71 | 24.65 | 21.59 | 22.42 | 34.75 | 28.67 | 23.97 | 21.97 | 27.75 | 23.28 | 38.85 | 24.29 |
| Mucko [50] | 29.20 | - | - | - | - | - | - | - | - | - | - | - |
| SUPER (Ours) | 30.46 | 26.92 | 26.13 | 29.46 | 35.83 | 30.86 | 31.93 | 24.78 | 33.69 | 27.94 | 45.70 | 27.47 |

TABLE III
PERFORMANCE EVALUATED ON FVQA. “†” DENOTES THAT THE METHOD IS IMPLEMENTED BY RUNNING THE RELEASED CODE WITH 36 REGIONAL FEATURES. THE RESULTS OF REST BASELINES ARE RECORDED ACCORDING TO THEIR ORIGINAL PAPERS.

| Method | FVQA val (Acc. %) | Average | Split 1 | Split 2 | Split 3 | Split 4 | Split 5 |
|--------|-------------------|---------|---------|---------|---------|---------|---------|
| Without Knowledge: | | | | | | | |
| LSTM+Att [48] | 24.26 | 24.02 | 22.78 | 23.65 | 25.71 | 25.14 | |
| HacGat [59] | 32.42 | 31.98 | 31.24 | 32.14 | 33.58 | 33.17 | |
| BAN† [12] | 35.69 | - | - | - | - | - | |
| MCAN† [13] | 44.48 | 43.21 | 41.89 | 43.19 | 47.51 | 46.64 | |
| SUPER (Ours) | 47.75 | 47.34 | 46.62 | 47.08 | 49.16 | 48.56 | |
| With Knowledge: | | | | | | | |
| KG-Aug [22] | 31.96 | - | - | - | - | - | |
| BAN + KG-Aug [22] | 38.58 | - | - | - | - | - | |
| SUPER (Ours) | 48.90 | 48.98 | 47.24 | 48.96 | 50.07 | 49.28 | |

where its dependency parsing technique can effectively diminish the problem of question-based overfitting. We observe that our SUPER model still surpasses it by a slight margin. Strikingly, SUPER achieves a clear-cut improvement over all the competitors on the “other” category, which contains more questions that involve semantic awareness and external knowledge, such as “why” and “how”. This observation conforms to that our SUPER possesses powerful reasoning capacity and strong generalizability.

5) Results on Visual7W Telling: Table VI summarizes the accuracy comparison results. Note that, as to the Visual7W telling dataset with large bias [57], MLP [48], KDMN [58], Up-Down [11], and BAN [12] all compete surprisingly “well” with the strong baseline MCAN [13] and our SUPER. As concluded in [57], a model that appears qualitatively better on this dataset (i.e., Visual7W telling) may perform worse quantitatively, because it captures dataset biases less well. On the contrary, the best-performing models are those who can exploit biases in this dataset the best, i.e., models that “cheat” the best. These observations demonstrate that our SUPER can be immune to the underlying biases of dataset by learning the flexible routing structure.

TABLE IV
PERFORMANCE COMPARISON ON THE test-dev and test-std Splits of the VQA v2 Dataset. Our Model Is Trained on the train + val Splits With Extra Visual Genome Augmentation [60]. The Symbol “*” Refers to the Models That Are Pretrained on the Large Corpus Conceptual Captions [61] or COCO Captions [47], and “†” Indicates the Models Without Pretraining.

| Method | VQA v2 (Acc. %) | Param. Size |
|--------|----------------|-------------|
|        | test-dev | test-std | |
|        | 69.58 | - | 1331 M |
| VLBERT† [63] | 68.93 | - | 954 M |
| VisualBERT† [64] | 70.18 | - | 428 M |
| VLBERT† [62] | 71.16 | - | 1331 M |
| VLBERT* [63] | 70.55 | 70.92 | 954 M |
| VisualBERT* [64] | 70.80 | 71.00 | 428 M |
| SUPER (Ours) | 70.31 | 70.84 | 109.31 M |

TABLE V
PERFORMANCE EVALUATION ON the test SPLIT OF THE VQA-CP V2 DATASET. MODELS WITH “*” ARE SPECIFICALLY DESIGNED FOR SOLVING THE LANGUAGE BIAS PROBLEM [54].

| Method | VQA-CP test (Acc. %) | All | Y/N | Num | Other |
|--------|----------------------|-----|-----|-----|-------|
| MCB [10] | 36.35 | 41.01 | 11.96 | 25.72 |
| Upqa [11] | 39.74 | 42.70 | 11.93 | 46.05 |
| BAN [12] | 39.31 | - | - | - |
| McRel [40] | 39.54 | 42.85 | 13.17 | 45.05 |
| RoGAT [17] | 40.42 | - | - | - |
| MRA-Net [65] | 40.45 | 44.53 | 13.05 | 45.83 |
| DC-GCN [56] | 41.47 | - | - | - |
| GVQA* [54] | 31.30 | 57.99 | 13.68 | 22.14 |
| C5S* [59] | 41.16 | 45.96 | 12.78 | 47.78 |
| AdvReg.* [53] | 41.17 | 45.49 | 15.48 | 35.48 |
| SUPER (Ours) | 41.78 | 46.54 | 15.76 | 49.25 |

D. Ablation Study

To get deeper insights into our model, we conducted some ablation experiments on the OK-VQA dataset to verify the effectiveness of each component in our SUPER layer.

1) Semantic-Aware Modular Routing: In this section, we measured the effect of each module and router by evaluating the model accuracy when specific part gets removed or
Fig. 5. Visualization of the capsule modulation patterns. As shown in the visualization in Path Attention, the vertical index within [0-7] denotes the number of iterations of SUPER layer, and the horizontal index within [0-24] represents the total number of routes (5 × 5) densely constructed by these modules. The darker the color, the higher the current coordinate \( (t, r) \) value, which also means that at time \( t \), the more information is transmitted by the \( r \)-th route. In the visualization of Path Selection, we omit the gating agreement and memory reactivation for brevity. According to the attention score, we illustrate the routes with value greater than 0.6, and the red paths denote the activated routes in each iteration.

### TABLE VI

Performance Evaluated on Visual7W. “†” Denotes That the Method Is Reimplemented by Running the Released Code With 36 Regional Features.

| Method          | Visual7W Testing (Acc. %) | Overall | What | Where | When | Why | How |
|-----------------|---------------------------|---------|------|------|------|-----|-----|
| LSTM+Att [48]   | 54.60                     | 51.50   | 56.00| 75.00| 59.50| 55.50| 49.80|
| MLP [48]        | 67.10                     | 64.50   | 75.90| 82.10| 72.90| 68.00| 56.40|
| MCNN [8]        | 62.20                     | 60.30   | 70.40| 79.30| 69.20| 58.20| 51.10|
| KDMN [54]      | 66.00                     | 64.00   | 73.10| 81.30| 73.90| 64.10| 53.30|
| Up-Downs [11]   | 66.82                     | 65.78   | 74.28| 81.97| 75.40| 64.27| 58.64|
| BAN† [12]       | 70.79                     | 70.23   | 76.52| 82.06| 78.45| 64.76| 57.68|
| MCAN+† [13]     | 63.68                     | 62.59   | 71.66| 79.45| 72.38| 60.41| 54.53|
| SUPER (Ours)    | 64.07                     | 62.64   | 72.34| 79.87| 72.96| 59.98| 53.78|

### TABLE VII

Ablation Study Results on OK-VQA

| Method            | OK-VQA Test (Acc. %) |
|-------------------|-----------------------|
|                  | All | -Δ↓ |
| Full Model        | 30.46 | 0.00 |

**Five Specialized Modules:**

- w/o \( \mathcal{R}_1 \): 29.27
- w/o \( \mathcal{R}_2 \): 28.85
- w/o \( \mathcal{R}_3 \): 28.90
- w/o \( \mathcal{R}_4 \): 28.58
- w/o \( \mathcal{R}_5 \): 28.79

**Different Routers:**

- w/o Gating Agreements: 29.25
- w/o Memory Reactivation: 28.53

replaced. As reported in Table VII, we observed a significant accuracy decrease when removing \( \mathcal{R}_2 \). It is a self-modulated module that enhances the context representation of capsules while capture the salient capsules in a focal manner. For example, as to Q2 (What sort of eye wear would be of particular benefit in this scenario?) in Figure 1, due to the fact that there is no related clues in question, we should combine several visual units “sun”, “snow ground”, and “people” to comprehensively understand the visual scene via this module, verifying that \( \mathcal{R}_2 \) is indispensable in capturing the delicate context information between capsules for relational reasoning. As to some simple questions, we do not need more complicated modules to process, which may incorporate more visual noises (the region that is not related to the answer). Based on this consideration, this module \( \mathcal{R}_3 \) could give the model more flexibility to handle this situation. If we remove this module, we may introduce more disturbed information and induce to the prediction error. As demonstrated in top case in Figure 5, when handling with simple question “Is this fruit or veggies?”, we indeed need large number of \( \mathcal{R}_3 \) to compose the overall network. From the perspective of gradient learning, this operation may avoid the gradient vanishing problem, whose effect is similar to the residual learning in ResNet. Besides, when it comes to \( \mathcal{R}_1 \), \( \mathcal{R}_4 \), and \( \mathcal{R}_5 \), these three modules are semantic-modulated to enhance the semantic representation of capsules for answer prediction. \( \mathcal{R}_4 \) leverages the global question feature to filter the redundant visual capsules, which is beneficial to the answer prediction. \( \mathcal{R}_5 \) performs a fine-grained alignment to enhance the word-grounded representation of visual capsules. Without \( \mathcal{R}_5 \), the model cannot pinpoint to the fine-grained multi-modal clues, which is crucial for inferring some questions involving the details of visual scene. The knowledge-augmented module \( \mathcal{R}_1 \) harnesses the knowledge beyond the image to facilitate the representation of visual capsules. Obviously, if we discard \( \mathcal{R}_1 \) in knowledge-required VQA task, the auxiliary information that helps to reason cannot be incorporated effectively, which may cause the performance drop. As shown in the fifth case in Figure 5, as to the knowledge-required question “What kind of climate does this depict?”, we need more \( \mathcal{R}_1 \) to introduce the knowledge about the relationship between type of trees and climate to reason the answer.

In general, our proposed model largely exceeds all variants on both conventional VQA and knowledge-required VQA, verifying the effectiveness and complementarity of the five specialized modules. Pertaining to the router, we introduced two variants to validate the superiority of our soft router:
1) **Random Router**, replace our router with a random router. We independently derived the path probability of each module from a uniform distribution (i.e., $g_{m \rightarrow m^*} \in U(0, 1)$); and 2) **w/o Router**, removing the router. In other words, the specialized module directly delivers the output to other modules without control gate. As can be seen from Table VII, our proposed router achieves the best performance over these two variants consistently. This is primarily due to the fact that module selection arguably benefits some merits from the data-driven mechanism. If the modules are entirely or randomly activated, some redundant information may be introduced by the irrelevant modules, thereby leading to suboptimal results.

2) **Gating Agreements**: Removing gating agreements leads to a performance drop by 0.81%. It indicates that focusing on considerable capsules is more beneficial to model decisions.

3) **Memory Reactivation**: To assess the impact of memory reactivation, we removed it to derive a variant. The performance degrades dramatically by 1.53%. This reveals that this component could preserve and rectify the discriminative information whereby boost the VQA performance.

### E. Parameter Analysis

1) **The Effect of the Number of Iterations $T$**: We carried out experiments on the OK-VQA dataset to explore how the number of iterations $T$ of the SUPER layer affects the model performance. As shown in Table VIII, we observed that increasing $T$ ($T \leq 8$) brings a consistent gain in the overall accuracy. It indicates that understanding complicated visual scene requires more sophisticated reasoning routes, which can be fulfilled via more iterations. However, when $T$ is greater than 8, the performance begins to drop. This phenomenon can be explained by that the exploration of routing space gradually tends to be saturated. In this case, increasing $T$ may lead to unstable gradients during training and make the optimization difficult.

2) **The Model Size**: Notably, our SUPER could ingeniously balance the performance and parameter size, as shown in Table IX. The first two (i.e., MLB and MCB) are embedding-based models, and the middle two (i.e., BAN and MCAN) are multi-layer attention-based stacked models. Specifically, comparing with MCAN, the parameter size of SUPER is only one-third, whereas SUPER demonstrates clear-cut improvement over MCAN on three datasets, namely, Visual7W, OK-VQA, and FVQA.

### Table VIII

**Performance With Different Iterations $T$ on OK-VQA**

| $T$  | 1   | 2   | 4   | 6   | 8   | 10  | 12  |
|------|-----|-----|-----|-----|-----|-----|-----|
| Acc. (%) | 28.29 | 28.52 | 28.98 | 29.20 | 30.46 | 28.86 | 28.46 |

### Table IX

**Comparisons of the Parameter Sizes (M) of Different Models**

| Methods     | MLB  | MCB  | BAN  | MCAN | SUPER (Ours) |
|-------------|------|------|------|------|--------------|
| Param. Size | 55.90 M | 70.56 M | 120.22 M | 317.70 M | **109.31 M** |

To obtain deeper insights into our semantic-aware modular routing process, we visualized several results with different paths. Concretely, we employed 0.6 as the threshold to discretize the learned paths (i.e., we only show the paths that the probability values are greater than pre-defined threshold) for improving the intuitiveness. As shown in Figure 5, we have the following observations: 1) Simpler inputs tend to activate less paths. For example, the first question in the first row simply asks about the type of food, and it is inclined to activate only two types of specialized modules for visual modulation, which may not need much fine-grained information; and 2) knowledge-based visual questions require more adaptive knowledge-augmented module and local semantic modulated module since they necessitate more external knowledge for facilitating the fine-grained vision-semantic understanding. Taking the left second question as an example, when asked the ingredients of food, the model first attends the “cake” via local semantic modulated module and leverages focal context-aware enhanced module to gradually reason the whole visual scene. Afterwards, adaptive knowledge-augmented module is activated to incorporate the facts (sugar, Isa, ingredient) and (cake, RelatedTo, sugar) into the reasoning process, for delicate knowledge reasoning.

Apart from achieving the promising performance with fewer parameters, the key property of SUPER is that it could adaptively activate different reasoning paths for diverse inputs by our shared SUPER layer. We thus exhibited some images and visualized their path vectors learned in semantic-aware modular routing. Specifically, we concatenated all the path attention learned in each iteration into one path vector, and then used the t-SNE [66] algorithm to map the path vector into a two-dimensional Euclid space. Afterwards, we clustered these 2D vectors into 8 groups in 8 colors. As shown in Figure 6, we observed that the images related to the tree (i.e., the points marked in navy blue, in the rightmost of Figure 6) and the ones related to vegetables (i.e., the points marked in carmine) can be well distinguished. These two groups are both related to green plants, however they are still wide apart. Because there is much difference in their fine-grained context semantics. Moreover, there is a large margin between the carmine points and the dark blue ones (associated with skiing), as they are clearly distinct. Our proposed data-dependent...
router is able to transfer these diverse semantic information to the routes selection. These results reveal that our model can flexibly activate specific paths for distinct inputs, therefore the distribution of learned paths is arguably consistent with that of the vision-semantic information.

V. CONCLUSION AND FUTURE WORK

In this paper, we present a dynamic modular routing framework for VQA, wherein three well-devised components systematically work as a whole and reciprocate each other, for flexible routing exploration and powerful vision-semantic representation calibration. Extensive experiments on five benchmarks validate strong generalizability as well as satisfactory parametric efficiency of our proposed model.

In the future, we plan to explore more applications of the modular routing mechanism in various multimodal learning tasks or large-scale pretrained tasks, making it more flexible and extensible.
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