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ABSTRACT

In longitudinal clinical trials, missing data are inevitable due to intercurrent events (ICEs) such as treatment interruption or premature discontinuation for different reasons. The COVID-19 pandemic has had substantial impact on clinical trials since early 2020 as it may result in missing data due to missed visits and premature discontinuations. The missing data due to COVID-19 can reasonably be assumed as missing at random (MAR).

We propose a combined hypothetical strategy for sensitivity analyses to handle missing data due to both COVID-19 and non-COVID reasons. We modify the commonly used missing not at random (MNAR) methods, reference based imputation (RBI) and tipping point analysis, under this strategy. We propose the standard multiple imputation approach and derive an analytic likelihood based approach to implement the proposed methods to improve efficiency in applications. The proposed strategy and methods are applicable to a more general scenario when there are missing data due to both MAR and MNAR reasons.

1. Introduction

The ICH E9 (R1) addendum requires a clearly defined estimand which can describe the quantity to be estimated to address a specific study objective for confirmatory clinical trials. One of the attributes in the construction of the estimand is to account for intercurrent events (ICEs) that may affect the estimand and the interpretation of the trial results. Different strategies for handling ICEs when defining estimand may provide different information on the trial data, thus the definition of estimand should be delineated with the clinical interests in clinical trials [1,2].

The COVID-19 pandemic has had substantial impact on planned and ongoing clinical trials since early 2020. Its impact on trial data may cause potential statistical issues and may be directly or indirectly relevant to the estimand and the interpretation of the analysis results [3]. FDA has issued a guidance and EMA has issued a “points to consider” document for statistical considerations in clinical trials conducted during the COVID-19 pandemic [4,5]. Missing data may result from ICEs associated with COVID-19 due to missed visits and premature discontinuations. For example, missing data may result from interruptions or discontinuation due to COVID infection, quarantine, or hospitalization, and thus the missingness is not associated with the unobserved measurements. Therefore, missing data due to COVID-19 can reasonably be assumed to be missing at random (MAR). As a result, missing data due to COVID-19 can be analyzed by commonly used approaches under MAR, such as mixed model for repeated measures (MMRM) or multiple imputations (MI) [6]. However, the MAR assumption may still be difficult to justify for missing data due to non-COVID related reasons such as lack of efficacy or safety issues. Methods for missing not at random (MNAR) may be more appropriate to handle missing data due to non-COVID reasons for sensitivity analyses [7,8]. To take the MAR missingness into account, sensitivity analyses conducted during COVID-19 pandemic should incorporate missing data handling due to both COVID-19 and non-COVID reasons. We propose a combined hypothetical strategy to handle ICEs associated with COVID-19 interruptions and non-COVID dropouts to define estimands for clinical trials conducted during COVID-19 pandemic. Under the combined hypothetical strategy, missing data due to COVID-19 reasons are handled by MAR methods and missing data due to non-COVID reasons are handled by MNAR methods. As we know that MNAR methods are usually more conservative than MAR methods, the combination of MAR and MNAR will be more powerful than the pure MNAR methods, but will be less powerful than pure MAR methods. The level of power gain compared to pure MNAR methods should depend on the proportion of missing data due to MAR/Covid-19.

Reference-based imputation (RBI) and tipping point analysis are commonly used to handle MNAR missingness [9,10]. However, these methods only use MNAR assumptions and may not represent the reasonable missing mechanism for missingness due to COVID-19. In this paper, we propose modified RBI methods and tipping point analysis...
method under the combined hypothetical strategy to handle missing data incorporating missingness due to COVID-19 interruptions and dropouts. Since missingness due to COVID-19 is a special case of MAR missingness, the proposed framework can be generalized to other scenarios of combined MAR and MNAR missingness mechanisms.

In practice, there are two types of missingness: intermittent missingness and monotone missingness. Intermittent missingness is often assumed to be MAR and then handle by MAR methods [6]. With this consideration, we will focus our theoretical development and investigation on monotone missingness throughout the paper.

The remainder of the manuscript is organized as following. In Section 2, we propose modified RBI methods to handle missing data incorporating missingness due to COVID-19 or other MAR reasons, and propose MI and likelihood based analytic approaches for statistical inference; in Section 3, we propose a modified tipping point analysis method to handle missing data incorporating missingness due to COVID-19 or other MAR reasons, and propose MI and likelihood based analytic approaches for statistical inference; in Section 4, the proposed methods are applied to a data example for illustration; and in Section 5, we conclude this paper with some discussion.

2. Modified RBI to incorporate missingness due to COVID-19

In this manuscript, we refer to two intercurrent events, dropouts due to COVID-19 and due to other reasons, resulting in missing data due to COVID-19 and non-COVID reasons. Reference based imputation methods have been used for analysis of missing data under MNAR [9]. The RBI methods use different imputation models for missing data in two treatment groups: the missing data in the reference or control group will be imputed under MAR assumption, whereas the missing data in the treatment group will be imputed based on the assumption that a patient drop out in the treatment group will have a similar response profile to that of the patients in the reference group.

The three most commonly used RBI methods are described below in the order from the most to the least conservative:

- Jump to reference (J2R): it is assumed that the mean effect profile of the patients who discontinue the active treatment will immediately jump to that of patients in the reference group after discontinuation. Therefore, the missing data will have a distribution after dropout equal to that of the control group.
- Copy reference (CR): it is assumed that the missing data in the active treatment group will have the conditional distribution after dropout equal to that in the reference group. This approach is conservative, but not as conservative as J2R since it still allows the treatment benefit received prior to dropout to be carried over to the post-dropout visits by using the prior observed values in active treatment group as predictors. As a result, the mean effect profile of the patients in the active treatment group will gradually transition to that of patients in the reference group.
- Copy increments in reference (CIR): it is assumed that the mean effect profile of the patients who discontinue the active treatment will have an increment profile equal to that of the reference group for visits after dropout.

RBI is a type of pattern mixture model (PMM) and imputes missing data under missing patterns [11,12]. Let us consider a longitudinal trial with the endpoints measured at visits 0, 1, 2, ..., K, where 0 is the baseline visit. For patient i, the change from baseline at each visit is denoted by the vector $Y_i = (Y_{i,1}, ..., Y_{i,K})$. Assume the sample size is $n$ in group $Z$, where $Z = T$ for treatment group or $C$ for reference or control group.

Under the proposed combined hypothetical strategy, we propose modified RBI methods to impute missing data due to COVID-19 with MAR methods and missing data due to non-COVID reasons with MNAR methods. To facilitate our proposed imputation strategy, we need to consider missing patterns different from those defined in conventional RBI methods. In the presence of missing data due to COVID-19, there may be missingness due to COVID-19 and non-COVID reasons. We define the corresponding missing patterns due to COVID-19 and non-COVID reasons as following:

- Missing pattern due to COVID-19: the jth missing pattern due to COVID-19 is for patients who have measures up to Visit $j$ and drop out at Visit $j + 1$ due to COVID-19, $j = 0, ..., K - 1$. Denote $\pi_{j+1}^{COVID}$ the probability of patients in missing pattern $j$ due to COVID-19 in group $Z = T, C$, and $\pi_{j+1}^{COVID} = \sum_{d=0}^{K-1} \pi_{j+1}^{COVID, d}$ is the probability of patients who drop out due to COVID-19 in group $Z$.
- Missing pattern due to non-COVID reasons: jth missing pattern due to non-COVID reasons is for patients who have measures up to Visit $j$ and drop out at Visit $j + 1$ due to non-COVID reasons, $j = 0, ..., K - 1$. Denote $\pi_{j+1}^{non-COVID}$ the probability of patients in missing pattern $j$ due to non-COVID reasons in group $Z = T, C$, and $\pi_{j+1}^{non-COVID} = \sum_{d=0}^{K-1} \pi_{j+1}^{non-COVID, d}$ is the probability of patients who drop out due to non-COVID reasons in group $Z$.
- Denote $\pi_{j+1}^{complete}$ the probability of completers in group $Z = T, C$. Considering all patients who drop out for COVID-19, non-COVID reasons, and who complete the assigned therapy,

$$\pi_{j+1}^{complete} = \pi_{j+1}^{COVID} + \pi_{j+1}^{non-COVID}.\tag{1}$$

In the presence of missing data due to COVID-19, there are naturally two strategies for our proposed missing patterns: one is the general RBI for all missing data, and the other is our proposed modified RBI using MAR analysis for missing data due to COVID-19 and conventional RBI for missing data due to non-COVID reasons. For the two strategies, the corresponding probabilities of missing patterns in group $Z = T, C$ at each visit are denoted as the following how what have been defined:

$$p^p = (p_{0,0}^p, p_{1,0}^p, ..., p_{K,0}^p)' = (\pi_{0,0}^{COVID} + \pi_{0,0}^{non-COVID}, \pi_{1,0}^{COVID} + \pi_{1,0}^{non-COVID}, ..., \pi_{K-1,0}^{COVID} + \pi_{K-1,0}^{non-COVID}, \pi_{K,0}^{COVID} + \pi_{K,0}^{non-COVID})'.\tag{2}$$

Denote $(p_{0}^q, p_{1}^q, ..., p_{K}^q)$ the vector of true means of change from baseline at Visit $j = 0$ (baseline), $1, ..., K$, where $Z = T$ or $C$. Without loss of generality, it is assumed that a larger value favors the treatment effect. Assume $\mu_0 = 0$ for baseline mean effect. For any pattern $j$, denote the measures $(Y_{0,i}^j, Y_{1,i}^j, ..., Y_{K,i}^j)$, where $Y_{j,i}^j$ is the vector of the observed measures up to Visit $j$ $(Y_{0,i}^j, Y_{1,i}^j, ..., Y_{j,i}^j)$ and $Y_{K,i}^j$ is the vector of the missing measures $(Y_{j+1,i}^j, Y_{j+2,i}^j, ..., Y_{K,i}^j)$. The covariance matrix can be decomposed of block matrix with dimensions corresponding to $Y_{0,i}^j$ and $Y_{K,i}^j$ ($\Sigma_{0,j}$ is the covariance matrix corresponding to $Y_{0,i}^j$ and $\Sigma_{m,j}$ to $Y_{m,i}^j$)

$$\Sigma_{0,j} \Sigma_{m,j} \Sigma_{m,j} \Sigma_{m,j}$$

For missing pattern $j > 0$, denote $p^j = (p_{0}^j, p_{1}^j, ..., p_{K}^j)$ the vector of true means of the observed measures up to Visit $j$. The missing data for the treatment group will use the imputation model built from the mean profile in the reference group as specified by the specific assumption of RBI, and the imputed mean vector for missing data using RBI at post-dropout Visit $k$, $k < K$ becomes:

$$p_{k}^{\text{imp-RBI}} = \begin{cases} p_{k}^j, & j < K - \text{jth element of the vector.} 
\end{cases} \tag{3}$$
For missing pattern \( j = 0 \), \( \mu_{\text{imp-RBI}}^j = \mu_c^j \) because there are no post-baseline effects.

By the general RBI methods, the true treatment difference between the treatment groups at Visit \( K \) can be derived by averaging the mean difference across all missing patterns [15,16]:

\[
\beta_k^{RBI} = \begin{cases} 
\hat{p}_k^j (\mu_k^j - \mu_c^j), & J2R \\
\hat{p}_k^j (\mu_k^j - \mu_c^j) + \sum_{q=1}^{K-1} \hat{q}_j^q (\Sigma_{mv}^{-1} \Sigma_{mv}^{-1}) (\mu_l^j - \mu_c^j), & CR \\
\sum_{q=1}^{K} \hat{q}_j^q (\mu_l^j - \mu_c^j), & CIR. 
\end{cases}
\]

Using the proposed modified RBI methods with the combined imputation strategy, for missing pattern \( j \), the treatment difference using MAR imputation at Visit \( K \) becomes:

\[
\beta_{\text{imp-MAR}}^j = \mu_k^j - \mu_c^j, 
\]

and the treatment difference using RBI at Visit \( K \) is (3).

Therefore, we can derive the treatment difference at Visit \( K \) using the modified RBI methods which can incorporate missingness due to COVID-19 or other MAR reasons as follows:

\[
\beta_k^{RBI} = \begin{cases} 
\hat{q}_j^q (\mu_k^j - \mu_c^j), & J2R \\
\hat{q}_j^q (\mu_k^j - \mu_c^j) + \sum_{q=1}^{K-1} \hat{q}_j^q (\Sigma_{mv}^{-1} \Sigma_{mv}^{-1}) (\mu_l^j - \mu_c^j), & CR \\
\sum_{q=1}^{K} \hat{q}_j^q (\mu_l^j - \mu_c^j), & CIR. 
\end{cases}
\]

From the probabilities of missing patterns with or without consideration of missingness due to COVID-19 in Eq. (1), it is straightforward that

\[
p_l^j \geq \hat{q}_j^q, j = 1, \ldots, K - 1,
\]

and

\[
p_l^j \leq \hat{q}_j^q.
\]

Therefore, the true treatment difference at Visit \( K \) under the modified RBI is less conservative than the general RBI:

\[
\beta_k^{RBI} \geq \beta_k^{RBI}.
\]

We propose two approaches for the estimators and variances to implement the modified RBI methods: MI approach and likelihood based analytic approach.

2.2. Modified RBI by likelihood based analytic approach

The MI approach using Rubin’s rules tends to be conservative to estimate the variance [15,16]. Liu and Pang (2016) proposed an analytic likelihood based approach for the estimators and variances of the general RBI methods. Here we extend the framework of analytic approach for our modified RBI methods in presence of missing data due to COVID-19.

From our derived Eq. (4), the estimator can be obtained as following:

\[
\hat{\beta}_k^{RBL} = \begin{cases} 
\hat{q}_j^q (\mu_k^j - \mu_c^j), & J2R \\
\hat{q}_j^q (\mu_k^j - \mu_c^j) + \sum_{q=1}^{K-1} \hat{q}_j^q (\Sigma_{mv}^{-1} \Sigma_{mv}^{-1}) (\mu_l^j - \mu_c^j), & CR \\
\sum_{q=1}^{K} \hat{q}_j^q (\mu_l^j - \mu_c^j), & CIR. 
\end{cases}
\]

where \( \hat{q}_j^q \) is the estimator of \( q_j^q \) by sample proportions in the treatment group \( T \), and \( \mu_k^j, \mu_c^j \) are least-square (LS) means of the treatment effects obtained from the MMRM.

The variance can be estimated as following:

\[
\text{Var}(\hat{\beta}_k^{RBL}) = \text{Var}(\hat{\beta}_k^{RBL}) + \text{Var}(\hat{\beta}_k^{RBL}) + \text{Var}(\hat{\beta}_k^{RBL})(\hat{q}_j^q)^2.
\]

The first term can be approximated by the estimated variance-covariance matrix of the parameters obtained from the MMRM, and the second term can be calculated using the point estimate of \( \hat{\beta}_k^{RBL} \) and variance of the sample proportion \( \hat{q}_j^q \). The SAS code for the modified RBI methods by the analytic likelihood based approach is provided in Appendix A1.2.

3. Modified tipping point analysis to incorporate missingness due to COVID-19

The tipping point analysis has been suggested in the literature for analysis of missing data under MAR [10]. It is a method of exploring the influence of missingness on the overall conclusion of the treatment difference by shifting imputed missing values in the treatment group towards the reference group until the result becomes non-significant. The “tipping point” is the minimum shift needed to make the result non-significant. In other words, the tipping point method is to assess how much the distribution of the missing values need to deviate from MAR assumption to make the primary analysis non-significant. This method provides more confidence about what it would take to change the study conclusion with different assumptions for missing data. A plausible tipping point to reverse the study conclusion indicates that the MAR assumption may not be reasonable.

Tipping point method is a special application of the delta-adjust method, but it is evaluated based on a series of shift parameters.

For the general tipping point method, it is straightforward to derive the true mean difference between groups at Visit \( K \) by a given single shift parameter \( \delta \) as following:

\[
\beta_k^{\text{TIP}} = \mu_k^j - \mu_c^j + (1 - \rho_k^j) (\mu_k^j - \mu_c^j) = \mu_k^j - \mu_c^j + (1 - \rho_k^j) \delta. \tag{7}
\]

Recently, there is interest to shift both the treatment group and reference group for tipping point analysis from regulatory perspective [17]. Under the framework of 2-dimension of shift parameters, the true mean difference between groups at Visit \( K \) by given shifts \( \delta^1, Z = T, C \) is derived as following [17]:

\[
\beta_k^{\text{TIP}} = \mu_k^j + (1 - \rho_k^j) \delta^1 - [\mu_c^j + (1 - \rho_k^j) \delta^1]. \tag{8}
\]

It can be seen that the single-shift tipping point method is a special case of the 2-dimension tipping point method, when the shift parameter in the reference group is set to 0.
We propose a modified tipping point method, which imputes the missingness due to COVID-19 by MAR method and imputes the missingness due to non-COVID reasons by tipping point method. The true mean difference between groups at Visit K by a given single shift parameter $\delta$ is:

$$\hat{\beta}_K^{\text{TIP}} = q_K^T (\mu_K^T - \mu_T^T) + (1 - q_K^T) (\mu_K^C - \mu_T^C) + \hat{\delta} = \mu_K^C - \mu_T^C + (1 - q_K^T) \delta. \quad (9)$$

Under the framework of 2-dimension of shift parameters, the true mean difference between groups at Visit K by given shifts $\delta^T$, $Z = T, C$ is:

$$\hat{\beta}_K^{\text{TIP}} = \mu_K^T + (1 - q_K^T) \delta^T - \mu_K^C + (1 - q_K^C) \delta^C. \quad (10)$$

Since it is assumed that a larger value favors the treatment effect, then usually $\delta \leq 0$ is used toward the reference group. Therefore, for the tipping point method with a single shift parameter, $\hat{\beta}_K^{\text{TIP}} \leq \beta_K^{\text{TIPm}}$. Under the framework of 2-dimension of shift parameters, it is not straightforward to draw the same conclusion because the 2-shift mean difference $(8)$ and $(10)$ depends on 2 shift parameters and the probabilities of missingness in both groups.

3.1. Modified tipping point analysis by multiple imputation

Tipping point analysis can be implemented by SAS PROC MI with MNAR statement. For our modified tipping point analysis, we impute probabilities of missingness in both groups. The SAS code for the modified tipping point analysis by MI is provided in Appendix A2.

3.2. Modified tipping point analysis by likelihood based analytic approach

Here we propose an analytic likelihood based approach for our modified tipping point analysis to improve the estimated variance. For the tipping point method with a single shift parameter, the estimator can be obtained by

$$\hat{\beta}_K^{\text{TIPm}} = \tilde{\beta}_K - \hat{\beta}_K + (1 - \tilde{q}_K) \hat{\delta}. \quad (11)$$

Using the LS means and SEs from MMRM and the sample proportions for the missingness, the variance is derived as following:

$$\text{Var} \left( \hat{\beta}_K^{\text{TIPm}} \right) = \text{Var} \left( \hat{\beta}_K - \tilde{\beta}_K \right) = \tilde{q}_K (1 - \tilde{q}_K) \frac{\delta^2}{n^T}. \quad (12)$$

Under the framework of 2-dimension of shift parameters, the estimator can be obtained by [17]

$$\hat{\beta}_K^{\text{TIPm}} = \tilde{\mu}_K^T - \hat{\beta}_K^T + (1 - \tilde{q}_K^T) \delta^T - \tilde{\mu}_K^C + (1 - \tilde{q}_K^C) \tilde{\delta}^C. \quad (13)$$

Using the LS means and SEs obtained from MMRM and the sample proportions for the missingness, the variance is derived as following [17]:

$$\text{Var} \left( \hat{\beta}_K^{\text{TIPm}} \right) = \text{Var} \left( \hat{\beta}_K^T - \tilde{\beta}_K^T \right) = \tilde{q}_K^T (1 - \tilde{q}_K^T) \frac{\delta^2}{n^T^T} + \tilde{q}_K^C (1 - \tilde{q}_K^C) \frac{\tilde{\delta}^2}{n^C}. \quad (14)$$

The SAS code for the modified tipping point analysis by the analytic likelihood based method is provided in Appendix A1.2.

4. Simulations

The tipping point method is to find the shift point against the MAR assumption to make the results non-significant, so there is no need to run simulation. There is extensive simulation for RBI methods in the literature [15,14] and the property of RBI methods are well known. The simulation for RBI methods using MI is time-consuming. Since our proposed modified RBI methods follow the same principal as the general RBI methods with adjustment for MAR missingness due to COVID-19, we conduct some simulation using J2R methods as a demonstration of the modified method and general method.

4.1. Settings

We conduct the following simulation studies with sample size $N = 65$ per arm with baseline and 6 post-baseline visits. The data are generated from a multivariate normal distribution with means in the control group and treatment group as follows

$\mu_c = (9.4, 10.4, 10.65, 10.9, 10.94, 10.97, 11.04)$ and $\mu_t = (9.4, 10.9, 11.4, 11.9, 12.15, 12.4, 12.9).$

The standard deviation for each visit is 2.9, and the covariance matrix used for data generation is

$$\begin{pmatrix}
1 & 0.4 & 0.1 & 0.2 & 0.1 & 0.3 \\
0.4 & 1 & 0.5 & 0.6 & 0.4 & 0.5 & 0.6 \\
0.1 & 0.5 & 1 & 0.5 & 0.4 & 0.4 & 0.6 \\
0.2 & 0.6 & 0.5 & 1 & 0.5 & 0.3 & 0.6 \\
0.2 & 0.4 & 0.4 & 0.5 & 1 & 0.6 & 0.4 \\
0.1 & 0.5 & 0.4 & 0.3 & 0.6 & 1 & 0.4 \\
0.3 & 0.6 & 0.6 & 0.6 & 0.4 & 0.4 & 1
\end{pmatrix}$$

The probability for a subject to drop out at Visit $j$ is generated by the following logistic model:

$$\text{logit}(P(\text{drop out at } j \text{ or Visit } j \text{ is missing} | j > 0)) = \phi_1 + \phi_2 Y_{j-1} + \phi_3 Y_j. \quad (15)$$

In the logistic model $(15)$, $\phi_2$ is the parameter associated with the observed values at last visit $j - 1$, $\phi_3$ is the parameter associated with the values at Visit $j$. When $\phi_2 = 0$, the probability of missingness of the Visit $j$ value depends only on the unobserved value which is the MAR mechanism. When $\phi_3 = 0$, the probability of missingness of the Visit $j$ value depends only on the observed value which is the MAR mechanism. The following missing data scenarios with combined MAR and MNAR missingness are considered in the simulations:

- **Scenario 1**: The total missing rate is 20% in each group; and among the missingness, 5% is MAR missingness which is assumed to be missing due to COVID-19, and the other is MNAR missingness.
- **Scenario 2**: The total missing rate is 20% in treatment group and 30% in control group; and among the missingness, 5% is MAR missingness which is assumed to be missing due to COVID-19, and the other is MNAR missingness.
- **Scenario 3**: The total missing rate is 30% in treatment group and 20% in control group; and among the missingness, 5% is MAR missingness which is assumed to be missing due to COVID-19, and the other is MNAR missingness.
- **Scenario 4**: The total missing rate is 30% in each group; and among the missingness, 5% is MAR missingness which is assumed to be missing due to COVID-19, and the other is MNAR missingness.

Under each missing data scenario, the MMRM and the J2R methods using MI and the likelihood based analytic approach are evaluated by mean estimator, standard error (SE) and power. For the MI approaches, 50 imputations are used and the analysis results are combined by Rubin’s rule. Specifically, we evaluate the J2R methods by the general J2R methods without COVID adjustment and by the modified J2R methods with adjustment COVID.
### Table 1
Simulation results.

| Scenario | Parameter | MMRM | General J2R | Modified J2R |
|----------|-----------|------|-------------|--------------|
|          |           | M    | MI          | MI           |
|          | Analytic  | MI   | Analytic    | MI           |
| 1        | Mean      | 1.86 | 1.50        | 1.55         | 1.55         |
|          | SE        | 0.52 | 0.43        | 0.52         | 0.44         |
|          | Power (%) | 95.1 | 95.0        | 87.6         | 95.0         |
| 2        | Mean      | 1.86 | 1.49        | 1.48         | 1.55         |
|          | SE        | 0.52 | 0.43        | 0.52         | 0.44         |
|          | Power (%) | 94.1 | 93.6        | 85.6         | 94.0         |
| 3        | Mean      | 1.86 | 1.31        | 1.31         | 1.39         |
|          | SE        | 0.53 | 0.39        | 0.52         | 0.41         |
|          | Power (%) | 93.0 | 92.4        | 74.7         | 93.2         |
| 4        | Mean      | 1.86 | 1.30        | 1.30         | 1.41         |
|          | SE        | 0.54 | 0.39        | 0.52         | 0.42         |
|          | Power (%) | 93.0 | 92.7        | 74.0         | 93.5         |

### 4.2. Results

The estimates of treatment difference, standard error (SE), and power are reported from the simulated data in Table 1. The findings are:

- MMRM method is unbiased and more powerful than the J2R method, which is consistent with the literature [15,14].
- The modified J2R Methods with adjustment for COVID generate larger treatment difference and are more powerful than the general J2R method without adjustment, by both MI and analytic approaches.
- The Type I errors are also simulated using data setting \( \mu_d = \mu_p \), and there is no inflation from all methods (the results are not reported here). This is consistent with the literature [15,14].

### 5. Illustration using a data example

We use an anti-depression trial to illustrate the proposed methods [18]. The dataset was provided in the online supporting information from a paper [19], and it was used to illustrate the proposed missing data methods in that paper. A total of 172 patients were randomized to the drug (n = 84) or placebo (n = 88) groups. The dataset includes Hamilton 17-item rating scale for depression (HAMD-17) at baseline, and Visits 4, 5, 6, and 7 after randomization. The primary endpoint we are interested in is the change from baseline at Visit 7. A lower change and Visits 4, 5, 6, and 7 after randomization. The primary endpoint we are interested in is the change from baseline at Visit 7. A lower change

The results of LS mean, SE and 95% confidence interval (CI) using the general RBI and the proposed modified RBI methods are reported in Table 2. As seen from Table 2, for both general RBI and modified RBI methods, J2R approaches gave the most conservative estimates of treatment difference at Visit 7, and then CR and CIR. The estimated SEs from the analytic approaches are smaller than those from MI. The modified RBI methods gave larger estimates of the treatment difference.

The results using the general tipping point analysis and the modified tipping point analysis methods by MI are reported in Table 3. As discussed in Section 3, the single-shift tipping point method is a special case of the 2-dimension tipping point method by setting the shift parameter in the placebo group as 0. Because of this, we apply the 2-dimension tipping point method by a given shift parameter and set the shift parameter in the placebo group as 0. From the general tipping point method by setting the shift parameter in the placebo group as 0, the tipping point is between 2.0 and 2.5, which means the study conclusion under MAR is reversed when the shift parameter is between 2.0 and 2.5. Thus, the clinical plausibility needs to be assessed for the tipping point to assess the robustness of the MAR assumption. From the modified tipping point method, the tipping point is between 4.0 and 4.5, more implausible to reverse the study conclusion than the general tipping point method, which is reasonable because the missingness under MNAR is less severe by handling missingness due to COVID-19 using MAR methods.

The results using the modified tipping point analysis by the analytic approach are consistent with those from the MI approach, which are reported in Table 4.

### 6. Discussion

The COVID-19 pandemic has had substantial impact on planned and ongoing clinical trials since early 2020 and will continue to impact clinical trials. How to handle the ICEs associated with COVID-19 that result in missing data is critical for estimand definition, analytic methods, and results.

The methods for sensitivity analyses in the current literature do not differentiate ICEs due to COVID-19 or due to other reasons. In this article, we have proposed a combined hypothetical strategy for handling the ICEs resulting in missingness due to COVID-19 and other non-COVID reasons, and it is a reasonable strategy since missingness due to COVID-19 are usually assumed to be MAR. Under this strategy, we have proposed modified RBI methods and tipping point analysis method for sensitivity analyses which analyze the MAR missingness by MAR methods and MNAR missingness by MNAR methods.
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The modified methods can mitigate the impact of missing data resulting from COVID-19, because it handles missingness due to COVID-19 by MAR methods and missingness due to other reasons by MNAR methods. We have proposed standard MI approaches for estimates and variances for the modified RBI methods and tipping point analysis. Since the MI approaches tend to overestimate the variance as discussed in Section 3, we have derived analytic likelihood based approaches to differentiate ICEs due to COVID-19 or due to other reasons. In this article, we have proposed a combined hypothetical strategy for handling the ICEs resulting in missingness due to COVID-19 and other non-COVID reasons, and it is a reasonable strategy since missingness due to COVID-19 are usually assumed to be MAR. Under this strategy, we have proposed modified RBI methods and tipping point analysis method for sensitivity analyses which analyze the MAR missingness by MAR methods and MNAR missingness by MNAR methods.

The modified methods can mitigate the impact of missing data resulting from COVID-19, because it handles missingness due to COVID-19 by MAR methods and missingness due to other reasons by MNAR methods. We have proposed standard MI approaches for estimates and variances for the modified RBI methods and tipping point analysis. Since the MI approaches tend to overestimate the variance as discussed in Section 3, we have derived analytic likelihood based approaches to differentiate ICEs due to COVID-19 or due to other reasons. In this article, we have proposed a combined hypothetical strategy for handling the ICEs resulting in missingness due to COVID-19 and other non-COVID reasons, and it is a reasonable strategy since missingness due to COVID-19 are usually assumed to be MAR. Under this strategy, we have proposed modified RBI methods and tipping point analysis method for sensitivity analyses which analyze the MAR missingness by MAR methods and MNAR missingness by MNAR methods.

The modified methods can mitigate the impact of missing data resulting from COVID-19, because it handles missingness due to COVID-19 by MAR methods and missingness due to other reasons by MNAR methods. We have proposed standard MI approaches for estimates and variances for the modified RBI methods and tipping point analysis. Since the MI approaches tend to overestimate the variance as discussed in Section 3, we have derived analytic likelihood based approaches to differentiate ICEs due to COVID-19 or due to other reasons. In this article, we have proposed a combined hypothetical strategy for handling the ICEs resulting in missingness due to COVID-19 and other non-COVID reasons, and it is a reasonable strategy since missingness due to COVID-19 are usually assumed to be MAR. Under this strategy, we have proposed modified RBI methods and tipping point analysis method for sensitivity analyses which analyze the MAR missingness by MAR methods and MNAR missingness by MNAR methods.
We have provided analytical and theoretical justifications of the proposed methods. The proposed methods have also been illustrated in an example of anti-depression trial data.

The proposed methods differentiate missing patterns by MAR missingness and MNAR missingness after treatment discontinuation instead of treating all missingness due to discontinuation as MNAR missingness. Utilizing different methods to deal with them is reasonable to align with the missing patterns. Missing data incorporating COVID-19 missingness is a special case for the proposed strategy, however, the proposed strategy is applicable to more scenarios with missing data after discontinuation combined with MAR missingness and MNAR missingness in practice.

When the methods are proposed for ongoing clinical trials, communication with regulatory authorities is recommended to reduce the impact of COVID-19 pandemic on ongoing clinical trials. In particular, given the different efficiency by the standard MI approach and the analytic likelihood based approach, it would be important to communicate with regulatory authorities about the specific approach proposed for handling missing data.
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Appendix A. SAS code for modified RBI and modified tipping point analysis

SAS code for modified RBI and modified tipping point analysis by MI and analytic likelihood based approach is provided below, respectively.

A.1. Modified RBI by MI

For modified RBI by multiple imputation approach, we could follow SAS implementation for RBI adjustment by Tang (2017) but we need to change the missing data pattern due to COVID-19 to 4 (treated as completers because of MAR assumption).

Assume the dataset “indta” contain variables: patient (patient id), trt (treatment code, 1 for drug, 0 for placebo), basval (baseline value), change1, change2, change3, change4 (repeated measures after baseline), gender (1 for male, 0 for female), pattern (missing data pattern), and type (“completer” for complete case, “cvd” for dropout due to COVID-19, “non-cvd” for dropout due to non-COVID reasons).

A.2. Modified RBI and tipping point analysis by likelihood based approach

For modified RBI by likelihood based analytic approach, we could follow SAS implementation by Liu and Pang (2016), but we need to adjust the missing data pattern due to COVID-19 to 4 for the calculation of sample proportions of patterns (treated as completers because of MAR assumption). In addition, we added a term to the variance calculation for more accurate estimation of the variances.

For modified tipping point analysis by likelihood based analytic approach, we have developed the following code embedded with the modified RBI likelihood based analytic approach.

```
proc sort data=indta; by patient pattern basval gender; run;
data indta; set indta; if type="cvd" then pattern=4; run;
data ldt;
*** longitudinal data for MMRM mixed model ***;
set indta;
array yy(4) change1 change2 change3 change4;
do visit=1 to 4;
    change=yy{visit};
output;
```
end;
drop change1 change2 change3 change4;
run;

proc freq data=indta;
table pattern*trt / out=freq1 outpercent;
table trt / out=freq2;
run;

data pattern; set freq1;
pct_col=pct_col/100;
keep pattern trt pct_col;
run;

proc sort data=pattern; by trt pattern; run;
proc transpose data=pattern out=mp;
id trt pattern;
var pct_col;
run;
data mp;
set mp;
call symput('mp04', _04);
call symput('mp11', _11);
call symput('mp12', _12);
call symput('mp13', _13);
call symput('mp14', _14);
call symput('q1', 1-_11);
call symput('q2', 1-_12);
call symput('q3', 1-_13);
call symput('q4', 1-_14);
run;

proc transpose data=freq2 out=count;
id trt;
var count;
run;
data count; set count;
call symput('npbo',_0);
call symput('ntrt',_1);
run;

data ldt; set ldta;
length therapy $ 10;
if trt=1 then therapy='drug';
else therapy='placebo';
run;

proc sort data=ldta; by descending pattern; run;
**** Primary analysis using MMRM mixed model ****;
**** Coding for Therapy: Drug should be ordered before Placebo ****;
proc mixed data=ldta;
   class therapy visit;
   model change=basval*visit therapy*visit / noint s covb ddfm=kr;
   estimate "MAR" therapy*visit 0 0 0 1 0 0 0 -1;
   lsmeans therapy*visit / e cov;
   repeated visit / subject=patient type=un r=1;
   ** first patient is a completer, otherwise change \r=" option
to a patient of completer so the covariance matrix can be outputed **;
   ods output lsmeans=ism R=cov estimates=mix;
title "MMRM analysis with mixed model";
run;

**** RBI approximation for CIR, CR, JR, and Tipping Point ****;
proc iml;
   c_mar = {0 0 0 1 0 0 0 -1}; * MAR analysis at last time point *;
   c_jr = {0 0 0 amp14 0 0 0 -&amp14}; * JR analysis at last time point *;
   c_jr_1 = {0 0 0 amp14 0 0 0 -&amp14};
   c_cir = {amp11 amp12 amp13 amp14 -amp11 -amp12 -amp13 -amp14}; * CIR*;
   c_cir_1 = {amp11 amp12 amp13 amp14 -amp11 -amp12 -amp13 -amp14};
   use cov; read all var {coll col2 col3 col4} into v;
   use lsm; read all var(estimate) into beta;
   use lsm; read all var(cov1 cov2 cov3 cov4 cov5 cov6 cov7 cov8) into w;
   v_mar = (c_mar)*w*T(c_mar);
   out=(c_mar*beta)||sqrt(v_mar); *** Mixed model estimate and SE ***;
   v_Jr = (c_jr)*w*T(c_jr) + (c_jr_1)*w*T(c_jr_1)/ntrt +
   &amp14*(1-amp14)*(beta[8]-beta[4])**2/ntrt;
   *** combined variance for JR, ntrt= sample size in Drug group ***;
   out=out/((c_jr*beta)||sqrt(v_jr)); ** JR estimate and SE **;
   *** Tipping Point ***;
   out_tipping=.;.;.;.;.
do jcl=0 to 10;
do jc2=0 to 4;
   delta_t = 0 + jcl * 0.5;
\[
\text{delta}_c = 0 + \text{jc2} \times 0.5;
\]
\[
e_{\text{tipping}} = \text{c_mar} \times \text{beta} + (1 - \&\text{mp14}) \times \text{delta}_t - (1 - \&\text{mp04}) \times \text{delta}_c;
\]
\[
v_{\text{tipping}} = (\text{c_mar}) \times \text{w} \times (\text{T(c_mar)} + \&\text{mp14} \times (1 - \&\text{mp14}) \times \text{delta}_t \times \text{delta}_t / \&\text{ntrt} + \&\text{mp04} \times (1 - \&\text{mp04}) \times \text{delta}_c \times \text{delta}_c / \&\text{npbo};
\]
*** combined variance for tipping ***;
out_{tipping}=out_{tipping}// ( \text{delta}_t || \text{delta}_c || e_{\text{tipping}} || \text{sqrt}(v_{\text{tipping}}) );
** tipping estimate and SE **;
end;
end;
create tipping
from out_{tipping}[\text{colname} =\{ \text{delta}_t \ ' \text{delta}_c \ ' \text{estimate} ' \text{Se}\}];
append from out_{tipping};

\[
\text{ww} = (\text{c_cir[1:4]} \times (\text{T(c_cir[1:4]})) - \text{ww};
\]
\[
\text{ww} = \text{diag(c_cir[1:4]) - \text{ww};}
\]
\[
\text{diff} = \text{beta[1:4]} - \text{beta[5:8]};
\]
\[
v_{\text{cir}} = (\text{c_cir[1:4]} \times \text{w} \times (\text{T(c_cir[1:4]})) + (\text{c_cir[1:4]} \times \text{w} \times (\text{T(c_cir[1:4]})) / \&\text{ntrt} + \text{T(diff) \times \text{ww} \times \text{diff}/\&\text{ntrt};}
\]
*** combined variance for CIR, ntrt= sample size in Drug group ***;
out=out// ( \text{c_cir} \times \text{beta} || \text{sqrt}(v_{\text{cir}}) ); ** CIR estimate and SE **;

\[
\text{mp1} = \&\text{mp11} \times \text{v[4,1]} / \text{v[1,1]} + \&\text{mp12} \times ((\text{v[4,1:2]} \times \text{inv(V[1:2,1:2]})) [1] + \&\text{mp13} \times ((\text{v[4,1:3]} \times \text{inv(V[1:3,1:3]})) [1];
\]
\[
\text{mp2} = \&\text{mp12} \times ((\text{v[4,1:2]} \times \text{inv(V[1:2,1:2]})) [2] + \&\text{mp13} \times ((\text{v[4,1:3]} \times \text{inv(V[1:3,1:3]})) [2];
\]
\[
\text{mp3} = \&\text{mp13} \times ((\text{v[4,1:3]} \times \text{inv(V[1:3,1:3]})) [3];
\]
\[
c_{\text{cr}} = (\text{mp1} || (\text{mp2} || (\text{mp3} || (\&\text{mp14});
\]
\[
c_{\text{cr}} = (1 - \text{mp1}) || (1 - \text{mp2}) || (1 - \text{mp3}) || \{\&\text{q4};
\]
\[
c_{\text{cr}} = c_{\text{cr}} || (-c_{\text{cr}});\]
\[
c_{\text{cr}} = c_{\text{cr}} || (-c_{\text{cr}});\]
\[
diff=( (\text{v[4,1]} / \text{v[1,1]})) \#\text{beta[1]//}
((\text{v[4,1:2]} \times \text{inv(V[1:2,1:2]})) \#\text{beta[1:2]//}
((\text{v[4,1:3]} \times \text{inv(V[1:3,1:3]})) \#\text{beta[1:3]//beta[4] }) -
((\text{v[4,1]} / \text{v[1,1]})) \#\text{beta[5]//}
((\text{v[4,1:2]} \times \text{inv(V[1:2,1:2]})) \#\text{beta[5:6]//}
((\text{v[4,1:3]} \times \text{inv(V[1:3,1:3]})) \#\text{beta[5:7]//beta[8] });
\]
\[
v_{\text{cr}} = c_{\text{cr}} \times \text{w} \times (\text{T(c_cr[1:4]})) + c_{\text{cr}} \times \text{w} \times (\text{T(c_cr[1:4]})) / \&\text{ntrt} + \text{T(diff) \times \text{ww} \times \text{diff}/\&\text{ntrt};
\]
*** combined variance for CR, ntrt= sample size in Drug group ***;
out=out// ( \text{c_cir} \times \text{beta} || \text{sqrt}(v_{\text{cir}}) ); ** CR estimate and SE **;
out = {1,2,3,4} || out;
create sum1 from out[colname={`Code' `estimate' `Se'}]; append from out;
quit;

data outall; set sum1;
   if code=1 then Method='MAR_MMRM '
   else if code=2 then Method='JR_Apprx '
   else if code=3 then Method='CIR_Apprx '
   else if code=4 then Method='CR_Apprx '
   drop code;
run;

data _null_; set mix;
call symput('mixDF', df); *** get DF from MMRM mixed model analysis ***; run;

**** Combine results and use DF from mixed model ****;
data out_RBI;
   set outall;
   DF = &mixDF;
   probt=2-2*probt(abs(estimate/se), df);
   LCL = estimate - tinv(0.975, DF)*se;
   UCL = estimate + tinv(0.975, DF)*se;
run;

data out_tipping;
   set tipping;
   DF = &mixDF;
   probt=2-2*probt(abs(estimate/se), df);
   LCL = estimate - tinv(0.975, DF)*se;
   UCL = estimate + tinv(0.975, DF)*se;
run;

A.3. Modified tipping point analysis by MI

%let nimp=100;    /* # of imputed datasets for each shift scenario */
%let minmaxiter=1000;    /* max # of iteration for convergence */

proc mi data=indta seed=1234 out=data_mono nимpute=&nimp
  MIN=..-52 -52 -52 -52     * HAMD-17 ranges from 0 to 52;
  MAX=.. 52 52 52 52;
  mcmc impute=monotone;
  var trt gender basval change1 change2 change3 change4;
run;

proc sort data=data_mono; by _IMPUTATION_ ; run;
data mono_non_covid;
   set data_mono;
   if type="non-cvd";
run;

proc mi DATA=data_mono out=data_mar0 nimpue=1
   seed=12345
   min=. . -.52 -52 -52 -52
   max=. . 52 52 52 52
   minmaxiter=1000;
   class trt gender;
   monotone;
   var trt gender basval changel change2 change3 change4;
   by _IMPUTATION_;
run;

data mono_covid;
   set data_mar0;
   if type="non-cvd";
run;

data data_mar; set mono_non_covid mono_covid; run;

proc sort data=data_mar; by _IMPUTATION_ patient; run;

data lib.tipping; set _null_; run;

%MACRO DO_tipping;
/****** Imputed data for each shift ******/
%do jcl=0 %to 10;
   %let sj1= %sysevalf( 0 + &jcl+0.5);
   %do jcl=0 %to 4;
      %let sj2= %sysevalf( 0 + &jcl+0.5);
proc mi data=data_mar out=outmi nimpue=1 seed=1234
   MIN=. . -.52 -52 -52 -52
   MAX=. . 52 52 52 52
   MINMAXITER=&minmaxiter;
   class trt gender;
monotone;
  var trt gender basval changel change2 change3 change4 ;
mnar adjust( %scan(changel change2 change3 change4,%sysfunc(countw(changel change2 change3 change4))) / shift=&sj1 adjustobs=(trt='1') );
mnar adjust( %scan(changel change2 change3 change4,%sysfunc(countw(changel change2 change3 change4))) / shift=&sj2 adjustobs=(trt='0') );

BY _IMPUTATION_;
run;

data outim1;
  set outmi;
  Shift1= &sj1;
  Shift2= &sj2;
  if %scan(changel change2 change3 change4,%sysfunc(countw(changel change2 change3 change4))) < -52  
    then %scan(changel change2 change3 change4,%sysfunc(countw(changel change2 change3 change4))) = -52;

  if %scan(changel change2 change3 change4,%sysfunc(countw(changel change2 change3 change4))) > 52  
    then %scan(changel change2 change3 change4,%sysfunc(countw(changel change2 change3 change4))) = 52;
run;

data lib.tipping;
  set lib.tipping outim1 ;
run;
  %end;
%end;

%MEND DO_tipping;
%DO_tipping;

proc sort data=lib.tipping out=tipping;
  by shift1 shift2 _imputation_;
run;

data y_tipping (keep= shift1 shift2 _imputation_ patient basval gender trt chg visit);
  array yy(4) changel-change4;
set tipping;
do visit=1 to 4;
    chg=yy[visit];
    output;
end;
run;

proc mixed data=y_tipping;
  class visit;
  model chg = visit basval*visit trt*visit / noint solution covb;
  repeated /subject=patient type=un;
  by shift1 shift2 _imputation_
  ods output SolutionF=mxparms CovB=mxcovb;
run;

proc mianalyze parms(classvar=full)=mxparms;
  by shift1 shift2;
  class visit;
  modeleffects trt*visit;
  ods output ParameterEstimates= tipping_est;
run;
data tipping_est; set tipping_est; if visit=4; run;
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