Performance comparison of different momentum techniques on deep reinforcement learning
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ABSTRACT
Recently, the popularity of deep artificial neural networks has increased considerably. Generally, the method used in the training of these structures is simple gradient descent. However, training a deep structure with simple gradient descent can take quite a long time. Some additional approaches have been utilized to solve this problem. One of these techniques is the momentum that accelerates gradient descent learning. Momentum techniques can be used for supervised learning as well as for reinforcement learning. However, its efficiency may vary due to the dissimilarities in two learning processes. While the expected values of inputs are clearly known in supervised learning, it may take long-running iterations to reach the exact expected values of the states in reinforcement learning. In an online learning approach, a deep neural network should not memorize and continue to converge with the more precise values that exist over time during these iterations. For this reason, it is necessary to use a momentum technique that both adapt to reinforcement learning and accelerate the learning process. In this paper, the performance of different momentum techniques is compared with the Othello game benchmark. Test results show that the Nesterov momentum technique provided a more effective generalization with an online reinforcement learning approach.
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1. Introduction
A deep neural network is a type of neural network which uses convolutional layers to extract abstraction from the input data. This allows processing of the large-scale data and learning much-complicated relations by an artificial neural network. However, it may take a lot of processing time to train these big structures. Hence, various methods have been developed to accelerate the training process. These methods are called momentum techniques. The performance of momentum techniques may vary according
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to the method of training and the structure of the problem being trained. In this paper, deep learning structures were trained with an online reinforcement learning approach as Othello game agents. The performance of the momentum techniques in the training of this structure was compared. The aim of this study is to determine the most successful momentum technique that can be used while training deep learning structures for Othello and similar applications with online reinforcement learning methods.

Deep learning studies have been started in the 1940s (McCulloch & Pitts, 1943). Convolutional neural networks were proposed as an effective solution for pattern recognition problems in 1998 (LeCun, Bottou, Bengio, & Haffner, 1998). After 2006, the popularity of deep learning and convolutional neural networks have risen and it has started to be used in many different scientific areas. Deep learning have achieved a very successful performance on large datasets including images (Krizhevsky, Sutskever, & Hinton, 2012), videos (Karpathy et al., 2014), texts (Collobert & Weston, 2008) and speeches (Hinton et al., 2012).

Deep neural networks have also been used in reinforcement learning algorithms successfully. DQN (Mnih et al., 2013) is one of the most popular algorithms. The DQN algorithm was used to train deep learning structures for various arcade games. In that study, the pixel values on the Atari screen were given as input data to the neural network structure. The neural network outputs a probability distribution over the probable actions for the game. The changes in the game score resulting from the selected actions were used to train the network. The trained DQN agent has managed to outperform human performance in 29 of 49 Atari games. Another successful combination is Alpha-GO (Silver et al., 2016) which defeated European Go champion by 5 games to 0. Alpha-GO used two different neural networks, one as value function and one as policy function. Each of these networks contains 13 convolutional layers. The policy network gives a probability distribution over the possible actions, while the value network gives the expected value of a state. Alpha-GO’s value function was trained with self-play games. On the other hand, the policy network was firstly trained with expert human moves in the supervised fashion with a database of around 29.4 million moves, after that, it was trained by self-play with reinforcement learning to be improved. DQN and Alpha-GO both use RMSprop momentum technique to accelerate the learning process of the deep neural network. Lai (2015) used deep learning techniques to train a chess game agent. Nesterov accelerated momentum, AdaGrad and AdaDelta methods were tried to accelerate learning of the chess agent. AdaDelta was the most successful method in this experiment because it uses different learning rates for each parameter in the network. Since some states in chess are very rare, it is advantageous to have a higher learning rate for the network part that is responsible for these states. Yakovenko, Cao, Raffel, and Fan (2016) used convolutional neural network structures to train a poker game agent and used the Nesterov accelerated momentum technique in the learning process.

It has been seen that different momentum techniques are more successful for different problems and methods in the studies carried out to this day. In this study, it was aimed to find the best momentum technique that can be used while deep learning structures are trained with reinforcement learning methods for checker-like games played with fewer stone types on a board. The Othello game was chosen for the experiment. Deep convolutional neural network structures were trained to be used as policy functions for the Othello game. Two different experiments were performed. In the first experiment, the
performance of the different structures was measured as policy functions. The structure with 9 convolutional layers with 192 filters in each layer achieved the best performance on the benchmark. This structure was selected for the second experiment. In the second experiment, the performance of simple gradient descent and seven different momentum techniques which are ordinary momentum, Nesterov accelerated momentum, Adagrad, Adadelta, RMSprop, Adam and AdaMax were compared with the Othello training benchmark on the selected structure. While some other methods’ efficiency was better in the early phases of the training, the Nesterov accelerated momentum technique achieved a better performance for the related task in the long run. It provided 19.48% improvement over the nearest performing methodology.

2. Materials and methods

In this study, multiple methods were used together in the training of the Othello game agent. The agent was trained by an online reinforcement learning methodology. Reinforcement learning methods may be used in an online or offline fashion. In online learning methodology, the structure is simultaneously trained while running on the problem. The last produced data is used in the training. On the contrary, a certain amount of data is generated without changing the structure in the offline learning approach and then this produced data is used to train the structure. Training in offline learning is similar to supervised learning. It is more challenging to train a structure with an online learning approach. If the training data is not sufficiently sparse, training may be stuck in local minima. Therefore, the training methodology and the structure must be carefully decided.

The error of a selected action was calculated with the REINFORCE (Williams, 1992) algorithm during the training. This computed error was used in the training of the deep learning structure. The deep structure was used as a policy function. In other words, the input of the network is the state of the game board and output of the network is a probability distribution on the possible actions. In order to determine the effective deep learning structure, the performance of many different structures was compared. After the effective structure was selected, a second experiment was conducted to compare the performance of the momentum techniques. In that experiment, gradients of the deep neural network had been updated according to various momentum techniques. At the end of the work, the performance of the different momentum techniques was compared.

2.1. Deep learning

Deep learning is a subsection of machine learning. A deep neural network is an artificial neural network with two or more hidden layers. Deep neural networks can include convolutional layers to extract an abstract representation of the input data. Convolutional layers are similar to ordinary neural network layers. They contain trainable weights and biases. A convolutional layer takes input and uses randomly weighted filters to extract a number of feature maps of the input. Filters can be selected in any size as needed. In each convolution layer, a selected number of filters can be used according to the work. Pooling layers which mostly follows the convolutional layers take feature maps as inputs and generate new smaller feature maps which can be called summary of the input feature maps.
Convolutional layer and pooling layer pairs end up with a fully connected neural network. The output layer of this structure mostly contains a softmax layer for classification purposes. The back-propagation algorithm is used in the training process of the structure in the majority of the works. A general deep learning structure can be seen in Figure 1.

Deep learning structures are mostly used for image classification problems, but they can also be used as a policy function or a value function for reinforcement learning problems for many other purposes. While deep learning is used for reinforcement learning, much larger structures need to be used than they may have to represent much more complex relationships between the inputs. This causes the prolongation of the training process. It is imperative to develop methods to shorten this period.

### 2.2. Reinforcement learning

Reinforcement learning is a branch of machine learning that can be identified by four elements which are policy, reward function, value function and model of the environment (Sutton & Barto, 1998). A policy determines the agent how to choose its action in a given state. The reward function determines the reward gained with the selected actions. The value function determines the value of a state which represents how profitable being in that state. Model is the last element which contains all environmental rules. One of the approaches to reinforcement learning is to learn a value function to represent the values of the states and to transition to states that will maximize this value function. This value function of an environment can be calculated by an iterative form of the Bellman equation shown below (Sutton, 1988):

\[
V(s_t) = V(s_{t-1}) + \alpha[rt_{t+1} + \gamma V(s_{t+1}) - V(s_t)],
\]

where \(V(s_t)\) is the value of the current state, \(V(s_{t+1})\) is the value of the next state, \(rt_{t+1}\) is the reward obtained in transition from \(s_t\) to \(s_{t+1}\), \(\alpha\) is called as learning rate and \(\gamma\) is called as ‘discount rate’, and \(\alpha\) and \(\gamma\) are predefined constants. It can take quite a long time to calculate the value function directly with this equation for environments with large state space. Therefore, a regression method is required to fit the value function. Many linear regression methods have been used for this purpose. Also, nonlinear function approximators such as neural networks can be used for generalization of the value function.

---

**Figure 1.** Deep learning structure. Reprinted from Sarigül and Avci (2017a).
Using neural network for function approximation is problematic, for this reason, Williams sets some rules for using a neural network in reinforcement learning problems with the REINFORCE algorithm (Williams, 1992). The REINFORCE algorithm shows that update of the weight of a neural network can be done with the following equation:

\[ \Delta w_{ij} = \alpha_{ij} (r - b_{ij}) \frac{\partial \ln g_i}{\partial w_{ij}}, \]  

(2)

where \( \alpha_{ij} \) is the learning rate, \( b_{ij} \) is the reinforcement baseline and \( g_i \) is the function to be approximated. It is possible to train such structures as deep learning structures by using this algorithm.

### 2.3. Momentum techniques

Back-propagation with simple gradient descent is a well-known technique which is used to train an artificial neural network. In this method, weights of the neural network are updated in the opposite direction of the derivative of the error function to minimize it as in the following equation:

\[ w_t = w_{t-1} - \eta \nabla_w E(w_{t-1}). \]  

(3)

Training of a huge deep neural network can require a very long processing time with simple gradient descent. Therefore, momentum techniques which accelerate the training process can be very useful to overcome this problem. In the ordinary momentum, a discounted cumulative sum of the previous gradient values is used instead of using the gradient directly. This change reduces the oscillations when approaches the local minimum of the error function. Update equations of ordinary momentum (Qian, 1999) is shown as follows:

\[ v_t = \gamma v_{t-1} + \eta \nabla_w E(w_{t-1}), \]  

(4)

\[ w_t = w_{t-1} - v_t, \]  

(5)

where \( \gamma \) is the momentum rate which is usually set to 0.9. Nesterov (1983) accelerated momentum is a method which gives foresight to the momentum term. Since \( w - \eta v_{t-1} \) shows the approximation of the next weight values, \( \nabla_w E(w - \eta v_{t-1}) \) can be used instead of \( \nabla_w E(w) \) in Equation (4) to calculate more accurate momentum term. The new form is shown in the following equation:

\[ v_t = \gamma v_{t-1} + \eta \nabla_w E(w_{t-1} - \gamma v_{t-1}), \]  

(6)

\[ w_t = w_{t-1} - v_t. \]  

(7)

Adagrad (Duchi, Elad, & Yoram, 2011) is a gradient-based optimization algorithm which regulates the learning rate in a way to be bigger for infrequent parameters and smaller for frequent ones. It is mostly used for sparse datasets. Adagrad update is shown in the following equations:

\[ g_t = g_{t-1} + \nabla_w E(w_{t-1})^2, \]  

(8)

\[ w_t = w_{t-1} - \frac{\eta}{\sqrt{g_t + \epsilon}} \nabla_w E(w_{t-1}), \]  

(9)
\( \epsilon \) is a very small number used to prevent division by zero. RMSprop (Tieleman & Geoffrey, 2012) is similar to Adagrad. The main difference between them is that the \( g_t \) term is calculated as exponentially decaying average. The update process of RMSprop can be seen in the following equations:

\[
g_t = \gamma g_{t-1} + (1 - \gamma) \nabla_w E(w_{t-1})^2, \quad (10)\\
w_t = w_{t-1} - \frac{\eta}{\sqrt{g_t + \epsilon}} \nabla_w E(w_{t-1}). \quad (11)
\]

Adadelta (Zeiler, 2012) also uses a decaying amount of the all past sum squared of gradients to prevent rapid shrinkage of the learning rate. The Adadelta update rule is shown in the following equations:

\[
g_t = \gamma g_{t-1} + (1 - \gamma) \nabla_w E(w_{t-1})^2, \quad (12)\\
v_t = \frac{\sqrt{v_{t-1} + \epsilon}}{\sqrt{g_t + \epsilon}} \nabla_w E(w_{t-1}), \quad (13)\\
x_t = \gamma x_{t-1} + (1 - \gamma) v_t^2, \quad (14)\\
w_t = w_{t-1} - \frac{\eta}{\sqrt{g_t + \epsilon}} x_t. \quad (15)
\]

Adam (Kingma & Ba, 2014) is another momentum algorithm which uses not only the average of sum of the squared gradients but also the average of the sum of the gradients in the update process as shown in the following equations:

\[
m_t = \gamma_1 m_{t-1} + (1 - \gamma_1) \nabla_w E(w_{t-1}), \quad (16)\\
g_t = \gamma_2 g_{t-1} + (1 - \gamma_2) \nabla_w E(w_{t-1})^2, \quad (17)\\
\hat{m}_t = \frac{m_t}{1 - \gamma_1}, \quad (18)\\
\hat{g}_t = \frac{g_t}{1 - \gamma_2}, \quad (19)\\
w_t = w_{t-1} - \frac{\eta \hat{m}_t}{\sqrt{\hat{g}_t + \epsilon}}. \quad (20)
\]

Adamax (Kingma & Ba, 2014) is a variant of Adam. In this method, \( \ell_\infty \) norm is used instead of \( \ell_2 \) norm in the calculation of \( g_t \) term. The update process can be seen in the following equations:

\[
m_t = \gamma_1 m_{t-1} + (1 - \gamma_1) \nabla_w E(w_{t-1}), \quad (21)\\
g_t = \gamma_2 g_{t-1} + (1 - \gamma_2) |\nabla_w E(w_{t-1})|_\infty = \max(\gamma_2 g_{t-1}, |\nabla_w E(w_{t-1})|), \quad (22)\\
\hat{m}_t = \frac{m_t}{1 - \gamma_1}, \quad (23)\\
w_t = w_{t-1} - \frac{\eta \hat{m}_t}{g_t}. \quad (24)\]
3. Experiments

Othello is a well-known strategy game which has been played for decades. It is played between two opponents on an $8 \times 8$ board. There are 64 discs, which are white on one side and black on the other side. Each player is represented by either black or white colour. The starting position of the game can be seen in Figure 2. Each player puts a disc on the board when it comes to his/her turn. When the player represented by white puts a white disc on the game board, the black discs between the disc placed and the other white discs are reversed. For the player represented by black, it is applied in a similar way with the opposite colors. At the end of the game, the player who has the largest number of discs in his/her color on the board won.

In this work, Othello game agents were trained in online reinforcement learning methodology. First of all, a deep learning network structure with random weights was established. The agent played the game by giving the current state of the board as input to this network and choosing the action that has the highest expected return according to the output values of the network. The opponent plays by selecting random moves in any state. This increased the sparsity of the data. Only the data from last 100 games were used in each iteration for the training. After each iteration, the network was trained for a batch containing 100 different positions and the same network was continued to be used in the simulations. Online training may fail if the sparsity of the data is not provided in such applications. Othello game was chosen for the experiment because visited states are not repeated during the game. Each player has to play forward. This feature of the game prevents the agent to learn a defensive optimal strategy which lets the agent circulate within the same states by selecting same actions. The agent is forced to travel within the state space during the play. This had resulted in a more accurate learning because it increases the diversity of selected actions. Tesauros TD-gammon (Tesauro, 1995) is the most known application which includes a neural network trained by self-play. TD-gammon was successful because of the fact that backgammon has a high rate of stochasticity. By throwing dice for each play, it is provided that the algorithm travels in all around

![Figure 2. Othello starting position.](image-url)
the state-action space. In contrary, the trained network may find an allegedly optimal policy and diverge in deterministic games. Despite this fact, a policy network was successfully trained by only self-play during the experiment for the Othello game.

Alpha-GO used a 13-convolutional layered neural network with 192 filters for each layer to represent the state-action space of Go game. A similar structure which takes the state of the board as input and gives a probability distribution over all possible action as output was used in the experiments. The game board was represented with $8 \times 8$ matrix in which white discs are represented with 1, black discs are represented with $-1$ and empty cells are represented with 0. There were not any extra hand-crafted or game-dependent features given to the neural network during the training process. $3 \times 3$ filters were used for each convolutional layer with two padding over the picture. Therefore, each convolutional layer had an $8 \times 8$ picture as input and output. Before the logarithmic softmax layer which calculates the probability distribution over the actions, an extra layer which adds bias values to the outputs was used.

The first experiment was aimed to find the effective deep learning structure for the Othello game. Different structures were tried as policy functions. Structures with six to nine convolutional layers which contain 64,128 and 192 filters were tried in the experiment. Winning rate against an agent which plays uniformly random was used as a performance measure. While this measure is not suitable to determine the expertise level of the agent for the game, it is still a useful metric to determine the most efficient structure. The REINFORCE algorithm was used to train the artificial neural network structures. Reinforcement baseline was taken as 0 for all experiments. The reward was taken as 1 for all states for a game which is won and it was $-1$ for all states for a game which is lost. The batch learning method was used to train the deep neural network since interactive learning was failed to convergence a good solution. Using unbalanced data in the sense of winning and losing was also unsuccessful in the experiments. When whole states of a game were used for training, this also led poor results. As a result of these experiences, batches contain 100 states; while 50 of them were randomly selected from the last 50 games which were won and the others were selected from the last 50 games which were lost were used in the training process. After each game, only one batch was passed through the network. After determining the optimal structure for the Othello game, this structure was trained with different momentum techniques by using the same parameters. Finally, these trained structures were compared according to winning rates. Each experiment was repeated 10 times and the averages of the performance values were taken. The training rate was taken as 0.003 and the Torch framework was used for all experiments (Ronan, Clement, Koray, & Soumith, 2017).

### 4. Results

In the first experiment, different deep neural network structures which have a different number of convolutional layers and filters were tested to find the optimal structure for the Othello game. Different structures exhibited different performances which were between 61.23 and 89.88. Structures with six convolutional layers showed a performance between 61.23% and 67.42%. Seven convolutional layered structures gained a performance between 63.85% and 78.68%. the performance of eight convolutional layered structures was between 66.79% and 83.41%. Structures with nine convolutional layers which
performed the best performance on this experiment had a performance between 72.13% and 89.88%. While increasing the number of the filters provided a performance boost up to 24.88%, increasing the number of the convolutional layers provided a performance boost up to 33.31%. These results showed that increasing the number of convolutional layers or number of the filters in the convolutional layers may also increase the performance of the structure. Performance comparison of the structures is shown in Table 1.

Nine convolutional layered structure with 192 filters each layer was selected for the momentum experiment. Due to the time complexity, bigger structures were not tested. An agent was run for 1 million games for each momentum technique. Training was started after first 100 games which 50 of them were won and 50 of them were lost. Therefore, nearly 1 million batches were used for each training. Each technique was run for 10 experiments. A full experiment nearly took 2 days over 2800 cored GPU with CUDA support. In the experiments, when a deep neural network started to memorize, the performance of the network dropped dramatically. In this case, the training was halted and the previous performance before the drop was taken as the performance of the experiment. Since different initial weight values led to different performances especially at the beginning of the training, during experiments, the same initial weight values were used for all momentum techniques.

Performance comparison of the techniques can be seen in Figure 4. While Adadelta, Adagrad, RMSprop, Adam, and AdaMax provided better results at the beginning of the

---

**Table 1. Performance of different structures.**

| # of Conv. layers | # of Filters 64 | # of Filters 128 | # of Filters 192 |
|-------------------|-----------------|------------------|------------------|
| 6                 | 61.23           | 65.45            | 67.42            |
| 7                 | 63.85           | 75.87            | 78.68            |
| 8                 | 66.79           | 81.93            | 83.41            |
| 9                 | 72.13           | 84.27            | 89.88            |

---

*Figure 3. Nesterov momentum result.*
training process, Nesterov momentum increased the performance slowly and regularly (Figure 3). Different techniques provided different performance values between 64.91 and 91.65. The maximum performance values reached by the techniques are shown in Table 2.

| Momentum technique | Ave. Max. performance |
|--------------------|-----------------------|
| SGD                | 72.92                 |
| Momentum           | 76.71                 |
| Nesterov           | 91.65                 |
| Adagrad            | 65.89                 |
| Adadelta           | 65.59                 |
| RMSProp            | 72.27                 |
| Adam               | 69.55                 |
| AdaMax             | 64.91                 |

**Figure 4.** Comparison of momentum techniques.

**5. Conclusion**

Deep learning has become a very popular tool for many different scientific areas lately. Back-propagation with simple gradient descent is mostly chosen for the training of deep structures due to its stability, but it may be very slow in the training of this huge structures. Momentum techniques can be useful to speed up the training process of the gradient descent. Although momentum techniques are mostly developed for supervised learning problems, it can also be used for reinforcement learning problems. However, its efficiency may vary due to the dissimilarities in two training learning processes. Unlike the supervised learning, a state which is considered as very profitable in the beginning of the training can be found as non-profitable during the reinforcement learning training process. Therefore, the momentum technique to be used must be flexible enough to accommodate this change in the policy and yet it should accelerate the training process.
In this paper, two separate experiments were carried out. The first one was aimed to find the appropriate deep neural network structure to be used as a policy function for the Othello game and the second one was aimed to determine the most successful momentum technique for this process. The first experiment showed that increasing the number of convolutional layers or the number of filters of a deep neural network may improve its performance for reinforcement learning problems. In the second experiment, seven different momentum techniques and also simple gradient descent without momentum were compared with the Othello game benchmark. In contrast to methods such as Adagrad, Adadelta, RMSprop, Adam and AdaMax which are more successful for supervised learning, Nesterov momentum was more efficient in the experiments. While Nesterov momentum’s performance was lower than that of other methods for nearly the first 100,000 episodes, Nesterov momentum achieved 91.65 performance rate with specified performance metric in the long run. This result is far better than all another compared techniques.

As a result of the experiments, it can be said that increasing the number of convolutional layers or the number of filters of a deep neural network may be tried to increase the performance of the neural network for a reinforcement learning problem and additionally, Nesterov momentum technique can be more suitable for this type of applications because it is relatively fast when compared to simple gradient descent and also flexible enough to be used with online reinforcement learning methodology.
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