Response of air stagnation frequency to anthropogenically enhanced radiative forcing
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Abstract

Stagnant atmospheric conditions can lead to hazardous air quality by allowing ozone and particulate matter to accumulate and persist in the near-surface environment. By changing atmospheric circulation and precipitation patterns, global warming could alter the meteorological factors that regulate air stagnation frequency. We analyze the response of the National Climatic Data Center (NCDC) air stagnation index (ASI) to anthropogenically enhanced radiative forcing using global climate model projections of late-21st century climate change (SRESA1B scenario). Our results indicate that the atmospheric conditions over the highly populated, highly industrialized regions of the eastern United States, Mediterranean Europe, and eastern China are particularly sensitive to global warming, with the occurrence of stagnant conditions projected to increase by 12–25% relative to late-20th century stagnation frequencies (3–18+ days yr\(^{-1}\)). Changes in the position/strength of the polar jet, in the occurrence of light surface winds, and in the number of precipitation-free days all contribute to more frequent late-21st century air mass stagnation over these high-population regions. In addition, we find substantial inter-model spread in the simulated response of stagnation conditions over some regions using either native or bias corrected global climate model simulations, suggesting that changes in the atmospheric circulation and/or the distribution of precipitation represent important sources of uncertainty in the response of air quality to global warming.
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1. Introduction

Despite clean air legislation in many countries, poor air quality remains a formidable socio-economic burden. Methods used to quantify the economic, environmental, and health impacts of degraded air quality vary, but estimated annual costs are substantial [1–3]. Given the far-reaching and deleterious consequences of degraded air quality, agencies in many nations provide real-time observations and short-term forecasts of near-surface air quality conditions (e.g., [4, 5]). These agencies monitor factors that influence air quality, including atmospheric chemistry, particulate matter concentrations and local weather conditions. Due to uncertainties inherent in the prediction of these factors,
particularly in a changing climate system, the generation of long-term air quality projections poses a more difficult challenge, but remains essential to the creation of effective Clean Air regulatory policy (e.g., [6–8]).

Research suggests that poor air quality is the result of atmospheric pollutants—primarily particulate matter and tropospheric ozone (and its precursors)—and the meteorological conditions that support their formation and/or accumulation within the near-surface atmosphere (cf. [9]). Accurate long-term projections of air quality require knowledge of future emissions of pollutants, future changes in climate, and the direct and indirect interactions between the two. Our focus in the current study is on uncertainties associated with the response of atmospheric conditions to enhanced radiative forcing. Previous efforts to quantify the effects of anthropogenically enhanced radiative forcing on the atmospheric conditions that influence air quality have used numerical experiments with a limited number of models/realizations (e.g., [10–15]). The lack of multi-model analysis is an important limitation, as air quality projection uncertainties are derived from complicated meteorological dependences [9] and are therefore subject to a number of potential sources of uncertainty, including the ability of models to accurately simulate the atmospheric processes associated with air quality (‘model bias’) [10] and the range of projected climatic changes simulated by various models (‘inter-model spread’) [16].

Studies attempting to isolate the meteorological factors that produce poor air quality have demonstrated that different pollutants and the precursors of those pollutants have different meteorological dependences, and that these dependences are further complicated by seasonal and regional variations (e.g., [10–12, 17]). In a review of the influence of a suite of meteorological variables on air quality, Jacob and Winner [9] identified atmospheric air stagnation as the only meteorological metric with which both ozone and particulate matter concentrations consistently demonstrated a strong positive correlation. Given this consistent correlation, we attempt to constrain the response of atmospheric air stagnation to elevated greenhouse forcing.

Air stagnation is characterized by meteorological conditions that lack contaminant-scavenging capabilities and minimize the horizontal dispersion and vertical escape of pollutants [18, 19]. In the United States, air stagnation is monitored by the National Climatic Data Center (NCDC) via the air stagnation index (ASI), a metric that tracks the monthly frequency of meteorological conditions conducive to air mass stagnation [20]. In the NCDC metric, stagnation events are defined as periods with (i) light low level winds, indicative of a stable lower atmosphere with reduced horizontal dispersion and limited vertical escape, (ii) light upper level winds, generally associated with the establishment of persistent/slow moving warm core high pressure systems, and (iii) a lack of precipitation, minimizing the scavenging of airborne particulate matter.

The ASI has previously been used to demonstrate the relationship between observed 20th century air mass stagnation and elevated particulate matter and surface-level ozone concentrations over the continental US [12, 15], and to explore the effects of mid-21st century climate change on continental US air stagnation frequency in a single nested climate model simulation driven by native general circulation model (GCM) meteorological fields [10]. Similarly, GCM-driven chemical transport models have been used to investigate the effects of future climate change on air quality and have found that changes in the occurrence of stagnation episodes plays an important role in future air quality projections [13, 14]. We build on these studies by employing the multi-GCM CMIP3 ensemble to quantify the uncertainty in the response of the ASI to global warming [16]. We quantify the relative change in air stagnation frequency using daily atmospheric data from the late-20th (20C3M; 1981–2000) and late-21st century (SRESA1B; 2081–100) simulations from 16 CMIP3 GCMs (table S1 available at stacks.iop.org/ERL/7/044034/mmedia). We bias correct each CMIP3 simulation with atmospheric fields from the NCEP/DOE Reanalysis 2 (R2) [21] and Matsuura and Willmott [22] datasets using the bias correction methodology of Ashfaq et al [23, 24].

The design and execution of this study have three primary motivations.

(A) The ASI utilized by the NCDC is an objective measure of synoptic-scale stagnation, but its application has thus far been limited to the continental US [19]. We analyze the ASI metric over the global domain, with the intention of identifying geographic regions where the ASI exhibits high sensitivity to global climate change.

(B) Previous investigations of the response of air quality to global warming have implicitly incorporated GCM biases into future air quality projections (e.g., [10–15]). However, simulated changes in the exceedences of daily-scale climate thresholds have been found to be highly sensitive to model biases [23, 25]. To limit meteorological threshold errors associated with air stagnation sensitivities, we identify and correct biases in the daily-scale atmospheric conditions simulated by the CMIP3 models.

(C) Previous investigations of air stagnation conditions and climate–chemistry interactions have been limited to very small model ensembles (e.g., [10–15]). We examine the spread in simulated air stagnation conditions across the multi-GCM CMIP3 ensemble with the intention of providing some insight into the uncertainties in the response of air stagnation to global warming, including implications for climate–chemistry studies based on native climate fields derived from single-GCM experiments.

2. Method

The NCDC ASI is based on daily precipitation, 500 mb winds and near-surface winds. We were able to obtain the necessary daily three-dimensional atmospheric fields for the late-20th century (1981–2000; 20C3M simulation) and late-21st century (2081–100; SRESA1B scenario) from 16 of
the 25 CMIP3 Atmosphere–Ocean GCMs (AOGCMs) (table S1 available at stacks.iop.org/ERL/7/044034/mmedia) [16]. We refer to these 16 AOGCMs as the CMIP3 ensemble. The horizontal resolution of these AOGCMs ranges from 1.1° latitude × 1.1° longitude to 4.0° × 5.0°, with atmospheric fields provided for either 9 or 17 pressure levels.

To determine the influence of climate change on air stagnation frequency, our analysis compares historic (late-20th century) model simulations to future (late-21st century) model simulations using climate model fields that have been bias corrected with an observational standard. Implicit in all such bias correction approaches is the assumption that the structure of model biases identified in historical analyses will remain similar in future projections [26, 27]. We use the NCEP/DOE R2 10 m and 500 mbar wind fields (2.5° × 2.5°) [21] and the Matsuura and Willmott [22] global terrestrial precipitation dataset (1.0° × 1.0°) as our observational standards. We employ the quantile-based bias correction technique developed by Ashfaq et al [23, 24] to remove CMIP3 ensemble member biases (see supplementary data available at stacks.iop.org/ERL/7/044034/mmedia). This correction technique removes errors in the GCM-simulated monthly average magnitude of meteorological variables, but does not correct biases in the simulated response of the variables to climate change, as such corrections would require a priori knowledge of the response of the climate system to enhanced radiative forcing.

We assess air mass stagnation using the NCDC ASI. This metric gauges the frequency with which atmospheric conditions allow for the accumulation of gaseous and/or particulate pollution. The ASI is based on meteorological thresholds formulated for the conterminous United States by Wang and Angell [19] and is calculated for each individual grid cell. In our study, a given day is considered to meet stagnation criteria when daily mean 500 mb wind speed is less than 13 m s⁻¹, daily mean 10 m wind speed is less than 3.2 m s⁻¹, and daily total precipitation is less than 1.0 mm (i.e., a dry day). If the value of any of the individual parameters is greater than the respective threshold, the air mass over that grid cell is not considered stagnant. We calculate air stagnation on a daily basis and determine the percentage of days per year that meet the stagnation criteria. We then average these yearly totals across the 20 yr of available model data to determine the mean annual late-20th and late-21st century air stagnation occurrences. Similar to the NCDC (but unlike [19]), we place no length requirements on stagnation events, but acknowledge that periods of persistent stagnation may have a different impact than an equal number of intermittently-spaced stagnation days. In this manuscript, we present absolute changes in the ASI and its constituent components to quantify the average departure, in number of days yr⁻¹, from the baseline to the future period. In addition, we examine relative changes in the ASI, in percentage change in the number of days yr⁻¹, to highlight areas where stagnation regimes are most sensitive to global warming relative to baseline occurrence (e.g., emergent stagnation hot spots).

3. Results

3.1. Annual occurrence

Analysis of the late-20th century bias corrected CMIP3 ensemble indicates that on average the conditions for stagnant air are met on 50% of days per year within the subtropical latitudes, with the remainder of the global domain experiencing fewer stagnant days and substantial regional heterogeneity (figure 1(a)). (As expected from the bias correction method, the ensemble mean of the bias corrected stagnation frequency is very similar to the reanalysis stagnation frequency (figure S4 available at stacks.iop.org/ERL/7/044034/mmedia).) Projected changes in
late-21st century air stagnation are spatially heterogeneous, with increases of up to 12–25% relative to the late-20th century occurring over many of the world’s industrialized population centers, including those in the eastern United States, Mediterranean Europe, and eastern China (figure 1(b)). Substantial increases (>9 days yr\(^{-1}\)) in stagnation occurrence are also projected for portions of Central America, northern South America, southern Africa, central Asia, the Persian Gulf region and northern India (figure 1(c)). Late-21st century decreases in air stagnation frequency are generally of a lower magnitude, with only one region—mid-latitude South America—exhibiting reductions of greater than 9 days yr\(^{-1}\) (figure 1(c)).

The magnitude and pattern of projected changes in stagnation frequency result from changes in the individual stagnation components, each of which exhibits a different pattern of response to elevated greenhouse forcing (figure 2). The magnitude of change in the frequency of days meeting the respective stagnation thresholds is generally below ±16% for each component (figures 2(d)–(f)). The 500 mb wind field indicates zonally consistent alteration of upper-level wind speeds, with the greatest relative change occurring in the mid-latitudes, coincident with the mean position of both the northern and southern polar jets (figures 2(a) and (d)). In general, the northern mid-latitudes of the northern hemisphere (NH) are projected to have fewer 500 mb stagnation days, whereas increases are projected for the southern mid-latitudes into the northern tropics (figure 2(g)). The spatial pattern of change in the 10 m wind field is more heterogeneous (figures 2(b) and (e)), with the majority of the US, non-Scandinavian Europe and southern Asia exhibiting a 3–12 day/year increase in the frequency of stagnant 10 m wind conditions (figure 2(h)). Twenty-first century changes in precipitation result in a relative decrease of up to 12% in the occurrence of dry days over the northern high latitudes, across the Horn of Africa, and throughout much of Asia (figures 2(c) and (f)). Most of the remainder of the global domain exhibits increases in dry days, including relative increases of 12–24% over the Amazon Basin, the Indonesian archipelago, and across Mediterranean Europe (figure 2(f)).

The 16 models that comprise our bias corrected CMIP3 ensemble demonstrate varying levels of agreement in the effects of global warming on the ASI and its individual components (figure 3). The inter-model standard deviation of relative change in ASI varies by more than 20% of days yr\(^{-1}\) over some regions of the globe, with pockets of the northeastern US, south-central Europe and the tropics exhibiting the largest spreads (figure 3(a)). Inter-model spread in the absolute change of the ASI is generally lower in magnitude in the mid-latitudes than in the tropics, though portions of the southern US (ASI Δ from 3 to 9 days yr\(^{-1}\)) and Mediterranean Europe (ASI Δ from 6 to 18+ days yr\(^{-1}\)) exhibit spreads of up to 6–9 and 9–12 days yr\(^{-1}\), respectively (figure 3(e)). Of the three stagnation components, the 10 m wind field exhibits the highest inter-model standard deviation of projected relative change (figure 3(c)), with spreads of 4–12% of days yr\(^{-1}\) over much of Earth’s surface (figure 3(c)). The inter-model spread of the relative change in both the 500 mb wind and precipitation fields is generally lower, with standard deviations of 0–8% of days yr\(^{-1}\) over the majority of the global domain (figures 3(b) and (d)). Of the three components, inter-model spread in

**Figure 2.** Historic and future changes in simulated ensemble mean annual air stagnation components. (a)–(c) Late-20th century bias corrected stagnation components (per cent of days yr\(^{-1}\)). (d)–(f) Relative change of bias corrected air stagnation components, late-20th to late-21st century (per cent change of days yr\(^{-1}\)). (g)–(i) Absolute change of bias corrected air stagnation components, late-20th to late-21st century (days yr\(^{-1}\)). Top row ((a), (d), (g)) is 500 mb winds, middle row ((b), (e), (h)) is 10 m winds and bottom row ((c), (f), (i)) is dry day occurrence.
Figure 3. Inter-model spread of the response of air stagnation and its components to global warming (late-20th to late-21st century). (a)–(d) Standard deviation of the relative change (per cent of days yr\(^{-1}\)) and ((e)–(h)) absolute change (days yr\(^{-1}\)) of ((a), (e)) air stagnation occurrence, ((b), (f)) 500 mb winds, ((c), (g)) 10 m winds and ((d), (h)) dry day occurrence across the CMIP3 ensemble.

absolute change is greatest in the 500 mb wind field, particularly over central Canada, mid-latitude South America, and northern Europe (500 mb \(\Delta s\) from 9–20 days yr\(^{-1}\)), all of which exhibit standard deviations of 15–20 days yr\(^{-1}\) (figure 3(f)). The largest inter-model spreads in absolute change in the precipitation and 10 m wind fields exhibit greater spatial heterogeneity (figures 3(g) and (h)), though broad swaths of both northern South America (dry day \(\Delta\) from 15–25 days yr\(^{-1}\)) and south-central Europe (dry day \(\Delta\) from 15–30 days yr\(^{-1}\)) exhibit spreads of up to 20 days yr\(^{-1}\) in dry day occurrence (figure 3(h)).

3.2. Seasonal occurrence

The creation and accumulation of atmospheric pollutants—including particulate matter, tropospheric ozone and the precursors of tropospheric ozone—demonstrate varying degrees of dependency on seasonal meteorological conditions [10–12, 17]. For example, particulate matter is readily scavenged from the atmosphere via precipitation, whereas tropospheric ozone and its precursors are only minimally affected by precipitation due to their low solubilities [9]. The seasonal distribution of precipitation therefore has a larger influence on the accumulation of particulate matter in the atmosphere than on ozone concentrations. Conversely, the production and concentration of tropospheric ozone and its precursors is highly dependent on seasonal temperatures and the distribution of sunlight and vegetation, and therefore typically peaks in the summer months, while the concentration of particulate matter demonstrates no specific relationship with available sunlight [9].

Given these seasonal nuances, we examine changes in late-21st century seasonal stagnation occurrence, with emphasis on three illustrative regions that exhibit both high-population density and substantial projected relative increases
in annual air stagnation frequency: the eastern United States, Mediterranean Europe and eastern China. We also examine projected changes in absolute seasonal temperatures, which could amplify pollutant concentration changes brought about by altered late-21st century air stagnation occurrence [28–30]. Regional values are determined by calculating the average seasonal stagnation occurrence (or stagnation component occurrence) within each grid cell and then weight–area averaging all grid cells within the chosen domain (a process that dampens the magnitude of individual grid cell variability). Domain boundaries are outlined by black rectangles in figure 1(b). To quantify the distribution of CMIP3 projections, we examine the minimum, maximum and mean of the GCM values, along with the range between the first (Q1) and third (Q3) quartiles. (Figure 4; for the corresponding absolute change plot see figure S1 available at stacks.iop.org/ERL/7/044034/mmedia.)

3.2.1. Eastern United States. Stagnation days increase over the eastern United States in all four seasons in the late-21st century (figure 4(a)). The autumn and winter seasons (SON & DJF) exhibit the greatest relative increases in seasonal stagnation occurrence (∼20%), while the summer season (JJA) exhibits the smallest (∼12%). In absolute terms, the largest increase in stagnation occurrence occurs in the summer and fall seasons, with ∼2 additional days/season projected (figure S1a available at stacks.iop.org/ERL/7/044034/mmedia). The relative increases in both the autumn and winter seasons are largely attributable to increasing occurrence of light 500 mb wind speeds. In contrast, the relative summer increase results from minor increases (∼2–7%) in each individual stagnation component (fewer wet days, more days with light 10 m winds, and more days with light 500 mb winds). Summer exhibits the greatest model agreement in relative change in ASI, while spring and winter exhibit the greatest Q1–Q3 spreads, and all four seasons exhibit substantial range between the maximum and minimum change (figure 4(a)). Of the individual components, summer dry days, autumn 500 mb winds and winter 500 mb winds exhibit the greatest Q1–Q3 spreads. Temperatures in the eastern United States are projected to increase in each late-21st century season, with the greatest absolute increases projected to occur in the autumn and summer (although these seasons also exhibit the greatest Q1–Q3 spreads).

3.2.2. Mediterranean Europe. Stagnation days are projected to increase over Mediterranean Europe in all four seasons in the late-21st century, with the autumn (∼18%) and summer (∼15%) seasons exhibiting the largest relative ensemble mean increases (figure 4(b)). Absolute increases in stagnation occurrence are also largest in the autumn and summer seasons, with ∼2.5–3 additional stagnation days/season projected (figure S1b available at stacks.iop.org/ERL/7/044034/mmedia). Relative increases are largely attributable to decreasing occurrence of wet days and increasing occurrence of light 500 mb winds. The ∼13% relative increase in spring (MAM) stagnation days is mostly attributable to an ∼13% increase in dry days, although this gain is tempered...
by a reduction in the number of days with light 500 mb winds. Winter exhibits the narrowest max-to-min ASI spread, though Q1–Q3 spreads are substantial in all seasons. Of the individual components, the Q1–Q3 inter-model spreads in the dry day and 10 m wind fields are greatest in DJF, which is the Mediterranean’s winter wet season, while the projected relative change in 500 mb winds exhibits similar Q1–Q3 spreads for each season (figure 4(b)). Temperatures in Mediterranean Europe are projected to increase in all seasons in all ensemble members, with the summer season exhibiting both the greatest absolute increase and the greatest Q1–Q3 spread.

3.2.3. Eastern China (and the Korean Peninsula). Stagnation days over eastern China and the Korean Peninsula are expected to increase in each season during the late-21st century. The greatest relative increase in stagnation frequency is projected for the autumn season, with ~17% more days/season meeting stagnation criteria, largely attributable to an increase in the occurrence of light 500 mb and 10 m winds (figure 4(c)). In absolute terms the autumn season also exhibits the largest increase, with ~2 additional days/season projected (figure S1c available at stacks.iop.org/ERL/7/044034/mmedia). The relative change in summer season stagnation occurrence is the lowest of the three regions, exhibiting an ~7% increase in stagnation days, with minor positive contributions from each stagnation component. Summer exhibits the greatest model agreement, while winter exhibits the largest Q1–Q3 spread due to substantial spread in the 500 mb wind field. With the exception of the winter 500 mb wind field, Q1–Q3 spreads of individual components are small relative to the other regions, suggesting greater ensemble agreement (figure 4(c)). In contrast with the other two regions, seasonal temperatures in Eastern China exhibit the largest change during the winter season. The four seasons exhibit approximately equal Q1–Q3 spreads in temperature change, though the max-to-min temperature spread is larger in winter than in the other seasons.

4. Discussion and conclusions

Impact metrics such as the ASI offer an important perspective on the influence of global warming on the dynamics of the climate system. For example, our analysis finds that the projected autumn and winter increases in stagnation days over eastern China and the eastern United States are largely caused by changes in the 500 mb wind field (figures 4(a) and (c)). These changes are consistent with findings from previous studies that suggest global warming will lead to a northward shift of the northern hemisphere polar jet stream and/or fewer southward excursions of the storm track due to a reduction in cyclogenesis [14, 31, 32]. Likewise, our analysis suggests that the projected increases in stagnation days over Mediterranean Europe are largely caused by increases in the occurrence of precipitation-free days (figure 4(b)). These changes in dry day frequency agree with the more general climate model projection of altered 21st century precipitation patterns and increased aridity over the region (e.g., [16, 33]). Changes in individual stagnation components can work both for and against increases/decreases in regional stagnation occurrence. For instance, substantial increases in tropical dry day occurrence are offset by projected decreases in stagnation occurrence in the 500 mb wind and 10 m wind fields. Similarly, projected decreases in dry day occurrence in the NH high latitudes are countered by increases in the occurrence of 500 mb wind field stagnation (figures 2(d)–(i)).

In our application of the ASI it is important to consider that it is a synoptic-scale metric that does not explicitly incorporate all of the meteorological factors known to influence air quality (e.g., relative humidity, temperature, etc (cf [9])). Further, the ASI does not explicitly account for site-specific factors such as orographic boundaries or marine inversions. As a consequence of this synoptic-scale applicability, ASI component threshold sensitivities may be locally variable, and meteorological factors in addition to, or exclusive of, air stagnation, may play a substantial role in determining air quality within local environments. Despite these considerations, the ASI metric and its component thresholds were formulated based on observational analyses of stagnation events across the contiguous US [19], indicating that its formulation is broadly applicable throughout diverse synoptic environments and that its application within the confines of relatively coarse resolution GCMs is appropriate.

A primary implication of our analysis of the bias corrected CMIP3 ensemble is the potential for continued 21st century global warming to alter the meteorological conditions that facilitate the accumulation of near-surface ozone and particulate matter. Projected changes in stagnation occurrence, when weighted with year 2000 grid-ded population counts [34], demonstrate that populations within the eastern United States, Central America, southern Europe, northern India and eastern China, are particularly susceptible to air quality impacts that result from altered stagnation regimes, though this analysis does not account for population dynamics or changing emissions over the coming century (figure S10 available at stacks.iop.org/ERL/7/044034/mmedia). The ensemble mean of the bias corrected CMIP3 realizations suggests that many industrial population centers, including Mexico City, Atlanta, New York City, Rome, New Delhi, Shanghai and Beijing, and the regions that surround them, could experience 12–25% relative increases (3–18 + days yr⁻¹) in stagnant atmospheric conditions, thereby exacerbating pre-existing air quality issues and increasing the likelihood that air quality will be degraded more frequently relative to the late-20th century (figure 1). Our analysis focuses on three of these industrialized high-population regions and finds that the synoptic conditions over these areas are particularly sensitive to increased radiative forcing (figures 1(b) and (c)). Compounding the effects of increased stagnation, projected seasonal regional temperature increases (figure 4) have the potential to (a) amplify pollutant concentrations due to increases in chemical reaction rates and/or (b) make non-summer stagnation changes more relevant, should temperatures in non-summer seasons increase sufficiently to exceed critical chemical reaction thresholds [28–30]. Based on these projections, if
future clean air objectives are to be met (e.g. [6–8]), more stringent emission control measures may be required in order to offset the effects of global warming on stagnation frequency (with the caveat that we have not explored potential changes in atmospheric chemistry, which could also influence the response of air quality (e.g., [11, 28–30])).

In an effort to determine the response of air quality to enhanced radiative forcing the majority of air quality assessments to date, have relied on native atmospheric fields from single GCMs to drive chemical transport and/or nested climate models (e.g., [10–15]). Our results have important implications for these approaches. For example, we find substantial variation in the ability of individual CMIP3 GCMs to accurately simulate late-20th century stagnation conditions (figure S2 available at stacks.iop.org/ERL/7/044034/mmedia). Indeed, each CMIP3 ensemble member exhibits ASI biases in excess of ±25% of days yr$^{-1}$ over large portions of the global domain (figure S3 available at stacks.iop.org/ERL/7/044034/mmedia), suggesting deficiencies in each GCM’s ability to simulate at least some of the atmospheric conditions that contribute to air stagnation. Bias correction improves each model’s ability to replicate the observed frequency of late-20th century stagnation (figure S4 available at stacks.iop.org/ERL/7/044034/mmedia), reducing ensemble member ASI biases substantially below ±25% of days yr$^{-1}$ in almost all regions (figure S5 available at stacks.iop.org/ERL/7/044034/mmedia). Our results indicate that of the three constituent air stagnation components, bias correction is most effective at removing the errors in the 500 mb wind field and least effective at removing errors in the precipitation field (figures S6–8 available at stacks.iop.org/ERL/7/044034/mmedia).

Because the monthly mean of each stagnation component is, by definition, identical within each bias corrected ensemble member over the late-20th century period, differences in the late-20th century stagnation values between bias corrected ensemble members result from differences in the daily-scale variability simulated in the individual climate models (figures S4–S5 available at stacks.iop.org/ERL/7/044034/mmedia). It is the combination of this daily-scale variability and differences in each model’s simulated response to global warming that produces the inter-model spread in the bias corrected stagnation projections (figures 3 and 4). Although the bias correction reduces the spread in the CMIP3 ensemble (figures S2, S4 available at stacks.iop.org/ERL/7/044034/mmedia), the fact that inter-model differences in the projected change in air stagnation frequency persist after bias correction (figures 3 and 4) has important implications for other efforts to assess the impacts of climate change on air quality. In particular, assessments that utilize different GCMs for explicitly calculating changes in air quality (through either coupled or off-line atmospheric chemistry modeling) may provide substantially different projections of future air quality, simply because of the inter-GCM differences in atmospheric stagnation (figures 4 and S9 available at stacks.iop.org/ERL/7/044034/mmedia). To improve future assessments of air quality, our analysis suggests that using bias corrected GCM fields as inputs in chemical transport models and nested climate models would likely yield an improved representation of atmospheric conditions, while the use of a multi-model ensemble of climate–chemistry simulations would more realistically capture the range of uncertainties in the simulated response of the atmosphere to increased radiative forcing [35].

Although we have not explicitly assessed the response of air quality to changes in atmospheric chemistry, our analysis of the atmospheric conditions simulated by the CMIP3 ensemble suggests that global warming could alter air quality over a number of regions through changes in the frequency of air stagnation events. These projected changes in air stagnation occurrence could be expected to have the greatest impact over areas where increasing stagnation co-occurs with high-population densities and high surface emission rates. Our multi-model analysis identifies a number of such regions, including the eastern United States, Mediterranean Europe and eastern China. Given the current impacts of poor air quality episodes, the projected increases in air stagnation frequency of 12–25% could be expected to exacerbate the socio-economic burdens faced by the citizens and governments of these regions [1–3]. Although additional atmospheric chemistry modeling is required to explicitly calculate air quality impacts, our results suggest that changes in the atmospheric circulation caused by anthropogenic greenhouse forcing could increase the risk of poor air quality by increasing the frequency of air stagnation events over highly populated, highly industrialized areas.
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