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Synopsis

Today’s mining operations require fast reporting and rapid rescheduling based on updated information. An automatic mine scheduling system could not only quickly reschedule but also propose alternative solutions. To avoid the financial and physical risks associated with testing such a system directly in operation, it could be first evaluated via discrete event simulation models. This would offer a safe environment to evaluate different operating rules and algorithms. In this study, this is achieved by integrating automatic scheduling software with a discrete event simulation model.
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Introduction

Traditionally, production planning in mining operations has been divided into four levels (Figure 1). In long-term planning, the focus is on formulating rough plans for mine production over a long period. These plans change over time to reflect the effects of a changing economy and market demand for minerals. Long-term plans can be used to establish financial forecasts relevant for the purchase of new equipment, changes in the workforce, and variations in operating costs (Hartmann and Mutmansky 2002). Long-term planning allows mine planners to set mining targets and test scenarios to find the best way to achieve the targets over multiple working periods. Medium-term and short-term plans contain a level of detail that reflects the immediate needs of the mine. These plans provide the information necessary for future production forecasts and predictions of market demands; they usually include daily production rates, material handling plans, equipment, and resource allocation. Production scheduling creates detailed schedules for a short period to ensure control of the ore grade, consistent daily operations (following a monthly plan), effective use of available resources, and maximum utilization of resources within the operating constraints (Hartmann and Mutmansky 2002).

Unexpected events can cause disturbances in operations, creating problems that a production planner must solve daily. In underground mining operations, manual rescheduling is time-consuming and production planners often find themselves in a situation where new or readjusted schedules are required in a very short time. It is also difficult to maintain a high quality of reporting and may even lead to a loss of important information.

Figure 1 — Time horizons for production plans in mining
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An automated scheduling system, with real-time production feedback, could help planners initiate the necessary changes within a short time when unexpected events occur or when task execution can be improved. To avoid the financial and/or physical risks of testing the system in a real environment, automatic closed-loop scheduling can be connected to a simulation system. Tests in the real mine will still be required, but with simulation, many early issues may be resolved before changes are implemented in the mine operations. The challenge is threefold: to evaluate and accommodate complex and changing restrictions, to generate optimized production plans that meet production targets, and to promptly activate new production plans when unexpected errors occur. Introducing such an approach will help to optimize short-term production scheduling, reduce overall production costs and time, increase equipment efficiency, solve complex scheduling problems, and improve decision-making by increasing the efficiency and agility of planning tasks that are subject to change. This, in turn, will reduce operator stress, provide instant task progress reports, reduce the administrative workload, coordinate mine systems with fewer human errors, and unify scheduling.

This paper discusses the automatic scheduling tool and the commercial discrete-event simulator to create a possible digital twin that can be used to test various mine scenarios. This study was part of the Optimized Medium-Range Mine Scheduling (OMMS) project and was carried out by Luleå University of Technology (LTU), ABB, Boliden, and SimMine, coordinated by RockTech Centre, and funded by the partners and SIP STRIM. Further studies have been a part of the Sustainable Intelligent Mining Systems (SIMS) project and the H2020 EU Research and Innovation Programme.

**Scheduling and simulation**

Scheduling is defined by Pinedo (2002), Brucker (2004), and Dugardin et al. (2007) as a process of allocating resources (people, equipment, or production lines) to tasks/jobs over time. The goal is to optimize (maximize or minimize) certain objectives, such as processing times or quantities, by making appropriate decisions (Dugardin et al., 2007; Fowler et al., 2006). When assigning the resources, decisions must be based on the production targets and other factors, such as priorities, sequencing, beginning and end of the job/task, but also including unexpected stops and rescheduling (Herrmann 2006). With the increasing complexity of systems and changing restrictions, scheduling should undergo a continuous cycle of improvement. However, the manual process of generating schedules consumes a lot of time, is prone to errors, and makes it difficult to incorporate real-time information. Thus, while production planners currently use their own experience and personal judgment (Song et al., 2015) in scheduling, they could be assisted by automated production scheduling systems.

Discrete event simulation (DES) is a widely used and suitable method for analysing dynamic systems in mining. In DES, variables change at discrete points when events occur (Banks 1998). An event can be an arrival or departure of a machine, for example. Simulation models are typically used for tactical and strategic decision support to solve problems that cannot be tackled by analytical techniques (Fowler and Rose 2004). They offer a solution to a problem in a controlled environment. One of the key advantages of simulation is that it does not disturb the existing system (Dugardin et al., 2007).

There are various options for simulation and scheduling. The first option involves using the simulation as a base schedule for generating the initial schedules, improving the existing schedules, or optimizing the existing schedules from within the simulation (Fowler, Mönch, and Rose, 2006). This means the simulation model is a production control system used to derive production control instructions (Fowler, Mönch, and Rose, 2006). In an example given by Potradi, Maso, and Fowler (2002), a DES model was used to generate the schedule for machines and to plan the start of operations. A second option for simulation is to set parameters or test the instance generation required for scheduling. In this case, simulation is used to evaluate certain parameter setting strategies for a given production control scheme (Fowler, Mönch, and Rose, 2006). A third option is to use simulation to emulate and evaluate scheduling approaches. This allows the behaviour of a system to be evaluated. However, the simulation software has to have the functionality to model specific characteristics of the system (Mönch, Rose, and Sturm, 2003). Horiguchi et al. (2001) and Fritscher, O’Reilly, and Laval (1997) examined the performance of the algorithm by developing a simulation model in the AweSim DES language, while Mönch, Rose, and Sturm (2003) evaluated scheduling approaches in a simulation-based environment for manufacturing systems.

In this study, a connection between an automatic scheduler and a discrete event simulation (DES) tool is established to create a possible digital twin of the mine that could be used in the future to test various scenarios. This study considers the use of DES to emulate and evaluate the scheduler, with a focus on system interaction, scale of operation, and interaction between the underground mine model and the automatic production scheduling system. The simulator and scheduler thus jointly act as a test bed and decision support system. This enables the user to evaluate the automatic scheduling, current operating scheduling rules, and potential improvement strategies in close-to-real mine conditions without disturbing production.

**Integration of automatic scheduling system and DES model**

The following section describes the integration of an automatic scheduling tool, the ABB Ability Operations Management System Execution Manager (OMS EM), and a DES tool, SimMine. The focus is on closing the loop in short-term mine scheduling by using simulation as a test bed and decision support system. OMS EM is a system for managing processes through detailed production schedules based on information collected from various sources. The system supports manual scheduling and intervention to enable such techniques as short interval control. An additional feature of OMS EM is the possibility to automatically create short-term schedules using algorithms. Scheduling is typically considered a manufacturing execution system, the intermediate layer between enterprise resource planning and production control. This means any industrial application of a manufacturing execution system must be tightly integrated with the (possibly complex) IT system on site. With this in mind, OMS EM was developed to support processes that can be modelled using the ISA-95 standard (ANSI/ISA-95.00.03 2005). The adherence to ISA-95 makes the integration with various information sources easier, as a common data model is used. Furthermore, in the mining industry, the standard is recognized by many companies as an enabler for future operation optimization (Roberts, 2016). Lastly, the automatic
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Scheduling feature in OMS EM enables closed-loop scheduling by incorporating real-time task progress from telemetry or mobile clients used by the production. Automatic scheduling is thus used to continuously reschedule based on the latest information available. Information is presented in the form of Gantt charts in which information is continuously updated (see Figure 2). In this study, machine location, machine activity, machine alarms, and delays are shown. Users can interact (in the Gantt chart) with the current automatically created schedule by reassigning orders to different equipment or editing the properties of the resources.

SimMine is a mining-oriented DES tool built on a full graphical interface. Since SimMine was developed specifically to simulate mining operations, it is made of interfaces where the user can set and specify underground mine-related parameters, such as fleet type and properties, rock properties, location sequences, shifts, and processing times. SimMine software accommodates various mine layouts and produces comprehensive output statistics. In this work, we develop a number of new modules to represent the surrounding information system, including extraction plans and maintenance systems. Based on the information obtained from the studied mine, SimMine can not only simulate the process, but also act as the mine operation centre (MOC) to coordinate activities.

The SimMine model of the simulated mine is shown in Figure 3. The figure includes the main interface and the graphical user interface (GUI). The main interface is split into main menu toolbars and tabs. Each tab consists of different input/output data for the current simulation. Input data includes fleet data (shift properties, activity cycles, fleet properties, operator costs, and materials), and layout data (face profiles, location type, dependencies, priorities, rock properties, and capacities). Output data includes the statistics related to sequence, development, production, location, fleet performance measures, activity and loading, and transport. The GUI represents the layout of the 3D modelled scenario; it includes the tools and objects used for selecting, creating, or modifying the layout and views two perspectives: machine-centric and location-centric.

Platform integration

The OMS EM scheduling system is responsible for generating schedules and assigning resources (or equipment) to tasks. The SimMine DES simulation is responsible for simulating the real mining system and reporting events to the scheduler (Figure 4). The layout of SimMine and OMS EM integration includes information related to the production/development plan, maintenance plan, system settings, localization, and additional mine services that can affect the scheduling in the mine.

At the start of the simulation, the simulator sends the location dependencies (available faces), order list (blast orders), and tasks (full set of drill and blast activities that should be performed in a particular set-up) to the scheduler (Figure 5). During the simulation, vacant vehicles request work from the scheduler. Work comes in the form of work orders. When machines perform work, their work status is transferred to the scheduler (start/stop of activities and expected end time). To communicate and exchange information, OMS EM and SimMine use web services. The information is presented to users in the form of a Gantt chart (Figure 2). In the chart, activities such as the current status of work, finished or future mining activities are grouped depending on the orders, type of equipment, type of material, and location. This improves the decision-making for the automatic scheduling of the production cycle by sending...
Automatic closed-loop scheduling in underground mining using discrete event simulation

Figure 3—Simulation model

Figure 4—Layout of the integration of the scheduler and the simulator

Figure 5—Platform interaction
feedback on work progress, together with reasons for machine interruptions, from each operation to the fleet management system.

**Simulation results**

Multiple simulation runs are performed to check the functionality and quality of both the simulator and the scheduler. The main objective in this example is to demonstrate the joint system and evaluate whether the automatic scheduler can achieve the same production results as schedules based on operational data. The designed system was tested on a small-scale operation (limited set of faces). The results are an example of two 2-week simulations runs.

The results presented in Figure 6 show the cumulated developed distance for both the base case scenario, using operational data with added activity switch time and working rules, and the scenario when using automatic scheduling. The activity switch time is a time penalty of around 20 minutes after a vehicle has finished a task until it can continue with the next task. The activity switch time is simulated to represent the real-life scenario where the operator is waiting to receive the next work order from the mine control centre. The work rules are the rules which prohibit the vehicle to start work at a face if there is 15 minutes or less time until a break occurs (shift ends or meal break). The developed distances achieved for the base case and the scenario when using automatic scheduling were 210 m and 217 m, respectively. For these two weeks, the comparison shows that the scenario where automatic scheduling was used produced similar results.

The results presented in Figures 7 and 8 show the machine utilization for the base case scenario and the scenario using automatic scheduling. Machine utilization is the effect of performing the work, where the work itself, shows similar results between the cases. Based on the comparison of the results between Figure 7 and Figure 8, the difference in the work time is the highest for three machines: bolter 1 (10%), drill rig 3 (18%), and loader (11%). The results also show that the difference in the idle time is the highest for loader (24%), LHD 1 (20%), scaler 1 (18%), drill rig 3 (18%), and bolter 1 (18%). A comparison of the utilization of the machines shows that in the case of the scheduler the utilization is slightly lower compared with the base case scenario. Since the production results are almost matching, the difference in machine utilization originates from different guiding operating rules in the scheduling process.

**Concluding remarks**

This study integrates an automatic scheduling system with a DES model. The joint system can achieve the same production results as schedules based on operational data. The simulator supports most of the functionality required to carry out a performance assessment, with all the required details. The proposed system can act as a test bed and a decision support system for functionality checks and quality controls. This enables the user to evaluate the schedules produced by the scheduling platform without interacting with existing systems or processes. When the scheduler is connected to the simulator, the mine operation centre can continue to update and use the simulator to test different algorithms and procedures/rules applied to the schedule or to
see the results of applying a specified production schedule in the simulator beforehand. In this way, the scheduling process can be tested in situations that could occur in a real environment, rather than in simple predefined scenarios. This opens the possibility to examine the impact of automatic scheduling compared to the current situations in mines, where production scheduling is highly manual.

**Future development**

Formulating mathematical models to represent machine environments is very complex and subject to complex policies and rules related to sequence-dependent set-ups (Sivakumar 2001). The level of detail is an important part of the design, as it may increase the credibility of the model but also increase the complexity and execution time (Fowler and Rose 2004). The scheduler’s primary function should be to reduce the time and effort necessary to produce feasible production schedules and to guide production management in the decision-making process. Therefore, future factors to consider when increasing the level of detail are rock mechanics, geological mapping, media, preventive maintenance, and material buffer capacity in different locations. An ongoing challenge in this project is to create the synchronized model representations in both the scheduler and the simulator. A future consideration is to leverage a standardization protocol for the automatic synchronization of these models.
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