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Abstract
A set $D$ of vertices of a graph is a defensive alliance if, for each element of $D$, the majority of its neighbours are in $D$. We consider the notion of local minimality in this paper. We are interested in finding a locally minimal defensive alliance of maximum size. In Locally Minimal Defensive Alliance problem, given an undirected graph $G$, a positive integer $k$, the question is to check whether $G$ has a locally minimal defensive alliance of size at least $k$. This problem is known to be NP-hard but its parameterized complexity remains open until now. We enhance our understanding of the problem from the viewpoint of parameterized complexity. The main results of the paper are the following: (1) Locally Minimal Defensive Alliance restricted to the graphs of minimum degree at least 2 is fixed-parameter tractable (FPT) when parameterized by the combined parameters solution size $k$, and maximum degree $\Delta$ of the input graph, (2) Locally Minimal Defensive Alliance on the graphs of minimum degree at least 2, admits a kernel with at most $k^{O(k)}$ vertices. In particular, the problem parameterized by $k$ restricted to $C_3$-free and $C_4$-free graphs of minimum degree at least 2, admits a kernel with at most $k^{O(k)}$ vertices. Moreover, we prove that the problem on planar graphs of minimum degree at least 2, admits an FPT algorithm with running time $O^*(k^{2^{O(\sqrt{k})}})$. Finally we prove that (4) Locally Minimal Defensive Alliance Extension is NP-complete.

1 Introduction
Throughout history, humans have formed communities, guilds, faiths etc in the hope of coming together with a group of people having similar requirements, visions and goals. Their reasons to do so, usually rest on the fact that any group with common interests often provides added mutual benefits to the union in fields of trade, culture, defense, etc as compared to the individual. Such activities are commonly seen in the present day, in areas of geo-politics, cultures, trades, economics, unions etc and are popularly termed as alliances. Based on the structure, formation and goals of an alliance, many variations of the problem exist in graph theory. A defensive alliance is usually formed with the aim of defending its members against non-members, and hence it is natural to ask that each member of the alliance should have more friends within the alliance (including oneself) than outside. Similarly, an offensive alliance is formed with the inverse goal of offending or attacking non-members of the alliance. It is known that the problems of finding small defensive and
offensive alliances are NP-complete. We enhance our understanding of the problems from
the viewpoint of parameterized complexity. Strong versions of the above problems do not
consider the self to be a friend, and the minimal versions try to find those alliances which lose
the required property in the absence of any member. In 2004, Kristiansen, Hedetniemi, and
Hedetniemi [21] introduced defensive, offensive, and powerful alliances, and further studied
by Shafique [25] and other authors [23, 1, 3, 27, 24, 26, 28, 6, 2, 7, 10, 20]. The theory of
alliances in graphs has been studied intensively [12, 3, 9] both from a combinatorial and
and from a computational perspective. As mentioned in [1], the focus has been mostly on finding
small alliances, although studying large alliances does not only make a lot of sense from the
original motivation of these notions, but was actually also delineated in the very first papers
on alliances [21].

Note that being a defensive alliance is not a hereditary property, that is, a superset or
subset of a defensive alliance is not necessarily a defensive alliance. Shafique [25] called an
alliance a locally minimal alliance if the set obtained by removing any vertex of the alliance
is not an alliance. Bazgan et al. [1] considered another notion of alliance that they called a
globally minimal alliance which has the property that no proper subset is an alliance. In
this paper we are interested in finding locally minimal alliances of size at least $k$. Bazgan
et al. [1] proved that deciding if a graph contains a locally minimal defensive alliance of
size at least $k$ is NP-complete, even when restricted to bipartite graphs with average degree
less than 5.6. Clearly, the motivation is that big communities where every member still
matters somehow are of more interest than really small communities. Also, there is a general
mathematical interest in such type of problems, see [22].

Parameterized complexity of alliance problems is also well studied with both natural and
structural parameterizations. When it comes to structural parameterization, the alliance
problems such as defensive and offensive alliances are shown to be W[1]-hard when para-
terized by vertex deletion set into trees of constant height, see [13, 14]. It is not known
either if above problems admits FPT algorithm when parameterized by other structural
parameters such as modular width and cluster vertex deletion set. Fortunately, the same
problems admit FPT algorithm when parameterized by solution size, see [8]. As seen in
[17, 15], the problem of finding locally and globally minimal alliances of maximum size as
well shows the same trend of being intractable when parameterized by structural parameters
such as treewidth. In particular, the paper [17] showed that Exact Connected Locally
Minimal Defensive Alliance parameterized by treewidth is W[1]-hard. Therefore it is
an interesting question to know whether problem of finding minimal alliance of size at least
$k$ admits FPT algorithm when parameterized by solution size.

2 Definitions and Preliminaries

Throughout this article, $G = (V,E)$ denotes a finite, simple and undirected graph of order
$|V| = n$. The (open) neighbourhood $N_G(v)$ of a vertex $v \in V(G)$ is the set $\{u \mid (u,v) \in E(G)\}$.
The closed neighbourhood $N_G[v]$ of a vertex $v \in V(G)$ is the set $\{v\} \cup N_G(v)$. The degree
of $v \in V(G)$ is $|N_G(v)|$ and denoted by $d_G(v)$. The subgraph induced by $D \subseteq V(G)$ is
denoted by $G[D]$. We use $d_D(v)$ to denote the number of neighbours of vertex $v$ in $D$. The
complement of the vertex set $D$ in $V$ is denoted by $D^c$. The minimum degree of graph $G$ is
denoted by \(\delta(G)\).

\begin{definition}
A non-empty set $D \subseteq V$ is a defensive alliance in $G$ if for each $v \in D$,
$d_D(v) + 1 \geq d_{D^c}(v)$.
\end{definition}
A vertex \( v \in D \) is said to be protected if \( d_D(v) + 1 \geq d_{D^c}(v) \). Here \( v \) has \( d_D(v) + 1 \) defenders and \( d_{D^c}(v) \) attackers in \( G \). A set \( D \subseteq V \) is a defensive alliance if every vertex in \( D \) is protected.

\[\textbullet\textbf{Definition 2.}\] A vertex \( v \in D \) is said to be marginally protected if it becomes unprotected when any of its neighbour in \( D \) is moved from \( D \) to \( V \setminus D \). A vertex \( v \in D \) is said to be overprotected if it remains protected even when any of its neighbour is moved from \( D \) to \( V \setminus D \).

\[\textbullet\textbf{Definition 3.}\] An alliance \( D \) is called a locally minimal alliance if for any \( v \in D \), \( D \setminus \{v\} \) is not an alliance.

It is important to note that if \( D \) is a locally minimal defensive alliance, then for every vertex \( v \in D \), at least one of its neighbours in \( D \) is marginally protected.

\[\textbullet\textbf{Definition 4.}\] An alliance \( D \) is a globally minimal alliance or shorter minimal alliance if no proper subset is an alliance.

\[\textbullet\textbf{Figure 1}\] The set \( D_1 = \{2, 3, 5, 6, 8, 9\} \) is a locally minimal defensive alliance of size 6 and \( D_2 = \{1, 2, 4, 6, 8\} \) is a globally minimal defensive alliance of size 5 in \( G \).

A defensive alliance \( D \) is connected if the subgraph induced by \( D \) is connected. An alliance \( D \) is called a connected locally minimal alliance if for any \( v \in D \), \( D \setminus \{v\} \) is not a connected alliance. Notice that any globally minimal alliance is also connected. In this paper, we consider \textsc{Locally Minimal Defensive Alliance} and \textsc{Connected Locally Minimal Defensive Alliance}. We define the problems as follows:

**Locally Minimal Defensive Alliance**

\textbf{Input:} An undirected graph \( G = (V, E) \) and an integer \( k \).

\textbf{Question:} Does \( G \) have a locally minimal defensive alliance \( D \) with \( |D| \geq k \)?

We now recall the definition of height of a tree and diameter of a connected graph.

\[\textbullet\textbf{Definition 5.}\] The level of a vertex \( v \) in a rooted tree is the number of edges along the unique path between it and the root node. The height of a rooted tree is the maximum of the levels of vertices.

Let \( G = (V, E) \) be a connected graph. For any \( u, v \in V \), let \( d(u, v) \) denote the distance between \( u \) and \( v \), that is, the length of a shortest path between \( u \) and \( v \) in \( G \). The diameter of \( G \) is defined as

\[\text{diam}(G) = \max_{u,v \in V} d(u, v).\]

Note that if \( \text{diam}(G) \geq 2k \), then the BFS tree height is at least \( k \).

A parameterized problem is a language \( L \subseteq \Sigma^* \times \mathbb{N} \), where \( \Sigma \) is a fixed, finite alphabet. For an instance \((x, k) \in \Sigma^* \times \mathbb{N}, k\) is called the parameter. A parameterized problem \( P \) is fixed-parameter tractable (FPT in short) if a given instance \((x, k)\) can be solved in time \( f(k) \cdot |(x, k)|^c \) where \( f \) is some (usually computable) function, and \( c \) is a constant. Parameterized complexity
classes are defined with respect to \textit{fpt-reducibility}. A parameterized problem $\mathcal{P}$ is \textit{fpt-reducible} to $\mathcal{Q}$ if in time $f(k) \cdot |(x,k)|^c$, one can transform an instance $(x,k) \in \mathcal{P}$ into an instance $(x',k') \in \mathcal{Q}$ such that $(x,k) \in \mathcal{P}$ if and only if $(x',k') \in \mathcal{Q}$, and $k' \leq g(k)$, where $f$ and $g$ are computable functions depending only on $k$. Owing to the definition, if $\mathcal{P}$ \textit{fpt-reduces} to $\mathcal{Q}$ and $\mathcal{Q}$ is fixed-parameter tractable then $\mathcal{P}$ is fixed-parameter tractable as well.

What makes the theory more interesting is a hierarchy of intractable parameterized problem classes above FPT which helps in distinguishing those problems that are not fixed parameter tractable. Central to parameterized complexity is the following hierarchy of complexity classes, defined by the closure of canonical problems under \textit{fpt-reductions}: $\text{FPT} \subseteq \text{W}[1] \subseteq \text{W}[2] \subseteq \ldots \subseteq \text{XP}$. All inclusions are believed to be strict. In particular, $\text{FPT} \neq \text{W}[1]$ under the Exponential Time Hypothesis \cite{19}. The class $\text{W}[1]$ is the analog of NP in parameterized complexity. A major goal in parameterized complexity is to distinguish between parameterized problems which are in FPT and those which are $\text{W}[1]$-hard, i.e., those to which every problem in $\text{W}[1]$ is \textit{fpt-reducible}. There are many problems shown to be complete for $\text{W}[1]$, or equivalently $\text{W}[1]$-complete, including the \textsc{MultiColored Clique} (MCC) problem \cite{5}.

Closely related to fixed-parameter tractability is the notion of preprocessing. A \textit{preprocessing algorithm} $A$ takes as input an instance $(x,k) \in \Sigma^* \times \mathbb{N}$ of $\mathcal{P}$, works in polynomial time, and returns an equivalent instance $(x',k')$ of $\mathcal{P}$. The output size of a preprocessing algorithm $A$ is a function $\text{size}_A : \mathbb{N} \to \mathbb{N} \cup \{\infty\}$ defined as follows:

$$\text{size}_A(k) = \sup \{ |x'| + k' : (x',k') = A(x,k), \ x \in \Sigma^* \}.$$  

\textit{Kernelization algorithms} are exactly these preprocessing algorithms whose output size is finite and bounded by a computable function of the parameter $k$. It is easy to show that a parameterized problem is in FPT if and only if there is a kernelization algorithm. A \textit{polynomial kernel} is a kernel, whose size can be bounded by a polynomial in the parameter.

Our results are as follows:

- \textbf{Locally Minimal DA Extension} is NP-complete.
- \textbf{Locally Minimal Defensive Alliance} is FPT when parameterized by the combined parameters solution size and maximum degree of the input graph.
- \textbf{Locally Minimal Defensive Alliance} on the graphs of minimum degree at least 2, admits a kernel with at most $k^{\mathcal{O}(k)}$ vertices. In particular, we prove that the problem on $C_3$-free or $C_4$-free graphs of minimum degree at least 2, admits a kernel with at most $k^{\mathcal{O}(k)}$ vertices.
- \textbf{Locally Minimal Defensive Alliance} on the planar graphs of minimum degree at least 2, admits an FPT algorithm with running time $\mathcal{O}^*(k^{2\mathcal{O}(\sqrt{k})})$.

2.1 On \textbf{Locally Minimal Defensive Alliance Extension}

We demonstrate that constructing even a XP algorithm for \textbf{Locally Minimal Defensive Alliance} is not that straightforward. The brute-force approach to find a locally minimal defensive alliance of size at least $k$ is to consider all $\binom{n}{k}$ subsets of size $k$ and then check for each one if there exists a locally minimal defensive alliance containing it. We show that given an arbitrary set $S \subseteq V$, it is NP-complete to determine whether there exists a locally minimal defensive alliance containing $S$. Formally, we want to discuss the following problem:
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Theorem 6. Locally Minimal DA Extension is NP-complete.

Proof. It is easy to see that Locally Minimal DA Extension is in NP. NP-hardness can be shown by reduction from Clique on regular graphs. Let \( I = (G, k) \) be an instance of Clique, where \( G \) is an \( r \)-regular graph. We construct an instance \( I' = (G', S) \) of Locally Minimal DA Extension as follows. See Figure 2. The construction of \( G' \) starts with \( G' := G \) and then add some new vertices and edges. First, we introduce a set \( A = \{a_1, \ldots, a_{r-2k+1}\} \) of \( r-2k+1 \) new vertices into \( G' \). For every vertex \( a_i \in A \), we introduce a set \( V_{a_i} \) of \( n-2k-1 \) vertices into \( G' \) and make them adjacent to \( a_i \). We make every vertex of \( V(G) \) adjacent to every vertex of \( A \). This completes the construction of \( G' \). Finally we set \( S = \bigcup_{i=1}^{r-2k+1} V_{a_i} \).

To prove the correctness of the reduction, we claim that \( G \) has a \( k \)-clique if and only if \( G' \)

\[
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must be contained in locally minimal defensive alliance and it must be marginally protected. That means, the vertices of $A$ are in $D$ and every vertex $a$ of $A$ must be marginally protected. Note that, including itself, $a$ has total $2n - 2k$ neighbours in $G'$. As $a$ is marginally protected, $n - k$ neighbours are inside $D$ and the remaining $n - k$ neighbours are outside $D$. It implies that $|D \cap V(G)| = k$ as every vertex of $A$ is adjacent to every vertex of $V(G)$. Let $D \cap V(G) = C$. We will show that $C$ is a clique.

Let $u$ be an arbitrary vertex in $C$, then $d_{G'}(u) = 2r - 2k + 1$ as $u$ is adjacent to $r - 2k + 1$ elements of $A$ and $r$ elements of $G$. Clearly, including itself, $u$ must have at least $r - k + 1$ neighbours inside $D$. The neighbors of $u$ that are also in $D$ consist of the elements of $A$ and at least $k - 1$ elements of $C$. Since $|C| = k$, $u$ must be adjacent to every vertex of $C$. Therefore $C$ is a clique. This completes the proof of Theorem 6. □

3 FPT algorithm for Locally Minimal Defensive Alliance parameterized by $k + \Delta$

In this section we present FPT algorithms for Locally Minimal Defensive Alliance and Connected Locally Minimal Defensive Alliance when parameterized by the combined parameters solution size $k$, and maximum degree $\Delta$ of the input graph. In particular, we will prove the following theorems.

- **Theorem 7.** Locally Minimal Defensive Alliance on the graphs of minimum degree at least 2, admits a kernel of size $\Delta^{O(k)}$, when parameterized by $k + \Delta$.

- **Theorem 8.** Connected Locally Minimal Defensive Alliance on the graphs of minimum degree at least 2, admits an FPT algorithm when parameterized by $k + \Delta$.

In order to prove Theorem 7 we need the following simple observations and lemmas. From now on, we consider graphs of minimum degree at least 2; so any defensive alliance in $G$ must have size at least 2.

**Observation 1.** Let $G$ be a graph of minimum degree 2 and $D$ be a defensive alliance of size at least 2 in $G$. Then $D$ contains a locally minimal defensive alliance of size at least 2 and such a locally minimal defensive alliance can be found in polynomial time.

Pick an arbitrary vertex $u \in D$ and check if $D \setminus \{u\}$ is a defensive alliance. If yes, then remove $u$ otherwise do not remove it. We repeat this until no vertex can be removed; at the end the defensive alliance we get is a locally minimal defensive alliance. Also observe that it is of size at least 2 as $\delta(G) \geq 2$.

**Observation 2.** Suppose $G$ with $\delta(G) \geq 2$ has $p$ locally minimal defensive alliances $S_1, \ldots, S_p$ such that $\sum_{i=1}^{p} |S_i| \geq k$. If the closed neighbourhood of $S_i$ does not intersect $S_j$ for all $i \neq j$ then $G$ has a locally minimal defensive alliance of size at least $k$.

It is easy to see that $S = \bigcup_{i=1}^{p} S_i$ is a locally minimal defensive alliance of size at least $k$.

Next, we introduce the concept of crucial vertices in a given defensive alliance which is useful to provide a characterization of locally minimal defensive alliances.

**Definition 9.** Let $D$ be a defensive alliance in $G$ with $\delta(G) \geq 2$. A vertex $u \in D$ is said to be a crucial vertex in $D$ if $u$ has a marginally protected neighbour $u_1$ in $D$ and $u_1$ also has a marginally protected neighbour $u_2$ in $D$ ($u_2$ and $u$ are not necessarily distinct vertices).
Lemma 10. Let $G$ be a graph with $\delta(G) \geq 2$. A defensive alliance $D$ in $G$ is a locally minimal defensive alliance if and only if all the vertices in $D$ are crucial.

Proof. First we note that $|D| \geq 2$ as $\delta(G) \geq 2$. In the forward part, let us consider any vertex $u$ in the locally minimal defensive alliance $D$. Since $D \setminus \{u\}$ is not a defensive alliance, it implies that $u$ must have a marginally protected neighbour in $D$. Let us call it $u_1$. Due to the same reason $u_1$ must also have a marginally protected neighbour $u_2$ in $D$. It implies that $u$ is a crucial vertex in $D$. In the backward part, one can observe that $D \setminus \{v\}$ cannot form a defensive alliance for any $v \in D$ as every vertex $v$ is adjacent to a marginally protected vertex in $D$.

Now we formalize the idea in Observation 1 in the form of an algorithm. Algorithm 1 starts with a defensive alliance and returns a locally minimal defensive alliance.

Algorithm 1

Require: A graph $G = (V, E)$ and a defensive alliance $D$
Ensure: a locally minimal defensive alliance
1: for $u \in D$ do
2: if all neighbours of $u$ in $D$ are overprotected then
3: $D = D \setminus \{u\}$
4: end if
5: end for
6: return $D$

Lemma 11. Let $D$ be a defensive alliance in graph $G$ and let $S$ be the set of crucial vertices in $D$. Then the locally minimal defensive alliance obtained by Algorithm 1 on the input instance $(G, D)$ always contains $S$.

Proof. Let $u$ be a crucial vertex in $D$, that is, $u$ has a marginally protected neighbour $u_1$ in $D$ and $u_1$ also has a marginally protected neighbour $u_2$ in $D$. First, we argue that Algorithm 1 cannot delete the vertices $u_1$ and $u_2$. For the sake of contradiction, let us assume that $u_1$ was removed at some iteration during the execution of the algorithm. This implies that all the neighbours of $u_1$ in $D$ at that iteration were overprotected. Note that as vertex $u_2$ is a marginally protected neighbour of $u_1$ in $D$, it must have got deleted before $u_1$. Now, symmetrically we can argue that the vertex $u_1$ was deleted before $u_2$. This is a contradiction. Therefore Algorithm 1 cannot delete $u_1$ or $u_2$. Again, for the sake of contradiction, let us assume that $u$ was removed at some iteration during the execution of the algorithm. This would imply that all the neighbours of $u$ in $D$ at that iteration were overprotected. Since $u_1$ is a marginally protected neighbour of $u$ in $D$, it must have got deleted before $u$. This is a contradiction as Algorithm 1 cannot delete $u_1$.

Next we modify Algorithm 1. Note that in Algorithm 1 the vertices from $D$ were getting deleted in an arbitrary order. In the following algorithm, we put some restrictions on the order in which the vertices are deleted from $D$ to obtain a locally minimal defensive alliance.

Lemma 12. Let $D_C$ be the defensive alliance obtained at the end of for loop in Algorithm 2. Then every vertex in $D_C \setminus N[C]$ is a crucial vertex in the defensive alliance $D_C$. In other words, every vertex $v \in D_C$ such that $d(v, C) \geq 2$ is a crucial vertex in the defensive alliance $D_C$. 
Locally Minimal Defensive Alliance

- **Algorithm 2**
  
  **Require:** A graph $G = (V, E)$, a defensive alliance $D \subseteq V(G)$ and a set $C \subseteq D$.
  
  **Ensure:** a locally minimal defensive alliance.
  
  1. **for** $u \in D \setminus C$ **do**
  2.   **if** all neighbours of $u$ in $D$ are overprotected **then**
  3.     $D = D \setminus \{u\}$
  4. **end if**
  5. **end for**
  6. run Algorithm 1 on $(G, D)$. 

**Proof.** Let $u$ be an arbitrary vertex in $D_C \setminus N[C]$. Since every vertex in $D_C \setminus C$ has a marginally protected neighbour, $u$ has a marginally protected neighbour $u_1$ in $D_C$. Clearly, $u_1$ is in $D_C \setminus C$. Therefore $u_1$ also has a marginally protected neighbour $u_2$ ($u_2$ can be $u$) in $D_C$. By Definition 9, $u$ is crucial in $D_C$. Therefore every vertex in $D_C \setminus N[C]$ is a crucial vertex. This completes the proof of the lemma.

**Lemma 13.** Let $G$ be a simple undirected graph with minimum degree at least 2 and $k$ be a positive integer. If $diam(G) \geq 8k$ then $G$ has a locally minimal defensive alliance of size at least $k$.

**Proof.** As the $diam(G) \geq 8k$, there are two vertices $v_0$ and $v_{8k}$ such that $d(v_0, v_{8k}) = 8k$. Let $P = v_0, v_1, \ldots, v_{8k}$ be a shortest $v_0 - v_{8k}$ path in $G$. Set $C = \{v_i \mid 0 \leq i \leq 2k\}$; note that the distance between any two vertices of $C$ is at least 4. Run Algorithm 2 on $(G, V(G), C)$. Let $D_C$ be a defensive alliance obtained at the end of the **for** loop of lines 1-5 in Algorithm 2. Note that $D_C$ may not be a connected defensive alliance. Suppose $S_1, S_2, \ldots, S_p$ are the connected components of $D_C$. This implies that $D_C$ generates a partition of $C$ into $p$ parts $C_1, C_2, \ldots, C_p$ such that $C_i \subseteq S_i$. Line 6 of Algorithm 2 executes Algorithm 1 on $(G, D_C)$, that is, it executes Algorithm 1 on $(G, S_i)$ for all $i$.

**Claim 14.** Line 6 of Algorithm 2 runs Algorithm 1 on $(G, S_i)$ and outputs a locally minimal defensive alliance $S'_i$ such that $|S'_i| \geq \max\{2, |C_i| - 1\}$ for all $1 \leq i \leq p$.

Due to Observation 1, we always have $|S'_i| \geq 2$. We now prove that Algorithm 1 on input instance $(G, S_i)$ returns a locally minimal defensive alliance $S'_i$ of size at least $|C_i| - 1$. Suppose $C_i = \{c_1, \ldots, c_q\}$. We know $d(c_j, c_{j+1}) \geq 4$ and $d(v_0, c_j) < d(v_0, c_{j+1})$ for all $1 \leq j \leq q - 1$. As $G[S_i]$ is connected, a shortest path between $c_j$ and $c_{j+1}$ in $G[S_i]$ contain a vertex, say $x$, such that $x$ is at distance at least 2 from both $c_j$ and $c_{j+1}$, that is, $d(x, C_i) \geq 2$. By Lemma 12, $x$ is a crucial vertex. As $C_i$ has $q$ vertices, we have at least $q - 1$ crucial vertices in $S_i$. By Lemma 11, the locally minimal defensive alliance $S'_i$ returned by line 6 of Algorithm 2 contains all $q - 1$ crucial vertices of $S_i$. Thus we have $|S'_i| \geq q - 1$. This completes the proof of the claim.

As the closed neighbourhood of $S'_i$ does not intersect $S'_j$, for all $i \neq j$, by Observation 2, we get $\bigcup_{i=1}^{p} S'_i$ is a locally minimal defensive alliance of size at least $k$. This completes the proof of the lemma.

Note that the above construction of locally minimal defensive alliance takes polynomial time as Algorithm 1 and Algorithm 2 runs in polynomial time. Also with more careful analysis in the proof of Lemma 13, the upper bound on the diameter of graph can be improved to $2k$. 

As this does not change the asymptotic complexity in the final algorithm, we present simple analysis.

### 3.1 Proof of Theorem 7

By Lemma 13, we know if \( \text{diam}(G) \geq 8k \), then \( G \) has a locally minimal defensive alliance of size at least \( k \). So we assume \( \text{diam}(G) < 8k \). The maximum degree of \( G \) is \( \Delta \). Therefore the number of vertices in \( G \) is at most \( \Delta^{O(k)} \). This completes the proof of the theorem. ▶

**Corollary 15.** Let \( G \) be a simple undirected graph with \( \delta(G) \geq 2 \) containing a connected defensive alliance \( S \), and \( k \) be a positive integer. If \( \text{diam}(G[S]) \geq 8k \), then \( G \) has a locally minimal defensive alliance of size at least \( k \).

**Proof.** We use the same argument as before; run Algorithm 2 on \((G, V(G), C)\) where \( C \subseteq S \) instead of \((G, V(G), C)\). ▶

### 3.2 Proof of Theorem 8

Our goal here is to find a connected locally minimal defensive alliance \( S \) of size at least \( k \) in \( G \). First we guess a vertex \( v \) of \( S \). There are at most \( n \) candidates for \( v \). Therefore our goal now is to find a connected locally minimal defensive alliance containing vertex \( v \), if it exists. To do this, we run breadth first search on \( G \) and get the BFS tree \( T \) rooted at \( v \). Let us assume that the BFS tree \( T \) has height \( d \). Let \( L_i \) be the set of vertices at level \( i \) of \( T \) for \( 0 \leq i \leq d - 1 \). We guess the intersection of solution with the first \( k + 3 \) levels of \( T \), that is, level 0 to level \( k + 2 \). As the maximum degree is bounded by \( \Delta \), the number of vertices in the first \( k + 3 \) levels of the BFS tree is at most \( \Delta^{k+2} \). Hence the number of guesses is bounded by \( 2\Delta^{k+2} \). Let us denote the intersection as \( S' = S \cap \bigcup_{i=0}^{k+2} L_i \). Note that \( G[S'] \) may not be connected. Let \( S'_c \) be the connected component containing \( v \); \( S'_c \) must include at least \( k \) vertices. A vertex \( x \in S'_c \) is said to be *crucial* in \( S'_c \) if \( x \) has a marginally protected neighbour \( x_1 \) in \( S'_c \) and \( x_1 \) also has a marginally protected neighbour \( x_2 \) in \( S'_c \) (\( x_2 \) and \( x \) are not necessarily distinct vertices). In polynomial time, we can check if each vertex of \( S' \cap \bigcup_{i=0}^{k+2} L_i \) is crucial or not. We say \( S' \) is a valid guess if every vertex of \( S' \cap \bigcup_{i=0}^{k+2} L_i \) is crucial and protected in \( S'_c \). To prove this theorem, we need the following simple claim.

**Claim 16.** If there exists a defensive alliance \( D \) such that \( D \cap \bigcup_{i=0}^{k+2} L_i = S' \) and \( S' \) is a valid guess then there exists a connected locally minimal defensive alliance \( S \) of size at least \( k \) and it can be obtained in polynomial time.

**Proof of Claim:** Run Algorithm 1 on \( D \); it will return a locally minimal defensive alliance \( S \). As \( S' \) is a valid guess, the vertices in \( S' \cap \bigcup_{i=0}^{k+2} L_i \) are crucial and hence will not be removed by Algorithm 1. Thus \( S \) is a connected locally minimal defensive alliance of size at least \( k \). This proves the claim.

Now we see how to find a defensive alliance \( D \) such that \( D \cap \bigcup_{i=0}^{k+2} L_i = S' \) and \( S' \) is a valid guess. We begin with the set \( D'' = S' \cap \bigcup_{i=k+3}^{d-1} L_i \). Note that \( D'' \) may not be a defensive alliance. We keep removing the unprotected vertices from \( D'' \) until all the vertices are protected.
Let $D'$ be the defensive alliance obtained by this method. Note that $D'$ may not be a connected defensive alliance. Now, consider the connected defensive alliance $D$ obtained from $D'$ by taking the connected component in $G[D']$ containing $v$. Note that the vertices of $C = D \cap \bigcup_{i=0}^{k-1} L_i$ are crucial in $D$ and as otherwise we can confirm that our guess is wrong. Due to Lemma 14, execution of Algorithm 1 on $D$ generates a locally minimal defensive alliance containing $C$. Since $G[C]$ is connected, we will obtain a connected locally minimal defensive alliance containing $C$ and therefore containing $v$ as well. Since $|C| \geq k$, we obtain a connected locally minimal defensive alliance of size at least $k$, containing $v$.

4 FPT algorithm for Locally Minimal Defensive Alliance parameterized by $k$

In this section we present an FPT algorithm for Locally Minimal Defensive Alliance when the parameter is the solution size $k$.

**Theorem 17.** The Locally Minimal Defensive Alliance problem restricted to graphs of minimum degree at least 2, admits a kernel with at most $f(k)$ vertices for some computable function $f(k)$.

**Proof.** By Lemma 13 if $diam(G) \geq 8k$, then $G$ has a locally minimal defensive alliance of size at least $k$. So we assume $diam(G) < 8k$. In order to prove this theorem, we need the following claim:

**Claim 18.** Let $G$ be a graph with $diam(G) < 8k$. If $G$ has a vertex of degree greater than or equal to a sufficiently large computable function $f_0(k)$ then $G$ has a locally minimal defensive alliance of size at least $k$.

**Proof of Claim:** Suppose $d(u_0) = f_0(k)$ for some sufficiently large computable function $f_0(k)$. Run Algorithm 2 on $(G, V(G), \{u_0\})$ and suppose it returns $D_0$. Case 1: If $u_0$ is in $D_0$ then at least $\frac{d(u_0)}{2} > k$ neighbours of $u_0$ are in $D_0$ for its protection. That means, we have a locally minimal defensive alliance $D_0$ of size at least $k$; so we are done.

Case 2: Suppose $u_0$ is not in $D_0$. Let $D_0'$ be the defensive alliance obtained at the end of the for loop of lines 1-5 in Algorithm 2 and all neighbours of $u_0$ in $D_0'$ are overprotected. This is why $u_0$ is deleted from $D_0'$. We partition the vertices of defensive alliance $D_0' \setminus \{u_0\}$ into two parts: part $P_1'$ contains vertices adjacent to $u_0$ and part $P_2'$ contains vertices not adjacent to $u_0$. Observe that the vertices of $P_2'$ will be there in final locally minimal defensive alliance as they are crucial in $D_0'$. Thus we have $|P_2'| \leq k - 1$, otherwise we have a solution of size at least $k$. Furthermore, every vertex in $P_2'$ has degree at most $2k$ or else we have a solution of size at least $k$. As $f_0(k)$ is a very large function and every vertex in $P_2'$ has degree at most $2k$, we prove that $P_1'$ contains at least one vertex $u_1$ with degree at least $f_1(k)$ for some large function $f_1$. Note that $G[D_0' \setminus \{u_0\}]$ contains at most $\frac{k}{2} - 1$ connected components of size at least two, otherwise by Observation 4 and 5, it is a yes-instance. Moreover, every component of $G[D_0' \setminus \{u_0\}]$ has diameter at most $8k$, otherwise by Corollary 15, it is a yes instance. Therefore, if the maximum degree of $G[D_0' \setminus \{u_0\}]$ is $f_1(k)$ then we know that it contains at most $O(k, f_1(k)^k)$ vertices. We also know that $G[D_0' \setminus \{u_0\}]$ contains at least $O(f_0(k))$ vertices. Therefore, we get $c_1 f_0(k) \leq c_2 k f_1(k)^k$ where $c_1$ and $c_2$ are two positive
real numbers. This implies

\[ f_1(k) \geq \frac{c_1}{c_2} \left( \frac{f_0(k)}{k} \right)^{\frac{1}{2}}. \]

Since we have control over the function \( f_0(k) \), we can assume that \( f_1(k) \) is as large as we want by taking \( f_0(k) \) large enough.

We again run Algorithm 2 on \((G, D'_0 \setminus \{u_0\})\). We can apply the same argument as before and either obtain a locally minimal defensive alliance of size at least \( k \) containing \( u_1 \) or a defensive alliance \( D'_1 \setminus \{u_1\} \) containing a vertex \( u_2 \) of degree \( f_2(k) \) for some large function \( f_2(k) \).

We repeat the same procedure \( k \) times. Let \( u_k \) be the vertex obtained by the same procedure with degree at least \( f_k(k) \) for some large computable function \( f_k \). Call Algorithm 2 on \((G, D_{k-1} \setminus \{u_{k-1}\}, u_k)\) and suppose it returns \( D_k \). If \( u_k \) is in \( D_k \) then at least \( \frac{d(u_k)}{2} > k \) neighbours of \( u_k \) are in \( D_k \) for its protection. That means, we have a locally minimal defensive alliance \( D_k \) of size at least \( k \); so we are done. Suppose \( u_k \) is not in \( D_k \). Let \( D'_k \) be the defensive alliance obtained at the end of the for loop of Algorithm 2. We assume that all neighbours of \( u_k \) in \( D'_k \) are overprotected and this is why \( u_k \) is deleted. We partition the vertices of defensive alliance \( D'_k \setminus \{u_k\} \) into two parts: \( P_1^k \) and \( P_2^k \). A vertex \( x \) is in part \( P_1^k \) if it is adjacent to all \( u_i \)'s and a vertex \( x \) is in part \( P_2^k \) if it is not adjacent to at least one \( u_i \) for some \( 0 \leq i \leq k \). By Lemma 12, the vertices of \( P_2^k \) are crucial and by Lemma 11 these crucial vertices will be there in the final locally minimal defensive alliance. If \(|P_2^k| \geq k\), then we have a locally minimal defensive alliance of size at least \( k \) and we are done. Thus we assume \(|P_2^k| < k\). Consider a vertex \( x \in P_1^k \). By the definition of \( P_1^k \), \( x \) is adjacent to \( k + 1 \) vertices \( u_0, u_1, \ldots, u_k \) which are outside the defensive alliance \( D'_k \setminus \{u_k\} \). As \( x \) is protected in \( D'_k \setminus \{u_k\} \) it must have at least \( k \) neighbours in \( D'_k \setminus \{u_k\} \). Thus \( d_G(x) \geq 2k + 1 \).

Line 6 of Algorithm 2 executes Algorithm 1 on \((G, D'_k \setminus \{u_k\})\); suppose it outputs \( S \). We prove that at least one vertex of \( P_1^k \) will survive in \( S \). For the sake of contradiction, assume that this is false, that is, no vertex survive in \( S \). Suppose vertex \( x \) in \( P_1^k \) is deleted last. It has at most \( k \) neighbours, including itself, in the current defensive alliance as \( P_2^k \) contains at most \( k - 1 \) vertices and \( k + 1 \) neighbours outside the current defensive alliance. That means, \( x \) is not protected, a contradiction to the fact that \( x \) is protected in \( D'_k \setminus \{u_k\} \).

Therefore, the locally minimal defensive alliance \( S \) obtained by Algorithm 2 contains a vertex of degree at least \( 2k + 1 \); hence \( S \) is of size at least \( k \). This completes the proof of the claim.

By the above claim, we know if \( \Delta(G) \geq f_0(k) \) where \( f_0(k) \) is a large computable function, then we have a locally minimal defensive alliance of size at least \( k \). Thus we can assume \( \Delta(G) \leq f_0(k) \). As \( G \) has diameter at most \( 8k \) and \( \Delta(G) \leq f_0(k) \), \( G \) admits a kernel of size at most \( f_0(k)^{86} \).

This completes the proof of Theorem 17. ▪

For the sake of completeness, we note that having \( f_0(k) \) at least \( k^{O(k)} \) is enough to make the argument work in the above proof. In the following section, we improve this function \( f_0(k) \) when restricted to some special graph classes.

5 **Kernels for Locally Minimal Defensive Alliance restricted to \( C_3 \)-free and \( C_4 \)-free graphs**

In this section we give improved kernels for **Locally Minimal Defensive Alliance** restricted to \( C_3 \)-free and \( C_4 \)-free graphs, when the parameter is the solution size \( k \). The following lemma is the basis for our kernelization algorithm.
Locally Minimal Defensive Alliance

Lemma 19. Let $G$ be a $C_3$-free graph with minimum degree at least 2. If $\Delta(G) \geq 4k^2$ then $G$ has a locally minimal defensive alliance of size at least $k$.

Proof. Suppose $d(u) = 4k^2$. Run BFS$(G, u)$ to obtain the BFS tree $T$ rooted at $u$ and to get level for each vertex in $G$. Let $L_i$ be the set of vertices at level $i$ of $T$. Run Algorithm 2 on $(G, V(G), u)$ and suppose it outputs $D$. If $u \in D$ then clearly $D$ is a locally minimal defensive alliance of size at least $2k^2$ as degree of $u$ is $4k^2$ and $u$ is protected in $D$. Consider the case where $u$ is not in $D$. Let $D'$ be the defensive alliance obtained at line 5 of Algorithm 2. As $u$ is protected in $D'$ at least $2k^2$ of its neighbours are in $L_1 \cap D'$. All neighbours of $u$ in $L_1 \cap D'$ are overprotected, this is why $u$ is deleted from $D'$ in line 6. As $G$ is triangle-free and $\delta(G) \geq 2$, every $x \in L_1 \cap D'$ has at least one neighbour in $L_2 \cap D'$. We know every vertex from level 2 or higher that survives in the defensive alliance obtained by Algorithm 2 are crucial and they remain in the final locally minimal defensive alliance. This implies that there are at most $k - 1$ vertices in $D' \cap L_2$, otherwise we have a solution of size at least $k$. Note that there are at least $2k^2$ vertices in $D' \cap L_1$, at most $k - 1$ vertices in $L_2 \cap D'$ and each vertex in $D' \cap L_1$ has at least one neighbour in $L_2 \cap D'$. By Pigeonhole principle there exists a vertex $w \in L_2 \cap D'$ of degree at least $2k$. As $w$ is crucial it is in the final solution. Moreover, as $d(w) \geq 2k$, the final locally minimal defensive alliance is of size at least $k$.

Lemma 20. Let $G$ be a $C_4$-free graph with minimum degree at least 2. If $\Delta(G) \geq 4k^2 - 2k$ then $G$ has a locally minimal defensive alliance of size at least $k$.

Proof. Let $d(u) \geq 4k^2 - 2k$. Run BFS$(G, u)$ to obtain the BFS tree $T$ rooted at $u$ and to get level for each vertex in $G$. Run Algorithm 2 on $(G, V(G), u)$ and suppose it outputs $D$. If $u \in D$ then clearly $D$ is a locally minimal defensive alliance of size at least $2k^2 - k$ as degree of $u$ is $4k^2 - 2k$ and $u$ is protected in $D$. Consider the case where $u$ is not in $D$. Let $D'$ be the defensive alliance obtained at line 5 of Algorithm 2. As $u$ is protected in $D'$ at least $2k^2 - k$ of its neighbours are in $L_1 \cap D'$. All neighbours of $u$ in $L_1 \cap D'$ are overprotected, this is why $u$ is deleted from $D'$ in line 6. Now let us focus on $G[L_1 \cap D']$. It may be noted that the maximum degree of a vertex in $G[L_1 \cap D']$ is at most 1 as $G$ is $C_4$-free. As $\delta(G) \geq 2$, all isolated vertices in $G[L_1 \cap D']$ must have at least one neighbour in $L_2 \cap D'$. Every vertex from level 2 or higher that survives in the defensive alliance obtained by Algorithm 2 are crucial and they remain in the final locally minimal defensive alliance. Thus we assume there are at most $k - 1$ vertices in $D' \cap L_2$, otherwise we have a solution of size at least $k$. Furthermore, every vertex in $D' \cap L_2$ has degree at most $2k$ or else we have a solution of size at least $k$. This implies that there are at most $2k^2 - 2k$ vertices in $G[N(u) \cap D']$ which have neighbour in $L_2 \cap D'$. Note that there are still $k$ vertices which have no neighbour in $L_2 \cap D'$; so they must have at least one neighbour in $L_1 \cap D'$. As $G[N(u) \cap D']$ has maximum degree one, we must have at least $\frac{k}{2}$ isolated edges in $G[D' \setminus \{u\}]$. As these $\frac{k}{2}$ isolated edges in $G[D' \setminus \{u\}]$ are connected defensive alliances such that closed neighbour of one defensive alliance does not intersect other, by Observation 2 we get a locally minimal defensive alliance of size at least $k$.

Theorem 21. The Locally Minimal Defensive Alliance problem parameterized by $k$ restricted to $C_3$-free or $C_4$-free graphs of minimum degree at least 2, admits a kernel with at most $k^{O(k)}$ vertices.
6 **FPT algorithm for Locally Minimal Defensive Alliance on planar graphs**

It is proved in [14] that the Locally Minimal Defensive Alliance is NP-complete in planar graphs, via a reduction from Minimum Maximal Matching in cubic planar graph.

In this section, we design an FPT algorithm for Locally Minimal Defensive Alliance on planar graphs. We use win/win approach to design an FPT algorithm for Locally Minimal Defensive Alliance on planar graphs. For $n \in \mathbb{N}$, by $[n]$ we denote the set $\{1, 2, \ldots, n\}$. For a positive integer $t$, a $t \times t$ grid $\mathbb{B}_t$ is a graph with vertex set $\{(x, y) : x, y \in [t]\}$ and two different vertices $(x, y)$ and $(x', y')$ are adjacent if and only if $|x - x'| + |y - y'| = 1$. The triangulated grid $\Gamma_t$ is obtained from the grid $\mathbb{B}_t$ by adding the edges $(x + 1, y), (x, y + 1)$ for all $1 \leq x, y \leq t - 1$ and additionally making vertex $(t, t)$ adjacent to the whole border of $\mathbb{B}_t$.

Theorem 22 gives the relationship between the treewidth and the size of a tringulated grid as a contraction.

**Theorem 22.** (Planar excluded grid theorem for edge contractions). For every connected planar graph $G$ and integer $t > 0$, if $\text{tw}(G) > 9t + 5$ then $G$ contains $\Gamma_t$ as a contraction. Furthermore, for every $\epsilon > 0$ there exists an $O(n^2)$ algorithm that, given a connected planar $n$-vertex graph $G$ and integer $t$, either outputs a tree decomposition of $G$ of width $(9 + \epsilon)t + 5$ or a set of edges whose contraction in $G$ results in $\Gamma_t$.

We now obtain the following result.

**Lemma 23.** Let $G$ be a planar graph of minimum degree at least 2 which contains a triangulated grid $\Gamma_{10\sqrt{2}+4}$ as a minor obtained by only edge contraction operations. Then there exists a locally minimal defensive alliance of size at least $k$.

**Proof.** The proof of Lemma 23 is similar to that of Lemma 13. Given that $G$ can be transformed to $\Gamma_t$ after a sequence of edge contractions. Suppose that the vertices of $\Gamma_t$ are labelled $(i, j)$ where $i, j \in [t]$. Consider the set $C' = \{(5x+2, 5y+2) : 0 \leq x, y \leq \frac{t-2}{2}\} \subset V(\Gamma_t)$. See Figure 3 for an illustration: the vertices of $C'$ are shown in red. Every (red) vertex in $\Gamma_t$ is either an original vertex of $G$ or obtained by contracting some edges of $G$. We obtain a set $C \subseteq V(G)$ from $C'$ as follows. For each (red) vertex $(i, j)$ in $C'$, if the red vertex is an original vertex then include it in $C$; if the red vertex is obtained by contracting some edges of $G$, then arbitrarily include in $C$ an endpoint of one of the contracted edges. Run Algorithm 2 on $(G, V(G), C)$. Let $D_C$ be a defensive alliance obtained at the end of the for loop of lines 1-5 in Algorithm 2. Note that $|D_C|$ may not be a connected defensive alliance.

Let $S_1, S_2, \ldots, S_p$ be connected components of $D_C$ such that $\bigcup_{i=1}^p S_i = D_C$. This implies that $D_C$ will generate a partition of $C$ into $C_1, C_2, \ldots, C_p$ such that $C_i \subseteq S_i$.

**Claim 24.** Line 6 of Algorithm 2 runs Algorithm 1 on $(G, S_i)$ and outputs a locally minimal defensive alliance $S_i'$ such that $|S_i'| \geq \max \{2, |C_i| - 1\}$ for all $1 \leq i \leq p$.

**Proof of Claim:** Due to Observation 1 we have $|S_i'| \geq 2$. Therefore let us focus on $C_i$’s such that $|C_i| \geq 4$. Let $C_i = \{c_1, c_2, \ldots, c_{q}\}$. Then $d_G(c_s, c_t) \geq 4$ for all $1 \leq s, t \leq q - 1$ and $s \neq t$ due to choice of $C$. Note that as $G[S_i]$ is connected, it implies that $G[S_i]$ contains at least $q - 1$ crucial vertices in the defensive alliance $S_i$. This is because any path between $c_s$ and $c_t$
in $G[S_i]$ contains a vertex $u$ such that $d(u, C_i) \geq 2$ for all $1 \leq i \leq q - 1$. Due to Lemma 11, we have $|S'_i| \geq q - 1$. This completes the proof of the lemma.

If we set $t = 10 \sqrt{k} + 4$ then $|C| \geq 2k$. It implies that $\bigcup_{i=1}^{p} S'_i$ is a locally minimal defensive alliance of size at least $k$. This completes the proof of the lemma. ◀

To design a dynamic programming algorithm on a given tree decomposition of input graph, we use the following theorem.

▶ Theorem 25. [18] Given an $n$-vertex graph $G$ and its nice tree decomposition $T$ of width at most $w$, the size of a maximum locally minimal defensive alliance of $G$ can be computed in time $8^w \Delta^{O(2^w)}$.

Finally to design an FPT algorithm when parameterized by the solution size $k$, we prove the following lemma.

▶ Lemma 26. Let $G$ be a planar graph with minimum degree at least 2. If $\Delta(G) \geq k^{O(k)}$ for some sufficiently large constant then there always exists a locally minimal defensive alliance of size at least $k$.

Proof. Suppose $d(u_0) \geq k^{O(k)}$. Run BFS$(G, u_0)$ to obtain the BFS tree $T$ rooted at $u_0$ and to get level for each vertex in $G$. Run Algorithm 2 on $(G, V(G), u_0)$ and suppose it outputs $D_0$. If $u_0$ is in $D_0$ then at least $d(u_0) > k$ neighbours of $u_0$ are in $D_0$ for its protection. Therefore $D_0$ is a locally minimal defensive alliance of size at least $k$. Consider the case where $u_0$ is not in $D_0$. Let $D''_0$ be the defensive alliance obtained at the end of the for loop of lines 1-5 in Algorithm 2 and all neighbours of $u_0$ in $D''_0$ are overprotected. This is why $u_0$ is deleted from $D''_0$. As we have discussed before, the vertices in $D''_0 \cap L_2$ are crucial. Therefore if $D''_0 \cap L_2$ contains more than $k - 1$ vertices or any of them has degree more than $2k$ then we have a locally minimal defensive alliance of size at least $k$. So we assume $|D''_0 \cap L_2| \leq k - 1$ and every vertex in $D''_0 \cap L_2$ has degree less than $2k$. Now we consider the defensive alliance $D''_0 = D''_0 \setminus \{u_0\}$. Clearly $D''_0 \cap L_1$ contains at least $k^{O(k)}$ vertices. Let us consider the graph $G[D''_0]$. If $G[D''_0]$ contains $\frac{k}{2}$ or more connected components of size at least two, then by Observation 1 and 2 $G$ has a locally minimal defensive alliance of size at least $k$. If the
Proof of Claim: we must have $\max_{i,j} = \frac{1}{c_2} k^{c_1 - 1}$. Take $c_1 = 3$. Therefore, we can assume that there exists a vertex $u_1$ in $D_1 \cap D_0'$ with degree at least $O(k^2)$ with sufficiently large constant. Again run Algorithm 2 on $(G, D_0', \{u_1\})$ and suppose it outputs $D_1$. If $u_1 \in D_1$ then clearly $D_1$ is a locally minimal defensive alliance of size at least $k$. Consider the case where $u_1$ is not in $D_1$. Let $D_1'$ be the defensive alliance obtained at line 5 of Algorithm 2. Now consider the defensive alliance $D_1'' = D_1' \setminus \{u_1\}$.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure4.png}
\caption{A planar drawing of the vertices in $R \cup \{u_0, u_1\}$. The vertices colored green and yellow are inside the defensive alliance and vertices colored red are outside the defensive alliance.}
\end{figure}

\begin{itemize}
\item \textbf{Claim 27}. The defensive alliance $D_1''$ either contains at least $\frac{k}{2}$ (locally minimal) defensive alliances $S_1, \ldots, S_{\frac{k}{2}}$ such that the closed neighbourhood of $S_i$ does not intersect $S_j$ for all $1 \leq i, j \leq \frac{k}{2}, i \neq j$ or the diameter of one of the connected components of $D_1''$ is more than $8k$.
\end{itemize}

\textbf{Proof of Claim}: First, we observe that $D_1''$ contains at least $O(k^2)$ vertices which are adjacent to both $u_0$ and $u_1$. Let $R = N(u_0) \cap N(u_1)$ and let $r_1, r_2, \ldots, r_{c.k^2}$ (where $c$ is a positive real number) be an ordering of the vertices of $R$ so that we have a planar drawing of $G[R \cup \{u_0, u_1\}]$. As $u_0, u_1 \not\in D_1'$ and $G$ is planar, we can say that a path from $r_i$ to $r_j$ in $G[D_1']$ must pass through all the vertices of $\{r_{i+1}, r_{i+2}, \ldots, r_{j-1}\}$ for all $1 \leq i < j \leq c.k^2$. See Figure 3 for an illustration of a planar drawing of the vertices of $R \cup \{u_0, u_1\}$. The vertices of $R$ are shown in green, the vertices of $D_1' \setminus R$ are shown in yellow where as the vertices outside $D_1'$ are shown in red. Let $\max_{x} = \max_{x} = \max_{x}$ be the largest index such that there is a path from $r_{\max_{x_1} + 1}$ to $r_{\max_{x_2}}$ in $G[D_1']$, that is, using the yellow and green vertices only. Set $\max_{x} = 0$. For $i = 1$, there is a path from $r_1$ to $r_{\max_{x_1}}$ in $G[D_1']$ and the length of this path is at least $\max_{x_1}$. If $\max_{x_1} \geq 8k$ then the diameter of this component is more than $8k$. Therefore, we assume that $\max_{x_1} < 8k$. The connected component in $G[D_1']$ containing all the vertices of $\{r_1, r_2, \ldots, r_{\max_{x_1}}\}$ is denoted by $S_1$. Clearly $S_1$ is a defensive alliance. Note that $S_1$ does not contain any vertex from $\{r_{\max_{x_1} + 1}, \ldots, r_{c.k^2}\}$. Next, for $i = 2$, there is a path from $r_{\max_{x_1} + 1}$ to $r_{\max_{x_2}}$ in $G[D_1']$. In Figure 3, we have $\max_{x_1} = 3$, $\max_{x_2} = 5$ and $\max_{x_3} = 8$. As seen before, we must have $\max_{x_2} - \max_{x_1} - 1 \leq 8k$, otherwise the diameter of this component is more than $8k$. Therefore, we assume that $\max_{x_2} - \max_{x_1} - 1 \leq 8k$.

\item \textbf{Claim 27}. The defensive alliance $D_1''$ either contains at least $\frac{k}{2}$ (locally minimal) defensive alliances $S_1, \ldots, S_{\frac{k}{2}}$ such that the closed neighbourhood of $S_i$ does not intersect $S_j$ for all $1 \leq i, j \leq \frac{k}{2}, i \neq j$ or the diameter of one of the connected components of $D_1''$ is more than $8k$.
\end{itemize}
The connected component in $G[D'_1]$ containing all the vertices of $\{r_{\text{max}} + 1, \ldots, r_{\text{max}}^2\}$ is denoted by $S_2$. Clearly $S_2$ is also a defensive alliance. Repeat this process $k$ times. We get either at least $\frac{k}{2}$ defensive alliances $S_1, \ldots, S_k$ such that $N[S_i] \cap S_j = \emptyset$ for all $1 \leq i, j \leq k$, $i \neq j$ or a component in $G[D'_1]$ with diameter more than $8k$. By Observation 2 and Lemma [13], we get a locally minimal defensive alliance of size at least $k$ in $G$. ▶

Theorem 28. The Locally Minimal Defensive Alliance problem on the planar graphs of minimum degree at least 2, admits an FPT algorithm with running time $O^*(k^{2\sqrt{k}})$. Proof. By Lemma 26, if $\Delta(G) \geq k^{O(k)}$ then $(G, k)$ is a yes-instance. Therefore we can assume that $\Delta(G) < k^{O(k)}$. By Theorem 22, if the treewidth of $G$ is more than $O(\sqrt{k})$ for some sufficiently large constant then $G$ contains $\Gamma_{10\sqrt{k}+4}$ as a contraction. In this case, by Lemma 23, $(G, k)$ is a yes-instance. Therefore, we also assume that the treewidth of $G$ is at most $O(\sqrt{k})$. Now we run the algorithm of Theorem 25 on graphs with $\Delta(G) < k^{O(k)}$ and $\text{tw}(G) \leq O(\sqrt{k})$ to solve the problem in time $O^*(k^{2\sqrt{k}})$. ▶

7 Conclusion and Open Problems

We proved that Locally Minimal Defensive Alliance admits an FPT algorithm on general graphs with minimum degree at least 2, when parameterized only by the solution size. When the problem is restricted to $C_3$-free and $C_4$-free graphs of minimum degree at least 2, we get a kernel of size $k^{O(k)}$. We also provide an FPT algorithm with running time $k^{2\sqrt{k}}$ on planar graphs with minimum degree at least 2. In the above discussion, we have mostly dealt with graphs of minimum degree at least 2. We observe that we can remove this condition while dealing with locally minimal strong defensive alliance. We list some problems emerge from the results here:

1. It remains open whether Locally Minimal Defensive Alliance on general graphs, without any restriction on minimum degree, belong to FPT when parameterized by the solution size alone.

2. Whether Connected Locally Minimal Defensive Alliance on general graphs belong to FPT when parameterized only by the solution size.

3. Can we improve the size of the kernel obtained for Locally Minimal Defensive Alliance on general graphs or obtain efficient FPT algorithms on special graph classes?

4. It may be interesting to study if our ideas can be useful to see whether Globally Minimal Defensive Alliance belong to FPT when parameterized by the solution size.

We also propose the following graph theoretic problem. If we can design a polynomial-time algorithm to determine whether there exists a locally minimal defensive alliance containing a given vertex $v$ or not then this will drastically improve the size of kernel on general graphs. It is already proved in [16] that there is no polynomial algorithm to determine whether there exists a globally minimal defensive alliance containing a given vertex $v$ or not.
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