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## 1. Introduction

Due to the pioneering work of Babuska and Rheinboldt [5], adaptive finite element methods (AFEM) based on *a posteriori* error estimators become standard tools in solving PDEs arising in scientific and engineering. A standard adaptive algorithm has the general iterative structure:

\[
\text{Solve} \rightarrow \text{Estimate} \rightarrow \text{Mark} \rightarrow \text{Refine} \quad (1.1)
\]

where *Solve* computes the discrete solution \( u_k \) in a subspace \( X_k \subset X \); *Estimate* computes certain error estimators based on \( u_k \), which are reliable and efficient in the sense that they are good approximation of the true error \( u - u_k \) in the energy norm; *Mark* applies certain marking strategies based on the estimators; and finally, *Refine* divides each marked element and completes the mesh to obtain a new partition, and subsequently an enriched subspace \( X_{k+1} \). The fundamental problem with the adaptive procedure (1.1) is guaranteeing convergence of the solution sequence. For *a posteriori* error analysis, we refer to the books [2, 69, 59] and the references cited therein.

The first convergence result for (1.1) was obtained by Babuska and Vogelius [6] for linear elliptic problems in one space dimension. The multi-dimensional case was open until Dörfler [26] proved convergence of (1.1) for Poisson equation, under the assumption that the initial mesh was fine enough to resolve the influence of data oscillation. This result was improved by Morin, Nochetto, and Siebert [46], in which the convergence was proved without conditions on the initial mesh, but requiring the so-called *interior node property*, together with an additional marking step driven by data oscillation. Since these seminal papers, a number of substantial steps have been taken to generalize these convergence results for linear elliptic problems in various directions. Of particular interest to us here are the following. In [49, 47, 61] the asymptotic convergence results were...
obtained for a general class adaptive methods for a large class of linear problems. The theory does not require marking due to oscillation, or the interior node property, and allows more general marking strategies than what had been used in Dörfler’s arguments, with different a posteriori error estimators. In another direction, it was showed by Binev, Dahmen and DeVore \[11\] for the first time that AFEM for Poisson equation in the plane has optimal computational complexity by using a critical coarsening step. This result was improved by Stevenson \[62\] by showing the optimal complexity in general spatial dimension without coarsening step. These error reduction and optimal complexity results were improved recently in several aspects in \[17\]. In the analysis of \[17\], the artificial assumptions of interior node and extra marking due to data oscillation were removed, and the convergence result is applicable to general linear elliptic equations. The main ingredients of this new convergence analysis are the global upper bound on the error give by the a posteriori estimator, orthogonality (or possibly only quasi-orthogonality) of the underlying bilinear form arising from the linear problem, and a type of error indicator reduction produced by each step of AFEM. We refer to \[50\] for a recent survey of convergence analysis of AFEM for linear elliptic PDEs which gives an overview of all of these results through late 2009.

There are a number of recent and not-so-recent articles concerning a posteriori error analysis for nonlinear partial differential equations; cf. \[8, 68, 55, 9, 58, 40, 57, 39, 59, 18\]. However, to date there have been only a handful of AFEM convergence results for nonlinear problems. Some of the results are: AFEM convergence for a scalar problem involving the \(p\)-Laplacian was shown in \[66, 25\]; AFEM convergence for a class of convex nonlinear problems arising in elasticity in \[15, 14\]; and AFEM convergence for the nonlinear Poisson-Boltzmann equation in \[20\]. These results typically involve problem-specific handling of the nonlinearity. A recent article in a more general direction is the paper of Ortner and Praetorius \[52\] where the convergence analysis of an adaptive algorithm for a large class of nonlinear equations is discussed based on energy minimization, including the cases lacking an Euler-Lagrange equation due to low differentiability properties of the energy. However, their argument is tailored specifically for non-conforming finite element methods, with some remaining obstacles for the conforming case.

In this article we develop convergence theory for a general class of adaptive approximation algorithms for abstract nonlinear operator equations on Banach spaces, and then use the theory to obtain convergence results for practical adaptive finite element methods (AFEM) applied to several classes of nonlinear elliptic equations. In the first part of the paper, we develop a weak-* convergence framework for nonlinear operators, whose Gateaux derivatives are locally Lipschitz and satisfy a local inf-sup condition. The framework can be viewed as extending the recent convergence results for linear problems of Morin, Siebert and Veer \[49, 47, 61\] to a general nonlinear setting. We formulate an abstract adaptive approximation algorithm for nonlinear operator equations in Banach spaces with local structure. The weak-* convergence framework is then applied to this class of abstract locally adaptive algorithms, giving a general convergence result. The convergence result is then applied to a standard AFEM algorithm in the case of several semilinear and quasi-linear scalar elliptic equations and elliptic systems, including a semilinear problem with polynomial nonlinearity, the steady Navier-Stokes equations, and a more general quasilinear problem. This yields several new AFEM convergence results for these nonlinear problems.

A disadvantage of the weak-* convergence framework is that it does not give information on adaptive finite element convergence rate; strict error contraction results are key
to complexity analysis of specific instances of the AFEM algorithms. To allow for complexity results of this type, in the second part of the paper we develop a second abstract convergence framework based on strong contraction, extending the recent contraction results for linear problems of Cascon, Kreuzer, Nochetto, and Siebert [17] and of Mekchay and Nochetto [45] to abstract nonlinear problems. We then establish conditions under which it is possible to apply the contraction framework to the abstract adaptive algorithm defined earlier, giving a contraction result for AFEM-type algorithms applied to nonlinear problems. The contraction result is then applied to a standard AFEM algorithm in the case of several semilinear scalar elliptic equations, including a semilinear problem with polynomial nonlinearity, the Poisson-Boltzmann equation [31] and the Hamiltonian constraint [35] in general relativity, yielding AFEM contraction results in each case.

The remainder of this paper is organized as follows. In Section 2, we develop an abstract framework for ensuring that a sequence of Petrov-Galerkin (PG) approximations to the nonlinear problem converges to the solution of a nonlinear equation, by ensuring the weak-* convergence to zero of the sequence of corresponding nonlinear residuals. This involves first establishing \textit{a priori} estimates and a general convergence result in Section 2.1 together with recalling some (mostly standard) \textit{a posteriori} error estimates in Section 2.2. In Section 3, we present a class of abstract adaptive algorithms which (under reasonable assumptions) fit into both the weak-* convergence framework developed in Section 2 and the contraction framework developed in Section 6. The class of algorithms is general enough to include both classical adaptive finite element methods (AFEM) for two- and three-dimensional elliptic systems, as well as AFEM algorithms for geometric elliptic PDE on Riemannian manifolds (cf. [35, 30]). In Section 4, we give the main convergence results for the class of adaptive algorithms described in Section 3. In particular, we prove that the adaptive algorithm generates a sequence of approximate solutions which converge strongly to the solution, by showing that the corresponding sequence of nonlinear residuals weak-* converges to zero. We present a sequence of examples in Section 5 to illustrate the weak-* convergence framework. In Section 6, we outline a second distinct abstract framework for ensuring that a sequence of approximations to the nonlinear problem produced by an adaptive algorithm converges to the solution of a nonlinear equation, by ensuring strict contraction of the \textit{quasi-error} (the sum of the error norm and the error indicator). This framework is based on establishing strengthened Cauchy and quasi-orthogonality-type inequalities for successive PG approximations produced by adaptive algorithms in Sections 5.2–5.3 together with a general abstract contraction result derived in Section 6.4. The contraction result is an abstraction of the contraction arguments used in [45, 16, 35, 31], suitable for use with approximation techniques for nonlinear problems. As in these existing frameworks, it is based on establishing: (1) quasi-orthogonality; (2) error indicator bound on the error; (3) a type of indicator reduction. We prove that under these assumptions, the adaptive algorithm generates a sequence of approximate solutions for which the quasi-error strictly contracts. Finally, we present several examples of increasing difficulty in Section 7 to illustrate this framework.

2. An Abstract Weak* Convergence Framework

In this section, we focus on developing a general convergence framework for abstract nonlinear equations. To explain the problem class, the adaptive approximation algorithm, and the set of convergence results we wish to establish, let \( X \) and \( Y \) be real Banach spaces (complete normed vector spaces over the field \( \mathbb{R} \)) with norms \( \| \cdot \|_X \) and \( \| \cdot \|_Y \), respectively. Denote the topological dual spaces of bounded linear functionals on \( X \) and \( Y \) as \( X^* \) and \( Y^* \) respectively. In this paper, we are interested in the convergence of a
general class of adaptive algorithms for solving the nonlinear equation:

Find $u \in X$, such that $F(u) = 0$,

or in a weak form:

Find $u \in X$, such that $\langle F(u), v \rangle = 0, \forall v \in Y$, \hspace{1cm} (2.1)

based on placing some minimal conditions on the first (Gateaux or Frechet) derivative of $F$. We note that (2.1) often itself arises naturally through Gateaux differentiation of a scalar-valued energy $J : X \to \mathbb{R}$, as the Euler Condition for stationarity of $J(u)$, although we will consider the general case here whereby there may not be an underlying energy functional. In any case, recall (cf. [65, 38, 51]) that the Gateaux variation of $F$ at $u \in X$ in the direction $w \in X$ is given as:

$$F'(u)w = \left. \frac{d}{d\epsilon} F(u + \epsilon w) \right|_{\epsilon=0},$$

and recall that when they exist as bounded linear operators, the Gateaux and Frechet derivatives at $u$ in the direction $w$ agree with $F'(u)$ above, uniquely generated by (2.2).

Note that in general, the solution to equation (2.1) may not be unique. In this paper, we are interested in the locally unique solution, which is unique in a neighborhood:

**Definition 2.1.** We say $u \in X$ is a locally unique solution to (2.1) in a neighborhood $U \subset X$ of $u$, if $u$ is the only solution of (2.1) in $U$.

Our aim now is to show that: For any convergent sequence $\{u_k\}$ in $X$, if the residuals $F(u_k)$ of the nonlinear equation (2.1) weak-* converge to zero, then the sequence converges to the solution of (2.1). Based on this abstract convergence result, the remainder of this section will be devoted to establishing existence, a priori error estimates, and a posteriori error estimates, for Petrov-Galerkin approximations to equation (2.1).

The following simple theorem will form the basis for our convergence analysis.

**Theorem 2.2.** For a continuous (nonlinear) map $F : X \to Y^*$, suppose that $u \in X$ is a locally unique solution to (2.1) in a neighborhood $U \subset X$ of $u$. Let $\{u_k\} \subset U$ be a sequence converging to some $u_* \in U$, such that

$$\lim_{k \to \infty} \langle F(u_k), v \rangle = 0, \hspace{1cm} \forall v \in Y. \hspace{1cm} (2.3)$$

Then we have $u_* = u$.

**Proof.** We have

$$\langle F(u_*), v \rangle = \langle F(u_*) - F(u_k), v \rangle + \langle F(u_k), v \rangle \\
\leq \|F(u_*) - F(u_k)\|_{Y^*} \|v\|_Y + \|F(u_k)\|_Y.$$

The conclusion follows by the continuity of $F$, (2.3) and uniqueness of $u$ in $U$. \hfill $\Box$

One of our central goals in the paper is now to develop a practical way to generate the sequence $\{u_k\}$ satisfying the conditions in Theorem 2.2. To this end, we introduce two sequences of nested (finite-dimensional) subspaces

$$X_0 \subset X_1 \subset \ldots \subset X \quad \text{and} \quad Y_0 \subset Y_1 \subset \ldots \subset Y,$$

where $\dim(X_k) = \dim(Y_k)$ for each $k \in \mathbb{N}$. In addition, we introduce the spaces $(X_\infty, Y_\infty)$:

$$X_\infty = \bigcup_k X_k \|v\|_X, \quad \text{and} \quad Y_\infty = \bigcup_k Y_k \|v\|_Y.$$
We focus on a class of approximation methods whereby the sequence of approximations \( \{u_k \in X_k\} \subset X \) to the exact solution \( u \in X \) to (2.1) are generated by solving the Petrov-Galerkin (PG) problems

\[
\text{Find } u_k \in X_k, \text{ such that } \langle F(u_k), v_k \rangle = 0, \quad \forall v_k \in Y_k. \quad (2.4)
\]

We next consider conditions on \( F \) to establish well-posedness of (2.4), and derive a priori error estimates for the approximations \( u_k \approx u \).

2.1. A Priori Error Estimates. Let \( G \) be a \( C^1 \) mapping from \( X \to Y^* \), understood as an approximation of \( F \). Assume \( G \) satisfies the following conditions:

(H1) There exists a constant \( \delta > 0 \) such that \( G' \) satisfies

\[
\|G'(u) - G'(x)\|_{L(X,Y^*)} \leq L\|u - x\|_X, \quad \forall x \in X \text{ with } \|u - x\|_X \leq \delta.
\]

(H2) \( G'(u) \) is an isomorphism from \( X \to Y^* \), and there exists a constant \( M > 0 \) such that

\[
\left\|G^{-1}(u)\right\|_{L(Y^*,X)} \leq M.
\]

(H3) \( \|G(u)\|_{Y^*} \leq C \), where \( C = \min\left\{\frac{1}{2\Lambda}, \frac{1}{4M^2L}\right\} \).

Assumptions (H2) and (H3) are stability and consistency conditions, respectively. If \( G \) satisfies (H1)-(H3), then we have the following lemma, similar to [55, Theorem 2].

**Lemma 2.3.** Let \( G \) satisfy the assumptions (H1)-(H3), then there exist a constant \( \delta_0 > 0 \) and a unique \( u_G \in X \) such that \( G(u_G) = 0 \), and \( \|u - u_G\|_X \leq \delta_0 \). Moreover, we have the following a priori error estimate:

\[
\|u - u_G\|_X \leq 2\|G'(u)^{-1}\|_{L(Y^*,X)}\|G(u)\|_{Y^*}.
\]

**Proof.** We show existence and uniqueness by fixed-point argument. Define first

\[
T(x) = x - G'(u)^{-1}G(x), \quad \forall x \in X.
\]

This new operator \( T \) is well-defined because \( G'(u) \) is an isomorphism by Assumption (H2). Then for any \( x_1, x_2 \in X \) we have

\[
\|T(x_1) - T(x_2)\|_X = \left\|(x_1 - x_2) + G(u)^{-1}[(x_2) - G(x_1)]\right\|_X
\]

\[
= \left\|(x_1 - x_2) - G(u)^{-1} \int_0^1 [G'(x_1 + t(x_2 - x_1)))(x_1 - x_2)dt\right\|_X
\]

\[
= \left\|G'(u)^{-1} \int_0^1 [G'(u) - G'(x_1 + t(x_2 - x_1)))(x_1 - x_2)dt\right\|_X
\]

Let \( \delta_0 > 0 \) such that \( \delta_0 = \min\left\{\delta, \frac{1}{2\Lambda M^2}\right\} \). We try to show that \( T \) is a contraction mapping in the ball \( B(u, \delta_0) \subset X \). By Assumption (H1), we have

\[
\|G'(u) - G'(x_1 + t(x_2 - x_1))\|_{L(X,Y^*)} \leq L\delta_0, \quad \forall x_1, x_2 \in B(u, \delta_0).
\]

Therefore, by the choice of \( \delta_0 \) and (H2) we have

\[
\|T(x_1) - T(x_2)\|_X \leq L\delta_0 \left\|G'(u)^{-1}\|_{L(Y^*,X)}\|x_1 - x_2\|_X \leq \frac{1}{2}\|x_1 - x_2\|_X.
\]
In addition, by using the above inequality and Assumption (H3), for any \( x \in B(u, \delta_0) \) we have
\[
\|T(x) - u\|_X \leq \|T(x) - T(u)\|_X + \|T(u) - u\|_X \\
\leq \frac{1}{2}\|x - u\|_X + \|G'(u)^{-1}G(u)\|_X \\
\leq \frac{1}{2}\delta_0 + MC \leq \delta_0.
\]
Therefore, \( T \) is a contraction mapping from \( B(u, \delta_0) \) to \( B(u, \delta_0) \). Thus, there exists a unique \( u_G \in B(u, \delta_0) \) such that \( u_G = T(u_G) \), that is, \( G(u_G) = 0 \). Moreover,
\[
\|u - u_G\|_X = \|u - T(u_G)\|_X \leq 2\|G'(u)^{-1}\|_{\mathcal{L}(Y^*, X)} \|G(u)\|_{Y^*},
\]
which completes the proof.

Lemma 2.3 provides us with an abstract framework for existence, uniqueness, and the a priori error estimate (giving continuous dependence) for the approximated scheme \( G(x) = 0 \). Based on this lemma, we now try to construct such a nonlinear operator \( G \) for the Petrov-Galerkin formulation (2.4). This turns out to be nontrivial, since Petrov-Galerkin formulations are built only on the subspaces \((X_k, Y_k)\), whereas the operator \( G : X \to Y^* \) is defined on the pair \((X, Y)\). Therefore, for each pair \((X_k, Y_k)\), we need to construct an operator \( F_k : X \to Y^* \) such that the weak solution of \( F_k(x) = 0 \) is equivalent to the solution of (2.4).

To this end, let us first introduce a bilinear form \( b : X \times Y \to \mathbb{R} \) at \( u \in X \):
\[
b(x, y) = \langle F'(u)x, y \rangle, \quad \forall x \in X, \quad \forall y \in Y,
\] (2.5)
which is the linearization of \( F \) at \( u \). Denote by \( \|b\| \) the norm of \( b \):
\[
\|b\| := \sup \{b(x, y) : x \in X, \ y \in Y \text{s.t.} \|x\|_X = \|y\|_Y = 1\} = \|F'(u)\|_{\mathcal{L}(X,Y^*)}.
\]
We assume “inf-sup” conditions hold for \( b \), i.e., there exists a constant \( \beta_0 > 0 \) such that
\[
\inf_{x \in X, \|x\|_X = 1} \sup_{y \in Y, \|y\|_Y = 1} b(x, y) = \inf_{y \in Y, \|y\|_Y = 1} \sup_{x \in X, \|x\|_X = 1} b(x, y) = \beta_0 > 0. \quad (2.6a)
\]
This condition is equivalent to assuming that \( F'(u) \) is an isomorphism from \( X \) to \( Y^* \) with
\[
\|F'(u)^{-1}\|_{\mathcal{L}(Y^*, X)} = \beta_0^{-1}.
\]
In the finite-dimensional spaces \((X_k, Y_k)\), we assume that \( b \) satisfies a discrete inf-sup condition of the form
\[
\inf_{x \in X_k, \|x\|_X = 1} \sup_{y \in Y_k, \|y\|_Y = 1} b(x, y) = \inf_{y \in Y_k, \|y\|_Y = 1} \sup_{x \in X_k, \|x\|_X = 1} b(x, y) \geq \beta_1 > 0. \quad (2.6b)
\]
Based on these inf-sup conditions, we have that \( b(\cdot, \cdot) \) also satisfies the following inf-sup condition for the pair of spaces \((X_\infty, Y_\infty)\).

**Lemma 2.4.** Let the bilinear form \( b(\cdot, \cdot) \) satisfies the inf-sup condition (2.6b) on \((X_k, Y_k)\) for \( k = 1, 2, \ldots \). Then it satisfies the inf-sup condition on \((X_\infty, Y_\infty)\) : 
\[
\inf_{x \in X_\infty, \|x\|_X = 1} \sup_{y \in Y_\infty, \|y\|_Y = 1} b(x, y) = \inf_{y \in Y_\infty, \|y\|_Y = 1} \sup_{x \in X_\infty, \|x\|_X = 1} b(x, y) \geq \beta_1 > 0. \quad (2.6c)
\]
**Proof.** See [49 Lemma 4.2].
For each $k = 0, 1, \ldots, \infty$, inf-sup condition (2.6b) or (2.6c) implies existence of two projectors

$$
\Pi^X_k : X \to X_k \quad \text{and} \quad \Pi^Y_k : Y \to Y_k,
$$
defined by

$$
b(x - \Pi^X_k x, y_k) = 0 \quad \forall y_k \in Y_k \quad \forall x \in X, \quad \text{(2.7)}
$$
$$
b(x_k, y - \Pi^Y_k y) = 0 \quad \forall x_k \in X_k \quad \forall y \in Y. \quad \text{(2.8)}
$$

These operators are stable in the following sense:

$$
\|\Pi^X_k\|_{\mathcal{L}(X,X_k)} \leq \frac{\|b\|}{\beta_1} \quad \text{and} \quad \|\Pi^Y_k\|_{\mathcal{L}(Y,Y_k)} \leq \frac{\|b\|}{\beta_1}. \quad \text{(2.9)}
$$

In fact, take projector $\Pi^Y_k$ as an example, by the discrete inf-sup condition (2.6b), we have

$$
\beta_1\|\Pi^X_k x\|_X \leq \sup_{y_k \in Y_k, \|y_k\|_Y = 1} b(\Pi^X_k x, y_k)
$$
$$
= \sup_{y_k \in Y_k, \|y_k\|_Y = 1} b(x, y_k)
$$
$$
\leq \|b\| \|x\|_X.
$$

Moreover, the discrete inf-sup condition (2.6b) guarantees that

$$
(\Pi^X_k)^2 = \Pi^X_k \quad \text{and} \quad (\Pi^Y_k)^2 = \Pi^Y_k.
$$

Now we are ready to define the nonlinear operator $F_k : X \to Y^*$ for $k = 0, 1, \ldots, \infty$:

$$
\langle F_k(x), y \rangle := \langle F(x), \Pi^Y_k y \rangle + b(x, y - \Pi^Y_k y), \quad \forall x \in X, \quad y \in Y. \quad \text{(2.10)}
$$

By a direct calculation, we observe that

$$
\langle F'_k(x)w, y \rangle := \langle F'(x)w, \Pi^Y_k y \rangle + \langle F'(u)w, y - \Pi^Y_k y \rangle. \quad \text{(2.11)}
$$

In particular, we have $F'_k(u) = F'(u)$. This operator $F_k$ gives rise to another nonlinear problem:

Find $w \in X$, such that $\langle F_k(w), y \rangle = 0, \quad \forall y \in Y. \quad \text{(2.12)}$

The equation (2.12) is posed on the whole spaces $(X, Y)$. However, it is not difficult to verify that the solution to (2.4) and the zero of (2.10) are equivalent:

**Lemma 2.5** (55 Lemma 1). $u_k \in X_k$ is a solution of (2.4) if and only if $u_k \in X$ is a solution of (2.12).

**Proof.** We include the proof here for completeness. If $u_k \in X_k \subset X$ is a solution to (2.4), then

$$
\langle F(u_k), v_k \rangle = 0, \quad \forall v_k \in Y_k.
$$

Therefore,

$$
\langle F(u_k), \Pi^Y_k y \rangle = 0, \quad \forall y \in Y.
$$

For the second term in (2.10), notice that $u_k \in X_k$, and by the definition of $\Pi^Y_k$, we have

$$
b(u_k, y - \Pi^Y_k y) = 0, \quad \forall y \in Y.
$$

Thus, $u_k \in X$ is a solution to (2.12).

Conversely, let $w \in X$ satisfy $\langle F_k(w), y \rangle = 0, \quad \forall y \in Y$, that is

$$
\langle F(w), \Pi^Y_k y \rangle + b(w, y - \Pi^Y_k y) = 0, \quad \forall y \in Y.
$$
By choosing \( y = v - \Pi_k^Y v \), we obtain \( b(w, v - \Pi_k^Y v) = 0, \quad \forall v \in Y \). By the definition of \( \Pi_k^X \) and \( \Pi_k^Y \), we then have
\[
b(w - \Pi_k^X w, v) = b(w, v - \Pi_k^Y v) = 0, \quad \forall v \in Y.
\]
Since the inf-sup condition holds for \( b \), we have \( w = \Pi_k^X w \in X_k \). On the other hand, by choosing \( y = v_k \in Y_k \), we then have
\[
\langle F(w), v_k \rangle = 0, \quad \forall v_k \in Y_k,
\]
which implies that \( w \in X_k \) is a solution to (2.4).

Lemma 2.5 shows that (2.12) is actually a reformulation of (2.4), which posed in \( (X_k, Y_k) \), into the whole spaces \( (X, Y) \). It enables us to obtain the well-posedness and a priori error estimate of (2.4) by applying Lemma 2.5 to \( F_k \). More precisely, we have the following main result.

**Theorem 2.6.** Suppose equation (2.1) and the discretization (2.4) satisfy the inf-sup conditions (2.6a), (2.6b) respectively. Moreover, suppose that \( F' \) is Lipschitz continuous at \( u \), that is,
\[
\exists \delta \text{ and } L \text{ such that for all } w \in X, \quad \|u - w\|_X \leq \delta \\
\|F'(u) - F'(w)\|_{L(X,Y^*)} \leq L\|u - w\|_X.
\]
If in addition the subspace \( X_0 \) satisfies the approximation condition
\[
\inf_{\chi_0 \in X_0} \|u - \chi_0\|_X \leq \|b\|^{-1} \left( 1 + \frac{\|b\|}{\beta_1} \right)^{-1} \min \left\{ \frac{\delta \beta_0}{2}, \frac{\beta_0^2}{4L} \right\}, \quad (2.13)
\]
then there exist a constant \( \delta_1 > 0 \) such that equation (2.4) has a locally unique solution \( u_k \in X_k \) in \( B(u, \delta_1) \) for any \( k \geq 0 \) such that \( X_0 \subset X_k \). Moreover, we have the a priori error estimates:
\[
\|u - u_k\|_X \leq \frac{2\|b\|}{\beta_0} \left( 1 + \frac{\|b\|}{\beta_1} \right) \min_{\chi_k \in \chi_k} \|u - \chi_k\|_X. \quad (2.14)
\]

**Proof.** By Lemma 2.5, a solution to equation (2.4) is equivalent to a solution to the equation (2.12). By choosing \( G = F_k \) in Lemma 2.3, we only need to verify Assumptions (H1)-(H3).

Note that (2.11) implies \( F_k'(u) = F'(u) \). Therefore, we have
\[
\|F'(u)^{-1}\|_{L(Y^*,X)} = \beta_0^{-1}
\]
from the inf-sup condition (2.6a). The assumption (H2) follows. Again, by (2.11) we deduce that for any \( w, x \in X \) and \( y \in Y \),
\[
\langle (F_k'(u) - F_k'(x))w, y \rangle = \langle (F'(u) - F'(x))w, \Pi_k^Y y \rangle.
\]
Therefore,
\[
\|F_k'(u) - F_k'(x)\|_{L(X,Y^*)} \leq \|F'(u) - F'(x)\|_{L(X,Y^*)} \|\Pi_k^Y\|_{L(Y,Y_k)}
\leq \frac{\|b\|}{\beta_1} \|F'(u) - F'(x)\|_{L(X,Y^*)}
\leq \frac{\|b\|}{\beta_1} L\|u - x\|_X,
\]
where in the second inequality we used stability (2.9) of \( \Pi_k^Y \). Hence, \( F_k \) satisfies (H1).
For Assumption (H3), we have
\[ \|F_k(u)\|_{Y^*} = \sup_{v \in Y, \|v\|_{Y^*} = 1} \langle F_k(u), v \rangle = \sup_{v \in Y, \|v\|_{Y^*} = 1} b(u, v - \Pi_k^X v) = \sup_{v \in Y, \|v\|_{Y^*} = 1} b(u - \Pi_k^X u, v) \leq \|b\| \|u - \Pi_k^X u\|_X. \]

By triangle inequality and stability (2.9) of \( \Pi_k^X \), we have
\[ \|u - \Pi_k^X u\|_X \leq \|u - \chi_k\|_X + \|\Pi_k^X (u - \chi_k)\|_X \leq \left( 1 + \frac{\|b\|}{\beta_1} \right) \inf_{\chi_k \in X_k} \|u - \chi_k\|_X. \]

Therefore, we obtain
\[ \|F_k(u)\|_{Y^*} \leq \|b\| \left( 1 + \frac{\|b\|}{\beta_1} \right) \inf_{\chi_k \in X_k} \|u - \chi_k\|_X. \]

Notice that \( X_0 \subset X_k \), and by assumption (2.13) we have
\[ \|F_k(u)\|_{Y^*} \leq \|b\| \left( 1 + \frac{\|b\|}{\beta_1} \right) \inf_{\chi_k \in X_0} \|u - \chi_0\|_X \leq \min \left\{ \frac{\delta \beta_0}{2}, \frac{\beta_0^2}{4 L} \right\}. \]

Hence, Assumption (H3) is satisfied. Therefore by Lemma 2.5, there exists a constant \( \delta_1 > 0 \) such that equation (2.4) has a locally unique solution \( u_k \in X_k \) in \( B(u, \delta_1) \) for any \( k \geq 0 \). Furthermore, we have the following a priori error estimate:
\[ \|u - u_k\|_X \leq 2 \|F_k(u)^{-1}\|_{L(Y^*, X)} \|F_k(u)\|_{Y^*} \leq \frac{2\|b\|}{\beta_0} \left( 1 + \frac{\|b\|}{\beta_1} \right) \inf_{\chi_k \in X_k} \|u - \chi_k\|_X. \]

This completes the proof. \( \square \)

**Remark 2.7.** Theorem 2.6 is similar to [55, Theorem 4]. However, instead of assuming the approximation property
\[ \lim_{h \to 0} \inf_{x_k \in X_k} \|u - x_k\|_X = 0 \]
as used in their proof, we only assume that the initial subspace \( X_0 \) satisfies (2.13). This is important because in the adaptive setting, we cannot (and of course, do not want to) guarantee that \( h \to 0 \) uniformly. The assumption (2.13) is essentially the approximation property of the subspace \( X_0 \), since that
\[ \inf_{\chi_0 \in X_0} \|u - \chi_0\|_X \leq \|u - I_0^X u\|_X. \]

In most of the applications we consider, the finite element space \( X_0 \) has certain approximation property, i.e., \( \|u - I_0^X u\|_X = O(h_0^\alpha) \) for some \( \alpha > 0 \), where \( I_0^X \) is inclusion or quasi-interpolation. Therefore, the condition (2.13) can be satisfied by choosing the meshsize \( h_0 \) of the initial triangulation to be sufficiently small.

Based on Theorem 2.6, there exists a locally unique solution \( u_\infty \in B(u, \delta_1) \subset X_\infty \) with the test space \( Y_\infty \). In the remainder of this section, we will show that the PG solution sequence \( \{u_k \in X_k\} \) converges to the solution \( u_\infty \in X_\infty \) of (2.4) in \( (X_\infty, Y_\infty) \). Therefore, we indeed constructed a convergent sequence \( u_k \to u_\infty \) as \( k \to \infty \) by the Petrov-Galerkin approximation.

With this \( u_\infty \), let us introduce another bilinear form \( b_\infty(\cdot, \cdot) : X_\infty \times Y_\infty \to \mathbb{R} \) as
\[ b_\infty(x, y) := \langle F'(u_\infty)x, y \rangle, \quad \forall x \in X_\infty; y \in Y_\infty, \quad (2.15) \]
which is formed by linearizing \( F \) at \( u_\infty \in X_\infty \). Comparing with (2.5), we have
\[
\sup_{y \in Y_\infty, \|y\|_Y = 1} b_\infty(x, y) = \sup_{y \in Y_\infty, \|y\|_Y = 1} (b(x, y) + b_\infty(x, y) - b(x, y)) \\
\geq \beta_0 - \sup_{y \in Y_\infty, \|y\|_Y = 1} \langle (F'(u_\infty) - F'(u))x, y \rangle \\
\geq \beta_0 - \|F'(u) - F'(u_\infty)\|_{\mathcal{L}(X,Y^*)}, \quad \forall x \in X_\infty, \|x\|_X = 1.
\]
Therefore, if \( F' \) satisfies the Lipschitz continuity condition for some \( \delta > 0 \) as stated in Theorem 2.6, then we can choose a constant \( \delta_1 > 0 \) sufficiently small such that the following inf-sup condition holds in \( B(u, \delta_1) \):
\[
\inf_{y \in Y_\infty, \|y\|_Y = 1} \sup_{x \in X_\infty, \|x\|_X = 1} b_\infty(x, y) = \inf_{x \in X_\infty, \|x\|_X = 1} \sup_{y \in Y_\infty, \|y\|_Y = 1} b_\infty(x, y) = \delta_1 > 0.
\]
Similarly, we can show the discrete inf-sup condition holds in \( B(u, \delta_1) \):
\[
\inf_{y \in Y_k, \|y\|_Y = 1} \sup_{x \in X_k, \|x\|_X = 1} b_\infty(x, y) = \inf_{x \in X_k, \|x\|_X = 1} \sup_{y \in Y_k, \|y\|_Y = 1} b_\infty(x, y) = \tilde{\delta}_1 > 0.
\]
These inf-sup conditions imply that there exists stable projections \( \tilde{\Pi}_k^X \) and \( \tilde{\Pi}_k^Y \) similar to (2.7)–(2.8). Same as before, we can define a sequence of nonlinear equations:
\[
\text{Find } x \in X_\infty, \quad \text{such that } \langle \tilde{F}_k(x), y \rangle = 0, \quad \forall y \in Y_\infty,
\]
where
\[
\tilde{F}_k(x, y) = \langle F(x), \tilde{\Pi}_k^Y y \rangle + b_\infty(x, y - \tilde{\Pi}_k^Y y).
\]
Following the same lines of the proof of Lemma 2.5, one can show the solution to the nonlinear equation (2.17) is the solution to the PG problem (2.4) for each \( k = 0, 1, \ldots \).

In the proof of Theorem 2.6, if we replace \((X, Y)\) by \((X_\infty, Y_\infty)\), \(u\) by \(u_\infty\) and the inf-sup conditions (2.6a)–(2.6b) by (2.16a)–(2.16b), then we have the following theorem.

**Theorem 2.8.** Let the assumptions in Theorem 2.6 be fulfilled. Then there exists a neighborhood \( B(u, \delta_1) \) of \( u \) such that the equation (2.4) has a locally unique solution \( u_k \in X_k \) for each \( k \geq 0 \). We also have the following a priori error estimate:
\[
\|u_\infty - u_k\|_X \leq C \inf_{\chi_k \in X_k} \|u_\infty - \chi_k\|_X, \quad \forall k = 0, 1, \ldots.
\]
Consequently, the PG sequence \( \{u_k\} \) converges to \( u_\infty \), that is, \( \lim_{k \to \infty} u_k = u_\infty \) in \( X \).

**Proof.** By the same argument as in Theorem 2.6, equation (2.4) has a locally unique solution \( u_k \in X_k \) for each \( k \geq 0 \). Furthermore, we have the quasi-optimal estimate:
\[
\|u_\infty - u_k\|_X \leq C \inf_{\chi_k \in X_k} \|u_\infty - \chi_k\|_X, \quad \forall k = 0, 1, \ldots.
\]
By density of \( \bigcup_{k=1}^{\infty} X_k \) in \( X_\infty \), we then have \( \lim_{k \to \infty} \|u_k - u_\infty\|_X = 0 \). \( \square \)

**Remark 2.9.** Theorem 2.8 confirms that the approximate sequence \( \{u_k\} \) has a limit \( u_\infty \in X_\infty \). However, this \( u_\infty \) does not necessarily coincide with the exact solution \( u \). Note that \( u_\infty = u \) if and only if the residual \( F(u_\infty) = 0 \). Obviously, this is the case when \( X_\infty = X \). However, in general adaptive settings, one has \( X_\infty \neq X \). Nevertheless, by Theorem 2.2 it suffices to verify the weak-* convergence: \( F(u_k) \to 0 \).
2.2. A Posteriori Error Estimates. Given any approximation $u_k$ of $u$, the nonlinear residual $F(u_k)$ can be used to estimate the error $\|u - u_k\|_X$, through the use of a linearization theorem \[43, 68\]. An example due to Verfürth is the following.

**Theorem 2.10.** \[68\] Let $u \in X$ be a regular solution of (2.1) so that the Gateaux derivative $F'(u)$ is a linear homeomorphism of $X$ onto $Y^\ast$. Assume that $F'$ is Lipschitz continuous at $u$, that is,

$$
\exists \delta \text{ and } L \text{ such that for all } w \in X, \|u - w\|_X \leq \delta
$$

$$
\|F'(u) - F'(w)\|_{L(X,Y^\ast)} \leq L\|u - w\|_X.
$$

Let $R = \min\{\delta, L^{-1}\|F'(u)^{-1}\|_{L(Y^\ast,X)}, 2L^{-1}\|F'(u)\|_{L(X,Y^\ast)}\}$. Then for all $u_k \in X$ such that $\|u - u_k\| < R$,

$$
C_1\|F(u_k)\|_{Y^\ast} \leq \|u - u_k\|_X \leq C_2\|F(u_k)\|_{Y^\ast},
$$

where $C_1 = \frac{1}{2}\|F'(u)^{-1}\|_{L(X,Y^\ast)}$ and $C_2 = 2\|F'(u)\|_{L(X,Y^\ast)}$.

**Proof.** See \[68\].

The linearization is controlled by the choice of $\delta$ sufficiently small, where $\delta$ is the radius of an open ball in $X$ about $u$. The strength of the nonlinearity is represented by the factors in (2.18) involving the linearization $F'(u)$ and its inverse. To build an asymptotic estimate of the error, one focuses on two-sided estimates for the nonlinear residual $\|F(u_k)\|_{Y^\ast}$ appearing on each side of (2.18).

3. A General Adaptive Algorithm

The analysis in Section 2 reveals that under reasonable assumptions on the nonlinear operator $F(\cdot)$, the Petrov-Galerkin problem (2.4) is well-posed. Moreover, given the nested subspaces $\{X_k\}$ and $\{Y_k\}$, the solution sequence $\{u_k \in X_k\}$ converges to the exact solution $u \in X$ if the corresponding residual sequence $\{F(u_k)\} \subset Y^\ast$ weak-* converges to zero, that is

$$
\lim_{k \to \infty} \langle F(u_k), v \rangle = 0, \quad \forall v \in Y.
$$

In this section, we show how to construct subspaces $(X_k, Y_k)$ in an adaptive setting so as to ensure (3.1). In particular, based on a few assumptions on the algorithm, we show that the solution sequence generated by the algorithm produces a residual sequence that satisfies (3.1).

3.1. The Setting: Banach Spaces with Local Structure. Since the algorithm to be analyzed is of a finite element type, we need to have as the spaces $X$ and $Y$ function spaces defined over a domain $\Omega$ in $\mathbb{R}^d$, or over a manifold. The manifold setting is more general because a domain is trivially a manifold; however, in order to avoid the necessary differential geometric language to also cover the case of geometric PDE on manifolds, we consider here the even more general setting of measure spaces, which allows for a simple and transparent discussion of the core ideas. (In \[36, 34\], we consider specifically this geometric PDE setting.)

Let $((\Omega, \Sigma, \mu)$ be a measure space, where $\Omega$ is a set (a subset of $\mathbb{R}^d$ or a $d$-manifold), $\Sigma$ is a $\sigma$-algebra, and $\mu : \Sigma \to [0, \infty]$ is a measure. Recall that a $\sigma$-algebra $\Sigma \subseteq 2^{\Omega}$ over $\Omega$ is a partition (a collection of subsets or elements) of $\Omega$ which contains $\Omega$, and is closed under the complement in $\Omega$ and countable union operations. Then a measure $\mu : \Sigma \to [0, \infty]$ is a function with $\mu(\emptyset) = 0$ and additive under disjoint countable unions. We say that $T$ is a partition (a set of subsets) of $\Omega$ with elements (simply connect subsets)
\{\tau\}_{\tau \in \mathcal{T}} \text{ if } \bigcup_{\tau \in \mathcal{T}} \tau = \Omega \text{ and } \tau_1 \cap \tau_2 = \emptyset \text{ for any } \tau_1, \tau_2 \in \mathcal{T} \text{ such that } \tau_1 \neq \tau_2. \text{ We introduce the meshsize function } h_{\mathcal{T}} \text{ associated to } \mathcal{T} \text{ as }

h_{\mathcal{T}}(x) = \mu(\tau)^{1/2}, \quad \forall x \in \tau \in \mathcal{T}.

Note that } h_{\mathcal{T}} \text{ is well defined up to a } d\text{-dimensional Lebesgue measure zero skeleton. Thus, we can understand } h_{\mathcal{T}} \in L^\infty(\Omega) \text{ as a piecewise constant function. Given any subset } S \subset \mathcal{T}, \text{ we denote } \Omega_S = \bigcup_{\tau \in S} \tau. \text{ Let } X(\tau) \text{ and } Y(\tau) \text{ be the finite element subspaces defined on each element } \tau \in \mathcal{T}. \text{ We denote } X(\Omega_S) := \bigcup_{\tau \in S} X(\tau). \text{ For simplicity, let } X(\mathcal{T}) := X(\Omega_T). \text{ We use similar notation for } Y \text{ and } Z \text{ below.}

We assume now that the Banach spaces } X(\mathcal{T}) \text{ and } Y(\mathcal{T}) \text{ associated with the partition } \mathcal{T} \text{ have certain local structures provided by the associated measure space } (\Omega, \Sigma, \mu). \text{ In particular, we assume that the induced norms } \| \cdot \|_X \text{ and } \| \cdot \|_Y \text{ are subadditive in the underlying domain:}

\begin{align}
\| \{ w \}_{\tau \in \mathcal{T}} \|_{\ell^p} & \simeq \| w \|_X, \quad \forall w \in X(\mathcal{T}); \\
\| \{ v \}_{\tau \in \mathcal{T}} \|_{\ell^q} & \simeq \| v \|_Y, \quad \forall v \in Y(\mathcal{T}).
\end{align}

(3.2a)

In addition, we assume that the norms are absolutely continuous with respect to the measure } \mu(\cdot) \text{ in the sense that, for any } w \in X \text{ and } v \in Y, \text{ there holds}

\| w \|_{X(\omega)} \to 0 \text{ and } \| v \|_{Y(\omega)} \to 0, \text{ as } \mu(\omega) \to 0.

(3.2b)

Furthermore, we assume that the abstract or generalized finite element spaces have the following local approximation property: Let } \overline{Y} \subset Y \text{ be a dense subspace of } Y; \text{ we assume that for any partition } \mathcal{T}, \text{ there exists an interpolation operator } I_\mathcal{T} : \overline{Y} \to Y(\mathcal{T}) \text{ such that for all } v \in \overline{Y},

\| v - I_\mathcal{T} v \|_{Y(\tau)} \lesssim \| h_{\mathcal{T}} \|_{\infty, \tau} \| v \|_{Y(\tau)}, \quad \forall \tau \in \mathcal{T},

(3.2c)

where } s > 0 \text{ is a constant.}

The two most relevant examples of such Banach spaces with this type of local structure are subspaces } X \subset L^p(\Omega), \text{ where } \Omega \text{ is either a bounded open subset of } \mathbb{R}^n, \text{ or where } \Omega \text{ is a Riemannian } W^{t,q}-\text{manifold (a differentiable manifold with metric in } W^{t,q}), \text{ and where } \mathcal{T} \text{ is a partition of } \Omega \text{ into elements } \tau. \text{ Such subspaces then include Sobolev spaces of scalar and vector functions over domains and partitions in } \mathbb{R}^n \text{ (cf. } [42, 11]), \text{ as well as Sobolev spaces of } W^{s,p}-\text{sections of vector bundles over } \Omega \text{ and partition elements } \tau \text{ (see } [53, 29, 32] \text{ for a discussion of these spaces). See } [30, 33, 35] \text{ and Section 7.4 for examples in the case of manifold domains. We note that to show } (3.2a) \text{ holds in specific cases, it is not enough to assume that } h_{\tau}(x) \text{ is sufficiently small, but also that certain geometric (e.g. geodesic angle) conditions hold for the elements } \{\tau\}. \text{ In this article, we assume that the subspace contraction schemes produce partitions } \{\tau\} \text{ satisfying the appropriate geometric conditions so that } (3.2c) \text{ holds. Finally, we remark that an intermediate space } Z \text{ such that } X \subset Z, \text{ with continuous (even compact) embedding}

\[ X(\mathcal{T}) \hookrightarrow Z(\mathcal{T}), \]

will sometimes play a critical role. It is assumed that } Z \text{ has the same local structure as } X \text{ and } Y \text{ over a measure space } (\Omega, \Sigma, \mu), \text{ in that both } (3.2a) \text{ and } (3.2b) \text{ hold for } Z. \text{ The role of } Z \text{ will usually be played by } L^p(\Omega) \text{ for suitably chosen exponent } p.
3.2. The Algorithm: SOLVE-ESTIMATE-MARK-REFINE. We now formulate an adaptive algorithm based on enriching the local structure using error indicators, partition marking, and partition refinement. Let $X_k := X(\mathcal{T}_k)$ and $Y_k := Y(\mathcal{T}_k)$ be the abstract finite element spaces defined on the partition $\mathcal{T}_k$. Given an initial partition $\mathcal{T}_0$ of the domain, the adaptive algorithm for solving equation (2.1) is an iteration involving the following main steps:

\begin{align}
(1) & \quad u_k := \text{SOLVE} (X_k, Y_k); \\
(2) & \quad \{\eta(u_k, \tau)\}_{\tau \in \mathcal{T}_k} := \text{ESTIMATE} (u_k, \mathcal{T}_k); \\
(3) & \quad \mathcal{M}_k := \text{MARK} \left(\{\eta(u_k, \tau)\}_{\tau \in \mathcal{T}_k}, \mathcal{T}_k\right); \\
(4) & \quad \mathcal{T}_{k+1} := \text{REFINE} \left(\mathcal{T}_k, \mathcal{M}_k, \ell\right), \text{ increment } k.
\end{align}

We will handle each of the four steps as follows:

- **SOLVE**: We use standard inexact Newton + multilevel solvers for equation (2.4) to produce $u_k \in X_k$ on each partition $\mathcal{T}_k$ (cf. [17, 30, 24]). To simplify the analysis here, we assume that the discrete solution $u_k$ is the exact solution to (2.4).

- **ESTIMATE**: Given a partition $\mathcal{T}_k$ and the corresponding output $u_k \in X_k$ of the SOLVE modules, this module computes and outputs the *a posteriori* error estimator $\{\eta(u_k, \tau)\}_{\tau \in \mathcal{T}_k}$, where for each element $\tau \in \mathcal{T}_k$ the indicator $\eta(u_k, \tau) \geq 0$.

- **MARK**: Based on the *a posteriori* error indicators $\{\eta(u_k, \tau)\}_{\tau \in \mathcal{T}_k}$, this module gives a strategy to choose a subset of elements $\mathcal{M}_k$ of $\mathcal{T}_k$ for refinement.

- **REFINE**: Given the set of marked elements $\mathcal{M}_k$ and the partition $\mathcal{T}_k$, this procedure produces a new partition $\mathcal{T}_{k+1}$ by refining (subdividing) all elements in $\mathcal{M}_k \ell \geq 1$ times. Some other elements in $\mathcal{T}_k \setminus \mathcal{M}_k$ may also be refined based on some requirement of the partition, such as geometric relationships between neighboring elements (sometimes called geometric conformity) in order to support construction of the spaces $X(\mathcal{T})$. This procedure is known as *completion*.

Now we state some basic assumptions on these modules, which will be used in the convergence analysis in Section 4.

3.2.1. **REFINE.** We suppose that refinement relies on unique quasi-regular element subdivisions. More precisely, there exist constants $c_1, c_2 \in (0, 1)$ independent of the partition $\mathcal{T}$, such that any element $\tau \in \mathcal{T}$ can be subdivided into $n(\tau) \geq 2$ subelements $\tau'_1, \ldots, \tau'_{n(\tau)}$ such that

$$
\mathcal{T} = \tau'_1 \cup \cdots \cup \tau'_{n(\tau)}, \quad \mu(\tau) = \sum_{i=1}^{n(\tau)} \mu(\tau'_i),
$$

and

$$
c_1 \mu(\tau) \leq \mu(\tau'_i) \leq c_2 \mu(\tau), \quad i = 1, \ldots, n(\tau).
$$

We define now the class $\mathcal{G}$ *admissible partitions* of $\Omega$ as the subclass of all partitions of $\Omega$ that satisfy the two properties:

- The partition is subordinate to (a refinement of) $\mathcal{T}_0$;
- The partition is locally quasi-uniform in the sense that

$$
\sup_{\tau \in \mathcal{G}} \max_{\tau' \in \mathcal{T}} \# N_{\mathcal{T}}(\tau) \lesssim 1, \quad \max_{\tau' \in \mathcal{T}} \mu(\tau') \lesssim 1,
$$

where $N_{\mathcal{T}}(\tau) := \{\tau' \in \mathcal{T} | \tau' \cap \tau \neq \emptyset\}$ denotes the set of neighboring elements of $\tau$ in $\mathcal{T}$.
In addition, we suppose that the output partition
\[ \mathcal{T}' := \text{REFINE}(\mathcal{T}, \mathcal{M}, \ell) \]
satisfies the requirement
\[ \forall \tau \in \mathcal{M} \subset \mathcal{T}, \tau \notin \mathcal{T}', \tag{3.5d} \]
that is, each marked element of the input partition is subdivided at least once in the output partition. Additional elements in \( \mathcal{T} \setminus \mathcal{M} \) may be refined in order to fulfill some other requirements for partitions coming from class \( \mathcal{G} \); for example, properties such as geometric conformity may need to also hold in specific case of constructions of \( X(\mathcal{T}) \) over \( \mathcal{T} \) in order to ensure that (3.2c) holds.

### 3.2.2. \textsc{Solve}. \textit{We assume that the abstract finite element spaces} \( X(\mathcal{T}) \) \textit{and} \( Y(\mathcal{T}) \) \textit{build over} \( \mathcal{T} \) \textit{have the following two natural properties. Let} \( \mathcal{T}, \mathcal{T}' \in \mathcal{G} \). \textit{The spaces} \( X(\mathcal{T}) \) \textit{and} \( Y(\mathcal{T}) \) \textit{are called} conforming if
\[ X(\mathcal{T}) \subset X \text{ and } Y(\mathcal{T}) \subset Y, \text{ and } \dim X(\mathcal{T}) = \dim Y(\mathcal{T}), \tag{3.6a} \]
\textit{and are called} nested \textit{if}
\[ \text{if } \mathcal{T}' \text{ is a refinement of } \mathcal{T} \text{ then } X(\mathcal{T}) \subset X(\mathcal{T}') \text{ and } Y(\mathcal{T}) \subset Y(\mathcal{T}'). \tag{3.6b} \]
We note that the underlying parition \( \mathcal{T} \) does not need to be \textit{geometrically conforming} in order for the spaces built over \( \mathcal{T} \) to be conforming in the sense of (3.6a). We also assume that the discrete inf-sup condition (2.6b) holds:
\[ \inf_{x \in X(\mathcal{T}), \|x\|_X = 1} \sup_{y \in Y(\mathcal{T}), \|y\|_Y = 1} b(x, y) = \inf_{y \in Y(\mathcal{T}), \|y\|_Y = 1} \sup_{x \in X(\mathcal{T}), \|x\|_X = 1} b(x, y) \geq \beta_1, \tag{3.6c} \]
with some constant \( \beta_1 > 0 \). In most conforming finite element spaces in Sobolev spaces, this is an immediate consequence of the usual interpolation error estimates, cf. [22]. In Theorem 2.6 for the well-posedness of the discrete equation, we require the space \( X_0 \) satisfies (2.1b):
\[ \inf_{x_0 \in X_0} \|u - x_0\|_X \leq \|b\|_1^{-1} \left( 1 + \frac{\|b\|_1}{\beta_1} \right)^{-1} \min \left\{ \delta \beta_0, \frac{\beta_0^2}{4L} \right\}, \tag{3.6d} \]
where \( \|b\|_1 = \|F'(u)\|_{\mathcal{L}(X, X^*)} \), \( \beta_0, \beta_1 \) are the inf-sup constants in (2.6a) and (2.6b) respectively, \( L \) is the Lipschitz constant for \( F'(u) \) and \( \delta \) is the Lipschitz radius. Moreover, we suppose that the output
\[ u_\mathcal{T} := \text{SOLVE} (X(\mathcal{T}), Y(\mathcal{T})) \]
is the Petrov-Galerkin approximation of \( u \) with respect to \( (X(\mathcal{T}), Y(\mathcal{T})) \):
\[ u_\mathcal{T} \in X(\mathcal{T}) : \quad \langle F(u_\mathcal{T}), v \rangle = 0, \quad \forall v \in Y(\mathcal{T}). \]
Thanks to (3.6a), (3.6c) and the assumption on the initial partition (3.6d), by Theorem 2.6 the Petrov-Galerkin approximation \( u_\mathcal{T} \) exists, is unique, and is a \( \|\cdot\|_X \)-quasi-optimal choice from \( X(\mathcal{T}) \).

### 3.2.3. \textsc{Estimate}. \textit{Now we make some assumptions on the output}
\[ \{\eta(u_\mathcal{T}, \tau)\}_{\tau \in \mathcal{T}} := \text{ESTIMATE}(u_\mathcal{T}, \mathcal{T}) \]
for any admissible partition \( \mathcal{T} \in \mathcal{G} \). First, we assume that the following estimate holds for the Petrov-Galerkin approximation \( u_\mathcal{T} \) : for any subset \( S \subset \mathcal{T} \) and \( v \in Y \),
\[ \langle F(u_\mathcal{T}), v \rangle \lesssim \eta(u_\mathcal{T}, S) \|v\|_{Y(\Omega_S)} + \eta(u_\mathcal{T}, \mathcal{T} \setminus S) \|v\|_{Y(\Omega_{\mathcal{T}\setminus S})}, \tag{3.7a} \]
where $\eta(u_T, S) = \parallel \{ \eta(u_T, \tau) \}_{\tau \in S} \parallel_{L^p}$ and $\Omega_S = \bigcup_{\sigma \in S} \sigma$ for $S \subset T$. We note that the estimate (3.7a) implies the global upper-bound
\[ \| u - u_T \|_X \lesssim \eta(u_T, T). \] (3.7b)
Second, we assume the error indicator $\eta(u_T, \tau)$ satisfies local stability. More precisely, there exists a function $D \in Z(\Omega)$ such that
\[ \eta(u_T, \tau) \lesssim \| u_T \|_{X(\omega_T(\tau))} + \| D \|_{Z(\omega_T(\tau))}, \quad \forall \tau \in T, \] (3.7c)
where $\omega_T(\tau) \subset \Omega$ is the patch (union) of elements in $N_T(\tau)$, and where the space $Z$ is the appropriate auxiliary space as in (3.3) in Section 3.1.

**Remark 3.1.** We remark that the stability assumption (3.7c) is weaker than the local lower bound. As we can see from the examples in Section 5, one can obtain the stability estimate (3.7c) from the usual local lower bound estimates.

### 3.2.4. **MARK**
We suppose that the output
\[ \mathcal{M} := \text{MARK} \left( \{ \eta(u_T, \tau) \}_{\tau \in T} \right) \]
of marked elements has the property
\[ \eta(u_T, \tau) \leq \xi \left( \max_{\sigma \in \mathcal{M}} \eta(u_T, \sigma) \right), \quad \tau \in T \setminus \mathcal{M}, \] (3.8)
where $\xi : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ is a continuous function satisfying $\xi(0) = 0$. Most marking strategies used in practice satisfy (3.8). For instance, the maximum strategy or equidistribution strategy, cf. [48]. In particular, the following Dörfler marking strategy also satisfies the assumption (3.8): Given $\theta \in (0, 1]$, a marked subset $\mathcal{M}$ of elements is constructed to satisfy
\[ \eta(u_T, \mathcal{M}) \geq \theta \eta(u_T, T). \] (3.9)
This marking strategy, which was proposed by Dörfler [26] in his original AFEM convergence paper, is proven to be crucial in the proof of contraction, cf. [46, 16]. We refer to Section 7 for more detail.

### 4. CONVERGENCE ANALYSIS

Based on the assumptions on the adaptive algorithm, and on the abstract framework discussed in Sections 2, we are now ready to state and prove the abstract convergence result based on a weak-* residual convergence.

**Theorem 4.1 (Abstract Convergence).** Let $u$ be a locally unique exact solution of (2.1). Assume that the nonlinear operator $F'(u)$ satisfies the inf-sup condition (2.6a) and is Lipschitz continuous in a neighborhood of $u$. Let $\{ u_k \}$ be the sequence of approximate solutions generated by iteration (3.4).

If the finite element spaces $(X_k, Y_k)$ satisfy (3.2), and the modules `REFINE`, `SOLVE`, `ESTIMATE`, and `MARK` satisfy, respectively, (3.5), (3.6), (3.7), and (3.8), then there exists $u_\infty \in X$ such that $\lim_{k \to \infty} u_k = u_\infty$. Moreover, the sequence $\{ u_k \}$ satisfies
\[ \lim_{k \to \infty} \langle F(u_k), v \rangle = 0, \quad \forall v \in Y. \] (4.1)
Consequently, we have $u_\infty = u$, that is $\lim_{k \to \infty} \| u_k - u \|_X = 0$. 

We split the partition \( \mathcal{T}_k \) into two sets \( \mathcal{T}_k^+ \) and \( \mathcal{T}_k^0 \), where
\[
\mathcal{T}_k^+ = \{ \tau \in \mathcal{T}_k : \tau \in \mathcal{T}_i, \ \forall i \geq k \}
\]
contains all the elements that will not be refined after \( k \)-th step, and \( \mathcal{T}_k^0 = \mathcal{T}_k \setminus \mathcal{T}_k^+ \) is the set of elements that will be refined at least once after \( k \)-th step. Here the superscript ‘+’ means the measure of the elements in \( \mathcal{T}_k^+ \) is positive. We denote
\[
\Omega_k^0 = \Omega \cap \mathcal{T}_k^0 := \bigcup_{\tau \in \mathcal{T}_k^0} \tau \quad \text{and} \quad \Omega_k^+ = \Omega \cap \mathcal{T}_k^+ := \bigcup_{\tau \in \mathcal{T}_k^+} \tau.
\]

For simplicity, we denote \( \Omega^0 = \bigcap_{i=0}^\infty \Omega_i^0 \).

We note that the sequence \( \{ h_k \} \subset L^\infty(\Omega) \) of the meshsize function is bounded and monotone decreasing for a.e. \( x \in \Omega \). Moreover, we have

**Lemma 4.2** ([48] Corollary 4.5). The sequences \( \{ h_k \} \) and \( \{ \Omega_k^0 \} \) satisfy
\[
\lim_{k \to \infty} \| h_k \|_{L^\infty(\Omega_k^0)} = 0.
\]

Now we are ready to prove Theorem 4.1.

**Proof of Theorem 4.1** Theorem 2.8 shows the existence of the Petrov Galerkin solutions \( u_k \in X_k \) and \( u_\infty \in X \) such that
\[
\lim_{k \to \infty} u_k = u_\infty.
\]

If we can show (4.1), that is, the residuals weak-* converge to 0, then Theorem 2.2 implies that \( u_\infty = u \). Therefore, we need to prove (4.1). Notice that \( \bar{Y} \) is dense in \( Y \), we only need to show that
\[
\lim_{k \to \infty} \langle F(u_k), v \rangle = 0, \quad \forall v \in \bar{Y}. \tag{4.2}
\]

By definition, the sets \( \mathcal{T}_k^+ \) are nested, that is for any \( j \leq k \),
\[
\mathcal{T}_j^+ \subset \mathcal{T}_k^+ \subset \mathcal{T}_k \quad \text{and} \quad \Omega_j^0 = \Omega \setminus \mathcal{T}_j^+.
\]

Applying the upper bound (3.7a) with \( \mathcal{T} = \mathcal{T}_k \) and \( \mathcal{S} = \mathcal{T}_j^+ \), for any \( v \in \bar{Y} \) we have
\[
\langle F(u_k), v \rangle = \langle F(u_k), v - \bar{v} \rangle \lesssim \eta(u_k, \mathcal{T}_k \setminus \mathcal{T}_j^+) \| v - \bar{v} \|_{Y(\Omega_k^0)} + \eta(u_k, \mathcal{T}_j^+) \| v - \bar{v} \|_{Y(\Omega_j^+)} \tag{4.3}
\]
where \( \bar{v} \) is arbitrary in \( Y_k \). Given any \( \varepsilon > 0 \), we need to show that for sufficiently large \( k \) and \( j \), and for a suitable \( \bar{v} \in Y_k \), each term in the right hand side of the above estimate can be bounded by a multiple of \( \varepsilon \).

By the local approximation assumption (3.2c), there exists a \( \bar{v} := I_j v \in Y_j \subset Y_k \) such that
\[
\| v - \bar{v} \|_{Y(\tau)} \lesssim \| h_j \|_{\infty, \tau} \| v \|_{\bar{Y}(\tau)}.
\]

So according to Lemma 4.2 for sufficiently large \( j \), we have \( \| v - \bar{v} \|_{Y(\Omega_j^0)} \lesssim \frac{\varepsilon}{2} \). On the other hand, it is easy to see that \( \mu(\Omega_j^0 \setminus \Omega_j) \to 0 \) as \( j \to \infty \). Therefore, by (3.2b) for sufficiently large \( j \) one has \( \| v - \bar{v} \|_{Y(\Omega_j^0 \setminus \Omega_j)} \lesssim \frac{\varepsilon}{2} \). Hence by (3.2a), we obtain
\[
\| v - \bar{v} \|_{Y(\Omega_j^0)} \lesssim \| v - \bar{v} \|_{Y(\Omega_j^0)} + \| v - \bar{v} \|_{Y(\Omega_j^0 \setminus \Omega_j)} \lesssim \varepsilon.
\]
Notice that \( \eta(u_k, T_k \setminus T_j^+) \) is uniformly bounded because
\[
\eta(u_k, T_k \setminus T_j^+) \leq \left\| \{ \eta(u_k, \tau) \} \right\|_{L^p} \\
\lesssim \left\| \{ \| u_k \| X(\omega_k(\tau)) \} \right\|_{L^p} + \left\| \{ \| D \| Z(\omega_k(\tau)) \} \right\|_{L^p} \\
\lesssim \| u_k \| X + \| D \| Z \\
\leq \| u_k - u_\infty \| X + \| u_\infty \| X + \| D \| Z,
\]
where in the second inequality, we used the inequality (3.7c), and in the third inequality, we used (3.5c) and (3.2a). Now since \( \lim_{k \to \infty} \| u_k - u_\infty \| X = 0 \), for sufficiently large \( j \leq k \) we have
\[
\eta(u_k, T_k \setminus T_j^+) \leq 2 \| u_\infty \| X + \| D \| Z.
\]
Therefore, the first term in the right hand side of (4.3) satisfies:
\[
\eta(u_k, T_k \setminus T_j^+) \| v - \bar{v} \|_{Y(\Omega_0^p)} \lesssim (2 \| u_\infty \| X + \| D \| Z) \epsilon.
\]
We fix this \( j \) and consider the second term in the right hand side of (4.3), and let \( k \geq j \). By marking strategy (3.8), for all \( \tau \in T_j^+ \subset T_k^+ \), we have
\[
\eta(u_k, \tau) \leq \xi \left( \max_{\sigma \in \mathcal{T}_0^k} \eta(u_k, \sigma) \right),
\]
and moreover for \( \sigma \in \mathcal{T}_0^k \) we have
\[
\eta(u_k, \sigma) \lesssim \| u_k \| X(\omega_k(\sigma)) + \| D \| Z(\omega_k(\sigma)) \\
\lesssim \| u_k - u_\infty \| X(\omega_k(\sigma)) + \| u_\infty \| X(\omega_k(\sigma)) + \| D \| Z(\omega_k(\sigma)).
\]
The first term goes to zero because \( u_k \to u_\infty \). For the second and third terms, we notice that \( \mu(\omega_k(\sigma)) \to 0 \) as \( k \to \infty \) by the locally quasi-uniformity (3.5c) and Lemma 4.2. Hence \( \| \cdot \| X(\omega_k(\sigma)) \to 0 \) and \( \| \cdot \| Z(\omega_k(\sigma)) \to 0 \) as \( \mu(\omega_k(\sigma)) \to 0 \) by (3.2b). Therefore, we can choose \( k \geq j \) sufficiently large such that \( \eta(u_k, T_j^+) \leq \epsilon \). Finally, we proved that
\[
\lim_{k \to \infty} \langle F(u_k), v \rangle = 0, \quad \forall v \in \mathcal{Y}.
\]
Therefore, (4.1) holds. This completes the proof.

The convergence of \( u_k \to u \) as \( k \to \infty \) in Theorem 4.1 does not imply the convergence of the estimator. It is indeed possible for the error indicators to be not efficient in the sense that they might contain strong overestimation. In other words, an efficient error indicator should be bounded by the error \( \| u - u_k \| X \) in certain way.

**Theorem 4.3.** Let there exist \( D \in Z \) and a continuous function \( \phi : \mathbb{R}_+ \to \mathbb{R}_+ \) with \( \phi(0) = 0 \), such that for any \( T \in \mathcal{G} \) and \( \tau \in \mathcal{T} \)
\[
\eta(u_k, \tau) \lesssim \| u - u_k \| X(\tau) + \phi(\mu(\tau)) \left( \| u_k \| X(\tau) + \| D \| Z(\tau) \right) \tag{4.4}
\]
Then under the hypotheses of Theorem 4.1 we have
\[
\lim_{k \to \infty} \eta(u_k, T_k) = 0.
\]

**Proof.** For \( k \geq j \) by definition of \( \eta \) and (4.4) we have
\[
\eta(u_k, T_k) \lesssim \eta(u_k, T_k \setminus T_j^+) + \eta(u_k, T_j^+) \\
\lesssim \| u - u_k \| X(\Omega_M^j) + \eta(u_k, T_j^+) \\
+ \left\| \{ \phi(\mu(\tau)) \left( \| u_k \| X(\tau) + \| D \| Z(\tau) \right) \} \right\|_{L^p}.
\]

By Theorem \[4.1\] we have \(\|u - u_k\|_{X(\Omega^j)} \leq \|u - u_k\|_X \to 0\), as \(k \to \infty\). The second term goes to zero since for any \(\tau \in T_k \setminus T_j^+\), \(\mu(\tau) \to 0\) as \(j \to \infty\). We follow the same arguments as in Theorem \[4.1\] to show that the last term converges to zero. This completes the proof. \(\square\)

Note that convergence of both the error (Theorem \[4.1\]) and the estimator (Theorem \[4.3\]) are important. The convergence result in Theorem \[4.1\] \(\lim_{k \to \infty} \|u - u_k\|_X = 0\), means that the approximate solutions get arbitrarily close to the exact solution. However, this would be of little practical use without the second convergence result, namely \(\lim_{k \to \infty} \eta = 0\), which is the computable counterpart of the first result and thus allows one to recognize the improvement of the approximate solutions. In particular, \(\lim_{k \to \infty} \eta = 0\) ensures that if one includes a stopping test with a given positive tolerance, then the algorithm stops after a finite number of iterations.

5. Examples

In this section, we present some nonlinear examples, and apply the weak-* convergence framework developed in the previous sections to show convergence of the adaptive algorithm \(3.4\) for these problems. We consider a fairly broad set of nonlinear problems (see \[13, 68, 57\] for example), and show how the weak-* framework can be applied in each case. Specifically, we consider a specific semilinear problem with subcritical nonlinearity, the stationary incompressible Navier-Stokes equations, and a quasi-linear stationary heat equation with convection and nonlinear diffusion. Many other nonlinear equations are also covered by this general framework.

We restrict polygonal (or polyhedral) domains \(\Omega \subset \mathbb{R}^d\), where \(d = 2, 3\) is the space dimension; however, all of the results extend to more general domains with standard boundary approximation algorithms and analysis techniques. In the examples presented here, the function spaces \(X\) and \(Y\) are the Sobolev spaces \(W^{s,p}(\Omega)\) with \(s \geq 0\) and \(p > 1\), equipped with the norm \(\|\cdot\|_{s,p,\Omega}\) and semi-norm \(\cdot_{s,p,\Omega}\). The space \(W^{s,p}_0(\Omega)\) is the closure of \(\mathcal{D}(\Omega)\) in \(W^{s,p}(\Omega)\), and \(W^{-s,q}(\Omega)\) is the dual space of \(W^{s,p}_0(\Omega)\) with \(\frac{1}{p} + \frac{1}{q} = 1\). When \(p = 2\), we shall denote \(H^s(\Omega)\) and \(H^s_0(\Omega)\) instead of \(W^{s,2}(\Omega)\) and \(W^{s,2}_0(\Omega)\) respectively, with the norm \(\|\cdot\|_{s,\Omega}\) and semi-norm \(\cdot_{s,\Omega}\) instead of \(\|\cdot\|_{s,2,\Omega}\) and \(\cdot_{s,2,\Omega}\). The space \(Z\) in the convergence analysis is taken to be \(L^p(\Omega)\) for suitable choice of \(p\). More detailed presentations of the Sobolev spaces can be found, for example in the monographs \[42, 1\] in the case of domains in \(\mathbb{R}^d\), or \[53, 29, 32\] in the case of manifold domains. These Sobolev spaces satisfy the subadditive assumption \(3.2\).

Let the initial partition \(T_0\) of \(\Omega\) be conforming and shape regular. We restrict ourself to a shape-regular bisection algorithm for the refinement. There is a vast literature on bisection algorithms; cf. \[3, 54, 19, 63\] and the references cited therein. It is well known that the bisection algorithm as well as the shape-regularity of \(T_0\) guarantee assumption \(3.5\) holds for any partitions generated by the algorithm. Without loss of generality, we assume that \(\|h_0\|_{\infty,\Omega} \leq 1\) is fine enough such that \(3.6d\) holds.

Starting from the initial triangulation \(T_0\), the adaptive algorithm \(3.4\) generates a sequences of shape-regular triangulations \(\{T_k\}_k\) of \(\Omega\), as well as a sequence of approximate solutions \(\{u_k\}\). For the marking strategy, the condition \(3.8\) is satisfied for example if we use Dörfler’s strategy (cf. \[26] \(3.9\)), or the Maximum strategy (cf. \[4\]). Apart from the assumptions on mesh refinement and the marking strategy discussed above, for each individual example below, we need to construct the specific finite element spaces \(X_k \subset X\) and \(Y_k \subset Y\) which satisfy the conditions \(3.6\). We also need to define the specific error
indicator \( \eta \), which satisfies (3.7). More precisely, according to Theorem 4.1 and 4.3 we only need to:

1. Verify the continuous inf-sup condition (2.6a) and the uniform discrete inf-sup condition (2.6b) of the bilinear form \( b(\cdot, \cdot) \) defined by (2.5);
2. Define appropriate error estimator \( \eta \) which satisfies (3.7);
3. Verify that \( \eta \) satisfies (4.4) to prove the convergence of error indicator Theorem 4.3. We note that the standard local lower bounds for the error indicator will guarantee (4.4).

In the remainder of this section, we will follow the general framework presented in Section 2.2 (cf. [68, 69]) to derive a posteriori error estimates for each example. We then verify the basic assumptions on the error estimators and the nonlinear equations. As a consequence, we then conclude convergence of the adaptive algorithm for each example.

5.1. Semilinear Examples: Single Equations and Systems. In this subsection, we give two semi-linear examples. The general formulation of a semi-linear equation is as follows:

\[
F(u) := Lu + N(u) = 0, \tag{5.1}
\]

where \( L : X \rightarrow Y^* \) is a bounded linear operator, and \( N(\cdot) : X \rightarrow Z \subset Y^* \) is a \( C^1 \) mapping from \( X \) onto a subspace \( Z \) of \( Y^* \). We assume that

1. \( L \) satisfies the continuous as well as the discrete inf-sup conditions:
   \[
   \inf_{x \in X} \sup_{y \in Y} \langle Lx, y \rangle_X = \inf_{y \in Y} \sup_{x \in X} \langle Lx, y \rangle_X = \alpha_0 > 0. \tag{5.2}
   \]
   \[
   \inf_{x \in X} \sup_{y \in Y} \langle Lx, y \rangle_X = \inf_{y \in Y} \sup_{x \in X} \langle Lx, y \rangle_X = \alpha_1 > 0. \tag{5.3}
   \]
   
   (S1) \( L \) satisfies the continuous as well as the discrete inf-sup conditions:

2. The embedding \( Z \subset Y^* \) is compact as in (3.3).

First of all, we establish well-posedness of the equation (5.1) under the above assumptions on \( L \) and \( N \).

**Theorem 5.1.** Let \( F \) satisfy (S1) and (S2), and \( X_0 \) satisfy (2.13). If \( N'(u) \) is Lipschitz continuous in a neighborhood of \( u \), then the Petrov-Galerkin problem (2.4) possesses a unique solution \( u_k \) in a neighborhood of \( u \). Moreover, we have the error estimates

\[
\|u - u_k\|_X \lesssim \inf_{\chi \in X_k} \|u - \chi_k\|_X.
\]

**Proof.** It is straightforward to check that \( F'(u) \) is Lipschitz continuous. The following inf-sup condition was proved in [57, Theorem 5.1]:

\[
\inf_{x \in X} \sup_{y \in Y} \langle F'(u)x, y \rangle_X = \inf_{y \in Y} \sup_{x \in X} \langle F'(u)x, y \rangle_X = \beta_1 > 0.
\]

Then the conclusion follows by Theorem 2.6. \( \Box \)

**Remark 5.2.** The (global) existence and uniqueness of the solution can sometimes be proved by standard arguments in the calculus of variations. The a priori error estimate in Theorem 5.1 can also be proved in a different way, if a priori \( L^\infty \) estimates on the solution \( u \) and the discrete solutions \( u_k \) hold. We refer to Section 7 for the details.

**Example 5.3.** Consider the following semi-linear equation

\[
F(u) := -\Delta u + u^m - f = 0, \tag{5.4}
\]

with homogeneous Dirichlet boundary condition \( u|_{\partial \Omega} = 0 \). We assume that \( m \geq 2 \) is a constant \( f \in L^p(\Omega) \) for some \( p > 1 \) satisfies \( p \geq d - \frac{d}{m} \).
For this nonlinear equation, we define the linear and nonlinear components of $F$ as $Lu = -\Delta u$ and $N(u) = u^m - f$. We let $X = W_0^{1,p}(\Omega)$ with $\| \cdot \|_X = | \cdot |_{1,p,\Omega}$ and $Y = W^{1,q}_0(\Omega)$ with the norm $\| \cdot \|_Y = | \cdot |_{1,q,\Omega}$, where $q$ satisfies $\frac{1}{p} + \frac{1}{q} = 1$. By the Sobolev Embedding Theorem and the choice of $m$, we have $W^{1,p}(\Omega) \hookrightarrow L^{mp}(\Omega)$. Therefore, for any $u \in W_0^{1,p}(\Omega)$, we have $N(u) \in L^p(\Omega)$, which is compact embedded in $Y^* = W^{-1,p}(\Omega)$.

A special case when $m = 3$ and $p = 2$ in $\mathbb{R}^2$ can be found in Rappaz [57].

Given a conforming triangulation $T_k$, let $X_k \subset X$ and $Y_k \subset Y$ be the piecewise linear continuous finite element space defined on $T_k$. Then the finite element approximation of the equation (5.4) reads,

$$\begin{align*}
\text{find } u_k \in X_k, \text{ such that } \int_{\Omega} \nabla u_k \cdot \nabla v_k + u_k^m v_k - f v_k \, dx = 0, \quad \forall v_k \in Y_k. \quad (5.5)
\end{align*}$$

Based on Theorem 5.1 and Theorem 2.6, we have the following proposition.

**Proposition 5.4.** If the Laplacian operator $\Delta : W_0^{1,p}(\Omega) \to W^{-1,p}(\Omega)$ is an isomorphism, then for $\| h_0(x) \|_{\infty, \Omega}$ sufficiently small, the Petrov-Galerkin problem (5.5) have a unique solution $u_k \in X_k$ in the neighborhood of $u$, which satisfies the a priori error estimate

$$\| u - u_k \|_{1,p,\Omega} \lesssim \min_{\chi_k \in X_k} \| u - \chi_k \|_{1,p,\Omega}.$$

**Proof.** It is straightforward to check $F'(u)$ is Lipschitz continuous. By assumption on $\Delta$, $L = -\Delta$ satisfies the continuous inf-sup condition (5.2). That is, we have

$$\inf_{w \in X, \| w \|_X = 1} \sup_{v \in Y, \| v \|_Y = 1} (\nabla w, \nabla v) = \inf_{v \in Y, \| v \|_Y = 1} \sup_{w \in X, \| w \|_X = 1} (\nabla w, \nabla v) \geq \alpha_0 > 0.$$

We need to show that $L$ satisfies the discrete inf-sup condition (5.3). Let $P_k : W_0^{1,q}(\Omega) \to Y_k$ be the Galerkin projection, i.e., for any $v \in W_0^{1,q}(\Omega)$

$$(\nabla w_k, \nabla (v - P_k v)) = 0, \quad \forall w_k \in X_k.$$

It is well known that $\| P_k v \|_Y \lesssim \| v \|_Y, \forall v \in Y$, see [56] for example. For any $w_k \in X_k$ with $\| w_k \|_X = 1$, by the continuous inf-sup condition, there exists a function $v \in W_0^{1,q}(\Omega)$ with $\| v \|_Y = 1$ such that

$$\frac{\alpha_0}{2} \leq (\nabla w_k, \nabla v) = (\nabla w_k, \nabla P_k v).$$

Hence

$$\sup_{v_k \in Y_k, \| v_k \|_Y = 1} (\nabla w_k, \nabla v_k) \geq \left( \nabla w_k, \frac{\nabla P_k v}{\| P_k v \|_Y} \right) \geq \frac{\alpha_0}{2 \| P_k v \|_Y} \geq \alpha_1 > 0,$$

for some constant $\alpha_1$. In the last step, we used the stability of $P_k$. This proves the discrete inf-sup condition:

$$\inf_{v_k \in Y_k, \| v_k \|_Y = 1} \sup_{w_k \in X_k, \| w_k \|_X = 1} (\nabla w_k, \nabla v_k) \geq \alpha_1 > 0.$$

The conclusion then follows by Theorem 5.1. 

Let $\sigma = \tau \cap \tau'$ be the interface between two elements $\tau$ and $\tau' \in T_k$, and $n_\sigma$ be a fixed unit normal of $\sigma$. For any $w \in X_k$, we denote the jump residual on $\sigma$ as $[\nabla w \cdot n_\sigma]$. Now we define the local error indicator

$$\eta(w, \tau)^p := h_\tau^p \| w^m - f \|_{0,p,\tau}^p + \sum_{\sigma \subset \partial \tau} h_\sigma \| [\nabla w \cdot n_\sigma] \|_{0,p,\sigma}^p, \quad \forall w \in X_k, \quad (5.6)$$
and define \( \eta(w, S) := \left( \sum_{\tau \in S} \eta^p(w, \tau) \right)^{\frac{1}{p}} \) for any subset \( S \subset T_k \). We also introduce the oscillation:

\[
\text{osc}_k(\tau) := h_{\tau} \| f - \pi_0 f \|_{0,p,\tau},
\]

where \( \pi_0 \) is the element-wise \( L^p \) projection; and denote \( \text{osc}_k(S) := \left( \sum_{\tau \in S} \text{osc}_k^p(\tau) \right)^{\frac{1}{p}} \) for any subset \( S \subset T_k \). Follow the general framework developed in [69], we have the following a posteriori error estimates.

**Theorem 5.5.** Let \( u \in W_0^{1,p}(\Omega) \) be a solution to (5.4), and \( u_k \in X_k \) be the solution of Petrov-Galerkin equation (5.5). Then for any subset \( S \subset T_k \) and \( v \in Y \), we have

\[
\langle F(u_k), v \rangle \lesssim \eta(u_k, S) \| v \|_{Y(\Omega_S)} + \eta(u_k, T_k \setminus S) \| v \|_{Y(\Omega_{T_k \setminus S})}.
\]

Consequently, there exists a constant \( C_0 \) depending only on \( m \) and the shape regularity of \( T_k \) such that

\[
\| u - u_k \|_{1,p,\Omega} \leq C_0 \eta(u_k, T_k). \tag{5.7}
\]

Furthermore, there exist constants \( C_1 \) and \( C_2 \) depending only on \( m \) and the shape regularity of \( T_k \) such that

\[
\eta(u_k, \tau) \leq C_1 \| u - u_k \|_{1,p,\omega_\tau} + C_2 \text{osc}_k(\omega_\tau). \tag{5.8}
\]

Finally, based on these observations, the adaptive algorithm for the nonlinear equation (5.4) is convergent.

**Corollary 5.6.** The adaptive algorithm for the nonlinear equation (5.4) converges, that is, \( u_k \to u \) as \( k \to \infty \). Moreover, we have

\[
\lim_{k \to \infty} \eta(u_k, T_k) = 0.
\]

**Proof.** By Theorem 5.5, \( \eta(u_k, T_k) \) satisfies (3.7a). To show (3.7c), by the local lower bound and triangle inequality, we obtain:

\[
\eta(u_k, \tau) \leq C_1 \| u - u_k \|_{1,p,\omega_\tau} + C_2 \text{osc}_k(\omega_\tau)
\leq C_1 \| u_k \|_{1,p,\omega_\tau} + C_1 \| u \|_{1,p,\omega_\tau} + C_2 \| h(f - \pi_0 f) \|_{0,p,\omega_\tau}
\leq \| u_k \|_{1,p,\omega_\tau} + \| D \|_{0,p,\omega_\tau},
\]

where \( D \) depends only on \( f \) and \( u \). Here we use the fact that \( u \in W_0^{1,p}(\Omega) \), i.e.,

\[
\| u \|_{1,p,\omega(\tau)} \leq C
\]

for some constant \( C \geq 0 \). Also notice that the local lower bound (5.8) implies (4.4), then the conclusion follows by Theorem 4.1 and Theorem 4.3. \( \square \)

As a second example of a semi-linear equation involving a system of equations, we consider the stationary incompressible Navier-Stokes problem:

**Example 5.7.** Consider

\[
\begin{aligned}
-\nu \Delta u + (u \cdot \nabla)u + \nabla p &= f \quad \text{in } \Omega \subset \mathbb{R}^d, \\
\text{div} u &= 0 \quad \text{in } \Omega, \\
u u &= 0 \quad \text{on } \partial \Omega
\end{aligned}
\]

(5.9)

where \( \nu \) is a constant viscosity of the fluid and \( f \in L^2(\Omega)^d \) is the given force field.
For this example, we let \( X = Y = H^1_0(\Omega)^d \times L^2_0(\Omega) \) with the graph norm
\[
\| [\mathbf{v}, q] \|_X = \left( \| \mathbf{v} \|^2_{1, \Omega} + \| q \|^2_{0, \Omega} \right)^{\frac{1}{2}}.
\]

Let
\[
\langle [L(u, p), [v, q]] \rangle = \int_\Omega \nu \nabla \mathbf{u} : \nabla \mathbf{v} - p \text{div} \mathbf{v} - q \text{div} \mathbf{u} dx,
\]
\[
\langle N([u, p]), [v, q] \rangle = \int_\Omega (\mathbf{u} \cdot \nabla) \mathbf{u} - \mathbf{f} \cdot \mathbf{v} dx.
\]

When \( d = 2 \), since \( u \in H^1_0(\Omega)^d \), by the Sobolev Embedding Theorem, we have \( u \in L^p(\Omega) \) for all \( 1 < p < \infty \). Hence, \( (u \cdot \nabla)u \) is in \( L^q(\Omega)^2 \) for all \( 1 \leq q < 2 \). Similarly, when \( d = 3 \), we notice that \( u \in L^p(\Omega)^3 \) for all \( 1 < p \leq 6 \). Therefore, \( (u \cdot \nabla)u \) is in \( L^q(\Omega)^3 \) for all \( 1 \leq q \leq \frac{3}{2} \). If we set \( Z = L^q(\Omega)^d \) for \( \frac{6}{5} < q < \frac{3}{2} \), the property (S2) of \( N \) is true with \( d = 2 \) or \( 3 \).

On the other hand, the operator \( L \) is given by the Stokes problem. It is well-known that the continuous inf-sup condition is satisfied by \( L \). Given the triangulation \( T_k \), we denote the finite element space \( X_k := V_k \times Q_k \subset X \), and assume that there holds the following discrete inf-sup condition for Stokes operator \( L \) on \( V_k \times Q_k \):
\[
\| q_k \|_{0, \Omega} \leq \sup_{\mathbf{v}_k \in V_k} \left( \frac{\text{div} \mathbf{v}_k, q_k}{\| \mathbf{v}_k \|_{1, \Omega}} \right), \quad (5.10)
\]

We refer to [67, 28, 12] for construction of finite element spaces that satisfy (5.10). By this construction, the linear operator \( L \) satisfies the assumption (S1).

The Petrov-Galerkin approximation to the equation (5.9) is: Find \([u_k, p_k] \in X_k \) such that
\[
\langle F([u_k, p_k]), [v_k, q_k] \rangle = 0, \quad \forall [v_k, q_k] \in X_k, \quad (5.11)
\]

where \( \langle F([u_k, p_k]), [v_k, q_k] \rangle := \langle [L(u_k, p_k)], [v_k, q_k] \rangle + \langle N([u_k, p_k]), [v_k, q_k] \rangle \). Based on Theorem [5.1] and the abstract framework in Section [2] we have the following proposition.

**Proposition 5.8.** The Petrov-Galerkin problem (5.11) for the stationary Navier-Stokes equation has a unique solution \([u_k, p_k] \) in a neighborhood of \([u, p] \).

Error indicators for this equation have been developed by several papers, see [13, 68, 10]. For any \( \tau \in T_k \), we define \( \eta([u_k, p_k], \tau) \) as
\[
\eta([u_k, p_k], \tau)^2 := h_\tau^2 \| - \nu \Delta u_k + (u_k \nabla)u_k + \nabla p_k - f \|^2_{0, \tau} + \| \text{div} u_k \|^2_{0, \tau} + \sum_{\sigma \subset \partial \tau} h_\sigma \| [u_k \nabla u_k - p_k] \cdot n \|^2_{0, \sigma},
\]
and define the oscillation by
\[
\text{osc}_k(\tau) := h_\tau \| f - \pi_0 f \|_{0, \tau}.
\]
As usual, for any subset \( S \subset T_k \) we denote
\[
\eta([u_k, p_k], S) := \left( \sum_{\tau \in S} \eta^2([u_k, p_k], \tau) \right)^{\frac{1}{2}} \quad \text{and} \quad \text{osc}_k(S) = \left( \sum_{\tau \in S} \text{osc}_k(\tau)^2 \right)^{\frac{1}{2}}.
\]
We then have the following a posteriori error estimates.
Theorem 5.9. Let \([u, p] \in X\) be a locally unique solution to (5.9), and \([u_k, p_k] \in X_k\) be the solution to the Petrov-Galerkin problem (5.11). Then for any subset \(S \subset T_k\) and \(v \in X\), we have the nonlinear residual estimate
\[
\langle F([u_k, p_k]), [v, q] \rangle \lesssim \eta([u_k, p_k], S) \|v\|_{X(\Omega_S)} + \eta([u_k, p_k], T_k \setminus S) \|v\|_{X(\Omega_{T_k \setminus S})}.
\]
Moreover, we have the following a posteriori error estimates:
\[
\left(\|u - u_k\|^2_{1, \Omega} + \|p - p_k\|^2_{0, \Omega}\right)^{1/2} \lesssim \eta([u_k, p_k], T_k),
\]
\[
\eta([u_k, p_k], \tau) \lesssim \left(\|u - u_k\|^2_{1, \tau} + \|p - p_k\|^2_{0, \tau}\right)^{1/2} + \text{osc}_{\tau}(\omega).
\]

Therefore, the adaptive algorithm for the nonlinear equation (5.7) is convergent.

Corollary 5.10. Let \([u, p] \in X\) be a locally unique solution to (5.9), and \([u_k, p_k] \in X_k\) be the solution to the Petrov-Galerkin problem (5.11) at each adaptive step \(k\). Then we have \([u_k, p_k] \to [u, p]\) as \(k \to \infty\). Moreover, we have
\[
\lim_{k \to \infty} \eta([u_k, p_k], T_k) = 0.
\]

Proof. The estimate (3.7a) of the error estimator \(\eta([u_k, p_k], T_k)\) follows by Theorem 5.9. Similar to Corollary 5.6, we can easily show (3.7b) by the local lower bound and triangle inequality. The conclusion then follows by Theorem 4.1 and Theorem 4.3.

5.2. A Quasi-Linear Example.

Example 5.11. We now consider a quasi-linear example, the stationary heat equation with convection and nonlinear diffusion:
\[
F(u) = -\text{div}(\kappa(u)\nabla u) + b \cdot \nabla u - f = 0 \quad \text{in } \Omega,
\]
with homogeneous boundary condition \(u|_{\partial \Omega} = 0\). We assume for all \(s \in \mathbb{R}\), \(\kappa(s) \in C^2(\mathbb{R})\) satisfies \(\kappa(s) \geq \alpha \geq 0\) and \(|\kappa^{(l)}(s)| \leq \gamma_l\) for \(l = 0, 1, 2\), for some constants \(\alpha, \gamma_0, \gamma_1, \gamma_2\). We assume the vector field \(b \in W^{1, \infty}(\Omega)^d\) such that \(\text{div}b = 0\), and \(f \in L^\infty(\Omega)\).

Let \(X = W^{1, p}_0(\Omega)\) and \(Y = W^{1, q}_0(\Omega)\), with \(\frac{1}{p} + \frac{1}{q} = 1\). As before, we let \(X_k \subset X\) and \(Y_k \subset Y\) be the piecewise linear continuous finite element space defined on \(T_k\). The finite element approximation of the equation (5.11) reads,
\[
\text{find } u_k \in X_k, \text{ such that } \int_{\Omega} \kappa(u_k)\nabla u_k \cdot \nabla v_k + b\nabla u_kv_k - fv_k dx = 0, \quad \forall v_k \in Y_k.
\]

We have the following properties.

Proposition 5.12. Let \(u \in W^{1, p}_0(\Omega)\) be a locally unique solution to the equation (5.12). Then the mapping \(F : X \to Y^*\) is of class \(C^1\) for \(2 < p < \infty\), and \(F'(u)\) is an isomorphism from \(X\) to \(Y^*\). Moreover, if the Laplacian operator \(\Delta : X \to Y^*\) is an isomorphism, then for \(\|h_0(x)\|_{\infty, \Omega}\) sufficiently small, the Petrov-Galerkin problem (5.13) have a unique solution \(u_k \in X_k\).

Proof. We refer to [13] for the proof of the first part of this proposition. The second part of the conclusion then follows by Theorem (2.6).
For the \textit{a posteriori} error estimator, we introduce
\[
\eta(u_k, \tau)^p := h_p \| - \text{div}(\kappa(u_k) \nabla u_k) + b \cdot \nabla u_k - f \|_{0,p,\tau}^p + \sum_{\sigma \subset \partial \tau} h_\sigma \| [\kappa(u_k) \nabla u_k \cdot n] \|_{0,p,\sigma}^p,
\]
and define the oscillation by
\[
\text{osc}^p_k(\tau) := h_p \| (I - \pi_0) (-\text{div}(\kappa(u_k) \nabla u_k) + b \cdot \nabla u_k - f) \|_{0,p,\tau}^p + \sum_{\sigma \subset \partial \tau} h_\sigma \| [(I - \pi_1) \kappa(u_k) \nabla u_k \cdot n] \|_{0,p,\sigma}^p,
\]
where \( \pi_0 \) and \( \pi_1 \) are the element-wise \( L^p \) projections onto the \( P_0 \) and \( P_1 \) spaces respectively. Also, we denote
\[
\eta(u_k, S) := \left( \sum_{\tau \in S} \eta^p(u_k, \tau) \right)^{\frac{1}{p}} \quad \text{and} \quad \text{osc}_k(S) := \left( \sum_{\tau \in S} \text{osc}_k^p(\tau) \right)^{\frac{1}{p}}
\]
for any subset \( S \subset T_k \). Again, following the general framework in \cite{68, 69}, we obtain \textit{a posteriori} error estimates.

\textbf{Theorem 5.13.} Let \( u \in W^{1,p}_0(\Omega) \) be a locally unique solution to (5.12). Then we have
\[
\langle F(u_k), v \rangle \lesssim \eta(u_k, S) \| v \|_{Y(\Omega_S)} + \eta(u_k, T_k \setminus S) \| v \|_{Y(\Omega_{T_k \setminus S})},
\]
for any subset \( S \subset T_k \) and \( v \in Y \). Furthermore, we have the following \textit{a posteriori} error estimates:
\[
\| u - u_k \|_{1,p,\Omega} \lesssim \eta(u_k, T_k), \quad \eta(u_k, \tau) \lesssim \| u - u_k \|_{1,p,\omega(\tau)} + \text{osc}_k(\omega_\tau).
\]

Finally, based on the results above, the adaptive algorithm for the quasi-linear stationary heat equation (5.12) with nonlinear diffusion is convergent.

\textbf{Corollary 5.14.} Under the hypothesis of Theorem 5.12 if \( p \geq 2d \) then the adaptive algorithm for the nonlinear equation (5.12) converges, that is,
\[
\lim_{k \to \infty} u_k = u, \quad \text{and} \quad \lim_{k \to \infty} \eta(u_k, T_k) = 0.
\]

\textbf{Proof.} Again, the error estimator \( \eta(u_k, T_k) \) satisfies (3.7a) due to Theorem 5.13. Now we prove that Assumption (3.7c) holds. We start with the local lower bound in Theorem 5.13
\[
\eta(u_k, \tau) \lesssim \| u - u_k \|_{1,p,\omega(\tau)} + \text{osc}_k(\omega_\tau) \lesssim \| u_k \|_{1,p,\omega(\tau)} + \| u \|_{1,p,\omega(\tau)} + \text{osc}_k(\omega_\tau).
\]
Since \( b \in W^{1,\infty}(\Omega) \), we have
\[
\| (I - \pi_0) f \|_{0,p,\tau} \lesssim \| f \|_{0,p,\tau}, \quad \| (I - \pi_0) b \cdot \nabla u_k \|_{0,p,\tau} \lesssim \| \nabla u_k \|_{0,p,\tau}.
\]
On the other hand, we have
\[
\| (I - \pi_0) (-\text{div}(\kappa(u_k) \nabla u_k)) \|_{0,p,\tau} \\
\leq \| (I - \pi_0) \kappa'(u_k) \|_{0,p,\tau} \| \nabla u_k \|_2^2 \\
\leq C h_{\tau} \| \kappa'' \nabla u_k \|_{0,p,\tau} \| \nabla u_k \|_2^2 \\
\leq C \gamma_2 h_{\tau} \| \nabla u_k \|_{0,p,\tau} \| \nabla u_k \|_2^2 \\
\lesssim \| \nabla u_k \|_{0,p,\tau}.
\]

In the third step, we used the boundedness of \( \kappa''(s) \) and the fact that \( \nabla u_k \) is constant in \( \tau \); in the fourth step, we used the assumption \( p \geq 2d \); and in the last step, we used the \textit{a priori} estimate of \( u_k \), namely,
\[
\| u_k \|_{1,p,\Omega} \leq \| u - u_k \|_{1,p,\Omega} + \| u \|_{1,p,\Omega} \leq C
\]
for some constant \( C \) (cf. Theorem 2.6). Similarly, by noticing \( \kappa \) is uniformly bounded and the \textit{a priori} error estimate of \( u_k \), one can easily obtain
\[
\sum_{\sigma \subset \partial \Omega} h_{\sigma} \| (I - \pi_1) \kappa(u_k) \nabla u_k \cdot n \|_{p,\sigma}^p \lesssim \| \nabla u_k \|_{0,p,\partial \Omega}.
\]
Therefore, we obtain the stability estimate
\[
\eta(u_k; \tau) \lesssim \| u_k \|_{1,p,\partial \Omega} + \| D \|_{0,p,\partial \Omega},
\]
where \( D \) depending only on \( u \) and \( f \). The conclusion then follows by Theorem 4.1 and Theorem 4.3 \( \Box \)

6. AN ABSTRACT CONTRACTION FRAMEWORK

In this section, we develop a second distinct abstract convergence framework to allow for establishing contraction under additional minimal assumptions. The framework generalizes the AFEM contraction arguments used in [45, 16, 50, 35, 31] to general approximation techniques for abstract nonlinear problems. The three key ingredients to the contraction argument are as in the existing linear frameworks: quasi-orthogonality, error indicator domination of the error, and a type of error indicator reduction.

6.1. Quasi-Orthogonality. One of the main tools for establishing contraction in adaptive algorithms is perturbed- or quasi-orthogonality. Let \( X_1 \subset X_2 \subset X \) and \( Y_1 \subset Y_2 \subset Y \) be triples of Banach spaces, and consider (for the moment, arbitrary and unrelated) \( u_1 \in X_1, u_2 \in X_2, \) and \( u \in X \). If \( X \) also had Hilbert-space structure, so that the native norm \( \| \cdot \|_X \) on \( X \) was induced by an inner product \( \| \cdot \|_X = (\cdot, \cdot)^{1/2}_X \), and if orthogonality were to hold \( (u - u_2, u_2 - u_1)_X = 0 \), then one would have the Pythagorean Theorem:
\[
\| u - u_1 \|^2_X = \| u - u_2 \|^2_X + \| u_2 - u_1 \|^2_X. \tag{6.1}
\]

Quasi-orthogonality is a more general concept whereby one gives up orthogonality (6.1), and instead works with inequalities involving a (semi-)norm \( \| \cdot \| \) that could be the native norm \( \| \cdot \|_X \), or more generally could be an energy norm or semi-norm particularly suited to the problem at hand. From the triangle inequality in the Banach space \( X \) together with the discrete Holder inequality, one always has the following inequality:
\[
\lambda \| u - u_1 \|^2_X \leq \| u - u_2 \|^2_X + \| u_2 - u_1 \|^2_X, \tag{6.2}
\]
with $\lambda = 1/2$. Quasi-orthogonality then refers to establishing the more difficult inequality in the other direction to supplement (6.2):

$$\Lambda \| u - u_1 \|^2_X \geq \| u - u_2 \|^2_X + \| u_2 - u_1 \|^2_X,$$  

(6.3)

for some $\Lambda \geq 1$, which is convenient to write in the form

$$\| u - u_2 \|^2_X \leq \Lambda \| u - u_1 \|^2_X - \| u_2 - u_1 \|^2_X.$$  

(6.4)

We wish now to develop conditions for establishing (6.4). We will see shortly that it will be critical for us to be able to establish (6.4) with constant $\Lambda$ close to one; this will only be possible if $u - u_2$ and $u_2 - u_1$ are nearly “orthogonal” in some generalized sense, which implies that we must work with a norm related to the Petrov-Galerkin (PG) “projection” process, and may require that we work with a norm other than the native norm $\| \cdot \|_X$.

To this end, consider a continuous bilinear form $b(\cdot, \cdot)$ on $X \times Y$:

$$b : X \times Y \to \mathbb{R}, \quad b(u, v) \leq M \| u \|_X \| v \|_Y, \quad \forall u \in X, v \in Y.$$  

(6.5)

Assume $b$ satisfies inf-sup conditions on $X$ and $Y$: There exists $\beta_0 > 0$ such that

$$\inf_{u \in X} \sup_{v \in Y, \| v \|_Y = 1} b(u, v) = \inf_{v \in Y} \sup_{u \in X, \| u \|_X = 1} b(u, v) = \beta_0 > 0.$$  

(6.6)

In the subspaces $X_k$ and $Y_k$, $k = 1, 2$, we assume $b$ satisfies a discrete inf-sup condition: There exists a constant $\beta_1 > 0$ such that

$$\inf_{u \in X_k, \| u \|_X = 1} \sup_{v \in Y_k, \| v \|_Y = 1} b(u, v) = \inf_{v \in Y_k, \| v \|_Y = 1} \sup_{u \in X_k, \| u \|_X = 1} b(u, v) = \beta_1 > 0.$$  

(6.7)

Given now $f \in Y^*$, we assume that $u \in X$ is the solution to the operator equation involving $b$ and $f$, and that $u_1 \in X_1$ and $u_2 \in X_2$ are corresponding PG approximations:

$$\text{Find } u \in X \text{ such that } b(u, v) = f(v), \quad \forall v \in Y.$$  

(6.8)

$$\text{Find } u_1 \in X_1 \text{ such that } b(u_1, v_1) = f(v_1), \quad \forall v_1 \in Y_1 \subset Y_2 \subset Y.$$  

(6.9)

$$\text{Find } u_2 \in X_2 \text{ such that } b(u_2, v_2) = f(v_2), \quad \forall v_2 \in Y_2 \subset Y.$$  

(6.10)

With this setup, we can establish the quasi-orthogonality inequality in the norm $\| \cdot \|_X$ for PG approximations defined by any continuous bilinear form satisfying inf-sup conditions.

**Theorem 6.1.** Assume the bilinear form $b : X \times Y \to \mathbb{R}$ satisfies the continuity (6.5) and inf-sup conditions (6.6) and (6.7). Assume that $u, u_1$, and $u_2$ are defined by (6.8), (6.9), and (6.10), respectively. Then quasi-orthogonality (6.4) holds with

$$\Lambda = \left(1 + \frac{2M}{\beta_1}\right)^2 \geq 1.$$  

(6.11)

**Proof.** With no inner-product we have only the following type of generalized “orthogonality” to exploit:

$$b(u - u_2, v_2) = 0, \quad \forall v_2 \in Y_2 \subset Y,$$  

(6.12)

$$b(u - u_1, v_1) = 0, \quad \forall v_1 \in Y_1 \subset Y_2 \subset Y,$$  

(6.13)

which are obtained by subtracting (6.9) and (6.10) from (6.8). This leads us to:

$$b(u - u_1, v_2) = -b(u_1 - u_2, v_2) = b(u_2 - u_1, v_2), \quad \forall v_2 \in Y_2.$$  

(6.14)

Combining (6.14) with the inf-sup condition (6.7) and continuity (6.5) gives the estimate

$$\beta_1 \| u_2 - u_1 \|_X \leq \sup_{0 \neq v_2 \in Y_2} \frac{b(u_2 - u_1, v_2)}{\| v_2 \|_Y} = \sup_{0 \neq v_2 \in Y_2} \frac{b(u - u_1, v_2)}{\| v_2 \|_Y} \leq M \| u - u_1 \|_X.$$  

(6.15)
Starting with the triangle inequality
\[ \|u - u_2\|_X \leq \|u - u_1\|_X + \|u_2 - u_1\|_X, \] (6.16)
we add twice (6.15) to (6.16) to obtain
\[ \|u - u_2\|_X + \|u_2 - u_1\|_X \leq \hat{\Lambda}\|u - u_1\|_X, \] (6.17)
with \( \hat{\Lambda} = 1 + 2M/\beta_1 \geq 1. \) If we square both sides we obtain
\[ \|u - u_2\|^2_X + 2\|u_2 - u_1\|_X \|u - u_2\|_X + \|u_2 - u_1\|^2_X \leq \hat{\Lambda}^2\|u - u_1\|^2_X. \] (6.18)

The second term on the left is non-negative; we drop it to give (6.4) with \( \Lambda = \hat{\Lambda}^2. \)

It is clear from the proof of Theorem 6.1 that to establish (6.4) with constant \( \Lambda \geq 1 \) close one, one must establish a version of (6.5) that, when restricted to particular arguments from subspaces, will hold with constant \( M \geq 0 \) close to zero. This then resembles some type of strengthened Cauchy inequality. Note that if \( X = Y \), then the bilinear form \( b(\cdot, \cdot) \) defines an energy (semi-)norm through:

\[ b : X \times X \to \mathbb{R}, \quad \|w\|^2 = b(w, w), \quad \forall w \in X. \] (6.19)

It will be more fruitful to consider quasi-orthogonality with respect to this semi-norm:
\[ \|u - u_2\|^2 \leq \Lambda\|u - u_1\|^2 - \|u_2 - u_1\|^2. \] (6.20)

To establish (6.20), it will be useful if strengthened Cauchy inequalities hold:
\[ b(u - u_1, v_1) \leq \gamma \|u - u_1\| \|v_1\|, \quad b(v_1, u - u_1) \leq \gamma \|u - u_1\| \|v_1\|, \] (6.21)
\[ \forall v_1 \in X_1, \quad \gamma \in [0, 1). \]

In this case, one immediately has the following without inf-sup conditions:

**Theorem 6.2.** Let \( X_1 \subset X_2 \subset X \) be a triple of Banach spaces, and let \( u \in X, u_1 \in X_1, \) and \( u_2 \in X_2 \) be such that the bilinear form \( b : X \times X \to \mathbb{R} \) satisfies the strengthened Cauchy inequality (6.21) for some \( \gamma \in [0, 1). \) Then quasi-orthogonality (6.20) holds in the energy semi-norm \( \| \cdot \| \) with \( \Lambda = 1/(1 - \gamma) \geq 1. \)

**Proof.** We begin with the identity
\[ \|u - u_1\|^2 = \|u - u_2\|^2 + \|u_2 - u_1\|^2 + b(u - u_2, u_2 - u_1) + b(u_2 - u_1, u - u_2). \] (6.22)

Using (6.21) in (6.22) and Cauchy-Schwarz inequality gives
\[ \|u - u_1\|^2 \geq \|u - u_2\|^2 + \|u_2 - u_1\|^2 - \gamma \|u - u_2\|^2 - \gamma \|u - u_1\|^2 = (1 - \gamma) \left( \|u - u_2\|^2 + \|u_2 - u_1\|^2 \right), \] (6.23)
which gives (6.20) after multiplication by \( \Lambda = 1/(1 - \gamma) \geq 1. \)

While Theorem 6.2 gives quasi-orthogonality in the energy norm \( \| \cdot \| \) without inf-sup conditions, it is important to point out that establishing the Cauchy inequality in the energy norm usually goes through the native norm \( \| \cdot \|_X, \) and then relating the Cauchy inequalities in the two norms requires additional structure such as inf-sup conditions. To make this more clear, let us assume that \( X = Y \) and \( b(\cdot, \cdot) : X \to X \) is coercive for \( m = \beta_0 = \beta_1 > 0 : \)

\[ m\|w\|^2_X \leq \|w\|^2 = b(w, w), \quad \forall w \in X. \] (6.24)

To allow for a weaker condition than coercivity (6.24), it is useful have a (Gelfand) triple of Banach spaces \( X \subset Z \subset X^*, \) with continuous embedding of \( X \) into the intermediate...
space $Z$. A Gårding inequality with $m > 0$ and $C_G \geq 0$ for the form $b(\cdot, \cdot)$ is then a possibility:

$$m \|w\|_X^2 \leq \|w\|^2 + C_G \|w\|_Z^2, \quad \forall w \in X. \quad (6.25a)$$

If $C_G = 0$, then inequality (6.25a) reduces to (6.24). To exploit (6.25a), we need a lifting inequality between $X$ and $Z$ when $u_2 \in X_2$ and $u_1 \in X_1$ are approximations of $u \in X$:

$$\|u - u_2\|_Z \leq C_L \|u - u_2\|_X, \quad \|u_2 - u_1\|_Z \leq C_L \|u_2 - u_1\|_X, \quad (6.25b)$$

where it is assumed that $\sigma_0 = c\sigma$ for fixed $c > 0$, and that $\sigma$ can be made arbitrarily small for sufficiently large subspaces $X_1 \subset X \subset X$, where typically $u_1 \in X_1$ and $u_2 \in X_2$ are PG approximations to $u \in X$. Inequalities (6.25b) can be established using the “Nitsche trick” with certain regularity assumptions; cf. [45] [35]. The usefulness of (6.25) is made clear by the following Lemma 6.3 due essentially to Schatz [60].

**Lemma 6.3.** Assume the bilinear form $b : X \times X \to \mathbb{R}$ satisfies (6.25a)–(6.25b). Then (6.24) holds with $w = u - u_2$ and $w = u_2 - u_1$ for $\sigma$ sufficiently small, with constant $\overline{m} = m - C_G C_L^2 \sigma^2 > 0$.

**Proof.** We observe that

$$m \|u - u_2\|_X^2 \leq \|u - u_2\|^2 + C_G \|u - u_2\|_Z^2 \leq \|u - u_2\|^2 + C_G C_L^2 \sigma^2 \|u_2 - u_1\|_X, \quad (6.26)$$

which implies the result for $\sigma > 0$ sufficiently small. We note that $0 < \overline{m} \leq m$, with $\overline{m} = m$ when coercivity holds ($C_G = 0$). The same argument for $u_2 - u_1$ gives the same result with slightly different constants appearing in the argument. \hfill \Box

### 6.2. Global Quasi-Orthogonality for Semilinear Problems.

We now consider a nonlinear problem for which we can establish a strengthened Cauchy inequality, and then subsequently quasi-orthogonality, globally in $X$. We use a Lifting-type argument requiring the PG approximation space be sufficiently good (large). Such an approach is used in [45] for nonsymmetric linear problems, and in [35] [31] for semilinear problems.

Let $X_1 \subset X_2 \subset X$ be a triple of Banach spaces, and consider $F : X \to X^*$ such that

$$F(u) = Lu + N(u), \quad L \in L(X, X^*), \quad N : X \to X^*. \quad (6.27)$$

The operator $L$ induces a bilinear form $b : X \times X \to \mathbb{R}$ and subsequently an energy (semi-) norm $\| \cdot \| : X \to \mathbb{R}$, through the relations

$$b(u, v) = \langle Lu, v \rangle, \quad \forall u, v \in X, \quad \|u\| = b(u, u)^{1/2}, \quad \forall u \in X. \quad (6.28)$$

We have the equations for $u \in X$ and its PG approximations $u_1 \in X_1$ and $u_2 \in X_2$:  

$$b(u, v) + \langle N(u), v \rangle = 0, \quad \forall v \in X, \quad (6.29)$$

$$b(u_1, v_1) + \langle N(u_1), v_1 \rangle = 0, \quad \forall v_1 \in X_1 \subset X_2 \subset X, \quad (6.30)$$

$$b(u_2, v_2) + \langle N(u_2), v_2 \rangle = 0, \quad \forall v_2 \in X_2 \subset X. \quad (6.31)$$

We will need the following Lipschitz property (globally in $X$) for term $N(\cdot)$:

$$\langle N(u) - N(u_2), v_2 \rangle \leq K \|u - u_2\|_Z \|v_2\|_X, \quad \forall v_2 \in X_2, \quad (6.32)$$

where $u$ is the exact solution and $u_2$ is the PG approximation in $X_2$, and where $Z$ is part of the triple $X \subset Z \subset X^*$ as in Section 6.1. By splitting $F$ into a linear part $L$ satisfying continuity and Gårding assumptions, and a remainder $N$ satisfying only the Lipschitz assumption, we will be able to establish both Cauchy inequalities and subsequently quasi-orthogonality, globally in $X$, for a large class of nonlinear problems.
Theorem 6.4. Let \( u, u_1, \) and \( u_2 \) satisfy (6.29)–(6.31), and let the Lipschitz (6.32) and Lifting (6.25b) conditions hold. Let the energy norm \( \| \cdot \| \) induced by \( b(\cdot, \cdot) \) as in (6.28) satisfy the G\aa rding inequality (6.25a). Then for \( \sigma \) sufficiently small, \( b(\cdot, \cdot) \) satisfies the strengthened Cauchy inequality (6.21) with \( \gamma = K C_L \sigma / (m - C_G C_2^2 \sigma^2) \) \( \in (0, 1) \), and the quasi-orthogonality inequality (6.20) holds with

\[
\Lambda = \frac{1}{1 - \gamma} = \frac{1}{1 - K C_L \sigma / (m - C_G C_2^2 \sigma^2)} \geq 1. \tag{6.33}
\]

For sufficiently small \( \sigma, \gamma \) can be made arbitrarily small and \( \Lambda \) can be made arbitrarily close to one.

Proof. Subtracting (6.29) and (6.31) with \( v = v_2 = u_2 - u_1 \), we have

\[
| b(u - u_2, u_2 - u_1) | = | - \langle b(u) - b(u_2), u_2 - u_1 \rangle | \leq K \| u - u_2 \|_X \| u_2 - u_1 \|_X \leq \gamma_X \| u - u_2 \|_X \| u_2 - u_1 \|_X,
\]

after using (6.32) and (6.25b), where \( \gamma_X = K C_L \sigma \in (0, 1) \) for \( \sigma \) sufficiently small. Since \( b(\cdot, \cdot) \) satisfies the G\aa rding inequality (6.25a), then by Lemma 6.3 we have

\[
| b(u - u_2, u_2 - u_1) | \leq \gamma \| u - u_2 \|_X \| u_2 - u_1 \|_X,
\]

where \( \gamma = \gamma_X / m = K C_L \sigma / (m - C_G C_2^2 \sigma^2) \) \( \in (0, 1) \) for \( \sigma \) sufficiently small. By Theorem 6.2, we have (6.20) holds with \( \Lambda \) as in (6.33), which can be made arbitrarily close to one for \( \sigma > 0 \) sufficiently small. The conclusion then follows by Theorem 6.2. \( \square \)

6.3. Local Quasi-Orthogonality for General Nonlinear Problems. Consider now general operators \( F : X \to X^* \), where \( X_1 \subset X_1 \subset X \) is a triple of Banach spaces. We have equations for \( u \in X \) and its PG approximations in \( u_1 \in X_1 \) and \( u_2 \in X_2 \):

\[
\langle F(u), v \rangle = 0, \quad \forall v \in X, \tag{6.34}
\]
\[
\langle F(u_1), v_1 \rangle = 0, \quad \forall v_1 \in X_1 \subset X_2 \subset X, \tag{6.35}
\]
\[
\langle F(u_2), v_2 \rangle = 0, \quad \forall v_2 \in X_2 \subset X. \tag{6.36}
\]

Not having access to any additional structure in \( F \) to exploit as in the semilinear case, we will need to work locally in an \( \epsilon_0 \)-ball around \( u \in X \) for some \( \epsilon_0 > 0 \): We assume

\[
\| u - u_1 \|_X \leq \epsilon_0, \quad \| u - u_0 \|_X \leq \epsilon_0. \tag{6.37}
\]

We assume \( F' \) is Lipschitz in the ball: There exists a Lipschitz constant \( L > 0 \) such that

\[
\| F'(w) - F'(u) \|_{\mathcal{L}(X, X^*)} \leq L \| u - w \|_X, \quad \forall w \in X \text{ s.t. } \| u - w \|_X \leq \epsilon_0. \tag{6.38}
\]

Define now the bilinear form

\[
b : X \times X \to \mathbb{R}, \quad b(w, v) = \langle F'(u)w, v \rangle. \tag{6.39}
\]

We then have the Cauchy inequality locally in the \( \epsilon_0 \)-ball, leading to quasi-orthogonality.

Theorem 6.5. Let \( u, u_1, \) and \( u_0 \) satisfy (6.34)–(6.36), and let the Locality (6.37) and Lipschitz (6.38) conditions hold, with \( b(\cdot, \cdot) \) defined as in (6.39).

(1) If \( b(\cdot, \cdot) \) satisfies coercivity (6.24), then \( b(\cdot, \cdot) \) satisfies the Cauchy inequality (6.21) with \( \gamma = \epsilon_0 L / (2m) \in (0, 1) \), and quasi-orthogonality (6.20) holds for \( \epsilon_0 > 0 \) sufficiently small with

\[
\Lambda = \frac{1}{1 - \epsilon_0 L / (2m)} \geq 1. \tag{6.40}
\]
(2) If \( b(\cdot, \cdot) \) satisfies Gårding (6.25a) and the Lifting (6.25b) inequalities, then \( b(\cdot, \cdot) \) satisfies the Cauchy inequality (6.21) with \( \gamma = \epsilon_0 L/(2m - C_G^2 C_L^2 \epsilon^2) \in (0, 1) \), and quasi-orthogonality (6.20) holds for \( \epsilon_0 > 0 \) and \( \sigma > 0 \) sufficiently small with

\[
\Lambda = \frac{1}{1 - \epsilon_0 L/(2m - C_G^2 C_L^2 \epsilon^2)} \geq 1. \tag{6.41}
\]

In either case, the constant \( \gamma \) can be made arbitrarily small, and the constant \( \Lambda \) can be made arbitrarily close to one, for sufficiently small \( \epsilon_0 \) and \( \sigma \).

**Proof.** Subtracting (6.34) and (6.36) with \( v = v_2 = u_2 - u_1 \in X_2 \) we have

\[ \langle F(u) - F(u_2), u_2 - u_1 \rangle = 0. \tag{6.42} \]

We also have the mean-value formula:

\[ F(u + w) = F(u) + F'(u)w + \int_0^1 [F'(u + sw) - F'(u)] w \, ds. \tag{6.43} \]

Using (6.43) with \( w = u_2 - u \) together with (6.42) gives:

\[
|b(u - u_2, u_2 - u_1)| = | - b(u_2 - u, u_2 - u_1)| \\
= | - \langle F'(u)(u_2 - u), u_2 - u_1 \rangle| \\
= | - \langle F'(u + [u_2 - u]), u_2 - u_1 \rangle| \\
+ \left( \int_0^1 |F'(u + s[u_2 - u]) - F'(u)| (u_2 - u) ds, u_2 - u_1 \right| \\
\leq \left( \int_0^1 |F'([1 - s]u + su_2) - F(u)|_{L/X} ds \right) \cdot \|u - u_2\|_X \|u_2 - u_1\|_X.
\]

Using now (6.38) and (6.37) we can establish the Cauchy inequality (6.21) as follows:

\[
|b(u - u_2, u_2 - u_1)| \leq \left( L\|u - u_2\|_X \int_0^1 s \, ds \right) \|u - u_2\|_X \|u_2 - u_1\|_X \\
\leq \gamma_X \|u - u_2\|_X \|u_2 - u_1\|_X,
\]

where \( \gamma_X = \epsilon_0 L/2 \in (0, 1) \) for \( \epsilon_0 \) sufficiently small.

If \( b(\cdot, \cdot) \) satisfies the coercivity inequality (6.24) for \( m > 0 \), then we have established the Cauchy inequality (6.21), with \( \gamma = \gamma_X/m = \epsilon_0 L/(2m) \in (0, 1) \) for \( \epsilon_0 \) sufficiently small. By Theorem 6.2, we have (6.20) holds with \( \Lambda \) as in (6.40), which can be made arbitrarily close to one for \( \epsilon_0 > 0 \) sufficiently small.

Instead of coercivity, if \( b(\cdot, \cdot) \) satisfies the Gårding (6.25a) and lifting (6.25b) inequalities, then by Lemma 6.3 we have established the Cauchy inequality (6.21), with \( \gamma = \gamma_X/(m - C_G^2 C_L^2 \epsilon^2) = \epsilon_0 L/[2(m - C_G^2 C_L^2 \epsilon^2)] \in (0, 1) \) for \( \epsilon_0 \) sufficiently small. By Theorem 6.2, we have (6.20) holds with \( \Lambda \) as in (6.41), which can be made arbitrarily close to one for \( \epsilon_0 > 0 \) and \( \sigma > 0 \) sufficiently small.

**6.4. Contraction.** We now establish a contraction result for approximation techniques for nonlinear equations on Banach spaces, which is an abstraction of the contraction arguments in [45, 16, 50, 35, 81]. Let \( X_1 \subset X_2 \subset X \) be a triple of Banach spaces, let \( u \in X \), and let \( u_1 \in X_1 \) and \( u_2 \in X_2 \) be approximations to \( u \). We are interested in the quality of the approximations; as such, the following three distance measures between the three solutions are of fundamental importance:

\[
e_2 = \|u - u_2\|_X, \quad e_1 = \|u - u_1\|_X, \quad E_1 = \|u_2 - u_1\|_X, \tag{6.44}\]
where \( \| \cdot \|_X \) is a norm on \( X \); this could be either the native Banach norm, or more generally a norm associated with a problem-specific bilinear form. We are interested in approximation algorithms which involve abstract “error indicator” functionals that will be taken later to be practical implementable \textit{a posteriori} error indicators commonly used in AFEM algorithms:

\[
\eta_1 : X_1 \mapsto \mathbb{R}, \quad \eta_2 : X_2 \mapsto \mathbb{R}.
\]  

(6.45)

When written without arguments, these functionals are taken to be evaluated at \( u_1 \) and \( u_2 \) respectively, and represent approximations to the error:

\[
\eta_1 = \eta_1(u_1) \approx e_1, \quad \eta_2 = \eta_2(u_2) \approx e_2.
\]  

(6.46)

In order to build a contraction argument involving the errors, we will need three fundamental assumptions relating the five quantities above:

**Assumption 6.6** (Quasi-Orthogonality). \textit{There exists} \( \Lambda \geq 1 \) \textit{such that}

\[
e^2 \leq \Lambda e_1^2 - E_1^2.
\]  

(6.47)

**Assumption 6.7** (Upper-Bound). \textit{There exists} \( C_1 > 0 \) \textit{such that}

\[
e^2 \leq C_1 \eta_k^2, \quad k = 1, 2.
\]  

(6.48)

**Assumption 6.8** (Indicator Reduction). \textit{There exists} \( C_2 > 0 \) and \( \omega \in (0, 1) \) \textit{such that}

\[
\eta_2^2 \leq C_2 E_1^2 + (1 - \omega) \eta_1^2.
\]  

(6.49)

Using these three assumptions, we have the following abstract contraction result.

**Theorem 6.9** (Abstract Contraction). \textit{Let} \( X_1 \subset X_2 \subset X \) \textit{be a triple of Banach spaces}, \textit{let} \( u \in X \), \textit{let} \( u_1 \in X_1 \) and \( u_2 \in X_2 \) \textit{be approximations to} \( u \) \textit{with error defined as in (6.44), and let} \( \eta_1 \) \textit{and} \( \eta_2 \) \textit{be error indicators as in (6.45). Let the Assumptions 6.6, 6.7, and 6.8 hold. Let} \( \beta \in (0, 1) \) \textit{be arbitrary, and assume the constant} \( \Lambda \) \textit{in Assumption 6.6 satisfies the bound:}

\[
1 \leq \Lambda < 1 + \frac{\beta \omega}{C_1 C_2}.
\]  

(6.50)

\textit{Then there exists} \( \gamma > 0 \) \textit{and} \( \alpha \in (0, 1) \) \textit{such that:}

\[
e^2 + \gamma \eta_2^2 \leq \alpha^2 \left( e_1^2 + \gamma \eta_1^2 \right),
\]  

(6.51)

\textit{where} \( \gamma \) \textit{can be taken to be anything in the non-empty interval}

\[
\frac{(\Lambda - 1) C_1}{\beta \omega} < \gamma < \min \left\{ \frac{1}{C_2}, \frac{\Lambda C_1}{\beta \omega} \right\},
\]  

(6.52)

\textit{and where} \( \alpha \) \textit{is subsequently given by} \( \alpha^2 = \max \{ \alpha_1^2, \alpha_2^2 \} \in (0, 1) \), \textit{with}

\[
0 < \alpha_1^2 = \Lambda - \frac{\beta \omega \gamma}{C_1} < 1, \quad 0 < \alpha_2^2 = 1 - [1 - \beta] \omega < 1.
\]  

(6.53)

**Proof.** \textit{Beginning with Assumption 6.6} we have for any \( \gamma > 0 \),

\[
e^2 + \gamma \eta_2^2 \leq \Lambda e_1^2 - E_1^2 + \gamma \eta_1^2.
\]  

(6.54)

Using now Assumption 6.8 we have

\[
e^2 + \gamma \eta_2^2 \leq \Lambda e_1^2 - E_1^2 + \gamma \left[ C_2 E_1^2 + (1 - \omega) \eta_1^2 \right].
\]  

(6.55)

Assume now that \( 0 < \gamma \leq 1/C_2 \). \textit{In this case, the negative term involving} \( E_1^2 \) \textit{dominates the positive term, which implies:}

\[
e^2 + \gamma \eta_2^2 \leq \Lambda e_1^2 + \gamma (1 - \omega) \eta_1^2.
\]  

(6.56)
We now split the negative contribution involving $\eta^2_1$ into two parts, using any $\beta \in (0, 1)$:
\[
e^2_2 + \gamma \eta^2_2 \leq \Lambda e^2_2 - \beta \omega \gamma \eta^2_1 + \gamma (1 - [1 - \beta] \omega) \eta^2_1. \quad (6.57)
\]
We now finally invoke Assumption 6.7 on the first term involving $\beta$:
\[
e^2_2 + \gamma \eta^2_2 \leq \left( \Lambda - \frac{\beta \omega \gamma}{C_1} \right) e^2_1 + \gamma (1 - [1 - \beta] \omega) \eta^2_1 = \alpha^2_1 e^2_1 + \alpha^2_2 \gamma \eta^2_1, \quad (6.58)
\]
where $\alpha^2_1$ and $\alpha^2_2$ are as in (6.53). Note $\omega \in (0, 1)$ from Assumption 6.8, and also for any $\beta \in (0, 1)$ it holds $1 - \beta \in (0, 1)$ and $[1 - \beta] \omega \in (0, 1)$. Therefore, for any $\beta \in (0, 1)$ we have that $\alpha^2_2$ satisfies the second inequality in (6.53). It remains to determine $\gamma > 0$ so that $0 < \alpha^2_1 < 1$, with $\alpha^2_1$ as given in (6.53), leading to
\[
(\Lambda - 1) C_1 / \beta \omega < \gamma < \Lambda C_1 / \beta \omega. \quad (6.59)
\]
We have already imposed $\gamma > 0$ and $\gamma \leq 1/C_2$. Recalling $\Lambda \geq 1$, to ensure $\alpha^2_1 \in (0, 1)$ we must have $\gamma$ in the the interval (6.52). If $\Lambda = 1$, this interval is clearly non-empty for any $C_1 > 0$, $C_2 > 0$, $\beta \in (0, 1)$, and $\omega \in (0, 1)$. If $\Lambda > 1$, since the term involving $\Lambda$ in the upper-bound always dominates the lower bound, to ensure the interval for $\gamma$ is non-empty we must restrict $\Lambda$ so that $(\Lambda - 1) C_1 / (\beta \omega) < 1/C_2$. This holds if $\Lambda$ lies in the interval (6.50). We now simply note that this interval for $\Lambda$ is non-empty for any $C_1 > 0$, $C_2 > 0$, $\beta \in (0, 1)$, and $\omega \in (0, 1)$. To finish the proof, we now take $\alpha^2 = \max\{\alpha^2_1, \alpha^2_2\} \in (0, 1)$.

We now establish the main contraction and convergence result we are after.

**Theorem 6.10 (Abstract Convergence).** Let $\{X_k\}_{k=1}^{\infty}$, $X_k \subset X_{k+1} \subset X$, $\forall k \geq 0$, be a nested sequence of Banach spaces. Let $u \in X$, and let $\{u_k\}_{k=0}^{\infty}$ be a sequence of approximations to $u$ from $X_k$. Let the Assumptions 6.6, 6.7, and 6.8 hold with the same constants $\Lambda$, $C_1$, $C_2$, and $\omega$, for any successive pair of approximations $u_k$ and $u_{k+1}$ and their corresponding error indicators $\eta_k$ and $\eta_{k+1}$. Let $\alpha$, $\beta$, $\gamma$, and $\Lambda$ be as in Theorem 6.9 Then the sequence $\{u_k\}_{k=1}^{\infty}$ contracts toward $u \in X$ according to:
\[
e^2_{k+1} + \gamma \eta^2_{k+1} \leq \alpha^2 \left( e^2_k + \gamma \eta^2_k \right), \quad (6.60)
\]
and therefore converges to $u \in X$ at the following rate:
\[
e^2_k + \gamma \eta^2_k \leq C \alpha^{2k}, \quad (6.61)
\]
for some constant $C = C(u_1, \eta_1, \Lambda, C_1, C_2, \alpha, \beta, \gamma, \omega)$.

**Proof.** Both results follow immediately from Theorem 6.9. \qed

7. **CONVERGENCE BASED ON CONTRACTION AND SOME EXAMPLES**

Here we use the abstract contraction result (Theorem 6.9) established in Section 6 to prove a contraction result (Theorem 7.6 below) for the adaptive algorithm described in Section 3. Theorem 6.9 was based on three core assumptions: Quasi-orthogonality, Indicator domination of the error, and Indicator Reduction. We showed how to establish the first of these, namely the Quasi-Orthogonality Assumption 6.6, for PG approximations for two general classes of nonlinear problems in Section 6.1. The second assumption, namely the Indicator Domination Error Assumption 6.7, is a standard result for residual-type indicators; our adaptive algorithm produces indicators with this property, cf. (3.76). We focus on establishing the third assumption, namely the Indicator Reduction Assumption 6.8 in Section 7.1 below, and then prove the main contraction result in Theorem 7.6.
for the adaptive algorithm (3.4), based on Theorem 6.9. We then apply this contraction result to several nonlinear PDE examples in Sections 7.2–7.4.

7.1. Contraction of AFEM. What remains in order to use the abstract contraction result in Theorem 6.9 for AFEM is the third assumption, namely the Indicator Reduction Assumption 6.8. Following [16, 50], we will first reduce establishing Assumption 6.8 to a simpler local Lipschitz assumption on the indicator, namely Assumption 7.1 below. Establishing Assumption 6.8 will then reduce to an assumption on the marking strategy in the AFEM algorithm; we satisfy this assumption by using the standard Dörfler strategy (3.9). Admissible discrete functions in Assumption 7.1 refer to discrete functions which are known a priori to satisfy specific properties of discrete PG approximations, such as discrete a priori bounds. We will later show how to establish Assumption 7.1 for several nonlinear problems in Section 5 using continuous and discrete a priori bounds.

To simplify the presentation below, we will denote
\[ e_k = \| u - u_k \|, \quad E_k = \| u_k - u_{k+1} \|, \]
\[ \eta_k = \eta(u_k, T_k), \quad \eta_k(\mathcal{M}_k) = \eta(u_k, \mathcal{M}_k), \quad \eta_0(\mathbf{D}) = \eta_0(\mathbf{D}, T_0), \]
where \( \mathbf{D} \) represents the set of problem coefficients and nonlinearity. We also denote \( V_k := V_D(T_k) \) for simplicity.

**Assumption 7.1 (Local Lipschitz).** Let \( T \) be a conforming partition. For all \( \tau \in T \) and for any pair of admissible discrete functions \( v, w \in X(T) \), it holds that
\[
|\eta(v, \tau) - \eta(w, \tau)| \leq \bar{\Lambda}_1 \eta(\mathbf{D}, \tau) \| v - w \|_{1,2,\omega_\tau},
\]
where \( \bar{\Lambda}_1 > 0 \) depends only on the shape-regularity of \( T_0 \), and where \( \eta(\mathbf{D}, \tau) \) depends only on appropriate norm behavior of the equation coefficients over the local one-ring of elements surrounding \( \tau \), and on the Lipschitz properties on \( \tau \) of the nonlinearity acting on admissible functions in \( X(T) \). The parameter \( \eta(\mathbf{D}, \tau) \) is assumed to be monotone non-increasing with mesh refinement.

Based on Assumption 7.1, we have the following indicator reduction result (see also [35, 31]), which extends the linear case appearing in [16, 50] to the nonlinear case. The proof is essentially identical to that of [16, Corollary 4.4], except that it allows for nonlinearity in Assumption 7.1; we include it for completeness. The main difficulty in the nonlinear case will be establishing Assumption 7.1 and simultaneously satisfying the assumption on the parameter \( \lambda \) appearing in Lemma 7.2.

**Lemma 7.2 (Nonlinear Indicator Reduction).** Let \( T \) be a partition, and let the parameters \( \theta \in (0, 1] \) and \( \ell \geq 1 \) be given. Let \( \mathcal{M} = MARK(\{\eta(v, \tau)\}_{\tau \in T}, T, \theta) \), and let \( T_* = REFINE(T, \mathcal{M}, \ell) \). If \( \Lambda_1 = (d+1)\bar{\Lambda}_1/\ell \) with \( \bar{\Lambda}_1 \) from Assumption 7.1 and \( \lambda = 1 - 2^{-\ell/d} > 0 \), then for all admissible \( v \in X(T) \), \( v_* \in X(T_*), \) and any \( \delta > 0 \), it holds that
\[
\eta^2(v_*, T_*) \leq (1 + \delta)[\eta^2(v, T) - \lambda \eta^2(v, \mathcal{M})] + (1 + \delta^{-1})\Lambda_1 \eta^2(\mathbf{D}, T_0) \| v_* - v \|^2.
\]

**Proof.** The proof follows that in [16, Corollary 4.4], with minor adjustment to allow the Lipschitz parameter in Assumption 7.1 to depend on point-wise behavior of admissible functions in an \( L^\infty \) interval; we outline the argument here for completeness. Using Assumption 7.1 with \( v \) and \( v_* \) taken to be in \( X(T_*) \), gives
\[
\eta(v_*, \tau_*) \leq \eta(v, \tau_*) + \bar{\Lambda}_1 \eta(\mathbf{D}, \tau_*) \| v_* - v \|_{1,2,\omega_\tau_*} \quad \forall \tau_* \in T_*.
\]
After squaring both sides and applying Young’s inequality with arbitrary \( \delta > 0 \) we have
\[
\eta^2(v_*, T_*) \leq (1 + \delta)\eta^2(v, T) + (1 + \delta^{-1})\bar{\Lambda}_1^2 \eta^2(\mathbf{D}, T_0) \| v_* - v \|^2_{1,2,\omega_\tau_*} \quad \forall \tau_* \in T_*.
\]
We now sum over the elements $\tau_\ast \in \mathcal{T}_\ast$, using the fact that for shape regular partitions there is a small finite number of elements in the overlaps of the patches $\omega_\tau$, that are multiply represented in the sum. This gives
\[ \eta^2(\tau_\ast, \mathcal{T}_\ast) \leq (1 + \delta)\eta^2(v, \mathcal{T}_\ast) + (1 + \delta^{-1})\Lambda_1^2\eta^2(D, \mathcal{T}_\ast)\|v_\ast - v\|^2, \]
where we have used equivalence between the energy norm and the norm on $H^1$ (based on either coercivity or a Gårding inequality together with lifting; cf. Lemma 6.3), and then absorbed both the norm equivalence constant and the finite over-representation of elements in the sum into the new constant $\Lambda_1$.

Now take admissible $v \in X(\mathcal{T})$; a short argument from the proof of Corollary 4.4 in [16] gives
\[ \eta^2(v, \mathcal{T}_\ast) \leq \eta^2(v, \mathcal{T} \setminus \mathcal{M}) + 2^{-\ell/d}\eta^2(v, \mathcal{M}) = \eta^2(v, \mathcal{T}) - \lambda\eta^2(v, \mathcal{M}). \quad (7.2) \]
Finally, monotonicity $\eta(D, \mathcal{T}_\ast) \leq \eta(D, \mathcal{T}_0)$, combined with (7.2) yields the result. \qquad \Box

Remark 7.3. The difficulty in the nonlinear case will be establishing Assumption 7.1 and simultaneously satisfying the assumption on the parameter $\lambda$ appearing in Lemma 7.2. In the case of problems for which we can control the nonlinearity using a priori $L^\infty$ control of solutions and discrete approximations, we will be able to establish Assumption 7.1; several such examples of increasing difficulty are analyzed in Sections 7.2-7.4. The assumption on $\lambda$ appearing in Lemma 7.2 is essentially the assumption that the residual indicator contains only terms that decay as with $h^\alpha$ for some $\alpha > 0$.

We will now make use of the Dörfler marking strategy (3.9). This simple marking strategy will ensure that the abstract indicator reduction Assumption 6.8 holds.

Lemma 7.4. Let the conditions for Lemma 7.2 hold. Let the Dorfler marking property (3.9) hold for some $\theta \in (0, 1]$, and restrict $\delta > 0$ in Lemma 7.2 so that
\[ 0 < \delta < \frac{\lambda\theta^2}{1 - \lambda\theta^2}. \quad (7.3) \]
Then Indicator Reduction Assumption 6.8 holds with $C_2 = (1 + \delta^{-1})\Lambda_1\eta^2(D, \mathcal{T}_0)$ and
\[ \omega = 1 - (1 + \delta)(1 - \lambda\theta^2) \in (0, 1). \quad (7.4) \]

Proof. By Lemma 7.2 we have for any $\delta > 0$:
\[ \eta^2(\tau_\ast, \mathcal{T}_\ast) \leq (1 + \delta)[\eta^2(v, \mathcal{T}) - \lambda\eta^2(v, \mathcal{M})] + (1 + \delta^{-1})\Lambda_1\eta^2(D, \mathcal{T}_0)\|v_\ast - v\|^2. \]
The Dorfler marking property (3.9) gives
\[ \eta^2(\tau_\ast, \mathcal{T}_\ast) \leq (1 + \delta)(1 - \lambda\theta^2)\eta^2(v, \mathcal{T}) + (1 + \delta^{-1})\Lambda_1\eta^2(D, \mathcal{T}_0)\|v_\ast - v\|^2, \]
which we will write as
\[ \eta^2_{k+1} \leq C_2E_k^2 + (1 - \omega)\eta^2_k, \]
with
\[ \eta_{k+1} = \eta(\tau_\ast, \mathcal{T}_\ast), \quad \eta_k = \eta(v, \mathcal{T}), \quad E_k = \|v_\ast - v\|, \quad C_2 = (1 + \delta^{-1})\Lambda_1\eta^2(D, \mathcal{T}_0), \quad (1 - \omega) = (1 + \delta)(1 - \lambda\theta^2). \quad (7.5) \]
To ensure that $\omega = 1 - (1 + \delta)(1 - \lambda\theta^2) \in (0, 1)$, we restrict $\delta > 0$ so that
\[ 0 < (1 + \delta)(1 - \lambda\theta^2) < 1, \quad (7.7) \]
or so that
\[ 1 < \delta < \frac{1}{1 - \lambda\theta^2} - 1 = \frac{1 - [1 - \lambda\theta^2]}{1 - \lambda\theta^2} = \frac{\lambda\theta^2}{1 - \lambda\theta^2}. \quad (7.8) \]
Since we must also take $\delta > 0$, we have then the range for $\delta$ is as in (7.3) to ensure Assumption 6.8 with $\omega = 1 - (1 + \delta)(1 - \lambda\theta^2) \in (0, 1)$. \qquad \Box
Remark 7.5. By first establishing Theorem 6.9 based only on three simple assumptions relating the error and error indicator, the main contraction argument in Theorem 6.9 is general, applies to nonlinear problems, and does not involve details of the adaptive algorithm that produces the approximations or the error indicators. The local Lipschitz and marking assumptions we use above to establish the indicator reduction assumption bring in the details of the particular adaptive algorithm and the problem only at the last moment, and helps clarify the impact of the various parameters on the contraction argument and rate.

The supporting results we need are now in place; we can now establish the second of the two main convergence results of the paper, this one concerning contraction.

Theorem 7.6 (Contraction). Let Assumption 6.6 (Quasi-Orthogonality) and Assumption 6.7 (Upper-Bound) hold, and assume that the conditions of Lemma 7.4 hold. Let \( \beta \in (0, 1) \) be arbitrary, and assume the constant \( \Lambda \) in Assumption 6.6 satisfies:

\[
1 \leq \Lambda < 1 + \frac{\beta \omega}{C_1 C_2}, \tag{7.9}
\]

where the constant \( C_1 \) is as in Assumption 6.7 and \( C_2 \) and \( \omega \) are as in Lemma 7.4. Then there exists \( \gamma > 0 \) and \( \alpha \in (0, 1) \) such that:

\[
\|u - u_{k+1}\|^2 + \gamma \eta_{k+1}^2 \leq \alpha^2 \left(\|u - u_k\|^2 + \gamma \eta_k^2\right), \tag{7.10}
\]

where \( \gamma \) can be taken to be anything in the non-empty interval

\[
\frac{(\Lambda - 1)C_1}{\beta \omega} < \gamma < \min \left\{\frac{1}{C_2} \cdot \frac{\Lambda C_1}{\beta \omega}\right\}, \tag{7.11}
\]

and where \( \alpha \) is subsequently given by

\[
0 < \alpha^2 = \max\{\alpha_1^2, \alpha_2^2\} < 1, \tag{7.12}
\]

with

\[
0 < \alpha_1^2 = \Lambda - \frac{\beta \omega \gamma}{C_1} < 1, \quad 0 < \alpha_2^2 = 1 - [1 - \beta] \omega < 1. \tag{7.13}
\]

Proof. By Lemma 7.4, Assumption 7.1 and Property (3.9) together imply that Assumption 6.8 holds. The result then follows by Theorem 6.9. \( \square \)

We now apply the Contraction Theorem 7.6 to establish contraction of the adaptive algorithm (3.4) for specific nonlinear PDE examples. Note that the more general weak*-convergence framework is also applicable to each of these examples, as we discussed in Section 5, what we gain here is fixed-rate contraction of the error at each iteration of AFEM, and subsequently the possibility of establishing optimality of AFEM. In each of the following examples, we use the standard residual error indicator, denoted by \( \eta \).

7.2. A Semi-Linear Example. Our first example is a special case of equation (5.4).

Example 7.7. Let \( \Omega \subset \mathbb{R}^2 \) be a convex polygonal domain, and \( f \in L^2(\Omega) \). Consider the weak form formulation of the semi-linear equation (5.4)

\[
\text{Find } u \in H_0^1(\Omega), \text{ s.t. } (\nabla u, \nabla v) + (u^3, v) = (f, v), \quad \forall v \in H_0^1(\Omega). \tag{7.14}
\]
Here, the solution and test spaces are the Hilbert space \( X = Y := H^1_0(\Omega) \). Let \( X_k = Y_k \subset H^1_0(\Omega) \) be the continuous piecewise linear finite element spaces defined on \( T_k \), which we assume to be an exact partition of \( \Omega \). For convenience, we denote \( a(u, v) := (\nabla u, \nabla v) \) and \( N(u) = u^3 \). It is not difficult to see that

\[
(N(u) - N(v), u - v) \geq 0, \quad \forall u, v \in H^1_0(\Omega),
\]

\[
\|N(u) - N(v)\|_{L(H^1(\Omega), H^{-1}(\Omega))} \lesssim \|u - v\|_{0, \Omega}, \quad \forall u, v \in L^\infty(\Omega).
\]

The Galerkin approximation of the equation (7.7) then reads

Find \( u_k \in X_k \), such that \( a(u_k, v_k) + N(u_k, v_k) = (f, v_k), \quad \forall v_k \in X_k \). (7.17)

Existence and uniqueness of solutions to (7.14) and (7.17) follow by standard variational estimates, we will need \( a \) priori estimates, \cf \([64, 38]\). To establish both \( a \) priori and \( a \) posteriori error estimates, we will need \( L^\infty \) control of the continuous solution \( u \) and as well as the discrete solutions \( u_k \).

Lemma 7.8 (Continuous \( a \) Priori Estimates). Let \( u \in H^1_0(\Omega) \) be the exact solution to (7.14). Then \( u \in L^\infty(\Omega) \).

Proof. We split the solution \( u = u^l + u^n \), where \( u^l \) is the solution to the linear equation

\[
(\nabla u^l, v) = (f, v), \quad \forall v \in H^1_0(\Omega).
\]

Since \( \Omega \) is convex, elliptic regularity theory implies \( u^l \in H^2(\Omega) \cap H^1_0(\Omega) \), hence \( u^l \in L^\infty(\Omega) \). It remains to show that \( u^n \in L^\infty \). Using arguments similar to \([37, 20]\), define

\[
\alpha = \arg \max_c \left\{ (c + \sup_{x \in \Omega} u^l)^3 \leq 0 \right\}, \quad \beta = \arg \min_c \left\{ (c + \inf_{x \in \Omega} u^l)^3 \geq 0 \right\}.
\]

Let \( \overline{\phi} = (u^n - \beta^+) := \max\{u^n - \beta, 0\} \) and \( \underline{\phi} = (u^n - \alpha^-) := \min\{u^n - \alpha, 0\} \). Then obviously \( \overline{\phi}, \underline{\phi} \in H^1_0(\Omega) \). Hence, for \( \phi = \overline{\phi} \) or \( \underline{\phi} = \phi \) we have

\[
(\nabla u^n, \nabla \phi) = -((u^n + u^l)^3, \phi) \leq 0.
\]

This implies \( 0 \leq ||\nabla \phi|| \leq 0 \), so \( \phi = 0 \). Thus \( \alpha \leq u^n \leq \beta \) almost everywhere in \( \Omega \). \( \square \)

In order to establish \( a \) priori \( L^\infty \) bounds for \( u_k \), we require the mesh satisfy the regularity condition

\[
a_{i,j} = \int_{\Omega} \nabla \phi_i \nabla \phi_j \leq 0, \quad j \neq i.
\]

See for example \([20]\) for a discussion of this condition. We then have the following \( a \) priori \( L^\infty \) estimate for the discrete solution \( u_k \).

Lemma 7.9 (Discrete \( a \) Priori Estimates). Let \( u_k \in X_k \subset H^1_0(\Omega) \) be the exact solution to (7.17). Assume the triangulation \( T_k \) of \( \Omega \) satisfies (7.19). Then \( u_k \in L^\infty(\Omega) \).

Proof. See \([37, 20]\). \( \square \)

Lemma 7.8 and Lemma 7.9 provide \( a \) priori \( L^\infty \) bounds for \( u \) and \( u_k \). That is, if \( u \) and \( u_k \) are exact solutions to (7.14) and (7.17), then they must satisfy

\[
u_-(x) \leq u(x), \quad u_k(x) \leq u_+(x), \quad \text{for almost every } x \in \Omega,
\]

where \( u_-, u_+ \in L^\infty \) are fixed \( a \) priori bounds. In other words, we know that any solutions \( u \) and \( u_k \) to (7.14) and (7.17) can be found in \([u_-, u_+] \cap H^1_0(\Omega) \), so that we do not have to look in the larger space \( H^1_0(\Omega) \) for \( u \) and \( u_k \). We now have the tools in place for establishing the following quasi-optimal \( a \) priori error estimate for Galerkin approximations.
Proposition 7.10 (Quasi-Optimal A Priori Error Estimates). Let \( u \) and \( u_k \) be exact solutions to (7.14) and (7.17), respectively. If both \( u, u_k \in L^\infty(\Omega) \), then we have

\[
|u - u_k|_{1,\Omega} \lesssim \min_{\chi \in \mathcal{X}_k} |u - \chi|_{1,\Omega}.
\]

Proof. Note that the error \( u - u_k \) satisfies that

\[
b(u - u_k, v_k) + (N(u) - N(u_k), v_k) = 0, \quad \forall v_k \in \mathcal{X}_k.
\]

Therefore, we have

\[
|u - u_k|_{1,\Omega}^2 = a(u - u_k, u - u_k)
= a(u - u_k, u - v_k) + a(u - u_k, v_k - u_k)
\leq |u - u_k|_{1,\Omega} |u - v_k|_{1,\Omega} - (N(u) - N(u_k), v_k - u_k)
= |u - u_k|_{1,\Omega} |u - v_k|_{1,\Omega} - (u^3 - u_k^3, u - u_k) + (u^3 - u_k^3, u - v_k)
\lesssim |u - u_k|_{1,\Omega} |u - v_k|_{1,\Omega}.
\]

Here, we noted that \((N(u) - N(u_k), u - u_k) \geq 0\) by (7.15) and

\[
(N(u) - N(u_k), u - v_k) \lesssim \sup_{x \in \Omega} (\theta u(x) + (1 - \theta) u_k(x))^2 \|u - u_k\| \|u - v_k\|
\lesssim |u - u_k|_{1,\Omega} |u - v_k|_{1,\Omega},
\]

by a priori \( L^\infty \) bounds for \( u \) and \( u_k \) and the Poincaré inequality. Since \( \chi_k \in \mathcal{X}_k \) is arbitrary, we have

\[
|u - u_k|_{1,\Omega} \lesssim \min_{\chi \in \mathcal{X}_k} |u - \chi|_{1,\Omega}.
\]

Remark 7.11. We note a major difference between Proposition 7.10 and Proposition 5.4 is that Proposition 7.10 does not require the initial mesh to be sufficiently small; however we need the a priori \( L^\infty \) bound for \( u_k \), which was built in Lemma 7.9.

Using the results in Section 6.2, we can now easily establish quasi-orthogonality.

Lemma 7.12 (Quasi-Orthogonality). Let \( u \) be the solution to equation (7.14), and \( u_{k+1} \) and \( u_k \) be the solutions to (7.17) on \( \mathcal{T}_{k+1} \) and \( \mathcal{T}_k \) respectively. Let \( \mathcal{X}_k \subset \mathcal{X}_{k+1} \), and the triangulations \( \mathcal{T}_k \) satisfy the condition (7.19). Assume that there exist a \( \sigma_{k+1} > 0 \) with \( \sigma_{k+1} \to 0 \) as \( k \to \infty \) such that

\[
\|u - u_{k+1}\|_{0,\Omega} \leq \sigma_{k+1} \|
abla u - \nabla u_{k+1}\|_{0,\Omega},
\]

Then there exists a constant \( C^* > 0 \), such that for sufficiently small \( h \), we have

\[
|u - u_{k+1}|_{1,\Omega}^2 \leq \Lambda_{k+1} |u - u_k|_{1,\Omega}^2 - |u_{k+1} - u_k|_{1,\Omega}^2,
\]

where \( \Lambda_{k+1} = (1 - C^* \sigma_{k+1} K)^{-1} > 0 \) with \( K = 3 \sup_{\chi \in [u^-, u^+]} \| \chi^2 \|_{\infty,\Omega} \).

Proof. From the definition, \( a(\cdot, \cdot) \) is a symmetric coercive bilinear form. The energy norm \( \|v\| := a(v, v) = \|v\|_{\Omega}^2 \) is equivalent to the \( H^1 \)-norm in \( H^1_0(\Omega) \). Now we verify the Lipschitz continuity (6.32) for \( N(u) = u^3 \). It follows by the a priori error estimates Lemma 7.8 and Lemma 7.9 of \( u \) and \( u_{k+1} \):

\[
|(N(u) - N(u_{k+1}), v_{k+1})| \leq \sup_{\chi \in [u^-, u^+]} \|3 \chi^2\|_{\infty} \|u - u_{k+1}\|_{0,\Omega} \|v_{k+1}\|_{0,\Omega}
\leq K \|u - u_{k+1}\|_{0,\Omega} \|v_{k+1}\|_{1,\Omega},
\]

where \( K = \sup_{\chi \in [u^-, u^+]} \|3 \chi^2\|_{\infty} < \infty \). The conclusion follows by Theorem 6.4. \( \square \)
Now that the Quasi-Orthogonality Assumption 6.6 is in place, recall that the residual-based a posteriori error indicator for equation (7.14) is given by (5.6):

$$\eta_k(u_k, \tau)^2 := h_\tau^2 \|u_k^3 - f\|^2_{0,\tau} + \sum_{\sigma \subset \partial \tau} h_\sigma \|\nabla u_k \cdot n_\sigma\|^2_{0,\sigma},$$

with $\eta_k(v, S) := (\sum_{\tau \in S} \eta_k^2(v, \tau))^\frac{1}{2}$ for any subset $S \subset T_k$. The second ingredient of the contraction argument, namely the Upper Bound Assumption 6.7, is provided by Theorem 5.5. To apply the contraction Theorem 7.6 we only need to verify the Local Lipschitz Assumption 7.1 which implies the Indicator Reduction Lemma 7.2. To this end, we introduce the PDE-related indicator:

$$\eta^2(D, \tau) := h_\tau^2 \sup_{\chi \in [u_-, u_+]} \|3\chi^2\|^2_{\infty, \tau}.$$

For any subset $S \subset T$, let $\eta(D, S) := \max_{\tau \in S} \{\eta(D, \tau)\}$. By the definition, it is obvious that $\eta(D, T)$ is monotone decreasing, i.e.,

$$\eta(D, T_*) \leq \eta(D, T) \quad (7.21)$$

for any refinement $T_*$ of $T$.

**Lemma 7.13** (Local Lipschitz). Let $T$ be a conforming partition. For all $\tau \in T$ and for any pair of discrete functions $v, w \in [u_-, u_+] \cap X(T)$, it holds that

$$|\eta(v, \tau) - \eta(w, \tau)| \leq \bar{L}_1 \eta(D, \tau)\|v - w\|_{1,\omega, \tau}, \quad (7.22)$$

where $\bar{L}_1 > 0$ depends only on the shape-regularity of $T_0$, and the maximal values that $v^3$ can obtain on the $L^\infty$-interval $[u_-, u_+]$.

**Proof.** By the definition of $\eta$, we have

$$\eta(v, \tau) \leq \eta(w, \tau) + h_\tau \|v^3 - w^3\|_{0,\tau} + \frac{1}{2} \sum_{\sigma \subset \partial \tau} h_\sigma^{\frac{1}{2}} \|n_\sigma \cdot [\nabla (v - w)]\|_{0,\sigma}.$$

Notice that

$$\|v^3 - w^3\|_{0,\tau} \leq \left( \sup_{\chi \in [u_-, u_+]} \|3\chi^2\|^2_{\infty,\tau} \right) \|v - w\|_{0,\tau}.$$

On the other hand, we also have

$$\|n_\sigma \cdot [\nabla (v - w)]\|_{0,\sigma} \leq h_\tau^{-\frac{1}{2}} \|\nabla v - \nabla w\|_{0,\omega,\tau}.$$

Therefore, we get the desired estimate for $\eta$. \qed

Combining all of the above we obtain a contraction result for the AFEM algorithm:

**Theorem 7.14** (Contraction and Convergence). Let $\{T_k, V_k, u_k\}_{k \geq 0}$ be the sequence of finite element meshes, spaces, and solutions, respectively, produced by AFEM$(\theta,l)$ with marking parameter $\theta \in (0, 1]$ and bisection level $\ell \geq 1$. Let $h_0$ be sufficiently fine so that Lemma 7.12 holds for $\{T_k, V_k, u_k\}_{k \geq 0}$. Then, there exist constants $\gamma > 0$ and $\alpha \in (0, 1)$, depending only on $\theta$, $\ell$, and the shape-regularity of the initial triangulation $T_0$, such that

$$\|u - u_{k+1}\|^2_{1,\Omega} + \gamma \eta^2_{k+1} \leq \alpha^2 \left(\|u - u_k\|^2_{1,\Omega} + \gamma \eta^2_k\right).$$

Consequently, we have the following convergence of AFEM algorithm:

$$\|u - u_k\|^2_{1,\Omega} + \gamma \eta^2_k \leq C_0 \alpha^{2k},$$

for some constant $C_0 = C_0(u_0, h_0, \theta, l, T_0)$.

**Proof.** The results follow from Theorems 7.6 \qed
The Poisson-Boltzmann Equation. The second example we consider is the nonlinear Poisson-Boltzmann equation (PBE), which is widely used for modeling the electrostatic interactions among charged particles; it is important in many areas of science and engineering, including biochemistry and biophysics. The nonlinear PBE is

\[
- \nabla \cdot (\epsilon \nabla \tilde{u}) + \kappa^2 \sinh \tilde{u} = f, \quad \text{in } \Omega, \\
u = 0, \quad \text{on } \partial \Omega,
\]

(7.23)

where \( f = \sum_{i=1}^{N} q_i \delta(x_i) \), with \( x_i \in \Omega_m \subset \Omega \). Here, \( \epsilon = \epsilon(x) > 0 \) is a strictly positive spatially-dependent dielectric coefficient, with the modified Debye-Huckel constant taking the value \( \kappa = 0 \) in the solute (molecule) region \( \Omega_m \) and then strictly positive in the solvent region \( \Omega_s := \Omega \setminus \Omega_m \). We will denote the interface between the molecular and solvent regions as \( \Gamma = \partial \Omega_m \).

One of the main analysis and approximation theory difficulties with the PBE arises from the singular function \( f \), which does not belong to \( H^{-1}(\Omega) \); this implies (7.23) does not have a solution in \( H^1(\Omega) \), or at least does not have a normal \( H^1 \) weak formulation with test functions coming form \( H^1 \). To address this and other features of the PBE, Chen, Xu and Holst [20] used a two-scale decomposition (see also [27, 73]) to split the solution into a self-energy corresponding to the electrostatic potential \( \tilde{u} \), and a screening potential due to high dielectric and mobile ions in the solution region. The singular component \( u^s \) of the electrostatic potential satisfies

\[
- \nabla \cdot (\epsilon_m \nabla u^s) = \sum_{i=1}^{N} q_i \delta(x_i),
\]

(7.24)

which can be assembled from the Green’s functions \( u^s := \sum_{i=1}^{N} q_i / (\epsilon_m |x - x_i|) \). Subtracting (7.24) from (7.23) gives the equation for \( u \):

\[
- \nabla \cdot (\epsilon \nabla u) + \kappa^2 \sinh(u + u^s) = \nabla \cdot ((\epsilon - \epsilon_m) \nabla u^s),
\]

(7.25)

In [20], a new solution theory, approximation theory, and convergent AFEM algorithm for the nonlinear PBE was established, based on this decomposition. However, it was discovered later numerically that this decomposition requires that the regular component must be solved at an extremely high accuracy. This defect is built into the decomposition itself due to the large scale separation between the two components of the splitting. A related decomposition scheme without this stability problem was studied numerically for finite difference schemes in [21], and then analyzed carefully in [31]. This 3-term decomposition uses the same first component in the molecular \( u^s \) as defined in (7.24); the second component \( u^h \) is the harmonic extension of the trace of \( u^s \) on \( \Gamma \) (the interface between \( \Omega_m \) and \( \Omega_s \)) into the molecular region, with \( u^h \) satisfying

\[
- \Delta u^h = 0 \quad \text{in } \Omega_m, \\
u^h = -u^s \quad \text{on } \Gamma.
\]

(7.26)

One sets \( u^s + u^h = 0 \) in \( \Omega_s \), with the harmonic extension \( u^h \) continuous across the interface by construction. The remaining regular component satisfies the Regularized PBE (RPBE):

\[
- \nabla \cdot (\epsilon \nabla u) + \kappa^2 \sinh(u) = 0 \quad \text{in } \Omega \\
[u]_\Gamma = 0 \quad \text{and } \left[ \frac{\partial u}{\partial n} \right]_\Gamma = g_\Gamma \quad \text{on } \Gamma, \\
u|_{\partial \Omega} = g \quad \text{on } \partial \Omega,
\]

(7.27)

where

\[
g_\Gamma = g_\Gamma := \epsilon_m \frac{\partial (u^s + u^h)}{\partial n}|_\Gamma.
\]
Apart from the techniques required to handle the singular features described above, the remaining complexities (the discontinuous dielectric and Debye-Huckel constants and super-critical nonlinearity) can be handled directly by the framework described in this paper; in particular, both forms of the regularized problem \((7.25)\) and \((7.27)\), analyzed in [20] and in [31] respectively, fit into the class of semilinear problems described in Section 7.2. The results remaining to be established for use of the AFEM contraction framework essentially all follow from Lipschitz control of the nonlinearity \((6.32)\); this control is gained through establishing continuous and discrete \textit{a priori} \(L^\infty\) estimates for the weak solution \(u\) to \((7.25)\) and \((7.27)\), and for the Galerkin approximation \(u_k\) of these solutions. Such \textit{a priori} \(L^\infty\) estimates are established in analyzed in [20] and [31], following cutoff-function arguments similar to those used in Lemma 7.8 above. Both the quasi-orthogonality result in Theorem 6.4 and the nonlinear local Lipschitz Assumption 7.1 follow from these \textit{priori} \(L^\infty\) bounds; for details see [31]. Contraction (hence convergence) of AFEM then follows by the contraction Theorem 7.6; see [31] for the complete argument. For a short derivation of the equation, and a more detailed discussion of the solution theory, the approximation theory, and adaptive methods, see [20, 31].

### 7.4. The Hamiltonian Constraint Equation

The third example we consider is the scalar Hamiltonian constraint equation, which together with the vector momentum constraint, appears as the coupled Einstein constraint equations which arise in general relativity. The derivation of the constraint equations is based on a \textit{conformal decomposition} technique, introduced by Lichnerowicz and York [41, 70, 71]. In certain physical situations (constant mean extrinsic curvature of the 3-manifold spatial domain), the constraints decouple so that the (linear) momentum constraint can be solved first for a vector potential \(w\), leaving the Hamiltonian constraint to be solved separately for a scalar conformal factor \(u\). Let \(\Omega \subset \mathbb{R}^d\) be bounded and polyhedral, with \(d \geq 2\). We consider then AFEM algorithms for the scalar Hamiltonian constraint equation: Find \(u\) such that

\[
\begin{cases}
-\nabla \cdot (A \nabla u) + N(u) = 0 & \text{in } \Omega, \\
n \cdot (A \nabla u) + G(u) = 0 & \text{on } \partial_N \Omega, \\
u = 0 & \text{on } \partial_D \Omega.
\end{cases}
\tag{7.28}
\]

The boundary conditions of primary interest in both mathematical and numerical relativity include the cases \(\partial_D \Omega = \emptyset\) or \(\partial_N \Omega = \emptyset\), which covers various combinations of boundary conditions considered in the literature [72, 44, 23] for the constraint equations. The tensor \(A\) is a Riemannian metric, so it appears here as a uniformly positive definite symmetric matrix function on \(\Omega\):

\[
c_1 |\xi|^2 \leq A_{ij}(x) \xi_i \xi_j \leq c_2 |\xi|^2, \quad \text{a.e. in } \Omega,
\tag{7.29}
\]

with component functions \(A_{ij} \in L^\infty\). The principle part of equation \((7.28)\) is the Laplace-Beltrami operator with certain Riemannian metric \(h_{ab}\). The (nonlinear) boundary function \(G\) is assumed to be \(C^2(\partial_N \Omega)\). The nonlinear function \(N(\cdot)\) in the Hamiltonian constraint equation reads:

\[
N(\phi) = a_R \phi + a_\tau \phi^5 - a_\rho \phi^{-3} - a_w \phi^{-7},
\]

where \(a_\tau, a_\rho, a_w \in H_D^{-1}(\Omega)\) are nonnegative functions, and \(a_R := \frac{1}{8} R \in H_D^{-1}(\Omega)\), with the scalar curvature \(R\) of the metric \(h_{ab}\). Here

\[
u_-, \nu_+ \in H_D^1(\Omega) \cap L^\infty(\Omega) \text{ with } 0 < \nu_- \leq \nu_+ < \infty.
\]

The construction of the subsolution \(\nu_-\) and the supersolution \(\nu_+\) for the constraint equations was discussed in detail in [33].
Note that $N(u)$ is well-defined only on essentially bounded subsets of $L^2$:
\[ N : [u_-, u_+] \subset L^2(\Omega) \rightarrow H^{-1}_D(\Omega). \] (7.30)
Such a restriction will give rise to a Lipschitz property of $N$ on this set:
\[ \|N(u) - N(v)\|_{L(H^1_D(\Omega), H^{-1}_D(\Omega))} \leq K \|u - v\|_{L^2(\Omega)}, \quad \forall u, v \in [u_-, u+] \cap L^2(\Omega), \] (7.31)
which is a key tool for controlling the nonlinearity in the solution theory, when combined with a priori $L^\infty$ bounds to establish the interval $[u_-, u+]$, as we saw in Section 7.2.

A weak formulation of equation (7.28) is then: Find $u \in [u_-, u+] \cap H^1_D(\Omega)$ such that
\[ a(u, v) + \langle f(u), v \rangle = 0, \quad \forall v \in H^1_D(\Omega), \] (7.32)
where
\[ a(u, v) = \int_\Omega A \nabla u \cdot \nabla v dx, \]
\[ \langle f(u), v \rangle = \int_\Omega N(u) v dx + \int_{\partial \Omega} G(u) v ds. \]

Thanks to the control of the nonlinearity provided by the a priori $L^\infty$ bounds we established on any solution $u$ to the Hamiltonian constraint, it was showed in [33] that equation (7.32) is a well-posed problem. In particular, there exists a solution $u \in [u_-, u+] \cap H^1_D(\Omega)$.

The remaining ideas in design the AFEM algorithm and its convergence analysis are the same as before. Namely, we develop the a priori $L^\infty$ bounds of $u$ and the finite element approximation $u_k$. Based on these a priori bounds, we then establish quasi-orthogonality and the local Lipschitz property. Finally, contraction and convergence of the AFEM algorithm follows by the contraction Theorem 7.6. For a detailed discussion of the equation, the solution theory, approximation theory, and convergence analysis of AFEM, see [35, 33].

8. Conclusion

In this article we developed convergence theory for a general class of adaptive approximation algorithms for abstract nonlinear operator equations on Banach spaces, and then used the theory to obtain convergence results for practical adaptive finite element methods (AFEM) applied to a several classes of nonlinear elliptic equations. In the first part of the paper, we developed a weak-* convergence framework for nonlinear operators, whose Gateaux derivatives are locally Lipschitz and satisfy a local inf-sup condition. The framework can be viewed as extending the recent convergence results for linear problems of Morin, Siebert and Veeser to a general nonlinear setting. We formulated an abstract adaptive approximation algorithm for nonlinear operator equations in Banach spaces with local structure. The weak-* convergence framework was then applied to this class of abstract locally adaptive algorithms, giving a general convergence result. The convergence result was then applied to a standard AFEM algorithm in the case of several semilinear and quasi-linear scalar elliptic equations and elliptic systems, including a semilinear problem with polynomial nonlinearity, the steady Navier-Stokes equations, and a more general quasilinear problem. This yielded several new AFEM convergence results for these nonlinear problems.

In the second part of the paper, we developed a second abstract convergence framework based on strong contraction, extending the recent contraction results for linear problems of Cascon, Kreuzer, Nochetto, and Siebert and of Mekchay and Nochetto to abstract nonlinear problems. We then established conditions under which it is possible to
apply the contraction framework to the abstract adaptive algorithm defined earlier, giving a contraction result for AFEM-type algorithms applied to nonlinear problems. The contraction result was then applied to a standard AFEM algorithm in the case of several semilinear scalar elliptic equations, including a semilinear problem with polynomial nonlinearity, the Poisson-Boltzmann equation, and the Hamiltonian constraint in general relativity, yielding AFEM contraction results in each case.
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