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“Algorithmic audits” have been embraced as tools to investigate the functioning and consequences of sociotechnical systems. Though the term is used somewhat loosely in the algorithmic context and encompasses a variety of methods, it maintains a close connection to audit studies in the social sciences—which have, for decades, used experimental methods to measure the prevalence of discrimination across domains like housing and employment. In the social sciences, audit studies originated in a strong tradition of social justice and participatory action, often involving collaboration between researchers and communities; but scholars have argued that, over time, social science audits have become somewhat distanced from these original goals and priorities. We draw from this history in order to highlight difficult tensions that have shaped the development of social science audits, and to assess their implications in the context of algorithmic auditing. In doing so, we put forth considerations to assist in the development of robust and engaged assessments of sociotechnical systems that draw from auditing’s roots in racial equity and social justice.

ACM Reference Format:
Briana Vecchione, Solon Barocas, and Karen Levy. 2021. Algorithmic Auditing and Social Justice: Lessons from the History of Audit Studies. In Equity and Access in Algorithms, Mechanisms, and Optimization (EAAMO ’21), October 5–9, 2021, –, NY, USA. ACM, New York, NY, USA, 14 pages. https://doi.org/10.1145/3465416.3483294

INTRODUCTION

The past decade has been marked by an increasing push to subject algorithms to audit [9; 46; 54; 88]. The call for such audits reflects a growing sense that algorithms play an important, yet opaque, role in the decisions that shape people’s life chances—as well as a recognition that audits have been uniquely helpful in advancing our understanding of the concrete consequences of algorithms in the wild and in assessing their likely impacts.

As audits have proliferated, however, the meaning of the term has become ambiguous, making it hard to pin down what audits actually entail and what they aim to deliver [18; 56; 75]. It is common for any empirical investigation of an algorithm to be deemed an audit, despite the fact that such studies may involve very different measurement techniques and may focus on very different research questions. This confusion is understandable: colloquial use of the term audit can refer to a broad range of activities—including legal investigations by government tax authorities, compliance-oriented inspections by accounting firms, and the like—and the term is taken up in different ways in various disciplines (e.g., anthropology [81] and public management [65]).

Recent work has attempted to give a more precise description of what algorithmic audits could—and should—entail, offering important methodological recommendations and raising challenging questions [63; 64; 76]. This paper aims to complement these efforts by drawing lessons from the history of audit studies, which originate in the social sciences.
Starting in the 1970s, social scientists, advocates, and community organizers developed empirical methods to detect and measure the degree of discrimination in domains like housing. These initial efforts were driven by explicit concerns with racial equity and social justice, developed with direct participation of the affected communities and oriented around accountability and reform. Audit studies also represented an important methodological innovation, as they involved having real people go through the actual process of seeking housing, with the aim of measuring the degree to which characteristics like race influenced their treatment. Audit studies in the social sciences are a paradigmatic example of a “field experiment”—that is, a controlled experiment conducted not inside a lab, but instead out in the real world, with the goal of observing how actual decision makers behave. Such methods have been heralded as particularly effective techniques for uncovering the degree of discrimination that different groups face across various domains, especially as more overt signals of racial prejudice have declined [57]. A particular version of the audit study—the “correspondence study,” in which researchers submit, for example, resumes to employers that systematically vary signals of gender or race—is now commonly viewed as the gold standard for empirical investigation of discrimination [13].

While the methodological rigor of audit studies is one of their primary advantages, the merits of the technique have also been subject to debate within social science. As Cherry and Bendick point out in their excellent historical overview of audit studies, from which we will draw extensively: the “single-minded pursuit of rigor [in latter-day audit studies] risks sacrificing other considerations historically associated with auditing’s unique contributions to both society and science” [21]. In particular, scholars observe that field experiments to detect discrimination have become disembedded from communities subject to discrimination, and thus disconnected from their original social justice aims.

These points of debate within the social sciences are particularly instructive for those conducting algorithmic audits. Our paper thus proceeds accordingly. After providing a brief history of audit studies in the social sciences, we describe the many ways in which algorithmic auditing is indebted to this prior work, while also frequently departing from it. We then discuss how the history of audits in the social sciences highlights a number of difficult tensions that those conducting algorithmic audits would do well to consider—and how algorithmic audits might be designed and conducted in a way that accounts for the racial equity and social justice roots of auditing in social science.

THE SOCIAL JUSTICE ORIGINS OF SOCIAL SCIENCE AUDITING

Social science auditing originated in activist research. In the 1940s and 1950s, civic organizations partnered with researchers in order to better assess the state of race relations in the United States [21; 33]. Since civil rights were not yet statutorily protected, these groups had to rely on “persuasion and cooperation” to effect change; the currency of this strategy was information about the incidence of discrimination, which audit studies could provide. Community groups marshalled audit studies to raise awareness of problems—including, in some cases, community groups meeting with audited entities after-the-fact to discuss what the study had revealed about their specific behavior [21].

For researchers, these collaborations were a key example of the participatory action research (PAR) paradigm. PAR methods involve collaboratively and reflexively engaging with research participants, and treating them as more than merely informants in a researcher-led study. Instead, researchers and practitioners co-design and co-execute projects from the ground up, with dual goals of both “advancing scientific knowledge [and] achieving practical objectives” [89]. Participatory action emphasizes the importance of conducting research with participants, not on or for them [51].

Methods that arose during this time included techniques like community self-surveys, in which community members themselves collected data via in-person and/or telephone interviews. Communities themselves organized the studies, with support and training from researchers. A key priority of community-led studies was the experience of
participation in research itself. Engaging in the research process was understood to support community autonomy, increase trust in the results, and spur reform. As the foreword to the 1951 manual How to Conduct a Community Self-Survey of Civil Rights explains: “Knowledge self-obtained seems more authentic than second-hand knowledge. It reflects both an inner sense of urgency and a dependable view of social reality. Thus it is pointed toward effective social action. Since the self-survey leads to full-bodied participation on the part of the citizen it is a valuable tool of modern democracy” [91].

Later, audit studies became an important tool for enforcement of civil rights statutes. This was most notable in housing, where large-scale in-person audits in the 1970s—sponsored by the Department of Housing and Urban Development, and executed in partnership with community groups and local researchers—demonstrated the prevalence of discrimination against Black prospective tenants and homebuyers across the country, and influenced federal policy [21; 94].

Over time, however, enthusiasm for community/researcher partnerships to study discrimination waned. Participatory action perspectives in general became less common within the academy, as partnerships were resource-intensive and poorly incentivized. Concomitantly, more sophisticated quantitative modeling gained traction across the social sciences, creating expectations for greater statistical and methodological rigor in academic work [21]. In in-person audits, even when testers are carefully matched—when the researcher takes care to control for factors like age, physical appearance, and the like (that is, everything but the variable being tested)—unobservable differences and experimenter effects may still confound the study and are difficult to measure [57]. And by the 2000s, many employment and housing application processes occurred online rather than in-person, making them less amenable to in-person audits [33].

These dynamics have contributed to a trend away from in-person audits and toward correspondence studies. Correspondence studies afford researchers great control over the variables presented, and can be conducted at much broader scale than in-person audits, including across many geographic contexts [15; 60]. In these studies, researchers rely on fictitious correspondence by hypothetical individuals online or by mail, systematically varying the characteristics of “applicants” to test for discrimination. In one well-known correspondence audit by Bertrand and Mullainathan [14], researchers applied to over 1,300 newspaper job advertisements via fax and mail, sending four systematically varied resumes to each employer. The study’s findings were striking: all else equal, Black applicants were about 50% less likely than white applicants to receive a callback. The study was also remarkable due to its unprecedented scale, demonstrating that a large-scale correspondence audit could be done by only a few researchers. Correspondence studies, of course, face their own methodological limitations—a notable difficulty is how effectively researchers can signal the characteristic of interest (and only the characteristic of interest) using applicant names or other indicators [23; 32]—but their comparative advantages have led them to dominate audit studies in the social sciences, and to be considered a “significant methodological advance” over in-person tests [13; 38]. Correspondence studies in the social sciences have been used to examine discrimination involving a host of personal characteristics other than race and gender, including employment history [59], LGBT status [53], immigration status [35], and many other characteristics [33].

ALGORITHMIC AUDITING

In some ways, algorithmic audits have much in common with audit studies in the social sciences, suggesting that lessons from the latter should easily carry over to the former. Yet recent work has shown that the goals motivating activities deemed algorithmic audits—and the methods used to conduct them—can be surprisingly capacious [9] and often differ from those in the social sciences. In the developing academic and policy discourse—and increasingly in colloquial language—the term algorithmic audit has come to refer to almost any kind of empirical study of algorithms,
even though audit studies within the social sciences refer specifically to field experiments designed to measure the extent of discrimination within the domain. This degree of variation in algorithmic audits has created some confusion about what the term algorithmic auditing means and what qualifies an activity as an algorithmic audit. Understanding variations in both the goals and methods of algorithmic audits can help to ensure that the lessons we draw from the social sciences are well-matched to the particular type of algorithmic audits for which they are relevant.

While some algorithmic audits are focused on establishing whether an algorithm considers legally proscribed factors or whether an algorithmic process is sensitive to changes in these factors [3; 31; 39; 43; 50; 90], other algorithmic audits have different goals. For example, some algorithmic audits attempt to uncover violations of procedural regularity—that is, when an algorithm fails to function as promised and in a consistent manner, but without specific emphasis on discrimination [25; 46; 69; 72]. Others are motivated by a concern with transparency, aiming to uncovering how an algorithm works—with the term auditing often meaning something like reverse engineering [1; 2; 26]. Even traditional evaluations of algorithms’ performance in terms of accuracy, precision, and recall [37] are sometimes described as audits; more recent efforts have begun to disaggregate these results by group, revealing when algorithms perform less well for some groups than others [4; 10; 20]—a problem often described as bias, but different in nature than the discriminatory treatment examined by social science audits. Still others focus on completely different notions of bias, like the balance of political views in algorithmically curated content [68].

While audit studies in the social sciences are by definition experiments (in which the researcher directly manipulates the variable of interest, and then measures outcomes), the wide range of studies described as algorithmic audits can involve purely observational studies of algorithmic outcomes (in which the researcher measures outcomes without manipulation) as well as direct inspection of the algorithms themselves. Algorithmic audits that take an experimental approach often rely on so-called “sock puppets,” where computer programs are used to impersonate users of a platform [5; 71]. This is similar to the approach taken in correspondence studies in the social sciences, but with a greater degree of automation. Like correspondence studies, sock-puppet-based algorithmic audits allow researchers to carefully vary inputs, furnishing greater statistical rigor. Researchers can also enlist volunteers to participate in an audit—a practice Sandvig et al. [71] describe as a “noninvasive user audit.” In this case, real users disclose information about their interactions with a platform (e.g., search queries and results), with the goal of allowing researchers to learn something about the platform’s algorithm, despite the lack of experimental control. A recent example is The Markup’s “citizen browser project,” where a panel of individuals installed a custom browser on their computers that tracks data about their Facebook and YouTube accounts, hopefully leading to insights about how each platform’s algorithms operate [49].

In what follows, we aim to draw lessons from the social sciences that are most relevant to those who look to audits as a way to uncover and address discrimination in algorithms specifically. In narrowing our focus to audits concerned with discrimination, we do not intend to suggest that audits cannot or should not play a role in evaluating algorithmic systems with other normative concerns in mind. Nor do we mean to suggest that insights from the history of audit studies in the social sciences are irrelevant to algorithmic audits with a different focus. However, it is difficult to discuss the relative merits of different approaches to audits when the purpose of such audits is left under-specified. We therefore focus the rest of our discussion on audits that aim to uncover and root out discrimination.

THE ROOTS OF SOCIAL SCIENCE AUDITING AND THE FUTURE OF ALGORITHMIC AUDITING

The history of auditing in the social sciences can help us chart a path forward for algorithmic auditing. Below, we describe four key considerations, each of which draws from tensions within social science regarding the aims and
capabilities of audit studies, and describe their implications in the context of algorithmic audits. Our goal is to draw from the past in order to help us better reflect on the future: we should learn from the lessons of social science to intentionally consider what role we want algorithmic audits to play in advancing social justice and how to go about designing and conducting them. In so doing, we again note the debt that our analysis owes to Cherry and Bendick’s insightful critique of audits in the social sciences, which emphasizes their roots in the activist scholarship tradition [21].

**Beyond discrete moments of decision making**

Social science audit studies can make claims only about discrete moments at which bias can emerge—and be readily measured—in a process [11]. For example, many correspondence studies in the hiring context zero in on the decision to invite an applicant for an interview based on an evaluation of their resume; earlier and later stages of hiring processes, and the biases that may emerge in them, are not captured. In an analysis by Quillian et al. [61] of over 100 audit studies of racial discrimination in the employment process, only 13 considered the ultimate employment outcome (a job offer), choosing instead to treat the “callback”—an invitation to interview—as a proxy for the outcome of interest. Despite this, they show that substantial additional discrimination occurs after the callback stage, and is missed by most studies.

There are good reasons for such narrow focus in social science auditing. As Cherry and Bendick describe, social scientists are drawn to correspondence studies over in-person audits for many reasons, including their amenability to making rigorous statistical claims, high degree of researcher control, and ability to scale. These methods naturally lend themselves to examining only certain stages of social processes in which people can be evaluated based on indicators that can be ascertained through documents. Doing so can also help to eliminate noise in the data, and can focus findings on specific mechanisms through which bias proliferates. Finally, research ethics may require that researchers restrict field experiments to parts of a process that are unlikely to cause significant harm to research participants and others (particularly in light of the deception that audit studies require); the cost to an employer of evaluating an extra resume is much lower than that of interviewing a live tester, who may be displacing a genuine job candidate.

Therefore, while correspondence audits can be rigorously controlled and demonstrate statistically significant effects, they can offer only a “thin slice” view of where in a process discrimination can occur. Other social scientific methods can complement audits to shed light on other stages in a process. For example, Rivera’s ethnographic examination of elite firm hiring practices delineates nine stages of hiring, from recruitment to deliberation [67]. Rivera demonstrates that privileged applicants are advantaged across the board—not only by resume indicators (e.g., university attended) but by class markers that emerge elsewhere in the process, like in in-person interviews (e.g., cultural homogeneity and interaction style). Because some of these stages are less amenable to audit methods, audits that focus only on resume screening necessarily underestimate the true degree of discrimination job applicants face in a hiring process.

Similar concerns arise in the context of algorithmic auditing. Selbst et al. [73] caution researchers who study fairness in machine learning against the framing trap—the “failure to model the entire system over which a social criterion, such as fairness, will be enforced.” They encourage researchers to analyze not only how bias may arise in a machine learning model in isolation, but how it may arise sociotechnically, when humans and institutions interact with the model in the social world. For example, a judge receiving recommendations from a risk assessment tool [79] or a hiring manager obtaining a “fair” list of screened job applicants may make decisions in concert with the technical tool that simply relocates bias to a new, opaque stage of the process. At the very least, algorithmic audits that focus solely on the technical components of a sociotechnical system should be understood to be subject to this limitation. But often, the
distinction is blurred; a process may be trumpeted as “fair” with respect to its technical components, without due attention to the caveat that this assessment applies at best to only particular stages of a process [16; 62].

We might also attempt more “end-to-end” audits that encompass humans and institutions in interaction with algorithmic systems, accounting for operational and social aspects of use alongside technical considerations [44]. Ample evidence suggests that best-case assumptions about how an algorithm is used—which might be the basis for audits proclaiming they have met some fairness or quality criterion—may not hold empirically. A clear example emerged when the ACLU demonstrated that Amazon’s face recognition product mistakenly matched 28 Members of Congress to mugshots: Amazon countered that the ACLU had intentionally misrepresented the product by failing to use its recommended 99% confidence threshold for public safety applications [28; 78]. The ACLU countered that it had used an 80% confidence threshold which was the default setting for the product, and therefore likely to reflect actual use, no matter what Amazon’s manual recommended. (Research demonstrates that police departments do routinely engage in all kinds of less-than-ideal practices around face recognition algorithms—including using both composite sketches and celebrity lookalike photos as input data [34]). On the other “end,” Stevenson and Doleac demonstrate how human judges inconsistently follow the sentencing recommendations proffered by risk assessment algorithms in the criminal justice context, potentially reintroducing biases and further skewing outcomes by race and age [80]. The key point is that audits might be most meaningfully deployed to assess bias in actual, not optimal, conditions of end-to-end use.

More broadly, both social scientific and algorithmic auditing necessarily underestimate both the incidence and impact of discrimination in the social world. In addition to the “thin-slice” problem we have detailed, it is important to recognize that many discriminatory processes cannot be examined via audits at any stage. For example, jobs that are filled through social networks rather than through job ads cannot be readily audited [8], despite being both frequent routes to employment [36; 85] and likely to propagate discriminatory outcomes due to homophily [17; 52]. Blue-collar jobs more often require in-person application than white-collar jobs, and thus may be less readily auditable using correspondence studies [57]. Perhaps most importantly, audits typically assess episodic incidents of discrimination—one job search, one credit application—not discrimination that accrues cumulatively. But as Small and Pager note, discrimination causes harm “not just at critical junctures but also over the slow, lifelong buildup of its everyday sting” [77]. While we should appreciate what can be learned from audit studies, we should also appreciate what can’t be.

The dangers of adopting and abandoning experimental controls

Audit studies aim to measure the degree to which differences in the perceived gender or race of job applicants, for example, affect the way that employers treat candidates who are otherwise identical. In this respect, audit studies are an attempt to detect what the law deems “disparate treatment”: decision making that takes legally proscribed variables like gender or race into account. The fundamental premise of audit studies is simple, but powerful: if decision makers treat candidates differently who are the same except for their gender or race, then the decision must be taking this feature into account, as nothing else could explain the difference. Tightly controlling for other factors that might influence the decision thus allows researchers to conclude that the decision maker’s awareness of applicants’ gender or race must be influencing the outcome. This explains the enormous effort that researchers invest in training in-person testers, aiming to ensure that testers present equivalent background stories, answer questions in the same way, and otherwise comport themselves in a manner that makes them as similar as possible except for their gender or race (more on this challenge in a moment) [57]. It likewise explains the allure of correspondence studies, which allow researchers to avoid this challenge altogether, as the testing takes place via paper resumes over which researchers have complete control.
Unfortunately, these methods do not always translate well to algorithmic decision making because many algorithms used in high-stakes domains (like hiring) do not include gender or race as direct inputs to the decision.\(^1\) While there are a few instances of algorithmic audits that have tried to establish whether algorithms are indeed engaged in disparate treatment [25; 83]—and, in fact, find that they are—the vast majority aim to measure what the law calls “disparate impact”: differences in the outcomes experienced by difference groups even when the decision making process only relies on seemingly benign variables. This approach abandons the overriding focus on experimental control that is characteristic of the more recent audit studies in the social sciences and instead aims to measure how different groups fare when subject to algorithmic decision making, given natural differences between groups in the variables that the algorithm takes into account. In many respects, this is a return to the approach characteristic of earlier audit studies.

Changing attitudes within the social sciences about the relative merits of each approach offer helpful lessons for those undertaking algorithmic audits. Carefully controlled audit studies offer a degree of methodological rigor that makes it much easier to attribute different outcomes directly to the variable of interest. In the absence of careful controls, advocates argue, differences in outcome (e.g., the callback rate) might be explained by differences in other covariates (e.g., formal qualifications, education, work experience, etc.), the distribution of which might differ across groups. It is far more challenging to make an argument that decision makers have discriminated on the basis of gender or race when there are other potential explanations for the disparity in outcomes. But the criticisms of tightly controlled experimental approaches in the social sciences also reveal the danger of treating the process of establishing discrimination as a matter of showing that certain outcomes would have been the same, but for a difference only in some discrete marker of gender or race [74]. As Hu and Kohler-Hausmann argue, gender and race are not isolated attributes disconnected from all other facts about a person—attributes that can be varied experimentally without affecting other factors traditionally subject to tight control [42]. What it means to be a woman or be a Black person is not determined by which gender or race a person happens to tick on a form—or have ticked for them. These are complex social constructs that implicate a profound range of details about a person and the way others interact with them [95]. When researchers control for everything but some discrete marker of gender or race (e.g., a name), they overlook how gendered and racialized identity necessarily implicates the many other factors that are subject to careful experimental control [96].

Many algorithmic audits have—perhaps unwittingly—avoided some of this tension by focusing instead on differences in the accuracy of these decisions. This approach seems to rest on an intuitive normative belief that while people from different groups may not be entitled to the same outcomes, given possible differences in the qualities possessed by members of these groups, they are all entitled to equally accurate assessment. This is quite a departure from the focus of audit studies in the social sciences (both the early and more recent variants), which have focused less on evaluating the accuracy of decision making, in part due to methodological limitations (e.g., researchers would need to know how well a job applicant would have done had they been hired) and in part due to the way that they conceptualize discrimination (i.e., as differences in treatment, given differences in overt markers of gender or race.\(^2\) Along the same lines, some algorithmic audits seek to document that a decision-making process produces disparities

---

\(^{1}\)This is not to say that potential—and sometimes quite obvious—proxies for gender and race might not remain part of the process. In the well-cited Reuters story about Amazon’s abandoned AI recruitment tool, the tool was found to penalize job candidates whose resumes included language like “women’s chess club captain” giving away applicants’ gender, even if it was not an explicit feature [24]. To our knowledge, however, no algorithmic audits have tried to test experimentally whether algorithms differ in their behaviour when such features are varied while everything else is held constant. Experiments along these lines would be very similar to those that have been conducted in the social sciences over the past decade, which, beyond using names as a signal of gender or race, also manipulate other aspects of job applicants’ resume like professional associations and personal interests that encourage employers to draw similar inferences [57].

\(^{2}\)Whether the difference in accuracy is attributable to differences in gender or race or to other features that happen to correlate with gender or race is irrelevant to this analysis, as the goal is to simply show that an algorithm’s accuracy varies between groups given natural differences in their covariates.
in outcomes for different groups without controlling for any differences between these groups. Certain audits treat these differences in outcomes as inherently suspect—and are thus vulnerable to criticisms about a lack of appropriate control. Others, however, attempt to identify the factors in the decision-making process that contribute to the disparity in outcome so that their legitimacy as decision criteria might be critically assessed. Rather than testing whether specific pre-determined factors (e.g., gender or race) matter to a decision, as is the approach in audit studies, these algorithmic audits ask which factors—among all those under consideration—explain the difference in outcomes and whether these are problematic in some way.

Each of these approaches to algorithmic audits do not try to manipulate a specific marker of gender or race while holding other features constant; instead, they take the natural differences in the distribution of these features by gender or race as a given and then evaluate how the algorithm handles these cases, looking for systematic differences in accuracy or outcomes. As such, claims about the degree to which an algorithm results in differences in accuracy or outcomes depend entirely on the distribution of features in the populations that have been used to perform the evaluation [10]. In practice, many algorithmic audits are performed with the population that is in the training data, but this population may not reflect the population that will be subject to the algorithm. What appears to be no notable difference in accuracy or outcomes between groups in the training data might not hold when the model encounters future populations from each group with a distribution of features that are quite different. It is not possible to make general claims about a model’s differential performance, its potential to cause disparate impact, or the cause of these disparities without making certain assumptions about the likelihood that the distribution of features in the evaluation dataset will match the distribution in the target domain [48]. And yet, these assumptions are rarely disclosed, including in such high-profile cases like the recent audit of HireVue’s automated assessment tool conducted by O’Neil Risk Consulting & Algorithmic Auditing (ORCAA) [6]. ORCAA’s report, which finds that there was no “bias” in the assessment, does not offer any details about the dataset used to perform the evaluation. Failing to disclose this information might be a carry-over from carefully controlled audit studies, where it was easy to infer what data had been used because the goal was to use the same data (e.g., resume) in all cases while only varying gender or race. This is not the case with most algorithmic audits and thus much more detailed disclosure is necessary to be able to interpret the results.

**Forms of knowledge and forms of evidence**

An important consideration in the design of an audit study is what type of knowledge it seeks to produce. Does an audit study seek to create generalized knowledge about the “state of the world”—for example, an average or aggregate measure of the degree of discrimination present in a labor market? Or does it seek to create specific knowledge about the practices of a particular employer, landlord, or credit provider? Both forms of knowledge can be valuable. Social scientific audit studies have tended to favor the former—unsurprisingly so, given social science’s emphasis on describing the social world. But we might imagine that communities affected by discrimination may be less interested in such general knowledge, and more interested in knowledge that supports action targeted at specific discriminating institutions.

These different goals may lead to different audit study designs. For example, many contemporary audit studies are unpaired—that is, treatment and control testers are sent to different randomized recipients, and collective outcomes compared statistically in order to assess the amount of discrimination experienced in aggregate [21]. In contrast, in a paired audit, each recipient evaluates two applicants who are matched on all characteristics except for the variable of interest. Unpaired audits may be more efficient for researchers: in some cases they can be more statistically powerful, and can reduce the risk that entities become suspicious that they are being subjected to an audit [86; 87]. But unpaired
audits do not allow for identification of specific discriminating decision makers, since no single entity assesses multiple testers. As Cherry and Bendick describe, unpaired audits report “villainy without villains”—they "document an abstract evil attributable only to the overall population from which the audit sample was drawn" [21]. But because algorithmic audits do often focus on evaluation of a specific, identifiable system, they may be able to avoid the "villainy without villains" problem, and may be put to use for different forms of social activism, as early social scientific audits did.

A final note on this point involves the form and communication of empirical findings from audit studies, and the degree to which such knowledge can support concrete social change. In-person audits have the virtue of narrative depth: live testers’ vivid descriptions of their actual experiences being subjected to biased treatment can be extremely powerful for capturing public attention and galvanizing reforms [12; 21; 60]. In-person audits thus can produce “both stories and statistics” [21], each of which has its own persuasive authority to effect change. Paper-based correspondence studies are less likely to produce compelling qualitative accounts since no real person is subjected to biased treatment.

In the algorithmic realm, both stories and statistics have a role to play. Audit researchers have compellingly integrated vivid qualitative accounts—for example, Joy Buolamwini’s experience of being invisible to face recognition software unless she wore a white mask [19]—alongside rigorous analysis quantifying the extent of the problem. Other researchers have provided compelling narratives to communicate audit findings, like the aforementioned ACLU demonstration that Amazon’s face recognition product erroneously matched 28 Members of Congress (including, notably, civil rights hero Rep. John Lewis) to mugshots [78], or ProPublica’s famed investigation of the COMPAS risk assessment algorithm, which paired statistical analysis with the stories of individuals subjected to it [4]. Efforts to integrate quantitative findings alongside compelling narratives of individual cases are promising ways of achieving non-academic policy impacts that can serve community goals more effectively than either approach in isolation.

### Ensuring meaningful community alliances

Beyond the creation of different forms of knowledge and evidence, audit studies may differ in terms of their type and degree of engagement with community groups. As Cherry and Bendick document, in early audits, partnerships with community groups were considered “as integral an objective of the activity as were published reports” [21], drawing from a participatory action research tradition. Over time, such collaboration waned, as social scientists began to focus more on abstract modeling and correspondence studies, which lacked roles for human testers from community groups.

In the algorithmic sphere, scholars have remarked on the degree to which the framing of fairness research may be disconnected from the actual priorities of affected communities, and the tendency to turn the lived experience of discrimination into an abstract intellectual exercise [27; 41]. Therefore, we should ask: what might meaningful community engagement look like in algorithmic auditing? To what degree could researchers collaborate with communities in designing their approaches, and what forms might such collaboration take?

One potentially promising avenue is the development of crowdsourced or “collective” community audits. Crowdsourced audits might involve soliciting participation from willing volunteers who share their data with researchers. A good example is the coordinated use of the GDPR’s subject access rights, which allow any individual to obtain a record of their personal data and information about how their data have been used in automated decision making systems.

---

3 That said, even paired audits may not be able to demonstrate statistically significant discrimination if each recipient only receives (say) one pair of resumes, but they at least provide one pair of comparative data points for each audited entity.

4 Of course, there may also be virtues to using algorithmic audits to create generalized knowledge, perhaps by auditing a set of systems in comparison to one another. For example, a recent examination by Rieke et al. [66] of hiring platforms used by 15 large hourly employers is able to make general claims about common obstacles facing job-seekers by virtue of its comparative research design. One could easily imagine an algorithmic audit study that similarly assesses discrimination across multiple platforms.
Individuals who trigger data access requests about themselves may then “donate” their data to researchers, who use these data in aggregate to audit systems for discrimination and reverse-engineer their functioning [7]. This collective approach can be understood as a means of rebalancing information asymmetries in the service of social justice [47]. Another approach borrows from the successful model of “bug bounty” programs, which crowdsource security testing by offering researchers financial incentives for identifying security vulnerabilities. Algorithmic bug bounties may function similarly by providing infrastructure for users to report perceived algorithmic biases in the services they use [22; 30; 92].

“Organic” audits are a related development: spontaneous, community-led efforts that arise as a result of perceived bias in a public-facing algorithm, often disseminated through social media. For example, in 2019, entrepreneur David Heinemeier Hansson noted on Twitter [40] that his Apple Card credit limit was 20 times that of his wife—despite them having access to all the same assets, and despite customer service’s assurances that the algorithm was fair. The Twitter thread went viral with many others (including Steve Wozniak!) noting that they’d encountered similar issues, and communicating the broad strokes of their own application characteristics and outputs. Of course, this “audit” lacked systematic sampling, experimental control, or statistical rigor, and as such lacked the hallmarks of a scientific study, but it drew enough attention to the problem that the issue was covered in prominent media and sparked an investigation from New York’s State Department of Financial Services [84] (which eventually cleared Apple of any wrongdoing [55]). A similar dynamic unfolded when a student posted on Twitter that Zoom routinely “removed the head” of a Black colleague when that colleague used a virtual background, suggesting that Zoom’s algorithms failed to adequately detect darker skin tones [45]. When the student posted various images to Twitter to illustrate the problem, Twitter’s image cropping algorithms repeatedly previewed only those parts of images with white faces—suggesting that Twitter’s algorithms also suffered from algorithmic bias in determining what part of an image was most salient to preview (despite the fact that Twitter had already conducted an internal bias audit on its system). This was quickly followed by many others posting their own sets of images with similar results. The event prompted Twitter to announce it was revisiting its image cropping algorithms and changing its interface to allow users more control over image previews [58; 93].

Community-based auditing techniques are advantageous in that they can surface potential biases and test cases that internal auditors might overlook. They also have the important advantage of fostering community awareness and mobilization much more than a researcher-led or internal audit likely would—and concomitantly, greater public accountability. But these techniques also may be less rigorously controlled and systematically sampled than a centralized, researcher-led audit would be, and subject to greater data quality concerns from less-well-trained volunteers. These are important trade-offs—and quite similar to those confronted by other distributed data collection and “citizen science” efforts, which have developed a number of best practices to address sampling biases and achieve data quality [70; 82]. Another approach is to combine community- and researcher-led approaches collaboratively [71] by using community results to identify areas for researchers to subsequently probe systematically (akin to qualitative theory-building and quantitative theory-testing in social science research [29]). More centralized researcher control—like the collection of data from a representative panel—can address concerns about unsystematic selection of test cases, but seems less likely to result in the meaningful community engagement and capacity-building that characterized early participatory audits.
CONCLUSION

In this work, we have highlighted aspects of the history of audit studies in the social sciences—and ongoing debates about their design and implementation—that are useful for the development of algorithmic auditing. The history suggests that there is significant valuable knowledge that can be generated by carefully controlled experiments conducted in contexts marked by discrimination. But statistical rigor comes at a price. Earlier orientations to auditing had different desirable features that have been diminished over time—particularly with respect to community engagement.

As auditing develops as a research method in the algorithmic context, we would do well to heed this history, and to acknowledge the trade-offs that different approaches entail. How expansive should we be in defining discrimination, and what can’t we measure using audit methods? What are the advantages of documenting the experiences of actual people, even if doing so diminishes our ability to make rigorous causal claims? What forms of knowledge and evidence should we be trying to create to support affected groups, and how should we engage people meaningfully in research about discrimination? The answers to these questions are not straightforward—but considering lessons from the past can help us reflect critically on the role of algorithmic auditing in fostering accountability and change.
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