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Abstract

The paper deals with a family of jump Markov process defined in a medium with a periodic or locally periodic microstructure. We assume that the generator of the process is a zero order convolution type operator with rapidly oscillating locally periodic coefficient and, under natural ellipticity and localization conditions, show that the family satisfies the large deviation principle in the path space equipped with Skorokhod topology. The corresponding rate function is defined in terms of a family of auxiliary periodic spectral problems. It is shown that the corresponding Lagrangian is a convex function of velocity that has a superlinear growth at infinity. However, Neither the Lagrangian nor the corresponding Hamiltonian need not be strictly convex, we only claim their strict convexity in some neighbourhood of infinity. It then depends on the profile of the generator kernel whether the Lagrangian is strictly convex everywhere or not.
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1 Introduction

The goal of this work is to show that for a family of jump Markov process defined in a \(d\)-dimensional medium with a (locally) periodic microstructure the large deviation principle holds. We assume that the generators of these processes are of the form

\[ A^\varepsilon u(x) = \frac{1}{\varepsilon^d} \int_{\mathbb{R}^d} a(\frac{x-y}{\varepsilon})\Lambda^\varepsilon(x, y)(u(y) - u(x))dy, \]

where \(\varepsilon\) is a small positive parameter that characterizes the microscopic length scale, \(a(\cdot)\) is a non-negative integrable convolution kernel that decays super exponentially at infinity, and a positive bounded function \(\Lambda^\varepsilon\) represents the local characteristics of the medium. We consider both the case of a periodic function \(\Lambda^\varepsilon\), and the case of a locally periodic one. In the former case, \(\Lambda^\varepsilon(x, y) = \Lambda(\frac{x}{\varepsilon}, \frac{y}{\varepsilon})\), where \(\Lambda(\xi, \eta)\) is a
periodic function in $\mathbb{R}^{2d}$. In the latter case, $\Lambda^\epsilon(x, y) = \Lambda(x, y, \xi, \eta)$, where $\Lambda(x, y, \xi, \eta)$ is periodic in $\xi$ and $\eta$.

Previously, the large deviation principle for trajectories of a diffusion process with a small diffusion coefficient has been justified in [10], [9]. It was shown that the large deviation principle holds in the space of continuous functions and that the corresponding rate function is defined as an integral along the curve of an appropriate Lagrangian. The Lagrangian is explicitly given in terms of the coefficients of the process generator.

Large deviation problem for a diffusion in environments with a periodic microstructure was studied for the first time in [1], where a pure diffusion without drift has been considered. The case of a small diffusion with a drift in locally periodic media was studied in [8]. Here the Lagrangian is defined in terms of an auxiliary PDE problem on the torus.

Large deviation problems for jump processes with independent increments have been investigated in [2], [18], [19], [21] and other works. In [2] the author considered the one-dimensional case. The LDP was obtained in the Skorokhod space with a weak topology under the Cramer condition on the convolution kernel. These results were improved in [18], [19], where the LDP was proved in the Skorokhod space with strong topology and the topology of uniform convergence. In the multidimensional case similar results were obtained in [21].

A number of interesting results on large deviations for Markov processes that combine a diffusive behaviour and many small jumps can be found in [23].

The monograph [6] focuses on LDP for rather general classes of Markov processes in metric spaces. The approaches developed in this book rely on exponential tightness, convergence of nonlinear contraction semigroups and theory of viscosity solutions of nonlinear equations. In particular, this allows to consider the case of processes whose rate function might be finite for sample paths with discontinuities.

A rather general approach to obtaining the LDP for Markov processes with a quasi-compact Markov generator has been developed in [15]. This approach was developed further in the works [13], [14], where the higher order large deviation asymptotics were obtained. Notice however that, at least for a certain class of kernels, this approach does not apply to the processes studied in the present paper. In particular, the operators obtained by the exponential transformation need not be quasi-compact and might have only a continuous spectrum.

To our best knowledge, large deviation problems for jump Markov processes with convolution type generators in periodic environments have not been studied in the existing literature.

In the present paper we consider a family of jump Markov processes $\xi^\epsilon(t)$, $0 \leq t \leq T$, with the generator defined in (1). Under the assumptions that the convolution kernel $a(\cdot)$ is integrable and decays super exponentially at infinity, and that the function $\Lambda^\epsilon$ is strictly positive, bounded and has a periodic or locally periodic microstructure we prove that the family $\{\xi^\epsilon(t)\}$ satisfies the large deviation principle in the Skorokhod space $D([0, T]; \mathbb{R}^d)$ equipped with the strong topology. The corresponding rate function is good, it is finite only for absolutely continuous functions and is given by

$$I(\gamma(\cdot)) = \int_0^T L(\gamma(t), \dot{\gamma}(t))dt,$$
where the Lagrangian $L(x, \zeta)$ is convex and has a super linear growth as a function of $\zeta$ while in $x$ it is continuous. This Lagrangian is constructed in terms of a family of auxiliary periodic spectral problems on the torus for operators which are derived from the generator of the process by the exponential transformation.

Our strategy is natural for a family of Markov process. We approximate trajectories of the process by piece-wise linear functions and, for each segment of this function, apply finite dimensional techniques. This leads to the said family of spectral problems which is of special interest.

Let us recall that in the case of diffusion processes with a small diffusion in an environment with a periodic microstructure the mentioned exponential transformation leads to a family of elliptic operators with a compact resolvent defined on the torus. The Krein-Rutman theorem applies to these operators, and the upper border of their spectrum coincides with the principal eigenvalue. Then, using for example the arguments of the homogenization theory, one can show that this eigenvalue is a strictly convex function of the parameter. This implies that the corresponding Lagrangian is strictly convex and the Gártner-Ellis theorem applies. In contrast with the case of diffusion processes for the jump Markov processes considered in the present paper the exponential transformation leads to a family of bounded operators which, in a typical situation, have a non-trivial continuous spectrum. The essential spectrum of these operators is real and does not depend on the transformation parameter. The Krein-Rutman theorem in this case does not apply, at least directly, and we need more delicate techniques to study the spectral properties of this family. It turns out that the discrete spectrum of these operators need not be real and might be empty. However, the eigenvalue with the largest real part, if exists, is real and simple. It is shown that for large values of the parameter of exponential transformation the discrete spectrum is not empty and that the upper border of the spectrum coincides with the principal eigenvalue. Using the arguments of homogenization theory for jump Markov processes (see [20]) one can prove that this eigenvalue is a smooth strictly convex function of the parameter. This implies that in the vicinity of infinity both the Hamiltonian and the Lagrangian are strictly convex and smooth functions.

However, in the complement to the mentioned neighbourhood of infinity there might be a region where the discrete spectrum is empty. In this region the upper bound of the spectrum coincides with the border of the continuous spectrum. Then the Hamiltonian is equal to a constant, while at the border of this region it need not be differentiable so that the graph of the corresponding Lagrangian might belong to a conical surface in a neighbourhood of the origin. This is one of the interesting features of the studied problem. The structure of the Lagrangian is studied in details in Sections 4.3–4.5.

A possible behaviour of the Hamiltonian and Lagrangian is illustrated with two examples. The first one shows that the Hamiltonian indeed might have a flat area with a non-empty interior.

In the second example we construct an operator for which the Hamiltonian is not $C^1$ function, and the corresponding Lagrangian is not strictly convex.

Due to the lack of strict convexity the Gártner-Ellis theorem does not give a complete picture for finite-dimensional distributions. However, the results on the large deviations asymptotics remain valid. Our arguments rely on the particular structure of the Hamiltonian and the Lagrangian and on the Markov property of the process.
The paper is organized as follows. In Section 2 we introduce the studied family of jump Markov processes, provide all our assumptions and formulate the main result.

In Section 3 we recall some of the existing large deviation results for jump process with independent increments.

The case of purely periodic environment is considered in Section 4. First we introduce a family of auxiliary operators with periodic coefficients, consider the corresponding spectral problems on the torus, and study the structure of their spectrum. Then we define the Hamiltonian and the Lagrangian that are required for formulating the large deviation results, and investigate their properties. In the last part of this section we formulate and prove the large deviation theorems, first for the distribution of the process in \( \mathbb{R}^d \) at a fixed time, and then in the path space.

Section 5 deals with the media that do not depend on fast variables. Here we combine the results obtained for the processes with independent increments and perturbation theory arguments. Although this idea is very natural and not new, its realization requires a number of quite delicate technical statements.

Finally, in Section 6 we consider the generic case of locally periodic media.

2 Problem setup and main result

We consider a family of continuous time jump Markov processes \( \xi^\varepsilon_{x_0}(t) \) in environments with locally periodic microstructure that depend on a small parameter \( \varepsilon > 0 \); the subindex \( x_0 \) indicates the starting point: \( \xi^\varepsilon_{x_0}(0) = x_0 \). The generator of this process has the form

\[
A^\varepsilon u(x) = \frac{1}{\varepsilon^{d+1}} \int_{\mathbb{R}^d} a(x-y/\varepsilon) \Lambda(x, y, x/\varepsilon, y/\varepsilon) (u(y) - u(x)) dy, \tag{2}
\]

\( u \in L^2(\mathbb{R}^d) \). We call \( x, y \) slow variables and \( \xi_\varepsilon, \xi_\varepsilon \) fast variables.

Our goal is to show that, under proper ellipticity and exponential moment conditions, the large deviation principle holds for this family of Markov processes. In this section we introduce these conditions.

For the function \( a(z) \) we assume that

\[
a(z) \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d), \quad a(z) \geq 0, \quad \|a\|_{L^1(\mathbb{R}^d)} = \int_{\mathbb{R}^d} a(z) \ dz = 1, \tag{3}
\]

and the convolution kernel \( a(z) \) satisfies the following upper bound with some \( p > 1 \), \( k > 0 \), \( C > 0 \):

\[
0 \leq a(z) \leq Ce^{-k|z|^p}. \tag{4}
\]

The latter condition implies in particular that all exponential moments are bounded. We assume furthermore that for all \( \alpha \) from the unit sphere \( S^{d-1} \) we have

\[
\int_{\Pi_\alpha} a(z) \ dz > 0 \quad \text{with} \quad \Pi_\alpha = \{z \in \mathbb{R}^d, \ z \cdot \alpha > 0\}. \tag{5}
\]
Observe, that the integral $\int_{\Omega_n} a(z)dz$ is a continuous function of $\alpha \in S^{d-1}$ and, therefore,

$$\min_{\alpha \in S^{d-1}} \int_{\Omega_n} a(z)dz \geq C_0$$

for some $C_0 > 0$.

The function $\Lambda(x, y, \xi, \eta)$ describes the locally periodic environment. We assume that the function $\Lambda$ is periodic in $\xi$ and $\eta$,

$$\Lambda(x, y, \xi + j', \eta + j'') = \Lambda(x, y, \xi, \eta) \quad \text{for all } j', j'' \in \mathbb{Z}^d$$

and that

$$\Lambda(x, y, \xi, \eta) \text{ is uniformly continuous in } x \text{ and } y$$

and measurable in $(\xi, \eta)$ for each $x$ and $y$.

We assume furthermore that $\Lambda$ is bounded from above and from below:

$$0 < \Lambda^- \leq \Lambda(x, y, \xi, \eta) \leq \Lambda^+ < \infty.$$  \hfill (9)

At the end of this section we formulate our main result in a vague form, for the detailed version of this theorem see Sections 4–6.

**Theorem 2.1.** Under assumptions (3)–(5) and (7)–(9) for any $T > 0$ the family of processes $\xi_{x_0}(\cdot)$ satisfies the large deviation principle in the Skorokhod space $\mathbb{D}[0, T]$ with the rate function

$$I(\gamma(\cdot)) = \begin{cases} \int_0^T L(\gamma(t), \dot{\gamma}(t)) dt, & \text{if } \gamma \text{ is absolutely continuous}, \gamma(0) = x_0, \\ +\infty, & \text{otherwise} \end{cases}$$

where the Lagrangian $L(x, \zeta)$ possesses the following properties

- $L(x, \zeta)$ is a continuous function of $x$ and $\zeta$;
- for each $x$ the function $L(x, \cdot)$ is convex;
- $|\zeta|^{-1}L(x, \zeta)$ tends to $\infty$ as $|\zeta| \to \infty$ uniformly in $x$;
- there exists $R_0 > 0$ such that in the set $|\zeta| \geq R_0$ the function $L(x, \zeta)$ is strictly convex in $\zeta$.

Notice that the properties of the Lagrangian listed in the theorem ensure that the rate function $I(\cdot)$ is good that is for any $T > 0$ and any $c \geq 0$ the sub-level set $\{\gamma \in \mathbb{D}[0, T] : I(\gamma) \leq c\}$ is compact.

**Remark 2.2.** The effective drift of the jump Markov process governed by the non-local operator $A^\varepsilon$ that was defined in (2) is of order one, while the asymptotic diffusion of this process is small, of order $\varepsilon$. Hence, this process can be interpreted as a small random perturbation of a dynamical system.

**Remark 2.3.** The key results of this work are those obtained for a periodic medium. Here we introduce the corresponding Hamiltonian and Lagrangian and study their properties. In particular we show that, in contrast with a homogeneous medium, both the Hamiltonian and the Lagrangian need not be smooth, neither strictly convex. The locally periodic case is then reduced to the periodic one with the help of perturbation theory arguments.
3 Processes with independent increments

We start with the case of constant \( \Lambda \): \( \Lambda^\varepsilon(x, y) \equiv \Lambda \). In this case \( \xi^\varepsilon(\cdot) \) is a continuous time process with independent increments, or equivalently a compound Poisson process. The results on large deviations under condition (4) are well known, see e.g. [2]. In [17, 18, 19] the authors considered a wider class of the compound Poisson processes that have exponential moments only in a neighborhood of zero. Let us shortly repeat the construction of the rate function and the Lagrangian for this process.

In this section the dependence of \( \Lambda \) is indicated explicitly, \( \xi^\varepsilon_x, \Lambda(t) \) stands for a continuous time process with independent increments whose generator is defined by

\[
A_\Lambda^\varepsilon u(x) = \frac{\Lambda}{\varepsilon^{d+1}} \int_{\mathbb{R}^d} a(x-y)(u(y) - u(x))dy, \quad u \in L^2(\mathbb{R}^d).
\]

(10)

To apply the Gärtner-Ellis theorem we consider the family of probability measures \( \mu^\varepsilon_{x, t} \) defined as the law of the random variables \( \xi^\varepsilon_{x, t} \). In what follows we assume without loss of generality that \( x = 0 \) and drop the index \( x \). We also consider the process \( \xi^\Lambda(t) \) generated by

\[
A_\Lambda u(x) = \Lambda \int_{\mathbb{R}^d} a(x-y)(u(y) - u(x))dy, \quad u \in L^2(\mathbb{R}^d).
\]

(11)

It is worth to notice that

\[
\xi^\varepsilon(t) = \varepsilon \xi^\Lambda\left(\frac{t}{\varepsilon}\right).
\]

We have

\[
\mathbb{E} e^{\lambda \xi^\varepsilon(T)} = e^{tH_\Lambda(\lambda)}
\]

with

\[
H_\Lambda(\lambda) = \Lambda \left( \int a(z)e^{-\lambda z}dz - 1 \right) = \Lambda H(\lambda).
\]

(12)

Relation (12) readily implies that the function \( H_\Lambda(\lambda) \) is a smooth, strictly convex and of super-linear growth at infinity. Denote by \( L(\zeta) \) the Legendre transform of \( H(\lambda) \):

\[
L(\zeta) = \sup_{\lambda} \{ \lambda \zeta - H(\lambda) \}.
\]

(15)

Then the function \( t\Lambda L\left(\frac{\zeta}{t\Lambda}\right) \) is the Legendre transform of \( tH_\Lambda(\lambda) \):

\[
\sup_{\lambda} \{ \lambda \zeta - tH_\Lambda(\lambda) \} = t\Lambda \sup_{\lambda} \left\{ \lambda \frac{\zeta}{t\Lambda} - H(\lambda) \right\} = t\Lambda L\left(\frac{\zeta}{t\Lambda}\right).
\]

The function \( L(\zeta) \) is non-negative, strictly convex and finite for any \( \zeta \in \mathbb{R}^d \). Consequently, by the Gärtner-Ellis theorem LDP holds in this case:
1) for every closed set $C \subset \mathbb{R}^d$

$$\limsup_{\varepsilon \to 0} \varepsilon \ln \mathbb{P}(\xi^\varepsilon(t) \in C) \leq -\inf_{\zeta \in C} \left[ t \Lambda L \left( \frac{\zeta}{t \Lambda} \right) \right]; \quad (16)$$

2) for every open set $O \subset \mathbb{R}^d$

$$\liminf_{\varepsilon \to 0} \varepsilon \ln \mathbb{P}(\xi^\varepsilon(t) \in O) \geq -\inf_{\zeta \in O} \left[ t \Lambda L \left( \frac{\zeta}{t \Lambda} \right) \right]. \quad (17)$$

**Remark 3.1.** The case when $a(z)$ is a symmetric kernel, i.e. $a(-z) = a(z)$, and $\Lambda(\cdot) \equiv 1$ has been studied in [12]. In particular, the large deviation result for the density $v(x,t)$ of the transition probability $\Pr(\xi(t) = x | \xi(0) = 0)$ has been proved with the rate function $\Phi(\zeta)$, $x = \zeta(t(1 + o(1)))$, $t \to \infty$, see Theorems 3.4 and 3.8, [12]. The rate function $\Phi(\zeta)$ possesses the following properties:

$$\Phi(0) = 0, \quad \Phi(\zeta) > 0 \quad \text{for} \quad \zeta \neq 0, \quad \Phi \quad \text{is a convex function, and} \quad \Phi(\zeta) = \frac{1}{2}(\sigma^{-1}\zeta,\zeta)(1 + o(1)), \quad \text{as} \quad |\zeta| \to 0, \quad (18)$$

where $\sigma$ is the covariance matrix, $\sigma_{ij} = \int_{\mathbb{R}^d} x_i x_j a(x) dx$.

If the function $a(x)$ satisfies a two-sided estimate

$$C_2 e^{-b|x|^p} \leq a(x) \leq C_1 e^{-b|x|^p}, \quad p > 1,$$

then the following asymptotics for the rate function $\Phi(\zeta)$ holds:

$$\Phi(\zeta) = \frac{p}{p-1}(b(p-1))^{1/p} |\zeta| (\ln |\zeta|) \frac{p-1}{p} (1 + o(1)), \quad \text{as} \quad |\zeta| \to \infty. \quad (19)$$

Relation (19) has an important consequence that will be used in the following sections. Namely, under condition (4), there exists a constant $c_0 = c_0(C, p, d)$ such that for all sufficiently large $\zeta$ the inequality

$$\Phi(\zeta) \geq c_0 |\zeta| (\ln |\zeta|) \frac{p-1}{p} \quad (20)$$

holds true.

Finally, we turn to the sample path large deviations results. Denote by $\mathbb{P}^x$ the distribution of paths of the process $\xi^\varepsilon(t)$, $0 \leq t \leq T$, in the space $D([0,T]; \mathbb{R}^d)$. This space is equipped with the metric

$$\text{dist}(f,g) = \inf_{\pi(t)} \max \left\{ \sup_{0 \leq s < t \leq T} \left| \log \left( \frac{\pi(t) - \pi(s)}{t-s} \right) \right|, \sup_{0 \leq s \leq T} \left| f(t) - g(\pi(t)) \right| \right\},$$

where the infimum is taken over all continuous strictly monotone functions $\pi$ such that $\pi(0) = 0$ and $\pi(T) = T$. In what follows this set of functions is denoted by $\mathcal{K}$, and

$$\ell(\pi) = \sup_{0 \leq s < t \leq T} \left| \log \left( \frac{\pi(t) - \pi(s)}{t-s} \right) \right|.$$

In the case of the studied process with independent increments the large deviation principle (LDP) is valid for the family of probability measures $\{\mathbb{P}^x\}$ in the Skorokhod
space equipped with topology generated by the above introduced metric, the rate function being given by

$$I_{\Lambda}(\gamma(\cdot)) = \begin{cases} \int_0^T \Lambda L(\frac{1}{t} \dot{\gamma}(t)) dt, & \text{if } \gamma(\cdot) \text{ is absolutely continuous}, \\ +\infty, & \text{otherwise} \end{cases}$$

with $L(\cdot)$ defined in (15). This means that

$$\limsup_{\varepsilon \to 0} \varepsilon \ln \mathbb{P}^\varepsilon(C) \leq -\inf_{\gamma \in C} [I_{\Lambda}(\gamma)]$$

(21)

for every closed set $C$ in $D([0, T]; \mathbb{R}^d)$, and

$$\liminf_{\varepsilon \to 0} \varepsilon \ln \mathbb{P}^\varepsilon(O) \geq -\inf_{\gamma \in O} [I_{\Lambda}(\gamma)]$$

(22)

for every open set $O$ in $D([0, T]; \mathbb{R}^d)$.

As a consequence, for a small neighbourhood $U$ of a curve $\gamma$ we have

$$\varepsilon \ln \mathbb{P}^\varepsilon(U) \sim -I_{\Lambda}(\gamma), \quad \text{as } \varepsilon \to 0.$$ 

(23)

In the one-dimensional case this result was proved, under slightly weaker assumptions, by A. Mogulskii in [18, 19], and then in multidimensional case by A. Pukhalskii in [21].

4 Environment with periodic microstructure $\Lambda(\frac{x}{\varepsilon}, \frac{y}{\varepsilon})$

In this section we consider the process with generator given by (2) with $\Lambda = \Lambda(\frac{x}{\varepsilon}, \frac{y}{\varepsilon})$, where $\Lambda(\eta, \zeta)$ is a measurable periodic function satisfying the lower and upper bounds in (9).

4.1 Skewed generator

Consider an operator

$$A_0 u(x) = \int_{\mathbb{R}^d} a(x - y) \Lambda(x, y) u(y) dy - \int_{\mathbb{R}^d} a(x - y) \Lambda(x, y) u(y) dy u(x),$$

(24)

where $\Lambda(x, y)$ is a periodic function satisfying bound (9), and $u \in L^2(\mathbb{R}^d)$. Denote by $S(t) = e^{tA_0}$ the Markov semigroup with generator $A_0$, and let $\xi_x(t)$ be the corresponding continuous time jump Markov process starting at $x$. Then

$$(S(t)f)(x) = e^{tA_0} f(x) = \mathbb{E} f(\xi_x(t)).$$

(25)

Lemma 4.1. For any $\lambda \in \mathbb{R}^d$ and $x \in \mathbb{R}^d$

$$\mathbb{E} e^{\lambda \xi_x(t)} = e^{\lambda x} e^{tA_\lambda 1},$$

(26)

where $A_\lambda$ is the operator acting in the space of periodic functions $L^2(\mathbb{T}^d)$ and defined by

$$A_\lambda v(x) = \int_{\mathbb{R}^d} a(x - y) \Lambda(x, y) e^{\lambda(y-x)} v(y) dy - \int_{\mathbb{R}^d} a(x - y) \Lambda(x, y) dy v(x).$$

(27)
Proof. Substitute $f(z) = e^{\lambda z}$ in (25) and denote $u(x, t) = \mathbb{E}e^{\lambda \xi_x(t)}$. Under our standing assumptions on $a(\cdot)$ the function $u(\cdot)$ is well defined. Indeed, denoting

$$
\tilde{p}_x^\lambda(y) = e^{-t\Lambda^-}\delta_x(y) + e^{-t\Lambda^+}\sum_{n=1}^{\infty} \frac{(\Lambda^+)^n t^n}{n!} a^n(x - y)
$$

with $\Lambda^-$ and $\Lambda^+$ defined in (9) we have

$$p_x^\lambda(y) \leq \tilde{p}_x^\lambda(y),
$$

where $p_x^\lambda(\cdot) = e^{tA_0}\delta_x(\cdot)$ is the distribution of the process $\xi_x(t)$. Considering (20), in the same way as in [24], one can show that $\tilde{p}_x^\lambda(y)$ does not exceed $e^{-c|x-y|/(\ln|x-y|)^{\frac{1}{p-1}}}$ for some $c > 0$ and for all $y$ such that $|x - y| \geq (1 \vee t)$. Consequently, the integral $\int_{\mathbb{R}^d} e^{\lambda y} p_x^\lambda(y)dy$ converges for any $t > 0$ and $\lambda \in \mathbb{R}^d$, and the function

$$u(x, t) = \int_{\mathbb{R}^d} e^{\lambda y} p_x^\lambda(y)dy,
$$

is well defined. Moreover, due to periodicity of $\Lambda(x, y)$,

$$v(x, t) = e^{-\lambda x} u(x, t) = \int_{\mathbb{R}^d} e^{\lambda (y-x)} p_x^\lambda(y)dy = B_\lambda^{-1} e^{tA_0} B_\lambda
$$

is a periodic function of $x$, i.e. $v(\cdot, t) \in L^2(\mathbb{T}^d)$ for any $t > 0$; here $B_\lambda g(x) = e^{\lambda x} g(x)$. In fact, under our assumptions $v(\cdot, t) \in L^\infty(\mathbb{T}^d)$. Since $A_\lambda = B_\lambda^{-1} A_0 B_\lambda$, where $A_\lambda$ is defined by (27), we have $B_\lambda^{-1} e^{tA_0} B_\lambda = e^{tA_\lambda}$. This yields (26). Consequently, for any $t > 0$, we have

$$
\lim_{\varepsilon \to 0} \varepsilon \ln \mathbb{E} e^{\frac{\varepsilon}{e} \xi_0(t)} = \lim_{\varepsilon \to 0} \varepsilon \ln \left( e^{tA_{\lambda/\varepsilon}} 1 \right)(0) = \lim_{s \to +\infty} \frac{1}{s} \ln \left( e^{sA_{\lambda/\varepsilon}} 1 \right)(0),
$$

(30)

where $A_{\lambda/\varepsilon} = B_{\lambda/\varepsilon}^{-1} A_\varepsilon B_{\lambda/\varepsilon}$. It is straightforward to check that for any $\lambda \in \mathbb{R}^d$ the skewed operator $A_\lambda$ is bounded in $L^2(\mathbb{T}^d)$. Denote by $\sigma(A_\lambda)$ the spectrum of this operator in $L^2(\mathbb{T}^d)$, and by $\text{s}(A_\lambda)$ the maximum of the real parts of the elements of $\sigma(A_\lambda)$:

$$
\text{s}(A_\lambda) = \max \{ \text{Re}(\theta) : \theta \in \sigma(A_\lambda) \}.
$$

(31)

In the next subsection we will show that the limit on the right-hand side of (30) exists and is equal to $\text{s}(A_\lambda)$ multiplied by $t$. Our goal is to study the properties of $\text{s}(A_\lambda)$ as a function of $\lambda$.

### 4.2 The spectral properties of the operator $A_\lambda$

The operator $A_\lambda$ defined by (27) has a continuous spectrum

$$
\sigma_{\text{cont}} = [-g_{\text{max}}, -g_{\text{min}}] := \text{Im}\{-G(x)\}, \quad x \in \mathbb{T}^d,
$$

if the function

$$
G(x) = \int_{\mathbb{R}^d} a(x-y) \Lambda(x, y) dy
$$
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is not a constant. Letting

\[ g_{\text{max}} = \max_{x \in \mathbb{T}^d} G(x), \quad g_{\text{min}} = \min_{x \in \mathbb{T}^d} G(x), \]

we have \( 0 < g_{\text{min}} \leq g_{\text{max}} < \infty \). The continuous spectrum, if exists, does not depend on \( \lambda \). In addition, depending on the value of \( \lambda \), \( A_{\lambda} \) might have a discrete spectrum \( \sigma_{\text{disc}}(\lambda) \).

Adding to the both sides of the spectral problem \( A_{\lambda}v = \theta v \) the constant \( g_{\text{max}} \) we obtain an equivalent spectral problem that reads \( (A_{\lambda} + g_{\text{max}})v = (\theta + g_{\text{max}})v \). We denote the new spectral parameter \( (\theta + g_{\text{max}}) \) by \( \vartheta \). The operator on the left-hand side of the latter spectral problem is positive, its essential spectrum coincides with its continuous spectrum and is equal to the real interval \([0, g_{\text{max}} - g_{\text{min}}]\). According to [4, Theorem 1] there are only two options. Namely, either for any \( \vartheta \in \sigma(A_{\lambda} + g_{\text{max}}) \) we have \( |\vartheta| \leq g_{\text{max}} - g_{\text{min}} \), or there exists a real positive eigenvalue \( \vartheta(\lambda) \) of \( A_{\lambda} + g_{\text{max}} \) such that \( \vartheta(\lambda) > |\vartheta| \) for any \( \vartheta \in \sigma(A_{\lambda} + g_{\text{max}}) \setminus \vartheta(\lambda) \). In particular, in the latter case, \( \vartheta(\lambda) > g_{\text{max}} - g_{\text{min}} \). Furthermore, there is a positive eigenfunction \( u_{\lambda} \) that corresponds to \( \vartheta(\lambda) \).

As a consequence, either the element of \( \sigma(A_{\lambda}) \) with the largest real part coincides with \( -g_{\text{min}} \), or it is equal to \( \vartheta(\lambda) - g_{\text{max}} \). The latter case takes place if and only if \( \theta(\lambda) := \vartheta(\lambda) - g_{\text{max}} > -g_{\text{min}} \), in this case the real part of \( \vartheta \) is less than \( \theta(\lambda) \) for any \( \vartheta \in \sigma(A_{\lambda}) \setminus \vartheta(\lambda) \). The set of \( \lambda \in \mathbb{R}^d \) such that \( \theta(\lambda) > -g_{\text{min}} \) is denoted by \( \Gamma \), and \( \theta(\lambda) \) is called the principal eigenvalue of \( A_{\lambda} \).

**Remark 4.2.** Notice that \( \theta(0) = 0 \), i.e. \( \theta(0) > -g_{\text{min}} \). Furthermore, \( \theta(\lambda) \to \infty \) as \( |\lambda| \to \infty \). Thus, \( 0 \in \Gamma \), and \( \mathbb{R}^d \setminus \Gamma \) is a bounded set.

Assume that \( \lambda \in \Gamma \). The spectral problem for \( A_{\lambda} \) reads

\[ \int_{\mathbb{R}^d} a(x - y) \Lambda(x, y) e^{\lambda(y-x)} u_{\lambda}(y) dy - \int_{\mathbb{R}^d} a(x - y) \Lambda(x, y) dy u_{\lambda}(x) = \theta(\lambda) u_{\lambda}(x), \quad (32) \]

where \( u_{\lambda}(x) \) is the principal eigenfunction. Denote by \( u_{\lambda}^*(x) \) the principal eigenfunction of the adjoint operator \( A_{\lambda}^* \). For \( \theta(\lambda) > -g_{\text{min}} \), the spectral problem (32) is equivalent to the following problem

\[ D_{\lambda} u(x) = (G(x) + \theta(\lambda))^{-1} \int_{\mathbb{R}^d} a(x - y) \Lambda(x, y) e^{\lambda(y-x)} u_{\lambda}(y) dy = u_{\lambda}(x) \]

for the compact positive operator \( D_{\lambda} \) in \( L^2(\mathbb{T}^d) \). Since \( \theta(\lambda) \) is an eigenvalue for \( A_{\lambda} \), 1 is an eigenvalue for \( D_{\lambda} \).

For an arbitrary \( N \in \mathbb{Z}^+ \) denote by \( \beta_N(x, y) \) the kernel of the operator \( D_{\lambda}^N \):

\[ D_{\lambda}^N v(x) = \int_{\mathbb{T}^d} \beta_N(x, y) v(y) dy. \quad (33) \]

Then

\[ \beta_1(x, y) = (G(x) + \theta(\lambda))^{-1} \sum_{j \in \mathbb{Z}^d} a(x - y + j) \Lambda(x, y) e^{\lambda(y-x-j)}, \]
and
\[
\beta_{N+1}(x,y) = \int_{\mathbb{T}^d} \beta_1(x,z) \beta_N(z,y) \, dz.
\]

We claim that there exist \( N \in \mathbb{Z}^+ \) and constants \( \beta^- > 0 \) and \( \beta^+ \) such that
\[
\beta^- \leq \beta_N(x,y) \leq \beta^+ \quad \text{for all } x, y \in \mathbb{T}^d. \tag{34}
\]

The upper bound is evident, it is a direct consequence of our assumptions and holds for any \( N > 0 \); of course, \( \beta^+ \) might depend on \( N \). The lower bound is less evident. The function \( \sum_{j \in \mathbb{Z}^d} a(x - y + j) \) might be equal to zero for all \( x \) from a set of positive measure on the torus. Thus, the lower bound in (33) need not hold for \( N = 1 \). However, as was proved for instance in \([20, \text{Lemma 4.1}]\), there exists \( N \in \mathbb{Z}^+ \) such that the \( N \)-th convolution of \( a \) denoted by \( a^*N \) satisfies the estimate \( a^*N \geq \beta^- \) for some \( \beta^- > 0 \). Since under our assumptions \( \beta_N(x,y) \geq c_N a^*N(x - y) \) with \( c_N > 0 \), the desired lower bound follows.

Recalling that \( u \lambda \) is positive, by the Krein-Rutman theorem, see e.g. \([16, \S 6, \text{Proposition } \beta']\), \( 1 \) is the principal eigenvalue of \( D \lambda \), and this eigenvalue is simple. Then \( \theta(\lambda) \) is also simple.

From (34) it readily follows that both for \( u_\lambda(x) \) and for \( u^*_\lambda(x) \) the following bounds hold
\[
c^- \leq u_\lambda(x) \leq c^+ \quad \text{and} \quad c^- \leq u^*_\lambda(x) \leq c^+ \quad \text{for all } x \in \mathbb{T}^d \tag{35}
\]
for some constants \( c^- > 0 \) and \( c^+ \). In what follows we assume the following normalization conditions to hold:
\[
\int_{\mathbb{T}^d} u_\lambda(x) \, dx = 1, \quad \int_{\mathbb{T}^d} u_\lambda(x) u^*_\lambda(x) \, dx = 1. \tag{36}
\]

We now turn to relation (30).

**Lemma 4.3.** The limit on the right-hand side of (30) exists and is equal to \( ts(A_\lambda) \).

**Proof.** According to \([5, \text{Corollary IV.2.4}]\), the following relation holds:
\[
\lim_{s \to +\infty} \frac{1}{s} \ln \| e^{tsA_\lambda} \|_{L^2(\mathbb{T}^d)} = ts(A_\lambda).
\]

This readily yields an upper bound
\[
\limsup_{s \to +\infty} \frac{1}{s} \ln \left( \| e^{tsA_\lambda} \|_{L^2(\mathbb{T}^d)} \right) \leq ts(A_\lambda).
\]

To obtain the lower bound we consider separately the cases \( \lambda \in \Gamma \) and \( \lambda \in \mathbb{R}^d \setminus \Gamma \). If \( \lambda \in \Gamma \), then \( s(A_\lambda) = \theta(\lambda) \), and the inequality
\[
\liminf_{s \to +\infty} \frac{1}{s} \ln \left( \| e^{tsA_\lambda} \|_{L^2(\mathbb{T}^d)} \right) \geq ts(A_\lambda)
\]
follows from the facts that \( u_\lambda \) is positive and that \( e^{tsA_\lambda} \) is a positive operator.
If \( \lambda \in \mathbb{R}^d \setminus \Gamma \) then \( s(A_\lambda) = -g_{\text{min}} \). Consider an auxiliary semigroup with the generator \((\mathcal{G} u)(x) = -G(x) u(x)\). It is straightforward to check that
\[
\lim_{s \to +\infty} \frac{1}{s} \ln \left( [e^{sG}]_1(0) \right) = -tg_{\text{min}}.
\]
Since the operator \( A_\lambda - \mathcal{G} = (A_\lambda + g_{\text{max}}) - (\mathcal{G} + g_{\text{max}}) \) is positive, the operator \( e^{stA_\lambda} - e^{st\mathcal{G}} \) is also positive, and we conclude that
\[
\lim_{s \to +\infty} \frac{1}{s} \ln \left( [e^{sA_\lambda}]_1(0) \right) \geq -tg_{\text{min}}.
\]
This completes the proof.

Our next statement describes the behaviour of \( \theta(\lambda) \) at infinity.

**Lemma 4.4.** There exists \( R_0 > 0 \) such that \( s(A_\lambda) > -g_{\text{min}} \) for all \( \lambda \) with \( |\lambda| \geq R_0 \). Moreover, there exist constants \( c_e > 0, c_a > 0 \) and \( C_s \) such that
\[
\theta(\lambda) \geq c_a e^{c_e|\lambda|} - C_s
\]
for all \( \lambda \in \{ \lambda \in \mathbb{R}^d : |\lambda| \geq R_0 \} \).

**Proof.** It follows from (3) and (6) that for any \( \alpha \in S^{d-1} \) there exist a ball \( Q^\alpha \subset \Pi_\alpha \) such that
\[
\begin{align*}
\gamma_1^\alpha := \text{dist}(Q^\alpha, \partial \Pi_\alpha) > 0 & \quad \text{and} \quad \gamma_2^\alpha := \int_{Q^\alpha} a(-z) \, dz > 0.
\end{align*}
\]
Then, for \( \lambda = r\alpha \) with \( r > 0 \) we have
\[
\int_{\mathbb{R}^d} a(x - y) e^{\lambda(y - x)} \Lambda(x, y) dy \geq \Lambda^- c_2 e^{\gamma_2^\alpha} = \Lambda^- c_2 e^{\frac{1}{2}\gamma_1^\alpha |\lambda|}
\]
By the continuity argument,
\[
\int_{\mathbb{R}^d} a(x - y) e^{\lambda(y - x)} \Lambda(x, y) dy \geq \Lambda^- c_2 e^{\frac{1}{2}\gamma_1^\alpha |\lambda|}
\]
if \( \frac{\lambda}{|\lambda|} \) belongs to a sufficiently small neighbourhood of \( \alpha \). Due to the compactness of \( S^{d-1} \), this implies that for some \( c_a > 0 \) and \( c_e > 0 \) the inequality
\[
\int_{\mathbb{R}^d} a(x - y) e^{\lambda(y - x)} \Lambda(x, y) dy \geq c_a e^{c_e |\lambda|}
\]
holds for all \( \lambda \in \mathbb{R}^d \). Therefore, \([A_\lambda + g_{\text{max}}]_1(x) \geq c_a e^{c_e |\lambda|}\). Since the operator \( A_\lambda + g_{\text{max}} \) is positive, this yields \([A_\lambda + g_{\text{max}}]_1(x) \geq c_a e^{c_e |\lambda|} \) for any \( n \in \mathbb{Z}^+ \), and we conclude that \( \theta(\lambda) \geq c_a e^{c_e |\lambda|} \), and \( \theta(\lambda) \geq c_a e^{c_e |\lambda|} - g_{\text{max}} \). \( \square \)
4.3 Strict convexity of the principal eigenvalue $\theta(\lambda)$ of the operator $A_\lambda$

Theorem 4.5. The function $\theta(\lambda)$ is strictly convex on $\Gamma$, i.e. $\frac{\partial^2 \theta}{\partial \lambda_i \partial \lambda_j}(\lambda)$ is a positive definite matrix for all $\lambda \in \Gamma$.

Proof. We are going to show that the matrix $\nabla \nabla \theta(\lambda_0)$ coincides with an effective diffusion matrix for a family of convolution type operators with periodic coefficients.

Let us start with the case $\lambda_0 = 0$. Then $\theta(0) = 0$, and the principal eigenfunction $u_0(x) \equiv 1$. Differentiating equality (32) in $\lambda_i$, $i = 1, \ldots, d$, yields

$$\int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)(y_i - x_i)e^{\lambda(y-x)}u_\lambda(y)dy + \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)e^{\lambda(y-x)}\partial_{\lambda_i}u_\lambda(y)dy - \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)dy \partial_{\lambda_i}u_\lambda(x) = \left(\partial_{\lambda_i} \theta(\lambda)\right)u_\lambda(x) + \theta(\lambda)\left(\partial_{\lambda_i}u_\lambda(x)\right).$$

Relation (37) can be rearranged as follows:

$$\int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)e^{\lambda(y-x)}\partial_{\lambda_i}u_\lambda(y)dy - \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)dy \partial_{\lambda_i}u_\lambda(x) - \theta(\lambda) \partial_{\lambda_i}u_\lambda(x) = -\int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)(y_i - x_i)e^{\lambda(y-x)}u_\lambda(y)dy + \left(\partial_{\lambda_i} \theta(\lambda)\right)u_\lambda(x).$$

The solvability condition for (38) reads

$$\int_{\mathbb{T}^d} \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)(y_i - x_i)e^{\lambda(y-x)}u_\lambda(y)u_\lambda^*(x)dydx = \partial_{\lambda_i} \theta(\lambda) \int_{\mathbb{T}^d} u_\lambda(x)u_\lambda^*(x)dx = \partial_{\lambda_i} \theta(\lambda).$$

Differentiating (37) one more time in $\lambda_j$ yields

$$\int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)(y_i - x_i)(y_j - x_j)e^{\lambda(y-x)}u_\lambda(y)dy + \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)(y_i - x_i)e^{\lambda(y-x)}\partial_{\lambda_j}u_\lambda(y)dy + \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)(y_j - x_j)e^{\lambda(y-x)}\partial_{\lambda_i}u_\lambda(y)dy + \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)e^{\lambda(y-x)}\partial_{\lambda_i}\partial_{\lambda_j}u_\lambda(y)dy - \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)dy \partial_{\lambda_i}\partial_{\lambda_j}u_\lambda(x) = \partial_{\lambda_i} \partial_{\lambda_j} \theta(\lambda)u_\lambda(x) + \partial_{\lambda_i} \theta(\lambda) \partial_{\lambda_j}u_\lambda(x) + \theta(\lambda) \partial_{\lambda_i} \partial_{\lambda_j}u_\lambda(x).$$
After rearranging (40) in the same way as (38) the solvability condition for (40) reads

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)(y_i - x_i)(y_j - x_j) e^{\lambda(y-x)} u_\lambda(y) u_\lambda^*(x) dydx \\
+ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)(y_i - x_i) \partial_{\lambda_i} u_\lambda(y) u_\lambda^*(x) dydx \\
+ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)(y_j - x_j) \partial_{\lambda_j} u_\lambda(y) u_\lambda^*(x) dydx \\
- \partial_{\lambda_i} \Theta(\lambda) \int_{\mathbb{T}^d} \partial_{\lambda_i} u_\lambda(x) u_\lambda^*(x) dx - \partial_{\lambda_j} \Theta(\lambda) \int_{\mathbb{T}^d} \partial_{\lambda_j} u_\lambda(x) u_\lambda^*(x) dx
\]

(41)

At \( \lambda = 0 \) relation (41) takes the form

\[
\partial_{\lambda_i} \partial_{\lambda_j} \Theta(0) = \int_{\mathbb{T}^d} \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)(y_i - x_i)(y_j - x_j) u_0^*(x) dydx \\
+ \int_{\mathbb{T}^d} \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)(y_i - x_i) \partial_{\lambda_i} u_0(y) u_0^*(x) dydx \\
+ \int_{\mathbb{T}^d} \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)(y_j - x_j) \partial_{\lambda_j} u_0(y) u_0^*(x) dydx \\
- \partial_{\lambda_i} \Theta(0) \int_{\mathbb{T}^d} \partial_{\lambda_i} u_0(x) u_0^*(x) dx - \partial_{\lambda_j} \Theta(0) \int_{\mathbb{T}^d} \partial_{\lambda_j} u_0(x) u_0^*(x) dx.
\]

(42)

Lemma 4.6. The matrix \( \nabla \nabla \Theta(0) \) is positive definite.

Proof. Notice that the matrix defined on the right-hand side of (42) coincides with the symmetric part of the effective diffusion matrix

\[
\Theta^{ij} = \frac{1}{2} \int_{\mathbb{T}^d} \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)(y_i - x_i)(y_j - x_j) u_0^*(x) dydx \\
- \int_{\mathbb{T}^d} \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)(y_i - x_i) \kappa_j(y) u_0^*(x) dydx + b_i \int_{\mathbb{T}^d} \kappa_j(x) u_0^*(x) dx,
\]

(43)

that was constructed in [20] for the convolution type operator \( A_0 \).

Indeed, at \( \lambda = 0 \) relation (39) takes the form

\[
\partial_{\lambda_i} \Theta(0) = \int_{\mathbb{T}^d} \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)(y_i - x_i) u_0^*(x) dydx,
\]

(44)

where \( u_0^* \) is the eigenfunction of the adjoint operator \( A_0^* \) corresponding to the principal eigenvalue \( \Theta(0) = 0 \). Observe that the expression on the right-hand side of (44) taken with the negative sign, coincides with that for the \( i \)-th coordinate of the effective drift \( b_i \) of the operator \( A_0 \), see [20]. That is

\[
\partial_{\lambda_i} \Theta(0) = -b_i.
\]

(45)

Letting \( \lambda = 0 \) in (38), substituting (45) into (38), considering the relation \( u_0(x) \equiv 1 \) and recalling the equation for the corrector \( \kappa \), see [20], we conclude that

\[
\partial_{\lambda_i} u_\lambda(x)|_{\lambda=0} = \kappa_i(x).
\]

(46)

Finally, by (45) and (46) we obtain \( \partial_{\lambda_i} \partial_{\lambda_j} \Theta(0) = \Theta^{ij} + \Theta^{ji} \). Then positive definiteness of the matrix \( \nabla \nabla \Theta(0) \) follows from [20, Proposition 6.1].
We turn to the case \( \lambda = \lambda_0 + r \) with \( \lambda_0 \neq 0 \), \( \lambda_0 \in \Gamma \), and \( r \) belonging to a small neighbourhood of the origin. Then
\[
A_\lambda u(x) = \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)e^{\lambda_0(y-x)}e^{\tau(y-x)}u(y)dy - \int_{\mathbb{R}^d} a(x - y)\Lambda(x, y)dy u(x). \tag{47}
\]
Let us consider the operator \( \tilde{A}_\lambda = R_{\lambda_0}^{-1}A_\lambda R_{\lambda_0} \), where \( R_{\lambda_0}f(x) = u_{\theta(\lambda_0)}(x)f(x) \) is the operator of multiplication by the principal eigenfunction \( u_{\theta(\lambda_0)} \) of the operator \( A_{\lambda_0} \).

The spectral problem for \( \tilde{A}_\lambda \) is similar to that in (27), if we replace the kernel \( a \) with \( a_{\theta(\lambda_0)}(x) \Lambda(x, y) e^{\lambda_0(y-x)}e^{\tau(y-x)}v(y)dy \) and the desired positive definiteness follows.

\[
\frac{\partial^2 \theta(\lambda_0)}{\partial \lambda_i \partial \lambda_j} = \frac{\partial^2 \theta(\lambda_0)}{\partial r_i \partial r_j},
\]
and the desired positive definiteness follows.
Remark 4.7. The structure of the set $\Gamma = \{ \lambda \in \mathbb{R}^d : \theta(\lambda) > -g_{\min} \}$ depends on the kernel $a(x - y)\Lambda(x, y)$ of the operator $A_0$. For example, if $a(-z) = a(z)$ and $\Lambda(x, y)$ is a symmetric periodic function, then $\theta(-\lambda) = \theta(\lambda)$ and $\theta(0) = 0$ is the minimum of $\theta(\lambda)$ (as a function of $\lambda$). Consequently, in this case $\Gamma = \mathbb{R}^d$ and $\theta(\lambda) \geq 0$ for all $\lambda$.

Also, $\Gamma = \mathbb{R}^d$ if $\Lambda = \Lambda(x - y)$. In this case $g_{\min} = g_{\max}$, and the spectrum of $A_\lambda$ coincides with the spectrum of the operator

$$u \mapsto \int_{\mathbb{R}^d} a(x - y)\Lambda(x - y)e^{\lambda(y-x)}u(y)\,dy, \quad u \in L^2(\mathbb{T}^d),$$

shifted by $-g_{\min}$. The latter operator is compact and maps positive functions to positive functions. One can show that the Krein-Rutman theorem applies, and thus this operator has a positive real eigenvalue. This implies the claim.

The following example illustrates that in general the set $\Gamma$ need not coincide with $\mathbb{R}^d$.

Example 1. Take $a(z) = 1_{[-\frac{1}{2}, \frac{1}{2})^d}$ equal to the characteristic function of the period, and $\Lambda(x, y) = b(x)\Lambda_0(x - y)$. We assume that $\Lambda_0(z)$ is a smooth periodic function, $0 < \alpha_1 \leq \Lambda_0(z) \leq \alpha_2 < \infty$, and $\Lambda_0$ has the form of a single peak:

$$\Lambda_0(z) = \begin{cases} \alpha_2, & |z - z_0| < \frac{c}{2} \\ \alpha_1, & |z - z_0| > c \end{cases}$$

Here $z_0 \neq 0, z \in \mathbb{T}^d$, and we choose sufficiently small constants $\alpha_1$ and $c$ and sufficiently large constant $\alpha_2$ so that the following normalization condition holds:

$$\int_{\mathbb{R}^d} a(z)\Lambda_0(z)\,dz = \int_{\mathbb{T}^d} a(z)\Lambda_0(z)\,dz = 1.$$

Then the spectral problem (32) for $A_\lambda$ reads

$$b(x) \int_{\mathbb{T}^d} a(x - y)\Lambda_0(x - y)e^{\lambda(y-x)}u_\lambda(y)\,dy$$

$$= b(x) \int_{\mathbb{T}^d} a(x - y)\Lambda_0(x - y)\,dy u_\lambda(x) + \theta(\lambda)u_\lambda(x),$$

and, after straightforward rearrangements,

$$\frac{b(x)}{b(x) + \theta(\lambda)} \int_{\mathbb{T}^d} a(x - y)\Lambda_0(x - y)e^{\lambda(y-x)}u_\lambda(y)\,dy = u_\lambda(x), \quad (53)$$

where $u_\lambda > 0$ is the principal eigenfunction.

We now take a periodic continuous positive function $b(x)$, $0 < b_{\min} = \min_{x \in \mathbb{T}^d} b(x) \leq b(x) \leq 1$, such that for some $\varkappa \in (0, \frac{1}{2})$ it holds

$$\| \frac{b(x)}{b(x) - b_{\min}} \|_{L^2(\mathbb{T}^d)} < 1 + \varkappa. \quad (54)$$

Obviously, inequality (54) remains valid for $\frac{b(x)}{b(x) + \theta(\lambda)}$ with any $\theta(\lambda) > -b_{\min}$. Then the operator on the left hand side of equation (53) is positive and compact in $L^2(\mathbb{T}^d)$. Observe that in this example $g_{\min} = b_{\min}$.
Assuming that $\alpha_1$ is small enough we conclude that there exists $\lambda_0$ such that $\lambda_0 z_0 > 0$ and

$$0 < a(z) \Lambda_0(z) e^{-\lambda_0 z} < \frac{1}{T} \quad \text{for all } z \in \mathbb{T}^d. \quad (55)$$

Then from (54), (55) it follows that the $L^2(\mathbb{T}^d)$ norm of the left-hand side in (53) is strictly less than $\|u_{\lambda_0}\|_{L^2(\mathbb{T}^d)}$. Therefore, equation (53) has no positive solution $u(x) \in L^2(\mathbb{T}^d)$, and there are no points of the discrete spectrum of $A_{\lambda_0}$ located above the continuous spectrum, that is

$$\sigma_{\text{disc}}(A_{\lambda_0}) \cap (-g_{\text{min}}, +\infty) = \emptyset.$$ 

Observe that in this example equation (53) has no positive solutions for all $\lambda$ situated in a sufficiently small neighbourhood of $\lambda_0$, thus $\lambda_0$ is an interior point of $\mathbb{R}^d \setminus \Gamma$.

**Remark 4.8.** In the above example in dimensions 3 and more one can choose $C^2$ smooth functions $b(\cdot)$ and $\Lambda_0(\cdot)$ so that $\Lambda(x, y) = b(x) \Lambda_0(x - y)$ is also a $C^2$ function. Clearly, a small $C^2$ perturbation of the kernel $\Lambda(\cdot)$ does not change the structure of the Hamiltonian. Thus, in the class of $C^2$ coefficients $\Lambda$, the presence of a non-empty set $\mathbb{R}^d \setminus \Gamma$ (the flat area of the Hamiltonian) is one of the cases of the general position.

It is also important to note that the gradient of $\theta(\lambda)$ need not be equal to zero at the boundary $\partial(\mathbb{R}^d \setminus \Gamma)$. This is demonstrated in the second example.

**Example 2.** In dimension 1 we consider the following functions:

$$a(z) = \begin{cases} 1 & \text{if } z \in [-1, \delta] \\ 0 & \text{otherwise} \end{cases}, \quad \Lambda_0(z) = \begin{cases} \frac{3}{3(1+3\delta)} & \text{if } z \in [-1 + \delta, -\frac{3}{4} + \delta] \\ \frac{1}{3} & \text{if } z \in (-\frac{3}{4}, \delta) \end{cases},$$

$$b(x) = \min \{1, (\delta^{-1}|x + \frac{1}{2}|^{0.1} + \frac{1}{10})\},$$

and, as in the previous example, define $\Lambda(x, y) = \Lambda_0(x - y)b(x)$; here $\delta > 0$ is a small parameter that will be chosen later on. Notice that $g_{\text{min}} = 0.1$.

For $\lambda = -2$ and for sufficiently small $\delta > 0$ straightforward computations yield

$$\sum_{j \in \mathbb{Z}} a(x - y - j) \Lambda_0(x - y)e^{2(j+y-x)} < 0.7.$$ 

Using the same arguments as in the previous example we conclude that for sufficiently small $\delta > 0$ the point $\lambda = -2$ does not belong to $\Gamma$. We recall that the function $s(A_{\lambda})$ introduced in (31) is convex. Since $0 \in \Gamma$, then $s(A_{\lambda})$ is an increasing function of $\lambda$ on the segment $[-2, 0]$. Consequently, there exists $\lambda_0 \in (-2, 0)$ such that $s(A_{\lambda}) = \theta(\lambda) > -\frac{1}{10}$ if $\lambda > \lambda_0$, and $s(A_{\lambda}) = -\frac{1}{10}$ if $-2 < \lambda \leq \lambda_0$.

For any $\lambda \in [0, \lambda_0]$ we have

$$\frac{1}{3} e^{-2} < \sum_{j \in \mathbb{Z}} a(x - y - j) \Lambda_0(x - y)e^{\lambda(j+y-x)} < 6. \quad (56)$$

Recalling (53) and the normalization $\|u_{\lambda}\|_{L^1(\mathbb{T})} = 1$ we obtain $\frac{1}{3} e^{-2} < u_{\lambda}(x) < \frac{6}{b(x) - 0.1}$.
We turn to $u^*_\lambda$. It is straightforward to check that the function $U^*_\lambda(x) = b(x)u^*_\lambda(x)$ satisfies the equation

$$\frac{b(x)}{b(x) + \theta(\lambda)} \int_\mathbb{R} a(y - x) \lambda_0(y - x)e^{\lambda(x-y)}U^*_\lambda(y)dy = U^*_\lambda(x).$$

Then, by the same arguments as above we obtain

$$\frac{1}{6}e^{-2} \leq \frac{U^*_\lambda(x)}{\|U^*_\lambda\|_{L^1(\mathbb{T})}} \leq \frac{6}{b(x) - 0.1}. $$

Therefore,

$$\frac{1}{6}e^{-2} < \frac{1}{\|U^*_\lambda\|_{L^1(\mathbb{T})}} \int_{-1}^{0} u_\lambda(x)U^*_\lambda(x)dx \leq \frac{1}{\|U^*_\lambda\|_{L^1(\mathbb{T})}} \int_{-1}^{0} u_\lambda(x)u^*_\lambda(x)dx = \frac{1}{\|U^*_\lambda\|_{L^1(\mathbb{T})}}$$

and for sufficiently small $\delta$

$$\frac{1}{\|U^*_\lambda\|_{L^1(\mathbb{T})}} \leq \frac{10}{\|U^*_\lambda\|_{L^1(\mathbb{T})}} \int_{-1}^{0} u_\lambda(x)U^*_\lambda(x)dx < \int_{-1}^{0} \frac{360}{(b(x) - 0.1)^2} < 400.$$  

Thus, $\frac{1}{2400} < \|U^*_\lambda\|_{L^1(\mathbb{T})} < 6e^2$, and $\frac{1}{2400}e^{-2} < U^*_\lambda(x) < \frac{360e^2}{b(x) - 0.1}$. This, in turn, implies the estimate $\frac{1}{2400}e^{-2} < u^*_\lambda(x) < \frac{360e^2}{b(x) - 0.1}$. According to (39) we have

$$\frac{d}{d\lambda} \theta(\lambda) = \int_{\mathbb{T}} \int_{\mathbb{R}} a(x-y) \lambda_0(x-y)b(x)(y-x)e^{\lambda(y-x)}u_\lambda(y)u^*_\lambda(x)dydx$$

$$> \frac{1}{22000}e^{-6} - 1500e^4 \delta$$

for all $\lambda \in [\lambda_0, 0)$. If $\delta$ is small enough then $\frac{d}{d\lambda} \theta(\lambda) > 10^{-5}e^{-6}$, and the derivative $\frac{d}{d\lambda} s(\lambda)$ has a jump at $\lambda_0$.

Then the Legendre transform of $s(\lambda)$ is a linear function on an interval $[0, \frac{d}{d\lambda}(\lambda_0)]$.

### 4.4 Properties of the Hamiltonian

Denote

$$H(\lambda) := s(\lambda) = \left\{ \begin{array}{ll} \theta(\lambda), & \lambda \in \Gamma \\ -g_{\min}, & \text{otherwise} \end{array} \right. $$

As a consequence of Theorem 4.5 we have

**Proposition 4.9.** The function $H(\lambda)$ is convex. It is strictly convex on the set $\Gamma$. Moreover,

$$\frac{H(\lambda)}{|\lambda|} \rightarrow +\infty \quad \text{as} \quad |\lambda| \rightarrow +\infty.$$

**Proof.** The convexity and the strict convexity on $\Gamma$ have been proved in Theorem 4.5. The relation in (58) follows from Lemma 4.4. \qed
By Lemma 4.3 we have
\[
\lim_{\varepsilon \to 0} \varepsilon \ln \mathbb{E} e^{\frac{\lambda \xi(t)}{\varepsilon}} = t H(\lambda),
\]  
with \(H(\lambda)\) defined in (57).

Concluding this subsection we summarize the properties of the function \(H(\lambda)\):
1) \(H(\lambda)\) is convex, it is strictly convex for \(\lambda \in \Gamma\),
2) \(H(0) = 0\) and \(H(\lambda)\) is strictly convex at \(\lambda = 0\),
3) \(\frac{H(\lambda)}{|\lambda|} \to +\infty\) as \(|\lambda| \to +\infty\),
4) the function \(H(\lambda)\) equals to a constant on the set \(\lambda \in \Upsilon = \mathbb{R}^d \setminus \Gamma\):
\[
H(\lambda) = -g_{\min}, \quad \lambda \in \Upsilon = \mathbb{R}^d \setminus \Gamma;
\]
if the set \(\Upsilon\) is not empty, then it is bounded and convex. If the interior of \(\Upsilon\) is not empty, then the boundary \(\partial\Upsilon\) is Lipschitz continuous. A typical example of one-dimensional Hamiltonian \(H(\cdot)\) with a non-trivial \(\Upsilon\) and the corresponding Lagrangian are shown on Figure 1.

4.5 The Legendre transform of \(H(\lambda)\) and the Gärtner-Ellis theorem.

Let \(L\) and \(L_t\) be the Legendre transform of \(H(\cdot)\) and \(H_t := t H\), respectively, i.e.
\[
L(\zeta) = \sup_{\lambda} \left( \lambda \zeta - H(\lambda) \right), \quad L_t(\zeta) = \sup_{\lambda} \left( \lambda \zeta - t H(\lambda) \right) = t L\left(\frac{\zeta}{t}\right), \quad \zeta \in \mathbb{R}^d.
\] (60)

We recall (see, for instance, [3]) that \(\zeta' \in \mathbb{R}^d\) is an exposed point of \(L\) if for some \(\theta \in \mathbb{R}^d\) and all \(\zeta \neq \zeta'\),
\[
\theta \cdot \zeta - L(\zeta) > \theta \cdot \zeta' - L(\zeta').
\]
The properties of \(H(\lambda)\) imply the following properties of \(L(\zeta)\):
1) \(L(\zeta)\) is a convex function, \(L(\zeta) < +\infty\) for any \(\zeta \in \mathbb{R}^d\). It is strictly convex in the neighbourhood of infinity, that is there exists \(R_0\) such that \(L(\zeta)\) is strictly convex for all \(\zeta\) such that \(|\zeta| \geq R_0\),
2) \(L(\zeta)\) is non-negative: \(L(\zeta) \geq 0\),
3) \(\min L(\zeta) = L(\zeta^*) = 0\) and \(L\) is strictly convex at \(\zeta^*\),
4) \(\frac{L(\zeta)}{|\zeta|} \to +\infty\) as \(|\zeta| \to +\infty\), in particular, \(L(\zeta)\) has compact sub-level sets,
5) The complement to the set of exposed points of \(L\), if not empty, consists of segments of bounded length with one end at 0, the restriction of \(L\) on each such segment is a linear function. The part of the graph of \(L\) over the set of points where \(L\) is not strictly convex is a bounded subset of a conical hypersurface centered at the origin.

Denote the set of exposed points of \(L\) by \(\Omega\). It should be emphasized that the origin need not be an exposed point of \(L(\cdot)\). In particular, the restriction of \(L\) on two segments going from the origin in the opposite directions can form the same linear function. However, if \(\mathbb{R}^d \setminus \Gamma\) has a non-trivial interior, then \(0 \in \Omega\). This can be justified by the convex analysis arguments if we take into account the properties of \(H(\cdot)\).
Consider $x$ holds. Without loss of generality we assume that $L$ arrive for all sufficiently small $\delta > 0$.

As an immediate consequence of formula (59) we obtain

For any $\lambda$, $|x| \leq \delta$.

Figure 1: Possible graphs of the functions $H(\cdot)$ and $L(\cdot)$

**Theorem 4.10.** For any $t > 0$ and any $x^0 \in \mathbb{R}^d$ the random vector $\xi^0_\lambda(t) - x_0$ satisfies the large deviation principle with the rate function $L_t(x) = tL(\frac{x}{t})$.

**Proof.** As an immediate consequence of formula (59) we obtain

$$\lim_{\epsilon \to 0} \epsilon \ln \mathbb{E} e^{\frac{\lambda}{\epsilon} (\xi^0_\lambda(t) - x^0)} = tH(\lambda), \quad (61)$$

Then the upper large deviation bound follows from the Gärtner-Ellis theorem. We have

$$\lim_{\delta \to 0} \lim_{\epsilon \to 0} \epsilon \log \left[ \mathbb{P} \left\{ |(\xi^0_\lambda(t) - x^0) - x| \leq \delta \right\} \right] \leq -L_t(x).$$

The lower bound is slightly more tricky. By the Gärtner-Ellis theorem for any $t > 0$ and any $x \in \mathbb{R}^d$ such that $\frac{x}{t}$ is an exposed point of $L(\cdot)$ the inequality

$$\lim_{\delta \to 0} \lim_{\epsilon \to 0} \epsilon \log \left[ \mathbb{P} \left\{ |(\xi^0_\lambda(t) - x^0) - x| \leq \delta \right\} \right] \geq -L_t(x)$$

holds. Without loss of generality we assume that $x^0 = 0$. We first assume that $0 \in \Omega$. Consider $x \in \mathbb{R}^d$ which is a non exposed point of $L_t(\cdot)$ and represent it as $x = r\phi$ with $\phi \in S^{d-1}$ and $r > 0$. Since $\xi(\cdot)$ is a Markov process, for any $\epsilon \in (0, 1)$ and for any $\delta > 0$ we have

$$\mathbb{P} \left\{ |\xi^0_\epsilon(t) - x| \leq 2\delta \right\} = \mathbb{P} \left\{ |\xi^0_\epsilon(t) - r\phi| \leq 2\delta \right\}$$

$$\geq \mathbb{P} \left\{ |\xi^0_\epsilon(\kappa t)| \leq \delta \right\} \cap \left\{ |\xi^0_\epsilon(t) - \xi^0_\epsilon(\kappa t) - r\phi| \leq \delta \right\}$$

$$\geq \mathbb{P} \left\{ |\xi^0_\epsilon(\kappa t)| \leq \delta \right\} \min_{y \in \bar{\delta}} \mathbb{P} \left\{ |\xi^0(1 - \kappa)t) - y - r\phi| \leq 2\delta \right\} \quad (62)$$

Denote by $R$ the length of the segment $(0, R\phi) = (\mathbb{R}^d \setminus \Omega) \cap \{(0, s\phi) : s > 0\}$. Then, for any $h_0 > 0$, the point $(R + h_0)\phi$ is exposed for $L_t$. Therefore, choosing $\kappa$ in (62) so that $\frac{r}{1 - \kappa} = R + h_0$, that is $\kappa = \frac{R + h_0 - r}{R + h_0}$, and applying the Gärtner-Ellis theorem, we arrive for all sufficiently small $\delta > 0$ and $h_0 > 0$ at the following lower bound:

$$\mathbb{P} \left\{ |\xi^0_\epsilon(t) - x| \leq 2\delta \right\} \geq \exp \left[ -\left( \frac{R + h_0 - r}{R + h_0} L_t(0) - \psi(\delta) \right)(1 + o(1)) \right] \times \exp \left[ -\left( \frac{r}{R + h_0} L_t((R + h_0)\phi) - \psi(\delta) \right)(1 + o(1)) \right]$$

$$\geq \exp \left[ -(R + h_0 - 2\psi(\delta))(1 + o(1)) \right]$$
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where $o(1)$ tends to zero as $\varepsilon \to 0$, $\psi(\delta) \to 0$ as $\delta \to 0$, and $C_L$ is a constant which only depends on $L(\cdot)$; we have used here the fact that $L(\cdot)$ is linear on the segment $[0, R\hat{\phi}]$. This implies the desired lower bound.

If 0 is not an exposed point then there is a segment that passes through 0, such that $L_t$ is linear on this segment, and there are exposed points of $L_t$ in the intersections of any neighbourhoods of the end points of this segment with the straight line that contains the segment. In this case in the same way as above one can show that

$$\lim_{\delta \to 0} \lim_{\varepsilon \to 0} \varepsilon \log \left[ P\{|\xi^\epsilon(t)| \leq \delta\} \right] \geq -L_t(0).$$

It remains to use one more time the same arguments as in the previous case to obtain the required lower bound for any $x \in \mathbb{R}^d$. This completes the proof of Theorem. \qed

### 4.6 Large deviation principle in the paths space

The goal of this section is to show that the process $\xi^\epsilon(\cdot)$ satisfies on any time interval $[0, T]$ the large deviation principle in the paths space $D([0, T]; \mathbb{R}^d)$ with the rate function defined by

$$I(\gamma(\cdot)) = \begin{cases} \int_0^T L(\gamma(t)) \, dt, & \text{if } \gamma \text{ is absolutely continuous and } \gamma(0) = x, \\ +\infty, & \text{otherwise,} \end{cases} \quad (63)$$

where $L(\cdot)$ is introduced in (60). An important property of $I(\cdot)$ is the compactness of its sublevel sets in the topology of uniform convergence in $C([0, T]; \mathbb{R}^d)$.

**Lemma 4.11.** The set $\{\gamma \in C([0, T]; \mathbb{R}^d) : I(\gamma) \leq s, \gamma(0) = x\}$ is compact in $C([0, T]; \mathbb{R}^d)$ for any $s \in \mathbb{R}$ and any $x \in \mathbb{R}^d$.

**Proof.** This statement is an immediate consequence of the Arzela-Ascoli theorem and the relation $\lim_{|k| \to \infty} \frac{L(k)}{|k|} = \infty$. \qed

The next statement is also important for the further analysis.

**Proposition 4.12.** Let $\xi^\epsilon_x$ be a Markov process with the generator $A^\epsilon$ that satisfies conditions (3)-(9), and assume that $\gamma(\cdot)$ is an absolutely continuous function, $\gamma(0) = x$.

Then for any $M > 0$ there exists a function $\delta_0(\delta)$, $\delta_0 : (0, 1] \mapsto \mathbb{R}^+$ such that $\delta_0(\delta) \to 0$ as $\delta \to 0$, and for any $\pi \in \mathbb{K}$ with $l(\pi) \leq \delta$ we have

$$P\left\{ \sup_{0 \leq t \leq T} |\xi^\epsilon_x(t) - \gamma(\pi(t))| \geq \delta_0 \right\} \cap \{ |\xi^\epsilon_x(j\delta) - \gamma(\pi(j\delta))| \leq \delta, j = 0, \ldots, \frac{T}{\delta} \} \leq \exp \left\{ -\frac{M}{\varepsilon} \right\}$$

for all sufficiently small $\varepsilon > 0$. Moreover, for any $s > 0$ and for all sufficiently small $\varepsilon > 0$,

$$\sup_{\gamma \in \Phi(s)} P\left\{ \sup_{0 \leq t \leq T} |\xi^\epsilon_x(t) - \gamma(\pi(t))| \geq \delta_0 \right\} \cap \{ |\xi^\epsilon_x(j\delta) - \gamma(\pi(j\delta))| \leq \delta, j = 0, \ldots, \frac{T}{\delta} \} \leq \exp \left\{ -\frac{M}{\varepsilon} \right\},$$

where $\Phi(s) = \{ \gamma \in D([0, T], \mathbb{R}^d) : I(\gamma) \leq s, \gamma(0) = x \}$.
Proof. Consider an auxiliary process \( \eta^\varepsilon(\cdot) \) with generator

\[
A^\varepsilon_{\text{sym}} v(x) = \frac{1}{\varepsilon^{d+1}} \int_{\mathbb{R}^d} a_s\left(\frac{x-y}{\varepsilon}\right)(v(y) - v(x)) \, dy,
\]

where

\[
a_s(z) = c_0 e^{-k|z|^p}, \quad c_0 = \Lambda^+ c,
\]

with the same \( p, k, c \) and \( \Lambda^+ \) as those in (4) and (9). For the transition densities of the processes \( \xi^\varepsilon(\cdot) \) and \( \eta^\varepsilon(\cdot) \) we use the notation \( q^\varepsilon(x, y, t) \) and \( q_0^\varepsilon(x, y, t) \), respectively. We also define a function \( q_+^\varepsilon(x, y, t) \) as the solution of the following problem

\[
\frac{\partial}{\partial t} q(x, y, t) = \frac{1}{\varepsilon^{d+1}} \int_{\mathbb{R}^d} a_s\left(\frac{y-z}{\varepsilon}\right)q(x, z, t) \, dz, \quad q(0, x, y) = \delta(y-x).
\]

By the maximum principle we have

\[
q^\varepsilon(x, y, t) \leq q_+^\varepsilon(x, y, t) \quad \text{for all } x, y \in \mathbb{R}^d \text{ and all } t \geq 0. \tag{64}
\]

It is also clear that

\[
q_+^\varepsilon(x, y, t) = \exp \left( \frac{c_0 t}{\varepsilon} \right) q_s^\varepsilon(x, y, t) \quad \text{with } c_1 = \int_{\mathbb{R}^d} c_0 \exp(-k|z|^p) \, dz.
\]

The Hamiltonian and the Lagrangian that correspond to the process \( \eta^\varepsilon \) are defined in the same way as in the previous section. Namely,

\[
H^s(\lambda) = \int_{\mathbb{R}^d} c_0 \exp(-\lambda \cdot z - k|z|^p) \, dz - c_1, \quad L^s(\zeta) = \max_{\lambda \in \mathbb{R}^d} \left( \zeta \cdot \lambda - H^s(\lambda) \right).
\]

One can easily check that both \( H^s \) and \( L^s \) are smooth strictly convex functions and, moreover, \( \frac{L^s(\zeta)}{|\zeta|} \to +\infty \) as \( |\zeta| \to \infty \).

Considering the continuity of \( \gamma(\cdot) \) we can construct a function \( \delta_0(\delta) \) such that

- \( \delta_0(\delta) \to 0 \) as \( \delta \to 0 \).
- \( |\gamma(t') - \gamma(t'')| \leq \frac{1}{4} \delta_0 \) if \( |t' - t''| \leq 3\delta_0 \).
- \( \min_{\phi \in \mathcal{G}_d^{-1}} \left\{ \delta L^s\left( \frac{\delta \phi}{2\delta} \right) \right\} \to +\infty \) as \( \delta \to 0 \).

**Lemma 4.13.** For any \( \delta_0 \) and any \( \tau > 0 \) we have

\[
\mathbb{P}\left\{ \sup_{0 \leq t \leq \tau} |\eta^\varepsilon(t) - x| \geq \delta_0 \right\} \leq 2\mathbb{P}\{ |\eta^\varepsilon(\tau) - x| \geq \delta_0 \}.
\]

Proof. Denote by \( \mathcal{E}_0 \) and \( \mathcal{E}_1 \) the events

\[
\mathcal{E}_0 = \left\{ \sup_{0 \leq t \leq \tau} |\eta^\varepsilon(t) - x| \geq \delta_0 \right\}, \quad \mathcal{E}_1 = \left\{ |\eta^\varepsilon(\tau) - x| \leq \delta_0 \right\}
\]

Both \( \mathcal{E}_0 \) and \( \mathcal{E}_1 \) depend on \( \varepsilon \), however, we do not indicate this dependence explicitly. Due to the symmetry of \( a_s(\cdot) \) by the Markov property we have

\[
\mathbb{P}(\mathcal{E}_0 \cap \mathcal{E}_1) = \mathbb{P}(\mathcal{E}_1 | \mathcal{E}_0) \mathbb{P}(\mathcal{E}_0) < \frac{1}{2} \mathbb{P}(\mathcal{E}_0).
\]

Therefore,

\[
\mathbb{P}(\mathcal{E}^c_1) = \mathbb{P}(\mathcal{E}_0 \cap \mathcal{E}^c_1) > \frac{1}{2} \mathbb{P}(\mathcal{E}_0),
\]

and the desired statement follows. \( \square \)
By the Gärtner-Ellis theorem for all sufficiently small $\varepsilon > 0$ we have
\[
\mathbb{P}\{|\eta^\varepsilon(s) - x| \geq \delta_0\} \leq \exp\left(-\frac{\delta}{\varepsilon} \min_{\phi \in S^{d-1}} L^s(\frac{\delta \phi}{2\varepsilon})\right).
\]

For arbitrary $M > 0$ we choose small enough $\delta > 0$ such that $\min_{\phi \in S^{d-1}} \delta L^s(\frac{\delta \phi}{2\varepsilon}) \geq 2M$. Then, for sufficiently small $\varepsilon > 0$ and for any $\pi \in \mathcal{K}$ with $\ell(\pi) \leq \delta$,
\[
\mathbb{P}\left\{\sup_{0 \leq t \leq T} |\eta^\varepsilon(t) - \gamma(\pi(t))| \geq \delta_0(\delta)\right\} \cap \left\{ |\eta^\varepsilon(j\delta) - \gamma(\pi(j\delta))| \leq \delta, \ j = 0, \ldots, \left\lfloor \frac{T}{\delta} \right\rfloor \right\}
\leq \mathbb{P}\left\{\sup_{0 \leq t \leq \delta} |\eta^\varepsilon(t) - \eta^\varepsilon(j\delta)| \geq \frac{\delta_0(\delta)}{2} \right\}
\leq \frac{T}{\delta} \exp\left(-\frac{\delta}{\varepsilon} \min_{\phi \in S^{d-1}} L^s(\frac{\delta \phi}{2\varepsilon})\right) \leq \frac{T}{\delta} \exp\left(-\frac{2M}{\varepsilon}\right) \leq \exp\left(-\frac{M}{\varepsilon}\right).
\]

Next, for any partition of the interval $[0, T]$, $0 \leq t_1 \leq \ldots \leq t_{N_1} \leq T$, and for any collection of domains $\mathcal{B}_1, \ldots, \mathcal{B}_{N_1}$ the following inequality holds:
\[
\mathbb{P}\left\{\bigcap_{j=1}^{N_1} \{\xi^\varepsilon(t_j) \in \mathcal{B}_j\}\right\}
= \int_{\mathcal{B}_1} q^\varepsilon(x, y^1, t_1) dy^1 \int_{\mathcal{B}_2} q^\varepsilon(y^1, y^2, t_2 - t_1) dy^2 \ldots \int_{\mathcal{B}_{N_1}} q^\varepsilon(y^{N_{1}-1}, y^{N_1}, t_{N_1} - t_{N_{1}-1}) dy^{N_1}
\leq \int_{\mathcal{B}_1} q^+_\varepsilon(x, y^1, t_1) dy^1 \int_{\mathcal{B}_2} q^+_\varepsilon(y^1, y^2, t_2 - t_1) dy^2 \ldots \int_{\mathcal{B}_{N_1}} q^+_\varepsilon(y^{N_{1}-1}, y^{N_1}, t_{N_1} - t_{N_{1}-1}) dy^{N_1}
\leq \exp\left(\frac{C_T}{\varepsilon}\right) \times \prod_{j=1}^{N_1} \mathbb{P}\{\xi^\varepsilon(t_j) \in \mathcal{B}_j\}
= \exp\left(\frac{C_T}{\varepsilon}\right) \mathbb{P}\left\{\bigcap_{j=1}^{N_1} \{\eta^\varepsilon(t_j) \in \mathcal{B}_j\}\right\}
\]

Combining this inequality with (65) yields the first inequality stated in Proposition.

In order to prove the second one it suffices to observe that, due to the compactness of the set $\Phi(s)$ in $C([0, T]; \mathbb{R}^d)$, the function $\delta_0(\delta)$ can be chosen in such a way that $|\gamma(t') - \gamma(t'')| \leq \frac{1}{4} \delta_0$ if $|t' - t''| \leq 3\delta$ for all $\gamma \in \Phi(s)$. $\Box$

**Proposition 4.14.** For any $\gamma \in \mathcal{D}([0, T]; \mathbb{R}^d)$, $\gamma(0) = x$, that is not absolutely continuous we have
\[
\lim_{\delta \to 0} \limsup_{\varepsilon \to 0} \varepsilon \log \left(\mathbb{P}\{\text{dist}(\xi^\varepsilon(\cdot), \gamma(\cdot)) \leq \delta\}\right) = -\infty.
\]

23
Proof. Consider auxiliary operators defined by
\[
A^u v(x) = \int_{\mathbb{R}^d} \Lambda^+ a(x-y)v(y) \, dy - \Lambda^- v(x) \int_{\mathbb{R}^d} a(x-y) \, dy
\]
and
\[
A^+ v(x) = \int_{\mathbb{R}^d} \Lambda^+ a(x-y)v(y) \, dy - \Lambda^+ v(x) \int_{\mathbb{R}^d} a(x-y) \, dy
\]
and the corresponding scaled operators
\[
A^{u,\varepsilon} v(x) = \frac{1}{\varepsilon^{d+1}} \int_{\mathbb{R}^d} \Lambda^+ a\left(\frac{x-y}{\varepsilon}\right)v(y) \, dy - \frac{1}{\varepsilon^{d+1}} \Lambda^- v(x) \int_{\mathbb{R}^d} a\left(\frac{x-y}{\varepsilon}\right) \, dy.
\]
and
\[
A^{+,\varepsilon} v(x) = \frac{1}{\varepsilon^{d+1}} \int_{\mathbb{R}^d} \Lambda^+ a\left(\frac{x-y}{\varepsilon}\right)v(y) \, dy - \frac{1}{\varepsilon^{d+1}} \Lambda^+ v(x) \int_{\mathbb{R}^d} a\left(\frac{x-y}{\varepsilon}\right) \, dy.
\]
Denote by \(q^{u,\varepsilon}(x,y,t), q^{+,\varepsilon}(x,y,t)\) and \(q^\varepsilon(x,y,t)\) the solutions of the equations
\[
\partial_t q = A^{u,\varepsilon} q, \quad \partial_t q = A^{+,\varepsilon} q \quad \text{and} \quad \partial_t q = A^\varepsilon q,
\]
respectively, with the common initial condition \(q(x,y,0) = \delta(y-x)\).
Since \(\Lambda^+ \geq \Lambda(x,y)\) and \(\Lambda^- \leq \Lambda(x,y)\) for all \(x\) and \(y\) from \(\mathbb{R}^d\), by the maximum principle we have
\[
q^\varepsilon(x,y,t) \leq q^{u,\varepsilon}(x,y,t) \quad \text{for all} \quad x, y \in \mathbb{R}^d \quad \text{and} \quad t > 0. \tag{66}
\]
It is also clear that
\[
q^{u,\varepsilon}(x,y,t) = \exp\left(\frac{\langle \Lambda^+ - \Lambda^- \rangle t}{\varepsilon}\right) q^{+,\varepsilon}(x,y,t)
\]
For an arbitrary partition \(0 \leq t_1 < t_2 < \ldots < t_N \leq T\) of the interval \([0,T]\), an arbitrary set \(x^1, \ldots, x^N, x^j \in \mathbb{R}^d\) and any \(\delta > 0\) we have
\[
P\left\{ \bigcap_{j=1}^N \{ |\xi^\varepsilon(t_j) - x_j| \leq \delta \} \right\}
\]
\[
= \int_{Q_{\delta}(x^1)} q^\varepsilon(0,y^1,t_1) dy^1 \int_{Q_{\delta}(x^2)} q^\varepsilon(y^1,y^2,t_2-t_1) dy^2 \ldots \int_{Q_{\delta}(x^N)} q^\varepsilon(y^{N-1},y^N,t_N-t_{N-1}) dy^N
\]
\[
\leq \int_{Q_{\delta}(x^1)} q^{u,\varepsilon}(0,y^1,t_1) dy^1 \int_{Q_{\delta}(x^2)} q^{u,\varepsilon}(y^1,y^2,t_2-t_1) dy^2 \ldots \int_{Q_{\delta}(x^N)} q^{u,\varepsilon}(y^{N-1},y^N,t_N-t_{N-1}) dy^N
\]
\[
\times \exp\left(\frac{\langle \Lambda^+ - \Lambda^- \rangle T}{\varepsilon}\right) \times \int_{Q_{\delta}(x^1)} q^{+,\varepsilon}(0,y^1,t_1) dy^1 \int_{Q_{\delta}(x^2)} q^{+,\varepsilon}(y^1,y^2,t_2-t_1) dy^2 \ldots \int_{Q_{\delta}(x^N)} q^{+,\varepsilon}(y^{N-1},y^N,t_N-t_{N-1}) dy^N.
\]
Let $\gamma$ be an arbitrary curve in $D([0, T]; \mathbb{R}^d)$ which is not absolutely continuous. Setting $x^j = \gamma(t_j)$, taking uniform partitions of the interval $[0, T]$ and sending $N$ to infinity, from the last relation we deduce

$$\mathbb{P}\left\{ \sup_{0 \leq t \leq T} |\xi^\varepsilon(t) - \gamma(\pi(t))| \leq \delta \right\} \leq \exp \left( \frac{(\Lambda^+ - \Lambda^-)T}{\varepsilon} \right) \mathbb{P}\left\{ \sup_{0 \leq t \leq T} |\xi^{+\varepsilon}(t) - \gamma(\pi(t))| \leq \delta \right\};$$

here $\xi^{+\varepsilon}(t)$ is a process with independent increments whose generator is $A^{+\varepsilon}$.

Due to [21], for any $\gamma$ that is not absolutely continuous this yields

$$\lim_{\delta \to 0} \lim_{\varepsilon \to 0} \mathbb{P}\left\{ \text{dist}(\xi^\varepsilon(\cdot), \gamma(\cdot)) \leq \delta \right\} = -\infty = -I_A(\gamma). \quad (67)$$

This implies the desired statement.

The main result of this section reads.

**Theorem 4.15.** Let $\Lambda(x, y, \xi, \eta) = \Lambda(\xi, \eta)$, and assume that $\Lambda(\xi, \eta)$ is a measurable function for which conditions (3)–(7) and (9) are fulfilled. Then the process $\xi^\varepsilon_x(t)$, $0 \leq t \leq T$, satisfies in $D([0, T]; \mathbb{R}^d)$ the large deviation principle with the rate function $I(\cdot)$ introduced in (63).

In particular, for any $\gamma \in D([0, T]; \mathbb{R}^d)$, $\gamma(0) = x$, the following relation holds:

$$\lim_{\delta \to 0} \lim_{\varepsilon \to 0} \varepsilon \log \mathbb{P}\left\{ \text{dist}(\xi^\varepsilon(\cdot), \gamma(\cdot)) \leq \delta \right\} = -I(\gamma). \quad (68)$$

**Proof.** For any $\gamma(\cdot)$ that is not absolutely continuous the relation

$$\lim_{\delta \to 0} \sup_{\varepsilon \to 0} \varepsilon \log \left[ \mathbb{P}\left\{ \text{dist}(\xi^\varepsilon(\cdot), \gamma(\cdot)) \leq \delta \right\} \right] = -\infty$$

follows from Proposition 4.14.

Assume that $\gamma(\cdot)$ is absolutely continuous, and $\int_0^T L(\gamma(t))dt < +\infty$. We consider a piece-wise linear approximation of $\gamma$ defined by

$$\gamma_N(t) = \begin{cases} \gamma(t) & \text{if } t = 0, \frac{1}{N}, \frac{2}{N}, \ldots, T \\ \gamma(t_j) + (\gamma(t_{j+1}) - \gamma(t_j))\frac{t-t_j}{t_{j+1}-t_j} & \text{if } t \in (t_j, t_{j+1}). \end{cases}$$

For any $\varepsilon > 0$ there exists $N_0 = N_0(\varepsilon)$ such that for any $N \geq N_0$

$$0 \leq \int_0^T L(\gamma(t))dt - \int_0^T L(\gamma_N(t))dt \leq \varepsilon.$$

Denote $\delta = \frac{1}{N}$. Then, by Proposition 4.12 there exists a function $\delta_0(\delta), \delta_0 : (0, 1] \to \mathbb{R}^+$, such that $\delta_0(\delta) \to 0$ as $\delta \to 0$, and for any $\pi \in \mathcal{K}$ with $f(\pi) \leq \delta$

$$\mathbb{P}\left\{ \{ |\xi^\varepsilon_j(t_j) - \gamma(t_j)| \leq \delta, j = 0, \ldots, N \} \cap \{ \sup_{0 \leq t \leq T} |\xi^\varepsilon_x(t) - \gamma(\pi(t))| \geq \delta_0 \} \right\} \leq \exp \left( -\frac{M}{\varepsilon} (1 + o(1)) \right), \quad (69)$$

where $M = I(\gamma) + 1$ and $o(1) \to 0$ as $\varepsilon \to 0$. 
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In order to achieve the upper bound we fix $N \geq N_0$ and choose $\delta_1 > 0$ in such a way that for any $\pi \in \mathcal{X}$ with $\ell(\pi) \leq \delta_1$

$$
P\{ |\xi^e_j(t_{j+1} - t_j) - (\gamma(t_{j+1}) - \gamma(t_j))| \leq \delta_1 \}
\leq \exp \left[ \frac{-t_{j+1} - t_j}{\varepsilon} \left\{ L \left( \frac{\gamma(t_{j+1}) - \gamma(t_j)}{t_{j+1} - t_j} \right) - \varepsilon \right\} \right]
= \exp \left( -\frac{t_{j+1} - t_j}{\varepsilon} \left\{ L(\gamma_N(t))_{t \in (t_j, t_{j+1})} - \varepsilon \right\} \right)
$$

(70)

for all $y$ such that $|y - \gamma(\pi(t_j))| \leq \delta_1$ and for all sufficiently small $\varepsilon$. This choice is possible due to Theorem 4.10. Considering the Markov property of the process $\xi^e(t)$ we deduce from (70) that for all sufficiently small $\varepsilon > 0$ the following inequalities hold:

$$
P\{ \sup_{0 \leq t \leq T} |\xi^e_x(t) - \gamma(\pi(t))| \leq \delta_1 \} \leq P\{ |\xi^e_x(t_j) - \gamma(\pi(t_j))| \leq \delta_1, j = 0, \ldots, N \}
\leq \prod_{j=0}^{N-1} \exp \left( -\frac{t_{j+1} - t_j}{\varepsilon} \left\{ L(\gamma_N(t))_{t \in (t_j, t_{j+1})} - \varepsilon \right\} \right)
= \exp \left( -\frac{1}{\varepsilon} \left\{ \int_0^T L(\gamma(t)) dt - (T+1)\varepsilon \right\} \right)
$$

This yields the desired upper bound in (68).

The lower bound can be obtained in a similar way. It suffices to combine the statement of Theorem 4.10 with (69) and use the Markov property of $\xi^e(\cdot)$. Indeed, for any $\delta_0 > 0$ and $\varepsilon > 0$ we choose the corresponding $\delta > 0$ and $\delta_1 > 0$ so that (69) holds and

$$
P\{ |\xi^e_y(t_{j+1} - t_j) - (\gamma(t_{j+1}) - \gamma(t_j))| \leq \delta_1 \}
\geq \exp \left[ \frac{-t_{j+1} - t_j}{\varepsilon} \left\{ L \left( \frac{\gamma(t_{j+1}) - \gamma(t_j)}{t_{j+1} - t_j} \right) + \varepsilon \right\} \right]
= \exp \left( -\frac{t_{j+1} - t_j}{\varepsilon} \left\{ L(\gamma_N(t))_{t \in (t_j, t_{j+1})} + \varepsilon \right\} \right)
$$

(71)

for all $y$ such that $|y - \gamma(t_j)| \leq \delta_1$ and all sufficiently small $\varepsilon > 0$. Then considering the statement of Proposition 4.12 we have

$$
P\{ \sup_{0 \leq t \leq T} |\xi^e_x(t) - \gamma(t)| \leq \delta_0 \}
\geq P\{ |\xi^e_x(t_j) - \gamma(t_j)| \leq \delta_1, j = 0, \ldots, N \} \cap \{ \sup_{0 \leq t \leq T} |\xi^e_x(t) - \gamma(t)| \leq \delta_0 \}
\geq P\{ |\xi^e_x(t_j) - \gamma(t_j)| \leq \delta_1, j = 0, \ldots, N \} - \exp \left( -\frac{M}{\varepsilon} \right)
\geq \prod_{j=0}^{N-1} \exp \left( -\frac{t_{j+1} - t_j}{\varepsilon} \left\{ L(\gamma_N(t))_{t \in (t_j, t_{j+1})} + \varepsilon \right\} \right) - \exp \left( -\frac{M}{\varepsilon} \right)
= \exp \left( -\frac{1}{\varepsilon} \left\{ \int_0^T L(\gamma_N(t)) dt + T\varepsilon \right\} \right) \geq \exp \left( -\frac{1}{\varepsilon} \left\{ \int_0^T L(\gamma(t)) dt + T\varepsilon \right\} \right);
$$

(72)

here we have also used that fact that $M = I(\gamma) + 1$. This completes the proof of the lower bound in (68).

In order to justify the large deviation principle we need one more estimate. Recall that for any $s \in \mathbb{R}$ the symbol $\Phi(s)$ denotes $\Phi(s) = \{ \gamma(\cdot) \in \mathcal{D}([0, T]; \mathbb{R}^d) : I(\gamma) \leq s, \gamma(0) = x \}$. Observe that the set $\Phi(s)$ consists of absolutely continuous curves and, according to Lemma 4.11, this set is compact.
Lemma 4.16. For any $s \in \mathbb{R}$, any $\varepsilon > 0$ and any $\delta_0 > 0$ for all sufficiently small $\varepsilon > 0$ the following inequality holds:
\[
\mathbb{P}\{\text{dist}(\xi^\varepsilon_x(\cdot), \Phi(s)) > \delta_0\} \leq \exp\{-\frac{s-\varepsilon}{\varepsilon}\}.
\] (73)

Proof. For any trajectory $\xi^\varepsilon_x(\cdot)$ and any $\delta = \frac{T}{N}$, $N \in \mathbb{Z}^+$ denote by $\gamma^\varepsilon_{\delta}(t)$ a piece-wise linear function such that
\[
\gamma^\varepsilon_{\delta}(j\delta) = \xi^\varepsilon_x(j\delta), \quad j = 0, 1 \ldots, N;
\]
the argument $\omega$ indicates that $\gamma^\varepsilon_{\delta}(\cdot)$ is a random function, in what follows the dependence on $\omega$ is not indicated explicitly. We choose $\delta > 0$ such that
\[
|\gamma(t') - \gamma(t'')| \leq \frac{1}{4}\delta_0, \quad \text{if } |t' - t''| \leq \delta \quad \text{and } I(\gamma(\cdot)) \leq s,
\]
and
\[
\min_{\phi \in S_{d-1}} \{\delta L(\frac{\delta_0\phi}{2\delta})\} \geq s + 1.
\]
Denote by $\mathcal{E}_-$ and $\mathcal{E}_+$ the events
\[
\mathcal{E}_- = \{\xi^\varepsilon_x(\cdot) \notin \Phi(\delta_0(s), I(\gamma^\varepsilon_{\delta}) < s)\}, \quad \mathcal{E}_+ = \{\xi^\varepsilon_x(\cdot) \notin \Phi(\delta_0(s), I(\gamma^\varepsilon_{\delta}) \geq s)\},
\]
where $\Phi(\delta_0(s)) = \{\gamma(\cdot) \in D([0, T]; \mathbb{R}^d) : \text{dist}(\gamma, \Phi(s)) \leq \delta_0\}$. By Proposition 4.12 for all sufficiently small $\varepsilon > 0$ we have
\[
\mathbb{P}(\mathcal{E}_-) \leq \mathbb{P}\{\sup_{0 \leq t \leq T} |\xi^\varepsilon_x(t) - \gamma^\varepsilon_{\delta}(t)| \geq \delta_0\} \leq \exp\{-\frac{s+\varepsilon}{\varepsilon}\}.
\] (74)

Consider a $(Nd)$-dimensional vector $\{\xi^\varepsilon_x((j+1)\delta) - \xi^\varepsilon_x(j\delta)\}_{j=1}^{N-1}$. By Theorem 4.10 taking into account Markov property of $\xi^\varepsilon_x(\cdot)$ we deduce that the family of random vectors $\{\xi^\varepsilon_x((j+1)\delta) - \xi^\varepsilon_x(j\delta)\}_{j=0}^{N-1}$ satisfies for any $\lambda_0, \ldots, \lambda_{N-1} \in \mathbb{R}^d$ the following relation
\[
\lim_{\varepsilon \to 0} \varepsilon \log \mathbb{E}\left\{\exp\left[\sum_{j=0}^{N-1} \lambda_j \cdot (\xi^\varepsilon_x((j+1)\delta) - \xi^\varepsilon_x(j\delta))\right]\right\} = \sum_{j=0}^{N-1} \delta h(\lambda_j).
\]
By the Gärtner-Ellis theorem this implies the upper large deviation bound with the rate function
\[
L_\delta(p_1) + L_\delta(p_2) + \ldots + L_\delta(p_N), \quad p_j \in \mathbb{R}^d,
\]
where $L_\delta(p) = \delta L(\frac{p}{\delta})$, as was defined in (60). For an arbitrary piece-wise linear function $\gamma$ corresponding to the partition $\{j\delta\}_{j=0}^{N-1}$ we have
\[
I(\gamma) = \sum_{j=0}^{N-1} L_\delta(\gamma((j+1)\delta) - \gamma(j\delta)).
\]
Therefore, by the Gärtner-Ellis theorem, for sufficiently small $\varepsilon > 0$ we have
\[
\mathbb{P}(\mathcal{E}_+) \leq \mathbb{P}\{I(\gamma^\varepsilon_{\delta}) \geq s\}
\]
\[
= \mathbb{P}\left\{\sum_{j=0}^{N-1} L_\delta(\xi^\varepsilon_x((j+1)\delta) - \xi^\varepsilon_x(j\delta)) \geq s\right\} \leq \exp\{-\frac{s-\varepsilon}{\varepsilon}\}.
\]
Combining this estimate with (74) yields the desired statement. \qed
From the proof of Lemma 4.16 it follows that for any $s_0 > 0$ inequality (73) holds uniformly in $s \in [0, s_0]$, that is for any $\varepsilon > 0$ and $\delta_0 > 0$ there exists $\varepsilon_0 > 0$ such that (73) holds for all $\varepsilon \leq \varepsilon_0$ and all $s \leq s_0$.

It is then well known, see for instance [9], that the lower bound in (72) and Lemma 4.16 imply the large deviation principle stated in Theorem.

5 Environments with slowly varying characteristics

In this section we consider the case of environments whose characteristics $\Lambda(x, y)$ do not depend on the fast variables i.e. $\Lambda$ is a continuous function on $\mathbb{R}^{2d}$ for which condition (9) is fulfilled. Our approach in this section is somehow inspired by the small perturbations arguments used in the previous works, in particular in the Wentzell-Freidlin theory, see [9]. However, the results from these works do not apply directly to the operators considered in the present paper and require some adaptation.

Under the assumptions of this section the generator of $\xi^\varepsilon(t)$ takes the form

$$A^\varepsilon u(x) = \frac{1}{\varepsilon^{d+1}} \int_{\mathbb{R}^d} a\left(\frac{x - y}{\varepsilon}\right) \Lambda(x, y) (u(y) - u(x)) dy, \quad u \in L^2(\mathbb{R}^d),$$

(75)

$\varepsilon > 0$ is a small parameter, and the convolution kernel $a(z)$ in (75) satisfies conditions (3)-(5) introduced in the previous section.

**Remark 5.1.** According to Corollary 5.3 below the Markov jump process $\xi^\varepsilon(t)$ is a small random perturbation of a deterministic trajectory determined by an ordinary differential equation $\dot{x} = b(x)$ with

$$b(x) = -\Lambda(x, x) \int a(z) z \, dz.$$

5.1 Markov process with slow variables

We turn now to the case of non-constant $\Lambda(x, y)$ that do not depend on the fast variables and recall that the function $\Lambda(x, y)$ is continuous in both variables and satisfies condition (9). Since $\Lambda$ does not depend on the fast variables, condition (8) can be replaced with the following continuity condition

$$\Lambda(x, y) \text{ is continuous on } \mathbb{R}^d \times \mathbb{R}^d.$$

(76)

After changing variables $\tilde{x} = \frac{x}{\varepsilon}$ the operator $A^\varepsilon$ in (75) takes the form

$$\tilde{A}^\varepsilon u(\tilde{x}) = \frac{1}{\varepsilon} \int_{\mathbb{R}^d} a(\tilde{x} - \tilde{y}) \Lambda(\varepsilon \tilde{x}, \varepsilon \tilde{y}) (u(\tilde{y}) - u(\tilde{x})) d\tilde{y}.$$  

(77)

The Hamiltonian $H(x, \lambda)$ and the Lagrangian $L(x, \zeta)$ are introduced in this case as follows:

$$H(x, \lambda) = \Lambda(x, x) \left( \int a(z) e^{-\lambda z} dz - 1 \right) = \Lambda(x, x) H(\lambda),$$

(78)

$$L(x, \zeta) = \sup_{\lambda} \{ \lambda \zeta - \Lambda(x, x) H(\lambda) \} = \Lambda(x, x) L\left( \frac{\zeta}{\Lambda(x, x)} \right).$$

(79)
Observe that the function $L(x, \zeta)$ is continuous and non-negative on $\mathbb{R}^d \times \mathbb{R}^d$. Moreover, it is smooth and strictly convex in $\zeta \in \mathbb{R}^d$. The corresponding rate function $I_\Lambda$ is defined by

$$I_\Lambda(\gamma(\cdot)) = \begin{cases} 
\int_0^T L(\gamma(t), \dot{\gamma}(t)) dt, & \text{if } \gamma \text{ is absolutely continuous}, \\
+\infty, & \text{otherwise}.
\end{cases}$$

**Theorem 5.2.** Under assumptions (3)–(6), (9) and (76) the family of processes $\{\xi^\varepsilon(t), 0 \leq t \leq T\}$ satisfies, as $\varepsilon \to 0$, the large deviation principle in the Skorokhod space $\mathcal{D}(\mathbb{R}^d)$ with the rate function $I_\Lambda(\cdot)$.

The proof of this Theorem is based on the large deviations results obtained for processes with independent increments and the arguments of perturbation theory. Since, in contrast with the case of diffusion processes, in our case the coefficient $\Lambda(x, y)$ depends on two variables, $x$ and $y$, the results of the previous works do not apply directly and require some adaptation. The detailed proof of Theorem 5.2 is provided in the Appendix.

Denote

$$\zeta(x) = \arg\min_p L_\Lambda(x, p).$$

It is straightforward to check that

$$\zeta(x) = -\Lambda(x, x) \int_{\mathbb{R}^d} a(z) z \, dz = \Lambda(x, x) \nabla H(\lambda)|_{\lambda=0}. \quad (80)$$

Letting $\gamma^0_x(t)$ be the solution of the ODE

$$\dot{\gamma}(t) = \zeta(\gamma(t)), \quad \gamma(0) = x,$$

one can deduce from the last theorem the following

**Corollary 5.3.** For any $x \in \mathbb{R}^d$

$$\lim_{\varepsilon \to 0} \mathbb{E}\left( \sup_{0 \leq t \leq T} |\xi^\varepsilon_x(t) - \gamma^0_x(t)| \right) = 0.$$ 

6 The general case of locally periodic environment $\Lambda(x, y, \frac{x}{\varepsilon}, \frac{y}{\varepsilon})$

In this section we consider the case of the most general locally periodic media. Here we assume that $\Lambda^\varepsilon(x, y) = \Lambda(x, y, \frac{x}{\varepsilon}, \frac{y}{\varepsilon})$, where $\Lambda(x, y, \xi, \eta)$ satisfies conditions (7)–(9).

Here for each $x \in \mathbb{R}^d$ we introduce a Hamiltonian $H = H(x, \lambda)$ in the same way as in (57), $x$ being a parameter. Namely, we set

$$H(x, \lambda) := \mathfrak{z}(A_{x, \lambda}) = \begin{cases} 
\theta(x, \lambda), & \lambda \in \Gamma(x), \\
-g_{\min}(x), & \text{otherwise};
\end{cases} \quad (81)$$
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here
\[ A_{x,\lambda} u(z) = \int_{\mathbb{R}^d} \Lambda(x, x, z, y) a(z - y) e^{\lambda(z - y)} u(y) \, dy - \int_{\mathbb{R}^d} \Lambda(x, x, z, y) a(z - y) u(z), \]

and, for each \( x \), we define \( \Gamma(x) \), \( \theta(x, \lambda) \) and \( g_{\min}(x) \) in the same way as in Section 4. Then we introduce the corresponding Lagrangian \( L(x, \zeta) \). The main result of this section reads:

**Theorem 6.1.** Let conditions (3)–(9) be fulfilled. Then the family of processes \( \xi_{\epsilon}^{x}(\cdot) \) with the generators \( A_{\epsilon} \) defined in (2) satisfies, as \( \epsilon \to 0 \), the large deviation principle in the path space \( \mathcal{D}([0, T]; \mathbb{R}^d) \); the corresponding rate function is given by

\[
I(\gamma(\cdot)) = \begin{cases} 
\int_0^T L(\gamma(t), \dot{\gamma}(t)) \, dt, & \text{if } \gamma \text{ is abs. cont. and } \gamma(0) = x, \\
+\infty, & \text{otherwise.}
\end{cases}
\]

**Proof.** The proof relies on combining the statement of Theorem 4.10 and the arguments used in the proof of Theorem 5.2. We leave the details to the reader. \( \square \)

It is interesting to observe that for small \( \epsilon > 0 \) the process \( \xi_{\epsilon}^{x}(\cdot) \) can be interpreted as a small random perturbation of a deterministic dynamical system defined by the ODE

\[
\dot{\gamma}(t) = \nabla_{\lambda} H(\gamma(t), 0), \quad \gamma(0) = x.
\]  

(82)

**Corollary 6.2.** For any \( x \in \mathbb{R}^d \)

\[
\lim_{\epsilon \to 0} \mathbb{E}\{ \sup_{0 \leq t \leq T} |\xi_{\epsilon}^{x}(t) - \gamma_{x}(t)| \} = 0,
\]

where \( \gamma_{x}(\cdot) \) is a solution of (82).

### 7 Appendix

**Proof of Theorem 5.2.** Consider an absolutely continuous curve \( \gamma(\cdot) \) such that

\[
I_{A}(\gamma) = \int_0^T L_{A(\gamma(t), \dot{\gamma}(t))} \, dt < +\infty.
\]

We first justify the upper bound. For any \( N \geq 2 \) denote by \( \gamma_{N} \) a piece-wise linear interpolation of \( \gamma \) such that \( \gamma_{N}(t_j) = \gamma(t_j) \) with \( t_j = j \frac{T}{N} \), \( j = 0, 1, \ldots, N \), and by \( \tilde{\gamma}_{N} \) the corresponding piece-wise constant interpolation, \( \tilde{\gamma}_{N}(t) = \gamma(t) \) for \( t \in [t_j, t_j + \frac{1}{N}] \). For any \( \varkappa > 0 \) there exists \( \delta > 0 \) such that for all \( N \geq \delta^{-1} \) we have

\[
\int_0^T L_{A(\tilde{\gamma}_{N}(t), \dot{\gamma}_{N}(t))} \, dt > I_{A}(\gamma) - \varkappa.
\]

Denote by \( \nu(s) \) the modulus of continuity of \( L(x, y) \) in 1-neighbourhood of the curve \( \gamma \). Since \( \min_{\phi \in S^{d-1}} r^{-1} L(r\phi) \) tends to infinity as \( r \to \infty \), there exists a function \( \delta_0(\delta) > 0 \)
such that $\delta_0(\delta) \to 0$ as $\delta \to 0$, and $\min_{\phi \in \mathcal{S}'} \left\{ \delta L(\frac{\tau_0}{r}) : r \geq \frac{\delta_0}{2} \right\} \to \infty$. It is then clear that for any sufficiently small $\delta > 0$ there exists $\delta_1(\delta) > 0$ such that

$$\left| \sum_{j=0}^{N-1} \delta L(\Lambda(t_j), \gamma(t_j) + \nu(\delta_0)) \left( \frac{x_{j+1} - x_j}{\delta} \right) - \int_0^T L_{\Lambda(\gamma(t), \gamma(t))}(\gamma(t)) \, dt \right| \leq \varepsilon,$$

if $|x_j - \gamma(t_j)| \leq \delta_1$, $j = 0, \ldots, N$.

Consider a Markov process $\xi^\varepsilon_{x_{t},N}(t)$, $0 \leq t \leq T$, whose generator on the interval $[t_j, t_j + \frac{\delta}{\varepsilon}]$ is

$$A^\varepsilon_j v(x) = \frac{1}{\varepsilon^d+1} \int_{\mathbb{R}^d} (\Lambda_j(x, y) + \nu(\delta_0)) \frac{(x - y)}{\varepsilon} (v(y) - v(x)) \, dy, \quad j = 0, 1, \ldots, N.$$

We also define a Markov process $\tilde{\xi}^\varepsilon_{x,N}(t)$, $0 \leq t \leq T$ such that its generator on the interval $[t_j, t_j + \frac{\delta}{\varepsilon}]$ reads

$$\tilde{A}^\varepsilon_j v(x) = \frac{1}{\varepsilon^d+1} \int_{\mathbb{R}^d} (\Lambda_j(x, y) + \nu(\delta_0)) \frac{(x - y)}{\varepsilon} (v(y) - v(x)) \, dy, \quad j = 0, 1, \ldots, N,$

with $\Lambda_j(x, y) = \Lambda(\gamma(t_j), \gamma(t_j) + \nu(\delta_0))$ if $|x| + |y| \leq \delta_0$, and $\Lambda_j(x, y) = \Lambda(x, y)$ otherwise.

Using the inequality similar to that in (66) we conclude that for any $x$ such that $|x - \gamma(t_j)| \leq \delta_1$ the density $q^\varepsilon_{x,N}(t, x, y)$ of the process $\xi^\varepsilon_{x,N}(t)$, $\tilde{\xi}^\varepsilon_{x,N}(t_j) = x$, on the set $\{(y, t) : t_j \leq t \leq t_j + \delta, |y - \gamma(t_j)| > 2\delta_0\}$ does not exceed $\exp \left( - \frac{\delta}{2 \varepsilon} L_{\Lambda^+}(\frac{\delta}{\varepsilon}) \right)$. Denote by $q^\varepsilon_{x,N}(t, x, y)$ the density of the process $\xi^\varepsilon_{x,N}(t)$, $\xi^\varepsilon_{x,N}(t_j) = x$. Straightforward computations show that the difference $\Xi^\varepsilon(t, x, y) = q^\varepsilon_{x,N}(t, x, y) - q^\varepsilon_{x,N}(t, x, y)$ satisfies on the interval $(t_j, t_j + \delta)$ the equation

$$\partial_t \Xi^\varepsilon = \int_{\mathbb{R}^d} [\Lambda(\gamma(t), \gamma(t_j)) + \nu(\delta_0)](\frac{x-z}{\varepsilon})(\Xi^\varepsilon(t, x, z) - \Xi^\varepsilon(t, x, y)) \, dz + R^\varepsilon(t, x, y),$$

with

$$|R^\varepsilon(t, x, y)| \leq \exp \left( - \frac{\delta}{2 \varepsilon} L_{\Lambda^+}(\frac{\delta}{\varepsilon}) \right)$$

and $\Xi^\varepsilon(t_j, x, y) = 0$.

With the help of the standard a priori estimates this yields

$$\|q^\varepsilon_{x,N}(t, x, y) - q^\varepsilon_{x,N}(t, x, y)\|_{L^2(\mathbb{R}^d)} \leq \exp \left( - \frac{\delta}{4 \varepsilon} L_{\Lambda^+}(\frac{\delta}{\varepsilon}) \right).$$

We choose $\delta > 0$ in such a way that $\frac{\delta}{4} L_{\Lambda^+}(\frac{\delta}{3}) > M$ with $M = I_\Lambda(\gamma) + 1$. Combining the above estimates we obtain

$$\mathbb{P}\{\text{dist}(\xi^\varepsilon(\cdot), \gamma(\cdot)) \leq \delta_1\} \leq \exp \left( \frac{2\nu(\delta_0)}{\varepsilon} T \right) \mathbb{P}\{\text{dist}(\tilde{\xi}^\varepsilon_{x,N}(\cdot), \gamma(\cdot)) \leq \delta_1\} \leq \exp \left( \frac{2\nu(\delta_0)}{\varepsilon} T \right) \left[ \mathbb{P}\{||\xi^\varepsilon_{x,N}(t_j) - \gamma(\pi(t_j))|| \leq \delta_1, j = 0, \ldots, N\} + \exp \left( - \frac{M}{\varepsilon} \right) \right] \leq \exp \left( \frac{2\nu(\delta_0)}{\varepsilon} T \right) \exp \left( - \int_0^T L_{\Lambda(\gamma(t), \gamma(t))}(\gamma(t)) \, dt + \varepsilon \right) \quad (83)$$
\[
\leq \exp\left(\frac{2\nu(\delta_0)T}{\varepsilon}\right) \exp\left[\frac{(1+o(1))}{\varepsilon} (- I_A(\gamma) + 2\varepsilon)\right],
\]
where \(o(1)\) tends to zero as \(\varepsilon \to 0\). This implies the desired upper bound.

We turn to the lower bound. Here we introduce \(\delta_1 = \delta_1(\delta)\) and \(\delta_0 = \delta_0(\delta)\) in such a way that
\[
\left| \sum_{j=0}^{N-1} \delta L(\Lambda(\gamma(t_j), \gamma(t_j)) - \nu(\delta_0)) \left(\frac{x_{j+1} - x_j}{\delta}\right) - \int_0^T L(\xi_N(t), \xi_N(t)) (\gamma_N(t)) \, dt \right| \leq \kappa,
\]
Define Markov processes \(\xi^{\varepsilon, N}(t)\) and \(\tilde{\xi}^{\varepsilon, N}(t), 0 \leq t \leq T\), whose generators on the interval \([t_j, t_j + \frac{1}{N}]\) read, respectively,
\[
A^{\varepsilon, t_j} v(x) = \frac{1}{\varepsilon^{d+1}} \int_{\mathbb{R}^d} [\Lambda(\gamma(t_j), \gamma(t_j)) - \nu(\delta_0)] a\left(\frac{x - y}{\varepsilon}\right) (v(y) - v(x)) dy, \quad j = 0, 1, \ldots, N.
\]
and
\[
\tilde{A}^{\varepsilon, t_j} v(x) = \frac{1}{\varepsilon^{d+1}} \int_{\mathbb{R}^d} (\Lambda_{-t_j}(x, y) a\left(\frac{x - y}{\varepsilon}\right) (v(y) - v(x)) dy, \quad j = 0, 1, \ldots, N,
\]
with \(\Lambda_{-t_j}(x, y) = \Lambda(\gamma(t_j), \gamma(t_j)) - \nu(\delta_0)\) if \(|x| + |y| \leq \delta_0\), and \(\Lambda(t, y) = \Lambda(x, y)\) otherwise.
By comparison with the process \(\xi^{+, \varepsilon}(t)\) one can show that for any \(M > 0\) for sufficiently small \(\delta > 0\) we have
\[
\mathbb{P}\left\{ \sup_{t_j \leq t \leq t_j + \delta} |\xi^{\varepsilon}(t) - \xi^{\varepsilon}(t_j)| \geq \delta_0 \right\} \leq \exp\left(\frac{-M}{\varepsilon}\right).
\]
Using this inequality and choosing \(M = I_A(\gamma) + 2\), in the same way as in the proof of the upper bound we obtain
\[
\mathbb{P}\left\{ \sup_{0 \leq t \leq T} |\xi^{\varepsilon}(t) - \gamma(t)| \leq \delta_0 \right\} \geq \mathbb{P}\left\{ \max_j |\xi^{\varepsilon}(t_j) - \gamma(t_j)| \leq \delta_1 \right\} - \exp\left(\frac{-M-1}{\varepsilon}\right)
\]
\[
\geq \exp\left(\frac{-2\nu(\delta_0)T}{\varepsilon}\right) \mathbb{P}\left\{ \max_j |\tilde{\xi}^{\varepsilon, N}(t_j) - \gamma(t_j)| \leq \delta_1 \right\} - \exp\left(\frac{-M-1}{\varepsilon}\right)
\]
\[
\geq \exp\left(\frac{-2\nu(\delta_0)T}{\varepsilon}\right) \mathbb{P}\left\{ \max_j |\xi^{\varepsilon, N}(t_j) - \gamma(t_j)| \leq \delta_1 \right\} - \exp\left(\frac{-M-1}{\varepsilon}\right)
\]
\[
\geq \exp\left(\frac{-2\nu(\delta_0)T}{\varepsilon}\right) \mathbb{P}\left\{ \max_j |\xi^{\varepsilon, N}(t_j) - \gamma(t_j)| \leq \delta_1 \right\} - \exp\left(\frac{-M-1}{\varepsilon}\right)
\]
\[
\geq \exp\left(\frac{-2\nu(\delta_0)T}{\varepsilon}\right) \exp\left[\frac{(1+o(1))}{\varepsilon} (- \int_0^T L(\xi_N(t), \xi_N(t)) (\gamma_N(t)) \, dt - \kappa)\right]
\]
where \(o(1)\) tends to zero as \(\varepsilon \to 0\). This yields the lower bound.
We should also show that for any \(s \geq 0\), any \(\delta_0 > 0\) and any \(\kappa > 0\)
\[
\mathbb{P}\{\text{dist}(\xi^{\varepsilon}(\cdot), \Phi(s)) > \delta_0\} \leq \exp\left\{\frac{-s - \kappa}{\varepsilon}\right\}
\] (84)
for all sufficiently small \(\varepsilon\). The proof of this inequality relies on the arguments from the proof of Lemma 4.16 and that of inequality (83). One should combine these arguments in a straightforward way. We skip the details. □
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