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Abstract. We consider a class of pseudo-relativistic Hartree equations in presence of general nonlinearities not satisfying the Ambrosetti-Rabinowitz condition. Using variational methods based on critical point theory, we show the existence of two non trivial signed solutions, one positive and one negative.

1. Introduction

In this paper we deal with a general class of pseudo-relativistic Schrödinger equations with a Hartree non-linearity. Such equations emerge from the description of pseudo-relativistic boson stars (see [16] for a physical derivation of the problem), but also as the mean field limit description of a quantum relativistic Bose gas (see [9] and [17]). Fröhlich and Lenzmann in [11] and [10] approached the problems of existence, blowing up and stability of solutions. The problem they studied in [11] took the following form:

\begin{equation}
\label{1.1}
i\psi_t = \sqrt{-\Delta + m^2} \psi - \left( \frac{1}{|x|} * |\psi|^2 \right) \psi \text{ in } \mathbb{R}^3,
\end{equation}

Here \( \psi \) is a complex valued wave function which describes the quantum status of a particle, while the operator involving the square root represents its relativistic kinetic and rest energies, and reduces to the usual half Laplacian \((-\Delta)^{1/2}\) when \( m = 0 \). Besides, the term \( 1/|x| \) inside the convolution product stands for the Newtonian gravitational potential in \( \mathbb{R}^3 \) and represents repulsive forces among the particles.

In [24], a generalized version of (1.1) is studied, allowing for an additional potential term \( f : \mathbb{R}^N \times \mathbb{R} \to \mathbb{R} \), which takes into account other external forces, and, in addition, a general field potential \( W \) replaces the Newtonian one. In this setting, equation (1.1) takes the following form:

\begin{equation}
\label{1.2}
i\psi_t = \sqrt{-\Delta + m^2} \psi - \lambda \left( W * |\psi|^2 \right) \psi - f(x, \psi) \text{ in } \mathbb{R}^N,
\end{equation}

with \( \lambda \in \mathbb{R} \).

In this paper we search solutions of a problem corresponding to (1.2) but settled in a bounded domain \( \Omega \) of \( \mathbb{R}^N \). This allows us to remove the hypothesis of radial symmetry of the solutions and of the potential \( f \) assumed in [24]. The problem we
study is the following one:

\[
\begin{cases}
    i\psi_t(x,t) = \sqrt{-\Delta + m^2} \psi(x,t) - \\
    \quad -\lambda \left( \int_{\Omega} G(x,y)|\psi(y,t)|^2 dy \right) \psi(x,t) - f(x,\psi(x,t)) & \text{in } \Omega, \\
    \psi(x,t) = 0 & \text{on } \partial \Omega, \ \forall t
\end{cases}
\]

with \( \lambda \in \mathbb{R} \) and \( \Omega \subset \mathbb{R}^N \) bounded.

In (1.3), passing from \( \mathbb{R}^N \) to \( \Omega \), we have replaced the Newtonian–like kernel \( W(x-y) \) with the Green function \( G(x,y) \) associated to the Laplace operator in \( \Omega \) (indeed this is the Coulomb–type interaction between particles in boson stars), and we consider homogeneous boundary conditions on \( \partial \Omega \). In this way, the corresponding potential \( \phi \) at time \( t \) takes the form \( \phi(x) = \int_{\Omega} G(x,y)|\psi(y,t)|^2 dy. \) From now on we will adopt the symbol \( \langle G, \psi \rangle = \int_{\Omega} G(x,y)|\psi(y,t)|^2 dy \) for the previous potential term. We also note that potential \( \phi(x) = \langle G, \psi \rangle \) is the solution of the linear problem

\[
\begin{cases}
    -\Delta \phi(x,t) = 4\pi|\psi(x,t)|^2 & \text{in } \Omega \\
    \phi = 0 & \text{on } \partial \Omega
\end{cases}
\]

for every \( t \), so that problem (1.3) can be written as a system with an additional equation for \( \phi \), as similarly done in [2], [8], [7], [22].

It is worth reminding some general properties of Green functions for \( C^1 \) bounded domains \( \Omega \), which we shall use later (for instance, see [13]). Green functions \( G : \Omega \times \Omega \to \mathbb{R} \cup \{\infty\} \) are non negative, symmetric with respect to their variables, and when \( N \geq 3 \) they verify the inequality \( G(x,y) \leq C|x-y|^{2-N} \), where the right hand side is the kernel of the Newtonian like potential. More generally, inspired by the above inequality, in our setting we consider a function \( G \) which is symmetric, non negative and satisfies certain integrability conditions. To be precise, we will require \( G(x,y) \leq W(x-y) \), with \( W \) satisfying some integrability conditions which cover the case of the Newtonian kernel for \( N \geq 3 \).

In order to obtain existence of solutions for problem (1.3), it is crucial to specify some hypothesis on the external potential \( F(x,\psi) = \int_0^s f(x,s)ds \). The prototype for \( F \) is a power–like potential, so it is natural to require \( F(x,s) = F(x,|s|) \) and \( f(x,e^{i\theta}|s|) = e^{i\theta} f(x,|s|) \). This is not restrictive in the setting of Abelian Gauge Theories (see [3], [23]), and it allows us to search for real solutions of the stationary equation associated to (1.3). Indeed, we focus on solutions in the form of solitary waves, i.e. on functions of the form

\[
\psi(x,t) = e^{-i\omega t} u(x),
\]

where \( \omega \in \mathbb{R} \) and \( u : \Omega \to \mathbb{R} \).

After substitution of (1.5) into (1.3), and considering that the operator \( \sqrt{-\Delta + m^2} \) acts only on the spatial coordinates, we see that function \( u \) satisfies the following stationary equation:

\[
\begin{cases}
    \sqrt{-\Delta + m^2} u - \omega u - \lambda \langle G, u^2 \rangle u - f(x,u) = 0 & \text{in } \Omega, \\
    u = 0 & \text{on } \partial \Omega
\end{cases}
\]
We remark that a standard assumption on $F$ for solving stationary equations like (1.6) is the fulfillment of the usual Ambrosetti-Rabinowitz condition, see [3], [23], [25] (or a reversed one (see [24]). We recall that this condition reads as follows: there exists $\mu > 2$ such that

\begin{equation}
0 < \mu F(x, s) \leq sf(x, s) \quad \text{for a.e. } x \in \Omega \text{ and for all } s \in \mathbb{R}.
\end{equation}

Condition (1.7) is very useful to prove that Palais–Smale sequences are bounded, and in turn that Palais Smale condition (PS-condition in short) holds, so that an essential ingredient in variational methods is guaranteed.

Although very convenient, condition (1.7) rules out many interesting nonlinearities. For this reason, many efforts have been done recently to remove or relax it (see Li, Wang, Zeng [14], [15], [18], [19], Myagaki and Souto [21]). In this paper, we adopt the strategy of Mugnai and Papageorgiou ([26]), which consists in requiring a quasi-monotone property for the function

\begin{equation}
\sigma(x, s) = f(x, s)s - 2F(x, s) \quad \text{for a.e. } x \in \mathbb{R}^N \text{ and for all } s \in \mathbb{R},
\end{equation}

see Section 2 for the precise assumptions. The purpose of this paper is to show that, under our weak assumptions, equation (1.6) has two non-trivial bounded solutions.

In order to prove this result, we will employ an a priori estimate for solutions of (1.6) of independent interest, see Proposition 1 below.

2. Extended problem and assumptions

We start this section by reviewing the essential tools to face problem (1.6). We follow the idea of extending equation (1.6) to an equivalent one in higher dimension, by means of the Dirichlet-to-Neumann operator $-\frac{\partial}{\partial x_{N+1}}$ (see [4] for this procedure in bounded domains and [5] for the whole spatial domain). This method leads us to consider the following problem:

\begin{equation}
\begin{cases}
-\Delta v + m^2 v = 0 & \text{in } \mathcal{C}, \\
-\frac{\partial v}{\partial x_{N+1}} = \omega v + \lambda \langle G, v^2 \rangle v + f(x, v) & \text{on } \Omega \times \{0\}, \\
v = 0 & \text{on } \partial L \mathcal{C} := \partial \Omega \times [0, \infty),
\end{cases}
\end{equation}

where $\mathcal{C} = \Omega \times (0, \infty)$ is the positive half cylinder with base $\Omega$ and $\partial L \mathcal{C}$ is its lateral boundary. As in [4], we have that if $v$ satisfies (2.1), then its trace $u(\cdot) := v(\cdot, 0)$ on $\Omega \times \{0\}$ satisfies problem (1.6).

In order to define a weak solution of (2.1) (see Cabré and Tan [4]), we introduce the Sobolev space

\begin{equation}
H_{0,L}^1(\mathcal{C}) = \left\{ v \in H^1(\mathcal{C}) : v = 0 \text{ a.e. on } \partial_1 \mathcal{C} \right\},
\end{equation}

equipped with the inner product

\begin{equation}
\langle u, v \rangle = \int_{\mathcal{C}} (Du \cdot Dv + m^2 uv) dxdx_{N+1},
\end{equation}

which makes $H_{0,L}^1(\mathcal{C})$ a Hilbert space with respect to the induced norm (here and henceforth we shall denoted by $x$ a general point of $\Omega$ and by $x_{N+1}$ an element of $[0, \infty)$).

Hence, we can give the following
Definition 1 (Weak Solution). A function $v \in H^1_{0,L}(\mathcal{C})$ is a weak solution of problem (2.1) if
\begin{equation}
\int_{\mathcal{C}} [Dv \cdot Dw + m^2 vw] \, dx dx_{N+1} = \int_{\Omega} [wv + \lambda \langle G, v^2 \rangle v + f(x,v)] \, w \, dx
\end{equation}
for every $w \in H^1_{0,L}(\mathcal{C})$.

Recalling that $G$ is symmetric, it is easy to see that problem (2.3) is of variational nature, so that a function $v$ in $H^1_{0,L}(\mathcal{C})$ satisfies (2.3) if and only if it is a critical point of the following energy functional $J : H^1_{0,L}(\mathcal{C}) \rightarrow \mathbb{R}$ defined as
\begin{equation}
J(v) = \frac{1}{2} \int_{\mathcal{C}} \|Dv\|^2 + m^2 v^2 \, dx dx_{N+1} - \int_{\Omega} \left[ \frac{\omega}{2} v^2 + \frac{\lambda}{4} \langle G, v^2 \rangle v^2 + F(x,v) \right] \, dx,
\end{equation}
or, in compact form,
\begin{equation}
J(v) = \frac{1}{2} \|Dv\|^2 + m^2 \|v\|^2 - \frac{\omega}{2} \|v\|^2 - \frac{\lambda}{4} \int_{\Omega} \langle G, v^2 \rangle v^2 \, dx - \int_{\Omega} F(x,v) \, dx,
\end{equation}
where $\|\cdot\|^p$ and $\|\cdot\|_p$ denote the $L^p$ norm in $\Omega$ and in $\mathcal{C}$, respectively. The derivative of functional $J$ acts on any function $w \in H^1_{0,L}(\mathcal{C})$ in the following way:
\begin{equation}
J'(v)w = \langle Dw, Dw \rangle_{2,N+1} + m^2 \langle v, w \rangle_{2,N+1} - \omega \langle v, w \rangle_{2,N} \quad \text{for a.e. } x \in \Omega.
\end{equation}

Of course, the previous considerations are just formal ones, if we don't assume appropriate conditions on $f$ and $G$. For this, throughout this paper we make the following assumptions, which guarantee that the formal considerations above are indeed true:

$\Omega \subset \mathbb{R}^N$, $N \geq 2$, is a bounded domain with boundary of class $C^{2,\alpha}$;

(H): $f : \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carathéodory function, with $f(x,0) = 0$ for a.e. $x \in \Omega$.

Moreover, if $F(x,s) := \int_{0}^{s} f(x,\tau)d\tau$, we suppose that

Hi): there exist $c > 0$, $a \in L^{\infty}(\Omega)$, $a \geq 0$ a.e. in $\Omega$, and $r \in \left(2, \frac{2N}{N-1}\right)$ such that
\[ |f(x,s)| \leq a(x) + c|s|^{r-1} \]
for a.e. $x \in \Omega$ and all $s \in \mathbb{R}$;

Hii): $\lim_{|s| \rightarrow \infty} \frac{F(x,s)}{s^2} = +\infty$ uniformly for a.e. $x \in \Omega$;

Hiii): if $\sigma(x,s) := f(x,s)s - 2F(x,s)$, there exists $\beta^* \in L^1_+(\Omega)$ s.t.
\[ \sigma(x,s) \leq \sigma(x,t) + \beta^*(x) \]
for a.e. $x \in \Omega$ and all $0 \leq s \leq t$ or $t \leq s \leq 0$;

Hiv): there exists $\theta \in L^{\infty}_+(\Omega)$ with $\theta_{\infty} = |\theta|_{\infty} < m - \omega$ such that
\[ \limsup_{s \rightarrow 0} \frac{F(x,s)}{s^2} \leq \frac{\theta(x)}{2}. \]
Concerning $G$, as a generalization of the Green function of the domain $\Omega$, which belongs to $L^r(\Omega)$ for $r < N$, we assume the natural hypothesis (G): $G \geq 0$, $G(x,y) = G(y,x)$ and $G(x,y) \leq W(x-y)$ for every $(x,y) \in \Omega \times \Omega$, where $W \geq 0$ in $\mathbb{R}^N$, $W \in L^r(\mathbb{R}^N)$ for some $r \in (\frac{N}{N+1}, \infty)$ and $W = 0$ in $\mathbb{R}^N \setminus \Omega$.

3. Technical inequalities

We now establish some useful inequalities which will be used extensively throughout the paper.

We start with the continuous inclusions (see [4, Lemma 2.4])

$$(3.1) \quad H^1_{0, L}(C) \hookrightarrow L^r(\Omega) \quad \text{for all } r \in \left[1, \frac{2N}{N+1}\right],$$

and the compact ones (see [4, Lemma 2.5])

$$(3.2) \quad H^1_{0, L}(C) \hookrightarrow L^r(\Omega) \quad \text{for all } r \in \left[1, \frac{2N}{N+1}\right].$$

Now, take $v \in C^\infty(\mathbb{R}_{+}^{N+1}) \cap H^1_{0, L}(C)$; then, proceeding as in [24],

$$(3.3) \quad \int_\Omega |v(x,0)|^q dx = \int_\Omega \left( - \int_0^\infty \frac{\partial}{\partial x_{N+1}} |v(x,x_{N+1})|^q dx_{N+1} \right) dx$$

$$= -q \int_\Omega |v(x,x_{N+1})|^{q-2} v(x,x_{N+1}) \frac{\partial v}{\partial x_{N+1}}(x,x_{N+1}) dx dx_{N+1}$$

Applying the Hölder inequality with exponent 2, we get

$$(3.4) \quad \int_\Omega |v(x,0)|^q dx \leq q \left\| v^{q-1} \right\|_2 \left\| \frac{\partial v}{\partial x_{N+1}} \right\|_2 \leq q \left\| v \right\|^{q-1}_{(q-1)} \left\| Dv \right\|_2.$$

By interpolation for $2(q-1)$ between 2 and $2^{\sharp} = \frac{2N}{N-1}$, followed by the Sobolev embedding inequality, we find the trace inequality

$$|v|_q \leq S_q \|v\|$$

for every $v \in C^\infty(\mathbb{R}_{+}^{N+1}) \cap H^1_{0, L}(C)$, where $S_q$ is an absolute positive constant.

Moreover, if we use the Cauchy inequality in (3.3), when $q = 2$ we obtain

$$(3.5) \quad |v|_2^2 = \int_\Omega |v(x,0)|^2 dx \leq \epsilon \|v\|^2_2 + \frac{1}{\epsilon} \left\| \frac{\partial v}{\partial x_{N+1}} \right\|_2^2.$$

In particular, choosing $\epsilon = m$, (3.5) gives the following estimate for the trace norm:

$$(3.6) \quad |v|_2^2 \leq m \|v\|^2_2 + \frac{1}{m} \left\| \frac{\partial v}{\partial x_{N+1}} \right\|_2^2 \leq m \|v\|^2_2 + \frac{1}{m} \|Dv\|^2_2 \forall v \in C^\infty(\mathbb{R}_{+}^{N+1}) \cap H^1_{0, L}(C).$$

Finally, by density, we have that all the inequalities above hold for every $v \in H^1_{0, L}(C)$.

Now, we proceed by inferring some inequalities on $F$ which come directly from hypothesis (H). First, a direct integration of (Hi) gives

$$(3.7) \quad |F(x,s)| \leq a(x)|s| + \frac{c}{r}|s|^r \quad \text{for a.e. } x \in \Omega \text{ and for all } s \in \mathbb{R}. $$
Furthermore, from (Hiv) we can say that for any $\epsilon > 0$ there exists $\delta = \delta(\epsilon) > 0$ such that
\begin{equation}
F(x, s) \leq \frac{\theta(x) + \epsilon}{2} s^2 \text{ for a.e. } x \in \Omega \text{ and for all } |s| < \delta.
\end{equation}

From (3.7) and (3.8), we deduce that
\begin{equation}
F(x, s) \leq \frac{\theta(x) + \epsilon}{2} s^2 + C \varepsilon |s|^r \text{ for a.e. } x \in \Omega \text{ and for all } s \in \mathbb{R},
\end{equation}
where $C \varepsilon = C_{\delta(\epsilon)} = \|a\|_{\infty} \delta^{-1} + \frac{C}{2}$. We end this section by showing an estimate involving field potential $G$. First, extend $G$ outside $\Omega \times \Omega$ and any function $u, v, w \in H^1_0, L^p(C)$ outside $\Omega \times \{0\}$ in a trivial way. By Hölder’s inequality, if $2q \in [2, 2^♯)$, we get
\begin{equation}
\left| \int_\Omega \langle G, v^2 \rangle u w \, dx \right| \leq \|W, v^2\|_{2q} |uw|_q = |W * v^2|_{2q} |uw|_q,
\end{equation}
where $*$ denotes the usual convolution product in $\mathbb{R}^N$ and where we have denoted traces on $\Omega \times \{0\}$ simply by functions themselves. Now, apply Young’s inequality for convolutions, choosing $q$ so that $\frac{1}{q'} = \frac{1}{r} + \frac{1}{q} - 1$, that is $q = \frac{2r}{2r - 1}$, so that from the previous inequality we get
\begin{equation}
\left| \int_\Omega \langle G, v^2 \rangle u w \, dx \right| \leq |W|_r |v|^{2q}_{2q} |uw|_q \leq |W|_r |v|^{2q}_{2q} |u|_{2q} |w|_{2q}.
\end{equation}
We remark that, since $r \in \left(\frac{N}{2}, \infty\right)$, we have $1 < q < N/(N - 1)$. Finally, by the interpolation and the Sobolev inequalities, we get that there exists $C_G > 0$ such that
\begin{equation}
\left| \int_\Omega \langle G, v^2 \rangle u w \, dx \right| \leq C_G \|v\|^2 \|u\| \|w\| \text{ for any } u, v, w \in H^1_0, L^p(C).
\end{equation}

4. Regularity of weak solutions

In this section we briefly complement Cabré–Tan’s results on regularity of weak solutions: such results seem to be very natural, and are related to the regularity properties established in [4, Proposition 3.1] for $m = 0$ and in [6, Theorem 3.2 and Proposition 3.9].

**Proposition 1.** Suppose $\Omega \subset \mathbb{R}^N$ is a Lipschitz bounded domain with $\alpha \in (0, 1)$. Then, under hypotheses (H) and (G), all weak solutions $v$ of problem (2.1) are of class $L^\infty(C) \cap C^\alpha(\Omega)$ and $u \in L^\infty(\Omega)$, being $u(\cdot) = v(\cdot, 0)$ a solution of (1.6). Moreover, for every $p \in [1, \infty]$ there exists $M_p > 0$ such that
\begin{equation}
\|v\|_{L^p(C)} \leq M_p
\end{equation}
and also
\begin{equation}
\|u\|_{L^p(\Omega)} \leq M_p.
\end{equation}

**Proof.** In order to prove the first statement, we need only minor changes in the proof of [6, Theorem 3.2], and for this here we will be sketchy. As usual, set
$v_T = \max \{v_-, T\}$ and, fixed $\beta > 0$, apply (2.3) with $w = vv_T^{2\beta} \in H^1_{0,L}(C)$. Then we get
\[
\|vv_T^{\beta}\|^2 = \int_C \left( |D(vv_T^{\beta})|^2 + (vv_T^{\beta})^2 \right) dx_{N+1}
\leq c_\beta \int_{\Omega} \left( \omega v^2 v_T^{2\beta} + \lambda (G, v)^2 v_T^{2\beta} + f(x, v)vv_T^{2\beta} \right) dx.
\]
By (G) and (Hi) we can easily recover estimate (3.3) of [4], obtaining
\[
\int_C \left( |D(vv_T^{\beta+1})|^2 + (vv_T^{\beta+1})^2 \right) dx_{N+1} \leq c_\beta \int_{\Omega} \left( cv_T^{2\beta+2} dx + g vv_T^{2\beta+2} \right) dx
\]
for some $g \in L^N(\Omega)$. Hence, proceed as in [5] to obtain the claim. \hfill \square

Now, in order to state the regularity results, let us consider the problem
\[
\begin{cases}
\sqrt{-\Delta + m^2} u = g(x) & \text{in } \Omega, \\
 u = 0 & \text{on } \partial \Omega,
\end{cases}
\tag{4.1}
\]
and its related extended one
\[
\begin{cases}
-\Delta v + m^2 v = 0 & \text{in } C, \\
 \frac{\partial v}{\partial x_{N+1}} = g(x) & \text{on } \Omega \times \{ 0 \}
\end{cases}
\tag{4.2}
\]
\[
v = 0 & \text{on } \partial_L C := \partial \Omega \times [0, \infty).
\]

From now on, if $v$ solves (4.2), the associated solution of (4.1) will be denoted by $u = \text{tr} v$, meaning that $u(\cdot) = v(\cdot, 0)$. Adapting the proof of [4, Proposition 3.1], and representing the space of all traces on $\Omega \times \{0\}$ of functions in $H^1_{0,L}(C)$ by the symbol $\mathcal{V}_0$, we immediately have the following proposition:

**Proposition 2.** Let $\alpha \in (0, 1)$, $\Omega$ be a $C^{2,\alpha}$ bounded domain of $\mathbb{R}^N$, $v \in H^1_{0,L}(C)$ be the weak solution of (4.2), $u = \text{tr} v$ be the weak solution of (4.1) and $g \in \mathcal{V}_0 \cap L^p(\Omega)$ for some $p \in (1, \infty)$. Then $v \in W^{2,p}(\Omega \times (0, R))$ for all $R > 0$. If $g \in C^\alpha(\Omega \times \mathbb{R})$ and $g|_{\partial \Omega} = 0$, then $v \in C^{1,\alpha}(\Omega)$, $u \in C^{1,\alpha}(\mathbb{R})$.

5. **Constant sign solutions**

Our main result is the following

**Theorem 1.** Under hypotheses (H) and (G), for any $\lambda > 0$ problem (2.1) admits two non trivial bounded solutions, one strictly positive and one strictly negative in $\Omega$.

The proof of Theorem 1 is based on an application of the Mountain Pass Theorem to functionals $J_+(v)$, $J_-(v)$, defined in $H^1_{0,L}(C)$ as follows:
\[
J_\pm(v) = \frac{1}{2} \int_C [\|Dv\|^2 + m^2 v^2] dx_{N+1}
- \int_{\Omega} \left[ \frac{\omega}{2} v^2 + \frac{\lambda}{4} \left( G, v^\pm \right)^2 v^\pm + F_\pm(x, v) \right] dx.
\tag{5.1}
\]
Here $F_\pm(x, v) = F(x, \pm v^\pm)$, where $v^+ = \max\{v, 0\}$ and $v^- = \max\{-v, 0\}$ denote the positive and the negative part of $v$, respectively.

However, though verifying the geometrical assumptions of the mountain pass is not very hard, thanks to some inequalities established above, the verification of the compactness condition is the hardest part. Moreover, since our assumptions are
very general and do not imply a growth of order $q > 2$ at infinity, the usual Palais–Smale condition has to be replaced by the generally weaker Cerami condition:

**Definition 2.** Let $X$ be a Banach space with topological dual $X^*$. A $C^1$ functional $J : X \to \mathbb{R}$ is said to satisfy the Cerami condition - (C) for short - if every sequence $(u_n)_n \subset X$ such that $(J(u_n))_n$ is bounded and $(1 + \|u_n\|)J'(u_n) \to 0$ in $X^*$ as $n \to \infty$, has a convergent subsequence.

As shown by Bartolo-Benci-Fortunato [11], such a condition can successfully replace the Palais–Smale condition in proving a Deformation Theorem, and consequently a minimax theory for critical values. In particular, the classical Mountain Pass Theorem holds under this compactness condition and we will apply such a version (see [12, Corollary 5.2.7]).

Now, we will check the Mountain Pass hypothesis for $J_+$, but analogous results hold true with minor changes for $J_-$ (and $J$). In this way we will exhibit the existence of a positive and of a negative solution.

First, we show that $J_+$ has a strict local minimum at the origin: take $v \in H^1_{0,L}(C)$, then, by (3.11) and (3.9) we find

$$J_+(v) \geq \frac{1}{2} \|Du\|_2^2 + \frac{m^2}{2} \|v\|_2^2 - \frac{\omega}{2} \|v\|_2^2 - \lambda C_G \|v\|^4$$

(5.2)

$$- \int_\Omega \frac{\theta(x) + \epsilon}{2} (v^+)^2 dx - C_\epsilon |v^+|_r$$

$$\geq \frac{1}{2} \||Du\|_2^2 + m^2 \|v\|_2^2 - (\omega + \theta_\infty + \epsilon) |v_\infty|_2^2 - \lambda C_G \|v\|^4 - \tilde{C}_\epsilon \|v\|^r,$$

for some $\tilde{C}_\epsilon > 0$.

If $\omega + \theta_\infty + \epsilon \leq 0$, the claim follows immediately, since $r > 2$. If $\omega + \theta_\infty + \epsilon > 0$, by (Hiv) we can suppose that $\theta_\infty + \epsilon < m - \omega$, and using (3.13), we find a positive constant $\tilde{c}$ such that

$$J_+(v) \geq \frac{1}{2} \left(1 - \frac{\omega + \theta_\infty + \epsilon}{m}\right) \|Du\|_2^2 + \frac{1}{4} \left(m^2 - m(\omega + \theta_\infty + \epsilon)\right) \|v\|_2^2$$

(5.3)

$$- C_G \|v\|^4 - C_\epsilon \|v\|^r$$

$$\geq \tilde{c} \|v\|^2 - C_G \|v\|^4 - C_\epsilon \|v\|^r.$$

Thus, 0 is a strict local minimum for $J_+$, and there exists $\rho > 0$ such that

$$0 = J_+(0) < \inf \{J_+(u) : \|u\| = \rho\} := \eta_+.$$

Next, by (3.10), we have that for every $v \in H^1_{0,L}(C)$

$$J_+(v) \leq \frac{\max \{1, m^2\}}{2} \|v\|^2 - \frac{\omega}{2} \|v\|_2^2 - \lambda \int_\Omega \langle G(v^+)^2 \rangle v^+ dx$$

(5.5)

$$+ \frac{\theta_\infty + \epsilon}{2} \|v\|_2^2 + C_\epsilon |v|_r^r$$

Thus, if $t > 0$, and we choose a nonnegative $v \in H^1_{0,L}(C)$, there exist positive constants $c_1, c_2, c_3, c_4, c_5$ such that

$$J_+(tv) \leq c_1 t^2 - c_2 t^2 - c_3 t^4 + c_4 t^2 + c_5 t^r \xrightarrow{t \to \infty} -\infty,$$

since $r < 4$ for all $N \geq 2$. 
In this way we have proved the validity of the geometric conditions of the Mountain Pass Theorem. Next, we proceed by showing the compactness hypothesis in the form of the Cerami condition.

5.1. Verification of (C). Let \((u_n)_n\) be a Cerami sequence in \(H^1_{0,L}(C)\), i.e. a sequence such that

\[
\begin{cases}
|J_+(u_n)| \leq M \forall n \in \mathbb{N} \text{ and } \\
(1 + \|u_n\|) J'_+(u_n) \xrightarrow{n \to \infty} 0 \text{ in } [H^1_{0,L}(C)]^* 
\end{cases}
\]

for some \(M > 0\). Now, we prove that \((u_n)_n\) admits a converging subsequence.

**Lemma 1.** The sequence \((u_n)_n\) is bounded.

**Proof.** From (5.7) we have

\[
|J'_+(u_n)h| \leq \frac{\epsilon_n \|h\|}{1 + \|u_n\|} \quad \text{for all } h \in H^1_{0,L}(C),
\]

where \(\epsilon_n \to 0\) as \(n \to \infty\). Writing (5.8) explicitly, using the analogue of (2.6) for \(J_+\), we find

\[
\left| \int_{\mathcal{C}} [D_{u_n} \cdot D_h + m^2 u_n h] dx dx_{N+1} - \omega \int_{\Omega} u_n h dx \right|
\]

\[
- \lambda \int_{\Omega} \langle G, (u_n^+) \rangle u_n^+ h dx - \int_{\Omega} f(x, u_n) h dx \leq \frac{\epsilon_n \|h\|}{1 + \|u_n\|}
\]

Now, in (5.9) we choose alternatively \(h = u_n^-\) and \(h = u_n^+\), so that we find, respectively,

\[
\left\| D_{u_n} \right\|_2^2 + m^2 \left\| u_n^- \right\|_2^2 - \omega \left\| u_n^- \right\|_2^2 \leq \frac{\epsilon_n \|u_n\|}{1 + \|u_n\|},
\]

and

\[
\left\| D_{u_n}^+ \right\|_2^2 + m^2 \left\| u_n^+ \right\|_2^2 - \omega \left\| u_n^+ \right\|_2^2 \leq \frac{\epsilon_n \|u_n\|}{1 + \|u_n\|}
\]

By using (5.6), from (5.10) we immediately see that \((u_n^-)_n\) is bounded in \(H^1_{0,L}(C)\).

Now, we rewrite \(J_+(u_n)\) as sum of two components, acting on \(u_n^+\) and \(u_n^-\) separately:

\[
J_+(u_n) = \frac{1}{2} \left[ \left\| D_{u_n^-} \right\|_2^2 + m^2 \left\| u_n^- \right\|_2^2 - \omega \left\| u_n^- \right\|_2^2 \right] + \frac{1}{2} \left[ \left\| D_{u_n^+} \right\|_2^2 + m^2 \left\| u_n^+ \right\|_2^2 - \omega \left\| u_n^+ \right\|_2^2 \right]
\]

\[
- \frac{\lambda}{4} \int_{\Omega} \langle G, (u_n^+) \rangle (u_n^+) dx - \int_{\Omega} F(x, u_n^+) dx.
\]
By (5.12) we can write

\[ J_+(u_n) = \frac{1}{2} J'_+(u_n)(u_n^-) + \frac{1}{2} J'_+(u_n)(u_n^+) + \frac{\lambda}{4} \int_\Omega \langle G, (u_n^+)^2 \rangle (u_n^+)^2 dx \\
+ \frac{1}{2} \int_\Omega f(x, u_n^+)u_n^+ dx - \int_\Omega F(x, u_n^+) dx \\
= \frac{1}{2} J'_+(u_n)(u_n^-) + \frac{1}{2} J'_+(u_n)(u_n^+) + \frac{\lambda}{4} \int_\Omega \langle G, (u_n^+)^2 \rangle (u_n^+)^2 dx \\
+ \frac{1}{2} \int_\Omega \sigma(x, u_n^+) dx. \]

The first two terms of the last side are bounded by \( \epsilon_n \), see (5.8). Then,

\[ J_+(u_n) \geq -\epsilon_n + \frac{\lambda}{4} \int_\Omega \langle G, (u_n^+)^2 \rangle (u_n^+)^2 dx + \frac{1}{2} \int_\Omega \sigma(x, u_n^+) dx. \]

In addition, the last term is limited from below, since condition Hiii) implies that

\[ 0 = \sigma(x, 0) \leq \sigma(x, t) + \beta^*(x) \quad \forall t \geq 0. \]

As a consequence, from (5.13) we get

\[ J_+(u_n) \geq -\epsilon_n + \frac{\lambda}{4} \int_\Omega \langle G, (u_n^+)^2 \rangle (u_n^+)^2 dx + \frac{1}{2} \int_\Omega \sigma(x, u_n^+) dx. \]

Finally, from the bound on \( J_+(u_n) \), see (5.8) and the non negativity of \( G \), we get that there exists \( M \geq 0 \) such that

\[ \int_\Omega \langle G, (u_n^+)^2 \rangle (u_n^+)^2 dx \in [0, M] \quad \forall n \in \mathbb{N}. \]

Let us now remark that, by (5.13),

\[ \|D\|^2 + m^2 \|\cdot\|^2 - \omega |\cdot|^2 \]

defines a quantity which is equivalent to \( \|\cdot\|^2 \) in \( H^1_{0,L}(\mathcal{C}) \), which we shall denote by \( \|\cdot\|^2 \). From now on. Using this notation, starting from (5.11), by using (5.14), we get the existence of \( M_2 \geq 0 \) such that

\[ \left| \|u_n^+\|^2 - \int_\Omega f(x, u_n^+)u_n^+ \right| \leq M_2 \text{ for all } n \in \mathbb{N}. \]

Moreover, from the bound on \( J_+(u_n) \) given by (5.11), from the bound on the Green–potential term \( G \) in (5.14) and from the bound on \( u_n^- \), starting from (5.12), we also get

\[ \frac{1}{2} \|u_n^+\|^2 - \int_\Omega F(x, u_n^+) \leq M_3 \text{ for all } n \in \mathbb{N} \]

for some \( M_3 \geq 0 \). Combining both (5.15) and (5.16) we get

\[ \int_\Omega \sigma(x, u_n^+) \leq M_4 \text{ for all } n \in \mathbb{N} \]

for some \( M_4 \geq 0 \).
Claim: $u_n^+$ is bounded. We prove it by contradiction. Suppose that $(u_n^+)_n$ is not bounded; then, we may assume that $\|u_n^+\| \to \infty$, and that

$$y_n := \frac{u_n^+}{\|u_n^+\|} \to y \text{ in } H^{1}_{0,L}(C),$$

and by (3.2), we can also assume that

$$\text{(5.21)}$$

$$y_n(x) \to y(x) \geq 0 \text{ for a.e. } x \in \Omega.$$

We distinguish two cases, according to whether $y \neq 0$ or $y \equiv 0$. In the former case we consider the set $Z = \{x \in \Omega : y(x) = 0\}$, whose complementary set $Z^c$ has positive measure. It is clear that

$$u_n^+ \to \infty \text{ a.e. in } Z^c.$$

Therefore, by Hi, we get

$$\text{(5.19)}$$

$$\frac{F(x, u_n^+)}{\|u_n^+\|^2} = \frac{F(x, u_n^+)}{\|u_n^+\|^2} \to \infty \text{ a.e. in } Z^c.$$

Now, combining Hi and Hii, we see that there exists $g \in L^1(\Omega)$ such that

$$\frac{F(x, u_n^+)}{\|u_n^+\|^2} \geq g(x) \text{ for a.e. } x \in \Omega,$$

and we can use Fatou’s lemma to obtain

$$\text{(5.20)}$$

$$\liminf_{\Omega} \int \frac{F(x, u_n^+)}{\|u_n^+\|^2} \geq \int_{Z^c} \liminf_{\Omega} \frac{F(x, u_n^+)}{\|u_n^+\|^2} + \int_{Z} \liminf_{\Omega} \frac{F(x, u_n^+)}{\|u_n^+\|^2}$$

$$\geq C + \int_{Z^c} \liminf_{\Omega} \frac{F(x, u_n^+)}{\|u_n^+\|^2} = \infty,$$

where $C$ is a constant.

On the other hand, (5.16) implies that

$$\left|1 - \frac{F(x, u_n^+)}{\|u_n^+\|^2}\right| \leq \frac{M_3}{\|u_n^+\|^2},$$

in contradiction with (5.20). Hence, in this case the claim is proved.

We now turn to the second case, i.e. $y \equiv 0$ in $H^{1}_{0,L}(C)$. Let us set $\gamma_n(t) := J(tu_n^+)$, for $t \in [0, 1]$. The sequence $t_n = \text{argmax}_{t \in [0, 1]} \gamma_n(t)$ is well defined, since $\gamma_n \in C[0, 1].$

For every $k \in (0, \|u_n^+\|)$ we set $\tilde{t}_n = \frac{k}{\|u_n^+\|}$, so that $\gamma_n(\tilde{t}_n) = J(ky_n)$ and $\tilde{t}_n \in (0, 1);$ thus

$$\text{(5.21)}$$

$$J(t_n u_n^+) \geq J(\tilde{t}_n u_n^+) = \frac{1}{2} \|\tilde{t}_n u_n^+\|^2 - \frac{\lambda}{4} \int_{\Omega} \langle G, (\hat{t}_n u_n^+) \rangle |\tilde{t}_n u_n^+|^2 - \int_{\Omega} F(x, \tilde{t}_n u_n^+)$$

$$= \frac{1}{2} k^2 - \frac{\lambda}{4} \int_{\Omega} \langle G, (\hat{t}_n u_n^+) \rangle |\tilde{t}_n u_n^+|^2 - \int_{\Omega} F(x, \tilde{t}_n u_n^+).$$

From (5.18) and Hi, we see that

$$\int_{\Omega} F(x, \tilde{t}_n u_n^+) \to 0.$$

$$\text{(5.19)}$$

$$\frac{F(x, u_n^+)}{\|u_n^+\|^2} = \frac{F(x, u_n^+)}{\|u_n^+\|^2} \to \infty \text{ a.e. in } Z^c.$$
In addition, by the Lebesgue Theorem and \[ (5.11) \], we have that
\[ \int_{\Omega} \langle G, (\tilde{t}_n u_n^+) \rangle^2 |\tilde{t}_n u_n^+|^2 \xrightarrow[n \to \infty]{} 0. \]
Hence, from \[ (5.21) \], given \( M > 0 \), there exists \( N = N(M) \) such that
\[ \left| \int_{\Omega} F(x, \tilde{t}_n u_n^+) \right| \leq \frac{M}{8}, \]
(5.22)
\[ \lambda \int_{\Omega} \langle G, (\tilde{t}_n u_n^+) \rangle^2 |\tilde{t}_n u_n^+|^2 \leq \frac{M}{2} \]
for all \( n \geq N \). Choosing \( k = \sqrt{M} \), from \[ (5.21) \] and \[ (5.22) \], we finally get
\[ J(t_n u_n^+) \geq \frac{M}{2} \]
for every \( n > N \),
that is:
\[ (5.23) \]
\[ J(t_n u_n^+) \xrightarrow[n \to \infty]{} \infty. \]
The limit in \[ (5.23) \] implies that \( t_n \neq 0 \) for \( n \) large enough. On the other hand, we also have \( t_n \neq 1 \). Indeed, if \( t_n = 1 \), we would have
\[ (5.24) \]
\[ J(u_n^+) = \frac{1}{2} \| u_n^+ \|^2 - \frac{\lambda}{4} \int_{\Omega} \langle G, (u_n^+) \rangle^2 |u_n^+|^2 - \int_{\Omega} F(x, u_n^+), \]
which is bounded, thanks to \[ (5.11) \] and \[ (5.10) \]. Eventually, we conclude that \( t_n \in (0, 1) \) for \( n \) large enough; this implies that
\[ (5.25) \]
\[ 0 = t_n \frac{d}{dt} J(t_n u_n^+) \bigg|_{t=t_n} = t_n \langle J'(t_n u_n^+), u_n^+ \rangle = \langle J'(t_n u_n^+), t_n u_n^+ \rangle \]
\[ = \| t_n u_n^+ \|^2 - \lambda t_n^4 \int_{\Omega} \langle G, (u_n^+) \rangle^2 |u_n^+|^2 - \int_{\Omega} f(x, t_n u_n^+) t_n u_n^+ \]
\[ = \| t_n u_n^+ \|^2 - \lambda t_n^4 \int_{\Omega} \langle G, (u_n^+) \rangle^2 |u_n^+|^2 - 2 \int_{\Omega} F(x, t_n u_n^+) - \int_{\Omega} \sigma(x, t_n u_n^+) \]
Using hypothesis (Hiii), from \[ (5.26) \] and \[ (5.17) \], we get the existence of a positive constant \( M_5 \) such that
\[ (5.26) \]
\[ \| t_n u_n^+ \|^2 - \lambda t_n^4 \int_{\Omega} \langle G, (u_n^+) \rangle^2 |u_n^+|^2 - 2 \int_{\Omega} F(x, t_n u_n^+) \]
\[ = \int_{\Omega} \sigma(x, t_n u_n^+) \leq \int_{\Omega} \sigma(x, u_n^+) + |\beta_n^+| \leq M_5, \]
for every \( n \) large enough.
Finally, we show that \[ (5.23) \] implies that the left-hand-side of \[ (5.20) \] diverges, thus obtaining a contradiction. Indeed,
\[ 2J(t_n u_n^+) = \| t_n u_n^+ \|^2 - \lambda t_n^4 \int_{\Omega} \langle G, (u_n^+) \rangle^2 |u_n^+|^2 - 2 \int_{\Omega} F(x, \tilde{t}_n u_n^+) \xrightarrow[n \to \infty]{} \infty; \]
but, by \[ (5.14) \], we obtain the announced contradiction.
As a consequence, \( (u_n^+) \) is bounded. From \[ (5.10) \], we see that the whole sequence \( (u_n) \) is bounded in \( H^1_{0,L}(\Omega) \), as claimed.

**Lemma 2.** \( (u_n) \) converges strongly in \( H^1_{0,L}(\Omega) \).
Proof. First, being \((u_n)_n\) bounded in \(H^{1}_{0,L}(C)\), up to subsequences, we may assume that there exists \(u \in H^{1}_{0,L}(C)\) such that
\[
\begin{cases}
    u_n \to u \text{ in } H^{1}_{0,L}(C), \\
    u_n \to u \text{ in } L^{q}(\Omega) \text{ for every } q \in \left[1, \frac{2N}{N-1}\right), \\
    u_n \to u \text{ a.e. in } \Omega.
\end{cases}
\]
(5.27)
We claim that \((u_n)_n\) converges strongly to \(u\) in \(H^{1}_{0,L}(C)\). In order to prove this claim we will exploit (5.7), and in particular the fact that
\[
J'_+(u_n) \to 0 \quad \text{in } (H^{1}_{0,L}(C))^*,
\]
which implies that
\[
(5.28) \quad J'_+(u_n)(u_n - u) \to 0 \quad \text{as } n \to \infty.
\]
But
\[
(5.29) \quad J'_+(u_n)(u_n - u) = \|u_n\|^2 - \int_C Du_n \cdot Du \, dx - N + 1
\]
\[
(5.30) \quad - \lambda \int_{\Omega} \langle G, (u_n^+)^2 \rangle u_n^+(u_n - u) \, dx - \int_{\Omega} f(x, u_n^+)(u_n - u) \, dx.
\]
Then, showing that \((5.30)\) goes to 0 as \(n \to \infty\), (5.28) and (5.29) imply that \(u_n \to u\) in the Hilbert space \(H^{1}_{0,L}(C)\). First, the convergence
\[
\int_{\Omega} \langle G, (u_n^+)^2 \rangle u_n^+(u_n - u) \, dx \to 0 \quad \text{as } n \to \infty
\]
follows directly from (3.10). Then, from \(H1\),
\[
(5.31) \quad \left| \int_{\Omega} f(x, u_n^+)(u_n - u) \, dx \right| \leq \int_{\Omega} a(x)|u_n - u| \, dx + c \int_{\Omega} |u_n^+|^{r-1}|u_n - u| \, dx,
\]
and from (5.24) we have that all integrals in (5.31) go to 0 as \(n \to \infty\).

We have thus proved that \(J_+\) satisfies the Cerami condition. \(\square\)

Proof of Theorem 7. We apply the Mountain Pass Theorem obtaining the existence of a critical point \(u_0 \in H^{1}_{0,L}(C)\) for \(J_+\), with \(u_0 \neq 0\), \(J_+(u_0) > 0\) and
\[
(5.32) \quad J'_+(u_0) = 0
\]
Applying (5.32) to \(u_0^-\) we see that
\[
(5.33) \quad J'_+(u_0)(u_0^-) = \|u_0^-\|^2 = 0
\]
so that \(u_0 \geq 0\), \(J'(u_0) = J'_+(u_0) = 0\) and, consequently, \(u_0\) is a weak nonnegative and non trivial solution of problem (2.1). Furthermore, the maximum principle implies that \(u_0 > 0\) in \(\Omega\), see [20 Proposition 3.2].

In the same way, using the functional \(J_-\), it is possible to obtain a solution \(v_0 < 0\) in \(\Omega\).

Finally, by Proposition 4 we get the bound on the solutions. \(\square\)
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