ABSTRACT. We use subordination functions perspective to reformulate Haagerup–Schultz’s approach for the Brown measure of R-diagonal operators. This allows us to simplify the original argument and find a connection with the other approach due to Belinschi–Sniady–Speicher. The Brown measure formula can be rewritten in terms of subordination functions.

1. INTRODUCTION

The Brown measure of an operator in a finite von Neumann algebra with faithful, normal, tracial state is an extension of eigenvalue counting measure of finite dimensional square matrices. In light of Voiculescu’s breakthrough work [25] on asymptotic freeness of Gaussian random matrices, the Brown measure of a free random variable is a natural candidate of the limit of empirical spectral distribution of suitable random matrix model. Let \((X_n)_{n=1}^{\infty}\) be a sequence of \(n \times n\) matrices whose entries are i.i.d. copies of a complex random variable with mean zero and unit variance. The circular law [7] says that the limit empirical spectral distribution of \(X_n/\sqrt{n}\) is the Brown measure of Voiculescu’s circular operator. The limit distribution in the single ring theorem [12] is the Brown measure of R-diagonal operators, a large class of operators in the framework of free probability theory including circular operator.

The calculation of explicit Brown measure formula is technical in general and only some special class of operators whose explicit Brown measure formulas are known up to now. The first nontrivial example was given by Haagerup–Larsen [15] in the year 2000, almost twenty years after L.G.Brown introduced his measure, where they calculated the Brown measure of all bounded R-diagonal operators. Haagerup–Schultz [17] extended the Brown measure formula for unbounded R-diagonal operators, and such work played an important role in their seminar work [18] on invariant subspace problem in type II_1 factors (see also [9, 10] for some generalizations).

The proof in [15] uses Haagerup’s work [13] on a different proof for the multiplicative property of Voiculescu’s S-transforms and the fact that any R-diagonal operator \(T\) has the same distribution of a product of free self-adjoint symmetric distributed elements. The proof in [17] relies on a result of Nica–Speicher [23] which says that for two \(*\)-free R-diagonal operators \(S\) and \(T\), the symmetrization of the distribution of \(|S + T|\) is the free additive convolution of symmetrization distributions of \(|S|\) and \(|T|\) (see Proposition 2.4), and the following observation. Let \(U\) be a Haar unitary operator \(*\)-free from \(T\). For any \(\lambda \in \mathbb{C}\), then \(|T - \lambda 1|\) has the same distribution as \(|T + |\lambda|U|\). Hence, for any \(\lambda \in \mathbb{C} \setminus \{0\}\) fixed, the distribution of \(|T - \lambda 1|\) can be calculated as an addition of two R-diagonal operators. The problem is then reduced to understand the free additive convolution of a symmetric probability measure and a Bernoulli distribution. The above observations are
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the key to find a formula for the Fuglede–Kadison determinant \([11]\) of \(T - \lambda \mathbf{1}\). The Brown measure of \(T\) is then obtained by taking the distributional Laplacian of the logarithm of the Fuglede–Kadison determinant. In a joint work with Bercovici \([6]\), we extend some ideas in this paper to study the Brown measure of a sum of two free random variables, one of which is \(R\)-diagonal.

We observe that subordination functions can be used to make Haagerup–Schultz’s approach more transparent and several technical arguments in their work can be simplified when it cooperates with subordination ideas. The reformulation of Fugulede–Kadison formulas in terms of subordination functions allows us to simplify the original proof for the Brown measure formula of \(R\)-diagonal operators. By using a well-known result from logarithmic potential theory and rotation invariant property of the Brown measure of \(R\)-diagonal operators, we obtain a new proof of the Brown measure formula. We can also express the Brown measure formula in terms of subordination functions.

The Hermitian reduction method is a very general and powerful technique to study the distributions of non-normal operators in free probability. It is known \([21]\) that an operator \(T\) is \(R\)-diagonal if and only if the matrix-valued operator \(\begin{bmatrix} 0 & T \\ T^* & 0 \end{bmatrix}\) and \(M_2(\mathbb{C})\) are free with amalgamation over the algebra of diagonal matrices with a canonical conditional expectation. In \([4]\), Belinschi–Sniady–Speicher used this characterization of \(R\)-diagonal operators and Hermitian reduction method to give a new proof of the Brown measure formula for \(R\)-diagonal operators. The subordination ideas found in \([17]\) allows us to find the connection between the two method which seems to be quite different in a first impression.

The paper is organized as follows. In Section 2, we collect some preliminaries about Brown measure of \(R\)-diagonal operators to set up notations. In Section 3 and 4, we reformulate Haagerup–Schultz’s work using subordination ideas. We present a new proof in Section 5 and discuss the connection with the Hermitian reduction method in Section 6. Finally, we show some applications in Section 7.

### 2. Preliminaries and notations

Let \(\mathcal{M}\) be a finite von Neumann algebra with a faithful, normal, tracial state \(\tau\). We let \(\tilde{\mathcal{M}}\) denote the set of closed, densely defined operators affiliated with \(\mathcal{M}\). In 1983, L.G.Brown \([8]\) introduced a spectral distribution for non-normal operators in \(\tilde{\mathcal{M}}\) which is a natural extension of eigenvalue counting measure of square matrices. The definition of Brown measure can be extended to a larger class \(\mathcal{M}^\Delta\) of possibly unbounded operators in \(\mathcal{M}\) (\([17]\) and \([8, \text{Appendix}\])).

Given \(T \in \tilde{\mathcal{M}}\), and let \(\mu_{|T|}\) be the spectral distribution of \(|T| = (T^*T)^{1/2}\) with respect to \(\tau\). Let \(\mathcal{M}^\Delta\) be the set of operators \(T \in \tilde{\mathcal{M}}\) satisfying the condition

\[
\tau(\log^+ |T|) = \int_0^\infty \log^+ (t) \, d\mu_{|T|}(t) < \infty.
\]

The **Fuglede–Kadison determinant** of \(T\) is defined by

\[
\Delta(T) = \exp \left( \int_0^\infty \log t \, d\mu_{|T|}(t) \right).
\]

It is known \([17]\) that the set \(\mathcal{M}^\Delta\) is a subspace of \(\tilde{\mathcal{M}}\). In particular, for \(T \in \mathcal{M}^\Delta\) and \(\lambda \in \mathbb{C}\), \(T - \lambda \mathbf{1} \in \mathcal{M}^\Delta\). If \(T \in \mathcal{M}^\Delta\) and \(\Delta(T) > 0\), then \(ker(T) = \{0\}\), its inverse \(T^{-1} \in \mathcal{M}^\Delta\), and \(\Delta(T^{-1}) = \frac{1}{\Delta(T)}\).

For \(T \in \mathcal{M}^\Delta\), the function \(\lambda \mapsto f(\lambda) := \log \Delta(T - \lambda \mathbf{1})\) taking values in \([-\infty, \infty)\) is subharmonic on \(\mathbb{C}\). The **Riesz measure** associated with this subharmonic function is called
the Brown measure of \( T \) and we denote it by \( \mu_T \). More precisely,

\[
d\mu_T = \frac{1}{2\pi} \nabla^2 f \, d\lambda
\]

taken in the distribution sense. The Brown measure \( \mu_T \) is the unique probability measure on \( \mathbb{C} \) satisfying

(i) \[
\int_{\mathbb{C}} \log^+ |z| \, d\mu_T(z) < \infty,
\]

(ii) \[
\forall \lambda \in \mathbb{C} : \quad \log \Delta(T - \lambda 1) = \int_{\mathbb{C}} \log |\lambda - z| \, d\mu_T(z).
\]

The family of \( R \)-diagonal operators was introduced by Nica–Speicher [22] which covers a large class of interesting operators in free probability theory. They have a number of remarkable symmetric properties. In [17], the class of \( R \)-diagonal operators was extended to unbounded case. Recall that [22] \( T \in \mathcal{M} \) is \( R \)-diagonal if there exist a von Neumann algebra \( \mathcal{N} \), with a faithful, normal, tracial state, and \( * \)-free elements \( U, H \in \mathcal{N} \) with \( U \) Haar unitary, \( H \geq 0 \), and such that \( T \) has the same \( * \)-distribution as \( UH \). Let \( V |T| \) be the polar decomposition of \( T \). If \( T \in \mathcal{M} \) is \( R \)-diagonal with \( \ker(T) = 0 \), then \( V \) is a Haar unitary which is \( * \)-free from \( |T| \). If \( T \in \mathcal{M} \) is \( R \)-diagonal with \( \ker(T) = 0 \), then \( T \) has an inverse \( T^{-1} \in \mathcal{M} \), and \( T^{-1} \) is \( R \)-diagonal as well.

Observe that the Brown measure of a \( R \)-diagonal operator \( T \) is invariant under the rotation. Hence, the Brown measure of \( T \) is completely determined by the distribution of \( |T| \). In fact, the Brown measure of a \( R \)-diagonal operator \( T \) can be expressed in terms of some analytic transformation of the spectral probability measure \( \mu_{T^2} \). For a probability measure \( \mu \) on \( \mathbb{R}_+ = [0, \infty) \), define \( \psi_{\mu} : \mathbb{C} \setminus (0, \infty) \to \mathbb{C} \) by

\[
\psi_{\mu}(z) = \int_0^\infty \frac{zt}{1-zt} \, d\mu(t), \quad z \in \mathbb{C} \setminus (0, \infty).
\]

One can check that: (i) \( \psi'_{\mu}(x) > 0, x \in (-\infty, 0) \); (ii) \( \psi_{\mu}(x) \to \delta - 1 \) as \( x \to -\infty \) where \( \delta = \mu(\{0\}) \); (iii) \( \psi_{\mu}(x) \to 0 \) as \( x \to 0 \) (see [5]). Hence, in a neighborhood \( \mathcal{V}_\mu \) of \( (\delta - 1, 0) \), the inverse \( \chi_{\mu} \) of \( \psi_{\mu} \) exists: \( \chi_{\mu}(z) = \psi_{\mu}^{-1}(z), z \in \mathcal{V}_\mu \). Then Voiculescu’s \( S \)-transform is defined by

\[
S_{\mu}(z) = \frac{z + 1}{z} \chi_{\mu}(z), \quad z \in \mathcal{V}_\mu.
\]

For two probability measures \( \mu, \nu \) on \( \mathbb{R}_+ \), the \( S \)-transform has the remarkable property that \( S_{\mu \boxplus \nu}(z) = S_{\mu}(z) S_{\nu}(z) \) in a region where all these functions are defined.

**Notation 2.1.** Let \( \mu \) be a probability measure on \([0, \infty)\) which is not a Dirac measure, and put

\[
\lambda_1(\mu) = \left( \int_0^\infty \frac{1}{u^2} \, d\mu(u) \right)^{-\frac{1}{2}} \quad \text{and} \quad \lambda_2(\mu) = \left( \int_0^\infty u^2 \, d\mu(u) \right)^{\frac{1}{2}},
\]

with the convention that \( \infty^{-\frac{1}{2}} = 0 \). Then \( 0 \leq \lambda_1(\mu) < \lambda_2(\mu) \leq \infty \).

Note that

\[
\lambda_2(\mu_{|T|}) = \left( \int_0^\infty u^2 \, d\mu_{|T|}(u) \right)^{\frac{1}{2}} = \|T\|_2
\]
and

\[ \lambda_1(\mu_{|T|}) = \left( \int_0^\infty u^{-2} \, d\mu_{|T|}(u) \right)^{-\frac{1}{2}} = \|T^{-1}\|_2^{-\frac{1}{2}}, \]

where \( \|T^{-1}\|_2 := +\infty \) in case \( \ker(T) \neq 0 \). Often, we denote

\[ \lambda_1(T) = \lambda_2(\mu_{|T|}), \quad \lambda_2(T) = \lambda_1(\mu_{|T|}). \]

The Brown measure of bounded \( R \)-diagonal operators was calculated by Haagerup-Larsen \cite{15} and the result was further extended by Haagerup-Schultz \cite{17} for all \( R \)-diagonal operators in \( \mathcal{M}^\Delta \).

**Theorem 2.2.** Let \( T \) be an \( R \)-diagonal element in \( \mathcal{M}^\Delta \) with Brown measure \( \mu_T \), and suppose \( \mu_T \) is not a Dirac measure. The Brown measure \( \mu_T \) is the unique rotationally invariant probability measure such that

\[ \mu_T\{ \lambda \in \mathbb{C} : |\lambda| \leq r \} = \begin{cases} 0, & \text{for } r < \lambda_1(\mu_{|T|}); \\ 1 + S_{\mu_T}^{(-1)}(r^{-2}), & \text{for } \lambda_1(\mu_{|T|}) < r < \lambda_2(\mu_{|T|}); \\ 1, & \text{for } r \geq \lambda_2(\mu_{|T|}). \end{cases} \]

When \( \mu_T\{\{0\}\} = \delta > 0 \), the Brown measure \( \mu_T \) has a mass at the origin with the mass \( \mu_T\{\{0\}\} = \delta \).

**Proposition 2.3.** \cite{16} Lemma 4\) Let \( \mu \) be a probability measure on \( [0, \infty) \) with \( \delta = \mu(\{0\}) < 1 \). Then \( S_\mu \) is decreasing on \( (\delta - 1, 0) \) and \( S_\mu((\delta - 1, 0)) = (b^{-1}, a^{-1}) \), where

\[ a = \left( \int_0^\infty \frac{1}{u} \, d\mu(u) \right)^{-1}, \quad b = \int_0^\infty u \, d\mu(u). \]

Hence, the map \( r \mapsto S_{\mu_T}^{(-1)}(r^{-2}) \) is increasing on \( (\lambda_1(\mu_{|T|}), \lambda_2(\mu_{|T|})) \) with range \( (\delta - 1, 0) \), where \( \delta = \mu(\{0\}) \).

Given a probability measure \( \sigma \) on \( \mathbb{R} \), let \( \tilde{\sigma} \) denote the symmetric measure of \( \mu \). That is, \( \tilde{\sigma} \) is a symmetric probability measure given by

\[ \tilde{\sigma}(B) = \frac{1}{2}(\sigma(B) + \sigma(-B)), \]

where \( B \) is any Borel measurable set in \( \mathbb{R} \). Let \( \mu, \nu \) be probability measures on \( \mathbb{R} \), their free convolution is denoted by \( \mu \boxplus \nu \). The following result is a powerful tool to calculate the distribution of the sum of \( R \)-diagonal operators.

**Proposition 2.4.** \cite{17, 23} Let \( S, T \in \widehat{\mathcal{M}} \) be \( \ast \)-free \( R \)-diagonal elements. Then \( S + T \in \mathcal{M} \) is \( R \)-diagonal and

\[ \tilde{\mu}_{|S + T|} = \tilde{\mu}_{|S|} \boxplus \tilde{\mu}_{|T|}. \]

The calculation of free additive convolution of two probability measures \( \mu, \nu \) on \( \mathbb{R} \) uses Voiculescu’s \( R \)-transform. For a probability measure \( \mu \) on \( \mathbb{R} \), its Cauchy transform is defined as

\[ G_\mu(z) = \int_\mathbb{R} \frac{1}{z - x} \, d\mu(x), \quad z \in \mathbb{C}^+; \]

and the \( F \)-transform is its reciprocal, \( F_\mu(z) = 1/G_\mu(z) \). The Voiculescu’s \( R \)-transform is defined by \( R_\mu(z) = G_\mu^{(-1)}(z) - 1/z \) for \( z \) in a truncated Stolz angle \( \{ z \in \mathbb{C} : \exists z > \beta, |\Re z| < \alpha(3z) \} \) for some \( \alpha, \beta > 0 \). The \( R \)-transform has remarkable property that \( R_{\mu \boxplus \nu}(z) = R_\mu(z) + R_\nu(z) \) for \( z \) in some domain where all these functions are defined.
Another way to study free convolution is to use subordination functions, which are analytic functions \( \omega_1, \omega_2 : \mathbb{C}^+ \to \mathbb{C}^+ \) such that
\[
F_{\mu}(\omega_1(z)) = F_{\nu}(\omega_2(z)) = F_{\mu \boxplus \nu}(z), \quad z \in \mathbb{C}^+.
\]
For a probability measure \( \mu \) on \( \mathbb{R} \), denote \( H_\mu(z) = F_\mu(z) - z \). In [3], Belinschi and Bercovici showed that \( \omega_1, \omega_2 \) can be obtained from the following fixed point equations
\[
\omega_1(z) = z + H_{\mu_1}(z + H_{\mu_2}(\omega_1(z))), \quad \omega_2(z) = z + H_{\mu_1}(z + H_{\mu_2}(\omega_2(z))).
\]
In operator-valued free probability theory, all the above analytic transformations have operator-valued analogues. See [20, Chapter 9] and [26] for example.

3. The subordinations and Haagerup–Schultz’s approach

Let \( T \in \tilde{\mathcal{M}} \) be a \( R \)-diagonal operator. The goal of this section is to understand the distribution of \( T - \lambda 1 \) and some technical functions introduced in [17], but from the subordination function perspective. Let \( U \in \mathcal{M} \) be a Haar unitary which is \( \ast \)-free from \( T \). Then \( U^* \) is a Haar unitary which is also \( \ast \)-free from \( T \). Consequently, the operator \( U^* T \) is \( R \)-diagonal and has the same \( \ast \)-distribution as \( T \) [22]. In addition, \( -\lambda U \) has the same distribution as \( |\lambda| U \). Hence, for \( \lambda \in \mathbb{C} \), we have the following identification of distributions
\[
|T - \lambda 1| \sim |U^* T - \lambda 1| \sim |T - \lambda U| \sim |T + |\lambda| U|.
\]

Throughout this section, \( \mu_{|T|} \) denotes the spectral measure of the positive operator \( |T| \) and \( \mu = \tilde{\mu}_{|T|} \) is its symmetrization, if we do not declare assumption separately. By Proposition
\[
\tilde{\mu}_{T - \lambda 1} = \tilde{\mu}_{|T|} \boxplus \tilde{\mu}_{|\lambda| 1} = \mu \boxplus \nu,
\]
where \( \nu = \frac{1}{\pi}(|\delta_{-|\lambda|} + \delta_{|\lambda|}) \). We then observe that for any operator \( x \in \mathcal{M} \) and \( \varepsilon > 0 \), we have
\[
\frac{1}{2\varepsilon^2} \frac{d}{dt} \log \Delta((x^* x + t^2 \mathbf{1})) = t \tau((x^* x + t^2 \mathbf{1})^{-1}).
\]
The above equation is connected with Cauchy transform of \( \tilde{\mu}_{|x|} \) by
\[
G_{\tilde{\mu}_{|x|}}(it) = \int_{\mathbb{R}} \frac{1}{it - u} d\tilde{\mu}_{|x|}(u) = \int_{\mathbb{R}} \frac{-it}{t^2 + u^2} d\tilde{\mu}_{|x|}(u) = -it \tau((x^* x + t^2 \mathbf{1})^{-1}),
\]
where we used the symmetric property of \( \tilde{\mu}_{|x|} \).

Definition 3.1. Let \( T \in \tilde{\mathcal{M}} \) be an \( R \)-diagonal operator, and define
\[
h(s) = s \tau((T^* T + s^2 \mathbf{1})^{-1}), \quad s > 0
\]
Moreover, for \( \lambda \in \mathbb{C} \setminus \{ 0 \} \), set
\[
h_\lambda(t) = t \tau((T - \lambda 1)^* (T - \lambda 1) + t^2 \mathbf{1})^{-1}, \quad t > 0.
\]
Let \( \omega_1, \omega_2 \) be subordination functions such that
\[
F_{\tilde{\mu}_{|T - \lambda 1|}}(z) = F_{\tilde{\mu}_{|T|}}(\omega_1(z)) = F_{\nu}(\omega_2(z)).
\]
That is
\[
F_{\tilde{\mu}_{|T - \lambda 1|}}(z) = F_{\mu}(\omega_1(z)) = F_{\nu}(\omega_2(z)).
\]
Note that \( \omega_1, \omega_2 \) are functions of \( z \) that depend on \( T \) and \( |\lambda| \). As noted above, by symmetrization, the Cauchy transforms satisfy
\[
G_{\tilde{\mu}_{|T - \lambda 1|}}(it) = -ih_\lambda(t), \quad G_{\tilde{\mu}_{|T|}}(is) = -ih(s)
\]
and the derivative of logarithm of Fuglede–Kadison determinants can be expressed as
\[
\frac{1}{2} \frac{d}{dt} \log \Delta((T - \lambda 1)^* (T - \lambda 1) + i^2 1)) = h_\lambda(t);
\] (3.5)
\[
\frac{1}{2} \frac{d}{ds} \log \Delta(T^* T + s^2 1) = h(s).
\]

The subordination function builds a connection between \( h_\lambda(t) \) and \( h(s) \).

**Proposition 3.2.** For \( \lambda \in \mathbb{C} \setminus \{0\} \) and \( t > 0 \), the complex numbers \( \omega_1(it), \omega_2(it) \) are pure imaginary. Set \( \omega_1(it) = iW(t) \) for some \( W(t) > t \). We have
\[
h_\lambda(t) = h(-i\omega_1(it)) = h(W(t)).
\] (3.6)

**Proof.** In a domain of the form \( \Gamma_{\alpha, \beta} = \{ z = x + iy : y > \beta, |x/y| < \alpha \} \) for some \( \alpha, \beta > 0 \) (see [5]), we have
\[
\omega_1(z) = F_{\mu_{|T}|}^{-1} \left( F_{\mu_{|T} - \lambda 1_{|T}}(z) \right), \quad z \in \Gamma_{\alpha, \beta}.
\]
Hence, by (3.4), \( \omega_1(it) \) is purely imaginary for \( t > \beta \) and therefore \( \omega_1(it) \) is purely imaginary for all \( t > 0 \) by analytic extension. The same argument works for \( \omega_2 \). Note that we can express subordination function as \( \omega_1(z) = F_\mu(z) \) for some probability measure \( \mu \) on \( \mathbb{R} \) (see [19] Definition 2.1) for example). Hence, by the asymptotic of \( F \)-transform (see [5] Proposition 5.2) for example), we have \( \Im \omega_1(z) > \Im(z) \). Set \( W(t) = -i\omega_1(it) \). We have \( W(t) = \Im \omega_1(it) > \Im(it) = t \). Finally,
\[
h_\lambda(t) = -\Im G_{\mu_{|T} \lambda 1_{|T}}(it) = -\Im G_{\mu_{|T}}(\omega_1(it)) = h(W(t)),
\]
which is exactly the subordination relation (3.6). \( \square \)

**Definition 3.3.** For \( \lambda \in \mathbb{C} \setminus \{0\} \) and \( t > 0 \), set
\[
s(|\lambda|, t) = W(t) = \Im \omega_1(it).
\]

We now outline the calculation of the Brown measure for \( T \) as four steps:

1. The subordination function \( s(|\lambda|, t) \) depends on \( \lambda \). Study the analytic property of \( \lim_{t \to 0} s(|\lambda|, t) \) as a function of \( \lambda \). This is equivalent to studying the boundary value of the subordination function \( \omega_1(it) \) as \( t \) goes to zero.
2. Express \( \Delta(|T - \lambda 1|^2 + t^2 1) \) in terms of \( \Delta(|T|^2 + s^2 1) \) where \( s \) is some subordination function. To do so, we need to evaluate the following integrals
\[
\int_{t_0}^t h_\lambda(t) dt, \quad \text{and} \quad \int_{s_0}^s h(s) ds.
\]
The key in this step is to find a tractable formula for subordination functions.
3. Find a formula for \( \Delta(T - \lambda 1)^2 = \lim_{t \to 0} \Delta(|T - \lambda 1|^2 + t^2) \).
4. Finally, calculate the Brown measure of \( T \).

Following [17], recall \( \mu = \mu_{|T}| \), the function \( h \) in Definition 3.1 reads
\[
h(s) = \int_\mathbb{R} \frac{s}{s^2 + u^2} d\mu(u), \quad s > 0.
\] (3.7)

Note that the above definition is the same as the function in [17] Lemma 4.6] because
\[
\int_\mathbb{R} \frac{s}{s^2 + u^2} d\mu(u) = \int_0^\infty \frac{s}{s^2 + u^2} d\mu_{|T}(u) = \int_0^\infty \frac{s}{s^2 + u^2} d\mu_{|T}(u).
\]
Since \( \mu \) verify directly

We have

Proof.

The function \( \mu \) strictly bigger than one by Cauchy-Schwartz inequality. Hence,

\[
\int_{\mathbb{R}}\frac{u^2}{s^2 + u^2}d\mu(u) \quad \text{and} \quad d(s) = \int_{\mathbb{R}}\frac{1}{s^2 + u^2}d\mu(u).
\]

Recall that \( \lambda_1(\mu), \lambda_2(\mu) \) were defined in Notation 2.1.

Lemma 3.4. [17] Lemma 4.8 The map \( s \mapsto k(s, 0) \) is a strictly increasing bijection of \((0, \infty)\) onto \((\lambda_1(\mu)^2, \lambda_2(\mu)^2)\).

Proof. We have \( k(s, 0) = \frac{s}{h(s)} - s^2 \). One can verify that

\[
\frac{d}{ds}h(s) = \frac{1}{ds}\int_{\mathbb{R}}\frac{1}{s^2 + u^2}d\mu(u) = 2s \cdot \frac{\int_{\mathbb{R}}\frac{1}{s^2 + u^2}d\mu(u)}{\left(\int_{\mathbb{R}}\frac{1}{s^2 + u^2}d\mu(u)\right)^2}.
\]

Since \( \mu \) is non-trivial, the second factor in the right hand side of the above equation is strictly bigger than one by Cauchy-Schwartz inequality. Hence, \( \frac{d}{ds}k(s, 0) > 0 \). We can verify directly

\[
\lim_{s \to 0^+} k(s, 0) = \int_{\mathbb{R}}\frac{1}{u^2}d\mu(u) \quad \text{and} \quad \lim_{s \to \infty} k(s, 0) = \int_{\mathbb{R}}u^2d\mu(u).
\]

The result then follows. \( \square \)

Lemma 3.5. [17] Lemma 4.8 The function \( k \) is an analytic on \((0, \infty) \times \mathbb{R}\). Moreover, for \( t > 0 \) the map \( s \mapsto k(s, t) \) is a strictly increasing bijection of \((t, \infty)\) onto \((0, \infty)\).

Proof. The function \( k(s, t) \) can be expressed as

\[
k(s, t) = \left(1 - \frac{t}{s}\right)s\left(\frac{1}{h(s)} - s\right) + (s - t)t = k(s, 0)\left(1 - \frac{t}{s}\right) + (s - t)t.
\]

It follows from Lemma 3.4 that \( s \mapsto k(s, t) \) is strictly increasing for \( s > t \). One can check directly that \( k(s, t) \to \infty \) as \( s \to \infty \) for any \( t > 0 \) fixed. \( \square \)

The following result shows that our definition for \( s(|\lambda|, t) = W(t) \) coincides with the function \( s(|\lambda|, t) \) in [17] Definition 4.9]. In [17], Haagerup–Schultz studied various useful properties of the function \( s \).

Proposition 3.6. The analytic function \( \omega_1 \) is the unique solution of the fixed point equation for \( \omega \in \mathbb{C}^+ \):

\[
\omega(z) = z + H_2(z + H_1(\omega(z))), \quad z \in \mathbb{C}^+
\]

where

\[
H_1(z) = F_\mu(z) - z, \quad \text{and} \quad H_2(z) = F_\nu(z) - z.
\]

For \( r > 0 \), the function \( s(r, t) = W(t) = 3\omega_1(it) \) is the unique solution \( s \in (t, \infty) \) to the equation \( k(s, t) = r^2 \), which is

\[
(s - t)^2 - \frac{s - t}{h(s)} + r^2 = 0.
\]
Proof. It is known [3] that the subordination function (3.3) satisfies the fixed point equation (3.9). We next show that \( s(r, t) \) is the unique solution to the equation (3.10). Given \( \lambda \in \mathbb{C} \setminus \{0\} \), recall that \( \nu = \frac{1}{2} (\delta_1 - \nu_1) \). We calculate that \( G_\nu(z) = \frac{1}{2} \left( \frac{1}{z-|\lambda|} + \frac{1}{z+|\lambda|} \right) \) and hence \( H_2(z) = F_\nu(z) - z = \frac{-|\lambda|^2}{z} \). The fixed point equation (3.9) is expressed as

\[
\omega(z) = z - \frac{|\lambda|^2}{z + H_1(\omega(z))}
\]

which is equivalent to

\[
(3.11) \quad -(\omega(z) - z)^2 + \frac{\omega(z) - z}{G_\nu(\omega(z))} + |\lambda|^2 = 0.
\]

When \( z = it, \omega_1(it) = is(|\lambda|, t) \), using \( F_\mu(is) = 1/G_\mu(is) = i/h(s) \), the above equation is further reduced to (3.10)

\[
(s - t)^2 - \frac{s - t}{h(s)} + |\lambda|^2 = 0.
\]

The uniqueness of the fixed point equation (3.9) implies that above equation has a unique solution. The uniqueness also follows from Lemma 3.5. \( \square \)

Remark 3.7. For \( \lambda \in \mathbb{C} \setminus \{0\} \), and set

\[
K(\omega, z) = (\omega - z) \left( \omega - z - \frac{1}{G_\mu(\omega)} \right), \quad z, \omega \in \mathbb{C}^+.
\]

For any \( z \in \mathbb{C}^+ \), the equivalence between (3.11) and the fixed point equation (3.9) as shown in the proof of Proposition 3.6 implies that there is a unique solution \( \omega \in \mathbb{C}^+ \) such that \( K(\omega, z) = |\lambda|^2 \). If \( z = it \), then the solution \( \omega = is \) for some \( s > t \). Moreover, \( K(is, it) = k(s, t) \).

Definition 3.8. For \( r \in (\lambda_1(\mu), \lambda_2(\mu)) \), let \( s_0 \) denote the unique solution \( s \in (0, \infty) \) to the equation \( k(s, 0) = r^2 \) as in Lemma 3.3. For \( r > 0 \), define \( s(r, 0) \) as follows.

\[
(3.12) \quad s(r, 0) = \begin{cases} 
0, & \text{if } 0 < r \leq \lambda_1(\mu); \\
 s_0, & \text{if } r \in (\lambda_1(\mu), \lambda_2(\mu)); \\
 +\infty, & \text{if } r \geq \lambda_2(\mu).
\end{cases}
\]

Proposition 3.9. The function \( r \mapsto s(r, 0) \) is increasing on \( [0, \infty) \). It is strictly increasing on \( (\lambda_1(\mu), \lambda_2(\mu)) \) and a bijection of \( (\lambda_1(\mu), \lambda_2(\mu)) \) onto \( (0, \infty) \).

Proof. It follows from the fact that the map \( s \mapsto k(s, 0) \) is a strictly increasing bijection of \( (0, \infty) \) onto \( (\lambda_1(\mu)^2, \lambda_2(\mu)^2) \) and the definition that \( s(r, 0) \) is the unique solution to the equation \( k(s, 0) = r^2 \) when \( \lambda_1(\mu) < r < \lambda_2(\mu) \). \( \square \)

It is known [2] that the subordination functions \( \omega_1, \omega_2 \) extend continuously to \( \mathbb{R} \) with values in the extended complex plane \( \overline{\mathbb{C}} \). The following result clarifies that the extension of \( \omega_1, \omega_2 \) at \( 0 \) is a nice function of \( \lambda \).

Lemma 3.10. The function \( (r, t) \mapsto s(r, t) \) is analytic in \( (0, \infty) \times (0, \infty) \). We have \( s(r, t) > t \). Moreover,

\[
(3.13) \quad \lim_{t \to 0^+} s(r, t) = s(r, 0), \quad r > 0.
\]

In addition, we have \( \lim_{t \to -\infty}(s(r, t) - t) = 0 \) for all \( r > 0 \).
When $0 < r \leq \lambda_1(\mu)$, we have
\[
\lim_{t \to 0^+} \frac{t}{s(r,t)} = \frac{\lambda_1(\mu)^2 - r^2}{\lambda_1(\mu)^2}.
\]

When $r \geq \lambda_2(\mu)$, we have
\[
\lim_{t \to 0^+} s(r,t)t = r^2 - \lambda_2(\mu)^2.
\]

**Proof.** The analyticity of the function $(r,t) \mapsto s(r,t)$ was proved in [17, Lemma 4.10]. The limit $\lim_{t \to 0^+} s(r,t)$ was proved in [17, Lemma 4.10 and Remark 4.11] and this is equivalent to (3.13).

We now show that $\lim_{t \to \infty} (s(r,t) - t) = 0$. As we mentioned in the proof of Proposition 3.2, we can express subordination function as $\omega_1(z) = F_\sigma(z)$ for some probability measure $\sigma$ on $\mathbb{R}$. Hence, by the asymptotic of $F$-transform (see [5, Proposition 5.2] for example), we have
\[
\lim_{t \to \infty} (s(r,t) - t) = \lim_{t \to \infty} F_\sigma(it) - it = 0.
\]

By the monotone convergence theorem,
\[
\lim_{s \to 0^+} \frac{h(s)}{s} = \lim_{s \to 0^+} \int_0^{\infty} \frac{1}{s^2 + u^2} d\mu(u) = \frac{1}{\lambda_1(\mu)^2},
\]
\[
\lim_{s \to \infty} sh(s) = \lim_{s \to \infty} \int_0^{\infty} \frac{s^2}{s^2 + u^2} d\mu(u) = 1.
\]
\[
\lim_{s \to 0^+} s^2 \left(1 - sh(s)\right) = \lim_{s \to 0^+} \int_0^{\infty} \frac{s^2 u^2}{s^2 + u^2} d\mu(u) = \lambda_2(\mu)^2.
\]

Hence, when $0 < r \leq \lambda_1(\mu)$, by (3.10) and (3.13),
\[
r^2 = \lim_{t \to 0^+} \left(-(s(r,t) - t)^2 + \frac{s(r,t) - t}{h(s(r,t))}\right)
= \lim_{s \to 0^+} \frac{s}{h(s)} \lim_{t \to 0^+} \left(1 - \frac{t}{s(r,t)}\right).
\]

Therefore, for $0 < r \leq \lambda_1(\mu)$,
\[
\lim_{t \to 0^+} \frac{t}{s(r,t)} = \frac{\lambda_1(\mu)^2 - r^2}{\lambda_1(\mu)^2}.
\]

For the case $r \geq \lambda_2(\mu)$, we rewrite (3.10) as
\[
r^2 = -(s - t)^2 + \frac{s - t}{h(s)}
= \frac{s^2 \left(1 - sh(s)\right)}{sh(s)} + st \left(2sh(s) - 1\right) - t^2 sh(s).
\]

Hence, taking the limit of the above identity, when $r \geq \lambda_2(\mu)$, by (3.13),
\[
\lim_{t \to 0^+} s(r,t)t = r^2 - \lim_{s \to \infty} \frac{s^2 \left(1 - sh(s)\right)}{sh(s)} = r^2 - \lambda_2(\mu)^2.
\]

This finishes the proof. □
We summarize the discussions above. Let $T \in \hat{M}$ be an $R$–diagonal element, let $\lambda \in \mathbb{C} \setminus \{0\}$. Let $\mu = \tilde{\mu}_{|T|}$, and let $s(|\lambda|, t)$ be as in Definition 3.8. Then

(3.14) \[ h_{\lambda}(t) = h(s(|\lambda|, t)), \quad t > 0. \]

Set $s = s(|\lambda|, t)$, then $s$ satisfies

(3.15) \[ (s - t)^2 - \frac{s - t}{h(s)} + |\lambda|^2 = 0. \]

Hence

\[ 1 - 4|\lambda|^2 h(s)^2 = \left(1 - 2h(s)(s - t)\right)^2 \geq 0. \]

Moreover, by [17, Lemma 4.12], there exists a $t_\lambda > 0$ such that when $t > t_\lambda$ we have

(3.16) \[ s - t = \frac{1 - \sqrt{1 - 4|\lambda|^2 h(s)^2}}{2h(s)}. \]

Indeed, $\lim_{t \to \infty}(s - t) = 0$ and $\frac{1}{h(s)} \to 0$ as $s \to \infty$. Solve the quadratic equation (3.15) for $s - t$ to get the formula for $s - t$ when $t$ is large. However, for small $t$, it is not clear if we need to change the sign in the quadratic formula from the right hand side of (3.16).

**Lemma 3.11.** Let $\omega_2$ be the subordination function such that $F_{\nu}(\omega_2(z)) = F_{\tilde{\mu}_{|T|\lambda}}(z)$. Then, for any $t > 0$,

\[ \omega_2(it) = i \frac{|\lambda|^2}{s(|\lambda|, t) - t} = \frac{|\lambda|^2}{it - i\omega_1(it)}. \]

Moreover,

\[ \lim_{t \to 0^+} \omega_2(it) = \begin{cases} \infty, & \text{if } 0 < |\lambda| \leq \lambda_1(\mu); \\ \frac{|\lambda|^2}{\mu(|\lambda|, 0)}, & \text{if } |\lambda| \in (\lambda_1(\mu), \lambda_2(\mu)); \\ 0, & \text{if } |\lambda| \geq \lambda_2(\mu). \end{cases} \]

When $0 < |\lambda| \leq \lambda_1(\mu)$, we have

\[ \lim_{t \to 0^+} -it \cdot \omega_2(it) = \lambda_1(\mu)^2 - |\lambda|^2. \]

When $|\lambda| \geq \lambda_2(\mu)$, we have

\[ \lim_{t \to 0^+} -it \cdot \omega_2(it) = \frac{|\lambda|^2 - \lambda_2(\mu)}{|\lambda|^2}. \]

**Proof.** We have $\omega_1(z) + \omega_2(z) = z + F_{\tilde{\mu}_{|T|\lambda}}(z)$. Recall that $G_{\tilde{\mu}_{|T|\lambda}}(it) = -ih_{\lambda}(t)$ and $G_{\tilde{\mu}_{|T|\lambda}}(it) = G_{\tilde{\mu}_{|T|}}(\omega_1(it)) = G_{\tilde{\mu}_{|T|}}(i\omega(s(|\lambda|, t))) = -ih(s(|\lambda|, t))$. Hence,

\[ \omega_1(it) + \omega_2(it) = it + F_{\tilde{\mu}_{|T|\lambda}}(it) \]

is rewritten as

\[ is(|\lambda|, t) + \omega_2(it) = it + \frac{1}{-ih(s(|\lambda|, t))}. \]

On the other hand, $s = s(|\lambda|, t)$ satisfies the identity

\[ (s - t)^2 - \frac{s - t}{h(s)} + |\lambda|^2 = 0, \]

which implies $h(s) = \frac{s - t}{(s - t)^2 + |\lambda|^2}$. Therefore,

\[ \omega_2(it) = i \left[ t - s + \frac{(s - t)^2 + |\lambda|^2}{s - t} \right] = i \frac{|\lambda|^2}{s(|\lambda|, t) - t} = \frac{|\lambda|^2}{it - \omega_1(it)}. \]
By taking the limit as $t \to 0^+$ and using Lemma 3.10, we obtain $\lim_{t\to0^+} \omega_2(it)$.

When $0 < |\lambda| \leq \lambda_1(\mu)$, applying Lemma 3.10 and above formulas, we have

$$\lim_{t\to0^+} -it \cdot \omega_2(it) = \lim_{t\to0^+} \frac{t|\lambda|^2}{s(|\lambda|, t) - t} = \lim_{t\to0^+} \frac{|\lambda|^2}{s(|\lambda|, t)/t - 1} = \lambda_1(\mu)^2 - |\lambda|^2.$$  

When $|\lambda| \geq \lambda_2(\mu)$, we have

$$\lim_{t\to0^+} \frac{it}{\omega_2(it)} = \lim_{t\to0^+} \frac{s(|\lambda|, t)t - t^2}{|\lambda|^2} = \frac{|\lambda|^2 - \lambda_2(\mu)}{|\lambda|^2}.$$

We give a proof of the following lemma from [17] for reader’s convenience.

**Lemma 3.12.** ([17] Lemma 4.14) Let $T$ be an unbounded $R$–diagonal element in $M(\Delta)$, let $\lambda \in \mathbb{C} \setminus \{0\}$, and let $t > 0$. With $\mu = \mu_{|T|}$ and $s(|\lambda|, t)$ as in Definition 3.3, we then have:

$$\Delta((T - \lambda 1)^*(T - \lambda 1) + t^2 1) = \frac{|\lambda|^2}{|\lambda|^2 + (s(|\lambda|, t) - t^2)} \Delta(T^*T + s(|\lambda|, t) 1).$$

**Proof.** We use the relation between function $h, h_\lambda$ and the logarithm of Fuglede–Kadison determinant (3.5). The function $s(|\lambda|, t)$ satisfies (3.10), which is

$$(s - t^2) - \frac{s - t}{h(s)} + |\lambda|^2 = 0.$$  

Fix $\lambda \in \mathbb{C} \setminus \{0\}$, we set $W(t) = s(|\lambda|, t)$. Hence, from Equation (3.6) and (3.10), for any $v > 0$, we have

$$h_\lambda(v) = (h \circ W)(v) = \frac{W(v) - v}{(W(v) - v)^2 + |\lambda|^2}.$$  

Hence, for $0 < t_0 < t$, we have

$$\frac{1}{2} \log \frac{\Delta((T - \lambda 1)^*(T - \lambda 1) + t^2)}{\Delta((T - \lambda 1)^*(T - \lambda 1) + t_0^2)} = \int_{t_0}^t h_\lambda(v) dv = \int_{t_0}^t h(W(v))W'(v) dv - \int_{t_0}^t \frac{W(v) - v}{(W(v) - v)^2 + |\lambda|^2} (W'(v) - 1) dv = \int_{W(t_0)}^{W(t)} h(s) ds - \int_{W(t_0) - t_0}^{W(t) - t} \frac{x}{x^2 + |\lambda|^2} dx = \frac{1}{2} \log \frac{\Delta(T^*T + W(t)^2 1)}{\Delta(T^*T + W(t_0)^2 1)} - \frac{1}{2} \log \frac{(W(t) - t)^2 + |\lambda|^2}{(W(t_0) - t_0)^2 + |\lambda|^2}.$$  

Hence there is a constant $C$ such that

$$\log \Delta((T - \lambda 1)^*(T - \lambda 1) + t^2 1) = \log \Delta(T^*T + W(t)^2) - \log((W(t) - t)^2 + |\lambda|^2) + C.$$  

Recall that $\lim_{t \to \infty} W(t) - t = \lim_{t \to \infty} (s(|\lambda|, t) - t) = 0$, we then figure out that $C = \log |\lambda|^2$. The result then follows. \qed
By Lemma 3.12 and the limit of $s(|\lambda|, t)$ as in (3.13), we then have the formula for Fuglede–Kadison determinant.

**Theorem 3.13.** [17, Theorem 4.15] Let $T \in \mathcal{M}_\Delta$ be R–diagonal, let $\mu = \mu_{|\lambda|}$, and let $s(|\lambda|, 0)$ be as in Definition 3.8.

(i) If $\lambda_1(\mu) < |\lambda| < \lambda_2(\mu)$, then

$$
\Delta(T - \lambda \mathbb{1}) = \left( \frac{\lambda}{(s(|\lambda|, 0))^2} \Delta(T^* T + s(|\lambda|, 0)^2 \mathbb{1}) \right)^{\frac{1}{2}}.
$$

(ii) If $|\lambda| \leq \lambda_1(\mu)$, then $\Delta(T - \lambda \mathbb{1}) = \Delta(T)$.

(iii) If $|\lambda| \geq \lambda_2(\mu)$, then $\Delta(T - \lambda \mathbb{1}) = |\lambda|$.

4. **The Brown measure of R–diagonal operators**

In this section, we calculate the gradient functions of the logarithmic Fuglede–Kadison determinant of $T - \lambda \mathbb{1}$ and provide a proof for the Brown measure formula of R–diagonal operators which simplifies Haagerup–Schultz’s original arguments.

**Lemma 4.1.** Let $T \in \mathcal{M}_\Delta$ be R–diagonal and $\lambda \in \mathbb{C}\setminus \{0\}$. Then

$$
\tau((\lambda \mathbb{1} - T)[(\lambda \mathbb{1} - T)^*(\lambda \mathbb{1} - T) + t^2 \mathbb{1}]^{-1}) = \frac{\lambda}{|\lambda|^2} \frac{(s - t)^2}{|\lambda|^2 + (s - t)^2}
$$

and

$$
\tau((\lambda \mathbb{1} - T)^*(\lambda \mathbb{1} - T) + t^2 \mathbb{1})^{-1}) = \frac{\lambda}{|\lambda|^2} \frac{(s - t)^2}{|\lambda|^2 + (s - t)^2}
$$

where $s = s(|\lambda|, t)$.

**Proof.** Recall from Lemma 3.12 that

$$
\Delta((\lambda \mathbb{1} - T)^*(\lambda \mathbb{1} - T) + t^2 \mathbb{1}) = \frac{|\lambda|^2}{|\lambda|^2 + (s(|\lambda|, t) - t)^2} \Delta(T^* T + s(|\lambda|, t)^2 \mathbb{1}).
$$

Taking logarithmic, we obtain

$$
\log \Delta((\lambda \mathbb{1} - T)^*(\lambda \mathbb{1} - T) + t^2 \mathbb{1}) = \log \Delta(T^* T + s(|\lambda|, t)^2 \mathbb{1}) + \log \frac{|\lambda|^2}{|\lambda|^2 + (s(|\lambda|, t) - t)^2},
$$

which is

$$
\tau(\log((\lambda \mathbb{1} - T)^*(\lambda \mathbb{1} - T) + t^2 \mathbb{1})) = \tau(\log(T^* T + s^2 \mathbb{1})) + \log |\lambda|^2 - \log (|\lambda|^2 + (s - t)^2).
$$

The function $s(|\lambda|, t)$ is analytic for $|\lambda|$. Take the derivative $\frac{\partial}{\partial \lambda}$, it follows that

$$
\tau((\lambda \mathbb{1} - T)[(\lambda \mathbb{1} - T)^*(\lambda \mathbb{1} - T) + t^2 \mathbb{1}]^{-1})
$$

$$
= 2s \cdot \tau((T^* T + s^2 \mathbb{1})^{-1}) \cdot \frac{\partial s(|\lambda|, t)}{\partial \lambda} + \frac{\lambda}{|\lambda|^2} \frac{1}{|\lambda|^2 + (s - t)^2} \left( \lambda + 2(s - t) \cdot \frac{\partial s(|\lambda|, t)}{\partial \lambda} \right)
$$

$$
= 2 \left( h(s) - \frac{s - t}{|\lambda|^2 + (s - t)^2} \right) \frac{\partial s(|\lambda|, t)}{\partial \lambda} + \frac{\lambda}{|\lambda|^2} \frac{\lambda}{|\lambda|^2 + (s - t)^2}
$$

$$
= \frac{\lambda}{|\lambda|^2} \frac{(s - t)^2}{|\lambda|^2 + (s - t)^2},
$$

where $h(s) = \frac{s - t}{|\lambda|^2 + (s - t)^2}$. 

where we used the identity (3.10) in the last step. The other formula can be obtained by taking the derivative with respect to $\lambda$. \qed

**Remark 4.2.** By applying the identity $x(x^*x + \varepsilon)^{-1} = (xx^* + \varepsilon)^{-1}x$ for $x \in M$ and the tracial property, we can deduce

$$\tau((\lambda 1 - T)^*[(\lambda 1 - T)^*(\lambda 1 - T) + t^2 1]^{-1})$$

$$= \tau((\lambda 1 - T)^*[(\lambda 1 - T)(\lambda 1 - T)^* + t^2 1]^{-1}).$$

**Lemma 4.3.** We have the partial derivative formulas for $\log \Delta((T - \lambda 1)^*(T - \lambda 1))$

$$\tau((\lambda 1 - T)[(\lambda 1 - T)^*(\lambda 1 - T)]^{-1})$$

$$= \begin{cases} 0, & \text{for } 0 < |\lambda| \leq \lambda_1(\mu_T); \\ \frac{s(|\lambda|, 0)^2}{|\lambda|^2}, & \text{for } \lambda_1(\mu_T) < |\lambda| < \lambda_2(\mu_T); \\ \frac{s(|\lambda|, 0)^2}{|\lambda|^2}, & \text{for } |\lambda| \geq \lambda_2(\mu_T), \end{cases}$$

and

$$\tau((\lambda 1 - T)^*[(\lambda 1 - T)^*(\lambda 1 - T)]^{-1})$$

$$= \begin{cases} 0, & \text{for } 0 < |\lambda| \leq \lambda_1(\mu_T); \\ \frac{s(|\lambda|, 0)^2}{|\lambda|^2}, & \text{for } \lambda_1(\mu_T) < |\lambda| < \lambda_2(\mu_T); \\ \frac{s(|\lambda|, 0)^2}{|\lambda|^2}, & \text{for } |\lambda| \geq \lambda_2(\mu_T), \end{cases}$$

where $s(|\lambda|, 0)$ is defined in Definition 4.8.

**Proof.** If $\lambda_1(\mu_T) < |\lambda| < \lambda_2(\mu_T)$, the result follows from Lemma 4.1 because $s(|\lambda|, 0) \in (0, \infty)$ satisfying the same equation $k(s, 0) = |\lambda|^2$ and is real analytic function of $\lambda$ by Lemma 3.10.

If $0 < |\lambda| \leq \lambda_1(\mu_T)$, by Theorem 3.13 we have $\Delta(T - \lambda 1) = \Delta(T)$. Hence, the derivatives are equal to zero. Finally, when $|\lambda| \geq \lambda_2(\mu_T)$, we have $\Delta(T - \lambda 1) = |\lambda|$ which yields the other case of the formula. \qed

We can now give an alternative proof of Haagerup–Schultz’s result on the Brown measure of $R$-diagonal operators inspired by the proof presented in [4].

**Proof of Theorem 2.2** For $\lambda$ such that $\lambda_1(\mu) < |\lambda| < \lambda_2(\mu)$, taking the limit $t \to 0^+$ in (3.10), we obtain

$$s(|\lambda|, 0)^2 + |\lambda|^2 = \frac{s(|\lambda|, 0)}{h(s(|\lambda|, 0))},$$
which yields,
\[
\tau((\lambda \mathbf{1} - T)^*[\lambda \mathbf{1} - T]^*(\lambda \mathbf{1} - T)]^{-1}) = \frac{\chi}{|\lambda|^2} \frac{s(|\lambda|, 0)^2}{s(|\lambda|, 0)^2 + |\lambda|^2} \\
= \frac{\chi}{|\lambda|^2} \frac{h(s(|\lambda|, 0))}{s(|\lambda|, 0)} s(|\lambda|, 0)^2 \\
= \frac{\chi}{|\lambda|^2} \tau(T^*T + s(|\lambda|, 0)^2 \mathbf{1})^{-1} s(|\lambda|, 0)^2 \\
= \frac{\chi}{|\lambda|^2} \int_0^\infty \frac{s(|\lambda|, 0)^2}{s(|\lambda|, 0)^2 + u^2} d\mu_{T}(u) \\
= \frac{\chi}{|\lambda|^2} \left(1 + \psi_{\mu_{T^*T}} \left(-\frac{1}{s(|\lambda|, 0)^2}\right)\right).
\]

We can check that
\[
(4.1) \quad S_{\mu_{T^*T}}^{-1} \left(\frac{1}{|\lambda|^2}\right) = \psi_{\mu_{T^*T}} \left(-\frac{1}{s(|\lambda|, 0)^2}\right).
\]

Indeed, recall that the $S$-transform satisfies $S_{\mu}(\psi_{\mu}(z)) = z \cdot \psi_{\mu}(z)^{\frac{1}{\mu_\mu(z)}}$. The above calculation shows that
\[
\psi_{\mu_{T^*T}} \left(-\frac{1}{s(|\lambda|, 0)^2}\right) = \frac{s(|\lambda|, 0)^2}{s(|\lambda|, 0)^2 + |\lambda|^2} - 1 = -\frac{|\lambda|^2}{s(|\lambda|, 0)^2 + |\lambda|^2}.
\]

Hence,
\[
S_{\mu_{T^*T}} \left(\psi_{\mu_{T^*T}} \left(-\frac{1}{s(|\lambda|, 0)^2}\right)\right) = -\frac{1}{s(|\lambda|, 0)^2} \cdot \frac{s(|\lambda|, 0)^2}{|\lambda|^2} = \frac{1}{|\lambda|^2}
\]
which yields (4.1).

Therefore, we have
\[
\tau((\lambda \mathbf{1} - T)^*[\lambda \mathbf{1} - T]^*(\lambda \mathbf{1} - T)]^{-1}) \\
= \begin{cases} 
0, & \text{for } |\lambda| \leq \lambda_1(\mu); \\
\frac{1}{\chi} \left(1 + \psi_{\mu_{T^*T}} \left(-\frac{1}{s(|\lambda|, 0)^2}\right)\right), & \text{for } \lambda_1(\mu) < |\lambda| < \lambda_2(\mu) \\
\frac{1}{\chi}, & \text{for } |\lambda| \geq \lambda_2(\mu).
\end{cases}
\]

Recall that
\[
\mu_T = \frac{2}{\pi} \frac{\partial}{\partial \lambda} \frac{\partial}{\partial \lambda} \log \Delta(T - \lambda \mathbf{1})
\]
and
\[
\frac{\partial}{\partial \lambda} \log \Delta(T - \lambda \mathbf{1}) = \frac{1}{2} \tau((\lambda \mathbf{1} - T)^*[\lambda \mathbf{1} - T]^*(\lambda \mathbf{1} - T)]^{-1}).
\]

Hence, the Brown measure $\mu_T$ is supported in $\{\lambda \in \mathbb{C} : \lambda_1(\mu_{T\lambda}) \leq |\lambda| < \lambda_2(\mu_{T\lambda})\}$.

When $\lambda_1(\mu_{T\lambda}) < |\lambda| < \lambda_2(\mu_{T\lambda})$, the Brown measure $\mu_T$ has the density
\[
-\frac{1}{2\pi|\lambda|^2} \left(S_{\mu_{T^*T}}^{-1}\right)' \left(\frac{1}{|\lambda|^2}\right).
\]

Proposition 2.3 tells us that the map \( r \mapsto S_{r^2}^{(-1)} \) is increasing on \((\lambda_1(\mu_{|T|}), \lambda_2(\mu_{|T|}))\) with range \((\delta - 1, 0)\), where \( \delta = \mu\{\{0\}\} \). This allows us to conclude that the Brown measure \( \mu_{|T|} \) is the rotationally invariant probability measure such that

\[
\mu_{|T|}\{\lambda \in \mathbb{C} : |\lambda| \leq r \} = \begin{cases} 
0, & \text{for } r < \lambda_1(\mu_{|T|}); \\
1 + S_{r^2}^{(-1)}(r^{-2}), & \text{for } \lambda_1(\mu_{|T|}) < r < \lambda_2(\mu_{|T|}); \\
1, & \text{for } r \geq \lambda_2(\mu_{|T|}).
\end{cases}
\]

In particular, when \( \delta > 0 \), then \( \lambda_1(\mu) = 0 \) and the Brown measure \( \mu_{|T|} \) has a mass at the origin with the mass \( \mu_{|T|}\{\{0\}\} = \delta \). \( \square \)

We can now restate the Brown measure of \( R \)-diagonal operators in terms of subordination functions as follows.

**Theorem 4.4.** Let \( T \in \mathcal{M}^\Delta \) be \( R \)-diagonal and \( \lambda \in \mathbb{C}\setminus\{0\} \). The Brown measure \( \mu_{|T|} \) is the rotationally invariant probability measure such that

\[
\mu_{|T|}\{\lambda \in \mathbb{C} : |\lambda| \leq r \} = \frac{s(r, 0)^2}{s(r, 0)^2 + r^2},
\]

where \( s(|\lambda|, 0) \) is defined in Definition 2.3. When \( \lambda_1(\mu_{|T|}) < r < \lambda_2(\mu_{|T|}) \), the function \( s(r, 0) \) is the unique positive solution \( s \) of the following equation

\[
s^2 + r^2 - \frac{s}{h(s)} = 0.
\]

**Proof.** When \( \lambda_1(\mu_{|T|}) < r < \lambda_2(\mu_{|T|}) \), we recall that \( s(r, 0) \) denotes the unique positive solution of the equation \( k(s, 0) = r^2 \) as shown in Definition 3.8. The equation \( k(s, 0) = r^2 \) can be rewritten as

\[
s^2 + |\lambda|^2 - \frac{s}{h(s)} = 0
\]

or

\[
sh(s) = \frac{s^2}{s^2 + r^2}.
\]

Hence, from (4.1) in the above proof of Theorem 2.2 we have

\[
1 + S_{r^2}^{(-1)}\left(\frac{1}{r^2}\right) = 1 + \psi_{r^2}\left(\frac{1}{s(r, 0)^2}\right)
\]

\[
= \int_0^\infty \frac{s(r, 0)^2}{s(r, 0)^2 + u^2} d\mu_{|T|}(u)
\]

\[
= s(r, 0) h(s(r, 0))
\]

\[
= \frac{s(r, 0)^2}{s(r, 0)^2 + r^2}.
\]

When \( 0 \leq r \leq \lambda_1(\mu_{|T|}) \), \( s(r, 0) = 0 \); and when \( r \geq \lambda_2(\mu_{|T|}) \), \( s(r, 0) = \infty \). Hence, the formulation claimed follows from (4.2). \( \square \)

**Theorem 4.5.** Let \( T \in \mathcal{M}^\Delta \) be \( R \)-diagonal and \( \lambda \in \mathbb{C}\setminus\{0\} \), we have

\[
\tau((\lambda 1 - T)((\lambda 1 - T)^* (\lambda 1 - T))^{-1})
\]

\[
= \begin{cases} 
\frac{\lambda}{|\lambda|} \mu_{|T|}\{\lambda \in \mathbb{C} : |\lambda| \leq r \}, & \text{for } 0 < |\lambda| \leq \lambda_1(\mu_{|T|}); \\
\frac{\lambda}{|\lambda|}, & \text{for } \lambda_1(\mu_{|T|}) < |\lambda| < \lambda_2(\mu_{|T|}); \\
\frac{\lambda}{|\lambda|}, & \text{for } |\lambda| \geq \lambda_2(\mu_{|T|})
\end{cases}
\]
and
\[
\tau((\lambda 1 - T)^*[(\lambda 1 - T)^*(\lambda 1 - T)]^{-1})
= \begin{cases}
0, & \text{for } 0 < |\lambda| \leq \lambda_1(\mu_{|T|}); \\
\frac{\pi}{|\lambda|} \mu_T\{\lambda \in \mathbb{C} : |\lambda| \leq r\}, & \text{for } \lambda_1(\mu_{|T|}) < |\lambda| < \lambda_2(\mu_{|T|}); \\
\frac{\pi}{|\lambda|} \mu_T\{\lambda \in \mathbb{C} : |\lambda| \geq \lambda_2(\mu_{|T|}), & \text{for } |\lambda| \geq \lambda_2(\mu_{|T|}),
\end{cases}
\]
where \( s(|\lambda|, 0) \) is defined in Definition 3.8.

**Proof.** It follows directly from the partial derivative formula in Lemma 4.3 and Theorem 4.4. □

5. AN ALTERNATIVE PROOF FOR THE BROWN MEASURE FORMULA

We present another proof for the Brown measure of \( R \)-diagonal operators in this section.

**Lemma 5.1.** [24 Chapter II-Theorem 1.2] Let \( \mu \) be a finite positive measure of compact support on the plane. Denote
\[
U^\mu(\lambda) = \int_{\mathbb{C}} \log \frac{1}{|\lambda - z|} d\mu(z), \quad \lambda \in \mathbb{C},
\]
and, for any \( z_0 \) and \( r > 0 \), denote the mean value
\[
L(U^\mu; z_0, r) = \frac{1}{2\pi} \int_{-\pi}^{\pi} U^\mu(z_0 + re^{i\theta}) d\theta.
\]
If \( r \) is a value for which \( \frac{d}{dr} L(U^\mu; z_0, r) \) exists, then
\[
\mu(\{\lambda : |\lambda - z_0| \leq r\}) = -r \frac{d}{dr} L(U^\mu; z_0, r).
\]

**Remark 5.2.** If \( U^\mu \) in Lemma 5.1 is a function of \( \lambda \) smooth enough, for \( z_0 = 0 \) and \( \lambda = x + iy \), we can prove Lemma 5.1 as follows
\[
-\frac{d}{dr} L(U^\mu; 0, r) = -\frac{1}{2\pi r} \int_{-\pi}^{\pi} U^\mu(re^{i\theta}) d\theta
\]
\[
= -\frac{1}{2\pi r} \int_{|\lambda|=r} \left( \frac{\partial U^\mu}{\partial x} dy - \frac{\partial U^\mu}{\partial y} dx \right)
\]
\[
= \frac{1}{2\pi r} \int_{|\lambda|=r} \nabla^2 \left( \int_{\mathbb{C}} \log |\lambda - z| d\mu(z) \right) dy dx
\]
\[
= \frac{1}{r} \mu(\{\lambda : |\lambda| \leq r\}).
\]

When applying Lemma 5.1 to calculate the Brown measure of a \( R \)-diagonal operator, the potential we deal with is \( U^{\mu_r}(\lambda) \), which can be expressed as
\[
U^{\mu_r}(\lambda) = -\log \Delta(T - \lambda 1).
\]
As we know from Theorem 3.13 and regularity result of \( s(|\lambda|, 0) \) in Lemma 3.10, the potential is a smooth function of \( \lambda \) within the domain \( \lambda_1(\mu_{|T|}) < |\lambda| < \lambda_2(\mu_{|T|}) \).

**Proposition 5.3.** Let \( r > 0 \) and let \( s(r, 0) \) be as in Definition 3.8 so that \( s(r, 0) \) is the unique solution of equation (3.10)
\[
s^2 + r^2 - \frac{s}{h(s)} = 0,
\]
where \( h(s) = s \phi((T^*T + s^21)^{-1}) \). Then, the Brown measure \( \mu_T \) is invariant under rotation and it is given by

\[
\mu_T(\{ \lambda : |\lambda| \leq r \}) = \frac{s(r,0)^2}{s(r,0)^2 + r^2},
\]

for any \( \lambda_1(\mu_{|T|}) < r < \lambda_2(\mu_{|T|}) \). If \( \mu_{|T|}(\{0\}) = \sigma > 0 \), then the Brown measure \( \mu_T \) has a mass \( \sigma \) at the origin.

**Proof.** By Proposition 3.9, the function \( r \to s(r,0) \) is a real analytic function for \( \lambda_1(\mu_{|T|}) < r < \lambda_2(\mu_{|T|}) \). Recall the Fuglede–Kadison formula (3.18)

\[
\Delta(T - \lambda 1) = \left( \frac{r^2}{r^2 + s(r,0)^2} \Delta(T^*T + s(r,0)^21) \right)^{1/2},
\]

where \( r = |\lambda| \). We then take the logarithmic derivative of \( \Delta(T - \lambda 1) \). Note that

\[
s(r,0)\phi((T^*T + s(r,0)^21)^{-1}) = h(s(r,0)).
\]

We then obtain, for \( \lambda_1(\mu_{|T|}) < r < \lambda_2(\mu_{|T|}) \),

\[
\frac{\partial \log \Delta(T - \lambda 1)}{\partial r} = \frac{1}{r} - \frac{1}{r^2 + s(r,0)^2} \left( r + s(r,0) \frac{ds(r,0)}{dr} \right) + h(s(r,0)) \frac{ds(r,0)}{dr}
\]

\[
= \frac{1}{r} - \frac{r}{r^2 + s(r,0)^2}
\]

\[
= \frac{1}{r} \frac{s(r,0)^2}{r s(r,0)^2 + r^2},
\]

where we used (3.10) to deduce the second identity. Now, recall that the Brown measure \( \mu_T \) is the unique measure satisfying

\[
\log \Delta(T - \lambda 1) = \int_{\mathbb{C}} \log |\lambda - z| d\mu_T(z), \quad \lambda \in \mathbb{C}.
\]

By adopting the notation as in Lemma 5.1, denote

\[
U^{\mu_T}(\lambda) = -\int_{\mathbb{C}} \log |\lambda - z| d\mu_T(z).
\]

Observe that \( T \) and \( e^{i\theta}T \) have the same distribution. Hence, the Brown measure \( \mu_T \) is invariant under the transformation \( \lambda \mapsto \lambda e^{i\theta} \). The value of the function \( \lambda \mapsto U^{\mu_T}(\lambda) \) is also invariant if we replace \( \lambda \) by \( \lambda e^{i\theta} \) for any \( \theta \in [-\pi, \pi] \). The Brown measure \( \mu_T \) is then determined by

\[
\mu_T(\{ \lambda : |\lambda - z_0| \leq r \}) = -r \frac{\partial}{\partial r} U^{\mu_T}(\lambda) = \frac{\partial \log \Delta(T - \lambda 1)}{\partial r} = \frac{s(r,0)^2}{s(r,0)^2 + r^2}.
\]

This finishes the proof. \( \square \)

We can then repeat the calculation in the Proof of Theorem 2.2 to rewrite (5.1) in terms of \( S \)-transform of \( T^*T \), which recovers the Brown measure formula in Theorem 2.2.

**6. Freeness with amalgamation and \( R \)-diagonal operators**

We now describe the connection between the approach in previous section with the Hermitian reduction and subordination method used in [4]. We denote by \( \mathcal{D} \) the commutative \( C^* \)-algebra of diagonal matrices in \( M_2(\mathbb{C}) \), where we consider the same inclusion of \( M_2(\mathbb{C}) \) in \( M_2(\mathcal{M}) \). Let \( T \in \mathcal{M} \). Recall from [21] that an element \( T \) in a tracial \( W^* \)-noncommutative probability space \((\mathcal{M}, \tau)\) is \( R \)-diagonal if and only if the matrix-valued
operator \[ \begin{bmatrix} 0 & \lambda \\ T & 0 \end{bmatrix} \] and \( M_2(\mathbb{C}) \) are free with amalgamation over \( \mathcal{D} \) with respect to the expectation

\[
\mathbb{E}_\mathcal{D} : M_2(\mathcal{M}) \to \mathcal{D},
\]

\[
\mathbb{E}_\mathcal{D} \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix} = \begin{bmatrix} \tau(a_{11}) & 0 \\ 0 & \tau(a_{22}) \end{bmatrix}.
\]

Fix now a \( \lambda \in \mathbb{C} \). The operators \( \begin{bmatrix} 0 & \lambda \\ \overline{T} & 0 \end{bmatrix} \) and \( \begin{bmatrix} 0 & T \\ 0 & 0 \end{bmatrix} \) are free in the operator-valued noncommutative probability space \((M_2(\mathcal{M}), \mathbb{E}_\mathcal{D})\).

Denote \( X = \begin{bmatrix} 0 & \lambda \\ \bar{T} & 0 \end{bmatrix} \) and by \( \mathcal{D}(X) \) the *-algebra generated by \( \mathcal{D} \) and \( X \). We now study the other operator-valued subordination function \( \Omega_2 \) such that

\[
\mathbb{E}_{\mathcal{D}(X)} \left[ \left( \begin{bmatrix} i \varepsilon & \lambda \\ \bar{T} & 0 \end{bmatrix} - \begin{bmatrix} 0 & T \\ 0 & 0 \end{bmatrix} \right)^{-1} \right] = \left( \Omega_2 \left( \begin{bmatrix} i \varepsilon & 0 \\ 0 & i \varepsilon \end{bmatrix} \right) - \begin{bmatrix} 0 & \lambda \\ \bar{T} & 0 \end{bmatrix} \right)^{-1}.
\]

Note that this algebra \( \mathcal{D}(X) = M_2(\mathbb{C}) \). Hence, \( \mathbb{E}_{\mathcal{D}(X)} \) is actually the conditional expectation onto \( M_2(\mathbb{C}) \) given by evaluation of the trace \( \tau \) on the entries of the matrix which is the unique conditional expectation onto \( M_2(\mathbb{C}) \) preserving the trace. Similar to \( \Omega_1 \), the subordination function \( \Omega_2 \) also takes values in \( \mathcal{D} \). We then set

\[
\begin{bmatrix} i \delta_1 & 0 \\ 0 & i \delta_2 \end{bmatrix} = \Omega_2 \left( \begin{bmatrix} i \varepsilon & 0 \\ 0 & i \varepsilon \end{bmatrix} \right),
\]

where \( \delta_i = \delta_i(\lambda, \varepsilon)(\text{for } i = 1, 2) \) are functions of \( \lambda \) and \( \varepsilon \). Set \( A_\lambda = \lambda 1 - T \). The left hand side of \( (6.1) \) (see \cite{4} formula (18)) is given by

\[
\mathbb{E}_{\mathcal{D}(X)} \left[ \left( \begin{bmatrix} i \varepsilon & \lambda \\ \bar{T} & 0 \end{bmatrix} - \begin{bmatrix} 0 & T \\ 0 & 0 \end{bmatrix} \right)^{-1} \right] = \mathbb{E}_{\mathcal{D}(X)} \left[ \begin{bmatrix} -i \varepsilon \tau(A_\lambda A_\lambda^* + \varepsilon^2 1^{-1}) & A_\lambda ([A_\lambda^* A_\lambda + \varepsilon^2 1^{-1}]) \\ A_\lambda^* ([A_\lambda A_\lambda^* + \varepsilon^2 1^{-1}]) & -i \varepsilon \tau(A_\lambda^* A_\lambda + \varepsilon^2 1^{-1}) \end{bmatrix} \right]
\]

Then the inverse matrix in the right hand side of \( (6.1) \) is given by

\[
\begin{bmatrix} i \delta_1 & \lambda \\ \bar{T} & i \delta_2 \end{bmatrix}^{-1} = \begin{bmatrix} -i \delta_2(\lambda |\lambda|^2 + \delta_1 \delta_2)^{-1} & \lambda(\lambda |\lambda|^2 + \delta_1 \delta_2)^{-1} \\ \lambda(\lambda |\lambda|^2 + \delta_1 \delta_2)^{-1} & -i \delta_1(\lambda |\lambda|^2 + \delta_1 \delta_2)^{-1} \end{bmatrix}.
\]

Traciality of \( \tau \) implies that the \((1, 1)\) and \((2, 2)\) entries of the above matrices \( (6.3) \) and \( (6.4) \) are equal, and thus \( \delta_1(\lambda, \varepsilon) = \delta_2(\lambda, \varepsilon) \) and is denote by \( \delta = \delta(\lambda, \varepsilon) \). Since the above matrices must be equal to each other due to \( (6.1) \), we then have

\[
\frac{\delta}{\lambda^2 + |\lambda|^2} = \varepsilon \tau \left( ([\lambda 1 - T]([\lambda 1 - T]^* + \varepsilon^2 1^{-1}) \right);
\]

\[
\frac{\delta}{\lambda^2 + |\lambda|^2} = \tau \left( ([\lambda 1 - T]^* ([\lambda 1 - T]([\lambda 1 - T]^* + \varepsilon^2 1^{-1}) \right);
\]

\[
\frac{\lambda}{\delta^2 + |\lambda|^2} = \tau \left( ([\lambda 1 - T]([\lambda 1 - T]^* + \varepsilon^2 1^{-1}) \right).
\]

We now use formulas in Lemma 4.1 to solve \( \delta \) in \( (6.5) \). We identify the function \( \delta \) as the subordination studied in Section 3.
Proposition 6.1. For any \( \varepsilon > 0 \), we have \( \delta(\lambda, \varepsilon) = \omega_2(i\varepsilon) \) where \( \omega_2 \) is the subordination function such that \( G_{\tilde{\mu}_{|T-\lambda|}}(z) = G_\nu(\omega_2(z)) \) defined in Lemma 3.11. In particular, for \( t > 0, \delta = \delta(\lambda, \varepsilon) \) is positive. Moreover,

\[
\delta = \Im\omega_2(i\varepsilon) = \frac{|\lambda|^2}{s(|\lambda|, \varepsilon) - \varepsilon}
\]

where \( s(|\lambda|, \varepsilon) \) is given in Definition 3.3.

Proof. Recall that \( \mu = \tilde{\mu}_{|T|}, \nu = \frac{1}{2}(\delta_{|\lambda|} + \delta_{-|\lambda|}) \) and \( \tilde{\mu}_{|T-\lambda|} = \mu \boxplus \nu \). We have \( G_\nu(z) = \frac{z|\lambda|^2}{z^2 + |\lambda|^2} \) and by (3.2), we have

\[
G_{\tilde{\mu}_{|T-\lambda|}}(i\varepsilon) = -i\varepsilon \tau \left( ((\lambda 1 - T)(\lambda 1 - T)^* + \varepsilon^2 1)^{-1} \right)
\]

The subordination relation \( G_{\tilde{\mu}_{|T-\lambda|}}(i\varepsilon) = G_\nu(\omega_2(i\varepsilon)) \) is equivalent to

\[
\varepsilon \tau \left( ((\lambda 1 - T)(\lambda 1 - T)^* + \varepsilon^2 1)^{-1} \right) = \frac{-\omega_2(i\varepsilon)}{-\omega_2(i\varepsilon)^2 + |\lambda|^2}.
\]

By comparing the above identity with (6.5), we deduce that \( \omega_2(i\varepsilon) = i\delta \). Hence, by Lemma 3.11 it follows that \( \delta = \delta(\lambda, \varepsilon) > 0 \) and

\[
\delta = \Im\omega_2(i\varepsilon) = \frac{|\lambda|^2}{s(|\lambda|, \varepsilon) - \varepsilon}.
\]

This finishes the proof. \( \square \)

We have another proof for the partial derivative formula in Lemma 4.1 by assuming that the \( R \)-diagonal operator \( T \) is bounded.

Second proof for Lemma 4.1. By (6.5) and Proposition 6.1 we have

\[
\tau \left( ((\lambda 1 - T)(\lambda 1 - T)^* + \varepsilon^2 1)^{-1} \right) = \frac{\lambda}{\delta^2 + |\lambda|^2} = \frac{\lambda}{|\lambda|^2} \frac{(s - \varepsilon)^2}{|\lambda|^2 + (s - \varepsilon)^2}
\]

where \( s = s(\lambda, \varepsilon) \). The other partial derivative formula follows in the same way by noticing Lemma 4.2. \( \square \)

Remark 6.2. One can deduce Lemma 4.3 from Lemma 4.1 by letting \( t \to 0 \). Then apply the proof for Theorem 2.2 in Section 4 to recover Haagerup–Larsen–Schultz’s density formula for Brown measure of \( R \)-diagonal operators. This is exactly the approach used in [4, Section 5].

7. Some miscellaneous applications

The properties of subordination functions studied in previous sections play an important role for proving convergence of empirical spectral distribution of random matrices in single ring theorem and its extension [12, 11]. The techniques from Section 3 could simplify various technical arguments proved in a recent work about local single ring theorem [11, Section 7, Supplement] (in particular, Lemma 7.4, 7.5 and Lemma 7.6 in that paper).

Recall that \( \mu = \tilde{\mu}_{|T|}, \nu = \frac{1}{2}(\delta_{|\lambda|} + \delta_{-|\lambda|}) \) and \( \lambda_1(\mu), \lambda_2(\mu) \) as in Section 3 and \( s(|\lambda|, t) = \Im\omega_1(it) \).

Proposition 7.1. For any \( \lambda_0 \) such that \( \lambda_1(\mu) < |\lambda_0| < \lambda_2(\mu) \), there is a constant \( C > 0 \) depending on \( \lambda \) such that \( \Im\omega_1(0) = s(|\lambda|, 0) > C \) in some neighborhood of \( \lambda_0 \).

Proof. It follows from the monotonicity of \( k(s, t) \) in Lemma 3.4 and Lemma 3.5. \( \square \)
Proposition 7.2. Let $T$ be a bounded R-diagonal operator. For any $\lambda$ such that $\lambda_1(\mu) < |\lambda| < \lambda_2(\mu)$, there are some positive constants $C_1, C_2$ depending on $\lambda$ such that, for all $t \geq 0$, we have

$$C_1 \min \left\{ \frac{1}{t}, \frac{1}{t} \right\} \leq \Im \omega_1(it) - t = s(|\lambda|, t) - t \leq C_2 \min \left\{ \frac{1}{t}, \frac{1}{t} \right\}.$$

Proof. Recall from (3.16) that there is some $t_\lambda > 0$ so that for any $t > t_\lambda$, we have

$$s - t = \frac{1 - \sqrt{1 - 4|\lambda|^2 h(s)}}{2h(s)} = \frac{2|\lambda|^2 h(s)}{1 + \sqrt{1 - 4|\lambda|^2 h(s)^2}}.$$

Hence, for $t > t_\lambda$, we have

$$|\lambda|^2 h(s) < s - t < 2|\lambda|^2 h(s).$$

Since $h(s) = \int_{\mathbb{R}} \frac{s^2}{s^2 + u^2} d\mu(u)$, for any $t > t_\lambda$, we then have

$$s - t < \frac{2|\lambda|^2}{s} \int_{\mathbb{R}} \frac{s^2}{s^2 + u^2} d\mu(u) < \frac{2|\lambda|^2}{t} < 2|\lambda|^2 h(s).$$

As $T$ is bounded, it follows that $\mu \ast \nu$ is compactly supported. Using the identity $h(s) = h_\lambda(t)$, we then have

$$s - t > |\lambda|^2 h(s) = |\lambda|^2 \int_{\mathbb{R}} \frac{t}{t^2 + u^2} d\mu \ast \nu(t) > \frac{|\lambda|^2 t}{t^2 + M}$$

for some $M > 0$. It is then clear that there are $C_1, C_2$ so the desired inequality holds. □

The negative moments of the resolvent of bounded R-diagonal operators were treated in [14]. Let us illustrate an example using subordination functions to calculate the first order negative moment for any $T \in \mathcal{M}^\Delta$. We expect that the approach can calculate higher order negative moments of unbounded R-diagonal operators.

Proposition 7.3. Let $T \in \mathcal{M}^\Delta$ be R-diagonal and $\lambda \in \mathbb{C} \setminus \{0\}$. Then

$$\tau([T - \lambda \mathbf{1}]^*(T - \lambda \mathbf{1})^{-1}) = \lim_{t \to 0^+} \tau(((T - \lambda \mathbf{1})^*(T - \lambda \mathbf{1}) + t^2 \mathbf{1})^{-1})$$

$$= \begin{cases} \frac{1}{\lambda_1(\mu)^2 - |\lambda|^2}, & \text{for } 0 < |\lambda| \leq \lambda_1(\mu_T); \\ \infty, & \text{for } \lambda_1(\mu_T) < |\lambda| < \lambda_2(\mu_T); \\ \frac{1}{\lambda_1(\mu)^2 - |\lambda|^2}, & \text{for } |\lambda| \geq \lambda_2(\mu_T). \end{cases}$$

Proof. Using Lemma 5.10 when $0 < |\lambda| \leq \lambda_1(\mu_T)$ and $\lambda_1(\mu) > 0$, we have

$$\tau([T - \lambda \mathbf{1}]^*(T - \lambda \mathbf{1})^{-1}) = \lim_{t \to 0^+} \tau(((T - \lambda \mathbf{1})^*(T - \lambda \mathbf{1}) + t^2 \mathbf{1})^{-1})$$

$$= \lim_{t \to 0^+} \frac{h_\lambda(t)}{t} = \lim_{t \to 0^+} \frac{h(s(|\lambda|, t))}{t}$$

$$= \lim_{s \to 0^+} \frac{h(s)}{s} \lim_{t \to 0^+} \frac{s(|\lambda|, t)}{t}$$

$$= \int_0^\infty \frac{1}{u^2} d\mu_T \frac{\lambda_1(\mu_T)^2}{\lambda_1(\mu_T)^2 - |\lambda|^2}$$

$$= \frac{1}{\lambda_1(\mu_T)^2 - |\lambda|^2}. $$
Similarly, when $|\lambda| \geq \lambda_2(\mu_{T_1})$, we have
\[
\tau((T - \lambda 1)^*(T - \lambda 1))^{-1} = \lim_{t \to 0^+} \tau[((T - \lambda 1)^*(T - \lambda 1) + t^2 1)^{-1}]
\]
\[
= \lim_{t \to 0^+} \frac{h_\lambda(t)}{t}
\]
\[
= \lim_{s \to \infty} s h(s) \lim_{t \to 0^+} \frac{1}{s(|\lambda|, t) t}
\]
\[
= \frac{1}{|\lambda|^2 - \lambda_2(\mu_{T_1})^2}.
\]
When $\lambda_1(\mu_{T_1}) < |\lambda| < \lambda_2(\mu_{T_1})$, as $\lim_{t \to 0^+} s(|\lambda|, t) = s(|\lambda|, 0) > 0$, we have
\[
\tau((T - \lambda 1)^*(T - \lambda 1))^{-1} = \lim_{t \to 0^+} \tau[((T - \lambda 1)^*(T - \lambda 1) + t^2 1)^{-1}]
\]
\[
= \lim_{t \to 0^+} \frac{h(s(|\lambda|, t) s(|\lambda|, t) t}{t} = \infty.
\]
This finishes the proof. 

\[\square\]

Example 7.4. Let $c_t$ be Voiculescu’s circular operator with variance $t$, and $g_t$ be a semicircular element of variance $t$, and let $u$ be a Haar unitary operator that is $*$-free from $\{c_t, g_t\}$. In [27], the author calculated the Brown measure density of $g_t + u$. It is shown that the Brown measure of $g_t + u$ is the pushforward measure of $c_t + u$ under some natural pushforward map. The operator $c_t + u$ is $R$-diagonal and the outer radii of the support of the Brown measure of $c_t + u$ is $\sqrt{t + 1}$ and the inner radii is $\sqrt{(1 - t) + 1}$. Indeed, to calculate the inner radii $\lambda_1(c_t + u) = 1/\tau[(c_t + u)^*(c_t + u)]$, we observe that $|c_t + u| \sim \tau(d) |c_t + 1|$ and then apply Proposition 7.3.
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