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Abstract

A wide range of applications arising in machine learning and signal processing can be cast as convex optimization problems. These problems are often ill-posed, i.e., the optimal solution lacks a desired property such as uniqueness or sparsity. In the literature, to address ill-posedness, a bilevel optimization problem is considered where the goal is to find among optimal solutions of the inner level optimization problem, a solution that minimizes a secondary metric, i.e., the outer level objective function. In addressing the resulting bilevel model, the convergence analysis of most existing methods is limited to the case where both inner and outer level objectives are differentiable deterministic functions. While these assumptions may not hold in big data applications, to the best of our knowledge, no solution method equipped with complexity analysis exists to address presence of uncertainty and nondifferentiability in both levels in this class of problems. Motivated by this gap, we develop a first-order method called Iterative Regularized Stochastic Mirror Descent (IR-SMD). We establish the global convergence of the iterate generated by the algorithm to the optimal solution of the bilevel problem in an almost sure and a mean sense. We derive a convergence rate of $O\left(1/N^{0.5-\delta}\right)$ for the inner level problem, where $\delta > 0$ is an arbitrary small scalar. Numerical experiments for solving two classes of bilevel problems, including a large scale binary text classification application, are presented.

1 Introduction

Consider the following canonical stochastic convex optimization problem

$$\begin{align*}
\text{minimize} & \quad f(x) \triangleq \mathbb{E}[F(x, \xi)] \\
\text{subject to} & \quad x \in X,
\end{align*}$$

(P_f)

where $X \subseteq \mathbb{R}^n$ is a nonempty, closed and convex set, $f: X \to \mathbb{R}$ is a convex function given as an expected value of a stochastic function $F: X \times \mathbb{R}^d \to \mathbb{R}$, $\xi: \Omega \to \mathbb{R}^d$ is a random variable, and $(\Omega, \mathcal{F}, \mathbb{P})$ represents the associated probability space. In addressing (P_f), Monte Carlo sampling methods have been very successful in the literature (\cite{8, 9}). Of these, the stochastic approximation
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(SA) method, developed by Robbins and Monro [34], has been applied extensively to solve stochastic optimization and equilibrium problems ([17, 45]). Acceleration of SA methods first was introduced by Polyak and Juditsky in ‘90s [33] and was carried out by employing averaging techniques. The extension of SA scheme in non-Euclidean spaces was developed by Nemirovski et al. in [29] and is called stochastic mirror descent (SMD) method. In [29], SMD method is applied to solve problem \((P_f)\) where function \(F(x, \xi)\) is assumed to be nondifferentiable and convex. An optimal convergence rate of \(O\left(\frac{1}{\sqrt{N}}\right)\) is derived under averaging. Nedić and Lee [28] developed SMD methods with an optimal convergence rate under a different set of averaging weights. To address high dimensionality in stochastic optimization, Dang and Lan [6] developed a randomized block-coordinate SMD method in that only a block of the iterate is updated. Optimal non-averaging SMD methods for smooth, nonsmooth, and high dimensional problems with strongly convex objective functions have been also developed (see [43, 44, 26]).

Often in applications arising from machine learning and signal processing, problem \((P_f)\) is ill-posed, i.e., the optimal solution lacks a desired property such as uniqueness or sparsity (see [39] and [13] for a detailed review of ill-posed problems and their applications). To address ill-posedness in optimization, a secondary metric is employed that quantifies the desired property. The goal is then to obtain a solution among the optimal solution set of problem \((P_f)\) that minimizes the secondary metric. Let function \(h: X \rightarrow \mathbf{R}\) denote the secondary performance measure of interest. Consequently, the following optimization problem is considered

\[
\begin{align*}
\text{minimize} & \quad h(x) \\
\text{subject to} & \quad x \in \arg\min_{y \in X} \mathbb{E}[F(y, \xi)].
\end{align*}
\]

Problem \((P_f)\) has a bilevel structure and is referred to as the “selection problem” (e.g., see [13]). The main goal in this paper is to develop a first-order method equipped with complexity analysis for solving problem \((P_f^h)\).

**Remark 1.** In some applications, function \(h\) can be given in the form of an expectation. As such, throughout the paper, we assume function \(h\) is given as \(h(x) \triangleq \mathbb{E}[H(x, \xi)]\). A motivating example to this case is two-stage stochastic nonlinear programming that will be discussed in the following section (see Lemma 2).

**Remark 2.** We note that the term “bilevel” has been often used in the literature to refer to a more general formulation, where functions \(h\) and \(f\) are each characterized in terms of two groups of variables, e.g., \(x\) and \(y\) (cf. [7]). However, similar to the terminology used in [37, 2, 35], throughout this paper, the term “bilevel” is used to refer to the specific formulation \((P_f^h)\).

### 1.1 Example problems

We discuss two classes of problems that can be formulated using the model \((P_f^h)\).

(i) **Ill-posed empirical loss minimization (ELM):** Given a training set \(\{(a_i, b_i)\}_{i=1}^N \subset A \times B\) consisting of input objects \(a_i\) and their associated output values \(b_i\) for datum \(i\), the goal in the ELM model lies in learning a function (e.g., a hyperplane in linear regression) in order to classify new observations. The resulting problem is cast as the following convex optimization problem

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{N} \sum_{i=1}^N \mathcal{L}(a_i^T x, b_i) \\
\text{subject to} & \quad x \in X \subseteq \mathbf{R}^n,
\end{align*}
\]

\(\mathcal{L}(x)\) is a convex loss function.
where \( \mathcal{L} : \mathbb{R} \times \mathbb{B} \to \mathbb{R} \) is a convex loss function. Depending on the type of the application, a variety of choices for \( \mathcal{L} \) have been employed. For instance, in binary classification problems, given an output \( b_i \in \{-1, +1\} \), the logistic regression problem is characterized by \( \mathcal{L}(z, b_i) = \log(1 + \exp(-b_i z)) \), while the hinge loss is given by \( \mathcal{L}(z, b_i) = \max\{0, 1 - b_i z\} \). Challenges arise when the resulting large-scale problem of the form \((\text{ELM})\) is ill-posed. To address ill-posedness, a secondary metric \( h(x) \) can be considered. The goal is then to find among optimal solutions of \((\text{ELM})\), one that minimizes \( h(x) \) \cite{11,13}. For example, to induce sparsity, the elastic net regularizer \cite{46} can be considered as the secondary metric. Consequently, the following bilevel optimization model is considered \cite{13,35}

\[
\begin{align*}
\text{minimize} & \quad h(x) \triangleq \|x\|_1 + \mu \|x\|_2^2 \\
\text{subject to} & \quad x \in \arg\min_{y \in \mathcal{X}} \mathbb{E}[F(y, \xi)],
\end{align*}
\]

(1)

where, \( \xi \in \{\xi_1, \cdots, \xi_N\} \) has a finite support with \( \text{Prob}(\xi = \xi_i) = 1/N, \mathcal{L}(a_i^T x, b_i) \), and \( \mu > 0 \) regulates the trade-off between \( \ell_1 \) and \( \ell_2 \) norms.

(ii) **Two-stage stochastic nonlinear programming**: In this part, we first consider two-stage stochastic programming (cf. \cite{4} and Ch. 2 of \cite{36}) which has a wide area of applications specially in transportation, logistics, finance and power systems \cite{21,22,25}. We provide the required preliminaries that help us write a nonlinear two-stage program in the form of a single-stage problem. Then, we show that under some mild assumptions, we can reformulate it as a bilevel problem of the form \((P^T)\).

Consider the following two-stage stochastic nonlinear programming

\[
\begin{align*}
\text{minimize} & \quad c(z) + \mathbb{E}[Q(z, \xi)] \\
\text{subject to} & \quad u_\ell(z) \leq 0, \quad \text{for } \ell = 1, \cdots, L, \\
& \quad z \in \mathcal{Z},
\end{align*}
\]

(2)

for \( \mathcal{Z} \subseteq \mathbb{R}^n \), functions \( c, u_\ell : \mathbb{R}^n \to \mathbb{R} \), and a random variable \( \xi \in \mathbb{R}^d \) with a finite support \( \{\xi_1, \cdots, \xi_N\} \). Here, \( Q(z, \xi_i) \) is the optimal value of the following second-stage problem for \( i = 1, \cdots, N \)

\[
\begin{align*}
\text{minimize} & \quad q(y_i, \xi_i) \\
\text{subject to} & \quad t_j(z) + w_j(y_i, \xi_i) \leq 0, \quad \text{for } j = 1, \cdots, J, \\
& \quad y_i \in \mathcal{Y},
\end{align*}
\]

(3)

for the set \( \mathcal{Y} \subseteq \mathbb{R}^m \), and functions \( t_j : \mathbb{R}^n \to \mathbb{R}, w_j : \mathbb{R}^{m \times d} \to \mathbb{R} \). Note that we assume the random vector here has a finite support. The analysis where it has an infinite support i.e., \( \xi \in \{\xi_1, \cdots, \xi_N\} \), is discussed in \cite{4}.

In the following lemma, we show that how we can write the two-stage stochastic programming \cite{2} in a compact form. The proof is provided in Appendix A.1

**Lemma 1.** Let \( \mathcal{Z} \subseteq \mathbb{R}^n \) and \( \mathcal{Y} \subseteq \mathbb{R}^m \) be nonempty, closed and convex sets, functions \( c, u_\ell, t_j : \mathbb{R}^n \to \mathbb{R} \) be convex over the set \( \mathcal{Z} \), and function \( w_j \) be convex over \( \mathcal{Y} \) for all \( j = 1, \cdots, J \). Also, assume \( \xi \) is a random variable with finite support \( \{\xi_1, \cdots, \xi_N\} \) with \( \text{Prob}(\xi = \xi_i) = p_i \) for \( i = 1, \cdots, N \). In addition, suppose \( Y_i(z) \triangleq \{y_i \in Y | t_j(z) + w_j(y_i, \xi_i) \leq 0 \text{ for } j = 1, \cdots, J \} \) is a nonempty set and \( q \) is a real-valued convex function over \( Y_i(z) \) for \( i = 1, \cdots, N \). Then, model \((2)\) can be rewritten as follows

\[
\begin{align*}
\text{minimize} & \quad c(z) + \sum_{i=1}^{N} p_i q(y_i, \xi_i)
\end{align*}
\]

(4)
subject to \[ u_\ell(z) \leq 0, \quad \text{for } \ell = 1, \cdots, L \]
\[ t_j(z) + w_j(y_i, \xi_i) \leq 0, \quad \text{for } i = 1, \cdots, N, \ j = 1, \cdots, J, \]
\[ z \in Z, \ y_i \in Y, \quad \text{for } i = 1, \cdots, N. \]

In the following lemma, we state how we can reformulate the compact model (4) as a bilevel problem of the form \((P_{\text{h}f})\). The proof is given in Appendix A.2.

Lemma 2. Let the random variable \(\xi\) have a distribution with a finite support \(\{\xi_1, \cdots, \xi_N\}\), and \(\text{Prob}(\xi = \xi_i) = p_i\) for \(i = 1, \cdots, N\). Assume \(Z \subseteq \mathbb{R}^n\) and \(Y \subseteq \mathbb{R}^m\) are nonempty, closed and convex sets. Then, under assumptions given in Lemma 1, model (2) is equivalent to the following bilevel optimization problem

\[
\begin{align*}
\text{minimize} & \quad E[H(x, \xi)] \\
\text{subject to} & \quad x \in \text{argmin}_{x \in X} E[F(x, \xi)],
\end{align*}
\]

where \(x^T \triangleq (z^T, y_1^T, \cdots, y_N^T)\), \(X \triangleq Z \times Y^N\), and

\[
F(x, \xi_i) \triangleq \sum_{j=1}^{J} \text{max}\{0, t_j(z) + w_j(y_i, \xi_i)\} + \sum_{\ell=1}^{L} \text{max}\{0, u_\ell(z)\},
\]

\[
H(x, \xi_i) \triangleq c(z) + q(y_i, \xi_i).
\]

1.2 Existing methods

In addressing problem \((P_{\text{h}f})\), challenges may arise due to: (i) the bilevel structure of the problem, (ii) uncertainty, and (iii) nondifferentiability of functions \(f\) and \(h\). Next, we discuss some of the standard approaches in addressing these challenges for solving \((P_{\text{h}f})\) and explain their limitations.

1.2.1 Sequential regularization (SR)

When problem \((P_{\text{h}f})\) is ill-posed, a standard approach is to employ the regularization technique, where a regularized optimization problem of the following form is considered

\[
\begin{align*}
\text{minimize} & \quad f_\lambda(x) \triangleq f(x) + \lambda h(x) \\
\text{subject to} & \quad x \in X,
\end{align*}
\]

where \(\lambda > 0\) is a (user-specific) regularization parameter and provides a trade-off between the two metrics \(f\) and \(h\). Examples of this technique include the celebrated Tikhonov regularization \cite{tikhonov1990solution} where we have \(h(x) = \|x\|_2^2\). In signal processing applications, \(l_1\) regularization (i.e., \(h(x) = \|x\|_1\)) has been used extensively to find sparse solutions, i.e. \cite{donoho2006compressed, candes2008introduction}. See \cite{figueiredo2007algorithm, braverman2005towards, hastie2015elements} for a more detailed discussion of the types of regularizers. In addressing problem \((P_{\text{h}f})\), one may solve a sequence of the regularized problems \((P_{\lambda})\) for \(\lambda \in \{\lambda_k\} \subset \mathbb{R}_{++}\) with \(\lambda_k \to 0\). This necessitates implementation of a two-loop scheme where in the inner loop, \((P_{\lambda})\) is solved for a fixed \(\lambda\), and in the outer loop, \(\lambda\) is updated. As such the sequential regularization scheme is computationally expensive compared to single-loop schemes (see Ch. 12 of \cite{boyd2004convex} for more details).
1.2.2 Exact regularization

In addressing ill-posed problems, Mangasarian et al. [27, 11] studied “exact regularization” of linear and nonlinear programs. A regularization is said to be exact when an optimal solution of $(P_\lambda)$, is also an optimal solution of problem $(P_f)$. Friedlander and Tseng [13] showed that the regularization of convex programs is exact when $\lambda$ is below some threshold, and derived error bounds for an inexact regularization. Extensions of this work to variational inequality problems is studied in [5]. The main drawback of the exact regularization approach is that the threshold on the regularization parameter is not known and is often hard to determine a priori in practice (cf. [13]).

1.2.3 Iterative regularization (IR)

Another avenue for addressing ill-posedness is the iterative regularization technique. A key difference between SR and IR schemes is that in the latter, the regularization parameter is updated iteratively during the algorithm. As such, IR schemes have a single-loop structure and prove to be computationally more efficient than their SR counterparts. In [37], an IR scheme is developed where at the $k$th iteration, an approximate solution to problem $(P_\lambda)$ with $\lambda = \lambda_k$ is generated. It is shown that when $\sum_{k=0}^{\infty} \lambda_k = \infty$, the iterate generated by the proposed method converges to the optimal solution of $(P_f)$. In [11], under a similar set of conditions on $\{\lambda_k\}$, a “hybrid steepest descent method” is developed and the convergence to an optimal solution of the problem is established. Other papers on addressing problem $(P_f)$ include [31, 16]. In all the aforementioned papers, the complexity analysis is not addressed. Our work in this paper builds on the work in [45], where Yousefian et al. considered ill-posed stochastic variational inequality problems where the mapping is merely monotone and possibly non-Lipschitz. In [45], an iterative regularized smoothing stochastic approximation scheme, called RSSA, is developed where at each iteration, a noisy observation of the stochastic mapping is used. It is shown that the generated sequence by the RSSA method converges to the least $\ell_2$ norm solution of the VI in an almost sure and a mean sense. Also, a convergence rate of the order $1/\sqrt{k^{1/6-\epsilon}}$ is derived in terms of a suitably defined gap function, where $\epsilon > 0$ is an arbitrary small scalar. The main drawback of the RSSA scheme is the degraded convergence rate due to employment of a smoothing scheme. In this paper, this rate is improved to $1/\sqrt{k^{0.5-\epsilon}}$. Importantly, while in [45], the regularizer $h$ is assumed to be $\ell_2$ norm, in this work we allow the function $h$ to be given in the form of an expectation of a nondifferentiable stochastic and strongly convex function. Among the other papers that address the complexity analysis for solving $(P_f)$, [2] and [35] are described next.

1.2.4 Minimal norm gradient method (MNG)

In [2], a “minimal norm gradient algorithm” is developed for solving problem $(P_f)$ where $f$ and $h$ are both assumed to be deterministic and differentiable. It is shown that the sequence generated by the algorithm converges to the optimal solution of $(P_f)$ (see Theorem 4.1 in [2]). A convergence rate of the order $1/\sqrt{k}$ is derived in terms of $f$ values (see Theorem 4.2 in [2]). The main drawback is that MNG is a two-loop scheme where at each iteration, an optimization problem characterized by the function $h$ needs to be solved. This is computationally expensive in the case that $h$ is complicated by uncertainty.
1.2.5 Sequential averaging method (SAM)

In [35], a method called BiG-SAM, with an improved convergence rate of the order $\frac{1}{k}$ in terms of $f$ values is developed (see Theorem 1 in [35]). In contrast with [2], BiG-SAM is a single-loop scheme. An underlying assumption in BiG-SAM is that the function $f$ is of the form $f_1(x) + f_2(x)$, where $f_1$ is continuously differentiable and has Lipschitz gradients and $f_2$ is an extended-valued and possibly nonsmooth function. The differentiability of $f_1$ plays a key role in deriving the sublinear convergence rate in [35]. Another limitation to [35] is that both $f$ and $h$ are assumed to be deterministic. In big data applications, $f$ may be stochastic and nondifferentiable. Note that, in solving (1), the implementation of BiG-SAM becomes challenging due to nondifferentiability of $h$ and the large sample size $N$.

1.3 Main contributions

To describe the contributions of our work, we provide Table 1. The references [37, 38] provide no rate statements, while the analysis in [2, 35] relies extensively on differentiability of functions $f$ and $h$. Moreover, in all the references listed in Table 1, functions in both levels of problem (Ph) are assumed to be deterministic. In this paper, we allow both functions $f$ and $h$ to be nondifferentiable and complicated by uncertainty. We develop a first-order method called iterative regularized stochastic mirror descent (IR-SMD) (see Algorithm 1) where at each iteration, a subgradient of function $f$ is regularized using a regularization parameter and a subgradient of function $h$. This regularization is iterative in the sense that the regularization parameter is updated at each iteration.

Our work is motivated by the idea of iterative regularization which has been studied recently in [45] and [15] for solving variational inequality and optimization problems in ill-posed regimes. Here we apply this technique in solving the optimization problem (Ph) We establish the convergence of the iterate generated by the IR-SMD algorithm to the optimal solution of problem (Ph) in both an
almost sure and a mean sense (see Theorem 1). To perform complexity analysis, we derive a rate of \( O\left(1/N^{0.5-\delta}\right) \) with respect to function \( f \) in the inner level, where \( \delta \) is an arbitrary small scalar (see Theorem 2). To the best of our knowledge, the proposed method in this paper appears to be the first that addresses problem \( (P_f) \) with rate analysis, when both \( f \) and \( h \) are nondifferentiable and stochastic.

The remainder of the paper is organized as follows. After presenting the notation, in Section 2, we provide the setup for the prox mapping and outline its main properties. We also discuss the main assumptions on the problem, and show properties of the sequence of optimal solutions to the regularized problem \( (P_\lambda) \) (see Proposition 1). In Section 3, we present the proposed IR-SMD algorithm and outline the main assumptions of this scheme. In Section 4, we prove convergence of the averaging sequence generated by Algorithm 1 (see Theorem 1). The rate of convergence of the proposed method is derived in Section 5. Numerical experiments on different nonsmooth problems including a big data text classification application are presented in Section 6. The paper is ended by some concluding remarks in Section 7.

**Notation:** The inner product of two vectors \( x \) and \( y \), both in \( \mathbb{R}^n \), is shown as \( \langle x, y \rangle \). \( \mathbb{E}[x] \) denotes the expectation of a random variable \( x \). We let \( \| \cdot \| \) and \( \| \cdot \|_s \) denote a general norm and its dual, respectively. The dual norm is defined as \( \| x \|_s = \sup \{ \langle x, y \rangle : \| y \| \leq 1 \} \), for all \( x \in \mathbb{R}^n \). For a convex function \( f \) with the domain \( \text{dom}(f) \), any vector \( g_f \) that satisfies \( f(x) + \langle g_f, y - x \rangle \leq f(y) \) for all \( x, y \in \text{dom}(f) \), is called a subgradient of \( f \) at \( x \). We let \( \partial f(x) \) and \( \partial h(x) \) denote the set of all subgradients of functions \( f \) and \( h \) at \( x \). Also, we let \( \partial F(x, \xi), \partial H(x, \xi) \) denote the set of all subgradients of functions \( F, H \) at some \( x \). Throughout the paper, we let \( X^* \) and \( x^* \in X^* \) denote the set of optimal solutions and an optimal solution of problem \( (P_\lambda) \), respectively. Similarly, we let \( X^*_h \) and \( x^*_h \in X^*_h \) denote the optimal solution set and an optimal solution of problem \( (P_f) \), respectively. We let \( x^*_\lambda \) denote the optimal solution of problem \( (P_\lambda) \) and \( f^* \) denote the optimal value of problem \( (P_f) \). We use “a.s.” to denote almost sure convergence.

## 2 Preliminaries

In this section, we present an introduction to the basic concepts that will be employed in our analysis in the subsequent sections.

A distance generating function with respect to norm \( \| \cdot \| \) is defined as \( \omega : X \rightarrow \mathbb{R} \) when function \( \omega \) is smooth and strongly convex with parameter \( \mu_\omega > 0 \), i.e.,

\[
\omega(y) \geq \omega(x) + \langle \nabla \omega(x), y - x \rangle + \frac{\mu_\omega}{2} \| x - y \|^2 \quad \text{for all } x, y \in X.
\]

Throughout, we assume

\[
\omega(y) \leq \omega(x) + \langle \nabla \omega(x), y - x \rangle + \frac{L_\omega}{2} \| x - y \|^2 \quad \text{for all } x, y \in X,
\]

i.e., \( \omega \) has Lipschitz gradients with parameter \( L_\omega \). These assumptions have been considered in \[28\] and hold for example when \( \omega(x) = \frac{1}{2} \| x \|^2 \) for \( \mu_\omega = L_\omega = 1 \). The Bregman distance \( D : X \times X \rightarrow \mathbb{R} \) associated with \( \omega \) is defined as follows:

\[
D(x, y) \triangleq \omega(y) - \omega(x) - \langle \nabla \omega(x), y - x \rangle \quad \text{for all } x, y \in X.
\]

We also define the prox mapping \( \mathcal{P} : X \times \mathbb{R}^n \rightarrow X \) as follows:

\[
\mathcal{P}_X(x, y) \triangleq \arg\min_{z \in X} \{ \langle y, z \rangle + D(x, z) \} \quad \text{for all } x \in X, y \in \mathbb{R}^n.
\]
In the following lemma, we state some properties of Bregman distance that will be used in this paper. A more comprehensive discussion of these properties can be found in [29].

**Lemma 3 (Properties of Bregman distance).** Let \( D \) be the Bregman distance given by (8). Then, the following relations hold:

(a) \( \frac{\lambda}{2} \| x - y \|^2 \leq D(x, y) \leq \frac{2}{\lambda} \| x - y \|^2 \) for all \( x, y \in X \).

(b) \( D(x, z) = D(x, y) + D(y, z) + \langle \nabla \omega(y) - \nabla \omega(x), z - y \rangle \) for all \( x, y, z \in X \).

(c) \( \nabla z D(x, z) = \nabla \omega(z) - \nabla \omega(x) \) for all \( x, z \in X \).

Next, we state our main assumptions that will be used in the convergence analysis.

**Assumption 1 (Problem properties).** Let the following hold:

(a) The set \( X \subset \mathbb{R}^n \) is nonempty, compact, and convex.

(b) The function \( f(x) \) is subdifferentiable and convex over the set \( X \).

(c) The function \( h(x) \) is subdifferentiable and strongly convex with parameter \( \mu_h > 0 \) with respect to \( \| \cdot \| \); i.e., for all \( x, y \in X \) and \( g_h(x) \in \partial h(x) \), we have \( h(x) + \langle g_h(x), y - x \rangle + \frac{\mu_h}{2} \| y - x \|^2 \leq h(y) \).

(d) The stochastic subgradient \( g_f(x) \) is such that the following hold almost surely for all \( x \in X \)

\[
\begin{align*}
\mathbb{E}[g_F(x, \xi) \mid x] &= g_f(x), \quad (10) \\
\mathbb{E}[\| g_F(x, \xi) \|^2] &\leq C_F^2, \quad (11)
\end{align*}
\]

where \( g_f(x) \in \partial f(x), g_F(x, \xi) \in \partial F(x, \xi) \) and \( C_F > 0 \) is a scalar.

(e) The subgradient \( g_h(x) \) is such that the following holds almost surely for all \( x \in X \)

\[
\begin{align*}
\mathbb{E}[g_H(x, \xi) \mid x] &= g_h(x), \quad (12) \\
\mathbb{E}[\| g_H(x, \xi) \|^2] &\leq C_H^2, \quad (13)
\end{align*}
\]

where \( g_h(x) \in \partial h(x), g_H(x, \xi) \in \partial H(x, \xi) \) and \( C_H > 0 \) is a scalar.

**Remark 3.** Note that using Jensen’s inequality, from Assumption 1(d,e) we have

\[
\| g_f(x) \|^2 = \mathbb{E}[\| g_F(x, \xi) \|^2] \leq \mathbb{E}[\| g_F(x, \xi) \|^2] \leq C_F^2, \\
\| g_h(x) \|^2 = \mathbb{E}[\| g_H(x, \xi) \|^2] \leq \mathbb{E}[\| g_H(x, \xi) \|^2] \leq C_H^2.
\]

In the following result, we show that under our assumptions, both problems \((P^h_\lambda)\) and \((P_\lambda)\) have unique optimal solutions. The proof is provided in Appendix A.3.

**Lemma 4 (Uniqueness of \( x^*_\lambda \) and \( x^*_h \)).** Let Assumption 1(a,b,c) hold. Consider problems \((P_\lambda)\) and \((P^h_\lambda)\). Then,

(a) Problem \((P_\lambda)\) has a unique optimal solution \( x^*_\lambda \), for any \( \lambda > 0 \).

(b) Problem \((P^h_\lambda)\) has a unique optimal solution \( x^*_h \).

In the next lemma, we show two inequalities that will be used later in the proof of Proposition 1. The proof is presented in Appendix A.4.
Lemma 5. Let Assumption 1(b,c) hold. Suppose \( \{\lambda_k\} \) is a sequence of nonnegative scalars. Let \( x_{\lambda_k}^* \) be the unique optimal solution of problem \((P_{\lambda_k})\) for \( k \geq 0 \). Then, we have

\[
\langle g_f(x_{\lambda_{k-1}}^*) - g_f(x_{\lambda_k}^*), x_{\lambda_k}^* - x_{\lambda_{k-1}}^* \rangle \geq 0 \quad \text{for all } k \geq 1,
\]

\[
\langle g_h(x_{\lambda_{k-1}}^*) - g_h(x_{\lambda_k}^*), x_{\lambda_k}^* - x_{\lambda_{k-1}}^* \rangle \geq \mu_h \| x_{\lambda_k}^* - x_{\lambda_{k-1}}^* \|^2 \quad \text{for all } k \geq 1.
\]

In the next result, considering a sequence of regularized problems \((P_{\lambda_k})\) for \( \lambda \in \{\lambda_k\} \), we derive an upper bound on the difference between optimal solutions of two regularized problems characterized by a general norm. Importantly, we show that when \( \lambda_k \) is decreasing to zero, the trajectory of optimal solutions to the regularized problems, i.e., \( \{x_{\lambda_k}^*\} \), converges to the optimal solution of the problem \((P_{\lambda_k}^h)\), i.e., \( x_h^* \). This result is a key to the convergence analysis of our proposed algorithm. The proof is provided in Appendix A.5.

Proposition 1 (Properties of sequence \{x_{\lambda_k}^*\}). Let Assumption 1 hold. Let \( \{\lambda_k\} \) denote a nonnegative sequence for \( k \geq 0 \) and \( x_{\lambda_k}^* \) be the unique optimal solution to problem \((P_{\lambda_k})\) for \( k \geq 0 \).

(a) Consider problem \((P_{\lambda_k})\). Let \( \mu_h \) and \( C_H \) be given by Assumption 4(e). Then, for all \( k \geq 1 \)

\[
\| x_{\lambda_k}^* - x_{\lambda_{k-1}}^* \| \leq \frac{C_H}{\mu_h} \left| 1 - \frac{\lambda_{k-1}}{\lambda_k} \right|.
\]

(b) Consider problem \((P_{\lambda_k}^h)\). When \( \lambda_k \to 0 \), then the sequence \( \{x_{\lambda_k}^*\} \) converges to the unique optimal solution of problem \((P_{\lambda_k}^h)\), i.e., \( x_h^* \).

3 Algorithm outline

In this section, we present the iterative regularized stochastic mirror descent (IR-SMD) method for solving problem \((P_f^h)\). An outline of this method is presented by Algorithm 1. Recall the definition of prox mapping in \([9]\). In the IR-SMD method, at each iteration, an iterate \( x_k \) is updated as follows

\[
x_{k+1} := \mathcal{P}_X(x_k, \gamma_k (g_F(x_k, \xi_k) + \lambda_k g_H(x_k, \xi_k))) \quad \text{for all } k \geq 0,
\]

where \( \gamma_k > 0 \) is a proper stepsize, \( \lambda_k > 0 \) is an iterative regularization parameter, \( g_F(x_k, \xi_k) \in \partial F(x_k, \xi_k) \), and \( g_H(x_k, \xi_k) \in \partial H(x_k, \xi_k) \) and \( \xi_k, \tilde{\xi}_k \) are two i.i.d. realizations of random variable \( \xi \). A main distinction with the classical SMD method \([29, 28, 6]\) is in terms of the additional regularization term \( \lambda_k g_H(x_k, \xi_k) \) which incorporates the first-order information of the secondary objective function. We consider a weighted average sequence \( \{\bar{x}_k\} \) defined as below:

\[
\bar{x}_{k+1} := \sum_{t=0}^{k} \eta_{t,k} x_t, \quad \text{where } \eta_{t,k} \triangleq \frac{\gamma_{t,k}}{\sum_{i=0}^{k} \gamma_{i,k}},
\]

in which \( r < 1 \) is a constant. Note that using induction, it can be shown that relation \((18)\) is equivalent to \((21)\) in Algorithm 1 (see e.g., Proposition 3 in \([12]\)).

An important research question in our work is how we may update the two parameters \( \gamma_k \) and \( \lambda_k \) in order to establish convergence of the averaging sequence \( \{\bar{x}_N\} \), generated by Algorithm 1, to the unique optimal solution of problem \((P_f^h)\). This will be addressed by Theorem 1. Another important research question is concerned with the complexity analysis of Algorithm 1. This will be addressed in Theorem 2 where under specific update rules for stepsize and regularization parameter, we derive the rate \( O \left( \frac{1}{N^{0.5-\delta}} \right) \) with respect to \( f \) function values.

We make the following assumption on random variable \( \xi \) in the algorithm.

9
Algorithm 1 Iterative Regularized Stochastic Mirror Descent Algorithm (IR-SMD)

**Initialization:** Set a random initial point \( x_0 \in X \), \( \gamma_0 > 0 \) and \( \lambda_0 > 0 \) such that \( \gamma_0 \lambda_0 \leq \frac{L_{\omega}}{\mu_h} \), a scalar \( r < 1 \), \( \bar{x}_0 = x_0 \in \mathbb{R}^n \), and \( S_0 = \gamma_0^r \).

**for** \( k = 0, 1, \ldots, N - 1 \) **do**

- Generate \( \xi_k \) and \( \tilde{\xi}_k \) as realizations of random vectors \( \xi \).
- Evaluate subgradients \( g_F(x_k, \xi_k) \in \partial F(x_k, \xi_k) \) and \( g_H(x_k, \tilde{\xi}_k) \in \partial H(x_k, \tilde{\xi}_k) \).
- Update \( x_k \) using the following relation:
  \[
  x_{k+1} := P_X(x_k, \gamma_k (g_F(x_k, \xi_k) + \lambda_k g_H(x_k, \tilde{\xi}_k))).
  \]  
  \( (19) \)

- Update \( S_k \) and \( \bar{x}_k \) using the following recursions:
  \[
  S_{k+1} := S_k + \gamma_k^r,
  \]
  \( (20) \)
  \[
  \bar{x}_{k+1} := \frac{S_k \bar{x}_k + \gamma_k^r x_{k+1}}{S_{k+1}}.
  \]  
  \( (21) \)

**end for**

**return** \( \bar{x}_N; \)

Assumption 2 (Random variable \( \xi \)). For all \( k \geq 0 \), random variables \( \xi_k, \tilde{\xi}_k \in \mathbb{R}^d \) are i.i.d.

Throughout, the history of the method is considered as:

\[
\mathcal{F}_k = \{ x_0, \xi_0, \tilde{\xi}_0, \xi_1, \tilde{\xi}_1, \ldots, \xi_{k-1}, \tilde{\xi}_{k-1} \} \quad \text{for all} \ k \geq 1.
\]  
\( (22) \)

4 Convergence analysis

In this section, our main objective is to establish convergence of the sequence \( \{ \bar{x}_N \} \) to the optimal solution of problem \( (P^h) \). To this end, we first show convergence properties of the sequence \( \{ x_k \} \) in Proposition 1. This result will be a key to establish convergence of the averaging sequence which will be presented in Theorem 1.

We start with the following result where we characterize the error of the algorithm using a recursive relation in terms of Bregman distance.

Lemma 6 (A recursive upper bound). Consider problem \( (P^h) \). Let the sequence \( \{ x_k \} \) be generated by Algorithm 1. Let Assumption 1 and 2 hold. Also assume \( 0 < \gamma_k \lambda_k \leq \frac{L_{\omega}}{\mu_h} \). Then, for all \( k \geq 1 \) we have

\[
E[D(x_{k+1}, x_{\lambda_k}^*)|\mathcal{F}_k] \leq \left( 1 - \frac{\mu_h}{2L_{\omega}} \gamma_k \lambda_k \right) D(x_k, x_{\lambda_{k-1}}^*) + \frac{2C^2 L_{\omega}^3}{\mu_h^2 \mu_{\omega} \gamma_k \lambda_k} \left( \frac{\lambda_{k-1}}{\lambda_k} - 1 \right)^2
+ \frac{4C^2 F}{\mu_{\omega}} \gamma_k^2 + \frac{4C^2 L_{\omega}^2}{\mu_{\omega}} \gamma_k^2 \lambda_k^2,
\]  
\( (23) \)

where \( x_{\lambda_k}^* \) is the unique optimal solution of problem \( (P_\lambda) \) for \( \lambda = \lambda_k \).
Proof. Let \( k \geq 1 \) be given and \( z^* \) be the solution for (9). From optimality conditions we have
\[
\langle y + \nabla z D(x, z^*), z - z^* \rangle \geq 0 \quad \text{for all } x, z \in X, y \in \mathbb{R}^n.
\]
By Lemma 3(c) we can replace \( \nabla z D(x, z^*) \) by \( \nabla \omega(z^*) - \nabla \omega(x) \). So we obtain
\[
\langle y + \nabla \omega(z^*) - \nabla \omega(x), z - z^* \rangle \geq 0 \quad \text{for all } x, z \in X, y \in \mathbb{R}^n.
\]
Set \( x := x_k \) and \( y := \gamma_k (g_f(x_k, \xi_k) + \lambda_k g_h(x_k, \tilde{\xi}_k)) \). Note that from (19) and (9) we have \( z^* = x_{k+1} \). We obtain
\[
\langle \gamma_k (g_f(x_k, \xi_k) + \lambda_k g_h(x_k, \tilde{\xi}_k)) + \nabla \omega(x_{k+1}) - \nabla \omega(x_k), z - x_{k+1} \rangle \geq 0 \quad \text{for all } z \in X. \tag{24}
\]
Consider problem \((P_\lambda)\) when \( \lambda = \lambda_k \). From optimality conditions we have
\[
\langle g_f(x_{k+1}^*) + \lambda_k g_h(x_{k+1}^*), x - x_{k+1}^* \rangle \geq 0 \quad \text{for all } x \in X. \tag{25}
\]
Letting \( z := x_{k+1}^* \) in (24), \( x := x_{k+1} \) in (25) and multiplying it by \( \gamma_k \), and adding the resulting inequalities together, we obtain
\[
\langle \gamma_k g_f(x_k, \xi_k) + \gamma_k \lambda_k g_h(x_k, \tilde{\xi}_k) - \gamma_k g_f(x_{k+1}^*) - \gamma_k \lambda_k g_h(x_{k+1}^*) \rangle + \nabla \omega(x_{k+1}) - \nabla \omega(x_k), x_{k+1}^* - x_{k+1} \rangle \geq 0.
\]
By Lemma 3(b), we know that \( \langle \nabla \omega(x_{k+1}) - \nabla \omega(x_k), x_{k+1}^* - x_{k+1} \rangle = D(x_{k+1}, x_{k+1}^*) - D(x_k, x_k^*) \) and also from strong convexity of \( \omega \) we have \( D(x_{k+1}, x_k^*) \geq \frac{\mu_\omega}{2} \| x_{k+1} - x_k \|^2 \). Combining these relations with the preceding inequality and rearranging the terms we have
\[
D(x_{k+1}, x_{k+1}^*) \leq D(x_k, x_{k+1}^*) - \frac{\mu_\omega}{2} \| x_{k+1} - x_k \|^2
\]
\[
+ \gamma_k \langle g_f(x_k, \xi_k) - g_f(x_{k+1}^*), x_{k+1}^* - x_{k+1} \rangle
\]
\[
+ \gamma_k \lambda_k \langle g_h(x_k, \tilde{\xi}_k) - g_h(x_{k+1}^*), x_{k+1}^* - x_{k+1} \rangle.
\]
By adding and subtracting \( x_k \) in the last two terms of the right-hand side we obtain
\[
D(x_{k+1}, x_{k+1}^*) \leq D(x_k, x_{k+1}^*) - \frac{\mu_\omega}{2} \| x_{k+1} - x_k \|^2
\]
\[
+ \gamma_k \langle g_f(x_k, \xi_k) - g_f(x_{k+1}^*), x_{k+1}^* - x_k \rangle
\]
\[
+ \gamma_k \lambda_k \langle g_h(x_k, \tilde{\xi}_k) - g_h(x_{k+1}^*), x_{k+1}^* - x_k \rangle
\]
\[
+ \gamma_k \lambda_k \langle g_h(x_k, \tilde{\xi}_k) - g_h(x_{k+1}^*), x_{k+1}^* - x_k \rangle.
\]
Note that from Fenchel’s inequality, \( \langle a, b \rangle \leq \frac{1}{2\alpha} \| a \|^2 + \frac{\alpha}{2} \| b \|^2_\star \), for any \( a, b \in \mathbb{R}^n \) and \( \alpha > 0 \). Therefore, by applying this relation for Term1 and Term2
\[
D(x_{k+1}, x_{k+1}^*) \leq D(x_k, x_{k+1}^*) - \frac{\mu_\omega}{2} \| x_{k+1} - x_k \|^2
\]
\[
+ \gamma_k \lambda_k \langle g_f(x_k, \xi_k) - g_f(x_{k+1}^*), x_{k+1}^* - x_k \rangle
\]
\[
+ \gamma_k \lambda_k \langle g_h(x_k, \tilde{\xi}_k) - g_h(x_{k+1}^*), x_{k+1}^* - x_k \rangle
\]
Using relations (10) and (12), we obtain
\begin{align*}
& + \frac{2}{\mu_\omega} \|g_H(x_k, \xi_k) - g_H(x^*_k, \xi_k)\|^2 + \frac{2\gamma_k^2}{\mu_\omega} \|g_H(x_k, \xi_k) - g_f(x_k, \xi_k)\|^2,
& + \gamma_k \lambda_k \langle g_H(x_k, \xi_k), x^*_k - x_k \rangle.
\end{align*}

We obtain
\begin{align*}
D(x_{k+1}, x^*_k) & \leq D(x_k, x^*_k) + \frac{2}{\mu_\omega} \|g_F(x_k, \xi_k)\|^2 + \frac{2}{\mu_\omega} \|g_F(x^*_k)\|^2 \\
& + \frac{2}{\mu_\omega} \|g_H(x_k, \xi_k)\|^2 + \frac{2}{\mu_\omega} \|g_H(x^*_k)\|^2 \\
& + \gamma_k \lambda_k \langle g_H(x_k, \xi_k), x^*_k - x_k \rangle.
\end{align*}

Using the triangular inequality, we have
\begin{align*}
D(x_{k+1}, x^*_k) & \leq D(x_k, x^*_k) + \frac{2}{\mu_\omega} \|g_F(x_k, \xi_k)\|^2 + \frac{2}{\mu_\omega} \|g_F(x^*_k)\|^2 \\
& + \frac{2}{\mu_\omega} \|g_H(x_k, \xi_k)\|^2 + \frac{2}{\mu_\omega} \|g_H(x^*_k)\|^2 \\
& + \gamma_k \lambda_k \langle g_H(x_k, \xi_k), x^*_k - x_k \rangle.
\end{align*}

By Assumption [1](d,e) and using the relations in Remark 3 we have
\begin{align*}
D(x_{k+1}, x^*_k) & \leq D(x_k, x^*_k) + \frac{2}{\mu_\omega} C_F^2 + \frac{2}{\mu_\omega} C_H^2 \\
& + \frac{2}{\mu_\omega} \|g_F(x_k, \xi_k)\|^2 + \gamma_k \lambda_k \langle g_H(x_k, \xi_k), x^*_k - x_k \rangle.
\end{align*}

By taking conditional expectation on \(F_k\) and using relations (11) and (13), we have
\begin{align*}
\mathbb{E}\left[D(x_{k+1}, x^*_k) \mid F_k\right] & \leq D(x_k, x^*_k) + \frac{4}{\mu_\omega} C_F^2 + \frac{4}{\mu_\omega} C_H^2 \\
& + \gamma_k \mathbb{E}[g_F(x_k, \xi_k) \mid F_k] - g_f(x^*_k, x^*_k - x_k) \\
& + \gamma_k \lambda_k \left\langle \mathbb{E}[g_H(x_k, \xi_k) \mid F_k] - g_h(x^*_k, x^*_k - x_k) \right\rangle.
\end{align*}

Using relations (10) and (12), we obtain
\begin{align*}
\mathbb{E}\left[D(x_{k+1}, x^*_k) \mid F_k\right] & \leq D(x_k, x^*_k) + \frac{4}{\mu_\omega} C_F^2 + \frac{4}{\mu_\omega} C_H^2 \\
& + \gamma_k \left\langle g_f(x_k) - g_f(x^*_k), x^*_k - x_k \right\rangle \\
& + \gamma_k \lambda_k \left\langle g_h(x_k) - g_h(x^*_k), x^*_k - x_k \right\rangle.
\end{align*}

Similar to the proof of Lemma [5] by convexity of \(f\) and strong convexity of \(h\) we know that
\begin{align*}
\langle g_f(x_k) - g_f(x^*_k), x^*_k - x_k \rangle & \leq 0 \\
\langle g_h(x_k) - g_h(x^*_k), x^*_k - x_k \rangle & \leq -\mu_h \|x_k - x^*_k\|^2 \leq -\frac{\mu_h}{2} \|x_k - x^*_k\|^2,
\end{align*}

so
\begin{align*}
\mathbb{E}\left[D(x_{k+1}, x^*_k) \mid F_k\right] & \leq D(x_k, x^*_k) + \frac{4}{\mu_\omega} C_F^2 + \frac{4}{\mu_\omega} C_H^2 \\
& + \frac{4}{\mu_\omega} \gamma_k \lambda_k \mu_h \|x_k - x^*_k\|^2.
\end{align*}
From Lemma 3(a), \( D(x, y) \leq \frac{L_2}{2} \|x - y\|^2 \) for all \( x, y \in X \) so,

\[
E[D(x_{k+1}, x^*_x)|F_k] \leq \left( 1 - \frac{\gamma_k \lambda_k \mu_h}{L_\omega} \right) D(x_k, x^*_x) + 4 \frac{\gamma_k^2}{\mu_\omega} C_F^2 + 4 \frac{\gamma_k^2 \lambda_k^2}{\mu_\omega} C_H^2. \tag{26}
\]

Next we relate \( D(x_k, x^*_x) \) to \( D(x_k, x^*_x) \). By Lemma 3(b) we have

\[
D(x_k, x^*_x) = D(x_k, x^*_x) + D(x^*_x, x^*_x) + \langle \nabla \omega(x^*_x) - \nabla \omega(x_k), x^*_x - x^*_x \rangle.
\]

By multiplying and dividing the term \( \sqrt{\frac{\mu_h \omega \gamma_k \lambda_k}{2L_\omega}} \) in Term3 and using Fenchel’s inequality we obtain

\[
D(x_k, x^*_x) \leq D(x_k, x^*_x) + D(x^*_x, x^*_x) + \frac{\mu_h \omega \gamma_k \lambda_k}{4L_\omega} \|\nabla \omega(x^*_x) - \nabla \omega(x_k)\|_\ast
\]

\[
+ \frac{L_\omega^2}{\mu_h \omega \gamma_k \lambda_k} \|x^*_x - x^*_x\|^2
\]

where \( L_\omega \) is the Lipschitz parameter of \( \nabla \omega \) defined in (7). By definition of Lipschitzian property we know that \( \|\nabla \omega(x) - \nabla \omega(y)\|_\ast \leq L_\omega \|x - y\| \) for all \( x, y \in X \). Therefore, from the preceding relation we obtain

\[
D(x_k, x^*_x) \leq D(x_k, x^*_x) + D(x^*_x, x^*_x) + \frac{\mu_h \omega \gamma_k \lambda_k}{4L_\omega} \|\nabla \omega(x^*_x) - \nabla \omega(x_k)\|_\ast
\]

\[
+ \frac{L_\omega^2}{\mu_h \omega \gamma_k \lambda_k} \|x^*_x - x^*_x\|^2
\]

From \( D(x, y) \leq \frac{L_2}{2} \|x - y\|^2 \) for all \( x, y \in X \), and also using Proposition 1(a) we have

\[
D(x_k, x^*_x) \leq D(x_k, x^*_x) + \frac{L_\omega C_H^2}{2 \mu^2_h} \left| 1 - \frac{\lambda_k}{\lambda_k - 1} \right|^2
\]

\[
+ \frac{\gamma_k \lambda_k \mu_h}{4L_\omega} \|x^*_x - x_k\|^2 + \frac{L_\omega^2 C_H^2}{\gamma_k \lambda_k \mu^2_h} \left| 1 - \frac{\lambda_k}{\lambda_k - 1} \right|^2.
\]

From Lemma 3(a) we have \( \|x^*_x - x_k\|^2 \leq \frac{2}{\mu_\omega} D(x_k, x^*_x) \). Taking this into account and by rearranging the terms in the preceding relation we have

\[
D(x_k, x^*_x) \leq \left( 1 + \frac{\mu_h \gamma_k \lambda_k}{2L_\omega} \right) D(x_k, x^*_x) + \frac{L_\omega C_H^2}{2 \mu^2_h} \left( 1 + \frac{2L_\omega^2}{\mu_h \omega \gamma_k \lambda_k} \right) \left( \frac{\lambda_k}{\lambda_k - 1} \right)^2.
\]

Replacing the preceding inequality in (26) since \( \gamma_k \lambda_k \leq \frac{L_\omega}{\mu_h} \), and considering Lipschitzian property of \( \omega \) we obtain

\[
E[D(x_{k+1}, x^*_x)|F_k] \leq \left( 1 - \frac{\mu_h \gamma_k \lambda_k}{L_\omega} \right) \left( 1 + \frac{\mu_h \gamma_k \lambda_k}{2L_\omega} \right) D(x_k, x^*_x)
\]

\[
+ \left( 1 - \frac{\mu_h \gamma_k \lambda_k}{L_\omega} \right) \frac{L_\omega C_H^2}{2 \mu^2_h} \left( 1 + \frac{2L_\omega^2}{\mu_h \omega \gamma_k \lambda_k} \right) \left( \frac{\lambda_k}{\lambda_k - 1} \right)^2
\]

\[
+ 4 \frac{\gamma_k^2}{\mu_\omega} C_F^2 + 4 \frac{2 \gamma_k \lambda_k^2}{\mu_\omega} C_H^2.
\]
By rearranging the terms we have

\[ \mathbb{E}[D(x_{k+1}, x^*_{\lambda_k}) | \mathcal{F}_k] \leq \left( 1 - \frac{\mu_h \gamma_k \lambda_k}{2L_\omega} \right) D(x_k, x^*_{\lambda_{k-1}}) \]

\[ + \left( 1 - \frac{\mu_h \gamma_k \lambda_k}{L_\omega} \right) \frac{L_\omega C_H^2}{2\mu^*_\omega} \left( 1 + \frac{2L_\omega^2}{\mu_h \mu_\omega \gamma_k \lambda_k} \right) \left( \lambda_{k-1} \lambda_k - 1 \right)^2 \]

\[ + \frac{4C_F^2}{\mu_\omega} \lambda_k^2 + \frac{4C_H^2}{\mu_\omega} \gamma_k^2 \lambda_k^2. \]

We can drop the nonpositive term \(-\frac{(\mu_h \gamma_k \lambda_k)^2}{2L_\omega^2}\) in Term4. Also note that we can drop the nonpositive term \(-\frac{\mu_h \gamma_k \lambda_k}{L_\omega}\) in Term5. We obtain

\[ \mathbb{E}[D(x_{k+1}, x^*_{\lambda_k}) | \mathcal{F}_k] \leq \left( 1 - \frac{\mu_h \gamma_k \lambda_k}{2L_\omega} \right) D(x_k, x^*_{\lambda_{k-1}}) \]

\[ + \frac{L_\omega C_H^2}{2\mu^*_\omega} \left( 1 + \frac{2L_\omega^2}{\mu_h \mu_\omega \gamma_k \lambda_k} \right) \left( \lambda_{k-1} \lambda_k - 1 \right)^2 + \frac{4C_F^2}{\mu_\omega} \lambda_k^2 + \frac{4C_H^2}{\mu_\omega} \gamma_k^2 \lambda_k^2. \]

Note that we have \(\mu_\omega \leq L_\omega\). Combining this relation with the assumption that \(\gamma_k \lambda_k \leq \frac{L_\omega}{\mu_h}\), we have \(1 \leq \frac{2L_\omega^2}{\mu_h \mu_\omega \gamma_k \lambda_k}\). From this relation and the preceding relation, we obtain

\[ \mathbb{E}[D(x_{k+1}, x^*_{\lambda_k}) | \mathcal{F}_k] \leq \left( 1 - \frac{\mu_h \gamma_k \lambda_k}{2L_\omega} \right) D(x_k, x^*_{\lambda_{k-1}}) \]

\[ + \frac{2C_F^2 L_\omega^3}{\mu^*_h \mu_\omega \gamma_k \lambda_k} \left( \lambda_{k-1} \lambda_k - 1 \right)^2 + \frac{4C_F^2}{\mu_\omega} \lambda_k^2 + \frac{4C_H^2}{\mu_\omega} \gamma_k^2 \lambda_k^2. \]

The next result will be utilized to establish the convergence of Algorithm 1. To this end, we will employ this result in proving convergence of the iterate \(x_k\) in Proposition 2.

**Lemma 7** (Lemma 11, pg. 50 of [32]). Let \(\{\nu_k\}\) be a sequence of nonnegative random variables, where \(\mathbb{E}[\nu_0] < \infty\), and let \(\{\alpha_k\}\) and \(\{\beta_k\}\) be deterministic scalar sequences such that:

\[ \mathbb{E}[\nu_{k+1} | \nu_0, \ldots, \nu_k] \leq (1 - \alpha_k) \nu_k + \beta_k \quad \text{for all } k \geq 0, \]

\[ 0 \leq \alpha_k \leq 1, \quad \beta_k \geq 0, \quad \sum_{k=0}^{\infty} \alpha_k = \infty, \quad \sum_{k=0}^{\infty} \beta_k < \infty, \quad \text{and } \lim_{k \to \infty} \frac{\beta_k}{\alpha_k} = 0. \]

Then, \(\nu_k \to 0\) almost surely, and \(\lim_{k \to \infty} \mathbb{E}[\nu_k] = 0\).

An extension of Lemma 7 is proposed in the following result. We will employ this result in Proposition 2(c) to derive a rate statement. This lemma is proved in Appendix A.6.

**Lemma 8.** Let \(\{\nu_k\}\) be a sequence of nonnegative random variables, where \(\mathbb{E}[\nu_0] < \infty\), and let \(\{\alpha_k\}\) and \(\{\beta_k\}\) be deterministic scalar sequences such that:

\[ \mathbb{E}[\nu_{k+1} | \nu_0, \ldots, \nu_k] \leq (1 - \alpha_k) \nu_k + \beta_k \quad \text{for all } k \geq 0, \quad (27) \]
and also there exist some constant $0 < \rho < 1$, such that for all $k \geq 1$

$$0 \leq \alpha_k \leq 1, \beta_k \geq 0 \text{ and } \frac{\beta_{k-1}}{\alpha_k} \leq \frac{\beta_k}{\alpha_k} (1 + \rho \alpha_k).$$

Then, $E[n_{k+1}] \leq \frac{\beta_k}{\alpha_k} \tau$, where $\tau = \max \left\{ \frac{E[n_0]}{\beta_0}, \frac{1}{1-\rho} \right\}$.

In the following, we make a set of assumptions on the stepsize and the regularization parameter used in Algorithm 1. These assumptions will be used in Proposition 2(a,b) to establish convergence in an almost sure sense and a mean sense. In Proposition 3(i), we provide a class of sequences that satisfy all these conditions.

**Assumption 3.** Assume that for all $k \geq 0$ we have

(a) $\{\gamma_k\}$ and $\{\lambda_k\}$ are positive and non-increasing sequences where $\gamma_0 \lambda_0 \leq \frac{L\omega}{\mu h}$.

(b) $\sum_{k=0}^{\infty} \gamma_k \lambda_k = \infty$. (c) $\sum_{k=0}^{\infty} \frac{1}{\gamma_k \lambda_k} \left( \frac{\lambda_{k+1}}{\lambda_k} - 1 \right)^2 < \infty$. (d) $\sum_{k=0}^{\infty} \gamma_k^2 < \infty$.

(e) $\lim_{k \to \infty} \frac{1}{\gamma_k \lambda_k} \left( \frac{\lambda_{k+1}}{\lambda_k} - 1 \right)^2 = 0$. (f) $\lim_{k \to \infty} \gamma_k \lambda_k = 0$.

To derive a rate statement in Proposition 2(c), we make use of the following assumption on the stepsize and regularization parameter. In Proposition 3(ii), we will provide an example of the two sequences for which these conditions are met.

**Assumption 4.** Assume that for all $k \geq 0$ we have

(a) $\{\gamma_k\}$ and $\{\lambda_k\}$ are positive and non-increasing sequences where $\gamma_0 \lambda_0 \leq \frac{L\omega}{\mu h}$.

(b) There is a scalar $B_1 > 0$ and an integer $k_1$ such that $\frac{1}{\gamma_k \lambda_k} \left( \frac{\lambda_{k+1}}{\lambda_k} - 1 \right)^2 \leq B_1$ for $k \geq k_1$.

(c) There is a scalar $0 < \rho < 1$ and an integer $k_2$ such that $\frac{\gamma_{k+1}}{\lambda_{k+1}} \leq \frac{\gamma_k}{\lambda_k} \left( 1 + \rho \frac{\mu_h}{2\omega} \gamma_k \lambda_k \right)$ for $k \geq k_2$.

(d) $\lim_{k \to \infty} \gamma_k \lambda_k = 0$.

In the following result, we show convergence of the sequence $\{x_k\}$ generated in Algorithm 1. This result will be used in the next sections in order to establish the convergence of the averaging sequence $\bar{x}_k$ generated by Algorithm 1 to the optimal solution of the problem (P).

**Proposition 2 (Convergence in almost sure and mean senses for $\{x_k\}$).** Let Assumption 1 and 2 hold. Consider problem (P) and let $\{x_k\}$ be generated by Algorithm 1. Additionally:

(a) Let Assumption 3 hold. Then $D(x_k, x^*_{\lambda_{k-1}})$ converges to zero almost surely, and

$$\lim_{k \to \infty} E[D(x_k, x^*_{\lambda_{k-1}})] = 0.$$

(b) Let Assumption 3 hold and $\lim_{k \to \infty} \lambda_k = 0$. Then $x_k$ converges to the optimal solution of problem (P), i.e., $x^*_h$ almost surely.

(c) Let Assumption 4 hold for some $k_1$ and $k_2$. Then, for all $k \geq \bar{k} \equiv \max\{k_1, k_2\}$

$$E[D(x_{k+1}, x^*_{\lambda_k})] \leq \frac{\gamma_k}{\lambda_k} \tau,$$

where,

$$\tau \equiv \max \left\{ \frac{2L\omega M^2 \lambda_{k-1}}{\gamma_{k-1}}, \frac{2L\omega (2C_H^2 L^3 \omega + 4C_H^2 \mu^3 \mu_h^4 + 4C_H^2 \mu^3 \lambda^2_{k-1})}{\mu_\omega \mu_h^4 (1-\rho)} \right\}, \quad (28)$$

in which $M$ is such that $\|x\| \leq M$ for all $x \in X$. 
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Proof. (a) Considering relation (23), to show this we apply Lemma 7. Let \( w_k \triangleq D(x_k, x_{\lambda_k}^*) \), \( \alpha_k \triangleq \frac{\mu_k}{2L_\omega} \gamma_k \lambda_k \) and \( \beta_k \triangleq \frac{2C_H^2 L_\omega^3}{\mu_k^2 \mu_\omega} \left( \frac{\lambda_k}{\mu_k} - 1 \right)^2 + \frac{4C^2}{\mu_\omega} \lambda_k^2 \). By (23) we have

\[
E[w_{k+1} | w_1, \ldots, w_k] \leq (1 - \alpha_k)w_k + \beta_k \quad \text{for all } k \geq 1.
\]

Note that \( \beta_k \geq 0 \). Also by Assumption 3(a), since \( \{\gamma_k\} \) and \( \{\lambda_k\} \) are positive and \( \gamma_0 \lambda_0 \leq \frac{2L_\omega}{\mu_k^2} \) we have \( 0 \leq \alpha_k \leq 1 \). Assumption 3(b) is sufficient to have \( \sum_{k=1}^\infty \alpha_k = \infty \). From Assumption 3(c,d) \( \sum_{k=1}^\infty \beta_k < \infty \). In addition, we have

\[
\lim_{k \to \infty} \frac{\beta_k}{\alpha_k} = \lim_{k \to \infty} \frac{2C_H^2 L_\omega^3}{\mu_k^2 \mu_\omega} \left( \frac{\lambda_k}{\mu_k} - 1 \right)^2 + \frac{4C^2}{\mu_\omega} \lambda_k^2 = 0.
\]

Applying Assumption 3(e,f) we only need to prove that \( \lim_{k \to \infty} \gamma_k \lambda_k = 0 \). Since \( \{\lambda_k\} \) is non-increasing we have, \( \lambda_k \leq \lambda_0 \) for all \( k \geq 0 \). Then \( \lambda_k^2 \geq \lambda_0^2 \) implying that \( \lambda_k^2 / \mu_k^2 \) is an upper bound for \( \gamma_k \lambda_k \). So by Assumption 3(f), \( \lim_{k \to \infty} \gamma_k \lambda_k = 0 \). Consequently \( \lim_{k \to \infty} \frac{\beta_k}{\alpha_k} = 0 \). Therefore, all conditions of Lemma 7 are met indicating that \( D(x_k, x_{\lambda_k}^*) \) goes to zero almost surely, and \( \lim_{k \to \infty} E[D(x_k, x_{\lambda_k}^*)] = 0 \).

(b) Invoking the triangle inequality, we obtain

\[
\|x_k - x_h^*\|^2 \leq 2\|x_k - x_{\lambda_k}^*\|^2 + 2\|x_{\lambda_k}^* - x_h^*\|^2 \quad \text{for all } k \geq 0.
\]

Using Lemma 3(a), from the preceding inequality we obtain

\[
\|x_k - x_h^*\|^2 \leq \frac{4}{\mu_\omega} D(x_k, x_{\lambda_k}^*) + 2\|x_{\lambda_k}^* - x_h^*\|^2 \quad \text{for all } k \geq 0.
\] (29)

From Proposition 1(b), we know that when \( \lambda_k \) goes to zero, then the sequence \( \{x_{\lambda_k}^*\} \) converges to the unique optimal solution of problem \( \mathcal{P}_F \), i.e., \( x_h^* \). In addition, from part (a), \( D(x_k, x_{\lambda_k}^*) \) converges to zero almost surely. Therefore, from relation (29), \( \|x_k - x_h^*\| \) converges to zero almost surely.

(c) We apply Lemma 8 to show the desired inequality. Consider relation (23). From Assumption 4(b) and that \( \{\lambda_k\} \) is non-increasing, we have

\[
E[D(x_{k+1}, x_{\lambda_k}^*) | \mathcal{F}_k] \leq \left( 1 - \frac{\mu_k}{2L_\omega} \gamma_k \lambda_k \right) D(x_k, x_{\lambda_k}^*) + \left( \frac{2C_H^2 L_\omega^3}{\mu_k^2 \mu_\omega} \gamma_k \lambda_k^2 \right) \mathcal{F}_k,
\]

for all \( k \geq \bar{k} \). For \( k \geq \bar{k} - 1 \), let us define

\[
\nu_k \triangleq D(x_k, x_{\lambda_k}^*) \quad \text{and} \quad \beta_k \triangleq \frac{2C_H^2 L_\omega^3}{\mu_k^2 \mu_\omega} \gamma_k \lambda_k \lambda_k^2.
\]

Now by the preceding inequality we have

\[
E[\nu_{k+1} | \nu_{k-1}, \ldots, \nu_k] \leq (1 - \alpha_k)\nu_k + \beta_k \quad \text{for all } k \geq \bar{k} - 1.
\]
By Assumption 4(a,b), it is easy to see that $0 \leq \alpha_k \leq 1$ and $\beta_k \geq 0$. Also

$$\frac{\beta_{k-1}}{\alpha_{k-1}} = \frac{2L_\omega \left( \frac{2C^2_H L^3}{\mu_k \mu_\omega} B_1 + \frac{4C^2_F}{\mu_\omega} + \frac{4C^2_L \lambda^2_{k-1}}{\mu_\omega} \right) \gamma_{k-1}}{\lambda_{k-1}} \leq \frac{2L_\omega \left( \frac{2C^2_H L^3}{\mu_k \mu_\omega} B_1 + \frac{4C^2_F}{\mu_\omega} + \frac{4C^2_L \lambda^2_{k-1}}{\mu_\omega} \right) \gamma_k \left( 1 + \rho \frac{\mu_k}{2L_\omega} \gamma_k \lambda_k \right)}{\lambda_k} = \frac{\beta_k}{\alpha_k} (1 + \rho \alpha_k),$$

where we used Assumption 4(c) in the second relation. Note that all conditions in Lemma 8 are satisfied. Therefore, we can write

$$E \left[ D(x_{k+1}, x^*_k) \right] \leq \frac{2L_\omega \left( 2C^2_H L^3 B_1 + 4C^2_F \mu^3 h + 4C^2_L \mu^3 h \lambda^2_{k-1} \right) \gamma_k}{\mu_\omega \mu^3 h} \frac{\hat{\tau}}{\lambda_k},$$

where

$$\hat{\tau} \overset{\triangle}{=} \max \left\{ \frac{E[\nu_k] \alpha_{k-1}}{\beta_{k-1}}, \frac{1}{1 - \rho} \right\} = \max \left\{ \frac{E[\nu_k] \mu^3 h \mu_\omega \lambda_{k-1}}{2L_\omega \left( 2C^2_H L^3 B_1 + 4C^2_F \mu^3 h + 4C^2_L \mu^3 h \lambda^2_{k-1} \right) \gamma_{k-1}} \frac{1}{1 - \rho} \right\}.$$

Note that for $E[\nu_k]$ by Lemma 3(a) we have

$$E[\nu_k] = E \left[ D(x_k, x^*_{\lambda_{k-1}}) \right] \leq E \left[ \frac{L_\omega}{2} \| x_k - x^*_{\lambda_{k-1}} \|^2 \right] \leq E \left[ \frac{L_\omega}{2} \left( 2\| x_k \|^2 + 2\| x^*_{\lambda_{k-1}} \|^2 \right) \right] \leq E \left[ \frac{L_\omega}{2} \left( 2M^2 + 2M^2 \right) \right] = 2L_\omega M^2,$$

where $M$ is an upper bound for the set $X$. From the preceding two relations, we have

$$\hat{\tau} = \max \left\{ \frac{\mu^3 h \mu_\omega M^2 \lambda_{k-1}}{2C^2_H L^3 B_1 + 4C^2_F \mu^3 h + 4C^2_L \mu^3 h \lambda^2_{k-1}} \frac{1}{1 - \rho} \right\}.$$

From the preceding relation and definition of $\tau$ in (28), we have

$$\tau = \frac{2L_\omega \left( 2C^2_H L^3 B_1 + 4C^2_F \mu^3 h + 4C^2_L \mu^3 h \lambda^2_{k-1} \right)}{\mu_\omega \mu^3 h} \hat{\tau}.$$ 

From the preceding relation and inequality (30), we have

$$E \left[ D(x_{k+1}, x^*_k) \right] \leq \frac{\gamma_k}{\lambda_k} \tau.$$ 

Proposition 2 guarantees the convergence of sequence $\{x_k\}$ generated in Algorithm 1 under general sets of conditions on the stepsize and regularization parameter given by Assumption 3 and 4. Below, we provide particular examples of sequences that meet the conditions in Assumption 3 and 4 and therefore promise the convergences properties stated in Proposition 2. The proof can be found in Appendix A.7.
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Proposition 3 (Feasible sequences for Assumption 3 and 4). Assume \( \{\gamma_k\} \) and \( \{\lambda_k\} \) are sequences such that \( \gamma_k = \frac{\gamma_0}{(k+1)^\alpha} \) and \( \lambda_k = \frac{\lambda_0}{(k+1)^\beta} \) where \( a,b \) are scalars, \( \gamma_0 \) and \( \lambda_0 \) are positive scalars and \( \gamma_0 \lambda_0 \leq \frac{\mu_0}{\mu_k} \). Then

(i) The sequences \( \{\gamma_k\} \) and \( \{\lambda_k\} \) satisfy Assumption 3 when \( a,b > 0 \), \( a > b \), \( a > 0.5 \) and \( a+b < 1 \).

(ii) Assumption 4 is satisfied when \( a,b > 0 \), \( a > b \), \( a + b < 1 \) and \( 3a + b < 2 \).

The following lemma provides sufficient conditions on the weights of an averaging sequence so that the averaging sequence converges. We will make use of this result in Theorem 1 where we prove convergence of the averaging sequence generated by Algorithm 1.

Lemma 9 (Theorem 6, pg. 75 of [20]). Let \( \{u_t\} \subset \mathbb{R}^n \) be a convergent sequence with the limit point \( \hat{u} \in \mathbb{R}^n \) and let \( \{\alpha_k\} \) be a sequence of positive numbers where \( \sum_{k=0}^\infty \alpha_k = \infty \). Suppose \( \{v_k\} \) is given by \( v_k = \frac{\sum_{t=0}^{k-1} \alpha_t u_t}{\sum_{t=0}^{k-1} \alpha_t} \) for all \( k \geq 1 \). Then, \( \lim_{k \to \infty} v_k = \hat{u} \).

Below, we present the main result of this section. Theorem 1 provides convergence in both almost sure and mean senses for the averaging sequence generated by Algorithm 1 to the unique optimal solution of problem \( (P_\theta^\gamma) \). Importantly, we specify particular sequences for the stepsize and regularization parameter to establish the convergence properties.

Theorem 1 (Convergence in almost sure and mean senses for \( \{\tilde{x}_k\} \)). Consider problem \( (P_\theta^\gamma) \). Let Assumption 1 and 2 hold. Assume \( \{\gamma_k\} \) and \( \{\lambda_k\} \) are sequences such that \( \gamma_k = \frac{\gamma_0}{(k+1)^\alpha} \), \( \lambda_k = \frac{\lambda_0}{(k+1)^\beta} \) and \( \gamma_0 \) and \( \lambda_0 \) are positive scalars and \( \gamma_0 \lambda_0 \leq \frac{\mu_0}{\mu_k} \). Let \( \tilde{x}_k \) be generated by Algorithm 1. If \( a,b > 0 \), \( a > b \), \( a > 0.5 \), \( a + b < 1 \) and \( ar \leq 1 \). Then, we have

(i) The sequence \( \{\tilde{x}_k\} \) converges to \( x_h^* \) almost surely.

(ii) We have \( \lim_{k \to \infty} \mathbb{E}[\|\tilde{x}_{k+1} - x_h^*\|] = 0 \).

Proof. (i) First note that due to the assumptions on scalars \( a,b \), all conditions of Proposition 3(i) are satisfied, implying that Assumption 3 holds. Note that from definition of \( \eta_{t,k} = \frac{\gamma_t}{\sum_{i=0}^k \gamma_i} \) given by (18), it follows that \( \sum_{t=0}^k \eta_{t,k} = 1 \). We have,

\[
\|\tilde{x}_{k+1} - x_h^*\| = \left\| \sum_{t=0}^k \eta_{t,k} x_t - \sum_{t=0}^k \eta_{t,k} x_h^* \right\| = \left\| \sum_{t=0}^k \eta_{t,k} (x_t - x_h^*) \right\|.
\]

Using the triangular inequality, we obtain

\[
\|\tilde{x}_{k+1} - x_h^*\| \leq \sum_{t=0}^k \eta_{t,k} \|x_t - x_h^*\|. \tag{31}
\]

Now let \( \alpha_t \triangleq \gamma_t^r \), \( u_t \triangleq \|x_t - x_h^*\| \) and \( v_{k+1} \triangleq \sum_{t=0}^k \eta_{t,k} \|x_t - x_h^*\| \). Since \( ar \leq 1 \) we can write \( \sum_{t=0}^\infty \alpha_t = \sum_{t=0}^\infty \gamma_t^r = \sum_{t=0}^\infty (t+1)^{-ar} = \infty \). Since \( b > 0 \), it follows that \( \lambda_t = 1/(t+1)^b \) goes to zero as \( t \to \infty \). So from Proposition 2(b), \( u_t = \|x_t - x_h^*\| \) converges to zero almost surely. Now since conditions of Lemma 9 are satisfied for \( \hat{u} = 0 \), we conclude that \( \|\tilde{x}_{k+1} - x_h^*\| \) converges to zero almost surely, which means \( \{\tilde{x}_k\} \) converges to \( x_h^* \) almost surely.

(ii) Consider relation (31), we can write

\[
\mathbb{E}[\|\tilde{x}_{k+1} - x_h^*\|] \leq \mathbb{E}\left[ \sum_{t=0}^k \eta_{t,k} \|x_t - x_h^*\| \right] = \sum_{t=0}^k \eta_{t,k} \mathbb{E}[\|x_t - x_h^*\|].
\]
Let $\alpha_t \triangleq \gamma_t^r$, $u_t \triangleq \mathbb{E}[\|x_t - x^*_h\|]$ and $v_{k+1} \triangleq \sum_{t=0}^{k} \eta_{t,k} \mathbb{E}[\|x_t - x^*_h\|]$. To apply Lemma 9, we first show that $\{u_t\}$ goes to zero. Adding and subtracting $x^*_{\lambda_{t-1}}$ and using the triangular inequality, we have

$$u_t = \mathbb{E}[\|x_t - x^*_{h}\|] \leq \mathbb{E}\left[\|x_t - x^*_{\lambda_{t-1}}\| + \|x^*_{\lambda_{t-1}} - x^*_{h}\|\right]$$

$$\leq \sqrt{\frac{2}{\mu_\omega}} \mathbb{E}\left[D(x_t, x^*_{\lambda_{t-1}})\right] + \mathbb{E}\left[\|x^*_{\lambda_{t-1}} - x^*_{h}\|\right]$$

$$\leq \sqrt{\frac{2}{\mu_\omega}} \sqrt{\mathbb{E}\left[D(x_t, x^*_{\lambda_{t-1}})\right]} + \mathbb{E}\left[\|x^*_{\lambda_{t-1}} - x^*_{h}\|\right]$$

where in the second inequality we used $\frac{\mu_\omega}{2} \|x_t - x^*_{\lambda_{t-1}}\|^2 \leq D(x_t, x^*_{\lambda_{t-1}})$ by Lemma 3(a) and in the third inequality we applied Jensen’s inequality for concave functions. From Proposition 1(b), since $\lambda_t$ goes to zero, the sequence $\{x^*_{\lambda_{t-1}}\}$ converges to the unique optimal solution of problem $\{P^*_h\}$, i.e., $x^*_h$. Moreover, from Proposition 2(a) we have $\lim_{t \to \infty} \mathbb{E}\left[D(x_t, x^*_{\lambda_{t-1}})\right] = 0$. Therefore, $\lim_{t \to \infty} u_t = \mathbb{E}[\|x_t - x^*_{h}\|] = 0$. The remainder of the proof can be done in a similar vein as part (i) through applying Lemma 9.

5 Rate analysis

Our goal in this section is to provide complexity analysis for the developed IR-SMD method. To this end, first in Lemma 10 we derive an upper bound in terms of the objective function of problem $\{P^*_h\}$, i.e., $f$, evaluated at the averaging sequence $\{\bar{x}_N\}$ generated by Algorithm 1. This result will then be employed in Theorem 2 to derive a rate statement for problem $\{P^*_f\}$.

**Lemma 10 (An error bound for problem $\{P^*_f\}$).** Consider the sequence $\{\bar{x}_N\}$ generated by Algorithm 1. Let Assumption 1 and 2 hold. Also let $\{\gamma_k\}$ and $\{\lambda_k\}$ be positive and non-increasing sequences. Then, for all $N \geq 1$ and $z \in X$ we have

$$\mathbb{E}[f(\bar{x}_N)] - f(z) \leq \left(\sum_{k=0}^{N-1} \gamma_k^{r-1}\right)^{-1} \left(2L_\omega M^2 (\gamma_{N-1}^r + \gamma_0^r) + 2M_h \sum_{k=0}^{N-1} \gamma_k^r \lambda_k\right)$$

$$+ \frac{C_F^2 + C_H^2}{\mu_\omega} \lambda_0^2 \sum_{k=0}^{N-1} \gamma_{k+1}^r,$$

where $M_h$ is an upper bound for function $h$ over the set $X$ and $M$ is an upper bound for the set $X$.

**Proof.** Let $k \geq 1$ be given. Along similar lines to the beginning of Lemma 6, we can write (see relation (24))

$$\langle \gamma_k (g_F(x_k, \xi_k) + \lambda_k g_H(x_k, \tilde{\xi}_k)) + \nabla \omega(x_{k+1}) - \nabla \omega(x_k), z - x_{k+1}\rangle \geq 0 \text{ for all }, z \in X.$$  \(\text{(32)}\)

By properties of function $D$ in Lemma 3(a,b), we have

$$\langle \nabla \omega(x_{k+1}) - \nabla \omega(x_k), z - x_{k+1}\rangle = D(x_k, z) - D(x_{k+1}, z) - D(x_k, x_{k+1}),$$

$$D(x_k, x_{k+1}) \geq \frac{\mu_\omega}{2} \|x_{k+1} - x_k\|^2.$$
Combining the preceding two relations with inequality (32), and rearranging the terms we obtain

\[
D(x_{k+1}, z) - D(x_k, z) \leq -\frac{\mu_\omega}{2} \|x_{k+1} - x_k\|^2 + \gamma_k \langle g_F(x_k, \xi_k), z - x_{k+1} \rangle + \gamma_k \lambda_k \langle g_H(x_k, \tilde{\xi}_k), z - x_{k+1} \rangle.
\]

By adding and subtracting \(x_k\) in Term1 and Term2, we obtain

\[
D(x_{k+1}, z) - D(x_k, z) \leq -\frac{\mu_\omega}{2} \|x_{k+1} - x_k\|^2 + \gamma_k \langle g_F(x_k, \xi_k), z - x_k \rangle + \gamma_k \lambda_k \langle g_H(x_k, \tilde{\xi}_k), z - x_k \rangle
\]

\[
+ \frac{\gamma^2_k}{\mu_\omega} \|g_F(x_k, \xi_k)\|^2_* + \frac{\mu_\omega}{4} \|x_{k+1} - x_k\|^2 + \gamma_k \lambda_k \langle g_H(x_k, \tilde{\xi}_k), z - x_k \rangle + \gamma_k \lambda_k \langle g_H(x_k, \tilde{\xi}_k), z - x_k \rangle.
\]

By multiplying and dividing Term3 and Term4 by \(\sqrt{2/\mu_\omega}\) and then applying Fenchel’s inequality, i.e., \(\langle a, b \rangle \leq \frac{1}{2} \|a\|^2 + \frac{1}{2} \|b\|^2\), we have

\[
D(x_{k+1}, z) - D(x_k, z) \leq \frac{\gamma^2_k}{\mu_\omega} \|g_F(x_k, \xi_k)\|^2_* + \frac{\mu_\omega}{4} \|x_{k+1} - x_k\|^2 + \gamma_k \lambda_k \langle g_H(x_k, \tilde{\xi}_k), z - x_k \rangle
\]

\[
+ \gamma_k \lambda_k \langle g_H(x_k, \tilde{\xi}_k), z - x_k \rangle.
\]

Therefore, we obtain

\[
D(x_{k+1}, z) - D(x_k, z) \leq \frac{\gamma^2_k}{\mu_\omega} \|g_F(x_k, \xi_k)\|^2_* + \frac{\gamma^2_k \lambda^2_k}{\mu_\omega} \|g_H(x_k, \tilde{\xi}_k)\|^2_* + \gamma_k \langle g_f(x_k), z - x_k \rangle + \gamma_k \lambda_k \langle g_h(x_k), z - x_k \rangle.
\]

By taking conditional expectations from both sides and considering Assumption \([d, e]\), we have

\[
\mathbb{E}[D(x_{k+1}, z)|\mathcal{F}_k] - D(x_k, z) \leq \frac{\gamma^2_k}{\mu_\omega} C^2_F + \frac{\gamma^2_k \lambda^2_k}{\mu_\omega} C^2_H + \gamma_k \lambda_k \langle g_h(x_k), z - x_k \rangle.
\]

(33)

From the definition of subgradient for functions \(f\) and \(h\) we have \(\langle g_f(x), y - x \rangle \leq f(y) - f(x)\) and \(\langle g_h(x), y - x \rangle \leq h(y) - h(x)\) for all \(x, y \in X\). From these relations and (33) we obtain

\[
\mathbb{E}[D(x_{k+1}, z)|\mathcal{F}_k] - D(x_k, z) \leq \frac{\gamma^2_k}{\mu_\omega} C^2_F + \frac{\gamma^2_k \lambda^2_k}{\mu_\omega} C^2_H + \gamma_k \lambda_k (h(z) - h(x_k)).
\]

Rearranging the terms, we have

\[
\mathbb{E}[D(x_{k+1}, z)|\mathcal{F}_k] - D(x_k, z) \leq \frac{\gamma^2_k}{\mu_\omega} C^2_F + \frac{\gamma^2_k \lambda^2_k}{\mu_\omega} C^2_H + \gamma_k (f(z) + \lambda_k h(z)) - \gamma_k (f(x_k) + \lambda_k h(x_k)).
\]
Taking expectations from both sides and applying the law of total expectation, we have
\[
E[D(x_{k+1}, z)] - E[D(x_k, z)] \leq \frac{\gamma_k^2 C_F^2}{\mu \omega} + \frac{\gamma_k^2 \lambda^2_k C_H^2}{\mu \omega}
\]
\[
+ \gamma_k (f(z) + \lambda_k h(z)) - \gamma_k (E[f(x_k) + \lambda_k h(x_k)]).
\]

Multiplying both sides of the preceding inequality by \(\gamma_k^{-1}\) and adding and subtracting \(\gamma_k^{-1} E[D(x_k, z)]\) to the left-hand side, we have
\[
\gamma_k^{-1} E[D(x_{k+1}, z)] - \gamma_k^{-1} E[D(x_k, z)] - (\gamma_k^{-1} - \gamma_k^{-1}) E[D(x_k, z)] \leq \frac{\gamma_k^{r+1}}{\mu \omega} C_F^2
\]
\[
+ \frac{\gamma_k^{r+1} \lambda^2_k}{\mu \omega} C_H^2 + \gamma_k^r (f(z) + \lambda_k h(z)) - \gamma_k^r (E[f(x_k) + \lambda_k h(x_k)]).
\]

Note that since \(r < 1\) and \(\gamma_k\) is non-increasing, \(\gamma_k^{-1} - \gamma_k^{-1}\) is nonnegative. Also from Lemma 3(a) for \(E[D(x_k, z)]\) we have
\[
E[D(x_k, z)] \leq E\left[\frac{L \omega}{2} \|x_k - z\|^2\right] \leq E\left[\frac{L \omega}{2} (2\|x_k\|^2 + 2\|z\|^2)\right]
\]
\[
\leq E\left[\frac{L \omega}{2} (2M^2 + 2M^2)\right] = 2L \omega M^2,
\]
where \(M\) is an upper bound for our set \(X\). From the bound given by (36) and relation (35) we obtain
\[
\gamma_k^{-1} E[D(x_{k+1}, z)] - \gamma_k^{-1} E[D(x_k, z)] - (\gamma_k^{-1} - \gamma_k^{-1}) 2L \omega M^2 \leq \frac{\gamma_k^{r+1}}{\mu \omega} C_F^2
\]
\[
+ \frac{\gamma_k^{r+1} \lambda^2_k}{\mu \omega} C_H^2 + \gamma_k^r (f(z) + \lambda_k h(z)) - \gamma_k^r (E[f(x_k) + \lambda_k h(x_k)]).
\]

Summing the preceding inequalities over \(k = 1, 2, \ldots, N - 1\), we obtain
\[
\gamma_{N-1}^{-1} E[D(x_N, z)] - \gamma_0^{-1} E[D(x_1, z)] - (\gamma_{N-1}^{-1} - \gamma_0^{-1}) 2L \omega M^2 \leq \frac{C_F^2}{\mu \omega} \sum_{k=1}^{N-1} \gamma_k^{r+1}
\]
\[
+ \frac{C_H^2}{\mu \omega} \sum_{k=1}^{N-1} \gamma_k^{r+1} \lambda^2_k + \sum_{k=1}^{N-1} \gamma_k^r (f(z) + \lambda_k h(z)) - \sum_{k=1}^{N-1} \gamma_k^r (E[f(x_k) + \lambda_k h(x_k)]).
\]

By removing the nonnegative terms \(\gamma_{N-1}^{-1} E[D(x_N, z)]\) and \(2L \omega M^2 \gamma_0^{-1}\) from the left-hand side of the preceding inequality, we have
\[
-\gamma_0^{-1} E[D(x_1, z)] - 2L \omega M^2 \gamma_0^{-1} \leq \frac{C_F^2}{\mu \omega} \sum_{k=1}^{N-1} \gamma_k^{r+1} + \frac{C_H^2}{\mu \omega} \sum_{k=1}^{N-1} \gamma_k^{r+1} \lambda^2_k
\]
\[
+ \sum_{k=1}^{N-1} \gamma_k^r (f(z) + \lambda_k h(z)) - \sum_{k=1}^{N-1} \gamma_k^r (E[f(x_k) + \lambda_k h(x_k)]).
\]

For \(E[D(x_1, z)]\) from (34) when \(k = 0\), we have
\[
E[D(x_1, z)] \leq \frac{\gamma_0^2}{\mu \omega} C_F^2 + \frac{\gamma_0^2 \lambda^2_0}{\mu \omega} C_H^2 + \gamma_0 (f(z) + \lambda_0 h(z))
\]
\[
\leq \frac{\gamma_0^2}{\mu \omega} C_F^2 + \frac{\gamma_0^2 \lambda^2_0}{\mu \omega} C_H^2 + \gamma_0 (f(z) + \lambda_0 h(z))
\]
where we substituted $E[D(x_0, z)]$ by $2L_\omega M^2$ as we showed in (36). Then, by multiplying both sides of (38) by $\gamma_0^{-1}$ and summing the resulting relation with (37) and rearranging the terms, we have

$$\sum_{k=0}^{N-1} \gamma_k^r (E[f(x_k) + \lambda_k h(x_k)]) - \sum_{k=0}^{N-1} \gamma_k^r (f(z) + \lambda_k h(z)) \leq 2L_\omega M^2 \left( \gamma_{N-1}^{-1} + \gamma_0^{-1} \right)$$

$$+ \frac{C_F^2}{\mu_\omega} \sum_{k=0}^{N-1} \gamma_k^r + \frac{C_H^2}{\mu_\omega} \sum_{k=0}^{N-1} \gamma_k^r + \frac{N-1}{2} \lambda_k.$$  

Dividing both sides by $\sum_{k=0}^{N-1} \gamma_k^r$ and considering the definition of $\eta_{k,N-1}$ given by (18), we obtain

$$\sum_{k=0}^{N-1} \eta_{k,N-1} (E[f(x_k) + \lambda_k h(x_k)]) - \sum_{k=0}^{N-1} \eta_{k,N-1} (f(z) + \lambda_k h(z))$$

$$\leq \left( \sum_{k=0}^{N-1} \gamma_k^r \right)^{-1} \left( 2L_\omega M^2 \left( \gamma_{N-1}^{-1} + \gamma_0^{-1} \right) + \frac{C_F^2}{\mu_\omega} \sum_{k=0}^{N-1} \gamma_k^r + \frac{C_H^2}{\mu_\omega} \sum_{k=0}^{N-1} \gamma_k^r \lambda_k \right).$$

So we can write

$$E \left[ \sum_{k=0}^{N-1} \eta_{k,N-1} (f(x_k) + \lambda_k h(x_k)) \right] - \sum_{k=0}^{N-1} \eta_{k,N-1} (f(z) + \lambda_k h(z))$$

$$\leq \left( \sum_{k=0}^{N-1} \gamma_k^r \right)^{-1} \left( 2L_\omega M^2 \left( \gamma_{N-1}^{-1} + \gamma_0^{-1} \right) + \frac{C_F^2}{\mu_\omega} \sum_{k=0}^{N-1} \gamma_k^r + \frac{C_H^2}{\mu_\omega} \sum_{k=0}^{N-1} \gamma_k^r \lambda_k \right).$$

Rearranging the terms, we have

$$E \left[ \sum_{k=0}^{N-1} \eta_{k,N-1} f(x_k) \right] - \sum_{k=0}^{N-1} \eta_{k,N-1} f(z) \leq \sum_{k=0}^{N-1} \eta_{k,N-1} \lambda_k h(z) - E \left[ \sum_{k=0}^{N-1} \eta_{k,N-1} \lambda_k h(x_k) \right]$$

$$+ \left( \sum_{k=0}^{N-1} \gamma_k^r \right)^{-1} \left( 2L_\omega M^2 \left( \gamma_{N-1}^{-1} + \gamma_0^{-1} \right) + \frac{C_F^2}{\mu_\omega} \sum_{k=0}^{N-1} \gamma_k^r + \frac{C_H^2}{\mu_\omega} \sum_{k=0}^{N-1} \gamma_k^r \lambda_k \right).$$

In left-hand side, note that we have $\sum_{k=0}^{N-1} \eta_{k,N-1} = 1$ from definition of $\eta_{k,N-1}$ in (18). So convexity of $f$ implies that $f(\bar{x}_N) \leq \sum_{k=0}^{N-1} \eta_{k,N-1} f(x_k)$. We have

$$E[f(\bar{x}_N)] - f(z) \leq \sum_{k=0}^{N-1} \eta_{k,N-1} \lambda_k h(z) - E \left[ \sum_{k=0}^{N-1} \eta_{k,N-1} \lambda_k h(x_k) \right]$$

$$+ \left( \sum_{k=0}^{N-1} \gamma_k^r \right)^{-1} \left( 2L_\omega M^2 \left( \gamma_{N-1}^{-1} + \gamma_0^{-1} \right) + \frac{C_F^2}{\mu_\omega} \sum_{k=0}^{N-1} \gamma_k^r + \frac{C_H^2}{\mu_\omega} \sum_{k=0}^{N-1} \gamma_k^r \lambda_k \right).$$

For Term5 we can write

$$Term5 = E \left[ \sum_{k=0}^{N-1} \eta_{k,N-1} \lambda_k h(z) - \sum_{k=0}^{N-1} \eta_{k,N-1} \lambda_k h(x_k) \right]$$
≤ \mathbb{E} \left[ \sum_{k=0}^{N-1} \eta_{k,N-1} \lambda_k | h(z) - h(x_k) | \right] \leq 2M_h \sum_{k=0}^{N-1} \eta_{k,N-1} \lambda_k,

where we used the definition of \( M_h \). Using this inequality for Term5 and (39) we obtain,

\[
\mathbb{E}[f(\bar{x}_N)] - f(z) \leq 2M_h \sum_{k=0}^{N-1} \eta_{k,N-1} \lambda_k
\]

\[+ \frac{1}{\sum_{k=0}^{N-1} \gamma_k} \left( 2L_\omega M^2 \left( \gamma_{N-1}^{r-1} + \gamma_0^{r-1} \right) + \frac{C_F^2}{\mu \omega} \sum_{k=0}^{N-1} \gamma_k^{r+1} + \frac{C_H^2}{\mu \omega} \sum_{k=0}^{N-1} \gamma_k^{r+1} \lambda_k \right).\]

Applying the formula of \( \eta_{k,N-1} \) in (18), we obtain

\[
\mathbb{E}[f(\bar{x}_N)] - f(z) \leq \left( \sum_{k=0}^{N-1} \gamma_k^r \right)^{-1} \left( 2L_\omega M^2 \left( \gamma_{N-1}^{r-1} + \gamma_0^{r-1} \right) + 2M_h \sum_{k=0}^{N-1} \gamma_k^r \lambda_k
\]

\[+ \frac{C_F^2}{\mu \omega} \sum_{k=0}^{N-1} \gamma_k^{r+1} + \frac{C_H^2}{\mu \omega} \sum_{k=0}^{N-1} \gamma_k^{r+1} \lambda_k \right).\]

Since \( \{\lambda_k\} \) is a non-increasing sequence, we obtain

\[
\mathbb{E}[f(\bar{x}_N)] - f(z) \leq \left( \sum_{k=0}^{N-1} \gamma_k^r \right)^{-1} \left( 2L_\omega M^2 \left( \gamma_{N-1}^{r-1} + \gamma_0^{r-1} \right) + 2M_h \sum_{k=0}^{N-1} \gamma_k^r \lambda_k + \frac{C_F^2 + C_H^2 \lambda_0^2}{\mu \omega} \sum_{k=0}^{N-1} \gamma_k^{r+1} \right).\]

To derive the convergence rate statement in Theorem 2, we make use of the following result (see Lemma 9, page 418 in [45]).

**Lemma 11.** For any scalar \( \alpha \neq -1 \) and integers \( \ell \) and \( N \) where \( 0 \leq \ell \leq N - 1 \), we have

\[
\frac{N^{\alpha+1} - (\ell + 1)^{\alpha+1}}{\alpha + 1} \leq \sum_{k=\ell}^{N-1} (k+1)^\alpha \leq (\ell + 1)^\alpha + \frac{(N+1)^{\alpha+1} - (\ell + 1)^{\alpha+1}}{\alpha + 1}.
\]

In the following result, we show that using Algorithm 1 and under specific choices for the step-size and regularization sequences, the objective function of problem \( (P_f) \) converges to its optimal value in a near optimal rate of \( O \left( 1/N^{0.5-\delta} \right) \), where \( \delta > 0 \) is an arbitrary small number. We also establish almost sure convergence of the generated sequence by Algorithm 1 to the unique optimal solution of problem \( (P_f) \).

**Theorem 2 (Convergence and a rate statement for Algorithm 1).** Consider problem \( (P_f) \). Let Assumption 2 and 2 hold. Let \( \{\bar{x}_N\} \) be generated by Algorithm 1. Let \( 0 < \delta < 0.5 \) be an
arbitrary scalar and \( r < 1 \) be an arbitrary constant. Assume for \( 0 < \delta < 0.5 \), \( \{\gamma_k\} \) and \( \{\lambda_k\} \) are sequences such that

\[
\gamma_k = \frac{\gamma_0}{(k+1)^{0.5+0.5\delta}} \quad \text{and} \quad \lambda_k = \frac{\lambda_0}{(k+1)^{0.5-\delta}},
\]

where \( \gamma_0 \) and \( \lambda_0 \) are positive scalars and \( \gamma_0\lambda_0 \leq \frac{\mu_h}{L} \). Then,

(i) The sequence \( \{\bar{x}_N\} \) converges to \( x_h^* \) almost surely.

(ii) We have \( \lim_{N \to \infty} \mathbb{E}[\|\bar{x}_{N+1} - x_h^*\|] = 0 \).

(iii) \( \mathbb{E}[f(\bar{x}_N)] \) converges to \( f^* \) with the rate of \( O(1/N^{0.5-\delta}) \), where \( f^* \) is the optimal objective value of problem \([P]\).

**Proof.** Throughout, we use the notation \( a = 0.5 + 0.5\delta \), \( b = 0.5 - \delta \).

(i,ii) From the values of \( a \) and \( b \), and that \( r < 1 \) and \( 0 < \delta < 0.5 \), we have

\[
a > b > 0, \quad a > 0.5, \quad a + b = 1 - 0.5\delta < 1, \quad ar = 0.5(1+\delta)r < 0.5(1.5) = 0.75 < 1.
\]

This implies that all conditions of Theorem 1 are satisfied. Therefore, \( \{\bar{x}_N\} \) converges to \( x_h^* \) almost surely and \( \lim_{N \to \infty} \mathbb{E}[\|\bar{x}_{N+1} - x_h^*\|] = 0 \).

(iii) Substituting \( \gamma_k \) and \( \lambda_k \) in the inequality given by Lemma 10 and selecting \( z = x^* \), we obtain

\[
\mathbb{E}[f(\bar{x}_N)] - f^* \leq \left( \sum_{k=0}^{N-1} \frac{\gamma_0^r}{(k+1)^{ar}} \right)^{-1} \left( 2L_w M^2 \gamma_0^{-1} \left( N^{\alpha(1-r)} + 1 \right) \right)
\]

\[
+ 2M_h \sum_{k=0}^{N-1} \frac{\gamma_0^r \lambda_0}{(k+1)^{ar+b}} + \left( \frac{C_F^2 + C_H^2 \lambda_0^2}{\mu_w} \right) \sum_{k=0}^{N-1} \frac{\gamma_0^{r+1}}{(k+1)^{a(r+1)}}
\]

where \( M_h \) is the upper bound for function \( h \) over the set \( X \). Note that since \( a > b > 0 \), we have \( a(r+1) > ar + b \). Thus, \( (k+1)^{a(r+1)} > (k+1)^{ar+b} \). Taking this into account, from the preceding relation we have

\[
\mathbb{E}[f(\bar{x}_N)] - f^* \leq \left( \sum_{k=0}^{N-1} \frac{\gamma_0^r}{(k+1)^{ar}} \right)^{-1} \left( 2L_w M^2 \gamma_0^{-1} \left( N^{\alpha(1-r)} + 1 \right) \right)
\]

\[
+ \gamma_0^r \left( 2M_h \lambda_0 + \left( \frac{C_F^2 \gamma_0 + C_H^2 \lambda_0^2}{\mu_w} \right) \sum_{k=0}^{N-1} \frac{1}{(k+1)^{ar+b}} \right)
\]

(40)

Let us consider the following definitions.

\[
\text{Term1} = \left( \sum_{k=0}^{N-1} \frac{1}{(k+1)^{ar}} \right)^{-1} \quad \text{Term2} = \left( \sum_{k=0}^{N-1} \frac{1}{(k+1)^{ar}} \right)^{-1} N^{\alpha(1-r)},
\]

\[
\text{Term3} = \left( \sum_{k=0}^{N-1} \frac{1}{(k+1)^{ar}} \right)^{-1} \left( \sum_{k=0}^{N-1} \frac{1}{(k+1)^{ar+b}} \right).
\]
Using these definitions, equivalently from (40), we have
\[ E[f(\bar{x}_N)] - f^* \leq 2L_\omega M^2\gamma_0^{-1}(\text{Term1} + \text{Term2}) + \left(2M_h\lambda_0 + \left(\frac{C_F^2\gamma_0 + C_H^2\lambda_0^2\gamma_0}{\mu_0}\right)\right)\text{Term3}. \] (41)

Next, we estimate the terms 1, 2 and 3. Note that for given \(0 < \delta < 0.5\), from the definitions of \(a\) and \(b\) and that \(r < 1\), we have \(ar < 1\) and \(ar + b < a + b < 1\). By applying Lemma 11, we have

\[ \text{Term1} \leq \frac{1 - ar}{N^{1-ar} - 1} = O\left(N^{-(1-ar)}\right), \]
\[ \text{Term2} \leq \frac{N^{a(1-r)}}{N^{1-ar} - 1} = O\left(N^{-(1-a)}\right), \]
\[ \text{Term3} \leq \frac{(N+1)^{1-ar-b-1} + 1}{N^{1-ar} - 1} = O\left(N^{-b}\right) + O\left(N^{-(1-ar)}\right). \]

From the preceding bounds and relation (41), we have
\[ E[f(\bar{x}_N)] - f^* \leq O\left(N^{-\min\{1-ar,1-a,b\}}\right) = O\left(N^{-\min\{1-a,b\}}\right), \]
where we used \(1 - a \leq 1 - ar\). Replacing \(a\) and \(b\) by their values, we have
\[ E[f(\bar{x}_N)] - f^* \leq O\left(N^{-\min\{0.5-0.5\delta,0.5-\delta\}}\right) = O\left(N^{-(0.5-\delta)}\right). \]

6 Experimental results

In this section, we examine the performance of Algorithm 1 on different sets of problems. First we consider linear inverse problems [3]. Given a matrix \(A \in \mathbb{R}^{m \times n}\) and a vector \(b \in \mathbb{R}^m\), the goal is to find \(x \in \mathbb{R}^n\) such that \(Ax + \delta = b\), where \(\delta \in \mathbb{R}^m\) denotes an unknown noise. To solve this problem, one may consider the following least-squares problem given as
\[ \minimize_{x} f(x) \triangleq \|Ax - b\|_2^2 \]
subject to \(x \in \mathbb{R}^n\), (43)

In many applications arising from signal processing [13] and image reconstruction [15], problem (43) is ill-posed. To address ill-posedness, we consider a \(\{P_h\}\) model here, where in as objective function \(h\), we minimize a desired regularizer. Here we assume this function is characterized by both \(\ell_1\) and \(\ell_2\) norms. More precisely, we consider the following model
\[ \minimize_{x} h(x) \triangleq \frac{\mu_h}{2}\|x\|_2^2 + \|x\|_1 \]
subject to \(x \in \arg\min_{y \in \mathbb{R}^n} \|Ay - b\|_2^2\), (44)

where \(\mu_h > 0\) is the strongly convex parameter. Note that in contrast with the work in [2, 35], the function \(h\) is nondifferentiable. To perform numerical experiments, similar to [2, 35], we consider
Table 2: Performance of IR-SMD method for linear inverse problems

| Initial Point $x_0$ | $n$ | Feasibility Gap $|f(\bar{x}_N) - f^*|$ | Optimality Gap $|h(\bar{x}_N) - h^*|$ |
|---------------------|-----|---------------------------------|---------------------------------|
|                     |     | Baart  | Foxgood | Phillips | Baart  | Foxgood | Phillips |
| $x_0 = -10 \times 1_n$ | 20  | 3.12e-7 | 3.48e-6 | 7.87e-9 | 0.01 | 0.07 | 0.00 |
|                     | 100 | 1.26e-6 | 1.28e-5 | 2.95e-8 | 0.02 | 0.19 | 0.00 |
|                     | 200 | 4.04e-6 | 3.23e-5 | 7.96e-8 | 0.04 | 0.41 | 0.00 |
|                     | 500 | 3e-5    | 1.48e-4 | 4.8e-7  | 0.18 | 1.22 | 0.00 |
|                     | 1000| 2.46e-4 | 8.49e-4 | 3.59e-6 | 0.74 | 3.5  | 0.01 |
| $x_0 = 0_n$        | 20  | 3.15e-7 | 3.47e-6 | 7.84e-9 | 0.01 | 0.07 | 0.00 |
|                     | 100 | 1.29e-6 | 1.26e-5 | 2.94e-8 | 0.02 | 0.19 | 0.00 |
|                     | 200 | 4e-6    | 3.29e-5 | 7.99e-8 | 0.04 | 0.41 | 0.00 |
|                     | 500 | 2.91e-5 | 1.45e-4 | 4.97e-7 | 0.18 | 1.22 | 0.00 |
|                     | 1000| 2.5e-4  | 8.3e-4  | 3.64e-6 | 0.75 | 3.47 | 0.01 |
| $x_0 = 10 \times 1_n$ | 20  | 3.15e-7 | 3.47e-6 | 7.96e-9 | 0.01 | 0.07 | 0.00 |
|                     | 100 | 1.27e-6 | 1.26e-5 | 2.94e-8 | 0.02 | 0.19 | 0.00 |
|                     | 200 | 3.94e-6 | 3.29e-5 | 8.16e-8 | 0.04 | 0.41 | 0.00 |
|                     | 500 | 2.99e-5 | 1.51e-4 | 4.85e-7 | 0.18 | 1.23 | 0.00 |
|                     | 1000| 2.3e-4  | 8.35e-4 | 3.89e-6 | 0.72 | 3.48 | 0.01 |

three inverse problems, namely “Baart”, “Philips”, and “Foxgood” where they differ in terms of the underlying method to generate $A$ and $b$. More information on these problems can be found on the website http://www2.imm.dtu.dk/ pcha/Regutools/. Table 2 summarizes the results of our experiments. Here for each class of the three inverse models, we vary the value of the initial point $x_0$ and the dimension $n$. We report the value of $|f(\bar{x}_N) - f^*|$, referred to as the feasibility gap, and the value of $|h(\bar{x}_N) - h^*|$, referred to as the optimality gap. For all different scenarios of these experiments, we let the algorithm stop after 250 seconds. We let $\mu_h = 0.5$ in our experiments and let $\gamma_k$ and $\lambda_k$ be given by the update rules in Theorem 2. To evaluate $f^*$ and $h^*$, we consider a representation of problem (P_f) as the linear system equation $Ax = b$. Using this reformulation, we were able to evaluate both $f^*$ and $h^*$ directly using the quadprog package in Matlab. We observe that while the feasibility gap is very small, the optimality gap has approached to zero for almost all the scenarios. We note that for Foxgood when $n = 500$ and 1000, even though the optimality gap is not negligible, the relative optimality gap is as small as 0.4% and 0.6%, respectively.

In the second part of this section, we present the performance of the IR-SMD method on a text classification problem. For this experiment, in (ELM), we let $\mathcal{L}$ to be a hinge loss function, i.e., $\mathcal{L}(x, a, b) \triangleq \max\{0, 1 - b(x, a)\}$ and the pair $(a, b)$ be generated using the dataset Reuters Corpus Volume I (RCV1) (see [23]). This dataset is a collection of articles produced by Reuters between 1996 and 1997 that are categorized into four groups including Corporate/Industrial, Economics, Government/Social and Markets. We consider binary classification of articles with respect to the Markets class. After the tokenization process, each article is represented by a sparse binary vector, where 1 denotes existence and 0 denotes nonexistence of a token in the article. We use a subset of the data with 150,000 articles and 138,921 tokens. To induce sparsity of the optimal solution, we consider the problem (P_f)

$$
\begin{align*}
\text{minimize} \quad & h(x) \triangleq \frac{\mu_h}{2} \|x\|_2^2 + \|x\|_1 \\
\text{subject to} & \quad x \in \arg\min_{y \in \mathbb{R}^n} \mathbb{E}[\mathcal{L}(y, a, b)],
\end{align*}
$$

(45)
where we let $\mu_h = 0.1$. Figure 1 shows the simulation results. Here we vary the initial stepsize, initial regularization parameter, initial vector $x_0$, and the averaging parameter $r < 1$. We let $\gamma_k$ and $\lambda_k$ be given by the rules in Theorem 2, and report the logarithm of averaged of the loss function $\mathcal{L}$ using 15 sample paths of size 10,000. The plots in Figure 1 support convergence of the IR-SMD method for the optimization problem (45).

### 7 Conclusions

Motivated by applications arising from machine learning and signal processing, we consider problem $(P_h f)$, where the optimal solution set of the problem $(P f)$ is the feasible set. We assume the objective function in $(P f)$ is convex and in the $(P_h f)$ is strongly convex. We let both functions to be nondifferentiable and each one be given as an expected value of a stochastic function. We develop an iterative regularized stochastic mirror descent method (IR-SMD) where at each iteration, both stepsize and regularization parameters are updated. Our main contribution is two-fold: (i) We derive a family of update rules for the stepsize and the regularization parameter. We show that under this class of update rules, the sequence generated by the IR-SMD method converges to the unique optimal solution of problem $(P_h f)$ in both an almost sure and a mean sense; (ii) To provide convergence rate statements, we show that under specific update rules for the stepsize and regularization sequences, the expected feasibility gap converges to zero with a near optimal rate of convergence. Moreover, under these update rules, the almost sure convergence and convergence in mean to the optimal solution of the bilevel problem are guaranteed. Our preliminary numerical results performed on three types of linear inverse problems and a binary text classification problem are promising.
References

[1] M. Amini and F. Yousefian, *An iterative regularized incremental projected subgradient method for a class of bilevel optimization problems*, accepted for publication in Proceedings of The 2019 American Control Conference, arXiv:1809.10050.

[2] A. Beck and S. Sabach, *A first order method for finding minimal norm-like solutions of convex optimization problems*, Mathematical Programming 147 (2014), no. 1-2, 25–46.

[3] A. Beck and M. Teboulle, *A fast iterative shrinkage-thresholding algorithm for linear inverse problems*, SIAM Journal on Imaging Sciences 2 (2009), no. 1, 183–202.

[4] John R. Birge and Francois Louveaux, *Introduction to stochastic programming*, Springer Science & Business Media, New York, 2011.

[5] C. Charitha, J. Dutta, and D. R. Luke, *Lagrange multipliers, (exact) regularization and error bounds for monotone variational inequalities*, Mathematical Programming 161 (2017), no. 1-2, 519–549.

[6] C. D. Dang and G. Lan, *Stochastic block mirror descent methods for nonsmooth and stochastic optimization*, SIAM Journal on Optimization 25 (2015), no. 2, 856–881.

[7] S. Dempe and J. Dutta, *Is bilevel programming a special case of a mathematical program with complementarity constraints?*, Mathematical Programming 131 (2012), no. 1-2, 37–48.

[8] Y. M. Ermoliev, *On the stochastic quasi-gradient method and stochastic quasi-fejer sequences*, Kibernetika, Kiev 2 (1969), 73–83.

[9] , *Stochastic quasigradient methods and their application to system optimization*, Stochastics 9 (1983), 1–36.

[10] F. Facchinei and J-S. Pang, *Finite-dimensional variational inequalities and complementarity problems. Vols. I,II*, Springer Series in Operations Research, Springer-Verlag, New York, 2003.

[11] M. C. Ferris and O. L. Mangasarian, *Finite perturbation of convex programs*, Applied Mathematics and Optimization 23 (1991), no. 1, 263–273.

[12] K. Fountoulakis and J. Gondzio, *A second-order method for strongly convex l1-regularization problems*, Mathematical Programming 156 (2016), no. 1-2, 189–219.

[13] M. P. Friedlander and P. Tseng, *Exact regularization of convex programs*, SIAM Journal on Optimization 18 (2007), no. 4, 1326–1350.

[14] G. Garrigos, L. Rosasco, and S. Villa, *Iterative regularization via dual diagonal descent*, Journal of Mathematical Imaging and Vision 60 (2018), no. 2, 189–215.

[15] , *Iterative regularization via dual diagonal descent*, Journal of Mathematical Imaging and Vision 60 (2018), no. 2, 189–215.

[16] E. S. Helou and L. E. A. Simoes, *ε-subgradient algorithms for bilevel convex optimization*, Inverse Problems 33 (2017), no. 5.

[17] H. Jiang and H. Xu, *Stochastic approximation approaches to the stochastic variational inequality problem*, IEEE Transactions in Automatic Control 53 (2008), no. 6, 1462–1475.
[18] H. Kaushik and F. Yousefian, *A randomized block coordinate iterative regularized gradient method for high-dimensional ill-posed convex optimization*, accepted for publication in Proceedings of The 2019 American Control Conference, arXiv:1809.10035.

[19] S. Kim, M. Lustig K. Koh, S. Boyd, and D. Gorinevsky, *An interior-point method for large-scale l₁-regularized least squares*, IEEE Journal of Selected Topics in Signal Processing 1 (2007), no. 4, 606–617.

[20] K. Knopp, *Theory and applications of infinite series*, Blackie & Son Ltd., Glasgow, Great Britain, 1951.

[21] Ankur A. Kulkarni and Uday V. Shanbhag, *Recourse-based stochastic nonlinear programming: properties and benders-sqp algorithms*, Computational Optimization and Applications 51 (2012), no. 1, 77–123.

[22] Guanghui Lan and Zhiqiang Zhou, *Algorithms for stochastic optimization with expectation constraints*, (2016), submitted, arXiv:1604.03887.

[23] D. D. Lewis, Y. Yang, T. G. Rose, and F. Li, *RCV1: A new benchmark collection for text categorization research*, Journal of Machine Learning Research 5 (2004), 361–397.

[24] Q. Lin, Z. Lu, and L. Xiao, *An accelerated proximal coordinate gradient method and its application to regularized empirical risk minimization*, SIAM Journal on Optimization 25 (2015), no. 4, 2244–2273.

[25] Junyi Liu and Suvrajeet Sen, *Asymptotic results of stochastic decomposition for two-stage stochastic quadratic programming*, SIAM Journal on Optimization (submitted) (2018).

[26] N. Majlesinasab, F. Yousefian, and A. Pourhabib, *Self-tuned mirror descent schemes for smooth and nonsmooth high-dimensional stochastic optimization*, IEEE Transactions on Automatic Control, accepted for publication as a Technical Note (2019), arXiv:1709.08308.

[27] O. L. Mangasarian and R. R. Meyer, *Nonlinear perturbation of linear programs*, SIAM Journal on Control and Optimization 17 (1979), no. 6, 745–752.

[28] A. Nedić and S. Lee, *On stochastic subgradient mirror-descent algorithm with weighted averaging*, SIAM Journal on Optimization 24 (2014), no. 1, 84–107.

[29] A. Nemirovski, A. Juditsky, G. Lan, and A. Shapiro, *Robust stochastic approximation approach to stochastic programming*, SIAM Journal on Optimization 19 (2009), no. 4, 1574–1609.

[30] Y. Nesterov, *Introductory lectures on convex optimization: A basic course*, Springer Science & Business Media, New York, 2004.

[31] E. S. Helou Neto and Á. R. De Pierro, *On perturbed steepest descent methods with inexact line search for bilevel convex optimization*, Optimization 60 (2011), no. 8-9, 991–1008.

[32] B. T. Polyak, *Introduction to optimization*, Optimization Software, Inc., New York, 1987.

[33] B. T. Polyak and A. B. Juditsky, *Acceleration of stochastic approximation by averaging*, SIAM Journal on Control and Optimization 30 (1992), no. 4, 838–855.

[34] H. Robbins and S. Monro, *A stochastic approximation method*, Annals of Mathematical Statistics 22 (1951), 400–407.
A.1 Proof of Lemma

Proof. We prove this lemma in two steps.

Step 1: For any fixed $z \in Z$ we show that

$$\min_{y \in Y(z)} \sum_{i=1}^{N} p_i q(y_i, \xi_i) = \sum_{i=1}^{N} p_i \min_{y_i \in Y_i(z)} q(y_i, \xi_i),$$

(46)
where the set $Y(z) \in \mathbb{R}^{m \times N}$ is defined as $Y(z) \triangleq \prod_{i=1}^{N} Y_i(z)$. For this, we denote the optimization problem on the left of the equation (46) by $P_{lhs}$, and the minimization problem $\min_{y_i \in Y_i(z)} q(y_i, \xi_i)$ on the right hand side by $P_{rhs}^i$ for all $i = 1, \cdots, N$. To prove the desired statement, we show that a vector $y^T \triangleq (y_1^T, \cdots, y_N^T) \in \mathbb{R}^{m \times N}$ is an optimal solution to problem $P_{lhs}$ if and only if for all $i = 1, \cdots, N$, $y_i^*$ solves problem $P_{rhs}^i$. First, let us assume $y^*$ solves $P_{lhs}$. Then, from the optimality condition we can write

$$
(p_1 \nabla^T q(y_1^*, \xi_1), \cdots, p_N \nabla^T q(y_N^*, \xi_N))^T (y - y^*) \geq 0, \quad \text{for all } y \in Y(z),
$$

where we use the notation $y^T = (y_1^T, \cdots, y_N^T)$. Then, we obtain

$$
\sum_{i=1}^{N} p_i \nabla^T q(y_i^*, \xi_i)(y_i - y_i^*) \geq 0, \quad \text{for all } y \in Y(z).
$$

Consider any arbitrary $i \in \{1, \cdots, N\}$ and an arbitrary $y_i \in Y_i(z)$. Let us define $\hat{y}(i)^T = (y_1^T, \cdots, y_{i-1}^T, y_i^*, y_{i+1}^T, \cdots, y_N^T)$. Clearly $\hat{y}(i) \in Y(z)$ and from (47) we have

$$
0 \leq (p_1 \nabla^T q(y_1^*, \xi_1), \cdots, p_N \nabla^T q(y_N^*, \xi_N))^T (\hat{y}(i) - y^*) = p_i \nabla^T q(y_i^*, \xi_i)(y_i - y_i^*),
$$

implying that $y_i^*$ is an optimal solution to $P_{rhs}^i$ (because $p_i \geq 0$). Since this holds for any $i = 1, \cdots, N$, we conclude that if $y^*$ solves $P_{lhs}$, then $y_i^*$ solves problem $P_{rhs}^i$ for $i = 1, \cdots, N$. To show the converse, assume $y_i^* \in Y_i(z)$ solves problem $P_{rhs}^i$ for all $i = 1, \cdots, K$. By optimality condition we have

$$
\nabla^T q(y_i^*, \xi_i)(y_i - y_i^*) \geq 0, \quad \text{for all } y_i \in Y_i(z).
$$

Multiplying both sides of the preceding inequality by $p_i$ and summing over $i$, we can see that (48) holds, suggesting that $y^*$ solves problem $P_{lhs}$.

**Step2**: We consider the following problem

$$
\min_{z \in \mathcal{Z}} \min_{y \in Y(z)} c(z) + q(y, \xi),
$$

where $Y(z)$ and $y$ are defined in Step1 and we denote $q(y, \xi) \triangleq \sum_{i=1}^{N} p_i q(y_i, \xi_i)$. We show that the optimal objective value of (51) is equal to the optimal objective value of the following problm

$$
\min_{z \in \mathcal{Z}, y \in Y(z)} c(z) + q(y, \xi).
$$

For the problem $\min_{y \in Y(z)} c(z) + q(y, \xi)$, let us define the Lagrangian function

$$
L(z, y, \nu) \triangleq c(z) + q(y, \xi) + \sum_{i=1}^{N} \sum_{j=1}^{J} \nu_{ij} (t_j(z) + w_j(y_i, \xi_i)), \quad \text{for } z \in \mathcal{Z}, y_i \in Y, \nu \in \mathbb{R}^{I \times J}.
$$

First, let us assume $z \in \mathcal{Z}$ is arbitrary and fixed. Taking supremum with respect to $\nu$ and considering the definition of $Y(z)$ we can write

$$
\sup_{\nu} L(z, y, \nu) = \sup_{\nu} \left\{ c(z) + q(y, \xi) + \sum_{i=1}^{N} \sum_{j=1}^{J} \nu_{ij} (t_j(z) + w_j(y_i, \xi_i)) \right\}
$$
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\[
\begin{cases}
  c(z) + q(y, \xi) & \text{if } y \in Y(z), \\
  +\infty & \text{otherwise}.
\end{cases}
\]

Taking infimum with respect to \( y \) and taking into account that \( Y(z) \subseteq Y^N \) we have

\[
\inf_y \sup_\nu L(z, y, \nu) = \inf_{y \in Y(z)} \{ c(z) + q(y, \xi) \}.
\]

Now, by taking infimum with respect to \( z \in Z \), we obtain

\[
\inf_{z \in Z} \inf_y \sup_\nu L(z, y, \nu) = \inf_{z \in Z, y \in Y(z)} \{ c(z) + q(y, \xi) \}.
\]

Second, for any \( z \in Z \), we have

\[
\sup_\nu L(z, y, \nu) = \sup_\nu \left\{ c(z) + q(y, \xi) + \sum_{i=1}^N \sum_{j=1}^J \nu_{ij} (t_j(z) + w_j(y_i, \xi_i)) \right\}
\]

\[
= \begin{cases}
  c(z) + q(y, \xi) & \text{if } \sum_{i=1}^N \sum_{j=1}^J \nu_{ij} (t_j(z) + w_j(y_i, \xi_i)) \leq 0, \\
  +\infty & \text{otherwise}.
\end{cases}
\]

Thus, we have

\[
\inf_{z \in Z, y \in Y} \sup_\nu L(z, y, \nu) = \inf_{z \in Z, y \in Y, \sum_{i=1}^N \sum_{j=1}^J \nu_{ij} (t_j(z) + w_j(y_i, \xi_i)) \leq 0} \{ c(z) + q(y, \xi) \}.
\]

Considering the definition of \( Y(z) \), we can write

\[
\inf_{z \in Z} \inf_y \sup_\nu L(z, y, \nu) = \inf_{z \in Z, y \in Y(z)} \{ c(z) + q(y, \xi) \}.
\]

Equations (53) and (54) imply that the following holds

\[
\inf_{z \in Z} \inf_y \{ c(z) + q(y, \xi) \} = \inf_{z \in Z, y \in Y(z)} \{ c(z) + q(y, \xi) \}.
\]

Now it can be easily seen that by combining Step1 and Step2, model (2) can be written as (4).

A.2 Proof of Lemma 2

Proof. Since \( \xi \) has a distribution with a finite support, we have

\[
E[Q(z, \xi)] = \sum_{i=1}^N p_i Q(z, \xi_i). \tag{55}
\]

Replacing this in (2), and taking into account that all the assumptions for applying Lemma 1 are met, we can write problem (2) in the form of (4). Let \( H \) and \( F \) be as given in the statement of the lemma. Now, we show that \( x^* \in X \) solves problem (4) if and only if it solves (5).

(\( \Rightarrow \)) Assume \( x^* \in X \) solves problem (4). Therefore, \( x^* \) satisfies all the constraints of problem (4). Considering the definition of \( F \), it is easy to see that \( E[F(x^*, \xi)] = 0 \). In addition, note that the definition of \( F \) implies that \( E[F(x^*, \xi)] \geq 0 \). Thus, we conclude that \( x^* \in \arg\min_{x \in X} E[F(x, \xi)] \).
This implies that $x^*$ is a feasible solution to problem (5). To show optimality of $x^*$ for (5), assume there is a feasible solution of problem (5), $\hat{x} \neq x^*$ at which $h(\hat{x}) < h(x^*)$, where $h(x) \triangleq \mathbb{E}[H(x, \xi)]$. Note that by feasibility of $\hat{x}$, we have $\hat{x} \in \arg\min_{x \in X} \mathbb{E}[F(x, \xi)]$. We already know that $\min_{x \in X} \mathbb{E}[F(x, \xi)]$ is achieved at zero by $x^*$. Therefore, we have $\mathbb{E}[F(\hat{x}, \xi)] = 0$. Using this and taking into account the definition of $F$ again, we have that $\hat{x}$ is a feasible solution to problem (4). Taking to account that problems (4) and (5) have identical objective functions $h$, and that $h(\hat{x}) < h(x^*)$, the optimality of $x^*$ from problem (4) is contradicted. As such, we conclude that if $x^* \in X$ solves problem (4), then it solves problem (5) as well.

$\therefore$ Now assume that $x^*$ solves problem (5). Note that from the assumptions of Lemma 1, problem (4) is feasible. Therefore, there exists $x_0 \in X$ that satisfies all the constraints of problem (4). This means that $\min_{x \in X} \mathbb{E}[F(x, \xi)] = 0$. So, $\mathbb{E}[F(x^*, \xi)] = 0$ by its feasibility for (5). Taking this into account and using the definition of $F$, we can conclude that $x^*$ is a feasible solution for problem (4). Now, considering that problems (4) and (5) have identical objective functions $h$, we conclude that $x^*$ is also an optimal solution for problem (4).

A.3 Proof of Lemma 4

Proof. (a) By Assumption 1(b,c), from convexity of $f$ and strong convexity of $h$, for all $x, y \in X$ we have

$$
f(x) + \langle g_f(x), y - x \rangle \leq f(y),
$$

$$
h(x) + \langle g_h(x), y - x \rangle + \frac{\mu_h}{2}\|y - x\|^2 \leq h(y).
$$

Multiplying the second inequality by the nonnegative parameter $\lambda$ and adding it to the first one, we will obtain strong convexity with parameter $\mu_h$ for the objective function of problem (P). Since by Assumption 1(a), set $X$ is compact and convex, the uniqueness will follow from subdifferentiability of $f$ in a similar fashion to the proof of Theorem 2.2.6 of [30], page 85.

(b) From Assumption 1(c), $h$ is strongly convex. We need to prove the set $X^*$, on which problem (P) is defined, is compact and convex. We can write: $X^* = X \cap \{x \in \mathbb{R}^n | f(x) \leq f^*\}$. So, $X^*$ is the intersection of two compact and convex sets; i.e., $X$ and the $f^*$ sublevel set of a convex function, $f$. So $X^*$ is also compact and convex. The rest of proof follows from Theorem 2.2.6 of [30], page 85.

A.4 Proof of Lemma 5

Proof. To show relation (14), from convexity of $f$ we have

$$
f(x^*_k) + \langle g_f(x^*_k), x - x^*_k \rangle \leq f(x) \quad \text{for all } x \in X, \text{ where } g_f(x^*_k) \in \partial f(x^*_k),
$$

Similarly, we can write

$$
f(x^*_{k-1}) + \langle g_f(x^*_{k-1}), y - x^*_{k-1} \rangle \leq f(y) \quad \text{for all } y \in X,
$$

where $g_f(x^*_{k-1}) \in \partial f(x^*_{k-1})$.

Let $x := x^*_{k-1}$ and $y := x^*_k$ in the preceding inequalities. Then, relation (14) is obtained by adding the resulting two inequalities.
Nest, we show relation (15). From strong convexity of \( h \), we can write
\[
h(x^*_λ, x - x^*_λ) + \frac{µh}{2}∥x^*_λ - x∥^2 \leq h(x) \quad \text{for all } x \in X,
\]
where \( g_h(x^*_λ) \in \partial h(x^*_λ) \),
\[
h(x^*_λ, y - x^*_λ) + \frac{µh}{2}∥x^*_λ - y∥^2 \leq h(y) \quad \text{for all } y \in X,
\]
where \( g_h(x^*_λ) \in \partial h(x^*_λ) \). Now we let \( x := x^*_λ \) and \( y := x^*_λ \) in these inequalities. Relation (15) will be obtained by adding the resulting relations.

A.5 Proof of Proposition 1

Proof. (a) Let \( k \geq 1 \) be fixed. Since \( x^*_λ \) is the minimizer of problem \( P_λ \) at \( λ = λ_k \), from optimality conditions we have
\[
⟨g_f(x^*_λ) + λ_k g_h(x^*_λ), x - x^*_λ⟩ ≥ 0 \quad \text{for all } x \in X.
\]
Similarly, from the optimality conditions of problem \( P_λ \) at \( λ = λ_k−1 \), we can write
\[
⟨g_f(x^*_λ, y - x^*_λ) + λ_{k−1} g_h(x^*_λ), x^*_λ - x^*_λ⟩ ≥ 0 \quad \text{for all } y \in X.
\]
Let \( x := x^*_λ \) and \( y := x^*_λ \) in the preceding two inequalities. By adding these relations we obtain
\[
⟨g_f(x^*_λ) + λ_k g_h(x^*_λ), x^*_λ - x^*_λ⟩ + ⟨g_f(x^*_λ), x^*_λ - x^*_λ⟩ + ⟨g_f(x^*_λ, y - x^*_λ) + λ_{k−1} g_h(x^*_λ), x^*_λ - x^*_λ⟩ ≥ 0.
\]
Therefore, by rearranging the left-hand side we obtain
\[
⟨g_f(x^*_λ) - g_f(x^*_λ), x^*_λ - x^*_λ⟩ + ⟨λ_k g_h(x^*_λ), x^*_λ - x^*_λ⟩ + ⟨λ_{k−1} g_h(x^*_λ), x^*_λ - x^*_λ⟩ ≥ 0. \quad (56)
\]
Note that from relation (14) in Lemma 1, we have
\[
⟨g_f(x^*_λ) - g_f(x^*_λ, y - x^*_λ)⟩ ≤ 0. \quad \text{Thus, from (56) we obtain}
\]
\[
⟨λ_k g_h(x^*_λ), x^*_λ - x^*_λ⟩ - ⟨λ_{k−1} g_h(x^*_λ), x^*_λ - x^*_λ⟩ ≥ 0. \quad (57)
\]
Adding and subtracting \( ⟨λ_k g_h(x^*_λ, x^*_λ - x^*_λ)⟩ \), it follows that
\[
⟨λ_k g_h(x^*_λ) - λ_k g_h(x^*_λ, x^*_λ - x^*_λ)⟩ + ⟨λ_k g_h(x^*_λ, x^*_λ - x^*_λ)⟩ ≥ 0.
\]
Therefore, by rearranging the terms we have
\[
(λ_k - λ_{k−1})⟨g_h(x^*_λ, x^*_λ - x^*_λ)⟩ ≥ λ_k⟨g_h(x^*_λ, x^*_λ - x^*_λ)⟩ - ⟨g_h(x^*_λ, x^*_λ - x^*_λ)⟩.
\]
Combining the preceding inequality with (15), we obtain
\[
(λ_k - λ_{k−1})⟨g_h(x^*_λ, x^*_λ - x^*_λ)⟩ ≥ µ_k λ_k∥x^*_λ - x^*_λ∥^2.
\]
By definition of dual norm $\| \cdot \|_*$, since $\|a\|_* = \sup_{\|b\| \leq 1} \langle a, b \rangle$, we have $\|a\|_* \geq \langle a, b \rangle$ for $\|b\| \leq 1$, so

$$|\lambda_k - \lambda_{k-1}| \|g_h(x^*_{\lambda_{k-1}})\|_* \|x^*_{\lambda_{k-1}} - x^*_{\lambda_k}\| \geq \mu_h \lambda_k \|x^*_{\lambda_k} - x^*_{\lambda_{k-1}}\|^2.$$ 

From Assumption 1(e) and Remark 3, we have $\|g_h(x)\|_* \leq C_H$ for all $g_h \in \partial h(x)$ and $x \in X$. Thus,

$$|\lambda_k - \lambda_{k-1}|C_H \|x^*_{\lambda_{k-1}} - x^*_{\lambda_k}\| \geq \mu_h \lambda_k \|x^*_{\lambda_k} - x^*_{\lambda_{k-1}}\|^2.$$ 

Let us assume $x^*_{\lambda_k} \neq x^*_{\lambda_{k-1}}$. Then

$$\|x^*_{\lambda_k} - x^*_{\lambda_{k-1}}\| \leq \frac{C_H}{\mu_h \left| 1 - \frac{\lambda_{k-1}}{\lambda_k} \right|}.$$ 

If $x^*_{\lambda_k} = x^*_{\lambda_{k-1}}$, then $\|x^*_{\lambda_k} - x^*_{\lambda_{k-1}}\| = 0 \leq \frac{C_H}{\mu_h \left| 1 - \frac{\lambda_{k-1}}{\lambda_k} \right|}$. Therefore the desired inequality holds.

(b) Let $x^*$ be the minimizer of function $f$ over the set $X$ and $x^*_{\lambda_k}$ be the minimizer of $\{P_{\lambda_k}\}$ at $\lambda = \lambda_k$. From the optimality conditions for this problem we have

$$\langle g_f(x^*_{\lambda_k}) + \lambda_k g_h(x^*_{\lambda_k}), x - x^*_{\lambda_k} \rangle \geq 0 \quad \text{for all } x \in X.$$ 

Similarly, we can write for any arbitrary $x^* \in X^*$

$$\langle g_f(x^*), y - x^* \rangle \geq 0 \quad \text{for all } y \in X.$$ 

Let $x := x^*$ and $y := x^*_{\lambda_k}$ in the preceding inequalities. Then by adding them we obtain

$$\langle g_f(x^*_{\lambda_k}) + \lambda_k g_h(x^*_{\lambda_k}) - g_f(x^*), x^* - x^*_{\lambda_k} \rangle \geq 0.$$ 

Rearranging the inequality, we have

$$\langle \lambda_k g_h(x^*_{\lambda_k}), x^* - x^*_{\lambda_k} \rangle \geq \langle g_f(x^*) - g_f(x^*_{\lambda_k}), x^* - x^*_{\lambda_k} \rangle.$$ 

By convexity of $f$, we know that $\langle g_f(x^*) - g_f(x^*_{\lambda_k}), x^* - x^*_{\lambda_k} \rangle \geq 0$. So from the preceding relation we obtain

$$\langle g_h(x^*_{\lambda_k}), x^* - x^*_{\lambda_k} \rangle \geq 0. \quad (58)$$

By convexity of $h$, for all $x, y \in X$ we can also have

$$h(x) \geq h(y) + \langle g_h(y), x - y \rangle,$$

where $g_h(y) \in \partial h(y)$. Now by letting $x := x^*$ and $y := x^*_{\lambda_k}$, we have

$$h(x^*) \geq h(x^*_{\lambda_k}) + \langle g_h(x^*_{\lambda_k}), x^* - x^*_{\lambda_k} \rangle. \quad (59)$$

Comparing (58) and (59), we obtain that $h(x^*) \geq h(x^*_{\lambda_k})$. Note that $x^*_h \in X^*$ implying that $x^*_h$ is an optimal solution to problem $\{P_{\lambda_k}\}$. Therefore, for $x^* := x^*_h$ we obtain

$$h(x^*_h) \geq h(x^*_{\lambda_k}) \quad \text{for all } k \geq 0. \quad (60)$$
Now consider the sequence \( \{ x_{\lambda_k}^* \} \). We know \( x_{\lambda_k}^* \in X \). Since \( X \) is bounded, \( \{ x_{\lambda_k}^* \} \) has at least one accumulation point. Let \( \hat{x}^* \) be an accumulation point of \( \{ x_{\lambda_k}^* \} \). From optimality of \( x_{\lambda_k}^* \) we have
\[
f(x_{\lambda_k}^*) + \lambda_k h(x_{\lambda_k}^*) \leq f(x) + \lambda_k h(x) \quad \text{for all } x \in X.
\]
Taking limits along the convergent subsequence from both sides of the preceding inequality for all \( x \in X \) and considering the assumption that \( \lambda_k \to 0 \) and continuity of \( f \) and \( h \), we have
\[
f(\hat{x}^*) \leq f(x) \quad \text{for all } x \in X.
\]
Thus, \( \hat{x}^* \in X^* \) implying that any arbitrary accumulation point of \( \{ x_{\lambda_k}^* \} \) is an optimal solution to problem \((P_f)\).

Now let \( \{ x_{\lambda_k}^{*i} \} \) be an arbitrary convergent subsequence of \( \{ x_{\lambda_k}^* \} \) with accumulation point \( \tilde{x}^* \). Taking limits of (60) along \( \{ x_{\lambda_k}^{*i} \} \) we have \( h(x_{\lambda_k}^{*i}) \geq h(\tilde{x}^*) \). But from Lemma 4 we know that \( x_{\lambda_k}^* \) is the unique optimal solution of problem \((P_h)\). Thus, \( \tilde{x}^* = x_{\lambda_k}^* \). Therefore, all the limit points of \( \{ x_{\lambda_k}^* \} \) converge to \( x_{\lambda_k}^* \). Hence, \( \lim_{k \to \infty} x_{\lambda_k} \) exists and is equal to \( x_{\lambda_k}^* \).

### A.6 Proof of Lemma 8

**Proof.** Let \( e_k = \mathbb{E}[\nu_k] \) for all \( k \). We prove this lemma by applying induction. At first we need to show that the result is true for \( k = 0 \). By definition of \( \tau \) we have \( \tau \geq \frac{\mathbb{E}[\nu_1\log]}{\beta_0} \). So \( \mathbb{E}[\nu_1] = e_1 \leq \frac{\beta_0}{\alpha_0} \tau \), and the result holds for \( k = 1 \). Let us now assume that \( e_k \leq \frac{\beta_{k-1}}{\alpha_{k-1}} \tau \). We need to show that \( e_{k+1} \leq \frac{\beta_k}{\alpha_k} \tau \). By taking expectations from both sides of (27) we have
\[
e_{k+1} \leq (1 - \alpha_k)e_k + \beta_k.
\]
By the inductive assumption and that \( \alpha_k \leq 1 \) we obtain
\[
e_{k+1} \leq (1 - \alpha_k)\frac{\beta_{k-1}}{\alpha_{k-1}} \tau + \beta_k.
\]
From the assumption \( \frac{\beta_{k-1}}{\alpha_{k-1}} \leq \frac{\beta_k}{\alpha_k} (1 + \rho \alpha_k) \) and the preceding relation, we have
\[
e_{k+1} \leq (1 - \alpha_k)\frac{\beta_k}{\alpha_k} (1 + \rho \alpha_k) \tau + \beta_k.
\]
So we can write
\[
e_{k+1} \leq \frac{\beta_k}{\alpha_k} \tau - (1 - \rho)\beta_k \tau - \rho \alpha_k \beta_k \tau + \beta_k.
\]
Rearranging the terms, we obtain
\[
e_{k+1} \leq \frac{\beta_k}{\alpha_k} \tau + \beta_k (-\tau(1 - \rho) - \rho \tau \alpha_k + 1) \leq \frac{\beta_k}{\alpha_k} \tau + \beta_k \frac{(-\tau(1 - \rho) + 1)}{\text{Term1}}.
\]
Since \( \tau \geq \frac{1}{1 - \rho} \) and \( 0 < \rho < 1 \), Term1 is always nonpositive. So, \( e_{k+1} \leq \frac{\beta_k}{\alpha_k} \tau \) and the proof is complete.

\[36\]
A.7 Proof of Proposition 3

Proof. (i) In the following, we show that conditions of Assumption 3 are satisfied.

(a) Note that \( a, b > 0 \) and \( \gamma_0 \lambda_0 \leq \frac{L}{\mu_b} \) are sufficient for the sequences to be non-increasing and for Assumption 3(a) to be satisfied.

(b) From the definition of \( \gamma_k \) and \( \lambda_k \) and that \( a + b < 1 \), we have

\[
\sum_{k=0}^{\infty} \gamma_k \lambda_k = \sum_{k=0}^{\infty} \frac{\gamma_0}{(k+1)^a} \frac{\lambda_0}{(k+1)^b} = \sum_{k=0}^{\infty} \frac{\gamma_0 \lambda_0}{(k+1)^{a+b}} = \infty.
\]

(c) We have

\[
\sum_{k=0}^{\infty} \frac{1}{\gamma_k \lambda_k} \left( \frac{\lambda_{k-1}}{\lambda_k} - 1 \right)^2 = \sum_{k=0}^{\infty} \frac{(k+1)^{a+b}}{\gamma_0 \lambda_0} \left( \frac{1}{k} \right) - 1 \right)^2. \]

By Taylor series, we can write \( \text{Term1} = (1 + b/k + b(b-1)/2k^2 + b(b-1)(b-2)/6k^3 + \cdots - 1 = O(k^{-1}) \). So the preceding equality will be

\[
\sum_{k=0}^{\infty} \frac{1}{\gamma_k \lambda_k} \left( \frac{\lambda_{k-1}}{\lambda_k} - 1 \right)^2 = \sum_{k=0}^{\infty} \frac{(k+1)^{a+b}}{\gamma_0 \lambda_0} O(k^{-2}) = \sum_{k=0}^{\infty} O \left( k^{-(2-(a+b))} \right).
\]

Since \( a + b < 1 \), we have \( 2 - (a + b) > 1 \). Therefore, the preceding series is summable implying that Assumption 3(c) is satisfied.

(d) We have \( \gamma_k^2 = \gamma_0^2 (k+1)^{2a} = O(k^{-2a}) \). Since \( a > 0.5 \), \( \gamma_k^2 \) is summable and Assumption 3(d) is met.

(e) In a similar fashion to part (c), we have

\[
\lim_{k \to \infty} \frac{1}{\gamma_k^2 \lambda_k^2} \left( \frac{\lambda_{k-1}}{\lambda_k} - 1 \right)^2 = \lim_{k \to \infty} \frac{(k+1)^{2a+2b}}{\gamma_0 \lambda_0} O(k^{-2}).
\]

Since \( a + b < 1 \), this limit goes to zero which implies that Assumption 3(e) is satisfied.

(f) The last condition in Assumption 3 holds due to \( a > b \).

(ii) Next, we verify conditions of Assumption 4.

(a) The proof for this condition is identical to the proof given for Assumption 3.

(b) By the analysis from part (1)(c) we have

\[
\frac{1}{\gamma_k^3 \lambda_k} \left( \frac{\lambda_{k-1}}{\lambda_k} - 1 \right)^2 = \frac{(k+1)^{3a+b}}{\gamma_0 \lambda_0} O(k^{-2}) = O \left( k^{3a+b-2} \right).
\]

Note that since \( 3a + b < 2 \), the preceding term is bounded above by a constant. Therefore, there are constants \( B_1 \) and \( k_1 \) for which Assumption 4(b) is satisfied.
(c) We need to show that there are $0 < \rho < 1$ and $k_2$ such that the following holds:

$$\frac{\gamma_{k-1} \lambda_k}{\lambda_{k-1} \gamma_k} - 1 \leq \rho \frac{\mu h}{2L}\gamma_k \lambda_k \quad \text{for all } k \geq k_2.$$ 

Replacing $\gamma_k$ and $\lambda_k$ in $\text{Term1}$, we have $\text{Term1} = (1 + 1/k)^{a-b} - 1 = O(1/k)$. By applying the same analysis as part (1)(c) and that $a > b$. Multiplying and dividing $\text{Term1}$ by $\rho \frac{\mu h}{2L}\gamma_k \lambda_k$ in which $\rho$ can be any constant between 0 and 1, we obtain

$$\text{Term1} = \rho \frac{\mu h}{2L}\gamma_k \lambda_k O(1/k) = \rho \frac{\mu h}{2L}\gamma_k \lambda_k \rho \frac{\mu h}{2L}\gamma_0 \lambda_0 (k+1)^{-a-b}$$

$$= \rho \frac{\mu h}{2L}\gamma_k \lambda_k O(k^{-1+a+b}).$$

Since $a + b < 1$, $O(k^{-1+a+b})$ converges to zero. So, there exists an integer $k_2$ such that for any $k \geq k_2$ we have $\text{Term1} \leq \rho \frac{\mu h}{2L}\gamma_k \lambda_k$. Thus, Assumption 4(c) is satisfied.

(d) Condition (d) of Assumption 4 follows due to $a > b$. 

□