Computational aspects of finding a solution asymptotics for a singularly perturbed system of differential equations
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Abstract. We analyze the spatial structure of asymptotics of a solution to a singularly perturbed system of mass transfer equations. The leading term of the asymptotics is described by a parabolic equation with possibly degenerate spatial part. We prove a theorem that establishes a relationship between the degree of degeneracy and the numbers of equations in the system and spatial variables in some particular cases. The work hardly depends on the calculation of the eigenvalues of matrices that determine the spatial structure of the asymptotics by the means of computer algebra system Wolfram Mathematica. We put forward a hypothesis on the existence of the found connection for an arbitrary number of equations and spatial variables.
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1 Introduction

Using of the computer algebra systems for solving systems of differential equations or investigating properties of solutions by the means of symbolic computations is a very popular and fruitful approach [3,4]. One of the problems solved this way is symbolic research on eigenvalues and eigenvectors of matrices, associated with solutions of systems [1,2]. In the present work we investigate eigenvalues of matrices defining asymptotics of a solution to a specific system of differential equations by the means of Wolfram Mathematica.

In the article [5] small parameter asymptotic expansion was built for a solution of the Cauchy problem for a singularly perturbed hyperbolic system of
differential equations with multiple spatial variables

\[ \varepsilon^2 (U_t + \sum_{i=1}^{K} D_i U_{x_i}) = AU, \bar{x} \subset \Omega, t > 0, \] (1)

\[ U(\bar{x}, 0) = U^0(\bar{x}, \varepsilon), \] (2)

where \( U(\bar{x}, t) = \{u_i(\bar{x}, t)\}, \ (i = 1, N) \) is a vector of solutions, \( 0 < \varepsilon << 1 \) is a small positive parameter, with a splash type initial conditions, concentrated in a small \( \varepsilon \)-neighbourhood of the origin:

\[ U(\bar{x}, 0) = \omega(\bar{x}/\varepsilon)H, \]

where \( H \) is a vector, \( \omega \) is a smooth function, rapidly decreasing as its argument goes to infinity along with all its derivatives.

Matrices \( D_i \) and \( A \) satisfy conditions described in [5], in particular, matrix \( A \) has eigenvalue 0 with multiplicity 1 while real parts of other eigenvalues are negative. In the following \( h_1 \) is the eigenvector of the matrix \( A \) corresponding to the eigenvalue \( \lambda_1 = 0; h_1^* \) is the eigenvector of the matrix \( A^T \) corresponding to the eigenvalue \( \lambda_1 = 0. \)

If the conditions from the article [5] are satisfied, asymptotic expansion of a solution to the problem (1) - (2) for \( t \geq t_0 > 0 \ \forall \ t_0 \) independent of \( \varepsilon \) may be represented in the form

\[ U(\bar{x}, t, \varepsilon) = \phi_0(\bar{\zeta}, t) h_1 + O(\varepsilon^2), \] (3)

where \( \bar{\zeta} = \{\zeta_i, i = 1, ..., N\}, \)

\[ \zeta_i = \frac{x_i - v_i t}{\varepsilon}, v_i = (D_i h_1, h_1^*), \] (4)

and \( \phi_0(\bar{\zeta}, t) \) is a solution to the equation

\[ \phi_{0t} + \sum_{i,j=1}^{K} M_{ij} \phi_{\zeta_i \zeta_j} = 0. \] (5)

Here

\[ M_{ii} = (\Psi_i G \Psi_i h_1, h_1^*); \]

\[ M_{ij} = ((\Psi_i G \Psi_j + \Psi_j G \Psi_i) h_1, h_1^*)/2, i \neq j, \] (6)

where \( \Psi_i = D_i - v_i E, E \) is the identity matrix, \( G \) is a pseudo-inverse matrix for the matrix \( A \) (if \( (y, h_1^*) = 0 \), a solution to the system of equations \( Ax = y \) is given by \( x = Gy + Ch_1 \), where \( C \) is an arbitrary constant). The quadratic form \( \vartheta(\bar{\zeta}) = \sum_{i,j=1}^{K} M_{ij} \zeta_i \zeta_j \) satisfies the property of having fixed negative sign, which means that the equation (5) is parabolic.
2 Problem statement

The main object of interest in the present work is a structure of the spatial part (which may be degenerate) of the parabolic equation \((5)\). To research a possible degeneracy we have to find eigenvalues and eigenvectors of the matrix \(M = \{M_{ij}, 1 \leq i, j \leq K\}\). In the article [6] for the system (1) with \(n = 2\) equations authors discovered the connection between the rank of the matrix \(M\) (the quadratic form \(\vartheta(\vec{\zeta})\)) rank \(M\) and the number of equations \(n\) in the system (1): rank \(M = 1\) if \(n = 2\), rank \(M = 2\) if \(n \geq 3\).

The system (1) with greater number of equations was considered in the article [5]. Numeric computations of eigenvalues and eigenvectors (for given number matrices \(D_i, A\)) lead to the hypothesis on connection of the quadratic form \(\vartheta(\vec{\zeta})\) rank and the number of spatial variables \(K\) and the number of equations \(n\) in the system (1).

In the present work we obtained the confirmation on the proposed in [5] hypothesis for greater number of spatial variables \(K\) and greater number of equations \(n\) of the system by the means of symbolic computations of eigenvalues and eigenvectors of the matrix \(M\) using the computer algebra systems. The main result is

**Theorem 1.** Let the matrix \(M\) be defined by the formulas (6). Then its rank is equal to

\[
\text{rank } M = \begin{cases} 
  n - 1, & \text{if } n \leq K, \\
  K, & \text{otherwise,}
\end{cases}
\]

where \(n = 2, \ldots, 5\), \(K = 2, \ldots, 5\) are the number of equations and the number of spatial variables in the system (1) respectively.

Theorem 1 is proved for \(n = 2, \ldots, 5\), \(K = 2, \ldots, 5\), the proof for arbitrary \(n, K\) is under development.

**Hypothesis 2.** The statement of Theorem 1 holds for any \(n \geq 2, K \geq 2\).

3 The computation of the eigenvalues of the matrix \(M\)

To prove Theorem 1 we found the analytic expressions for the eigenvalues and the eigenvectors of \(M\), which was computed by using the initial data – namely, the \(D_i, A\) matrices by the means of the formulas (6).

Let us consider the examples of the solution in simple particular cases. For two spatial variables and two equations \(K = 2, n = 2\) the matrices \(D_x, D_y, A\), satisfying all the conditions from [5], are given by

\[
D_x = \begin{pmatrix} d_{x1} & 0 \\ 0 & d_{x2} \end{pmatrix}, \quad D_y = \begin{pmatrix} d_{y1} & 0 \\ 0 & d_{y2} \end{pmatrix}, \quad A = \begin{pmatrix} -a & b \\ ka & -kb \end{pmatrix},
\]

where \(a > 0, b > 0, k > 0\) are constants.

Let us denote \(ab(a + bk)^{-2}\) by \(P\), \(d_{1x} - d_{2x}\) by \(\Delta_x\), \(d_{1y} - d_{2y}\) by \(\Delta_y\).
We compute $M_1 = -P \Delta_x^2$, $M_2 = -P \Delta_x \Delta_y$, $M_3 = -P \Delta_y^2$. The matrix

$$
\begin{pmatrix}
M_1 & M_2 \\
M_2 & M_3
\end{pmatrix}
$$

has the following eigenvalues $A_1, A_2$:

$$
A_1 = 0; \quad A_2 = (M_1 + M_3) = -P(\Delta_x^2 + \Delta_y^2) < 0.
$$

For three spatial variables ($K = 3$): $V_1 = (d_{1x}, d_{1y}, d_{1z}), V_2 = (d_{2x}, d_{2y}, d_{2z}), \Delta = (\Delta_x, \Delta_y, \Delta_z) = V_1 - V_2, V_1 \neq V_2$. After some computations we obtain that in the case when $K = 3$ the matrix $M$ has the eigenvalue 0 with the multiplicity 2 and one negative eigenvalue: $A_1 = -P(\Delta_x^2 + \Delta_y^2), A_2 = 0, A_3 = 0$.

The similar results were obtained in the cases $K = 4, 5$. For $K = 4$ the eigenvalues of the matrix $M$ are equal to $A_1 = -P(\Delta_1^2 + \Delta_2^2 + \Delta_3^2 + \Delta_4^2), A_2 = 0, A_3 = 0, A_4 = 0$, for $K = 5$: $A_1 = -P(\Delta_1^2 + \Delta_2^2 + \Delta_3^2 + \Delta_4^2 + \Delta_5^2), A_2 = A_3 = A_4 = A_5 = 0$.

For the greater number of equations $n \geq 3$ in the article [5] numeric computations for the number matrices $D_i, A$ were performed. These computations allowed to formulate the hypothesis on the rank of the matrix $M$.

In the present work computations in the Wolfram Mathematica 11.3 computer algebra system lead us to the conjecture for Theorem 1. It has to be noted that the computational complexity of finding the eigenvalues increases drastically with a growth of number of equations and spatial variables. For example, in the case of three spatial variables we have to compute the eigenvalues for the $3 \times 3$ matrix (it is not presented here due to its large size), which contains the polynomial elements with 15 variables, consisting of 400 to 450 monomials. The direct approach to the solution in this case is impossible and to solve it we used the algorithm of finding and replacing the repeating expressions in elements of the matrix $M$.

The main result of Theorem 1 allows us to do important conclusions on the spatial structure of the solution to the equation (5), and the asymptotic expansion of the solution (3) to the problem (1).

References

1. Divakov, D.V., Tiutiunnik, A.A.: Symbolic Investigation of Eigenvectors for General Solution of a System of ODEs with a Symbolic Coefficient Matrix. Programming and Computer Software 47 (1), 6–16 (2021).
2. Hsue, W.-L.: Eigenvectors of ordinary, generalized, centered and offset discrete fourier transforms based on lookup table methods: Efficiency and approximation uses. IEEE Transactions on Signal Processing 68, 1776–1791 (2020).
3. Krasikov, V.A.: Upper bounds for the analytic complexity of puiseux polynomial solutions to bivariate hypergeometric systems. Journal of Siberian Federal University - Mathematics and Physics 13 (6), 718–732 (2020).
4. Krasikov, V.A.: Analytic Complexity of Hypergeometric Functions Satisfying Systems with Holonomic Rank Two. Lecture Notes in Computer Science 11661, 330–342 (2019).
5. Nesterov, A. V.: On the Structure of Solutions of a Class of Hyperbolic Systems with Several Spatial Variables in the Far Field. Computational Mathematics and Mathematical Physics 56 (4), 626–636 (2016).
6. Pavlyuk, T. V., Nesterov, A. V.: On the Asymptotics of the Solution to a Singularly Perturbed Hyperbolic System of Equations with Several Spatial Variables in the Critical Case. Computational Mathematics and Mathematical Physics 54 (3), 462–473 (2014).