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We introduce generic bosonic models exemplifying that chiral Meissner currents can persist in insulating phases of matter. We first consider interacting bosons on a two-leg ladder. The total density sector can be gapped in a bosonic Mott insulator at odd-integer filling, while the relative density sector remains superfluid due to interchain hopping. Coupling the relative density to gauge fields yields a pseudospin Meissner effect. We show that the same phase arises if the bosons are replaced by spinful fermions confined in Cooper pairs, and find a dual fermionic Mott insulator with spinon currents. We prove that by tuning the mean density the Mott insulator with Meissner currents turns into a low-dimensional bosonic $\nu = \frac{1}{2}$ Laughlin state for strong enough repulsive interactions across the ladder rungs. We finally discuss extensions to multileg ladders and bilayers in which spinon superfluids with Meissner currents become possible. We propose two experimental realizations, one with ultracold atoms in the setup of Atala et al., Nat. Phys. 8, 588 (2014) and another with Josephson junction arrays. We also address a Bose-Fermi mixture subject to a magnetic field in connection with the pseudo-gap phase of high-Tc cuprates.

I. INTRODUCTION

On a lattice at commensurate filling, a bosonic Mott insulator$^{1,2}$ is a state that can be adiabatically connected to an atomic insulator. In the Hamiltonian describing the atomic limit the kinetic terms providing tunneling between distinct sites are suppressed; consequently, the ground state is a product Fock state in which the variance of particle number at each site vanishes. Recent studies examine the possibility of nontrivial Mott states which, due to a broken symmetry, exhibit chiral current order and therefore quantum entanglement. Chiral Mott insulators have been shown to be closely related to short-range entangled topological phases of bosons, such as the boson topological insulator. The boson topological insulator is a symmetry protected topological phase, whose gapless boundary excitations are protected by bulk symmetry, but do not possess topological order.

A route in the quest for nontrivial Mott insulators is to break time-reversal symmetry manifestly by an external magnetic field. With two bosonic species on the lattice, the external field may be coupled to the pseudospin degree of freedom within a Mott phase of total density. The Mott phase of spinful fermions in the time-reversal invariant Hofstadter model with additional Rashba spin-orbit coupling possesses spiral spin order. The unit-filled bosonic Haldane model sustains a Mott insulator with nontrivial plaquette currents. In our previous work we exemplify that the Josephson effect in the pseudospin sector leads to extended Meissner currents or a vortex lattice, while the total density retains Mott insulator correlations. This result was recently confirmed and extended numerically. The Meissner effect has been recently probed experimentally with $^{87}$Rb atoms on a ladder optical lattice.

In the presence of kinetic frustration, the superfluid state can spontaneously break a symmetry since the condensate forms over a linear combination of degenerate minima in the single particle spectrum. More importantly, for strong interactions, the broken symmetry may not be restored. This leads to Mott insulators with a spontaneously broken discrete symmetry, such as time-reversal. Such chiral Mott insulators have been predicted in quasi-one dimensional systems and in two dimensions.

Interest in time-reversal symmetry breaking phases has been fueled by recent progress in the realization of artificial gauge fields in ultracold atoms and photonic systems. The quest for lattice equivalents of integer quantum Hall phases (with or without Landau levels) has led to implementations of artificial gauge fields with ultracold atoms, gyromagnetic photonic crystals at microwave frequency, coupled resonator optical waveguides, metamaterials based on pillar-shaped photonic waveguides, optomechanical systems or radio frequency devices. Similar topological phases have been theoretically predicted to appear in Circuit Quantum Electrodynamics. In tunable systems such as these band topology and edge transport can be probed. The interplay of a strong magnetic field and filling leads to the fractional quantum Hall effect, or the closely related...
spin liquids.\cite{spinliquids} Originally discovered in two-dimensional electron gases,\cite{2DEG} the fractional quantum Hall effect has eluded implementation in quantum emulators, despite multiple theoretical proposals suitable for ultracold atoms\cite{ultraQED} or photons.\cite{ultraQED}

Motivated by the recent realization of the low-dimensional Meissner effect with ultracold atoms,\cite{ultraMeissner} we study an interacting boson tight-binding model near half filling and at arbitrary flux on a two-leg ladder (depicted in Fig. 1). This model is a generalization of our study in.\cite{halfMottMeissner} There we showed that a half filled bosonic ladder with repulsive Hubbard interactions stabilizes a Mott insulating phase for total charge (+ sector), but which allows charge neutral Meissner currents in the relative density (- sector). For brevity, we will denote this phase by \textit{Rung Mott – Meissner}. In this work, we extend our previous result in a number of ways. We first show that given certain commensuration conditions and in the presence of nearest neighbor repulsive interactions, the ground state corresponds to a coupled wire realization of the \textit{Laughlin} state introduced by Kane \textit{et al.}\cite{Laughlin} Analogous phases are supported in spinful fermion ladders, and a duality transformation allows us to determine a distinct class of spin chiral incompressible phases for fermions. While in the beginning we focus on quantum ladders, we construct analogous phases in two-dimensional lattices. We propose two feasible experimental setups in quantum circuits and in ultracold atoms.

Our paper is organized as follows. In Sec. II we derive the phase diagram in Figure 2 for a bosonic ladder at or near half-odd integer filling per site. Then, Sec. III contains discussions of observables, such as currents and flux quantization, which distinguish the possible ground states. Next, we extend our results to spinful fermion ladders (potentially related to high-Tc cuprates) in Sec. IV. We propose in Sec. V two experimental realizations in Josephson junction arrays and ultracold atoms in optical lattices. Sec. VI generalizes the phases found for two-leg ladders to \(N\)-leg ladders and bilayers. We summarize our results in the concluding Sec. VII. Technical details in the Appendices will be referred to when necessary.

\section{II. Chiral Phases of the Josephson Ladder}

In this section, we introduce a relatively simple insulating system exhibiting the Meissner effect.\cite{Meissner} We consider a bosonic quantum ladder with an odd number of bosons per rung (Fig. 1). The two-leg ladder consists of two one-dimensional chains with inter- and intrachain kinetic and interaction terms. The lattice layout is depicted in Figure 1 which also summarizes the terms in the Hamiltonian

\begin{equation}
H = -t \sum_{\alpha,i} e^{iaA_{\alpha,i+j}} b_{\alpha,i}^{\dagger} b_{\alpha,i+j} - g \sum_{i} e^{-ia'A_{\perp}l_{ij}} b_{1i} b_{2i} + h.c.,
\end{equation}

\begin{equation}
+ \frac{U}{2} \sum_{\alpha,i} n_{\alpha i} (n_{\alpha i} - 1) + V_{\perp} \sum_{ij} n_{1i} n_{2j} - \mu \sum_{\alpha i} n_{\alpha i}.
\end{equation}

In Eq. (1), the operator \(b_{\alpha i}^{\dagger}\) creates a boson at site \(i\) in chain \(\alpha = 1, 2\). We introduced the Peierls phases \(a A_{\alpha,i+j}\) acquired by a particle on chain \(\alpha = 1, 2\), and \(a' A_{\perp}l_{ij}\) between chains. Lengths \(a\) and \(a'\) are lattice spacings along and between chains; see Fig. 1. The spatial indices run...
The model without flux and staggered pattern of quantized orbital current vortices. The ground state was shown to be a rung Mott insulator at half-filling. A recent numerical investigation covers the phase diagram versus filling, flux, and interchain tunneling, containing a Meissner Mott insulator and a vortex lattice Mott insulator at half-filling.

In this section we will uncover the ground state of the model \( \Psi \) at odd boson filling per rung, i.e. \( 2N + 1 \) bosons every two sites for \( N \geq 0 \) an integer. For \( V_\perp = 0 \), depending on different values of filling, flux, and interactions, we find the following low field phases: \( \text{Rung Mott – Meissner} \), \( \text{Rung superfluid – Meissner} \), \( \text{Rung Mott – Vortex lattice} \), \( \text{Rung superfluid – Vortex lattice} \).

While it is unnecessary for the phases listed above, the repulsive interaction \( V_\perp > 0 \) or long-ranged repulsion within chain \( \alpha \), not listed in Eq. (1) changes slightly the phase diagram in that it controls the size of the gap above \( \text{Rung Mott – Meissner} \). In the limit of large interactions, one can draw an analogy with a spin Meissner effect. Moreover, for large enough \( V_\perp \), the ground state turns into a low-dimensional Laughlin state if flux and doping are commensurate. We note that a Hamiltonian related to \( \Psi \) whose ground state is well approximated by the Laughlin state at \( \nu = \frac{1}{2} \) has been discussed by Kahneyer and Laughlin in search for a spin liquid ground state for the frustrated Heisenberg antiferromagnet. This theory was developed in succeeding work including the formulation of a Hamiltonian whose exact ground state is the Laughlin state at \( \nu = \frac{1}{2} \). In this work we will identify the Laughlin state by comparing the continuum form of our Hamiltonian with that of a coupled wire construction.

The remainder of this section is structured as follows. Subsec. II A contains a discussion of the continuum limit and gauge invariance. Subsec. II B discusses the Meissner phase. In Subsec. II C we address the Rung Mott transition within the Meissner state. Subsec. II D addresses the stability of the Rung Mott – Meissner phase. In Subsec. II E we introduce the condition that favors a low dimensional form of the Laughlin state.

### A. Continuum limit and gauge invariance

In what follows we will derive a continuum, or bosonized form\(^{15,16}\) of Eq. (1). We will be using the conventions of Ref.\(^{15}\) throughout this paper. The resulting field theory will allow us to treat interactions nonperturbatively and determine the possible ground states of the model in Eq. (1). We begin by expressing the boson annihilation operator as \( \psi^\alpha (x) = b_{\alpha,j}/\sqrt{a} \), when \( x = ja \). Then the bosonic creation operator in chain \( \alpha \) becomes, in terms of new bosonic fields \( \theta \) and \( \phi \)

\[
(\psi^\alpha)^\dagger (x) = \sqrt{n_0} \sum_p e^{i2p(n_0^\alpha - n^\phi)} e^{-i\theta^\alpha(x)}. \tag{2}
\]

We sum over all integers \( p \). The field \( \theta^\alpha (x) \) is the phase of the boson operator, whereas \( \phi^\alpha (x') \) describes deviations

### TABLE I: Phases of the Josephson ladder appearing in the phase diagram of Fig. 2. The “+/-” sector denotes total/relative vertical bond (rung) density \( n_0^\perp / - n_0^\perp \) (see Fig. 1). The “+” sector can be in a Mott insulator or superfluid phase, whereas the “-” sector can be in a Meissner phase or a vortex lattice phase depending on the strength of the field. The Laughlin phase arises from a condition that mixes the two sectors.

| Sector | Notation | sine-Gordon term |
|--------|----------|-----------------|
| +      | Rung Mott | \( \sqrt{8\phi^+} \) |
| +      | Rung superfluid | \( \sqrt{2\phi^+ + 2\pi \delta nx} \) |
| -      | Meissner | \( \sqrt{2\phi} \) |
| -      | Vortex lattice | \( \sqrt{2\phi^+ + \chi x} \) |
| + & -  | Laughlin | \( \sqrt{2\phi^- - \sqrt{8\phi^+}} \) |

### TABLE II: Number of gapped modes in the Josephson ladder, for the phases appearing in Fig. 2. The only gapped phase is \( \text{Rung Mott – Meissner} \), the Mott insulator with Meissner currents.

| Phase                        | Gapped modes per Sector | Gapless modes |
|------------------------------|-------------------------|---------------|
| Rung Mott – Meissner         | 1^+ / 1^-               | 0             |
| Rung Mott – Vortex lattice   | 1^+ / 0^-               | 1             |
| Rung superfluid – Meissner   | 0^+ / 1^-               | 1             |
| Rung superfluid – Vortex lattice | 0^+ / 0^-               | 2             |
| Laughlin                     | 1^+ & -                 | 1             |
The first and second terms are Luttinger liquid parameters in (1), the Luttinger parameter satisfies $1 < K < \infty$ for repulsive interactions, $K = \infty$ for free bosons, $K < 1$ for repulsive long-range interactions, and $K = 1$ for the hard core limit.  

The third term of Eq. (5) is a sine-Gordon (Josephson) Hamiltonian arising from the interchain coupling. Denoting the gauge field component in the $y$ direction by $A_\parallel$, the coupling Hamiltonian reads

$$\mathcal{H}_{SG} = -2g \sqrt{n_0 n_0^\phi} \int dx \cos(-\sqrt{2} \theta^- + a' A_\parallel) \times$$

$$\big[1 + 2 \cos\left(2\pi n_0^\alpha x - 2 \phi^1 \right) \big] \big[1 + 2 \cos\left(2\pi n_0^\alpha x - 2 \phi^2 \right) \big].$$

$n_0^\alpha$ represent the mean density in each chain. The values of $A_\perp$, $A_\parallel$, $n_0^\alpha$ determine which contributions are to be considered from $\mathcal{H}_{SG}$, based on lattice commensuration conditions.

We used in Eq. (7) the antisymmetric combination of gauge fields

$$A_\parallel^- = \frac{A_\parallel^1 - A_\parallel^2}{\sqrt{2}}.$$  

By convention, we require that the field $A_\parallel^\alpha(x)$ is related to the lattice gauge field $A_{ij}^\alpha$ of Eq. (1) by an average over a straight line path between sites $j$ and $j + 1$ on chain $\alpha$:

$$\int_{j \alpha}^{(j+1)\alpha} dx A_\parallel^\alpha(x) = a A_{j,j+1}^\alpha.$$  

Similarly, the component $A_\perp(x)$ appearing in Eq. (9) is related to $A_{\perp,i}$ of Eq. (1):

$$\int_{\text{rung at } i} dy A_\perp(y) = a' A_{\perp,i}.$$  

The integral is performed over a rung at position $i$, starting from chain 1 and ending on chain 2.

Ground state expectation values will only depend on the curl of the gauge field

$$\text{curl } A = \nabla A_\parallel(x) - \frac{A_\parallel^1(x) - A_\parallel^2(x)}{a'}.$$  

The lattice curl defines the flux through the plaquette

$$\text{curl } A = \frac{\chi}{a'}.$$  

This equality defines the uniform flux perpendicular to the plane of the ladder. The plaquette enclosed between the rungs $j$ and $j + 1$ is threaded by flux $a\chi = aa' \text{curl } A$. The Hamiltonian (5) is invariant under the gauge transformation

$$A_\parallel^\alpha(x) = A_\parallel^\alpha(x) + \nabla f^\alpha(x),$$  

$$A_\perp(x) = A_\perp(x) + f^2(x) - f^1(x),$$  

$$\theta^\alpha(x) = \theta^\alpha(x) - f^\alpha(x).$$  

This preserves the algebra in Eq. (3).

In the following treatment, it is favorable to use the gauge

$$a' A_\perp(x) = \chi x, \quad A_\parallel^\alpha = 0.$$  

The Hamiltonian in Eq. (9) becomes

$$\mathcal{H}_{SG} = -2g \sqrt{n_0 n_0^\phi} \int dx \cos(-\sqrt{2} \theta^- + \chi x) \times$$

$$\left[1 + 2 \cos\left(2\pi n_0^\alpha x - 2 \phi^1 \right) \right] \left[1 + 2 \cos\left(2\pi n_0^\alpha x - 2 \phi^2 \right) \right].$$

We summarize the notations of the phases allowed by Eq. (19) in Tables I and II. A detailed discussion follows, but we anticipate the possible ground states here (see Figure 2 for phase diagrams): At infinitesimal fluxes $\chi$, the cosine $\theta^-$ establishes Josephson phase coherence.
between the chains (Meissner phase). When the flux per plaquette is high, the phases follow the variations of the gauge field, giving way to a Vortex lattice phase. Turning to the charge sector, at filling factors satisfying \( n^1_0 + n^2_0 = 2N + 1 \), where \( N \) is nonnegative and integer, the cosine potential in \( \phi^+ \) favors an insulating ground state for total rung density, denoted Rung Mott. At incommensurate fillings, this turns into a Rung superfluid. We will introduce another state which exists if repulsive long ranged interactions are present. This state corresponds to a combined pinning of phase and charge fluctuations. We will denote it Laughlin since it arises from a coupled wire construction\(^{33}\) of the bosonic Laughlin state at \( \nu = 1/2 \).\(^{32}\)

**B. Meissner phase**

The description of the phase diagram follows with the application of a two step renormalization group procedure. The renormalization group equations for Eq. (19) are solved in more detail in\(^ {32}\) Here we provide an approximate solution which captures the essential physics.

First, we follow Ref\(^ {31}\) and we focus on the term in Eq. (19) which is the most relevant in the renormalization group sense. This is a Josephson phase pinning between the two condensate phases \( \theta^1 \) and \( \theta^2 \):

\[ \mathcal{H}_{SG} = -2g\sqrt{n^1_0 n^2_0} \int dx \cos(-\sqrt{2}\theta^- + \chi x). \] (20)

The renormalization group treatment to second order in the coupling \( g \) is detailed in Appendix A. We assume that \( \chi a \ll 1 \) such that the oscillatory argument in Eq. (20) is negligible. We define the dimensionless coupling constant (in units of the bandwidth) \( g^* \equiv g a^2 \). It flows to strong coupling if its bare value is nonzero and if its scaling dimension \( 1/(2\Delta^-) \) is less than 2.

Assuming small temperatures \( T \to 0 \), the renormalization of the coupling constant \( g^* \) is stopped at energy scales equal to the gap associated with the Josephson phase pinning. Inverting the RG equation for \( g^- \), the gap has the following expression

\[ \Delta^- \sim \frac{v}{\alpha} \left( g^- \right)^{-\frac{1}{2\pi \Delta^-}}. \] (21)

Here, we have approximated that \( \Delta^- \) renormalizes insignificantly. Therefore Eq. (21) contains the bare coupling constant and Luttinger parameter.

For temperatures \( T < \Delta^- \), the field \( \theta^-(x) \) is pinned to its classical value \( \langle \theta^-(x) \rangle = \chi x \), leading to a vanishing of the interchain current and a saturation of intrachain currents.\(^ {41}\) Eq. (21) implies that Josephson phase coherence between the chains occurs as soon as a nonzero tunneling matrix element \( g \) is turned on; moreover, the gap above this ground state is a power law in the bare coupling \( g \).

We denote this state by Meissner. This phase is associated with gapped excitations of the external gauge field\(^ {23}\). We illustrate this in the present situation considering the action for \( \theta^- \). This is obtained easily from the Hamiltonian (17) and (19) by a Legendre transform\(^ {23}\) of the classical value \( \langle \chi x \rangle \).

\[
\mathcal{S} = \mathcal{S}[\theta^-] + \mathcal{S}[A] + \ldots \]

\[
\mathcal{S}[\theta^-] = \frac{K^-}{2\pi} \int dx \int_0^\beta d\tau \left[ \frac{v^-}{2} (\partial_\tau \theta^-)^2 + v^- (\nabla \theta^- + A^-_\parallel)^2 \right]
- 2g\sqrt{n^1_0 n^2_0} \int dx \int_0^\beta d\tau \cos(-\sqrt{2}\theta^- + A^-_\perp),
\]

\[
\mathcal{S}[A] = \int dx \int_0^\beta d\tau \left[ (\text{curl} A)^2 + (\partial_\tau A)^2 \right].
\]

We will not require the \( \phi^+ \)-dependent part of the action, hence the ellipsis in Eq. (22). For the Maxwell part of the action, \( \mathcal{S}[A] \), we assume that appropriate dimensionful constants are absorbed in the derivatives.

Let us assume that quantum fluctuations are suppressed, amounting to neglecting contributions in \( \partial_\tau \theta^- \) or \( \partial_\tau A \). This assumption is founded if the temperature is large. The saddle point of the action corresponds to the classical ground state. The saddle point condition \( \partial \mathcal{S}/\partial \theta^- = 0 \) implies

\[
\nabla \theta^-_\text{sp} = -A^-_\parallel,
\]

\[
\theta^-_\text{sp} = 1. \frac{1}{\sqrt{2}} a^\prime A^-_\perp. \] (23)

At the saddle point \( A \) is constrained to be a (lattice) gradient of the arbitrary scalar function \( \theta_{sp} \).

Next, replace everywhere in Eq. (22) the fluctuating field \( \theta^- \) by its saddle point value \( \theta_{sp} \). This is justified if \( g \) and the bandwidth \( v^- K^- \sim at \) are large. To obtain the resulting action for the external gauge field, perform the gauge transformation Eqs (15), (16) with scalar \( f^n(x) = \theta_{sp}^n \). The saddle point action becomes

\[
\mathcal{S} = \frac{v^- K^-}{2\pi} \beta \int dx \left( \nabla A^-_\parallel \right)^2 - 2g\sqrt{n^1_0 n^2_0} \beta \int dx \cos(a^\prime \tilde{A}_\perp)
+ \beta \int dx (\text{curl} A)^2. \] (24)

The Maxwell term does not change under the gauge transformation, however the action now contains mass terms which lead to a gapped dispersion of the modes of \( A \). This result would have been analogously obtained by integrating out the gapped \( \theta^- \) field, but the approach above (see\(^ {35}\)) is less tedious.

Our treatment of the ladder Meissner effect in a continuum limit is reminiscent of the Meissner state due to phase coherence across a long Josephson junction\(^ {39}\).

**C. Rung Mott**

We now address the emergence of Mott behavior in the Meissner state. We are interested in odd mean particle
number per rung, i.e.
\[ n_0^1 + n_0^2 = \frac{2N + 1}{a}, \quad N \in \mathbb{N}. \]  
(25)

The simplest value is \( N = 0 \), leading to a half-filled boson ladder, with one particle every two sites. If Eq. \( (25) \) holds, Eq. \( (19) \) becomes
\[ H_{SG} = -2g\sqrt{n_0^1n_0^2} \int dx \cos(-\sqrt{2}\theta^- + \chi x) \times \]  
\[ \left[ 1 + 2 \cos \left( \sqrt{3}\phi^+ \right) \right]. \]  
(26)

We summarize the results of this section: in the absence of long ranged repulsive interactions, there is a Mott ground state only in the Tonks gas limit \( U \to \infty \). It is protected by a gap which is exponentially small with respect to the Josephson coupling \( g \). Away from the Tonks limit, the Mott phase is stable if finite repulsive interactions are turned on.

We now proceed to a proof of these results. Under the energy scale \( \Delta \), we may replace \( \theta^- \) by its expectation value in Eq. \( (26) \). Then the effective Hamiltonian at low energies \( T < \Delta \) is
\[ H_{SG} = -4g\sqrt{n_0^1n_0^2} \int dx \cos(\sqrt{3}\phi^+). \]  
(27)

This term controls the Mott transition in the total density sector. Its scaling dimension is \( 2K^+ \). If \( K^+ < 1 \), then this term as well flows to strong coupling, leading to the formation of the Mott gap
\[ \Delta^+ \sim \Delta^- (g^+)^{1/(2-2K^+)}. \]  
(28)

We defined the dimensionless quantity \( g^+ = ga/v \).

The phase appearing at \( T < \Delta^+ \) is the Mott insulator with Meissner currents. Importantly, note that expression \( (28) \) holds if \( K^+ < 1 \), which generally corresponds to repulsive interactions of long range. These can come from intrachain repulsions or from some value of \( V_\perp > 0 \). If \( V_\perp = 0 \) in Eq. \( (1) \), then \( K^+ = K \) and the Luttinger parameter \( K < 1 \) corresponds to long range repulsion of one-dimensional bosons.

At the special value \( K = 1 \) bosons experience hard-core interactions (the infinite interaction limit of the Tonks-Girardeau gas). The sine-Gordon term \( \cos(\sqrt{3}\phi^+) \) is marginal, within our approximation of renormalization group equations. Then the Mott gap turns on exponentially but is nonvanishing even if \( g \) is infinitesimal.
\[ \Delta^+ \sim \Delta^- e^{-\alpha t/g}. \]  
(29)

The Tonks-Girardeau gas has been proved experimentally.

In general \( \Delta^+ \ll \Delta^- \), which requires very small measurement temperature for the observation of the Mott insulator. We also conclude that Rung Mott exists in the Tonks limit \( U \to \infty \) or if longer ranged repulsive interactions are turned on. Let us also note that for large \( V_\perp, U \gg t, g \) model \( (1) \) maps to a gauged spin-1/2 Hamiltonian describing the Mott insulator at unit filling and in this case formally \( \Delta^+ \gg \Delta^- \).

D. Rung Mott – Meissner stability

Assume that the conditions are met such that Rung Mott – Meissner is protected by a gap \( \Delta^+ < \Delta^- \). We can define critical values for flux and chemical potential beyond which the Mott insulator with Meissner currents is not stable. We perform the canonical transformation \( \theta^- \to \theta^- + \frac{\pi}{\sqrt{2}} x \). The resulting form of Eq. \( (20) \) will have no oscillatory phase in the sine-Gordon terms. On the other hand, Eqs. \( (7,6) \) will contain terms of the form \( \int dx \mu \nabla \theta^- - \int dx \mu^+ \nabla \phi^+ \). For the gapped phase to be stable, we require that \( \mu^+ \) do not exceed the gaps \( \Delta^+ \)

This results in the following critical values for field and doping
\[ \chi_c = \frac{\pi \sqrt{2} \Delta^-}{\mu^+ K^+}, \]  
\[ \mu^+_c = \Delta^+. \]  
(30)

The Rung Mott state is stable for \( \mu^+ < \mu^+_c \). The Meissner state is stable for \( \chi < \chi_c \). Two transitions out of this phase are possible:

1. for \( \chi > \chi_c \), the sine Gordon term in \( \theta^- \) is irrelevant and the system enters a Vortex lattice phase. The transition out of the Meissner phase by increasing \( \chi \) is of the commensurate-incommensurate type.

2. If \( \mu^+ > \mu^+_c \), it is energetically favorable to add particles to the Rung Mott state. Due to the incommensuration, this is the Rung superfluid phase. The Rung Mott to Rung superfluid transition by variation of \( \mu \) is also a commensurate-incommensurate transition.

We conclude that Rung Mott – Meissner is stable to small flux and density variations, which leads to the finite domain depicted in Fig. 2.

E. Laughlin state at \( \nu = \frac{1}{2} \)

In order to energetically favor the Laughlin state, density will be allowed to deviate from odd integer filling per rung. However, this deviation will be necessarily (very close to) commensurate with the flux. Let us focus on the following terms of Eq. \( (19) \):
\[ \mathcal{H}_{SG} = -2g \sqrt{n_1 n_2^i} \int dx \left[ \cos(-\sqrt{2} \theta^− + \chi x) + 4 \cos(-\sqrt{2} \theta^− + \chi x) \cos(2\pi n_0^1 x - 2\phi^i) \cos(2\pi n_0^2 x - 2\phi^2) \right] + \ldots \]

\[ = -2g \sqrt{n_1 n_2^i} \int dx \left\{ \cos \left[ -\sqrt{2} \theta^− + \sqrt{8} \phi^+ + \chi x - 2\pi(n_0^1 + n_0^2) x \right] + \cos \left[ -\sqrt{2} \theta^− - \sqrt{8} \phi^+ + \chi x + 2\pi(n_0^1 + n_0^2) x \right] \right\} + \ldots \]  

(31)

The ellipsis in the first row represents terms containing only one of the factors \( \cos(2\phi^i - 2\pi n_0^1 x), \cos(2\phi^2 - 2\pi n_0^2 x), \cos(\sqrt{8} \phi^+ - 2\pi(n_0^1 - n_0^2) x) \). We assume that \( n_0^1 \approx n_0^2 \approx (2N + 1)/(2a) \), where the approximate equality is such that all three factors are oscillatory and can be discarded. In the second row, we assume that \( \chi > \chi_c \) such that \( \cos(-\sqrt{2} \theta^− + \chi x) \) can be discarded as explained in Sec. II D.

Our purpose now is to tune flux and density such that one of the two terms in Eq. (31) stays relevant. The oscillatory argument in the first or second term of Eq. (31) vanishes if the following commensuration condition holds

\[ a \left[ 2\pi(n_0^1 + n_0^2)^2 + \chi \right] = 0 \mod 2\pi. \]  

(32)

Note that if the system is gapless any change in chemical potential results in doping \( \frac{\Delta}{\pi K^−} + \delta^+ = -\mu^+. \) Therefore condition (32) can be attained within the gapless Rung superfluid – Vortex lattice by continuously changing flux and chemical potential.

If we pick the lower sign for Eq. (32), Eq. (31) reduces to

\[ \mathcal{H}_{SG} = -2g \sqrt{n_1 n_2^i} \int dx \cos(-\sqrt{2} \theta^− + m \sqrt{2} \phi^+), \ m = 2. \]  

(33)

For a general integer \( m \), Eq. (33) represents the correlated hopping term in the coupled chain construction of the \( \nu = \frac{1}{m} \) Laughlin state. Terms with \( m > 2 \) have larger scaling dimension. In the following, we will provide some results as a function of \( m \) for generality.

In the case \( m = 2 \), the scaling dimension of Eq. (33) is \( \delta = 1/(2K) + 2K^+ \). At \( V_⊥ = 0 \) this term is irrelevant unless long ranged interactions along the chains are present. The coupling constant \( g \) can become relevant in the presence of sufficiently large \( V_⊥ > 0 \). The associated energy gap is

\[ \Delta \sim g \left( \frac{g a}{v} \right)^{1/(2K) - \frac{1}{2} - 2K^+}. \]  

(34)

When the coupling is marginal, the gap has an exponential dependence on \( g \) as in Eq. (29). To summarize, the Laughlin state should be observable with sufficiently strong repulsive interactions \( V_⊥ \) (or sufficiently long range repulsive interactions along the chains). Otherwise, when the coupling constant \( g \) is irrelevant, a gap will still be observable in finite sized systems for a sufficiently strong bare value.

The addition of a particle spoils the commensuration between mean density and flux, and therefore the term of Eq. (31) becomes gapless. However, a finite chemical potential is required to add an extra particle to the system. We arrive therefore at stability conditions analogous to Eqs. (30). A “surplus” chemical potential \( \delta \mu^+ \) causing deviations in mean density from the background density which satisfies Eq. (32) must not exceed \( \Delta \)

\[ \delta \mu^+ < \delta \mu^+_c = \Delta. \]  

(35)

Moreover, a “surplus” flux that causes deviations from Eq. (32) must obey

\[ \delta \chi < \delta \chi_c = \frac{\pi \sqrt{2} \Delta}{\nu - K^−}. \]  

(36)

A sketch of the possible region following from the present discussion is depicted on Fig. 2B. However, the clear delimitation of such a region depends on the details of the microscopic Hamiltonian. Note that another possibility would be to pick the upper sign in (32), yielding a state related to the one discussed above by particle-hole symmetry.

### III. OBSERVABLES

In this section we discuss various observable quantities that allow us to characterize the phases Rung Mott – Meissner and Laughlin. We begin with a definition of the lattice current operators and a lattice version of the flux quantization condition obtained from a Gross-Pitaevskii approximation of the boson operator, in Sec. III A. We continue to a discussion of current operators III B, flux quantization III C, and Hall responses from a Laughlin argument III D in Rung Mott – Meissner. The analogous discussion for Laughlin appears in III E. We discuss the gapless effective edge model of Laughlin in III F.
from the Heisenberg equation of motion ̇\(b\) operators as a loop on the lattice, denoted by the sequence of bonds \(\sum_{ij} b_{ij}\), is the net flux per chain. We begin by fixing the definition for lattice current. For a bond \(b_{ij}\) traversed in reverse. Then, using Eq. (40) in (38) we get the following expression for any closed loop \(C\) is obtained from the following Heisenberg equation of motion \(\hat{n}_i = i[H, n_i] = \sum_{ij} j_{ij}\), where

\[
j_{ij} = -i\langle t_{ij} | e^{i\phi_{ij}} | b_{ij}^\dagger b_{ij} + \text{H.c.} \quad (37)
\]

For a bond \(b \equiv ij\), where \(i\) and \(j\) denote sites, the current operator \(j_{ij}\) measures the number of particles per unit time flowing from site \(j\) into site \(i\). Consider now a loop on the lattice, denoted by the sequence of bonds \(C = b_0, b_1, \ldots\). In a superfluid, writing boson creation operators as \(b_{ij}^\dagger \approx \sqrt{n_0} e^{-i\theta_{ij}}\), neglecting density fluctuations, and expanding for small gauge invariant phases \(-\theta_i + \theta_j + \phi_{ij}\), we obtain the following condition for any closed loop \(C\) on the lattice.

\[
\sum_{b \in C} \frac{1}{2|t_b| n_0} (j_b) + \Phi_C = 2\pi N_C. \quad (38)
\]

We have defined \(t_b\) as the hopping integral on bond \(b\). The phase \(\Phi_C = \sum_{b \in C} \phi_b\) corresponds to the line integral of the gauge field along curve \(C\). The winding number of the boson phase field around \(C\) is denoted by the integer \(N_C\). Eq. (38) is the flux quantization condition for a lattice, which is consistent with the continuum result.

A. Current operator and lattice flux quantization

The flux quantization condition for a superfluid relates the winding number of the boson phase around closed loops on the lattice with current circulation and flux. We begin by fixing the definition for lattice current. Assuming a generic quadratic Hamiltonian in the form \(H = \sum_{ij} |t_{ij}| e^{i\phi_{ij}} b_{ij}^\dagger b_{ij}\), the current operator is obtained from the Heisenberg equation of motion \(\hat{n}_i = i[H, n_i] \equiv \sum_{ij} j_{ij}\), where

\[
\sum \frac{1}{2|t_b| n_0} (j_b) + \Phi_C = 2\pi N_C. \quad (38)
\]

B. Current operators in Rung Mott – Meissner

We begin by computing the current expectation values in Rung Mott – Meissner. The boson current operator is obtained from the following Heisenberg equation

\[
i[H, -\frac{1}{\pi} \sqrt{2} \nabla \phi^- (x)] = \frac{d}{dt} (n_1 - n_2), \quad (39)
\]

which can be separated into interchain and intrachain current operators

\[
\begin{align*}
\langle j_\perp (x) \rangle &= 0, \\
\langle j_\parallel (x) j_\parallel (0) \rangle_{\text{connected}} &= 0, \\
\langle j_\parallel (x) \rangle &= -a \chi, \quad (42)
\end{align*}
\]

that is, “bulk” currents and their fluctuations vanish, whereas equal counterflowing “edge” currents have a difference \(-2a n_0 \chi\), where \(n_0 = \frac{1}{2}\) is the mean boson density per chain. We remark that the form of the current operator expectation value, Eq. (42), changes in the strong coupling limit \(U, V_\perp \gg t, g\), where at second order in perturbation theory \(j_\parallel (x) = -2a (t^2/V_\perp) \chi\). In either the weak or the strong coupling regime, current \(j_\parallel\) persists in the Mott phase, where the field \(\phi^+\) is pinned to the classical value \((\phi^+) = 0\). In addition, this phase exhibits vanishing density fluctuations

\[
\langle (n^1 + n^2) (x)(n^1 + n^2)(0) \rangle_{\text{connected}} = 0, \quad (43)
\]

and a density pattern with one boson per rung.

C. Flux quantization in Rung Mott – Meissner

The current expectation values obtained in Eq. (42) obey a flux quantization condition similar to Eq. (38). Consider that the loop is the boundary of the cylinder formed by the two periodic chains. In Figure 3A this is \(C = C_1 - C_2\), where the minus sign means that \(C_2\) is traversed in reverse. Then, using Eq. (40) in (38) we obtain the following expression

\[
2\pi N_{C_1 - C_2} = \frac{1}{a t} \int_0^{L_a} dx (j_\parallel^2 - j_\perp^2) + L a \chi = 0. \quad (44)
\]

The second equality follows from (12). The vanishing winding number of the superfluid phase is a signature of the Meissner effect.

Let us now realize flux \(\chi\) per plaquette via the choice \(A_{j,j+1}^z = -A_{j+1,j}^z = \chi/2\) in Eq. (1). With this choice, there is no net flux parallel to the axis of the cylinder, as
depicted in Figure 3A. Writing the condition in Eq. (38) for each path C₁ and C₂ and using Eq. (44), we find

\[ 2\pi N_{C_1} = \frac{1}{aL} \int_0^{L_a} dx \langle j^1_l \rangle + L_a \chi / 2 \]

\[ = 2\pi N_{C_2} = \frac{1}{aL} \int_0^{L_a} dx \langle j^2_r \rangle - L_a \chi / 2. \]  

(45)

Eq. (45) represents the flux quantization condition in our setup. While Eq. (45) holds for periodic boundary conditions, little changes qualitatively for open boundaries, with the loop C₁ − C₂ as in Figure 3C. For a loop surrounding the ladder, there will be O(1/L) corrections, due to rung currents appearing at the open boundaries. In general, the flux quantization provides a way to measure the winding of the phase of the boson wavefunction from current measurements, and detect the presence of vortices in the sample.

D. \( \sigma_{xy} \) from Laughlin argument in Rung Mott – Meissner

The Hall response is vanishing in Rung Mott – Meissner. Suppose a current \( j^1_l = j^2_r \) is generated along the horizontal direction in Figure 1. A “voltage drop” to realize such a current can be realized by tilting both chains in the same direction, or by adiabatically threading a flux quantum between the chain ends as depicted in Figure 3B. If \( \sigma_{xy} \neq 0 \), the response to this must be a perpendicular flow of current amounting to a quantized charge after a full period. There is a converse situation, a tilt between the chains would cause a uniform \( \langle j^1_l + j^2_r \rangle \neq 0 \). However, since from Eq. (40) the commutator of operators \( j^1_l \) and \( j^2_r \) vanishes, the Kubo formula for the conductivity implies

\[ \sigma_{xy} = 0. \]  

(46)

This result is expected as the phase Rung Mott – Meissner is fully gapped.

E. Current operators in Laughlin

Similarly, we compute bosonic particle currents in the phase Laughlin. The plaquette currents of the bosonic particles are

\[ j^1_l = 2 \frac{g n_0}{\pi} \sin \left( \sqrt{2} \theta^- - m \sqrt{2} \phi^+ \right), \]

\[ j^2_r = j^1_l - j^2_l = -v^* K^- \sqrt{2} \nabla \theta^-. \]  

(47)

These lead to the following expectation value in the gapped phase

\[ \langle j^1_l \rangle = 0. \]  

(48)

Bulk currents vanish. Assuming that total charge fluctuations vanish, the circulation of current along the contour \( C_1 - C_2 \) in Figure 3 vanishes:

\[ \frac{1}{t} \int_0^{L_a} dx \langle j^1_l \rangle = \frac{1}{t} \left[ \int_0^{L_a} dx \langle j^1_l \rangle - \int_0^{La} dx \langle j^1_l \rangle \right] = 0. \]  

(49)

The contrast between Eq. (49) and Eq. (44) can be used to distinguish Laughlin from Rung Mott – Meissner. In addition, this phase is not fully gapped, as described below.

F. Chiral edge modes in Laughlin

In this subsection we discuss the structure of the edge theory when the bulk term of Eq. (33) produces a gap. Let us define new chiral fields in the form

\[ \phi^\sigma_r = \theta^\sigma / m + r \phi^\sigma \]  

(50)

for left (\( r = -1 \)) and right (\( r = +1 \)) moving excitations in chain \( \alpha = 1, 2 \). The following commutation relations follow from the algebra in Eq. (3).

\[ [\phi^\sigma_r (x), \phi^\sigma_
_r (x')] = i \rho \pi m \delta_{rr'} \delta_{\alpha\beta} \text{Sign}(x' - x). \]  

(51)

The algebra of the chiral modes in Eq. (51) implies that the momentum associated with \( \phi^\sigma_r (x) \) is

\[ \Pi^\sigma_r (x) = \frac{m}{2\rho \pi} \nabla \phi^\sigma_r (x). \]  

(52)

Let us define new density and phase fields for the bulk, respectively:

\[ \phi = -\phi^1_1 - \phi^2_{-1}/2, \theta = (\phi^1_1 + \phi^2_{-1})/2. \]  

(53)

These are related to the original fields \( \theta^\pm, \phi^\pm \) through

\[ \phi = -\sqrt{2} \nabla \theta^- + \sqrt{2} \phi^+ / 2, \theta = \sqrt{2} \nabla \theta^+ - \sqrt{2} \phi^- / 2. \]  

(54)

These fields obey the Kac-Moody algebra

\[ [\phi(x), \theta(x')] = i \frac{\pi}{2m} \text{Sign}(x' - x). \]  

(55)

Using the new bulk variables we define the “bulk” charge density \( n = -\frac{1}{\pi} \nabla \phi \), whereas the quasiparticle density is given by \( n_{QP} = -\frac{m}{\pi} \nabla \phi \). A kink of 2\( \pi \) in the field 2\( m \phi \) corresponds to the creation of one Laughlin quasiparticle. The correlated hopping term Eq. (33) pins the left chiral field of chain 1 to the right chiral field of chain 2:

\[ \mathcal{H}_{SG} = -2g n_0 \int dx \cos(2m \phi). \]  

(56)

The full Hamiltonian is given by

\[ \mathcal{H}[\phi(x), \theta(x), \phi^1_1 (x), \phi^2_{-1}(x)] = \mathcal{H}^+_0 + \mathcal{H}^-_0 + \mathcal{H}_{SG}. \]  

(57)
with $\mathcal{H}_{SG}$ specified in Eq. (56) and $\mathcal{H}_0^+$ as in Eqs. (76).

It is possible to obtain the effective low energy theory of the remaining two gapless chiral modes $\phi_{\pm 1} \equiv \phi_{\mp 1}$. The detailed calculation is given in Appendix D. In summary, the result of integrating out the massive field $\phi$ is a generic Luttinger liquid

$$4\pi \mathcal{L}_{edge} = \int dx \left( \phi_{\tau} K_{\tau\tau'} \nabla \phi_{\tau'} - \nabla \phi_{\tau} V_{\tau\tau'} \nabla \phi_{\tau'} \right). \quad (58)$$

The matrix $K_{\tau\tau'} = m r \delta_{\tau\tau'}$ is determined by Eq. (52). It describes two counterpropagating modes on distinct edges of the Laughlin state $\nu = \frac{1}{m}$. Note however that Eq. (58) does not describe a chiral Luttinger liquid. The matrix $V_{\tau\tau'}$ is nonuniversal and has nonvanishing off-diagonal elements. These terms describe backscattering between the chiral fields. We provide the explicit form of $V_{\tau\tau'}$ in Appendix D. The resulting Luttinger parameter $K_{edge}$ engenders a more complex charge fractionalization phenomenon. Interestingly, when backscattering terms between the edges are suppressed, current noise between the edges probes the fractional charge of bulk quasiparticles. This has been demonstrated experimentally in the two-dimensional electron gas. Such experiments are feasible as well in ultracold atom systems, where quantum point contacts have already been realized.

Let us consider briefly the case of $N$ chains with the same coupling Eq. (53) between consecutive chains. Backscattering terms between the chiral edge modes, $\phi_{\pm 1}$ and $\phi_{\pm 1}^N$, vanish exponentially fast with $N$. The remaining action describes the edge degrees of freedom. It consists of a chiral Luttinger liquid

$$4\pi \mathcal{L}_{edge} = \sum_{r=\pm 1} \int dx \left[ m r \phi_{r} \nabla \phi_{r} - v (\nabla \phi_{r})^2 \right]. \quad (59)$$

If the bulk were a continuous two dimensional manifold, this edge theory would correspond to the bulk Chern-Simons theory.

$$4\pi S[A] = \frac{1}{m} \int dx dy dt \epsilon^{\mu\nu\rho} \delta A_\mu \partial_\nu \delta A_\rho. \quad (60)$$

for the external gauge field. $\delta A = A - A$ is the deviation of the dynamical gauge field from the fixed background field $A$. $\epsilon^{\mu\nu\rho}$ is the Levi-Civita symbol. The relation between this bulk Chern-Simons theory and the edge theory is established by requiring that the action defined over a two-dimensional manifold with boundary be gauge invariant.

We stress again that the underlying assumption of this discussion was that (53) is relevant. The coupling $g$ is relevant for sufficiently strong $V_L$, across rungs between consecutive chains, or sufficiently long ranged intrachain repulsive interaction. However, in finite sized systems, a gap can still be associated with (53) if $g$ is larger or comparable to the energy scale of the bandwidth, set by the intrachain hopping $t$.

---

**FIG. 4:** Possible coupling schemes for a fermion ladder: a) Cooper pair Rung Mott – Meissner is realized by starting with superconductivity in 1. The proximity effect induces superconductivity in chain 2, via a term SC proximity effect (see Table III). At lower energy scales, the Rung Mott – Meissner (or depending on filling and flux any other state of Table III) forms. b) Dual model: Starting with MI in chain 1, the proximity effect makes chain 2 insulating, via Rung Mott. At lower energy scales, the spin sector is in the phase Spinon Meissner.

| Sector | Notation | Phase description |
|--------|----------|-------------------|
| $\rho_+$ | Rung Mott | $2\phi_2^+$ |
| $\rho_+$ | Rung superfluid | $2\phi_2^0 + 2(k^2 - k_1^2)\sigma$ |
| $\rho_-$ | Meissner | $2\theta_2^0$ |
| $\rho_-$ | Vortex lattice | $2\theta_2^0 - 2\chi \sigma$ |
| $\rho_+$ & $\kappa$: Laughlin | SC proximity effect | $2\phi_2^+$ |
| $\rho_-$ & $\kappa$: | Spinon Meissner | $2\phi_2^0$ |
| $\rho_+ & \kappa$: | Laughlin | $2\theta_2^0 - 2\phi_2^0$ |

**TABLE III:** Phases of the Josephson ladder appearing in the phase diagram of Fig. 2. The “$+$/−” sector denotes total/relative vertical bond (rung) density $n_2^1 + n_2^2$ (see Fig. 1). The “$+$” sector can be a Mott insulator or superfluid phase, whereas the “$-$” sector can be in a Meissner phase or a vortex lattice phase depending on the strength of the field. The Laughlin phase arises from a condition that mixes the two sectors.

---

**IV. HYBRID FERMION-COOPER PAIR ANALOGUES**

In this section we prove that spinful fermions on the lattice of Fig. 1 have ground states analogous to those of bosons presented in Sec. II. This model, in the absence of gauge fields has been introduced in Ref. 19 to
FIG. 5: Hybrid two-leg ladder system introduced in Ref. [63] with preformed Cooper pairs in one chain and repulsive fermions in the other chain. Here, we extend the model by discussing magnetic field effects. This toy model shows certain analogies with the pseudo gap phase of high-Tc cuprates showing hot spots (preformed Cooper pairs) and cold spots (Fermi arcs) [65,66].

(qualitatively) describe the pseudo-gap phase of high-Tc superconductors (modeled as “hot spots” with preformed Cooper pairs and “cold spots” Fermi arcs [65,66]). We note that recently novel features in high-Tc superconductors with magnetic fields or in relation with density wave order have been discussed [65,66].

There exists a rich literature on the topic of two-leg fermion ladders. For spinless fermions, a striking phenomenon in the presence of magnetic field is the existence of the orbital antiferromagnetic phase, (also called d-density wave or staggered flux phase of the mean-field Hamiltonian proposed by Affleck and Marston introduced in the context of high-Tc superconductivity) coexisting with the bond-density wave. Carr and Tsvelik [71] studied the model of spin-gapped chains coupled by Josephson terms in magnetic fields and found competing charge density wave and superconducting correlations. Roux et al. [72] have studied the magnetic orbital effect in doped two-leg spinful fermionic ladders and found a reentrant transition into a spin gapped phase at high magnetic flux.

We summarize the main results in this section: If superconducting correlations dominate, ground states analogous to those of Sec. I occur. The Cooper pair Rung Mott – Meissner ground state is separated by a finite gap from the rest of the spectrum. This gap depends on the interchain coupling g like a power law even when long range repulsive interactions are off. If charge density wave correlations dominate, as happens when each chain is at half filling, then superfluidity and the Meissner effect can occur in the spinon sector. To aid throughout the discussion, Table II lists the phases encountered in this section, along with the relevant charge or spin sector, and terms in the Hamiltonian inducing the particular order.

We start with a microscopic tight-binding model of spinful fermions with Hubbard interactions on the same ladder lattice of Fig. 1

\[ H = H_1 + H_2 + H_\perp \]
\[ H_\alpha = \sum_{\sigma i} \left[ -t c_{\alpha \sigma}^\dagger(i)c_{\alpha \sigma}(i+1) + \text{H.c.} \right] + \sum_i U_\alpha n_{\alpha \uparrow}(i)n_{\alpha \downarrow}(i) \]
\[ H_\perp = \sum_{\alpha i} \left[ -g e^{i\alpha A_\perp} c_{\alpha \sigma}^\dagger(i)c_{2\sigma}(i) + \text{H.c.} \right]. \]

The operator \( c_{\alpha \sigma}^\dagger(i) \) creates a fermion of spin \( \sigma = \uparrow \) or \( \downarrow \) on chain \( \alpha = 1 \) or \( 2 \) at site \( i \), and \( n_{\alpha \sigma}(i) = c_{\alpha \sigma}^\dagger(i)c_{\alpha \sigma}(i) \) is the fermion number operator. In Eq. (61) we consider periodic boundary conditions.

To study the possible phases of this system it is again convenient to use bosonization. We assume that interchain coupling is small. The basis suitable for expressing the continuum Hamiltonian consists of field operators \( \psi_{\sigma}(x) = c_{\alpha \sigma}(j)/\sqrt{a} \). In the free particle model, we assume that Fermi momenta \( k_F \), the coupling \( g \), and the flux per plaquette \( \chi \) are chosen such that the Fermi surface contains two points. We approximate the fermion field operator as a sum over right-moving and a left-moving contributions at the two Fermi points,

\[ \psi_{\sigma}^\alpha(x) = \psi_{\sigma}^{\alpha, \uparrow}(x) + \psi_{\sigma}^{\alpha, \downarrow}(x). \]

Next, it is necessary to introduce bosonic fields describing charge degrees of freedom, \( \phi_{\sigma}^\alpha(x) \), \( \theta_{\sigma}^\alpha(x) \); and spin degrees of freedom, \( \phi_{\sigma}^{\alpha, \sigma}(x) \), \( \theta_{\sigma}^{\alpha, \sigma}(x) \). Each pair of operators obeys the algebra in Eq. (3), and either one of the \( \phi \) fields commutes with the \( \sigma \) fields. The chiral fermion operators in Eq. (62) are:

\[ \psi_{r,s}^{\alpha}(x) = \frac{U_{r,s}}{\sqrt{2\pi a}} e^{ik_F x} e^{-i\chi} \left[ \psi_{\sigma}^{\alpha, \uparrow}(x) - \psi_{\sigma}^{\alpha, \downarrow}(x) + i(r\psi_{\sigma}^{\alpha, \uparrow}(x) - \psi_{\sigma}^{\alpha, \downarrow}(x)) \right] \]

for \( r = 1,2 \), \( r = \pm 1 \), and \( s = \pm 1 \). \( U_{r,s} \) are Klein factors enforcing Fermi statistics. For our purposes it is sufficient to neglect their contribution and replace them by unity. We have denoted the Fermi momentum in chain \( \alpha \) by \( k_F^\alpha \). The Hamiltonian density corresponding to Eq. (61) is

\[ \mathcal{H} = \mathcal{H}_1 + \mathcal{H}_2 + \mathcal{H}_\perp \]
\[ \mathcal{H}_\alpha = \mathcal{H}_{\phi^\alpha} + \mathcal{H}_{\theta^\alpha} + \frac{U_\alpha}{2\pi^2 a} \int dx \cos(\sqrt{8}\phi_{\sigma}^\alpha). \]

The Hamiltonians \( \mathcal{H}_{\phi^\alpha} \) and \( \mathcal{H}_{\theta^\alpha} \) represent Luttinger liquids [see Eq. (1)] with sound velocities and Luttinger parameters given by [14]

\[ K_\rho^\alpha = 1/\sqrt{1 + \frac{U_\alpha}{\pi v_F^\rho}}, \quad K_\sigma^\alpha = 1/\sqrt{1 - \frac{U_\alpha}{\pi v_F^\sigma}}, \]
\[ v_F^\rho = v_F^\rho, \quad v_F^\rho = v_F^\rho \int dx \cos(\sqrt{8}\phi_{\sigma}^\alpha). \]

The tunneling term \( \mathcal{H}_\perp \) in Eq. (64) is given explicitly in Appendix B. The essential property is that \( \mathcal{H}_\perp \)
contains terms $\propto \exp(i\theta^2_{\rho,2})$ and is therefore irrelevant if a spin gap is open in chain 1 or 2 via the sine-Gordon potentials in Eq. (64). Note that since the tunneling term also contains terms $\propto e^{i\theta^2_{\rho,1}}$, the development of a charge gap due to umklapp terms would also make the tunneling term irrelevant. For the moment, let us assume that the fermions are at half-filling, $k_F^1 + k_F^2 = \frac{\pi}{v}$, but that this condition is fulfilled while each chain is away from half-filling, such that umklapp terms are irrelevant.

The sine-Gordon terms $U_\alpha$ are responsible for opening a spin gap $\Delta^\sigma_1$ in chain $\alpha$ whenever $U_\alpha < 0$. Let us assume that the interactions in chain 1 are attractive, such that the associated coupling $g_{11} = U_1$ flows to strong coupling and a spin gap $\Delta^1_1$ opens. This phase is the Luther-Emery liquid.[24] We moreover assume that interactions in chain 2 are repulsive, such that there is no spin gap. Then the effective theory of chain 2 is described by a fixed point Luttinger liquid Hamiltonian with parameter $(K^2_2)^* = 1$. For energy scales under $\Delta^1_2$, interchain hopping terms $\mathcal{H}^I_1$ are irrelevant, and the coupling between the chains is given by terms obtained at second order in perturbation theory. One of us has shown that superconductivity is induced in chain 2 from the proximity with chain 1 of preformed pairs.[33]

The Hamiltonian at second order in $g$ (see Appendices B and C)

$$\mathcal{H}^I_1 = -\frac{g'}{a} \int dx \cos \left[ \sqrt{2}\phi^2_{\sigma} \right] \left\{ \cos \left[ 2(k_F^1 + k_F^2) x - 2\phi^+_{\rho} \right] + 2\cos \left[ 2\chi x - 2\theta^\sigma_\rho \right] \right\} + 2\chi x = a' A_{\perp} + a' A_{\perp}^\dagger, \quad (66)$$

with infinitesimal $\chi$ representing the flux per plaquette per spin species.

The first term of Eq. (66) is a spin conserving backscattering term $(\psi^1_{1-r,\sigma})^\dagger \psi^2_{1-r,\sigma} (\psi^2_{1-r,\sigma})^\dagger \psi^1_{1-r,\sigma} + \text{H.c.}$ It favors a charge density wave. Its scaling dimension is

$$\delta_1 = \frac{1}{2} + \frac{K^1_1}{2} + \frac{K^2_2}{2}. \quad (69)$$

The second term of Eq. (66) corresponds to the tunneling of Cooper pairs $(\psi^1_{1-r,\sigma})^\dagger \psi^2_{1-r,\sigma} (\psi^2_{1-r,\sigma})^\dagger \psi^1_{1-r,\sigma} e^{i\alpha(A_{\perp} + A_{\perp}^\dagger)} + \text{H.c.}$

between the Cooper pair condensates. The scaling dimension associated to this is

$$\delta_2 = \frac{1}{2} + \frac{1}{2K^1_1} + \frac{1}{2K^2_2}. \quad (70)$$

The third contribution in Eq. (66) corresponds to the operator $(\psi^1_{1-r,\sigma})^\dagger \psi^2_{1-r,\sigma} (\psi^1_{1-r,\sigma})^\dagger \psi^2_{1-r,\sigma} e^{i\alpha(A_{\perp} + A_{\perp}^\dagger)} + \text{H.c.}$. It is a correlated hopping term that is irrelevant without longer ranged repulsive interactions

$$\delta_3 = \frac{1}{2} \left( K^1_1 + K^2_2 + \frac{1}{K^1_1} + \frac{1}{K^2_2} \right) > 2. \quad (71)$$

We will return to this term in Subsec. [IV B] It favors the Cooper pair Laughlin ground state.

A. Cooper pair Runge Mott – Meissner phase

To realize Runge Mott – Meissner, take $U_1 < 0$ and $U_2 > 0$ on the order of the bandwidth $4t$, such that $K^1_1 = 2$ and $K^2_2 = 1/2$. Then $\delta \equiv \delta_1 = \delta_2 = 7/4$, showing that it is possible to achieve an energy scale

$$\Delta^* \sim \Delta^1_1 \left( \frac{g_{1a}}{v_F} \right)^{\frac{1}{74}}, \quad (72)$$

under which Mott insulating behavior and Meissner currents coexist. Note that the Runge Mott – Meissner gap lies in general below the spin gap in chain 1, i.e. $\Delta^* < \Delta^1_1$. We have let $v_F$ be a velocity close to the Fermi velocities of the two chains. Remark the difference from the bosonic case, Subsec. [III B]. The Cooper pair Runge Mott – Meissner gap has a power law dependence on the tunneling between chains. We denote this phase by Runge Mott – Meissner between the $\rho$ sectors of chains 1 and 2 on Figure [4].

To characterize Runge Mott – Meissner, let us consider the relative charge current

$$i [\mathcal{H}, -\frac{1}{\pi} \sqrt{2} \nabla \phi^\rho_\sigma] = \frac{d}{dt} (n_1 - n_2)$$

which splits as before into two components

$$j_{\perp} = \frac{4g'}{a} \cos (\sqrt{2}\phi^\rho_\sigma) \sin (-2\chi x + 2\theta^\rho_\sigma), \quad (73)$$

$$j_{\parallel} = -v_F K^1_1 \nabla \theta^\rho_\rho + v_F K^2_2 \nabla \theta^\rho_\rho = -v_F \sqrt{2} \nabla \theta^\rho_\rho. \quad (74)$$

These operators are the analogues of Eqs. (40). For energy scales smaller than $\Delta^*$, they have the following expectation values

$$\langle j_{\perp} \rangle = 0, \quad \langle j_{\parallel} \rangle = -\sqrt{2} v_F \chi = -2\sqrt{2} a t \chi. \quad (75)$$

The new factor in the second equation comes from the fact that we are considering Cooper pairs (hence a $\sqrt{2}$) with magnetic flux $\chi$ per spin (hence the 2).
B. Cooper pair Laughlin phase

The third term in Eq. (66) produces a Laughlin state at $\nu = \frac{1}{2}$ for the Cooper pairs. It can be made relevant by the addition of an interchain repulsive interaction.

Let us assume that the two chains are identical $K_\rho = K_\rho^\prime$ and $v_\rho = v_\rho^\prime = v_\rho^2$, further we assume that they have attractive interactions and that $\phi_\rho^\prime$ and $\phi_\rho^2$ are both gapped.

To make the third term of Eq. (66) relevant, it is sufficient to add an interchain interaction

$$V = \frac{aV_1}{4\pi} \int dx (\nabla \phi_\rho^1)(\nabla \phi_\rho^2).$$  \hspace{1cm} (76)

We need to reexpress the Luttinger liquid Hamiltonian describing the density sector $H_{1\rho} + H_{0\rho} + V = H_{1\rho} + H_{0\rho}$. The new Luttinger liquid Hamiltonians are characterized by parameters

$$v_\rho^\pm K_\rho^\pm = v_\rho K_\rho, \frac{v_\rho^\pm}{K_\rho^\pm} = \frac{aV_1}{4\pi},$$  \hspace{1cm} (77)

from which $K_\rho^\pm = (1 - u \pm v_\perp)$, where $u = |U|a/(\pi v_F)$ and $v_\perp = V_{L.s}/(\pi v_F)$. Thus, we see that the scaling dimension $\delta_3 = 1/(1 - u - v_\perp) + 1 - (u - v_\perp) < 2$ for large enough repulsive interaction $v_\perp > 0$ between the chains.

By imposing the following constraint on the flux and density,

$$2(k_1^\pm + k_2^\pm) \pm 2\chi = 0 \mod 2\pi,$$  \hspace{1cm} (78)

the effective sine-Gordon Hamiltonian from Eq. (66) is

$$H_{1\rho}^{II} = -\frac{g'}{a} \int dx \cos \left[ \sqrt{2}(\theta_\rho - \theta_\rho') \pm \sqrt{2}(\phi_\rho + \phi_\rho') \right].$$  \hspace{1cm} (79)

Upper and lower signs correspond to the constraint in Eq. (78). The canonical transformation

$$\frac{1}{\sqrt{2}}\Theta_\rho^\alpha = \theta_\rho^\alpha, \sqrt{2}\Phi_\rho^\alpha = \phi_\rho^\alpha$$  \hspace{1cm} (80)

performed for each chain $\alpha$ yields the interchain coupling

$$H_{1\rho}^{II} = -\frac{g'}{a} \int dx \cos \left[ \Theta_\rho^\alpha - \Theta_\rho^\alpha' \pm 2(\Phi_\rho^\alpha + \Phi_\rho^\alpha') \right].$$  \hspace{1cm} (81)

Eq. (81) is formally identical to Eq. (33) and describes the Laughlin state at filling $\nu = \frac{1}{2}$ for Cooper pairs, which are created by the operator $\left( \psi_{\rho,\perp}^\alpha \psi_{\rho,\perp}^\alpha \right)^\dagger \sim e^{i\Theta_\rho^\alpha}$. The discussion of observables in this phase is analogous to the one in Subsec. IIE.

C. Dual phase: fermionic Mott insulator with spinon currents

In this section we present a phase dual to Rung Mott – Meissner. Rung Mott – Meissner involved inducing superconductivity through the proximity effect, SC proximity effect, and the formation of Rung Mott – Meissner. The dual to this occurs at half-filling in each chain $k_1^\pm = k_2^\pm = \frac{\pi}{2a}$, when it is necessary to include the umklapp terms in Eq. (64)

$$\sum_\alpha U_\alpha \frac{a}{\pi} \int dx \cos(\sqrt{2}\phi_\rho^\alpha).$$  \hspace{1cm} (82)

The resulting phase will be the Rung Mott. In this Mott phase, a spinon Meissner phase will develop, which we denote by Spinon Meissner. The phase is summarized in Figure 4b).

To obtain the dual phase, assume that in both chains there are repulsive interactions $U \equiv U_1 = U_2 > 0$ and that $K_\rho = K_\rho^\prime = K_\rho^\dagger$. Assume in addition that $K_\rho^{1,2} = K_\rho \geq 1$, which makes terms generating a spin gap in (64) irrelevant. For this, it is necessary that the repulsion $U$ be on the order of the bandwidth. The Mott gap has the asymptotic power law form,

$$\Delta_\rho \sim U \left( \frac{Ua}{v_F} \right)^{1/(2-2K_\rho)}.$$  \hspace{1cm} (83)

Then the tunneling term $H_{1\rho}^{II}$ is irrelevant, and we can proceed to obtain a Hamiltonian at second order in perturbation theory. The derivation of this Hamiltonian can be found in Appendix 12 We obtain

$$H_{1\rho}^{II} = -\frac{g'}{a} \int dx \cos(2\Theta_\rho - 2\chi x) \cos(\sqrt{2}(\phi_\rho + \phi_\rho')) \cos(\sqrt{2}(\phi_\rho + \phi_\rho')), $$  \hspace{1cm} (84)

The expectation value is order 1 for energy scales under $\Delta_\rho$. We introduced

$$\frac{g'}{a} = 4 \frac{a^2}{\Delta_\rho \pi a}$$  \hspace{1cm} (85)

$$2\chi x = -a' A_{\perp \perp} + a' A_{\parallel \perp}. $$  \hspace{1cm} (86)

For the second equation, we require that the two spin species have different charges with respect to the gauge field. This results in a flux coupling to spin, denoted $\chi$. It is now easy to see that a spinon Meissner phase can arise. Under the Mott gap, the effective scaling dimension of Eq. (84), which represents a Josephson term for the spinon phase, is $1/K_\rho$. As before, we consider the low $\chi$ limit, so the oscillatory argument of the sine-Gordon term can be neglected in the renormalization group flow equations. Therefore we introduce a new energy scale

$$\Delta \sim \Delta_\rho \left( \frac{g'a}{v_F} \right)^{2-\frac{1}{\pi a}}.$$  \hspace{1cm} (87)

This energy scale is under the Mott gap and characterizes the onset of spinon Josephson phase pinning. In analogy to the situation studied before, Meissner spinon currents are allowed in this phase

$$\langle j_{\perp}^\alpha \rangle = 0, \langle j_{\parallel}^\alpha \rangle = -2\sqrt{2}a't\chi,$$  \hspace{1cm} (88)
as obtained from the time derivative of the relative spin density \( -\frac{1}{\sqrt{2}} \nabla \phi_\tau(x) \). The \( \sqrt{2} \) comes from the definition of the spinon field \((\psi^\alpha)_{r_1}^\dagger \psi^\alpha_{r_1} \sim e^{-i2\hbar K F x} e^{-i\sqrt{2}q_2} \), and the factor of 2 comes from \([86]\).

V. EXPERIMENTAL REALIZATIONS

In this section we propose experimental realizations of Eq. (1) with ultracold atoms in optical lattices (Subsec. V A) and with quantum circuits (Subsec. V B).

A. Ultracold atom implementation

1. Ladder implementation

Several aspects related to our model have been proven experimentally. The Abrikosov vortex lattice was observed in rotating traps\([55]\). The Josephson effect was demonstrated with spatially separated Bose-Einstein condensates\([59]\). A recent experiment\([13]\) demonstrates the Meissner effect in a ladder optical lattice of about 40 rungs filled with approximately \(5 \times 10^4\) \(^{87}\)Rb atoms. For the purposes of this subsection, we will use the notation of Ref.\([13]\) and define hopping matrix elements \(J_x\) and \(J_y\). The square lattice is defined by translation vectors \(d_{x,y}\). The tunneling along the \(x\) direction can be suppressed by means of an inhomogenous electric field inducing a tilt \(\Delta_{tilt} \gg J_x\) between neighboring minima of the optical lattice. The tunneling can be restored resonantly by a pair of far-detuned Raman running-wave beams \((k_1, \Omega_1)\) and \((k_2, \Omega_2)\). The frequency detuning \(\omega = |\Omega_1 - \Omega_2|\) is matched to the tilt \(\Delta_{tilt}\). This driving scheme gives a spatially modulated and time-dependent potential energy at every site, \(V_{m,n} = V_K^0 \cos^2 q \cdot (m d_x + n d_y)/2 + \omega t/2\).

Then the wavevector \(q = k_1 - k_2\) induces a phase \(\phi_{m,n} = q \cdot (m d_x + n d_y)\) for hops from site \((m,n)\) to site \((m+1,n)\) (see also Ref.\([56]\)). The effective Hamiltonian is

\[
H = -\sum_{m,n} \left( K e^{i\phi_{m,n}} a_{m+1,n}^\dagger a_{m,n} + J a_{m,n+1}^\dagger a_{m,n} \right).
\]

(89)

For large tilts \(\Delta_{tilt} \gg V_K^0\), the renormalized hopping strengths are \(K = J_x V_K^0/|\sqrt{2}\Delta_{tilt}|\), and \(J \approx J_y\). The experiment for the realization of the Meissner effect in a ladder started with a finite value of the flux and increased the coupling between the wires \(J\) (in the notation of our Eq. (1)) in order to obtain a Meissner phase. Decreasing \(J\) allowed a transition into a vortex lattice below some critical rung hopping matrix element \(J^c\).

In the experiment of Ref.\([13]\) one can, in principle, control the lattice filling such that on average an odd number of bosons per rung is achieved. The charge gap of the Mott insulator can be probed by implementing an additional tilt of the ladder lattice in the \(x\) direction. \(\Delta^c\) can be determined from the particle-hole excitation probability in the total density sector under the tilt, as exemplified in the classic experiment by Greiner et al.\([2]\).

2. Alternative implementation: Spin-orbit coupling of hyperfine states

Let us briefly discuss an alternative implementation in the setup of Ref.\([23]\). It is possible to formally map the chains 1 and 2 into two internal degrees of freedom of atoms in a single one-dimensional optical lattice. Coherent transport and splitting of atomic wavepackets for different Zeeman states has been demonstrated\([33]\). As a concrete example, for \(^{87}\)Rb atoms, the Zeeman states with opposite magnetic moments \(|1\rangle\) = \(|F = 1, m_F = -1\rangle\) and \(|2\rangle\) = \(|F = 2, m_F = -1\rangle\) experience opposite Peierls phases in the presence of laser assisted tunneling\([24]\). This amounts to a spin-orbit coupling term for the spinor Bose gas in one dimension.

The Josephson term couples the two Zeeman states, taking the form

\[
-g|1\rangle_i\langle 2|_i - g|2\rangle_i\langle 1|_i
\]

for an atom at site \(i\). The Peierls phase corresponds to the transport of an atom from site \(i\) to site \(i+1\), \(-te^{i\alpha A^\dagger_{i,i+1}}|\alpha\rangle_i\langle \alpha|_{i+1} + \text{H.c.},\) where \(\alpha = 1, 2\) and \(A^\dagger_{i,i+1} = -A_{i,i+1}\). Importantly, the odd integer filling condition \([25]\) becomes a simple condition on the parity of the atom number at each site:

\[
\langle |1\rangle_i\langle 1|_i + |2\rangle_i\langle 2|_i \rangle = 1 \text{ mod } 2.
\]

(90)

The odd-integer filled Rung Mott can then be probed since atom number parity can be imaged with current technology\([52,53]\). The Rung Mott – Meissner can be obtained by preparing an odd filling Mott insulator, then tuning the population of \(|1\rangle\) versus \(|2\rangle\) by the application of microwave fields and a magnetic field to realize a Landau Zener sweep\([23]\).

The Laughlin phase becomes possible for a finite value of \(V_1 > 0\). Interactions between distinct spin species\([54]\) can be tuned by magnetic Feshbach resonances\([55]\) which is a possible pathway towards stabilizing the Laughlin phase. In the Laughlin phase, a lattice tilt would yield spin flip current.

More generally, long ranged repulsion between next-neighbor atoms can be achieved with the dipole-dipole interactions of Rydberg atoms\([56,57]\). Dipolar molecule interactions can be used as well\([58]\). We have argued previously that free fermions interacting repulsively with the bosons give rise to effective repulsive interactions between the bosons\([19]\).

B. Quantum circuit implementation

It has long been known that the Meissner and Vortex lattice phases can be realized in Josephson junction
When the Josephson coupling energy is comparable to the capacitive charging energy of the superconducting islands, such systems present a magnetic field tuned superconductor - insulator transition. At small Josephson energy, the dynamics of the system is described in terms of charges, whereas the large Josephson energy limit gives way to a description in terms of vortices. The field tuned superconductor-insulator transition is a vortex delocalization transition, proposed by Fisher. Moreover, quantum Hall states have been theoretically predicted for Josephson junction arrays: quantum Hall phases of vortices stabilized by inherent long ranged interactions, and, directly relevant to our discussion, a fractional quantum Hall state at \( \nu = \frac{1}{3} \) was predicted in Josephson arrays by Odintsov and Nazarov.

We propose here a quantum circuit realization of the Hamiltonian in Eq. (1). In this circuit, the various energy scales are tuned to agree with the effective continuum theory. We associate to the capacitive, inductive and Josephson junction circuit components energy scales

\[
E_C = \frac{e^2}{2C}, \quad E_J = \frac{I_c}{\phi_0}, \quad E_L = \frac{\phi_0^2}{L}.
\]

(91)

Here \( \phi_0 = h/(2e) \) is the reduced flux quantum. The critical current \( I_c \) of the Josephson junction is in the nA-\( \mu \)A range. Typical capacitances \( C \) are in the fF to pF range. Inductances \( L \) can be in the nH range.

To define the quantum circuit Hamiltonian, we define node fluxes\(^{39} \) on the circuit in Figure 6. Josephson junctions connecting the chains 1 and 2 correspond to cosine terms in the circuit Hamiltonian

\[
-\sum_{i=1}^{L} E_{J}^2 \cos(\theta_i^1 - \theta_i^2 + a'A_{i,i}).
\]

(92)

In addition to this, the mutual capacitance \( C_{12} \) between the chains leads to a charging term

\[
\sum_{i=1}^{L} E_{C}^2 (n_{ni} - n_{ni}^0)(n_{n1} - n_{n1}^0).
\]

(93)

The offset charges on each superconducting island are denoted \( n_{ni}^0 \).

We turn now to terms corresponding to individual chains. There is a charging energy at the \( i^{th} \) site in chain \( \alpha \) due to the capacitive coupling \( C_{\alpha} \)

\[
\sum_{i=1}^{L} E_{C}^2 (n_{ni} - n_{ni}^0)^2.
\]

(94)

Additionally, we have assumed that the Josephson energy associated with a junction between sites \( i \) and \( i+1 \) is large compared to the charging energy \( E_{J} \gg E_{C}^2 \). Then Josephson terms in each chain are replaced by inductive contributions

\[
\sum_{i=1}^{L-1} \frac{E_{J}^2}{2} (\theta_i^{\alpha} - \theta_{i+1}^{\alpha} + a'A_{i,i+1}^{\alpha})^2.
\]

(95)

The Hamiltonian is the sum of Eqs. (92, 93, 94, 95). We now estimate the involved energy scales. The chain Josephson energy scales must be set large \( E_{J}^2 / h \approx 10 \) GHz, compared to charging energy \( E_{C}^2 / h \approx E_{J}^2 / h \approx 2 \) GHz. These values are commonly achieved in experiments. Note that typical temperatures are 20 mK corresponding to frequencies of 0.4 GHz. This is well below the superconducting gap of aluminum, about 2 K. Returning to the notation of the original Hamiltonian in Eq. (1),

\[
t \approx E_{0}^2, \quad U = E_{0}^2, \quad g = E_{J}^2, \quad V_{\perp} = E_{J}^2.
\]

(96)

The Luttinger parameter in each chain is very large if \( E_{C}^2 \) is negligible and the Tonks limit would be achieved in a limit where the intra-chain charging energy would formally become infinite.

One shared characteristic of Josephson junction array experiments is the presence of offset charge noise which becomes difficult to control over large arrays. Control of offset charge is crucial for the realization of the Rung Mott phase. Offset charges can in principle be tuned by voltage terms \(-V_{\alpha}(2e)n_{ni}\). With the aid of these terms and tuning the mutual capacitance \( C_{12} \), it is possible to achieve a stable state with an odd number of Cooper pairs on each rung. This was shown in the context of a pair of superconducting islands. While control of
offset charge over a large array is hard experimentally, signatures of the phases proposed here should in principle appear in arrays of several junctions. The charge gap $\Delta^+$ can be probed by showing the absence of current when flux is threaded through the cylinder of the ladder, as argued in Sec. [VIID]. Experimentally this is achieved by threading flux through two large external loops that wrap around the cylinder (Figure 7). In the Laughlin phase, current through the rungs should be observed while adiabatically threading AB flux through the ladder.

VI. TWO-DIMENSIONAL GENERALIZATIONS

In this section we generalize the 2-chain ladder models of Sec. [II] to $N$-leg ladders. We find that the Rung Mott – Meissner cannot be stable for $N > 2$ if we keep the same average filling per chain is $n_0 = \frac{1}{2 \pi}$. However, regardless of filling, Josephson phase pinning terms are present and allow us to generalize the Meissner phase in $N$-leg ladders. This is detailed in Sec. [VI.A]. We find that the Rung Mott – Meissner can be actually stabilized if the ladder has $(N - 1)$ bosons per unit cell. In this case, a Mott phase can be stabilized on the inner chains of the ladder, whereas Rung Mott – Meissner occurs on the outer chains. This is presented in Sec. [VI.B]. Finally, we dedicate Subsec. [VID] to two-dimensional generalizations which involve bilayers formed by juxtaposing ladders.

A. N-chain construction for the Meissner phase

Consider $N$ identical bosonic chains (Figure 5), described by Luttinger liquid Hamiltonians as in Eq. (97): the fields corresponding to the $J$th chain are $\theta^J(x)$ and $\phi^J(x)$. Their commutation relation is $[\phi^J(x), \phi^{J'}(x')] = i \frac{\pi}{2} \delta_{JJ'} \text{Sign}(x' - x)$. Under the assumptions of Subsec. [IIB] for density and flux, we obtain the following coupling Hamiltonian

$$
H_{2D}^\perp = \sum_{J=1}^{N-1} H_{2D}^J J+1
$$

$$
H_{2D}^J J+1 = -\frac{g}{a} \int dx \cos(\theta^J J+1 - \theta^J - \chi x) \times
$$

$$
(1 + 2 \cos[2(\phi^J J+1 + \phi^J J)]) \right). \quad (97)
$$

Under the energy scale $\Delta^-$ of Eq. (21), the phase fields $\theta^J J+1 - \theta^J$ are pinned to the classical value $\langle \theta^J J+1 - \theta^J \rangle = -\chi x$. The following Meissner currents result

$$
j_{\perp} = 0,
$$

$$
j_{\perp}^J = 0, \quad J = 2, \ldots, N - 1
$$

$$
j_{\parallel}^J - j_{\parallel}^N = -(N - 1) a \chi. \quad (98)
$$

Concerning the possibility of a Mott transition, the $N - 1$ fields $\phi^1 + \phi^2, \ldots, \phi^{N-1} + \phi^N$ cannot be pinned, since they are not independent from the fields $\theta^1 - \theta^2, \ldots, \theta^{N-1} - \theta^N$. This is because there is a nonzero commutation relation:

$$
[\phi^J J+1(x), \theta^J J+1(x') - \theta^J J+1(x')] = [\phi^J J J+1(x), \phi^J J J+1(x')] = i \frac{\pi}{2} \text{Sign}(x' - x).
$$

The field $\phi^J J = \frac{1}{\sqrt{N}} \sum_j \phi^J J$ describing fluctuations of the total density remains gapless, leading to a power law density-density correlation function. In conclusion, the $N$-leg ladder leads to a Meissner effect with vanishing bulk current expectation values. The Mott phase is unstable for $N > 2$. The Mott phase described by a finite correlation length discussed for $N = 2$ is replaced by algebraic density-density correlation functions for $N \geq 3$.

If the flux and density are changed to satisfy $\nu = \frac{1}{2}$ filling, the coupled chain construction of the bosonic Laughlin state is obtained. For $N \geq 3$, it is possible to form a closed loop contained entirely in the bulk, at each point on the loop having one vertical bond (rung). Fractional statistics are manifest in the phase acquired by bulk quasiparticles around such a closed loop.
B. 3-leg construction for the boson Mott insulator with Meissner current

Let us return to the possibility of realizing Rung-Mott – Meissner in an N-leg ladder. In order to achieve this phase, the densities need to be changed from half-filling. In the simplest instance, it is possible to realize a Mott insulator with Meissner current at the edges in a 3-leg ladder (see Fig. 9). Consider the Hamiltonian of Eq. [1], with α = 1, 2, 3 denoting the three chains. Let \( n_0^\alpha = \frac{1}{a} \sum \rho_\alpha \). Then the bosonized form of the chain number 2 is:

\[
\mathcal{H}^2 = \frac{v^2}{2\pi} \int dx \left[ K^2(\nabla \theta^2)^2 + \frac{1}{K^2} (\nabla \phi^2)^2 \right] + \frac{U_2}{a} \int dx \cos(2\phi^2). \tag{99}
\]

The description of the phase for temperatures below \( \Delta^{(2)} \) is analogous to that of the two chain ladder with double the flux, and a suppressed Josephson coupling \( \propto g^2/\Delta^{(2)} \). The Josephson phase pinning gap \( \Delta^- \) is modified to account for the fact that the renormalization group flow begins at the Mott energy scale of the middle chain, \( \Delta^{(2)} \):

\[
\Delta^- = \Delta^{(2)} \left( \frac{g^2}{a\Delta^{(2)}} \right)^{2(\frac{1}{2K^2} - 1)}, \tag{102}
\]

with \( K^- \) as given in Subsec. [1B] in Eq. [8]. From here, \( \Delta^+ \) is obtained via Eq. [28]. Then we expect the following hierarchy

\[
\Delta^+ < \Delta^- < \Delta^{(2)}. \tag{103}
\]

The large Mott gap in the middle chain, \( \Delta^{(2)} \), implies that an added particle will go to one of the outer chains 1 or 3. This causes a Rung Mott to transition to Rung superfluid. Therefore doping leads to the phase Rung superfluid – Meissner, along with a Mott insulator at unit filling in chain 2. This situation is reminiscent of the d-Mott phase of spinful fermion ladders, where a hierarchy of gaps leads to similar behavior[103].

The presence of the unit filled Mott insulating chain 2 induces Josephson coupling between chains 1 and 3 at order \( g^2/\Delta^{(2)} \). To generalize, assume that the ladder consisted of \( N + 2 \) chains, \( N \) of which were at unit filling in a Mott phase, making up the bulk. The Josephson term between chains 1 and \( N + 2 \) would appear at order \( g^{N + 1}/(\Delta^{(2)})^N \) in perturbation theory. This is the exponential suppression of the tunneling term between the edge chains 1 and \( N + 2 \) due to the insulating bulk.

Assuming \( K^2 < 2 \) and \( U_2 > U_{1,3} \), the middle chain undergoes a Mott transition characterized by the energy scale

\[
\Delta^{(2)} \sim \frac{v^2}{a} \left( \frac{aU_2}{v^2} \right)^{\frac{1}{K^2}}. \tag{100}
\]

The Josephson coupling terms are analogous to Eq. [19]. For \( T < \Delta^{(2)} \), where \( \theta^2 \) is disordered, the effective Josephson coupling between chains 1 and 3 appears at order \( \frac{g^2}{\Delta^{(2)}} \):

\[
\mathcal{H}_{SG} = -\frac{4g^2}{a\Delta^{(2)}} \int dx \cos(-\theta^1 + \theta^2 + \chi x) \cos(-\theta^2 + \theta^3 + \chi x) \left[ 1 + 2 \cos \left( 2\pi n_0^3 x - 2\phi^1 \right) \right] \left[ 1 + 2 \cos \left( 2\pi n_0^3 x - 2\phi^3 \right) \right] + \ldots \tag{101}
\]

The ellipsis contains a term proportional to \( \cos(-\theta^1 - \theta^3 + 2\theta^2) \), which is less relevant. The remaining contribution is identical to Eq. [19], provided that the following changes are made: field \( \phi^2 \) becomes \( \phi_3^1 \), \( \theta^2 \to \theta^3 \), and \( \chi \to 2\chi \). The transport observables are obtained from Subsec. [1B] with the substitutions described in this paragraph.
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To study the relevance of the hopping term in Eq. (105), we rewrite the sum over α in terms of θ−J and θ+J:

(107)

1. Phase locking in an array of ladders

If the identical ladders are either in state Rung Mott – Meissner or Laughlin, the term (107) is irrelevant due to the second cosine factor of the integrand. We can check this by inspecting the ordered fields in either of the two phases [described by (26) or (33)], and using the fact that [θ−J, θ+J] ≠ 0. Nonetheless a contribution at second order in perturbation theory is relevant (see Appendix C). To derive this contribution we need to determine the relevant energy gap that determines the correlation length. This gap is ∆+ for Rung Mott – Meissner [see Eq. (28)] or ∆ for Laughlin [see Eq. (34)]. For generality we denote the gap by ∆lad. Unless mentioned otherwise, the results below hold regardless of the phase of the individual ladders.
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The effective Hamiltonian at second order in perturbation theory in $g_{2D}$ is:

$$H_{2D} = -\frac{g_{2D}^2}{\Delta_{\text{layer}}} \int dx \cos(\sqrt{2}\theta^{-,i} - \sqrt{2}\theta^{-,i+1} + \chi_x).$$

(108)

We have obtained a planar Meissner phase formally equivalent to the one produced by the Josephson term in Eq. (97). Note however that the bosons have been replaced by (pseudo-)spinons $b_j^\dagger b_{j+1} \propto e^{-i\sqrt{2}\theta^{-,j}}$. The spinon corresponds to interwire hopping inside the $I^{th}$ ladder. The oscillatory argument of the cosine $[\chi_x$ in Eq. (97)] is absent in Eq. (108). Therefore, the spinon Hamiltonian has no effective magnetic field. With this, the phase pinning condition Eq. (108) implies that

$$\langle \theta^{-,i} \rangle = \langle \theta^{-,i+1} \rangle - \frac{1}{\sqrt{2}} \chi_x.$$  

(109)

Using Eq. (40) for current operators in the $I^{th}$ ladder, we obtain

$$j^i_\parallel = j^{1,i}_\parallel - j^{2,i}_\parallel = -v_K - \sqrt{2}\nabla\theta^{-,i}.$$  

(110)

Then, using Eq. (109), we find that expectation values of currents in adjacent ladders obey

$$\langle j^i_\parallel \rangle = \langle j^{i+1}_\parallel \rangle.$$  

(111)

The current flows are pinned to each other.

2. Drag effects in bilayer geometry

We obtain here a Hamiltonian that manifests drag between Luttinger liquids due to the Josephson coupling in Eq. (105). Start with many ladders coupled with Eq. (105). Assume that there are Laughlin terms of the form (33) in each ladder:

$$-2gn_0 \int dx \cos[-(\phi^1 + \phi^2) + m(\phi^1 + \phi^2)].$$  

(112)

Assume, as opposed to the previous subsection, that the intralayer coupling Eq. (105) is the most relevant term. Eq. (105) realizes the phase pinning

$$\langle \theta^{a,i} \rangle = \langle \theta^{a,i+1} \rangle - aA^a_{i,i+1} = 0, \quad a = 1, 2.$$  

(113)

Then the Laughlin terms (112) are irrelevant at first order in perturbation theory but give a contribution at second order:

$$-m\sqrt{2}\phi^{+i,i} + m\sqrt{2}\phi^{+,i+1}.$$  

(114)

This term could have interesting consequences for transport. For example, this is the form studied in the context of Coulomb drag between two (electron-like) Luttinger liquids (Eq. (4) of Ref.104). In that case, drag resistivity is defined as $\rho_{1,i+1,d} = -V^{i+1}_{ij}/J^2L$, where ladder $I$ is the active channel, where a drive current is applied, and ladder $I + 1$ is the passive channel (not connected to any reservoirs) where a voltage $V^{i+1}$ is measured. The results known from that problem can be used here to describe the response at finite temperature. Importantly, in our setup, the drag is not necessarily brought about by Coulomb interactions between the ladders, but by the intralayer Josephson coupling Eq. (97). Drag responses have been recently measured in pairs of quantum wires separated by a small barrier Transport in these bosonic analogues will be studied elsewhere. There has been as well recent work on topologically ordered states of bosons in bilayers.

VII. CONCLUSIONS

To conclude, we have presented tight-binding models of bosons and fermions on quasi one-dimensional lattices whose ground states are incompressible states with correlations illustrating chiral order. In particular, we have shown that a Mott insulating phase with pseudospin Meissner effect can be observed in current experiments with ultracold atoms and Josephson junction arrays, and provided concrete experimental proposals for both setups. Moreover, we have argued that in the presence of repulsive interactions this phase transitions into a low dimensional precursor of the Laughlin state, and enumerated observables that can be used to detect this transition. The model presented here is not restricted to bosons, and we have argued that a larger variety of phases can be obtained in a spinful fermion ladder at or near half-filling. Finally, we have derived extensions of the phases found on the ladder to two-dimensional lattices, either single-layered or bilayers.

We remark that a recent proposal appeared for the realization of the infinitely thin cylinder limit of the Laughlin state. The filling factor and the gauge field configuration are distinct from ours. Ref.113 contains an extensive DMRG treatment complemented by bosonization which yields the phase diagram as a function of boson filling factor, on-site interaction $U$ and flux; where regimes coincide, our results agree.
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Appendix A: Renormalization group equations for sine-Gordon models

We consider a generic sine-Gordon Hamiltonian

\[ H = \frac{1}{2\pi} \int dx \left( uK(\nabla \theta)^2 + \frac{u}{K}(\nabla \phi)^2 \right) + \frac{g}{a} \int dx \cos(\beta \phi), \tag{A1} \]

for which we derive the renormalization group equations for \( g \) and \( K \) to second order in the perturbation \( g \). We will finally use a duality relation to derive the renormalization-group equations for \( g \int dx \cos(\beta \theta(x)) \). The dimensionless \( \beta \) is related to the scaling dimension via \( \delta = \beta^2/4 \).

Following Ref., we require that the two-point correlation function remain invariant under a change of the low distance cutoff. We expand the interacting theory zero temperature two-point correlation function

\[ R(r_1 - r_2) = \langle e^{i \phi(r_1)} e^{-i \phi(r_2)} \rangle \tag{A2} \]

to second order in \( g \).

The expansion of the correlation function (equivalently, of the partition function) to second order in the coupling \( g \) is

\[ R(r_1 - r_2) = \langle e^{i \phi_1} e^{-i \phi_2} \rangle_0 + \frac{1}{25} \left( \frac{g}{au} \right)^2 \sum_{i', i'' = \pm 1} \int d^2r' d^2r'' \langle e^{i \phi_1} e^{-i \phi_2} e^{i \epsilon_i' \beta \phi'} e^{-i \epsilon_i'' \beta \phi''} \rangle_0. \tag{A3} \]

For brevity, we denote \( \phi_1 = \phi(r_1) \) etc. Integrals \( \int d^2r \equiv u \int_0^\infty dx \int_0^\infty d\tau \). The connected correlation function means \( \langle e^{i \phi_1} e^{-i \phi_2} e^{i \epsilon_i' \beta \phi'} e^{-i \epsilon_i'' \beta \phi''} \rangle_0 - \langle e^{i \phi_1} e^{-i \phi_2} \rangle_0 \langle e^{i \epsilon_i' \beta \phi'} e^{-i \epsilon_i'' \beta \phi''} \rangle_0 \).

In the gaussian theory correlation functions of products of exponentials are power-laws:

\[ \langle \prod_j e^{i A_j \phi_j} \rangle_0 = \delta \left( \bigg( \sum_j A_j \bigg) \right) e^{-\frac{25}{4u} \sum_{i < j} A_i A_j F(r_i - r_j)}, \tag{A4} \]

where \( F(r_i - r_j) \equiv \log |r_i - r_j|/a \) and the length \( a \) is the small distance cutoff. The simplest of these correlation functions is the two-point correlation function \( R_0(r_1 - r_2) = (a/|r_1 - r_2|)^{\frac{y}{2}} \).

The double integral in Eq. (A3) is dominated by contributions from nearby terms \( r' \approx r'' \). Expanding in the small parameter \( r' - r'' \), we arrive at:

\[ R(r_1 - r_2) = R_0(r_1 - r_2) \left( 1 + \frac{yg^2 K^2}{2} \int_{r > a} \frac{dr}{a} \left( \frac{r}{a} \right)^{3 - \frac{a^2}{2} K} \right). \]

We have introduced the dimensionless coupling constant \( y = \frac{ua}{g^2} \). Approximating the parenthesis by an exponential function yields

\[ R(r_1 - r_2) \approx e^{-\frac{25}{4u} F(r_1 - r_2)} e^{\frac{25g^2 K^2}{2} F(r_1 - r_2) \int_{r > a} \frac{dr}{a} \left( \frac{r}{a} \right)^{3 - \frac{a^2}{2} K}}. \tag{A5} \]

We express the two-point correlator as

\[ R(r_1 - r_2) = e^{-K_{\text{eff}} F(r_1 - r_2)} \tag{A6} \]

with

\[ K_{\text{eff}}(a) = K - \frac{\beta^2 g^2 K^2}{24} \int_a^\infty \frac{dr}{a} \left( \frac{r}{a} \right)^{3 - \frac{a^2}{2} K}. \tag{A7} \]

The renormalization-group equations arise by requiring that \( R(r_1 - r_2) \), or equivalently \( K_{\text{eff}} \), be invariant under a change of the low distance cutoff. We may rewrite the equation above as

\[ K_{\text{eff}}(a) = K - \frac{\beta^2 g^2 K^2}{24} \left( \int_a^{a + da} + \int_{a + da}^\infty \right) \frac{dr}{a} \left( \frac{r}{a} \right)^{3 - \frac{a^2}{2} K} \]

\[ = K - \frac{\beta^2 g^2 K^2 da}{4} - \frac{\beta^2 g^2 K^2}{24} \int_{a + da}^\infty \frac{dr}{a} \left( \frac{r}{a} \right)^{3 - \frac{a^2}{2} K} + \ldots \]

The ellipsis denotes higher order terms in \( da/a \). \( K_{\text{eff}} \) must remain constant with respect to changes in the low energy scale \( a \to a + da \). The Luttinger parameter \( K \) and the coupling \( y \) must flow to accommodate these changes:

\[ K(a + da) = K(a) - \frac{\beta^2 g^2 K^2 da}{24} a. \tag{A8} \]
The square of Eq. (B1) contains as well a set of contributions which are proportional to \( \exp(\pm i) \). We have dropped these contributions from Eq. (B2), since they are oscillatory at or near half-filling in each chain, \( k_F^a \approx \frac{\pi}{a} \). The first term of Eq. (B2) contains terms which are proportional to \( \exp(\pm 2i(k_F^1 - k_F^2)x) \), whereas the second term contains contributions proportional to \( \exp(\pm 2i(k_F^1 + k_F^2)x) \). Each of the two terms contains nonoscillatory contributions in addition to the ones mentioned.

From Eq. (B2) we derive the effective Hamiltonian \( \mathcal{H}_{\perp}^{l_{\perp},hf} \) of Sec. IV corresponding to the case \( k_F^1 + k_F^2 = \frac{\pi}{a} \), with \( k_F^1 \neq k_F^2 \) so as to make umklapp terms irrelevant in each chain. In addition, assuming a spin gap in chain 1, \( \Delta_s^1 \), terms proportional to \( \exp(\pm \theta_s^1) \) are irrelevant. The resulting Hamiltonian at second order in perturbation theory is

\[
\mathcal{H}_{\perp}^{l_{\perp}} = \ln \left( \frac{u}{\Delta a} \right) \quad (A12)
\]

The asymptotic form for the gap \( \Delta \) then is

\[
\Delta \sim \frac{u}{y^2} \frac{1}{\Delta a} \quad (A13)
\]

If the sine-Gordon term was instead \( \int dx \cos(\beta \theta(x)) \), then this would be modified by replacing \( K \to K^{-1} \).

**Appendix B: Second order Hamiltonian for spinful fermion ladders**

This appendix contains the derivation of Eqs. (66) and (84). For brevity, we omit from the equations containing Hamiltonians the spatial integrals \( \frac{1}{2} \int dx... \), i.e. all equations in this appendix represent Hamiltonian densities. Using Eq. (63) we write the hopping term \( \mathcal{H}_l \) in Eq. (61) in the continuum limit as

\[
\mathcal{H}_l = -g a \sum_{\sigma, r, \sigma'} \left[ \langle \psi_{\sigma, r}^1 \rangle \psi_{\sigma, r}^2 e^{i a' A_{\perp, r}} + H.c. \right] \quad (B1)
\]

\[
= -\frac{g}{2\pi} \sum_{\sigma} e^{i a' A_{\perp, r}} \times \left\{ e^{i[-\phi_{\sigma}^r - \theta_{\sigma}^r + \sigma(\phi_{\sigma}^r - \theta_{\sigma}^r)] \epsilon_{\sigma}(k_F^r - k_F^r) x} + e^{i[-\phi_{\sigma}^r - \theta_{\sigma}^r + \sigma(\phi_{\sigma}^r - \theta_{\sigma}^r)] \epsilon_{\sigma}(k_F^r + k_F^r) x} + e^{i[\phi_{\sigma}^r - \theta_{\sigma}^r + \sigma(\phi_{\sigma}^r - \theta_{\sigma}^r)] \epsilon_{\sigma}(k_F^r) x} + e^{i[-\phi_{\sigma}^r - \theta_{\sigma}^r + \sigma(\phi_{\sigma}^r - \theta_{\sigma}^r)] \epsilon_{\sigma}(k_F^r) x} \right\} + H.c.
\]

Note that this part of the Hamiltonian is irrelevant if either one of the four fields \( \phi_{\sigma}^{1,2} \) or \( \phi_{\rho}^{1,2} \) is gapped (either a spin gap or a charge gap develops in one of the chains). However, relevant contributions in Eq. (B1) give rise to non-zero terms at second order in perturbation theory. The effective Hamiltonian density corresponding to order \( \frac{\pi}{\Delta^2} \) is [see the derivation in Appendix C], assuming that a spin gap \( \Delta_s^1 \) has developed in chain 1:

\[
\mathcal{H}_{\perp}^{l_{\perp},hf} = -\frac{\pi a}{\Delta_s^2} g^2 \left\{ \sum_{\sigma} \left[ \langle \psi_{-,\sigma}^1 \rangle \psi_{-,\sigma}^2 + \langle \psi_{+,\sigma}^1 \rangle \psi_{+,\sigma}^2 \right] e^{i a' A_{\perp, \sigma}} + H.c. \right\}^2
\]

\[
-\frac{\pi a}{\Delta_s^2} g^2 \left\{ \sum_{\sigma} \left[ \langle \psi_{-,\sigma}^1 \rangle \psi_{-,\sigma}^2 + \langle \psi_{+,\sigma}^1 \rangle \psi_{+,\sigma}^2 \right] e^{i a' A_{\perp, \sigma}} + H.c. \right\}^2.
\]

The square of Eq. (B1) contains as well a set of contributions which are proportional to \( \exp(\pm 2i(k_F^1 - k_F^2)x) \). We have dropped these contributions from Eq. (B2), since they are oscillatory at or near half-filling in each chain, \( k_F^a \approx \frac{\pi}{a} \). The first term of Eq. (B2) contains terms which are proportional to \( \exp(\pm 2i(k_F^1 - k_F^2)x) \), whereas the second term contains contributions proportional to \( \exp(\pm 2i(k_F^1 + k_F^2)x) \). Each of the two terms contains nonoscillatory contributions in addition to the ones mentioned.

From Eq. (B2) we derive the effective Hamiltonian \( \mathcal{H}_{\perp}^{l_{\perp}} \) of Sec. IV corresponding to the case \( k_F^1 + k_F^2 = \frac{\pi}{a} \), with \( k_F^1 \neq k_F^2 \) so as to make umklapp terms irrelevant in each chain. In addition, assuming a spin gap in chain 1, \( \Delta_s^1 \), terms proportional to \( \exp(\pm \theta_s^1) \) are irrelevant. The resulting Hamiltonian at second order in perturbation theory is
\[ \mathcal{H}^{II} = -\frac{g^2}{\Delta_\rho} \frac{1}{\pi a} \left[ 4 + 4 \cos(\sqrt{2}\phi^1_\rho) \cos(\sqrt{2}\phi^2_\sigma) \cos(-2\theta^-_\rho + a' A_{\perp,\uparrow} + a' A_{\perp,\downarrow}) \
+ 2 \cos(\sqrt{2}\phi^1_\rho + \sqrt{2}\phi^2_\sigma) \cos [-2\phi^+_{\rho} + 2x(k_F^1 + k_F^2)] \
+ \cos [a' A_{\perp,\uparrow} + a' A_{\perp,\downarrow} + 2x(k_F^1 + k_F^2) - 2\theta^- - 2\phi^+_{\rho}] \
+ \cos [a' A_{\perp,\downarrow} - a' A_{\perp,\uparrow} - 2x(k_F^1 + k_F^2) - 2\theta^- + 2\phi^+_{\rho}] \right]. \] (B3)

Note that we have made explicit the oscillatory arguments \(2x(k_F^1 + k_F^2)\). At half-filling \(k_F^1 + k_F^2 = \frac{\pi}{a}\), these are multiples of \(2\pi\), but we will be concerned in Sec. IV B with slight deviations from half filling.

From the analogue of (B2) in the case of a charge gap \((\Delta_\rho^1 \rightarrow \Delta_\rho^1)\) we derive the effective Hamiltonian (84) of Sec. IV C corresponding to the case \(k_F^1 + k_F^2 = \frac{\pi}{a}\), with \(k_F^1 = k_F^2\) so as to make umklapp terms relevant in each chain. In addition, assuming a charge gap \(\Delta_\rho^1\), all terms containing \(\exp(i\theta^1_{\rho})\) are irrelevant. The resulting Hamiltonian at second order in perturbation theory is

\[ \mathcal{H}^{II} = -\frac{g^2}{\Delta_\rho} \frac{1}{\pi a} \left[ 4 + 4 \cos(\sqrt{2}\phi^1_\rho) \cos(\sqrt{2}\phi^2_\sigma) \cos(a' A_{\perp,\downarrow} - a' A_{\perp,\uparrow} + 2\theta^-_{\sigma}) \
+ 2 \cos(2\phi^-_{\rho}) \cos(2\phi^+_{\rho}) + 2 \cos(2\phi^+_{\rho}) \cos(2\phi^+_{\rho}) \
+ 4 \cos(a' A_{\perp,\downarrow} - a' A_{\perp,\uparrow} + 2\theta^-_{\sigma}) \cos(\sqrt{2}\phi^1_\rho) \cos(\sqrt{2}\phi^2_\sigma) \right]. \] (B4)

In Sec. IV C we will assume that \(K_\sigma\) is large enough such that the terms favoring the formation of a spin gap are irrelevant, and then the simpler form remains

\[ \mathcal{H}^{II} = -\frac{g^2}{\Delta_\rho} \frac{1}{\pi a} \left[ 4 + 4 \cos(a' A_{\perp,\downarrow} - a' A_{\perp,\uparrow} + 2\theta^-_{\sigma}) \cos(\sqrt{2}\phi^1_\rho) \cos(\sqrt{2}\phi^2_\sigma) \right]. \] (B5)

Apart from an additive constant, this is Eq. (84) in the main text.

**Appendix C: Effective Hamiltonian at second order in perturbation theory**

In this appendix we derive Eq. (B2). The general result can be summarized as follows. Let us consider a generic gapped \((\Delta)\) unperturbed Hamiltonian and a sine-Gordon perturbation \(\mathcal{T}\). Assuming that correlation functions of the perturbation are cut off at separation larger than the correlation length \(\xi = u/\Delta\) associated with the gap, an effective sine-Gordon term of order \(\mathcal{T}^2/\Delta\) can approximate expectation values of arbitrary observables at second order in \(\mathcal{T}\).

Let the gapped Hamiltonian density be

\[ \mathcal{H}(x) = \mathcal{H}_0[\vartheta(x), \varphi(x)] - \frac{g}{a} \cos(\alpha \vartheta(x)) + \mathcal{H}_0'[\vartheta'(x), \varphi'(x)] \] (C1)

where \(\mathcal{H}_0(x) (\mathcal{H}_0'(x))\) is the Luttinger liquid Hamiltonian for conjugate fields \(\vartheta, \varphi (\vartheta', \varphi')\). Let \(\Delta = u/\xi\) be the gap associated with the ordering of \(\vartheta\) due to the cosine potential, where \(u\) is the velocity of excitations characterizing \(\mathcal{H}_0\).

Let \(\mathcal{T}(x)\) be a sum of sine-Gordon terms added as perturbations to \(\mathcal{H}(x)\):

\[ \mathcal{T}(x) = -\frac{t}{a} [\cos(\varphi'(x) - \varphi(x)) + \cos(\varphi'(x) + \varphi(x))] \] (C2)

Importantly, the fields that \(\mathcal{T}\) would pin do not commute with \(\vartheta\) pinned by \(\mathcal{H}\), and are therefore irrelevant. However, the term \(\cos(2\varphi'(x))\) that appears in \(\mathcal{T}^2(x)\), can order \(\varphi'\), which commutes with \(\vartheta\). At second order in perturbation theory in \(\mathcal{T}\) there appear terms which are relevant in the renormalization group sense, although \(\mathcal{T}\) itself is irrelevant.

The addition of \(\mathcal{T}\) leads to the effective Hamiltonian density:

\[ \mathcal{H}_{\text{eff}} = \mathcal{H} - \frac{\pi a}{\Delta} \mathcal{T}(x)^2. \] (C3)

For any observable \(A\), the expectation values with respect to \(\mathcal{H} + \mathcal{T}\) and with respect to \(\mathcal{H}_{\text{eff}}\) are equal up to order \(\mathcal{T}^2\)

\[ \langle A \rangle_{\mathcal{H} + \mathcal{T}} = \langle A \rangle_{\mathcal{H}_{\text{eff}}}. \] (C4)

In the remainder of this section we argue that this follows from an expansion of the partition function.

Let us denote \(\int \mathcal{T} \equiv \int dx dr \mathcal{T}(x, \tau)\). The proof of Eq. (C3) follows from expanding an arbitrary expectation value to second order in \(\mathcal{T}\)
\[ (A)_{\mathcal{H}+\tau} = \frac{\text{Tr} \left\{ e^{-\int dx d\tau (H+\tau)} A \right\}}{\text{Tr} \left\{ e^{-\int dx d\tau (H+\tau)} \right\}} = \left[ (A)_H - \left\langle \left( \int T \right) A \right\rangle_H + \frac{1}{2} \langle \left( \int T \right)^2 A \rangle_H \right] \left[ 1 + \langle \int T \rangle_H - \frac{1}{2} \langle \left( \int T \right)^2 \rangle_H + \frac{1}{6} \langle \left( \int T \right)^3 \rangle_H + \cdots \right] \]

In the last equality we have dropped all contributions at first order in \( T \). These contain the disordered field \( \varphi \).

Now, let \( d_{12} = \sqrt{\left( x_1 - x_2 \right)^2 + u^2 (\tau_1 - \tau_2)^2} \)

and let \( T_1 = T(x_1, \tau_1) \). Consider the following \( TT \) correlation functions

\[ \langle \left( \int T \right)^2 \rangle = \int dx_1 dx_2 dx_3 dr_1 dr_2 \langle T_1 T_2 \rangle_H \]

where \( R(d_{12}) \) is a power law and \( \xi \) is the correlation length associated with the gapped mode \( \theta \). Switching to relative and center of mass coordinates, and assuming \( \beta \gg 0 \), we obtain the approximate form

\[ \langle \left( \int T \right)^2 \rangle = 2 \pi \int dX dx \int d(d_{12}) d_{12} R(d_{12}) \exp(-d_{12}/\xi) \]

\[ \approx 2\pi (\xi - a) R(a) \int dX dx 1 = 2\pi \xi R(a) (L\beta) \]

Then we may approximate

\[ \langle \left( \int T \right)^2 \rangle = \int dx_1 dx_2 dx_3 dr_1 dr_2 T_1 T_2 \]

\[ \approx 2\pi \xi a u \int dX dx \pi \theta (X, \eta) \pi \theta (X + a, \eta) \]

\[ = \frac{2\pi a}{a} \int dX dx \pi \theta (X, \eta) \pi \theta (X + a, \eta) \]

\[ = \frac{2\pi a}{a} \int \pi \theta \]

By replacing \( \langle \left( \int T \right)^2 \rangle \approx \frac{2\pi a}{a} \int \pi \theta \) in Eq. [C5], we obtain the lowest order contribution, of order \( \tau^2 \), to the expectation value computed with respect to \( \mathcal{H}_{eff} \). This proves Eq. [C3].

**Appendix D: Effective edge Hamiltonian**

In this Appendix, we derive the effective edge theory summarized in Sec. III F. The Hamiltonian is expressed in Eq. (57), which we reproduce here

\[ \mathcal{H} = \frac{v}{2\pi} \sum_a \int dx \left[ K (\nabla \theta^a)^2 + \frac{1}{K} (\nabla \phi^a)^2 \right] \]

\[ + \frac{V_{\perp} a}{\pi^2} \int dx (\nabla \phi^1) (\nabla \phi^2) \]

\[ - 2gn_0 \int dx \cos(\theta^1 + \theta^2 - m\phi^1 - m\phi^2). \]  

To obtain the effective gapless Hamiltonian describing the edge chiral fields \( \phi_1 \equiv \phi_2^1 \) and \( \phi_1 \equiv \phi_1^1 \), we integrate out the gapped degrees of freedom in (D1). Importantly, this relies on the assumption that the coupling constant \( g \) is relevant, which assumes strong enough \( V_{\perp} \) (or long ranged intrachain repulsion), as explained in the main text.

Readers may wish to skip the detailed calculation and go directly to Eq. (D11), for the effective Hamiltonian \( \mathcal{H}_{edge} \) and the discussion thereafter.

We recall here the linear transformations of fields in Eqs. (50) and (53):

\[ \phi_{\alpha}^x = \theta^x / m + r \phi^\alpha, \alpha = 1, 2, r = \pm 1 \]

\[ \phi = (\phi_1 - \phi_2^1)/2, \theta = (\phi_1 + \phi_2^1)/2. \]

The bulk fields obey the following algebra:

\[ [\phi(x), \theta(x')] = i\pi / 2m \text{Sign}(x' - x), \]

therefore the momentum associated to \( \phi \) is \( \Pi_{\phi} = \pi \theta \). The chiral fields obey:

\[ [\phi_{\alpha}^x(x), \phi_{\beta}^x(x')] = i\pi \delta_{\alpha\beta} \delta_{\alpha\beta} \theta - 2\pi m \text{Sign}(x' - x). \]

The inverse transformations are

\[ \theta^\alpha = \frac{m}{2} (\phi_{\alpha + 1} + \phi_{\alpha - 1}) \]

\[ \phi^\alpha = \frac{1}{2} (\phi_{\alpha + 1} - \phi_{\alpha - 1}) \]

\[ \phi_{\alpha + 1} = \phi + \theta \]

\[ \phi_{\alpha - 1} = -\phi + \theta. \]

for \( \alpha = 1, 2. \)

In terms of these variables, the sine-Gordon term is \( -2gn_0 \int dx \cos(2m\phi) \). Let us assume that \( g \) is a large energy scale, so that we can approximate the sine Gordon term by the quadratic contribution, i.e.

\[ - 2gn_0 \int dx \cos(2m\phi) \approx 4m^2 gn_0 \phi^2 + \text{const}. \]
In terms of \( \phi, \theta, \phi_{+1}, \phi_{-1} = \phi_{+1}, \phi_{-1} = \phi_{+1}, \phi_{-1} \), the various contributions to Eq. (D1) are

\[
\begin{align*}
\sum_a (\nabla \theta_a)^2 &= \frac{m^2}{2} \left[ (\nabla \phi)^2 + (\nabla \theta)^2 \right] + \frac{m^2}{2} \left[ (-\nabla \phi_+ + \nabla \phi_-)(\nabla \phi) + (\nabla \phi_+ + \nabla \phi_-)(\nabla \theta) \right] + \frac{m^2}{4} \left[ (\nabla \phi_-)^2 + (\nabla \phi_+)^2 \right], \\
\sum_a (\nabla \phi_a)^2 &= \frac{1}{2} \left[ (\nabla \phi)^2 + (\nabla \theta)^2 \right] - \frac{1}{2} \left[ (-\nabla \phi_+ + \nabla \phi_-)(\nabla \phi) + (\nabla \phi_+ + \nabla \phi_-)(\nabla \theta) \right] + \frac{1}{4} \left[ (\nabla \phi_-)^2 + (\nabla \phi_+)^2 \right], \\
(\nabla \phi^1)(\nabla \phi^2) &= \frac{1}{4} (\nabla \phi_+ + \nabla \phi)(\nabla \phi - \nabla \phi_-) + \frac{1}{4} \nabla \theta(\nabla \phi_- + \nabla \phi_+) - \frac{1}{4} (\nabla \theta)^2. 
\end{align*}
\]

(D7)

To obtain the effective dynamics \( \phi_{-1} \) and \( \phi_{+1} \) only, we integrate out \( \theta \), then the gapped mode \( \phi \). This integration is easily performed in Fourier space. We use the Fourier transform convention

\[
f(r) = \frac{1}{\beta L} \sum_q f_q e^{iqr}, \tag{D8}\]

where \( r = (x, v\tau), q = (k, \omega_n/v), qr = kx - \omega_n \tau, \) and the Matsubara frequencies are \( \omega_n = \frac{2\pi n}{\beta} \) for all integer \( n \). The part of the action that depends on \( \theta \) is

\[
\beta S_\theta = \sum_q \frac{imk\omega}{\pi} \phi_k \phi_k^* + \sum_q k^2 \theta_k F_k^* + \sum_q G_k \theta_k^* \theta_k. \tag{D9}
\]

We defined

\[
F_k = \left[ \frac{V_\perp a}{4\pi^2} + \frac{v}{4\pi} \left( Km^2 - \frac{1}{K} \right) \right] (\phi_{+1,k} + \phi_{-1,k}) \\
G_k = \frac{V_\perp a}{4\pi^2} + \frac{v}{4\pi} \left( Km^2 + \frac{1}{K} \right). \tag{D10}
\]

For any field \( f \) that is a real-valued function of the coordinate \( x \), the Fourier transform has the property \( f_q = \overline{f}^* \). The \( \theta \) integral is gaussian. We remark that the \( \phi \) integral introduces terms of order \( 1/g \). We make the assumption that \( g \) is large, and find that all contributions from the \( \phi \) integral contain terms quartic in derivatives, which we drop. Fourier transforming back to real space, the remaining effective action yields the following Hamiltonian for the “edge” degrees of freedom

\[
H_{\text{edge}} = \int dx \left\{ A \left[ (\nabla \phi_+)^2 + (\nabla \phi_-)^2 \right] + B(\nabla \phi_+)(\nabla \phi_-) \right\}, \tag{D11}
\]

where the coefficients are given by

\[
A = \frac{v}{8\pi} \left( Km^2 + \frac{1}{K} \right) + \bar{A}, \\
B = \frac{V_\perp a}{2\pi^2} + \bar{A}, \\
\bar{A} = \frac{1}{4\pi} \left[ \frac{V_\perp a}{\pi} + v(Km^2 - 1/K) \right]^2.
\]

(D12)

Equivalently, these describe a Luttinger liquid with effective velocity of excitations and Luttinger parameter

\[
v_{\text{eff}}^2 = (A - B)(A + B), \quad K_{\text{eff}}^2 = (A - B)/(A + B). \tag{D13}
\]

It is instructive to consider a simple case. In the limit \( K = 1/m \), there must be no backscattering term in chain \( \alpha \) of the form \( (\nabla \phi_{\perp 1}^\alpha)(\nabla \phi_{\perp 1}^\alpha) \). Note as well that this value corresponds to long ranged repulsive interactions in each of the bosonic chains. Let us assume that \( V_\perp \) is small while the sine-Gordon term in (D1) is relevant in the renormalization group flow. For small enough \( V_\perp \), we approximate

\[
A \approx \frac{mv}{4\pi}, \quad B \approx \frac{V_\perp a}{2\pi^2}, \quad \bar{A} = O(V_\perp^2). \tag{D14}
\]

That is, all backscattering terms in the effective Hamiltonian arise from \( V_\perp \). The resulting Luttinger liquid Hamiltonian is characterized by the following velocity and Luttinger parameter

\[
v_{\text{edge}}^2 = (\pi mv - 2V_\perp a)(\pi mv + 2V_\perp a), \\
K_{\text{edge}}^2 = \frac{\pi mv - 2V_\perp a}{\pi mv + 2V_\perp a}. \tag{D15}
\]

A useful check is to set \( V_\perp = 0 \). In this limit all backscattering terms between the remaining gapless chiral fields must be absent, and the edge is described by the chiral Luttinger liquid Hamiltonian,

\[
H_{\text{edge}} = \frac{mv}{4\pi} \int dx \left[ (\nabla \phi_+)^2 + (\nabla \phi_-)^2 \right]. \tag{D16}
\]
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