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Abstract. We construct conforming finite element elasticity complexes on the Alfeld splits of tetrahedra. The complex consists of vector fields and symmetric tensor fields, interlinked via the linearized deformation operator, the linearized curvature operator, and the divergence operator, respectively. The construction is based on an algebraic machinery that derives the elasticity complex from de Rham complexes, and smoother finite element differential forms.

1. Introduction

Differential complexes have become a powerful tool in the construction and analysis of numerical methods in the framework of finite element exterior calculus [6, 8]. The example of the de Rham complex together with its various finite element applications, especially in computational electromagnetism, is now very well known. The elasticity complex is another example with important applications in continuum mechanics and geometry.

In three space dimensions (3D), the elasticity complex reads as follows.

\[ 0 \rightarrow \mathbb{R} \xrightarrow{\mathbb{C}} C^\infty \otimes V \xrightarrow{\text{def}} C^\infty \otimes \mathbb{S} \xrightarrow{\text{inc}} C^\infty \otimes \mathbb{S} \xrightarrow{\text{div}} C^\infty \otimes V \rightarrow 0, \]

where \( V = \mathbb{R}^3 \), \( \mathbb{R} = \{a + b \times x : a, b \in \mathbb{R}^3\} \), \( \mathbb{S} \) denotes the set of symmetric \( 3 \times 3 \) matrices, \( \text{def} \) denotes the deformation operator equaling \( \text{sym grad} \) which we shall also often write simply as \( \varepsilon \) (also known as the linearized strain), \( \text{inc} = \text{curl} \circ T \circ \text{curl} \) gives the incompatibility operator, which in 3D is equivalent to the linearized Einstein tensor or the linearized Riemannian curvature. Here curl and div denote the curl and divergence operators applied row by row on a matrix field, respectively. The notation \( T \) in the definition of \( \text{inc} \) denotes the operation that maps a matrix to its transpose, which we also often denote simply by \( ' \) (prime). In mechanics, (1.1) bears the name of the Kröner complex [23, 30], due to Kröner’s pioneering work on modeling defects of the continuum by the violation of Saint-Venant’s compatibility condition, \( \text{inc} \circ \text{def} = 0 \). In the context of elasticity, the spaces after \( \mathbb{R} \) in (1.1) correspond to the displacement, strain, stress (incompatibility), and the load, respectively. In geometry, the sequence (1.1) is referred to as the linearized Calabi complex [3, 12] and the spaces correspond to the embedding, the metric, and the curvature, respectively.

The complex (1.1), and its Sobolev space version (see [10]),

\[ 0 \rightarrow \mathcal{R} \xrightarrow{\mathcal{C}} H^2 \otimes V \xrightarrow{\varepsilon} H(\text{inc}, \mathbb{S}) \xrightarrow{\text{inc}} H(\text{div}, \mathbb{S}) \xrightarrow{\text{div}} L^2 \otimes V \rightarrow 0, \]
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where \( H(\text{inc}, S) := \{ u \in H^1 \otimes S : \text{inc} u \in L^2 \otimes S \} \) and \( H(\text{div}, S) := \{ u \in L^2 \otimes S : \text{div} u \in L^2 \otimes V \} \), are also relevant to variational principles in elasticity such as the Hellinger-Reissner principle. Therefore a discrete version of \((1.1)\) should be useful to understand the behavior of structure-preserving numerical methods. In this paper, we shall construct a discrete finite element subcomplex of \((1.2)\). To the best of our knowledge, this is the first known finite element subcomplex of the elasticity complex, complete with conforming subspaces of all the spaces in the sequence and accompanying cochain projectors.

The Hellinger-Reissner principle involves the last two spaces, i.e., \( H(\text{div}, S) \) and \( L^2 \otimes V \), in \((1.2)\). The symmetry of the tensors makes it a challenging problem to construct conforming finite element discretization for these spaces. In two space dimensions (2D), Johnson and Mercier \[29\] constructed a stable finite element elasticity pair on the Clough-Tocher split. Later, Arnold and Winther \[11\] constructed the first finite element elasticity pair on triangular meshes with polynomial shape functions. This work was extended to 3D in \[4\] and further refined to reduce the number of degrees of freedom (dofs) in \[28\].

Despite the above-mentioned significant progress in the construction of finite elements for the last (stress-displacement) part of the elasticity complex \((1.2)\), the question of how to construct an entire finite element subcomplex of \((1.2)\) seems to have been left largely unanswered yet. The question is entirely natural from the viewpoint of completing the mathematical structure. Besides satisfying a mathematical curiosity, there are many other utilitarian and numerical reasons to tackle the question of constructing a discrete subcomplex. For example, a discrete complex contains an explicit characterization of the kernel of differential operators. This is crucial in designing robust solvers and preconditioners \[21\] in the framework of kernel-capturing subspace correction methods \[31, 36\]. Another reason is that the elasticity complex \((1.1)\) is not only important for elasticity, but also for various applications where other parts of the complex are involved, e.g., the intrinsic elasticity \[17\] (involving compatible strain tensors), continuum modeling of defects \[2\] (involving the inc operator), and relativity \[14, 32\] (involving the metric and curvature). One needs no stretch of imagination to see progress in these areas being enabled by a discrete version of \((1.1)\). Having said that, let us also note that this paper does not give any numerical method; the paper’s sole focus is to reveal a mathematical structure analogous to \((1.1)\) inherent in certain discrete spaces.

Specifically, we construct conforming finite element spaces that form a subcomplex of \((1.2)\), with accompanying cochain projectors (defined on smoother subspaces), also referred to as “commuting projections.” We use the Bernstein-Gelfand-Gelfand (BGG) construction \[8, 10\] as a tool to guide our construction. The BGG construction is an algebraic machinery that originated in Lie theory of geometry \[13\]. Later, it was introduced into numerical analysis as a way to derive differential complexes, such as the elasticity complex, from de Rham sequences \[7, 10, 19\]. The idea of the BGG construction (see \((2.3)\) below) is to derive the elasticity complex from two copies of vector-valued de Rham complexes. To match the two complexes diagonally, the spaces of the same form degree in the two complexes should have different regularity. This was already noted by Arnold, Falk and Winther in their use of the BGG construction applied to the Hellinger-Reissner principle to derive finite element methods with weakly imposed symmetry \[5\]. To match the two de Rham sequences, they chose finite element spaces that satisfy certain algebraic conditions. When the degrees of certain spaces in the two sequences match exactly, one can see that the scheme with weakly imposed symmetry actually leads to strong symmetry. This was first observed in \[24\] where a provably stable set of spaces for a method imposing weak symmetry was shown to yield
exactly symmetric stress approximations, by establishing connections between Stokes and elasticity systems, which can now be understood from the BGG viewpoint.

The BGG machinery was used to reinterpret the 2D Arnold-Winther element in [7]. Another elasticity pair by Hu and Zhang [27] was also explained in this way in [15], where the two de Rham sequences start with the Argyris and the Hermite elements, respectively. In 2D, there is another elasticity strain complex connecting the displacement, strain (metric) and incompatibility (curvature). Using the BGG diagrams, Christiansen and Hu [16] constructed conforming discrete strain complexes with applications in discrete geometry. These works helped put the pieces of the puzzle into place in 2D. Yet, several challenges remained to get to the 3D elasticity complex, due to the complexity of the differential structures in (1.2) and the difficulties in constructing smooth 3D discrete de Rham sequences. Thanks to recent progress on smooth finite element de Rham complexes [22, 25], a way out of the impasse finally emerged, at least on meshes of Alfeld splits of tetrahedra [1]. In this paper, we are thus finally able to construct a discrete elasticity complex on meshes of Alfeld splits.

Some parallel tracks of investigation by other groups of authors are related and interesting. Approaches to a discrete elasticity complex from a discrete geometric perspective can be found in [14, 26, 32]. The Regge calculus was originally proposed by Regge [35] and has several applications in quantum and numerical gravity. Due to its very weak continuity, establishing convergence might need further innovations. Christiansen [14] put the Regge calculus into a finite element context and fitted it into a discrete elasticity complex and Regge interpolation was used for shells recently in [34]. From this perspective, one of the results in this paper can be seen as providing a smoother analogue of the Regge elements, with $H((inc))$-conformity (and additionally $C^0$ continuity). Our smoother spaces, while mathematically pleasing, do come at the price of increased number of dofs, so we emphasize again that this paper’s goal is not to construct competitive numerical methods, but rather to reveal previously unknown mathematical structures.

The rest of the paper is organized as follows. In Section 2 we quickly present the essentials for the remainder of the paper, including results on spaces on Alfeld splits and the BGG resolution. In Sections 3 and 4 we present the two finite element de Rham complexes that will be used in the BGG construction. Section 5, the centerpiece of this paper, presents finite elements on Alfeld splits for each member of the discrete elasticity complex. Section 6 remarks on how the corresponding global finite element spaces may be constructed. A standalone appendix (Appendix A) gives an elementary argument for establishing supersmoothness results on three-dimensional Alfeld splits.

2. Preliminaries

To build an elasticity complex we shall employ two de Rham complexes of discrete spaces with extra smoothness (in comparison with the standard finite element spaces). We shall construct these spaces in the next two sections using the results of [22], which we recall in this section.

We work on Alfeld simplicial complexes and start by establishing notation associated to an Alfeld split. Starting with a tetrahedron $T = \{x_0, \ldots, x_3\}$, let $T^A$ be an Alfeld triangulation of $T$, i.e., we choose an interior point $z$ of $T$ and we let $T_0 = \{z, x_1, x_2, x_3\}$, $T_1 = \{z, x_0, x_2, x_3\}$, $T_2 = \{z, x_0, x_1, x_3\}$, $T_3 = \{z, x_0, x_1, x_2\}$ and set $T^A = \{T_0, T_1, T_2, T_3\}$. Let $\Delta_i(T)$ be the set of all $i$-dimensional subsimplexes of $T$. 
The following spaces are well-known finite element spaces:

\[ W^0_r(T)^A = \{ \omega \in H^1(T) : \omega|_K \in \mathcal{P}_r(K) \text{ for all } K \in T^A \}, \]
\[ W^1_r(T)^A = \{ \omega \in H(\text{curl}, T) : \omega|_K \in [\mathcal{P}_r(K)]^3 \text{ for all } K \in T^A \}, \]
\[ W^2_r(T)^A = \{ \omega \in H(\text{div}, T) : \omega|_K \in [\mathcal{P}_r(K)]^3 \text{ for all } K \in T^A \}, \]
\[ W^3_r(T)^A = \{ \omega \in L^2(T) : \omega|_K \in \mathcal{P}_r(K) \text{ for all } K \in T^A \}. \]

Their analogues with boundary conditions are

\[ \tilde{W}^0_r(T)^A = \{ \omega \in W^0_r(T)^A : \omega = 0 \text{ on } \partial T \}, \]
\[ \tilde{W}^1_r(T)^A = \{ \omega \in W^1_r(T)^A : \omega \times n = 0 \text{ on } \partial T \}, \]
\[ \tilde{W}^2_r(T)^A = \{ \omega \in W^2_r(T)^A : \omega \cdot n = 0 \text{ on } \partial T \}, \]
\[ \tilde{W}^3_r(T)^A = \{ \omega \in W^3_r(T)^A : \int_T \omega = 0 \}. \]

We define the following Lagrange spaces

\[ L^0_r(T)^A = W^0_r(T)^A, \quad L^1_r(T)^A = [W^0_r(T)^A]^3, \quad L^2_r(T)^A = L^1_r(T)^A, \quad L^3_r(T)^A = L^0_r(T)^A, \]

and their analogues with boundary conditions:

\[ \tilde{L}^0_r(T)^A = \tilde{W}^0_r(T)^A, \quad \tilde{L}^1_r(T)^A = [\tilde{W}^0_r(T)^A]^3, \quad \tilde{L}^2_r(T)^A = \tilde{L}^1_r(T)^A, \quad \tilde{L}^3_r(T)^A = \tilde{L}^0_r(T)^A \cap \tilde{W}^3_r(T)^A. \]

Apart from the above standard spaces, we also need the following “smoother” spaces:

\[ S^0_r(T)^A = \{ \omega \in L^0_r(T)^A : \text{grad } \omega \in L^1_{r-1}(T^A) \}, \quad \tilde{S}^0_r(T)^A = \{ \omega \in \tilde{L}^0_r(T)^A : \text{grad } \omega \in \tilde{L}^1_{r-1}(T^A) \}, \]
\[ S^1_r(T)^A = \{ \omega \in L^1_r(T)^A : \text{curl } \omega \in L^2_{r-1}(T^A) \}, \quad \tilde{S}^1_r(T)^A = \{ \omega \in \tilde{L}^1_r(T)^A : \text{curl } \omega \in \tilde{L}^2_{r-1}(T^A) \}, \]
\[ S^2_r(T)^A = \{ \omega \in L^2_r(T)^A : \text{div } \omega \in L^3_{r-1}(T^A) \}, \quad \tilde{S}^2_r(T)^A = \{ \omega \in \tilde{L}^2_r(T)^A : \text{div } \omega \in \tilde{L}^3_{r-1}(T^A) \}, \]
\[ S^3_r(T)^A = L^3_r(T^A), \quad \tilde{S}^3_r(T)^A = \tilde{L}^3_r(T^A). \]

When \( r \leq 3 \), the space \( S^0_r(T)^A \) coincides with \( \mathcal{P}_r(T) \). More generally, the \( S \)-spaces have “extra” smoothness at the vertices as given in the next proposition.

**Proposition 2.1.**

1. Every function in \( S^0_r(T)^A \) is \( C^2 \) at the vertices of \( T \).
2. Every function in \( \tilde{S}^0_r(T)^A \) has vanishing second derivatives at the vertices of \( T \).
3. Every function in \( S^1_r(T)^A \) is \( C^1 \) at the vertices of \( T \).
4. Every function in \( \tilde{S}^1_r(T)^A \) has vanishing first derivatives at the vertices of \( T \).

The first two items follow from [1] and the remainder can be proved using a dimension counting argument found in [22]. Nonetheless, all the statements of the proposition follow from elementary arguments (without counting dimensions) detailed in Appendix [A].
Consider the following sequences:

\begin{align}
(2.1a) \quad & \mathbb{R} \longrightarrow W^0_r(T^A) \xrightarrow{\text{grad}} W^1_{r-1}(T^A) \xrightarrow{\text{curl}} W^2_{r-2}(T^A) \xrightarrow{\text{div}} W^3_{r-3}(T^A) \longrightarrow 0 \\
(2.1b) \quad & \mathbb{R} \longrightarrow S^0_r(T^A) \xrightarrow{\text{grad}} L^1_{r-1}(T^A) \xrightarrow{\text{curl}} W^2_{r-2}(T^A) \xrightarrow{\text{div}} W^3_{r-3}(T^A) \longrightarrow 0 \\
(2.1c) \quad & \mathbb{R} \longrightarrow S^0_r(T^A) \xrightarrow{\text{grad}} S^1_{r-1}(T^A) \xrightarrow{\text{curl}} L^2_{r-2}(T^A) \xrightarrow{\text{div}} W^3_{r-3}(T^A) \longrightarrow 0 \\
(2.1d) \quad & \mathbb{R} \longrightarrow S^0_r(T^A) \xrightarrow{\text{grad}} S^1_{r-1}(T^A) \xrightarrow{\text{curl}} S^2_{r-2}(T^A) \xrightarrow{\text{div}} S^3_{r-3}(T^A) \longrightarrow 0.
\end{align}

The first sequence is well known to be exact. The last three were shown to be exact in [22] for $r \geq 1$ and so were the corresponding sequences with boundary conditions (see for example (4.2) in [22] for the case with boundary conditions). Throughout, when a subscript indicating the degree is negative, the space is considered 0-dimensional. In fact, in the course of proving the exactness, the following representation of potentials was established in [22, proof of Theorem 3.1]. Here and throughout, we let $\mu \in C^0(T)$ denote the piecewise linear function on $T^A$ such that $\mu(z) = 1$ and $\mu(x_i) = 0$ for $0 \leq i \leq 3$ (i.e., $\mu$ is a bubble function on $T^A$).

**Proposition 2.2.** Let $r \geq 0$. For any $w \in \tilde{W}^2_r(T^A)$ with $\text{div} \ w = 0$, there exists $\gamma_j \in \mathcal{P}_j(T)^3, \ j = 0, 1, \ldots, r$, such that

\begin{equation}
\mu = \sum_{\ell=0}^{r} \mu^{\ell} \gamma_{r-\ell}
\end{equation}

satisfies $\text{curl} \ u = w$. Similarly, any $w \in \tilde{W}^3_r(T^A)$ also has (possibly different) $\gamma_j \in \mathcal{P}_j(T)^3$, which when combined to make the function $u$ as in (2.2), satisfies $\text{div} \ u = w$.

We now collect the dimensions of the above-introduced spaces for any degree $r \geq 1$. A detailed discussion of first two counts below can be found, e.g., in [22]. The others are standard.

\begin{align}
(2.3a) \quad & \dim \tilde{S}^0_r(T^A) = \max \left( \frac{2}{3}r(r-4)(r-3)(r-2), 0 \right), \\
(2.3b) \quad & \dim \tilde{S}^0_r(T^A) = \left( \frac{r+3}{3} \right) + \frac{1}{2}r(r-3)(r-2)(r-1) \\
(2.3c) \quad & \dim \tilde{L}^0_r(T^A) = 1 + 4(r-1) + 6\frac{(r-2)(r-1)}{2} + 4\frac{(r-3)(r-2)(r-1)}{6}, \\
(2.3d) \quad & \dim \tilde{W}^1_r(T^A) = 4(r+1) + 6(r-1)(r+1) + 4\frac{(r-2)(r-1)(r+1)}{2}, \\
(2.3e) \quad & \dim \tilde{W}^2_r(T^A) = 6\frac{(r+1)(r+2)}{2} + 4\frac{(r-1)(r+1)(r+2)}{2}, \\
(2.3f) \quad & \dim \tilde{W}^3_r(T^A) = 4\frac{(r+1)(r+2)(r+3)}{6} - 1, \\
(2.3g) \quad & \dim \tilde{W}^4_r(T^A) = 10(r+1) + 10(r-1)(r+1) + 4\frac{(r-2)(r-1)(r+1)}{2},
\end{align}
Suppose Proposition 2.3.

\[(2.4) \dim W^2_r(T^A) = \frac{(r + 1)(r + 2)}{2} + \frac{4}{2}(r - 1)(r + 1)(r + 2).\]

\[(2.3j) \dim W^3_r(T^A) = 4 \frac{(r + 1)(r + 2)(r + 3)}{6}.\]

We conclude this section by outlining the basic approach we shall adopt for constructing the elasticity complex on Alfeld splits. The approach is the same as what others [9] have pursued, known under the previously noted name, the BGG resolution. This theme is developed further in another recent work [10]. For our purposes here, it is sufficient to have the following simple result. Suppose \(Z_i, V_i\) are Banach spaces, \(r_i : Z_i \to Z_{i+1}, t_i : V_i \to V_{i+1},\) and \(s_i : V_i \to Z_{i+1}\) are bounded linear operators such that the following diagram commutes:

\[
\begin{array}{cccccc}
Z_0 & \xrightarrow{r_0} & Z_1 & \xrightarrow{r_1} & Z_2 & \xrightarrow{r_2} & Z_3 \\
\downarrow{s_0} & & \downarrow{s_1} & & \downarrow{s_2} & & \\
V_0 & \xrightarrow{t_0} & V_1 & \xrightarrow{t_1} & V_2 & \xrightarrow{t_2} & V_3
\end{array}
\]

i.e., \(r_{i+1}s_i = s_{i+1}t_i\) for \(i = 0, 1\). We are interested in the situation where the top \((Z)\) sequence and the bottom \((V)\) sequence are complexes and that the commutativity property, \(s_i \circ t_i\) is in the range of \(r_i\) and \(t_i\), so there is a \(v \in V_0\) such that \(s_i \circ t_i = 0\). Since \(s_1 \circ t_1\) is the identity, we have \(s_1 = t_0t_1 = 0\), and \(s_2t_1 = r_1 \circ s_1\).

**Proposition 2.3.** Suppose \(s_1\) is a bijection.

1. If \(Z_i\) and \(V_i\) are exact sequences and the diagram (2.4) commutes, then the following is an exact sequence:

\[
\begin{bmatrix} Z_0 \\ V_0 \end{bmatrix} \xrightarrow{[r_0 \ s_0]} \begin{bmatrix} Z_1 \\ V_1 \end{bmatrix} \xrightarrow{t_1 \circ s_1^{-1} \circ r_1} \begin{bmatrix} Z_2 \\ V_2 \end{bmatrix} \xrightarrow{[s_2 \ t_2]} \begin{bmatrix} Z_3 \\ V_3 \end{bmatrix}.
\]

2. For the surjectivity of the last map \([s_2 \ t_2]\), it is sufficient that \(r_2\) and \(t_2\) are surjective, \(t_1 \circ t_2 = 0\), and \(s_2t_1 = r_2s_1\).

**Proof.** The range of \([r_0 \ s_0]\) is contained in the kernel of \(t_1 \circ s_1^{-1} \circ r_1\) because for any \((z, v) \in Z_0 \times V_0\)

\[
t_1s_1^{-1}r_1(r_0z + s_0v) = t_1s_1^{-1}r_1s_1t_0v = t_1t_0v = 0,
\]

where we have used the given assumptions that the top and bottom sequences in (2.4) are complexes and that the commutativity property, \(r_1s_1 = s_1t_0\), holds. For the reverse inclusion, if \(z \in Z_1\) is in the kernel of \(t_1 \circ s_1^{-1} \circ r_1\), then \(s_1^{-1}r_1z\) is in \(\ker t_1 = \text{range } t_0\), so there is a \(v \in V_0\) such that \(s_1^{-1}r_1z = t_0v\), i.e., \(0 = r_1z - s_1t_0v = r_1z - r_1s_0v\) using the commutativity property again. Hence, \(z - s_0v\) is in \(\ker r_1 = \text{range } r_0\), i.e., \(z = s_0v + r_0z_0\) for some \(z_0 \in Z_0\), thus showing that \(z\) is in the range of \([r_0 \ s_0]\) and completing the proof of range \([r_0 \ s_0]\) = \(\ker(t_1 \circ s_1^{-1} \circ r_1)\).

We use the other commutativity property, \(r_2s_1 = s_2t_1\), to prove range \((t_1 \circ s_1^{-1} \circ r_1) = \ker \begin{bmatrix} s_2 \\ t_2 \end{bmatrix}\). Consider a \(v_2\) in the latter kernel, i.e., \(s_2v_2 = 0\) and \(t_2v_2 = 0\). Since \(\ker(t_2) = \text{range}(t_1)\), there is a \(v_1 \in V_1\) such that \(v_2 = t_1(v_1)\), so \(0 = s_2v_2 = s_2t_1v_1 = r_2s_1v_1\). Since \(s_1v_1 \in \ker(r_2) = \text{range}(r_1)\), there is a \(z_1 \in Z_1\) such that \(s_1v_1 = r_1z_1\), i.e., \(v_1 = s_1^{-1}r_1z_1\). Thus \(v_2 = t_1v_1 = t_1s_1^{-1}r_1z_1\), i.e., range \((t_1 \circ s_1^{-1} \circ r_1) \supseteq \ker \begin{bmatrix} s_2 \\ t_2 \end{bmatrix}\). The reverse inclusion is easy.
To prove the final statement, consider a \( z_3 \in \mathcal{Z}_3 \) and \( v_3 \in V_3 \). If \( f_2 \) is surjective, then there is a \( \tilde{v}_2 \in V_2 \) such that \( f_2 \tilde{v}_2 = v_3 \). If \( f_2 \) is also surjective, then we can find a \( z_2 \) and \( \tilde{z}_2 \) in \( \mathcal{Z}_2 \) such that \( f_2 z_2 = z_3 \) and \( f_2 \tilde{z}_2 = s_2 \tilde{v}_2 \). It may now be easily verified that \( v_2 = t_1 s_1^{-1} z_2 + \tilde{v}_2 - t_1 s_1^{-1} \tilde{z}_2 \) in \( V_2 \) satisfies \([t_2^T] v_2 = [v_2^T] \).

In the next two sections, we shall construct specific instances of the \( \mathcal{Z} \) and \( V \) sequences in such a way that Proposition \([2,3]\) may then be applied to produce an elasticity complex.

3. The First Exact Sequence of Spaces

In this section, we develop one of the above-mentioned two sequences of spaces. This sequence is comprised of the following spaces:

\[
V^0_r(T^A) = S^0_r(T^A), \\
V^1_r(T^A) = \{ \omega \in L^1_r(T^A) : \omega \text{ is } C^1 \text{ at vertices of } T \}, \\
V^2_r(T^A) = \{ \omega \in W^2_r(T^A) : \omega \text{ is } C^0 \text{ at vertices of } T \}, \\
V^3_r(T^A) = W^3_r(T^A).
\]

Note that we do not impose additional continuity at the interior vertex \( z \), making these spaces slightly different from a sequence of similar spaces considered in \([22]\). The corresponding spaces with boundary conditions are given as follows:

\[
\tilde{V}^0_r(T^A) = \tilde{S}^0_r(T^A), \\
\tilde{V}^1_r(T^A) = \{ \omega \in \tilde{L}^1_r(T^A) : \text{grad } \omega = 0 \text{ at vertices of } T \}, \\
\tilde{V}^2_r(T^A) = \{ \omega \in \tilde{W}^2_r(T^A) : \omega = 0 \text{ at vertices of } T \}, \\
\tilde{V}^3_r(T^A) = \tilde{W}^3_r(T^A).
\]

Note an \( \omega \in \tilde{L}^1_r(T^A) \) generally has a multivalued grad \( \omega \) at the vertices of \( T \), so the statement “grad \( \omega = 0 \) at vertices of \( T \)” above should be understood as follows: grad \( \omega \) exists at \( x_i \) (i.e., the multiple limiting values coincide) and equals 0. The statement “\( \omega = 0 \) at vertices of \( T \)” for \( \omega \in \tilde{W}^2_r(T^A) \) above, and similar such statements later in the paper, carry the same tacit understanding.

3.1. Characterizations and dimensions of the \( V \) spaces. We shall now provide some characterizations of the \( \tilde{V} \) spaces which makes their dimensions obvious. Let \( F^z \) denote the set of interior facets (2-subsimplices) of the mesh \( T^A \). Each \( f \in F^z \) has \( z \) as a vertex. The subcollection of three facets in \( F^z \) having \( x_i \) as a vertex is denoted by \( F^z_i \). Let \( w_{n,f} \) denote the normal component of \( w \) on an \( f \in F^z \), i.e., \( w_{n,f} = w \cdot n_f \) where \( n \) is a unit normal to \( f \) of arbitrarily fixed orientation.

**Lemma 3.1.** The following equalities hold:

\[
(3.1) \quad \tilde{V}^1_r(T^A) = \{ \mu p : p \in \mathcal{P}_{r-1}(T^A) \text{ satisfying } p(x_i) = 0, \text{ for } i = 0, 1, 2, 3 \}, \\
(3.2) \quad \tilde{V}^2_r(T^A) = \{ w \in \tilde{W}^2_r(T^A) : w_{n,f}(x_i) = 0 \text{ for all } f \in F^z_i, i = 0, 1, 2, 3 \}.
\]

**Proof.** Let \( v \in \tilde{V}^1_r(T^A) \). On each \( T_i \), since \( v \) vanishes on the facet where \( \mu = 0 \), we may factor it uniquely as \( v = \mu p \) for some \( p \in \mathcal{P}_{r-1}(T_i)^3 \). Since \( v \) is continuous on \( T \), we conclude that \( p \in \mathcal{P}_{r-1}(T^A) \). Moreover, since \( \text{grad } v(x_i) = (\text{grad } \mu p)(x_i) \) and \( \mu(x_i) \) are
zero, \( p(x_i) \text{grad } \mu(x_i) = 0 \). Hence \( p(x_i) = 0 \), so \( v \) is in the set on the right hand side of \((3.1)\).

Since the reverse inclusion \( \subseteq \) is easy to see, the set equality of \((3.1)\) follows.

For \((3.2)\), since the \( \subset \)-part is easy, let us focus on proving the reverse. Let \( v \) be in the set on the right hand side of \((3.2)\). Consider a vertex, say \( x_1 \). Three facets of \( T_1 = [z, x_1, x_2, x_3] \), namely \( f_1 = [x_1, x_2, x_3], f_2 = [z, x_1, x_2], f_3 = [z, x_1, x_3] \), meet at \( x_1 \). Letting \( n_i \) denote the outward unit normal on \( f_i \), observe that \( \{n_1, n_2, n_3\} \) is a linearly independent set since \( T_1 \) has positive volume. The given conditions on \( v \) imply that \( v_{n_1, f_1} \equiv 0 \) and \( v_{n_2, f_2}(x_1) = v_{n_1, f_3}(x_1) = 0 \), i.e., three independent components of \( v|_{T_1}(x_1) \in \mathbb{R}^3 \) vanish, so \( v|_{T_1}(x_1) = 0 \). Repeating this argument at other \( x_i \) and \( T_j \), we conclude that all limiting values of \( v \) at every vertex \( x_i \) vanish. Therefore \( v \in \hat{V}_r^2(T^A) \).

Let \( W_r^k(T) = \mathcal{P}_r \Lambda^k(T) \), not to be confused with \( W_r^k(T^A) \). The well-known canonical degrees of freedom of this space provides the direct decomposition \[ W_r^k(T) = \hat{W}_r^k(T) \oplus W_r^{\partial, k}(T), \]
where \( \hat{W}_r^k(T) \) is the span of all interior shape functions of \( \mathcal{P}_r \Lambda^k(T) \) and \( W_r^{\partial, k}(T) \) is the span of the remaining shape functions. Let \( L_r^{\partial, 1}(T) = [W_r^{\partial, 0}(T)]^3 \).

**Lemma 3.2.** The following equalities hold:

\[
(3.3) \quad \hat{V}_r^1(T^A) = V_r^1(T^A) \cap \hat{L}_r^1(T^A), \quad \hat{V}_r^2(T^A) = V_r^2(T^A) \cap \hat{W}_r^2(T^A),
\]

\[
(3.4) \quad V_r^1(T^A) = \hat{V}_r^1(T^A) \oplus L_r^{\partial, 1}(T), \quad V_r^2(T^A) = \hat{V}_r^2(T^A) \oplus W_r^{\partial, 2}(T).
\]

**Proof.** Let \( v \in V_r^1(T^A) \cap \hat{L}_r^1(T^A) \). Then \( v \in C^1 \) at \( x_i \), so \( \text{grad } v(x_i) \) is well-defined. Since \( v \) is zero along the three edges of \( T \) connected to \( x_i \), three linearly independent components of the vector \( \text{grad } v_j(x_i) \) are zero for each \( 1 \leq j \leq 3 \), so \( \text{grad } v(x_i) = 0 \). Hence \( \hat{V}_r^1(T^A) \supseteq V_r^1(T^A) \cap \hat{L}_r^1(T^A) \). Together with the obvious reverse inclusion, the first equality of \((3.3)\) follows. The proof of the second is similar: indeed, if \( w \in V_r^2(T^A) \cap \hat{W}_r^2(T^A) \), then \( w \in C^0 \) at \( x_i \), so \( w(x_i) \) is a single-valued vector whose three independent components \( w(x_i) \cdot n_j \) (for \( j \neq i \)) vanish, where \( n_j \) is the unit normal to the facet opposite to \( x_j \). Hence \( w \in V_r^2(T^A) \).

To prove the first decomposition of \((3.4)\), first observe that the sets \( \{u|_{\partial T} : u \in \hat{L}_r^0(T^A)\} \) and \( \{u|_{\partial T} : u \in \mathcal{P}_r(T)\} \) coincide. Consequently, the trace of any \( v \in V_r^1(T^A) \subseteq \hat{L}_r^1(T^A) \) has a unique extension in \( L_r^{\partial, 1}(T) \), which we shall call \( v_L \). Put \( v_0 = v - v_L \). We claim that

\[ v = v_0 + v_L \]

is the required decomposition. Indeed, since \( v_L \) is a polynomial on \( T \) (and hence smooth), the function \( v_0 = v - v_L \) is in \( V_r^1(T^A) \). Moreover, since the trace of \( v_0 \) is zero, \( v_0 \in V_r^1(T^A) \cap \hat{L}_r^1(T^A) \), so by \((3.3)\), \( v_0 \in \hat{L}_r^1(T^A) \). (The directness of the decomposition follows easily by examining the boundary values of the component spaces.)

The second decomposition in \((3.4)\) is proved similarly.

**Lemma 3.3.** The dimensions of the \( \hat{V} \) and \( V \) spaces for any \( r \geq 1 \) are as follows:

\[
\dim \hat{V}_r^0(T^A) = \dim \hat{S}_r^0(T^A), \quad \dim V_r^0(T^A) = \dim S_r^0(T^A),
\]

\[
\dim \hat{V}_r^1(T^A) = \text{max}(2r^3 - 3r^2 + 7r - 15, 0), \quad \dim V_r^1(T^A) = 6(r^2 + 1) + \dim \hat{V}_r^1(T^A),
\]

\[
\dim \hat{V}_r^2(T^A) = 2r^3 + 7r^2 + 7r - 10, \quad \dim V_r^2(T^A) = 2r^3 + 9r^2 + 13r - 6,
\]

\[
\dim \hat{V}_r^3(T^A) = \frac{2}{3}(r + 1)(r + 2)(r + 3) - 1, \quad \dim V_r^3(T^A) = \frac{2}{3}(r + 1)(r + 2)(r + 3).
\]
Proof. The counts in the first and last rows are obvious from the definition and (2.3). For the remainder, we first claim that

\[ \dim \tilde{V}_1^1(T^A) = \dim L_{r-1}^1(T^A) - 12, \quad \dim \tilde{V}_r^2(T^A) = \dim W_r^2(T^A) - 12. \]

Indeed, by virtue of (3.3) of Lemma 3.1 the dimension of \( \tilde{V}_1^1(T^A) \) must equal that of \( L_{r-1}^1(T^A) \) minus the number of independent constraints imposed by the condition “\( p(x_i) = 0 \)” there, which amounts to three linearly independent constraints (one for each component) per vertex \( x_i \). This yields the first count in (3.5). The second count in (3.5) follows from (3.2) of Lemma 3.1, where at each vertex \( x_i \), there are three independent constraints, one for each interior facet connected to \( x_i \). The lemma’s expressions of \( \dim \tilde{V}_1^1(T^A) \) and \( \dim \tilde{V}_r^2(T^A) \) are now easily obtained by substituting (2.3) in (3.5), and simplifying, noting that \( \tilde{V}_1^1(T^A) \) is trivial for \( r = 1 \).

It only remains to count \( \dim V_1^1(T^A) \) and \( \dim V_r^2(T^A) \). From (3.4) of Lemma 3.2

\[ \begin{align*}
\dim V_1^1(T^A) &= \dim \tilde{V}_1^1(T^A) + \dim L_{r-1}^1(T), \\
\dim V_r^2(T^A) &= \dim \tilde{V}_r^2(T^A) + \dim W_r^2(T).
\end{align*} \]

It is easy to see from the canonical set of degrees of freedom of \( \mathcal{P}_r\mathcal{A}^k(T) \) that

\[ \dim L_{r-1}^1(T) = 3 \left( 4 + 6(r - 1) + 4 \frac{(r - 1)(r - 2)}{2} \right), \quad \dim W_r^2(T) = 4 \frac{(r + 1)(r + 2)}{2}. \]

Using this in (3.6) as well as previously computed dimensions of \( \tilde{V} \) spaces, we obtain the stated expressions for \( \dim V_1^1(T^A) \) and \( \dim V_r^2(T^A) \).

3.2. Exactness. We now proceed to show that the following local sequences are exact:

\[ 0 \longrightarrow \mathbb{R} \longrightarrow C \longrightarrow V_1^0(T^A) \xrightarrow{\text{grad}} V_{r-1}^1(T^A) \xrightarrow{\text{curl}} V_{r-2}^2(T^A) \xrightarrow{\text{div}} V_{r-3}^3(T^A) \longrightarrow 0, \]

\[ 0 \longrightarrow \tilde{V}_r^0(T^A) \xrightarrow{\text{grad}} \tilde{V}_{r-1}^1(T^A) \xrightarrow{\text{curl}} \tilde{V}_{r-2}^2(T^A) \xrightarrow{\text{div}} \tilde{V}_{r-3}^3(T^A) \longrightarrow 0. \]

In the sequel, to indicate the null space of a differential operator \( \mathcal{Q} \) in relation to its domain \( Y \), we use \( \ker(\mathcal{Q}, Y) := \{ w \in Y : \mathcal{Q}w = 0 \} \). Note that \( \tilde{V}_r^0(T^A) = \tilde{S}_r^0(T^A) \) is nontrivial only for \( r \geq 5 \) (see (2.3)).

**Lemma 3.4.** The sequence (3.8) is exact for any \( r \geq 5 \). For \( r = 3 \) and \( 4 \), the subsequence of (3.8) starting from \( \tilde{V}_{r-1}^1 \) is exact.

**Proof.** By Proposition 3.1 any \( w \in \tilde{V}_r^0(T^A) \) is \( C^2 \) at \( x_i \), so \( \text{grad} \) \( w \) vanishes at \( x_i \). Therefore, \( \text{grad} \tilde{V}_r^0(T^A) \subseteq \tilde{V}_{r-1}^1(T^A) \). Of course, due to the boundary condition, \( \text{grad} : \tilde{V}_r^0(T^A) \rightarrow \tilde{V}_{r-1}^1(T^A) \) is also injective.

Proceeding to the next operator, it’s easy to see that \( \text{curl} \tilde{V}_{r-1}^1(T^A) \subseteq \ker(\text{div}, \tilde{V}_{r-2}^2(T^A)) \).

To prove the reverse inclusion, consider a \( w \in \tilde{V}_{r-2}^2(T^A) \) with \( \text{div} w = 0 \). Then, by Proposition 2.2 there is a \( u = \mu v \) such that \( \text{curl} u = w \), where \( v = \sum_{\ell=0}^{r-2} \mu^\ell \gamma_{r-2-\ell} \) and \( \gamma_{\ell} \in \mathcal{P}_{\ell}(T)^3 \). This implies that

\[ \text{grad} \mu \times v = w - \mu \text{curl} v. \]

Since \( w \in \tilde{V}_{r-2}^2(T^A) \), the right hand side above vanishes at all the vertices of \( T \), and so does \( v \).

Hence \( u = \mu v \) has vanishing \( \text{grad} u \) at the vertices of \( T \), which implies \( u \in \tilde{V}_{r-1}^1(T^A) \). Thus \( \text{curl} \tilde{V}_{r-1}^1(T^A) = \ker(\text{div}, \tilde{V}_{r-2}^2(T^A)) \).
Finally, consider the divergence operator. Since $\hat{V}^2_{r-2}(T^A) \subseteq \hat{V}^2_{r-2}(T^A)$, and since the standard de Rham complex—the version of (2.1a) with boundary conditions—implies that $\text{div} \hat{V}^2_{r-3}(T^A)$, we have $\text{div} \hat{V}^2_{r-2}(T^A) \subseteq \hat{V}^2_{r-3}(T^A)$. To improve this inclusion to equality, recall that by the exactness of the version of (2.1a) with boundary conditions proved in [22], $\hat{V}^2_{r-3}(T^A) = \text{div} \hat{L}^2_{r-2}(T^A)$. Since $\hat{V}^2_{r-2}(T^A) \supseteq \hat{L}^2_{r-2}(T^A)$, we conclude that $\text{div} \hat{V}^2_{r-2}(T^A) = \hat{V}^2_{r-3}(T^A)$.

\begin{lemma}
The sequence (3.7) is exact for any $r \geq 3$.
\end{lemma}

\textbf{Proof.} The exactness of $\mathbb{R} \rightarrow V^0_r(T^A) \xrightarrow{\text{grad}} V^1_{r-1}(T^A)$ and $V^2_{r-2}(T^A) \xrightarrow{\text{div}} V^3_{r-3}(T^A) \rightarrow 0$ follow easily using standard exactness results, so we shall only consider the curl case. Since it is obvious that $\text{curl} V^1_{r-1}(T^A) \subseteq \ker(\text{div}, V^2_{r-2}(T^A))$, let us prove the reverse inclusion. Consider a $\rho \in V^2_{r-2}(T^A)$ with $\text{div} \rho = 0$. Let $\Pi \rho \in [\mathcal{P}_{r-2}(T)]^3$ be the canonical interpolant of $\rho$ per the standard Nédélec (second type) degrees of freedom [33], defined for $r - 2 \geq 1$. Let $\psi = \rho - \Pi \rho$. By the well-known properties of $\Pi$, $\text{div} \psi = 0$, and $\psi \cdot n = 0$ on $\partial T$. Since $\rho$ is $C^0$ at $x_i$, $\psi$ must vanish at the vertices of $T$. Thus $\psi$ is in $\ker(\text{div}, V^2_{r-2}(T^A))$. By Lemma 3.4 there is an $\omega \in \hat{V}^1_{r-1}(T^A)$ such that $\text{curl} \omega_1 = \psi$. By a standard exactness result, we also know there is an $\omega_2 \in [\mathcal{P}_{r-1}(T)]^3$ such that $\text{curl} \omega_2 = \Pi \rho$. Hence, $\text{curl} \omega = \rho$ where $\omega = \omega_1 + \omega_2 \in V^1_{r-1}(T^A)$.

\section{3.3. Degrees of freedom of the $V$ spaces.} The degrees of freedom (dofs) of the $V$ spaces are almost the same as the ones used in [22], the only difference being that some of our bubble spaces are less smooth at the interior point $z$. The unisolvency proofs are substantially similar to those in [22], so we do not write them out here. We only state the degrees of freedom.

Let $r \geq 5$. Then, a function $\omega \in V^0_r(T^A)$ is uniquely determined by the following dofs (see [22 Lemma 4.8]) :

\begin{align}
(3.9a) & \quad D^\alpha \omega(a), & \left| \alpha \right| \leq 2, & a \in \Delta_0(T) & \text{(40 dofs)}, \\
(3.9b) & \quad \int_e \omega \, \sigma, & \sigma \in \mathcal{P}_{r-6}(e), & e \in \Delta_1(T) & \text{(6(r-5) dofs)}, \\
(3.9c) & \quad \int_e \frac{\partial \omega}{\partial n_e^+} \sigma, & \sigma \in \mathcal{P}_{r-5}(e), & e \in \Delta_1(T) & \text{(12(r-4) dofs)}, \\
(3.9d) & \quad \int_F \omega \, \sigma, & \sigma \in \mathcal{P}_{r-6}(F), & F \in \Delta_2(T) & \text{(4(r-5)(r-4) dofs)}, \\
(3.9e) & \quad \int_F \frac{\partial \omega}{\partial n^F} \sigma, & \sigma \in \mathcal{P}_{r-4}(F), & F \in \Delta_2(T) & \text{(4(r-3)(r-2) dofs)}, \\
(3.9f) & \quad \int_T \text{grad} \omega \cdot \text{grad} \, \sigma, & \sigma \in \hat{V}^0_r(T^A), & & \text{(2(r-4)(r-3)(r-2) dofs)}. 
\end{align}

Here, $\{n_{e+}, n_{e-}\}$ is an orthonormal set spanning the plane orthogonal to the edge $e$, $n^F$ denotes the outward unit normal of face $F$, and $n^F \cdot \text{grad} \omega$ is abbreviated to $\partial \omega/\partial n^F$. In the case $r = 5$, the sets listed in (3.9b) and (3.9d) are omitted. It is easy to see that the sum of dofs above equal $\text{dim} \hat{V}^0_r(T^A)$ given in Lemma 3.3.
A function $\omega \in V_{r-1}^1(T^A)$ is uniquely determined by the values (see [22, Lemma 4.15])

\begin{align*}
(3.10a) & \quad D^\alpha \omega(a), \quad |\alpha| \leq 1, \ a \in \Delta_0(T) \quad (48 \text{ dofs}) \\
(3.10b) & \quad \int_e \omega \cdot \kappa, \quad \kappa \in [P_{r-5}(e)]^3, \ e \in \Delta_1(T) \quad (18(r - 4) \text{ dofs}) \\
(3.10c) & \quad \int_F (\text{curl} \ \omega|_F \cdot n^F) \kappa, \quad \kappa \in P_{r-4}(e), \ e \in \Delta_1(F), \ F \in \Delta_2(T), \quad (12(r - 3) \text{ dofs}) \\
(3.10d) & \quad \int_F (\omega \cdot n^F) \kappa, \quad \kappa \in P_{r-4}(F), \ F \in \Delta_2(T) \quad (2(r - 2)(r - 3) \text{ dofs}) \\
(3.10e) & \quad \int_F (n^F \times (\omega \times n^F)) \cdot \kappa, \quad \kappa \in D_{r-5}(F), \ F \in \Delta_2(T) \quad (4(r - 3)(r - 5) \text{ dofs}) \\
(3.10f) & \quad \int_T \omega \cdot \kappa, \quad \kappa \in \text{grad} \ \hat{\nu}_r^0(T^A), \quad (2(r - 4)(r - 3)(r - 2) \text{ dofs}) \\
(3.10g) & \quad \int_T \text{curl} \ \omega \cdot \kappa, \quad \kappa \in \text{curl} \ \hat{\nu}_{r-1}^1(T^A), \quad (\frac{4r^3 - 9r^2 + 5r - 33}{3} \text{ dofs})
\end{align*}

where

\begin{equation}
D_{r-5}(F) = [P_{r-6}(F)]^2 + xP_{r-6}(F)
\end{equation}

is the local Raviart–Thomas space on the face $F$. The count of dofs in (3.10g) is obtained as a consequence of the exactness established in Lemma 3.4, i.e.,

\begin{equation}
\dim (\text{curl} \ \hat{\nu}_{r-1}^1(T^A)) = \dim \hat{\nu}_{r-2}^2(T^A) - \dim \hat{\nu}_{r-3}^3(T^A) = \frac{4r^3 - 9r^2 + 5r - 33}{3},
\end{equation}

where we have also used the $\hat{\nu}$-dimensions given in Lemma 3.3. The sum of the dofs in the last column above can be easily verified to equal the expression for $\dim V_{r-1}^1(T^A)$ given in Lemma 3.3.

Remark 3.6. Note that if a function $\omega \in V_{r-1}^1(T^A)$ has vanishing degrees of freedom (3.10a)–(3.10c), then $\omega|_{\partial T} = 0$ (see [22, Lemma 4.15]).

A function $\omega \in V_{r-2}^2(T^A)$ is uniquely determined by the values (see [22, Lemma 4.17])

\begin{align*}
(3.12a) & \quad \omega(a), \quad a \in \Delta_0(T) \quad (12 \text{ dofs}) \\
(3.12b) & \quad \int_e (\omega \cdot n^F) \kappa, \quad \kappa \in P_{r-4}(e), \ e \in \Delta_1(F), \ F \in \Delta_2(T) \quad (12(r - 3) \text{ dofs}) \\
(3.12c) & \quad \int_F (\omega \cdot n^F) \kappa, \quad \kappa \in P_{r-5}(F), \ F \in \Delta_2(T) \quad (2(r - 3)(r - 4) \text{ dofs}) \\
(3.12d) & \quad \int_T \omega \cdot \kappa, \quad \kappa \in \text{curl} \ \hat{\nu}_{r-1}^1(T^A) \quad (\frac{4r^3 - 9r^2 + 5r - 33}{3} \text{ dofs}) \\
(3.12e) & \quad \int_T (\text{div} \ \omega) (\text{div} \ \kappa), \quad \kappa \in \hat{\nu}_{r-2}^2(T^A) \quad (\frac{2}{3}(r - 2)(r - 1)r - 1 \text{ dofs})
\end{align*}

where we have used the exactness result of Lemma 3.4 again to count the number of dofs in (3.12b), $\dim(\text{div} \ \hat{\nu}_{r-2}^2(T^A)) = \dim \hat{\nu}_{r-3}^3(T^A)$. The total number of dofs above can again be easily seen to equal $\dim V_{r-2}^2(T^A)$ in Lemma 3.3.
Finally, for $r \geq 5$, a function $\omega \in V^3_{r-3}(T^A)$ is uniquely determined by the following degrees of freedom (see \[22\] Lemma 4.18):

\begin{align}
(3.13a) \quad & \int_T \omega , \quad (1 \text{ dof}) \\
(3.13b) \quad & \int_T \omega \kappa , \quad \kappa \in \hat{V}^3_{r-3}(T^A), \quad (2 \frac{r(r-1)(r-2)-1}{2} \text{ dofs}).
\end{align}

With these dofs, the following result can be proved along the same lines as \[22\].

Theorem 3.7. Let $\Pi_i^r$ denote the canonical interpolation into $V^i_{r-1}(T^A)$ defined by the dofs of $V^i_{r-1}(T^A)$ set above. Then, for $r \geq 5$ the following diagram commutes

\[
\begin{array}{ccccccccc}
\mathbb{R} & \longrightarrow & C^\infty(\hat{T}) & \xrightarrow{\text{grad}} & [C^\infty(\hat{T})]^3 & \xrightarrow{\text{curl}} & [C^\infty(\hat{T})]^3 & \xrightarrow{\text{div}} & C^\infty(\hat{T}) & \longrightarrow 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & \\
\mathbb{R} & \longrightarrow & V^0_r(T^A) & \xrightarrow{\text{grad}} & V^1_{r-1}(T^A) & \xrightarrow{\text{curl}} & V^2_{r-2}(T^A) & \xrightarrow{\text{div}} & V^3_{r-3}(T^A) & \longrightarrow 0.
\end{array}
\]

4. The second exact sequence

In this section, we introduce the second exact sequence with smoother spaces required for the construction of the elasticity complex in the next section. Let

\[
\begin{align}
Z^0_r(T^A) & = S^0_r(T^A), \\
Z^1_r(T^A) & = \{ \omega \in S^1_r(T^A) : \text{curl}\omega \text{ is } C^1 \text{ at vertices of } T \}, \\
Z^2_r(T^A) & = \{ \omega \in L^2_r(T^A) : \omega \text{ is } C^1 \text{ at vertices of } T \}, \\
Z^3_r(T^A) & = \{ \omega \in W^3_r(T^A) : \omega \text{ is } C^0 \text{ at vertices of } T \}.
\end{align}
\]

The corresponding spaces with boundary conditions are defined as follows:

\[
\begin{align}
\hat{Z}^0_r(T^A) & = \hat{S}^0_r(T^A), \\
\hat{Z}^1_r(T^A) & = \{ \omega \in \hat{S}^1_r(T^A) : \text{grad curl}\omega = 0 \text{ at vertices of } T \}, \\
\hat{Z}^2_r(T^A) & = \{ \omega \in \hat{L}^2_r(T^A) : \text{grad}\omega = 0 \text{ at vertices of } T \}, \\
\hat{Z}^3_r(T^A) & = \{ \omega \in \hat{W}^3_r(T^A) : \omega = 0 \text{ at vertices of } T \}.
\end{align}
\]

It is easy to verify from these definitions that

\[
(4.1) \quad \text{grad } Z^0_r(T^A) \subseteq Z^1_{r-1}(T^A), \quad \text{curl } Z^1_r(T^A) \subseteq Z^2_{r-1}(T^A), \quad \text{div } Z^2_r(T^A) \subseteq Z^3_{r-1}(T^A),
\]

and that similar inclusions hold for the $\hat{Z}$ spaces with boundary conditions.

4.1. Exactness and dimensions. It is obvious from the above definitions that, we have, as equalities of sets, the identities

\[
(4.2) \quad Z^r_r(T^A) = V^1_r(T^A) \quad \text{and} \quad \hat{Z}^2_r(T^A) = \hat{V}^1_r(T^A),
\]

even though their form degrees do not match. The next relationships are also interesting.

Lemma 4.1. The following identities hold:

\[
(4.3) \quad \hat{Z}^1_r(T^A) = Z^1_r(T^A) \cap \hat{S}^1_r(T^A),
\]

\[
(4.4) \quad \hat{Z}^2_r(T^A) = Z^2_r(T^A) \cap \hat{L}^2_r(T^A).
\]
Lemma 4.2. The following sequence is exact for any $r \geq 4$.

\[
0 \rightarrow \tilde{Z}_{r+1}(T^A) \xrightarrow{\text{grad}} \tilde{Z}_1(T^A) \xrightarrow{\text{curl}} \tilde{Z}_{r-1}(T^A) \xrightarrow{\text{div}} \tilde{Z}_{r-2}(T^A) \rightarrow 0.
\]

Proof. We shall only prove the exactness of $\tilde{Z}_{r-1}(T^A) \xrightarrow{\text{div}} \tilde{Z}_{r-2}(T^A) \rightarrow 0$, as all the other exactness properties can be shown easily from the known exactness of the $\hat{S}$ sequence, i.e., the analogue of (4.1) with boundary conditions, and inclusions similar to (4.1) for the $\hat{Z}$ sequence. To show that $\text{div} : \tilde{Z}_{r-1}(T^A) \rightarrow \tilde{Z}_{r-2}(T^A)$ is surjective, let $\rho \in \tilde{Z}_{r-2}(T^A) \subset W^3_{r-2}(T^A)$. By Proposition 2.2 there is an $\omega$ of the form $\omega = \mu \psi$ where $\psi = \sum_{\ell=2}^{r-2} \mu^2 \gamma_{r-2-\ell}$ and $\gamma_{r-2-\ell} \in [\mathcal{P}_{r-2-\ell}(T)]^3$, such that $\text{div} \omega = \rho$. The last equality can be rewritten as

$$\text{grad} \mu \cdot \psi = \rho - \mu \text{div} \psi.$$ 

At the vertices of $T$, all the limit values of the right hand side above vanish, as $\rho$ is in $\tilde{Z}_{r-2}(T^A)$. Since the three $\text{grad} \mu$ vectors on the three faces of $\partial T$ that meet at a vertex are linearly independent, we conclude that $\psi$ vanishes at the vertices of $T$. Thus, by the product rule, $\text{grad} \omega = \text{grad} (\mu \psi)$ also vanishes at the vertices of $T$. Hence, $\omega \in \tilde{Z}_{r-1}(T^A)$. □

Let $\ell_i$ for each $i = 0, \ldots, 3$, denote a quadratic function in $\mathcal{P}_2(T)$ satisfying

\[
\ell_i(x_j) = \delta_{ij}, \quad \int_T \ell_i = 0.
\]

E.g., one may set $\ell_i$ as the sum of a linear function and an edge bubble, $\ell_i = \lambda_i + c \lambda_j \lambda_k$ (using the barycentric coordinates $\lambda_m$ of $T$) for some $j \neq k$ where the scalar $c$ is chosen to make $\ell_i$ mean-free.

Lemma 4.3. The following sequence is exact for $r \geq 4$.

\[
0 \rightarrow \mathbb{R} \xrightarrow{c} Z^0_{r+1}(T^A) \xrightarrow{\text{grad}} Z^1_r(T^A) \xrightarrow{\text{curl}} Z^2_{r-1}(T^A) \xrightarrow{\text{div}} Z^3_{r-2}(T^A) \rightarrow 0.
\]

Proof. All the exactness properties, except the last, follow immediately from the exactness of the $S$ sequence. To prove the surjectivity of $\text{div} : Z^2_{r-1}(T^A) \rightarrow Z^3_{r-2}(T^A)$, let $\rho \in Z^3_{r-2}(T^A)$. Using the $\ell_i$ in (4.6), set $\rho_2 = \sum_{i=0}^3 \ell_i \rho(x_i)$, which is in $Z^3_{r-2}(T^A)$ as $r - 2 \geq 2$. Moreover, $\rho - \rho_2$ is in $Z^3_{r-2}(T^A)$. Hence, using Lemma 4.2 we can find $\omega_1 \in \tilde{Z}^2_{r-1}(T^A)$ such that $\text{div} \omega_1 = \rho - \rho_2$. By standard exactness results, there is an $\omega_2 \in [\mathcal{P}_3(T)]^3$ such that $\text{div} \omega_2 = \rho_2$. Hence, $\omega = \omega_1 + \omega_2 \in Z^2_{r-1}(T^A)$ satisfies $\text{div} \omega = \rho$. □

Lemma 4.4. The dimensions of the $\hat{Z}$ and $Z$ spaces are as follows.

\[
\begin{align*}
\dim \hat{Z}^r(T^A) &= \dim \hat{S}^r(T^A), & \dim Z^r_r(T^A) &= \dim S^r_r(T^A), & (r \geq 1), \\
\dim \hat{Z}^r(T^A) &= (2r - 3)(r - 3)(r - 2), & \dim Z^r_r(T^A) &= 2r^3 - 3r^2 + 13r - 4 & (r \geq 4).
\end{align*}
\]
The following formulas for the dimensions of $\hat{Z}^2_r(T^A)$ and $\hat{Z}^3_r(T^A)$ hold for $r \geq 2$, while those for $Z^2_r(T^A)$ and $Z^3_r(T^A)$ hold for $r \geq 1$:

\[(4.10) \quad \text{dim} \, \hat{Z}^2_r(T^A) = 2r^3 - 3r^2 + 7r - 15, \quad \text{dim} \, Z^2_r(T^A) = 2r^3 - 3r^2 + 7r - 9, \]
\[(4.11) \quad \text{dim} \, \hat{Z}^3_r(T^A) = \text{dim} \, W^3_r(T^A) - 13, \quad \text{dim} \, Z^3_r(T^A) = \text{dim} \, W^3_r(T^A) - 8. \]

**Proof.** Dimensions in (4.8) are obvious. Those in (4.10) are also obvious from (4.2) and Lemma 3.3. We proceed to prove (4.11) followed by (4.9). Let

\[(4.12) \quad \hat{Z}^3_r(T^A) = \{w \in W^3_r(T^A) : w(x_i) = 0\}. \]

We claim that

\[(4.13) \quad \hat{Z}^3_r(T^A) = \hat{Z}^3_r(T^A) \oplus P_1(T), \quad \text{for } r \geq 1. \]

Indeed, given any $z \in \hat{Z}^3_r(T^A)$, constructing a $\lambda = \sum_{i=0}^{4} \lambda_i z(x_i)$, and putting $\hat{z} = z - \lambda$, we have the decomposition $z = \hat{z} + \lambda$, with $\hat{z} \in \hat{Z}^3_r(T^A)$ and $\lambda \in P_1(T)$. This proves (4.13) since the reverse inclusion is obvious. It is easy to count the dimension of $\hat{Z}^3_r(T^A)$: the constraints $w(x_i) = 0$ form three linearly independent constraints at each $x_i$, so $\text{dim} \, \hat{Z}^3_r(T^A) = \text{dim} \, W^3_r(T^A) - 12$. Then, (4.13) yields

\[
\text{dim} \, \hat{Z}^3_r(T^A) = \text{dim} \, \hat{Z}^3_r(T^A) + 4 = \text{dim} \, W^3_r(T^A) - 8.
\]

To count the dimension of $\hat{Z}^3_r(T^A)$, let us start with $\hat{Z}^3_r(T^A) = \{w \in Z^3_r(T^A) : f_r w = 0\}$, whose dimension is obviously $\text{dim} \, Z^3_r(T^A) - 1$. We claim that, with $M_2(T) = \text{span}\{\ell_0, \ell_1, \ell_2, \ell_3\}$, where $\ell_i$ is as in (4.6), we have

\[(4.14) \quad \hat{Z}^3_r(T^A) = \hat{Z}^3_r(T^A) \oplus M_2(T), \quad \text{for } r \geq 2. \]

Indeed, given any $\hat{z} \in \hat{Z}^3_r(T^A)$, setting $\ell = \sum_{i=0}^{4} \ell_i \hat{z}(x_i)$ and $\hat{\ell} = \hat{z} - \ell$, we have the decomposition $\hat{z} = \hat{\ell} + \ell$ with $\hat{z} \in \hat{Z}^3_r(T^A)$ and $\ell \in M_2(T)$. Combined with the obvious reverse inclusion, we obtain (4.14). Consequently, $\text{dim} \, \hat{Z}^3_r(T^A) = \text{dim} \, \hat{Z}^3_r(T^A) - \text{dim} \, M_2(T) = \text{dim} \, Z^3_r(T^A) - 5$. This finishes the proof of (4.11).

It only remains to prove (4.9), for which we use the already proved exactness. Restricting to $r \geq 4$ in order to apply Lemma 4.2, the rank-nullity theorem gives

\[
\text{dim} \, \hat{Z}^3_r(T^A) = \text{dim} \, \text{curl} \, (\hat{Z}^3_r(T^A)) + \text{dim} \, \text{grad} \, (\hat{Z}^3_{r+1}(T^A))
\]
\[
= \text{dim} \, \hat{Z}^3_{r-1}(T^A) - \text{dim} \, \hat{Z}^3_{r-2}(T^A) + \text{dim} \, \hat{Z}^3_{r+1}(T^A).
\]

This proves one of the equalities stated in (4.9). In the same way, Lemma 4.3 yields $\text{dim} \, Z^3_r(T^A) = \text{dim} \, Z^3_{r-1}(T^A) - \text{dim} \, Z^3_{r-2}(T^A) + \text{dim} \, Z^3_{r+1}(T^A) - 1$, whenever $r \geq 4$, thus proving the other equality.

\[\square\]

4.2. Degrees of freedom and commuting projections for the $Z$ spaces. The degrees of freedom for $Z^0_{r+1}(T^A)$ are simply given by (3.9) with $r$ replaced with $r + 1$, so we start with those of $Z^0_r(T^A)$. We shall show that any $\omega \in Z^1_r(T^A), \ r \geq 4$, is uniquely determined
by the following dofs:

\[
\begin{align*}
(4.15a) & \quad D^\alpha \omega(a), \quad |\alpha| \leq 1, \quad a \in \Delta_0(T), \quad (80 \text{ dofs}) \\
(4.15b) & \quad \int_e \omega \cdot \kappa, \quad \kappa \in [\mathcal{P}_{r-4}(e)]^3, \quad e \in \Delta_1(T), \quad (18(r-3) \text{ dofs}) \\
(4.15c) & \quad \int_e (\text{curl} \omega) \cdot \kappa, \quad \kappa \in [\mathcal{P}_{r-5}(e)]^3, \quad e \in \Delta_1(T), \quad (18(r-4) \text{ dofs}) \\
(4.15d) & \quad \int_F (\omega \cdot n^F) \kappa, \quad \kappa \in \mathcal{P}_{r-3}(F), \quad F \in \Delta_2(T), \quad (2(r-2)(r-1) \text{ dofs}) \\
(4.15e) & \quad \int_F (n^F \times (\omega \times n^F)) \cdot \kappa, \quad \kappa \in \mathcal{P}_{r-4}(F), \quad F \in \Delta_2(T), \quad (4(r-2)(r-4) \text{ dofs}) \\
(4.15f) & \quad \int_F (\text{curl} \omega \times n^F) \cdot \kappa, \quad \kappa \in \mathcal{P}_{r-4}(F)^2, \quad F \in \Delta_2(T), \quad (4(r-3)(r-2) \text{ dofs}) \\
(4.15g) & \quad \int_T \omega \cdot \kappa, \quad \kappa \in \text{grad} \tilde{Z}^0_{r+1}(T^A), \quad \left(\frac{2}{3} (r-3)(r-2)(r-1) \right) \text{ dofs} \\
(4.15h) & \quad \int_T \text{curl} \omega \cdot \kappa, \quad \kappa \in \text{curl} \tilde{Z}^1_{r}(T^A), \quad \left(\frac{1}{3} (r-3)(r-2)(4r-7) \right) \text{ dofs}.
\end{align*}
\]

Here (4.15a) counts as 80 dofs, rather than 84, since at each vertex we have the identity \(\text{div} \text{curl} \omega = 0\). In (4.15c), the space \(D_{r-4}(F)\) is the Raviart-Thomas space (defined in (3.11)). In (4.15f), we have committed the usual abuse and written that \(\kappa\) is in \([\mathcal{P}_{r-4}(F)]^2\) instead of the (isomorphic) tangent plane of \(F\). The count of dofs in (4.15h) follows from Lemmas 4.2 and 4.4.

For \(\omega \in Z^2_{r-1}(T^A), r \geq 4\), we define the following dofs:

\[
\begin{align*}
(4.16a) & \quad D^\alpha \omega(a), \quad |\alpha| \leq 1, \quad a \in \Delta_0(T), \quad (48 \text{ dofs}) \\
(4.16b) & \quad \int_e \omega \cdot \kappa, \quad \kappa \in [\mathcal{P}_{r-5}(e)]^3 \quad e \in \Delta_1(T), \quad (18(r-4) \text{ dofs}) \\
(4.16c) & \quad \int_F \omega \cdot \kappa, \quad \kappa \in [\mathcal{P}_{r-4}(F)]^3 \quad F \in \Delta_2(T), \quad (6(r-3)(r-2) \text{ dofs}) \\
(4.16d) & \quad \int_T \omega \cdot \kappa, \quad \kappa \in \text{curl} \tilde{Z}^1_{r}(T^A) \quad \left(\frac{1}{3} (r-3)(r-2)(4r-7) \right) \text{ dofs} \\
(4.16e) & \quad \int_T (\text{div} \omega) \kappa, \quad \kappa \in \text{div} \tilde{Z}^2_{r-1}(T^A) \quad \left(\frac{2}{3} (r+1)r(r-1) - 13 \right) \text{ dofs}.
\end{align*}
\]

The counts in (4.16d) and (4.16e) follow from Lemmas 4.2 and 4.4.

For any \(r \geq 4\), a function \(\omega \in Z^3_{r-2}(T^A)\) is uniquely determined by the following dofs:

\[
\begin{align*}
(4.17a) & \quad \omega(a), \quad a \in \Delta_0(T) \quad (4 \text{ dofs}) \\
(4.17b) & \quad \int_T \omega, \quad (1 \text{ dof}) \\
(4.17c) & \quad \int_T \omega \kappa, \quad \kappa \in \tilde{Z}^3_{r-2}(T^A), \quad \left(\frac{2}{3} (r+1)r(r-1) - 13 \right) \text{ dofs}.
\end{align*}
\]

The unisolvency of (4.17) is obvious from our definition of \(\tilde{Z}^3_{r-2}(T^A)\), so we shall now focus on proving the unisolvency of the dofs in (4.16) and (4.15).

**Lemma 4.5.** For any \(r \geq 4\), the dofs (4.16) uniquely determine a function in \(Z^2_{r-1}(T^A)\).
Using the vertex dofs again, we conclude that $\partial T$. The dofs in $\omega$ that $\text{curl } u$ to the dofs of (4.15c) applied to $\omega$. Together with (4.15b), we conclude that $\omega$. Then, for $u$ we see that the dofs of (4.15a) vanish on $Z$. By the exactness property (4.5) and the dofs (4.15g) we conclude that $\text{curl } \omega = 0$ on $\partial T$. Thus all vertex and edge dofs vanish when applied to $\omega$. Hence, we only need to show that if $\omega \in Z^1_r(T^A)$ and the dofs in (4.16) vanish on $\partial T$. Then using (4.15f) we conclude that $\text{curl } \omega$ makes $\omega$ vanish on all the edges of $T$. This, together with the zero first derivatives of $\omega$ lying in the tangent plane of $T$., the dofs (4.16a) and (4.16b) make $\omega$ vanish on all the faces of $T$. Thus curl $\omega \times n$ vanishes on $\partial T$. Also, curl $\omega$ · $n$ vanishes on $\partial T$, since we have already established that $\omega$ vanishes on $\partial T$. Thus curl $\omega$ vanishes on $\partial T$. Using the vertex dofs again, we conclude that $\omega \in Z^1_r(T^A)$. Now, the dofs (4.15f) show that curl $\omega = 0$ on $T$. By the exactness property (4.5) and the dofs (4.16a) we conclude that $\omega \equiv 0$.

**Lemma 4.6.** For any $r \geq 4$, the dofs (4.15) uniquely determine a function in $Z^1_r(T^A)$.

**Proof.** First, we show that for any $\rho \in C^\infty(T)$, $\text{grad } \Pi_0^2 \rho = \Pi_1^2 \text{grad } \rho$. We do this by showing that all dofs of (4.15) vanish when applied to $u = \text{grad } \Pi_0^2 \rho - \Pi_1^2 \text{grad } \rho \in Z^1_r(T^A)$ and applying Lemma 4.6.

Using the vertex dofs of $Z^0_{r+1}(T^A)$—see (3.9a) and (4.15a)—together with curl $\text{grad } u = 0$, we see that the dofs of (4.15a) vanish on $u$. To show that the dofs of (4.15b) applied to $u$ on edge $e$, namely $\int_e u \cdot \kappa$, also vanish, we split $\kappa = \kappa_e t_e + \kappa_+ n^+_e + \kappa_- n^-_e$ and proceed. By (3.9) with $r + 1$ in place of $r$,

$$\int_e \text{grad } (\Pi_0^2 \rho) \cdot n^+_e \kappa_+ = \int_e \text{grad } \rho \cdot n^+_e \kappa_+, \quad \text{by (3.9c)},$$

$$\int_e \text{grad } (\Pi_0^2 \rho - \rho) \cdot t_e \kappa_e = - \int_e (\Pi_0^2 \rho - \rho) \partial_t \kappa_e = 0, \quad \text{by (3.9a)-(3.9b)}.$$ 

Together with (4.15b), we conclude that $\int_e u \cdot \kappa = \int_e (\text{grad } \Pi_0^2 \rho - \Pi_1^2 \text{grad } \rho) \cdot \kappa = 0$. Proceeding to the dofs of (4.15c) applied to $u$, for any $\kappa \in [P_{r-5}(e)]^3$,

$$\int_e (\text{curl } u) \cdot \kappa = - \int_e (\text{curl } \Pi_1^2 \text{grad } \rho) \cdot \kappa = - \int_e (\text{curl } \text{grad } \rho) \cdot \kappa = 0.$$ 

Thus all vertex and edge dofs vanish when applied to $u$.

Next, consider the face and inner dofs. Let $w_F = n^F \times (w \times n^F)$ denote the tangential component of a vector field $w$ on $F$, let $\text{grad}_F, \text{curl}_F, \text{rot}_F$, and $\text{div}_F$ denote the standard surface differential operators on $F$, and let $n^F$ denote the outward unit normal on $\partial F$ lying in the tangent plane of $F$. It is easy to see that the dofs of (4.15d) vanish on $u$ using (3.9e)
with \( r+1 \) in place of \( r \). For the dofs in (4.15c), let \( \kappa \in D_{r-4}(F) \) and let \( \nu \) denote the outward unit normal on \( \partial F \) lying in the tangent plane of \( F \). By the properties of the Raviart-Thomas space, \( \nu \cdot \kappa \big|_{\partial F} \) is in \( \mathcal{P}_{r-5}(e) \). Applying (4.15a) and then integrating by parts,

\[
\int_F u_F \cdot \kappa = \int_F \text{grad}_F (\Pi_Z^0 \rho - \rho) \cdot \kappa = -\int (\Pi_Z^0 \rho - \rho) \cdot \text{div}_F \kappa + \int_{\partial F} (\Pi_Z^0 \rho - \rho) \nu \cdot \kappa.
\]

Applying (3.9) with \( r+1 \) in place of \( r \), the last term above vanishes due to (3.9b) and the penultimate term vanishes due to (3.9d). Hence the dofs of (4.15c) applied to \( u \) vanish. The dofs of (4.15f) and (4.15h) applied to \( u \) are, of course, zero simply because curl grad vanishes. Finally, the dofs of (4.15g) applied to \( u \) yield zero due to (3.9f).

Let us proceed to show the second commuting diagram property, namely curl\( \Pi^2_0 \rho = \Pi^2_0 \text{curl} \rho \) for all \( \rho \in [C^\infty(T)]^3 \). Putting \( u = \text{curl} \Pi^2_0 \rho - \Pi^2_0 \text{curl} \rho \in Z^2_{r-1}(T^\Lambda) \), we now show that all dofs in (4.16) vanish on \( u \). (Then the result follows from Lemma 4.5.) It is easy to see that the vertex dofs applied to \( u \) are zero due to (4.15a) and (4.16a), and that the edge dofs applied to \( u \) are zero due to (4.15c) and (4.16c). For the face dofs applied to \( u \), namely \( \int_F u \cdot \kappa \), we proceed by splitting \( \kappa \) into its normal component \( \kappa_n \nu \) and the remaining tangential component \( \kappa_t = n \times (\kappa \times n) \). The latter gives

\[
\int_F u \cdot \kappa_t = \int_F u \times \nu \cdot \kappa_n \times \nu = \int_F (\text{curl} \Pi^2_0 \rho) \times \nu \cdot \kappa \times \nu - \int_F (\Pi^2_0 \text{curl} \rho) \times \nu \cdot \kappa \times \nu.
\]

Applying (4.16c) to the last term and (4.15f) to the penultimate term, the result is zero. To show that the face dofs with the normal component are also zero, we use (4.16c) and integrate by parts:

\[
\int_F u \cdot \kappa_n \nu = \int_F \text{curl} (\Pi^2_0 \rho - \rho) \cdot \nu \kappa_n = \int_F \text{curl}_F (\Pi^2_0 \rho - \rho)_F \kappa_n = \int_{\partial F} (\Pi^2_0 \rho - \rho) \nu \text{rot}_F \kappa_n,
\]

where the boundary terms arising from the integration by parts were zeroed out due to (4.15b). The last term above vanishes by (4.15c). Hence all the face dofs \( \int_F u \cdot \kappa \) vanish. It is easy to see that the inner dofs in (4.16d) and (4.16c) applied to \( u \) also yield zero. Hence \( u = 0 \).

The final commuting diagram property stated in the theorem, \( \text{div} \Pi^2_0 \rho = \Pi^2_0 \text{div} \rho \), for all \( \rho \in [C^\infty(T)]^3 \), is also proved using similar arguments using the previously established lemmas.

\[\blacksquare\]

5. Local elasticity complexes

5.1. Derived exact sequences. The two exact sequences of spaces, (3.7) and (4.7), that we have developed in the previous sections can now be put together to deduce an elasticity sequence. We do so by applying Proposition 2.3. To this end, we need connecting operators between the sequences as in (2.4). Let \( \mathbb{M} \) denote the space of \( 3 \times 3 \) matrices. Define \( \Xi : \mathbb{M} \to \mathbb{M} \) by \( \Xi M = M' - \text{tr}(M)I \), where \( I \) denotes the identity matrix and \((\cdot)'\) denotes the transpose. We note that this operator is invertible and

\[
(5.1) \quad \Xi^{-1} M = M' - \frac{1}{2} \text{tr}(M)I.
\]
As usual, we let $\text{sym} M = \frac{1}{2}(M + M')$, $\text{skw} M = \frac{1}{2}(M - M')$, and put $K = \text{skw}(M)$ and $S = \text{sym}(M)$. We define $\text{vskw} : V \to K$ by

$$\text{vskw} \begin{pmatrix} v_1 \\ v_2 \\ v_3 \end{pmatrix} = \begin{pmatrix} 0 & -v_3 & v_2 \\ v_3 & 0 & -v_1 \\ -v_2 & v_1 & 0 \end{pmatrix}$$

and set $\text{vskw} = \text{mskw}^{-1} \circ \text{skw}$. It is easy to check that the following two identities hold:

(5.2) \[ \text{div} \Xi = 2\text{vskw} \text{curl}, \]

(5.3) \[ \Xi \text{grad} = -\text{curl} \text{mskw}. \]

These identities imply that the following diagram commutes:

$$
\begin{align*}
\text{grad} & : \text{Z}_{r+1}(T^A) \otimes V \to \text{Z}_{r-1}(T^A) \otimes V \\
\text{curl} & : \text{Z}_{r-1}(T^A) \otimes V \to \text{Z}_{r-2}(T^A) \otimes V \\
\text{div} & : \text{Z}_{r-2}(T^A) \otimes V \to \text{Z}_{r-3}(T^A) \otimes V \\
\text{mskw} & : \text{Z}_0(T^A) \otimes V \\
\end{align*}
$$

(5.4)

Lemma 5.1. Both $\text{vskw} : \hat{V}_{r-2}^2(T^A) \otimes V \to \hat{Z}_{r-2}^3(T^A) \otimes V$ and $\text{vskw} : V_{r-2}^2(T^A) \otimes V \to Z_{r-2}^{3}(T^A) \otimes V$ are surjective operators.

Proof. Given any $z \in \hat{Z}_{r-2}^{3}(T^A) \otimes V$, we must find some $v \in \hat{V}_{r-2}^2(T^A) \otimes V$ such that $2 \text{vskw} v = z$. First, we take any $\tilde{v} \in V_{r-2}^1(T^A) \otimes V$ satisfying $\int_T 2 \text{vskw} \tilde{v} = \int_T z$. Then consider $z - 2 \text{vskw} \tilde{v} \in \hat{Z}_{r-2}^{3}(T^A) \otimes V$. Due to the exactness of the $\hat{Z}$ sequence (4.5), there exists $w \in \hat{Z}_{r-1}^2(T^A) \otimes V$ such that $\text{div} w = z - 2 \text{vskw} \tilde{v}$. Then $v = \text{curl} \Xi^{-1} w + \tilde{v}$ is in $\hat{V}_{r-1}^2 \otimes V$ and $2 \text{vskw}(v) = z$ by (5.2). The proof of the other surjectivity is similar and easier. \qed

Theorem 5.2. The sequence

$$
\begin{array}{c}
\text{grad} - \text{mskw} & : \text{Z}_{r-1}(T^A) \otimes V \\
\text{curl} & : \text{Z}_{r-2}(T^A) \otimes V \\
\text{div} & : \text{Z}_{r-3}(T^A) \otimes V \\
\end{array}
$$

is exact for $r \geq 4$. Moreover, the last operator is surjective.

Proof. Identities (5.1) and (4.2) imply that $\Xi : V_{r-1}^1(T^A) \otimes V \to Z_{r-1}^{2}(T^A) \otimes V$ is a bijection. The exactness of the top and bottom sequences in (5.4) were established in Lemmas 4.3 and 5.3 for $r \geq 4$ and $r \geq 3$, respectively. Hence the proof of the stated exactness reduces to an application of Proposition 2.3. The statement on surjectivity of the last map also follows from Proposition 2.3 after using Lemma 5.1. \qed

Note that the kernel of $[\text{grad} - \text{mskw}]$ is $\{(a - b \wedge x, -b) : a, b \in V\}$. Indeed, let $(u, v) \in \ker[\text{grad} - \text{mskw}]$. Then grad $u - \text{mskw} v = 0$ implies that $\varepsilon(u) := \text{sym} \text{grad} u = 0$. Therefore $u|_T = a_T + b_T \wedge x$ is an infinitesimal rigid body motion for some constant vectors $a_T$ and $b_T$ on each $T \in T^A$. For any face $F = \partial T_1 \cap \partial T_2$ with $T_1, T_2 \in T^A$, if we choose the origin of the Euler vector field $x$ on $F$, then $a_{T_1} = a_{T_2}$, $b_{T_1} = b_{T_2}$ due to the $C^0$ continuity of $u$. This implies that $u|_{T_1}$ and $u|_{T_2}$ are the restriction of the same affine vector field to $T_1$ and $T_2$, respectively. Therefore globally $u = a + b \wedge x$, for some constant vectors $a, b \in V$. Then we obtain $v = -b$. The conclusion also follows from a general algebraic construction (c.f., [10]). With this algebraic machinery, one can show that the cohomology of the elasticity complex of Theorem 5.2 is isomorphic to the product of the cohomology of
the $Z$-complex and the $V$-complex. In particular, one obtains the kernel of $[\text{grad},-\text{mskw}]$ to be isomorphic to $V \times V$ since the kernel of $\text{grad} : Z_{r+1}^0(T^A) \otimes V \to Z_{r}^1(T^A) \otimes V$ and the kernel of $\text{grad} : V_{r}^0(T^A) \otimes V \to V_{r-1}^1(T^A) \otimes V$ are both equal to $V$.

An analogous result holds for the spaces with boundary conditions. To see this, first note that instead of (5.4), we now have the following commuting diagram:

\[
\begin{align*}
\hat{Z}_{r+1}^0(T^A) \otimes V & \xrightarrow{\text{grad}} \hat{Z}_r^1(T^A) \otimes V \xrightarrow{\text{curl}} \hat{Z}_{r-1}^2(T^A) \otimes V \xrightarrow{\text{div}} \hat{Z}_{r-2}^3(T^A) \otimes V \\
V_{r}^0(T^A) \otimes V & \xrightarrow{\text{grad}} V_{r-1}^1(T^A) \otimes V \xrightarrow{\text{curl}} V_{r-2}^2(T^A) \otimes V \xrightarrow{\text{div}} V_{r-3}^3(T^A) \otimes V.
\end{align*}
\]

Here we have modified the $\hat{Z}$ sequence slightly from (4.12). We have used the space $\hat{Z}_r^3(T^A)$ defined in (4.12) since $\text{mskw}(V_{r-2}^0(T^A) \otimes V)$ is generally contained only in $\hat{Z}_{r-2}^3(T^A) \otimes V$, not $\hat{Z}_{r-2}^3(T^A) \otimes V$. The last operator in the top sequence is just $z \mapsto \int_T z \, dx$ and the sequence is exact even with this modification. Hence the proof of the next result is completely analogous to that of Theorem 5.2. (Note that surjectivity of the last map is not claimed in the theorem.)

**Theorem 5.3.** The following sequence is exact for $r \geq 4$:

\[
\begin{pmatrix}
\hat{Z}_{r+1}^0(T^A) \otimes V \\
V_{r}^0(T^A) \otimes V
\end{pmatrix}
\xrightarrow{[\text{grad}, -\text{mskw}]} \begin{pmatrix}
\hat{Z}_r^1(T^A) \otimes V \\
V_{r-1}^1(T^A) \otimes V
\end{pmatrix}
\xrightarrow{\text{curl} \Xi^{-1} \text{curl}} \begin{pmatrix}
\hat{Z}_{r-1}^2(T^A) \otimes V \\
V_{r-2}^2(T^A) \otimes V
\end{pmatrix}
\xrightarrow{\text{div} \Xi^{-1} \text{curl}} \begin{pmatrix}
\hat{Z}_{r-2}^3(T^A) \otimes V \\
V_{r-3}^3(T^A) \otimes V
\end{pmatrix}.
\]

### 5.2. Discrete elasticity complex.

We now proceed to define an elasticity complex useful for designing mixed methods with strongly imposed symmetry. To do this, we first note that $\text{curl} \Xi^{-1} \text{curl}$ maps skew symmetric matrices to 0. Indeed,

\[
\text{curl} \Xi^{-1} \text{curl} \text{mskw} = -\text{curl} \Xi^{-1} \Xi \text{grad} = -\text{curl} \text{grad} = 0.
\]

Also, note that $\text{curl} \Xi^{-1} \text{curl}$ maps all matrix fields to symmetric matrix fields because

\[
\text{vskw} \text{curl} \Xi^{-1} \text{curl} = \frac{1}{2} \text{div} \Xi \Xi^{-1} \text{curl} = \frac{1}{2} \text{div} \text{curl} = 0.
\]

Our elasticity complexes will be formed using the following spaces:

\[
\begin{align*}
U_{r+1}^0(T^A) &= Z_{r+1}^0(T^A) \otimes V, \\
U_r^1(T^A) &= \{ \text{sym}(u) : u \in Z_r^1(T^A) \otimes V \}, \\
U_{r-2}^2(T^A) &= \{ \omega \in V_{r-2}^2(T^A) \otimes V : \text{skw} \omega = 0 \}, \\
U_{r-3}^3(T^A) &= V_{r-3}^3(T^A) \otimes V.
\end{align*}
\]

Recall that $\text{inc} u = \text{curl} (\text{curl} u)'$ for a symmetric matrix field $u$. In fact, when $u$ is symmetric, $(\text{curl} u)' = \Xi^{-1} \text{curl} u$ as

\[
\text{tr} (\text{curl} u) = 0,
\]

so $\text{inc} u = \text{curl} \Xi^{-1} \text{curl} u$. The elasticity complexes with the newly defined $U$ spaces are as follows.

\[
0 \to \mathcal{R} \xrightarrow{\subset} U_{r+1}^0(T^A) \xrightarrow{\epsilon} U_r^1(T^A) \xrightarrow{\text{inc}} U_{r-2}^2(T^A) \xrightarrow{\text{div}} U_{r-3}^3(T^A) \to 0,
\]
Here is the analogue with boundary conditions:

\[(5.9) \quad 0 \rightarrow \hat{U}_{r+1}^0(T^A) \xrightarrow{c} \hat{U}_r^1(T^A) \xrightarrow{\text{inc}} \hat{U}_{r-2}^2(T^A) \xrightarrow{\text{div}} \hat{U}_{r-3}^3(T^A) \rightarrow 0.\]

**Theorem 5.4.** The sequences \((5.8)\) and \((5.9)\) are exact sequences for \(r \geq 4\).

**Proof.** First we must show that \((5.8)\) is a complex. By \((5.5)\), \(\text{curl} \Xi^{-1} \text{curl} \circ \varepsilon = \text{curl} \Xi^{-1} \text{curl} \circ \text{grad} = 0\). Also, it’s obvious that \(\text{div} \circ \text{curl} \Xi^{-1} \text{curl} = 0\). Hence it suffices to verify that the operators map into the right spaces. Let \(w \in U_{r+1}^0(T^A)\). Then we have \(w \in Z_r^1(T^A) \otimes \mathbb{V}\) and therefore \(\varepsilon(w) \in U_r^1(T^A)\). Next, consider a \(u \in U_r^1(T^A)\). Then \(\omega = \text{curl} \Xi^{-1} \text{curl} u\) has zero skew symmetric part due to \((5.6)\), so is in \(U_{r-2}^2(T^A)\). Finally, if \(v \in U_{r-2}^2(T^A) \subseteq V_{r-2}^2(T^A) \otimes \mathbb{V}\), then \(\text{div} v \in V_{r-3}^3(T^A) \otimes \mathbb{V} = U_{r-3}^3(T^A)\).

Now we prove exactness. Let \(u \in U_{r-3}^3(T^A)\). We use the surjectivity of the last map in the exact sequence of Theorem 5.2. Accordingly, for \((0, u) \in [Z_{r-2}^3(T^A) \otimes \mathbb{V}] \times [V_{r-3}^3(T^A) \otimes \mathbb{V}]\), there is a \(w \in V_{r-2}^2(T^A) \otimes \mathbb{V}\) such that \(\text{div} w = u\) and \(2 \text{vskw} w = 0\). Thus, \(w \in U_{r-2}^2(T^A)\) and \(\text{div} w = u\), establishing the surjectivity of div in \((5.8)\).

Next, let \(u \in U_{r-2}^2(T^A)\) with \(\text{div} u = 0\). Then, \(u\) is in the kernel of the last operator in the exact sequence of Theorem 5.2. Hence, there is a \(v \in Z_r^1(T^A) \otimes \mathbb{V}\) such that \(\text{curl} \Xi^{-1} \text{curl} v = u\). But, by \((5.5)\), \(\text{curl} \Xi^{-1} \text{curl} (\text{sym} v) = \text{curl} \Xi^{-1} \text{curl} v = u\). Thus we have found a function \(w = \text{sym} v\) in \(U_{r-1}^1(T^A)\) satisfying \(\text{curl} \Xi^{-1} \text{curl} w = u\).

Finally, let \(u \in U_r^1(T^A)\) with \(\text{curl} \Xi^{-1} \text{curl} u = 0\). Then \(u = \text{sym}(z)\) for some \(z \in Z_{r+1}^1(T^A) \otimes \mathbb{V}\) and \(\text{curl} \Xi^{-1} \text{curl} z = 0\) by \((5.5)\). By Theorem 5.2, \(z = \text{grad} w - \text{mskw} s\) for some \(w \in Z_{r+1}^0(T^A) \otimes \mathbb{V} = U_{r+1}^0(T^A)\) and \(s \in V_r^0(T^A) \otimes \mathbb{V}\). Then \(u = \text{sym} z = \varepsilon(w) - \text{sym}(\text{mskw} s) = \varepsilon(w)\).

The proof of exactness of \((5.9)\) proceeds similarly using Theorem 5.3 in place of Theorem 5.2, except where it concerns the surjectivity of the last map: to prove that \(\text{div}\) in \((5.9)\) is onto, consider a \(u \in U_{r-3}^3(T^A)\). By the exactness of the sequence \((5.8)\) we have a \(v \in V_{r-2}^2(T^A) \otimes \mathbb{V}\) such that \(\text{div} v = u\). For any constant vector \(c \in \mathbb{R}^3\), since \(u \perp \mathbb{R}\),

\[\int_T \text{vskw} v \cdot c = \int_T v : \text{mskw} c = \int_T v : \text{grad}(c \times x) = -\int_T \text{div} v \cdot (c \times x) = -\int_T u \cdot (c \times x) = 0.\]

Therefore, \(2 \text{vskw} v \in \hat{Z}_{r-2}^3(T^A)\). By the exactness of the sequence \((5.5)\), there exists an \(m \in \hat{Z}_{r-1}^2(T^A)\) such that \(\text{div} m = 2 \text{vskw} v\). Hence, by \((5.2)\) we get \(2 \text{vskw} \text{curl}(\Xi^{-1}m) = 2 \text{vskw} v\) and so \(\text{div} w = u\) where \(w = v - \text{curl}(\Xi^{-1}m) \in \hat{U}_{r-2}^2(T^A)\).

**Lemma 5.5.** When \(r \geq 4\),

\[(5.10) \quad \dim U_{r+1}^0(T^A) = 2r^3 + 16r + 12, \quad \dim \hat{U}_{r+1}^0(T^A) = 2(r - 3)(r - 2)(r - 1),\]

\[(5.11) \quad \dim U_r^1(T^A) = 4r^3 - 3r^2 + 17r - 6, \quad \dim \hat{U}_r^1(T^A) = 4r^3 - 21r^2 + 29r - 6,\]

\[(5.12) \quad \dim U_{r-2}^2(T^A) = 4r^3 - 9r^2 + 5r - 12, \quad \dim \hat{U}_{r-2}^2(T^A) = (r - 1)(4r - 11),\]

\[(5.13) \quad \dim U_{r-3}^3(T^A) = 2r(r - 1)(r - 2), \quad \dim \hat{U}_{r-3}^3(T^A) = 2r^3 - 6r^2 + 4r - 6.\]

**Proof.** By Lemma 5.1

\[
\dim U_{r-2}^2(T^A) = \dim V_{r-2}^2(T^A) \otimes \mathbb{V} - \dim Z_{r-2}^3(T^A) \otimes \mathbb{V} = 4r^3 - 9r^2 + 5r - 12,
\]

\[
\dim \hat{U}_{r-2}^2(T^A) = \dim \hat{V}_{r-2}^2(T^A) \otimes \mathbb{V} - \dim \hat{Z}_{r-2}^3(T^A) \otimes \mathbb{V} = r(r - 1)(4r - 11).\]
The dimensions of the spaces with form degrees 0 and 3 easily follow from the previously established dimensions. Finally, \( \dim U^1_r(T^A) \) and \( \dim \tilde{U}^1_r(T^A) \) are computed using the exactness results of Theorem 5.4. □

5.3. An \( H(\text{inc}) \)-conforming finite element. The next result gives more insight into the structure of \( U^1_r(T^A) \), and in particular, shows that \( U^1_r(T^A) \) is a conforming subspace of \( H(\text{inc}, T) = \{ s \in H^1(T, \mathbb{S}) : \text{inc} s \in L^2(T, \mathbb{S}) \} \) on the Alfeld split. After proving it, we shall develop dofs that are designed to help enforce global conformity in \( H(\text{inc}) \). Let \( \mathcal{P}_r(T^A; \mathbb{S}) \) denote the space of symmetric matrices whose entries are polynomials of degree \( r \) on each tetrahedron of the Alfeld split \( T^A \), and let \( H^1(\Omega; \mathbb{S}) \) denote the space of symmetric matrix fields with each entry in \( L^1(\Omega) \).

**Theorem 5.6.** We have the following characterizations of \( U^1_r(T^A) \) and \( \tilde{U}^1_r(T^A) \).

\[
U^1_r(T^A) = \left\{ u \in H^1(T; \mathbb{S}) : u \in \mathcal{P}_r(T^A; \mathbb{S}), \ (\text{curl } u)' \in W^1_{r-1}(T^A) \otimes \mathbb{V}, \right. \\
\left. u \text{ is } C^1 \text{ at vertices of } T \text{ and } \text{inc } u \text{ is } C^0 \text{ at vertices of } T \right\}.
\]

\[
\tilde{U}^1_r(T^A) = \left\{ u \in \tilde{H}^1(T; \mathbb{S}) : u \in \mathcal{P}_r(T^A; \mathbb{S}), \ (\text{curl } u)' \in W^1_{r-1}(T^A) \otimes \mathbb{V}, \ \text{all first order derivatives of } u \text{ and } \text{inc } u \text{ vanishes at the vertices of } T \right\}.
\]

**Proof.** Let \( M^1_r(T^A) \) denote the space on the right hand side of the first equality. We claim that

\[
(5.14) \quad U^1_r(T^A) \subseteq M^1_r(T^A).
\]

Indeed, if \( u \in U^1_r(T^A) \), then \( u = \text{sym } z \) for some \( z \in Z^1_r(T^A) \otimes \mathbb{V} \), so by (5.3),

\[
\Xi^{-1} \text{curl } z = \Xi^{-1} \text{curl } u + \Xi^{-1} \text{curl skw } z = \Xi^{-1} \text{curl } u - \text{grad vskw } z.
\]

Since the last term is in \( W^1_{r-1}(T^A) \otimes \mathbb{V} \) and \( \Xi^{-1} \text{curl } z \) is in \( L^1_{r-1}(T^A) \otimes \mathbb{V} \), we conclude that \( \Xi^{-1} \text{curl } u \) is in \( W^1_{r-1}(T^A) \otimes \mathbb{V} \). By Proposition 2.1(3), \( z \) is \( C^1 \) at the vertices, hence so is \( u = \text{sym } z \). Moreover, since \( \text{curl } z \) is \( C^1 \) at the vertices, by (5.5), \( \text{curl } \Xi^{-1} \text{curl } u = \text{curl } \Xi^{-1} \text{curl } z \) is \( C^0 \) at the vertices. This proves (5.14).

To prove the reverse inclusion, let \( m \in M^1_r(T^A) \). Put \( \sigma = \text{curl } \Xi^{-1} \text{curl } m \). By the definition of \( M^1_r(T^A) \), we know that \( \sigma \) is \( C^0 \) at the vertices, and moreover, \( \Xi^{-1} \text{curl } m \in W^1_{r-1}(T^A) \otimes \mathbb{V} \) so that \( \sigma \) is in \( W^2_{r-2}(T^A) \otimes \mathbb{V} \). Hence \( \sigma \) is in \( W^2_{r-2}(T^A) \otimes \mathbb{V} \). In fact, \( \sigma \) is in the kernel of the last operator in the exact sequence of Theorem 5.2 since \( \text{div } \sigma = 0 \) and \( \text{vskw } (\sigma) = 0 \) due to (5.6). Hence there is a \( z \in Z^1_r(T^A) \otimes \mathbb{V} \) such that \( \sigma = \text{curl } \Xi^{-1} \text{curl } z \).

Now consider \( q = \Xi^{-1} \text{curl } (m - z) \). Clearly, \( \text{curl } q = 0 \). In addition, the definitions of \( M^1_r(T^A) \) and \( Z^1_r(T^A) \) imply that \( q \) is in \( W^1_{r-1}(T^A) \otimes \mathbb{V} \). Hence the exactness of the \( W \)-sequence yields a \( v \) in \( W^0_r(T^A) \otimes \mathbb{V} \) such that \( \text{grad } v = q \). By Proposition 2.1(3), \( z \) is \( C^1 \) at the vertices, so \( q \) is \( C^0 \) at the vertices, which in turn implies that \( v \) is \( C^1 \) at the vertices of \( T \).

To finish the proof, put \( \theta = m + \text{mskw } v \). Then \( \theta \) is \( C^1 \) at the vertices of \( T \), and by (5.3),

\[
\text{curl } \theta = \text{curl } m + \text{curl } \text{mskw } v = \text{curl } m - \Xi \text{grad } v = \text{curl } z.
\]

Hence \( \theta \) is in \( Z^1_r(T^A) \otimes \mathbb{V} \). Since \( m = \text{sym } (\theta) \), we conclude that \( m \in U^1_r(T^A) \).

The proof of the characterization of \( \tilde{U}^1_r(T^A) \) is similar. □

For further study of the complex, we collect some identities in the next lemma, several of which involve surface operators we now discuss. Let \( F \in \Delta_2(T) \) and let \( n \) be its unit normal vector pointing out of \( T \). Fix two tangent vectors \( t_1, t_2 \) in \( n^\perp \), such that the ordered
set \((b_1, b_2, b_3) = (t_1, t_2, n)\) is an orthonormal right-handed basis for \(\mathbb{R}^3\). Any matrix field \(u : T \to \mathbb{R}^{3 \times 3}\) can be written as \(\sum_{i,j=1}^3 u_{ij} b_i b_j\) with scalar components \(u_{ij} : T \to \mathbb{R}\). Let \(u_{nn} = n' n\) and \(\text{tr}_P u = \sum_{i=1}^2 t'_i u t_i\). With \(s = t_1, t_2, n\), or any linear combination thereof, let

\[
(5.17) \quad u_{FP} = \sum_{i=1}^2 u_{ij} t'_j, \quad u_{FS} = \sum_{i=1}^2 (s' u t_i) t'_i, \quad u_{SF} = \sum_{i=1}^2 (t'_i u s) t_i.
\]

Equivalently, \(u_{FP} = Q u Q\), \(u_{FS} = s' u Q\), and \(u_{SF} = Q u s\), where \(P = n n'\) and \(Q = I - P\). Next, considering scalar-valued (component) functions \(\phi, w_i, q_i\) and \(u_{ij}\), we rewrite the standard surface operators we have used before (in the proof of Theorem 4.7) on the left, while defining additional operations needed on the right using the left definitions:

\[
\text{grad}\_P \phi = (\partial_t \phi) t_1 + (\partial_{t_2}) \phi t_2, \quad \text{grad}\_P (w_1 t_1 + w_2 t_2) = t_1 (\text{grad}\_P w_1)' + t_2 (\text{grad}\_P w_2)',
\]

\[
\text{rot}\_P \phi = (\partial_{t_2} \phi) t_1 - (\partial_t) \phi t_2, \quad \text{rot}\_P (q_1 t_1' + q_2 t_2') = t_1 (\text{rot}\_P q_1)' + t_2 (\text{rot}\_P q_2)',
\]

\[
\text{curl}\_P (w_1 t_1 + w_2 t_2) = \partial_t w_2 - \partial_{t_2} w_1, \quad \text{curl}\_P u_{FP} = t'_i \text{curl}\_P (u_{FT_i})' + t'_2 \text{curl}\_P (u_{FT_2})'.
\]

For vector functions \(v\), let \(v_P = Q v = n \times (v \times n)\). It is easy to see that

\[
(5.16) \quad n \cdot \text{curl}\_P v = \text{curl}\_P v_P, \quad (\text{grad}\_P v)_P = \text{grad}\_P v_P, \quad n \times \text{rot}\_P \phi = \text{grad}\_P \phi.
\]

**Lemma 5.7.** For a (smooth enough) matrix-valued function \(u\),

\[
(5.17a) \quad s' (\text{curl}\_P u) n = \text{curl}\_P (u_{FS})', \quad \text{for any } s \in \mathbb{R}^3,
\]

\[
(5.17b) \quad [(\text{curl}\_P u)']_{FP} = \text{curl}\_P u_{FP}.
\]

If in addition \(u\) is symmetric, then

\[
(5.17c) \quad (\text{inc}\_P u)_{nn} = \text{curl}\_P (\text{curl}\_P u_{FP})',
\]

\[
(5.17d) \quad (\text{inc}\_P u)_{FP} = \text{curl}\_P [(\text{curl}\_P u)']_{FP},
\]

\[
(5.17e) \quad \text{tr}\_P \text{curl}\_P u = -\text{curl}\_P (u_{FP})'.
\]

For a (smooth enough) vector-valued function \(v\),

\[
(5.17f) \quad 2 (\text{curl}\_P (\varepsilon(v))')' = \text{grad}\_P \text{curl}\_P v,
\]

\[
(5.17g) \quad 2 [(\text{curl}\_P (\varepsilon(v))')']_{FP} = \text{grad}\_P (\text{curl}\_P v)_{FP},
\]

\[
(5.17h) \quad \text{curl}\_P v = n (\text{curl}\_P v_P) + \text{rot}\_P (v \cdot n) + n \times \partial_n v,
\]

\[
(5.17i) \quad 2 (\varepsilon(v))_{nFP} = 2 (\varepsilon(v))_{nFP}' = \text{grad}\_P (v \cdot n) + \partial_n v_P,
\]

\[
(5.17j) \quad \text{tr}_P (\text{rot}_P v'_P) = \text{curl}_P v_P.
\]

**Proof.** The first identity \((5.17a)\) follows from \((5.16)\). The second follows from the first:

\[
[(\text{curl}\_P u)']_{FP} = \sum_{i=1}^2 [n' (\text{curl}\_P u)' t_i] t'_i \quad \text{by } (5.15)
\]

\[
= \sum_{i=1}^2 t'_i \text{curl}_P (u_{FT_i})' \quad \text{by } (5.17a),
\]

which equals \(\text{curl}_P u_{FP}\) per our definition. To prove \((5.17c)\),

\[
(\text{inc}\_P u)_{nn} = n' (\text{curl}_P (\text{curl}\_P u)' n = \text{curl}_P ([(\text{curl}\_P u)']_{FP})' \quad \text{by } (5.17a).
\]
Lemma 5.8. Let $u, q \in I$ last term of (5.18)), and we use "::" to denote the Frobenius inner product between matrices. Between row-vectors (as in the first term of (5.18)) as well between column vectors (as in the last term of (5.18)), and we use "::" to denote the Frobenius inner product between matrices. Using $I_F = t_1t_1' + t_2t_2'$, we define $\text{dev}_F u_{FF} = u_{FF} - I_F(\text{tr}_F u_{FF})/2$, which is used below.

The identities in the next lemma are obtained by integration by parts on a face. Stokes theorem gives, for $q = q_1t_1' + q_2t_2'$,

$$
\int_F \text{curl}_F u_{FF} \cdot q = \int_F u_{FF} : \text{rot}_F q + \int_{\partial F} u_{FF} t \cdot q'.
$$

(5.18)

Here and in the sequel, $t$ denotes a unit tangent vector along $\partial F$ (not to be confused with $t_i$) oriented with respect to $n$ to satisfy the right hand rule. We use "::" for inner products between row-vectors (as in the first term of (5.18)) as well between column vectors (as in the last term of (5.18)), and we use "::" to denote the Frobenius inner product between matrices. Using $I_F = t_1t_1' + t_2t_2'$, we define $\text{dev}_F u_{FF} = u_{FF} - I_F(\text{tr}_F u_{FF})/2$, which is used below.

Lemma 5.8. Let $u$ be a symmetric matrix-valued function and let $q_i$ and $\phi$ be scalar-valued functions. For smooth enough $u$, $q = q_1t_1' + q_2t_2'$, and $\phi$, we have

$$
\int_F (\text{inc}_u)_{nn}\phi = \int_F u_{FF} : \text{rot}_F (\text{rot}_F \phi)',
$$

(5.19)

$$
+ \int_{\partial F} (\text{curl}_F u_{FF}) t \phi ds + \int_{\partial F} u_{FF} t \cdot (\text{rot}_F \phi)',
$$

$$
\int_F (\text{inc}_u)_{Fn} \cdot q = \int_F [(\text{curl}_u)']_{FF} : \text{dev}_F \text{rot}_F q - \frac{1}{2} \int_F u_{nF} \cdot \text{rot}_F \text{curl}_F q' + \int_{\partial F} [(\text{curl}_u)']_{Fn} t \cdot q' - \frac{1}{2} \int_{\partial F} (u_{nF} \cdot t) \text{curl}_F q'.
$$

(5.20)

Proof. By Stokes theorem and Lemma 5.7's (5.17c),

$$
\int_F (\text{inc}_u)_{nn}\phi = \int_{\partial F} (\text{curl}_F u_{FF})' \cdot t \phi + \int_F (\text{curl}_F u_{FF})' \cdot \text{rot}_F \phi.
$$

In the last term, writing $(\text{curl}_F u_{FF})' \cdot \text{rot}_F \phi$ as $\text{curl}_F u_{FF} \cdot (\text{rot}_F \phi)'$ and integrating by parts again using (5.18), we prove (5.19). To prove (5.20), we start by using (5.17d) and (5.18):

$$
\int_F (\text{inc}_u)_{Fn} \cdot q = \int_{\partial F} [(\text{curl}_u)']_{FF} t \cdot q' + \int_F [(\text{curl}_u)']_{FF} : \text{rot}_F q.
$$

(5.21)

Note that $[(\text{curl}_u)']_{FF} : \text{rot}_F q = [(\text{curl}_u)']_{FF} : \text{dev}_F \text{rot}_F q + \frac{1}{2} (\text{tr}_F [(\text{curl}_u)']_{FF}) (\text{tr}_F \text{rot}_F q)$. Also, by (5.17c), $\text{tr}_F [(\text{curl}_u)']_{FF} = \text{tr}_F (\text{curl}_u) = -\text{curl}_F (u_{Fn})'$, and by (5.17f), $\text{tr}_F \text{rot}_F q = \text{curl}_F q'$. Hence the last term of (5.21), after a further integration by parts, becomes

$$
\int_F [(\text{curl}_u)']_{FF} : \text{rot}_F q = -\frac{1}{2} \int_F u_{nF} \cdot \text{rot}_F \text{curl}_F q' - \frac{1}{2} \int_{\partial F} u_{Fn}' \cdot t \text{curl}_F q'.
$$

Thus (5.20) follows after using $u_{Fn}' = u_{nF}$. □
Lemma 5.9. Let $u_{FF}$ be as in (5.15) with $u_{ij}$ in $P_r(F)$ and $u'_{FF} = u_{FF}$. If $\text{curl}_F (\text{curl}_F u_{FF})' = 0$ and both $u_{FF}|_{\partial F} = 0$ and $(\text{t} \cdot \text{curl}_F u_{FF})|_{\partial F} = 0$, then $u_{FF} = \varepsilon_F (b_F^2 \phi)$ where $\phi \in [P_{r-5}(F)]^2$.

Proof. Since $\text{curl}_F (\text{curl}_F u_{FF})' = 0$ and the tangential component of $(\text{curl}_F u_{FF})'$ vanishes on $\partial F$, we have $(\text{curl}_F u_{FF})' = \text{grad}_F (b_F \psi)$ for some $\psi \in P_{r-3}(F)$. Put $g = b_F \psi(t_1 t_2 - t_2 t_1)$. Observe that $\text{grad}_F (b_F \psi) = (\text{curl}_F g)'$ and $\text{sym}(g) = 0$. Thus, $\text{curl}_F (u_{FF} - g) = 0$ and $u_{FF} - g$ vanishes on $\partial F$. Hence, there exists $\phi \in [P_{r-5}(F)]^2$ such that $\text{grad}_F (b_F^2 \phi) = u_{FF} - g$. We conclude by noting that $u_{FF} = \text{sym} u_{FF} = \varepsilon_F (b_F^2 \phi)$.

With these preparations, we proceed to develop degrees of freedom for $U^1_r(T^A)$. Instead of directly using the definition of $U^1_r(T^A)$ as the symmetric part of another space, we use its alternate characterization in Theorem 5.5 to design its dofs. Let $t_e$ denote a unit tangent vector (of arbitrarily fixed orientation) along an edge $e$. We will need the space of rigid displacements within a face $F$, namely $\mathcal{R}(F) := \{d_1 t_1 + d_2 t_2 + c((x \cdot t_1)t_2 - (x \cdot t_2)t_1) : c, d_i \in \mathbb{R}\}$.

Lemma 5.10. For any $r \geq 4$, the functionals

\begin{align*}
(5.22a) & \quad D^\alpha u(a), \quad |\alpha| \leq 1, a \in \Delta_0(T), \\
(5.22b) & \quad \text{inc} u(a), \quad a \in \Delta_0(T), \\
(5.22c) & \quad \int_e u : \kappa, \quad \kappa \in \text{sym}[P_{r-4}(e)]^{3 \times 3}, e \in \Delta_1(T), \quad (6 \cdot 6 (r-3)) \\
(5.22d) & \quad \int_e (\text{curl} u)' t_e \cdot \kappa, \quad \kappa \in [P_{r-3}(e)]^3, e \in \Delta_1(T), \quad (6 \cdot 3 \cdot (r-2)) \\
(5.22e) & \quad \int_e \text{inc} u n^F \cdot \kappa, \quad \kappa \in [P_{r-4}(e)]^3, e \in \Delta_1(F), F \in \Delta_2(T), \quad (4 \cdot 3 \cdot 3 (r-3)) \\
(5.22f) & \quad \int_F \text{inc} u_{nm} \kappa, \quad \kappa \in P_{r-5}(F)/P_1(F), F \in \Delta_2(T), \quad \left(4 \cdot \left[\frac{1}{2} (r-4) (r-3)-3\right]\right) \\
(5.22g) & \quad \int_F \text{inc} u_{Fh} \kappa, \quad \kappa \in [P_{r-5}(F)]^2 / \mathcal{R}(F), F \in \Delta_2(T), \quad \left(4 \cdot \left[\frac{1}{2} (r-4) (r-3)-3\right]\right) \\
(5.22h) & \quad \int_F u_{FF} : \kappa, \quad \kappa \in \varepsilon_F (b_F^2 [P_{r-5}(F)]^2), F \in \Delta_2(T), \quad (4 \cdot 2 \cdot \frac{1}{2} (r-4) (r-3)) \\
(5.22i) & \quad \int_F [(\text{curl} u)']_{FF} : \kappa, \quad \kappa \in \text{grad}_F (b_F [P_{r-3}(F)]^2), F \in \Delta_2(T), \quad (4 \cdot 2 \cdot \frac{1}{2} (r-2) (r-1)) \\
(5.22j) & \quad \int_F u_{Fh} \cdot \kappa, \quad \kappa \in \text{grad}_F (b_F^2 P_{r-5}(F)), F \in \Delta_2(T), \quad (4 \cdot \frac{1}{2} (r-4) (r-3)) \\
(5.22k) & \quad \int_F u_{nm} \kappa, \quad \kappa \in P_{r-3}(F), F \in \Delta_2(T), \quad (4 \cdot \frac{1}{2} (r-2) (r-1)) \\
(5.22l) & \quad \int_F \text{inc} u : \text{inc} \kappa, \quad \kappa \in \check{U}^1_r(T^A), \quad (2r^3 - 9r^2 + 7r + 6) \\
(5.22m) & \quad \int_T u : \varepsilon(\kappa), \quad \kappa \in \check{U}^0_{r+1}(T^A), \quad (2 (r-3) (r-2) (r-1))
\end{align*}

form a unisolvent set of degrees of freedom for $U^1_r(T^A)$. 

Proof. The number of dofs add up to the dimension of $U_r^1(T^A)$ given in Lemma $5.5$. Suppose that all dofs of (5.22) vanish for a $u \in U_r^1(T^A)$. We must show that $u \equiv 0$. The following conclusions are immediate from (5.22a)\-(5.22d), (5.23) and (5.22a)\-(5.22d), respectively:

(5.23) $u|_e = 0$, $\text{inc}(u) n^F|_e = 0$, $(\text{curl } u)^t|_e = 0$, for $e \in \Delta_1(T)$, $F \in \Delta_2(T)$.

In particular, the last equality, in conjunction with (5.17c) of Lemma $5.4$ shows that $0 = n'(\text{curl } u)^t = (\text{curl}_F u_{FF})^t|_{\partial F}$. Hence all terms on the right hand side of (5.19) vanish when $\phi \in \mathcal{P}_1(F)$. Thus Lemma $5.8$ combined with (5.22b) and (5.23), yields $(\text{inc } u) n_F = 0$ on all $F \in \Delta_2(T)$. Next, before proceeding to use (5.22a), observe that any $q = c((x-t_1) t'_2 - (x-t_2) t'_1)$, with $c \in \mathbb{R}$, has $	ext{rot}_F q = c(t_1 t'_2 + t_2 t'_1)$. Hence $\text{dev}_F(\text{curl}_F \mathcal{R}(F)) = 0$. Similarly, $\text{dev}_F(\text{curl}_F \mathcal{R}(F))^t = 0$. Hence all terms on the right hand side of (5.22) vanish for $q \in \mathcal{R}(F)$. Therefore, Lemma $5.8$ combined with (5.22a), (5.23), and the observation that $(\text{inc } u) n_F = [(\text{inc } u) n_F]'$ leads us to conclude that $(\text{inc } u)|_{\partial T} = 0$.

In particular, due to (5.17c), $\text{curl}_F (\text{curl}_F u_{FF})' = 0$ on any $F \in \Delta_2(T)$. This implies, by virtue of (5.23) and Lemma $5.9$, that $u_{FF} = \varepsilon_F(b_F^2)\phi$ for some $\phi \in [\mathcal{P}_{r-5}(F)]^2$, and hence by (5.22a), we have $u_{FF}$ vanishes on $F$. This implies, by (5.17c), that $[(\text{curl } u)|_{\partial T} = 0$. Hence, $(\text{curl } u)'_{FF} = \text{grad}_F (b_F^2)\phi$ for $\phi \in [\mathcal{P}_{r-5}(F)]^2$. The dofs of the remaining elements in the complex.

5.4. Degrees of freedom of the remaining elements. In this subsection, we give unisolvent dofs for the other spaces in the complex, $U_{r+1}^2(T^A)$, $U_{r+2}^2(T^A)$ and $U_{r+3}^2(T^A)$. We begin by proposing the following dofs for $U_{r+1}^1(T^A)$ and proving them to be unisolvent.

Lemma 5.11. For any $r \geq 4$, the functionals

\begin{align*}
(5.24a) & \quad D^\alpha \omega(a), \quad |\alpha| \leq 2, \quad a \in \Delta_0(T), \\
(5.24b) & \quad \int_e \omega \cdot \kappa, \quad \kappa \in [\mathcal{P}_{r-5}(e)]^3, \quad e \in \Delta_1(T), \\
(5.24c) & \quad \int_e \frac{\partial \omega}{\partial n_e^+} \cdot \kappa, \quad \kappa \in [\mathcal{P}_{r-4}(e)]^3, \quad e \in \Delta_1(T), \\
(5.24d) & \quad \int_F [\varepsilon(\omega)]_{n_F} \cdot \kappa, \quad \kappa \in \text{grad}_F (b_F^2)\mathcal{P}_{r-5}(F), F \in \Delta_2(T), \\
(5.24e) & \quad \int_F \varepsilon_F(\omega_F) : \varepsilon_F(b_F^2)\kappa, \quad \kappa \in [\mathcal{P}_{r-5}(F)]^2, F \in \Delta_2(T), \\
(5.24f) & \quad \int_F \frac{\partial (\omega \cdot n)}{\partial n} \kappa, \quad \kappa \in \mathcal{P}_{r-3}(F), F \in \Delta_2(T),
\end{align*}

are unisolvent for $U_{r+1}^1(T^A)$ and $U_{r+2}^2(T^A)$.
\( (5.24g) \quad \int_F \left[ (\text{curl} (\omega')) \right]_{FF} : \kappa, \quad \kappa \in \text{grad}_p (b_F [P_{r-3} (F)]^2), \quad F \in \Delta_2 (T), \quad (4(r - 2)(r - 1)) \)

\( (5.24h) \quad \int_T \varepsilon (\omega) : \varepsilon (\kappa), \quad \kappa \in \dot{U}_{r+1}^0 (T^A), \quad (2(r - 3)(r - 2)(r - 1)) \)

form a unisolvent set of degrees of freedom for \( U_{r+1}^0 (T^A) \).

\textbf{Proof.} It is easily verified that the total number of dofs equals the dimension of \( U_{r+1}^0 (T^A) \) given in Lemma 5.5. Consider an \( \omega \in U_{r+1}^0 (T^A) \) on which the dofs (5.24) vanish. By standard arguments, dofs (5.24a), (5.24b) and (5.24c) imply that

\( (5.25) \quad \omega |_e = 0, \quad (\text{grad} \omega) |_e = 0, \quad \text{for } e \in \Delta_1 (T). \)

Hence, on any face \( F \in \Delta_2 (T) \), we have \( \omega_F \in b_F [P_{r-5} (F)]^2 \), so (5.24e) implies that \( \omega_F = 0 \). Also note that (5.25) implies \( \text{curl} (\omega)_F \in b_F [P_{r-3} (F)]^2 \), so the dofs of (5.24g), in view of the identity (5.17f), imply that \( \text{curl} (\omega)_F = 0 \). This in turn implies, after taking the cross product with \( n \) on both sides of (5.24h) and using (5.16), that

\( (5.26) \quad \partial_n \omega_F = \text{grad}_p (\omega \cdot n). \)

Hence (5.17h) yields \( 2(\varepsilon (\omega)) |_F = \text{grad}_p (\omega \cdot n) + \partial_n \omega_F = 2 \text{grad}_p (\omega \cdot n) \). The latter is in \( b_F^1 [P_{r-5} (F)]^2 \) due to (5.25), so the dofs of (5.24d) give \( \omega \cdot n = 0 \) on \( F \). Combining with the already shown \( \omega_F \equiv 0 \), we summarize: all components of \( \omega \) vanish on \( \partial T \).

Next, we will show that all first derivatives of \( \omega \) also vanish on \( \partial T \). Consider an \( F \in \Delta_2 (T) \) and let \( K \) denote one of the subtetrahedra \( T \) which has \( F \) as a face. Then, since \( \omega \cdot n \) vanishes on \( F \), there must exist a \( p \in P_r (K) \) such that \( \omega \cdot n = \mu p \). Since \( \partial_n (\omega \cdot n) |_F = (\partial_n \mu) p |_F \) vanishes on \( \partial F \) by (5.25), there exists a \( \psi \in P_{r-3} (F) \) such that \( p = b_F \psi \), i.e., \( \partial_n (\omega \cdot n) |_F = (\partial_n \mu) b_F \psi \). Hence (5.24i) yields \( \partial_n (\omega \cdot n) = 0 \). By (5.26), \( \partial_n \omega_F \) also vanishes. Since \( \omega |_{\partial T} \equiv 0 \), all the tangential derivatives of \( \omega \) also vanish, so we conclude that \( (\text{grad} \omega) |_{\partial T} \equiv 0 \). Thus \( \omega \in U_{r+1}^0 (T^A) \). Therefore, (5.24i) shows that \( \omega \) vanishes.

\textbf{Lemma 5.12 (Dofs of the stress space).} For any \( r \geq 4 \), the functionals

\( (5.27a) \quad \sigma (a), \quad a \in \Delta_0 (T), \quad (6 \times 4 \text{ dofs}) \)

\( (5.27b) \quad \int_e \sigma n^F \cdot \kappa, \quad \kappa \in [P_{r-4} (e)]^3, \quad e \in \Delta_1 (F), \quad F \in \Delta_2 (T), \quad (3 \times 12 (r - 3) \text{ dofs}) \)

\( (5.27c) \quad \int_F \sigma n^F \cdot \kappa, \quad \kappa \in [P_{r-5} (F)]^3, \quad F \in \Delta_2 (T), \quad (3 \times 2 (r - 3)(r - 4) \text{ dofs}) \)

\( (5.27d) \quad \int_T \sigma : \kappa, \quad \kappa \in \text{inc} \dot{U}_{r-1}^1 (T^A), \quad (2r^2 - 9r^2 + 7r + 6 \text{ dofs}) \)

\( (5.27e) \quad \int_T \text{div} \sigma \cdot \kappa, \quad \kappa \in \dot{U}_{r-3}^3 (T^A), \quad (2r^2 - 6r^2 + 4r - 6 \text{ dofs}) \)

form a unisolvent set of degrees of freedom for \( U_{r-2}^2 (T^A) \).

\textbf{Proof.} The stated counts of the dofs (obtained using the exactness given in Theorem 5.4 and standard dimensions) sum up to the expression for \( \dim U_{r-2}^2 (T^A) \) in Lemma 5.5. To prove unisolvency, let all dofs of (5.27) vanish for a \( \sigma \in U_{r-2}^2 (T^A) \subset V_{r-2}^2 (T^A) \otimes \mathbb{V} \). Then, (5.27a)–(5.27c), together with \( \text{skw} \sigma(x) = 0 \) yield \( \sigma |_{\partial T} = 0 \) (as in the proof of Lemma 4.3). Thus, by Lemma 4.2, \( \sigma \) is in \( \dot{V}_{r-2} \otimes \mathbb{V} \), and since \( \text{skw} \sigma \equiv 0 \), we conclude that \( \sigma \in U_{r-2}^2 (T^A) \).

By Theorem 5.4, \( \dot{U}_{r-3}^3 (T^A) = \text{div} \dot{U}_{r-2}^2 (T^A) \), so the dofs of (5.27d) yield \( \text{div} \sigma = 0 \). Using the
exactness result of Theorem 5.4 again, we conclude that there is a $u \in \tilde{U}_{r-1}^1(T^A)$ such that $\sigma = \text{inc } u$. Hence, using (5.27d), we conclude that $\sigma = 0$. \[\square\]

Finally, the dofs of $U_{r-3}^3(T^A)$ are just “three copies” of the dofs of $V_{r-1}^3(T^A)$. It is immediate that any $w \in U_{r-3}^3(T^A)$ is uniquely defined by the following functionals:

\[(5.28a) \quad \int_T w \cdot \kappa, \quad \kappa \in \mathcal{R}, \quad \text{ (6 dofs),} \]
\[(5.28b) \quad \int_T w \cdot v, \quad v \in \tilde{U}_{r-3}^3(T^A), \quad \text{ (2r}^3 - 6r^2 + 4r - 6 \text{ dofs).} \]

5.5. Commuting projections. In this subsection, we study the accompanying cochain projectors of our elasticity complex (5.8). These projections are simply the canonical finite element interpolants, denoted by $\Pi_j ^{U}$, $j = 0, 1, 2, 3$, defined by the already given degrees of freedom of $U_{r+1}^0(T^A), U_r^1(T^A), U_{r-2}^2(T^A)$, and $U_{r-3}^3(T^A)$, respectively. Note that $\Pi_3 ^{U}$ is just the $L^2$ projection into $U_{r-3}^3(T^A)$ since $U_{r-3}^3(T^A) \oplus \mathcal{R} = U_{r-3}^3(T^A)$.

**Theorem 5.13.** The following diagram commutes for the indicated degrees $r$:

\[
\begin{array}{c}
\mathcal{R} \xrightarrow{\varepsilon} \mathcal{C}^\infty(T) \otimes \mathcal{V} \xrightarrow{\text{inc}} \mathcal{C}^\infty(T) \otimes \mathcal{S} \xrightarrow{\text{div}} \mathcal{C}^\infty(T) \otimes \mathcal{V} \rightarrow 0 \\
\begin{array}{c}
\Pi_0^U \downarrow \ (r \geq 4) \\
\Pi_1^U \downarrow \ (r \geq 4) \\
\Pi_2^U \downarrow \ (r \geq 6) \\
\Pi_3^U \\
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\mathcal{R} \xrightarrow{\varepsilon} U_{r+1}^0(T^A) \xrightarrow{\text{inc}} U_r^1(T^A) \xrightarrow{\text{div}} U_{r-2}^2(T^A) \xrightarrow{\text{div}} U_{r-3}^3(T^A) \rightarrow 0.
\end{array}
\]

**Proof.** First, we show that

\[(5.30) \quad \text{div } \Pi_j ^{U} \sigma = \Pi_j ^{U} \text{div } \sigma \quad \text{ for } r \geq 6. \]

Since $w = \text{div } \Pi_j ^{U} \sigma - \Pi_j ^{U} \text{div } \sigma$ is in $U_{r-3}^3(T^A)$, it suffices to prove that the dofs of (5.28) applied to $w$ vanish. It is obvious from (5.27c) that the dofs of (5.28b) applied to $w$ vanish. The dofs of (5.28a) also vanish because, for $\kappa \in \mathcal{R}$

\[(5.31) \quad \text{inc } \Pi_j ^{U} u = \Pi_j ^{U} \text{inc } u \quad \text{ for } r \geq 4. \]

Let $\sigma = \text{inc } \Pi_j ^{U} u - \Pi_j ^{U} \text{inc } u$. To show that the dofs (5.27) vanish on $\sigma$, we begin by noting that (5.27a) and (5.27b) imply that the dofs (5.27a) vanish for $\sigma$. Similarly, the dofs (5.27b) applied to $\sigma$ also vanish due to (5.22a) and (5.22b). To show that the dofs of (5.27c) also vanish on $\sigma$, we split them into normal and tangential parts after using (5.27c) on $\text{inc } u$:

\[(5.32) \quad \int_F \sigma n^F \cdot \kappa = g_n + g_F, \quad g_n = \int_F [\text{inc}(\Pi_i ^{U} u - u)]_{nn} \kappa_n, \quad g_F = \int_F [\text{inc}(\Pi_i ^{U} u - u)]_{nF} \kappa_F. \]
Note that \( g_n \) vanishes for any \( \kappa_n \in \mathcal{P}_{r-5}(F)/\mathcal{P}_1(F) \) due to (5.22a). In fact, \( g_n \) vanishes for any \( \kappa_n \in \mathcal{P}_{r-5}(F) \), as we now show. Observe that by (5.19) of Lemma 5.8 for a \( p_1 \in \mathcal{P}_1(F) \),

\[
(5.33) \quad \int_F \sigma_{nn} p_1 = \int_{\partial F} \left[ \text{curl}_{e} (\Pi^U_1 u - u)_{\partial F} \right] t_p t_1 ds + \int_{\partial F} (\Pi^U_1 u - u)_{\partial F} t \cdot (\text{rot}_{e} p_1)' .
\]

By (5.17b), \( \text{curl}_{e} (\Pi^U_1 u - u)_{\partial F} t p_1 = \left[ \text{curl}(\Pi^U_1 u - u)' \right]_{\partial F} t p_1 = \text{curl}(\Pi^U_1 u - u)' : p_1 n' t \), so the first term on the right hand side of (5.33) vanishes by (5.22a). The last term of (5.33) also vanishes because \( (\Pi^U_1 u - u)_{\partial F} t \cdot (\text{rot}_{e} p_1)' = \text{curl}(\Pi^U_1 u - u)Q t \cdot (\text{rot}_{e} p_1)' = (\Pi^U_1 u - u)Q t \cdot (\text{rot}_{e} p_1)' t \) thus allowing us to apply (5.22c) whenever \( r - 4 \geq 0 \). Thus from (5.33) we conclude that \( g_n = 0 \) for all \( \kappa_n \in \mathcal{P}_{r-5}(F) = \mathcal{P}_1(F) \oplus \mathcal{P}_{r-5}(F)/\mathcal{P}_1(F) \).

Next consider \( g_{\kappa} \). Obviously, (5.22g) shows that \( g_{\kappa} = 0 \) whenever \( \kappa \in [\mathcal{P}_{r-5}(F)]^2/\mathcal{R}(F) \). However, for \( \kappa \in \mathcal{R}(F) \), we may conduct a similar argument as above but now using (5.20) of Lemma 5.8 to conclude that \( g_{\kappa} = 0 \) for all \( \kappa \in [\mathcal{P}_{r-5}(F)]^2 \). Thus, returning to (5.32), we have \( \int_F \sigma \kappa \cdot n_{\kappa} \) for all \( \kappa \in [\mathcal{P}_{r-5}(F)]^3 \), i.e., all dofs of (5.27c) applied to \( \sigma \) vanish. It is easy to see that the remaining dofs of (5.27d) and (5.27e) applied to \( \sigma \) also vanish, thus finishing the proof of (5.31).

Finally, we will prove that

\[
(5.34) \quad \epsilon(\Pi^U_0 \omega) = \Pi^U_1 \epsilon(\omega), \quad \text{for } r \geq 4.
\]

Letting \( u = \epsilon(\Pi^U_0 \omega) - \Pi^U_1 \epsilon(\omega) \), it is enough to show that the dofs of (5.22) applied to \( u \) vanish. Let us dispose of the obvious implications first: (i) \( \text{inc} \circ \epsilon = 0 \) implies that the dofs of (5.22b), (5.22c), (5.22d), and (5.22e) applied to \( u \) vanish; (ii) (5.22a), (5.24c), (5.24d), (5.24e) applied to \( \omega \), taken together with (5.22a), (5.22b), (5.22d), (5.22e) applied to \( \epsilon(\omega) \), each respectively imply that (5.22a), (5.22b), (5.22d), (5.22e) applied to \( u \) vanish. It only remains to prove that the dofs of (5.22c) and (5.22d) applied to \( u \) vanish. To this end, it is useful to employ the edge-based orthonormal basis \( n^+_e, n^-_e, t_e \) and write \( \kappa \in \text{sym} [\mathcal{P}_{r-4}(e)]^{3 \times 3} \) as \( \kappa = \kappa_{11} n^+_e (n^+_e)' + \kappa_{12} (n^+_e n^-_e)' + \kappa_{13} (n^+_e t_e)' + \kappa_{22} n^-_e (n^-_e)' + \kappa_{23} (n^-_e t_e)' + \kappa_{33} t_e (t_e)' \) where \( \kappa_{ij} \in \mathcal{P}_{r-4}(e) \). Then,

\[
\int_e u : \kappa = \int_e \epsilon(\Pi^U_0 \omega) - \Pi^U_1 \epsilon(\omega) : \kappa = \int_e \epsilon(\Pi^U_0 \omega - \omega) : \kappa \quad \text{by (5.22c)}
\]

\[
= \int_e \text{grad}(\Pi^U_0 \omega - \omega) : \kappa = \int_e \text{grad}(\Pi^U_0 \omega - \omega) : (\kappa_{13} n^+_e t_e' + \kappa_{33} t_e t_e') \quad \text{by (5.24c)}
\]

\[
= \int_e \text{grad}(\Pi^U_0 \omega - \omega) t_e \cdot (\kappa_{13} n^+_e + \kappa_{33} t_e) .
\]

Now that the integrand contains a tangential derivative, we may integrate by parts, to see that the integral vanishes after an application of (5.24a) and (5.24b). Thus the dofs of (5.22c) applied to \( u \) vanish. To examine the dofs (5.22d), letting \( \kappa \in [\mathcal{P}_{r-3}(e)]^3 \), we note that

\[
\int_e (\text{curl} u)^t t_e : \kappa = \int_e [\text{curl} \epsilon(\Pi^U_0 \omega - \omega)]^t t_e : \kappa \quad \text{by (5.22d)}
\]

\[
= \frac{1}{2} \int_e [\text{grad} \text{curl} (\Pi^U_0 \omega - \omega)] t_e : \kappa \quad \text{by (5.17b)}
\]

\[
= - \frac{1}{2} \int_e \text{curl} (\Pi^U_0 \omega - \omega) \cdot \partial_e \kappa \quad \text{by (5.24a)}
\]

where in the last step, we have integrated by parts, and put \( \partial_e \kappa = (\text{grad} \kappa) t_e \). The curl in the integrand above can be decomposed into terms involving \( \partial_e (\Pi^U_0 \omega - \omega) \) and those
6. Global complexes

We have developed a number of new finite elements on Alfeld splits in the previous sections. In this section, we briefly discuss how the elements on Alfeld splits may be put together to construct global finite element spaces. Throughout this section, $\Omega$ denotes a contractible polyhedral domain in $\mathbb{R}^3$, subdivided by $\mathcal{T}_h$, a conforming tetrahedral mesh (and $h$ denotes maximal element diameter). Let $\mathcal{T}_h^A$ be the refinement obtained performing an Alfeld split to each mesh tetrahedron $T \in \mathcal{T}_h$, e.g., by connecting the barycenter of $T$ with its vertices. We consider finite element spaces on $\mathcal{T}_h^A$ built using the previously discussed elements. Every local dof we defined previously was associated to a subsimplex, so it is standard to go from the local dofs to the global dofs associated to the simplicial complex $\mathcal{T}_h$. We use $\#_k$ to denote the number of $k$-dimensional simplexes in $\mathcal{T}_h$. For example, $\#_0$ and $\#_1$ are the numbers of vertices and edges, respectively.

6.1. The global $V$ complex. We begin with the standard finite element sequence. Let $W^0_r(\mathcal{T}_h^A)$, $W^1_r(\mathcal{T}_h^A)$, and $W^2_r(\mathcal{T}_h^A)$, and $W^3_r(\mathcal{T}_h^A)$, denote the standard conforming finite element subspaces of $H^1(\Omega), H(\text{curl}, \Omega), H(\text{div}, \Omega)$, and $L^2(\Omega)$ whose elements when restricted to a mesh element $T \in \mathcal{T}_h$ are in $W^0_r(T^A)$, $W^1_r(T^A)$, $W^2_r(T^A)$, and $W^3_r(T^A)$, respectively. Let

- $V^0_r(\mathcal{T}_h^A) = \{ \omega \in C^1(\Omega) : \omega \text{ is } C^2 \text{ at vertices of } \mathcal{T}_h, \omega|_T \in V^0_r(T^A) \text{ for all } T \in \mathcal{T}_h \}$,
- $V^1_r(\mathcal{T}_h^A) = \{ \omega \in [C^0(\Omega)]^3 : \omega \text{ is } C^1 \text{ at vertices of } \mathcal{T}_h, \omega|_T \in V^1_r(T^A) \text{ for all } T \in \mathcal{T}_h \}$,
- $V^2_r(\mathcal{T}_h^A) = \{ \omega \in H(\text{div}, \Omega) : \omega \text{ is } C^0 \text{ at vertices of } \mathcal{T}_h, \omega|_T \in V^2_r(T^A) \text{ for all } T \in \mathcal{T}_h \}$,
- $V^3_r(\mathcal{T}_h^A) = W^3_r(\mathcal{T}_h^A)$.

After inheriting the global $V$ dofs from the prior local $V$ dofs, we may define global interpolation operators into these finite element spaces in the canonical way. Then the following global analogue of Theorem 3.7 can be easily proved.

**Theorem 6.1.** Let $\Pi^V_{i,h}$ denote the canonical global finite element interpolant onto $V^i_{r-i}(\mathcal{T}_h^A)$. Then for $r \geq 5$ the following diagram commutes:

\[
\begin{array}{ccccccccc}
C^\infty(\Omega) & \xrightarrow{\text{grad}} & [C^\infty(\Omega)]^3 & \xrightarrow{\text{curl}} & [C^\infty(\Omega)]^3 & \xrightarrow{\text{div}} & C^\infty(\Omega) \\
\Pi^V_{0,h} & \downarrow & \Pi^V_{1,h} & \downarrow & \Pi^V_{2,h} & \downarrow & \Pi^V_{3,h} \\
V^0_r(\mathcal{T}_h^A) & \xrightarrow{\text{grad}} & V^1_{r-1}(\mathcal{T}_h^A) & \xrightarrow{\text{curl}} & V^2_{r-2}(\mathcal{T}_h^A) & \xrightarrow{\text{div}} & V^3_{r-3}(\mathcal{T}_h^A) \\
\end{array}
\]

An exactness result analogous to Lemma 3.3 also holds for these global $V$ spaces. In order to prove it, we are not able to use the projections $\Pi^V_{i,h}$ directly, since the functions we will apply them to are not sufficiently regular. This technical problem is overcome in the proof below by zeroing out the degrees of freedom requiring higher regularity and using the well-known existence of a regular potential (see e.g. [118]):

\[
(6.1) \quad \forall u \in L^2(\Omega), \exists v \in [H^1(\Omega)]^3 \text{ such that } \text{div } v = u.
\]

With the above-mentioned modified interpolant and (6.1), the global exactness for $r \geq 5$ follows easily as seen below. The $r = 4$ case is also interesting, but since no local dofs for
gluing $V_r^0(T^A)$ are known for this case, the same proof does not work. Yet, we are able to prove the partial exactness result that $\text{div} : V_{r-2}^2(\mathcal{T}_h^A) \to V_{r-3}^3(\mathcal{T}_h^A)$ is onto when $r = 4$, using a technique inspired by Stenberg [37, Theorem 1], who showed how dofs in standard mixed methods (for the Poisson problem) can be reduced by imposing vertex continuity. Our $V_{r-2}^2(\mathcal{T}_h^A)$ space has similar continuity restrictions at the vertices of $\mathcal{T}_h$.

**Theorem 6.2.** The sequence

\begin{align*}
(6.2) \quad 0 & \longrightarrow \mathbb{R} \overset{\text{grad}}{\longrightarrow} V_r^0(\mathcal{T}_h^A) \overset{\text{curl}}{\longrightarrow} V_{r-1}^1(\mathcal{T}_h^A) \overset{\text{div}}{\longrightarrow} V_{r-2}^2(\mathcal{T}_h^A) \overset{\text{div}}{\longrightarrow} V_{r-3}^3(\mathcal{T}_h^A) \longrightarrow 0,
\end{align*}

is exact for $r \geq 5$. When $r = 4$, the divergence operator remains surjective.

**Proof.** To show that $\text{div} : V_{r-2}^2(\mathcal{T}_h^A) \to V_{r-3}^3(\mathcal{T}_h^A)$ is onto, let $v \in V_{r-3}^3(\mathcal{T}_h^A)$. By (6.1), there exists an $\omega \in [H^1(\Omega)]^3$ such that $\text{div} \omega = v$. We now proceed to modify $\tilde{\Pi}_h^V$ and apply it to $\omega$. The first modification involves zeroing out vertex dofs to avoid taking values of $\omega$ at the vertices. The second modification involves a rearrangement of $r - 3$ face dofs that helps prove the theorem’s assertion for the $r = 4$ case. These modifications result in the $\tilde{\Pi}_h^V$ given next. For every $F \in \Delta_2(T)$, arbitrarily choose an edge of $F$ and denote it by $e_F$. Then define $\tilde{\Pi}_h^V \omega \in V_{r-2}^2(\mathcal{T}_h^A)$ such that on an element $T \in \mathcal{T}_h$, the function $\omega_T = (\tilde{\Pi}_h^V \omega)|_T$ is given by the equations

\begin{align*}
(6.3a) \quad & \omega_T(a) = 0, \quad a \in \Delta_0(T) \\
(6.3b) \quad & \int_e (\omega \cdot n^F) \kappa, \quad \kappa \in \mathcal{P}_{r-4}(e), \ e \in \Delta_1(F), \ e \neq e_F, \ F \in \Delta_2(T) \\
(6.3c) \quad & \int_F (\omega \cdot n^F) \kappa, \quad \kappa \in \mathcal{P}_{r-4}(F), \ F \in \Delta_2(T) \\
(6.3d) \quad & \int_T (\omega_T \cdot \kappa = \int_T \omega \cdot \kappa, \quad \kappa \in \text{curl} \tilde{\Pi}_h^1(\mathcal{T}_h^A) \\
(6.3e) \quad & \int_T (\text{div} \omega_T) \kappa = \int_T (\text{div} \omega) \kappa, \quad \kappa \in \tilde{\Pi}_h^3(\mathcal{T}_h^A)
\end{align*}

These equations, being a minor modification of previously given unisolvent dofs (3.12), can easily be shown to uniquely define a $\omega_T \in V_{r-2}^2(\mathcal{T}_h^A)$, so $\tilde{\Pi}_h^V \omega$ is a well defined function in $V_{r-2}^2(\mathcal{T}_h^A)$ for any $\omega$ in $H^1(\Omega)^3$ (e.g., the integral on the right hand side of (6.3c) is bounded for any $\omega$ in $H^1(\Omega)^3$ by a trace theorem). Now, when $r \geq 4$, for any constant $\kappa$, we have $\int_T \text{div}(\omega_T - \omega) \kappa = \int_T (\omega_T - \omega) \cdot n \kappa = 0$ by (6.3c). Hence (6.3c) yields $\text{div} \tilde{\Pi}_h^V \omega = \Pi_h^V \text{div} \omega = \Pi_h^V \omega = v$. This proves the stated surjectivity of divergence for $r = 4$ as well as for $r \geq 5$.

Continuing, restricting to the $r \geq 5$ case, for any $u \in \ker(\text{curl}, V_{r-1}^1(\mathcal{T}_h^A))$, there exists $v \in W_h^0(\mathcal{T}_h^A)$ such that $u = \text{grad} v$ by the exactness of the standard finite element de Rham complex (the $W$ sequence). Since $u$ is $C^1$ at the vertices of $\mathcal{T}_h$, $v$ is $C^2$ at the vertices, so $v \in V_r^0(\mathcal{T}_h^A)$.

Finally, to show that $\text{curl} V_{r-1}^1(\mathcal{T}_h^A) = \ker(\text{div}, V_{r-2}^2(\mathcal{T}_h^A))$, it suffices to prove that their dimensions are equal. To this end, we note from (3.9), (3.10), (3.12), and (3.13) that the
following dimension count holds:

\[
\dim(V^0_r(\mathcal{T}_h^A)) = 10#_0 + (3r - 13)#_1 + (r^2 - 7r + 13)#_2 + \frac{2}{3}(r - 4)(r - 3)(r - 2)#_3,
\]
\[
\dim(V^1_{r-1}(\mathcal{T}_h^A)) = 12#_0 + 3(r - 4)#_1 + \frac{3}{2}(r - 2)(r - 3)#_2 + (2r^3 - 9r^2 + 19r - 27)#_3,
\]
\[
\dim(V^2_{r-2}(\mathcal{T}_h^A)) = 3#_0 + \frac{1}{2}(r + 2)(r - 3)#_2 + (2r^3 - 5r^2 + 3r - 12)#_3,
\]
\[
\dim(V^3_{r-3}(\mathcal{T}_h^A)) = \frac{2}{3}r(r - 1)(r - 2)#_3.
\]

By the exactness properties we have already proven, \(\dim \text{curl}V^1_{r-1}(\mathcal{T}_h^A) = \dim V^1_{r-1}(\mathcal{T}_h^A) - \dim V^0(\mathcal{T}_h^A) + 1\) and \(\dim \ker(\text{div}, V^2_{r-2}(\mathcal{T}_h^A)) = \dim V^2_{r-2}(\mathcal{T}_h^A) - \dim V^2_{r-3}(\mathcal{T}_h^A)\). These numbers are equal because the Euler formula, together with the dimensions given above, yields
\[
\dim(V^0(\mathcal{T}_h^A)) - \dim(V^1_{r-1}(\mathcal{T}_h^A)) + \dim(V^2_{r-2}(\mathcal{T}_h^A)) - \dim(V^3_{r-3}(\mathcal{T}_h^A)) = 1. \quad \square
\]

6.2. The global \(Z\) complex. Let \(Z^0_r(\mathcal{T}_h^A) = V^0_r(\mathcal{T}_h^A)\), and

\[
Z^1_r(\mathcal{T}_h^A) = \{ \omega \in [C^0(\Omega)]^3 : \text{curl} \omega \in [C^0(\Omega)]^3, \ \omega \text{ and curl} \omega \text{ are } C^1 \text{ at vertices of } \mathcal{T}_h, \quad \text{and } \omega|_T \in Z^1_r(\mathcal{A}) \text{ for all } T \in \mathcal{T}_h\},
\]
\[
Z^2_r(\mathcal{T}_h^A) = \{ \omega \in [C^0(\Omega)]^3 : \omega \text{ is } C^1 \text{ at vertices of } \mathcal{T}_h, \ \omega|_T \in Z^2_r(\mathcal{A}) \text{ for all } T \in \mathcal{T}_h\},
\]
\[
Z^3_r(\mathcal{T}_h^A) = \{ \omega \in L^2(\Omega) : \omega \text{ is } C^0 \text{ at vertices of } \mathcal{T}_h, \ \omega|_T \in Z^3_r(\mathcal{A}) \text{ for all } T \in \mathcal{T}_h\}.
\]

These spaces inherit global dofs from the previously given local \(Z\) dofs. The following global analogue of Theorem 4.3 can be easily proved.

**Theorem 6.3.** Let \(\Pi^{Z}_{r,h}\) denote the canonical global finite element interpolant onto \(Z_{r-i+1}(\mathcal{T}_h^A)\). Then for \(r \geq 4\) the following diagram commutes:

\[
\begin{array}{ccccccc}
C^\infty(\Omega) & \xrightarrow{\text{grad}} & [C^\infty(\Omega)]^3 & \xrightarrow{\text{curl}} & [C^\infty(\Omega)]^3 & \xrightarrow{\text{div}} & C^\infty(\Omega) \\
\downarrow \Pi^0_z & & \downarrow \Pi^0_z & & \downarrow \Pi^0_z & & \downarrow \Pi^0_z \\
Z^0_{r+1}(\mathcal{T}_h^A) & \xrightarrow{\text{grad}} & Z^1_r(\mathcal{T}_h^A) & \xrightarrow{\text{curl}} & Z^2_{r-1}(\mathcal{T}_h^A) & \xrightarrow{\text{div}} & Z^3_{r-2}(\mathcal{T}_h^A).
\end{array}
\]

**Theorem 6.4.** The sequence

\[
(6.4) \quad 0 \xrightarrow{\mathbb{C}} \mathbb{R} \xrightarrow{C} Z^0_{r+1}(\mathcal{T}_h^A) \xrightarrow{\text{grad}} Z^1_r(\mathcal{T}_h^A) \xrightarrow{\text{curl}} Z^2_{r-1}(\mathcal{T}_h^A) \xrightarrow{\text{div}} Z^3_{r-2}(\mathcal{T}_h^A) \xrightarrow{0}
\]

is exact for \(r \geq 4\).

**Proof.** Let \(\mathcal{A}\) denote the set of all (constant) trace-free \(3 \times 3\) matrices. To show that \(\text{div}\) is onto, let \(v \in Z^3_{r-2}(\mathcal{T}_h^A)\). By (6.1), there exists an \(\omega \in [H^1(\Omega)]^3\) such that \(\text{div} \omega = v\). Let \(\tilde{\Pi}^Z_{2,h}\omega \in Z^2_{r-1}(\mathcal{T}_h^A)\) be such that on each \(T \in \mathcal{T}_h^A\), its element restriction \(\omega_T = (\tilde{\Pi}^Z_{2,h}\omega)|_T\)
satisfies
\[
\omega_T(a) = 0, \quad \kappa \in A, \quad a \in \Delta_0(T),
\]
\[
(\text{grad } \omega_T)(a) : \kappa = 0, \quad a \in \Delta_0(T),
\]
\[
\text{tr}(\text{grad } \omega_T)(a) = \text{tr}(\text{grad } \omega)(a), \quad a \in \Delta_0(T),
\]
\[
\int_e \omega_T \cdot \kappa = 0, \quad \kappa \in [P_{r-5}(e)]^3, \quad e \in \Delta_1(T),
\]
\[
\int_F \omega_T \cdot \kappa = \int_F \omega \cdot \kappa, \quad \kappa \in [P_{r-4}(F)]^3, \quad F \in \Delta_2(T),
\]
\[
\int_T \omega_T \cdot \kappa = \int_T \omega \cdot \kappa, \quad \kappa \in \text{curl } \tilde{Z}^1_r(T^A),
\]
\[
\int_T \text{div } \omega_T \cdot \kappa = \int_T \text{div } \omega \cdot \kappa, \quad \kappa \in \text{div } \tilde{Z}^2_{r-1}(T^A).
\]

Here we have used the same technique of zeroing out certain dofs that we used in the proof of Theorem 6.2. The right hand sides of the equations above are bounded since \( \omega \) is in \([H^1(\Omega)]^3\) and since \( \text{tr}(\text{grad } \omega) = \text{div } \omega = v \in Z^3_{r-2}(T^A)\). These equations uniquely determine \( \tilde{\Pi}_{Z} h \omega \in Z^2_{r-1}(T^A)\) due to the unisolvency of (4.16) proved in Lemma 4.5. An argument analogous to the one we used to prove that \( \text{div } \Pi_Z^2 = \Pi_Z^2 \text{div} \) in the proof of Theorem 6.7 now yields \( \text{div } \tilde{\Pi}_{Z} h \omega = \text{div } \omega = v \). It is easy to prove that \( \text{grad } : Z^0_{r+1}(T^A) \to \ker(\text{curl } Z^1_r(T^A)) \) is onto (see proof of Theorem 6.2).

Finally, we perform a dimension count of the global degrees of freedom to show that \( \ker(\text{curl } Z^1_r(T^A)) \) is onto. To this end, we note from (3.9), (4.15), (4.16), and (4.17) that the following dimension count holds:
\[
\begin{align*}
\dim(Z^0_{r+1}(T^A)) &= 10#_0 + (3r - 10)#_1 + (r^2 - 5r + 7)#_2 + \frac{2}{3}(r - 3)(r - 2)(r - 1)#_3, \\
\dim(Z^1_r(T^A)) &= 20#_0 + 3(2r - 7)#_1 + \frac{5}{2}(r - 2)(r - 3)#_2 \\
&\quad + \left(\frac{2}{3}(r - 3)(r - 2)(r - 1) + \frac{1}{3}(r - 3)(r - 2)(4r - 7)\right)#_3, \\
\dim(Z^2_{r-1}(T^A)) &= 12#_0 + 3(r - 4)#_1 + \frac{3}{2}(r - 2)(r - 3)#_2 \\
&\quad + \left(\frac{1}{3}(r - 3)(r - 2)(4r - 7) + \frac{2}{3}(r + 1)r(r - 1) - 13\right)#_3, \\
\dim(Z^3_{r-2}(T^A)) &= #_0 + \left(\frac{2}{3}(r + 1)r(r - 1) - 12\right)#_3.
\end{align*}
\]

By the Euler formula, we have
\[
\dim(Z^0_{r+1}(T^A)) - \dim(Z^1_r(T^A)) + \dim(Z^2_{r-1}(T^A)) - \dim(Z^3_{r-2}(T^A)) = 1,
\]
which shows that \( \dim \text{curl } Z^1_r(T^A) = \dim \ker(\text{div } Z^2_{r-1}(T^A)) \). \( \square \)

### 6.3. The global \( U \) complex

The global elasticity complex consists of
\[
\begin{align*}
U^0_{r+1}(T^A) &= Z^0_{r+1}(T^A), \\
U^1_r(T^A) &= \{\text{sym}(u) : u \in Z^1_r(T^A) \otimes \mathbb{V}\}, \\
U^2_{r-2}(T^A) &= \{\omega \in U^2_{r-2}(T^A) \otimes \mathbb{V} : \text{skew } \omega = 0\}, \\
U^3_{r-3}(T^A) &= Z^3_{r-3}(T^A).
\end{align*}
\]
To show that these spaces form an exact global complex, we follow the same procedure as for the local complex, starting with a global analogue of Theorem 5.2. Note that like in the local case, the global space \( V^1_{r-1}(T_h^A) \otimes \mathbb{V} \) is in bijective correspondence with \( Z^2_{r-1}(T_h^A) \otimes \mathbb{V} \) via \( \Xi \). Also, \( \text{vskw} : V^2_{r-2}(T_h^A) \otimes \mathbb{V} \mapsto Z^2_{r-2}(T_h^A) \otimes \mathbb{V} \) is easily seen to be surjective.

**Theorem 6.5.** For \( r \geq 5 \), the sequence

\[
\begin{align*}
\left[ Z^0_{r+1}(T_h^A) \otimes \mathbb{V} \right]_{\text{grad}, \text{mskw}} & \rightarrow \left[ Z^1_r(T_h^A) \otimes \mathbb{V} \right]_{\text{curl} \Xi^{-1} \text{curl}} \rightarrow \left[ V^2_{r-2}(T_h^A) \otimes \mathbb{V} \right]_{\text{div}} \\
& \rightarrow \left[ Z^3_{r-2}(T_h^A) \otimes \mathbb{V} \right]_{\text{vskw}} \\
& \rightarrow \left[ V^3_{r-3}(T_h^A) \otimes \mathbb{V} \right] 
\end{align*}
\]

is exact and the kernel of the first operator above is isomorphic to \( \mathbb{R} \). When \( r = 4 \), the last operator remains surjective.

**Proof.** The case \( r \geq 5 \) follows by the \( r \geq 5 \) case of Theorem 6.2 and Proposition 2.3’s item (1). The statement for \( r = 4 \) follows from the surjectivity of the divergence asserted by Theorem 6.2 in the \( r = 4 \) case and Proposition 2.3’s item (2).

**Theorem 6.6.** \( U^1_r(T_h^A) = \{ u \in H^1(\Omega; \mathbb{S}) : (\text{curl} u)^T \in W^1_{r-1}(T_h^A) \otimes \mathbb{V}, u \text{ is } C^1 \text{ at the mesh vertices of } T_h, \text{ inc } u \text{ is } C^0 \text{ at the mesh vertices of } T_h, \text{ and } u|_T \in U^1_r(T^A) \text{ for all mesh elements } T \in T_h \} \).

**Proof.** This can be proved along the lines of the proof of Theorem 6.6 using Theorem 6.5.

**Theorem 6.7.** The following sequence of global finite element spaces

\[
(6.6) \quad 0 \rightarrow \mathbb{R} \hookrightarrow \underbrace{U^0_{r+1}(T_h^A)}_{\varepsilon} \rightarrow \underbrace{U^1_r(T_h^A)}_{\text{inc}} \rightarrow \underbrace{U^2_{r-2}(T_h^A)}_{\text{div}} \rightarrow \underbrace{U^3_{r-3}(T_h^A)}_{\text{vskw}} \rightarrow 0.
\]

is a complex and is exact (on contractible domains) for \( r \geq 4 \).

**Proof.** For \( r \geq 5 \), the proof is along the lines of the proof of Theorem 6.4 using Theorem 6.5. For \( r = 4 \), first note that the surjectivity of \( \text{div} : U^2_{r-2}(T_h^A) \rightarrow U^3_{r-3}(T_h^A) \) follows from Theorem 6.5. Next, we show that \( \varepsilon(U^0_{r+1}(T_h^A)) = \ker(\text{inc}, U^1_r(T_h^A)) \) for \( r = 4 \). Any \( u \in U^1_r(T_h^A) \) with \( \text{inc } u = 0 \) may be written as \( \varepsilon(v) \) for some \( v \in H^2(\Omega) \) by the exactness of (1.2). Now, on each mesh element \( T \in T_h \), split into an Alfeld split \( T^A \), the local exactness result of Theorem 5.4 applied with \( r = 4 \), shows that there is a \( w_T \in U^0_{r+1}(T^A) \) satisfying \( \varepsilon(w_T) = u|_T \). In other words, \( \varepsilon(w_T - u)|_T = 0 \), which implies that on each \( T \), the function \( v \) must equal a polynomial of the form \( v|_T = w_T + rt \) for some \( rt \in \mathbb{R}(T) \subset [P_1(T)]^3 \). Thus \( u = \varepsilon(v) \) and \( v \in H^2(\Omega) \cap P_3(\mathbb{S}) \subseteq U^0_{r+1}(T^A) \). To complete the proof of exactness, we now only need to show that \( \text{curl} : U^1_r(T^A) \rightarrow \ker(\text{div}, U^2_{r-2}(T^A)) \) is onto. To this end, we note from (3.9), (5.22), (5.27), and (5.28) that the following dimension count holds:

\[
\begin{align*}
\dim(U^0_{r+1}(T_h^A)) &= 10 \#_0 + (3r - 10) \#_1 + (r^2 - 5r + 7) \#_2 + N_0 \#_3, \\
\dim(U^1_r(T_h^A)) &= 30 \#_0 + 3(3r - 8) \#_1 + 3/2(3r^2 - 11r + 4) \#_2 + N_1 \#_3, \\
\dim(U^2_{r-2}(T_h^A)) &= 6 \#_0 + 3/2(r - 3)(r + 2) \#_2 + N_2 \#_3, \\
\dim(U^3_{r-3}(T_h^A)) &= N_3 \#_3.
\end{align*}
\]

By the definition of interior degrees of freedom, we have \( N_0 + N_2 = N_1 + N_3 - 6 \). By the Euler formula, we have

\[
\dim(U^0_{r+1}(T_h^A)) - \dim(U^1_r(T_h^A)) + \dim(U^2_{r-2}(T_h^A)) - \dim(U^3_{r-3}(T_h^A)) = 6,
\]

which shows that \( \dim \text{curl } U^1_r(T_h^A) = \dim \ker(\text{div}, U^2_{r-2}(T_h^A)) \).
APPENDIX A. SUPERSMOOTHNESS

Consider a tetrahedron $T$ and its Alfeld split $\{T_i\}$ as in the rest of the paper. Proposition 2.1’s items (1) and (2) are a consequence of the following fact proved in [1]: if $v \in C^1(T)$ and $v|_{T_i}$ is in $C^\infty(T_i)$, then $v$ is $C^2$ at the vertices of $T$. Such serendipitous “supersmoothness” at some points was observed on triangles earlier [20]. In Theorem A.1 below, we establish a supersmoothness result in the same spirit for 1-forms. In fact, the earlier result of Alfeld follows from the theorem, as noted in Corollary A.2. Items (3) and (4) of Proposition 2.1 follow from the arguments below. (The proof will show that the assumption that $v|_{T_i}$ is infinitely smooth can be relaxed, but this generalization is not important for our purposes.)

**Theorem A.1.** Suppose $v$ is in $C^0(T)^3$, $v_i = v|_{T_i} \in C^\infty(T_i)$, and curl $v$ is $C^0$ at the vertices $x_i$ of $T$. Then $v$ is $C^1$ at $x_i$.

**Proof.** Let $F_{ij} = \partial T_i \cap \partial T_j$ and let $TF_{ij}$ denote the tangent plane of $F_{ij}$. Let $c \in \mathbb{V}$ and $\tau \in TF_{ij}$. The first observation needed for this proof is that

$$c \cdot (\text{grad } v_j) \tau = c \cdot (\text{grad } v_j) \tau \quad \text{ on } F_{ij}. \quad (A.1)$$

This is because the continuity of $v$ requires $(v_i - v_j) \cdot c$ to vanish on $F_{ij}$ for any $c \in \mathbb{V}$, so its tangential derivatives also vanish on $F_{ij}$.

We claim that at a vertex of $T$ on $F_{ij}$, we also have

$$\tau \cdot (\text{grad } v_i)c = \tau \cdot (\text{grad } v_j)c. \quad (A.2)$$

To show this, consider $x_1$, a common vertex of $T$ and $F_{23}$. Then, since the scalar $\tau \cdot (\text{grad } v_i)(x_1) c$ equals its transpose, we have

$$\tau \cdot (\text{grad } v_2)c = c \cdot (\text{grad } v_2)\tau^T \quad \text{ at } x_1,$$

$$= c \cdot ((\text{grad } v_2)' - (\text{grad } v_2)) \tau + c \cdot (\text{grad } v_2)\tau \quad \text{ by } (A.1),$$

$$= c \cdot ((\text{grad } v_3)' - (\text{grad } v_3)) \tau + c \cdot (\text{grad } v_3)\tau \quad \text{ as curl } v \text{ is } C^0 \text{ at } x_1$$

$$= \tau \cdot (\text{grad } v_3)c.$$

This argument can be repeated at other vertices to finish the proof of (A.2).

Now we are ready to show that $v$ is $C^1$ at $x_i$. Let $\tau_i = (x_i - z)/\|x_i - z\|$ and $\tau_{ij} = (x_i - x_j)/\|x_i - x_j\|$. Without loss of generality, we focus on one vertex, say $x_1$. At $x_1$,

(A.3a) \hspace{1cm} c \cdot (\text{grad } v_2)\tau_0 = c \cdot (\text{grad } v_3)\tau_0 \quad \tau_0(\text{grad } v_2)c = \tau_0(\text{grad } v_3)c$$

(A.3b) \hspace{1cm} c \cdot (\text{grad } v_2)\tau_{10} = c \cdot (\text{grad } v_3)\tau_{10} \quad \tau_{10}(\text{grad } v_2)c = \tau_{10}(\text{grad } v_3)c.$$

The left equalities follow from (A.1) and the right ones from (A.2). Furthermore, at $x_1$ we have

$$\tau_{12} \cdot (\text{grad } v_2)\tau_{13} = \tau_{12} \cdot (\text{grad } v_0)\tau_{13} \quad \text{by } (A.1) \text{ applied to } F_{20},$$

$$= \tau_{12} \cdot (\text{grad } v_3)\tau_{13} \quad \text{by } (A.2) \text{ applied to } F_{03}.$$ 

Therefore, $\tau_{12} \cdot (\text{grad } v_2)\tau_{13} = \tau_{12} \cdot (\text{grad } v_3)\tau_{13}$ at $x_1$. Writing $\tau_{12}$ as a linear combination of $\tau_0$, $\tau_{10}$ and $\tau_{13}$, and using the equalities of (A.3) in the right panel, we conclude that

$$\tau_{13} \cdot (\text{grad } v_2)\tau_{13} = \tau_{13} \cdot (\text{grad } v_3)\tau_{13} \quad \text{ at } x_1. \quad (A.4)$$

The identities of (A.4) and (A.3) together yield the equality of grad $v_2$ and grad $v_3$ at $x_1$. Repeating this argument for every pair of $v_i$ meeting at a vertex, the proof is finished. □
Corollary A.2. If \( w \in C^1(T) \) and \( w|_{T_i} \) is in \( C^\infty(T_i) \), then \( w \) is \( C^2 \) at the vertices of \( T \).

Proof. This follows by applying Theorem A.1 with \( v = \text{grad } w \).
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