Quadratic enhancement in the reliability of collective quantum engines
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We study fluctuations in many-body quantum heat engines operating in the presence of collective system-bath interactions. We show that collective effects in open quantum systems can be harnessed to develop highly consistent many-body quantum engines. We consider quantum Otto engines, modeled by n spins collectively coupled to thermal baths. Our results show that collective effects can significantly reduce the fluctuations in the output work, quantified by high reliability (r) and low thermodynamic uncertainty. In contrast to independent engines, we demonstrate a quadratic enhancement of the reliability r for their collective counterparts. We extend our analysis to the case of interacting spin models commonly studied in many-body physics, such as the Lipkin-Meshkov-Glick (LMG) model, thereby broadening the regime of applicability of collective effects in quantum thermal machines significantly. This paves the way forward for realistic collective quantum thermal machines in many-body systems.

I. INTRODUCTION

Modeling and control of quantum systems are crucial for the development of quantum technologies that exhibit an advantage over their classical analogs [1–7] such as computing, sensors and quantum thermal machines [1–22]. Each of these technologies is assessed by a performance benchmark, for instance, gate complexity for computing [23, 24] and variance of an unbiased estimator for sensors [14–22]. The performance of quantum thermal machines, on the other hand, has been evaluated through three key indicators, namely average efficiency, average output power, and more recently reliability (r), quantified through the ratio of the average work to its root-mean-square deviation [25]. In this regard, various avenues related to quantum correlations in small quantum systems, such as non-Markovianity [26–30], optimal paths [31–35] and non-thermal baths [36, 37] have been shown to enhance the performance of quantum machines. Following such theoretical investigations, several experimental realizations [38–42] of microscopic thermal machines have led to significant advancements in the fields of quantum thermodynamics and quantum technologies.

Many-body quantum systems offer unique opportunities to engineer quantum technologies operating in the presence of non-trivial many-body effects, such as phase transitions [43–45], localization-delocalization transitions [46, 47] and cooperative effects arising due to collective interactions with the environment [48]. Interestingly, collective effects have been shown to be highly beneficial in many quantum technologies [49–55], and have been used to enhance efficiency [56] and work output [48, 51, 57] in quantum heat engines, and perform high-precision quantum thermometry [51]. What remains an open question is if quantum correlations arising due to the environment can improve the consistency of quantum thermal machines. In this manuscript, we answer this crucial question in the affirmative and show that cooperative quantum effects can stabilize normalized fluctuations of a many-body engine better than their non-cooperative analogs. In general, reliability r in machines composed of n subsystems scales as √n [58]. This leads to increased fluctuations in the microscopic regime, in machines comprising a finite number of particles. In contrast, here we show that collective effects can result in the reliability r scaling as n, thus making collective quantum heat engines highly reliable, and paving a possible way for developing realistic and reliable quantum technologies. We begin by reviewing a generic model of a quantum engine and discuss the metrics for quantifying the performance of such an engine. For a quantum engine based on a generic many-body working medium (WM), we show that a broad class of steady-states results in a r ≈ n scaling of the reliability, thus emphasizing the wide applicability of our results. We then exemplify our generic theory using specific examples of non-interacting as well as interacting multi-spin WMs. Finally, we summarize our main results.

II. RELIABLE COLLECTIVE QUANTUM THERMAL MACHINES

The performance of quantum thermal machines is assessed based on a variety of performance measures that examine the quality, quantity, and time in which a thermodynamic task is performed. In the case of quantum engines, two well-known metrics are output work and the efficiency of the engine. The third metric of performance is reliability, which measures the quality of output work considering it to be a fluctuating quantity. Reliability is defined as r = ⟨W⟩/ΔW, where ⟨W⟩ := ∫−∞+∞dWP(W)WP is the moment of the work distribution function and ΔW := √⟨W^2⟩ − ⟨W⟩^2 is the standard deviation. Reliability hence measures the consistency of the output work. Reliability was investigated in a series of studies [59–66]. For instance, in [59] the impacts of diagnostic schemes to determine the perfor-
mance of quantum Otto heat engines on different figures of merit such as reliability were explored. In [60], a two-qudit SWAP engine was studied and it was shown that for fermionic SWAP engines the reliability is bound by $r^2 \leq \langle \Sigma \rangle/(2 - \langle \Sigma \rangle)$, where $\langle \Sigma \rangle$ is the entropy production. The bosonic SWAP engines, on the other hand, obey $r^2 \leq \langle \Sigma \rangle/(2 + \langle \Sigma \rangle)$ [61]. The different moments of the work distribution function are related to each other via the fluctuation-dissipation theorem, which can be formalized in terms of a thermodynamic uncertainty relation (TUR) [60, 61, 66–68]. A natural question that arises is whether the reliability of the engine can be enhanced by collective interactions. Consider $n$ non-interacting quantum thermal machines. It is easy to see that the work and variance scale extensively with the size of the system [58]. This implies that the reliability scales as $O(\sqrt{n})$ which can be understood as the lower bound imposed by non-interacting systems [58]. In contrast to this, here we consider a generic many-body quantum engine collectively coupled to thermal baths, as depicted in Fig. 1(a), operating near the Carnot efficiency, $\eta_C$. It was previously established that for non-interacting collective quantum heat engines the mean output work scales as the collective heat capacity $C_{\text{col}}$ in this case [51], see the Appendix A. In this manuscript, we establish that, for a more generic setup, the variance of the output work also scales with $C_{\text{col}}$, which implies that so does $r^2$. Now, to understand the collective advantage in the reliability, let the generic non-equilibrium steady state of a $n$-body quantum engine operating near Carnot efficiency be written as $\rho(\beta) = \exp(-\beta n A)/\text{tr}[\exp(-\beta n A)]$ where $\beta$ is the inverse temperature of a bath and $A$ is an operator in the collective basis which does not scale with system size. In this case, as we show below for appropriate $A$, $C_{\text{col}} \propto n^2$ and hence the reliability scales as $n$ (see Appendices C, D, and E for details). This is a quadratic enhancement in the reliability of generic collective quantum thermal machines.

III. MANY BODY OTTO ENGINE AND STATISTICS

To illustrate and formalize our general result, we consider an Otto cycle of a many-body collective heat engine. The Otto cycle, described in Fig. 1(a) consists of four strokes, namely the following. (i) $A \rightarrow B$: We assume the WM starts from the steady state with respect to a thermal bath at temperature $T_c$. The frequency $\omega$ of the WM is increased from $\omega = \omega_c$ to $\omega = \omega_h > \omega_c$ during this unitary stroke, thereby performing $W_1$ amount of work on the system. (ii) $B \rightarrow C$: The WM is coupled to a hot thermal bath during this non-unitary stroke, while the frequency is kept constant at $\omega = \omega_h$; $Q_h$ is the amount of heat flowing from the hot bath to the WM, such that the WM reaches the steady state at the end of the stroke. (iii) $C \rightarrow D$: The WM is decoupled from the bath after which the frequency is decreased from $\omega = \omega_h$ to $\omega = \omega_c$ during this unitary stroke; $W_2$ is the amount of work performed by the WM. (iv) $D \rightarrow A$: The WM is coupled to a cold thermal bath during this non-unitary stroke, while its frequency is kept constant at $\omega = \omega_c$; $Q_c$ is the amount of heat flowing from the WM to the cold bath, such that the WM reaches the steady state at the end of the stroke, thereby completing the cycle.

The WM consists of multiple interacting or non-interacting identical spin $s$ particles, such as the LMG model [69–72],

$$H = \omega(t) \left[ \frac{1}{n} (\mathcal{J}_x^2 + \mathcal{J}_y^2) + \gamma \mathcal{J}_z \right],$$

or $x$-body inter-particle interactions,

$$H = n\omega(t)(\mathcal{J}_x/n)^x \quad \text{for } x = 1, 2, 3, \ldots \quad (2)$$

The collective angular momentum is defined as $\mathcal{J}_i := \sum_{k=1}^{n} \mathcal{J}_i^k$, where $\mathcal{J}_i^k$ is the spin operator for the $k$th particle, such that the WM reaches the steady state at the end of non-unitary strokes. We start by focusing on the $x = 1$ case, with $H = \omega(t) \mathcal{J}_x$ and the WM-bath interaction Hamiltonian $H_{\text{int}} = \gamma \mathcal{J}_x \otimes B_c\{v = h, c\}$, where, $\gamma$ denotes the interaction strength, while $B_c\{B_h\}$ is the bath operator for the cold (hot) bath. This collective system-bath interaction may result in non-zero off-diagonal terms in the steady-state density matrix $\rho^{ss}$ of the WM at the end of non-unitary strokes in the local spin basis, signifying non-trivial steady-state quantum coherence in the many-body system. The dynamics of the WM are described by the master equation [48, 51, 73],

$$\frac{d\rho}{dt} = -i[H, \rho] + \sum_{v = h,c} \alpha_v \mathcal{L}_v \rho. \quad (3)$$

Here, $\mathcal{L}_v \rho = \Gamma_v(\omega_v) D(\mathcal{J}^+) \rho + \Gamma_v(\omega_v) D(\mathcal{J}^-) \rho, D(0) \rho = (20^1 \rho O - (O^I^\dagger \rho - \rho O^I)/2, \mathcal{J}^\pm := \mathcal{J}_x \pm i\mathcal{J}_y$ are the collective ladder operators of the spin system and $\Gamma_v(\nu)$ denotes the spectral function of the thermal baths at frequency $\nu$, where we consider the Kubo-Martin-Schwinger condition $\Gamma_v(-\nu) = \exp(-\beta \nu) \Gamma_v(\nu)$ [26]. We take the physical constants $h = k_B = 1$. The constant $\alpha_v$ is set to one if the system is coupled to the respective thermal bath, otherwise it is zero.

We consider the system to interact collectively with the baths, such that the system steady states at $A$ and $C$ for the aforementioned dissipators (cf. Eq. (3)) can be written in the collective basis $|j, m_i\rangle$ as [73]

$$\rho^{ss}(\beta, \omega) = \sum_{j=0}^{n_s} \sum_{i=1}^{l_j} P_{j,i} \rho_{j,i}^{th}(\beta, \omega), \quad (4)$$

where $\rho_{j,i}^{th}(\beta, \omega) = \frac{1}{Z_j} \sum_{m=-j}^{j} e^{-\beta m \omega} |j, m\rangle_{ii} \langle j, m| \quad \text{with} \quad Z_j = \sum_{m=-j}^{j} e^{-\beta m \omega}. \quad \text{Here} \ |j, m\rangle \text{are the common eigen-vectors of } \mathcal{J}_x \text{ and } \mathcal{J}^2 = \mathcal{J}_x^2 + \mathcal{J}_y^2 + \mathcal{J}_z^2; -j \leq m \leq j, j \in [j_0, n_s], \text{ and } j_0 = 0 \text{ for } s \geq 1, \text{ while for } s = 1/2,
we have \( j_0 = 1/2 \) for \( n \) odd and \( j_0 = 0 \) for \( n \) even. The index \( i \in [1:l_j] \), where \( l_j \) denotes the multiplicity of the eigenspaces associated to the eigenvalue \( j(j + 1) \) of the \( J^2 \) operator. A detailed discussion regarding the collective angular momentum operators and the explicit form of \( l_j \) is given in \cite{74} and summarized in the Appendix D

\[ P_{j,i} = \sum_{m=-l_j}^{l_j} i(j,m)\rho_0(j,m)_i \]

with \( \rho_0 \) being the initial state of the WM.

The dependence of \( \rho^{ss} \) on the initial state through \( P_{j,i} \) [cf. Eq. (4)] implies that a choice of \( P_{j,i} \) can influence the steady-state significantly. We have \( l_j^{\text{ns}} = 1 \), such that for \( l_j^{\text{ns}} = 1 \) the steady state becomes

\[ \rho^{ss}(\beta, \omega) = \sum_{m=-\text{ns}}^{\text{ns}} e^{-\beta m \omega} Z_{\text{ns}} |n_s, m\rangle \langle n_s, m| \]

which is a diagonal state in the symmetrical Dicke subspace known to produce a collective advantage \cite{51}. This is in contrast to the independent coupling between the particles of the WM and the bath, in which each spin thermalizes independently, such that the WM approaches a direct product steady state at the end of a non-unitary stroke \cite{26, 48, 51, 73}.

We note that if the steady state is restricted to a spin \( j \) subspace, then \( C^{\text{col}}/(\beta \omega)^2 \sim j(j + 1) \) for \( \beta \to 0 \). Consequently, even though collective effects remain present for all values of \( j \) following the scaling given above, however, as we discuss below, these effects become most prominent when we restrict ourselves to the \( j = ns \) subspace.

A. Statistics of a many-body collective quantum heat engine

Since heat and work are fluctuating quantities, a probability distribution may be associated with obtaining a certain amount of work and heat in an engine cycle. This probability distribution can be found using the two-point measurement scheme, where the system is measured at the beginning and at the end of each stroke. Let the observed system states at \( A, B, C, \) and \( D \) be \( |i, j, k, l \rangle \) respectively. Then the joint probability \( P(W, Q_h) \) of having certain values of net work \( W = W_2 + W_1 \) and heat \( Q_h \) during one cycle of the Otto engine can be readily calculated as \cite{75, 76}

\[ P(W, Q_h) = \sum_{\epsilon_i, \epsilon_j, \epsilon_k, \epsilon_l} \delta[W - (\epsilon_i^1 - \epsilon_i^2)] \delta[Q_h - (\epsilon_k^1 - \epsilon_l^2)] \delta[W_1 - (\epsilon_j^1 - \epsilon_j^2)] p_{k \rightarrow l}^{BC} p_{l \rightarrow j}^{A} p_{i \rightarrow A} \]

The initial occupation probability of the state \( |i \rangle \), \( p_i^A = e^{-\beta_i^{\text{ns}}}/Z_{\text{(0)}} \), as the system is in a steady state with inverse temperature \( \beta_i \) at \( A \). The adiabatic transitions give \( p_{i \rightarrow j}^{A} = \delta_{i,j} \) and \( p_{k \rightarrow l}^{BC} = \delta_{k,l} \), and the transition probability \( p_{j \rightarrow k}^{BC} = e^{-\beta_k^{\text{ns}}}/Z_{(c)} \) since the system reaches a steady state with inverse temperature \( \beta_k \) at \( C \). Here, \( \epsilon_m^{\text{(0,}\tau}) \) are the respective energy eigenvalues for the state \( |m \rangle \) at the beginning (time \( t = 0 \)) and at the end (time \( t = \tau \)) of the unitary stroke \( A \to B \), while the \( Z_{(t=0,\tau)} \) are the corresponding partition functions. The associated characteristic function \( \chi(\gamma_1, \gamma_2) \) is given by \cite{25, 75, 76}

\[ \chi(\gamma_1, \gamma_2) = \int_{-\infty}^{\infty} dW dQ_h e^{\gamma_1 W} e^{\gamma_2 Q_h} P(W, Q_h), \]

which can then be used to compute the various moments of
the heat and work distribution function as \( \langle W^r Q^s_h \rangle = \frac{\partial^r}{\partial (\gamma_1)^r} \frac{\partial^s}{\partial (\gamma_2)^s} \chi(\gamma_1, \gamma_2) \bigg|_{\gamma_1, \gamma_2 = 0} \).

**B. n qubit collective engine**

Next for simplicity we focus on \( s = 1/2 \) (see Appendix B for generic s) \( n \) qubit engine with system Hamiltonian \( H = \omega(t) \sum_{i=1}^n \sigma_i^z/2 \), which interacts collectively with the thermal baths. We consider the regime close to the Carnot efficiency bound, where the work output approaches zero and hence where work fluctuations can be expected to be prominent. To quantify the reliability advantage of a many-body correlated quantum heat engine, we define the ratio of reliability of the collective engine to that of the independent engine: \( \lambda_r = r_{\text{col}}^2/r_{\text{ind}}^2 \). In the limit \( T_h \to \infty \) and \( \eta = -\langle W \rangle / \langle Q_h \rangle \to \eta_C = 1 - T_c/T_h \), we can verify that \( \text{var}(W_{\text{col}}) \propto C_{\text{col}} \sim n^2 \) (see Appendix D).

A value of \( \lambda_r > 1 \) implies a lower relative noise-to-signal ratio for the collective quantum heat engine (QHE), as compared to the independent one, signifying higher consistency in the output of collective QHEs. The parameter \( \lambda_r \) close to the Carnot bound is plotted in Fig. 1(b). The remarkable advantage offered by the collective effects is shown by large values of \( \lambda_r \) in Fig. 1(b), specially in the limit of large \( n \) and \( T_h \). Clearly, high temperature \( T_h \) of the hot bath and large system size \( n \) allow the operation of the collective QHE with high reliability in the work output. Interestingly, this regime is also the most beneficial for high mean work output \( \langle W_{\text{col}} \rangle \sim n^2 \), as discussed in [48] and [51]. Further, \( \lambda_r \) increases linearly with \( n \) for \( \beta_h \to 0 \), implying that the consistency of the collective engines increases extensively with system size. Remarkably, the quadratic advantage in reliability persists even for the more general Hamiltonians given in Eqs. (1), and (2) with \( x > 1 \) [see Figs. 1(b), 1(c), and Appendices D and E for details].

The collective advantage persists if the steady state is restricted to the \( j = ns \) subspace, and is of the general form \( \rho^{\text{ss}}(\beta) = \sum_{n=m}^{ns} \exp[-\beta \epsilon_m] |ns, m\rangle \langle ns, m| \), \( Z_{ns} = \sum_{m=-ns}^{ns} \exp[-\beta \epsilon_m] \) where \( \epsilon_m \) is the respective eigenenergy of the state \(|ns, m\rangle \). Here the operator \( A \) introduced before can be identified as \( A = \sum_{m=-ns}^{ns} \epsilon_m/n |ns, m\rangle \langle ns, m| \). We summarize the above main results in Table I.

### TABLE I

| Quantity          | Relation with heat capacity | Scaling |
|-------------------|-----------------------------|---------|
| Average work      | \( \langle W_{\text{col}} \rangle \propto C_{\text{col}}(\theta_h)/\theta_h^2 \) | \( n^2 [51] \) |
| Work variance     | \( \text{var}(W_{\text{col}}) \propto C_{\text{col}}(\theta_h)/\theta_h^2 \) | \( n^2 \) |
| Reliability adv.  | \( \lambda_r \propto C_{\text{col}}(\theta_h)/C_{\text{ind}}(\theta_h) \) | \( n \) |

**IV. ENTROPY PRODUCTION AND TUR**

Having demonstrated the collective advantage in the reliability of a many-body correlated heat engine, we turn to the issue of entropy production. It is desirable to have an engine with low entropy production to enhance efficiency. However, it is known that the entropy production and the reliability are not independent of each other and there exists a lower bound for the product of entropy production and the inverse of the square of the reliability in the case of classical systems [68, 77], which has been shown to hold true in many quantum systems as well [78, 79]. For our collective engine, we can show that the enhanced reliability does not come at the cost of large entropy production; i.e., their product can be made smaller than the standard TUR bound. The efficiency \( \eta \) of an engine is related to the entropy production \( \langle \Sigma \rangle \) through the relation:

\[ \langle \Sigma \rangle = \left( \frac{\langle Q_h \rangle}{T_h} - \frac{\langle Q_c \rangle}{T_c} \right) = \left( \frac{\langle W \rangle}{T_h} - \frac{\eta_C}{\eta} - 1 \right). \]

For the collective heat engine, the desired low fluctuating output work is obtained at a thermodynamic cost of an increased entropy production \( \langle \Sigma \rangle \), following the inequality in the large \( n \)-limit [60]:

\[ \left( \frac{1}{T_{\text{col}}} \right)^2 = f(\{\beta_i \omega_i\}) - 1 \geq \frac{2}{\langle \Sigma_{\text{col}} \rangle} - 1. \]

where \( f(\{\beta_i \omega_i\}) = (\beta_i \omega_i - \beta_i \omega_h) (a/b) \geq 2 \) (see Appendix F), \( a = \cosh(\beta_i \omega_c - \beta_i \omega_h) + \cosh \beta_i \omega_c + \cosh \beta_i \omega_h - 3 \) and \( b = \sinh(\beta_i \omega_c - \beta_i \omega_h) - \sinh \beta_i \omega_c + \sinh \beta_i \omega_h \). Consequently, we can arrive at a trade-off, quantified by the thermodynamic uncertainty \( Q = \langle \Sigma \rangle / \tau^2 \) [66, 68]. For a classical system \( Q \geq 2 \), this is known as the standard TUR which provides a lower bound for \( Q \). For the \( n \)-qubit collective Otto engine, this is given by

\[ Q_{\text{col}} \geq 2 - \langle \Sigma_{\text{col}} \rangle, \]

which further sharpens the TUR in the quantum case.

Since the entropy production \( \langle \Sigma_{\text{col}} \rangle \geq 0 \), the collective engine TUR, Eq. (8), may violate the standard TUR bound, implying once again, a collective effect induced improvement in performance. Recently, such violations were observed for quantum-coherent and quantum-entangled systems [60, 62–66].

In Fig. 1(c) the uncertainty \( Q \) as well as its lower bound are plotted for the collective and independent cases. The figure inset shows that in the large \( n \) and \( T_h \) limit, we have \( Q < 2 \); this is the region where the collective effects lead to a maximal advantage over the independent case as shown in Fig. 1(b). As in the case of reliability, the collective advantage in \( Q \) extends to WM with inter-particle interactions, such as the LMG model [Eq. (1)], or with \( x \)-particle interactions [Eq. (2)].
In this manuscript, we considered QHEs modeled by generic many-body quantum systems collectively coupled to thermal baths. We showed that for a broad class of steady states arising due to collective system-bath coupling, we can get a quadratic advantage in reliability, as compared to their independent counterparts. We then explicitly showed this collective advantage in reliability for collective QHEs with non-interacting as well as interacting multi-spin WM. Interestingly, this collective advantage increases with increasing temperature \( T_h \) of the hot bath as well as size \( n \) of the working medium. We also studied TUR in such collective QHEs; the advantage due to collective effects persists in this case as well, in the form of low thermodynamic uncertainty and TUR bound, as compared to the independent QHEs, for high \( T_h \). Furthermore, \( Q_{\text{col}} < 2 \) for high \( T_h \) and large \( n \), thereby violating the standard TUR bound in these regimes. Our analysis not only shows a way of realizing highly reliable many-body quantum machines but also extends the regime of validity of collective advantage to interacting models studied in many-body physics.

Several existing platforms can be expected to be ideal for experimentally realizing such collective QHEs. For example, experimental realization of collective effects is well established in cavity systems, such as by using Rydberg atoms in a cavity [80]; recently, the collective effect in the form of superabsorption in an organic microcavity was used to charge a quantum battery [81]. The collective phenomenon of superradiance was observed in atomic sodium [82] as well as in quantum dots [83]. Recent advancements in techniques to assemble atoms with great control using optical tweezers [84–88], and optical lattices [89–92] is also a promising development that can be used to design desired many-body quantum systems.

Miniaturization of machines is one of the major aims of research in science and technology. However, this is associated with the challenge of fluctuations increasing with decreasing system size [58]. In that context, the collective QHEs studied in this manuscript can be highly beneficial, thereby paving a path to realizing highly reliable mesoscopic quantum thermal machines.

V. DISCUSSION

The total work output of an Otto engine is the sum of the work done on the system and by the system during the adiabatic unitary strokes. That is,

\[
\langle W \rangle = \langle W_1 \rangle + \langle W_2 \rangle = Tr\{\hat{H}_c - \hat{H}_e|\rho_n \} + Tr\{[\hat{H}_c - \hat{H}_h]|\rho_h \} = (\omega_h - \omega_c) Tr\{\theta \}, \tag{A1}
\]

We have used the following definitions and identities here and in the following derivations: \( \hat{H}_c = \omega_n \rho_n = \rho^{ss}(\theta) \), \( \theta \equiv \beta \omega \), \( \nu = \{c,h\} \), \( \Delta \eta = \eta_C - \eta = \frac{\beta}{\beta - \beta_h} \eta_C \) is the Carnot efficiency, and \( \Delta \theta = \theta_c - \theta_h = \beta (\omega_h \Delta \eta) \). The \( \theta \) could be \( n(J_z/n)^x \) or \( \frac{1}{n} (J_x^2 + J_y^2) + y \). The collective angular momentum is defined as \( J_{\text{ss}} := \sum_{k=1}^{n} J_{k}^z \), where \( J_{k}^z \) is the spin operator for the \( k \)th spin, along the direction \( i = x, y, z \). For \( s = 1/2 \), \( J_{k}^z = \sigma_{k}^z \) is also the Pauli matrix along the direction times \( 1/2 \).

Near the Carnot limit (\( \Delta \eta \gg 0 \)), the work can be written as

\[
\langle W \rangle = (\omega_c - \omega_h) \beta_c \omega \Delta \eta \frac{\partial}{\partial \beta} Tr\{\theta \} |_{\theta_h} + O(\Delta \eta^2). \tag{A2}
\]

One can show that,

\[
\frac{\partial}{\partial \beta} Tr\{\theta \} |_{\theta_h} = - C(\theta_h) k_B \theta_h, \tag{A3}
\]

for both independent and collective cases, where \( C \) is the heat capacity of the spin system. And also, \( \omega_c - \omega_h = (\beta_c \omega_h - \beta_h \omega_h - \beta_c \omega_h \Delta \eta)/\beta \). Thus from Eqs. (A2) and (A3), the average work is related to heat capacity as [51],

\[
\langle W \rangle = - C(\theta_h) k_B \theta_h, \tag{A4}
\]

For an \( n \) qubit system with \( H = \omega J_z \), inverse temperature \( \beta \), and the steady state given in Eq. (3) of the main text, the heat capacity becomes,

\[
C^{\text{col}} = -k_B \beta^2 \frac{\partial E^{ss}}{\partial \beta} = -k_B \beta^2 \frac{\partial}{\partial \beta} Tr(H \rho^{ss})
\]

\[
= \frac{1}{4} k_B \beta^2 \omega^2 \left[ \cosh^2 \frac{\beta \omega}{2} - (n+1)^2 \cosh^2 \frac{\beta \omega}{2} \right], \tag{A5}
\]

where \( E^{ss} = \frac{1}{2} \hbar \omega + Tr(H \rho^{ss}) \) is the steady state energy of the working medium (see Fig. 2 and the reference [73]). At large temperatures, the above equation reduces to

\[
C^{\text{col}} \approx \frac{1}{12} k_B \beta^2 \omega^2 n(n+2), \tag{A6}
\]

which finally gives, \( \langle W \rangle \propto n^2 \). Similarly, it can be shown that for a steady state restricted to the spin \( j \) subspace, \( C^{\text{col}}/\beta \omega^2 \propto j(j+1) \) for \( \beta \rightarrow 0 \) (also see Fig. 2). Equation (A6) is a special case of this with \( j = n/2 \).
For an engine made of $n$ spin $s$ systems with $H = \omega J_z$, the characteristic function can be expressed as, $\chi = A/B$, where,

\[ A = \left[ e^{(2ns+1)\theta_x+i(\gamma_1 \omega_x+\gamma_2 \omega_y)} - e^{(2ns+1)(\gamma_1 \omega_x+\gamma_2 \omega_y)} \right] \]
\[ e^{-n \frac{x}{2}} \sinh \frac{\theta_x}{2} \cosh \frac{2ns+1}{2} \sinh \frac{\theta_x}{2} \cosh \frac{2ns+1}{2} \] 

\[ B = \left[ e^{i(\gamma_1 \omega_x+\gamma_2 \omega_y)} - e^{i(\gamma_1 \omega_x+\gamma_2 \omega_y)} \right] \]
\[ e^{(\theta_x+i(\gamma_1 \omega_x+\gamma_2 \omega_y))} \left( e^{(\theta_x+i(\gamma_1 \omega_x+\gamma_2 \omega_y))} \right) , \theta_c(h) = \beta_c(h) \omega_c(h) \] 

For $s = 1/2$ $n$-qubit engine, the general spin $s$ characteristic function simplifies to $\chi = A/B$, where,

\[ A_1 = \sinh \frac{\theta_c}{2} \sinh \frac{\theta_h}{2} \frac{\theta_c(n+1)}{\theta_h(n+1)} \cosh \frac{\theta_c(n+1)}{\theta_h(n+1)} \]
\[ e^{i(\gamma_1 \omega_x+\gamma_2 \omega_y)} - e^{i(\gamma_1 \omega_x+\gamma_2 \omega_y)} \]
\[ e^{-\frac{n}{2} \theta_x+i(\gamma_1 \omega_x+\gamma_2 \omega_y)} \left( e^{-\frac{n}{2} \theta_x+i(\gamma_1 \omega_x+\gamma_2 \omega_y)} \right) , \theta_c(h) = \beta_c(h) \omega_c(h) \] 

Appendix B: Characteristic function for a collective $n$ spin-$s$ system with $H = \omega J_z$

If $J_z = \omega = 1$, $s = 1/2$ and $n = 10$. For the collective case, the steady state is restricted to different $j$ subspaces and the curves are labeled accordingly; for the independent case, the steady state is given by the usual thermal state. Note that the heat capacity is proportional to the slope of the steady-state energy. As shown in Table I of the main text, all quantities of interest can be expressed in terms of heat capacity. Therefore the different scaling advantages discussed in the main text as well as in this appendix can be understood from the slopes of the curves at high temperatures ($\beta \to 0$). The plot shows that for large $j$ values the collective heat capacities are larger than the independent case and it diminishes as $j$ decreases and below a certain value of $j$, its value becomes smaller than that of the independent case.

Appendix C: Work fluctuations

The output work fluctuations of a frictionless Otto engine originate from the thermal energy fluctuations at the two thermalization strokes. Since the energy fluctuations are related to the heat capacity as $\sigma_x^2 = C/(k_B \beta^2)$, one would expect the work fluctuations to be equal to the sum of the energy fluctuations at the two thermal strokes. We can show that this is indeed true for Hamiltonians, such as the LMG model

\[ H = \omega(t) \left[ \frac{1}{n} (J_x^2 + J_y^2) + \gamma J_z \right] , \] (C1)

or with $x$-body inter-particle interactions, such as

\[ H = n\omega(t)(J_z/n)^x \quad \text{for} \ x \geq 1, \] (C2)

if the density matrix is given by an appropriate Gibbs’s distribution in $j = ns$ subspace, and the variance of the work takes the form,

\[ \text{var}(W) = (\omega_x - \omega_h)^2 \left( C(\theta_x) \right) \frac{k_B \beta_h^2}{k_B \beta_h^2} + C(\theta_x) \right) \] (C3)
\[ \approx 2(\beta_c - \beta_h)^2 C(\theta_x) + O(\Delta \eta) \]
\[ = 2(\frac{h}{k_B} \frac{C(\theta_h)}{k_B \beta_h^2} + O(\Delta \eta). \] (C4)

The above equation (C4) holds for both the independent and collective coupling to the thermal baths. Again for the above cases, it can be shown that $C^{\text{col}}(\theta_h)/\beta_h^2 \propto n^2$. Thus the reliability for the collective bath coupling becomes $r_{\text{col}} \propto n$. Further, $r_{\text{ind}} \propto \sqrt{n}$ implies $\lambda_r = r_{\text{col}}^2/r_{\text{ind}}^2 \propto n$ which is a quadratic advantage for the collective case over the independent analog.

Appendix D: $n^2$ scaling of work, its variance and heat capacity for $H = n\omega(J_z/n)^x$

Let the Hamiltonian be $H = n\omega(J_z/n)^x$, where $J_z = \frac{1}{2} \sum_i \sigma_i^z$. Following the steps given in the appendices A
and C, we can show that
\[ \langle W \rangle = -\Delta \eta \omega_h^2 (\beta_c - \beta_h) \frac{C(\theta_h)}{k_B \theta_h^2} + O(\Delta \eta^2) \]
and
\[ \text{var}(W) = 2\omega_h^2 \frac{C(\theta_h)}{k_B \theta_h^2} + O(\Delta \eta), \]
for this case as well. Let the steady state be of the form $\rho^{ss} = e^{-\beta \omega H} \rho$ where $Z = \text{tr}(e^{-\beta \omega H})$. Then heat capacity can be obtained using standard arguments as
\[ C = -k_B^2 \frac{\partial}{\partial \beta} \text{Tr}[H \rho] = k_B^2 \text{var}(H). \]  

(Appendices D, and E)

If the steady state is restricted to the $j = n/2$ irreducible subspace with Gibbs’s distribution in the common eigenbasis of $J^2$ and $J_z$, $|j, m\rangle$, basis, then we get,
\[ \langle H \rangle = (n\omega / Z_{n/2}) \sum_m (m/n)^x e^{-\beta \omega (m/n)^x}, \]
and
\[ \langle H^2 \rangle = (n^2 \omega^2 / Z_{n/2}) \sum_m (m/n)^{2x} e^{-\beta \omega (m/n)^x}. \]

The index $i \in [1; l_j]$ in $|j, m\rangle$, where $l_j$ denotes the multiplicity of the eigenspaces associated with the eigenvalue of $J^2$ operator. The $l_j$ can be explicitly expressed as \[ l_j = \frac{(2j + 1)!}{(n/2 + j + 1)! (n/2 - j)!}, \]
which becomes 1 for $j = n/2$. At large temperatures, that is inverse temperature $\beta \rightarrow 0$, the variance simplifies to
\[ \text{var}(H) = \langle H^2 \rangle - \langle H \rangle^2 \]
\[ \approx \frac{n^2 \omega^2}{(n+1)} \sum_m \left( \frac{m}{n} \right)^{2x} - \frac{n^2 \omega^2}{(n+1)^2} \left( \sum_m \left( \frac{m}{n} \right)^x \right)^2. \]  

(Appendices D, and E)

For large $n$ values, the summations in Eq. (D2) can be replaced with integration by setting $q = m/n$ giving,
\[ \text{var}(H) \approx n^2 \omega^2 \left[ \int_{-1/2}^{1/2} q^{2x} dq - \left( \int_{-1/2}^{1/2} q^x dq \right)^2 \right]. \]  

(Appendices D, and E)

Here the $\text{var}(H)$ reduces to $n^2 \frac{\omega^2}{4(2x+1)(x+1)^x}$ for even $x$, and $n^2 \frac{\omega^2}{4^x (2x+1)}$ for odd $x$. Thus both work and its variance are found to be proportional to $n^2$ for $x \geq 1$.

### Appendix E: LMG system as the WM

We consider a Lipkin-Meshkov-Glick (LMG) model given by the Hamiltonian,
\[ H = \omega(t) \left[ \frac{1}{n}(J_x^2 + J_y^2) + \gamma J_z \right], \]
as our working medium.

| Result | Scaling | Proof |
|--------|---------|-------|
| $\langle W_{\text{col}} \rangle \propto \frac{C_{\text{col}}(\theta_h)}{\theta_h^3}$ | $n^2$ | Ref. [51], Appendices A, D, and E |
| $\text{var}(W_{\text{col}}) \propto \frac{C_{\text{col}}(\theta_h)}{\theta_h^3}$ | $n^2$ | Appendices C, D, and E |
| $r_{\text{col}} \propto \sqrt{\frac{C_{\text{col}}(\theta_h)}{\theta_h^3}}$ | $n$ | Appendices D and E |
| $\lambda_\gamma \propto \frac{C_{\text{col}}(\theta_h)}{C_{\text{ind}}(\theta_h)}$ | $n$ | Appendices D and E |

TABLE II. The above main results are tabulated which are valid in the limits $\eta \rightarrow \eta_C$ and $T_h \rightarrow \infty$. We have defined $\theta_h = \beta_h \omega_h$.

Following the same steps used to obtain the Eqs. (A4) and (C4), we can show that near the Carnot efficiency, the work and its variance are proportional to the heat capacity. That is, $W \propto C(\theta_h) / \theta_h^3$ and $\text{var}(W) \propto C(\theta_h) / \theta_h^3$. Additionally, for a steady state of the form
\[ \rho^{ss}(\beta \omega) = \sum_{m=-n/2}^{n/2} \frac{1}{Z_{n/2}} e^{-\beta \omega \left[ \frac{n}{4n} n(n+2) - 4m^2 + m^2 \gamma \right]} \left| \frac{n}{2}, m \right\rangle \left\langle \frac{n}{2}, m \right|, \]
we have $\text{var}(H) \approx n^2 \omega^2 \left( \frac{1}{18 \pi} + \frac{\gamma^2}{12 \pi} \right)$. The partition function is given by $Z_{n/2} = \sum_{m=-n/2}^{n/2} e^{-\beta \omega \left[ \frac{n(n+2) - 4m^2}{4n} + m^2 \gamma \right]}$. The above $\text{var}(H)$ is obtained for large $n$ values by replacing the summation with integration as we did in the Eq. (D3). Thus from Eq. (D1) we get the heat capacity $C \propto n^2$ giving an $n$ scaling for the reliability $r$. The main results of the above sections are tabulated in Table II.
Appendix F: TUR for an $n$-qubit system with $H = \omega J_z$

Now, using the moments we get the following inequality in the large $n$-limit:

$$
\left( \frac{1}{r_{\text{col}}} \right)^2 = \frac{f(\{\beta_i \omega_i\})}{\langle \Sigma_{\text{col}} \rangle} - 1 \geq \frac{2}{\langle \Sigma_{\text{col}} \rangle} - 1. \tag{F1}
$$

where $f(\{\beta_i \omega_i\}) = (\beta_i \omega_i - \beta_i \omega_i)\langle a/b \rangle$, $a = \cosh(\beta_i \omega_i - \beta_i \omega_i) + \cosh(\beta_i \omega_i) + \cosh(\beta_i \omega_i) - 3$ and $b = \sinh(\beta_i \omega_i - \beta_i \omega_i) - \sinh(\beta_i \omega_i) + \sinh(\beta_i \omega_i)$. Putting $\theta_c = \theta_h + \Delta$ in the function $f(\theta_c, \theta_h) = (\theta_c - \theta_h)(a/b)$ gives

$$
f(\Delta, \theta_h) = \frac{\Delta [3 - \cosh(\Delta) - \cosh(\Delta + \theta_h) - \cosh(\Delta)]}{\sinh(\Delta) - \sinh(\Delta + \theta_h) + \sinh(\theta_h)}. \tag{F2}
$$

For large $\theta_h$ limit this becomes, $f(\Delta) = \Delta \coth \Delta / 2 \geq 2$, and for other ranges of parameter values a simple numerical analysis yields minima as 2. We have used this result to obtain the inequality Eq. (F1). Consequently, one can arrive at a trade-off, quantified by the thermodynamic uncertainty $Q = \langle \Sigma \rangle / r^2$. For the $n$-qubits collective Otto engine with $H = \omega(t) J_z$, trade-off can be found as

$$
Q_{\text{col}}^{(1)} \geq 2 - \langle \Sigma_{\text{col}}^{(1)} \rangle, \tag{F3}
$$

which further sharpens the TUR in the collective case. Here, $\langle \Sigma_{\text{col}}^{(1)} \rangle$ and $Q_{\text{col}}^{(1)}$ are the collective entropy production and the quantity $Q$ for $x = 1$.

For an $n$-independent qubit engine, the uncertainty

$$
Q_{\text{ind}} = \frac{\text{var}(W_{\text{ind}})(\Sigma_{\text{ind}})}{(W_{\text{ind}})^2} = \frac{\text{var}(W_{\text{ind}})(\Sigma_{\text{ind}})}{(W_{\text{ind}})^2} \bigg|_{n=1},
$$

which reduces the lower bound on the thermodynamic uncertainty to a single qubit bound, that is, $Q_{\text{ind}} \geq 2 - \langle \Sigma_{\text{ind}}(n = 1) \rangle$. Here, $\langle \Sigma_{\text{ind}}(n = 1) \rangle$ is the single spin engine entropy production. For brevity we may denote the $n$ spin entropy production $\langle \Sigma_{\text{ind}}(n) \rangle$ with $\langle \Sigma_n \rangle$. Also note that $Q_{\text{ind}} \geq 2 - \langle \Sigma \rangle \geq 2 - \langle \Sigma_n \rangle$, giving the single qubit bound as the tighter bound than the $2 - \langle \Sigma_n \rangle$.
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