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1. Introduction

In basic complex analysis, if $D \subset \mathbb{C}$ is an open domain and $f : D \to \mathbb{C}$ is a holomorphic function, then for any $z_0 \in D$ there exists a neighborhood $U \subset D$ of $z_0$ where $f$ can be written in the following form

$$f(z) = \sum_{n \geq 0} (z - z_0)^n c_n.$$  

A natural way to obtain the coefficient $c_n \in \mathbb{C}$ is to compute the $n$-th complex derivative $f$ and evaluate it at $z_0$, i.e. $c_n = \frac{1}{n!} (\partial^n z f)(z_0)$. In particular, if $f$ is a polynomial of degree $m$, then $c_N = 0$ for all $N > m$. Moreover by comparing the coefficients $c_n$ of $f$ with those $c'_n$ of $\partial_z f$ we get that $c'_n = (n+1)c_{n+1}$, i.e. the following silly equation $\partial^k_z (\partial_z f) = \partial^{k+1}_z f$. In this paper we will look for proper generalizations of the previous basic features in the setting of quaternionic slice regularity.

The concept of slice regular function was introduced in [11] to build a theory of quaternionic regular functions that resemble somehow complex holomorphy and to contain quaternionic polynomials with right (or left) coefficients. Quite immediately a Taylor-like expansion centered at real points was obtained and later, with suitable modifications on the domain of convergence, also at non-real points (see [14, Chapter 2] and references therein). At a later time, Stoppato [26] showed the possibility to expand any slice regular function on an Euclidean open subset of its domain near any point, using suitable polynomials (see also [14, Chapter 8.1]). What we will perform in this paper is to show a new effective way to compute the coefficients of such expansion. We will show several examples and obtain, as a byproduct, a countable family of differential equations satisfied by slice regular functions.

We start with some standard material setting down the notations, the main definitions and results. The algebra of quaternions will be denoted by $\mathbb{H}$. Any element $x \in \mathbb{H}$ is of the form $x = x_0 + x_1 i + x_2 j + x_3 k$, where $i, j$ and $k$, follow the usual quaternionic multiplicative rules. For any $x \in \mathbb{H}$ we set $x^c = x_0 - (x_1 i + x_2 j + x_3 k)$ to be its conjugate and $\text{Re}(x) = (x + x^c)/2$, $\text{Im}(x) = (x - x^c)/2$ to be its real and imaginary part, respectively. The norm of any quaternion $x$ is defined to be $|x| = \sqrt{x \cdot x^c} \in \mathbb{R}$ and, if $x \neq 0$ its inverse is given by $x^{-1} = x^c/|x|^2$. Now, $i, j$ and $k$ are not the only imaginary units in $\mathbb{H}$, indeed, for any $\alpha_1, \alpha_2, \alpha_3 \in \mathbb{R}$ such that $\alpha_1^2 + \alpha_2^2 + \alpha_3^2 = 1$, we have that $\alpha_1 i + \alpha_2 j + \alpha_3 k$ is an imaginary unit as well. For this reason we introduce the following notation

$$\mathcal{S} := \{ x \in \mathbb{H} \mid x^2 = -1 \} = \{ \alpha_1 i + \alpha_2 j + \alpha_3 k \mid \alpha_1, \alpha_2, \alpha_3 \in \mathbb{R}, \alpha_1^2 + \alpha_2^2 + \alpha_3^2 = 1 \}.$$  

Thanks to the previous observation, it is easy to see that

$$\mathbb{H} = \bigcup_{I \in \mathcal{S}} \mathbb{C}_I,$$
where \( C_I = \{ \alpha + \beta I \in \mathbb{H} | \alpha, \beta \in \mathbb{R} \} \), showing the slice nature of \( \mathbb{H} \). In particular, any \( x \in \mathbb{H} \) can be written as

\[
x = \text{Re}(x) + \text{Im}(x) = \text{Re}(x) + \frac{|\text{Im}(x)|}{\text{Im}(x)} \cdot \text{Im}(x) = \alpha + I\beta,
\]

where \( \alpha = \text{Re}(x), \beta = |\text{Im}(x)|, I = \text{Im}(x)/|\text{Im}(x)| \) and, if \( \text{Im}(x) = 0 \), then of course \( \beta = 0 \) and \( I \) is any element in \( \mathbb{S} \).

We now pass to define the class of slice regular functions following the approach of [16]. Let \( D \subset \mathbb{C} \) be an open domain such that \( D = \bar{D} \) and \( \Omega_D \) its circularization defined as

\[
\Omega_D := \{ \alpha + I\beta \in \mathbb{H} | \alpha + i\beta \in D, I \in \mathbb{S} \}.
\]

Sets of the form \( \Omega_D \) will be called symmetric sets. The definition of slice regularity needs one last preliminary observation: the real tensor product \( \mathbb{H} \otimes \mathbb{C} \) inherits from \( \mathbb{C} \) a natural complex structure, namely if \( \mathbb{H} \otimes \mathbb{C} = \{ x + \sqrt{-1} y | x, y \in \mathbb{H} \} \), then such a complex structure is exactly the multiplication by \( \sqrt{-1} \). Analogously, the standard conjugation in \( \mathbb{C} \) induces the following conjugation in \( \mathbb{H} \otimes \mathbb{C} \): we have \( x + \sqrt{-1} y = x - \sqrt{-1} y \).

**Definition 1.1.** Let \( D \subset \mathbb{C} \) be an open domain such that \( D = \bar{D} \) and \( \Omega_D \subset \mathbb{H} \) denotes its circularization.

1. A function \( F = F_0 + \sqrt{-1} F_1 : D \to \mathbb{H} \otimes \mathbb{C} \) is said to be a stem function if \( F(z) = \overline{\overline{F}}(z) \), for any \( z \in D \).

2. Any stem function \( F = F_0 + \sqrt{-1} F_1 : D \to \mathbb{H} \otimes \mathbb{C} \) induces a (unique) left slice function \( f : \Omega_D \to \mathbb{H} \) in the following way

\[
f(\alpha + I\beta) = F_0(\alpha + i\beta) + IF_1(\alpha + I\beta).
\]

We will write \( f = \mathcal{I}(F) \) to indicate that \( F \) induces \( f \). The set of slice functions defined on \( \Omega_D \) of class \( C^k \), with \( k \in \mathbb{N} \cup \{ \omega \} \), will be denoted by \( \mathcal{S}^k(\Omega_D) \).

3. Let \( f = \mathcal{I}(F) \in \mathcal{S}^1(\Omega_D) \) be any slice function of class \( C^1 \). We say that \( f \) is left slice regular if its defining stem function is holomorphic with respect to the standard complex structure in \( \mathbb{C} \) and the one previously defined in \( \mathbb{H} \otimes \mathbb{C} \). The set of slice regular functions defined on \( \Omega_D \) will be denoted by \( \mathcal{SR}(\Omega_D) \).

In what follows we will omit the adjective “left” when talking of slice-ness or slice regularity. The word “unique” in the parenthesis of point (2) is justified by the fact that the map \( F \mapsto \mathcal{I}(F) \) is bijective [16]. An analogous theory of right slice regular function can be obviously defined. This definition of regularity is equivalent to the one given in [11,14] on domains \( \Omega = \Omega_D \), with \( D \cap \mathbb{R} \neq \emptyset \). New types of domains are considered in [8–10,12,13]. The theory has also been generalized to the several variable case [17,19]. Very recently the definition of regularity was further analyzed in [23] and in [15].
We now introduce differential operators related to slice regularity.

**Definition 1.2.** Let $D \subset \mathbb{C}$ be an open domain such that $D = \overline{D}$ and $\Omega_D \subset \mathbb{H}$ denotes its circularization, $x = \alpha + I\beta \in \Omega_D$ and $z \in D$ be such that $z = \alpha + i\beta$.

1. Let $f = \mathcal{I}(F_0 + \sqrt{-1}F_1) : \Omega_D \to \mathbb{H}$ be any slice function. We define the spherical value of $f$ as the slice function $v_s f : \Omega_D \to \mathbb{H}$ defined by
   $$(v_s f)(x) = I(F_0)(x) = \frac{f(x) + f(x^c)}{2} = F_0(\alpha + i\beta).$$

   We define the spherical derivative of $f$ as the slice function $\partial_s f : \Omega_D \setminus \mathbb{R} \to \mathbb{H}$ defined by
   $$(\partial_s f)(x) = I\left(\frac{2iF_1}{z - \bar{z}}\right)(x) = (2\text{Im}(x))^{-1}(f(x) - f(x^c)) = \frac{F_1(\alpha + i\beta)}{\beta}.$$ (2)

2. Let $f = \mathcal{I}(F) \in S^1(\Omega_D)$ be any slice function of class $C^1$. We define the functions $\bar{\partial}_c f, \partial_c f : \Omega_D \to \mathbb{H}$ as
   $$(\bar{\partial}_c f)(x) = I\left(\frac{\partial F}{\partial \bar{z}}\right)(x), \quad (\partial_c f)(x) = I\left(\frac{\partial F}{\partial z}\right)(x).$$

   The function $\partial_c f$ is called the slice derivative of $f$.

It was proven in [25] that the spherical derivative operator is indeed a differential operator when applied to slice functions. It is in fact equal to some other differential operator related to the operators $\bar{\partial}_c, \partial_c$ and to the Cauchy-Dirac operator. Clearly, a differentiable slice function $f$ is slice regular if and only if $\bar{\partial}_c f$ vanishes identically.

Regarding the notation, in recent works (see for instance [20]) the spherical value, the spherical derivative and the slice derivatives are often written as $v_s f = f_s^\circ, \partial_s f = f'_s, \bar{\partial}_c f = \frac{\partial f}{\partial x^c}, \partial_c f = \frac{\partial f}{\partial x}$.

We will use the older notations because they fit better in the computations we are going to perform.

It is well known that the notion of slice regularity is not closed under pointwise product: it is enough to consider the functions $f(x) = xa$ and $g(x) = x$ for a suitable $a \in \mathbb{H}$; the point wise product $(fg)(x) = f(x)g(x) = xax$ it is not even a slice function in general. However, a natural modification of the pointwise product that preserves regularity can be given.

**Definition 1.3.** Let $f = \mathcal{I}(F)$ and $g = \mathcal{I}(G)$ be two slice functions defined on the same domain $\Omega_D$. We define the slice product of $f$ and $g$ as the slice function $f \cdot g : \Omega_D \to \mathbb{H}$ defined as
   $$(f \cdot g)(x) = \mathcal{I}(FG)(x).$$
We have that if $f$ and $g$ are slice regular functions then their slice product is regular too. Some classes of slice functions play a remarkable role in relation with the slice product. These are the so called slice preserving and one-slice preserving functions.

**Definition 1.4.** Let $f = \mathcal{I}(F_0 + \sqrt{-1}F_1) : \Omega_D \to \mathbb{H}$ be any slice function. We say that $f$ is a slice preserving function if $F_0$ and $F_1$ are real valued functions, while, if $F_0$ and $F_1$ take their values in some fixed $\mathbb{C}_J \subset \mathbb{H}$, for some $J \in \mathbb{S}$, then $f$ is said to be a one-slice preserving function or a $\mathbb{C}_J$-preserving function.

Let $f : \Omega_D \to \mathbb{H}$ be any slice function. Then, clearly if $f$ is $\mathbb{C}_J$-preserving, for some $J$, then $f(\Omega_D \cap \mathbb{C}_J) \subset \mathbb{C}_J$, while if $f$ is slice preserving, then $f(\Omega \cap \mathbb{C}_I) \subset \mathbb{C}_I$, for any $I \in \mathbb{S}$.

**Remark 1.5.** Let $f = \mathcal{I}(F)$ and $g = \mathcal{I}(G)$ be two slice functions defined on the same domain $\Omega_D$. If $f$ is slice preserving we have that $f \cdot g = g \cdot f = fg$. If $f$ and $g$ are both $\mathbb{C}_J$-preserving, for some $J$, then $f \cdot g = g \cdot f$ and $(f \cdot g)|_{\Omega_D \cap \mathbb{C}_J} = fg$.

Algebraic properties of such classes of functions are widely studied in [3–6].

We now turn back to the main object of this paper. At the beginning of this introduction we talked about a Taylor-like expansion obtained for slice regular functions. This was obtained by means of the use of the polynomials $(x - q_0)$ and its slice powers $(x - q_0)^n$. The other approach exploits instead the following polynomials.

**Definition 1.6.** Let $q_0 = \alpha + I\beta$ be any non-real quaternion. We define the characteristic polynomial of $q_0$ as the slice regular polynomial $\Delta_{q_0} : \mathbb{H} \to \mathbb{H}$ defined by

\[
\Delta_{q_0}(x) = (x - q_0) \cdot (x - q_0^c) = x^2 - x(q_0 + q_0^c) + q_0q_0^c = x^2 - 2\text{Re}(q_0)x + |q_0|^2 = x^2 - 2x\alpha + \alpha^2 + \beta^2.
\]

For any $q_0 = \alpha + I\beta \in \mathbb{H} \setminus \mathbb{R}$ we have that $\Delta_{q_0}$ is a slice preserving function which identically vanishes on the 2-sphere $\mathbb{S}_{q_0} = \alpha + \mathbb{S}\beta$.

We recall the following result.

**Theorem 1.7** [26, Theorem 4.1]. Let $f$ be a quaternionic slice regular function on a symmetric domain $\Omega_D$ such that $\Omega_D \cap \mathbb{R} \neq \emptyset$ and let $q_0 = \alpha_0 + I_0\beta_0 \in \Omega$ and $R > 0$ be such that

\[
U(q_0, R) := \{x \in \mathbb{H} \mid |\Delta_{q_0}(x)| < R^2\} \subset \Omega_D.
\]

Then there exist $s_n \in \mathbb{H}$ such that

\[
f(x) = \sum_{n \in \mathbb{N}} \Delta_{q_0}^n(x)[s_{2n} + (x - q_0)s_{2n+1}], \quad (1.1)
\]

for all $x \in U(q_0, R)$.

Sets of type $U(q_0, R)$ are called Cassini balls.
**Definition 1.8.** Let \( f : \Omega_D \to \mathbb{H} \) be any slice regular function and \( q_0 \in \Omega_D \setminus \mathbb{R} \). The expression on the right hand side of Formula (4.1) is called *spherical expansion* of \( f \) at \( q_0 \) and its coefficients \( s_n \in \mathbb{H} \) are called *spherical coefficients* of \( f \) at \( q_0 \).

Such an expansion was later obtained also in other, more general, contexts [12, 18, 21, 22] allowing to drop the hypothesis \( \Omega_D \cap \mathbb{R} \neq \emptyset \). However, in none of these work an immediate and clear representation of the spherical coefficients in terms of some differential operator applied to \( f \) was given. We shortly review some results. At first [14, 26] \( s_n \) were given in terms of suitable quotients \( (R_{q_0} \omega_{q_0})^n f(q_0) \) and \( R_{q_0} (R_{q_0} \omega_{q_0})^n f(q_0) \) defined as follows

\[
\begin{align*}
 f(x) &= f(q_0) + (x - q_0) \cdot R_{q_0} f(x) \\
 f(x) &= f(q_0) + (x - q_0) \cdot R_{q_0} f(q_0) + [(x - \alpha_0)^2 + \beta_0^2] R_{q_0} f(q_0) \\
 f(x) &= f(q_0) + (x - q_0) \cdot R_{q_0} f(q_0) + [(x - \alpha_0)^2 + \beta_0^2] R_{q_0} f(q_0) \\
 &\quad + [(x - \alpha_0)^2 + \beta_0^2](x - q_0) R_{q_0} R_{q_0} f(x) \\
 &\quad \cdots
\end{align*}
\]

This representation was sufficient to obtain Theorem 1.7, but is quite hard to excerpt some geometrical or analytic information from it.

Later, a quite standard integral representation [18, Theorem 5.4] together with a more sophisticated [18, Theorem 3.7] one involving slice derivatives and an infinite matrix of coefficients was given. In particular the authors write the spherical coefficients \( \omega(n, f) \) by means of a suitable linear combination of a finite number of spherical coefficients of \( f \) at \( q_0 \).

Another relation between spherical coefficients and slice derivatives was recently given in [21, Theorem 8.1], but still not handy enough to actually compute coefficients.

In what follows we will give a new way to obtain the spherical coefficients of a slice regular function \( f \) defined on a symmetric domain \( \Omega_D \) that is somehow more convenient in explicit computations. This method simply involves spherical and slice derivatives of a slice regular functions, computed alternately. We will be more clear in a moment. Firstly we describe the structure of the paper.

The next section contains mostly computational preliminaries on the action of \( \partial_s, \partial_c \), \((\partial_c \partial_s)^k\) on a slice (regular) function. We can say that the main result in this section is a general formula to compute \((\partial_c \partial_s)^k\) of a slice product (see Proposition 2.4). Thanks to this formula and to some other observation we are able to determine in Lemma 2.6 and Corollary 2.7 how many alternated actions of \( \partial_c \) and \( \partial_s \) are needed to kill specific slice regular polynomials.

In Sect. 3, we apply the result obtained in Proposition 2.4 to obtain the exact values of \( ((\partial_c \partial_s)^k \Delta_{q_0}^{p}(x)) \), \((\partial_s (\partial_c \partial_s)^k \Delta_{q_0}^{p}(x))\), \((\partial_c \partial_s)^k \Delta_{q_0}^{p}(x)(x - q_0))\) and of \((\partial_s (\partial_c \partial_s)^k \Delta_{q_0}^{p}(x)(x - q_0))\) at \( x = q_0 \), for \( q_0 \in \mathbb{H} \setminus \mathbb{R} \) and any \( k, p \in \mathbb{N} \). At the end we add a convenient table containing all the non-vanishing results and the respective references (see Sect. 3.1). We remark that, in the presentation of
this section, not only the correctness of the results and of their proofs was taken into account, but also their sequence. Indeed, after Proposition 2.4, the order in which the results are presented can be modified only by small changes (see the flow chart in Appendix 5).

Afterwards, in Sect. 4 we state our first main result Theorem 4.1: we prove that the spherical coefficients of any slice regular function defined on a symmetric domain, at any point, are given by

\[
\begin{align*}
  s_{2k} &= \frac{1}{k!}((\partial_c \partial_s)^k f)(q_0), \\
  s_{2k+1} &= \frac{1}{k!}(\partial_s(\partial_c \partial_s)^k f)(q_0),
\end{align*}
\]

obtaining the first analogy with the complex case. Moreover we also show explicit computations of some interesting example involving also idempotent functions and slice-polynomial functions. Among other results, we obtain a corollary indicating how to check if a zero of a slice regular function is spherical and what is its spherical multiplicity.

The work done in the previous sections allows us to compare the spherical coefficients of a slice regular function \( f \) with those of its first slice derivative \( \partial_c f \) (see Theorem 5.1), obtaining a non-trivial formula generalizing the equality \( \partial^k_z(\partial_z f) = \partial^{k+1}_z f \) valid for holomorphic functions. This is the content of Sect. 5, where, in Theorem 5.3 we also obtain as byproduct a countable family of differential equations satisfied by any slice regular function, the first of which was already obtained in [2] and reads as

\[
(\partial_c f)(x) = (\partial_s f)(x) + 2\text{Im} (x)((\partial_c \partial_s)f)(x).
\]

This sections ends with several other explicit examples and with a small observation on the lack of harmonicity properties for the functions \( \partial_s(\partial_c \partial_s)^k f \) for \( k \geq 1 \).

After an appendix with the aforementioned flow chart of the results in Sect. 3 we added another appendix with an alternative proof of Theorem 5.1 given by means of computations analogous to those performed in Sect. 3. As in the other technical section, we collect the main results in a table.

2. Preliminaries

We recall that, for any slice function \( f \) defined on a symmetric domain we have the following equalities

\[
\begin{align*}
\partial^2_s f &\equiv 0, \quad \partial_s v_s f \equiv 0, \quad v_s \partial_s f = \partial_s f, \quad v_s^2 f = v_s f.
\end{align*}
\]

For the first two equalities see [16, p. 1671], while the third and fourth equalities are true because the spherical derivative and the spherical value of a slice function are slice functions induced by stem functions with zero \( \sqrt{-1} \)-part (see Definition 1.2).
Moreover, if $f$ and $g$ are slice functions on a symmetric domain, then [14, Propositions 1.40 and 1.41], [16, Section 5 and Proposition 11]

$$\partial_s(f \cdot g) = \partial_s f \cdot v_s g + v_s f \cdot \partial_s g, \partial_c(f \cdot g) = \partial_c f \cdot g + f \cdot \partial_c g. \quad (2.2)$$

If we add the regularity hypothesis, we have the following immediate result.

**Lemma 2.1.** Let $f$ be a slice regular function defined on a symmetric domain. Then

$$\partial_c v_s f = \frac{1}{2} \partial_c f.$$

**Proof.** The proof is quite straightforward and relies on the following computation. If $f = \mathcal{I}(F_0 + \sqrt{-1}F_1)$, then $v_s f = \mathcal{I}(F_0)$. Therefore, if $x = \alpha + I\beta$

$$(\partial_c v_s f)(x) = \left(\frac{1}{2} \left( \frac{\partial}{\partial \alpha} - i \frac{\partial}{\partial \beta} \right) F_0(\alpha, \beta) \right)$$

$$= \frac{1}{2} \left( \frac{1}{2} \left( \frac{\partial}{\partial \alpha} F_0(\alpha, \beta) + \frac{\partial}{\partial \beta} F_1(\alpha, \beta) \right) + i \left( \frac{\partial}{\partial \alpha} F_1(\alpha, \beta) - \frac{\partial}{\partial \beta} F_0(\alpha, \beta) \right) \right)$$

$$= \frac{1}{2} \left( \frac{1}{2} \left( \frac{\partial}{\partial \alpha} - i \frac{\partial}{\partial \beta} \right) (F_0(\alpha, \beta) + IF_1(\alpha, \beta)) \right)$$

$$= \frac{1}{2} \partial_c f(x). \quad \square$$

Thanks to the previous lemma we are able to compute the value of the second order differential operator $\partial_c \partial_s$, applied to the product of two slice regular functions and even to understand its behaviors under following iterations.

**Lemma 2.2.** Let $f$ and $g$ be two slice regular functions defined on a symmetric domain $\Omega_D$. Then for any $x \in \Omega_D \setminus \mathbb{R}$ we have

$$((\partial_c \partial_s)(f \cdot g))(x) = ((\partial_c \partial_s f) \cdot v_s g)(x)$$

$$+ \frac{1}{2} \left[ (\partial_c f \cdot \partial_s g)(x) + (\partial_c f \cdot \partial_s g)(x) \right] + (v_s f \cdot (\partial_c \partial_s g))(x).$$

**Proof.** The proof is obtained thanks to the equalities in Formula (2.2) and to Lemma 2.1. \quad \square

By [25, Theorem 6.3], if $f$ is a slice regular function, then $\partial_c \partial_s f$ equals $-1/4$ the four dimensional real Laplacian of $f$. From this point of view the formula in the previous lemma is related to the standard formula for the Laplacian of a product.

Recalling now the equalities given in Formula (2.1), we are able to compute the next iterations of the operator $\partial_c \partial_s$ applied to the product of two slice regular functions. For instance we have the following result
Lemma 2.3. Let $f$ and $g$ be two slice regular functions defined on a symmetric domain $\Omega_D$. Then for any $x \in \Omega_D \setminus \mathbb{R}$ we have
\[
(\partial_c \partial_s)^2 (f \cdot g) = \left( (\partial_c \partial_s)^2 f \right) \cdot v_s g \\
+ v_s f \cdot \left( (\partial_c \partial_s)^2 g \right) \\
+ \frac{1}{2} \left[ \partial_s (\partial_c \partial_s) f \cdot \partial_c g \\
+ ((\partial_c \partial_s) f) \cdot (\partial_s \partial_c g) + \partial_s f \cdot (\partial_c (\partial_s \partial_c g)) \\
+ (\partial_c (\partial_s \partial_c f)) \cdot \partial_s g \\
+ (\partial_s \partial_c f) \cdot (\partial_c \partial_s g) \\
+ \partial_c f \cdot (\partial_s (\partial_c \partial_s g)) \right],
\]
where in the equality we have omitted the evaluation at $x \in \Omega_D \setminus \mathbb{R}$.

Proof. By applying the spherical derivative operator to the terms in the equality in Lemma 2.2, thanks to Formulas (2.1) and (2.2), we get
\[
\partial_s ((\partial_c \partial_s) (f \cdot g)) = \partial_s((\partial_c \partial_s f) \cdot v_s g) \\
+ \frac{1}{2} \partial_s \left[ (\partial_s f \cdot \partial_c g) + (\partial_c f \cdot \partial_s g) \right] + \partial_s (v_s f \cdot (\partial_c \partial_s g)) \\
= ((\partial_s (\partial_c \partial_s) f) \cdot v_s g) + \frac{1}{2} \left[ ((\partial_s f \cdot (\partial_s \partial_c g)) + ((\partial_s \partial_c f) \cdot \partial_s g) \right] \\
+ (v_s f \cdot (\partial_s (\partial_c \partial_s g))).
\]
Again, thanks to equalities in Formulas 2.1 and 2.2 we obtain
\[
\left( (\partial_c \partial_s)^2 (f \cdot g) \right) = \partial_c ((\partial_s (\partial_c \partial_s) f) \cdot v_s g) \\
+ \frac{1}{2} \partial_c \left[ ((\partial_s f \cdot (\partial_s \partial_c g)) + ((\partial_s \partial_c f) \cdot \partial_s g) \right] \\
+ \partial_c (v_s f \cdot (\partial_s (\partial_c \partial_s g))) \\
= \left( (\partial_c \partial_s)^2 f \right) \cdot v_s g \\
+ (\partial_s (\partial_c \partial_s) f) \cdot \frac{1}{2} \partial_c g + \frac{1}{2} \partial_c f \cdot (\partial_s (\partial_c \partial_s g)) \\
+ v_s f \cdot \left( (\partial_c \partial_s)^2 g \right) \\
+ \frac{1}{2} \left[ ((\partial_s \partial_s f) \cdot (\partial_s \partial_c g)) + (\partial_s f \cdot (\partial_c (\partial_s \partial_c g))) \\
+ (\partial_c (\partial_s \partial_c f) \cdot \partial_s g) \\
+ ((\partial_s \partial_c f) \cdot (\partial_c \partial_s g)) \right],
\]
which, up to a reordering of the terms, gives the thesis. □

After a couple of others iteration one realizes that a non-trivial pattern arises. The following main result exposes such pattern.
**Proposition 2.4.** Let $f$ and $g$ be two slice regular functions defined on a symmetric domain, then, for any $k \in \mathbb{N} \setminus \{0\}$, we have

$$(\partial_c \partial_s)^k (f \cdot g) = \left((\partial_c \partial_s)^k f \right) \cdot v_s g + v_s f \cdot \left((\partial_c \partial_s)^k g \right)$$

$$+ \frac{1}{2} \sum_{h=0}^{k-1} \binom{k-1}{h} \left[ \left((\partial_s (\partial_c \partial_s)^{k-(h+1)}) f \right) \cdot \left((\partial_c \partial_s)^h g \right) + \left((\partial_s (\partial_c \partial_s)^{h}) f \right) \cdot \left((\partial_c \partial_s)^{k-h} g \right) \right].$$

**Proof.** The proof is done by induction. The base cases $(k = 1, 2)$ are given in Lemmas 2.2 and 2.3. Assume now that the equality is true for $k \in \mathbb{N}$. We will prove it for $k + 1$. Firstly, by spending immediately the inductive hypothesis, we have

$$(\partial_c \partial_s)^{k+1} (f \cdot g) = (\partial_c \partial_s)((\partial_c \partial_s)^k (f \cdot g)) = \left((\partial_c \partial_s)^k f \right) \cdot v_s g + v_s f \cdot \left((\partial_c \partial_s)^k g \right)$$

$$+ \frac{1}{2} \sum_{h=0}^{k-1} \binom{k-1}{h} \left[ \left((\partial_s (\partial_c \partial_s)^{k-(h+1)}) f \right) \cdot \left((\partial_c \partial_s)^h g \right) + \left((\partial_s (\partial_c \partial_s)^{h}) f \right) \cdot \left((\partial_c \partial_s)^{k-h} g \right) \right].$$

Let us apply the spherical derivative $\partial_s$, taking into account formulas (2.1): we obtain

$$(\partial_c \partial_s)^{k+1} (f \cdot g) = \partial_s \left\{ \left((\partial_s (\partial_c \partial_s)^{k}) f \right) \cdot v_s g + v_s f \cdot \left((\partial_s (\partial_c \partial_s)^k g \right) \right)$$

$$+ \frac{1}{2} \sum_{h=0}^{k-1} \binom{k-1}{h} \left[ \left((\partial_s (\partial_c \partial_s)^{k-(h+1)}) f \right) \cdot \left((\partial_c \partial_s)^h g \right) + \left((\partial_s (\partial_c \partial_s)^{h}) f \right) \cdot \left((\partial_c \partial_s)^{k-h} g \right) \right].$$
Using now the Leibniz rule for $\partial_c$ and Lemma 2.1 we get

$$(\partial_c \partial_s)^{k+1} (f \cdot g) = \left( (\partial_c \partial_s)^k f \right) \cdot v_s g + v_s f \cdot \left( (\partial_c \partial_s)^k g \right)$$

$$+ \frac{1}{2} \left\{ \left( \partial_s \left( \partial_c \partial_s \right)^k f \right) \cdot \partial_c g + \partial_c f \cdot \left( \partial_s \left( \partial_c \partial_s \right)^k g \right) \right\}$$

$$+ \sum_{h=0}^{k-1} \binom{k-1}{h} \left[ \left( (\partial_s \partial_c)^h f \right) \cdot \left( (\partial_s \partial_c)^{h+1} g \right) + \left( (\partial_s \partial_c)^h g \right) \cdot \left( (\partial_s \partial_c)^{h+1} f \right) \right]$$

We now reorder the previous sum in a more convenient way as follows:

$$(\partial_c \partial_s)^{k+1} (f \cdot g) = \left( (\partial_c \partial_s)^k f \right) \cdot v_s g + v_s f \cdot \left( (\partial_c \partial_s)^k g \right)$$

$$+ \frac{1}{2} \left\{ \left( \partial_s \left( \partial_c \partial_s \right)^k f \right) \cdot \partial_c g + \partial_c f \cdot \left( \partial_s \left( \partial_c \partial_s \right)^k g \right) \right\}$$

$$+ \sum_{h=0}^{k-1} \binom{k-1}{h} \left[ \left( (\partial_s \partial_c)^h f \right) \cdot \left( (\partial_s \partial_c)^{h+1} g \right) + (\partial_c (\partial_c \partial_s)^{h+1} f) \cdot ((\partial_c \partial_s)^{h+1} g) \right]$$

$$+ \sum_{h=1}^{k-1} \binom{k-1}{h} \left[ \left( (\partial_s \partial_c)^{k-h-1} f \right) \cdot \left( (\partial_s \partial_c)^{k-h} g \right) + (\partial_c (\partial_s \partial_c)^{k-h} f) \cdot ((\partial_c \partial_s)^{k-h+1} g) \right] \right\}.$$
Lemma 2.6. Let \( q \) for any \( f \) are homogeneous polynomials of degree \( k \) for \( q \) for any \( f \).

Now let us substitute \( p \) for \( h \). We recall that, for all \( p \in \{1, \ldots, k-1\} \), it holds

\[
\binom{k-1}{p-1} + \binom{k-1}{p} = \binom{k}{p},
\]

and \( \binom{k-1}{k-1} = 1 = \binom{k}{k} \). Thus, we get the thesis

\[
(\partial_c \partial_s)^{k+1} (f \cdot g) = \left( (\partial_c \partial_s)^{k+1} f \right) \cdot v_s g + v_s f \cdot \left( (\partial_c \partial_s)^{k+1} g \right)
\]

\[
+ \frac{1}{2} \left\{ \sum_{p=0}^{k} \binom{k}{p} \left[ (\partial_s (\partial_c \partial_s)^{k-p} f) \cdot (\partial_c (\partial_c \partial_s)^{p} g) + (\partial_c (\partial_s \partial_c)^{p} f) \cdot (\partial_s (\partial_c \partial_s)^{k-p} g) \right] \right. \\
\left. + \sum_{p=1}^{k} \binom{k}{p} \left[ (\partial_c (\partial_s \partial_c)^{(k+1)-p} f) \cdot (\partial_c (\partial_c \partial_s)^{p} g) + (\partial_s (\partial_c \partial_c)^{p} f) \cdot (\partial_c (\partial_s \partial_c)^{(k+1)-p} g) \right] \right\}.
\]

Remark 2.5. Let \( f = \mathcal{I}(F_0 + \sqrt{-1}F_1) \) be any slice function such that its components \( F_0 \) and \( F_1 \) are homogeneous polynomials of degree \( k \) in \( \alpha \) and \( \beta \). Then, clearly, \( \partial_s f \) and \( \partial_c f \) are slice functions such that their respective stem functions are homogeneous polynomials of degree \( k - 1 \).

Thanks to the previous remark, we can state the following Lemma.

Lemma 2.6. Let \( n \in \mathbb{N} \). We have the following equalities.

- If \( n > 0 \), then
  \[ (\partial_s (\partial_c \partial_s)^n x^{2n} = (\partial_c (\partial_s \partial_c)^n x^{2n} \equiv 0. \]

- If \( n \geq 0 \), then
  \[ (\partial_c \partial_s)^{n+1} x^{2n+1} = (\partial_s \partial_c)^{n+1} x^{2n+1} \equiv 0. \]

Proof. Thanks to Remark 2.5, by applying to \( x^k \) an alternate sequence of the operators \( \partial_s \) and \( \partial_c \), it turns out that the \( k \)-th iteration returns a constant and hence the \( (k + 1) \)-th returns zero. \( \square \)

Before stating the following corollary we recall from Definition 1.6 that, for any \( q_0 \in \mathbb{H} \setminus \mathbb{R} \) the characteristic polynomial of \( q_0 \) is the quadratic quaternionic polynomial given by \( \Delta_{q_0}(x) = (x - q_0) \cdot (x - q_0^\ast) \).
Corollary 2.7. Let \( q_0 \in \mathbb{H} \setminus \mathbb{R} \) be any quaternion and \( x = \alpha + I\beta \). Then we have the following equalities.

1. \[
\partial_s (x - q_0) = \partial_c (x - q_0) \equiv 1, \quad v_s (x - q_0) = \alpha - q_0,
\]
\[
(\partial_s \partial_c)(x - q_0) = (\partial_c \partial_s)(x - q_0) \equiv 0.
\]

2. \[
\partial_s \Delta_{q_0} = 2(\alpha - \text{Re}(q_0)), \quad \partial_c \Delta_{q_0} = 2(x - \text{Re}(q_0)),
\]
\[
v_s \Delta_{q_0} = \alpha^2 - \beta^2 - 2\alpha \text{Re}(q_0) + |q_0|^2.
\]
Notice that \((\partial_s \Delta_{q_0})(q_0) = (v_s \Delta_{q_0})(q_0) = 0\). Moreover
\[
(\partial_c \partial_s) \Delta_{q_0} \equiv 1, (\partial_s \partial_c) \Delta_{q_0} \equiv 2.
\]

3. For any integer \( k \geq 0 \), we have
\[
\partial_s (\partial_c \partial_s)^k \Delta_{q_0} = \partial_c (\partial_s \partial_c)^k \Delta_{q_0} \equiv 0,
\]
\[
(\partial_c \partial_s)^{k+1} (\Delta_{q_0}^k (x)(x - q_0)) = (\partial_s \partial_c)^{k+1} (\Delta_{q_0}^k (x)(x - q_0)) \equiv 0.
\]

Proof. Points (1) and (2) are straightforward consequences of the definitions of \( \Delta_{q_0} \) and of the differential operators \( \partial_s \) and \( \partial_c \). For point (3), just notice that \( \Delta_{q_0}^k \) is a quaternionic polynomial of degree \( 2k \), while \( \Delta_{q_0}^k (x)(x - q_0) \) is a quaternionic polynomial of degree \( 2k + 1 \). Hence, by Lemma 2.6, we get the thesis. \( \square \)

3. Alternate Actions of \( \partial_s \) and \( \partial_c \) on a Characteristic Polynomial

In this section we will give a series of technical results needed to prove our first main theorem. Notice that the order of the result contained in this section is not completely arbitrary. In fact as the reader might notice, all such results are somehow linked one to another as showed in the flow chart given in Appendix 5.

We start from the following lemma.

Lemma 3.1. Let \( q_0 \in \mathbb{H} \) and \( p \in \mathbb{N} \setminus \{0\} \). Then, for any \( 0 \leq k < p \) (and so for any \( k \in \mathbb{N} \)) we have
\[
(\partial_s (\partial_c \partial_s)^k \Delta_{q_0}^p)(q_0) = 0.
\]

Proof. First of all, for \( k = 0 \), the thesis follows from Corollary 2.7. Assume now that \( k > 0 \) and \( p > k \). By Proposition 2.4 and Corollary 2.7, we have
\[
((\partial_s (\partial_c \partial_s)^k) \Delta_{q_0}^p) = ((\partial_s (\partial_c \partial_s)^k)(\Delta_{q_0}^{p-1} \Delta_{q_0}))
\]
\[
= \partial_s \left\{ ((\partial_c \partial_s)^k) \Delta_{q_0}^{p-1} \right\} \cdot v_s \Delta_{q_0}
\]
\[ + v_s \Delta_{q_0}^{p-1} \cdot ((\partial_c \partial_s)^k \Delta_{q_0}) \]
\[ + \frac{1}{2} \left[ \binom{k-1}{0} (\partial_s (\partial_c \partial_s)^{k-1} \Delta_{q_0}^{p-1}) \cdot \partial_c \Delta_{q_0} \right] \]
\[ + \frac{1}{2} \left[ \binom{k-1}{k-1} (\partial_c \partial_s)^{k-1} \Delta_{q_0}^{p-1} \right] \cdot \partial_s \Delta_{q_0} \]
\[ + \frac{1}{2} \left[ (\partial_c \partial_s)^{k-1} \Delta_{q_0}^{p-1} + \binom{k-1}{k-1} ((\partial_c \partial_s)^{k-1} \Delta_{q_0}^{p-1}) \right] \}
\[ = (\partial_s (\partial_c \partial_s)^k \Delta_{q_0}^{p-1}) \cdot v_s \Delta_{q_0} + v_s \Delta_{q_0}^{p-1} \cdot (\partial_s (\partial_c \partial_s)^k \Delta_{q_0}) \]
\[ + \frac{1}{2} \left[ (\partial_s (\partial_c \partial_s)^{k-1} \Delta_{q_0}^{p-1}) \cdot (\partial_c \partial_s) \Delta_{q_0} + ((\partial_c \partial_s)^k \Delta_{q_0}^{p-1}) \cdot \partial_c \Delta_{q_0} \right] \]
\[ + (k-1)(\partial_s (\partial_c \partial_s)^{k-1} \Delta_{q_0}^{p-1}) \cdot v_s \Delta_{q_0} \]

Now, by using again the fact that \((\partial_c \partial_s) \Delta_{q_0} = 2\) and that, for any \(m \in \mathbb{N}\), \((v_s \Delta_{q_0}^m)(q_0) = (\partial_s \Delta_{q_0}^m)(q_0) = 0\), for \(x = q_0\), we obtain
\[ ((\partial_s (\partial_c \partial_s)^k \Delta_{q_0}^{p-1})(q_0) = k(\partial_s (\partial_c \partial_s)^{k-1} \Delta_{q_0}^{p-1})(q_0) \).

Iterating the previous computations and argument \(k\) times, we get
\[ ((\partial_s (\partial_c \partial_s)^k \Delta_{q_0}^{p-1})(q_0) = k \cdot (k-1) \cdot \ldots \cdot 2 \cdot 1(\partial_s \Delta_{q_0}^{p-k})(q_0) \]
but, as \(p > k\), by the previous case \(k = 0\), we have \((\partial_s (\partial_c \partial_s)^k \Delta_{q_0}^{p})(q_0) = 0\). \(\square\)

We now evaluate at \(q_0\) the \(k\)-th iteration of the operator \((\partial_s \partial_c)\) applied to the \(p\)-th power of the characteristic polynomial \(\Delta_{q_0}\).

**Lemma 3.2.** Let \(q_0 \in \mathbb{H}\) and \(p \in \mathbb{N} \setminus \{0\}\). Then, for any \(0 \leq k \leq p\) we have
\[ ((\partial_c \partial_s)^k \Delta_{q_0}^{p})(q_0) = \begin{cases} 2 \cdot k!, & \text{if } k = p, \\ 0, & \text{otherwise}. \end{cases} \]

**Proof.** If \(k = 0\) the result is obvious, since \(\Delta_{q_0}^{p}(q_0) = 0\). If \(k = 1 < p\) we have
\[ ((\partial_s \partial_c) \Delta_{q_0}^{p})(x) = \partial_s(2p\Delta_{q_0}^{p-1}(x)(x - \text{Re}(q_0))) = 2p((\partial_s \Delta_{q_0}^{p-1}) \cdot \\
(v_s(x - \text{Re}(q_0))) + (v_s \Delta_{q_0}^{p-1}) \cdot (\partial_c(x - \text{Re}(q_0)))], \]
but again, the previous expression vanishes when evaluated at \(x = q_0\) as \((\partial_s \Delta_{q_0}^{p-1})(q_0) = (v_s \Delta_{q_0}^{p-1})(q_0) = 0\). Assume now that \(k > 1\) and that \(p > k\). By Proposition 2.4 and Corollary 2.7, we have
\[ \partial_s \partial_c)^k \Delta_{q_0}^{p} = \partial_s((\partial_c \partial_s)^{k-1}(2p\Delta_{q_0}^{p-1}(x)(x - \text{Re}(q_0)))) \]
\[ = 2p\partial_s\left\{((\partial_c \partial_s)^{k-1} \Delta_{q_0}^{p-1}(x)) \cdot v_s(x - \text{Re}(q_0)) \right\} \]
\[ + \frac{1}{2} \left[ \binom{k-2}{0} (\partial_s (\partial_c \partial_s)^{k-2} \Delta_{q_0}^{p-1}(x) \right] \]

We now apply the formula contained in Proposition 2.4, and, recalling the equalities in Lemma 2.6 and Corollary 2.7, obtain
\[
\left( (\partial_s \partial_c)^{(k-1)} \Delta_{q_0}^{p-1}(x) \right) \cdot v_s(x - \text{Re}(q_0)) + \frac{1}{2} (\partial_s \partial_c)^{(k-1)} \Delta_{q_0}^{p-1}(x) ,
\]
but since \((v_s(x - \text{Re}(q_0))))|_{x=q_0} = 0\), then we have
\[
((\partial_s \partial_c)^{k} \Delta_{q_0}^{p})(q_0) = p((\partial_s \partial_c)^{(k-1)} \Delta_{q_0}^{p-1})(q_0) .
\]
Iterating the same computations and argument \(k\) times, we get
\[
((\partial_s \partial_c)^{k} \Delta_{q_0}^{p})(q_0) = p \cdot (p - 1) \cdot \ldots \cdot 2 \cdot 1((\partial_s \partial_c)^{p-k}(q_0),
\]
and, thanks to the previous computation, we get the thesis. If instead \(p = k\), we proceed by induction.

The base case, for \(k = 1\) is done in Corollary 2.7, point (2). Assume now that the result is true for \(k - 1 \in \mathbb{N}\) and set \(x = \alpha + I \beta\). Then,
\[
((\partial_s \partial_c)^k \Delta_{q_0}^k)(x) = ((\partial_s (\partial_c \partial_s)^{(k-1)} \Delta_{q_0}^k)(x) = (\partial_s (\partial_c \partial_s)^{(k-1)}(k \Delta_{q_0}^{k-1}(x)((x - q_0) + (x - q_0)))
\]
\[= 2k(\partial_s (\partial_c \partial_s)^{(k-1)}(\Delta_{q_0}^{k-1}(x)(x - \text{Re}(q_0))).
\]
We now apply the formula contained in Proposition 2.4, and, recalling the equalities in Lemma 2.6 and Corollary 2.7, obtain
\[
((\partial_s \partial_c)^k \Delta_{q_0}^k)(x) = 2k(\partial_s (\partial_c \partial_s)^{(k-1)}(\Delta_{q_0}^{k-1}(x)(x - \text{Re}(q_0)))
\]
\[= 2k \partial_s \left\{ (\partial_s \partial_s)^{(k-1)}(\Delta_{q_0}^{k-1}(x)(\alpha - \text{Re}(q_0)))
\]
\[+ \frac{1}{2} \left[ \begin{pmatrix} k-2 \\ 0 \end{pmatrix} (\partial_s (\partial_c \partial_s)^{(k-2)} \Delta_{q_0}^{k-1}(x) + \begin{pmatrix} k-2 \\ k-2 \end{pmatrix} (\partial_c (\partial_s \partial_c)^{(k-2)} \Delta_{q_0}^{k-1}(x) \right\}
\]
\[= 2k \left\{ \frac{1}{2} (\partial_s \partial_c)^{(k-1)} \Delta_{q_0}^{k-1}(x) \right\}
\]
\[= k \cdot 2 \cdot (k - 1)! = 2 \cdot k!,
\]
where in the last line of the previous sequence of computations, we have used the inductive hypothesis.

Thanks to the previous results we are now able to prove our first main result.

**Theorem 3.3.** Let \(q_0 \in \mathbb{H}\) and \(p \in \mathbb{N} \setminus \{0\}\). Then, for any \(0 \leq k \leq p\) we have
\[
((\partial_c \partial_s)^k \Delta_{q_0}^p)(q_0) = \begin{cases} k!, & \text{if } k = p, \\
0, & \text{otherwise.}
\end{cases}
\]
Proof. If \( k = 0 \) the result is obvious, since \( (\Delta^p_{q_0})(q_0) = 0 \). If \( k = 1 < p \) we have

\[
(\partial_c\partial_s)\Delta^p_{q_0} = \partial_c[(\partial_s\Delta^p_{q_0}) \cdot (v_s\Delta_{q_0})]
\]

\[
+ (v_s\Delta^p_{q_0}) \cdot (\partial_s\Delta_{q_0})
\]

\[
= ((\partial_c\partial_s)\Delta^p_{q_0}) \cdot (v_s\Delta_{q_0}) + (v_s\Delta^p_{q_0}) \cdot (\partial_c\partial_s)\Delta_{q_0}
\]

\[
+ \frac{1}{2} \left[ ((\partial_s\Delta^p_{q_0}) \cdot (\partial_c\Delta_{q_0})
\]

\[
+ (\partial_c\Delta^p_{q_0}) \cdot (\partial_s\Delta_{q_0}) \right],
\]

but again, the previous expression vanishes when evaluated at \( x = q_0 \) as \( (\partial_c\Delta^p_{q_0})(q_0) = (v_s\Delta^p_{q_0})(q_0) = 0 \). Assume now that \( k > 1 \) and that \( p > k \). By Proposition 2.4, we have

\[
(\partial_c\partial_s)^k\Delta^p_{q_0} = (\partial_c\partial_s)^k(\Delta^p_{q_0} - \Delta_{q_0})
\]

\[
= ((\partial_c\partial_s)^k\Delta^p_{q_0}) \cdot v_s\Delta_{q_0}
\]

\[
+ (v_s\Delta^p_{q_0}) \cdot ((\partial_c\partial_s)^k\Delta_{q_0})
\]

\[
+ \frac{1}{2} \left\{ \begin{array}{c}
\binom{k}{k-1} (\partial_s(\partial_c\partial_s)^{k-1}\Delta^p_{q_0}) \cdot \partial_c\Delta_{q_0} \\
\binom{k}{k-1} (\partial_c(\partial_c\partial_s)^{k-1}\Delta^p_{q_0}) \cdot \partial_s\Delta_{q_0} \\
\binom{k}{k-1} ((\partial_c\partial_c)^{k-1}\Delta^p_{q_0}) \cdot 2 \\
\binom{k}{k-1} ((\partial_s\partial_c)^{k-1}\Delta^p_{q_0}) \end{array} \right\}.
\]

Therefore, for \( x = q_0 \), using Lemmas 3.1, 3.2 and the fact that \( (\partial_c\Delta^m_{q_0})(q_0) = (v_s\Delta^m_{q_0})(q_0) = 0 \), we get

\[
((\partial_c\partial_s)^k\Delta^p_{q_0})(q_0) = (k - 1)((\partial_c\partial_s)^{k-1}\Delta^p_{q_0})(q_0).
\]

Iterating the same computation and argument \( k - 1 \) times, we obtain

\[
((\partial_c\partial_s)^k\Delta^p_{q_0})(q_0) = (k - 1) \cdot (k - 2) \cdot \ldots \cdot 2 \cdot 1((\partial_c\partial_s)\Delta^p_{q_0}(k-1))(q_0).
\]

But as \( p > k \), thanks to the previous case \( k = 1 \), we get the thesis. If instead \( k = p \), then we proceed by induction. The base case, for \( k = 1 \) is addressed in Corollary 2.7, point (2). Assume now that \( k \) is greater or equal than 2 and that the result is true for \( k - 1 \in \mathbb{N} \) and set \( x = \alpha + I\beta \). Thanks to Proposition 2.4, and the fact that \( \Delta_{q_0} \) has degree 2, we have

\[
(\partial_c\partial_s)^k\Delta^k_{q_0} = (\partial_c\partial_s)^k(\Delta^k_{q_0} - \Delta_{q_0})
\]

\[
= (\partial_c\partial_s)^k\Delta^k_{q_0} v_s\Delta_{q_0} + v_s\Delta^k_{q_0} (\partial_c\partial_s)^k\Delta_{q_0}
\]

\[
+ \frac{1}{2} \left\{ \begin{array}{c}
\binom{k}{k-1} (\partial_s(\partial_c\partial_s)^{k-1}\Delta^k_{q_0}) \cdot \partial_c\Delta_{q_0} \\
\binom{k}{k-1} (\partial_c(\partial_c\partial_s)^{k-1}\Delta^k_{q_0}) \cdot \partial_s\Delta_{q_0} \\
\binom{k}{k-1} ((\partial_c\partial_c)^{k-1}\Delta^k_{q_0}) \cdot 2 \\
\binom{k}{k-1} ((\partial_s\partial_c)^{k-1}\Delta^k_{q_0}) \end{array} \right\}.
\]
\[
\begin{aligned}
&+ \binom{k-1}{k-1} \left( \partial_c (\partial_s \partial_c)^{k-1} \Delta_{q_0}^{k-1} \right) \partial_s \Delta_{q_0} \\
&+ \binom{k-1}{1} \left( \left( \partial_c \partial_s \right)^{k-1} \Delta_{q_0}^{k-1} \right) \left( \left( \partial_s \partial_c \right) \Delta_{q_0} \right) \\
&+ \binom{k-1}{k-1} \left( \left( \partial_s \partial_c \right)^{k-1} \Delta_{q_0}^{k-1} \right) \left( \left( \partial_c \partial_s \right) \Delta_{q_0} \right)
\end{aligned}
\]

Now, thanks to Corollary 2.7 we have
\[
(\partial_c \partial_s)^k \Delta_{q_0}^k = \frac{1}{2} \left\{ (k-1) \left( (\partial_c \partial_s)^{k-1} \Delta_{q_0}^{k-1} \right) \cdot 2 + (\partial_s \partial_c)^{k-1} \Delta_{q_0}^{k-1} \right\}.
\]

Using the inductive hypothesis and Lemma 3.2, we finally have
\[
(\partial_c \partial_s)^k \Delta_{q_0}^k = \frac{1}{2} \left\{ (k-1)(k-1)! \cdot 2 + 2(k-1)! \right\} = (k-1)!(k-1) + 1 = k!,
\]
proving the thesis. \(\square\)

We now consider a slight modification of Lemma 3.2.

**Lemma 3.4.** Let \(q_0 \in \mathbb{H}\) and \(p \in \mathbb{N} \setminus \{0\}\). Then, for any \(0 \leq k \leq p-1\) we have
\[
\left( (\partial_c (\partial_s \partial_c)^k \Delta_{q_0}^p) \right)(q_0) = \begin{cases} 
2 \text{Im} (q_0) k!, & \text{if } k = p - 1, \\
0, & \text{otherwise.}
\end{cases}
\]

**Proof.** For \(k = 0\) and any \(p > 1\) we have that \((\partial_c \Delta_{q_0}^p)(x) = 2p \Delta_{q_0}^{p-1}(x)(x - \text{Re}(q_0))\), which clearly vanishes for \(x = q_0\). Assume now that \(k > 0\) and \(p > k + 1\). By Proposition 2.4 and Corollary 2.7, it holds
\[
\begin{aligned}
(\partial_c (\partial_s \partial_c)^k \Delta_{q_0}^p)(x) &= (\partial_c \partial_s)^k (2p \Delta_{q_0}^{p-1}(x)(x - \text{Re}(q_0))) \\
&= 2p \left\{ (\partial_s \partial_c)^k \Delta_{q_0}^{p-1}(x) \cdot v_s(x - \text{Re}(q_0)) + \frac{1}{2} (\partial_s \partial_c)^{k-1} \Delta_{q_0}^{p-1}(x) \right\}
\end{aligned}
\]

Now, for \(x = q_0\) we have that \((v_s(x - \text{Re}(q_0)))|_{x=q_0} = 0\) and, by Lemma 3.1 \((\partial_s (\partial_c \partial_c)^{k-1} \Delta_{q_0}^{p-1})(q_0) = 0\). Hence, the only piece that survives is \(p (\partial_c (\partial_s \partial_c)^{k-1} \Delta_{q_0}^{p-1})(q_0)\). Iterating the same computation and argument \(k - 1\) times, we obtain

\[
(\partial_c (\partial_s \partial_c)^k \Delta_{q_0}^p)(q_0) = p \cdot (p - 1) \cdot \ldots \cdot (p - (k - 1))(\partial_c \Delta_{q_0}^{p-k})(q_0)
\]

Assume now that \(k = p - 1\). For \(k = 1\) we get
\[
\partial_c \Delta_{q_0} = 2(x - \text{Re}(q_0)),
\]

which, for $x = q_0$ is equal to $2\text{Im} \,(q_0)$. Now, for a general $k > 1$, repeating the previous computation, we get

$$((\partial_c(\partial_s \partial_c)^{k-1})\Delta^k_{q_0})(q_0) = k \cdot (k - 1) \cdot \ldots \cdot 1(\partial_c \Delta_{q_0})(q_0) = 2\text{Im} \,(q_0)k!,$$

which gives the thesis. □

We now pass to study $\Delta^k_{q_0}(x)(x - q_0)$. First of all we saw in Corollary 2.7 that, when $k = 0$, $\partial_s(x - q_0) \equiv 1$. We will prove a suitable generalization in the following result.

**Theorem 3.5.** Let $q_0 \in \mathbb{H}$ and $p \in \mathbb{N} \setminus \{0\}$. Then, for any $0 \leq k \leq p$ we have

$$(\partial_s(\partial_c \partial_s)^k(\Delta^p_{q_0}(x)(x - q_0)))|_{x=q_0} = \begin{cases} k!, & \text{if } k = p, \\ 0, & \text{otherwise.} \end{cases}$$

**Proof.** The result is trivially true when $k = 0$ as the spherical value and derivative of $\Delta^p_{q_0}$ vanish at $q_0$. Let now $k > 0$ and $p > k$. By Proposition 2.4, we have

$$\begin{align*}
(\partial_s(\partial_c \partial_s)^k(\Delta^p_{q_0}(x)(x - q_0)) &= \partial_s \left\{ ((\partial_c \partial_s)^k \Delta^p_{q_0}(x)) v_s(x - q_0) \right. \\
+ \frac{1}{2} \left[ (k-1) \partial_s(\partial_c \partial_s)^{k-1} \Delta^p_{q_0}(x) + (k-1) \partial_c(\partial_s \partial_c)^{k-1} \Delta^p_{q_0}(x) \right] \left\} \right. \\
\end{align*}$$

Using formulas (2.1), we conclude that

$$(\partial_s(\partial_c \partial_s)^k(\Delta^p_{q_0}(x)(x - q_0))) = (\partial_s(\partial_c \partial_s)^k \Delta^p_{q_0}) \cdot v_s(x - q_0) + \frac{1}{2} \left[ (\partial_s \partial_c)^k \Delta^p_{q_0} \right],$$

and thanks to Lemmas 3.1 and 3.2 we get the thesis.

If instead, $k = p$, Lemmas 3.1 and 3.2 imply that

$$(\partial_s(\partial_c \partial_s)^k(\Delta^k_{q_0}(x)(x - q_0)))|_{x=q_0} = \frac{1}{2} \left[ ((\partial_s \partial_c)^k \Delta^k_{q_0}) \right] (q_0) = \frac{1}{2} \cdot 2k! = k!$$

obtaining the last part of the thesis. □

The following is the last of our technical lemmas.

**Lemma 3.6.** Let $q_0 \in \mathbb{H}$ and $p \in \mathbb{N} \setminus \{0\}$. Then, for any $0 \leq k \leq p$ we have

$$((\partial_c \partial_s)^k(\Delta^p_{q_0}(x)(x - q_0)))|_{x=q_0} = 0.$$ 

**Proof.** For $k = 0$ the result is trivial as $(\Delta^p_{q_0}(x)(x - q_0))(q_0) = 0$ for any $p \in \mathbb{N}$. If $1 = k < p$, we get

$$(\partial_c \partial_s)\Delta^p_{q_0}(x)(x - q_0) = ((\partial_c \partial_s)\Delta^p_{q_0}) v_s(x - q_0)$$

$$+ \frac{1}{2} \left[ \partial_s \Delta^p_{q_0} + \partial_c \Delta^p_{q_0} \right],$$
and as $p$ is at least equal to 2, then everything vanishes at $x = q_0$ and we obtain that $((\partial_c \partial_s)(\Delta_{q_0}^p(x - q_0)))(q_0) = 0$. If $1 < k < p$, then
\[
((\partial_c \partial_s)^k(\Delta_{q_0}^p(x)(x - q_0))) = ((\partial_c \partial_s)^k \Delta_{q_0}^p(x)) \cdot v_s(x - q_0)
+ \frac{1}{2} \left[ (k - 1) \partial_s(\partial_c \partial_s)^{k-1} \Delta_{q_0}^p(x) + \frac{k}{k - 1} \partial_c(\partial_s \partial_c)^{k-1} \Delta_{q_0}^p(x) \right].
\]
Now, as we are assuming that $k < p$, by Lemmas 3.1, 3.4 and Theorem 3.3, the previous expression vanishes at $x = q_0$.

If now $k = p$, repeating the previous computation we get
\[
((\partial_c \partial_s)^k(\Delta_{q_0}^k(x)(x - q_0))) = ((\partial_c \partial_s)^k \Delta_{q_0}^k(x)) \cdot v_s(x - q_0)
+ \frac{1}{2} \left[ \partial_s(\partial_c \partial_s)^{k-1} \Delta_{q_0}^k(x) + \partial_c(\partial_s \partial_c)^{k-1} \Delta_{q_0}^k(x) \right].
\]
Now using Theorem 3.3, Lemmas 3.1 and 3.4 we get that
\[
(((\partial_c \partial_s)^k(\Delta_{q_0}^k(x)(x - q_0)))|_{x = q_0} = k! \cdot (-\text{Im}(q_0)) + \frac{1}{2} [2k! \cdot \text{Im}(q_0)] = 0.
\]

### 3.1. A Comprehensive Table

For the convenience of the reader we collect all the non-vanishing results obtained in the previous computations in a handy table

| Result | Index values | Result reference |
|--------|--------------|------------------|
| $(\partial_c \partial_s)^k \Delta_{q_0}^k = 2k!$ | $k \geq 1$ | Lemma 3.2 |
| $(\partial_c \partial_s)^k \Delta_{q_0}^k = k!$ | $k \geq 1$ | Theorem 3.3 |
| $\partial_s(\partial_c \partial_s)^k(\Delta_{q_0}^k(x)(x - q_0)) = k!$ | $k \geq 0$ | Theorem 3.5 |
| $(\partial_c(\partial_s \partial_c)^{k-1}(\Delta_{q_0}^k))|_{x = q_0} = 2\text{Im}(q_0)k!$ | $k \geq 1$ | Lemma 3.4 |

### 4. Coefficients of the Spherical Expansion

Thanks to the results of the previous section, we are able to give a differential representation of the coefficients of the spherical expansion of a slice regular function. First of all recall that if $f \in \mathcal{SR}(\Omega_D)$ and $q_0 \in \Omega_D \setminus \mathbb{R}$, then there exists a symmetric domain, namely a Cassini ball $U(q_0, r) \subset \Omega_D$, such that, for any $x \in U(q_0, r)$ we have
\[
f(x) = s_0 + (x - q_0)s_1 + \Delta_{q_0}(x)s_2 + \Delta_{q_0}(x)(x - q_0)s_3 + \ldots + \Delta_{q_0}^k(x)s_{2k} + (\Delta_{q_0}^k(x)(x - q_0))s_{2k+1} + \ldots \quad (4.1)
\]
Now, it is well known (see [2,18,26]) that $s_0 = f(q_0)$, $s_1 = (\partial_s f)(q_0)$ and that $s_2 = ((\partial_c \partial_s) f)(q_0)$. We are able to describe in the same way all the other coefficients.
Theorem 4.1. Let $f$ be a slice regular function defined on a symmetric domain $\Omega_D$ and let $q_0 \in \Omega_D \setminus \mathbb{R}$. Then, we have that the coefficients of the spherical expansion (4.1) are given as follows
\begin{align*}
s_{2k} &= \frac{1}{k!}((\partial_c \partial_s)^k f)(q_0), \\
s_{2k+1} &= \frac{1}{k!}((\partial_s(\partial_c \partial_s)^k f)(q_0).
\end{align*}

Proof. As the result is trivially true for $k = 0$, we start from $k = 1$. Now, even for $k = 1$ we already know that $s_2 = ((\partial_c \partial_s) f)(q_0)$. We then work on $s_3$. If we apply the differential operator $\partial_s(\partial_c \partial_s)$ to $f$ as represented in Formula (4.1), we obtain
\begin{align*}
(\partial_s(\partial_c \partial_s) f)(x) &= (\partial_s(\partial_c \partial_s \Delta_{q_0}(x)(x-q_0)) s_3 + (\partial_s(\partial_c \partial_s) \Delta_{q_0}^2(x)) s_4 \\
&\quad + \cdots + (\partial_s(\partial_c \partial_s) \Delta_{q_0}^k(x)) s_{2k} + (\partial_s(\partial_c \partial_s) (\Delta_{q_0}^k(x)(x-q_0))) s_{2k+1} + \cdots.
\end{align*}

But now, thanks to Theorem 3.5 and to Lemma 3.1 we have
\[(\partial_s(\partial_c \partial_s) f)(q_0) = s_3.\]

Assume now that $k > 1$. We start from the even coefficients. If we apply the differential operator $(\partial_c \partial_s)^k$ to $f$ as represented in Formula (4.1), we obtain
\begin{align*}
((\partial_c \partial_s)^k f)(x) &= ((\partial_c \partial_s)^k \Delta_{q_0}^k(x)) s_{2k} + ((\partial_c \partial_s)^k \Delta_{q_0}^{k+1}(x)(x-q_0)) s_{2k+1} \\
&\quad + \cdots + ((\partial_c \partial_s)^k \Delta_{q_0}^p(x)) s_{2p} + ((\partial_c \partial_s)^k (\Delta_{q_0}^p(x)(x-q_0))) s_{2p+1} + \cdots.
\end{align*}

But now, thanks to Theorem 3.3 and to Lemma 3.6 we have
\[((\partial_c \partial_s)^k f)(q_0) = k! s_{2k}.\]

Analogously we have
\begin{align*}
(\partial_s(\partial_c \partial_s)^k f)(x) &= (\partial_s(\partial_c \partial_s)^k \Delta_{q_0}^k(x)(x-q_0)) s_{2k+1} + (\partial_s(\partial_c \partial_s)^k \Delta_{q_0}^{k+1}(x)) s_{2k+2} \\
&\quad + \cdots + (\partial_s(\partial_c \partial_s)^k \Delta_{q_0}^p(x)) s_{2p+1} + (\partial_s(\partial_c \partial_s)^k (\Delta_{q_0}^p(x)(x-q_0))) s_{2p+2} + \cdots.
\end{align*}

and thanks to Theorem 3.5 and to Lemma 3.1 we have
\[(\partial_s(\partial_c \partial_s)^k f)(q_0) = k! s_{2k+1},\]

concluding the proof. \qed

We give a first corollary about slice preserving and one-slice preserving functions.

Corollary 4.2. Let $f : \Omega_D \to \mathbb{H}$ be a slice regular function, $q_0 \in \Omega_D \setminus \mathbb{R}$ and let $s_n(q_0)$ be the spherical coefficients of $f$ at $q_0$. Then the following facts hold true:

(1) the function $f$ is slice preserving if and only if, for any $k \in \mathbb{N}$, $s_{2k+1}(q_0) \in \mathbb{R}$ and, if $q_0 \in C_J$, $s_{2k}(q_0) \in C_J$.

(2) the function $f$ is $C_J$-preserving if and only if $s_{2k+1}(q_0) \in C_J$ and, for any $q_0 \in C_J$, $s_{2k}(q_0) \in C_J$. 


Remark 8.11, if \( f \) is a slice regular function defined on a symmetric domain \( \Omega \) and \( q_0 \in \Omega \setminus \mathbb{R} \). Let \( m, n \in \mathbb{N} \) and \( q_1, \ldots, q_n \in \mathbb{S}_{q_0} \) (with \( q_i \neq q_{i+1} \) for all \( i = 1, \ldots, n - 1 \)) be such that
\[
\frac{g(x) - g(q_0)}{x - q_0} = \sum_{k=1}^{n} \frac{\partial_x^n f(x)}{\partial q_k^n} \cdot (x - q_k),
\]
for some slice regular function \( g : \Omega_D \to \mathbb{H} \) which does not have any zeros in \( \mathbb{S}_{q_0} \). We then say that \( 2m \) is the spherical multiplicity of \( \mathbb{S}_{q_0} \) and that \( n \) is the isolated multiplicity of \( q_1 \). As it was pointed out in [26] and in [14, Remark 8.11], if \( f \) is a slice regular function on a symmetric domain \( \Omega_D \) and \( q_0 \in \Omega_D \setminus \mathbb{R} \), then if \( s_{2n} \) or \( s_{2n+1} \) is the first non vanishing coefficient in the spherical expansion (4.1), then \( 2n \) is the spherical multiplicity of \( f \) at \( \mathbb{S}_{q_0} \). Moreover, \( q_0 \) has a positive isolated multiplicity if and only if \( s_{2n} = 0 \). These information can be translated in new formulas thanks to our results.

**Corollary 4.3.** Let \( f \) be a slice regular function defined on a symmetric domain \( \Omega_D \) and let \( q_0 \in \Omega_D \setminus \mathbb{R} \). Then, if for any \( k = 0, \ldots, n - 1 \) we have that \( (\partial_x \partial_{S})^k f(q_0) = 0 \) and \( (\partial_x \partial_{S})^n f(q_0) \neq 0 \) then \( 2n \) is the spherical multiplicity of \( f \) at \( \mathbb{S}_{q_0} \). Moreover, \( q_0 \) has a positive isolated multiplicity if and only if \( (\partial_x \partial_{S})^n f(q_0) = 0 \).

Having now these new nice representations of the spherical coefficients of a slice regular functions, we are able to effectively compute examples.

**Example 4.4.** We give an explicit example for the previous corollary. Consider the quaternionic polynomial
\[
P(x) = x^3 - x^2(i + j + k) + x(i - j + k) + 1 = (x - i) \cdot (x - j) \cdot (x - k).
\]
We want to compute its spherical coefficients in general (i.e. at a non-real point) and at \( x_0 = i \). If \( s_n(x) \) denote the \( n \)-th spherical coefficient at \( x = \alpha + i \beta \in \mathbb{H} \setminus \mathbb{R} \), then we have
\[
s_n(i) = 0,
\]
\[
s_0(i) = (\partial_x P)(i) = 3 \alpha^2 - \beta^2 - 2 \alpha (i + j + k) + i - j + k,
\]
\[
s_1(i) = -1 + i - j + k,
\]
\[
s_2(i) = (\partial_x \partial_{S} P)(i) = 3 \alpha - (i + j + k) + i \beta,
\]
\[
s_3(i) = 1,
\]
and so, for any \( n > 3 \), we have \( s_n(x) = 0 \). Therefore, near \( x_0 = i \), we have
\[
P(x) = (x - i)(-1 + i - j + k) + \Delta_i(x)(-j - k) + \Delta_i(x)(x - i).
\]
We now deal with basic idempotent functions [5,7].
Definition 4.5. We define the slice regular function $J : \mathbb{H} \setminus \mathbb{R} \to \mathbb{H}$ as $J(x) = \frac{\text{Im}(x)}{|\text{Im}(x)|}$, for all $x \in \mathbb{H} \setminus \mathbb{R}$. Sometimes, if $x = \alpha + I\beta$, we will also write $J(x) = I$.

Let now $J \in \mathbb{S}$ and $x = \alpha + I\beta \in \mathbb{H} \setminus \mathbb{R}$, with $\beta > 0$. We define $\ell^{+,J} : \mathbb{H} \setminus \mathbb{R} \to \mathbb{H}$, $\ell^{-,J} : \mathbb{H} \setminus \mathbb{R} \to \mathbb{H}$ as

$$\ell^{+,J}(x) = \frac{1 - J(x)J}{2}, \quad \ell^{-,J}(x) = \frac{1 + J(x)J}{2}$$

As explained in [5,7] these functions $\ell^{\pm,J}$ are idempotents for the slice product and any slice regular function $f$ defined on a symmetric domain without real points can be written as $f = f_+ \cdot \ell^{+,J} + f_- \cdot \ell^{-,J}$, where $f_+$ and $f_-$ are slice regular functions defined on the same domain of $f$ (this is called Peirce decomposition). The important role of idempotent function was also exploited in [24] in order to characterize some relevant space of measurable regular functions. Before going into the details, recall that, for any $N \in \mathbb{N}$, the notation $N!!$ stands for the double factorial, i.e.

$$N!! = \prod_{k=0}^{[\frac{N}{2}]-1} (N - 2k) = N(N - 2)(N - 4) \cdots$$

Corollary 4.6. Let $J \in \mathbb{S}$ be any imaginary unit and $x = \alpha + I\beta \in \mathbb{H} \setminus \mathbb{R}$, with $\beta > 0$. Then the spherical coefficients of $\ell^{+,J}$ at $x$ are the following

$$s_0^+(\alpha + I\beta) = \frac{1 - IJ}{2}, \quad \left\{\begin{array}{l}
s_{2k}^+(\alpha + I\beta) = -\frac{1}{k!} \frac{(2k-1)!!}{2^{k+1}} IJ,

s_{2k+1}^+(\alpha + I\beta) = -\frac{1}{k!} \frac{(2k-1)!!}{2^{k+1}} \frac{1}{2^{2k+1}} J.
\end{array}\right.$$ 

Analogously, the spherical coefficients of $\ell^{-,J}$ at $x$ are the following

$$s_0^-(\alpha + I\beta) = \frac{1 + IJ}{2}, \quad \left\{\begin{array}{l}
s_{2k}^-(\alpha + I\beta) = \frac{1}{k!} \frac{(2k-1)!!}{2^{k+1}} IJ,

s_{2k+1}^-(\alpha + I\beta) = \frac{1}{k!} \frac{(2k-1)!!}{2^{k+1}} \frac{1}{2^{2k+1}} J.
\end{array}\right.$$ 

Proof. We will prove the result for $\ell^{+,J}$ as the argument for $\ell^{-,J}$ is completely analogous. For $s_0^+$ there is nothing to prove. We have

$$s_1^+(\alpha + I\beta) = (\partial_s \ell^{+,J})(\alpha + I\beta) = -\frac{1}{2} \frac{J}{\beta},$$

and so

$$s_2^+(\alpha + I\beta) = (\partial_s \partial_s \ell^{+,J})(\alpha + I\beta) = \partial_s \left( -\frac{1}{2} \frac{J}{\beta} \right) = \frac{1}{2} \left( \frac{\partial}{\partial \alpha} - I \frac{\partial}{\partial \beta} \right) \left( -\frac{1}{2} \frac{J}{\beta} \right)$$

$$= -\frac{1}{2^2} \frac{1}{\beta^2} IJ.$$

We now compute $s_3$

$$s_3^+(\alpha + I\beta) = (\partial_s \partial_s \partial_s \ell^{+,J})(\alpha + I\beta) = \partial_s \left( -\frac{1}{2^2} \frac{1}{\beta^2} IJ \right)(\alpha + I\beta) = -\frac{1}{2^2} \frac{1}{\beta^2} J.$$
Let now $k > 1$ be fixed and assume that the result is true for all integers lower than $k$. From Theorem 4.1 we know that
\[
\begin{align*}
\left\{ \begin{array}{l}
\mathcal{s}_{2k}^+(\alpha + I \beta) = \frac{1}{k!}((\partial_c \partial_s)^k \ell^{+,J})(\alpha + I \beta), \\
\mathcal{s}_{2k+1}^+(\alpha + I \beta) = \frac{1}{k!}(\partial_s(\partial_c \partial_s)^{k-1} \ell^{+,J})(\alpha + I \beta),
\end{array} \right.
\end{align*}
\]
therefore
\[
\begin{align*}
k! \mathcal{s}_{2k}^+(\alpha + I \beta) &= ((\partial_c \partial_s)^k \ell^{+,J})(\alpha + I \beta) = (\partial_c(\partial_s(\partial_c \partial_s)^{k-1} \ell^{+,J}))(\alpha + I \beta) \\
&= \partial_c ((k-1)! \mathcal{s}_{2(k-1)+1}(\alpha + I \beta)) \\
&= \partial_c \left( -\frac{(2(k-1) - 1)!!}{2^{k-1} + 1} \frac{1}{\beta^{2k-1}} J \right) \\
&= \frac{1}{2} \left( -I \frac{\partial}{\partial \beta} \right) \left( -\frac{(2(k-1) - 1)!!}{2^{k-1} + 1} \frac{1}{\beta^{2k-1}} J \right) \\
&= \frac{1}{2} \left( \frac{(2(k-1) - 1)!!}{2^{k-1} + 1} \left( -\frac{2k - 1}{\beta^{2k}} \right) I J \right) \\
&= -\frac{(2k-1)!!}{2^{k+1}} \frac{1}{\beta^{2k+1}} J.
\end{align*}
\]

Analogously, we have
\[
\begin{align*}
k! \mathcal{s}_{2k+1}^+(\alpha + I \beta) &= (\partial_s(\partial_c \partial_s)^k \ell^{+,J})(\alpha + I \beta) = \partial_s \left( -\frac{(2k-1)!!}{2^{k+1}} \frac{1}{\beta^{2k}} I J \right) \\
&= -\frac{(2k-1)!!}{2^{k+1}} \frac{1}{\beta^{2k+1}} J.
\end{align*}
\]

\[\square\]

**Remark 4.7.** In [18, Example 5.6] the authors gave a description of spherical coefficients $\mathcal{s}_n$ for the function $2\ell^{+,J}$ at $x = J$. They found
\[
\mathcal{s}_0 = 2, \quad \left\{ \begin{array}{l}
\mathcal{s}_{2k+1} = 4^{-k} \left( \frac{2k}{1} \right)(-J), \\
\mathcal{s}_{2k} = 4^{-k} \left( \frac{2k}{1} \right),
\end{array} \right. \quad k \geq 0,
\]

Our result is consistent as, at $x = J$ (and $\beta = 1$), we have
\[
\mathcal{s}_0^+ = 2 \cdot \frac{1 - J \cdot J}{2} = 2 = \mathcal{s}_0, \quad \left\{ \begin{array}{l}
2\mathcal{s}_{2k+1}^+ = 2 \cdot \left( -\frac{1}{k!} \frac{(2k-1)!!}{2^{k+1}} J \right) = -\frac{1}{k!} \frac{(2k-1)!!}{2^{k+1}} J, \\
2\mathcal{s}_{2k}^+ = 2 \cdot \left( -\frac{1}{k!} \frac{(2k-1)!!}{2^{k+1}} J J \right) = \frac{1}{k!} \frac{(2k-1)!!}{2^{k}}.
\end{array} \right.
\]

Now, thanks to standard properties of the double factorial, we have that
\[
(2k-1)!! = \frac{(2k)!}{2^k k!},
\]
and hence
\[
\left\{ \begin{array}{l}
2\mathcal{s}_{2k+1}^+ = \frac{1}{k!} \frac{(2k-1)!!}{2^k J} = -\frac{1}{k!} \frac{(2k)!}{2^k k!} J = 4^{-k} \left( \frac{2k}{1} \right)(-J) = \mathcal{s}_{2k+1}, \\
2\mathcal{s}_{2k}^+ = \frac{1}{k!} \frac{(2k-1)!!}{2^k} = \frac{1}{k!} \frac{(2k)!}{2^k k!} = 4^{-k} \left( \frac{2k}{1} \right) = \mathcal{s}_{2k}.
\end{array} \right.
\]
Remark 4.8. Notice that, even though the functions $\ell^{\pm,J}$ are slice constant (see [1]), their spherical expansion is always infinite. The same is true for slice polynomial functions, i.e. slice regular functions of the form $P = P_+ \cdot \ell^{+,J} + P_- \cdot \ell^{-,J}$, where $P_+$ and $P_-$ are regular polynomials. Using the linearity of the operators $(\partial_s \partial_c)^k$ and $\partial_s(\partial_s \partial_c)^k$ and the formula in Proposition 2.4 one can compute all the coefficients and, since those of $\ell^{\pm,J}$ are infinite, then also those of $P$ are, in general, infinite. However, with some more information, it is possible to simplify a lot all the computation as the following examples show.

Example 4.9. Let $P_{2n}$ be a quaternionic regular polynomial of degree $2n$ and $x = \alpha + I\beta \in \mathbb{H} \setminus \mathbb{R}$. Then the spherical coefficients of the slice polynomial function $f = \ell^{+,J} \cdot P_{2n}: \mathbb{H} \setminus \mathbb{R} \to \mathbb{H}$ can be computed using Proposition 2.4, Corollary 4.6 and the fact that $\partial_c \ell^{+,J} \equiv 0$, as follows.

$$s_{2k}(x) = \frac{1}{k!}((\partial_c \partial_s)^k f)(x) = \frac{1}{k!} \left\{ \left( -\frac{(2k-1)!!}{2^{k+1}} \frac{1}{\beta^{2k}} IJ \right) \cdot (v_s P_{2n})(x) \right\}$$

and if $k > n$ it further simplifies as

$$s_{2k}(x) = \frac{1}{k!} \left\{ \left( -\frac{(2k-1)!!}{2^{k+1}} \frac{1}{\beta^{2k}} IJ \right) \cdot (v_s P_{2n})(x) \right\}$$

Analogous considerations hold for $s_{2k+1}$, for $\ell^{-,J}$ and for an odd-degree polynomial $P$.

Instead of expanding the previous example in all its cases, we analyze a specific case, that was extensively studied in [7] in relation to a geometric interpretation of slice regularity.

Example 4.10. Let $R: \mathbb{H} \setminus \mathbb{R} \to \mathbb{H}$ be defined as $R(x) = -x^2 \cdot \ell^{+,i} + x \cdot \ell^{-,i}$. We will write the spherical coefficient in general and at $x_0 = \frac{1}{2} + \frac{\sqrt{3}}{2} i$. Let $x = \alpha + I\beta$, by direct inspection we have

$$\partial_s(-x^2) = -2\alpha,$$

$$v_s(x^2) = -(\alpha^2 - \beta^2),$$
Therefore, 
\[(\partial_c \partial_s)(-x^2) = -1, (\partial_s \partial_c)(-x^2) = -2,\]
and so,
\[s_0(x_0) = x_0' = \frac{1}{2} - \frac{\sqrt{3}}{3} i,
\]
\[s_1(x) = -\alpha + \frac{1}{2} + \frac{\alpha^2 - \beta^2 + \alpha}{2\beta} i,
\]
\[s_1(x_0) = 0,
\]
\[s_2(x) = -\frac{1}{2} - x \left( -\frac{i}{2\beta} \right) - (\alpha^2 - \beta^2) \left( -\frac{I_i}{4\beta^2} \right) + \frac{1}{2} \left( -\frac{i}{2\beta} \right) + \alpha \left( \frac{I_i}{4\beta^2} \right),
\]
\[s_2(x_0) = -1 + \frac{\sqrt{3}}{3} i,
\]
\[s_3(x) = -\frac{i}{2\beta} (\alpha^2 - \beta^2) \left( -\frac{i}{4\beta^3} \right) + \alpha \left( \frac{i}{4\beta^3} \right),
\]
\[s_3(x_0) = \frac{\sqrt{3}}{3} i.
\]
Assume now \(k \geq 2\), then, thanks to Proposition 2.4, we have that
\[
((\partial_c \partial_s)^k R)(x) = v_s(-x^2)((\partial_c \partial_s)^k \ell^{+,i})(x) + v_s(x)((\partial_c \partial_s)^k \ell^{-,i})(x)
\]
\[+ \frac{1}{2} \left\{ \partial_c(-x^2)((\partial_c \partial_s)^{k-1} \ell^{+,i})(x)
\]
\[+ (k-1)((\partial_s \partial_c)(-x^2))((\partial_c \partial_s)^{k-1} \ell^{+,i})(x)
\]
\[+ \partial_c(x)((\partial_s \partial_c)^{k-1} \ell^{-,i}) \right\}
\]
\[= (\alpha^2 - \beta^2) \left[ \frac{(2k-1)!! I_i}{2k+1 \beta^{2k}} \right] + \alpha \left[ \frac{(2k-1)!! I_i}{2k+1 \beta^{2k}} \right]
\]
\[+ \frac{1}{2} \left\{ 2x \left( \frac{(2(k-1)-1)!!}{2k \beta^{2(k-1)+1}} \right)
\]
\[+ 2(k-1) \left( \frac{(2(k-1)-1)!!}{2k \beta^{2(k-1)}} I_i \right) + \frac{(2(k-1)-1)!!}{2k \beta^{2(k-1)+1}} \right\}
\]
\[= \left[ \frac{1}{\beta} \left( \alpha + \frac{1}{2} + \frac{2k-1}{2\beta^2} (\alpha^2 - \beta^2 + \alpha) \right) \right] I_i.
\]
Therefore,
\[((\partial_c \partial_s)^k R)(x_0) = \frac{2^{k-2}}{3^{k-1}} (2k-1)!! \left[ -k + \frac{2\sqrt{3}}{3} i \right]
\]
\[= \frac{2^{k-2}}{3^{k-1}} (2k-3)!! \left[ -k + \frac{2\sqrt{3}}{3} i \right],
\]
and hence
\[s_{2k}(x_0) = \frac{2^{k-2}}{k!3^{k-1}} (2k-3)!! \left[ -k + \frac{2\sqrt{3}}{3} i \right].
\]
Assuming again that \(k \geq 2\), for the odd coefficients, we have,
\[
((\partial_s \partial_c)^k R)(x) = v_s(-x^2)((\partial_s \partial_c)^k \ell^{+,i})(x) + v_s(x)((\partial_s \partial_c)^k \ell^{-,i})(x)
\]
\[+ \frac{1}{2} \left\{ ((\partial_s \partial_c)(-x^2)((\partial_s \partial_c)^{k-1} \ell^{+,i})(x)
\]
\[+ (k-1)((\partial_s \partial_c)(-x^2))((\partial_s \partial_c)^{k-1} \ell^{+,i})(x) \right\}
\]
\[= \left[ \frac{(2k-1)!!}{2k+1 \beta^{2k}} \right] + \alpha \left[ \frac{(2k-1)!!}{2k+1 \beta^{2k}} \right]
\]
\[+ \frac{1}{2} \left\{ 2x \left( \frac{(2(k-1)-1)!!}{2k \beta^{2(k-1)+1}} \right)
\]
\[+ 2(k-1) \left( \frac{(2(k-1)-1)!!}{2k \beta^{2(k-1)}} I_i \right) + \frac{(2(k-1)-1)!!}{2k \beta^{2(k-1)+1}} \right\}
\]
\[= \left[ \frac{1}{\beta} \left( \alpha + \frac{1}{2} + \frac{2k-1}{2\beta^2} (\alpha^2 - \beta^2 + \alpha) \right) \right] I_i.
\]
Therefore,
\[((\partial_s \partial_c)^k R)(x_0) = \frac{2^{k-2}}{3^{k-1}} (2k-1)!! \left[ -k + \frac{2\sqrt{3}}{3} i \right]
\]
\[= \frac{2^{k-2}}{3^{k-1}} (2k-3)!! \left[ -k + \frac{2\sqrt{3}}{3} i \right],
\]
\[ v_s(-x^2)(\partial_s(\partial_c\partial_s)^k\ell^{+i})(x) + v_s(x)(\partial_s(\partial_c\partial_s)^k\ell^{-i})(x) \]
\[ + \frac{k}{2}(\partial_s\partial_c)(-x^2)(\partial_s(\partial_c\partial_s)^{k-1}\ell^{+i})(x) \]
\[ = (\alpha^2 - \beta^2) \left( \frac{(2k-1)!!}{2^{k+1}\beta^{2k+1}} i \right) + \alpha \left( \frac{(2k-1)!!}{2^{k+1}\beta^{2k+1}} i \right) + k \left( \frac{2(k-1)!!}{2^k\beta^{2k-1}} i \right) \]
\[ = \frac{(2k-3)!!}{2^k\beta^{2k-1}} \left[ k + \frac{2k-1}{2\beta^2}(\alpha^2 - \beta^2 + \alpha) \right] i. \]

Therefore,
\[ ((\partial_c\partial_s)^kR)(x_0) = \frac{2^{k-1}}{3^{k-1}\sqrt{3}}(2k-3)!![ki] = \frac{2^{k-1}}{3^k}(2k-3)!!\left[\sqrt{3}ki\right], \]
and hence
\[ s_{2k+1}(x_0) = \frac{2^{k-1}}{k!3^k}(2k-3)!!\left[\sqrt{3}ki\right]. \]

5. Spherical Coefficients of the Slice Derivative

Thanks to the results of the previous section, we are able to compute the coefficients of the spherical expansion of the slice derivative of a slice regular function. Starting from Equation (4.1) we have
\[ \partial_c f(x) = s_1 + \partial_c(\Delta_{q_0}(x))s_2 + \partial_c(\Delta_{q_0}(x)(x - q_0))s_3 \]
\[ + \cdots + \partial_c(\Delta_{q_0}^k\ell^{+i})(x) + \partial_c((\Delta_{q_0}^k\ell^{+i})(x))s_{2k+1} + \cdots \]
\[ = s_1 + (2(x - \Re(q_0)))s_2 + ((x - q_0)^2 + 2\Delta_{q_0}(x))s_3 + \cdots \]
\[ + (2k\Delta_{q_0}^{k-1}(x)(x - \Re(q_0)))s_{2k} \]
\[ + \Delta_{q_0}^{k-1}(x) \left[ k(x - q_0)^2 + (k + 1)\Delta_{q_0}(x) \right] s_{2k+1} + \cdots, \quad (5.1) \]
Now, if we denote by \( s'_h \) the spherical coefficients of \( \partial_c f \), we already know, from Theorem 4.1, that
\[ \left\{ \begin{array}{l}
  s'_{2k} = \frac{1}{k!}((\partial_c\partial_s)^k\partial_c f)(q_0), \\
  s'_{2k+1} = \frac{1}{k!}(\partial_s(\partial_c\partial_s)^k\partial_c f)(q_0).
\end{array} \right. \]
Therefore we have that
\[ s'_0 = (\partial_c f)(q_0) = s_1 + 2(q_0 - \Re(q_0))s_2 = s_1 + 2\Im(q_0)s_2, \]
and that
\[ s'_1 = (\partial_s\partial_c f)(q_0) = 2s_2 - 2\Im(q_0)s_3. \]

We can now state our result.
Theorem 5.1. Let $f$ be a slice regular function defined on a symmetric domain $\Omega_D$ and let $q_0 \in \Omega_D \setminus \mathbb{R}$. Then, we have that the coefficients $s'_n$ of the spherical expansion (5.1) are given as follows

$$
\begin{align*}
    s'_{2k} &= (2k + 1)s_{2k+1} + (k + 1)2\text{Im} (q_0)s_{2k+2}, \\
    s'_{2k+1} &= (2k + 2)s_{2k+2} - (k + 1)2\text{Im} (q_0)s_{2k+3}.
\end{align*}
$$

Proof. To prove the theorem is sufficient to compare the spherical expansion of the function $\partial_c f$ near $q_0$

$$
\partial_c f = \sum_{n \geq 0} \Delta^n_{q_0}(x)[s'_{2n} + (x - q_0)s'_{2n+1}],
$$

with that obtained by deriving the expansion of $f$, i.e.

$$
\partial_c f = \sum_{n \geq 0} \partial_c \left( \Delta^n_{q_0}(x)[s_{2n} + (x - q_0)s_{2n+1}] \right).
$$

We proceed to compute this last derivative:

$$
\begin{align*}
\partial_c f &= \sum_{n \geq 0} \partial_c \left( \Delta^n_{q_0}[s_{2n} + (x - q_0)s_{2n+1}] \right) \\
&= s_1 + \sum_{n \geq 1} \left\{ n\Delta^{n-1}_{q_0}[2(x - \text{Re}(q_0))(s_{2n} + (x - q_0)s_{2n+1}) + \Delta^n_{q_0}s_{2n+1}] \right\} \\
&= s_1 + \sum_{n \geq 1} \left\{ \Delta^{n-1}_{q_0}[2n(x - q_0)(s_{2n} + (x - q_0)s_{2n+1}) \\
+ 2n\text{Im}(q_0)(s_{2n} + (x - q_0)s_{2n+1}) + \Delta_{q_0}s_{2n+1}] \right\} \\
&= s_1 + \sum_{n \geq 1} \left\{ \Delta^{n-1}_{q_0}[2n\text{Im}(q_0)s_{2n} + (x - q_0)(2ns_{2n} - 2n\text{Im}(q_0)s_{2n+1}) \\
+ \Delta_{q_0}(2n + 1)s_{2n+1}] \right\} \\
&= \sum_{k \geq 0} \Delta^k_{q_0}[(2k + 1)s_{2k+1} + (k + 1)2\text{Im}(q_0)s_{2k+2} \\
+ (x - q_0)((2k + 2)s_{2k+2} - (k + 1)2\text{Im}(q_0)s_{2k+3})],
\end{align*}
$$

where we have used that

$$
\begin{align*}
2n(x - q_0)(s_{2n} + (x - q_0)s_{2n+1}) + 2n\text{Im}(q_0)(s_{2n} \\
+ (x - q_0)s_{2n+1}) + \Delta^n_{q_0}(x)s_{2n+1} &= \\
2n\text{Im}(q_0)s_{2n} + (x - q_0)(2ns_{2n} + 2n\text{Im}(q_0)s_{2n+1}) \\
+ (x - q_0)^22ns_{2n+1} + \Delta^n_{q_0}(x)s_{2n+1} &= \\
2n\text{Im}(q_0)s_{2n} + (x - q_0)(2ns_{2n} + 2n\text{Im}(q_0)s_{2n+1}) \\
+ (x - q_0)(x - q_0^c + q_0 - q_0^c)2ns_{2n+1} + \Delta^n_{q_0}(x)s_{2n+1} &= \\
2n\text{Im}(q_0)s_{2n} + (x - q_0)(2ns_{2n} - 2n\text{Im}(q_0)s_{2n+1}) + \Delta^n_{q_0}(x)(2n + 1)s_{2n+1}.
\end{align*}
$$
Therefore, comparing Formula (5.2) with Formula (5.3), by the uniqueness of the spherical expansion, we obtain the thesis. □

An alternative proof of the last theorem is given in Appendix 5 where a much more computational approach is exploited. The results in this appendix might be useful in further future applications.

Remark 5.2. Notice that, from the Formulas in Theorem 5.1, if \( \text{Im} (q_0) \) tends to zero along a slice, then we obtain the usual relations among the coefficients of the power expansion of a function and of its first derivative. This happens as these two expansions coincide at real points.

As an immediate byproduct of the last theorem, we can derive a countable family of differential equations that are satisfied by slice regular functions.

Corollary 5.3. Let \( f \) be a slice regular function defined on a symmetric domain \( \Omega_D \) and let \( x \in \Omega_D \setminus \mathbb{R} \). Then, for any integer \( k \geq 0 \), \( f \) satisfies the following equations
\[
\begin{align*}
(\partial_c (\partial_c \partial_c)^k f)(x) &= (2k + 1)(\partial_s (\partial_c \partial_s)^k f)(x) + 2k + 1\text{Im} (x)((\partial_c \partial_s)^{k+1} f)(x), \\
((\partial_c \partial_c)^{k+1} f)(x) &= 2(k + 1)\text{Im} (x)((\partial_c \partial_s)^{k+1} f)(x) = 2(k + 1)[(\partial_c \partial_s)^{k+1} f)(x) \\
-\text{Im} (x)((\partial_c \partial_s)^{k+1} f)(x)].
\end{align*}
\]

Proof. It is immediate from Theorems 4.1 and 5.1. □

Notice that in [2], we found the first of such relations, namely
\[
(\partial_c f)(x) = (\partial_s f)(x) + 2\text{Im} (x)((\partial_c \partial_s)f)(x),
\]
We now illustrate Theorem 5.1 with some examples.

Example 5.4. In Example 4.4 we computed the spherical coefficients of the polynomial \( P(x) = x^3 - x^2(i + j + k) + x(i - j + k) + 1 \). Its slice derivative is given by
\[
P'(x) = 3x^2 - 2x(i + j + k) + i - j + k,
\]
therefore, if \( x = \alpha + I\beta \in \mathbb{H} \setminus \mathbb{R} \) denoting by \( s_n'(x) \) the spherical coefficients of \( P' \) at \( x \), we have
\[
s'_0(i) = -1 + i + j - k, \quad s'_1(x) = 6\alpha - 2(i + j + k), \quad s'_2(x) = 3.
\]
Now we have that
\[
\begin{align*}
s_1(x) + 2\text{Im} (x)s_2(x) &= 3\alpha^2 - \beta^2 - 2\alpha(i + j + k) + i - j + k \\
&+ 2I\beta(3\alpha - (i + j + k) + I\beta) \\
&= 3\alpha^2 - \beta^2 - 2\alpha(i + j + k) + i - j + k - 2\beta^2 - 2I\beta(i + j + k) + 6I\alpha\beta \\
&= 3\alpha^2 - 3\beta^2 + 6I\alpha\beta - 2(\alpha + I\beta)(i + j + k) + i - j + k \\
&= 3x^2 - 2x(i + j + k) + i - j + k = s'_0(x).
\end{align*}
\]
In particular, we have that $s^0_1(i) = s_1(i) + 2\text{Im}(x)s_2(i)$. Then we compute also
\[
2s_2(x) - 2\text{Im}(x)s_3(x) = 2(s_2(x) - \text{Im}(x)s_3) = 2(3\alpha - (i + j + k) + I\beta - I\beta) = 6\alpha - 2(i + j + k) = s^1_1(x).
\]
Finally
\[
3s_3(x) + 4\text{Im}(x)s_4(x) = 3s_3(x) = 3 = s^2_1(x).
\]
Of course, all these equalities hold for any $x \in \mathbb{H} \setminus \mathbb{R}$ and so also at $i$.

**Example 5.5.** In Corollary 4.6 we computed the spherical coefficients of the function $\ell^{+,J}$ as
\[
s^0_0(\alpha + I\beta) = \frac{1 - IJ}{2}, \quad \begin{cases} 
  s^+_0(\alpha + I\beta) = -\frac{1}{k!} \frac{(2k-1)!!}{\beta^{2k+1}} IJ, \\
  s^+_{2k+1}(\alpha + I\beta) = -\frac{1}{k!} \frac{(2k-1)!!}{\beta^{2k+2}} J.
\end{cases}
\]
Now, the slice derivative of $\ell^{+,J}$ is identically zero, and so, by Theorem 5.1 we have
\[
\begin{cases} 
  (2k+1)s^+_0(2k+1) + 2(k+1)\text{Im}(q_0)s^+_0(2k+1) = 0, \\
  2(k+1)s^+_2(2k+1) - (k+1)2\text{Im}(q_0)s^+_2(2k+1) = 0.
\end{cases}
\]
Indeed, we have that
\[
(2k+1)s^+_0(2k+1) + 2(k+1)\text{Im}(q_0)s^+_0(2k+1) = (2k+1) \left( -\frac{1}{k!} \frac{(2k-1)!!}{2^{k+1}} \frac{1}{\beta^{2k+1}} J \right)
\]
\[
+ 2(k+1)I\beta \left( -\frac{1}{(k+1)!} \frac{(2k+1)!!}{2^{k+2}} \frac{1}{\beta^{2(k+1)}} IJ \right)
\]
\[
= \left( -\frac{1}{k!} \frac{(2k+1)!!}{2^{k+1}} \frac{1}{\beta^{2k+1}} J \right)
\]
\[
+ 2(k+1) \left( \frac{1}{(k+1)!} \frac{(2k+1)!!}{2^{k+2}} \frac{1}{\beta^{2k+1}} IJ \right) = 0,
\]
and also
\[
2(k+1)s^+_2(2k+1) - (k+1)2\text{Im}(q_0)s^+_2(2k+1) + 1
\]
\[
= 2(k+1) \left( -\frac{1}{(k+1)!} \frac{(2k+1)!!}{2^{k+2}} \frac{1}{\beta^{2(k+1)}} IJ \right)
\]
\[
- (k+1)2I\beta \left( -\frac{1}{(k+1)!} \frac{(2k+1)!!}{2^{k+2}} \frac{1}{\beta^{2k+3}} J \right) = 0.
\]

In the following two examples we show how, in some cases, Theorem 5.1 becomes an effective method to compute the spherical coefficients of specific functions.

**Example 5.6.** In Example 4.9 we computed the spherical coefficients of the slice polynomial function $R(x) = -x^2 \ell^{+,i} + x \ell^{-,i}$. Its slice derivative is the slice polynomial function $R'(x) = -2x \ell^{+,i} + \ell^{-,i}$. Let us denote by $s^+_n(x)$ the
spherical coefficients of $R'$ at $x$. As special point we chose $x_0 = \frac{1}{2} + \frac{\sqrt{3}}{2} i$. By direct inspection, we have that

$$s_0'(i) = -1 - \sqrt{3} i,$$

$$s_1'(x) = (\partial_x R')(x) = -1 - \frac{\alpha i}{\beta} + \frac{i}{2\beta}, \quad s_1'(i) = -1 + \frac{2\sqrt{3}}{3} i,$$

$$s_2'(x) = (\partial_x \partial_x R')(x) = \left(1 + \frac{I}{2\beta}\right) \frac{i}{2\beta}, \quad s_2'(i) = -\frac{1}{3} + \frac{\sqrt{3}}{3} i.$$

Now, by Proposition 2.4 and Corollary 4.6 we obtain

$$s_{2k}'(x) = \frac{(2k - 3)!!}{k!2^k \beta^{2k-1}} \left[\frac{(1 + 2\alpha)(2k - 1)}{2\beta} I - 1\right] i,$$

and

$$s_{2k+1}' = \frac{(1 + 2\alpha)(2k - 1)!!}{2^{k+1} \beta^{2k+1}} i,$$

and so

$$s_{2k}'(x_0) = -\frac{2^{k-1} \sqrt{3}(2k - 3)!!}{k!3^k} \left[\frac{\sqrt{3}}{3} (2k - 1) + i\right],$$

$$s_{2k+1}' = \frac{2^{k+1} \sqrt{3}(2k - 1)!!}{k!3^{k+1}} i.$$ 

Indeed we have that

$$s_1(x_0) + 2\text{Im}(x_0)s_2(x_0) = 0 + 2 \frac{\sqrt{3} i}{2} \left(-1 + \frac{\sqrt{3}}{3} i\right) = -1 - \sqrt{3} i = s_0'(x_0),$$

$$2s_2(x_0) - 2\text{Im}(x_0)s_3(x_0) = 2 \left[-1 - \frac{\sqrt{3}}{3} i - \frac{\sqrt{3} i \sqrt{3} i}{2} \frac{1}{3}\right]$$

$$= -\frac{3}{2} - \frac{2\sqrt{3}}{3} i = s_1'(x_0),$$

$$3s_3(x_0) + 4\text{Im}(x_0)s_4(x_0) = 3 \frac{\sqrt{3} i}{3} + 4 \frac{\sqrt{3} i}{2} \left(\frac{1}{6} \left(-2 + \frac{2\sqrt{3}}{3} i\right)\right)$$

$$= -\frac{2}{3} + \frac{\sqrt{3}}{3} i = s_2'(x_0),$$

and so on.

**Example 5.7.** For any $x = \alpha + I\beta \in \mathbb{H}$ consider the quaternionic exponential function $\exp : \mathbb{H} \to \mathbb{H}$

$$\exp(x) = e^{\alpha}(\cos(\beta) + I \sin(\beta)).$$
Of course, for any \( x \in \mathbb{H} \), we have that \( \partial_c \exp(x) = \exp(x) \). Hence the formula in Theorem 5.1 can be used to compute the spherical coefficients of the quaternionic exponential at any non-real point, i.e. for any integer \( k \) we have

\[
\begin{align*}
    s_{2k} &= (2k + 1)s_{2k+1} + 2(k + 1)\text{Im}(q_0)s_{2(k+1)}, \\
    s_{2k+1} &= 2(k + 1)s_{2(k+1)} - 2(k + 1)\text{Im}(q_0)s_{2(k+1)+1},
\end{align*}
\]

or, equivalently

\[
\begin{align*}
    s_{2k+2} &= (2(k + 1)\text{Im}(q_0))^{-1}[s_{2k} - (2k + 1)s_{2k+1}], \\
    s_{2k+3} &= (2(k + 1)\text{Im}(q_0))^{-1}[(2k + 2)s_{2k+2} - s_{2k+1}].
\end{align*}
\]

It was proven by Perotti in [25] that, for any slice regular function \( f \) the functions \( \partial_s f \) and \( (\partial_c \partial_s)f \) are harmonic as real functions \( \mathbb{R}^4 \to \mathbb{R}^4 \). Unfortunately such property does not hold anymore for other iterations as already \( \partial_s \partial_c \partial_s f \) is not harmonic, in general as the following example show.

**Example 5.8.** Let \( x = \alpha + I\beta \in \mathbb{H} \), the function \( f(x) = x^5 \) satisfies

\[
(\partial_s \partial_c \partial_s)x^5 = (\partial_s \partial_c)(5\alpha^4 - 10\alpha^2\beta^2 + \beta^4)
\]

\[
= \partial_s \frac{1}{2} \left( \frac{\partial}{\partial \alpha} - I \frac{\partial}{\partial \beta} \right) (5\alpha^4 - 10\alpha^2\beta^2 + \beta^4)
\]

\[
= \partial_s \frac{1}{2} (20\alpha^3 - 20\alpha\beta^2 - I(-20\alpha^2\beta + 4\beta^3)) = 10\alpha^2 - 2\beta^2.
\]

The result is a slice function and, for a slice function, the real Laplacian can be written as [25]

\[
\Delta = 4(\partial_c - \partial_s)(\partial_c + \partial_s).
\]

Hence, to compute \( \Delta((\partial_s \partial_c \partial_s)x^5) \), we perform the following calculation

\[
\Delta((\partial_s \partial_c \partial_s)x^5) = 4(\partial_c - \partial_s)(\partial_c + \partial_s)(10\alpha^2 - 2\beta^2)
\]

\[
= 4(\partial_c - \partial_s)\frac{1}{2} \left( \frac{\partial}{\partial \alpha} - I \frac{\partial}{\partial \beta} \right) (10\alpha^2 - 2\beta^2)
\]

\[
= 4(\partial_c - \partial_s)(10\alpha + I2\beta) = 4[5 - 1 - 2] = 8.
\]
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Appendix A: A Flow Chart of Mutual Implications of the Results in Sect. 3

We present here a flow chart showing the mutual implications of the results needed to prove our first main theorem. We decided to present such a graph to justify the order and the way the results are presented.

Appendix B: Proof of Theorem 5.1 by Explicit Computations

In this appendix we give an alternative proof of Theorem 5.1 in the same flavor of the computations given in Sect. 3. Such computations might be useful in the future to perform a much refined analysis of the previous results.

**Lemma B.1.** Let $q_0 \in \mathbb{H}$ be any quaternion. For any integer $m \geq 1$, we have the following equalities

$$
\partial_c(\Delta_{q_0}^m(x)) = 2m\Delta_{q_0}^{m-1}(x)(x - \Re(q_0)),$$

$$
\partial_c(\Delta_{q_0}^m(x)(x - q_0)) = \Delta_{q_0}^{m-1}(x) \left[ m(x - q_0)^2 + (m + 1)\Delta_{q_0}(x) \right].
$$
Both equalities are direct consequences of the Leibniz rule for the slice derivative $\partial_c$. In particular

$$\partial_c(\Delta_{q_0}^m(x)) = m\Delta_{q_0}^{m-1}(x)\partial_c\Delta_{q_0}(x) = m\Delta_{q_0}^{m-1}(x)[(x - q_0) + (x - \bar{q_0})]$$

$$= 2m\Delta_{q_0}^{m-1}(x)(x - \text{Re}(q_0)),$$

while

$$\partial_c(\Delta_{q_0}^m(x)(x - q_0)) = \partial_c(\Delta_{q_0}^m(x))(x - q_0) + \Delta_{q_0}^m(x)$$

$$= m\Delta_{q_0}^{m-1}(x)[(x - q_0) + (x - \bar{q_0})] \cdot (x - q_0) + \Delta_{q_0}^m(x)$$

$$= \Delta_{q_0}^{m-1}(x)\left[m(x - q_0)^2 + (m + 1)\Delta_{q_0}(x)\right].$$

\[\square\]

Hence, while the slice derivative of $\Delta_{q_0}^m(x)$ is the product of $\Delta_{q_0}^{m-1}(x)$ times a polynomial of degree 1, the slice derivative of $\Delta_{q_0}^m(x)(x - q_0)$ can be written as the product of $\Delta_{q_0}^{m-1}(x)$ times the degree 2 polynomial

$$\mathfrak{P}_{q_0,m}(x) := m(x - q_0)^2 + (m + 1)\Delta_{q_0}(x). \tag{B.1}$$

For future convenience, we collect in the next Lemma some of the properties of $\mathfrak{P}_{q_0,m}$.

**Lemma B.2.** Let $q_0 = a_0 + i_0b_0 \in \mathbb{H}$ and $m \geq 1$ be an integer and $\mathfrak{P}_{q_0,m}$ be the slice regular polynomial defined in Formula (B.1). Then we have the following equalities

$$(u_s \mathfrak{P}_{q_0,m})(q_0) = 2m (\text{Im}(q_0))^2 \tag{B.2}$$

$$(\partial_s \mathfrak{P}_{q_0,m})(q_0) = -2m\text{Im}(q_0) \tag{B.3}$$

$$(\partial_c \mathfrak{P}_{q_0,m})(q_0) = 2(m + 1)\text{Im}(q_0) \tag{B.4}$$

$$\partial_s \partial_s \mathfrak{P}_{q_0,m} = 2m + 1 \tag{B.5}$$

$$\partial_s \partial_c \mathfrak{P}_{q_0,m} = 2(2m + 1) \tag{B.6}$$

**Proof.** We prove all the equalities by direct inspection. We start from Formula (B.2). The spherical value of a slice function $g$ is defined as $(u_s g)(x) = (g(x) + g(x^c))/2$, hence, since $(x - q_0)^2 |_{x=q_0} = 0$ and $\Delta_{q_0}(q_0) = \Delta_{q_0}(q_0^c) = 0$, we have

$$(u_s \mathfrak{P}_{q_0,m})(q_0) = \frac{m((x - q_0)^2)|_{x=q_0}}{2} = \frac{m}{2}((q_0^c)^2 - 2|q_0|^2 + q_0^2)$$

$$= \frac{m}{2}2(\text{Re}(q_0^2) - |q_0|^2) = m(-2\beta_0^2) = 2m(\text{Im}(q_0))^2.$$

We now pass to Formula (B.3). As the spherical derivative of $\Delta_{q_0}$ at $q_0$ is zero, we have

$$(\partial_s \mathfrak{P}_{q_0,m})(q_0) = (\partial_s (m(x - q_0)^2)|_{x=q_0} = m(2\text{Re}(q_0) - 2q_0) = -2m\text{Im}(q_0).$$

For Formula (B.4) we have

$$(\partial_c \mathfrak{P}_{q_0,m})(q_0) = (\partial_c (m(x - q_0)^2 + (m + 1)\Delta_{q_0}(x)))|_{x=q_0}$$
\[ \begin{aligned}
(\partial_c\partial_s)\mathfrak{P}_{q_0,m} &= m(\partial_c\partial_s)(x - q_0)^2 + (m + 1)(\partial_c\partial_s)\Delta_{q_0} \\
&= m\partial_c(2\alpha - 2q_0) + (m + 1) = m + m + 1 = 2m + 1,
\end{aligned}\]

Passing now to the mixed second derivatives, recalling Corollary 2.7 we have
\[ (\partial_c\partial_s)\mathfrak{P}_{q_0,m} = (\partial_c\partial_s)(x - q_0)^2 + (m + 1)(\partial_c\partial_s)\Delta_{q_0} \]
while
\[ (\partial_s\partial_c)\mathfrak{P}_{q_0,m} = (\partial_s\partial_c)(x - q_0)^2 + (m + 1)(\partial_s\partial_c)\Delta_{q_0} \]
proving Formulas (B.5) and (B.5).

Now we are able to go forward in our principal quest. First of all we would need to compute \((\partial_c\partial_s)^k(\partial_c(\Delta_{q_0}^m))\) and \((\partial_s\partial_c)^k(\partial_c(\Delta_{q_0}^m))\), but these quantities, at least at \(q_0\), were already computed in Lemmas 3.2 and 3.4. We collect such information in the following remark.

**Remark B.3.** Let \(q_0 \in \mathbb{H}\) and \(m \in \mathbb{N} \setminus \{0\}\). Then, for any \(0 \leq k < m\) we have
\[ ((\partial_c\partial_s)^k(\partial_c(\Delta_{q_0}^m(x))))|_{x = q_0} = \begin{cases} 2\text{Im}(q_0)(m + 1)!, & \text{if } k = m - 1, \\ 0, & \text{otherwise.} \end{cases} \]

Let \(q_0 \in \mathbb{H}\) and \(m \in \mathbb{N} \setminus \{0\}\). Then, for any \(0 \leq k < m\) we have
\[ ((\partial_s\partial_c)^k(\partial_c(\Delta_{q_0}^m(x))))|_{x = q_0} = \begin{cases} 2m!, & \text{if } k = m - 1, \\ 0, & \text{otherwise.} \end{cases} \]

We now pass to analyze \(\partial_c(\Delta_{q_0}^m(x)(x - q_0))\). Clearly, when \(m = 0\) we have \(\partial_c(x - q_0) = 1\), while, for any \(m \geq 1\), the equality
\[ \partial_c(\Delta_{q_0}^m(x)(x - q_0)) = \Delta_{q_0}^{m-1}(x)\mathfrak{P}_{q_0,m}(x), \]
implies that \((\partial_c(\Delta_{q_0}^m(x)(x - q_0)))|_{x = q_0} = 0\). We also consider \((\partial_c\partial_s)(\partial_c(\Delta_{q_0}^m(x)(x - q_0)))\). Clearly, for \(m = 0\) the last vanishes identically. If \(m = 1\), then, thanks to Formula (B.5),
\[ (\partial_c\partial_s)(\partial_c(\Delta_{q_0}^1(x)(x - q_0))) = (\partial_c\partial_s)\mathfrak{P}_{q_0,1} = 3. \]

Then, thanks to the fact that \((v_s\Delta_{q_0}^{m-1}(q_0)) = \Delta_{q_0}^{m-1}(q_0) = 0\) and to Formulas (B.2) and (B.3), we get
\[ ((\partial_c\partial_s)(\partial_c(\Delta_{q_0}^m(x)(x - q_0))))|_{x = q_0} = 2m(\text{Im}(q_0))^2 \]
\[ + \frac{1}{2}((\partial_c \Delta_{q_0}^{m-1}(x))|_{x=q_0}(-2m\text{Im}(q_0))). \]

Now, if \( m - 1 > 1 \), then everything vanishes, while if \( m = 2 \), thanks to Theorem 3.3 and to Remark B.3, we get
\[ ((\partial_c \partial_s)(\partial_c(\Delta_{q_0}^2(x)(x - q_0))))|_{x=q_0} = 2m(\text{Im}(q_0))^2 + \frac{1}{2}(2\text{Im}(q_0)(-2m\text{Im}(q_0))) = 0. \]

We can now state the result in general.

**Proposition B.4.** Let \( q_0 \in \mathbb{H} \) and \( m \in \mathbb{N} \setminus \{0\} \). Then, for any \( 0 \leq k \leq m \) we have
\[ ((\partial_c \partial_s)^k(\partial_c(\Delta_{q_0}^m(x)(x - q_0))))|_{x=q_0} = \begin{cases} (2m + 1)m!, & \text{if } k = m, \\ 0, & \text{otherwise.} \end{cases} \]

**Proof.** We already analyzed the cases when \( k = 0, 1 \) before. Assume then that \( k > 1 \). From Proposition 2.4, we derive
\[ ((\partial_c \partial_s)^k(\partial_c(\Delta_{q_0}^m(x)(x - q_0)))) = ((\partial_c \partial_s)^k(\Delta_{q_0}^{m-1}(x)\mathcal{P}_{q_0,m}(x)) \]
\[ = ((\partial_c \partial_s)^k\Delta_{q_0}^{m-1}(x))v_s\mathcal{P}_{q_0,m}(x) \]
\[ + \frac{1}{2} \left\{ (\partial_s(\partial_c \partial_s)^k-1\Delta_{q_0}^{m-1}(x))\partial_c\mathcal{P}_{q_0,m}(x) \right. \]
\[ + (\partial_c(\partial_s \partial_c)^k-1\Delta_{q_0}^{m-1}(x))\partial_s\mathcal{P}_{q_0,m}(x) \]
\[ + (k - 1)((\partial_c \partial_s)^k-1\Delta_{q_0}^{m-1}(x))((\partial_s \partial_c)\mathcal{P}_{q_0,m}(x)) \]
\[ + ((\partial_s \partial_c)^k-1\Delta_{q_0}^{m-1}(x))((\partial_c \partial_s)\mathcal{P}_{q_0,m}(x)). \]

Now, for \( x = q_0 \), taking into account the formulas in Lemma B.2, we obtain
\[ ((\partial_c \partial_s)^k(\Delta_{q_0}^m(x)(x - q_0))|_{x=q_0} = ((\partial_c \partial_s)^k\Delta_{q_0}^{m-1}(x))|_{x=q_0}2m(\text{Im}(q_0))^2 \]
\[ + \frac{1}{2} \left\{ (\partial_s(\partial_c \partial_s)^k-1\Delta_{q_0}^{m-1}(x))|_{x=q_0}2(m + 1)\text{Im}(q_0) + \right. \]
\[ + (\partial_c(\partial_s \partial_c)^k-1\Delta_{q_0}^{m-1}(x))|_{x=q_0}(-2m\text{Im}(q_0)) \]
\[ + (k - 1)((\partial_c \partial_s)^k-1\Delta_{q_0}^{m-1}(x))|_{x=q_0}(2m + 1) \]
\[ + ((\partial_s \partial_c)^k-1\Delta_{q_0}^{m-1}(x))|_{x=q_0}(2m + 1) \right\}. \]

Clearly, when \( k < m - 1 \) everything vanishes. When \( k = m - 1 \), using Theorem 3.3 and Lemmas 3.1, 3.4, 3.2, we are left with
\[ ((\partial_c \partial_s)^{m-1}(\Delta_{q_0}^m(x)(x - q_0))|_{x=q_0} = ((\partial_c \partial_s)^{m-1}\Delta_{q_0}^{m-1}(x))|_{x=q_0}2m(\text{Im}(q_0))^2 \]
\[ + \frac{1}{2} \left\{ (\partial_c(\partial_s \partial_c)^{m-2}\Delta_{q_0}^{m-1}(x))|_{x=q_0}(-2m\text{Im}(q_0)) \right\} \]
\[ = (m - 1)!2m(\text{Im}(q_0))^2 + \frac{1}{2} \{ 2\text{Im}(q_0)(m - 1)!(-2m\text{Im}(q_0)) \} = 0. \]

Finally, when \( k = m \), we are left with
\[ ((\partial_c \partial_s)^m(\Delta_{q_0}^m(x)(x - q_0))|_{x=q_0} \]
Proposition B.5. Let $q_0 \in \mathbb{H}$ and $m \in \mathbb{N} \setminus \{0\}$. Then, for any $0 \leq k < m$ we have

$$
= \frac{1}{2} \left\{ (m-1)((\partial_c \partial_s)^{m-1} \Delta_{q_0}^{m-1}(x))|_{x=q_0} 2(2m+1) 
+ ((\partial_s \partial_c)^{m-1} \Delta_{q_0}^{m-1}(x))|_{x=q_0} (2m+1) \right\}.
$$

Therefore, by Lemma 3.2 and Theorem 3.3, we obtain

$$
(\partial_c \partial_s)^m(\Delta_{q_0}^m(x)(x-q_0))|_{x=q_0}
= \frac{1}{2} \left\{ (m-1)(m-1)!2(2m+1) + 2(m-1)!(2m+1) \right\}
= (m-1)(m-1)!2(2m+1) + (m-1)!(2m+1)
= (2m+1)(m-1)!m = (2m+1)m!
$$

\[\Box\]

We are left with the following cases.

**Proposition B.5.** Let $q_0 \in \mathbb{H}$ and $m \in \mathbb{N} \setminus \{0\}$. Then, for any $0 \leq k < m$ we have

$$
(\partial_s(\partial_c \partial_s)^k(\partial_c(\Delta_{q_0}^m(x)(x-q_0))))|_{x=q_0} = \begin{cases} 
-2\text{Im}(q_0)m!, & \text{if } k = m-1, \\
0, & \text{otherwise}.
\end{cases}
$$

**Proof.** Firstly we address the case $k = 0$. In this case we have

$$
(\partial_s(\partial_c(\Delta_{q_0}^m(x)(x-q_0)))) = \partial_s(\Delta_{q_0}^{m-1}(x)\mathfrak{P}_{q_0,m}(x)),
$$

and as, for any $p > 0$, we have that $(v_s \Delta_{q_0}^p)(q_0) = (\partial_s \Delta_{q_0}^p)(q_0) = 0$, the only case to inspect is when $m - 1 = 0$, i.e., $m = 1$. In this case, thanks to Formula (B.3), we have

$$
(\partial_s(\partial_c(\Delta_{q_0}^1(x)(x-q_0))))|_{x=q_0} = \partial_s(\mathfrak{P}_{q_0,1})(q_0) = -2\text{Im}(q_0).
$$

Assume now that $k = 1$ and $m > 1$. In this case, from Lemma 2.2, we have

$$
\partial_s(\partial_c \partial_s)(\partial_c(\Delta_{q_0}^m(x)(x-q_0)))) = \partial_s(\partial_c \partial_s)(\Delta_{q_0}^{m-1}(x)\mathfrak{P}_{q_0,m}(x))
= (\partial_s(\partial_c \partial_s)\Delta_{q_0}^{m-1}(x))v_s \mathfrak{P}_{q_0,m}(x) + 
\frac{1}{2} \left\{ (\partial_s \Delta_{q_0}^{m-1}(x))(\partial_s \partial_c \mathfrak{P}_{q_0,m}(x)) + (\partial_s \partial_c \Delta_{q_0}^{m-1}(x))(\partial_s \mathfrak{P}_{q_0,m}(x)) \right\}.
$$

If $m = 2$, then, thanks to Lemma 3.1 and the fact that $(\partial_s \Delta_{q_0})(q_0) = 0$, at $q_0$, we have

$$
(\partial_s(\partial_c \partial_s)(\partial_c(\Delta_{q_0}^2(x)(x-q_0))))|_{x=q_0}
= \frac{1}{2} \left\{ (\partial_s \partial_c \Delta_{q_0}(x))(\partial_s \mathfrak{P}_{q_0,2}(x)) \right\}|_{x=q_0}
= \frac{1}{2} \left\{ 2(-4\text{Im}(q_0)) \right\} = -4\text{Im}(q_0),
$$

where the last equalities are due to Corollary 2.7 and Formula (B.3).
Assume now that $k > 0$ and $m > k$. In this case, thanks to Proposition 2.4, we have
\[
\partial_s(\partial_c \partial_s)^k(\partial_c(\Delta_q^m(x)(x - q_0))) = \partial_s(\partial_c \partial_s)^k(\Delta_q^{m-1}(x)\mathfrak{P}_{q_0,m}(x))
\]
\[
= (\partial_s(\partial_c \partial_s)^k\Delta_q^{m-1}(x))v_s\mathfrak{P}_{q_0,m}(x)
\]
\[
+ \frac{1}{2} \{(\partial_s(\partial_c \partial_s)^{k-1}\Delta_q^{m-1}(x))(\partial_c \partial_s)\mathfrak{P}_{q_0,m}(x) + ((\partial_s \partial_c)^k\Delta_q^{m-1}(x))\partial_s \mathfrak{P}_{q_0,m}(x)
\]
\[
+ (k-1)(\partial_s(\partial_c \partial_s)^{k-1}\Delta_q^{m-1}(x))(\partial_s \partial_c)\mathfrak{P}_{q_0,m}(x)\}
\]
\[
= (\partial_s(\partial_c \partial_s)^k\Delta_q^{m-1}(x))v_s\mathfrak{P}_{q_0,m}(x)
\]
\[
+ \frac{1}{2} \{k(\partial_s(\partial_c \partial_s)^{k-1}\Delta_q^{m-1}(x))(\partial_c \partial_s)\mathfrak{P}_{q_0,m}(x)
\]
\[
+ ((\partial_s \partial_c)^k\Delta_q^{m-1}(x))\partial_s \mathfrak{P}_{q_0,m}(x)\}.
\]

Now, for any combination of $h$ and $m$, thanks to Lemma 3.1, $(\partial_s(\partial_c \partial_s)^h\Delta_q^{m-1})$ vanishes at $q_0$. This is true, in particular, if $h = k, k-1$. Moreover, thanks to Lemma 3.2, we have that $(\partial_s(\partial_c)^k\Delta_q^{m-1})(q_0)$ vanishes whenever $k \neq m - 1$. Therefore, the only non-zero case is $k = m - 1$, we get $2(m - 1)!$. In such a case, thanks to Formula (B.3), we have
\[
(\partial_s(\partial_c \partial_s)^{m-1}(\partial_c(\Delta_q^2(x)(x - q_0))))|_{x=q_0}
\]
\[
= \frac{1}{2} \{(\partial_s \partial_c)^{m-1}\Delta_q^{m-1}(x)\partial_s \mathfrak{P}_{q_0,m}(q_0)\}
\]
\[
= \frac{1}{2} \{2(m-1)!(-m\text{Im}(q_0))\} = -2m!\text{Im}(q_0).
\]

As before, for the convenience of the reader, we collect here all the previous computations in a handy table. All the cases that do not appear are the vanishing ones.

A summary of the previous results

| Result | Reference |
|--------|-----------|
| $((\partial_c \partial_s)^k(\partial_c(\Delta_q^{k+1}(x))))|_{x=q_0} = 2\text{Im}(q_0)(k + 1)!$ | Lemma 3.4 |
| $((\partial_c \partial_s)^k(\partial_c(\Delta_q^k(x)(x - q_0))))|_{x=q_0} = (2k + 1)k!$ | Proposition B.4 |
| $(\partial_s(\partial_c \partial_s)^k(\partial_c(\Delta_q^{k+1}(x))))|_{x=q_0} = 2(k + 1)!$ | Lemma 3.2 |
| $(\partial_s(\partial_c \partial_s)^k(\partial_c(\Delta_q^{k+1}(x)(x - q_0))))|_{x=q_0} = -2\text{Im}(q_0)(k + 1)!$ | Proposition B.5 |

Alternative proof of Theorem 5.1 The proof is quite straightforward after the previous results in this appendix. In particular by checking the previous table, we have that
\[
s'_{2k} = \frac{1}{k!}((\partial_c \partial_s)^k \partial_c f)(q_0)
\]
\begin{equation*}
\frac{1}{k!} \left[ ((\partial_c \partial_s)^k (\partial_c (\Delta_{q_0}^k (x) (x - q_0)))) \right]_{x = q_0} s_{2k+1}
\end{equation*}

\begin{equation*}
+ ((\partial_c \partial_s)^k (\partial_c (\Delta_{q_0}^{k+1} (x)))) \right]_{x = q_0} s_{2(k+1)}
\end{equation*}

\begin{equation*}
= \frac{1}{k!} \left[ (2k + 1) k! s_{2k+1} + 2 \text{Im} (q_0) (k + 1) s_{2(k+1)} \right]
\end{equation*}

= (2k + 1) s_{2k+1} + 2(k + 1) \text{Im} (q_0) s_{2(k+1)},

while

\begin{equation*}
s'_{2k+1} = \frac{1}{k!} (\partial_s (\partial_c \partial_s)^k \partial_c f)(q_0)
\end{equation*}

\begin{equation*}
= \frac{1}{k!} \left[ ((\partial_s (\partial_c \partial_s)^k (\partial_c (\Delta_{q_0}^{k+1} (x)))) \right]_{x = q_0} s_{2(k+1)}
\end{equation*}

\begin{equation*}
+ ((\partial_s (\partial_c \partial_s)^k (\partial_c (\Delta_{q_0}^{k+1} (x) (x - q_0)))) \right]_{x = q_0} s_{2(k+1)+1}
\end{equation*}

\begin{equation*}
= \frac{1}{k!} \left[ 2(k + 1) ! s_{2(k+1)} - 2 \text{Im} (q_0) (k + 1) ! s_{2(k+1)+1} \right]
\end{equation*}

= 2(k + 1) s_{2(k+1)} - (k + 1) 2 \text{Im} (q_0) s_{2(k+1)+1},

concluding the proof. \qed
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