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Abstract

A geometric method to analyze nonlinear oscillations is discussed. We consider a nonlinear oscillation modeled by a second order ordinary differential equation without specifying the function form. By transforming the differential equation into the system of first order ordinary differential equations, the trajectory is embedded in \( \mathbb{R}^3 \) as a curve, and thereby the time evolution of the original state can be translated into the behavior of the curve in \( \mathbb{R}^3 \), or the vector field along the curve. We analyze the vector field to investigate the dynamic properties of a nonlinear oscillation. While the function form of the model is unspecified, the vector fields and those associated quantities can be estimated by a nonparametric filtering method. We apply the proposed analysis to the time series of the Japanese stock price index. The application shows that the vector field and its derivative will be used as the tools of picking up various signals that help understanding of the dynamic properties of the stock price index.
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1. Introduction

Nonlinear oscillations are ubiquitous phenomena from natural science to social science. Various method of analyzing their dynamic properties have been
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proposed. For example, neural oscillations are modeled by nonlinear oscillations which are estimated from EEG time series (Riera et al., 2004, Stephan, et al., 2008, Valdes-Sosa et al., 2009, Havlicek et al., 2011, Livina et al., 2011), heart rate variability is modeled by nonlinear oscillations to monitor the states of the heart (Grudzinski and Zebrowski, 2004, Gois and Savi 2009, Zebrowski et al 2007), population dynamics in epidemiology are analyzed by stochastic differential equations (Gao et al, 2019, Wang et al, 2018), the light curves of active galactic nuclei in astronomy (Misra and Zdziarski, 2008, Phillipson et al., 2018), and dynamic behavior of asset prices in finance (Chiarella et al., 2009, Date and Ponomareva, 2011), and so on.

Mathematically a nonlinear oscillation can be modeled by the following second order ordinary differential equation:

\[ \ddot{x} = f(x, \dot{x}). \] (1)

This differential equation is equivalent to the system of the first order ordinary differential equations:

\[
\begin{align*}
    dx_1 &= x_2 dt \\
    dx_2 &= f(x_1, x_2) dt
\end{align*}
\]

where \( x_1 = x \) and \( x_2 = \dot{x} \). Since the dynamic behavior of the solution, or trajectory, \( x(t) \) corresponds to that of \( (x_1(t), x_2(t)) \) in \( \mathbb{R}^2 \), the latter is more useful to analyze the dynamic behavior from a geometric point of view, and thus we focus on the trajectory of the first order differential equation instead of the original one (1). Moreover, the trajectory of \( (x_1(t), x_2(t)) \) is more informative because it contains the information on the velocity. Hence, more merit will be expected in analyzing the trajectory of \( (x_1(t), x_2(t)) \) than that of \( x(t) \).

Here, we should note that the behavior of \( (x_1(t), x_2(t)) \) is restricted by \( f \) in (2). To express the restriction by \( f \) more explicitly, we may embed the trajectory of \( (x_1(t), x_2(t)) \) into the 3-dimensional Euclidean space \( \mathbb{R}^3 \) by constructing a manifold \( M \) by \( M = \{(x_1, x_2, x_3)|x_3 = f(x_1, x_2)\} \). Then, the behavior of \( (x_1(t), x_2(t)) \) is transformed into that of \( (x_1(t), x_2(t), x_3(t)) \) where
\[ x_3(t) = f(x_1(t), x_2(t)). \] The behavior of \((x_1(t), x_2(t), x_3(t))\) is more informative because it contains the information on the acceleration. Hence, we will enjoy such a merit as discussed in this paper, by analyzing the trajectory, or more geometrically speaking the curve \((x_1(t), x_2(t), x_3(t))\) in \(R^3\) instead of the curve \((x_1(t), x_2(t))\) in \(R^2\).

The dynamics of \(\gamma(t) = (x_1(t), x_2(t), x_3(t))\) can be characterized by the vector field \(V = \frac{d\gamma}{dt}\) along the curve \(\gamma(t)\); in other words, to know \(V\) is to know the dynamics of \(\gamma(t)\). Moreover, the covariant derivative of \(V\) along \(\gamma(t)\), denote \(\nabla V\), also conveys useful information on the curve \(\gamma(t)\). For example, if \(\nabla V = 0\), \(\gamma(t)\) is a geodesic, implying that among the curves joining \(p\) to \(q\) \((p, q \in M)\) the length of \(\gamma\) from \(p = \gamma(t_1)\) to \(q = \gamma(t_2)\) is the shortest. When considering the transition from \(p\) to \(q\), if the covariant derivative \(\nabla V = 0\), the transition by \(\gamma\) is the most efficient in a certain sense. Hence, by checking whether \(\nabla V = 0\) from moment to moment, we can decide whether or not the transition implied by an oscillation is efficient.

The function form of \(f\) plays a crucial role in the dynamic behavior of \(\gamma(t)\). For real applications, however, it is quite difficult to specify the function form beforehand. Rather, the information on the function form needs to be derived from data. To this end, nonparametric methods may be useful. However, every nonparametric method is not necessarily applicable to our setting because in general we can not expect to observe all the data necessary for the analysis above; \(x_1\) could be observed but, generally speaking, neither \(x_2\) nor \(x_3\) is expected to be observed. In fact, since nonparametric modeling based on regression (Fan and Gijbels, 1998, Fan and Yao, 2005, Fan and Zhang, 2003) requires an objective variable as well as explanatory variables, the modeling does not work under the circumstances that only partially observed data is available. To this end, methods of filtering may be useful. Hence, the nonparametric filtering method discussed in Shoji (2020) is used in this paper. Even from partially observed data, the method enables us to estimate unobservable states by the method of filtering.

By applying the proposed analysis together with the nonparametric filtering
method, we conduct an empirical analysis of financial time series. Using daily data of the Japanese stock price index, or Nikkei225, of sample size more than 10,000, we investigate the dynamic properties of the index price by the vector field and its covariant derivative. With estimated vector fields and their covariant derivatives we compare the transitive properties of Nikkei225 from year to year through relating those behaviors with the historical events.

The paper is organized as follows. In section 2 we explain the geometric method for analyzing the time series of the light ratio. In section 3 we develop a nonparametric method to estimate quantities used for the above analysis. An application of the proposed analysis to the financial time series are explained in section 4. We conclude in the final section.

2. Geometric analysis

As in Shoji et al (2020), we suppose that a nonlinear oscillation satisfies the following 2nd order differential equation:

\[ \ddot{x} - f(x, \dot{x}) = 0. \]  \hspace{1cm} (2)

This differential equation can be reformulated by,

\[ dx_1 = x_2 dt, \]  \hspace{1cm} (3)
\[ dx_2 = f(x_1, x_2) dt, \]  \hspace{1cm} (4)

where \( x_1 = x, x_2 = dx_1/dt \).

Usually the curve of \((x_1(t), x_2(t))\) is analyzed in the phase space with \( x_1 \) and \( x_2 \) axis. However, since the dynamics of \((x_1(t), x_2(t))\) is affected by \( f \) in (4), the influence of \( f \) on the dynamics should be taken into account. Thus, we embed the curve of \((x_1(t), x_2(t))\) into the 3-dimensional Euclidean space \( R^3 \) by constructing a manifold \( M \) by \( M = \{(x_1, x_2, x_3) \in R^3 | x_3 = f(x_1, x_2)\} \). Here note that three coordinates \( x_1 \) to \( x_3 \) in \( M \) mean the original state, its velocity, and its acceleration. This coordinate system is well known to the so-called differential phase space and is convenient to grasp the dynamic behavior of the
curve geometrically. Let $\gamma(t)$ be the point of $M$ at time $t$. Given an interval $I \subset \mathbb{R}$, for $t \in I \gamma(t)$ shows the curve on $M$, more specifically it moves with satisfying the system of differential equations because $x_2 = \dot{x}_1$ and $x_3 = \dot{x}_2$. $\gamma(t)$ is considered to be more informative than the original state $x_1(t)$ itself because $\gamma(t)$ additionally contains the information on velocity and acceleration. Hence, we are mainly interested in $\gamma(t)$. In particular, the dynamic behavior of $\gamma(t)$ can be characterized by the vector field along $\gamma(t)$, or $V = \frac{d\gamma}{dt}$, which belongs to the tangent space $T_{\gamma(t)}(M)$. While $V$ determines the local behavior of $\gamma(t)$, the integral curve of $V$ becomes $\gamma(t)$ and thus we can grasp the global behavior of $\gamma(t)$ through $V$ as well.

### 2.1. Covariant derivative

The time change of $\gamma(t)$ is characterized by $V$, and thus it sounds reasonable that the time change of $V$ can be characterized by the derivative of $V$, or $\frac{dV}{dt}$. However, this is not necessarily true because $\gamma(t)$ lies in $M$ so that the component of $\frac{dV}{dt}$ perpendicular to $T_{\gamma(t)} M$ will have no effect on the behavior of $V$. Hence, the projection of $\frac{dV}{dt}$ to $T_{\gamma(t)} M$ is needed, which is given by the covariant derivative of $V$ along $\gamma(t)$, denoted by $\nabla V$ in this paper.

Since $\nabla V$ is a kind of derivatives of $V$, $\nabla V$ will give useful information on the dynamics of $V$. For example, if the derivative of $V$ is zero, it may be reasonable to consider that $\|V\|$ is constant. This intuition is correct if $\gamma(t)$ is a geodesic. Actually, because $\langle V, V \rangle$ is scalar, $\nabla \langle V, V \rangle = \frac{d}{dt} \langle V, V \rangle$. On the other hand, because $\nabla$ is compatible with the metric $\langle \cdot, \cdot \rangle$ and the metric is symmetric, $\nabla \langle V, V \rangle = 2 \nabla V, V \rangle$. Because $\nabla V = 0$ if $\gamma(t)$ is a geodesic, $\frac{d}{dt} \langle V, V \rangle = 0$, implying $\|V\|$ is constant.

Moreover, if $\gamma(t)$ is a geodesic joining $p$ to $q$ in $M$, the length of $\gamma(t)$ from $p$ to $q$ is the shortest among those of curves joining $p$ to $q$; a geodesic gives the shortest path form $p$ to $q$. This implies that $\gamma(t)$ will produce an efficient behavior in a certain sense if it is a geodesic. Hence, it may be interesting to see whether $\gamma(t)$ is a geodesic, which can be easily seen by checking whether $\nabla V = 0$. 


\( \nabla V \) can be expressed as the linear combination of the basis \( E_1, E_2 \) of \( T_{\gamma(t)}M \), \( \beta_1 E_1 + \beta_2 E_2 \), whose coefficient vector \( \beta = (\beta_1, \beta_2)^T \) is given by,

\[
\beta = (X^T X)^{-1} X \gamma \frac{dV}{dt},
\]

\[
X = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ \frac{\partial f}{\partial x_1} & \frac{\partial f}{\partial x_2} \end{pmatrix}.
\]

with,

\[
dV/dt = \dot{x}_2 \frac{\partial}{\partial x_1} + \dot{f} \frac{\partial}{\partial x_2} + \dot{\gamma} \frac{\partial}{\partial x_3}, \tag{5}
\]

\[
= f \frac{\partial}{\partial x_1} + (\frac{\partial f}{\partial x_1} x_2 + \frac{\partial f}{\partial x_2} f) \frac{\partial}{\partial x_2} \]

\[
+ (\frac{\partial^2 f}{\partial x_1^2} x_2^2 + 2 \frac{\partial^2 f}{\partial x_1 \partial x_2} x_2 f + \frac{\partial f}{\partial x_1} f)
\]

\[
+ (\frac{\partial^2 f}{\partial x_2^2} f^2 + \frac{\partial f}{\partial x_2} (\frac{\partial f}{\partial x_1} x_2 + \frac{\partial f}{\partial x_2} f)) \frac{\partial}{\partial x_3}, \tag{6}
\]

\[
E_1 = \frac{\partial}{\partial x_1} + \frac{\partial f}{\partial x_1} \frac{\partial}{\partial x_3}, \tag{7}
\]

\[
E_2 = \frac{\partial}{\partial x_2} + \frac{\partial f}{\partial x_2} \frac{\partial}{\partial x_3}. \tag{8}
\]

See Shoji et al (2020) for the detail derivation.

3. Estimation method

The geometric analysis explained in the previous section can be carried out if \( f \) is known. Actually, however, \( f \) is unknown in almost all the real applications. Besides, we have almost no way to retrieve necessary information on its function before analysis. Furthermore, we are usually unable to access all the information on \( \gamma(t) \); it is often the case that \( x_1 \) is observable but neither \( x_2 \) nor \( x_3 \). So, we assume only \( x_1 \) to be observable in the following. Under these restrictions, we try to estimate necessary quantities required for the analysis.

Let \( X_{1,t} \) and \( X_{2,t} \) be stochastic processes corresponding to \( x_1 \) and \( x_2 \) in (3)-(4), respectively. The processes are assumed to follow the SDE below:

\[
dX_{1,t} = X_{2,t} dt + \sigma_1 dB_{1,t}, \tag{9}
\]

\[
dX_{2,t} = X_{1,t} dt + \sigma_2 dB_{2,t}. \tag{9}
\]
\[ dX_{2,t} = f(X_{1,t}, X_{2,t})dt + \sigma_2 dB_{2,t}, \]  
(10)

where \((B_{1,t}, B_{2,t})\) is a 2-variate standard Brownian motion with constant diffusion coefficients \(\sigma_1\) and \(\sigma_2\). Here, no function form of \(f\) is assumed. In addition, only \(X_{1,t}\) is observable and it contains observation error. So, given observed time series of \(X_{1,t}\), denote \(\{Z_{t_k}\}_{1 \leq k \leq n} (\Delta t = t_k - t_{k-1})\), \(Z_{t_k}\) is associate with \(X_{1,t}\) by,

\[ Z_{t_k} = X_{1,t_k} + \varepsilon_k, \]  
(11)

where \(\{\varepsilon_k\}_{1 \leq k \leq n}\) is assumed to be independently identically normally distributed with mean zero and variance \(\sigma^2_\varepsilon\).

Under the settings above, to estimate the SDE without specifying \(f\), a non-parametric method may be required. In addition, the model has to be estimated from partially observed data. To meet these requirements, we apply a nonparametric filtering (NPF) method discussed in Shoji (2020). According to the NPF method of the third order expansion, the discretized version of the state space model is given as follows. Let the state vector \(\xi_k\) at discrete time \(t_k\) be a vector in \(\mathbb{R}^8\), which is given by,

\[ \xi_k = (X_{1,t_k}, X_{2,t_k}, Y_{t_k}^{(0,0)}, Y_{t_k}^{(1,0)}, Y_{t_k}^{(0,1)}, Y_{t_k}^{(2,0)}, Y_{t_k}^{(1,1)}, Y_{t_k}^{(0,2)})^T, \]  
(12)

where,

\[ Y_{t_k}^{(0,0)} = f(X_t), \quad Y_{t_k}^{(1,0)} = \frac{\partial f}{\partial x_1}(X_t), \quad Y_{t_k}^{(0,1)} = \frac{\partial f}{\partial x_2}(X_t), \]
\[ Y_{t_k}^{(2,0)} = \frac{\partial^2 f}{\partial x_1^2}(X_t), \quad Y_{t_k}^{(1,1)} = \frac{\partial^2 f}{\partial x_1 \partial x_2}(X_t), \quad Y_{t_k}^{(0,2)} = \frac{\partial^2 f}{\partial x_2^2}(X_t). \]

Because we have no assumption about the function form of \(f\), we also need to estimate the values of the function and its derivatives from \(\{Z_{t_k}\}_{1 \leq k \leq n}\). This is why additional six states are considered as unobservable states.

The state vector \(\xi_k\) satisfies the following system and observation equations. See appendix for the detail formula.

\[ \xi_{k+1} = F_k \xi_k + c_k + e_{k+1}, \]  
(13)
\[ Y_{t_k} = H \xi_k + \varepsilon_{t_k}. \]  
(14)
Applying the Kalman updating formula to the above state space model, the filter and prediction of \( \xi_k \), which are given as \( \xi_{k|k} = E[\xi_k|\{Z_t\}_{1 \leq j \leq k}] \) and \( \xi_{k+1|k} = E[\xi_{k+1}|\{Z_t\}_{1 \leq j \leq k}] \), can be computed as follows.

\[
\begin{align*}
\xi_{k+1|k} &= F_k \xi_{k|k} + c_k, \\
\Sigma_{k+1|k} &= F_k \Sigma_{k|k} F_k^T + Q_k, \\
K_k &= \Sigma_{k|k-1} H^T (H \Sigma_{k|k-1} H^T + \sigma^2_\varepsilon)^{-1}, \\
\xi_{k|k} &= \xi_{k|k-1} + K_k (X_{t_k} - H \xi_{k|k-1}), \\
\Sigma_{k|k} &= (I - K_k H) \Sigma_{k|k-1},
\end{align*}
\]

where,

\[
\begin{align*}
\Sigma_{k+1|k} &= E \left[ (\xi_{k+1|k} - \xi_{k+1|k}) (\xi_{k+1|k} - \xi_{k+1|k})^T \right| \{Z_t\}_{1 \leq j \leq k}], \\
\Sigma_{k|k} &= E \left[ (\xi_k - \xi_{k|k}) (\xi_k - \xi_{k|k})^T \right| \{Z_t\}_{1 \leq j \leq k}], \\
Q_k &= E \left[ \varepsilon_{k+1} \varepsilon_{k+1}^T \right| \{Z_t\}_{1 \leq j \leq k}].
\end{align*}
\]

Then the estimates of the unobservable states of our interest can be found in the components of \( \xi_{k|k} \) or \( \xi_{k+1|k} \). For example, the estimate of the unobservable state \( X_{2,t_k} \) is given by the second component of \( \xi_{k|k} \), and the predicted values of \( X_{1,t_{k+1}} \) and \( X_{2,t_{k+1}} \) are given by the first and second components of \( \xi_{k+1|k} \) and so on.

Here note that the system has several parameters to be estimated; the coefficients of deviation \( \sigma_1, \sigma_2, \) and \( \sigma_\varepsilon \) and the nuisance parameters \( \theta_0, \theta_1, \theta_2, \) and \( \theta_3 \), which correspond to \( Y^{(3,0)}_t, Y^{(2,1)}_t, Y^{(1,2)}_t, \) and \( Y^{(0,3)}_t \). These parameters can be estimated by the quasi-maximum likelihood estimation from \( \{Z_t\}_{1 \leq k \leq n} \) by using the following likelihood function. For the parameter vector \( \theta = (\sigma_1, \sigma_2, \sigma_\varepsilon, \theta_0, \theta_1, \theta_2, \theta_3) \),

\[
L(\theta) = \Pi_{k=1}^{n-1} p(Z_{t_{k+1}}|Z_{t_k}; \theta),
\]

\[
p(Z_{t_{k+1}}|Z_{t_k}; \theta) = \left( \frac{2\pi(H \Sigma_{k+1|k} H^T + \sigma^2_\varepsilon)^{-1/2}}{2(2\pi)^{n/2}} \right) \exp \left\{ -\frac{(Z_{t_{k+1}} - H \xi_{k+1|k})^2}{2(H \Sigma_{k+1|k} H^T + \sigma^2_\varepsilon)} \right\}.
\]
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Then maximizing $L(\theta)$ with respect to $\theta$, the maximum likelihood estimate $\hat{\theta}$ is obtained.

3.1. Estimation of vector fields

For $\gamma(t) = (x_1(t), x_2(t), x_3(t))^T$, $V = dV/dt$ and thus $\|V\|$ is given by,

$$\|V\| = \sqrt{\dot{x}_1^2 + \dot{x}_2^2 + \dot{x}_3^2}, \quad (22)$$

Here note that $x_1, x_2, x_3$ are deterministic variables. Thus they need to be replaced by their estimates obtained from the NPF method. Application of the NPF method produces $\xi_{k|k}$, thereby substituting the values of the variables for the components of $\xi_{k|k}$ as follows:

$$x_1(t_k) = X_{1,t_k|t_k}, \quad x_2(t_k) = X_{2,t_k|t_k},$$
$$f(t_k) = Y_{t_k|t_k}^{(0,0)},$$
$$\frac{\partial f}{\partial x_1}(t_k) = Y_{t_k|t_k}^{(1,0)}, \quad \frac{\partial f}{\partial x_2}(t_k) = Y_{t_k|t_k}^{(0,1)},$$
$$\frac{\partial^2 f}{\partial x_1^2}(t_k) = Y_{t_k|t_k}^{(2,0)}, \quad \frac{\partial^2 f}{\partial x_1 \partial x_2}(t_k) = Y_{t_k|t_k}^{(1,1)},$$
$$\frac{\partial^2 f}{\partial x_2^2}(t_k) = Y_{t_k|t_k}^{(0,2)}. \quad (25)$$

Plugging these estimates in the formula of $\|V\|$, we get the estimate of $\|V\|$ at time $t_k$. As for the covariant derivative, because $\nabla V = \beta_1 E_1 + \beta_2 E_2$ by using $E_1$ and $E_2$ in (7) and (8), the estimates of $\nabla V$ and its length are obtained in the same way as above.

4. Application to financial time series

We apply the proposed analysis to time series of the Japanese stock price index, called Nikkei225, sampled from 1965 to 2019 on daily basis, whose sample
size is more than 10,000 in total. In the following empirical analysis we use the
time series transformed into the logarithm of relative price to the initial one. We
have interest in what information $V$ and $\nabla V$ convey on the dynamic behavior
of the stock price index.

From a geometric viewpoint, the larger $\|V\|$ implies the speed of the tran-
sition of $\gamma(t)$ is faster; drastic behaviors of the stock price index may be seen
while $\gamma(t)$ itself is not the stock price index but a curve in $R^3$. On the other
hand, if $\nabla V = 0$, or equivalently $\|\nabla V\| = 0$, $\gamma(t)$ is a geodesic, implying that
$\gamma(t)$ produces the shortest path among curves joining $p$ to $q$ in the manifold $M$. Thus, the transition of $\gamma(t)$ is thought to be efficient in a certain sense if $\gamma(t)$ is
a geodesic; otherwise the path from $p$ to $q$ becomes a detour and the transition
is thought to be inefficient.

Taking this geometric interpretation into account, we consider the dynamic
behavior of Nikkei225 through those of $\|V\|$ and $\|\nabla V\|$. In the first place, we
estimate the parameters of the state space model by applying the nonparametric
filtering method of 3rd order expansion to the time series and the result is
presented in table 1. Then, using the estimates, we compute the length of $V(t_k)$
and $\nabla V(t_k)$ at time $t_k$, whose time series plots from 1967 to 2019 are displayed
in figure 2 to 10. Here, the first two years are omitted to remove the influence of
the initial estimates in the Kalman filtering. For each figure, the leftmost panel
displays the time series plots of the logarithm of the relative price, the center
panel for those of $\|V\|$, and the rightmost panel for those of $\|\nabla V\|$.

As indicated in the previous section, $\nabla V = 0$ implies $\|V\|$ is constant. Hence, expectedly small $\|\nabla V\|$ implies $\|V\|$ has small change. Actually, looking at the
panel of 1991, $\|V\|$ moves around 0.5 from 25d to 100d, where $\|\nabla V\|$ shows
small values. Because, when $\nabla = 0$, $\gamma(t)$ becomes a geodesic, the transition of
the index price is considered to be efficient in a certain sense.

Although we try to see the behaviors of $\|V\|$ and $\|\nabla V\|$ in more detail,
their time series plots show considerably various patterns from year to year.
Hence, we conduct an analysis of variance (ANOVA) for the times series of
$\|V\|$ and $\|\nabla V\|$. Looking at the group of the highest value of $\|V\|$, or grouping
the years in which the sample mean of $\|V\|$ is not significantly different from
the highest, it consists of the years \{2001,2008\} and the second highest are
and \{1972,1987,1989,1992,2013\}, respectively. Recalling that $V$ stands for the
velocity of $\gamma(t)$, it is expected that steep upward or downward sloping of the
index price may occur in the years of the group. In fact, looking at the time series
plots, we had such price changes. Besides, it might be interesting to see that
2008 belongs to the group, which is related to the year of the Lehman’s collapse.
On the other hand, focusing on the group of the lowest $\|V\|$, it consists of
\{1994,2019\}. According to their time series plots, so steep upward or downward
sloping in the price index is not observed.

Turning our attention to the result of ANOVA for $\|\nabla V\|$, the group of the
highest $\|\nabla V\|$ consists of \{2001,2008\} and the groups of the second and third
highest consist of \{1972,2013\} and \{1974,1987,1992,2002,2009\}, respectively.
Because $\gamma(t)$ is thought to be far away from a geodesic, the behaviors of the index
price in the years of these groups are considered to be inefficient. Interestingly,
2008 also belongs to these groups, implying the transition of the index price
may be inefficient through the Lehman’s collapse.

The mean of each times series can be analyzed by ANOVA, but it may
be useful for investigating the time series properties in more detail to con-
sider the simultaneous relation between the distribution of $\|V\|$ and that of
$\|\nabla V\|$. To this end, for each year their distributions are simply explained by
their sample means and standard deviations, and thereby the statistical prop-
erty of each time series is characterized by the four factors; the two means
and the two standard deviations. To analyze more than 50 set of time series,
the principal component analysis is applied. The result is displayed in figure
1, where the horizontal axis stands for the first component and the vertical
axis for the second component. The statistics tells us that the variation of
more than 90 % can be explained by the first and second components. Ac-
cording to the Hotelling’s $t^2$ statistic with 4 degree of freedom, each member of
\{1972(12.05),1989(10.23),1990(11.91),2008(17.15),2009(18.90)\} is significant at
the 5% significant level (9.49), whose statistics are shown in parenthesis, sug-
gesting that the time series of these years are quite different from the others. The unique feature of the crash observed in 2008 is reported by Beccar-Varela et al. (2017) in which the difference between the crashes in 2008 and 2010 are analyzed via the wavelet methodology. Our analysis also shows that $t^2$ statistic of 2010 (1.45) is quite different from that of 2008 (17.15).

On the other hand, from an economical viewpoint, the Japanese economy had high gross domestic products in 1972. It attained the peak of the bubble economy in 1989 and subsequently had a hard crash. The sever crash was also experienced in 2008 caused by the Lehman’s collapse. The significance of the statistics above suggests that these evidents are critical for the Japanese stock market.

5. Conclusion

We discussed a geometric analysis of nonlinear dynamics and its application to financial time series. Nonlinear dynamics considered here are modeled by the second order ordinary differential equation. Since it is useful to geometrically analyze a curve, or a solution to the differential equation, in the differential phase space, the techniques in differential geometry is applied for the analysis of the dynamic behavior of the curve; the vector field on a manifold implied by the differential equation in the differential phase space and its covariant derivative. We could derive information on the infinitesimal transition of the curve from the vector field, in other words the variability of the curve, and at the same time on the infinitesimal transition of the vector field, or the variability of the vector field, from the covariant derivative.

The analysis would work if the function form of the differential equation is specified beforehand. In real applications, however, we have almost no information on the specification especially in the case of more complex dynamics and thus the nonparametric method of filtering is used for estimation.

We apply the above analysis to daily time series of the Japanese stock price index, called Nikkei225, sampled for more than fifty years in order to analyze
the dynamic behavior of the index price from one year to another. Using the nonparametric estimation method, we estimate the vector fields and their covariant derivatives from the time series. To compare the mean values of the vector fields and their covariant derivatives, the analysis of variance is applied, which revealed that the vector fields and the covariant derivatives catch different signals from the time series, but the two indicate that the drastic behavior occur from 2008 to 2009, corresponding to the years supposedly affected by the Lehman’s collapse. We also conducted a principal component analysis to see the relation between the vector fields and the covariant derivative. As expected, the result implied that the covariant derivative can be used as the variability of the vector field.

6. Appendix

This appendix provides the detail formula of the nonparametric filtering. $\xi_k$ satisfies the following system and observation equations. The derivation can be seen in Shoji (2020) for example.

$$
\begin{align*}
\xi_{k+1} & = F_k \xi_k + c_k + e_{k+1}, \\
Y_{tk} & = H \xi_k + \varepsilon_{tk}.
\end{align*}
\tag{28}
\tag{29}
$$

where,

$$
\begin{align*}
F_k & = I_8 + G_k A_k, \\
c_k & = G_k b_k, \\
e_{k+1} & = G_k e_{k+1},
\end{align*}
$$

with the $m \times m$ identity matrix $I_m$ and,

$$
A_k = \begin{pmatrix}
0 & A_{1,2} & A_{1,3} & 0 & \cdots & 0 \\
0 & A_{2,2} & A_{2,3} & 0 & \cdots & 0 \\
0 & \cdots & 0 \\
\vdots & \vdots & \vdots \\
0 & \cdots & 0
\end{pmatrix},
$$
\[
\begin{pmatrix}
A_{1,2} & A_{1,3} \\
A_{2,2} & A_{2,3}
\end{pmatrix}
= (J_{t_k})^{-1} \{ \exp(J_{t_k} \Delta t) - I_2 \},
\]

\[
J_{t_k} = \begin{pmatrix}
0 & 1 \\
Y_{t_k|t_k}^{(1,0)} & Y_{t_k|t_k}^{(0,1)}
\end{pmatrix},
\]

\[
G_{t_k} = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
Y_{t_k|t_k}^{(1,0)} & Y_{t_k|t_k}^{(0,1)} & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\theta_1 & \theta_2 & 0 & \cdots & 0 \\
\theta_2 & \theta_3 & 0 & \cdots & 1
\end{pmatrix},
\]

\[
b_{t_k} = \left( \frac{(J_{t_k}^{-1})^2 \{ \exp(J_{t_k} \Delta t) - I_2 - J_{t_k} \Delta t \}}{J_{t_k} \Delta t} \right) M_{t_k},
\]

\[
e_{t_{k+1}} = \begin{pmatrix}
\int_{t_k}^{t_{k+1}} \exp\{J_{t_k}(t_{k+1} - u)\} \sigma^2 \\
\vdots \\
0
\end{pmatrix},
\]

\[
M_{t_k} = \begin{pmatrix}
0 \\
\frac{\sigma^2}{2} Y_{t_k|t_k}^{(2,0)} + \frac{\sigma^2}{2} Y_{t_k|t_k}^{(0,2)}
\end{pmatrix},
\]

\[
H = \begin{pmatrix}
1 & 0 & \cdots & 0
\end{pmatrix}.
\]
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Table 1: Parameter estimates of the state space model: the parameters are estimated from daily time series from 1965 to 2020.

| $\sigma_1$ | $\sigma_2$ | $\sigma_\varepsilon$ | $\theta_0$ | $\theta_1$ | $\theta_2$ | $\theta_3$ |
|------------|------------|------------------------|------------|------------|------------|------------|
| 0.202696   | 0.083083   | 0.001351               | 0.022526   | 0.012242   | 0.002956   | 0.000934   |

Table 2: Summary statistics: columns of $p$, $\|V\|$, and $\|\nabla V\|$ stand for their sample means and standard deviations in parenthesis.

| Year | $N$ | $p = \log(P/P_0)$ | $\|V\|$ | $\|\nabla V\|$ | $\rho_{p,\|V\|}$ | $\rho_{p,\|\nabla V\|}$ | $\rho_{\|V\|,\|\nabla V\|}$ |
|------|-----|-------------------|--------|-----------------|----------------|-----------------|-----------------|
| 1967 | 237 | 0.11394           | 0.1503 | 0.19885         | 0.79246        | -0.76849        | -0.28617        |
|      |     |                   | (0.05282) | (0.03462) | (0.04894) |                   |                   |                   |
| 1968 | 234 | 0.20401           | 0.13017 | 0.09497        | 0.93051        | 0.14746         | 0.46238         |
|      |     |                   | (0.10449) | (0.04051) | (0.06230) |                   |                   |                   |
| 1969 | 230 | 0.44161           | 0.16810 | 0.07584        | 0.78851        | 0.62869         | 0.89490         |
|      |     |                   | (0.07174) | (0.02060) | (0.04384) |                   |                   |                   |
| 1970 | 238 | 0.55242           | 0.16726 | 0.17174        | 0.81608        | -0.65072        | -0.16811        |
|      |     |                   | (0.07241) | (0.03025) | (0.05996) |                   |                   |                   |
| 1971 | 229 | 0.64372           | 0.15215 | 0.10907        | 0.77822        | -0.08629        | 0.24937         |
|      |     |                   | (0.07090) | (0.02065) | (0.06177) |                   |                   |                   |
| 1972 | 238 | 1.08309           | 0.25833 | 0.27824        | 0.95428        | 0.87077         | 0.97758         |
|      |     |                   | (0.17850) | (0.03767) | (0.05803) |                   |                   |                   |
| 1973 | 233 | 1.32721           | 0.20420 | 0.14913        | 0.62832        | -0.08809        | 0.65667         |
|      |     |                   | (0.06350) | (0.04337) | (0.10775) |                   |                   |                   |
| 1974 | 233 | 1.22120           | 0.18349 | 0.23734        | -0.86304       | -0.96110        | 0.94109         |
|      |     |                   | (0.08899) | (0.03575) | (0.13871) |                   |                   |                   |
| 1975 | 230 | 1.21959           | 0.14439 | 0.11605        | -0.73858       | -0.96215        | 0.75300         |
|      |     |                   | (0.04944) | (0.01524) | (0.09246) |                   |                   |                   |
| 1976 | 232 | 1.30884           | 0.13046 | 0.05042        | 0.01241        | -0.45551        | -0.37119        |
|      |     |                   | (0.02415) | (0.00468) | (0.03967) |                   |                   |                   |
| 1977 | 232 | 1.38560           | 0.12527 | 0.05803        | -0.30551       | -0.77135        | 0.16542         |

18
| Year | N   | p = log(P/P₀) | ∥V∥ | ∥∇V∥ | $\rho_p ∥V∥$ | $\rho_p ∥∇V∥$ | $\rho_p ∥V∥, ∥∇V∥$ |
|------|-----|----------------|------|--------|-------------|-------------|------------------|
| 1978 | 237 | 1.48319        | 0.12163 | 0.03382 | 0.62994     | -0.24984     | 0.18655          |
|      |     | (0.05094)      | (0.00614) | (0.05257) |             |             |                  |
| 1979 | 238 | 1.60694        | 0.11488 | 0.02531 | -0.30958    | -0.18174     | 0.21529          |
|      |     | (0.02597)      | (0.00633) | (0.01635) |             |             |                  |
| 1980 | 239 | 1.69731        | 0.10669 | 0.02629 | -0.16300    | -0.47961     | -0.27794         |
|      |     | (0.02589)      | (0.00476) | (0.01567) |             |             |                  |
| 1981 | 240 | 1.78806        | 0.10333 | 0.04311 | 0.33302     | -0.10153     | 0.15160          |
|      |     | (0.03344)      | (0.00773) | (0.03131) |             |             |                  |
| 1982 | 234 | 1.76935        | 0.10525 | 0.10958 | -0.63420    | 0.82596      |                 |
|      |     | (0.04251)      | (0.01139) | (0.06062) |             |             |                  |
| 1983 | 236 | 1.94511        | 0.11324 | 0.07521 | 0.55910     | 0.70720      | 0.97579          |
|      |     | (0.06043)      | (0.01102) | (0.03005) |             |             |                  |
| 1984 | 243 | 2.12752        | 0.11085 | 0.08725 | 0.32730     | 0.37692      | 0.98446          |
|      |     | (0.04605)      | (0.02767) | (0.05379) |             |             |                  |
| 1985 | 236 | 2.30233        | 0.10388 | 0.09242 | -0.43608    | -0.38511     | 0.99733          |
|      |     | (0.02639)      | (0.02717) | (0.04666) |             |             |                  |
| 1986 | 240 | 2.56674        | 0.16419 | 0.19805 | 0.62706     | 0.68673      | 0.99472          |
|      |     | (0.11533)      | (0.05883) | (0.08892) |             |             |                  |
| 1987 | 238 | 2.91420        | 0.19924 | 0.25508 | 0.35484     | 0.36332      | 0.99961          |
|      |     | (0.09050)      | (0.08360) | (0.10496) |             |             |                  |
| 1988 | 237 | 3.06892        | 0.14109 | 0.18588 | 0.62382     | 0.62999      | 0.99984          |
|      |     | (0.06763)      | (0.03660) | (0.04599) |             |             |                  |
| 1989 | 239 | 3.29927        | 0.18587 | 0.23745 | 0.18610     | 0.10810      | 0.99674          |
|      |     | (0.05444)      | (0.01935) | (0.02354) |             |             |                  |
| 1990 | 235 | 3.13780        | 0.17219 | 0.17335 | -0.74869    | -0.64851     | 0.97746          |
|      |     | (0.16557)      | (0.08576) | (0.11722) |             |             |                  |
| 1991 | 235 | 2.95889        | 0.10122 | 0.09959 | -0.76625    | -0.83886     | 0.99131          |
|      |     | (0.06223)      | (0.05429) | (0.07596) |             |             |                  |
| Year | N   | $p = \log(P/P_0)$ | $\|V\|$  | $\|\nabla V\|$ | $\rho_p,\|V\|$ | $\rho_p,\|\nabla V\|$ | $\rho_p,\|V\|,\|\nabla V\|$ |
|------|-----|------------------|----------|----------------|-----------------|-----------------|-----------------|
| 1992 | 236 | 2.65733          | 0.20611  | 0.28397        | -0.55113        | -0.62896        | 0.99516         |
|      |     |                  | (0.10379)| (0.09120)      | (0.13054)       |                 |                 |
| 1993 | 234 | 2.71791          | 0.08241  | 0.10836        | -0.45433        | -0.56247        | 0.98887         |
|      |     |                  | (0.08164)| (0.03830)      | (0.05935)       |                 |                 |
| 1994 | 236 | 2.76409          | 0.04059  | 0.04949        | 0.49599         | 0.38832         | 0.98249         |
|      |     |                  | (0.03508)| (0.02214)      | (0.02975)       |                 |                 |
| 1995 | 241 | 2.61894          | 0.10679  | 0.14648        | -0.77843        | -0.79592        | 0.99564         |
|      |     |                  | (0.07858)| (0.07076)      | (0.11311)       |                 |                 |
| 1996 | 236 | 2.81897          | 0.08597  | 0.10841        | 0.52135         | 0.53019         | 0.99930         |
|      |     |                  | (0.03476)| (0.04921)      | (0.06302)       |                 |                 |
| 1997 | 234 | 2.67966          | 0.09648  | 0.13592        | -0.94590        | -0.95634        | 0.99916         |
|      |     |                  | (0.08169)| (0.06227)      | (0.09371)       |                 |                 |
| 1998 | 236 | 2.49937          | 0.13432  | 0.20371        | -0.80466        | -0.82230        | 0.99929         |
|      |     |                  | (0.07523)| (0.05554)      | (0.08597)       |                 |                 |
| 1999 | 232 | 2.59104          | 0.09451  | 0.11055        | -0.12144        | -0.32972        | 0.95776         |
|      |     |                  | (0.09204)| (0.02909)      | (0.05429)       |                 |                 |
| 2000 | 238 | 2.60442          | 0.11250  | 0.15884        | -0.35775        | -0.53800        | 0.97795         |
|      |     |                  | (0.11250)| (0.04828)      | (0.07466)       |                 |                 |
| 2001 | 235 | 2.25475          | 0.22490  | 0.35998        | -0.76244        | -0.79816        | 0.99810         |
|      |     |                  | (0.11762)| (0.07296)      | (0.12222)       |                 |                 |
| 2002 | 235 | 2.07913          | 0.17321  | 0.27802        | -0.91618        | -0.92610        | 0.99588         |
|      |     |                  | (0.10896)| (0.07273)      | (0.14253)       |                 |                 |
| 2003 | 232 | 1.99581          | 0.14762  | 0.19384        | -0.70269        | -0.79458        | 0.98231         |
|      |     |                  | (0.11066)| (0.05674)      | (0.14507)       |                 |                 |
| 2004 | 234 | 2.18481          | 0.09315  | 0.07110        | 0.65998         | 0.57862         | 0.92957         |
|      |     |                  | (0.03444)| (0.03006)      | (0.05254)       |                 |                 |
| 2005 | 232 | 2.28474          | 0.10774  | 0.09896        | 0.97701         | 0.93551         | 0.98000         |
|      |     |                  | (0.10598)| (0.05761)      | (0.09767)       |                 |                 |
| 2006 | 239 | 2.54942          | 0.12557  | 0.15200        | 0.60467         | 0.62754         | 0.99847         |
| Year | \( N \) | \( p = \log(P/P_0) \) | \( \|V\| \) | \( \|\nabla V\| \) | \( \rho_{p,\|V\|} \) | \( \rho_{p,\|\nabla V\|} \) | \( \rho_{\|V\|,\|\nabla V\|} \) |
|------|------|------------------|------------------|------------------|------------------|------------------|------------------|
| 2007 | 244  | 2.60200          | 0.07522          | 0.09735          | 0.11316          | -0.08257         | 0.97474          |
|      |      | (0.04355)        | (0.07000)        | (0.10034)        |                  |                  |                  |
| 2008 | 242  | 2.24833          | 0.24285          | 0.39196          | -0.95172         | -0.96043         | 0.99918          |
|      |      | (0.19384)        | (0.15961)        | (0.27381)        |                  |                  |                  |
| 2009 | 240  | 1.99972          | 0.17031          | 0.25348          | -0.94603         | -0.96866         | 0.99483          |
|      |      | (0.10887)        | (0.14685)        | (0.28070)        |                  |                  |                  |
| 2010 | 243  | 2.07242          | 0.09155          | 0.10721          | -0.58194         | -0.75814         | 0.93580          |
|      |      | (0.06164)        | (0.02570)        | (0.07378)        |                  |                  |                  |
| 2011 | 245  | 2.01027          | 0.10867          | 0.15349          | -0.89222         | -0.94808         | 0.96974          |
|      |      | (0.07808)        | (0.03665)        | (0.09196)        |                  |                  |                  |
| 2012 | 248  | 1.97875          | 0.09179          | 0.10652          | -0.30963         | -0.66663         | 0.88481          |
|      |      | (0.05352)        | (0.02108)        | (0.06260)        |                  |                  |                  |
| 2013 | 245  | 2.37491          | 0.20546          | 0.27258          | 0.23766          | 0.27363          | 0.99886          |
|      |      | (0.10935)        | (0.05528)        | (0.08079)        |                  |                  |                  |
| 2014 | 244  | 2.50734          | 0.09156          | 0.11397          | 0.82050          | 0.83752          | 0.99814          |
|      |      | (0.06346)        | (0.04354)        | (0.06489)        |                  |                  |                  |
| 2015 | 244  | 2.72446          | 0.12222          | 0.16575          | 0.53827          | 0.55264          | 0.99936          |
|      |      | (0.05637)        | (0.06530)        | (0.08873)        |                  |                  |                  |
| 2016 | 245  | 2.59804          | 0.06888          | 0.09501          | -0.20951         | -0.23297         | 0.99905          |
|      |      | (0.05373)        | (0.04408)        | (0.06191)        |                  |                  |                  |
| 2017 | 243  | 2.77571          | 0.09781          | 0.13567          | 0.88269          | 0.88282          | 0.99988          |
|      |      | (0.06262)        | (0.03926)        | (0.05229)        |                  |                  |                  |
| 2018 | 235  | 2.87413          | 0.08050          | 0.10664          | 0.69871          | 0.73871          | 0.98092          |
|      |      | (0.03741)        | (0.03765)        | (0.05624)        |                  |                  |                  |
| 2019 | 240  | 2.84790          | 0.05391          | 0.05684          | 0.74391          | 0.85238          | 0.96355          |
|      |      | (0.04462)        | (0.02534)        | (0.04565)        |                  |                  |                  |
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