Experimental investigation of silicon and silicon nitride platforms for phase-change photonic in-memory computing
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Advances in artificial intelligence have greatly increased demand for data-intensive computing. Integrated photonics is a promising approach to meet this demand in big-data processing due to its potential for wide bandwidth, high speed, low latency, and low-energy computing. Photonic computing using phase-change materials combines the benefits of integrated photonics and co-located data storage, which of late has evolved rapidly as an emerging area of interest. In spite of rapid advances of demonstrations in this field on both silicon and silicon nitride platforms, a clear pathway towards choosing between the two has been lacking. In this paper, we systematically evaluate and compare computation performance of phase-change photonics on a silicon platform and a silicon nitride platform. Our experimental results show that while silicon platforms are superior to silicon nitride in terms of potential for integration, modulation speed, and device footprint, they require trade-offs in terms of energy efficiency. We then successfully demonstrate single-pulse modulation using phase-change optical memory on silicon photonic waveguides and demonstrate efficient programming, memory retention, and readout of > 4 bits of data per cell. Our approach paves the way for in-memory computing on the silicon photonic platform.

1. INTRODUCTION

Demands for applying silicon (Si) photonics to high-performance computing systems have grown significantly in recent years due to the breakdown of Dennard scaling [1] and information transfer bottlenecks in the conventional von Neumann architecture [2,3]. Data processing on photonic platforms is a promising approach because of the potential advantages over electrical approaches, where large bandwidth, high efficiency, ultrafast modulation speed, and low cross talk are crucial [4]. Critical photonic components, such as lasers [5], modulators [6], switches [7], filters [8], multiplexers [9,10], photodetectors [11–15], and memory cells, have been developed on different material platforms, such as silicon nitride (SiN), GeSi, III-V semiconductors, and others [16–18], with silicon-on-insulator (SOI) being the dominant platform. Furthermore, Si waveguides, owing to their thermal conductivity performance, have the potential to be doped to act as integrated heaters to enable wider applications [19]. As a consequence, compatibility with other on-chip photonic components, fabless and large-scale Si photonic integrated circuits (PICs) and other multiple features offer a promising route to future commercialization for Si platforms.

To date, Si PIC’s ability to modulate, address, and retrieve data has mainly been based on thermo-optic effects and free-carrier dispersion effects. This commonly requires continuous biasing and high power consumption [20–22]. Integrating phase-change materials with integrated photonics offers nonvolatility for all-optical data addressing and retrieval. This has been demonstrated using a phase-change alloy, Ge2Sb2Te5 (GST) coupled evanescently to photonic waveguides [4,23]. Since then, much progress has been made, such as both volatile and nonvolatile storage over 5 bits per cell [24,25], electrical and optical mixed-mode devices [26–28], reconfigurable optical cavities [29,30], logical operations [31,32], and optical switches [33–37]. Phase-change optical memory (PCOM) photonics has also been applied to photonic computing and artificial neural networks, such as implementation of accumulative addition [38], multiplication [39], optical synapses [40], and most recently, deep-learning neurosynaptic
networks for image recognition [41]. Recently, there has also been work on developing phase-change photonics using GST on Si waveguides [35,42,43]. Thus, both Si and SiN have been employed, although these two platforms have very distinct optical properties as well as relative advantages, both in the linear and nonlinear regimes. Given their different physical properties, especially thermal properties such as thermal conductivity and heat capacity, this would lead to different operational dynamics in the PCOM cells. Hence, it would be ideal to have both of these platforms for comparison, leading to a deeper understanding and more proper usage.

In this paper, we quantitatively explore the differences between PCOM cells on Si and SiN platforms and highlight the advantages and disadvantages of both platforms. Si has a clear advantage over SiN in terms of integration, speed, and device footprint due to the higher thermal conductivity. However, as we show, SiN has better energy efficiency because of its lower thermal conductivity. We particularly focus our experimentation (in terms of optical properties) on wavelengths in the C (1530–1565 nm) and L (1565–1625 nm) bands, as these are the most widely used bands for communications, although most of the analysis is more widely applicable. Our experimental results and analysis serve to provide a roadmap for this rapidly growing field.

2. RESULTS AND DISCUSSION

A. Material and Device Structure Comparison

Figure 1 compares the refractive indices [Fig. 1(a)] and extinction coefficients [Fig. 1(b)] of Si, stoichiometric SiN (grown via low pressure chemical vapor deposition), and GST measured with ellipsometry with a wavelength range from 250 to 1690 nm. We focus on the telecommunications wavelength C and L bands (1530–1565 nm, 1565–1625 nm) where the optical contrast between the crystalline and amorphous states of GST is larger. It shows from Fig. 1(a) that the real part of refractive index of Si is significantly higher than that of SiN. This leads to stronger confinement of the optical mode within Si waveguides, causing a smaller and denser integration, but with higher sensitivity to sidewall roughness and geometric variations. Thus, tolerance analysis and calibration of fabrication processes for Si photonic devices are more crucial than for SiN devices.

Importantly, the contrast between Si and GST (both the amorphous and crystalline states) at telecommunication wavelengths is smaller compared with SiN. The similarity in refractive index between Si and amorphous GST on the one hand leads to lower scattering losses at the GST interface (see Fig. 3) and has been exploited to create tunable dielectric metasurfaces [44]; on the other hand, this causes weaker evanescent field coupling and thus smaller dynamic changes. From Fig. 1(b), imaginary parts of both Si and SiN are very low in the optical telecommunication bands, leading to propagation losses 0.1–0.5 dB/cm for Si and 0.04–1.37 dB/cm for SiN, respectively [45]. However, SiN waveguides have a much wider spectral range of transparency than that of Si, spanning from the visible to the infrared. Provided that the optical contrast between the amorphous and crystalline GST can be improved, this could enable phase-change photonics at visible wavelengths. In any case, a suitable substrate needs to be decided carefully, depending on the application and spectral regions of interest.

Figures 2(a) and 2(b) illustrate the basic structure of an evanescently coupled PCOM cell based on an Si platform. Optical images of a completed computing cell are shown in Fig. 2(c), where GST has been sputtered on top of the waveguide. Light is coupled into the waveguide from optical fibers via grating couplers [shown in Fig. 2(c)]. For a single partially etched grating coupler, the coupling efficiency is about 40%. Figure 2(d) shows the transmission spectra of a bare Si waveguide (black curve), a Si cell with a 4-µm-long amorphous GST (red curve), and the same cell with crystalline GST, which was annealed on a hot plate at 250°C for 10 min (blue curve). After crystallization, the loss increases significantly due to absorption by the GST, which decreases the total transmission of the device. We see that amorphous GST has about 98% transmission, while the transmission reduces to about 25% in the crystalline state in a 4-µm-long device by measuring the transmission spectrum before GST deposition, and before and after crystallization.

Taking into account the refractive indices of GST, Si, and SiN, we simulated both mode profiles and light propagation in waveguides with a 10-nm-thick, 4-µm-long GST on top. Figures 3(a) and 3(b) show |E| profiles at cross section. Figures 3(e) and 3(f) show propagation of the fundamental TE mode. As a comparison, the lower figures show SiN platform information accordingly, which has been commonly used in previous works [4,29,38,40]. The smaller contrast between the refractive indices of GST and Si leads to the lower reflection and scattering losses.

Fig. 2. Device design. (a) 3D overview and (b) cross-sectional view of an Si waveguide phase-change computing cell; (c) optical image of a GST photonic device. The material inside red dashed square is GST. (d) Normalized transmission spectrum of a typical photonic device without GST, with as-deposited amorphous GST, and with annealed crystalline GST.
observed compared with SiN, resulting in better matching between the optical mode in the bare waveguide and the phase-change material. Larger refractive index contrast between Si and air also leads to greater confinement of the fundamental TE mode, thus enabling a smaller waveguide width of 500 nm versus 1.3 µm for SiN. The reduction of evanescent coupling to the GST is a side effect of confining the optical mode to the core of the Si waveguide, leading to lower propagation loss in both states compared with SiN–GST waveguides.

The propagation loss can be calculated from the simulated complex effective refractive index,

\[ \alpha = \frac{4\pi \text{Im}(n_{\text{eff}})}{\lambda}. \]

For a 4-µm-long device, we expect to see the transmission decrease from 95% in the amorphous state (0.059 dB/µm) to 26% in the crystalline state (1.445 dB/µm). This is in good agreement with our experimental results as shown in Fig. 2(d), in which the normalized transmission decreases from 96% to 23%. To achieve a certain on–off contrast, the PCOM cell on the Si platform requires a longer device length compared with SiN due to a lower propagation loss.

B. Dynamic Response during Amorphization

In this section, we compare the dynamic thermal and optical response of both platforms. Figure 4 shows the dynamic response of the amorphization process induced by a rectangular optical pulse with varied amplitude and pulse width. We first simulate the thermal response of crystalline GST to an optical pulse with increased amplitude and plot the temperature rise in the GST patch after a 20 ns rectangular pulse, with varied amplitude from 2 to 10 mW [solid and dashed lines indicate those for SiN and Si platforms, respectively, in Fig. 4(b)]. Figure 4(a) shows the spatial distribution of temperature in the device with 10 mW input pulse. The position of the maximum temperature is shown as a black dot [time-dependence of the temperature at this position is shown in Fig. 4(b)]. We observe that the temperature of the GST on the Si waveguide rises more quickly, but saturates to a lower peak temperature compared to SiN. We attribute this to two competing effects. First, since the volume of GST is smaller for the Si waveguide due to a smaller waveguide footprint, GST absorbs more energy; however, since the thermal conductivity of Si is much higher than that of SiN (thermal conductivity for bulk material data from [46,47]),

\[ \kappa_{\text{Si}} = 148 \text{ Wm}^{-1} \text{ K}, \]

\[ \kappa_{\text{SiN}} = 43 \text{ Wm}^{-1} \text{ K}. \]

Si waveguides experience quicker heat dissipation than SiN, thus saturating at a lower temperature for the same amount of optical power. Since Si loses a larger fraction of heat to the partially etched Si slab layer, we deduce that it can be more advantageous to use shorter pulses with higher amplitudes for phase-change devices on Si waveguides. This conclusion also agrees with experiments we did on devices [see Fig. 5(c)] for similar transmission changes; GST on Si requires about 3 times the amount of energy consumption as SiN.

In Figs. 4(c) and 4(d), we plotted the experimentally measured thermo-optic response of a Si phase-change device by sending a rectangular pulse for amorphization. Due to the strong thermo-optic effect in GST [48], the absorption is a function of device temperature, which produces a delay dead time in programming before reaching equilibrium. Here we got the dead time of the device \( t_{\text{deadtime}} \) as the time duration for transmitted power inside a waveguide to go from the lowest transmission point \( T_{\text{final state}} \) to a specific transmission point \( \frac{T_{\text{final state}}}{10} \cdot T_{\text{final state}} \) from [4],

\[ t_{\text{deadtime}} = T_{\text{final state}} - T_{\text{final state}}. \]

In data storage and in-memory computing, the dead time determines how quickly the state can be read after sending a programming pulse. We measured the dead time for Si phase-change cells and compared them with the SiN counterparts from [4]. Figure 4(e) shows that the dead time for devices with Si waveguides is nearly a quarter of that of SiN, thanks to the much higher thermal conductivity and smaller device footprint of Si. Thus, the higher thermal conductivity of Si allows faster write–read operations than SiN, considering a pulse width greater than 20 ns. Figure 4(f) is a zoomed-in comparison between two different pulse parameters on Si waveguides: varying amplitude with fixed duration (red) and varying time duration with fixed amplitude (blue). Increasing the pulse amplitude causes the dead time to increase, but increasing the pulses’ duration does not, since GST reaches thermal equilibrium.

---

**Fig. 3.** Simulated eigenmode profiles and propagation profiles of the fundamental TE mode inside Si and SiN waveguides with GST. The 2D mode profile of Si waveguides with (a) amorphous and (b) crystalline GST and their SiN counterparts, (c) and (d). (e) and (f) show simulation results for propagation of the fundamental mode with 4 µm (c) amorphous and (f) crystalline GST on top of the waveguide. (g) and (h) are SiN waveguide comparisons.
and a similar device temperature with pulses greater than 10 ns, according to the simulations in Fig. 4(b). A constant dead time can be observed for pulses with a fixed amplitude and increased duration.

C. Switching Threshold and Energy Consumption

We now compare energy consumption. Figure 5 shows energy consumption and the switching threshold for achieving amorphization for Si and SiN waveguides with GSTs of different lengths. Figure 5(a) shows a heat map of energy consumption and a bar chart of transmission changes for an Si waveguide with 2-µm-long and 4-µm-long crystalline GST on top, respectively. The 4-µm device has a lower switching threshold so as to observe nonvolatile changes. The obtained switching contrast is proportional to the length of the GST from Fig. 5(b), in agreement with what is observed for the SiN platform [48]. Figure 5(c) illustrates that the higher thermal conductivity of Si waveguides causes greater energy consumption compared with that of SiN when an equivalent change in transmission is reached. Switching data of 5-µm GST on top of SiN waveguides from Ref. [48] are plotted in Fig. 5(c) as a comparison with results on Si (the closest device dimension in the literature). Yet more precise measurements need to be done in order to know the accurate energy consumption for ultrafast subnanosecond applications.

D. Demonstration of Single-Pulse Recrystallization on Si

As previously demonstrated on the SiN platform [25], it is also possible to achieve full recrystallization from any initial state using a single pulse on an Si platform. In Fig. 6(a), we show nonvolatile, multilevel operation of our devices with varied optical power of the amorphization pulse (25 ns duration). The amorphization power consumption for different levels is shown in Fig. 6(b).

The pulse power and change in transmission of the recrystallization process are shown in Figs. 6(c) and 6(d), respectively. Here we use double-step pulses with an initial short pulse with a high power (25 ns, 58.75 mW) followed by a long tail with a low power (23.5 mW with varied time width from 300 to 600 ns) to switch a 4-µm-long device on top of an Si waveguide. This allows us to quickly heat up the GST above the crystallization temperature until it reaches a partially or fully crystalline state. We observed that more energy is required to achieve a similar transmission contrast in Si compared to a previous demonstration in SiN [4], and we attribute this to the higher thermal conductivity of the Si waveguides and decreased evanescent coupling due to a stronger mode confinement. The power consumption can be reduced with a subnanosecond amorphization pulse, while the evanescent coupling can be enhanced through using resonant structures [49,50], or by simply reducing the waveguide thickness or width [40].

With the same pulse sequence, the device was programmed over many cycles. We plotted the final state of the device as a function of recrystallization time and the programming error, as shown in Fig. 6(e). We observed a maximum contrast of 12% for the 4-µm device, which is lower than for those devices on SiN [25] and agrees well with our results in Fig. 5(c). In the second step, with increased pulse width, we crystallized the GST to reach the fully crystalline state. Using the double-step pulse waveform simplifies pulse sequencing for multilevel operation in photonic computing. Pulses with decreased energy were used to incrementally recrystallize the GST until the desired level was reached. For switching from the maximum transmission (i.e., amorphous) to the minimum transmission (i.e., crystalline), 19 pulses with energies ranging from 370 to 600 pJ were required with a total...
Fig. 5. Relationship among switching parameters, optical transmitted signal, and energy consumption. Photonic computing unit with 2 µm (length along transmission) functional PCOM and 4 µm functional PCOM are shown with solid line and dashed line separately. (a) shows 3D maps for energy needed and associated transmission changes for 2 and 4 µm devices separately. (b) Relative transmission changes with the increase of time width of pump pulses from 5 to 100 ns as a comparison between 2 and 4 µm devices. (c) Comparison of energy consumption of Si and SiN devices. The length of GST is 4 µm on Si and 5 µm on the SiN device from [48], with pulse widths from 20 to 100 ns. Every data point is averaged from 300 repeated measurements.

Fig. 6. Single-pulse recrystallization on Si waveguides. (a) Independent multilevel states with pulse amplitude modulation; (b) programming power for different levels in (a) accordingly; (c) experimental crystallization pulses and (d) device corresponding response signal with double-step crystallization pulses with 25 ns for the first pulse and 300–600 ns for the second pulse time width variation; (e) error bar of relative transmission contrast recrystallization second step time width modulation.
programming energy of 9.5 nJ and duration of 3.8 μs. Similar approaches have also been demonstrated with picosecond and femtosecond pulses [38,51,52] but require multiple recrystallization pulses of decreasing amplitude to reach the desired intermediate state. Here, we demonstrated multilevel operation using a single pulse with pulse width ranging from 25 to 625 ns to achieve 30 distinct transmission levels without knowledge of the prior state.

3. CONCLUSION

Table 1 shows the summary of our experimental evaluation of the key trade-offs between an Si platform and an SiN platform. Differences in substrates and parameters (refractive indices and thermal conductivity) cause changes to device footprints and optical properties. An Si platform allows a more compact footprint and the reduction of time in amorphization compared with an SiN platform. The energy consumption is, however, higher for enhancing transmission contrast due to the fast energy dissipation from the Si slab. This disadvantage may be overcome by using strip waveguides rather than rib waveguides. Thus, SiN is preferred for applications in the visible and near-infrared spectral regions, whereas an Si platform with compact footprints is preferred for telecommunications data processing and in-memory computing [39] with large scalability in matrix operation.

For computing applications, Si platforms have key advantages, such as (a) large-scale support from existing CMOS foundry capabilities and compatibility of integration with other on-chip active electronic and photonic components so as to build up an entire optoelectronic computing system; (b) high data-processing speed and superior heat transport; (c) compact footprint; and (d) low-loss light propagation in telecommunications wavelength bands. Recently, the combination of Si and SiN waveguides has also been explored [53], which may be a good way to make use of the advantages of both platforms in the future.

In conclusion, we report key differences between these two important platforms in terms of operational speed, footprint, and energy consumption. We characterize the reliability of single-pulse modulation on an Si platform and give a comparison with state-of-the-art programming techniques. Due to the higher mode confinement and thermal conductivity, Si has a clear advantage over SiN in terms of integration, speed, and device footprint. However, all-optical switching is more efficient in SiN platforms, which may thus be preferred in conditions where integrated electronics and photonics are not required on the same chip.

**APPENDIX A: DESIGN AND FABRICATION**

To fabricate the waveguides, we used an SOI substrate with a 220 nm device layer and 3 μm buried oxide. Our device is illustrated in Fig. 2, where the phase-change material (GST) is evaporantly coupled to the optical mode of the Si waveguide, enabling all-optical WRITE, READ, and ERASE operations. Electron beam lithography is used to pattern the device, and dry etching is used to partially etch down Si waveguides (120 nm etching depth). Subsequently, a 10 nm functional layer of GST and a 10 nm protective layer of indium–tin–oxide (ITO) are deposited on the top of the waveguide using RF sputtering (30 W RF power, 5 m Torr Ar atmosphere, and 2 × 10⁻³ Torr base pressure).

**APPENDIX B: MEASUREMENT SET-UP**

We use a 1590 nm laser source, amplified with an L-band erbium-doped fiber amplifier (EDFA) to optically switch the state of the GST and a 1610 nm continuous probe laser to monitor the transmission of light. To shape the optical pulses, an arbitrary function generator (Tektronics 100 MHz AFG3102C) is used to send RF pulses to a high-speed electro-optic modulator (EOM). The non-linear response of the EOM is compensated for by the shape of the input RF pulse such that the pulse shape we describe above reflects the shape of the optical pulse after the EDFA rather than the input electrical pulse. Optical bandpass filters are used in both beam paths to reduce the influence of parasitic wavelengths. At the end of both paths, we use low-noise-sensitive photodetectors to record the dynamic change of the transmission of the light and a fast-speed sampling oscilloscope to record the thermo-optical effect of the device when it is excited by writing pulses. With this measurement scheme, we are able to observe phase transitions in real time with subnanosecond resolution. In order to control the power of the pulses sent to the device, we use a tunable optical attenuator to control the power of the pump seed laser before the EOM. In order to reduce the fluctuation of the polarization of the probe seed laser, we also added an in-line fiber polarizer, a polarization controller, and reference photodiode between the probe laser and device to remove the noise from polarization drift due to thermal fluctuations in the setup.
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