Three-body interaction of Rydberg slow light polaritons
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We study a system of three photons in an atomic medium coupled to Rydberg states near the conditions of electromagnetically induced transparency. Based on the analytical analysis of the microscopic set of equations in the far-detuned regime, the effective three-body interaction for these Rydberg polaritons is derived. For slow light polaritons, we find a strong three-body repulsion with the remarkable property that three polaritons can become essentially non-interacting at short distances. This analysis allows us to derive the influence of the three-body repulsion on bound states and correlation functions of photons propagating through a one-dimensional atomic cloud.
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Quantum systems consisting of a few interacting bodies are a central point of attention in different fields of physics [1, 2]. Despite their apparent simplicity, in general few-body problems are not analytically solvable and possess fascinating emergent properties. A prominent example is the existence of universal three-body bound states for bosons with pairwise short-range interactions discovered by Efimov [3]. In addition, three-body forces can have strong influence on the properties of quantum many-body systems such as nuclear systems [4], neutron stars [5], and fractional quantum Hall states [6]. It is thus natural to look for systems in which three-body interactions could be controlled for the purpose of quantum simulations. Several proposals have been made in this context, mainly utilizing ultracold atoms and molecules [7–11]. In this Letter, we demonstrate that strong three-body interactions naturally appear between Rydberg slow light polaritons.

Rydberg slow light polaritons have recently emerged as a promising approach to engineer a strong interaction between photons [12–15]. It is based on the combination of electromagnetically induced transparency (EIT) [16] and the strong interaction between Rydberg states. Under EIT conditions, single photons propagate in the medium as dark polaritons with reduced velocity and significant admixture of the Rydberg state [15]. Then, the strong interactions between Rydberg atoms that give rise to the blockade effect [19, 20] can be mapped onto polaritons, resulting in effective interaction potential [13, 21, 22]. The sign, strength and range of the interactions can be tuned by varying the Rabi frequencies and detuning of the lasers as well as principal quantum number of the lasers. The Rydberg EIT scheme has been used to study quantum nonlinear optics at single photon level [14, 16, 23–27] and can be applied to realize strongly correlated many-body states of light [28–34]. However, the analysis of these systems has so far been restricted to models based on the effective two-body interaction between the polaritons.

In this Letter, we make an essential step towards studying strongly interacting many-body systems made of slow light polaritons. Basing on the microscopic set of equations describing photons in an EIT medium in the far-detuned regime, we analytically derive the interaction potential for a three-body system and demonstrate the appearance of a strong three-body interaction potential in addition to the previously discussed effective two-body potential. We find that especially in the experimentally interesting regime of slow light polaritons, the influence of the three-body interaction can be equally important as the contribution from the effective two-body interaction. This strongly influences the properties of three-body bound states as well as the correlation function of three photons propagating through a realistic one-dimensional setup, allowing for simulation of exotic many-body models and creation of strongly correlated multiphoton states.

We start with the microscopic derivation of the three-body interaction potential between the slow light polaritons. The atomic medium consists of three-level atoms with $|G\rangle$ being the ground state, and an intermediate state $|P\rangle$ coupled to a Rydberg level $|S\rangle$ by a control laser with Rabi frequency $\Omega$ and detuning $\Delta$; the latter includes the decay of the intermediate level by $\Delta = \delta - i\gamma$, see Fig. 1. The probe photons are tuned near the EIT condition and therefore photons entering the atomic medium are converted into slow light polaritons with a large admixture of the Rydberg state. The effective two-polariton interaction potential has been derived by several different approaches before [13, 16, 21, 33]. The conceptually simplest approach is based on the analysis for a single photonic mode realized in a single mode cavity: the stationary Schrödinger equation reduces for two photons in the cavity to a set of coupled equations for different components of the wave function. Solving these equations [33, 35] determines the energy shift in the presence of two photons in the cavity, and relates directly to the two-polariton interaction potential.

For large $|\Delta| \gg \Omega$, which will be assumed throughout this manuscript, the intermediate level can be adiabati-
A single polariton in the Rydberg level with \( g \) body interaction term takes the form two-body and three-body contributions. The pure three-body action depends only on the two relative coordinates \( r_{ij} \) and vanishes in the limit of slow light \( g \gg \Omega \). However, dissipative losses from the decay of the intermediate \( |P\rangle \) level, which are accounted for by complex value \( \chi \), are suppressed. A simple explanation of this behavior is obtained by the following argument: at short distances, the Rydberg blockade enables only a single Rydberg excitation. Then, the value of the effective potential at short distances for \( n \) polaritons is determined by the probability to find one Rydberg excitation and \( (n-1) \) photons, i.e., \( n g^2 \Omega^{2(n-1)}/(g^2 + \Omega^2)^n \) multiplied by the dispersive energy shift for the \( n-1 \) photons due to their coupling to the \( |P\rangle \) level. The latter reduces to \( -(n-1)g^2\hbar/\Delta \). This simple estimation provides indeed

\[
V_{\text{eff}}^{(2)}(r) = \frac{\alpha^2}{1 - \chi} V(r),
\]

with \( \chi = \Delta/(2\hbar \Omega^2) \) and the van der Waals interaction \( V(r) = C_6/r^6 \) between the Rydberg states. Furthermore, \( \alpha = g^2/(g^2 + \Omega^2) \) denotes the probability to find a single polariton in the Rydberg level with \( g \) being the collective atom-photon coupling. We note that the interactions are saturated at short distances as a result of the Rydberg blockade mechanism. The characteristic length scale for this process, called the blockade radius, is defined as \( \xi = |C_6\chi|^{1/6} \).

One can expect that for more than two photons higher order terms in \( \alpha \) can arise, which then correspond to effective many-body interactions. Here, we are interested in the three-body term. The derivation is again most conveniently performed in a single mode cavity with three photons present in the system, and expressing the system in terms of the stationary Schrödinger equation for the photons and the atomic matter. The analysis is presented in detail in the supplementary material. The important step in the derivation is the assumption that the size of the photonic mode is much larger than the blockade radius, which is equivalent to the condition of low energies. Then, the effective interaction can be read off from the analytical result for the small energy shift for the photons in the cavity and decomposed into a sum of two-body and three-body contributions. The pure three-body interaction term takes the form

\[
V_{\text{eff}}^{(3)}(x_1, x_2, x_3) = \alpha^3 \sum_{i<j} \frac{V_3(x_1, x_2, x_3) - V(x_i - x_j)}{1 - \chi V(x_i - x_j)},
\]

with

\[
V_3(x_1, x_2, x_3) = \frac{\sum_{i<j} V(x_i - x_j)}{3 - 2\chi \sum_{i<j} V(x_i - x_j)}.
\]

It immediately follows that the three-body interaction exhibits opposed behavior at short distances with respect to the two-body one: while \( V_{\text{eff}}^{(2)}(r) \) saturates at \( -\alpha^2/\chi \), the three-body interaction exhibits the opposite sign and saturates at \( +3\alpha^3/\chi \). As expected, the three-body interaction is suppressed in \( \alpha \) for weak coupling of the photons \( \alpha \ll 1 \), but exhibits an equal strength as the effective two-body interaction for slow light polaritons with \( g \gg \Omega \).

From now on, we will measure lengths in units of the blockade radius \( \xi \) and energies in units of \( 1/|\chi| = 2\hbar \Omega^2/\Delta \). While our derivation is general and can be applied regardless of the geometry of the system, the influence of the three-body interaction is most conveniently studied for a one-dimensional setup on which we will now focus. By introducing the Jacobi coordinates defined as \( R = (x_1 + x_2 + x_3)/\sqrt{3} \), \( \eta = (x_1 - x_2)/\sqrt{2} \), and \( \zeta = \sqrt{3/2}(x_1 + x_2)/\sqrt{2} - x_3/\xi \), the center of mass \( R \) disappears from Eq. (2), and therefore the three-body interaction depends only on the two relative coordinates \( \eta \) and \( \zeta \) as shown in Fig. 1. We note that the six-fold symmetry which is naturally present for three particles interacting via two-body forces is preserved by our three-body term. It is remarkable that the saturation of the full interaction potential at short distances takes the form \( -3\alpha^3 \Omega^2/g^2 \chi \), and vanishes in the limit of slow light \( g \gg \Omega \) with \( \alpha = 1 \). Then, dissipative losses from the decay of the intermediate \( |P\rangle \) level, which are accounted for by complex value of \( \Delta \), are suppressed. A simple explanation of this behavior can be obtained by the following argument: at short distances, the Rydberg blockade enables only a single Rydberg excitation. Then, the value of the effective potential at short distances for \( n \) polaritons is determined by the probability to find one Rydberg excitation and \( (n-1) \) photons, i.e., \( n g^2 \Omega^{2(n-1)}/(g^2 + \Omega^2)^n \) multiplied by the dispersive energy shift for the \( n-1 \) photons due to their coupling to the \( |P\rangle \) level. The latter reduces to \( -(n-1)g^2\hbar/\Delta \). This simple estimation provides indeed.
the correct saturation for two and three polaritons.

We can now extend the analysis to the full propagation problem of polaritons in a one-dimensional setup as studied experimentally in Ref. [16]. For simplicity, we focus on the coherent dynamics and neglect the losses from spontaneous emission, i.e., $\gamma = 0$, in the regime $C_0 \Delta < 0$. The effective low energy Hamiltonian for the polaritons reduces to $H = H_{\text{kin}} + U$ with the interaction $U$ including the two-body interaction as well as the three-body interaction

$$U(x_1, x_2, x_3) = \sum_{i<j} V_{\text{eff}}(x_i - x_j) + V_{\text{eff}}^{(3)}(x_1, x_2, x_3). \tag{4}$$

In turn, the kinetic energy $H_{\text{kin}}$ of the polaritons is well accounted for by the expansion of the dispersion relation at low momenta providing the slow light velocity $v_g = \Omega^2/(g^2 + \Omega^2)c$ and a mass term $m^2/2m$. This results in a set of one-dimensional equations of the form

$$\left(-\frac{d^2}{d\rho^2} + \frac{k^2 - 1/4}{\rho^2} + \Delta_k(\rho)\right) \Phi_k(\rho) = E\Phi_k(\rho), \tag{7}$$

where $\Delta_k$ is the effective interaction in channel $k$, equivalent to total adiabatic potential curve $\Lambda_k = \Delta_k + (k^2 - 1/4)/\rho^2$, see Fig. 2. Only the lowest $(k = 0)$ channel is attractive and can support bound states. Furthermore, the lowest curve at large $\rho$ approaches the energy of the two-body bound state; the latter behavior is well understood, as the atom-dimer continuum should start exactly at the energy of this bound state. The impact of the three-body forces becomes more clear when the angular term is subtracted: the lowest effective potential is plotted in the right panel of Fig. 2 for different values of $\alpha$ but fixed interaction strength $\lambda = 0.1$. In the absence of three-body repulsion the potential looks similar to the two-body interaction, with characteristic short-range saturation. When the repulsion is turned on, the short distance behavior changes. However, the potential exhibits an attractive well for any $\alpha \in [0, 1]$ regardless of the value of $\lambda$, so a three-body bound state is always expected to exist. Its properties, however, may be strongly dependent on $\alpha$.

Further insight into the problem can be gained by direct numerical diagonalization of Eq. (6). We indeed find the three-body bound state to be the ground state of the system for any value of the parameters, in agreement with the adiabatic approach. In Fig. 3, we show the
dependence of the energy $E^{(3)}$ for the three body bound state on $\lambda$ for different values of $\alpha$; it is convenient to show the ratio between the three-body bound state energy $E^{(3)}$ and the corresponding two-body bound state energy $E^{(2)}$. For $\alpha = 0$, we recover the analytical result of Ref. [36] in the limit of weak interactions. Three-body repulsion not only shifts the bound state energy, but also provides a significant broadening of the wave function as well as the appearance of characteristic dip at the center; see the inset of Fig. 3.

Experimental implications: We now discuss the detection and the impact of three-body interactions in experiments with photons propagating through a 1D medium. In a realistic situation the photons are injected into the medium in a coherent state with low mean number of photons and the detection takes place after they leave the medium. Time-resolved measurements give access to the intensity correlation functions. Here we are interested in the third order correlations, which should contain information about the three-body bound state. In the following, we choose parameters, which are close to the experimental parameters achieved in Ref. [16]: the condition of slow light with $g \gg \Omega$ implies $\alpha \approx 1$, while the experimentally observed interaction strength expressed in our parameters correspond to $\lambda \approx 0.1$.

Solving the full propagation problem for three photons is in general extremely challenging. Therefore, we will here perform a simplified analysis, which has previously turned out to be very successful for two photons [16]. It is based on the approximation that the atomic medium is a homogeneous slab and that the three-photon component of the wave function obeys the boundary condition 

$$\psi(R = 0, \eta, \zeta) = \kappa^3,$$

where $\kappa$ is the amplitude of the coherent state. Then we have $g^{(3)}(R = 0, \eta, \zeta) = 1$. This can be decomposed into contributions from bound and scattering states. During the propagation different eigenstates pick up different phases, which leads to formation of a characteristic pattern in the correlation function. For second order correlations, the contribution from the bound state becomes clearly visible [16]. To extract information about pure three-body correlations, we note that when one particle is separated from the other two, $g^{(3)}$ approaches the value of $g^{(2)}$. It is thus natural to study the connected part of the correlation function $\tilde{g}^{(3)}$ instead of $g^{(3)}$, which is defined as

$$\tilde{g}^{(3)}(x_1, x_2, x_3) = 2 + g^{(3)}(x_1, x_2, x_3) - \sum_{i<j} g^{(2)}(x_i, x_j).$$

The connected correlation function $\tilde{g}^{(3)}(x_1, x_2, x_3)$ obeys the property that it approaches zero at large particle separation. The numerical determination of $\tilde{g}^{(3)}$ is then straightforward using the full set of eigenstates of Eq. (6) as a basis set: first, we expand the incoming wave function in this basis; then, each eigenstate acquires a phase during the propagation through the medium proportional to its energy and the distance $R$. This eventually determines the outgoing wave function and we can compute $\tilde{g}^{(3)}(x_1, x_2, x_3)$ from the final state. The result for $\tilde{g}^{(3)}$ is shown in Fig. 4 after propagation distance of $20\xi$ in the medium. The central peak in the correlation functions originates from the bound states and exhibits a stable and characteristic shape; in analogy to the two-body correlation function $g^{(2)}$ [16]. We clearly see that for $\alpha = 1$ the width of the peak is significantly greater as compared to the absence of three-body interactions, and its shape follows the three-body bound state wave function. This implies that measurement of $\tilde{g}^{(3)}$ should indeed give access to the structure of three-body bound states.

In conclusion, we have shown that Rydberg polaritons naturally exhibit three-body interactions which strongly
affects their few-body properties in the regime of slow light. The short-range three-body repulsion modifies the energy and shape of the three-body bound states of polaritons propagating through a one-dimensional channel, which can be detected in experiments by measuring third order correlations. It is a remarkable property that in the regime of slow light with $\alpha \approx 1$, the total interactions vanish at short distances. This creates a regime in which three closely lying photons are protected from dissipation. We therefore expect that the transmission in the dissipative regime for three photons is strongly enhanced.

Our results are independent of the dimensionality of the system and can also be applied to multimode optical cavities. This paves the way to use polaritons for simulating exotic few- and many-body models. Especially, it is possible to quench the s-wave scattering length by tuning the parameter $\lambda$ to control the number of bound states in the attractive two-body potential; in analogy to the 1D situation [21]. Then, the remaining interaction is dominated by the repulsive three-body interaction, enabling realization of purely three-body interacting systems of photons in arbitrary dimensions, leading to interesting quantum states of matter; the most prominent example being the Pfaffian states [6]. Other potential applications include creating correlated photonic states by propagating multi-photon pulses through Rydberg EIT medium.

Note: During the review process, we became aware of a recent related work by Gullans et al [39].
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I. TWO-BODY INTERACTION

In the first part, we derive Eq. (1) for the two body interaction from the main text. We denote the function describing the photonic mode by \( h(x) \). The stationary Schrödinger equation for the different parts with two, one and zero photons can then be written as

\[
\omega \phi_0 = -2\nu \phi_0 + \int dx \phi_1(x) h^*(x),
\]

\[
\omega \phi_1(x) = -(\nu + \frac{1}{\nu}) \phi_1(x) + 2h(x) \phi_0 + 2 \int dy \phi_2(x,y) h^*(y),
\]

\[
\omega \phi_2(x,y) = -\frac{2}{\nu} \phi_2(x,y) + \frac{1}{2} h(x) \phi_1(y) + h(y) \phi_1(x) + V(x-y) \phi_2(x,y).
\]

Here the equations are given in units of \( g/\Delta \), which naturally appear in the coupling terms. The photonic mode is normalized \( \int dx |h(x)|^2 = 1 \). Without loss of generality, we set \( \phi_0 = 1 \). The last equation provides

\[
\phi_2(x,y) = \frac{h(x) \phi_1(y) + h(y) \phi_1(x)}{2(\omega + 2/\nu)} \left[ 1 + \frac{(\omega + 2/\nu)^{-1} V(x-y)}{1 - (\omega + 2/\nu)^{-1} V(x-y)} \right].
\]

Inserting this result into the second equation, multiplying by \( h^*(x) \), and performing the integration, we obtain

\[
(\omega + \frac{2}{\nu})(\omega + \nu + \frac{1}{\nu})(\omega + 2\nu) - 2(\omega + \frac{2}{\nu}) - 2(\omega + 2\nu) = 2 \int dx dy \frac{(\omega + 2/\nu)^{-1} V(x-y)}{1 - (\omega + 2/\nu)^{-1} V(x-y)} |h(x)|^2 |h^*(y)| \phi_1(y).
\]

Here, we have used the first equation to replace \( \int dx \phi_1(x) h(x) \) by \( \omega + 2\nu \). The right side is a small contribution for a cavity mode much larger than the blockade radius. Therefore, expanding the left hand side for small \( \omega \), we obtain the energy shift

\[
\omega = \frac{\nu^3}{2(1 + \nu^2)^2} \int dx dy \frac{V(x-y)}{1 - \nu^2 V(x-y)} |h(x)|^2 |h^*(x)| \phi_1(x).
\]

In leading order, \( \phi_1(x) \) reduces to \( \phi_1 \approx h(x) 2\nu \) and we recover the effective interaction potential from the main text.

II. THREE-BODY INTERACTION

Next, we can derive Eq. (2) from the main text for the three-body interaction. Again, we denote the function describing the photonic mode by \( h(x) \), and the total wave function can be decomposed into parts containing three, two, one and zero atomic excitations, denoted as \( \phi_i \). The stationary Schrödinger equation can then be written as

\[
\omega \phi_0 = -3\nu \phi_0 + \int dx \phi_1(x) h^*(x),
\]

\[
\omega \phi_1(x) = -(2\nu + \frac{1}{\nu}) \phi_1(x) + 3h(x) \phi_0 + 2 \int dy \phi_2(x,y) h^*(y),
\]

\[
\omega \phi_2(x,y) = -\frac{2}{\nu} \phi_2(x,y) + \frac{1}{2} h(x) \phi_1(y) + h(y) \phi_1(x) + 3 \int dz \phi_3(x,y,z) h^*(z) + V(x-y) \phi_2(x,y),
\]

\[
\omega \phi_3(x,y,z) = -\frac{3}{\nu^3} \phi_3(x,y,z) + \frac{1}{3} (h(z) \phi_2(x,y) + h(y) \phi_2(x,z) + h(x) \phi_2(y,z)) + W(x,y,z) \phi_3(x,y,z).
\]
Here we again use units of $g\Omega/\Delta$, normalize the photonic mode as $\int dx |h(x)|^2 = 1$, and introduce the notation $\nu = g/\Omega$. The interaction between three Rydberg atoms is determined by the sum of two-body interactions $W(x, y, z) = V(x - y) + V(y - z) + V(z - x)$. We are here interested in the case where the photonic mode is much larger in size than the blockade radius. We fix the normalization of the total wave function by setting $\phi_0 = 1$. Eq. (7) allows us to replace terms $\int dx \phi_1(x) h(x)$ by $\omega + 3\nu$. As a next step, we express $\phi_2$ in terms of an arbitrary function $u(x, y)$ via

$$\phi_2(x, y) = \beta h(x) h(y) \left( 1 + \frac{u(x, y)}{1 - u(x, y)} \right).$$  

This notation is motivated by the solution for two-polaritons and does not provide any restriction on the general solution. We expect that $\frac{u(x, y)}{1 - u(x, y)}$ accounts for the local modification to the shape due to the strong interaction. In the absence of interactions, one would have $u(x, y) = 0$ and $\beta = 3\nu$. We thus write $\beta = 3\nu(1 + t)$ with $t$ expected to be a small correction. Now we multiply Eq. (8) by $h^*(x)$ and integrate over $x$, which provides the simplified equation

$$(\omega + 2\nu + \frac{3}{\nu}(\omega + 3\nu)) = 3 + 6\nu^2 \int dx dy |h(x)|^2 |h(y)|^2 (1 + t) \left( 1 + \frac{u(x, y)}{1 - u(x, y)} \right).$$

Here $I = \int dx dy h(x)^2 h(y)^2 \left( \frac{u(x, y)}{1 - u(x, y)} \right)$ is also expected to be a small correction. Up to first order in $t$, $I$ and $\omega$ we therefore obtain the relation

$$\omega(5\nu + \frac{1}{\nu}) = 6\nu^2(t + I).$$

In the next step, we solve Eq. (10) for $\phi_3$ and insert it into (9), multiply it by $h^*(x) h^*(y)$ and integrate over the variables. The resulting expression is

$$(\omega + \frac{3}{\nu})\nu^2(1 + t)(1 + I) = 2(\omega + 3\nu) + 3\nu^2(1 + t) \int dx dy |h(x)|^2 |h(y)|^2 V(x - y) \left( 1 + \frac{u(x, y)}{1 - u(x, y)} \right) +$$

$$+ \frac{9\nu^2(1 + t)}{\omega + \frac{3}{\nu}} \left( 1 + I + \frac{1}{\omega + \frac{3}{\nu}} \int dx dy dz |h(x)|^2 |h(y)|^2 |h(z)|^2 V_3(x, y, z) \right),$$

where

$$V_3(x, y, z) = \frac{W(x, y, z)}{1 - \frac{W(x, y, z)}{W(x, y, z)}}$$

denotes the renormalized interaction term that naturally derives from solving Eq. (10) for $\phi_3$. Expanding Eq. (14) to the first order in small parameters (inserting $t$ from Eq. (13)), we arrive at a surprisingly simple result

$$\omega = \frac{\nu}{(\nu + \frac{3}{\nu})^2} \left( 3 \int dx dy dz |h(x)|^2 |h(y)|^2 |h(z)|^2 V(x - y) \left( 1 + \frac{u(x, y)}{1 - u(x, y)} \right) + \nu^2 \int dx dy dz |h(x)|^2 |h(y)|^2 |h(z)|^2 W(x, y, z) \right).$$

In the last step, we can finally determine the form of $u(x, y)$. As the energy shift $\omega$ is already determined in leading order in the small parameters, it is sufficient to determine the shape $u(x, y)$ also in leading order. The latter derives immediately from Eq. (9) and provides the result $u(x, y) = \nu V(x - y)/2$. Therefore, we find that the part with two atomic excitations follows the standard two-particle blockade physics, while the contribution from three excitations is only important for the correction $t$.

Equation (16) contains the contribution to the energy shift $\omega$ from the interactions. Coming back to standard units, we read out the interaction term under the integrals, which takes the form

$$U(x, y, z) = \frac{g^6}{3(g^2 + \Omega^2)^3} \frac{W(x, y, z)}{1 - \frac{W(x, y, z)}{W(x, y, z)}} K(x, y, z) - \frac{g^4\Omega^2}{(g^2 + \Omega^2)^3} \frac{2\Omega^2}{\Delta} [3 - K(x, y, z)].$$

with $K(x, y, z) = \sum_{i < j} \left[ 1 - \frac{\Delta}{2} V(x_i - x_j) \right]^{-1}$. From this we can extract the pure three body term by subtracting the contribution from the two body interactions. The latter takes the form

$$V_{3T}(x - y) = V_{3T}^1(y - z) + V_{3T}^2(z - x) = -\frac{g^4}{(g^2 + \Omega^2)^3} \frac{2\Omega^2}{\Delta} [3 - K(x, y, z)].$$
and therefore, the three-body interaction reduces to
\[
\frac{V^{(3)}(x,y,z)}{\alpha^3} = \frac{1}{3} W(x,y,z) K(x,y,z) + \frac{2\Omega^2}{\Delta} [3 - K(x,y,z)]
\]
(19)
with \(\alpha = \frac{g^2}{(g^2 + \Omega^2)}\). This result can easily be extended to the case of three distinct photonic modes instead of a single common mode \(h(x)\). Furthermore, it is clear that the analysis is independent on the dimension of the system.

We note that as expected, the three-body interaction term is proportional to \(\alpha^3\), while the two-body scales as \(\alpha^2\). Also, if one of the particles is separated from the other two so that two of the terms under each sum in (19) can be neglected, the three-body term reduces strictly to zero.

### III. ADIABATIC POTENTIALS

We will now present in more detail the adiabatic potentials method for the sake of completeness, referring the reader e.g. to [1, 2] for more details. The Jacobi coordinates which appear in the part of the Hamiltonian describing the relative motion are constructed as a relative distance between a chose pair of particles, and an orthogonal vector which can be associated with the distance of the third particle from the centre of mass of the chosen pair. In the first step one transfers from Jacobi to hyperspherical coordinates, which in one dimension are just polar coordinates defined as
\[
\eta = \rho \cos \theta, \quad \nu = \rho \sin \theta.
\]
(20)
Intuitively, \(\rho\) accounts for the total size of the three-body system and \(\theta\) for its internal structure.

The relative Hamiltonian in hyperspherical coordinates reads
\[
H = -\frac{1}{\rho} \frac{\partial}{\partial \rho} \rho \frac{\partial}{\partial \rho} + \frac{1}{\rho^2} \frac{\partial^2}{\partial \theta^2} + U(\rho, \theta),
\]
(21)
where \(U(\rho, \theta)\) contains the interactions and has a six-fold symmetry. The partial wave expansion
\[
\psi = \sum_k \Phi_k(\rho) \frac{\exp(\imath k\theta)}{\sqrt{2\pi}}
\]
where \(k\) takes values from \(-\infty\) to \(+\infty\) leads then to a set of equations
\[
\left( -\frac{d^2}{d\rho^2} + \frac{k^2 - 1/4}{\rho^2} \right) \Phi_k(\rho) + \sum_{k'} U_{kk'}(\rho) \Phi_{k'}(\rho) = E \Phi_k(\rho),
\]
(22)
where \(U_{kk'}(\rho) = \frac{1}{\Delta} \int e^{\imath (k-k')\theta} U(\rho, \theta) d\theta\). Due to the symmetry, only terms with \(k - k' = 0 \mod 6\) do not vanish. We note that at small \(\rho\) the interactions that we consider here become isotropic and all the terms with \(k \neq k'\) are then small. We can rewrite eq. (22) in the matrix form as
\[
\frac{d^2}{d\rho^2} \Phi(\rho) + E \Phi(\rho) - M(\rho) \Phi(\rho) = 0,
\]
(23)
where \(M_{kk} = (k^2 - 1/4)\delta_{kk} / \rho^2 + U_{kk}\). At each \(\rho\) this equation can be diagonalized by a unitary operator \(Z(\rho)\), resulting in diagonal matrix of adiabatic potentials \(\Lambda(\rho) = Z(\rho) M(\rho) Z(\rho)\). Nonadiabatic terms are proportional to \(\frac{\partial}{\partial \rho}\) and \(\frac{\partial^2}{\partial \rho^2}\) and can be omitted if the diagonalization matrix is slowly varying. In such a case, the equations decouple and each channel can be characterized by effective adiabatic curve \(\Lambda_k\), or an effective interaction potential \(\Delta_k = \Lambda_k - (k^2 - 1/4) / \rho^2\). Only the lowest \(k = 0\) channel is attractive and can support bound states. The threshold energy (the asymptotic energy for \(\rho \to \infty\)) of this channel corresponds to the opening of atom-dimer continuum, so the bound states of this potential correspond to trimers.

### IV. NUMERICAL CALCULATIONS

The numerical calculations have been performed using Chebyshev spectral method [3]. In this method one maps each spatial coordinate \(x_k\) onto \(y_k \in [-1, 1]\) range using tangens transformation and solves the Schrödinger equation on a discrete grid constructed using Chebyshev points defined as \(y_k = \cos(j\pi / N)\), where \(N\) is the number of grid points. This provides a convenient global method for finding the lowest eigenstates with high precision.
Estimation of the correlation function \( g^{(3)} \) of the outgoing photons is based on a number of approximations analyzed in detail in [4]. In our simplified treatment we neglect the shape of the atomic cloud and simplify the real boundary conditions for three photons entering the medium by a single equation at \( R = 0 \)

\[
g^{(3)}(R = 0, \eta, \zeta) = 1.
\]

Due to these simplifications we can assume that the evolution of the relative part of the wave function can be described as simple propagation in effective time controlled by \( R \). It is then enough to decompose the initial state in the basis of the eigenstates. During the propagation the states pick up phases depending on the energy. It is important to notice that the bound states determine the correlation function at short relative distances, while the scattering states form a diffusive background [5]. We expect that our numerically obtained eigenstates will provide the correct behavior of the correlation function at small \( \eta, \zeta \) only, because the scattering states cannot be calculated with sufficient precision. We checked that the numerical approach correctly reproduces the peak of the two-body correlation function. As the three-body peak also resembles in shape the structure of the bound states, the bound-state-dominated regions should be correctly accounted for.
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