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Abstract: In this paper, we established some interesting integrals associated with the product of M-series and incomplete $H$-functions, which are expressed in terms of incomplete $H$-functions. Next, we give some special cases by specializing the parameters of M-series and incomplete $H$-functions (for example, Fox’s $H$-Function, Incomplete Fox Wright functions, Fox Wright functions and Incomplete generalized hypergeometric functions) and also listed few known results. The results obtained in this work are general in nature and very useful in science, engineering and finance.
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1. Introduction, Definitions and Preliminaries

The integral formula containing several generalized special functions (GSF) have been explored by numerous authors [1–5]. Many integral formulas involving GSF have been proposed and play a pivotal role in solving scientific and engineering problems. In fact, GSF are connected with different kinds of problems in various fields of mathematical sciences. These relations of GSF with different field of research have motivated many scientists to investigate the field of integrals and connected GSF. Several unified integral formulas established by many authors involving a various kind of special functions (see, for example, [6–8]). The key aim of this work is to develop Oberhettinger’s integral formulas containing the product of M-series and incomplete $H$-functions. The Oberhettinger’s integral formulas established in the present work are very useful to obtain the Mellin transform of various simpler special functions. The Mellin transforms of special functions find their applications in mathematical statistics, number theory, and the theory of asymptotic expansions. The main findings of the present work are very useful in solving the problems arising in digital signals, image processing, finance and ship target recognition by sonar...
system and radar signals [9–12]. We recall here the frequently used incomplete Gamma functions \( \Gamma(3, y) \) and \( \gamma(3, y) \) defined by:

\[
\gamma(3, y) := \int_0^y t^{3-1} e^{-t} dt \quad (\Re(3) > 0; y \geq 0)
\]

(1)

and

\[
\Gamma(3, y) := \int_y^\infty t^{3-1} e^{-t} dt \quad (y \geq 0; \Re(3) > 0 \text{ when } y = 0),
\]

(2)

respectively, satisfy the decomposition formula given by:

\[
\Gamma(3, y) + \gamma(3, y) = \Gamma(3) \quad (\Re(3) > 0).
\]

(3)

The condition that we have used on the parameter \( y \) in and anywhere else in the current paper is unrestrained of \( \Re(z) \) (\( z \in \mathbb{C} \)).

Srivastava et al. [13] defined incomplete generalized hypergeometric functions \( p\Gamma_q \) and \( p\gamma_q \) by the Mellin–Barnes type integrals in terms of incomplete Gamma functions \( \Gamma(s, y) \) and \( \gamma(s, y) \) as follows:

\[
p\Gamma_q \left[ \begin{array}{c} (e_1, y), e_2, \ldots, e_p; \\ f_1, \ldots, f_q; \\ z \end{array} \right] := \frac{\prod_{j=1}^q \Gamma(f_j)}{\prod_{j=1}^p \Gamma(e_j)} \sum_{l=0}^{\infty} \frac{\Gamma(e_1 + l, y) \prod_{j=2}^p \Gamma(e_j + l)}{\prod_{j=1}^q \Gamma(f_j + l) \prod_{j=1}^p l!} z^l \\
= \frac{1}{2\pi i} \lim_{L \to \infty} \int_{\mathcal{L}} \frac{\Gamma(e_1 + s, y) \prod_{j=2}^p \Gamma(e_j + s)}{\prod_{j=1}^q \Gamma(f_j + s) \prod_{j=1}^p (-s)^q ds} \\
= \frac{1}{2\pi i} \lim_{L \to \infty} \int_{\mathcal{L}} \frac{\Gamma(e_1 + s, y) \prod_{j=2}^p \Gamma(e_j + s)}{\prod_{j=1}^q \Gamma(f_j + s) \prod_{j=1}^p (-s)^q ds} \\
= \frac{1}{2\pi i} \lim_{L \to \infty} \int_{\mathcal{L}} \frac{\Gamma(e_1 + s, y) \prod_{j=2}^p \Gamma(e_j + s)}{\prod_{j=1}^q \Gamma(f_j + s) \prod_{j=1}^p (-s)^q ds} \\
\]

(4)

and

\[
p\gamma_q \left[ \begin{array}{c} (e_1, y), e_2, \ldots, e_p; \\ f_1, \ldots, f_q; \\ z \end{array} \right] := \frac{\prod_{j=1}^q \Gamma(f_j)}{\prod_{j=1}^p \Gamma(e_j)} \sum_{l=0}^{\infty} \frac{\gamma(e_1 + l, y) \prod_{j=2}^p \Gamma(e_j + l)}{\prod_{j=1}^q \Gamma(f_j + l) \prod_{j=1}^p l!} z^l \\
= \frac{1}{2\pi i} \lim_{L \to \infty} \int_{\mathcal{L}} \frac{\gamma(e_1 + s, y) \prod_{j=2}^p \Gamma(e_j + s)}{\prod_{j=1}^q \Gamma(f_j + s) \prod_{j=1}^p (-s)^q ds} \\
= \frac{1}{2\pi i} \lim_{L \to \infty} \int_{\mathcal{L}} \frac{\gamma(e_1 + s, y) \prod_{j=2}^p \Gamma(e_j + s)}{\prod_{j=1}^q \Gamma(f_j + s) \prod_{j=1}^p (-s)^q ds} \\
= \frac{1}{2\pi i} \lim_{L \to \infty} \int_{\mathcal{L}} \frac{\gamma(e_1 + s, y) \prod_{j=2}^p \Gamma(e_j + s)}{\prod_{j=1}^q \Gamma(f_j + s) \prod_{j=1}^p (-s)^q ds} \\
\]

(5)

where, \( \mathcal{L} \) is the Mellin–Barnes type contour, having \( \tau - i\infty \) as the starting point and \( \tau + i\infty \) (\( \tau \in \mathbb{R} \)) as the end point with the usual indentations to separate a set of poles from another of the integrand in each and every case.
The incomplete $H$-functions $\gamma_{p,q}^{m,n}(z)$ and $\Gamma_{p,q}^{m,n}(z)$ have introduced and investigated by Srivastava et al. [14] (Equations (2.1)–(2.4)) in the following manner:

$$\Gamma_{p,q}^{m,n}(z) = \Gamma_{p,q}^{m,n}\left[\begin{array}{c} (e_1, E_1, y), (e_j, E_j)_{2,p} \\ (f_j, F_j)_{1,q} \end{array}\right] = \Gamma_{p,q}^{m,n}\left[\begin{array}{c} (e_1, E_1, y), (e_2, E_2), \cdots, (e_p, E_p) \\ (f_1, F_1), (f_2, F_2), \cdots, (f_q, F_q) \end{array}\right]$$

(6)

where,

$$f(s, y) = \frac{\Gamma(1 - e_1 - E_1 s, y) \prod_{j=1}^{m} \Gamma(f_j + F_j s) \prod_{j=2}^{n} \Gamma(1 - e_j - E_j s)}{\prod_{j=m+1}^{q} \Gamma(1 - f_j - F_j s) \prod_{j=n+1}^{p} \Gamma(e_j + E_j s)}.$$  

and

$$\gamma_{p,q}^{m,n}(z) = \gamma_{p,q}^{m,n}\left[\begin{array}{c} (e_1, E_1, y), (e_j, E_j)_{2,p} \\ (f_j, F_j)_{1,q} \end{array}\right] = \gamma_{p,q}^{m,n}\left[\begin{array}{c} (e_1, E_1, y), (e_2, E_2), \cdots, (e_p, E_p) \\ (f_1, F_1), (f_2, F_2), \cdots, (f_q, F_q) \end{array}\right]$$

(7)

where,

$$F(s, y) = \frac{\gamma(1 - e_1 - E_1 s, y) \prod_{j=1}^{m} \Gamma(f_j + F_j s) \prod_{j=2}^{n} \Gamma(1 - e_j - E_j s)}{\prod_{j=m+1}^{q} \Gamma(1 - f_j - F_j s) \prod_{j=n+1}^{p} \Gamma(e_j + E_j s)}.$$  

The incomplete $H$-functions $\Gamma_{p,q}^{m,n}(z)$ and $\gamma_{p,q}^{m,n}(z)$ in (6) and (7) respectively, exist for all $y \geq 0$ under the same set of conditions and the same set of contour stated in the articles presented by Kilbas et al. [15], Mathai and Saxena [16] and Mathai et al. [17].

Aforementioned functions possess numerous special cases out of which we choose to enumerate a few:

(i) Taking $y = 0$ in (6), incomplete $H$-function $\Gamma_{p,q}^{m,n}(z)$ reduce to the commonly used Fox's $H$-function [18] as follows:

$$\Gamma_{p,q}^{m,n}\left[\begin{array}{c} (e_1, E_1, 0), (e_2, E_2), \cdots, (e_p, E_p) \\ (f_1, F_1), (f_2, F_2), \cdots, (f_q, F_q) \end{array}\right] = H_{p,q}^{m,n}\left[\begin{array}{c} (e_1, E_1), (e_2, E_2), \cdots, (e_p, E_p) \\ (f_1, F_1), (f_2, F_2), \cdots, (f_q, F_q) \end{array}\right].$$

(8)
Taking $m = 1, n = p$ and replacing $q$ by $q + 1$ and taking suitable parameters, the functions (6) and (7) reduces to incomplete Fox–Wright functions $\psi_{\nu, 1}^{(1)}(\Gamma)$ and $\psi_{\nu, 1}^{(1)}(\gamma)$ (see for details, [14] [P. 132, Equation (6.3) and (6.4)]):

\[
\begin{align*}
\Gamma^{1, \nu}_{p, q+1} & \left[-z \left(1 - e_1, E_1, y), (1 - e_j, E_j)_{2, p}\right] = \psi_{\nu, 1}^{(1)}(\Gamma) \left[(e_1, E_1, y), (e_j, E_j)_{2, p}; z \right]. \quad (9)
\end{align*}
\]

and

\[
\begin{align*}
\gamma^{1, \nu}_{p, q+1} & \left[-z \left(1 - e_1, E_1, y), (1 - e_j, E_j)_{2, p}\right] = \psi_{\nu, 1}^{(1)}(\gamma) \left[(e_1, E_1, y), (e_j, E_j)_{2, p}; z \right]. \quad (10)
\end{align*}
\]

Further, taking $y = 0$ in (9) incomplete Fox–Wright function $\psi_{\nu, 1}^{(1)}(\Gamma)$ reduces to the well known Fox–Wright function $\psi_{\nu, 1}^{(1)}(\gamma)$ (see for details, [18] (P. 39, Equation (2.6.11))):

\[
\begin{align*}
\psi_{\nu, 1}^{(1)}(\Gamma) & \left[(e_1, E_1, 0), (e_j, E_j)_{2, p}; z \right] = \psi_{\nu, 1}^{(1)}(\gamma) \left[(e_1, E_1), (e_j, E_j)_{2, p}; z \right]. \quad (11)
\end{align*}
\]

Taking $E_j = F_k = 1$ ($j = 1, \ldots, p$, $k = 1, \ldots, q$) in (9) and (10), the incomplete $H$-functions reduces to the incomplete generalized hypergeometric functions $\psi_{\nu, 1}^{(1)}$ and $\psi_{\nu, 1}^{(1)}$ see [13]):

\[
\begin{align*}
\psi_{\nu, 1}^{(1)} & \left[(e_1, E_1, y), (e_j, E_j)_{2, p}; z \right] = \psi_{\nu, 1}^{(1)} \left[(e_1, y), (e_j, E_j)_{2, p}; f_1, \ldots, f_q; z \right]. \quad (12)
\end{align*}
\]

and

\[
\begin{align*}
\psi_{\nu, 1}^{(1)} & \left[(e_1, E_1, y), (e_j, E_j)_{2, p}; z \right] = \psi_{\nu, 1}^{(1)} \left[(e_1, y), (e_j, E_j)_{2, p}; f_1, \ldots, f_q; z \right]. \quad (13)
\end{align*}
\]

The generalized M-series was introduce and investigate by Sharma et al. [19] as follows:

\[
\begin{align*}
\sum_{\nu, 1}^{\nu, 1} \left[\begin{array}{c}
\gamma_1, \ldots, \gamma_r; \\
\beta_1, \ldots, \beta_s;
\end{array}\right] \left[\begin{array}{c}
w \\
\rho, \sigma
\end{array}\right] & = \mu \Gamma(pk + \sigma) (\rho, \sigma, w \in C, \Re(\rho) > 0). \quad (14)
\end{align*}
\]

Here, we omit the details of convergence conditions and complete description due to all details are given in [19].

We are also required to recollect Oberttinger’s integral [20] formula which is defined as follows:

\[
\begin{align*}
\int_0^\infty x^{\nu - 1} (x + a + \sqrt{x^2 + 2ax})^{-\lambda} dx & = 2\lambda a^{-\lambda} \left(\frac{a}{2}\right)^\mu \Gamma(2\mu) \Gamma(\lambda - \mu) \Gamma(1 + \lambda + \mu), \quad (15)
\end{align*}
\]

provided that $0 < \Re(\mu) < \Re(\lambda)$. 

---

*Note: The symbols $\psi$, $\Gamma$, $\Re$, and $\mu$ are used to denote specific mathematical functions and concepts, which are standard in the field of mathematics.*
2. Oberhettinger’s Integral Formula

Numerous authors time to time establish unified integral formulas involving several kind of special function (see, for example, [21–23], see also, [24–26]). So, in this section, we establish Oberhettinger’s integral formulas of the incomplete $H$-functions (6) and (7). The Oberhettinger’s integral formulas established in the present work are very useful to obtain the Mellin transform of various simpler special functions. The Mellin transforms of special functions find their applications mathematical statistics, number theory, and the theory of asymptotic expansions. Specially, the key findings of the present study are very useful in solving the problems arising in digital signals, image processing, finance and ship target recognition by sonar system and radar signals.

**Theorem 1.** If $\lambda, \mu \in \mathbb{C}$ with $0 < \Re(\mu) < \Re(\lambda)$ and $x > 0$, then the following integral formula holds:

$$
\int_0^\infty x^{\mu-1}(x + a + \sqrt{x^2 + 2ax})^{-\lambda} \frac{z_1^k}{(x + a + \sqrt{x^2 + 2ax})^\lambda} \left[ \frac{\alpha_1 \cdots \alpha_r}{\beta_1 \cdots \beta_s} \right] dx = 2^{-\mu} a^{\mu-\lambda} \Gamma(2\mu) \sum_{k=0}^{\infty} \left( \frac{z_1}{\beta_1 k \cdots \beta_s k} \right) \Gamma(\rho k + \sigma)
$$

provided that the conditions of incomplete $H$-function $\Gamma_{\rho, \sigma}^m, n(z)$ in (6) are satisfied.

**Proof.** For the sake of convenience, let us denote the left hand side of the assertion (16) by $\mathcal{J}$. Using (6) and (14) in the right side of (16)

$$
\mathcal{J} = \int_0^\infty x^{\mu-1}(x + a + \sqrt{x^2 + 2ax})^{-\lambda} \sum_{k=0}^{\infty} \left( \frac{\alpha_1 k \cdots \alpha_r k}{\beta_1 k \cdots \beta_s k} \right) \frac{1}{\Gamma(\rho k + \sigma)} \left( \frac{z_1}{x + a + \sqrt{x^2 + 2ax}} \right)^k dx
$$

where $f(\xi, y)$ is defined in (6).

Next, upon changing the order of summation, integration and contour integral involved therein (which is permissible under the stated conditions), we obtain

$$
\mathcal{J} = \sum_{k=0}^{\infty} \left( \frac{\alpha_1 k \cdots \alpha_r k}{\beta_1 k \cdots \beta_s k} \right) \frac{z_1^k}{\Gamma(\rho k + \sigma)} \cdot \frac{1}{2\pi i} \int_\Omega f(\xi, y) \frac{z_2^k}{(x + a + \sqrt{x^2 + 2ax})^\lambda} d\xi d\xi
$$

Finally, applying (15) in the above integral and reinterpreting it in the form of incomplete $H$-function $\Gamma_{\rho, \sigma}^m, n(z)$, we arrive at the assertion (16). $\square$
Theorem 2. For \( \lambda, \mu \in \mathbb{C} \) with \( 0 < \Re(\mu) < \Re(\lambda) \) and \( x > 0 \), then the following improper integral holds:

\[
\int_0^\infty x^{\nu-1}(x+a+\sqrt{x^2+2ax})^{-\lambda} \cdot \sum_{k=0}^{\infty} \frac{(a_1)_k \cdots (a_r)_k}{(\beta_1)_k \cdots (\beta_s)_k} \frac{z_1^{k}}{(x+a+\sqrt{x^2+2ax})^{k}} \cdot \frac{1}{\Gamma(\rho k+\sigma)} \left( \frac{z_2}{\lambda k} \right)^k.
\]

provided that the condition of incomplete H-function \( \gamma_{p,q}(z) \) in (7) are satisfied.

Proof. For the sake of convenience, let us denote the left hand side of the assertion (17) by \( \mathcal{J} \). Using (7) and (14) in the left side of (17)

\[
\mathcal{J} = \int_0^\infty x^{\nu-1}(x+a+\sqrt{x^2+2ax})^{-\lambda} \cdot \sum_{k=0}^{\infty} \frac{(a_1)_k \cdots (a_r)_k}{(\beta_1)_k \cdots (\beta_s)_k} \frac{z_1^{k}}{(x+a+\sqrt{x^2+2ax})^{k}} \cdot \frac{1}{\Gamma(\rho k+\sigma)} \left( \frac{z_2}{\lambda k} \right)^k.
\]

Next, upon changing the order of summation, integration and contour integral involved therein (which is permissible under the stated conditions), we obtain

\[
\mathcal{J} = \sum_{k=0}^{\infty} \frac{(a_1)_k \cdots (a_r)_k}{(\beta_1)_k \cdots (\beta_s)_k} \frac{z_1^{k}}{\Gamma(\rho k+\sigma)} \cdot \frac{1}{\Gamma(\lambda k)} \int_0^\infty F(\xi, y) \xi \frac{1}{\xi} \int_0^\infty x^{\nu-1}(x+a+\sqrt{x^2+2ax})^{-\lambda} \frac{x^{\nu-1}(x+a+\sqrt{x^2+2ax})^{-\lambda}}{dx} d\xi.
\]

Finally, applying (15) in the above integral and reinterpreting it in the form of incomplete H-function \( \gamma_{p,q}(z) \), we arrive at the assertion (17).

3. Special Cases and Remarks

In this section, we recorded some interesting special cases of main results (Theorems 1 and Theorem 2):

Corollary 1. If \( \lambda, \mu \in \mathbb{C} \) with \( 0 < \Re(\mu) < \Re(\lambda) \), \( x > 0 \) and incomplete H-function reduces into Fox H-function with the help of (8), then the following integral formula holds:

\[
\int_0^\infty x^{\nu-1}(x+a+\sqrt{x^2+2ax})^{-\lambda} \cdot \sum_{k=0}^{\infty} \frac{(a_1)_k \cdots (a_r)_k}{(\beta_1)_k \cdots (\beta_s)_k} \frac{z_1^{k}}{(x+a+\sqrt{x^2+2ax})^{k}} \cdot \frac{1}{\Gamma(\rho k+\sigma)} \left( \frac{z_2}{\lambda k} \right)^k.
\]
Wright functions, then the following integral formula holds:

Proof. Assuming (9) and (10), we get the required result here from those in Theorems 1 and 2.

Corollary 2. For \( \lambda, \mu \in \mathbb{C} \) with \( 0 < \Re(\mu) < \Re(\lambda) \), \( x > 0 \) and incomplete H-functions reduces into Incomplete Wright functions, then the following integral formula holds:

\[
\int_0^\infty x^{\mu-1}(x + a + \sqrt{x^2 + 2ax})^{-\lambda} e^{\rho x} \left[ \frac{\alpha_1 \cdots \alpha_r}{\beta_1 \cdots \beta_s} \cdot \frac{z_1}{x + a + \sqrt{x^2 + 2ax}} \right] dx
\]

\[
p_{\Psi_q}^{(\Gamma)} \begin{bmatrix} (e_1, E_1, y), (e_j, E_j)_{2,p} \\ (f_j, F_j)_{1,q} \end{bmatrix} \]

\[
= 2^{1-\mu} a^{\mu-\lambda} \Gamma(2\mu) \sum_{k=0}^\infty \frac{(\alpha_k) \cdots (\alpha_r)}{(\beta_k) \cdots (\beta_s)} \frac{(z_1^k)}{\Gamma(pk + \sigma)}
\]

\[
p_{\Psi_q}^{(\Gamma)} \begin{bmatrix} \frac{z_2}{x} \\ (f_j, F_j)_{1,q} \end{bmatrix} \]

\[
\int_0^\infty x^{\mu-1}(x + a + \sqrt{x^2 + 2ax})^{-\lambda} e^{\rho x} \left[ \frac{\alpha_1 \cdots \alpha_r}{\beta_1 \cdots \beta_s} \cdot \frac{z_1}{x + a + \sqrt{x^2 + 2ax}} \right] dx
\]

\[
p_{\Psi_q}^{(\gamma)} \begin{bmatrix} (e_1, E_1, y), (e_j, E_j)_{2,p} \\ (f_j, F_j)_{1,q} \end{bmatrix} \]

\[
= 2^{1-\mu} a^{\mu-\lambda} \Gamma(2\mu) \sum_{k=0}^\infty \frac{(\alpha_k) \cdots (\alpha_r)}{(\beta_k) \cdots (\beta_s)} \frac{(z_1^k)}{\Gamma(pk + \sigma)}
\]

\[
p_{\Psi_q}^{(\gamma)} \begin{bmatrix} \frac{z_2}{x} \\ (f_j, F_j)_{1,q} \end{bmatrix} \]

provided that each member of assertion (19) and (20) are exist.

Proof. Assuming (9) and (10), we get the required result here from those in Theorems 1 and 2. □
Corollary 3. If \( \lambda, \mu \in \mathbb{C} \) with \( 0 < \Re(\mu) < \Re(\lambda), x > 0 \) and incomplete H-function reduces into Fox–Wright function with the help of (11), then the following integral formula holds:

\[
\int_{0}^{\infty} x^{\mu - 1}(x + a + \sqrt{x^2 + 2ax})^{-\lambda} \rho_{s}^{\sigma} \left[ \begin{array}{c}
\alpha_{1}, \cdots, \alpha_{r} \\
\beta_{1}, \cdots, \beta_{s}
\end{array} \right] \frac{z_1}{\beta_1, \cdots, \beta_s} \frac{z_2}{x + a + \sqrt{x^2 + 2ax}} \, dx \\
p\Psi_{\frac{1}{q}} \left[ \begin{array}{c}
(e_{1}, E_{1})_{1,p} \\
(f_{j}, F_{j})_{1,q}
\end{array} \right] \\
= 2^{1-\mu} a^{\mu-\lambda} \Gamma(2\mu) \prod_{j=1}^{s} \Gamma(\beta_j) \prod_{j=1}^{s} \Gamma(\alpha_j) \mathcal{H}_{2,r+1,s+2, p, q+1} \left[ \begin{array}{c}
-\frac{z_1}{a} \\
\frac{z_2}{a}
\end{array} \right] A^{*} \\
B^{*} \tag{21}
\]

where

\[
A^{*} = (-\lambda : 1, 1), (1 - \lambda + \mu : 1, 1) : (1 - \alpha_j, 1)_{1,p}, (0, 1) : (1 - e_j, E_j)_{1,p} \\
B^{*} = (1 - \lambda : 1, 1), (1 - \lambda - \mu : 1, 1) : (0, 1), (1 - \beta_j, 1)_{1,q}, (1 - \sigma, \rho) : (0, 1), (1 - f_j, F_j)_{1,q}
\]

provided that improper integral exist.

Proof. Further, setting \( y = 0 \) in (19), we get the desired result. \( \square \)

Corollary 4. If \( \lambda, \mu \in \mathbb{C} \) with \( 0 < \Re(\mu) < \Re(\lambda), x > 0 \) and incomplete H-function reduces into incomplete hypergeometric function with the help of (12) and (13), then the following integral formula holds:

\[
\int_{0}^{\infty} x^{\mu - 1}(x + a + \sqrt{x^2 + 2ax})^{-\lambda} \rho_{s}^{\sigma} \left[ \begin{array}{c}
\alpha_{1}, \cdots, \alpha_{r} \\
\beta_{1}, \cdots, \beta_{s}
\end{array} \right] \frac{z_1}{\beta_1, \cdots, \beta_s} \frac{z_2}{x + a + \sqrt{x^2 + 2ax}} \, dx \\
p\Gamma_{\frac{1}{q}} \left[ \begin{array}{c}
(e_{1}, y), e_{2}, \cdots, e_{p} \\
f_{1}, \cdots, f_{q}
\end{array} \right] \\
= 2^{1-\mu} a^{\mu-\lambda} \Gamma(2\mu) \sum_{k=0}^{\infty} \frac{(\alpha_k)_{1} \cdots (\alpha_r)_k \frac{(z_1)^k}{a}}{\beta_k \cdots (\beta_s)_k \Gamma(pk + \sigma)} \frac{z_2}{x + a + \sqrt{x^2 + 2ax}} \, dx \\
p+2\Gamma_{\frac{1}{q+2}} \left[ \begin{array}{c}
(e_{1}, y), e_{2}, \cdots, e_{p}, -\lambda - k, 1 - \lambda - k + \mu \\
f_{1}, \cdots, f_{q}, 1 - \lambda - k, -\lambda - k - \mu
\end{array} \right]. \tag{22}
\]
and

\[
\int_0^\infty x^{\mu-1}(x + a + \sqrt{x^2 + 2ax})^{-\lambda} p Y_q \left[ \begin{array}{c} (a_1, \cdots, a_r) \\ \beta_1, \cdots, \beta_s \end{array} \right] \frac{z_1}{x + a + \sqrt{x^2 + 2ax}} \frac{z_2}{f_1, \cdots, f_q} \frac{dx}{x + a + \sqrt{x^2 + 2ax}}
\]

\[
= 2^{1-\mu} a^{\mu-\lambda} \Gamma(2\mu) \sum_{k=0}^{\infty} \frac{(a_1)_k \cdots (a_r)_k}{(\beta_1)_k \cdots (\beta_s)_k \Gamma(pk + q)} \left( \frac{z_1}{2} \right)^k \frac{z_2}{f_1, \cdots, f_q} 1 - \lambda - k, -\lambda - k - \mu \right]
\]

provided that both integrals exist.

**Proof.** Again, taking \( E_j = F_j = 1 \) in (16) and (17), we arrive the required result. \( \square \)

**Corollary 5.** For \( \lambda, \mu \in \mathbb{C} \) with \( 0 < \Re(\mu) < \Re(\lambda) \), \( x > 0 \) and incomplete \( H \)-function reduces into Fox–Wright generalized hypergeometric function, then the following integral formula holds:

\[
\int_0^\infty x^{\mu-1}(x + a + \sqrt{x^2 + 2ax})^{-\lambda} Y_q \left[ \begin{array}{c} (a_j, E_j)_{1,p} \\ (f_j, F_j)_{1,q} \end{array} \right] \frac{z}{x + a + \sqrt{x^2 + 2ax}} \frac{dx}{x + a + \sqrt{x^2 + 2ax}}
\]

\[
= 2^{1-\mu} a^{\mu-\lambda} \Gamma(2\mu) \frac{z}{\alpha} \left[ \begin{array}{c} (a_j, E_j)_{1,p} (1 + \lambda, 1), (\lambda - \mu, 1) \\ (f_j, F_j)_{1,q} (1 + \lambda + \mu, 1) \end{array} \right].
\]

provided that each member of assertion (24) are exist.

**Proof.** Assuming (16), M-series reduces into unity and with the help of (11), we get the required result here from those in Theorem 1. \( \square \)

**Remark 1.** If M-series reduces into unity and incomplete H-function into Bessel function of the first kind \( J_\nu(z) \) in (16), then result recorded by Choi et al. [27].

**Remark 2.** If M-series reduces into unity and incomplete H-function into generalized Bessel function of the first kind \( W_\nu(z) \) in (16), then result recorded by Choi et al. [28].

4. Conclusions

In this work, we have derived some interesting integrals involving the product of M-series and incomplete \( H \)-functions, which are expressed in terms of incomplete \( H \)-functions. We have also given some special cases by specializing the parameters of M-series and incomplete \( H \)-functions (for example, Fox’s \( H \)-Function, Incomplete Fox–Wright functions, Fox–Wright functions and Incomplete generalized hypergeometric functions) and also listed few known results. The results derived in present investigation are general in nature and can be used to obtain many integrals having real world applications.
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