Reconstructing WIMP properties through an interplay of signal measurements in direct detection, Fermi-LAT, and CTA searches for dark matter
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Abstract. We examine the projected ability to reconstruct the mass, scattering, and annihilation cross section of dark matter in the new generation of large underground detectors, XENON-1T, SuperCDMS, and DarkSide-G2, in combination with diffuse gamma radiation from expected 15 years of data from Fermi-LAT observation of 46 local spiral dwarf galaxies and projected CTA sensitivity to a signal from the Galactic Center. To this end we consider several benchmark points spanning a wide range of WIMP mass, different annihilation final states, and large enough event rates to warrant detection in one or more experiments. As previously shown, below some 100 GeV only direct detection experiments will in principle be able to reconstruct WIMP mass well. This may, in case a signal at Fermi-LAT is also detected, additionally help restricting $\sigma v$ and the allowed decay branching rates. In the intermediate range between some 100 GeV and up a few hundred GeV, direct and indirect detection experiments can be used in complementarity to ameliorate the respective determinations, which in individual experiments can at best be rather poor, thus making the WIMP reconstruction in this mass range very challenging. At large WIMP mass, $\sim$ 1 TeV, CTA will have the ability to reconstruct mass, annihilation cross section, and the allowed decay branching rates to very good precision for the $\tau^+\tau^-$ or purely leptonic final state, good for the $W^+W^-$ case, and rather poor for $b\bar{b}$. A substantial improvement can potentially be achieved by reducing the systematic uncertainties, increasing exposure, or by an additional measurement at Fermi-LAT that would help reconstruct the annihilation cross section and the allowed branching fractions to different final states.
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1 Introduction

In recent years several experiments have progressively put the paradigm of the weakly interactive massive particle (WIMP) as a cold dark matter (DM) to an increasing test. Currently the strongest bounds on the spin-independent WIMP-proton scattering cross section, $\sigma_{SI}^p$, have been achieved in the Xenon-based underground detector LUX [1, 2] which improved the previous best limit of XENON100 [3]. For WIMP mass in the range $10^{-1} - 100$ GeV the limit is about $\sigma_{SI}^p \lesssim 10^{-45}$ cm$^2$ at the 90% C.L., and it becomes weaker for larger mass. While underground detectors have also provided bounds on the spin-dependent cross section [4–6], the strongest limits on the scattering to the proton, $\sigma_{SD}^p \lesssim 10^{-40}$ cm$^2$, have been determined indirectly in neutrino telescopes [7–9]. As for measurements of the present-day DM annihilation cross section times WIMP relative velocity, $\sigma v$, which, following the convention used in the literature, we will refer to as simply the annihilation cross section, the strength of the upper bounds also depends on the WIMP mass. For $m_\chi < 1$ TeV the most stringent limit comes from the Fermi-LAT Collaboration in the 6-year data from observation of 15 dwarf spheroidal satellite galaxies of the Milky Way (dSphs) [10] while for $m_\chi \gtrsim 1$ TeV from observation of the Galactic Center (GC) with the air Cherenkov telescope H.E.S.S. [11].

With experiment probing deeper and deeper into plausible regions of WIMP cross sections, it is interesting to investigate to what extent a detection of a genuine WIMP signal in one or more experiments will allow one to actually reconstruct the WIMP mass and other properties. This issue will be addressed in the present paper.

The reconstruction abilities in direct detection underground experiments have been extensively studied [12–22], leading to the conclusion that a determination of DM particle properties from the signal should be achievable only in the relatively low WIMP mass range $m_\chi \lesssim 100$ GeV. As regards the reconstruction of the DM properties from indirect detection experiments, studies were performed for Fermi-LAT, in putative data from the GC [23, 24], showing good accuracy in reconstructed mass below $\sim 200$ GeV for large signals. Reconstruction of the DM properties from a spectral analysis of a putative strong signal in dSphs was performed in [25]. Moreover, in [26] the WIMP mass and annihilation cross section were also...
reconstructed from the real Fermi-LAT Galactic Center Excess data, under the assumption that it originates from DM annihilation.

As regards a complementary use of direct and indirect detection searches for WIMP reconstruction, an early study was performed in [27] where an interplay between expected XENON100 sensitivity and projected Fermi-LAT data from the GC was investigated at $m_\chi \lesssim 50 \text{ GeV}$. More recent studies of the interplay of the projected sensitivity of XENON-1T [28] and IceCube on reconstruction of the DM properties can be found in [29] and [30] (see also [31–34] for further studies on related topics).

We believe that, with much new available data and forthcoming new experiments, it is now an opportune time to update and enhance such analyses. For definiteness, in this paper we will focus on direct detection measurements of $\sigma_{\text{SI}}^p$ — and will neglect $\sigma_{\text{SD}}^p$ as typically giving a subdominant signal rate — and on realistic projected measurements at Fermi-LAT and the Cherenkov Telescope Array (CTA) [35] of the diffuse gamma radiation. We will not consider neutrino flux data nor antimatter (positron, antiproton, antideuteron) data, the latter of which are prone to large astrophysical uncertainties. Finally, we will not in this paper assume any positive information from the LHC or any future collider, like ILC or FCC. Indeed, detecting in a collider a WIMP-like particle would not necessarily imply that it actually comprises DM as such a particle could be unstable on a cosmological time scale.

From the theoretical point of view, increasing attention has recently been given to WIMPs with mass at the 1 TeV scale, which are a prediction of several models. For example, in models with GUT-unified supersymmetry, the most statistically significant region is an almost pure higgsino with $m_\chi \sim 1 \text{ TeV}$ uniformly over wide ranges of the parameter space (see, e.g., [36] and references therein). It emerges in global analyses as a robust solution most naturally implied by primarily the 125 GeV mass value of the Higgs boson and the correct relic abundance. The $\sim 1 \text{ TeV}$ higgsino features the present-day $\sigma v$ around the “canonical” thermal expectation value of $\sim 10^{-26} \text{ cm}^3/\text{s}$, but is not uncommon to find regions of the parameter space where $\sigma v$ can be as high as $2 \times 10^{-25} \text{ cm}^3/\text{s}$. At the same time, because of its very large higgsino component, $\sigma_{\text{SI}}^p$ is typically in the range of $10^{-46} - 10^{-45} \text{ cm}^2$. Other models [37–39], also based on supersymmetry, can feature as the DM particle a 2–3 TeV wino, which features promising indirect detection prospects (see, e.g., [40]).

The intrinsic characteristics of this type of heavy candidates give reasons for optimism when it comes to the DM detection prospects in the immediate future. Tonne-scale underground detectors like LUX, XENON-1T [28] or LZ [41], based on Xe as a target, or even larger detectors based on Ar, like the proposed DarkSide-G2 [42] should just about cover the above-mentioned expected range for $\sigma_{\text{SI}}^p$. At the same time, it has been shown in several analyses [43–49], including one by some of us, that CTA is bound to reach unprecedented sensitivity to $\sigma v$ for WIMPs with a mass in the TeV regime.

On the other hand, there is also a chance that a discovery will point to a WIMP with mass much less than a TeV. Indeed, this is what the possible signal excess at the GC that emerged in Fermi-LAT data a few years ago [50, 51] might be hinting at. However, a non-DM explanation has recently been proposed [52].
objects are discovered. In this paper we consider projected data in a hypothetical 15 year 46 dSphs analysis, which should improve the discovery reach in the low WIMP mass region.

There are some insurmountable barriers plus several sources of uncertainty that can interfere with the ability to reconstruct the correct WIMP mass, scattering, or annihilation cross section. As pertains to direct detection, particularly troubling is the fact that, for $m_\chi \gtrsim 100$ GeV, event spectra become basically independent of $m_\chi$. Additionally there are uncertainties in the density and velocity distribution of the DM in the galactic halo [58–62], and uncertainties in the detectors’ response. For indirect detections based on gamma rays from the GC, in addition to the above-mentioned uncertainties associated to the halo and its profile [63–67] there are also uncertainties in the cosmic-ray flux and in how the molecular clouds affect secondary gamma-ray emission. For dSphs, uncertainties in the $J$-factors can play an important role.

Assuming a genuine signal is detected in one or more experiment, direct or in the diffuse gamma ray mode, and given a realistic assessment of the current and future uncertainties, the questions we want to address in this paper are the following:

- How well can the regions of ($m_\chi$, $\sigma_{SI}^p$) and ($m_\chi$, $\sigma v$) be determined by direct detection and gamma ray experiments, respectively, as well as by a complementary use of both to help disentangle possible degeneracies?

- How well can WIMP mass reconstruction be achieved in the gamma-ray experiments Fermi-LAT and CTA?

- How well can Fermi-LAT and CTA do in WIMP annihilation final state reconstruction?

- What are the challenges and possible obstacles to obtain improved results?

Our strategy will be as follows. We will assume some “true” DM WIMP by specifying its mass and other properties relevant to the type of measurement under consideration. For instance, in direct detection we will specify $m_\chi$ and $\sigma_{SI}^p$. We will then generate a MC sample of possible other configurations which could mimic the signal from the assumed “true” DM WIMP. We emphasize that in this paper we will not be assuming any particle physics model or scenario. For this reason we will therefore not be imposing any limits from colliders nor from the relic abundance of dark matter.

The paper is organized as follows. In section 2 we review the formalism for generating a mock signal in several selected direct and indirect detection experiments. We consider different nuclear targets for direct detection, and for indirect detection we consider gamma rays from dSphs and the GC. We conclude the section by presenting the explicit form of the likelihood functions. In section 3 we describe the selected benchmark points that will generate the signals to fit and the scanning methodology. We present the reconstruction results in section 4, and we conclude in section 5.

2 Reconstructing a signal

We proceed to define the mock signals we will be trying to reconstruct to a $\sim 2\sigma$ precision. As was mentioned in section 1, we focus in this paper on the measurements of $\sigma_p^{SI}$ in direct detection search experiments and of $\sigma v$ and gamma-ray spectra in Fermi-LAT and CTA. We leave an analysis of other experimental modes to future work.
2.1 Signal in underground detectors

Experiments like XENON, LUX, DarkSide [68], SuperCDMS [69], and other, which are based on a specific fiducial volume of some target material placed in deep underground and well shielded detectors, measure the nuclear recoil differential rate $dR/dE_R$ of the struck nucleon.

Following several papers [12–22] that performed similar analyses we parametrize the recoil energy in terms of a set of input parameters, $\{p\}_{DD} = \{m_\chi, \sigma_{SI}^p, v_0, v_{esc}, \rho_0\}$, where $v_0$ is the circular velocity of the DM halo, $v_{esc}$ is the Galactic escape velocity at the Sun’s position, and $\rho_0$ is the local DM density. Explicitly one gets

$$\frac{dR}{dE_R} = \frac{\sigma_{SI}^p}{2m_\chi \mu^2_{xp}} A^2 F_N^2(E_R) G(v_{min}, v_{esc}),$$  \hspace{1cm} (2.1)

where $\mu^2_{xp}$ is the reduced mass of the WIMP-nucleon system, $A$ is the atomic mass number of the target nucleus, $F_N^2(E_R)$ is the nuclear form factor of the target nucleus, and $G(v_{min}, v_{esc})$ parametrizes the DM velocity distribution in the halo. Here we consider it as given by an integration of a Maxwell-Boltzmann distribution, $f(v, v_0)$, and neglect the uncertainties associated with deviating from it [70–72],

$$G(v_{min}, v_{esc}) = \rho_0 \int_{v_{min} < |v| < v_{esc}} |v| f(v, v_0) d^3 v.$$  \hspace{1cm} (2.2)

The “minimal” velocity, $v_{min}$, also depends on the recoil energy $E_R$ and atomic mass of the target $m_N$,\(^2\)

$$v_{min} = \frac{1}{\sqrt{2E_R m_N}} \left( \frac{E_R m_N}{\mu_{xp}} \right).$$  \hspace{1cm} (2.3)

Because the experiments are in general well shielded by construction, and the purity of the target material is very high, we neglect in this paper a very small residual background which is usually further reduced by applying one or another discrimination method. The effect of the residual backgrounds on WIMP property reconstruction has been considered in the literature [16, 18]. Note that we also neglect in this paper the limitation arising from the statistical scattering of the measured event around the real $dR/dE_R$ [73].

One can obtain information on the input parameters $\{p\}_{DD}$ by confronting the expected signal times exposure to the (mock) measured signal. This is done here through a binned likelihood function that is a product of Poisson distributions independently evaluated in $i = 1, \ldots, N_{DD}$ energy bins equally spaced in logarithmic intervals. We choose here logarithmic intervals to overcome possible bias towards the low recoil-energy bins. This can occur when the signal is not very strong, as the tail of the event distribution becomes indistinguishable from zero in the bins above a certain cutoff energy, which does not in general coincide with the nominal cutoff energy of the experiment.

In each bin the measured number of events, $n_i$, is compared to the calculated signal, $\mu_i(\{p\}_{DD})$, given by

$$\mu_i = \text{exposure} \times \int_{E_{R,i-1}}^{E_{R,i}} dR \frac{dR}{dE_R}.$$  \hspace{1cm} (2.4)

The likelihood function reads

$$\mathcal{L}_{DD} = \prod_{i=1}^{N_{DD}} \frac{\mu_i^{n_i} e^{-\mu_i}}{n_i!}.$$  \hspace{1cm} (2.5)

\(^2\)We assume here elastic scattering of DM particles off nuclei (for a discussion of inelastic scattering see, e.g., [21] and references therein).
2.2 Gamma-ray signals from dwarf spheroidal galaxies and the galactic center

We will now consider a WIMP discovery in gamma-ray observatories. Because of their highly reduced backgrounds, the targets most sensitive to observation of DM in the $10^{-250}$ GeV range are the dSphs from the Local Group. To analyze a realistic scenario we consider here the sensitivity obtained with 15 years data, from observation of 46 dSphs. We mimic 46 dSphs by modeling the signal in the presently discovered 23 dSphs, and successively doubling it. Conversely, for DM masses above 250 GeV the highest sensitivity is expected at CTA in observation of the GC.

The expected differential flux from WIMP annihilation depends on the input parameters \( \{p_\gamma\text{-rays}\} = \{m_\chi, \sigma v, f\} \), where \( f \) parametrizes a set of branching ratios to different annihilation final states. In the case of one dSphs, the observed flux reads

\[
\left( \frac{d\Phi}{dE}\right)_{\text{dSphs}} = \frac{\sigma v}{8\pi m_\chi^2} J \frac{dN_\gamma}{dE},
\]

where \( J \) is the \( J \)-factor measured for all dSphs from velocity dispersion relations [74–77] and \( dN_\gamma/dE \) is the prompt gamma-ray spectrum from WIMP annihilation, which depends on the annihilation final state.

In the case of observation of the GC, one must additionally factor in the large uncertainties of the halo profile determinations. We do so by assuming a generalized Navarro-Frenk-White (NFW) profile [64]

\[
\rho(r) = \frac{\rho_0 \left(1 + \frac{r_s}{r}\right)^{3-\gamma_{\text{NFW}}}}{\left(\frac{r}{r_s}\right)^\gamma_{\text{NFW}} \left(1 + \frac{r_s}{r}\right)^{3-\gamma_{\text{NFW}}}},
\]

where we fix the scale radius \( r_s = 20 \) kpc and the distance of the Solar System from the GC, \( R_\odot = 8.5 \) kpc. This introduces two new free input parameters to our analysis: \( \{p_\gamma\text{-rays}\} = \{m_\chi, \sigma v, f, \rho_0, \gamma_{\text{NFW}}\} \). The \( J \)-factor for a region of the GC characterized by a solid angle \( \Delta\Omega \) is given by integrating \( \rho^2(r) \) along the line of sight in the corresponding angular region,

\[
J_{\Delta\Omega} = \int_{\Delta\Omega} \int_{\text{l.o.s.}} \rho^2(\theta) |dr(\theta)| d\Omega.
\]

A calculation of the flux from the GC must take into account the prompt spectrum and the secondary spectrum from inverse Compton (IC) scattering of electrons off the CMB, starlight, and IR radiation [48, 78], so that one gets

\[
\left( \frac{d\Phi}{dE}\right)_{\text{GC}} = \frac{\sigma v}{8\pi m_\chi^2} \left( J_{\Delta\Omega} \frac{dN_\gamma}{dE} + \frac{1}{E^2} \int_{m_X}^{m_\chi} dE_s \int d\Omega I_{\text{IC},\Delta\Omega}(E, E_s) \frac{dN_{e^\pm}}{dE}\right),
\]

where \( dN_{e^\pm}/dE \) stands for the electron/positron spectra from WIMP annihilation. The quantity \( I_{\text{IC},\Delta\Omega} \) parametrizes the cumulative effect of the differential IC radiation power per unit of Galactic coordinates [78], which we here call \( I_{\text{IC}}(E_\gamma, E_s, l, b) \). It is explicitly given by

\[
I_{\text{IC},\Delta\Omega}(E_\gamma, E_s) = 4R_\odot \rho_0^2 \int_{\Delta l, \Delta b} I_{\text{IC}}(E_\gamma, E_s, l, b) dldb \cos b,
\]

where \( R_\odot \) is the distance of the Sun from the GC and we use for the computation the form of \( I_{\text{IC}}(E_\gamma, E_s, l, b) \) provided by [78].
2.2.1 Likelihood function for Fermi-LAT dSphs

We consider a binned likelihood function for the putative data in 46 dSphs at Fermi-LAT. The gamma-ray flux, eq. (2.6), is binned into $N_{\text{Fermi}} = 17$ energy bins and then confronted to the putative observed residual flux. Each different dwarf galaxy is labeled by the index $j = 1, \ldots, 46$ so that the expected flux in each bin is given by $\frac{d\Phi^j}{dE_i} = \frac{d\Phi}{dE_i}(E_i)$.

For each dSphs the corresponding $J$-factor, $\bar{J}_j$, has been computed by the Fermi-LAT Collaboration with a relative logarithmic uncertainty, $\sigma_j$ [77]. The expected flux is compared to the mock observed flux in bin $ij$, $\frac{d\bar{\Phi}^j}{dE_i}$, through the likelihood function

$$L_{\text{dSphs}} = \prod_{j=1}^{46} \left\{ \int \frac{dJ_j}{\log(10) J_j \sqrt{2\pi} \sigma_j} \exp \left[ -\frac{(\log_{10} J_j - \log_{10} \bar{J}_j)^2}{2\sigma_j^2} \right] \times \right. \left. \prod_{i=1}^{N_{\text{Fermi}}} \frac{1}{\sqrt{2\pi} \sigma_{ij}} \exp \left[ -\frac{\left( \frac{d\Phi^j}{dE_i} - \frac{d\bar{\Phi}^j}{dE_i} \right)^2}{2\sigma_{ij}^2} \right] \right\} . \quad (2.11)$$

The uncertainties $\sigma_{ij}$ are estimated by generating the total expected flux from the signal, as well as the isotropic and diffuse background [79] for each dwarf galaxy. This is translated into the total number of expected events for the observation period by convolving with the exposure map and observation time [80]. The uncertainty in the total number of gamma rays in a given observation region and energy bin is then taken as the Poisson uncertainty. The error in the residual flux is calculated as the uncertainty in the total number of gamma rays converted back into a flux by dividing by the exposure. Note that the uncertainties $\sigma_{ij}$ are thus related to the backgrounds in each dwarf galaxy and each energy bin and therefore also depend on $J_j$.

2.2.2 Likelihood function for CTA

To construct the likelihood function for CTA we use a generalization of the Ring Method based on four spatial regions or patches in sky. The four regions we consider are identified in the plane of the Galactic angular coordinates $l$ and $b$, as shown in figure 1. Region 1, in which DM annihilations are likely to play a more important role than in other places in the sky, is defined as a circle of angular radius $\Delta_1 = 1.0^\circ$ around the GC. Region 2 covers the angular corona included between $\Delta_1$ and $\Delta_2 = 1.36^\circ$. In addition we define two regions (Regions 3 and 4) where the expected count has only a minor contribution from the DM signal. Regions 3 and 4 are respectively included in the lower and upper halves of a ring centred at the offset coordinate $b_{\text{off}} = 1.42^\circ$. The inner angular region of radius $r_1 = 0.55^\circ$ is not considered, whereas the outer radius of the ring including Regions 3 and 4 is $r_2 = 2.88^\circ$. Regions 1, 2, and 3 belong to the lower half of the ring of outer radius $r_2$ without overlapping. The strip of sky characterised by $|b| < 0.3^\circ$ about the Galactic plane does not belong to any of the considered regions.

We bin the $\gamma$-ray spectra into $N_{\text{CTA}} = 30$ energy bins, $i = 1, \ldots, N_{\text{CTA}}$, logarithmically spaced. Regions 1 to 4 are labeled with an index $j$. For each bin, $ij$, the signal is assumed to be composed of three parts: the DM signal, $\mu_{ij}^{\text{DM}}$, which originates from WIMP annihilations in the halo; the isotropic background $\mu_{ij}^{\text{CR}}$ from cosmic-ray (CR) showers, which is obtained

---

3 The Ring Method is generally based on two spatial regions [43–46]. We will show in section 4 that, by adding one region to the traditional two, one improves significantly the background reduction, and the results do not then improve as much by adding additional patches.
Figure 1. Our generalization of the Ring Method. Region 1 (beige), is inside the circle of angular radius $\Delta \leq 1.0^\circ$. Region 2 (light blue) is the angular corona included in $1.00^\circ < \Delta \leq 1.36^\circ$. Region 3 is marked with light green and Region 4 with salmon pink. The ring’s center is offset from the GC by $b_{\text{off}} = 1.42^\circ$. Its inner radius is $r_1 = 0.55^\circ$ and its outer radius is $r_2 = 2.88^\circ$. The strip of the sky at $|b| < 0.3^\circ$ (Galactic plane) does not belong to any of the regions.

by detailed MC simulation and was provided to us by the CTA Collaboration [81]; and the Galactic Diffuse Emission (GDE) background [80, 82, 83], $\mu_{ij}^{\text{GDE}}$, which is obtained from Fermi-LAT data for the energy bins below 500 GeV, and extrapolated with a power law for higher energies, as described, e.g., in [46, 48].

Explicitly, this reads

$$
\mu_{ij}^{\text{DM}} = t_{\text{obs}} \int_{\Delta E_i} dE \frac{1}{\sqrt{2\pi \delta(E)^2}} \int_{30\text{ GeV}}^{m_x} dE' \frac{(d\Phi_j/dE')_{\text{GC}} A_{\text{eff}}(E') e^{-\frac{(E-E')^2}{2\delta(E)^2}}}{},
$$

(2.12)

where $A_{\text{eff}}$ is the effective area of the detector, $\delta(E)$ is the energy resolution, and $(d\Phi_j/dE)_{\text{GC}}$ is the gamma-ray flux from WIMP annihilation in the $j$th region of the sky, defined in eq. (2.9). For $A_{\text{eff}}$ and $\delta(E)$ we use recent instrument response functions provided by the CTA Collaboration [81]. The $J$-factors, $J_j$, are calculated over each region of the sky.

In order to obtain the total count number per bin $\mu_{ij}$, which is to be confronted with our putative signal, $n_{ij}$, the backgrounds must be added to the DM signal,

$$
\mu_{ij} (R_i^{\text{CR}}, R_i^{\text{GDE}}) = \mu_{ij}^{\text{DM}} + R_i^{\text{CR}} \mu_{ij}^{\text{CR}} + R_i^{\text{GDE}} \mu_{ij}^{\text{GDE}},
$$

(2.13)

where we parametrize the uncertainty in the normalization of the CR and GDE backgrounds with additional energy bin-dependent factors $R_i^{\text{CR}}$ and $R_i^{\text{GDE}}$. Throughout the paper we assume that the measured value of the total CR flux and of the GDE at energies $< 500$ GeV indirectly imply that $R_i^{\text{CR}}$ and $R_i^{\text{GDE}}$ are normally distributed around 1. We adopt conservative uncertainties $\sigma_{\text{CR}} = 10\%$ and $\sigma_{\text{GDE}} = 20\%$. The CTA likelihood function is thus given.
Table 1. Parameters of the 8 benchmark points that ought to be reconstructed through our scanning procedure. In “hadronic” scans we allow for 4 final-state channels such that the branching fractions sum up to 1: \(f_{b\bar{b}} + f_{W^+W^-} + f_{hh} + f_{\tau^+\tau^-} = 1\). In the “leptonic” scan we allow for 3 final-state channels: \(f_{b\bar{b}} + f_{\mu^+\mu^-} + f_{\tau^+\tau^-} = 1\).

\begin{align*}
\mathcal{L}_{\text{CTA}} &= \prod_{i=1}^{N_{\text{CTA}}} \left\{ \int dR_{i}^{\text{CR}} e^{-\frac{(1-R_{i}^{\text{CR}})^2}{2\sigma_{i}^{2}}} \int dR_{i}^{\text{GDE}} e^{-\frac{(1-R_{i}^{\text{GDE}})^2}{2\sigma_{i}^{2}}} \times \left[ \prod_{j=1}^{4} \frac{\mu_{ij} \left( R_{i}^{\text{CR}} , R_{i}^{\text{GDE}} \right) n_{ij}}{n_{ij}!} e^{-\mu_{ij} \left( R_{i}^{\text{CR}} , R_{i}^{\text{GDE}} \right)} \right] \right\}. 
\end{align*}
Given four benchmark masses selected across the WIMP mass range typically considered in the literature ($m_\chi = 25, 100, 250, 1000$ GeV), we choose the benchmark values of $\sigma_p^{SI}$ and $\sigma v$ such that they can lead to a strong signal in either direct or indirect detection experiments, or both, given realistic expectations for the projected future sensitivity. At the same time, we make sure these points are not excluded by the current experimental bounds. In particular, we choose $\sigma v$ to lie on the published 95% C.L. exclusion line of the most recent analysis that combines the 6 year PASS 8 data for 15 dSphs at Fermi-LAT with observations from the GC at MAGIC [84].

Here we briefly comment on our benchmark points.

- **BP1**: this is the case of a relatively light WIMP, $m_\chi = 25$ GeV, annihilating exclusively (100% branching ratio) into hadronic products ($b \bar{b}$ final state). The strongest sensitivity to $\sigma_p^{SI}$ in Xenon underground detectors is achieved approximately at this mass, and the current direct detection bound is $\sigma_p^{SI} \lesssim 10^{-45}$ cm$^2$.

- **BP2**: a benchmark characterized by $m_\chi = 100$ GeV, possibly motivated by models with rough expectations of EW naturalness. The sensitivity of direct detection experiments currently implies $\sigma_p^{SI} \lesssim 2 \times 10^{-45}$ cm$^2$. The annihilation final state is set to 100% $b \bar{b}$.

- **BP3**: a benchmark characterized by $m_\chi = 250$ GeV, situated at the possible onset of the Fermi-LAT/CTA interplay for mass and final state reconstruction. The annihilation final state is set to 100% $b \bar{b}$.

- **BP4(a)**: as was mentioned in section 1, a $\sim 1$ TeV WIMP is characteristic of many GUT-constrained models based on supersymmetry with neutralino DM. Even if we do not make any assumptions on the relic density, it is worth pointing out that the Fermi-LAT/MAGIC bound [84] for an $m_\chi = 1000$ GeV WIMP with 100% $b \bar{b}$ final state reads $\sigma v = 2 \times 10^{-25}$ cm$^3$/s. This is a value that is larger than the cross section expected for a “canonical” thermal candidate. However, it is well known that the present-day annihilation cross section does not need to coincide with the thermal annihilation cross section in the early Universe. Examples can be easily found in which the WIMP has the correct relic abundance but the present-day annihilation cross section is slightly enhanced, for example by an s-channel resonance with the exchange of a particle with mass $\approx 2m_\chi = 2$ TeV (in the case of supersymmetry this particle is often the pseudoscalar Higgs).

- **BP4(b, c, d)**: we investigate the ability of CTA to reconstruct annihilation final states different from pure $b \bar{b}$ for the same $\sigma v$.

- **BP5**: we also consider the case of a 1 TeV WIMP with the canonical thermal $\sigma v \approx 3 \times 10^{-26}$ cm$^3$/s and 100% branching ratio to $W^+W^-$ (typical, again, of some popular supersymmetric candidates but present also in other models [85]).

For each of the benchmark points we perform a global scan of the parameter space, where the scans are guided by a global likelihood function that includes the different pieces described in section 2. To each piece there corresponds a different experiment: three direct detection experiments and two gamma-ray telescopes. To make contact with current and realistic or planned experiments we indicatively select XENON-1T [28] for a Xe target, SuperCDMS-Snolab [86, 87] for a Ge target, and for Ar the planned experiment DarkSide-G2 [42]. The
Table 2. The experiments for which we consider a putative signal in direct detection. Exposure has been adjusted in Ge and Ar experiments to reach a sensitivity to the benchmark points equal to the one in XENON-1T with 730 ton days. For DarkSide-G2 we consider a recoil-energy dependent acceptance, see figure 6 in ref. [68].

| Experiment         | Acceptance | Recoil energy range | Exposure               |
|--------------------|------------|---------------------|------------------------|
| XENON-1T (Xe)     | 40%        | 4 – 50 keV          | 730 ton days (all BPs)|
| SCDMS-Snolab (Ge) | 50%        | 8 – 115 keV         | 1150 ton days (BP1)   |
|                    |            |                     | 1100 ton days (BP2)   |
|                    |            |                     | 950 ton days (BP3)    |
|                    |            |                     | 900 ton days (BP4)    |
| DarkSide-G2 (Ar)  | Ref. [68]  | 38 – 200 keV        | 7300 ton days (BP2)   |
|                    |            |                     | 4300 ton days (BP3)   |
|                    |            |                     | 3300 ton days (BP4)   |

The schematic characteristics of the three experiments considered here are given in table 2. In this paper we use units of ton days to quantify exposure in direct detection experiments. Note that the exposure has been adjusted in Ge and Ar experiments to reach the sensitivity to the signal generated by the benchmark points equal to the one in XENON-1T with ~ 2 years of data. Note that for DarkSide-G2 we consider a recoil-energy dependent acceptance, which we borrow from figure 6 of ref. [68]. For indirect detection, we consider signals at Fermi-LAT and CTA, as described in section 2. We consider a default target observation time of 500 hours for CTA and 15 years 46 dSphs in Fermi-LAT.

The scanning sampling is performed with MultiNest [88]. Recoil energy rates $dR/dE_R$ are computed with micrOMEGAs v.4.1.5 [89], while annihilation spectra for gamma-ray fluxes, $d\Phi/dE$, are obtained using [78, 90, 91]. The uncertainties in Fermi-LAT are calculated as described in section 2.2.1 with the help of the Fermi Science Tools [80]. The scanned input parameters, their ranges, and their prior distributions are given in table 3. The nuisance parameters are fixed at their central values in the benchmark points.

In each scan the global likelihood function is given by the product of eqs. (2.5), (2.11), (2.14), and the Gaussian likelihood functions associated with the nuisance parameters (see table 3). A global test statistics is then constructed according to the profile likelihood technique. We remind the reader that inference on a subset of $r \leq n$ specific model parameters or observables, or a combination of both (collectively denoted by $\psi_i$) is drawn by “profiling” the global likelihood function along the other directions in the parameter space,

$$L(\psi_i=1,...,r) = \max_{\psi_i \in \mathbb{R}^{n-r}} L(\psi_{i=1,...,n}). \quad (3.1)$$

Confidence intervals are calculated from tabulated values of $\Delta \chi^2 \equiv -2 \ln(L/L_{\text{max}})$. For example, in $r = 2$ dimensions, 95.0% confidence regions are given by $\Delta \chi^2 = 5.99$.

In the case of BP4, to which CTA shows the highest sensitivity, we run two different types of scans. “Hadronic” scan inputs (for fitting to BP4(a)-(c)) use a combination of 4 types of hadronic spectra, which present similar shapes and normalizations: $b\bar{b}$, $W^+W^-$, $hh$, and $\tau^+\tau^-$. In the “leptonic” scan (BP4(d)) we investigate whether distinguishing between
| Symbol | Parameter | Scan range       | Prior distribution |
|-------|-----------|------------------|--------------------|
| \(m_\chi\) | WIMP mass | \(10^{-10000}\) GeV | log               |
| \(\sigma v\) | Annihilation cross section | \(10^{-30} \text{ to } 10^{-21} \text{ cm}^3/\text{s}\) | log |
| \(\sigma_{SI}^p\) | Spin-independent cross section | \(10^{-48} \text{ to } 10^{-42} \text{ cm}^2\) | log |

**Hadronic benchmark points**

| Symbol | Parameter | Scan range       | Prior distribution |
|-------|-----------|------------------|--------------------|
| \(f_{b\bar{b}}\) | Branching ratio \(b\bar{b}\) final state | \(0 \text{ to } 1^*\) | See text |
| \(f_{WW}\) | Branching ratio \(WW\) final state | \(0 \text{ to } 1\) | See text |
| \(f_{hh}\) | Branching ratio \(hh\) final state | \(0 \text{ to } 1\) | See text |
| \(f_{\tau\tau}\) | Branching ratio \(\tau\tau\) final state | \(0 \text{ to } 1\) | See text |

**Leptonic benchmark point — BP4(d)**

| Symbol | Parameter | Scan range       | Prior distribution |
|-------|-----------|------------------|--------------------|
| \(f_{lep}\) | Branching ratio leptons | \(0 \text{ to } 1^*\) | See text |
| \(f_{had}\) | Branching ratio hadrons | \(0 \text{ to } 1\) | See text |
| \(f_{\tau\tau}\) | Branching ratio \(\tau\tau\) final state | \(0 \text{ to } 1\) | See text |

**Nuisance parameters**

| Symbol | Parameter  | Scan range       | Prior distribution |
|-------|------------|------------------|--------------------|
| \(v_0\) | Circular velocity | \(220 \pm 20 \text{ km/s}\) | Gaussian |
| \(v_{esc}\) | Escape velocity | \(544 \pm 40 \text{ km/s}\) | Gaussian |
| \(\rho_0\) | Local DM density | \(0.3 \pm 0.1 \text{ GeV/cm}^3\) | Gaussian |
| \(\gamma_{\text{NFW}}\) | NFW slope parameter | \(1.20 \pm 0.15\) | Gaussian |

*The sum of the branching ratios is 1 and the prior is a modified Dirichlet distribution (see text).

Table 3. Input parameters in our scans.

The sum of the branching ratios is 1 and the prior is a modified Dirichlet distribution (see text).

hadronic and leptonic spectra is easier than distinguishing among 4 different hadronic spectra. We thus consider 3 final-state input channels: \(b\bar{b}\), \(\mu^+\mu^-\), and \(\tau^+\tau^-\).

In order to avoid introducing statistical bias towards points characterized by pure final states or, alternatively, by maximal admixtures of different final states, which would create unphysical inhomogeneities in the density of points appearing in the plots, we modify a prior Dirichlet distribution for the branching ratios so that eventually all marginal one-dimensional distributions for the individual branching ratios are close to being uniform. We remind the reader that from a frequentist point of view the priors should not matter in the results, so that this choice is merely driven by aesthetic reasons.

It is also possible to study model-dependent priors that introduce specific fixed relations between different branching ratios, e.g., between \(\mu^+\mu^-\) and \(e^+e^-\) or between \(W^+W^-\) and \(hh\), for priors motivated by Minimal Flavor Violation or by gauge symmetry, respectively. By effectively being equivalent to a redefinition of the number of independent parameters, this could eventually affect the DM reconstruction. We will not investigate this issue in more detail in the present paper.

4 Discussion of results

We present here the results of fitting the mock data with the likelihood functions defined in sections 2 and 3. In all the plots we show points that are consistent at the 95% C.L. with the mock data in different experiments and with the current measurements of the nuisance parameters.

To make contact with the existing literature, we first re-derive the case of direct detection, which has been extensively discussed [12–22]. As was mentioned in section 2, for a
given exposure direct detection experiments based on different target materials and/or characterized by different detector acceptances will not reach the same sensitivity. We showed in table 2 that, if one assumes that a WIMP discovery will be made in a Xenon detector of $\sim 1$ ton fiducial mass with 2 years of data, it will in general take a longer time or a greater mass to reach the same sensitivity in detectors based on Ge or Ar. Experiments based on Argon, in particular, need large exposures.

On the other hand, the relative importance of the current astrophysical uncertainties for the inability to fully reconstruct WIMP mass or cross section in one or another direct detection experiment can only be gauged properly when all experiments reach comparable sensitivity. We thus make this assumption in what follows. Note that for BP1 in table 1, characterized by $m_\chi = 25$ GeV, the required exposure in an Argon experiment to be competitive with detectors based on Xe or Ge becomes much greater than 20 ton years, and for this reason we do not try to reconstruct BP1 in an Ar experiment.

In figure 2(a) we show the 95% C.L. reconstruction of BP1 in the ($m_\chi$, $\sigma_{SI}^p$) plane. We take XENON-1T as a representative of a Xe experiment and SuperCDMS-Snolab as a proxy for a Ge experiment. The 95% C.L. regions, shown with brown triangles for Xenon and golden-rod diamonds for Germanium, overlap when the experiments reach the same sensitivity. The WIMP mass and scattering cross section can be reconstructed to good precision, in agreement with what has been shown in the literature (see, e.g., [22]). The residual uncertainties of the mass amount to approximately a factor 2 and of the cross section to approximately one order of magnitude. They are due to the uncertainties in the nuisance parameters $\rho_0$, $v_0$, and $v_{esc}$.

Good reconstruction for WIMP mass and cross section in direct detection is expected as long as the WIMP mass is not much larger than the mass of the nuclei of the target material. The experiments lose sensitivity, irrespective of the target material, when $m_\chi$ becomes greater or equal to approximately 100 GeV. This is shown in figure 2(b), where we present the 95% C.L. reconstruction of point BP2, characterized by $m_\chi = 100$ GeV. Note that we add an Argon experiment to the lot (dark gray circles), which we model after DarkSide-G2, and which requires an exposure 10 times as large as XENON-1T to reach a comparable sensitivity. However, again one can see that equivalent sensitivities produce equivalent regions in the ($m_\chi$, $\sigma_{SI}^p$) plane. We neglect to show here the reconstructions of the heavier benchmark points, BP3 (250 GeV) and BP4 (1000 GeV) in table 1, as the confidence regions look like in figure 2(b) despite the points being further up the reconstructed band.

We remind the reader here that, because of the near absence of background, the reconstruction quality is strongly affected by the Poisson uncertainties so that increasing exposure plays a pivotal role in improving the quality of reconstruction. In this regard, one can see in Figs 2(c) and 2(d), where we show the 95% C.L. regions for points featuring $\sigma_{SI}^p$ exactly one order of magnitude lower than in BP1 and BP2, that, given the designed exposures, the experiments lose much if not all of their reconstruction power, even when $m_\chi = 25$ GeV.

As reconstructing the properties of the DM particle in direct detection becomes difficult for WIMPs characterized by mass around and above the electroweak scale, we here proceed to investigate how an indirect detection in one or more of the gamma-ray observatories introduced in section 2 can provide enough information to derive the WIMP properties, or at least improve over a detection in underground laboratories. While there is no doubt that a real signal should be detected in all the experiments that are sensitive to the same observables, one can find several models of DM that are likely to produce a strong signal only in direct or indirect detection. For this reason, although the main purpose of this paper is to investigate...
Figure 2. (a) Brown triangles show the 95% C.L. fit in the $(m_\chi, \sigma_{p}^{SI})$ plane to BP1 data in a Xenon experiment (XENON-1T) with 730 ton days exposure (the benchmark is shown in black). The same sensitivity can be reached in a Germanium experiment (SuperCDMS-Snolab) with approximately 1150 ton days. The corresponding 95% C.L. region is shown with golden-rod diamonds. (b) The 95% C.L. region fit (brown triangles) to BP2 data in XENON-1T. Fit to data in SuperCDMS-Snolab is shown with golden-rod diamonds, and the 95% C.L. region in DarkSide-G2, as a proxy for a generic Argon experiment, is shown with dark gray circles. (c) The 95% C.L. region fit to a point characterized by $\sigma_{p}^{SI}$ lower than in BP1 by one order of magnitude. The color code is the same as in (a). (d) The 95% C.L. region fit to a point characterized by $\sigma_{p}^{SI}$ lower than in BP2 by one order of magnitude. The color code is the same as in (b).
Figure 3. (a) Dark turquoise circles show the 95% C.L. fit to Fermi-LAT 15 yr 46 dSphs mock BP1 data in the \((m_\chi, \sigma v)\) plane (the benchmark point is shown in black). Brown triangles show the fit to the corresponding XENON-1T data with 730 ton days exposure. The 95% C.L. combination of the two experiments in the \((m_\chi, \sigma v)\) plane is shown with red squares. (b) The breakdown of the branching ratios to a particular annihilation final state versus the WIMP mass for the points of the 95% C.L. fit to Fermi-LAT data considered in (a). Light brown squares show the \(b \bar{b}\) branching ratio, dark green triangles the one to \(\tau^+\tau^-\), deep-sky blue diamonds the one to \(W^+W^-\), and blue upside-down triangles the one to \(hh\).

The interplay of different experimental strategies in case of concurrent detection, it is also important to quantify how well information can be reconstructed in each experiment separately. In figure 3(a) we show with dark turquoise circles the 95% C.L. region for Fermi-LAT 15 yr 46 dSphs in the \((m_\chi, \sigma v)\) plane for BP1. The cross section spread due to the uncertainties described in section 2.2.1 is about one order of magnitude, whereas the derived uncertainty of the mass reconstruction is much larger. Note that CTA is not sensitive to a light WIMP signal from the GC, so that it cannot help improve on the poor mass reconstruction. Given realistic expectations for the experiments of the near future little more can be said in gamma-ray experiments for this benchmark point. Possibly the next generation of anti-proton observatories will be able to provide some complementarity but this is beyond the scope of this paper.

The mass degeneracy observed in the fit to gamma-ray data is associated with a degeneracy in the possible final state products (we remind the reader that for BP1 we fit to 4 possible final states, all yielding in some large percentage to hadrons, see section 3). The benchmark BP1 is characterized by 100% \(b \bar{b}\) branching ratio. However, figure 3(b) shows that the Fermi-LAT mock data can be fitted to the same precision by tau-dominated cases with \(m_\chi \approx 10-15\) GeV (dark green triangles), or by cases with \(m_\chi \gtrsim 100\) GeV and admixtures of \(b \bar{b}\) (light brown squares) and \(W^+W^-\) (deep-sky blue diamonds) or \(hh\) (dark blue down-pointing triangles). We will come back to discussing the degeneracy due to different final states below.

On the other hand, for large enough \(\sigma_p^{SI}\) as to allow for concurrent signatures in direct and indirect detection the complementarity of these two venues can be used to narrow down the mass and annihilation final state. In figure 3(a) we project the 95% C.L. region for XENON-1T (brown triangles) into the \((m_\chi, \sigma v)\) plane. The 95% C.L. combined region for
Figure 4. (a) The 95% C.L. fit to Fermi-LAT 15 yr 46 dSphs mock BP2 data in the $(m_\chi, \sigma v)$ plane (the benchmark point is shown in black). (b) The 95% C.L. region fit to BP2 data in XENON-1T in the $(m_\chi, \sigma_{SI}^p)$ plane is shown with brown triangles. Dark turquoise circles show the 95% C.L. fit to Fermi-LAT 15 yr 46 dSphs data. The 95% C.L. combination of the two experiments in the $(m_\chi, \sigma_{SI}^p)$ plane is shown with red squares.

Fermi-LAT and XENON-1T is then shown with red squares. Intersecting the two regions allows one to strongly narrow down the uncertainties of the mass determination.

Note that if one restricts figure 3(b) to the range allowed by the combined Fermi-LAT + XENON-1T region, $20 \text{ GeV} \lesssim m_\chi \lesssim 40 \text{ GeV}$, the final state options for the surviving parameter space are drastically limited to only include either the real, pure $b\bar{b}$, or a $b\bar{b}/\tau^+\tau^-$ admixture.

The equivalent fit to Fermi-LAT mock data for BP2 is shown in figure 4(a). The signal in gamma rays constrains the mass to $m_\chi \lesssim 800 \text{ GeV}$. On the other hand, we have shown in figure 2(b) that a hypothetical concurrent signal in one of the direct detection experiments would constrain the WIMP mass to $m_\chi \gtrsim 40 \text{ GeV}$. By projecting, for instance, the Fermi-LAT constrained region to the $(m_\chi, \sigma_{SI}^p)$ plane, one can visualize the combined 95% C.L. mass reconstruction region, whose lower bound is determined by XENON-1T and upper bound by Fermi-LAT dSphs. We show it with red squares in figure 4(b).

We can use the same technique to pinpoint the mass of BP3, characterized by $m_\chi = 250 \text{ GeV}$. The BP3 reconstructed region at Fermi-LAT 15 yr 46 dSphs, shown with dark turquoise circles in figure 5(a), presents the same qualitative features as for BP1 and BP2, as expected by construction. As was mentioned in section 3, CTA’s sensitivity with approximately 500 hours of observation of the GC is expected for this mass to start closing in on the sensitivity expected at Fermi-LAT. In figure 5(a) we plot with blue down-pointing triangles the 95% C.L. reconstruction of BP3 in CTA. One can see that the resulting signal is too weak to provide any meaningful information. However, a combination of the Fermi-LAT and CTA likelihood functions shows for this point a slight improvement (red squares) on the mass reconstruction with respect to Fermi-LAT alone. This is a feature that is bound to become increasingly more pronounced as one considers larger DM mass.
Figure 5. (a) Dark turquoise circles show the 95% C.L. fit to Fermi-LAT 15 yr 46 dSphs mock BP3 data in the \((m_\chi, \sigma v)\) plane, blue upside-down triangles show the 95% C.L. reconstruction for the same point in CTA with 500 hours of observation, and the 95% C.L. combination of the two experiments is shown with red squares. (b) Same as figure 4(b) for BP3. Red squares show here the combination of Fermi-LAT, XENON-1T, and CTA.

The combined effect of Fermi-LAT, CTA, and XENON-1T data on the reconstruction of BP3 properties when one considers a concurrent observation in direct and indirect detection experiments is shown with red squares in figure 5(b).

We now move on to the 1000 GeV WIMP case that will allow us to investigate in detail how the considered uncertainties affect the mass and cross section reconstruction abilities of CTA. In figure 6 we present the case of BP4(a), featuring a 1 TeV WIMP with 100% branching ratio to \(b\bar{b}\) and \(\sigma v = 2 \times 10^{-25}\) cm\(^3\)/s. We show the reconstructed 95% C.L. regions in the \((m_\chi, \sigma v)\) plane in figure 6(a). Again, dark turquoise circles show the reconstruction in Fermi-LAT, blue triangles the reconstruction in CTA, whose precision is now much higher than for the previous benchmark points, and red squares the combined 95% C.L. region. Note how CTA can narrow down the mass range by almost two orders of magnitude with respect to Fermi-LAT alone, although substantial degeneracy among different reconstructed values of \(m_\chi\) and \(\sigma v\) remains.

Much of this degeneracy is due to the fact that the scan has the freedom to adjust the final state branching fraction of the DM candidate, giving a very similar energy spectrum, so that different options can equally fit in the wiggle room left by the large astrophysical and background uncertainties described in section 2.2.2. This is shown in figure 6(b) where we plot the branching ratios to the 4 different final states considered here for the points that belong to the combined CTA + Fermi-LAT confidence region shown in figure 6(a). Interestingly, one can see that the data originating from a 1 TeV \(b\bar{b}\) benchmark point can be equally well fitted by that of a 400–500 GeV WIMP annihilating almost entirely to \(W^+W^-\) with a cross section \(\sigma v\) approximately 2 to 5 times smaller than the benchmark \(2 \times 10^{-25}\) cm\(^3\)/s.

We pictorially translate the 95% C.L. uncertainty found in the \((m_\chi, \sigma v)\) plane to an uncertainty in the gamma-ray fluxes in figure 7. Figure 7(a) shows the uncertainties in the reconstruction of BP1 spectra in Fermi-LAT, for the case that was presented in figure 3. The
Figure 6. (a) Dark turquoise circles show the 95% C.L. fit in the \((m_\chi, \sigma v)\) plane to Fermi-LAT 15 yr 46 dSphs mock BP4(a) data (the benchmark is shown in black). Blue upside-down triangles show the 95% C.L. fit for CTA 500 hours. The 95% C.L. combination of the two results in the \((m_\chi, \sigma v)\) plane is shown with red squares. (b) The breakdown of the branching ratios to a particular annihilation final state versus the WIMP mass for the points of the 95% C.L. fit to FermiLAT + CTA data considered in (a). Light brown squares show the \(b\bar{b}\) branching ratio, dark green triangles the one to \(\tau^+\tau^-\), deep-sky blue diamonds the one to \(W^+W^-\), and blue upside-down triangles the one to \(hh\).

Figure 7. (a) A plot of several differential gamma-ray fluxes, \(dN_\gamma/dE \times \sigma v/m_\chi^2\), that can fit the spectrum produced by BP1. The uncertainties around the reconstruction of the benchmark point spectrum in Fermi-LAT are shown with a light beige band. (b) Several effective gamma-ray fluxes, \(d\Phi/dE \times A_{\text{eff}}\), that can fit the spectrum produced by BP4(a) in CTA. The uncertainties around the reconstruction of the benchmark point spectrum are shown with a light beige band.
uncertainties, which we have assumed to be given by a combination of the uncertainty of the measurement of dSphs $J$-factors and the statistical Poisson uncertainty of the number of gamma-ray events from fluxes, can be shown as a light beige band allowing different shapes for $dN_\gamma/dE \times \sigma v/m_\chi^2$. The band can for instance accommodate at the same time the spectra for 13 GeV WIMPs annihilating into $\tau^+\tau^-$, 25 GeV WIMPs going to $b\bar{b}$, or 130 GeV WIMPs yielding predominantly $W^+W^-$. Note that figure 7(a) also pictorially shows how, for instance, the spectrum of a 75 GeV WIMP with 100% branching ratio into $\tau^+\tau^-$ falls outside of the considered uncertainties, but that one could manage to bring it back into the allowed band by reducing the branching ratio to $\tau^+\tau^-$ and at the same time increasing $b\bar{b}$, in agreement with what figure 3(b) shows.

In figure 7(b) we show the case of BP4(a). The uncertainties of CTA can be translated into a light beige band about the gamma-ray flux times effective area, where the latter is responsible for effectively cutting out all signal in the bins with $E < 30$ GeV. As one can see, the benchmark point spectrum corresponding to pure $b\bar{b}$ final state and $m_\chi = 1$ TeV can be mimicked over a wide range of energies. A $\sim 500$ GeV DM particle annihilating into $W^+W^-$ or, for even lower $m_\chi$, a DM particle annihilating into all four considered final states with branching ratios close to 25% can reproduce the same spectrum as BP4(a).

While the reconstruction in CTA of a point with the pure $b\bar{b}$ final state is still lacking in precision and allows for degeneracies in mass and $\sigma v$, the same is not necessarily true if the benchmark point is characterized by a different final state. We present in figure 8(a) the reconstructed confidence regions for BP4(b), a point characterized by the same mass and $\sigma v$ as BP4(a) but with final state 100% $W^+W^-$. Note that our projection of 15 yr 46 dSphs Fermi-LAT data does not show enough sensitivity to reconstruct a $W^+W^-$ point with $\sigma v = 2 \times 10^{-25}$ cm$^3$/s, so that the 95% C.L. region (dark turquoise circles) does not provide useful information. However, CTA has a strong sensitivity to the features of a gamma-ray spectrum originating in a 1 TeV WIMP with 100% branching fraction to $W^+W^-$, especially because of a characteristic spectral “spike” appearing at about $E \approx m_\chi$, which has its origin in the splitting $W^\pm \rightarrow W^\pm \gamma$ when $E \gg M_W$ (see, e.g., [48]). The mass reconstruction becomes eventually very precise.
Figure 9. Same as figures 6 and 8, but for the benchmark BP4(c).

Figure 10. (a) Same as figure 6(a), but for the benchmark BP4(d). (b) The breakdown of the branching ratios to a particular annihilation final state versus the WIMP mass for the points of the 95% C.L. combination of FermiLAT and CTA data considered in (a). Light brown squares show the $b\bar{b}$ branching ratio, dark green triangles the one to $\tau^+\tau^-$, and orchid circles the one to $\mu^+\mu^-$. 

The final state can also be reconstructed very precisely for BP4(b), as is shown in figure 8(b), where one can see that the only allowed pure state is $W^+W^-$ (deep-sky blue diamonds), although some 50% admixtures, especially with $hh$ (dark blue down-pointing triangles) or $b\bar{b}$ (light brown squares), are also possible.

An analogous situation is encountered for BP4(c), characterized by a 1 TeV WIMP with 100% $\tau^+\tau^-$ final state. The reconstruction is presented in figure 9(a). The CTA likelihood is responsible for the highly precise mass reconstruction, to which correspond an equally precise final state reconstruction, shown in figure 9(b).
We next move to the reconstruction of the gamma-ray spectra of purely leptonic origin. Consider the case of BP4(d), featuring a 1 TeV WIMP with the same $\sigma v$ as the previous benchmark points and 100% $\mu^+\mu^+$ final state. As was described in section 3, we limit the final-state channels for this scan to 3: points are assumed to correspond to leptonic ($\mu^+\mu^+$ final state), hadronic ($b\bar{b}$), or mixed ($\tau^+\tau^+$ and combinations) spectra. The reconstruction in the $(m_\chi, \sigma v)$ plane is shown in figure 10(a) and the final state reconstruction is shown in figure 10(b). Again the mass reconstruction is very good, although the weakness of the signal for the $\mu^+\mu^+$ mode slightly spoils the reconstruction in $\sigma v$.

Finally, for BP5, characterized by $m_\chi = 1000$ GeV, a canonical thermal $\sigma v = 3 \times 10^{-26}$ cm$^3$/s, and 100% branching ratio to $W^+W^-$, we found in our analysis that, with 500 hours of observation, CTA fairs relatively poorly (albeit better than Fermi-LAT 15 yr 46 dSphs) on the reconstruction of the WIMP mass or cross section, so that we do not present a plot for this case.

Given the excellent mass reconstruction reached in CTA for most benchmark points, we break down in figure 11 the effect of the different uncertainties that can spoil it. We are confronted with uncertainties of several kinds. There are astrophysical uncertainties, due to the unknown shape of the Galactic DM halo profile, which are included in our scans through the nuisance parameters $\rho_0$ and $\gamma_{NFW}$. Note that the ranges considered in table 3 for these parameters do not extend as much as to include less steep solutions [92, 93] for the halo profile, which are therefore neglected in this study. We then consider systematic uncertainties due the normalization of the isotropic cosmic-ray background and to the diffuse astrophysical gamma-ray background around the GC, parametrized, respectively, by the $R_{CR}$ and $R_{GDE}$ parameters in eq. (2.13). We remind the reader that we have not included systematic uncertainties in the detector response [46].

In figure 11(a) we show the effect of neglecting the astrophysical uncertainties by setting the nuisance parameters to their central values when reconstructing BP4(a) in the $(m_\chi, \sigma v)$
Figure 12. (a) Turquoise circles show the fit to CTA 500 hour mock BP4(a) data when considering the Ring Method with 2 spatial regions as, e.g., in ref. [47]. Violet triangles show the fit when considering 3 regions in the sky, and dark blue upside-down triangles the fit with 4 regions, designed as in figure 1. (b) Same as (a) but for BP4(b).

plane. When comparing to figure 6(a) one notices a significant improvement in the cross section reconstruction, not accompanied by an equally significant mass reconstruction improvement (the 95% C.L. region for CTA is indicated with blue upside-down triangles). This is due to the fact that the $b\bar{b}$ spectrum for a $\sim 1$ TeV WIMP and the $W^+W^-$ spectrum for a $\sim 500$ GeV WIMP are very similar, see figure 7(b). Our extension of the Ring Method effectively allows one to somewhat constrain the degrees of freedom associated with the $R_i^{CR}$ and $R_i^{GDE}$ parameters in eq. (2.13) and, at the same time, the $J$-factors are in this scan fixed by construction. The strength of the signal, driven by $\sigma v$, is then also strongly constrained, but the remaining final state freedom introduces the residual uncertainty in the mass reconstruction.

In figure 11(b) we show instead the effect of setting $R_i^{CR} = R_i^{GDE} = 1$ in eq. (2.13), while maintaining the freedom to scan over the nuisance parameters. One can see the persistence of a small degeneracy between $m_\chi = 1000$ GeV and some points with a smaller mass, characterized by a mixed final-state spectrum mimicking the features of a 1 TeV $b\bar{b}$ case. The main uncertainty however is now in $\sigma v$, centered about the benchmark point. It is due to the fact that the signal depends on the product $\sigma v/m_\chi^2 \times J$, whose factors can be adjusted independently to produce a better fit.

As was mentioned in section 2.2.2, our extension of the Ring Method plays an important role in reducing the background systematic uncertainties in CTA. In this paper we have presented results based on the 4 regions shown in figure 1. However, we also mentioned in section 2.2.2 that what is really important is to perform the analysis in at least 3 spatial regions, as there are 3 separate components producing a signal in eq. (2.13).

In figure 12 we present the 95% C.L. reconstruction regions at CTA for a progressively increasing number of regions. We show it for BP4(a) in figure 12(a) and for BP4(b) in figure 12(b). Marked with turquoise circles, one can see the reconstruction obtained using the traditional 2-region method of, e.g., [43–45, 47]. The region in violet triangles shows that most of the improvement can be obtained by adding one additional region to the Ring Method.
(a) Same as figure 6(a), but for the benchmark BP5, where the exposure of CTA has been extended to 1000 hours. (b) Same as (a) but for BP4(a), compare figure 6(a).

(3 regions result when Regions 1 and 2 in figure 1 are unified into a single patch). One can also see that adding the fourth region brings about a moderate additional improvement (dark blue upside-down triangles as in the other plots). It is important to point out that, as the uncertainties in the background normalization become increasingly constrained by adding additional regions in the sky, systematic uncertainties of the detector response, which we do not consider here, can become the dominant source.

In figure 13 we present the results of extending the exposure of CTA to 1000 hours of observation, which could be possibly allocated in the optimistic case of a WIMP discovery. Specifically, the reconstruction would improve in the case of BP5, a point characterized by the canonical \( \sigma v = 3 \times 10^{-26} \) cm\(^3\)/s for which the reconstruction with 500 hours was quite poor. One can see in figure 13(a) that even with increased exposure, this case remains tricky and lies at the borderline of the instrument reconstruction abilities, given the current state of uncertainties. We show for completeness in figure 13(b) the reconstruction with 1000 hours in the case of BP4(a), with a larger \( \sigma v \). The 95% C.L. combined region shrinks here significantly relative to figure 6(a).

We conclude this section by discussing in brief a few cases characterized by annihilation final states different from the ones described above. It was recently pointed out in [94] that gamma-ray telescopes could be sensitive to the \( \nu_\alpha\nu_\alpha \) annihilation final states for a cross section not much larger than the typical values considered here. We have explicitly checked numerically that, for a benchmark point characterized \( m_\chi = 1000 \) GeV, \( \sigma v = 2 \times 10^{-25} \) cm\(^3\)/s, and a 100% branching ratio to \( \nu_\tau\nu_\tau \), our likelihood function for CTA cannot reconstruct the WIMP properties. By increasing \( \sigma v \), some loose 95% C.L. contours in the \((m_\chi, \sigma v)\) plane would start to appear for \( \sigma v > 5 \times 10^{-25} \) cm\(^3\)/s.

On the other hand, CTA is expected to be very sensitive to even small branching ratios to the monochromatic \( \gamma\gamma \) final state. To give a feeling of how this effectively affects the reconstruction of WIMP properties at CTA, we present in figure 14(a) the 95% C.L. region in the \((m_\chi, \sigma v)\) plane for the fit to a point similar to BP4(a) (see figure 6), but characterized by \( \text{Br}(\chi\chi \rightarrow b\bar{b}) = 99\% \) and \( \text{Br}(\chi\chi \rightarrow \gamma\gamma) = 1\% \). One can see that even a small branching...
fraction to gamma-ray lines has the power to erase the mass degeneracy that appears in the case of 100% $b\bar{b}$, thus leaving behind only the significant uncertainty in the reconstruction of $\sigma v$, which is due to the unknown real value of the nuisance parameters, in particular $\rho_0$.

We show in figure 14(b) the breakdown of the reconstructed branching ratios for the points appearing in figure 14(a). One can see that $\text{Br}(\chi \chi \to \gamma \gamma)$ in particular can be reconstructed to very good accuracy.

## 5 Summary and conclusions

In this work we addressed the issue of WIMP mass and cross section reconstruction in case a positive measurement of a DM signal is made in either an underground direct detection experiment or in a diffuse gamma radiation experiment, or both. For the former we considered the expected sensitivity of XENON-1T, SuperCDMS-Snolab, and DarkSide-G2, while for the latter we considered projected 15 yr data from Fermi-LAT observation of 46 dSphs and projected CTA sensitivity to a signal from the Galactic Center assuming the default observation time of 500 hours. For each we built a likelihood function assuming realistic astrophysical uncertainties.

We considered eight WIMP cases (benchmark points) spanning a wide range of mass from 25 GeV up to 1 TeV and featuring $\sigma_p^{\text{SI}}$ (direct detection) or $\sigma v$ (gamma rays) large enough to be within the discovery reach of the above experiments. For $\sigma v$ we further considered not only a “default” WIMP annihilation final state $b\bar{b}$ but also $\tau^+\tau^-$, $W^+W^-$, and $\mu^+\mu^-$. For each case we generated MC simulations of WIMP parameters producing in different experiments a signal within 2$\sigma$ of the considered benchmark point. We did not impose any specific particle physics model or scenario, and for this reason neither did we impose any collider limits nor the relic density constraint.

Our general conclusion is that, even in the optimistic cases of cross sections large enough to warrant a strong signal detection, reconstructing WIMP properties will for the most part
be rather challenging. As previously shown, direct detection experiments will only be able to reconstruct WIMP mass below some 100 GeV, above which event spectra become basically degenerate. Gamma-ray energy spectra, on the other hand, are WIMP mass dependent but face another type of degeneracy related to different final states at different WIMP mass. This can severely limit the ability of Fermi-LAT, in the low mass regime, and, to a lesser extent, CTA, in the high mass regime, to determine WIMP mass, \( \sigma v \), or annihilation final states, when considered alone.

However, we found that in several interesting cases a remarkable improvement in WIMP reconstruction can be achieved by combining discovery data from Fermi-LAT and/or CTA, or by combining gamma-ray observatories with direct detection experiments. For example, at lower WIMP mass (cf. 25 GeV), good mass determination in direct detection experiments may not only help substantially reduce the range of \( \sigma v \) allowed by a positive measurement at Fermi-LAT, but also severely restrict WIMP annihilation final states. At the other end of the considered WIMP mass range (1 TeV), best prospects come from CTA which will reach its maximum sensitivity there, while Fermi-LAT’s sensitivity will be poorer, but not always negligible. We showed that in the case of CTA one can engineer a simple extension of the Ring Method that provides significant reduction of the systematic uncertainties in the background normalization without the need of a full morphological analysis. We also quantified the improvement in the WIMP property reconstruction associated with increasing the allocated exposure over the default value of 500 hours.

While a signal in CTA would allow for a fairly crude (\( b\bar{b} \) final state), good (\( W^+W^- \)) or even very good (\( \tau^+\tau^- \) and \( \mu^+\mu^- \)) WIMP mass determination, combining it with an additional signal from Fermi-LAT may help reducing the range of \( \sigma v \) and the allowed branching fractions to different final states.

The most difficult mass range appears to be the middle range between some 100 GeV and a few hundred GeV where direct detection gives a very poor mass determination, Fermi-LAT starts losing more and more sensitivity with increasing WIMP mass, while that of CTA has not yet reached its full strength. However, even in this tricky parameter space region we have shown that in case of a concurrent detection in both a direct detection experiment and Fermi-LAT data, the former can set a lower bound on the WIMP mass and the latter an upper bound that can be combined together to give a rough reconstruction of the WIMP mass and scattering cross section.

In conclusion, while a detection of a DM signal will be a landmark achievement whose importance will be difficult of overemphasize, the determination of WIMP properties from a DM signal in one or more types of experiment is likely to be very challenging. However, a complementary approach using multiple experimental venues can, as is often the case, reduce the degeneracy and provide better information on the DM properties.
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