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Abstract. This paper addresses the permutation flowshop scheduling problem with objective of makespan minimization. It proposes a heuristic that apply bottleneck-based identification technique and Nawaz, Enscore and Ham (NEH) insertion technique. This experiment was carried out using measurement of four-machines and six-jobs simulated in Microsoft Excel Simple Programming. The computational result show that bottleneck-based (BNB) achieved 60 % and more of optimum solution and heuristic validation result prove that the proposed heuristic resulting to be much better than existing heuristic by achieving more best solution of 6 sets out of 10 sets replication.

1. Introduction

Scheduling is an act of planning and prioritizing activities with the time limit for the job completion in order to meet with certain requirement, constraints or to achieve the goal of objectives [1]. Since the time always be the greatest constraint, it is why the scheduling is important to organize the activities efficiently and optimally. In worldwide industries, scheduling plays an important role in the production system since the resources are becoming more critical to be controlled. The resources are referred to the machine, manpower, material and many more. The greatest outcome can be gained if the scheduling of the resources is successfully organized [2]. It will be a great advantage to the manufacturer in worldwide industries if the latest research were successful to perform, easy to understand and easily applied to the current manufacturing system.

Permutation flowshop scheduling problem (PFSP) is one of the best known production scheduling problems with the same job order on all machines which has an intense engineering background [18]. Johnson [4] becomes the pioneer by introducing the Johnson’s rule with two machine problem. However, the general problem has been proved to be strongly NP-hard when involving more than two machine problem, m > 2 [4-8]. Minimization of makespan becomes one of the most attractive objective where it leads to the development of many approximate algorithms. NEH heuristic appeared around three decades ago are known as the highest performing method in minimizing the makespan for permutation flowshop scheduling problem. NEH algorithm was proposed by Nawaz, Enscore and Ham [5-7], [17]. This algorithm gave a highest attention on the job with larger total processing time where it should have higher priority. The jobs are arranged in decreasing order of the total processing time and
the 3rd job in the job list is inserted into the previous partial sequence at the position that gives the best mean flow time or makespan. Many researchers have used NEH heuristic for comparison purpose since it had appeared to be the best heuristic if the makespan criterion is considered [6-7]. Some of them also modified the NEH heuristic following to their objective function, [5], [12], [15-17], [19], [21-22].

In the scheduling environment, shifting bottleneck model has been widely used in sorting the machine with the highest increase of objective function value [9]. According to Zhenqiang and Peng [10], identification of bottleneck resources helps in scheduling the jobs rationally in reducing the difficulty in follow-up scheduling and also ensures the feasibility and effectiveness of scheduling result. Basically, the main idea is to schedule the jobs at the bottleneck stage where it may affect the performance of a heuristic for scheduling jobs in all the stages [11]. In the study of Modrak and Pandian [12] bottleneck machines were detected based on the machine workload, utilization rate or idle time length which bottleneck involvement significantly affect the quality of final solution. Utilization bottleneck heuristic approach is known to be among the most successful methods in solving shop scheduling problem including the shifting bottleneck heuristic and bottleneck minimal idleness heuristic [13].

In this paper, we investigated the bottleneck based concept in finding a good job arrangement for flowshop scheduling problem with the objective of makespan minimization. This study performed the concept by using a small problem size of four-machines and six-jobs and was carried out by using Microsoft Excel simple programming in Visual Basic for Application (VBA). This concept was applied on 100 sets of randomly generated data in 10 replications. The effectiveness of this concept was evaluated against the optimum solution based on the average percentage error, standard deviation and the number of best solution obtained [4], [15], [20-21], [23]. This proposed heuristic was also compared with existing heuristic, NEH heuristic.

2. Methodology
The bottleneck-based heuristic firstly identifies the bottleneck stage and then determines the schedule of the jobs in the bottleneck stage [11]. The job processing times are used as indicator to determine the bottleneck stage. The procedures of the BNB heuristic are presented as below:

2.1 Bottleneck Machine Identification Procedure
Based on the four machines problem, there will be four possible dominant machines and each of the dominance will have their own initial sequences. The initial sequence for each of the machine dominance was arranged based on the result of machine dominant identification. Bottleneck identification is important to classify the criticality of process machines. The machine criticality or called as dominant machine is classified based on the processing times of job being process in each machines. 100 sets of processing times are generated randomly in VBA. All the steps to identify the machine bottleneck are explained below:
Step 1: The average processing time for all the six jobs on four machines was calculated as shown in Figure 1.

| JOB | M1  | M2  | M3  | M4  | TOTAL |
|-----|-----|-----|-----|-----|-------|
| A   | 13  | 28  | 11  | 36  | 88    |
| B   | 23  | 30  | 34  | 6   | 93    |
| C   | 11  | 28  | 7   | 32  | 78    |
| D   | 22  | 15  | 35  | 37  | 109   |
| E   | 34  | 34  | 28  | 39  | 135   |
| F   | 10  | 5   | 28  | 27  | 70    |

**Average Process** 25.150

**Figure 1.** Example of processing time data.

Step 2: The domination of machine was then determined using following equations:

\[
X = \begin{cases} 
1, & \text{if } \tau > \tau_{\text{avg}} \\
0, & \text{if } \tau \leq \tau_{\text{avg}} 
\end{cases} \tag{1.0}
\]

Where;

- \(X\) = Dominance value
- \(\tau\) = Processing time
- \(\tau_{\text{avg}}\) = Average processing time

Step 3: The total dominance value was calculated for each machine as shown in Figure 2. The machine which has the highest dominance value is identified as the bottleneck machine.

| Dominance calculation | Max. Dominance value | Dominance machine |
|-----------------------|----------------------|-------------------|
| M1 | M2 | M3 | M4 | 5 | M4 |
| 0  | 1  | 0  | 0  | 1  | 0  |
| 0  | 1  | 1  | 0  | 0  | 0  |
| 0  | 1  | 0  | 0  | 1  | 0  |
| 0  | 0  | 1  | 1  | 0  | 0  |
| 1  | 1  | 1  | 1  | 1  | 1  |

**Figure 2.** Example of dominance calculation.
2.2 Initial Sequences and Insertion Phase

In the study of Framinan and Rajendran [7], it was found that the initial job arrangement and the opportunity of inserting a job in any possible position are the strength of NEH heuristic which known as the best heuristic in solving the permutation flowshop problem with objective of makespan minimization. Thus, in this paper, the initial sequence was arranged in best arrangement based on the result of machine dominant identification so that the final solution will have the best answer.

- In cases of machine 1 dominant (M1), the processing time of jobs for machine 1 was used (M1).
- In cases of machine 2 dominant (M2), the processing time of jobs for machines 1 and 2 was sum up (M1+M2).
- In cases of machine 3 dominant (M3), the processing time of jobs for machines 3 and 4 was sum up (M3+M4).
- In cases of machine 4 dominant (M4), the processing time of jobs for machine 4 was used (M4).

From the observation, in building an initial sequence for all dominant machine, it was found that for M1 dominant, the machine criticality is depending on the processing time at machine 1. For M2 dominance, the machine criticalities are on the machine 1 and 2, thus the processing time for both machines was summed up. Next, for M3 dominance, the processing time for the second last and the last machine was considered while for M4 dominance, the processing time of last machine is the most critical. The sequence guide is the job with highest processing time must be processed first and then proceed with the job with second highest processing time and continue with the next job until the last job with lowest processing time. A job with highest processing time must be processed first so that there are not much idle time towards the end of the overall sequence.

The generalization sequences of this heuristic can be described as follows:

Input:
Suppose a standard permutation flowshop problem with $i = 1, \ldots, m$ machines, $j = 1, \ldots, n$ jobs, processing time $P_{ij}$ and the objective function is makespan minimization, $C_{max}$.

Step 1: Sort the $n$ jobs according to descending sums of processing time depending on the machine domination cases.

Step 2: The initial sequences arrangement are depending on the job sorting in Step 1. The first place was filled by a job with largest sum of processing time, $\text{Max } \Sigma P_{ij}$ followed by the second largest sum of processing time and so on until the last place, the sixth place was filled with the lowest sum of processing time, $\text{Min } \Sigma P_{ij}$.

Step 3: Then, take the first two jobs from the job arrangement in Step 2 and schedule their start-stop time. Reverse the position of jobs. Determine the first partial sequences with the lowest objective function, $C_{max}$.

Step 4: Next, for the $k$th job, $k = 3, \ldots, n$, insert the job into the place, among the position 1, 2, $\ldots$, $k$ job of partial sequences, while keeping the relative sequence of partial sequence. Choose the best sequences out of $k$ sequences as partial sequence for the next iteration.

3. Results and Discussion

This section discussed the result of the BNB heuristic performance through comparison with the optimum answer and also the NEH heuristic. A test on heuristic validation was also explained in this section. This paper performed the experiment using the problem size of four-machines and six-jobs. There are 4 potential machines dominance in this paper and the processing time are randomly generated using uniform distribution for 100 set of test problems with 10 replications.
3.1 Heuristic Performance
Table 1 summarizes the factors used to define the experimental condition: number of machines, number of jobs, number of bottleneck machine, variation of job processing time, number of test problems and number of replications. At the stage of bottleneck identification, the result shows that the machine dominance 1, M1= 35 data set, machine dominance 2, M2= 19 data set, machine dominance 3, M3= 27 data set, machine dominance 4, M4= 19 data set. The result was shown in Table 2.

| Experiment Condition | Levels |
|----------------------|--------|
| Number of machines   | 4      |
| Number of jobs       | 6      |
| Number of bottleneck machine | 4 |
| Variation of job processing time | [1,40] (low, high) |
| Number of test problems | 100 |
| Number of replications | 10 |

Table 2. Machine Domination.

| Machine Dominance | Number of data set |
|-------------------|--------------------|
| M1                | 35                 |
| M2                | 19                 |
| M3                | 27                 |
| M4                | 19                 |

In this paper, in order to evaluate the effectiveness of this proposed bottleneck-based (BNB) heuristic, the simulated result was compared with the optimum answer based on the average percentage error (Avg), standard deviation (Std) and the number of optimum solution obtained (Best). The optimum makespan was recorded from the complete 720 iterations. The error for each heuristic solution is defined as 100[(Heuristic - Best) / Best]. The average error is then computed for each dominant group and this is summarized in Table 3. The evaluations of BNB heuristic have been made against NEH heuristic. The different of BNB against NEH heuristic is defined as 100[(BNB – NEH) / NEH] and was classified based on the dominant group, the results was tabulated in Table 4.

| Machine Dominance | Avg error (%) | Std   | Best solution obtained | Optimum result (%) |
|-------------------|---------------|-------|------------------------|--------------------|
| M1                | 1.09          | 0.0196| 21                     | 60.00              |
| M2                | 1.13          | 0.0194| 12                     | 63.16              |
| M3                | 0.85          | 0.0190| 21                     | 77.78              |
| M4                | 0.32          | 0.0062| 13                     | 68.42              |
Table 4. Evaluation of BNB heuristic against NEH heuristic.

| Machine Dominance | BNB VS NEH | Average difference BNB/NEH (%) |
|-------------------|------------|-------------------------------|
|                   | WIN  | TIE  | LOSE |                   |
| M1                | 11   | 20   | 4    | -0.48             |
| M2                | 3    | 13   | 3    | -0.20             |
| M3                | 4    | 22   | 1    | -0.19             |
| M4                | 5    | 13   | 1    | -0.45             |

From the result Table 3, the average percentage errors and the standard deviation for BNB heuristic against the optimum makespan are quite small since the BNB completion times are very close to optimum result. It clearly showed that the number of best solutions obtained by BNB heuristic are impressive. Machine dominance 1 (M1) achieved 21 best solutions from 35 solutions, M2 achieved 12 best solutions from 19 solutions while M3 achieved 21 best solutions from 27 solutions and lastly M4 achieved 13 best solutions from 19 solutions. As expected, the optimum result showed that the proposed heuristic is performing well since it achieved 60% and more of optimum answer.

Table 4 shows the evaluation of performance of BNB heuristic against NEH heuristic. Since the BNB heuristic achieved good results against the optimum solution, it is expected that this heuristic can compete with existing heuristic, NEH heuristic. From the result of BNB heuristic against NEH heuristic, machine dominance M1 produced 11 better makespan (11 wins), 4 worse makespan (4 lose) and 20 equal makespan (20 tie) compared to the NEH. M2 produced 3 wins, 3 lose and 13 ties makespan result against the NEH. For M3 and M4, the results are as shown in Table 4. Overall, it was found that BNB heuristic have gained 67 number of optimum solutions compared to NEH heuristic which only gained 58 number of optimum solutions. The average different of BNB heuristic against NEH heuristic shows the negative value because the solution produce by BNB is better than the NEH solution for each of the machine dominance. So, the table clearly shows that BNB heuristic performs better than the NEH heuristic.

3.2 Heuristic Validation

In order to validate the heuristic performance, a test on 10 replications of 100 set of random data was carried out. The performance of both heuristic, BNB heuristic and NEH heuristic was measured based on the best solution obtained (Best) and also the average percentage error (Avg). The results are shown in Table 5.

Table 5. BNB heuristic against NEH heuristic performance.

| Replication Set of Random Data | Best solution obtained | Average Error (%) |
|-------------------------------|------------------------|-------------------|
|                               | BNB | NEH  | BNB VS OPT | NEH VS OPT |
| 1                             | 67  | 58   | 1.00       | 1.35        |
| 2                             | 64  | 62   | 1.02       | 0.77        |
| 3                             | 65  | 73   | 1.05       | 0.82        |
| 4                             | 65  | 64   | 0.98       | 0.93        |
| 5                             | 62  | 62   | 0.94       | 0.94        |
| 6                             | 61  | 68   | 0.95       | 0.88        |
| 7                             | 67  | 63   | 0.88       | 1.00        |
| 8                             | 61  | 60   | 1.13       | 0.96        |
| 9                             | 65  | 68   | 1.09       | 0.76        |
| 10                            | 67  | 64   | 0.98       | 0.89        |

From the result in Table 5, the best solution obtained by the BNB heuristic is much better than the NEH heuristic. BNB heuristic achieved more best solution in 6 set of replication, loss best solution
in 3 set of replication and tied in 1 set of replication. BNB heuristic produces an answer more than 60 best solution compared to the NEH. Even though the BNB heuristic obtained more best solution than NEH, however, from the overall result of average percentage error, the result shows that NEH heuristic perform a little better in producing a good solution close to optimal answer. From the observation, it was found that BNB heuristic still can be improved to produce an answer near to the optimal answer since the job arrangement are not effective to a certain sets of data where it resulted into large completion time.

4. Conclusion
This paper addresses the permutation flowshop scheduling problem with the objective of makespan minimization. Many researches and heuristics have been proposed to compete with the existing heuristic. This paper proposes a heuristic for a small size flowshop problem which the performance of the heuristic is depending on the quality of initial sequence. The problems set are first being classified into specific number of bottleneck-based machines. This paper applied the NEH insertion technique since NEH heuristic are the most famous heuristic in solving permutation problem objective function. From the results that have been shown in the previous section, bottleneck-based (BNB) achieved 60 % and more of optimum solution and heuristic validation result achieved more best solution of 6 sets out of 10 sets replication. Overall, it can be concluded that the proposed BNB heuristic performs better than the NEH heuristic.
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