Proof of the zeroth law of turbulence in one-dimensional compressible magnetohydrodynamics and shock heating
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The zeroth law is one of the oldest conjectures in turbulence that is still unproven. Here, we consider weak solutions of one-dimensional compressible magnetohydrodynamics and demonstrate that the lack of smoothness of the fields introduces a new dissipative term, named inertial dissipation, into the expression of energy conservation that is neither viscous nor resistive in nature. We propose exact solutions assuming that the kinematic viscosity and the magnetic diffusivity are equal, and we demonstrate that the associated inertial dissipation is positive and equal on average to the mean viscous dissipation rate in the limit of small viscosity, proving the conjecture of the zeroth law of turbulence and the existence of an anomalous dissipation. As an illustration, we evaluate the shock heating produced by discontinuities detected by Voyager in the solar wind around 5 AU. We deduce a heating rate of $\sim 10^{-18} \text{Jm}^{-3} \text{s}^{-1}$, which is significantly higher than the value obtained from the turbulent fluctuations. This suggests that collisionless shocks can be a dominant source of heating in the outer solar wind.

I. INTRODUCTION

One of the oldest problems in turbulence is the so-called zeroth law which states that if in a turbulent flow experiment all control parameters are fixed except viscosity, which is lowered as much as possible, the mean energy dissipation per unit mass tends towards a non-vanishing limit independent of viscosity (Onsager’s conjecture) \cite{1-3}. For magnetohydrodynamic (MHD) fluids, this law is mathematically translated as follows

$$\lim_{\nu, \eta \to 0^+} \frac{dE}{dt} = -\varepsilon < 0,$$  \hspace{1cm} (1)

where $E$ is the mean total energy, $\nu$ the viscosity, $\eta$ the magnetic diffusivity and $\varepsilon$ the mean rate of total energy dissipation (per unit mass) \cite{5}. The conjecture \cite{1} has been relatively well verified with 3D direct numerical simulations in isotropic \cite{6} and non-isotropic \cite{7} MHD cases. The zeroth law is fundamental because it is a basic assumption made to derive exact laws in hydrodynamics \cite{8-10}, MHD \cite{11-13} or Hall MHD \cite{14-16} turbulence.

Space plasmas (solar wind, Earth’s magnetosheath) are often in a regime of fully developed turbulence. For the solar wind, a question remains open: knowing that it can be considered as an expanding isolated system, the evolution of its temperature $T$ with the heliocentric distance $r$ should be close to an adiabatic law with $T(r) \sim r^{-4/3}$. However, in situ measurements reveal that the solar wind is warmer than expected with a slow decrease in temperature (close to $T(r) \sim r^{-1/2}$ for $r < 10$ AU), reflecting the presence of a local heating \cite{20-22}. On the other hand, the extremely high (magnetic) Reynolds numbers ($\geq 10^{10}$) make turbulence a potential candidate to explain the presence of an efficient heating fed by turbulence. This question has motivated many studies to estimate space plasma heating by in situ measurements of $\varepsilon$ \cite{23,24}.

The measurement of $\varepsilon$ in space plasmas is performed using exact laws that implicitly assume statistical homogeneity (which means stationary time interval with the Taylor hypothesis). However, the velocity and magnetic field fluctuations are not always statistically homogeneous: in \cite{25} (see Fig. 17) it is shown that the presence of discontinuities breaks this property, which eventually distorts the estimate of $\varepsilon$ and then makes the use of exact laws less reliable. This effect can be removed by selecting intervals free of discontinuities. This ’filtering’ (or selection of intervals) is often done for this type of study, but it is not always explicitly mentioned. The use of a local (i.e. non-statistical) approach allows us to estimate the energy dissipation rate by freeing ourselves from the assumption of statistical homogeneity \cite{26}. The local approach assumes that the fields are distributions (generalized functions) and may, therefore, present discontinuities. Solving fluid equations under this assumption is mathematically equivalent to searching for so-called weak solutions \cite{25}. Coming back to the solar wind, the presence of discontinuities in the data is well-known in particular at 2–10 AU \cite{26,27}, which reinforces the interest to develop a local approach and to understand the ins and outs, especially since in hydrodynamics \cite{34,38} and MHD \cite{32} it has been shown that the local approach introduces a new type of dissipation called inertial due to the lack of smoothness of the fields.

Burgers’ equation is often used as a one-dimensional (1D) model of turbulence because, in appearance, it has much in common with the three-dimensional (3D) Navier-Stokes equations \cite{40}. In particular, it can be used to analytically probe the essence of turbulence \cite{2}. An equivalent for MHD fluids has been proposed by Yanase \cite{41} (see also the ad-hoc model proposed by Thomas \cite{42}) which conserves both the total energy and a quantity similar to the cross-helicity. 1D MHD models are often used to investigate astrophysical problems like the
turbulent dynamo, i.e. the growth of an initially weak magnetic field, within planets and stars [22], the solar coronal heating in magnetic loops [33] or in coronal holes with a heating produced by shocks [34].

In this article, we derive analytical properties (inertial dissipation, exact solutions and mean dissipation rates) of the Yanase equations from which we prove the zeroth law of turbulence (sections 2, 3, 4 and 5). In section 6, as an illustration we study the outer solar wind around 5 AU where sawtooth and battlefront structures are observed. The expression of the inertial dissipation provides a simple formula that is used to estimate for the first time the heating produced by such collisionless shocks. A conclusion is given in the last section.

II. YANASE’S EQUATIONS

We start from the 3D compressible MHD equations (with $\nabla \cdot B = 0$)

$$\partial_t \rho + \nabla \cdot (\rho \mathbf{u}) = 0,$$

$$\rho (\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u}) = -\nabla P + \frac{1}{\mu_0} (\nabla \times B) \times B + \mathbf{d}_\rho,$$ (3)

$$\partial_t B = \nabla \times (\mathbf{u} \times B) + \mathbf{d}_B,$$ (4)

where $\rho$ is the mass density, $\mathbf{u}$ the velocity, $B$ the magnetic field, $P$ the pressure, $\mu_0$ the magnetic permeability of the vacuum, $\mathbf{d}_\rho = \nu \nabla^2 \mathbf{u} + (\nu/3) \nabla (\nabla \cdot \mathbf{u})$ and $\mathbf{d}_B = \eta \nabla \times \mathbf{B}$ are the dissipative terms, $\nu$ the dynamic viscosity and $\eta$ the magnetic diffusivity. Yanase reduces this system by making the following assumptions: $\mathbf{u}$ and $B$ depend only on the 1D space variable $x$ and time $t$ such that $\mathbf{u}(x,t) = u(x,t)e_x$ and $B(x,t) = B_y(x,t)e_y + B_z(x,t)e_z$. The pressure term is neglected compared to the magnetic pressure (small $\beta$ limit); the density $\rho$ is put constant and equal to $\rho_0$ in the equations for the velocity and magnetic fields. All this leads to the Yanase equations

$$\partial_t u + u \partial_x u + b_y \partial_x b_y + b_z \partial_x b_z = \nu \partial_{xx} u,$$ (5)

$$\partial_t b_y + u \partial_x b_y + b_y \partial_x u = \eta \partial_{xx} b_y,$$ (6)

$$\partial_t b_z + u \partial_x b_z + b_z \partial_x u = \eta \partial_{xx} b_z,$$ (7)

where by definition $b_j \equiv B_j / \sqrt{\beta_0 \rho_0}$ with $j = y, z$ and $\nu \equiv 4\nu / (3\beta_0)$. It is straightforward to show that the total energy, $E = (u^2 + b_y^2 + b_z^2)/2$, and the modified cross-helicity, $\mathbf{u} \cdot \partial \mathbf{B}$ with $\mathbf{B}$ the magnetic field modulus, are conserved when $\nu = \eta = 0$. Although this 1D system mimics the compressible MHD equations with two similar invariants [3], it is generally not fully consistent with it because of the assumption of constant density (in space and time), which leads necessarily to a constant velocity $u$. There is, however, one exception to this (considered in this article): when the velocity derivative is constant in space, the mass density will remain constant in space (but not in time) if it is initially so.

III. INERTIAL DISSIPATION

In the classical picture of turbulence the fields $u, b_y$ and $b_z$ are assumed to remain smooth at all scales. If it is not the case, one needs to regularize Eqs. (5)-(7). To do this, we introduce $\varphi$ an infinitely differentiable function with compact support on $\mathbb{R}$, even, non-negative with integral 1 [34]. We also define $\varphi' (\xi) \equiv \varphi (\xi/\ell) / \ell$, where $\xi \in \mathbb{R}$ and $\ell \in \mathbb{R}^+$. Denoting $u^e = \varphi' * u$, $b_y^e = \varphi' * b_y$ and $b_z^e = \varphi' * b_z$, one obtains (we consider a periodic domain)

$$\partial_t u^e + \partial_x \left[ (u^e)^2 + \frac{b_y^e + b_z^e}{2} \right] = 0,$$ (8)

$$\partial_t b_y^e + \partial_x \left( b_y^e - \eta \partial_x b_y^e \right) = 0,$$ (9)

$$\partial_t b_z^e + \partial_x \left( b_z^e - \eta \partial_x b_z^e \right) = 0,$$ (10)

from which we can deduce

$$\partial_t \left( \frac{u^e + b_y^e + b_z^e}{2} \right) + \frac{u^e}{4} \partial_x (u^2 + b_y^2 + b_z^2)$$

$$+ \frac{b_y}{4} \partial_x (u b_y) + \frac{b_z}{4} \partial_x (u b_z) + \frac{\eta b_y \partial_x (u b_y)}{2} + \frac{\eta b_z \partial_x (u b_z)}{2} = -D_{\nu,\eta}^e,$$ (11)

where by definition

$$D_{\nu,\eta}^e \equiv \nu \left( \partial_x u \right) \left( \partial_x u^e \right) + \eta \sum_j \left( \partial_x b_j \right) \left( \partial_x b_j^e \right)$$ (12)

is the viscous/resistive dissipative term. The third-order structure functions are introduced in the following manner

$$D_{\nu,\eta}^e \equiv \frac{1}{12} \int \frac{d \varphi' \ell}{d \xi} \left[ (\delta u)^3 + 3 \left( (\delta b_y)^2 + (\delta b_z)^2 \right) \delta u \right] \delta \xi,$$ (13)

where $\delta u \equiv u(x + \xi) - u(x)$, $\delta b_y \equiv b_y(x + \xi) - b_y(x)$ and $\delta b_z \equiv b_z(x + \xi) - b_z(x)$. After an integration by parts and development, one finds

$$D_{\nu,\eta}^e \equiv -\frac{1}{12} \left[ \partial_x (u^3 \ell) - 3u \partial_x (u^2 b_y^2 + b_z^2) \right]$$

$$+ 3 \left( u^2 b_y^2 + b_z^2 \right) \partial_x (u^e \ell) + 6u (b_y \partial_x b_y^e + b_z \partial_x b_z^e)$$

$$+ \frac{\eta b_y \partial_x (u b_y)}{2} + \frac{\eta b_z \partial_x (u b_z)}{2}.$$ (14)

Introducing the previous expression into the local expression of energy conservation (11) leads to the point-splitting energy conservation equation

$$\partial_t \left( \frac{u^e + b_y^e + b_z^e}{2} \right) + \partial_x \left[ \frac{(u^e)^2 + b_y^e + b_z^e}{2} \right] = 0,$$ (15)

$$+ \frac{b_y^e \partial_x (u b_y)}{4} + \frac{b_z^e \partial_x (u b_z)}{4} + \frac{b_y \partial_x b_y^e + b_z \partial_x b_z^e}{2}$$

$$- \nu \partial_{xx} (u^e) - \eta \partial_{xx} (b_y^e + b_z^e) = -D_{\nu,\eta}^e.$$ (16)
The limit $\ell \to 0$ leads to the first main result
\begin{equation}
\partial_t E + \partial_x \Pi = -\mathcal{D}_I - \mathcal{D}_{\nu,\eta},
\end{equation}
with
\begin{align}
\Pi &= \frac{u^3}{3} + ub^2 - \partial_x \left( \nu u^2 + \eta b^2 \right), \\
\mathcal{D}_I &= \lim_{\ell \to 0} \mathcal{D}'_I, \\
\mathcal{D}_{\nu,\eta} &= \nu (\partial_x u)^2 + \eta \sum_j (\partial_x b_j)^2,
\end{align}
where $\Pi$ is the energy flux. Expression (15) is particularly relevant in the inviscid/ideal limit, i.e. when $\nu = \eta = 0$.
In this case, there is still a channel to dissipate energy through the inertial dissipation $\mathcal{D}_I$. This dissipation happens because of the lack of smoothness of the fields. On the contrary if the fields are regular enough, by using a Taylor expansion it is straightforward to show that $\mathcal{D}_I \to 0$ when $\ell \to 0$. Finally, note that we recover the well-known result on Burgers’ equation when $b=0$.

IV. ANALYTICAL SOLUTIONS

Let us define the $u(x,t)$ and the magnetic field components $b_{y,\pm}(x,t)$ and $b_{z,\pm}(x,t)$ in the interval $x \in [-L,+L]$, with $L \in \mathbb{R}_+$ and $t \in \mathbb{R}_+$. If the dissipative coefficients $\nu = \eta \in \mathbb{R}_+$, then the Yanase equations admit the following (not necessarily unique) analytical solutions
\begin{align}
u u(t) = \frac{\sqrt{3} L}{t} \tanh \left( \frac{\sqrt{3} L t}{\nu} \right), \\
b_{y,\pm}(x,t) &= \pm b_{y,0} L \tanh \left( \frac{\sqrt{3} L t}{\nu} \right), \\
b_{z,\pm}(x,t) &= \pm b_{z,0} L \tanh \left( \frac{\sqrt{3} L t}{\nu} \right),\end{align}
where by definition
\begin{equation}
b_{y,0} = \frac{1}{\sqrt{1+c^2}}, \quad b_{z,0} = \frac{c}{\sqrt{1+c^2}},
\end{equation}
and $c \in \mathbb{R}$ is a constant. In the limit $\nu \to 0^+$, the solutions (19)–(21) tend to the following inviscid profiles corresponding to discontinuities
\begin{align}
u u(t) \xrightarrow{\nu \to 0^+} \begin{cases} (x+L)/t, & \text{if } x < 0 \\ (x-L)/t, & \text{if } x > 0 \end{cases}, \\
b_{y,\pm}(x,t) \xrightarrow{\nu \to 0^+} \begin{cases} b_{y,0} L/t, & \text{if } x < 0 \\ -b_{y,0} L/t, & \text{if } x > 0 \end{cases}, \\
b_{z,\pm}(x,t) \xrightarrow{\nu \to 0^+} \begin{cases} b_{z,0} L/t, & \text{if } x < 0 \\ -b_{z,0} L/t, & \text{if } x > 0 \end{cases}.
\end{align}

These are stationary shocks of amplitude $\Delta = 2L/t$ for the velocity, $\Delta_y = b_{y,0} \Delta$ for the $y$-component and $\Delta_z = b_{z,0} \Delta$ for the $z$-component of the magnetic field, localized at point $x = 0$ for all time (see Fig. 1). These inviscid solutions are the MHD version of the Khokhlov sawtooth solution for Burgers’ equation.

It is interesting to note that the analytical solutions (23)–(25) are fully consistent with the 3D compressible MHD equations since the velocity derivative is constant in space. Indeed, from the Yanase equations completed with the density equation (so far left out of our 1D model), it is possible to find, in the inviscid limit, an exact solution for the mass density, which remains constant (in a given interval) in space but evolves in time as
\begin{equation}
\rho(x,t) = \frac{1}{L} \left( C_+ H(x) + C_- H(-x) \right),
\end{equation}
where $H$ is the Heaviside function and $C_{\pm} \in \mathbb{R}_+$.

A direct numerical simulation of Eqs. (5)–(7) was performed to check if (and how) the analytical solutions (19)–(21) are generated. We use a space resolution of 8192 grid points and $-L \leq x \leq L$, with $L = 1$. A centered Euler numerical scheme was implemented for both equations with periodic boundary conditions. The initial conditions correspond to plane waves and are

FIG. 1. Analytical solutions $u$ (top), $b_{y,+}$ (middle) and $b_{z,+}$ (bottom) at $t = 1$, for $\nu = 0$, 0.01 and 0.1 (solid, dash-dot and dash black lines, respectively), in a domain of size $2L = 2$. We take $c = 2$ and thus the amplitude of the shocks are $\Delta = 2$, $\Delta_y = 2/\sqrt{3}$ and $\Delta_z = 4/\sqrt{3}$. Superimposed: direct numerical solution of Yanase’s equations with the time evolution (from blue to red) of the velocity (top) and the magnetic field components (middle and bottom).
V. MEAN DISSIPATION RATES

We shall compute the mean rate of energy dissipation. From the analytical solutions \((19) - (21)\), one can find the mean rate of viscous dissipation \(\varepsilon \equiv \langle D_{\nu,\nu} (x,t) \rangle\), where \(\langle \rangle\) is taken as the space average (i.e. \(\langle f \rangle = (2L)^{-1} \int_{-L}^{L} f(x)dx\)). In the limit of small viscosity, a simple calculation gives

\[
\lim_{\nu \to 0^+} \varepsilon = \lim_{\nu \to 0^+} \frac{\nu}{2L} \int_{-L}^{+L} \left( \left[ \frac{1}{\ell} - \frac{L^2}{\nu^3} \text{sech}^2 \left( \frac{xL}{\nu \ell} \right) \right]^2 + (b_{y,0}^2 + b_{z,0}^2) \frac{L^4}{\nu^2} \text{sech}^4 \left( \frac{xL}{\nu \ell} \right) \right) dx.
\]

At the main order, one finds

\[
\lim_{\nu \to 0} \varepsilon = \lim_{\nu \to 0} \frac{L^3}{\nu^3} \int_{-L}^{+L} \text{sech}^4 \left( \frac{xL}{\nu \ell} \right) dx = \frac{\Delta^3}{6L}, \quad (27)
\]

which is positive and independent of \(\nu\). Taking now the inviscid/ideal solutions \((23) - (25)\), one finds for the variation of total energy \(dE/dt = -\Delta^3/(6L)\), which is compatible with expression \((27)\). However, when \(\nu = \eta = 0\) the only way to dissipate energy is through the mean inertial dissipation \(\langle D_I \rangle\). In the inviscid/ideal case, one has (with expressions \((23) - (25)\)),

\[
\langle D_I \rangle = \lim_{\ell \to 0} D_I^\ell = \frac{\Delta^3}{3} \delta(x), \quad (28)
\]

hence we find the exact relation

\[
\langle D_I \rangle = \frac{1}{2L} \int_{-L}^{+L} \delta(x) \left[ 1 + 3 \left( b_{y,0}^2 + b_{z,0}^2 \right) \right] \frac{\Delta^3}{dx} = \frac{\Delta^3}{6L},
\]

which is equal to \(\varepsilon\) in the limit of small viscosity. Therefore, the viscous dissipation can be substituted exactly by the inertial (or anomalous) dissipation in absence of viscosity. In other words, the loss of energy in Yanase’s equations is then produced by the loss of regularity of the velocity and magnetic field. These results prove the zeroth law of turbulence in this particular case. Note that shocks are often considered as a part of the structures produced by turbulence (for Burgers’ equation see [40]).

In addition to fluctuations, as one can see in supersonic hydrodynamic turbulence (see e.g. [13]). Therefore, the zeroth law of turbulence can be applied to 1D equations too, which are characterized by shock steepening. The particularity of our approach is that the computation of the inertial dissipation does not require a statistical treatment and can be applied to a single nonlinear event.

The discrepancy between the viscous \((19) - (21)\) and the inviscid \((23) - (25)\) solutions can be investigated numerically with expression \((13)\). The latter is computed with a continuous 1D wavelet transform based on FFT (MATLAB package provided by the toolbox YAWTB) and a normalized Gaussian function is chosen for \(\varphi\). Simulations are made on a spatial domain of size \(2L = 2\) with spatial increment \(dx = 10^{-3}\). The term \(D_I^\ell\) is computed over the entire simulation domain for \(10^2\) values of \(\ell \in [1, 10^2]dx\). Fig. 2 (left) shows the evolution of the inertial dissipation as a function of two parameters: the position in the simulation domain (x-axis) and the width (or scale) of \(\varphi\) (y-axis). Both the inviscid (top) and viscous (bottom) solutions lead to a map where the intensity of \(D_I^\ell\) is relatively low far from the shock (localized at \(x = 0\)). It becomes relatively high close to \(x = 0\) with, however, a difference between the two types of solution: while the inviscid solution continues to increase and forms a true singularity, the viscous one converges to zero at small \(\ell\), meaning that it is a quasi-singularity. Therefore, this map tells us at first glance what kind of solution leads to a non-zero inertial dissipation.

A more precise analysis can be done by observing how \(D_I^\ell\) evolves with \(\ell\). Fig. 2 (top right) shows this (normal-
VI. SHOCKS IN THE SOLAR WIND

For $r > 10$ AU cosmic particles are the main source of heating of the solar wind \cite{47, 48}, while for $r < 2$ AU turbulent fluctuations are omnipresent. On the other hand, at 2–10 AU collisionless shocks have been clearly detected by Voyager 1 & 2 \cite{36, 37} (relatively weak fields fluctuations are also present with possibly a non-trivial dynamics \cite{49}). Although these events are known for years and believed to have a strong impact on the local heating \cite{20}, to the best of our knowledge, so far no theory with an exact, concise and directly applicable formula for estimating the heating rate has been proposed. As we can see on Fig. 3, the velocity profile shows shocks on which turbulent fluctuations are superposed. For the magnetic field and density we also observe large scale structures as well as fluctuations. The study of these fluctuations has already been done by \cite{47} to deduce the turbulent heating. Here, we only consider the large scale variations of the fields where the fluctuations are filtered. Our theory may be applied precisely in this region where the radial direction is identified with the x-direction. Then, $u$ is the main component of the velocity: we have verified in the data that the perpendicular (to the radial direction) components of the velocity are at most equal to 5% (in modulus) of the radial component. Knowing that Parker’s spiral angle is close to 80° at 5 AU, the transverse (to the radial direction) components of the magnetic field are dominant and $B_z$ can be neglected. We use the shock profiles \cite{23, 26} which are exact solutions of the 1D compressible MHD equations (Yanase’s equations completed by the density equation). Although limited, it is believed that this 1D MHD approach can provide an estimate of the shock heating in the outer solar wind. The hypothesis that the dissipation finds its origin in the lack of regularity of the fields is a useful mathematical model for obtaining predictions, but in reality dissipation is physically produced by kinetic effects at sub-MHD scales. Therefore, the heating rate found must be seen as an approximation of the actual dissipation.

In Fig. 3 an example of such shocks (one can easily verify that these are not contact discontinuities for which only the mass density varies, nor rotational discontinuities for which $|B|$ does not vary \cite{5}) is reported and fitted with a sawtooth velocity (in modulus), a crenellated magnetic field (in modulus) and density. The magnetic field data and plasma moments (density, velocity, temperature) were measured respectively by the Flux Gate Magnetometer (MAG) and the Plasma Spectrometer (PLS) onboard Voyager 2. Data have between 48 s and 96 s time resolution \cite{50}. A moving median window of length 5 points is used to fill small data gaps. The remaining gaps are filled by linear interpolation. After using the Taylor hypothesis ($t = -x/U_{SW}$, with $U_{SW}$ the solar wind velocity), the velocity antishocks can be interpreted as a succession of shocks. Therefore, the profiles of the basic fields ($|u|, |B|, n_i$) are roughly compatible with the

![FIG. 3. From top to bottom: modulus of the proton velocity and magnetic field, the proton density, proton plasma beta, proton temperature and time/scale diagram of the normalized local inertial dissipation (vertical dashed lines delimit the area studied in Fig. 4). Data measured by Voyager 2 into the solar wind from May 5 to June 20, 1979 at ~ 5.1 AU. Theoretical fits (thick grey lines) are superposed to emphasize the sawtooth and crenellated nature of the basic fields.](image-url)
inviscid solutions (with possibly the absolute value and a normalisation for the magnetic field) discussed above. The 1D MHD model assumes a small plasma beta, a condition satisfied with a (proton) $\beta_i = 2 \mu_0 n_i k_B T_i / B^2$ ($k_B$ the Boltzmann constant) usually smaller than 1 (see also \[48\]) except on some shock locations (which shows the limitation of our model). The ion temperature reveals very often the presence of large peaks at the discontinuities (e.g. May 19, May 24 or June 10), but it is not systematically the case. A possible explanation is that the energy from the shock may be converted into another form than heating (e.g. radiation), hence a possible slight overestimation of the heating. Note that we are in the same situation as for the estimation of the heating rate from the turbulent fluctuations at MHD scales for which it is implicitly assumed that $\varepsilon$ is entirely converted into plasma heating. The other smaller peaks observed at any time may be the consequence of a turbulent heating. Finally, the time/scale diagram ($\tau$ is used instead of $\ell$) of the normalized local inertial dissipation reveals the position of the main discontinuities which are characterized by a scaling $D_l \sim 1/\tau$ (see Fig. 4). It is actually from this signal we were able to define (most of) the positions of the singularities in the basic fields (thick grey lines). We see that the heating coincides well with peaks in temperature.

It is straightforward to deduce the heating rate produced by such discontinuities. For the velocity, we find a typical amplitude $\Delta \simeq 10^3 \text{m/s}$ and a duration $\tau \simeq 5$ days which is consistent with the integral scale of the $f^{-2}$ spectra measured in this region \[51\] \[52\]. With $U_{SW} \simeq 4.5 \times 10^5 \text{m/s}$, we obtain $L = \tau U_{SW} \simeq 10^3 \text{m}$. The mass density being $n_i \simeq 10^5 \text{m}^{-3}$, we eventually obtain the mean rate of energy dissipation (or heating rate)

$$\rho \langle D_l \rangle = \frac{1}{6} \frac{\rho \Delta^3}{L} \sim 10^{-18} \text{J m}^{-3} \text{s}^{-1}. \quad (29)$$

We can easily verify that the amplitude and duration of the magnetic events (after normalization) are approximately the same, confirming the relevance of our MHD solutions.

Expression (29) is used to evaluate the local heating produced by a compressible shock localized at $t_\star$, which is the center of the time interval of 10 days (from June 5 to June 15) defined with the two vertical dashed lines in Fig. 2. First, the presence of a shock at $t_\star$ is clearly confirmed in Fig. 2 (top) with a clear scaling $\rho D_l \sim 1/\tau$. Then, the local heating can be directly deduced from the inertial dissipation averaged over this time interval of 10 days centered around $t_\star$ (bottom). Within the limit of small $\tau$, a value $\langle \rho D_l \rangle \simeq 3 \times 10^{-18} \text{J m}^{-3} \text{s}^{-1}$ is obtained, which confirms the previous evaluation. Note that the overall behavior found here should be compared to Fig. 2 (right). The heating rate found is smaller than that commonly obtained at 1 AU from turbulent fluctuations, with $\rho \varepsilon > 10^{-17} \text{J m}^{-3} \text{s}^{-1}$ \[24\] \[32\]. However, the value (29) is more than one order of magnitude larger than the values recently reported from the turbulent fluctuations at the same heliocentric distance \[47\]. This suggests that in the outer solar wind, discontinuities, if they exist, can be the main source of local heating.

VII. CONCLUSION

Understanding the mechanisms of dissipation in collisionless plasmas remains a subject of great importance in space physics, astrophysics, and laboratory plasmas. Although plasma heating involves kinetic effects at sub-ion scales, it has been increasingly recognized in recent years that the exact laws of turbulence in MHD provide a means of estimating the mean rate of heating through the measure of the mean rate of energy transfer \[23\] \[32\]. The basic assumption is that the MHD energy transfer is mainly converted into small-scale heating. For space plasmas, this method has been used in homogeneous regions (solar wind and Earth’s magnetosheath) where turbulent fluctuations are dominant. However, in presence of collisionless shocks, the assumption of statistical homogeneity is broken and the exact laws of turbulence become unusable \[39\].

In this article, we propose a new method to estimate the mean rate of heating produced by shocks. Note that the problem of shock heating has already been studied in the context of coronal heating in a superradially open flux tube, but for which the 1D MHD equations are different and no analytical prediction have been made \[43\]. As with the exact laws of turbulence, the estimate made here from MHD must be seen as an approximation of the actual heating. In the case of collisional plasmas like the solar wind, the non-regularity assumed for the basic fields is certainly broken at sub-MHD scales where in particular kinetic effects drive the plasma heating. An application to the solar wind of the 1D MHD solutions, which are by nature intrinsically limited, reveals that this heating is much higher than the values obtained from turbulent fluctuations at the same heliocentric distance \[47\], sug-
suggesting that collisionless shocks can be a dominant source of heating in the outer solar wind. Given the importance of collisionless shocks in astrophysics and laboratory plasmas [34], it is believed that our study may be useful in a number of other situations.

The zeroth law of turbulence is one of the oldest conjectures in turbulence that is still unproven in general. The system considered in this article provides an example where this law can be proven. This reinforces Onsager’s conjecture [1] who assumed that the lack of smoothness could be the cause of the energy dissipation in the limit of infinite Reynolds numbers. Our result is encouraging but the gap for a complete demonstration at the level of 3D Navier-Stokes equations remains immense.
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