Abstract—Constraint handling during tracking operations is at the core of many real-world control implementations and is well understood when dynamic models of the underlying system exist, yet becomes more challenging when data-driven models are used to describe the nonlinear system at hand. We seek to combine the nonlinear modeling capabilities of a wide class of neural networks with the constraint-handling guarantees of model predictive control (MPC) in a rigorous and online computationally tractable framework. The class of networks considered can be captured using Koopman operators, and are integrated into a Koopman-based tracking MPC (KTMPC) for nonlinear systems to track piecewise constant references. The eﬀect of model mismatch between original nonlinear dynamics and its trained Koopman linear model is handled by using a constraint tightening approach in the proposed tracking MPC strategy. By choosing two Lyapunov functions, we prove that solution is recursively feasible and input-to-state stable to a neighborhood of both online and oﬄine optimal reachable steady outputs in the presence of bounded modeling errors under mild assumptions. Finally, we demonstrate the results on a numerical example, before applying the proposed approach to the problem of reference tracking by an autonomous ground vehicle.
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I. INTRODUCTION

W ith the advent of wide scale data collection across increasing application domains, the prospect of data-driven techniques for nonlinear system identiﬁcation has fast become a reality. At the forefront of this development, neural networks have shown great promise in capturing key features of dynamic system evolution, notably on the back of universal approximation-like properties [1].

With a background in inﬁnite-dimensional system identiﬁcation, the Koopman operator [2] has been attracting attention as a modeling technique for known and unknown nonlinear dynamics, primarily through a process of expressing a nonlinear system as a lifted linear model with nonlinear basis functions, see e.g., [3]–[6]. A challenge in applying the Koopman operator to a physical system is to properly choose the type and number of lifting functions (also called observables or Koopman eigenfunctions) to appropriately lift the original nonlinear states into a higher dimensional space [7]. Recently, deep neural networks have been suggested as the lifting operator with these deep Koopman models investigated for general physical systems [8] as well as speciﬁc applications including autonomous systems [9]–[11].

In the ﬁeld of control systems, model predictive control (MPC) promises significant advantages over conventional techniques [12], [13]. A system operated by an MPC controller can explicitly handle state and input constraints, whilst providing important stability guarantees under reasonable assumptions. Within this context of controlled systems, trajectory tracking represents an important extension in applications from process control to autonomous robots. In [14], a tracking MPC framework was proposed for linear system and therefore extended into nonlinear systems [15]. A robust version of this tracking MPC for linear systems can be also found in [16]. The advantage of this form of tracking MPC is that including a decision variable of optimal reachable outputs (determined online) improves recursive feasibility and guarantees convergence close to the speciﬁed reference. In [17], a similar tracking MPC framework using a linearized model of the original nonlinear system was investigated - albeit only for input constraints.

Over the past decade, learning-based control methods have attracted much attention due to the need to provide models that capture individual plant responses and diﬀerent environmental conditions. Amongst these proposed solutions are a number of investigations in data-driven MPC [18]–[24]. In [18], [19], MPC with Koopman linear model was proposed for the regulation problem of possibly unknown nonlinear dynamical systems. In [22], Koopman operator theory is combined with Lyapunov-based MPC for feedback stabilization of nonlinear systems. In [23], robust MPC with Koopman operators was studied for a regulation problem, where the control objective is to drive the closed-loop nonlinear system states into a neighbourhood of coordinate origin in the presence of unknown but bounded disturbances. However, these results do not directly translate to tracking problems common in many applied domains. In [24], MPC with Koopman model was applied to soft robots for tracking references. The recent works on learning-based MPC have shown great potential on some stability guarantees for the systems even with unknown dynamics. However, few work on this research line focused on achieving more complex control objectives such as time-varying trajectory tracking.

The main contribution of this paper is to propose a data-driven tracking MPC based on Koopman operators, referred to hereon as Koopman Tracking MPC (KTMPC), for nonlinear systems with unknown nonlinear dynamics. By choosing a suitable ﬁnite-dimensional lifting function, e.g. polynomial, radial basis function or deep neural network, an approximated
Koopman linear model for the original nonlinear system can be obtained from collected data. For general nonlinear systems, modeling errors from a Koopman linear model exist due to the finite dimension of the selected lifted space. To handle modeling errors, an iterative robust constraint tightening approach is applied to ensure state and input constraint satisfaction, which provides recursive feasibility of nonlinear system with the proposed KT MPC in closed-loop. Using a Lyapunov approach, we prove that the proposed KT MPC guarantees input-to-state stability to a neighborhood of an optimal reachable steady output in closed-loop.

The remainder of this paper is organized as follows: the problem statement and introduction to Koopman operator theory are discussed in Section II along with the link to neural networks. The KT MPC approach is subsequently proposed in Section III. To show the guarantees of the proposed KT MPC, the closed-loop properties are analyzed in details in Section IV. Results of a numerical example and an application of an autonomous ground vehicle (AGV) are shown in Section V to demonstrate the proposed control scheme, before conclusions are drawn in Section VI.

Notation: For a matrix \( X \), we use \( \|X\| \) and \( X^\top \) to denote the induced 2-norm (matrix norm) and the transpose of \( X \), respectively. We use \( I_n \) to denote a positive definite matrix. We use \( \mathbb{R}^n \) to denote an identity matrix of dimension \( n \). We also use \( 0 \) to denote a zero matrix of appropriate dimension. We define the following sets: \( \mathbb{S}_n^+ := \{ X \in \mathbb{R}^{n \times n} : X = X^\top \} \), \( \mathbb{S}_n^{-0} := \{ X \in \mathbb{S}_n^+ : X > 0 \} \). For any two sets \( \mathcal{X} \) and \( \mathcal{Y} \), we use the symbols \( \oplus \) and \( \circ \) to denote the Minkowski sum and Pontryagin difference, defined as follows: \( \mathcal{X} \oplus \mathcal{Y} = \{ x + y : x \in \mathcal{X}, y \in \mathcal{Y} \} \), \( \mathcal{X} \circ \mathcal{Y} = \{ z : z + y \in \mathcal{X}, \forall y \in \mathcal{Y} \} \). For a vector \( x \in \mathbb{R}^n \) and \( P \in \mathbb{S}_n^{-0} \), we use \( \|x\| \) and \( \|x\|_P \) to denote the 2-norm and the weighted 2-norm by \( P \), respectively. For any two vectors \( x, y \in \mathbb{R}^n \) with \( P \in \mathbb{S}_n^{-0} \), the following inequalities hold:

\[
\begin{align*}
\|x + y\| &\leq \|x\| + \|y\|, \\
\|x + y\|_P^2 &\leq 2\|x\|_P^2 + 2\|y\|_P^2, \\
\|x\|_P^2 - \|y\|_P^2 &\leq \|x - y\|_P^2 + 2\|x - y\|_P \|y\|_P.
\end{align*}
\]

II. Problem Statement and Preliminaries

Consider the class of nonlinear systems described as

\[ x(k + 1) = f(x(k), u(k)), \]

where \( x \in \mathbb{R}^{n_x} \) and \( u \in \mathbb{R}^{n_u} \) denote the vectors of states and inputs, respectively. \( f(x(k), u(k)) \) is a nonlinear function that may be unknown in practice. Furthermore, the system output vector \( y \in \mathbb{R}^{n_y} \) is a measurement of some system states and the output equation can be formulated as

\[ y(k) = Cx(k), \]

with \( C \in \mathbb{R}^{n_y \times n_x} \). Notice that if all system states can be measured as system outputs, then \( C = I_{n_x} \).

The states and inputs of the system (2) are constrained by

\[ x(k) \in \mathcal{X}, u(k) \in \mathcal{U}, \quad k \in \mathbb{N}, \]

where \( \mathcal{X} \) and \( \mathcal{U} \) are compact and convex sets, respectively.

Remark 1. A special case of the nonlinear dynamics in (2), as discussed in [19], is

\[ x(k + 1) = g(x(k)) + Hu(k), \]

where \( H \in \mathbb{R}^{n_y \times n_u} \), \( g(x(k)) \) is a nonlinear function. Both of them could be unknown. This special case indicates the independence of control inputs. Since the original nonlinear dynamics are considered to be unknown, we keep the general nonlinear model as in (2).

A. Koopman Operator

Let us first review the Koopman operator theory for discrete-time autonomous dynamic system \( x(k + 1) = f(x(k), 0) \). The Koopman operator \( K : \mathcal{F} \rightarrow \mathcal{F} \) is defined by \[ K\psi(x) = \psi(x) \circ f(x, 0), \]

where \( \circ \) denotes the composition operator, \( \psi : \mathbb{R}^{n_x} \rightarrow \mathcal{F} \) is the lifting function of \( x \), which lifts the original state space \( \mathbb{R}^{n_x} \) to a higher dimensional space \( \mathcal{F} \). In principle, the lifted space is infinite-dimensional but a possibly finite-dimensional space of the Koopman operator is normally considered. Starting from an initial state \( x(0) \), it holds at a time instant \( k \)

\[ x(k) = \psi^{-1}(K^k\psi(x(0))), \]

where \( \psi^{-1} : \mathcal{F} \rightarrow \mathbb{R}^{n_x} \) denotes a left-inverse mapping function.

B. Koopman Linear Model

For obtaining the Koopman operator model for the controlled nonlinear system (2), the corresponding terms in a finite-dimensional lifted space can be defined as

\[ z = \psi(x), \]

where \( z \in \mathbb{R}^{n_z} \) denotes the vector of the lifted states. The lifting function \( \psi(x) \) and the left inverse mapping function \( \psi^{-1}(z) \) can be chosen by using the extended dynamic mode decomposition (EDMD) method with collected data of system states and inputs [18], [19], [25]. For complex dynamics, choosing the EDMD modes appropriately can become non-trivial [25] and so there has been interests in data-driven approaches to replace the need for explicit mode selection. In particular, the use of neural networks to estimate the functions \( \psi(x) \) and \( \psi^{-1}(z) \) (respectively referred to as an encoder and a decoder) has been proposed as an implicit approach with the same goal [8].

A wide range of neural network architectures can be used in this way including radial basis function networks, multi-layer...
The objective is to build a linear optimization formulation in the next section. It is necessary to consider these disturbances to guarantee MPC formulation. Therefore, in the design of tracking MPC, if the nominal model is used consecutively as in an disturbances from modeling errors. These errors can accumulate during the reconstruction, the linearity of dynamics, the multi-step prediction, as well as the term with the infinity norm, can be used as introduced [8].

C. Summary of System Models

In the following, we introduce several mathematical models for the nonlinear system in (2). These models will be used to establish and analyze the tracking MPC with Koopman linear model.

1) Equivalent Koopman Model: For the nonlinear system (2), an equivalent linear predictor based on the Koopman operator is defined as follows:

\[ z(k + 1) = Ax(k) + Bu(k) + w(k; z, x, u), \]  
\[ x(k) = \psi^{-1}(z(k)) + v(k; z), \]

with \( z(0) = \psi(x(0)) \), where \( A \in \mathbb{R}^{n_x \times n_x} \) and \( B \in \mathbb{R}^{n_x \times n_u} \) constitute a finite-dimensional approximation of the Koopman operator. \( w(k; z, x, u) \in \mathbb{R}^{n_z} \) and \( v(k; z) \in \mathbb{R}^{n_z} \) denote the vectors of disturbances acting in the lifted state \( z \) and the original state \( x \), respectively.

Assumption 1 (Disturbance Boundedness). In the Koopman model (8), the disturbance vectors \( w(k; z, x, u) \) and \( v(k; z) \) may be unknown but bounded in convex and compact sets:

\[ w(k; z, x, u) \in \mathcal{W}, v(k; z) \in \mathcal{V}, \forall k \in \mathbb{N}, \forall x \in \mathcal{X}, \forall u \in \mathcal{U}. \]

2) Nominal Koopman Model: Since the disturbances \( w(k; z, x, u) \) and \( v(k; z) \) are unknown in practice, we introduce \( \bar{x} \in \mathbb{R}^{n_x}, \bar{z} \in \mathbb{R}^{n_z} \) and \( \bar{u} \in \mathbb{R}^{n_u} \) to represent nominal states, nominal lifted state and nominal control inputs. The following nominal Koopman model may be subsequently used in the design of tracking MPC:

\[ \bar{z}(k + 1) = A\bar{z}(k) + B\bar{u}(k), \]  
\[ \bar{x}(k) = \psi^{-1}(\bar{z}(k)). \]

The models in (8) and (9) differ through the presence of disturbances from modeling errors. These errors can accumulate if the nominal model is used consecutively as in an MPC formulation. Therefore, in the design of tracking MPC, it is necessary to consider these disturbances to guarantee constraint satisfaction over a prediction horizon, as considered in the next section.

III. KOOPMAN-BASED TRACKING MPC

In this section, we propose a Koopman-based tracking MPC. The objective is to build a linear optimization formulation for nonlinear system to achieve trajectory tracking while guaranteeing robust constraint satisfaction.

The general scheme of the proposed Koopman-based tracking MPC is shown in Figure 2. For a nonlinear system (2), the Koopman model is available via offline training with collected data from the original system. The prediction model of the proposed MPC controller is based on the linear Koopman model in lifted space. This prediction model will evaluate the system trajectory along the prediction horizon \( N > 0 \). To ensure the original nonlinear system (2) satisfies state and input constraints in (4) while maintaining a linear MPC optimization problem, we impose a decoder of the form:

\[ \psi^{-1}(\bar{z}) = C_x\bar{z}, \]

where \( \bar{z} \in \mathbb{R}^{n_z} \) is a lifted state vector and \( C_x \in \mathbb{R}^{n_x \times n_z} \). Therefore, the nominal Koopman linear model in (9) can be reformulated as

\[ \bar{z}(k + 1) = A\bar{z}(k) + B\bar{u}(k), \]  
\[ \bar{x}(k) = C_x\bar{z}(k). \]

Remark 2. To demonstrate the existence of one possible linear decoder in (10), we consider the encoder with the structure \( \psi(x) = [x^T, \phi(x)^T]^T \), where \( \phi(\cdot) \) denotes the additional \((n_z - n_x)\) outputs of the encoder. This leads to \( C_x = [I_{n_x}, 0] \). It is noted however, that other options such as excluding the decoder entirely as in [26], may be possible if the structure of the state constraints in the original and lifted domains allows these formulations.

Assumption 2. For the nonlinear system (2), the pair \((A, B)\) in (11) is controllable (stabilizable).

With the linear decoder in (10), the nominal output equation can be formulated as

\[ \bar{y}(k) = C_y\bar{z}(k), \]

where \( \bar{y} \in \mathbb{R}^{n_y} \) denotes the nominal output vector and the output matrix can be defined as \( C_y := CC_x \).

A. Constraint Tightening Approach

Due to the inevitable mismatch between the original nonlinear system (2) and the Koopman model (11), a robust constraint tightening approach [27] is proposed in the MPC...
problem formulation in order to provide recursive feasibility guarantees.

**Remark 3.** As in [23], if the lifting function $\psi(x)$ is chosen to be continuous, the set $\mathcal{Z}_\psi = \{ z \in \mathcal{F} \mid z = \psi(x), x \in \mathcal{X} \}$ is bounded. Then the boundedness on disturbances $w(k; z, x, u)$ and $v(k; z)$ in Assumption 1 holds.

The estimation error between the nonlinear system (2) and the Koopman model (11) can be defined as
\[
e(k) := x(k) - \bar{x}(k) = C_x z(k) + v(k; z) - \bar{z}(k),
\]
with $e_z(k) := z(k) - \bar{z}(k)$.

By comparing equivalent and nominal Koopman models in (8) and (9), the relationship of these two control inputs are given in the following.

**Assumption 3 (Local Control Law).** For the models (8) and (11), there exists a local control law
\[
u(k) = \bar{u}(k) + K(z(k) - \bar{z}(k)),
\]
such that $A_K := A + BK$ is Schur stable, where $K \in \mathbb{R}^{m \times n_z}$.

**Remark 4.** As in [16], this local control law $K$ is required to facilitate constraint satisfaction along the MPC prediction horizon.

Based on the local control gain $K$, we can obtain the error dynamics for the error $e_z$
\[
e_z(k + 1) = A_K e_z(k) + w(k; z, x, u),
\]
for $k = 0, \ldots, N$.

**Assumption 4.** The tightened sets $\tilde{\mathcal{X}}(N)$ and $\tilde{\mathcal{U}}(N)$ are non-empty.

From Assumption 4, it also implies that all the tightened sets $\tilde{\mathcal{X}}(j)$ and $\tilde{\mathcal{U}}(j)$ for $j = 1, \ldots, N$ are non-empty.

**B. Steady Manifolds**

In the following, two steady manifolds are introduced for the nonlinear system and its Koopman linear model.

For the nonlinear system (2), the steady state and output manifolds are defined as follows:
\[
\mathcal{X}_s = \{ (x_s, u_s) \mid x_s = f(x_s, u_s), x_s \in \mathcal{X}, u_s \in \mathcal{U} \},
\]
\[
\mathcal{Y}_s = \{ y_s \in \mathbb{R}^p \mid y_s = C x_s, (x_s, u_s) \in \mathcal{X}_s \}.
\]

For the Koopman linear system (11), the steady state and output manifolds are defined as follows:
\[
\mathcal{Z}_s^u(N) = \{ (z_s, u_s) \mid z_s = A z_s + B u_s, z_s \in \tilde{\mathcal{X}}(N), u_s \in \tilde{\mathcal{U}}(N) \},
\]
\[
\tilde{\mathcal{Y}}^s(N) = \{ y_s \in \mathbb{R}^p \mid y_s = C z_s, (z_s, u_s) \in \mathcal{Z}_s^u(N) \}.
\]

For a given reference point $y_{r}$, two pairs of steady states, inputs and outputs from the above defined steady manifolds can be obtained by solving the following two optimization problems offline.

1) Steady states $x_{sr}$, inputs $u_{sr}$ and outputs $y_{sr}$ of the nonlinear system (2) can be computed by the optimizer:
\[
\begin{align*}
(x_{sr}, u_{sr}, y_{sr}) := & \min_{y_r \in \tilde{\mathcal{Y}}^s(N)} \| y_r - y_t \|_S^2, \\
\text{subject to} \quad & \| z_r - z_t \|_Q^2 + \| u_r - u_t \|_R^2,
\end{align*}
\]
and the optimal cost of (16) is denoted as $J_{eq}^s(y_t)$.

2) Steady lifted states $\tilde{z}_{sr}$, inputs $\tilde{u}_{sr}$ and outputs $\tilde{y}_{sr}$ of the Koopman linear system (11) can be computed by the optimizer:
\[
\begin{align*}
(\tilde{z}_{sr}, \tilde{u}_{sr}, \tilde{y}_{sr}) := & \min_{y_r \in \tilde{\mathcal{Y}}^s(N)} \| y_r - y_t \|_S^2, \\
\text{subject to} \quad & \| z_r - z_t \|_Q^2 + \| u_r - u_t \|_R^2,
\end{align*}
\]
and the optimal cost of (17) is denoted as $\tilde{J}_{eq}^s(y_t)$.

**Remark 5.** For the above two optimizers, it can be seen that the steady states does not admit $\tilde{z}_{sr} \neq \psi(x_{sr})$.

**C. Koopman-based Tracking MPC Formulation**

Over a prediction horizon $N > 0$, the KTMPC cost function can be defined as follows:
\[
J_N(x(k), y_t) = \| y_r - y_t \|_S^2 + \sum_{j=0}^{N-1} \ell(\tilde{z}(j), \tilde{u}(j), z_s, u_s),
\]
\[
\ell(\tilde{z}(j), \tilde{u}(j), z_s, u_s) = \| \tilde{z}(j) - z_s \|_Q^2 + \| \tilde{u}(j) - u_s \|_R^2,
\]
where $Q \in \mathbb{S}^{n_z}_+, R \in \mathbb{S}^{n_u}_+$, and $S \in \mathbb{S}^{n_y}_+, y_r$ and $u_r$ are online decision variables representing optimal reachable steady outputs and inputs together with $\tilde{u} = \{ \tilde{u}(j), j = 0, \ldots, N-1 \}$ as the MPC decision variables.

In general, the KTMPC optimization problem can be formulated as follows:
\[
\begin{align*}
\text{minimize} & \quad J_N(x(k), y_t), \\
\text{subject to} & \quad \tilde{z}(0) = \psi(x(k)), \\
& \quad \tilde{z}(j + 1) = A \tilde{z}(j) + B \tilde{u}(j), j = 0, \ldots, N - 1, \\
& \quad C x \tilde{z}(j) \in \tilde{\mathcal{X}}(j), \quad \tilde{u}(j) = \tilde{u}(j), j = 0, \ldots, N - 1, \\
& \quad z_s = A z_s + B u_s, \\
& \quad y_s = C y_s, \\
& \quad C x z_s \in \tilde{\mathcal{X}}(N), \quad u_s \in \tilde{\mathcal{U}}(N), \\
& \quad \tilde{z}(N) = z_s,
\end{align*}
\]
where the sets $\tilde{\mathcal{X}}(j)$ and $\tilde{\mathcal{U}}(j)$, $j = 0, \ldots, N - 1$ are defined as in (15). The constraints in (19) are explained as follows: (19b)
is used to initialize the first predicted state \( \tilde{z}(0) \), where \( x(k) \) is the measured state of nonlinear system (2) at every time \( k \); (19c) is the nominal Koopman linear model, which is used to compute the predicted state in the lifted space; (19d) includes tightened state and input constraints; (19e) and (19f) are the steady state and output equations at the lifted space based on the Koopman linear model; (19g) guarantees the steady states and inputs satisfy the tightened state and input constraints; (19h) is the terminal equality constraint to ensure that the terminal state has reached the admissible steady state \( z_s \).

At each time step \( k \in \mathbb{N} \), solving the above optimization problem can obtain the optimal solutions of the optimization problem (19), denoted by \( \bar{u}^*(k) = [\bar{u}^*(0; k), \ldots, \bar{u}^*(N - 1; k)]^\top \), \( u_s^*(k) \) and \( y_s^*(k) \). The optimal cost of KTMPC is denoted by \( J_N^*(x(k), y_k) \). From the optimal solutions, we can also construct the optimal sequence \( \bar{z}^*(k) = [\bar{z}^*(0; k), \ldots, \bar{z}^*(N; k)]^\top \). Based on the optimal solution obtained at time step \( k \), the optimal control action, applied to the system (2) at the current time step \( k \), can be chosen as

\[
u(k) = \bar{u}^*(0; k).
\] (20)

### IV. Analysis of Closed-Loop Properties for KTMPC

In this section, we discuss recursive feasibility and closed-loop convergence of the nonlinear system (2) controlled by the KTMPC controller implemented in (19). By using the proposed constraint tightening approach, recursive feasibility of the closed-loop system is guaranteed. To prove closed-loop convergence, we notably define two Lyapunov functions. With these two Lyapunov functions, we address the closed-loop input-to-state stability. The following additional assumptions are necessary for the closed-loop property analysis.

**Assumption 5** (Offset Function [15]). For the offset function and a steady output \( y_s \), there exists a scalar \( \alpha_O > 0 \) such that

\[
\|y_s - y_t\|_S^2 - \|\bar{y}_{sr} - y_t\|_S^2 \geq \alpha_O \|y_s - \bar{y}_{sr}\|_S^2.
\] (21)

**Assumption 6** (Uniqueness of Steady States). For the Koopman linear model, there exists a unique pair of steady state and input \( (z_s, u_s) \).

**Assumption 7** (Weak Controllability [13]). For a steady pair \( (z_s, u_s) \), there exists a scalar \( \beta_u > 0 \) such that

\[
\sum_{j=0}^{N-1} \ell(\tilde{z}(j) - z_s, \bar{u}(j) - u_s) \leq \beta_u \|\tilde{z}(0) - z_s\|^2.
\] (22)

**Assumption 8** (Local Control Law for Tracking). Given two sets \( \mathcal{X} \) and \( \mathcal{U} \), and a constant reference signal \( y_r \in \mathbb{R}^{n_r} \). For the Koopman linear model (11), there exists a local control law \( \kappa_f(z(k), y_r) \) for tracking \( y_r \) as

\[
u(k) = K_z(z(k) - z_r) + u_r,
\] (23)

where \( z(k) = \psi(x(k)) \), \( K_z \in \mathbb{R}^{n_u \times n_z} \), and the pair \( (z_r, u_r) \) corresponds to the reference \( y_r \).

**Assumption 9.** For an optimal steady pair \( (z_s^*(k), u_s^*(k)) \) obtained from the optimization problem (19) at a time step \( k \), the following condition holds for the scalar \( \beta_u \) in (22):

\[
\beta_u \leq \frac{1 + \sqrt{\delta}}{2} \lambda(Q).
\] (24)

**Remark 6.** Assumptions 5-8 are typical conditions for guaranteeing the closed-loop convergence for tracking MPC [13], [15], [16]. Assumption 9 introduces an additional condition beyond these standard requirements. One interpretation of Assumption 9 is it places a requirement on the minimum rate of convergence of the controlled system towards \( y_{sr} \), which can be obtained through the appropriate selection of weighting matrices \( Q \) and \( R \) providing a sufficiently aggressive control action.

### A. Lyapunov Candidate Functions

In the following, we introduce two Lyapunov candidate functions. According to the optimization problem (19), for a given reference point \( y_t \), optimal reachable steady output \( y_s^*(k) \) is determined online at each time step \( k \) with the MPC implementation while an offline-determined optimal reachable steady output \( \bar{y}_{sr} \) can also be determined by the optimizer (17). We use the first Lyapunov function to discuss the closed-loop stability with respect to \( y_{sr} \). Based on this result, we use the second Lyapunov function to develop the closed-loop stability guarantee with respect to \( \bar{y}_{sr} \).

The first Lyapunov candidate function is chosen as

\[
V_1(x(k), y_t) := \sum_{j=0}^{N-1} \ell(\tilde{z}(j; k) - z_s^*(k), \bar{u}(j; k) - u_s^*(k))
\] (25)

\[
\text{Lemma 1.} \text{ Consider Assumptions 5-7 hold. For any compact set } \mathcal{Z} \subseteq \mathbb{R}^{n_z}, \text{ there exist two positive scalars } \beta_{l_1} > 0 \text{ and } \beta_{u_1} > 0 \text{ such that}
\]

\[
\beta_{l_1} \|z(k) - z_s^*(k)\|^2 \leq V_1(x(k), y_t) \leq \beta_{u_1} \|z(k) - z_s^*(k)\|^2,
\] (26)

for all \( z(k) = \psi(x(k)) \in \mathcal{Z} \).

**Proof.** (i) **Lower Bound:** Based on the definition in (25), it is straightforward to obtain the lower bound:

\[
V_1(x(k), y_t) \geq \|z(k) - z_s^*(k)\|^2_Q
\]

\[
\geq \beta_{l_1} \|z(k) - z_s^*(k)\|^2,
\]

where \( \beta_{l_1} := \lambda(Q) \).

(ii) **Upper Bound:** The upper bound is given by the weak controllability from Assumption 7. For the quadratic function

\[
V_1(x(k), y_t) \leq \beta_{u_1} \|z(k) - z_s^*(k)\|^2_Q,
\]

which gives (26) together with the lower bound obtained above. \( \square \)

Taking into account the steady pair and the optimal cost of the optimizer (17), the second Lyapunov candidate function can be chosen to be

\[
V_2(x(k), y_t) := J_N^*(x(k), y_t) - J_{eq}^*(y_t).
\] (27)
Lemma 2. Consider Assumptions 5-7 hold. For any compact set $Z \in \mathbb{R}^{n_z}$, there exist two positive scalars $\beta_1 > 0$ and $\beta_2 > 0$ such that

$$\beta_2 \|z(k) - \tilde{z}_{sr}\|^2 \leq V_2(x(k), y_t) \leq \beta_2 \|z(k) - \tilde{z}_{sr}\|^2,$$

(28)

for all $z(k) = \psi(x(k)) \in Z$.

Proof. (i) **Lower Bound:** Considering Assumption 5 holds, from the optimization problem (19), we have

$$V_2(x(k), y_t) = J^*_N(x(k), y_t) - \tilde{J}^*_eq(y_t) \geq \|z(k) - z^*_e(k)\|^2_Q + \|y^*_o(k) - y_t\|_S^2 - \tilde{J}^*_eq(y_t) \geq (21) \|z(k) - z^*_e(k)\|^2_Q + \alpha_0 \|y^*_o(k) - \tilde{y}_{sr}\|^2.$$

Considering Assumption 6 holds, the steady pair is unique, which implies that there exists a scalar $c_{l} > 0$ such that

$$\|y^*_o(k) - \tilde{y}_{sr}\|^2 \geq \frac{1}{c_{l}} \|z^*_e(k) - \tilde{z}_{sr}\|^2.$$  

(29)

Then, by combining the above two conditions, we can obtain

$$V_2(x(k), y_t) \geq (\Delta(Q) \|z(k) - z^*_e(k)\|^2_Q + \alpha_0 \|z^*_e(k) - \tilde{z}_{sr}\|^2 \geq \beta_2 \|z(k) - \tilde{z}_{sr}\|^2,$$

where $\beta_2 := \min\{\Delta(Q), \frac{\alpha_0}{c_{l}}\}$. (ii) **Upper Bound:** Let us consider the pair $(\tilde{z}_{sr}, \tilde{u}_{sr}, \tilde{y}_{sr})$ be the steady pair at a time step $k$, that is, $z^*_e(k) = \tilde{z}_{sr}$, $u^*_e(k) = \tilde{u}_{sr}$ and $y^*_e(k) = \tilde{y}_{sr}$. There exists a sequence of input $u(j)$ such that the optimization problem (19) is feasible and the corresponding cost is

$$\tilde{J}_N(x(k), y_t) = \|\tilde{y}_{sr} - y_t\|^2_S + \sum_{j=0}^{N-1} \ell(z(j) - \tilde{z}_{sr}, u(j) - \tilde{u}_{sr}).$$

Since the optimal cost of (19) at time step $k$ is $J^*_N(x(k), y_t)$, we know

$$J^*_N(x(k), y_t) \leq \tilde{J}_N(x(k), y_t).$$

(30)

Considering Assumption 7 holds, it implies that there exists a scalar $\beta_2 > 0$ such that

$$\sum_{j=0}^{N-1} \|z(j) - \tilde{z}_{sr}\|^2_Q + \|u(j) - \tilde{u}_{sr}\|_R^2 \leq \beta_2 \|z(k) - \tilde{z}_{sr}\|^2.$$  

(31)

Then, we can have

$$V_2(x(k), y_t) \leq \tilde{J}_N(x(k), y_t) - \tilde{J}^*_eq(y_t) \leq (\|\tilde{y}_{sr} - y_t\|^2_S + \beta_2 \|z(k) - \tilde{z}_{sr}\|^2 - \tilde{J}^*_eq(y_t) \leq \beta_2 \|z(k) - \tilde{z}_{sr}\|^2.$$

Thus, the Lyapunov candidate function $V_2(x(k), y_t)$ defined in (25) is bounded by two $K_\infty$ functions.

**B. Theoretical Results**

We first discuss recursive feasibility of the nonlinear system (2) with the proposed KTMPC controller in (19).

**Theorem 1 (Recursive Feasibility).** Consider Assumptions 2-7 hold. The nonlinear system (2) with the KTMPC controller defined in (19) is recursively feasible, for time-varying references $y_t(k)$ at any time step $k \in \mathbb{N}$.

Proof. The proof can be found in Appendix A.

We next discuss the closed-loop stability for the nonlinear system (2) with the KTMPC (19). The stability result is addressed based on the above defined two Lyapunov candidate functions. The following lemma is necessary to introduce for the stability result.

**Lemma 3.** Given a reference $y_t$ and consider the optimal reachable steady output $y_{sr}$ and the optimal steady output $y_{sr}^*(k)$ of the KTMPC (19). For any steady output $y_s = \sigma y^*_{sr}(k) + (1 - \sigma)\bar{y}_{sr}$ with $\sigma \in [0, 1]$, it holds

$$\|y_s - y_t\|^2_S - \|y^*_{sr}(k) - y_t\|^2_S \leq -s(2\sigma - \sigma^2) \|y^*_{sr}(k) - \bar{y}_{sr}\|^2,$$

(32)

where $S = sI$ is chosen to be a scaled identity matrix with a scalar $s > 0$.

Proof. The proof can be found in Appendix B.

**Theorem 2 (Input-to-State Stability).** Consider Assumptions 2-9 hold. Given the weighting matrices $Q$ and $R$ in (18b), for a piecewise constant reference point $y_t$, the closed-loop system output $y(k)$ of the nonlinear system (2) with the KTMPC controller defined in (19) is input-to-state stable, i.e. converging to a neighborhood of the optimal reachable steady output $\bar{y}_{sr}$ obtained from the optimizer (17), and the size of the neighborhood is determined by the amplitude of estimation errors.

Proof. The proof can be found in Appendix C.

**Remark 7.** Theorem 2 provides implicit design guidelines for neural networks used in the KTMPC scheme, as the tracking error for a piecewise constant reference is directly related to the estimation error of the Koopman model. If certain classes of neural networks are considered (e.g. radial basis functions), inserting additional nodes in the network can provide better approximation properties [1] and hence better tracking results.

**Remark 8.** Theorem 2 requires a piecewise constant $y_t$ in order to provide input-to-state stability, i.e. we can guarantee a neighbourhood to which the tracking error converges for a constant $y_t$. This requirement is not restrictive in many applications such as mobile robotics or chemical processing where the reference is held constant for consecutive sampling instants.

From Theorem 2, it can be seen that the closed-loop system is converging to a neighborhood of $\bar{y}_{sr}$. If we have a perfect Koopman model, then we can have asymptotic stability in the following corollary.
Corollary 1. Consider Assumptions 2-8 hold and a perfect Koopman model (8) is available for (2) such that \( w(k; z, x, u) = 0 \) and \( v(k; z) = 0 \), \( \forall k \in \mathbb{N} \). The closed-loop system output \( y(k) \) of (2) with the KTMPC controller in (19) is asymptotically converging to the optimal reachable steady output \( \bar{y}_w \).

Proof. The proof is analogous to the proof in [14]. Also, based on the proof of Theorem 2, the class \( K_{\infty} \) functions \( \gamma(w) \) and \( \hat{\gamma}(w) \) approach zero as disturbances reduced to zero. \( \square \)

V. SIMULATIONS AND EXPERIMENT

A. Numerical Example

Motivated by [3], we first demonstrate the proposed approach without neural networks playing the role of encoder and decoder in order to verify the theoretical results related to KTMPC. As a special case, the following nonlinear dynamics:

\[
\begin{align*}
    x_1(k + 1) &= \lambda x_1(k), \\
    x_2(k + 1) &= \mu x_2(k) + (\lambda^2 - \mu)x_1^2(k) + w(k),
\end{align*}
\]

where parameters \( \lambda = -0.1 \) and \( \mu = 2 \) are considered. By selecting the lifting function with polynomial terms as \( \psi(x) = [x_1(k), x_2(k), x_1^2(k)]^\top \), we can obtain the perfect Koopman model in \( \mathbb{R}^3 \), i.e. there is no error introduced by using a lifted Koopman model.

To test the proposed KTMPC with scalable disturbances, we augment the Koopman model with additive disturbances \( w \) and \( v \) as follows:

\[
\begin{align*}
    z(k + 1) &= \begin{bmatrix} \lambda & 0 & 0 \\ 0 & \mu & \lambda^2 - \mu \\ 0 & 0 & 0 \end{bmatrix} z(k) + \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix} u(k) + w(k), \\
    x(k) &= C_x z(k) + v(k), \\
    y(k) &= C_x z(k),
\end{align*}
\]

where \( w(k) \in \mathcal{W} = \{ w \in \mathbb{R}^3 \mid -0.2I_3 \leq w \leq 0.2I_3 \} \), \( v \in \mathcal{V} = \{ v \in \mathbb{R}^2 \mid -0.1I_2 \leq v \leq 0.1I_2 \} \), \( \forall k \in \mathbb{N} \), are randomly sampled. The system matrices \( C_x = [I_2, 0] \) and \( C = [0, 1, 0] \), and the control objective is to track given piecewise constant references \( y_t \).

As shown in Figure 3, the closed-loop output converges to a neighborhood of the reference \( y_t \) when there exist disturbances \( w(k) \) and \( v(k) \), thereby providing some validations of Theorem 2. Furthermore, when \( w(k) = 0 \) and \( v(k) = 0 \), the closed-loop tracking is perfect, as predicted by Corollary 1. In all cases the closed-loop system is shown to satisfy input and output constraints, validating Theorem 1 in the presence and absence of estimation errors. We next consider a more realistic example where a perfect Koopman model does not exist.

B. Simulation: an Autonomous Ground Vehicle

We apply the proposed KTMPC controller to an AGV with a nonlinear kinematic unicycle model [28]. This application does not require the full generality of the theoretical results in Section IV, but provides a practical demonstration to clearly highlight the implications for even more general systems.

The AGV position \( [p_x, p_y]^\top \) and the heading angle \( \theta \) are chosen to be system states \( x \) while the linear velocity \( v_r \) and angular velocity \( w_r \) are chosen to be the control inputs \( u \). We use a standard multi-layer neural network structure with the ReLU activation function for both encoder and decoder. Specifically, we choose the dimension of the lifted space to be \( n_x = 11 \). The original inputs are kept in the Koopman model such that the input constraints still remain linear. The training data were collected by using the unicycle AGV model. Specifically, 10,0000 trajectories with a simulation length of 10 time steps (sampling time of 0.1 s) were collected. Although the considered unicycle model with chosen states and inputs is a control-affine nonlinear system, it is still possible to obtain a Koopman model as described in (8) with unknown disturbances \( w(k; z, x, u) \) and \( v(k; z) \). After obtaining the deep Koopman model, the disturbance sets were evaluated by a sample-based method. The trained deep Koopman AGV model and the simulation codes are available via the link \(^1\).

The simulation results with three reference trajectories are shown in Figure 4. From three simulation results, it can be seen that the AGV can well track the given piecewise

\(^1\)https://github.com/autosysproj/KTMPC.git
constant references. Regarding the reference in Figure 4(c), the corresponding states and inputs are shown in Figure 5 and Figure 6, respectively. As shown in Figure 5, the references are given in green dashed lines and the optimal reachable steady outputs shown in red dashed and dotted lines are obtained online from the KTMPC optimization. The closed-loop states with the KTMPC in black solid lines are converging to both references and steady outputs. As also shown in Figure 6, the control inputs obtained by the KTMPC are converging to the steady inputs.

C. Experiment: an Autonomous Ground Vehicle

We next implement the proposed KTMPC with the deep Koopman model obtained from the previous simulation on the Aion R6 AGV (shown in Figure 7) [29] to track piece-wise constant reference points sampled along the centerline of a racing circuit. Whilst in the previous subsection, the electric motors were unmodeled, here a hierarchical control approach is used in the experiments. The proposed KTMPC is set as the outer loop controller to provide optimal control actions for linear velocity and the heading angle at each time step while the default inner loop controller in the Aion R6 AGV
platform provides the electric motor inputs that track these setpoints. The outer loop controller is run with a sampling rate of 0.1 seconds, which is well within the computational capability required to implement KTMPC on the embedded platform.

An onboard ZED camera is used in the experiment to feed back the real-time position of the AGV to the KTMPC controller. A sequence of references were taken from the circuit. In the experiment, the criterion for switching reference points is when the distance between the reference point and the current position is below 0.35 m. A closed-loop AGV position trajectory is shown in Figure 8. A video recording of this experiment is also available through the link. From the experiment result, it can be seen that the Aion R6 with the KTMPC controller can navigate around the circuit and track the given reference points.

VI. CONCLUSIONS

In this paper, we have proposed a Koopman-based tracking MPC for nonlinear systems to track piecewise constant references. The nonlinear dynamics are not necessarily known. With collected data from the real system, a Koopman linear model is used as the prediction model in the tracking MPC formulation. To handle modeling errors and guarantee recursive feasibility of MPC, a robust constraint tightening approach is employed. We have proved that although the modeling errors exist, the original nonlinear system with the proposed KTMPC controller is recursively feasible and converging to a neighborhood of optimal reachable output close to a given reference point. Through simulations and an AGV experiment, we have demonstrated the efficacy of the proposed KTMPC. As one future research, controllability conditions will be enhanced when training the Koopman model. Future work may also include investigating the approximation capabilities of different network architectures and sizes, and their impact in different application settings.
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APPENDIX A

PROOF OF THEOREM 1

This proof can be split into two cases: the one is that the reference is not changed in two consecutive time steps and another is that the reference is changed.

(i) With the same reference $y_i(k + 1) = y_i(k)$: At a time step $k ≥ 0$, the optimization problem (19) is feasible and the optimal solutions at time step $k$ are

$$\bar{u}^*(k) = [\bar{u}^*(0; k), \ldots, \bar{u}^*(N - 1; k)]^T,$$

$$\bar{z}^*(k) = [\bar{z}^*(0; k), \ldots, \bar{z}^*(N; k)]^T,$$

and $z^*_s(k)$, $u^*_s(k)$ and $y^*_s(k)$. The optimal control action $u(k)$ can be found.

At the next time step $k + 1$, $x(k + 1) = f(x(k), u(k))$. Then, we can define the input sequence at time step $k + 1$ as follows:

$$\bar{u}(j; k + 1) = K(\bar{z}(j; k + 1) - \bar{z}^*(j + 1; k)) + \bar{u}^*(j + 1; k),$$

$$\bar{u}(N - 1; k + 1) = \kappa_f(\bar{z}^*(N; k), y^*_s(k)) = K_f(\bar{z}^*(N; k) - z^*_s(k)) + u^*_s(k),$$

where $K$ and $K_f$ are from Assumptions 3 and 8. In addition, the associated state sequence at time step $k + 1$ are:

$$\bar{z}(0; k + 1), \ldots, \bar{z}(N - 1; k + 1), z^*_s(k).$$

In addition, we consider $z^*_s(k + 1) = z^*_s(k)$, $u^*_s(k + 1) = u^*_s(k)$ and $y^*_s(k + 1) = y^*_s(k)$.

Let us define the shifted error vector:

$$\tilde{e}_z(j) = \bar{z}(j; k + 1) - z^*(j + 1; k), j = 0, 1, \ldots, N - 2,$$

where $\tilde{e}_z(j + 1) = A_K \tilde{e}_z(j)$ and

$$\tilde{e}_z(0) = \bar{z}(0; k + 1) - z^*(1; k) = \bar{z}(k + 1) - Az(k) - Bu(k)$$

$(\tilde{z} = w(k; z, x, u) ∈ \mathcal{W} := \mathcal{E}(0),$ which implies $\tilde{e}_z(j) ∈ \mathcal{E}(j) = A^j_K \mathcal{W}$, for $j ≥ 1$.

Let us iteratively denote the sets $\mathcal{R}(j) := \bigoplus_{i=0}^{j-1} A^i_K \mathcal{W}$, for any $j ≥ 1$. It is easy to verify

$$\mathcal{R}(j + 1) ∩ \mathcal{E}(j) = \mathcal{R}(j), j ≥ 1.$$ (33)
Then, it can be verified that all the constraints are feasible with the above defined input sequence at time step $k + 1$.

- **State Constraints:** for $j = 0, 1, \ldots, N - 1$, we have
  \[
  C_x \bar{z}(j; k + 1) = C_x \bar{z}^*(j; k + 1) + C_x \bar{z}(j),
  \]
  wherein for $j = 0$, it comes
  \[
  C_x \bar{z}(0; k + 1) = C_x \bar{z}^*(1; k) + C_x \bar{z}(0) \\
  \in \tilde{X}(1) + C_x W \\
  = X \ominus \{C_x W \ominus V\} \ominus C_x W \\
  = \tilde{X}(0).
  \]
  For $j = 1, \ldots, N - 1$, it comes
  \[
  C_x \bar{z}(j; k + 1) = C_x \bar{z}^*(j + 1; k) + C_x \bar{z}(j) \\
  \in \tilde{X}(j + 1) + C_x A^j_K W \\
  = X \ominus \{C_x R(j + 1) \ominus V\} \ominus C_x A^j_K W \\
  = X \ominus \{C_x R(j + 1) \ominus C_x A^j_K W \ominus V\} \\
  = \tilde{X}(j).
  \]
  Note $j = N - 1$, the state constraint is also satisfied due to the terminal constraint.

- **Input Constraints:** for $j = 0, 1, \ldots, N - 2$, it can be verified that
  \[
  \bar{u}(j; k + 1) = \bar{u}^*(j + 1) \\
  + K(\bar{z}(j; k + 1) - \bar{z}^*(j + 1; k)) \\
  \in U \ominus K R(j + 1) \ominus K E(j) \\
  = U \ominus K R(j) = \tilde{U}(j),
  \]
  and for $j = N - 1$, it can be verified that $\bar{u}(N - 1; k + 1) = u^*_s(k) \in \tilde{U}(N - 2)$.

- **Steady state and input constraints:** Since $x_s$ and $u_s$ are decision variables at time step $k + 1$, the constraints can be satisfied.

- **Terminal constraint:** it can be verified that
  \[
  \bar{z}(N; k + 1) = \bar{z}(N + 1; k) \\
  = A \bar{z}^*(N; k) + B \kappa_f(\bar{z}^*(N; k), y_t(k)) \\
  = A z^*_s(k) + B u^*_s(k) \\
  = z^*_s(k) = z_s(k + 1).
  \]

(ii) With different references $y_t(k + 1) \neq y_t(k)$: In this case, we can also define a similar shifted input sequence at time step $k + 1$ based on the optimal solutions obtained at time step $k$

\[
\bar{u}(0; k + 1), \ldots, \bar{u}(N - 1; k), \kappa_f(\bar{z}^*(N; k), y_t(k)),
\]

with the associated state sequence

\[
\bar{z}(0; k), \ldots, \bar{z}(N - 1; k + 1), \bar{z}(N; k + 1).
\]

According to the optimization formulation (19), it can be seen that $y_s$ is a decision variable. Even though the reference $y_t$ is changed from time step $k$ to $k + 1$, a solution of $y_s(k + 1) = y^*_s(k)$, $z_s(k + 1) = z^*_s(k)$ and $u_s(k + 1) = u^*_s(k)$ are still feasible at time step $k + 1$, following the same proof as case (i), with a higher cost for the offset function $\|y_s - y_t\|_S^2$.

Therefore, all the constraints are feasible at time step $k + 1$. The closed-loop system is recursively feasible from a feasible initial state. \(\square\)

### Appendix B

**Proof of Lemma 3**

For notation simplicity, let us draw the attention in the 2D case and denote

\[
a = \|y_s - y_t\|, b = \|y^*_s(k) - y_t\|, c = \|y^*_s(k) - \tilde{y}_{sr}\|,
\]

and with $\sigma \in [0, 1]$, we also know

\[
\sigma c = \|y^*_s(k) - y_t\|, (1 - \sigma)c = \|y_s - \tilde{y}_{sr}\|.
\]

(i) If $y^*_s(k), \tilde{y}_{sr}$ and $y_t$ are not in the same line, then we can observe that

![Figure 9](image)

As shown in Figure 9, additional two distances $d$ and $e$ are considered with a rectangular vertex $O$. Then, it comes

\[
a^2 = e^2 + d^2, \\
\frac{1}{2}b^2 = e^2 + (d + \sigma c)^2, \\
d \geq (1 - \sigma)c,
\]

which implies that

\[
a^2 - b^2 = d^2 - d^2 - c^2 - 2\sigma cd \\
\leq -c^2 - 2\sigma(1 - \sigma)c^2 \\
= -(2\sigma - \sigma^2)c^2.
\]

(ii) If $y^*_s(k), \tilde{y}_{sr}$ and $y_t$ are in the same line, then we can observe that

![Figure 10](image)

As shown in Figure 10, we have

\[
a = (1 - \sigma)c + h, \\
b = c + h.
\]
Then, we can have
\[ a^2 - b^2 = -(1 - \sigma)^2 c^2 + h^2 + 2(1 - \sigma)ch - c^2 - h^2 - 2\sigma ch \]
\[ = -(2\sigma - \sigma^2)c^2 - 2\sigma ch \]
\[ \leq -(2\sigma - \sigma^2)c^2. \]
Together with cases (i) and (ii), we can therefore obtain that
\[ \|y_s - y_t\|_S^2 - \|y'_s(k) - y_t\|_S^2 = -s(\|y_s - y_t\|^2 - \|y'_s(k) - y_t\|^2) \]
\[ \leq -s(2\sigma - \sigma^2)c^2, \]
which gives (32). \( \square \)

**Appendix C**

**Proof of Theorem 2**

(i) Input-to-State stability to a neighborhood of \( y'_s(k) \).

We first prove that the closed-loop state is converging to a neighborhood of optimal reachable steady state output \( y'_s(k) \).

According to the first Lyapunov candidate function in (25), we can have
\[ \Delta V_1(k; y_t) = V_1(x(k+1), y_t) - V_1(x(k), y_t) \]
\[ \leq \sum_{j=0}^{N-1} \ell (\bar{z}(j; k+1) - z'_s(k), \bar{u}(j; k+1) - u'_s(k)) \]
\[ - \sum_{j=0}^{N-1} \ell (\bar{z}^*(j; k) - z'_s(k), \bar{u}^*(j; k) - u'_s(k)). \]
Let us recall the feasible sequence defined in the proof of Theorem 1. Therefore, we can have
\[ \sum_{j=0}^{N-1} \left( \|\bar{z}(j; k+1) - z'_s(k)\|_Q^2 + \|\bar{u}(j; k+1) - u'_s(k)\|_R^2 \right) \]
\[ - \sum_{j=0}^{N-1} \left( \|\bar{z}^*(j; k) - z'_s(k)\|_Q^2 + \|\bar{u}^*(j; k) - u'_s(k)\|_R^2 \right) \]
\[ = \sum_{j=0}^{N-2} \left( \|\bar{z}(j; k+1) - z'_s(k)\|_Q^2 - \|\bar{z}^*(j+1; k) - z'_s(k)\|_Q^2 \right) \]
\[ + \sum_{j=0}^{N-2} \left( \|\bar{u}(j; k+1) - u'_s(k)\|_R^2 - \|\bar{u}^*(j+1; k) - u'_s(k)\|_R^2 \right) \]
\[ + \|\bar{z}(N-1; k+1) - z'_s(k)\|_Q^2 \]
\[ + \|\bar{u}(N-1; k+1) - u'_s(k)\|_R^2 \]
\[ - \|\bar{z}^*(0; k) - z'_s(k)\|_Q^2 - \|\bar{u}^*(0; k) - u'_s(k)\|_R^2. \]
Let us denote
\[ \gamma(w) := \sum_{j=0}^{N-2} \|A^j_k w(k; z, x, u)\|_Q^2 \]
\[ + \sum_{j=0}^{N-2} \|A^j_k w(k; z, x, u)\|_{K^*RK} \]
\[ + 2\sqrt{J_N(x(k), y_t)} \sum_{j=0}^{N-2} \|A^j_k w(k; z, x, u)\|_Q \]
\[ + 2\sqrt{J_N(x(k), y_t)} \sum_{j=0}^{N-2} \|A^j_k w(k; z, x, u)\|_{K^*RK} \]
\[ + \|A^{N-1}_k w(k; z, x, u)\|_Q^2. \]

1) For any \( j = 0, \ldots, N - 2 \), it comes
\[ \|\bar{z}(j; k+1) - z'_s(k)\|_Q^2 - \|\bar{z}^*(j+1; k) - z'_s(k)\|_Q^2 \]
\[ \leq \|A^j_k w(k; z, x, u)\|_Q \]
\[ + 2\|A^j_k w(k; z, x, u)\|_Q \]
\[ \leq \|A^j_k w(k; z, x, u)\|_{K^*RK} \]
\[ + 2\sqrt{J_N(x(k), y_t)} \sum_{j=0}^{N-2} \|A^j_k w(k; z, x, u)\|_Q. \]
which is a $K_{\infty}$ function. Then, the above condition can be simplified as

\[
\Delta V_1(k; y_t) \leq - \|\bar{z}^*(0; k) - z_s^*(k)\|^2_Q - \|\tilde{u}^*(0; k) - u_s^*(k)\|^2_R + \gamma(w)
\]
\[
\leq - \|\bar{z}^*(0; k) - z_s^*(k)\|^2_Q + \gamma(w).
\]

Therefore, with (19b), we can obtain

\[
\Delta V_1(k; y_t) \leq - \|z(k) - z_s^*(k)\|^2_Q + \gamma(w)
\]
\[
\overset{(26)}{\leq} - \beta_{u_1} \|z(k) - z_s^*(k)\|^2 + \gamma(w),
\]

(34)

which indicates that the closed-loop system is input-to-state stable to a neighborhood of $y_s^*(k)$.

From (26), we also know a lower bound of $\Delta V_1(k; y_t)$ as

\[
\Delta V_1(k; y_t) \geq \beta_{u_1} \|z(k) - z_s^*(k)\|^2 - \beta_{u_1} \|z(k) - z_s^*(k)\|^2,
\]

(35)

and together with (34) and (35), we have

\[
\|z(k) + 1 - z_s^*(k + 1)\|^2 \leq c_1 \|z(k) - z_s^*(k)\|^2 + \frac{1}{\beta_{u_1}} \gamma(w),
\]

(36)

where $c_1 := \frac{\beta_{u_1}}{\beta_{u_1}} < c_1 < 1$ due to (24), which can also provide practical exponential stability for bounded $u$.

(ii) Input-to-State stability to a neighborhood of $\bar{y}_{sr}$.

We next discuss that the closed-loop system output $y(k)$ is converging to a neighborhood of $\bar{y}_{sr}$. Here, we rely on the second Lyapunov candidate function defined in (27).

\[
\Delta V_2(k; y_t) = V_2(x(k + 1), y_t) - V_2(x(k), y_t) = J_N(x(k + 1), y_t) - J_N^*(x(k), y_t).
\]

To discuss the bound for $V_2(x(k + 1), y_t) - V_2(x(k), y_t)$, we consider the following two complementary cases:

a) There exists a scalar $\rho > 0$ such that

\[
\|z(k) - z_s^*(k)\|^2 \geq \rho \|z_s^*(k) - \bar{z}_{sr}\|^2.
\]

(37)

b) There exists a scalar $\rho > 0$ such that

\[
\|z(k) - z_s^*(k)\|^2 \leq \rho \|z_s^*(k) - \bar{z}_{sr}\|^2.
\]

(38)

The above two cases are considered in order to assign feasible solutions for KTMPC at time step $k + 1$. Since the same $\rho$ is used in (37) and (38), the closed-loop stability result does not depend on any of these two conditions.

Case a): In this case, we can choose the same non-optimal solutions at time step $k + 1$ as in Part (i) and it comes

\[
\Delta V_2(k; y_t) \leq J_N(x(k + 1), y_t) - J_N^*(x(k), y_t)
\]
\[
= \|y_s(k + 1) - y_t\|^2_S - 2 \|z_s(k) - y_t\|^2_S + 2 \|z_s(k + 1)\|^2_Q - 2 \|z_s(k)\|^2_Q
\]
\[
+ \sum_{j=0}^{N-1} \|\bar{u}(j + 1 - z_s(k + 1))\|^2_R
\]
\[
- \sum_{j=0}^{N-1} \|\tilde{u}(j + 1 - z_s^*(k + 1))\|^2_Q + \gamma(w).
\]

Then, it can be realized that

\[
\Delta V_2(k; y_t) \leq \Delta V_1(k; y_t) \overset{(34)}{=} - \|z(k) - z_s^*(k)\|^2_Q + \gamma(w).
\]

Therefore, we can further derive that

\[
\|z(k) - z_s^*(k)\|^2_Q
\]
\[
= \frac{1}{2} \|z(k) - z_s^*(k)\|^2 + \frac{1}{2} \|z(k) - z_s^*(k)\|^2_Q
\]
\[
\geq \frac{1}{2} \|z(k) - z_s^*(k)\|^2_Q + \frac{\Lambda(Q)}{2} \|z_s^*(k) - \bar{y}_{sr}\|^2_Q
\]
\[
\overset{(37)}{\geq} \frac{\bar{\lambda}(Q)}{2} \|z(k) - z_s^*(k)\|^2 + \frac{\rho \lambda(Q)}{2} \|z_s^*(k) - \bar{y}_{sr}\|^2
\]
\[
\overset{(37)}{\geq} \bar{\lambda}_1 \|z(k) - \bar{y}_{sr}\|^2,
\]

where $\bar{\lambda}_1 := \min \left(\frac{\lambda(Q)}{\lambda(Q)}, \frac{\rho \lambda(Q)}{2}\right)$ with $\bar{\lambda}_1 > 0$ due to $Q \in S^o_{\sigma_0}$. Thus, we can conclude for this case

\[
\Delta V_2(k; y_t) \leq - \bar{\lambda}_1 \|z(k) - \bar{y}_{sr}\|^2 + \gamma(w),
\]

(39)

which guarantees that the closed-loop state $z(k)$ is input-to-state stable and converging to a neighbourhood of $\bar{y}_{sr}$.

Case b): Given the optimal solutions obtained at time step $k$, we can consider a non-optimal solution of steady output at the next time step $k + 1$ as

\[
y_s(k + 1) = \sigma y_s^*(k) + (1 - \sigma) \bar{y}_{sr}, \sigma \in (0, 1],
\]

which can imply non-optimal steady state $z_s(k + 1)$ and input $u_s(k + 1)$.

Then, we can have that there exists a scalar $\beta_{u_2} > 0$ such that

\[
\Delta V_2(k; y_t) \leq V_2(x(k), y_t) + \|y_s(k + 1) - y_t\|^2_S
\]
\[
- V_2(x(k), y_t) - \|y_s^*(k) - y_t\|^2_S
\]
\[
\overset{(26)}{\leq} \|y_s(k + 1) - y_t\|^2_S - \|y_s^*(k) - y_t\|^2_S
\]
\[
+ \beta_{u_1} \|z(k) - z_s^*(k)\|^2_Q
\]
\[
- \|z(k) - z_s^*(k)\|^2_Q.
\]

First, we can derive the term

\[
\|y_s(k + 1) - y_t\|^2_S - \|y_s^*(k) - y_t\|^2_S
\]
\[
\overset{(32)}{\leq} - s(2\sigma - \sigma^2) \|y_s^*(k) - \bar{y}_{sr}\|^2
\]
\[
\overset{(29)}{\leq} - \frac{s(2\sigma - \sigma^2)}{\bar{\lambda}_1} \|z_s^*(k) - \bar{y}_{sr}\|^2.
\]
Second, from (36), we can know
\[ \|z(k+1) - z^*_s(k+1)\|^2 \leq c_1 \|z(k) - z^*_s(k)\|^2 + \frac{1}{\beta_1} \gamma(w), \]

Then, by combining the above inequality conditions, we can obtain that
\[ \Delta V_2(k; y_t) \leq -\beta_1 \|z(k) - z^*_s(k)\|^2 \\
- \frac{s(\sigma - \sigma^2)}{c_1} \|z^*_s(k) - \hat{z}_{sr}\|^2 \\
+ \beta_{u_1} c_1 \|z(k) - z^*_s(k)\|^2 + \frac{\beta_{u_2} \gamma(w)}{\beta_1}. \]

Let us denote \( \check{\gamma}(w) = \frac{\beta_{u_2}}{\beta_1} \gamma(w) \) and \( c_2 = \frac{s(\sigma - \sigma^2)}{c_1} > 0 \)
(due to \( s > 0 \) and \( 0 < \sigma < 1 \)). Therefore, the above condition can be simplified as
\[ \Delta V_2(k; y_t) \leq - (\beta_1 - \beta_{u_1} c_1) \|z(k) - z^*_s(k)\|^2 \\
- c_2 \|z^*_s(k) - \hat{z}_{sr}\|^2 + \check{\gamma}(w) \]
\[ \leq - \hat{c}_2 \|z(k) - \hat{z}_{sr}\|^2 + \hat{\gamma}(w), \]
where \( \hat{c}_2 := \min((\beta_1 - \beta_{u_1} c_1), c_2) \). From Assumption 9, the condition (24)
gives
\[ \beta_{u_1} - \beta_{u_1} \hat{\beta}_1 - \beta^2_{u_1} < 0, \]
which ensure the following condition with \( \beta_1 = \lambda(Q) > 0, \)
\[ \hat{\beta}_1 - \beta_{u_1} (\beta_{u_1} - \beta_1) > 0, \]
which is equivalent to \( \hat{\beta}_1 - \beta_{u_1} c_1 > 0 \). Thus, \( \hat{c}_2 > 0 \) holds together with \( c_2 > 0 \).

Together with Lemma 2 and conditions in (39) and (40), we can concluded that the closed-loop system state \( z(k) \) is converging to a neighborhood of \( \hat{z}_{sr} \), which implies the closed-loop system output \( y(k) \) of (2) with the KT MPC controller defined in (19) is converging to a neighborhood of the given reference \( y_t \). In addition, from the obtained Lyapunov conditions above, it can be seen that the size of the neighborhood is determined by the amplitude of estimation errors.

**REFERENCES**

[1] P. Kidger and T. Lyons, “Universal approximation with deep narrow networks,” in *Conference on learning theory*. PMLR, 2020, pp. 2306–2327.

[2] B. O. Koopman, “Hamiltonian systems and transformation in Hilbert space,” *Proceedings of the National Academy of Sciences*, vol. 17, no. 5, pp. 315–318, 1931.

[3] S. L. Brunton, B. W. Brunton, J. L. Proctor, and J. N. Kutz, “Koopman invarant subspaces and finite linear representations of nonlinear dynamical systems for control,” *PNAS* one, vol. 11, no. 2, p. e0150171, 2016.

[4] S. E. Otto and C. W. Rowley, “Koopman operators for estimation and control of dynamical systems,” *Annual Review of Control, Robotics, and Autonomous Systems*, vol. 4, pp. 59–87, 2021.

[5] P. Bevanda, S. Sosnowski, and S. Hirche, “Koopman operator dynamical models: Learning, analysis and control,” *Annual Reviews in Control*, vol. 52, pp. 197–212, 2021.

[6] J. N. Kutz, S. L. Brunton, B. W. Brunton, and J. L. Proctor, *Dynamic mode decomposition: data-driven modeling of complex systems*. SIAM, 2016.

[7] I. Mezic, “Koopman operator, geometry, and learning of dynamical systems,” * Notices of American Mathematical Society*, 2021.

[8] B. Lusch, J. N. Kutz, and S. L. Brunton, “Deep learning for universal linear embeddings of nonlinear dynamics,” *Nature communications*, vol. 9, no. 1, pp. 1–10, 2018.

[9] H. Shi and M. Q.-H. Meng, “Deep Koopman operator with control for nonlinear systems,” *IEEE Robotics and Automation Letters*, 2022.

[10] Y. Xiao, X. Zhang, X. Xu, X. Liu, and J. Liu, “Deep neural networks with Koopman operators for modeling and control of autonomous vehicles,” *IEEE Transactions on Intelligent Vehicles*, 2022, early access.

[11] J. Chen, Y. Dang, and J. Han, “Offset-free model predictive control of a soft manipulator using the Koopman operator,” *Mechatronics*, vol. 86, p. 102871, 2022.

[12] J. M. Maciejowski, *Predictive control: with constraints*. Pearson education, 2002.

[13] J. B. Rawlings, D. Q. Mayne, and M. M. Diehl, *Model Predictive Control: Theory, Computation, and Design*. Santa Barbara, CA: Nob Hill Publishing, 2019.

[14] D. Limon, I. Alvarado, T. Alamo, and E. F. Camacho, “MPC for tracking piecewise constant references for constrained linear systems,” *Automatica*, vol. 44, no. 9, pp. 2382–2387, 2008.

[15] D. Limon, A. Ferramosca, I. Alvarado, and T. Alamo, “Nonlinear MPC for tracking piece-wise constant reference signals,” *IEEE Transactions on Automatic Control*, vol. 63, no. 11, pp. 3735–3750, 2018.

[16] D. Limon, I. Alvarado, T. Alamo, and E. F. Camacho, “Robust tube-based MPC for tracking of constrained linear systems with additive disturbances,” *Journal of Process Control*, vol. 20, no. 3, pp. 248–260, 2010.

[17] J. Berberich, J. Köhler, M. A. Muller, and F. Allgower, “Linear tracking MPC for nonlinear systems part i: The model-based case,” *IEEE Transactions on Automatic Control*, vol. 67, no. 9, pp. 4390–4405, 2022.

[18] M. Korda and I. Mezić, “Linear predictors for nonlinear dynamical systems: Koopman operator meets model predictive control,” *Automatica*, vol. 93, pp. 149–160, 2018.

[19] ——, “Optimal construction of Koopman eigenfunctions for prediction and control,” *IEEE Transactions on Automatic Control*, vol. 65, no. 12, pp. 5114–5129, 2020.

[20] M. Wang, X. Lou, W. Wu, and B. Cui, “Koopman-Based MPC with learned dynamics: Hierarchical neural network approach,” *IEEE Transactions on Neural Networks and Learning Systems*, 2022.

[21] H. M. Calderón, E. Schulz, T. Oehlschlégel, and H. Werner, “Koopman operator-based model predictive control with recursive online update,” in *2021 European Control Conference (ECC)*. IEEE, 2021, pp. 1543–1549.

[22] A. Narasingam, S. H. Son, and J. S.-I. Kwon, “Data-driven feedback stabilisation of nonlinear systems: Koopman-based model predictive control,” *International Journal of Control*, pp. 1–12, 2022.

[23] X. Zhang, W. Pan, R. Scattolini, S. Yu, and X. Xu, “Robust tube-based model predictive control with Koopman operators,” *Automatica*, vol. 137, p. 110114, 2022.

[24] D. Bruder, X. Fu, R. B. Gillespie, C. D. Remy, and R. Vasudevan, “Data-driven control of soft robots using Koopman operator theory,” *IEEE Transactions on Robotics*, vol. 37, no. 3, pp. 948–961, 2020.

[25] C. Folkestad, D. Pastor, I. Mezic, R. Mohr, M. Fonoroberova, and J. Burdick, “Extended dynamic mode decomposition with learned Koopman eigenfunctions for prediction and control,” in *American Control Conference*, 2020, pp. 3906–3913.

[26] S. E. Otto and C. W. Rowley, “Linearly recurrent autoencoder networks for learning dynamics,” *SIAM Journal on Applied Dynamical Systems*, vol. 18, no. 1, pp. 558–593, 2019.

[27] D. Q. Mayne, M. M. Seron, and S. Raković, “Robust model predictive control of constrained linear systems with bounded disturbances,” *Automatica*, vol. 41, no. 2, pp. 219–224, 2005.

[28] K. Zhang, Q. Sun, and Y. Shi, “Trajectory tracking control of autonomous ground vehicles using adaptive learning MPC,” *IEEE Transactions on Neural Networks and Learning Systems*, vol. 32, no. 12, pp. 5554–5564, 2021.

[29] Aion Robotics, *Aion Robotics R Series Documentation*, 2019. [Online]. Available: https://github-docs.readthedocs.io/en/latest/r-series.html