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Abstract. A major endeavor of computer vision is to represent, understand and extract structure from 3D data. Towards this goal, unsupervised learning is a powerful and necessary tool. Most current unsupervised methods for 3D shape analysis use datasets that are aligned, require objects to be reconstructed and suffer from deteriorated performance on downstream tasks. To solve these issues, we propose to extend the InfoMax and contrastive learning principles on 3D shapes. We show that we can maximize the mutual information between 3D objects and their “chunks” to improve the representations in aligned datasets. Furthermore, we can achieve rotation invariance in SO(3) group by maximizing the mutual information between the 3D objects and their geometric transformed versions. Finally, we conduct several experiments such as clustering, transfer learning, shape retrieval, and achieve state of art results.
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1 Introduction

Recently, several unsupervised methods have managed to extract powerful features for 3D objects such as in [16, 50, 1, 31] and [27]. However, these methods assume all 3D objects are aligned and have the same pose in the given category. In real world scenarios, this is not the case. For example, when a robot is identifying and picking up an object, the object is in an unknown pose. Even in online repositories of 3D shapes, most of the data is randomly oriented as users create objects in different poses. To use these methods effectively we require to align all objects for a given category which is a very expensive and time consuming process.

Furthermore, these unsupervised methods require reconstruction of 3D shapes which is not ideal for many reasons. Firstly, it is not always feasible to reconstruct the 3D representation of a shape. For example, due to the discrete nature of meshes, reconstructing their representation may not be attainable. Moreover, in cases where we need invariant representation, it’s hard to reconstruct back the
Fig. 1: **General idea of the method.** We try to bring the 3D shape and the different view of the 3D shape closer in latent space while pushing away the representation of other objects in the dataset further away.

shape from this invariant representation. For example, if you wanted to create rotation invariant embeddings, you need to lose pose information from the embeddings of 3D objects. If you lose the pose information, it will not be possible to reconstruct the shape back as you need to reconstruct it with that given pose.

To overcome the challenges mentioned above we propose a decoder-free, unsupervised representation learning mechanism which is rotation insensitive. The method we introduce takes inspiration from the Contrastive Predictive Coding [30] and Deep InfoMax [44] approach. These methods usually require a different “view” of the object, which is used to maximize the mutual information with the object. This other view can be different modalities, data augmentation of the object, local substructure of the object, etc.

We consider two different views of a given object in this work. First, we consider maximizing the mutual information between a local chunk of a 3D object and the whole 3D object. The intuition for using this view is that the 3D shape is forced to learn about its local region as it has to distinguish it from other parts of different objects. This greatly enhances the representation learnt in aligned objects. Second, we consider maximizing the mutual information between 3D shape and a geometric transformed version of the 3D shape. The advantage of maximizing the mutual information in this scenario is that it can create global geometry invariant representations. This is very useful in the case of achieving rotation insensitive representation in SO(3). Figure 1 illustrates the rough intuition behind the method. Note, despite using objects from different category in the figure, we push away every other shape in the dataset. This might even include object from the same category. This method can be thought as instance discrimination [49].

The key contributions of our work are as follows:

- We introduce a decoder-free representation learning method which can easily be extended to any 3D descriptor without needing to construct complex decoder architectures.
– We show how local chunks of 3D objects can be used to get very effective representations for downstream tasks.
– We demonstrate the effectiveness of the method on rotated inputs and show how it is insensitive to such rotation in SO(3) group.
– We conduct several experiments to show the efficacy of our method and achieve state of art results in transfer learning, clustering and semi-supervised learning.

2 Background

Representation Learning on 3D objects. Much progress has been made to learn good representations of 3D objects in an unsupervised manner which can then be used in several downstream tasks. In point clouds, works such as [1], [50], [16], [18], [37] and [53] have been proposed. For voxels and implicit representations, work such as [47], [27], [10], [28], [31] create powerful representation features which are used for several downstream tasks such as shape completion, shape generation and classification. Recently, there has been a lot of progress in auto-encoding meshes such as in [41], [11], [41]. One disadvantage of the above approaches are that they require you to reconstruct or generate the 3D shapes. As stated earlier, it might be expensive or not possible to reconstruct the shape. A recent approach [52] does not require to reconstruct the shape and instead does two stages of training. It first uses parts of a shape to learn features using contrastive learning and then uses pseudo-clusters to cluster all the data. Our method does not require two stages of training, and furthermore allows us to create rotation invariant embeddings.

Maximizing Mutual Information and Contrastive Learning. A lot of methods have used mutual information to do unsupervised learning. Historically, works such as [25], [1], [6], [5] have explored the InfoMax principal and mutual information maximization. More recently [30] proposed the Contrastive Predicting Coding framework which uses the embeddings to capture maximal information about future samples. The Deep InfoMax (DIM) [44] approach is similar but has the advantage of doing orderless autoregression. In concurrent to these works, works such as [49] and [54], have extended these ideas from the metric learning point of view. These methods were extended in [3], [19], [43] by considering multiple views of the data and achieved state of the art representation learning on images. The InfoMax principal has been extended to graphs [44], [40] and for state representation in reinforcement learning [2]. Our method is inspired by these methods and we extend them to 3D representations. For the multiple views we use geometric transformations and chunks of a 3D object. Finally, in concurrent to our work several new works such as [9], [29] have been purposed.

Rotation Invariance on 3D objects. Traditionally, several methods have focused on hand engineered features to get local rotation invariant descriptors, such as [35], [38], [23]. More recently, methods such as [13] and [14], first, get
local invariant features by encoding local geometry into patches and then use autoencoder to reconstruct the local features. These approaches require creating hand-crafted local features and need normal information. Methods such as MVCNN [39], Rot-SO-Net [24] and [36] explicitly force invariance by taking multiple poses of the object and aggregating them over the poses. However, such methods only work on discrete rotations or can only reconstruct objects along one axis. A lot of deep learning methods have also attempted to use equivariance based architectures to achieve local and global rotation equivariance in 2D and 3D data. Methods such as [12], [46], [15], [42] either use constrained filters that achieve rotation equivariance or use filter orbit which are themselves equivariant. It is usually difficult to create such architectures for different 3D representations. Furthermore, to generate invariant representation to rotation from equivariant representation usually requires a post-processing step. Our method uses the InfoMax loss with rotation geometric transformation to enforce rotation invariance. This method can be easily extended to voxels, implicit representation and meshes without needing to create complex architectures.

3 Methodology

![Fig. 2: Overview of the method. A 3D object and different view of that object is encoded using the same encoder. The features across these views are made similar while a memory bank is used for negative examples. We also store the features obtained in the memory bank.](image)

Our goal is to extract good feature from 3D shapes in an unsupervised manner. To achieve this, we maximize the mutual information on the features extracted from a 3D shape and a different view of the 3D shape. We consider two such views in this work for achieving different purposes. First, we consider using a “chunk” of a 3D object to improve the representation of aligned shapes. The goal of using chunks of a 3D object is to incorporate some form of locality and structure in input into the objective. We investigate different ways we can
extract a chunk of a 3D object and show how this can improve the representations learned. Next we consider geometric transformation as the second view. Intuitively, the goal is to make the shape and its geometric transformed version closer in the latent space while distancing itself from other objects. We show how this can create transformation invariant embeddings to a large extent. We discuss this method in the context of point clouds but it should be straightforward to extend it to other 3D representations. The method in a pictorial form is shown in Figure 2.

Let $x_i$ and $T(x_i)$ represent a 3D shape and the object obtained after applying the transformation as mentioned above. We use an encoder, $f(.)$, to transform $x_i$ and $T(x_i)$ into the latent representation $z_i^a$ and $z_i^b$. Note, this encoder also includes a final normalizing layer which makes the embeddings unit vector. In the next sections, we detail the motivation and mechanism for using chunks of a 3D object and geometric transformations as second view.

3.1 Local Chunks

As mentioned above, the chunks provide a way to define a locality structure to be incorporated in the objective. We do this by first defining a local subset of the 3D object. For point clouds, if you randomly select a subset of points, you will just get a coarser representation of the 3D object. So, we define some potential ways to define local sub-structures in pointclouds. Next, we force the network to distinguish between its own local subset and other objects’ local subsets using the InfoMax principle. This objective forces the network to learn about its own local sub-structures and creates more informative embeddings.

We define chunks by taking two mechanisms. In the first approach, we randomly select a point from the point cloud. Then we use a distance measure in euclidean space to select a subset of points. The distance measure we consider are euclidean distance, cosine distance and chebyshev distance. Once we select a subset of points we normalize using a bounding sphere. In the second approach, we take a chunk of a 3D object based on chopping the object randomly along...
the cartesian axes. The chunk is again normalized using a bounding sphere. The different chunks obtained from a sample 3D object are shown in Figure 3.

3.2 Geometric Transformation

In this work, we consider several different geometric transformed versions of a 3D object. This can be thought of as a form of data augmentation. However, our method differs from traditional use of data augmentation by explicitly influencing the latent space to create better embeddings rather than implicitly hoping that it would create meaningful representation. Furthermore, we are doing data augmentation in an unsupervised setting, so the increased cost of augmentation can be shared across several tasks instead of just one task such as in a supervised setting.

Though several other data augmentation methods can be used with the InfoMax principal we consider geometric transformations for two major reasons. First, it is very trivial to apply an affine transformation to a 3D object. We simply need to multiply a transformation matrix. Secondly, we can use the rotation affine transformation to create embeddings which are less sensitive to alignment.

In this paper, we only consider translation, rotation along $z$ axis, rotation in SO(3) rotation group, uniform scale and non-uniform scale as our geometric augmentations. We also combine different transformations together to create more complex transformations. When we do representation learning on unaligned datasets, we always rotate the object before applying a transformation to ensure its not sensitive to rotation.

3.3 InfoNCE objective

To estimate mutual information we use the InfoNCE [30] objective. Let us consider $N$ samples from some unknown joint distribution $p(x, y)$. For this objective, we need to construct positive samples and negative samples. The positive examples, are sampled from the joint distribution of $p(x, y)$ and negative samples from the product of marginals $p(x) p(y)$. The objective then learns a critic function, $h(.)$, by increasing the probability of positive examples and decreasing the probability for negative examples. The bound is given by -

$$I_{NCE} = \sum_{i=1}^{N} \log \frac{h(x_i, y_i)}{\sum_{j=1}^{N} h(x_i, y_j)} M$$

(1)

In our case, the positive samples are constructed by using the shape, $x_i$, and a different view, $T(x_i)$, of the shape. We construct negative examples by uniformly sampling, $k$ pairs, over the whole transformed version of the dataset. Note, this procedure can lead to objects from the same category being part of negative examples. We consider a batch size of $N$. The critic function is defined as exponential of bi-linear function of $f(x_i)$ and $f(T(x_i))$. We parameterize this function using $W$. Note that the critic can be defined on the global features from
$f(.)$ or the intermediate features of $f(.)$. We can also modulate the distribution using the parameter $\tau$. The critic function is shown below -
\[
h(x_i, T(x_i)) = \exp(f(x_i)Wf(T(x_i))/\tau)
\] (2)

We now consider the objective where we maximize the mutual information between the global representations of $x$ and $T(x)$. That is, we maximize the mutual information between features from the latter layers of the encoder. The loss is shown below -
\[
L = \sum_{i=1}^{N} - \log \frac{h(x_i, T(x_i))}{h(x_i, T(x_i)) + \sum_{j=1}^{k} h(x_i, T(x_j))}
\] (3)

In theory, more negative examples, $k$, should lead to a tighter mutual information bound. One way of achieving this involves using large batch size, which might not be ideal. To avoid this, we take inspiration from [49], [43], [54] and use a memory bank to store data from previous batches. This allows us to use large number of negative examples. Increasing the number of negative examples leads to prohibitive cost in computing the softmax. So instead we use the Noise-Contrastive estimation [17] to approximate the above loss as in [43]. The loss is as shown below -
\[
L_{NCE} = \frac{1}{N} \sum_{i=1}^{N} \left( - \log [h(x_i, T(x_i))] - \sum_{j=1}^{k} \log [1 - h(x_i, T(x_j))] \right)
\] (4)

4 Experiments

We conduct several experiments to test the efficacy of our method and the representation learned by the encoder on both aligned and unaligned shape datasets. We divided the experiment section into three major parts. In the first section, we do experiments on aligned datasets and show the effectiveness of our method. In the second section, we discuss the representation learning on rotated 3D shapes. Finally, in the last section we look at different hyperparameters and factors affecting our method.

**Training Details.** For most of the experiments we use a batch size of 32, sample 2048 points on the shapes and use the ADAM optimizer [21]. We use a learning rate of 0.0001. For ModelNet40, we run the experiment for 250 epochs in the case of aligned datasets whereas we run it for 750 epochs for unaligned datasets. As ModelNet10 is a smaller dataset, we run 750 epochs for aligned dataset and 1000 epochs for unaligned dataset. We set the number of negative examples to 512 and use 0.07 as temperature parameter. For ShapeNet v1/v2 dataset, we run it for 200 epochs and use 2000 negative examples. For aligned datasets we use the features from the 6th layer in our model whereas for unaligned datasets
we use features from the 7th layer. Furthermore, for aligned datasets we use the cosine distance based chunks for clustering task and axis chopped chunks for all other experiments as the second view whereas for rotated datasets we use rotation in any SO(3) rotation group plus translation as the second view. The choice of these parameters are further discussed in the ablation study section. We also do early stopping if the network has converged. More details about the encoder structures and training details are in the appendix section. Finally, for ABC dataset \cite{22} we use a batch size of 64 and use 1024 sample points on the surface.

**Baseline setup.** For the tasks of clustering, rotation invariance and shape retrieval, we compare our method with three important works on representation learning on point clouds: FoldingNet \cite{50}, Latent-GAN Autoencoder \cite{1} and AtlasNet \cite{16}. For all three baselines, we use similar training conditions as mentioned above, except we train the three models on ShapeNet \cite{8} for 750 epochs and ModelNet40 \cite{48} for 1500 epochs for unaligned dataset. For aligned dataset we train ModelNet40 for 500 epochs. We use the PointNet encoder as the encoders for these baselines. Note, this is different from the respective paper implementations. More details regarding the architecture used for the baselines can be found in appendix.

**Data Preparation.** All our experiments are conducted on ModelNet10 \cite{48}, ModelNet40 \cite{48}, ShapeNet v1/v2 \cite{8} and ABC dataset \cite{22}. In some of the above datasets objects are aligned according to their categories, so to unalign them we randomly generate a quanterion and rotate them in SO(3) space. During unsupervised training, for each epoch, we rotate the shape differently so that the network can see different poses of the same shape. However, when we test this on the downstream tasks, we only rotate the dataset once. This is to ensure that we only test the effectiveness of unsupervised learning part rather than the effectiveness of the downstream part.

### 4.1 Representation Learning on Aligned Shapes

In this section, we demonstrate how our method performs when we do representation learning on aligned shapes. Here we compare with well established baselines and show the advantages of our method. Moreover, we also show how the embeddings obtained from our method are more clusterable then autoencoder methods. Note for clustering experiment we use the cosine distance based chunks whereas for all other experiments we use the axis chopped chunks as the second view.

**Transfer Learning, semi-supervised learning and pre-training.** A well established benchmark used for unsupervised learning is transfer learning. We follow the same procedure as \cite{1} and \cite{50}. We first use unsupervised learning
| Unsup. Method       | Acc. | Sup. Method    | Acc. |
|---------------------|------|----------------|------|
| 3D-GAN [47]         | 83.3 | PointNet [33]  | 89.2 |
| Latent-GAN [1]      | 85.7 | DeepSets [51]  | 90.3 |
| ClusterNet [52]     | 86.8 | PointNet++ [34]| 90.7 |
| FoldingNet [50]     | 88.4 | DGCNN [45]     | 93.5 |
| Multi-Task PC [18]  | 89.1 | Relational PC  | 93.6 |
| Recon. PC(PointNet) | 87.3 | PointNet (Pretrained) | 90.20 |
| Recon. PC(DGCNN)    | 90.6 | DGCNN (Pretrained) | 93.03 |
| Ours (PointNet)     | 89.8 |                |      |
| Ours (DGCNN)        | 91.6 |                |      |

Table 1: **Results on Aligned Datasets.** Left table represents the transfer learning results on ModelNet40 whereas the right table represents the supervised learning results.

| Method              | 1 %  | 2 %  | 5 %  | 20 % | 100 % |
|---------------------|------|------|------|------|-------|
| FoldingNet [50]     | 56.15| 67.05| 75.97| 84.06| 88.41 |
| 3D Cap. Net [53]    | 59.24| 67.67| 76.49| 84.48| 88.91 |
| ours (best)         | **59.66** | **71.06** | **80.48** | **87.66** | **91.64** |
| ours (mean)         | 54.42 ± 3.77 | 66.34 ± 2.99 | 77.12 ± 1.51 | 86.851 ± 0.816 | 91.57 ± 0.06 |

Table 2: **Semi-supervised results on ModelNet40.**

It can be seen from the Table 1 that we achieve state of the art results on transfer learning benchmark. We beat current state of the art by 1% when we use DGCNN encoder with our method. Furthermore, using a simple encoder like PointNet beats many previous unsupervised methods with complex architectures and surprisingly beats the original PointNet supervised learning benchmark. Initializing our model with pre-trained weights also helps in achieving high accuracy in very less epochs. We can achieve 91% accuracy within 3 epochs whereas it takes about 32 epochs for random initialize weights. This is shown in more detail in test accuracy training curve in the appendix. Finally, we perform very well in to train from the ShapeNet v1 dataset. We then train a Linear SVM using the training dataset of ModelNet40. In Table 1 we report the accuracy score on the test set of ModelNet40. Furthermore, we use the pre-trained weights from training ShapeNet dataset and initialize the pointnet classifier with those weights. We compare the results with randomly initialized weights by reporting the classification accuracy in Table 1. Finally, we test our method in limited data scenarios. We compare our method to [50] and [53] as mentioned in the appendix of [53]. It is not clear on how they select the subset of the data. This especially matters when we take very limited data, as you can have as less as 0 to 3 shapes per category. So we report both the best and mean accuracy over 10 runs of choosing a random subset. The results are reported in Table 2.
limited data scenarios. We can achieve about 87% accuracy with 20% of labelled data.

Clusterable representation. A good unsupervised method would create a separable manifold associated with object classes \cite{7}. A good way to test this is to see how easily the data can be naturally clustered. We train the network first using our unsupervised method and then use K-means algorithm on embeddings obtained. We use the implementation present in sklearn \cite{32}. We set the number of clusters equal to 40 and use rest of the default parameters. To test the associations of the embeddings with the object classes we use adjusted mutual information metric (AMI). The results are shown in the aligned column of Table 3. We use the training set of ModelNet40 for the embeddings.

| Method           | Aligned (AMI) | Unaligned (AMI) |
|------------------|---------------|-----------------|
| Latent-GAN [11]  | 0.645 ± 0.002 | 0.197 ± 0.001   |
| AtlasNet [16]    | 0.641 ± 0.002 | 0.197 ± 0.002   |
| FoldingNet [50]  | 0.645 ± 0.003 | 0.141 ± 0.001   |
| Ours (PointNet)  | **0.677 ± 0.002** | **0.496 ± 0.004** |

Table 3: Clustering on Aligned and Unaligned Dataset.

As it can be seen from Table 3 our method produces more clusterable embeddings than autoencoder methods. This can be surprising as we are doing instance discrimination and trying to push away every other object in dataset. Our intuition is that, as the neural net is compressing the 3D objects into a lower dimension, the network has to arrange the embeddings strategically which we believe leads to semantic categories being closer in space compared to other objects from different categories.

4.2 Representation Learning on Rotated Shapes

In this part, the goal is to test how our method would compare to autoencoder baselines on datasets which are randomly rotated in SO(3) space. As mentioned earlier, most data in real-world scenarios are unaligned. Note, we use rotation in SO(3) rotation group plus translation as the second view for this section.

Simple rotation invariance experiment. We create a simple experiment to test the sensitivity of the embedding of the shape with respect to the pose of the shape. We conduct the experiment by randomly selecting 10 shapes from ShapeNet v1 dataset and then randomly rotating them 50 times in SO(3) space generating 50 separate objects with different poses per shape. We then generate embeddings for all these objects and then apply clustering. We use t-SNE to give
a visual representation of the clustering in $\mathbb{R}^2$ as shown in Figure 7. We compare with the Latent-GAN model.

It can be seen from Figure 7 that our model manages to cluster objects and their different poses together. In contrast, Latent-GAN model fails to create meaningful clusters. To quantify this we use the k-means algorithm on the embeddings. In terms of AMI metric, our model achieves 1.0 whereas the baseline achieves 0.555 score. This implies that our method successfully learns to space objects and their different poses in close proximity in latent space, leading to less sensitive embeddings for downstream task.

![t-SNE visualization of rotation invariance check.](image)

Clusterable representations. We also test how well our method does on clustering of embeddings when the object is rotated in SO(3) space. The experimental setup is similar to above section and the results are shown in the last column of Table 3. It can be seen that our method significantly outperforms the autoencoder baselines. This illustrates that autoencoder baseline are very sensitive to rotation and incorporating some form of rotation invariance into the objective can lead to significant improvement in the embeddings obtained. We also show how this can affect transfer learning results, which are present in the appendix.

Shape Retrieval. In many applications, retrieving an object similar to a query object is very useful irrespective of their poses. For such applications, we take embedding of a query object from ShapeNet v1 dataset and ABC dataset, and retrieve the 5 nearest neighbours for a given shape by using the euclidean distance. The results are shown in Figure 5. We again compare with Latent-GAN baseline model.

It can be seen from the first row of Figure 5 that the objects retrieved by the autoencoder baselines are affected by the pose of the object. That is the object retrieved is similar in pose and also sometimes from a different category. Whereas our method manages to bring more semantically similar objects with
The following table shows the layer-wise embeddings clustering accuracy for aligned and unaligned data.

| Data Type | Layer 1 | Layer 2 | Layer 3 | Layer 4 | Layer 5 | Layer 6 | Layer 7 |
|-----------|---------|---------|---------|---------|---------|---------|---------|
| Aligned   | 0.504 ± 0.001 | 0.510 ± 0.002 | 0.517 ± 0.002 | 0.535 ± 0.002 | 0.563 ± 0.002 | **0.633 ± 0.002** | 0.401 ± 0.005 |
| Unaligned | 0.107 ± 0.003 | 0.106 ± 0.002 | 0.112 ± 0.004 | 0.144 ± 0.002 | 0.179 ± 0.002 | 0.404 ± 0.002 | **0.496 ± 0.004** |

Table 4: Layer wise embeddings clustering accuracy.

different poses as shown in second row. The last two rows shown sample object retrieved on ABC dataset. More examples are shown in the appendix.

![Shape Retrieval](image)

Fig. 5: Shape Retrieval. First object in the row represents the query object and next five objects are the retrieved objects.

### 4.3 Ablation Studies

We detail the effect of using different architectures, transformations and chunks on the performance of our method. We run most of the experiments on ModelNet40 dataset and use the task of clustering. We run the clustering algorithm 3 times because of the stochastic nature of k-means. We report the mean and standard deviation on the set of experiments. All the results are measured in AMI.

**Choice of layer** We see the effect of choosing different layers to obtain the embeddings on the task of clustering. The goal of this experiment is to empirically test which layer contains the most information about the shape. The last
Table 5: Effect of different types of augmentation on aligned data of ModelNet40

| Data Transformation          | Aligned (AMI) |
|-----------------------------|---------------|
| Translate (T)               | 0.633 ± 0.002 |
| Axis chopped chunk          | 0.660 ± 0.002 |
| Euclidean distance chunk    | 0.670 ± 0.003 |
| Cosine distance chunk       | **0.677 ± 0.002** |
| Chebyshev distance chunk    | 0.671 ± 0.001 |

Based on the results of Table 4, there are two interesting observations. First, models trained on aligned datasets produce qualitative embeddings from Layer 6 whereas models on unaligned datasets have informative embedding from layer 7. Hence, we take those respective embeddings for our experiments in the above sections. Secondly, in the case of models trained on unaligned datasets, Layer 1-5 contain very less clusterable information indicating that using exact position information in pointcloud might be not ideal.

Table 6: Effect of different types of augmentation on unaligned data of ModelNet40

| Data Augmentation                          | Unaligned (AMI) |
|--------------------------------------------|-----------------|
| Rotate SO(3) + Translate                   | 0.496 ± 0.004   |
| Rotate SO(3) + Uniform Scale               | 0.313 ± 0.005   |
| Rotate SO(3) + Random Scale                | 0.407 ± 0.005   |
| Rotate SO(3) + Uniform Scale + translate   | **0.500 ± 0.001** |
| Rotate SO(3) + Random Scale + translate    | 0.485 ± 0.004   |

Different types of Geometric Transformation and chunk selection In this section, we investigate effectiveness of using different ways of obtaining the chunk from a 3D object and geometric transformation of a 3D object for mutual information maximization. We do separate experiments for aligned and unaligned dataset on ModelNet40 dataset. The transformations for aligned dataset are shown in Table 5 whereas for unaligned dataset it is shown in Table 6. In the case of uniform scaling, we scale the object uniformly across the three axis in the range of 0.5 to 1.5 units of the original object. For the translation data augmentation we randomly translation between −0.2 to +0.2 along each axis. We also do comparison on the task of transfer learning for aligned dataset as
shown in Table 7. Based on the results from the mentioned tables, we choose our transformations for a given task.

| Encoder (Data Augmentation) | Transfer Learning (Acc. (%)) |
|-----------------------------|-----------------------------|
| PointNet (Translate)        | 87.8                        |
| PointNet (Axis chopped chunk)| 89.8                        |
| DGCNN (Axis chopped chunk)  | 91.6                        |
| DGCNN (Euclidean distance based chunk) | 90.9 |
| DGCNN (Cosine distance based chunk) | 90.8 |
| DGCNN (Chebyshev distance based chunk) | 91.3 |

Table 7: Effect of different types of augmentation on transfer learning of ModelNet40

**Effect of chunk size** The experiment illustrates the trade off between local and global information. If the chunk size is big more global information will be incorporate and the network might fail to capture locality. If the chunk size is small we will capture finer details of the object but will affect the accuracy due to the contrasting nature of the algorithm. The results are shown in Table 8.

| Chunk size | Aligned (AMI) |
|------------|---------------|
| 128        | 0.653 ± 0.002 |
| 256        | 0.665 ± 0.003 |
| 512        | 0.677 ± 0.002 |
| 768        | 0.658 ± 0.008 |
| 1024       | 0.665 ± 0.001 |

Table 8: Effect of different chunk size

5 Conclusion

In this paper, we investigated using different views of 3D object to create effective embeddings which generalizes well to different downstream tasks. We showed how considering local substructure in the objective is very effective while considering rotation as a different view can create rotation invariant embeddings. In terms of future work, we would like to explore how our method generalizes to other tasks such as segmentation and part detection. Secondly, we would like to investigate other views of 3D object such as surface normals. Finally, we would like to extend this method to other 3D descriptors such as meshes and voxels.
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A  Training curve comparison

In this experiment, we use the pre-trained weights on ShapeNet dataset and initialize the DGCNN classifier \cite{45} with those weights. We compare the results with randomly initialized weights by showing the test accuracy training curve in Figure 6.

Figure 6 shows how having pre-trained weights using our method helps in fast training of the classifier. We achieve 91% accuracy within 3 epochs whereas it takes about 32 epochs for random initialize weights.

![Training Curve Comparison](image)

Fig. 6: Test accuracy curve using pre-trained weights and random weights

B  Transfer Learning results on unaligned datasets

This experiment is similar to the one mentioned in the paper but instead using datasets that are unaligned. The results are shown in Table 9. It can be seen that our model again outperforms autoencoder baseline models. This reinforces the idea that our method learns embeddings that are less rotation sensitive.

C  Training progress for unaligned shapes

We conduct the rotation invariant experiment as mentioned in the paper on ModelNet40. Figure 7 provides a illustration to show how clustering evolves during training. We take different checkpoints of the model and do a t-SNE plot with the same experimental setup mentioned above. It can be seen from the figure that as training progresses objects get clustered as expected.
Table 9: Transfer Learning Results on Rotated Datasets

| Method      | ModelNet10 (Acc.) | ModelNet40 (Acc.) |
|-------------|-------------------|-------------------|
| Latent-GAN  | 66.7              | 50.4              |
| AtlasNet    | 61.3              | 45.9              |
| FoldingNet  | 68.0              | 48.8              |
| Ours        | **84.2**          | **73.6**          |

Table 10: Transfer Learning Results on Aligned ModelNet10 Datasets

| Method                        | ModelNet10 (Acc.) |
|-------------------------------|-------------------|
| Latent-GAN                    | 95.30             |
| 3D-GAN                        | 91.00             |
| FoldingNet                    | 94.40             |
| Recon. PC (PointNet)          | 91.61             |
| Recon. PC (DGCNN)             | 94.52             |
| ours (PointNet)               | 93.08             |
| ours (DGCNN)                  | 94.64             |

Table 10: Transfer Learning Results on Aligned ModelNet10 Datasets

D ModelNet10 Transfer learning accuracy on Aligned Dataset

In this experiment we compare with other methods on ModelNet10 dataset. The experiment result are shown in Table 10. As it can be seen, our method performs better than all methods except Latent-GAN [1]. As pointed out by works such as [50], it is not clear how the pointcloud was sampled from [1], and hence making a comparison with that work is inconclusive.

E Architectures of model and baseline

We use the PointNet [33] architecture and the DGCNN architecture [45] as our encoder. The PointNet architecture is as follows: ConvBlock (3, 64) →
ConvBlock(64, 64) → ConvBlock (64, 128) → ConvBlock(128, 1024) → MaxPool → FCBlock(1024, 1024) → Linear(1024, 1024). Where ConvBlock stands for 1D convolution followed by BatchNorm [20] and Relu activation. FC block stands for linear layer followed by BatchNorm and Relu activation.

The DGCNN encoder is as follows: Conv2DBlock(6, 64) → Conv2DBlock(128, 64) → Conv2DBlock(128, 128) → Conv2DBlock(256, 256) → ConvBlock(512, 1024) → MaxPool → FCBlock(1024, 1024) → Linear(1024, 1024). As in [45], we use the neighborhood information. Here Conv2DBlock stands for 2D convolution followed by BatchNorm2D and Relu activation.

As mentioned earlier we use the same PointNet encoder as our model for all the baselines. In the case of the decoder, we try to replicate the architecture from the paper or from the github repository if provided. We reconstruct the shapes for all the baselines using Chamfer Loss. The latent vector size used for all experiments is 1024.

In the case of Latent-GAN, we use the model as mentioned in their SVM experiments. As we are not creating generative models, we do not train a GAN on top of the autoencoder and just use the autoencoder for representation learning. The decoder consists of three layers: FCBlock (1024, 1024) → FCBlock(1024, 2048) → FCBlock (2048, 2048 * 3). FCBlock stands for linear layer followed by BatchNorm and Relu activation.

For experiments involving AtlasNet, we use the 25 patches model. We take the decoder code from https://github.com/ThibaultGROUEIX/AtlasNet and integrate it with our training settings. For each patch a MLP block is used. Each MLP block consists of ConvBlock(1024 + 2, 1026) → ConvBlock(513, 256) → ConvBlock(513, 256) → ConvBlock(513, 256). Where ConvBlock stands for 1D convolution followed by BatchNorm and Relu activation.

Finally, for FoldingNet experiments we implement the model as mentioned in the paper. The code from http://www.merl.com/research/license#FoldingNet inspired our implementation. We used the settings of regular 2D grid as mentioned in the paper. The decoder consists of 2 folding layers. The first folding operation consist of ConvBlock (1024 + 2, 512) → ConvBlock(512, 512) → ConvBlock (512, 3). The second folding operation consists of ConvBlock (1024 + 3, 512) → ConvBlock(512, 512) → ConvBlock (512, 3). Where ConvBlock stands for 1D convolution followed by BatchNorm and Relu activation.

F Shape Retrieval

We show more results for shape retrieval on ABC dataset and a model trained on ModelNet40 dataset. The ABC retrieval results are shown in Figure 8. The results show many duplicate retrievals for some objects. This indicates a lot of objects in ABC dataset are similar. We also compare our method with other autoencoder baselines on the ModelNet40 dataset. The baselines we use are as above. The results are shown in Figure 9 and Figure 10. We also show some failure cases for our model in Figure 11.
Fig. 8: **Shape Retrieval.** First object in the row represents the query object and next five object are the retrieved objects from the ABC dataset.
Fig. 9: **Shape Retrieval.** First object in the row represents the query object and next five object are the retrieved objects on ModelNet40 dataset.
Fig. 10: **Shape Retrieval.** First object in the row represents the query object and next five object are the retrieved objects on ModelNet40 dataset.
Fig. 11: **Failure Retrieval.** All the three rows use our model where first object in the row represents the query object and next five objects are the retrieved objects on ModelNet40 dataset.