Fault identification using wavelet transform and Petri networks
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Abstract. This paper proposes the fault identification methods by using fuzzy Petri networks for the advanced application of the micro phasor measurement unit (µPMU) in the distribution network. Firstly, µPMUs are placed at multi buses of the radial distribution network, and the measured impedance is obtained by µPMU. Then, the transient characteristics of the three-phase fault current are extracted by the wavelet transform and Petri networks. Finally, the simulation verifies the effectiveness of the proposed method in 10kV distribution networks.

1. Introduction

In recent years, advanced applications based on micro phasor measurement units (µPMU) are studied by researchers. Based on synchronous monitoring and characteristics of electrical parameters, the µPMU measurement data can improve the accuracy of fault identification and location.

The electrical parameters will change suddenly when a failure occurs in the distribution network. Reference [1,2] proposed a method for deep-learning to identify the fault type. Reference [3-6] proposed a method of applying deep neural networks to get the precise fault type in the distribution network. The results demonstrated that the proposed identification method based on the deep network architecture had higher identification accuracy and reliability.

Reference[7] proposed a new fault location algorithm based on decision-tree topology; reference [8] proposed fault traveling wave-based fault location method. Reference [9] presents a new method for locating a fault in distribution systems using synchronous measurement, which was provided by phasor measurement units (PMUs) with high accuracy and a timestamp. Reference [10,11] delineated the traveling-wave-based fault-location technique for transmission grids via wide-area synchronized voltage measurements. This paper presents a novel method of fault identification combined with µPMU measurement data.

Firstly, the fundamental idea of impedance-based fault identification is introduced in Section 1. Then, the proposed fault identification algorithm by using wavelet transform and Petri networks is illustrated in Section 2 and Section 3. Finally, the effectiveness of the proposed identification algorithm is demonstrated in Section 4.
2. Impedance-based fault identification

The μPMU can measure voltage and current phasors in real-time [12-15], and the impedance curve from B to E for the single-phase short-circuit is shown in Figure.1.

![Figure1. Single-phase short-circuit impedance curve from B to E](image)

The μPMUs distributed in the whole network can divide the grid into multiple sub-regions, which can measure the voltage phasors at the boundary μPMU installation and the current phasor flowing into the sub-region in real-time. Figure.2 shows the partial grid topology of an individual distribution network.

![Figure2. The partial topology of a specific distribution network](image)

When a fault occurs in a distribution network, the equivalent impedance amplitude will be significantly reduced. The impedance curve from the voltage and current phasors at that moment can be used to identify the fault type and fault section. To analyze the impedance relationship between the normal and fault conditions, a ratio variable is defined, taking the single-phase impedance as an example, as follows:

\[
\frac{Z_{\text{ent}}^{\text{normal}}}{Z_{\text{ent}}^{\text{abnormal}}} = \frac{\left| U_{\text{ent}}^{\text{normal}} / I_{\text{ent}}^{\text{normal}} \right|}{\left| U_{\text{ent}}^{\text{abnormal}} / I_{\text{ent}}^{\text{abnormal}} \right|} \tag{1}
\]

Where \( Z_{\text{ent}}^{\text{normal}} \) is the measurement impedance amplitude of phase A at the monitoring node \( r \) under the normal operation condition; \( Z_{\text{ent}}^{\text{abnormal}} \) is the measurement impedance amplitude of phase A at the monitoring node \( r \) under the abnormal operation condition; \( U_{\text{ent}}^{\text{normal}} \) and \( U_{\text{ent}}^{\text{abnormal}} \) respectively represent the voltage and current phasors of phase A at the monitoring node \( r \) under normal operation condition.

Similarly, the ratio variables of phase B and C are shown in (2) and (3)

\[
\frac{Z_{\text{ent}}^{\text{normal}}}{Z_{\text{ent}}^{\text{abnormal}}} = \frac{\left| U_{\text{ent}}^{\text{normal}} / I_{\text{ent}}^{\text{normal}} \right|}{\left| U_{\text{ent}}^{\text{abnormal}} / I_{\text{ent}}^{\text{abnormal}} \right|} \tag{2}
\]

\[
\frac{Z_{\text{ent}}^{\text{normal}}}{Z_{\text{ent}}^{\text{abnormal}}} = \frac{\left| U_{\text{ent}}^{\text{normal}} / I_{\text{ent}}^{\text{normal}} \right|}{\left| U_{\text{ent}}^{\text{abnormal}} / I_{\text{ent}}^{\text{abnormal}} \right|} \tag{3}
\]

Set the ratio threshold \( s_{\text{thr}} \). The fault maybe occur at node \( r \) when \( s > s_{\text{thr}} \). Firstly, the impedance ratio coefficients at a monitoring node are calculated by using (1)-(3). If one of the given three
conditions $s_i > s_{i, set}$, $s_y > s_{y, set}$, and $s_c > s_{c, set}$ is met, the fault identification algorithm is started to identify which type is suit for measurement impedance. When the impedance characteristics meet the threshold within the given section under the fault conditions, it can be judged that a fault occurs in the given section.

3. Fault identification by μPMU measurement data

In recent years, scholars at domestic and abroad have proposed a large number of fault identification methods based on the transient signals [16,17]. This section presents a fault identification method based on hybrid fuzzy Petri nets (HFPN), whose framework is shown in Figure 3 [18,19].

![Figure 3. Fault identification framework](image)

The fault characteristics extracted from three-phase and zero sequence currents are taken as the input value of the Fuzzy Petri networks. The energy by using wavelet transform for measurement data is taken as the characteristic value in the Fuzzy Petri networks. The function of the fuzzy logic module is to get the fuzzy value suitable for the input of the fuzzy Petri networks and identify the fault type through the given sample set and comparison process.

3.1 Wavelet transform in fault identification

3.1.1 Principle of Wavelet Transform

Wavelet transform uses the variable-scale functions to decompose various time-varying signals into the identification indexes [20, 21]. The wavelet packet based on wavelet transform can map any signal to a set of basis functions, which can be composed of a wavelet expansion, which can get the decomposition sequence in the different frequency domains.

The wavelet transforms for time-varying signals $f(t)$ is mainly to find a set of coefficients that can measure the similarity relationship $(W\Psi f)(q,p)$ between time-varying signals $f(t)$ and the function family $\psi_{q,p}(t)$. A selected energy finite function $\Psi(t)$ can be obtained through translation transformation, as follows:

$$\psi_{p,q}(t) = \left| p \right|^{-\frac{1}{2}} \phi \left( \frac{t-q}{p} \right)$$  \hspace{1cm} (4)

Where $p$ is the expansion factor, $q$ is the translation factor.

$$C_q = \int_{-\infty}^{\infty} \left| \frac{\Psi(\omega)}{|\omega|} \right|^2 d\omega < \infty$$  \hspace{1cm} (5)

Where $\hat{\Psi}(\omega)$ is the Fourier transform of $\Psi(t)$; $\Psi$ is called the admissible wavelet or basis wavelet.
\[
(WT\Psi f)(p,q) = |q|^{\frac{1}{2}} \int_{R} f(t) \psi \left( \frac{t-q}{p} \right) d\omega
\]

(6)

Where \( p, q \in R \), \( p \neq 0 \), \( \overline{\psi(t)} \) and \( \psi(t) \) are conjugated with each other.

Wavelet transform is affected by the frequency and time characteristic of the signal. If the wavelet transform is applied to actual engineering, it is necessary to discretize the wavelet transform. Let \( p = p_0 \) and \( q = nq_0p_0^n \), the form of wavelet expansion is shown, as follows:

\[
\Psi_{mn}(t) = p_0^{-m/2} \psi \left( \frac{t-nq_0p_0^n}{p_0^n} \right)
\]

(7)

Where \( p_0, q_0 \in R \), \( m, n \in Z \), \( p_0 > 1 \), \( q_0 > 0 \).

Therefore, the discrete wavelet transform is expressed as follows:

\[
(DWT f)(m,n) = \int_{R} f(t) \Psi_{mn}(t) dt
\]

(8)

By selecting \( p_0 \) and \( q_0 \), the signal can be decomposed into a group of signals without information redundancy between them. The signal can be decomposed to obtain the characteristics of the signal on the time and frequency scales in the different frequency ranges.

3.1.2 Fault characteristic extraction

The zero-sequence currents in the distribution network can be extracted from the three-phase currents IA, IB, and IC when a fault occurs. The electrical parameters are decomposed by wavelet packet transform using a db4 wavelet basis, 8-layer wavelet decomposition waveform with high-frequency signal coefficient \( d(k) \) and low-frequency signal coefficient \( s(k) \) are shown in Figure 4. The 8-layer wavelet decomposition waveforms of the zero-sequence current under the A-phase grounding fault (AG) are also obtained in Figure 4.

The high-frequency energy values \( E_A, E_B, E_C, E_D \) corresponding to the four currents IA, IB, IC, and I0 can be obtained by (9) as follows:

\[
E_{\delta} = \sum_{j=1}^{5} \sum_{k=1}^{100} |d_{ij}(k)|^2
\]

(9)

Then apply (10) to obtain the normalized values of high-frequency energy \( e_A, e_B, e_C, e_0 \), as follows:

\[
e_\delta = E_{\delta} / \max(E_A, E_B, E_C, E_0)
\]

(10)

Where: \( \delta \) means A, B, C three-phases, The high-frequency energy value \( E_{\delta} \) in formula (9) is unified and standardized to obtain \( e_\delta \).

The four eigenvalues will reflect their different characteristics when the different faults occur. We can distinguish the various types of faults by using fuzzy Petri networks in this section.
3.2 Fuzzy processing

The concept of fuzzy logic is proposed by simulating the thinking mode of the human brain's uncertainty concept judgment and reasoning. The respective members in the fuzzy set form a fuzzy group based on the corresponding relationship between each element. A mapping relationship (11) can be used to describe the fuzzy function and the fuzzy set \( \mu : x \rightarrow [0,1] \), as follows:

\[
A = \{(x, \mu_A(x)) | x \in X\} \tag{11}
\]

Where X is the domain of discourse; \( x \) is the element in domain X; \( \mu_A(x) \) is the functional function of the fuzzy set, describing the degree between \( x \) in the set A.

In Fuzzy processes, a fault occurs, zero-sequence current will appear, and zero-sequence wavelet energy increases. "high" in the fuzzy language can be used to indicate the increase of wavelet energy; on the contrary, "low" is used to indicate that the wavelet energy does not change much.

The linear performance functions of the three-phase current characteristic and the zero-sequence current characteristic are analyzed in Figure 5.
3.3 Fuzzy reasoning Petri networks

3.3.1 Definition

Fuzzy reasoning Petri net (FRPN) can be defined as follows:

\[ FRPN = \{ P, T, I, O, \theta, U \} \]  

Where \( P = \{ p_1, p_2, \ldots, p_n \} \) is the collection of places; \( T = \{ t_1, t_2, \ldots, t_m \} \) is the set of changes; \( I \) is the input matrix, \( I_{ij} = \delta_{ij} \in [0,1] \); if \( p_i \) is not the input of \( t_j \), \( \delta_{ij} = 0 \), \( i=1,2,\ldots,n \), \( j=1,2,\ldots,m \); if \( p_i \) is the input of \( t_j \), the value of \( \delta_{ij} \) is the weight of this directed arc; \( O \) is the output matrix, \( O = [\gamma_{ij}] \), \( \gamma_{ij} \) is the logical quantity, \( \gamma_{ij} \in [0,1] \); if \( p_i \) is not the output of \( t_j \), \( \gamma_{ij} = 0 \), \( i=1,2,\ldots,n \), \( j=1,2,\ldots,m \); if \( p_i \) is the output of \( t_j \), the value \( \gamma_{ij} \) is the credibility of the rule; \( \theta^0_{pi} \) represents the confidence that the state \( p_i \) is the initial logical state of the proposition \( \theta^0_{pi} \in [0,1] \), \( \theta^0 = [\theta^0_{p_1}, \ldots, \theta^0_{p_n}]^T, i=1,2,\ldots,n \); \( U \) is the rule confidence matrix, \( U = \text{diag}(\mu_1, \ldots, \mu_m) \), and \( \mu_j \) is the confidence degree of the rule \( t_j \).

3.3.2 Process

Two operators \( \oplus \) and \( \otimes \) are respectively defined as:

\[ \oplus : X \oplus Y = Z, \quad X, Y, \text{and } Z \text{ are all } m \times n \text{ matrices, } Z_{ij} = \max(X_{ij}, Y_{ij}) \];

\[ \otimes : X \otimes Y = W, \quad X, Y, W \text{ are } m \times q, q \times n, m \times n \text{ matrices, } W_{ij} = \max_{1 \leq k \leq q} (X_{ik}, Y_{kj}) \];

The reasoning factor \( \text{neg} \theta^k \) is used in the reasoning process as follows:

\[ \text{neg} \theta^k = 1_m - \theta^k = \overline{\theta^k} \]  

Where: \( 1_m \) is an m-dimensional vector with all unit elements; \( k \) is an inference step; \( \text{neg} \theta^k \) is an m-dimensional vector. The intermediate variable \( \rho^k \) can be obtained as follows:

\[ \rho^k = I^T \otimes (\text{neg} \theta^k) = I^T \otimes \overline{\theta^k} \]  

Where: \( T_j \) is a false confidence, \( j=1,2,\ldots,n \). Thus, confidence \( \rho^k \) is obtained

\[ \rho^k = \text{neg} \rho^k = \text{neg} \left( I^T \otimes (\text{neg} \theta^k) \right) = I^T \otimes \overline{\theta^k} \]  

Where: \( \rho^k \) is an m-dimensional vector.

Finally, the next state is obtained by the following iterative steps

\[ \theta^{k+1} = \theta^k \oplus \left[ (O \cdot U) \otimes I^T \otimes \overline{\theta^k} \right] \]  

In summary, the inference algorithm can be obtained:

**Algorithm 1**

1. Input data \( i=1,2,\ldots,n \);
2. Let reasoning step \( k = 0 \);
3. Obtain the operators and intermediate variables of formula (13) ~ formula (15);
4. Calculate \( \text{neg} \theta^k \) according to formula (16);
5. If \( \theta^{k+1} \neq \theta^k \), \( k = k+1 \), return to step 3 to recalculate \( \theta^{k+1} \); otherwise \( \theta^{k+1} = \theta^k \), terminate the algorithm.
3.3.3 Model

The wavelet energy of the three-phase current and zero-sequence current is the input of FRPN, the extracted wavelet energy of the three-phase current and zero-sequence current is used as the input of HFPN, and the data is further processed through the fuzzy Petri net. The model of FRPN is obtained in Figure 6.

![Figure 6. Model of FRPN](image)

4. Simulation analysis

The 10kV 50Hz distribution networks are established in PSCAD in Figure 7 to generate transient waveforms under different faults, such as single-phase grounding fault (AG), AB two-phase grounding fault (ABG), phase A to phase B (AB), and three-phase fault (ABC). Two μPMUs are placed at nodes 1, and 4. The main parameters in Figure 8 include line positive sequence resistance $r_t = 0.124\Omega/km$, zero sequence resistance $r_0 = 0.124\Omega/km$, positive sequence inductance $l_t = 0.2292mH/km$, zero-sequence inductance $l_0 = 0.6875mH/km$, positive sequence capacitance $c_t = 250nF/km$, and zero sequence capacitance $c_0 = 375nF/km$.

![Figure 7. 10kV distribution network](image)

The faults occur at 0.35s between nodes 2 and 3 in Figure 7, in which the transition resistance is set to 10Ω. The transient waveforms from the μPMU installed at node 1 are imported into MATLAB, and the fault eigenvalue is calculated by 8-layer wavelet decomposition. The high-frequency energy $E_A$, $E_B$, $E_C$, $E_0$ for the currents are obtained by (2), and the characteristic fault values are calculated by (3), which are shown in Table 1.
Tab.1 Fault eigenvalues under different faults

| Fault type | $e_A$ | $e_B$ | $e_C$ | $e_0$ |
|------------|-------|-------|-------|-------|
| AG         | 1     | 0.1347| 0.1272| 0.0634|
| ABG        | 1     | 0.4078| 0.0041| 0.0538|
| AB         | 1     | 0.9283| 0.0020| 0     |
| ABC        | 1     | 0.4475| 0.6382| 0     |

The eigenvalues in Table 1 are processed by Fuzzy logic, and the initial states of the FRPN are obtained in Table 2.

Tab.2 Initial state of FPN

| Fault type | FPN Initial state |
|------------|-------------------|
| AG         | $\theta^A = [10010110000000000000000000]^{rT}$ |
| ABG        | $\theta^A = [100.75460.24540110000000000000000000]^{rT}$ |
| AB         | $\theta^A = [1010010100000000000000000000]^{rT}$ |
| ABC        | $\theta^A = [1.00.82410.1759100100000000000000000]^{rT}$ |

The output status and the probability of FRPN are shown in Table 3. It can be seen from Table 3 that Algorithm 1 can accurately identify the fault types and obtain the probability of occurrence under the different faults.

Tab.3 Output of FRPN

| Fault type | output state | probability |
|------------|--------------|-------------|
| AG         | $\theta^A = [100101101000000010000000000]^{rT}$ | AG/1 |
| ABG        | $\theta^A = [100.75460.2454011000000000000000000000]^{rT}$ | ABG/0.7546 |
| AB         | $\theta^A = [1010010100000000000000000000]^{rT}$ | AB/1 |
| ABC        | $\theta^A = [1.00.82410.1759100100000000000000000]^{rT}$ | ABC/0.8241 |

The fault eigenvalue and identification results by using Algorithm 1 are analyzed in Tables 4 and 5 under different positions and transition resistances.

Tab.4 Fault identification results under different locations

| Fault location | $e_A$ | $e_B$ | $e_C$ | $e_0$ | Outcome and probability |
|----------------|-------|-------|-------|-------|-------------------------|
| 2km            | 1     | 0.1109| 0.1326| 0.0738| AG/1                    |
| 4km            | 1     | 0.1224| 0.9403| 0.0672| AG/1                    |
| 6km            | 1     | 0.1347| 0.1272| 0.0634| AG/1                    |
| 8km            | 1     | 0.0864| 0.1158| 0.0815| AG/1                    |

Tab.5 Fault identification results under different transition resistances

| Transition resistance | $e_A$ | $e_B$ | $e_C$ | $e_0$ | Outcome and probability |
|-----------------------|-------|-------|-------|-------|-------------------------|
| 0Ω                    | 1     | 0.8824| 0.0017| 0     | AB/1                    |
| 10Ω                   | 0.9283| 1     | 0.0020| 0     | AB/1                    |
| 30Ω                   | 1     | 0.7037| 0.0013| 0     | AB/1                    |
| 50Ω                   | 1     | 0.4538| 0.0022| 0     | AB/0.8452               |

The simulation results show that the proposed method is adaptive for identifying the fault type under different conditions, and gives the probability of occurrence.

5. Conclusion
This article proposes a fault identification method by using the impedance-based fault starting index, wavelet transform, and Petri networks. The eigenvalue of fault current is extracted by wavelet transform,
and the eigenvalue is fuzzified, which improves the accuracy of fault identification from energy viewpoints. In the FRPN algorithm, I₀ is introduced into the input to identify the grounding fault. It can be seen from the simulation results that the proposed Algorithm 1 is more accurate than that of other methods.
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