Validation of the Transient Liquid Crystal Thermography Technique for Heat Transfer Measurements on a Rotating Cooling Passage
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Abstract: The transient liquid crystal thermography can be a suitable tool to study heat-transfer performances on internal cooling schemes of gas turbine blades. One of the hot topics related to this methodology is about the level of reliability of the heat-transfer assessments in rotating tests where the fluid experiences time-dependent rotating effects. The present study contribution aims to experimentally validate by cross-comparison of the outcomes obtained by employing the transient technique with those from the steady-state liquid crystal thermography in which the rotational effects occur as time-stable by definition. Heat-transfer measurements have been conducted on a rib-roughened square cross-section channel, with an inlet Reynolds number equal to 20,000 and rotation number up to 0.2. Special attention has been paid to the definition of the more reliable calibration strategy for liquid crystals that are employed in the transient thermography and to the proper estimation of the heat losses in the post-processing of the steady-state experimental data. The results show great accordance between the indications provided by the two techniques both in static and rotating conditions, demonstrating the possibility to exploit the advantages of the transient liquid crystal thermography for the investigation of heat transfer into rotating cooling channels.
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1. Introduction

The liquid crystal thermography (LCT) provides a suitable and accurate experimental technique to evaluate wall temperatures. Its convenience is due to the reversible and repeatable behaviour of the thermochromic liquid crystals: they show a selective light reflection in the visible spectrum as a function of the temperature of the surface onto which they are painted. The temperature information delivered by the LCT technique has been extensively used to accomplish spatially resolved heat-transfer measurements for internal and external flow applications [1], either in steady-state or transient experiments. Among the possible applications of LCT, the investigation about the thermal behaviour of gas turbine internal cooling passages has made wide use of this methodology for many years, starting from the first examples of LCT using the steady-state approach on simple geometries [2] to the application of the transient LCT technique in more complex ones [3], to cite few examples among many others. When passages for turbine rotor blades are considered, different constraints arise, as it will be discussed later on, imposing to conduct the experiment with more attention and under particular boundary conditions. At present, some issues about the application of transient LCT in a rotating cooling channel are still open, and this contribution aims to shed some light on these aspects.

In a transient experiment, starting from an isothermal condition between the airflow and the wetted channel surfaces, a sudden change in the flow temperature is imposed to trigger the heat-transfer
process. Then, the computation of the heat-transfer coefficient (HTC) relies on the one-dimensional Fourier’s equation written for a semi-infinite solid using the surface and flow-temperature evolutions as boundary conditions [4]. Schultz et al. [5] evaluated the maximum duration of a transient test within which a flat wall can be properly assumed as a semi-infinite solid. However, those assumptions are not applicable for every experiment, such as when thin and highly curved walls are considered (e.g., leading-edge areas of a turbine blade). In this case, simple curvature correction can be adopted [6] or exact heat conduction models have to be implemented to deal with the curvature and finite thickness of walls [7]. The 1D conduction assumption is taken to be valid as long as the surface does not present large traverse temperature variations. Several papers [8,9] address the lateral conduction error that is involved when significant surface temperature gradients arise and propose alternative HTC evaluation procedures to correct the analytical 1D solution without solving the 3D energy equation. These aspects continue to have the proper attention from the research community as demonstrated by the recent contributions from Ahmed et al. [10] where a new method to solve the 3D conduction equation is proposed for a more accurate determination of the heat-transfer coefficient in the occurrence of strong lateral conduction.

In addition to the mathematical aspects above-mentioned, attention has to be paid on test conditions under which the experiments are conducted. In real gas turbine blade cooling systems, the air is taken from the last compressor stages of the engine and, then, is routed through complex passages inside the turbine blade to provide adequate cooling of the material; consequently, the airflow is colder than the surfaces of the passages housed inside the blade. Conversely, in transient LCT experiments, the investigated channel wall is commonly exposed to a hot mainstream generated by electric mesh heaters [11–13]. This way to proceed is very popular, because it is rather simple to implement and is acceptable as long as the stationary cooling passages are concerned (i.e., cooling schemes of stator turbine blades). When rotation takes place, it induces the development of Coriolis and centrifugal buoyancy forces that are dependent on the thermal conditions of fluid and channel walls. Therefore, a sudden temperature drop on the flow instead of a flow heating should be imposed to satisfy the similarity with real working conditions. Pagnacco et al. [14] applied the transient LCT technique to study the heat-transfer distribution in a rotating square ribbed channel at a Reynold number equal to 10,000 and rotation number up to 0.4. The authors highlighted the different heat-transfer behaviour and opposite buoyancy effects depending on the direction of the flow-temperature change realized on the airflow (i.e., cold or hot variations). The reported outcomes confirm the need to move for the cold step methodology with the aim to achieve meaningful heat-transfer data about the turbine blades cooling problems. For this reason, the current contribution implements the transient LCT in which the airflow is cooled under the room temperature, although this has led to more complexity in the air treatment system of the experimental facility. In the open literature, few contributions make use of the transient LCT approach implementing a fluid cold temperature step to investigate about rotating cooling channels. Among these, the most significant and numerous contributions come from Ekkad et al. Starting from the first work reported in 2012, a number of different channel configurations have been investigated with the attention on the effects of ribs geometry [15], channel orientation [16,17], and multi-pass configuration with optimized layouts to minimize the Coriolis effect [18,19]. A rig capable to reach extremely high rotational speeds has been designed and commissioned at the University of Stuttgart in Germany [20], but at the moment, only preliminary data have been published.

In the data processing of the transient LCT technique, HTC is implicitly assumed to be constant throughout the entire experiment [4]. However, the Coriolis effect and the buoyancy forces are actually changing during a transient rotating test because of the wall and flow-temperature variations required by the transient approach. This aspect is not taken into consideration in the literature, also because in many cases, the test conditions are such to make buoyancy forces negligible [16,17].

One of the aims of the present contribution is to investigate the effect of buoyancy force evolution during a transient LCT experiment on the resulting heat-transfer coefficient. A possible way to do this, here exploited, is the comparison of the transient results with those experimentally obtained by
means of a steady-state approach (e.g., steady-state LCT), where flow and model temperature are
time-stable by definition (and so are rotation-induced effects). Even if a very common and simplified
cooling channel geometry has been chosen as a case study, the data available in the open literature for
validation purposes are pretty much scattered [21–23], as it will be clarified in the results discussion.
The complexity in replicating the intake conditions together with the low consistency of the literature
data have, hence, led to perform also the steady-state LCT on the investigated channel in order
to collect more reliable heat-transfer information to be used as references for the validation of the
transient experiments.

Transient LCT with cold temperature change is more easily performed making use of liquid
crystals (LC) with activation temperatures below a standard laboratory environmental temperature.
This means that the LC stay for most of their life in the melted phase (i.e., above their clearing point)
and are employed throughout cooling in transient tests. Several contributions in the literature [24–26]
suggest a different colour response on cooling and heating (i.e., hysteresis phenomenon) for the LC with
activation temperature above the environmental temperature. However, no thorough contributions
seem to be available about the behaviour of LC that exhibits the colour play below room temperature.
Given this lack of information, in this paper, an investigation about the calibration procedure and
exploitation strategy has been also performed to get reliable temperature indications out of them.

2. Experimental Setups and Methodologies

2.1. Channel Geometry and Test Conditions

The heat-transfer measurements by means of the two LCT approaches have been performed on a
simplification of an internal cooling passage of a turbine blade. The channel geometry and its spatial
orientation are depicted in Figure 1. The channel model has a scale factor of about 20 allowing us
to perform spatially detailed HTC distributions. The resulting channel length $L$ is 1000 mm with a
constant square cross-section $W \times H$ of $50 \times 50$ mm that corresponds to a hydraulic diameter $D_h$
equal to $50$ mm. On one side, 16 squared ribs are installed with the angle of attack of 90 degrees with respect
to the main channel axis (i.e., the principal flow direction), the blockage ratio $e/D_h$ is 0.1, and the rib
pitch-to-height ratio $P/e$ is 10. The first 200 mm at the channel inlet are kept smooth. The reference
frame relative to the channel has the $x$-axis perpendicular to the ribbed wall, the $y$-axis towards the
radial direction, and the $z$-axis parallel to the ribs. The model spins around the $Z$-axis of the global
reference frame with angular velocity $\Omega$.

![Figure 1. Sketch of geometry and coordinate system of the test section.](image)

The experimental campaign has focused on the HTC distribution on the ribbed surface between
the 7th and the 13th rib ($y/D_h = 10 \div 16$ from the test section inlet). The representative inlet test
conditions are kept constant at a Reynolds number (Equation (1)) of 20,000 and rotation number
(Equation (2)) equal to 0, 0.1, and 0.2. The direction of rotation has been set in order to have the ribbed wall that acts as the trailing side.

\[
Re = \frac{\rho u_b D_h}{\mu}
\]

\[
Ro = \frac{\Omega D_h}{u_b}
\]

Since steady-state and transient LCT approaches require different setups of the test article, two different channel models have been built. The details about models manufacturing and instrumentation are provided in the following subsections in which the two measurement approaches are also described.

### 2.2. Rotating Channel Facility

The test facility of the Energy and Environmental Engineering Laboratory of the University of Udine (see Figure 2) allows performing heat-transfer measurements on rotating channels. At the present progress of the test rig, both LCT approaches can be conducted. Its development, main features, and an example of application are thoroughly described in a previous contribution [27], and for this reason, only the main features are described in the following. Models under test are fixed on one side of the rotating arm of 3 m diameter that spins around the vertical axis. The rotating arm is constrained to the metallic supporting frame by the slewing bearing, and its rotation is driven by a 11 kW electric motor through the transmission belt. The process air enters along the rotation axis in the settling chamber, which is designed in such a way to feed the channel with a uniform velocity distribution at the inlet. Then, the fluid flows radially outward through the test section at which end it is collected by the returning pipeline towards the hollow shaft of the electro-fluidic junction. The air is sucked out by a centrifugal fan, and the mass flow rate is continuously measured by means of a calibrated orifice flow meter [28] located upstream of the fan.

During transient LCT, the airflow has to undergo a sudden cooling to satisfy similarity with the real working conditions. This task is accomplished by using the air cooling section located upstream of the settling chamber inlet. The cooling system is composed of fin-tube heat exchanger that is fed by liquid nitrogen and a valve set that can switch the system in two operation modes: the pre-test phase and test phase. In the pre-test phase, room air is routed into the channel model to maintain an isothermal condition with the channel walls. Meanwhile, an auxiliary fan sucks a secondary airflow through the heat exchanger to reach the target condition for the experiment, monitoring the flow temperature at the heat exchanger outlet. The mass flow rates that run in the two circuits are regulated in order to have the same Reynolds number referred to the hydraulic diameter of the channel model. The test phase starts when the suitable condition of the secondary flow is reached. The valves are switched, the auxiliary fan is turned off, and the cooled air is routed into the channel. During the test phase, mass flow rate and angular velocity of the rotating arm are continuously adjusted to maintain constant both Reynolds and rotation numbers, despite the large variation of the flow temperature [27]. For the tests with the steady-state LCT approach, the air cooling section is not employed and air at ambient temperature flows inside the channel. An on-ground DC power supply is connected through the electro fluidic junction to the channel-wall heater, details of which are given in the next subsection.
The acquisition system is equipped on board the rotating arm, and it has the tasks to capture the colour play of the LC, to acquire the airflow temperature, and to send all the collected data to an on-ground computer. Two frame grabber cameras (BASLER acA1300-60gc camera with the NAVITAR 6 mm 1:1.4 C 1/2” M30.5 camera lens) are installed with their optical axis orthogonal to the ribbed surface and the image are acquired from the fluid side. Two LED strips (120 led/m, 24 W/m, and 4000 K of colour temperature) evenly illuminate the ribbed wall reducing issues related to radiative effects on the measurement surface. Flow-temperature variation is measured using thermocouples, which are immersed in the bulk flow at different positions that are provided in the next subsections. The scanning of the thermocouples signals is performed by the National Instrument (NI) cRIO-9074 device equipped with NI 9213 module. All the cold junctions of the thermocouples are realized inside an aluminium slab; the temperature of which is monitored by a resistance temperature detectors (PT100). This temperature is used as the reference junction temperature to apply for cold junction compensation. An on-board fanless computer deals with the managing of the acquisition systems and with the collecting and transferring of the entire acquired data to an on-ground computer via networking devices. During the transient tests, the cameras record sequences of frames that are synchronized with the temperature acquisitions by means of a 25 Hz trigger signal generated by the NI myDAQ unit. For the steady-state
LCT approach, the temperature of the ribbed surface is kept in the active range of the LC by controlling the supplied electric power. Steady thermal condition is considered to be reached when the surface temperature is stable over a time interval of at least 15 min, after which the cameras take images of the investigated surface.

2.3. Steady-State Liquid Crystals Thermography

Figure 3 provides a schematic representation of the test article employed in the steady-state LCT experiments. The channel is formed by plexyglass (PMMA) walls of 12 mm thickness. A 25 µm thick Inconel 665 alloy foil provides the required heat flux by Joule effect onto the entire ribbed area. The foil has a width of 48 mm and is attached by means of an adhesive layer, then the ribs (as well made of PMMA) are glued on the Inconel surface. Copper bars strongly soldered at both ends of the foil allow providing a uniform power supply to it. The channel is externally covered by a 50 mm layer of polyurethane foam to reduce the conductive heat losses. Two K-type thermocouples monitor the outer surface temperature of the insulating coat to provide the information that is necessary for heat losses estimation. The inlet and outlet temperature conditions of the flow are taken by two K-type thermocouples, which are installed in the centre of the respective channel section. Matt black paint SPB100 Hallcrest is sprayed on the ribbed and sidewalls to avoid annoying reflections and acting as a background to enhance the colours of the liquid crystals. Then, the R35C7W Hallcrest wide-banded LC are applied only on the investigated surface, according to the procedure of surface preparation exposed in [29]. The selected LC present a nominal starting temperature of 35 °C and a colour bandwidth of 7 °C.

The local HTC can be evaluated by:

\[
h = \frac{q_{\text{conv}}}{T_w - T_f} = \frac{q_{\text{joule}} - (q_{\text{cond}} + q_{\text{rad}})}{T_w - T_f}
\]

The fluid temperature \(T_f\) is computed by linear interpolation of the inlet and outlet fluid temperatures; this is a good assumption given the selected geometry and test conditions (i.e., uniform heat flux and straight channel with a constant cross-section). The wall temperature \(T_w\) is obtained from the colour indication of the LC by applying the calibration curve \(T_w = f(\text{hue})\) that will be defined in the next subsection. The hue parameter is computed for each pixel of the image by an in-house developed routine that also maps the images into the real model geometry. The latter task is accomplished by means of a camera spatial calibration procedure, as described in [27]. The convective heat flux \(q_{\text{conv}}\) in Equation (3) differs from the one generated by the heater element \(q_{\text{joule}}\) by the heat flux losses \(q_{\text{loss}}\). The heat generated by Joule effect is calculated by knowing the electrical resistance of the Inconel foil and measuring the voltage drop across the heater. The losses term can be decomposed
in two contributions: the conductive heat loss through the channel walls \( q_{\text{cond}} \), and the radiative heat loss between the channel inner surfaces \( q_{\text{rad}} \). Their correct evaluations are of paramount importance for the accuracy of the HTC values. For this reason, two numerical models have been built in ANSYS CFX (v17.0, ANSYS Inc., Canonsburg, PA, USA) to perform thermal analyses that allow for considering the radiative and conductive phenomena. The radiative model considers only the air volume enclosed by the channel walls, since the PMMA is opaque to infrared radiation. Additionally, air is considered only as radiative medium (i.e., the flow field is not simulated), and therefore, only the discrete radiative transfer mode surface to surface is set in the ANSYS CFX configuration. The wall temperatures that come from the solution of the conductive model and emissivities of the surfaces are imposed as boundary conditions. The emissivity coefficient is set to 0.96 for the ribbed and sidewalls, as measured by Lucas et al. [30] for a layer of liquid crystals painted over a black matt paint. The emissivity of the remaining side (i.e., wall for the optical accessibility) is assumed equal to 0.86—the value taken is from the PMMA datasheet. The conductive model comprises a section of the channel from the 7th to the 13th rib that consists of channel walls, the external insulating layer, and the Inconel foil, as illustrated in Figure 4a. The computational domain has been discretized by a block-structured grid with quadrilateral cells. A single layer of elements has been judged sufficient to discretize the thickness of the heating element. The mesh dimensions of the other sub-domains are set at the interface with the side dimension of the Inconel cells width, which has been determined by means of grid independence test. Starting from a cell width of 1 mm, this dimension was progressively reduced by steps of 0.25 mm until the numerical solution did not change by less of 1%. The final cell dimension has been set to 0.5 mm with a consequent final number of elements of about 1.8 M. The cross-section view of the resulting structured mesh is provided in Figure 4b. The boundary conditions of the conductive model are the following: the Inconel foil domain generates a uniform internal heat flux (equal to the electric power supplied), the limiting cross-sections are assumed adiabatic (i.e., periodic boundary condition), and a constant temperature is imposed on the external surfaces (its value results from the average of the readings from the thermocouples installed on the external surfaces of the insulating layer). Finally, convective (the unknown) and radiative (from the radiative model) heat-transfer distributions are imposed on the inner surfaces. The two described numerical models turn out to be coupled, and furthermore, the computed internal fluxes depend on the unknown HTC distribution. Therefore, an iterative loop is necessary to update the solution until convergence, as described in Figure 5a.

Figure 4. Conductive numerical model: (a) domains and boundary conditions; (b) cross-section view of the computational grid.
At the first iteration, an attempt distribution of the convective heat transfer $h^{(0)}$ is estimated from Equation (3) by neglecting the heat losses, and it is used as a boundary condition for the conductive model. The latter computes the inner wall temperature distributions, which in turn, are the boundary conditions for the radiative model. Meanwhile, the temperature map of the ribbed surface $T_{\text{w}}^{(i)}$ and experimental one $T_{\text{w}}^{\text{exp}}$ from the steady-state LCT are compared. The iterative loop continuously updates the HTC distribution by computing Equation (4) and runs the numerical simulations until the measured and calculated temperatures match.

$$
    h^{(i+1)} = h^{(i)} \frac{T_{\text{w}}^{(i)} - T_f}{T_{\text{w}}^{\text{exp}} - T_f}
$$

Figure 5b reports the trends of the HTC values over the iterative procedure for three representative points taken within the 9th inter-rib area for the static condition; six iterations have been proved to be sufficient to ensure convergence. The starting value $h^{(0)}$ can only be computed where the LC are in their visible colour range, in contrast with the requirement of the conductive model that needs spatially continuous boundary conditions. Since regions where the LC are not active are limited to small portions of the ribbed surface near the edges, this gap is filled by extrapolating the trends of $h^{(0)}$ from nearby areas. Similarly, the conductive numerical analysis requires a convective HTC on the smooth walls of the channel and on the ribs’ surfaces. In these cases, averaged values are taken from the literature [31], and uniform distributions are imposed on these surfaces. These assumptions undoubtedly affect the final solution, and to clarify to which extent, a sensitivity analysis has been carried out. Additional simulations have been performed by increasing and decreasing by 50% the assumed literature values, and then, the final HTC distributions returned by the iterative procedure have been compared. In this way, the boundary of a region of interest (ROI) has been identified as reported in Figure 5b in which the solution variation is less than 2.5%, despite the large variations in the assumed values of the boundary conditions.

2.4. Transient Liquid Crystals Thermography

The channel model used in the transient tests is machined out of PMMA with a wall thickness of 15 mm. In order to exactly evaluate the HTC during the thermal transient tests, the thermo-physical properties of PMMA have to be accurately known. For this reason, two material samples have been sent to a laboratory specialized in materials analysis [32]. The thermal conductivity $k_{\text{PMMA}}$ and the specific heat $c_{\text{PMMA}}$ have been measured by means of differential scanning calorimetry, while the density $\rho_{\text{PMMA}}$ has been indirectly calculated by weighing the samples and estimating the volume...
from their geometries. The flow driving temperature is provided by the indications of 8 K-type thermocouples immersed in the core flow. These thermocouples are inserted from the lateral walls and lay on the symmetry plane at the positions shown in Figure 6. The hot-junction diameters are 0.075 mm, which makes these thermocouples suitable to measure sudden temperature variations. The thermal and flow field behaviours are expected to be symmetrical with respect to the median plane orthogonal to the ribbed wall, given the symmetry of the channel geometry. For this reason, two types of narrow-banded LC with different starting temperatures are sprayed on the two halves of the ribbed surface after the application of the matt black paint SPB1000 Hallcrest. The surface has been treated and painted according to [29]. As shown in Figure 6, the R13C1W Hallcrest (LC13) is sprayed on the lower region and the R3C1W Hallcrest (LC3) on the upper area. In this way, the HTC are assessed in distinct time instants from the indications of the two LC at homologous locations, with the purpose to reveal possible time-depending rotational effects on heat transfer. Narrow-banded LC have been used rather than wide-banded LC in order to allow better accuracy [33]. In addition, Yan and Owen [34] provides some guidelines for the selection of the best-suited activation temperature of LC that ensures the minimization of the uncertainty. This can be reached if the dimensionless wall temperature:

$$\theta_w = \frac{T_w - T_0}{T_f - T_0}$$

is maintained within the range $0.3 \leq \theta_w \leq 0.7$. In the present contribution, the selected LC satisfy this condition within the entire domain, as shown in Figure 7. Figure 7 reports the dimensionless wall temperature averaged over the investigated region, and the error bars that illustrate the value distribution of the dataset (i.e., 1.96 times the standard deviation from the mean value).

![Figure 6. Transient experiment channel model: locations of thermocouples and identification of the regions with the two different liquid crystals (LC).](image)

![Figure 7. Averaged dimensionless wall temperature for transient tests.](image)

The HTC is evaluated by solving the one-dimensional heat conduction equation in the wall solid body, starting from an isothermal steady condition between the wall and fluid, followed by a sudden
change of the fluid temperature [4]. For a generic flow-temperature evolution, the wall temperature is described solving the heat equation with the help of the Duhamel’s superposition theorem [35]:

\[
T_w = T_0 + \sum_{i=1}^{n} \left( T_{f,i} - T_{f,i-1} \right) \times \left[ 1 - \exp \left( \frac{h^2(t - \tau_i)}{(\rho c k)_{PMMA}} \right) \right] \operatorname{erf} \left( h \sqrt{\frac{(t - \tau_i)}{(\rho c k)_{PMMA}}} \right) \tag{6}
\]

Equation (6) is valid as long as the energy diffusion process inside the wall can be assumed as one-dimensional. According to [5], this hypothesis is satisfied by limiting the testing time to the value:

\[
t_{\text{max}} = 0.1d^2 \frac{P_{PMMA}c_{PMMA}}{k_{PMMA}} \tag{7}
\]

For the current wall thickness \(d\) and material properties, the maximum allowable testing time is about 170 s—much higher than the experiments duration that was always below 120 s. Equation (6) is numerically solved for \(h\) by knowing:

- the wall temperature \(T_w\) indicated by the LC activation (i.e., a specific temperature is matched to the full intensity of the green colour, as it will be explained in the calibration procedure described in the next subsection);
- the LC activation time \(t\) (i.e., the elapsed time between the start of the test and the instant at which the green peak is reached);
- the thermo-physical properties of the wall material \(\rho c k\)_{PMMA};
- the flow-temperature evolution \(T_f\) in the entire domain.

Following the approach proposed in [33], the thermocouple readings are spatially interpolated by using the Laplacian diffusion equation in order to determine the local time-resolved flow temperature. An in-house developed processing software written in Matlab (R2013b, MathWorks, Natick, MA, USA) has been used to perform the heat-transfer computation, namely camera calibration, computation of flow-temperature distribution, image processing in order to get the LC activation time, and solution of Equation (6). The software has been developed over the years, and the details about the implemented algorithm can be found in [14,27].

2.5. Liquid Crystals Calibration

The calibration of the wide-banded LC exploited in the steady-state LCT experiments assesses the relationship between colour hue and temperatures, and it has been performed by means of the well-established temperature gradient approach [36]. The LC are sprayed over a conductive aluminium slab at the ends of which a hot and cold sink are installed. A constant temperature gradient is generated across the slab and monitored through thermocouples that are housed inside the aluminium plate. An image of the active LC is acquired and converted in the hue parameter. This information is then related with the local temperature value obtained by an interpolation of the thermocouple readings. The vision system configuration used for calibration has been set up as similar as possible to the one that has been used for the measurements on the rotating rig. This arrangement prevents from possible calibration errors or issues related to the different viewing angle and illumination.

Narrow-banded LC have been used with the full intensity-matching method in the transient LCT tests. Therefore, the calibration procedure takes charge of the determination of the relationship between the maxima green intensity displayed by the LC and temperature. It has been decided to develop a new methodology that allows evaluating the calibration temperature during a temperature evolution. In this way, hysteresis phenomena can be revealed, and consequently, the proper value can be chosen according to the temperature evolution that occurs during transient tests. A frame made of PMMA holds a \(35 \times 35 \times 4\) mm\(^3\) copper plate on an aluminium slab through 8 bolts, as illustrated in Figure 8. A removable PMMA window allows the optical accessibility and simultaneously reduces the natural convection. The matt black paint and LC are deposed on the top surface of the copper
plate. A water serpentine heat exchanger located just below the aluminium slab performs the required cooling or warming of the copper plate. The heat exchanger is part of a water closed circuit, where the water flow rate is kept constant and a Peltier cell regulates the water temperature at the inlet of the heat exchanger. A thermocouple is situated onto the painted surface to monitor the copper surface temperature, as shown in Figure 8. The calibration facility is designed to have an almost uniform temperature distribution across the copper calibration plate. To verify the plate thermal behaviour, a transient simulation has been performed using Comsol Multiphysics™. The simulation has been carried out for 60 s with a time-step of 0.1 s, with the following boundary conditions: natural convection on all the outer walls and imposed heat flux in the lower face of the copper plate, such to ensure a cooling at a rate of about 0.35 °C/s (which is intentionally above the temperature variation registrable during the current transient LCT tests). During the simulated calibration, the maximum temperature difference inside the copper plate never exceeds 0.03 °C. This evidence confirms that the calibration plate can be considered isothermal and the indication of the surface thermocouple can be used as reference temperature for the LC. The vision system is equivalent to the one used on the rotating facility, and as in that case, the acquisition of temperature and image are synchronized. A region of interest of dimension 10 × 10 pixels has been selected close to the surface thermocouple (see Figure 8) in which the hue of the LC is evaluated. The already mentioned MATLAB routine of the transient data elaboration has been also used in the calibration phase to find the time instants at which the green colour peaks are reached. Then, the temperatures of the plate surface at those instants are associated as calibration temperatures.

Figure 8. Sketch of the facility for the calibration through the temperature evolution approach.

2.6. Uncertainty Analysis

The uncertainty analysis has been carried out following the Kline and McClintock’s method [37]. The dimensionless parameters used to identify the test conditions, namely Reynolds and rotation numbers, have been calculated within an uncertainty of 3%.

The uncertainty on HTC in steady-state LCT tests has been determined using the sequential perturbation method described by Moffat [38], or rather, evaluating the sensitivity of the solution with respect to the estimated measurement uncertainties (confidence interval of 95%) of experimental parameters: ±0.4 °C in wall temperature, ±0.2 °C in the fluid temperature, ±0.2 °C in external temperature, ±0.1 V in voltage drops across the Inconel foil, and ±0.5% in electrical resistance of heater element. This has been achieved by running dedicated calculations of the numerical iterative procedure, then applying that information to error propagation. The upper bound for the uncertainty on the heat-transfer results can be assumed equal to 10% for all the tested conditions, and this value applies within the ROI of Figure 5b.

Concerning the transient LCT tests, the sensitivity coefficients necessary to perform the error propagation based on Kline and McClintock’s method cannot be straight forward evaluated because of the analytic form of the Equation (6) used to evaluate the HTC. Therefore, also in this case, sensitivity analyses have been performed [38]. The experimental error sources have been identified and quantified with the following uncertainties: ±5% in material properties, ±0.05 °C in calibration temperature,
±0.2 °C in fluid temperature, and ±0.2 s in activation time. In the present investigation for all the rotating condition and inside the maximum heat-transfer zone, the experimental uncertainties have been estimated up to 3.1% and 6.2% for the LC3 and LC13, respectively. As expected, the LC3 has greater accuracy than the LC13; indeed, the dimensionless wall temperatures of the LC with lower activation temperature are more centred in the range suggested in [34] and previously commented (see Figure 7).

3. Results

3.1. Liquid Crystals Calibrations

The LC employed in the steady-state LCT have been calibrated thanks to the temperature gradient apparatus, as previously described. Multiple calibrations have been performed over time to highlight the potential ageing effect of the LC on the calibration curve [39]. The calibrations have been run the day after the painting of the LC, after two weeks, and after the third week. In each of these days, two calibration curves have been accomplished to check for calibration repeatability, and at least 6 h of waiting time have been interposed between successive calibrations. Since the calibration curves obtained in the same day result overlapped, they are averaged and interpolated by 15th-degree polynomial functions in hue range from 0.05 to 0.65 and are reported in Figure 9. The LC ageing occurs mainly with the attenuation of the colour intensity and, consequently, with the alteration of the calibration curves. For the present case, the ageing does not dramatically affect the hue-temperature relationship within the three investigated weeks. In any case, the wall temperatures have been evaluated using the calibration curve of the first week, since all the heat-transfer measurements have been performed in this period.

Several calibrations have been accomplished over four days for the two LC used in the transient approach (LC3 and LC13). This has been done in order to investigate about possible effects on their activation temperature value due to the experienced temperature time history, including permanence at room temperature (i.e., in the melted state). Calibration values have been obtained by means of the temperature evolution approach during a constant cooling at 0.01 °C/s and a following heating at a rate equal to 0.05 °C/s. The attainable cooling rate is lower by about one order of magnitude than the one in the transient tests. Despite the limited cooling rate, the facility allows pursuing the set aims anyway. In a possible further development, the potential effect of different temperature rates on the calibration values may be studied. The LC has been calibrated also by means of the gradient approach for comparison purpose. The calibration surfaces have been prepared at the same time to ensure consistent performances; furthermore, the investigated surface of the transient test article is prepared at the same time as the calibration specimens. For the sake of clarity, Figure 10 reports only the calibration temperatures obtained for the LC13, since similar trends can be found for
the LC3 and analogous considerations can be made about both LC. The outcomes evidence that the calibration values obtained in cooling or heating (negative and positive temperature gradient over time, respectively) follow the same ageing behaviour but with a clear offset. In both cases, calibration value stability is reached from the second day on after LC deposition. Figure 11 reports the averaged calibration data for day 2, 3, and 4; the error bars are associated to the data scattering about the mean values. These graphs clearly highlight the hysteresis phenomena that is observed in the literature but for LC with activation temperatures much higher than the actual ones. More in detail, the cooling calibrations values are lower than heating ones of 0.09 °C for the LC13 and even of 0.16 °C for the LC3. These calibration differences could lead to an error on the heat-transfer evaluation up to about 3%, at least in the present experiments. The commonly adopted temperature gradient approach provides calibration temperatures that are amid the cooling and heating values, with a data scattering that is very wide (about ±0.2 °C), and therefore unacceptable, for the LC at the lowest activation temperature. In summary, the results prove that it is not correct to assume a single calibration temperature for heating, cooling, or steady-state (i.e., temperature gradient) of LC. Consequently, the assigned calibration value has to be obtained with a temperature evolution consistent to that the LC undergo during the tests. In the present work, the inner surface temperatures of the test channel decrease over time, so consequently, the cooling calibration values must be adopted.

Figure 10. LC13 calibration values over time.

Figure 11. Averaged calibration values for the LC3 and LC13.

3.2. Heat-Transfer Measurements

Heat-transfer performances are compared and discussed in normalized Nusselt number form through the definition of the enhancement factor:

$$EF = \frac{Nu}{Nu_0} = \frac{h D_b / k}{0.023 Re^{0.8} Pr^n}$$

(8)
where $Nu_0$ is the Nusselt number of a fully developed turbulent flow within a smooth circular section tube by Dittus–Boelter correlation. The exponent $n$ is set to 0.4, since the fluid being heated (wall hotter than the fluid) for both LCT approaches. Air thermal conductivity $k$ is evaluated at the local bulk fluid temperature. In the transient tests, the fluid temperature changes continuously over time, hence the local fluid temperature at the local activation time has been used as a reference temperature to get fluid properties and also to compute the local buoyancy number. Table 1 recalls the test conditions of the experiments and provides indications of the buoyancy parameters as the averaged value over the 7th and 12th inter-ribs. The test parameters have been selected with the purpose to replicate the same buoyancy number value between the two LCT methodologies.

| $Re$   | $Ro$ | Steady-State LCT 7th | Steady-State LCT 12th | Transient LCT–LC3 7th | Transient LCT–LC3 12th | Transient LCT–LC13 7th | Transient LCT–LC13 12th |
|--------|------|----------------------|-----------------------|------------------------|------------------------|------------------------|------------------------|
| 20,000 | 0    | 0                    | 0                     | 0                      | 0                      | 0                      | 0                      |
| 20,000 | 0.10 | 0.010                | 0.012                 | 0.011                  | 0.013                  | 0.011                  | 0.009                  |
| 20,000 | 0.20 | 0.039                | 0.050                 | 0.036                  | 0.048                  | 0.038                  | 0.046                  |

Figure 12 shows the enhancement factor distributions over the investigated area that have been obtained at the different rotation conditions. It is possible to appreciate that steady-state LCT results are affected by higher data scattering with respect to transient LCT ones. This is a consequence of the noise coming from the nature of the experimental estimation of the surface temperature (i.e., a combination of the colour evaluation and hue-temperature calibration), and the numerical error propagation generated by the numerical iterative process exploited in the data elaboration. The thermal fields of all steady-state LCT tests turn out to be almost symmetrical to the horizontal midline, as expected and already commented (see Section 2.4). The comparison among steady-state and transient approach can be properly conducted in the central inter-rib areas, where the assumptions for the boundary conditions used to process the experimental data for the steady-state tests have negligible effects. The comparison shows that, in static conditions, the distributions are almost the same, and the well-known thermal pattern caused by the rib-roughened surface can be recognized for all the inter-rib regions [2]. A local maximum of $EF$ is found in correspondence of the reattachment point downstream the obstacle, while regions of lower $EF$ can be observed upstream of each rib and close to the sidewalls. Immediately downstream of the ribs, very low heat transfer takes place because of a fully separated flow, and indeed, the wall temperature turned out to be out of the activation range of LC for the steady-state test. When the channel goes into rotation, an augmentation of $EF$ values occurs, as expected in view of the rotational effects and the location of the ribbed wall at the trailing side [40]; anyway, the focus of this contribution is put on the cross-comparison between steady-state and transient approaches and not on the study of the rotational effects. For all rotation conditions, the transient approach delivered for both LC results that are in very good agreement with those from the steady-state approach.
A more quantitative comparison of the results can be obtained from Figure 13, which reports the EF profiles collected along the channel length at homologous heights for each rotation condition. For the transient LCT, the data are extracted at \( z = 20 \) mm for LC13 and at \( z = 30 \) mm for LC3. Two EF profiles have been extracted at the same locations from the steady-state data and then averaged and compared with those from the transient experiments. The EF profiles relative to LC3 and LC13 have differences within about 6\%, values that fall within the measurement uncertainty estimations. Therefore, the two LC deliver comparable information about heat transfer at different wall temperatures, i.e., at different time during the same tests and, hence, under different fluid temperature histories. This means that the evolution of the rotational effects during the transient tests seems not to have significant consequence on the heat-transfer evaluation, at least for the \( Bo \) ranges here investigated. Furthermore, the steady-state EF profiles are fully comparable with those obtained from the transient LCT under all rotation conditions. A very good congruence among the two LCT approaches can be appreciated about the positions of the heat-transfer maximum (i.e., the location of the flow reattachment downstream the rib). In this way, the steady-state tests attest the right indication of heat transfer achieved by means of the transient tests.
Another way to point out the validation of the transient tests by the steady-state data can be done considering the area-averaged enhancement factor, $\overline{EF}$. The $\overline{EF}$ is calculated for each investigated inter-rib over the evaluation areas that are outlined by dashed lines in Figure 12. The $\overline{EF}$ parameter allows making a comparison over a wide portion of the investigated surface, characterized by a large variation of the heat-transfer coefficient, so highlighting possible differences in the outcomes obtained with the two methodologies. For the static channel and for both rotating conditions, the $\overline{EF}$ values are practically superimposed, as it is possible to observe in Figure 14. All the inter-ribs have the same behaviour along the channel at $Ro = 0$, behaviour that changes when the rotation takes place. Indeed, the spatial resolution and the accuracy of the present results is such to allow the detection of rotational effects even on area-averaged data. Going into rotation, the $\overline{EF}$ is no longer constant along the channel, a local maximum appears, and it moves upstream as the rotation increases (from the 11th inter-rib at $Ro = 0.10$ to the 9th to 10th inter-rib at $Ro = 0.20$). This phenomenon is already documented in the literature [41], and it is caused by the establishment of flow-coherent structures along the channel length promoted by the rotation. These structures are in continuous development along the channel radial direction, and this development is shortened in space (i.e., it takes less space) if the rotation number is augmented. This heat-transfer development is well-captured by both LCT techniques that deliver $\overline{EF}$ values in very good agreement.
Figure 14. Averaged enhancement factor on inter-rib areas.

The $EF$ distributions of the static condition for the transient and steady-state tests are averaged in the $z$-direction over the 9th inter-rib. Figure 15 offers the comparison of this parameter $EF_{span}$ with the literature, choosing among the available references that report data on geometries and test conditions as close as possible to the present one. The $EF_{span}$ from Mayo et al. [21] is available for test conditions equal to $Re = 15,000$ and $30,000$ and the only difference with the present channel geometry is the cross-section aspect ratio that is equal to 0.9 (present investigation $H/W = 1$). For the data of Ekkad et al. [22], the $EF_{span}$ is extracted at $Re = 12,000$ and $60,000$ after the 6th rib of the first section of a two-pass ribbed channel with $H/Dh = 0.125$ (present investigation $H/Dh = 1$). The measurements present similar trends, with $EF_{span}$ values in good agreement if the data at $Re$ equals $60,000$ from [22] are excluded, and there is an agreement in the positions of the maximum of the heat transfer. However, Ref. [22] reported that heat transfer decreases with an increase in Reynolds number, which is not confirmed by [21], where a slight increase of $EF_{span}$ is reported when $Re$ is raised from $15,000$ to $30,000$. In addition, the same geometry as in [21] has been used in [23] to perform heat-transfer measurement. The comparison of the $EF$ maps for the static case from the two contributions shows remarkable differences, the distributions are similar but with reported values much higher for [23]. Even if a very common and simplified cooling channel geometry has been chosen as a case study, the data available in the open literature for validation are pretty much scattered, confirming the complexity to obtain reliable experimental data when heat-transfer measurements are concerned. This evidence justifies the choice to perform dedicated steady-state LCT experiments as a means to providing a reliable reference for the validation of the present transient LCT data.
4. Conclusions

This work contributes to the validation of heat-transfer measurements carried out on a rotating cooling channel by means of liquid crystals thermography (LCT) with the transient approach. In this technique, time-dependent rotating effects could affect reliability of the measured heat-transfer performances and their straightforward transfer to the real application. For this reason, the transient LCT has been conducted on a simple case study, and the outcomes have been compared to those achieved through the steady-state LCT technique in which the rotating buoyancy effects are time-stable by definition. The case study is a rotating square cross-section channel with ribs on the trailing side. The investigation has been performed at a fixed Reynolds number of 20,000, in both static and rotating conditions ($\textit{Ro} = 0, 0.10, \text{and } 0.20$). The different experimental methodologies have led to the design and realization of two test articles, identical in terms of internal geometry but with different technical requirements.

The transient experiments have been conducted, exposing the investigated channel surface to a cold mainstream flow in order to match the direction of the buoyancy effects with those occurring in a real blade cooling application. Consequently, the transient LCT have made use of liquid crystals (LC) with activation range below a standard laboratory temperature. The drawback of this approach is that the LC are in a melted phase for most of their life, in addition to the fact that they are used during a transient thermal regime. This has required an investigation about the best LC calibration procedure to adopt for getting reliable temperature indications out of them with the full intensity-matching method. The calibration temperature of LC has been assessed by means of the common temperature gradient approach and by using a developed facility that allows LC calibration during a temperature evolution. The outcomes of this study prove that calibration values obtained by heating or cooling the LC can differ up to $0.1^\circ\text{C}$, and that the temperature gradient approach should not be exploited for the calibration of LC that are used in transient tests. Therefore, in the present contribution, the assigned calibration value has been obtained with a temperature evolution consistent to that which the LC undergo during the tests (i.e., cooling).

In the steady-state LCT, particular attention has been paid in the heat-losses estimation, which have a crucial impact on the experimental accuracy. An iterative numerical thermal analysis has been set up to process the steady-state data. The procedure exploits two numerical models that are built in order to take into account for the conductive and radiative heat losses.

The whole dataset has been analyzed in terms of the enhancement factor (EF) and focus has been put on the cross-comparison between steady-state and transient results by looking at distribution maps, profiles extracted along the channel length, and area-averaged values over the inter-rib domains. For all rotation conditions, the transient approach delivered EF distributions that are in very good agreement with those from the steady-state approach. The well-known thermal pattern caused by the rib-roughened surface can be recognized, and the increasing of the rotation number produces an augmentation of EF values as expected in view of the rotational effects. The shapes of the heat-transfer distributions have been analysed extracting the EF profiles along the channel length. The transient
EF profiles are fully comparable with those obtained from the steady-state LCT under all rotation conditions, with a discrepancy that falls within the measurement uncertainty estimations. Moreover, a very good congruence between the two LCT approaches can be appreciated about the positions of the heat-transfer maximum of each inter-rib. The evolution of the heat transfer along the channel have also been pointed out, evaluating the area-averaged EF over each inter-rib domain. For the static case, all the inter-ribs have the same behaviour. Instead, when the channel goes into rotation, several inter-ribs exchange more than others. The maximum area-averaged EF moves upstream as the rotation increases, due to the establishment of flow-coherent structures along the channel length promoted by the rotation. This heat-transfer development is well-captured by both LCT techniques that deliver area-averaged values in very good agreement.

In conclusion, for all rotation conditions, the transient approach delivered results that are in very good agreement with those from the steady-state approach. The results match satisfactorily not only if global values are compared, but also, if local effects are observed. This means that the evolutions of the rotational effects during the transient tests do not have significant consequences on the heat-transfer evaluation, at least for the rotating and buoyancy conditions here investigated, confirming the reliability of the transient LCT methodology here proposed.
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