Effective actions and bubble nucleation from holography
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Abstract

We discuss the computation of the quantum effective action of strongly interacting field theories using holographic duality, and its use to determine quasi-equilibrium parameters of first order phase transitions relevant for gravitational wave production. A particularly simple holographic model is introduced, containing only the metric and a free massive scalar field. Despite the simplicity, the model contains a rich phase diagram, including first order phase transitions at non-zero temperature, due to various multi-trace deformations. We obtain the leading terms in the effective action from homogeneous black brane solutions in the gravity dual, and linearised perturbations around them. We then employ the effective action to construct bubble and domain wall solutions in the field theory side and study their properties. In particular, we show how the scaling of the effective action with the effective number of degrees of freedom of the quantum field theory determines the corresponding scaling of gravitational wave parameters.
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I. INTRODUCTION

First order phase transitions are of great interest especially for early-universe cosmology, where bubble nucleation could result in the production of an observable gravitational wave signal at LISA \cite{1, 2}, providing evidence for beyond the Standard Model physics. If this new physics is strongly coupled, computations of the parameters of the phase transition relevant for gravitational wave production with standard techniques (see, e.g., \cite{3, 4} for reviews) fail, and the direct connection between the gravitational wave signature and the masses and couplings of the underlying field theory is lost.

Gravitational waves at strong coupling in SU(N) gauge theories have been investigated using phenomenological models of the free energy density \cite{5–7}. A complementary approach is through holographic duality \cite{8–10}, but analyses have so far had certain limitations. In \cite{9, 10} only equilibrium properties were computed, with some significant properties such as the bubble nucleation rates left as free parameters. This was not the case in \cite{8}, where the transition rate was computed (based on the results in \cite{11}), but some additional assumptions were made, either by working in a quenched sector of the theory or by using a phenomenological approach that does not strictly follow from the holographic dictionary. In this work we will try to partially improve the holographic approach and present a derivation of the transition rate that does not require these assumptions. Although our analysis is motivated by its possible application to cosmological transitions and thus limited to high temperature and zero charge density, it can be straightforwardly generalised to other set-ups.

In quantum field theories the dynamical evolution of the phase transition can start to be addressed by finding the quantum effective action of the theory, which in many aspects is reminiscent of a Ginzburg-Landau effective action. Bubble configurations are obtained from semiclassical solutions to the effective action, and these can be employed to compute key properties of the transition such as the nucleation rate. Bubble production could take place through quantum tunnelling or thermal fluctuations, the probabilities of which can be estimated from the action. However, the dynamical evolution of the bubbles themselves require further analysis, as at nonzero temperature dissipation and drag will enter into play. We will not attempt to describe the dynamical evolution of bubbles, but this has been studied in some models \cite{12–14}.

In a weakly coupled theory, the effective action can be computed by standard perturbative methods (see, however, \cite{15} for a discussion of issues at non-zero temperature). At strong coupling things are as always more difficult. While lattice simulations provide one route of attack (see, e.g.,
they are computationally expensive and have great difficulty at non-zero charge density and especially for real time evolution. A possible avenue is to use gauge/gravity duality, or holography, which is well suited both for strong coupling and to study the dynamical evolution of the system at non-zero temperature.

In this paper, we consider the computation of the effective action using holographic duality. This allows us to study a strongly coupled QFT (often a gauge theory in the large-$N$ limit) through the lens of a classical gravitational theory. We will consider only zero charge density, so our focus is on configurations that may be relevant for a cosmological phase transition, and pick a simple model to illustrate our approach. An analysis of the gravitational wave signal extracted in this model will be presented elsewhere [17].

Our approach has some similarities with the effective action approach used to describe the confinement-deconfinement transition from holographic models [11, 18], in that we do not attempt to find gravity solutions dual to bubble configurations, but construct the bubble solutions directly in the field theory. However, we do not make any additional phenomenological assumptions within the holographic model. Our derivation of the effective action follows directly from the usual rules of the duality. We will truncate the effective action by keeping only terms with two derivatives, but we show that higher derivative terms seem to be comparatively suppressed in the bubble configurations we obtain.

The outline of the paper is as follows. In Sec. II we warm up with a general discussion of the field theory (quantum) effective action, and show how to extract it from the gravity dual. Then, in Sec. III we introduce a particularly simple “bottom-up” gravity theory which nonetheless displays an interesting phase structure upon deforming it by single- and multi-trace operators. By finding a one-parameter family of numerical black brane solutions and applying careful holographic renormalisation, we show how to extract the effective potential, and thereby produce the phase diagram. Furthermore, by solving the linearised equations of motion around the black brane solutions, we show how to derive the (non-canonical) kinetic term as well as a subset of higher derivative terms. In Sec. IV we then use the effective action to study the first order phase transitions of this theory, by finding the critical bubble solutions and computing their action, which sets the nucleation rate. We discuss implications for early-universe cosmology, including the computations of the nucleation temperature and the transition rate, as well as their dependence on the number of degrees of freedom $N$. We also briefly discuss domain walls and compute their surface tension for the complete parameter space, allowing us to comment on the applicability of the thin-wall approximation. Our conclusions and the discussion of the extensions of our work appear in Sec. V.
The appendices detail on the holographic renormalisation, exact results at large temperatures, and also the linearised fluctuation equations.

II. THE QUANTUM EFFECTIVE ACTION FROM HOLOGY

Consider a theory with a scalar field $\Psi$ whose action we denote $S[\Psi]$. The path integral in the presence of an external source $J$ is

$$Z[J] = \int D\Psi \exp \left[ iS[\Psi] + i \int d^4x J \Psi \right].$$

(1)

From the path integral one can obtain the closely related generating functional for connected correlation functions

$$W[J] = -i \log Z[J],$$

(2)

we define the effective action through a functional Legendre transform,

$$\Gamma[\langle \Psi \rangle J] = W[J] - \int d^4x \langle \Psi \rangle J.$$  

(3)

In this definition $J$ should be understood as being a functional of $\langle \Psi \rangle J$ determined implicitly through the relationship

$$\frac{\delta W[J]}{\delta J} = \langle \Psi \rangle J.$$  

(4)

This is also the statement that $\langle \Psi \rangle J$ — sometimes referred to as the classical field — corresponds to the expectation value of $\Psi$ for a given source $J$. Separating the expectation value of the field in the sourceless and sourced parts

$$\psi = \langle \Psi \rangle_{J=0}, \quad \delta \psi = \langle \Psi \rangle_J - \langle \Psi \rangle_{J=0},$$

(5)

the effective action can be recast as a functional of $\delta \psi$. The effective action so defined is the generating functional of 1-point irreducible (1PI) connected correlation functions $\Gamma_n(x_1, \ldots, x_n; \psi)$; hence it can be expanded as

$$\Gamma[\psi + \delta \psi] = \sum_{n=0}^{\infty} \frac{1}{n!} \int d^4x_1 \cdots d^4x_n \Gamma_n(x_1, \ldots, x_n; \psi) \delta \psi(x_1) \cdots \delta \psi(x_n).$$

(6)

The 1PI connected correlators themselves admit in principle an expansion around the trivial vacuum $\psi = 0$

$$\Gamma_n(x_1, \ldots, x_n; \psi) = \Gamma_n(x_1, \ldots, x_n; 0)$$

$$+ \sum_{k \geq 1} \frac{1}{k!} \int d^4y_1 \cdots d^4y_k \Gamma_{n+k}(x_1, \ldots, x_n, y_1, \ldots, y_k; 0) \psi(y_1) \cdots \psi(y_k).$$

(7)
The full effective action is in general highly non-local, as can be seen from this expansion. However, if there are no gapless degrees of freedom, at sufficiently low energies one expects that it can be written as an integral over a local effective Lagrangian, and furthermore, that it can be expanded for small derivatives:

$$\Gamma[\psi + \delta \psi] = \int d^4x \left[ -V(\psi + \delta \psi) - \frac{1}{2} Z(\psi + \delta \psi) \partial_\mu \delta \psi \partial^\mu \delta \psi + \ldots \right].$$  \hspace{1cm} (8)

Here $V(\psi + \delta \psi)$ and $Z(\psi + \delta \psi)$ are ordinary functions of $\psi + \delta \psi$, and we have assumed that the sourceless state is static and homogeneous at $J = 0$, so that $\partial_\mu \psi = 0$. The function $V(\psi + \delta \psi)$ is known as the effective potential, whose minimum determines the true ground state of the theory.

If $\psi$ coincides with the ground state, further expanding to quadratic order in $\delta \psi$ leads to

$$\Gamma[\psi + \delta \psi] = \int d^4x \left[ -V(\psi) - \frac{1}{2} V''(\psi)(\delta \psi)^2 - \frac{1}{2} Z(\psi) \partial_\mu \delta \psi \partial^\mu \delta \psi + \ldots \right].$$  \hspace{1cm} (9)

In order to extract the coefficients in the effective action we compare the expansions in (6) and (9). Going to momentum space and expanding the correlators $\Gamma_2$ around zero frequency and vanishing spatial momenta (we omit the dependence on $\psi$ and factor out a Dirac delta imposing momentum conservation),

$$\tilde{\Gamma}_2(k) = \tilde{\Gamma}_2(0) + \frac{1}{2} \left. \frac{\partial^2 \Gamma_2}{\partial k_i \partial k_j} \right|_{k=0} k_i k_j + \ldots,$$  \hspace{1cm} (10)

one can deduce that

$$V''(\psi) = -\tilde{\Gamma}_2(0), \quad Z(\psi) = -\frac{1}{6} \delta_{ij} \left. \frac{\partial^2 \Gamma_2}{\partial k_i \partial k_j} \right|_{k=0}.$$

We will be interested in constructing the effective action up to (at least) second order in the derivative expansion; that is, we want to compute $V(\psi)$ and $Z(\psi)$. We do this in the framework of holographic duality, which lets us study a strongly coupled quantum field theory by solving a classical gravitational one. The essential relationship in the holographic dictionary is the equivalence between the renormalised on-shell gravitational action and the field theory generating functional $W[J]$. Thus, if one can come by a set of solutions to the gravitational field equations corresponding to different sources $J$ (meaning different near-boundary falloffs for the fields of interest) one can simply evaluate the gravitational action on these solutions to find $W[J]$, and then Legendre transform to obtain $\Gamma[\langle \Psi \rangle, J]$.

Of course, even the solution of classical field equations for arbitrary boundary conditions can be extremely challenging. However, assuming unbroken translational symmetry in the field theory directions one can typically find such solutions numerically for a large class of theories, including
the simple gravity plus scalar theories we focus on later in the paper. This lets us compute $\Gamma[\psi]$ in the limit of uniform fields and sources, \textit{i.e.}, the effective potential.

To access derivative terms in the effective action, we then perturb away from these uniform solutions. The essential insight is that from (11), the value of $Z(\psi)$ at some particular value of $\psi$ is just given by the leading terms in the low momentum expansion of the two-point correlators. This is readily done in holography by solving the gravitational field equations linearised around a particular background solution.

Note that since we will be interested in the effective action at some non-zero temperature, the Lorentz invariance displayed in for example (9) will be broken. We will mainly be interested in static field configurations, and so limit ourselves to computing the coefficient of the spatial derivatives. Generalizing by including derivatives with respect to time is straightforward.

Previous authors have discussed computing the field theory effective action through holography [19–23]. Of these, several make use of (fake) superpotential formulations on the gravity side to derive analytical expressions for the effective action. In simplifying limits such as close to conformality these are very useful. In order to describe thermal phase transitions, as our aim is here, further (numerical) work is typically needed. Our approach is in some sense more direct, employing numerics from the outset; the effective potential analysis in references [19, 20] are the closest in spirit.

A. Holographic duality

We now give a brief introduction to holographic duality, and argue that the approach we outlined for computing the effective action in a derivative expansion is quite natural and convenient in this setting.

Holographic duality relates a $d$-dimensional quantum field theory (QFT) with a $D = (d + 1)$-dimensional gravitational theory in an (asymptotically) anti-de Sitter (AdS) spacetime of radius $L$. The AdS behaviour corresponds to a fixed point in the UV of the QFT. If the space is AdS throughout, then the dual is a conformal field theory (CFT), while asymptotically AdS spacetimes correspond to perturbations of the fixed point by some relevant operators. Well-understood examples of this duality originate in string theory, where the QFT is typically a gauge theory with some amount of supersymmetry. To be able to suppress quantum and string effects in the bulk, rendering the gravitational theory classical, one must typically take the limit of many degrees of freedom and strong coupling. If the dual QFT is a gauge theory, the former can be realised as a
large-$N$ limit where $N$ is the rank of the group. In CFTs the number of degrees of freedom can be associated with the central charge (in two dimensions), conformal anomaly coefficients (in even dimensions) or other quantities. We will refer to $N$ as the “number of colours”, even if the dual field theory is not known.

In slightly more detail, the gravitational constant $\propto \kappa^2$ (whose inverse multiplies the 5D gravity action), made dimensionless by dividing by the appropriate power of the radius of curvature $L$, is related to the number of degrees of freedom. When the dual field theory is a rank-$N$ gauge theory, in particular, we typically have a relation of the form

$$\frac{L^3}{\kappa^2} \propto N^2 .$$  \hspace{1cm} (12)

Since we work in a bottom-up setting, the detailed form of this relationship is not known. For simplicity, we will set $L^3/\kappa^2 = N^2$, treating $N$ as a free parameter related to the number of degrees of freedom, while keeping in mind it is not necessarily equal to the rank of some gauge group.

The field theory effective action we compute through holography will also have this large prefactor $N^2$. This is important for bubble nucleation, since a large bubble action exponentially suppresses the nucleation rate. We will discuss this issue in detail in Sec. [V] For now, we only note that we will explicitly add this factor of $N^2$ in (9), writing it as

$$\Gamma[\psi + \delta \psi] = N^2 \int d^4x \left[ -V(\psi) - \frac{1}{2}V''(\psi)(\delta \psi)^2 - \frac{1}{2}Z(\psi) \partial_\mu \delta \psi \partial^\mu \delta \psi + \ldots \right] .$$  \hspace{1cm} (13)

Thus, in the rest of the paper the quantities $V(\psi)$ and $Z(\psi)$ are $O(1)$, while the full effective action is $O(N^2)$.

Through holographic duality, the operator $\Psi$ is associated with a scalar field $\phi$ in a gravitational theory. The gravitational theory admits classical solutions which are asymptotically anti-de Sitter — near the boundary of these spacetimes, the metric approaches the form

$$ds^2 = \frac{r^2}{L^2} \eta_{\mu\nu} dx^\mu dx^\nu + \frac{L^2}{r^2} dr^2 , \quad r \to \infty ,$$  \hspace{1cm} (14)

and the field $\phi$ will fall off as

$$\phi(r, x) = \frac{\phi_-(x)}{r^{\Delta_-}} + \frac{\phi_+(x)}{r^{\Delta_+}} + \ldots ,$$  \hspace{1cm} (15)

where $\Delta_{\pm} = \frac{d}{2} \pm \sqrt{\frac{d^2}{4} + m^2L^2}$.

In a typical realisation of holographic duality, the operators dual to classical fields on the gravity side will be some form of gauge-invariant single-trace operators, meaning they contain a single trace over colour indices. A deformation of the theory consisting of introducing a source for a scalar
single-trace operator like $\Psi$ is realised in the gravity dual by imposing a boundary condition such that $\phi_-$ is non-zero. One can also study deformations by operators with two or more traces; due to large-$N$ factorisation, such operators have a simple description on the gravity side. These will prove useful for us in the next section, as they provide “knobs” to turn in order to make our simple gravity dual exhibit first order phase transitions.

For relevant multi-trace deformations to be possible, the mass of the scalar field must be close to the Breitenlohner-Freedman bound, in the range
\begin{equation}
-\left(\frac{d}{2}\right)^2 \leq m^2 L^2 \leq -\left(\frac{d}{2}\right)^2 + 1.
\end{equation}

In this range, the value of the mass allows for alternate quantisation, where the coefficient of the sub-leading falloff $\phi_+$ is fixed and identified as the source $J$ of the dual operator. In this case the leading falloff $\phi_-$ is proportional to the expectation value \( \langle \Psi \rangle_J \) of the operator.

Once in alternate quantisation, multi-trace deformations are implemented by generalising the boundary condition on the scalar field [24], allowing $\phi_+$ to be given by an arbitrary function of $\phi_-$. More specifically, if we want to deform our theory by some general multi-trace deformation $W(\Psi)$, we should impose the boundary condition
\begin{equation}
\phi_+ = \frac{\delta W(\langle \Psi \rangle)}{\delta \langle \Psi \rangle},
\end{equation}
where we recall that $\langle \Psi \rangle$ is proportional to $\phi_-$. For example, in the theory we discuss in the next section, we show through careful holographic renormalisation that $\langle \Psi \rangle = -4\phi_-/3$. Then, deforming by say a double trace deformation $W(\Psi) = f\Psi^2/2$ means imposing the boundary condition
\begin{equation}
\phi_+ = f\langle \Psi \rangle = -\frac{4}{3}f \phi_-.
\end{equation}

The multi-trace deformations we implement have a straightforward effect on the field theory effective action; a deformation by an $n$-trace operator $\Psi^n$ simply adds a term $\propto \psi^n$ to the effective potential. For single-trace deformations ($n = 1$) this is in fact a general result for all field theories, following from the behaviour of the Legendre transform under a shift. The fact that multi-trace deformations leads to simple polynomial contributions is on the other hand only true in the large-$N$ limit (see, e.g., [21]).

### III. CONCRETE EXAMPLE: CFT WITH A DIMENSION-4/3 OPERATOR

We now apply the general ideas from the previous section to study a remarkably simple gravitational theory whose field theory dual enjoys a first order phase transition at non-zero temperature
for a range of parameters. We work in a bottom-up setting, meaning we select a simple gravity theory capturing the features we are interested in. In this case, besides gravity with a negative cosmological constant, all we need is a scalar operator which can act as order parameter for the phase transition. We thus take the gravitational action to be

$$S_{\text{bulk}} = \frac{1}{2\kappa_5^2} \int d^5x \sqrt{-g} \left[ R - \partial_\mu \phi \partial^\mu \phi - \mathcal{P}(\phi) \right].$$  \hspace{1cm} (19)$$

Here $R$ is the scalar curvature, $g$ is the metric of the five-dimensional asymptotically anti-de Sitter (AdS) spacetime, $\phi$ is the scalar field, and $\kappa_5^2 = 8\pi G_5$ is essentially the Newton constant. The potential for the scalar field $\phi$ is taken to have the minimal form

$$\mathcal{P}(\phi) = -\frac{12}{L^2} + m^2 \phi^2,$$ \hspace{1cm} (20)

with $m^2L^2 = -32/9$ \cite{25}. From this point on we set the radius of curvature $L = 1$. The value of $m^2$ is within the range of masses allowing two possible quantisations — we will select the alternate quantisation, meaning that the dual operator has dimension $\Delta = 4/3$. Choosing alternate quantisation allows for relevant multi-trace deformations, which provides us with useful “knobs” to turn (in addition to a single-trace deformation and temperature) to arrive at a theory with a first order (thermal) phase transition. We will consider deformations of the original dual CFT, with a scalar operator $\Psi$ and action $S_{CFT}$, by single-, double-, and triple-trace deformations,

$$S_{CFT} \rightarrow S_{CFT} + \int d^4x \left( \Lambda \Psi + \frac{f}{2} \Psi^2 + \frac{g}{3} \Psi^3 \right).$$ \hspace{1cm} (21)$$

The choice of $\Delta = 4/3$ for the operator is convenient as it means that the triple trace deformation is marginal. Thus, the coupling $g$ is dimensionless, while $\Lambda$ and $f$ have dimensions $8/3$ and $4/3$, respectively.

### A. Finding background solutions

Since we want to study the field theory at non-zero temperature, we search for black brane solutions of the gravitational theory. A convenient Ansatz is

$$ds^2 = -e^{-2\chi(r)} h(r) dt^2 + \frac{dr^2}{h(r)} + r^2 d\vec{x}^2,$$ \hspace{1cm} (22)$$
and $\phi = \phi(r)$. The equations of motion (EoM) for our system can then be written as follows:

\begin{align}
\chi'(r) + \frac{r}{3} \phi'(r)^2 &= 0 \\
h'(r) + h(r) \left( \frac{2}{r} + \frac{r}{3} \phi'(r)^2 \right) + \frac{r}{3} P(\phi(r)) &= 0 \\
\phi''(r) + \frac{\phi'(r)}{r} - \frac{2rP(\phi(r))\phi'(r) + 3P'(\phi(r))}{6h(r)} &= 0 .
\end{align}

The equations allow for an AdS solution. Near the boundary of asymptotically AdS solutions, the fields fall off as

\begin{align}
\phi &= \frac{\phi_-}{r^{4/3}} + \frac{\phi_+}{r^{8/3}} + \ldots \\
h &= r^2 + \frac{4 \phi_-^2}{9 r^{2/3}} + \frac{h_2}{r^2} + \ldots \\
\chi &= \chi_0 + \frac{2 \phi_-^2}{9 r^{8/3}} + \ldots .
\end{align}

We use standard numerical methods, implemented using Mathematica’s NDsolve function, to look for hairy black brane solutions. We begin by noting that (24) and (25) involve only $h(r)$ and $\phi(r)$ (and not $\chi(r)$). We solve these two equations by expanding them in a power series near the black brane horizon at $r = r_H$, imposing that $h(r)$ goes to zero there and that $\phi(r)$ is regular.

The resulting near-horizon series solution has two parameters that are not fixed by the equations of motion; the horizon radius $r_H$ and the value of the scalar at the horizon $\phi(r_H) \equiv \phi_H$. For each choice of $r_H$ and $\phi_H$, we can numerically integrate the two equations from the horizon to the AdS boundary to obtain a solution for $h(r)$ and $\phi(r)$. We then plug the solution for $\phi(r)$ into (23) and solve it for $\chi(r)$, imposing $\chi_0 = 0$ to recover the standard AdS metric near the boundary.

Resulting black brane solutions will be dual to the field theory at non-zero temperature. The temperature and entropy density are set by the Hawking temperature and horizon area of the black brane, given by

\begin{align}
T = \frac{e^{-\chi(r_H)h'(r_H)}}{4\pi} \quad \text{and} \quad s = \frac{r_H^2}{4G_5},
\end{align}

where we remind that $G_5$ is related to $\kappa_5$ appearing in the pre-factor of the action [19] by $2\kappa_5^2 = 16\pi G_5$. We want to construct the field theory effective potential at fixed temperature. Using the near-horizon expansion, the above expression for the temperature can be seen to take the form

\begin{align}
T = -\frac{e^{\chi(r_H)P(\phi_H)r_H}}{12\pi}.
\end{align}

We see that given one of the free parameters, say $\phi_H$, we can tune the other one, $r_H$, to set the temperature. We use this to set $T = 1$ for all our black brane solutions — all the results we give
Figure 1. The coefficients $h_2$ (lower blue curve) and $\phi_+$ (upper red curve) from (26) as functions of $\psi = -\frac{4}{3} \phi_-$, all in units of temperature.

will thus be in units of temperature. Note that if we had fixed $r_H$ in some other way, say by setting $r_H = 1$ (fixing the entropy), we would have to rescale the solutions such that they all have the same temperature before Legendre transforming to get the effective potential.

Having fixed $r_H$ we are left with a one-parameter family of solutions, one for each $\phi_H$. It is useful for our purposes to parameterise the solutions by the quantity $\psi = -\frac{4}{3} \phi_-$, which as we show in Appendix A equals the expectation value of the scalar operator in the dual field theory. We visualise our family of solutions by plotting the coefficients $h_2$ and $\phi_+$ from (26) as functions of $\psi$ in Fig. 1.

B. Effective potential

There are two, essentially equivalent, ways of constructing the field theory effective potential. From (3) and (13) we see that for uniform fields and sources, the effective potential can be written as

$$V(\psi) = -w(J) + \psi J,$$

(29)

where we defined $w(J) = W[J]/(\beta V_3 N^2)$ with $V_3$ being the volume along the spatial directions of the dual field theory, and $\beta = 1/T$ being the extent of the Euclidean time direction. Note that we have also implicitly redefined $\psi$ by a factor of $N^2 = \kappa_5^{-2}$ as compared with section [I] as is also
done in the appendix, see (A12). From the holographic dictionary, we have $\beta V_3 N^2 w(J) = S_{OS}$, where $S_{OS}$ is the full on-shell gravitational action (including all counter-terms). In Appendix A we go through the holographic renormalisation for our theory, which gives us expressions for $w, \psi$ and $J$ in terms of the coefficients in the asymptotic expansion (26). The end result is (A23), which we reproduce here for convenience:

$$V(\psi) = \frac{h_2(\psi)}{2} + \frac{7}{9} \psi \phi_+(\psi) + \Lambda \psi + \frac{f}{2} \psi^2 + \frac{g}{3} \psi^3. \quad (30)$$

From our family of black brane solutions we can extract the functions $h_2(\psi)$ and $\phi_+(\psi)$ (which are plotted in Fig. 1), allowing us to evaluate $V(\psi)$. Note that as mentioned in the previous section, the addition of single-, double-, and triple-trace deformations give linear, quadratic, and cubic contributions to the effective potential, respectively; this should be true in general for a holographic theory in the classical gravity limit.

As an alternative road to the effective potential, introduced in [19], we note that (still assuming uniform fields and sources)

$$\frac{dV(\psi)}{d\psi} = J(\psi). \quad (31)$$

Since we can easily extract the curve $J(\psi)$ from our family of black brane solutions using the results obtained from holographic renormalisation in Appendix A, we can simply integrate it (numerically) to obtain $V(\psi)$ up to a constant. And this constant can in fact be fixed by noting that the effective potential at small $\psi$ corresponds to the free energy of pure AdS-Schwarzschild, which is easily obtained. We have checked that these two approaches to compute the effective potential agree.

For the $\Lambda = f = g = 0$ theory, which we refer to as the undeformed case, this procedure gives us the dashed-dotted blue curve in Fig. 2 As one might have expected from such a simple gravity dual there are no exciting features, only a convex potential with a single minimum. Since the gravity theory is symmetric under $\phi \rightarrow -\phi$, $V(\psi)$ is an even function. At small field values it goes as

$$V(\psi) = V_0 + \frac{V_2}{2} \psi^2 + \mathcal{O}(\psi^4). \quad (32)$$

As small $\psi$ is equivalent to large temperatures, in this limit the background approaches AdS-Schwarzschild. Then, $V_0$ can be seen to simply equal the free energy density of this solution,

$$V_0 = f_{AdS-Sch} = -\frac{\pi^4}{2} \approx -48.70. \quad (33)$$
Moreover, as we show in Appendix B the coefficient $V_2$ can be found exactly by computing the scalar two-point function in an AdS-Schwarzschild spacetime; the result being

$$V_2 = \frac{9\pi^{17/6}}{\Gamma(1/6)^3} \approx 1.337 ,$$

matching our numerical results well. The explicit temperature dependence of the coefficients in the effective potential follows from simple dimensional analysis: $V_0 \sim T^4$ and $V_2 \sim T^{4/3}$. Since $V_2 > 0$, increasing the temperature will tend to stabilise the trivial vacuum $\psi = 0$. Our strategy will be to introduce additional terms that destabilise the trivial vacuum at zero temperature, in such a way that we can produce a phase transition when $V_2$ becomes dominant and the trivial vacuum becomes the favoured state at high temperature.

At large field values or small temperatures, the effective potential grows as

$$V(\psi) \sim \frac{\gamma_3}{3} |\psi|^3 \quad \text{with} \quad \gamma_3 \approx 0.278 ,$$

as shown by the dotted black line in Fig. 2. The cubic behaviour is dictated by the scale invariance of the theory at zero temperature. The full potential cannot be well-fitted by a simple polynomial.

We now consider deforming the theory by single-, double-, and triple-trace deformations. As discussed in Section II A this will add to the “undeformed” effective potential a term linear, quadratic, or cubic in $\psi$, respectively. We want to consider fixing the theory, i.e., fixing all couplings, and then tuning the temperature in order to look for a thermal phase transition. Of course, by “tuning
“temperature” we really mean tuning some dimensionless ratio of temperature to some other scale; in our case, it is convenient to define

$$\tilde{T} = \frac{T}{|\Lambda|^{3/8} + |f|^{3/4}},$$

(36)

which remains well-defined when $\Lambda$ or $f$ (but not both) are zero. In particular, we can just as well tune $\tilde{T}$ by keeping $T$ fixed and tuning $\Lambda$ and $f$ together (keeping their dimensionless ratio fixed), which is more convenient from a holographic point of view.

Let us emphasise that all the non-trivial strongly coupled physics is in some sense contained in the undeformed effective potential of Fig. 2, which is given by the numerically determined functions $h_2(\psi)$ and $\phi_+(\psi)$ in (30). The polynomial contributions from single- and multi-trace deformations are on their own reminiscent of a weakly coupled effective description, albeit with the notable difference that the “order parameter” $\psi$ has dimension $4/3$, meaning the usual $\psi^4$-term is irrelevant. We now describe the effective potential and possible phase transitions that result from turning on different combinations of couplings.

a. **Single-trace deformation** ($f = g = 0$) Adding a single-trace deformation simply shifts the minimum of the undeformed potential around while still keeping the potential convex, not leading to any phase transition or other interesting features.

b. **Double-trace deformation** ($\Lambda = g = 0$) Adding a double-trace deformation is more interesting; for $f < -V_2$, it destabilises the vacuum at $\psi = 0$, leading to a double-well potential. The resulting theory thus has a second order thermal phase transition, breaking the $\psi \leftrightarrow -\psi$ symmetry as $\tilde{T}$ crosses the critical value $V_2^{-3/4}$ from above. This case was studied in [26].

c. **Triple-trace deformation** ($\Lambda = f = 0$) Importantly, for large triple-trace deformations $g > \gamma_3$, the potential becomes unbounded from below. Staying below this value, we note that the resulting potential is no longer convex (but still bounded) within the narrow range

$$0.2675 \lesssim g < \gamma_3 \approx 0.278.$$  

(37)

In particular $g = 0.276$ results in Fig. 3. But since the triple-trace deformation is marginal this is still a CFT, and thus has no phase transitions as a function of temperature.

d. **Single- and triple-trace deformation** ($f = 0$ and $\Lambda, g \neq 0$) Within the interval (37), the now non-convex potential displays a first order phase transition. The critical temperature depends on $g$; for $g = 0.276$, it is $\tilde{T} \approx 0.844$. With this value of $g$, we also display the potential for a few different $\tilde{T}$ around the transition in Fig. 4.
Figure 3. The quantum effective potential of the theory with a triple trace deformation, \( g = 0.276 \).

Figure 4. The effective potential for the theory with a single- and triple-trace deformation, for a few different values of \( \tilde{T} \) around the phase transition (at \( \tilde{T}_c \approx 0.844 \)). The temperature values are \( \tilde{T} \approx 0.934, 0.881, 0.844, 0.802, \) and 0.757 from the top down.

e. Double- and triple-trace deformation (\( \Lambda = 0 \) and \( f, g \neq 0 \)) With \( g = 0 \), a negative double trace deformation induces a second order phase transition. Any \( 0 < g < \gamma_3 \), however, instead leads to a first order transition. This can be seen by considering the undeformed potential; for small \( \psi \), it can be expanded as in (32); adding the quadratic and cubic contributions from the double- and
triple-trace deformations modifies this to be

\[ V(\psi) = V_0 + \frac{1}{2} (V_2 + f) \psi^2 + \frac{g}{3} \psi^3 + \mathcal{O}(\psi^4) . \]  

(38)

Assuming \( f > -V_2 \), i.e., above the temperature \( \tilde{T} \) where the second order phase transition would set in, this cubic potential has a minimum at \( \psi = 0 \), a maximum at

\[ \psi = -\frac{V_2 + f}{g} , \]  

(39)

and then dips below \( V(0) = V_0 \) at

\[ \psi = -\frac{3 V_2 + f}{2g} . \]  

(40)

If the small-\( \psi \) expansion is valid out to this point, this shows that the minimum at \( \psi = 0 \) has become metastable leading to a first order phase transition. But for any given \( g \neq 0 \), the small-\( \psi \) expansion will in fact be valid as long as \( f \) is close enough to \( -V_2 \). This guarantees that as we lower the temperature \( \tilde{T} \) we will always encounter a first order transition before the quadratic term goes negative and causes a second order transition. For \( g = 0.276 \), Fig. 5 shows the effective potential for a few different temperatures around the critical value of \( \tilde{T} \approx 6.72 \).
f. Single-, double- and triple-trace deformation

In the general case with all couplings non-zero, it is convenient to define a dimensionless coupling

\[ \Lambda_f \equiv \frac{\Lambda}{f^2} \]  

in addition to the already dimensionless \( g \). We then fix the theory by fixing \( \Lambda_f \) and \( g \), and tune \( \tilde{T} \) to look for a phase transition. The case \( \Lambda_f \to -\infty \) corresponds to the case listed in III B 0 d with a first order transition within a narrow region of \( g \). The case \( \Lambda_f = 0 \) corresponds to the case listed in III B 0 e with a first order transition for any \( g \), except for \( g = 0 \) which gives a second order transition. The full two-dimensional space of couplings interpolates between these cases. Within some extended region the theory will have a first order phase transition.

Fig. 6 shows a phase diagram of the theory with fixed \( \Lambda_f \) as a function of \( \tilde{T} \) and \( g \). Each of the coloured curves corresponds to a line of first order transitions for a certain fixed value of \( \Lambda_f \); each of these lines terminate in a second order critical point. Note that while we use the label “high-T phase” and “low-T phase”, these are not distinct phases in the sense that one can move from one to the other without any sharp transitions by tuning \( g \). The exception is \( \Lambda_f = 0 \), where the first order line extends over the whole allowed range of \( g \), except for \( g = 0 \) which corresponds to a second order phase transition.

C. Kinetic term

Having discussed the effective potential and the resulting phase structure, we move on to the kinetic term, characterised by the function \( Z(\psi) \) in (13). Note first of all that the non-zero temperature breaks Lorentz invariance, so time and spatial derivatives will not appear on equal footing. We are mainly interested in studying static configurations, and so restrict to finding the coefficient of the spatial derivatives; this is what we mean by \( Z(\psi) \) in the following.

As discussed in Sec. II, we will determine this function by computing the two-point correlator as a function of the expectation value in a low-momentum expansion (at zero frequency). Holographically, this is done by a linearised fluctuation analysis around a given, uniform background solution. We take advantage of the translational symmetry by writing the fluctuations as plane waves, and use the rotational symmetry to align the momentum in the \( x \)-direction. Making the
common gauge choice $H_{Mr} = 0$, for the metric fluctuation $H_{MN}$ we then have the Ansatz

$$ds^2 = -e^{-2\chi(r)}h(r)\left(1 + e^{ikx}H_{tt}(r)\right)dt^2 + \frac{dr^2}{h(r)} + r^2\left(1 + e^{ikx}H_{xx}(r)\right)dx^2 + r^2\left(1 + e^{ikx}H_{\perp}(r)\right)(dy^2 + dz^2) + 2r^2e^{ikx}H_{tx}(r)dt\,dx$$

(42)

$$\phi = \phi(r) + e^{ikx}\varphi(r).$$

(43)

Here we have also used the fact that even in the presence of the fluctuations there is an $SO(2)$ rotational symmetry, which restricts which metric components the scalar mode can couple to.

Plugging in this Ansatz into the equations of motion and expanding to linear order, one quickly notes that $H_{tx}$ decouples from the other modes. With a bit more work, $H_{xx}$ can be eliminated, leaving us with three coupled ordinary differential equations (ODEs), first order in derivatives of $H_{tt}$ and second order in derivatives of $H_{\perp}$ and $\varphi$.

Next, one can show that the following linear combinations of modes are invariant under residual

Figure 6. Phase diagram of the dual field theory as a function of $\tilde{T}$ and $g$, for various values of $\Lambda_f$ ranging from 0 to $-\infty$ and with $N = 1$. The curves take values of $\Lambda_f = 0, -\frac{4}{9}, -1, -4, -16, -100, and -\infty$ (top-down).
gauge transformations,

\[ Z_\phi(r) = \varphi(r) - \frac{r}{4} \phi'(r) H(r) \quad (44) \]

\[ Z_H(r) = -e^{-2\chi(r)} h(r) H_H(r) - \frac{r}{4} e^{-2\chi(r)} [h'(r) - 2h(r)\chi'(r)] H_H(r), \quad (45) \]

and that they satisfy a set of two coupled second order linear ODEs, which we relegate to Appendix C due to their unwieldiness. Near the AdS boundary, these two modes decouple, and the solution asymptotes to

\[ Z_\phi(r) = \frac{Z^-_\phi}{r^{4/3}} + \frac{Z^+_\phi}{r^{8/3}} + \ldots \]

\[ Z_H(r) = \frac{Z^+ H}{r^2} + \frac{Z^- H}{r^2} + \ldots. \quad (46) \]

From the holographic renormalisation analysis in Appendix A, we see that this small perturbation on the gravity side corresponds to perturbing the source (single-trace coupling) of the dual scalar operator by

\[ \delta \Lambda = Z^\pm_\phi + \frac{4}{3} W''(\psi) Z^-_\phi, \quad (47) \]

where we pick

\[ W(\psi) = \frac{f}{2} \psi^2 + \frac{g}{3} \psi^3 \quad \text{with} \quad \psi = -\frac{4}{3} \phi_- . \quad (48) \]

This perturbation then gives rise to a small change in the scalar expectation value

\[ \delta \langle \Psi \rangle = -\frac{4}{3} Z^-_\phi . \quad (49) \]

A generic solution to the linearised equations will source not only the scalar mode \( Z_\phi \) but also the operator dual to \( Z_H \). To compute the scalar two point function, we must then impose the boundary condition \( Z^+_H = 0 \). The two-point function in momentum space is simply the ratio

\[ \langle \Psi \Psi \rangle = \frac{\delta \langle \Psi \rangle}{\delta \Lambda} . \quad (50) \]

Since we are interested in the low momentum limit of the two-point function, we expand the gauge invariant modes as

\[ Z_i(r) = Z_i^{(0)}(r) + k^2 Z_i^{(2)}(r) + \ldots \quad \text{with} \quad i \in \{ \phi, H \} , \quad (51) \]

plug this into the fluctuation equations, and solve order by order in \( k^2 \). Similarly expanding the coefficients in (46) as

\[ Z_i^\pm = Z_i^{\pm(0)} + k^2 Z_i^{\pm(2)} + \ldots \quad (52) \]
we are able to write the two-point function as
\[
\langle \Psi \Psi \rangle = -\frac{4}{3} \frac{Z^{-}(0)}{Z^{+}(0)} \right) + \frac{4}{3} \frac{Z^{-}(2)Z^{+}(0) - Z^{-}(0)Z^{+}(2)}{(Z^{-}(0))^2} k^2 + \ldots .
\] (53)

Now we use the fact that the part of the effective action quadratic in \( \phi \) — i.e., \( \Gamma_2 \) in the notation of Sec. II — equals the inverse of this two point function. This can be used to derive the following expressions
\[
\Gamma_2 = -\left( \frac{3 Z^{+}(0)}{4 Z^{-}(0)} + W''(\psi) \right) + \frac{3 Z^{-}(2)Z^{+}(0) - Z^{-}(0)Z^{+}(2)}{(Z^{-}(0))^2} k^2 + \ldots .
\] (54)

The first term, of order \( k^0 \), should just equal the second derivative of the effective potential. We can compare this with the results from the previous subsection to check our numerics; doing so we find excellent agreement. The second term, at order \( k^2 \), is what we are really interested in as it determines \( Z(\psi) \):
\[
Z(\psi) = \frac{3}{4} \frac{Z^{+}(2)Z^{+}(0) - Z^{+}(0)Z^{+}(2)}{(Z^{+}(0))^2} .
\] (55)

Note that each \( Z^{\pm(i)} \) here can be regarded as a function of \( \psi \), obtained by solving the fluctuation equations in the gravitational background with \( \psi = -\frac{4}{3} \phi \). Importantly, we note that \( Z(\psi) \) is independent of the multi-trace deformations specified by \( W(\psi) \), meaning the kinetic term will be the same for the entire class of theories we study. The resulting \( Z(\psi) \) is shown in solid red in Fig. 2.

It is an even function, admitting an expansion similar to (32) for small \( \psi \) (large temperatures). At large \( \psi \) (small temperatures) it goes as \( \psi^{-1/2} \) (see the dashed black curve), which is required by scale invariance to make the kinetic term have dimension four.

D. Higher-derivative terms

It is straightforward to continue the work of the previous subsection and compute the two-point function up to higher order in \( k^2 \). By the same reasoning as above, this should provide information about higher-derivative terms in the effective action. A complication arises though, since starting at four derivatives, the number of independent terms grows rapidly. Some of these terms involve several external momenta, and require information from higher-order correlation functions to determine. Computing these is beyond the scope of this paper. We have, however, computed the two point function up to order \( k^4 \), which lets us extract the four-derivative term.
\[ \nabla^2 \psi \nabla^2 \psi. \] This allows us to verify that this term is negligible in the context of bubble nucleation — discussed in the next section — thus providing evidence that the small derivative expansion is applicable there.

IV. BUBBLE NUCLEATION AND \( N \) DEPENDENCE

One important motivation for going after the effective action is to understand the phase structure and phase transitions of a field theory. First order phase transitions proceed through bubble nucleation, which in turn is controlled by the effective action previously found. At an arbitrary temperature, the resulting equations of motion should be solved in Euclidean space with the appropriate periodicity imposed in the time-direction, leading in general to a partial differential equation. Typically this is simplified into an ordinary differential equation by focussing on the high and low temperature limits, leading to two actions: a zero temperature action with O(4) symmetry arising from purely quantum fluctuation effects causing bubble nucleation \[27, 28\] and a non-zero temperature, O(3) symmetric action arising from both thermal and quantum fluctuations \[29\].

Note that while an O(3) symmetric typically exists for any temperature, the O(4) solution only exists at zero temperature, where Lorentz symmetry is unbroken. Nonetheless, it is a good approximation to a true solution as long as the length of the thermal circle is large (and thus the temperature small) compared with the bubble radius. Motivated by this, we study both O(3) and O(4) solutions. We assume that the function multiplying the kinetic term in the O(4) case is the same as in the static O(3) case, which is what was computed in the previous section. This is a reasonable assumption since the O(4) solution is expected to matter more at low temperatures, where Lorentz symmetry is nearly restored.

After integrating along the angular direction in Euclidean spacetime, the O(4) symmetric action is

\[
\Gamma_{O(4)} = 2\pi^2 N^2 \int_0^\infty \! dp \rho^3 \left( \frac{1}{2} Z(\psi) \left( \frac{d\psi}{d\rho} \right)^2 + V(\psi) \right),
\]

while for the O(3) symmetric action we integrate along the angular spatial directions and the Euclidean time circle

\[
\Gamma_{O(3)} = \frac{4\pi N^2}{T} \int_0^\infty \! dp \rho^2 \left( \frac{1}{2} Z(\psi) \left( \frac{d\psi}{d\rho} \right)^2 + V(\psi, T) \right).
\]

Note that in each case \( \rho \) takes a different meaning, in the O(4) symmetric configuration it is the radial direction in full Euclidean four-dimensional spacetime, while in the O(3) symmetric...
configuration $\rho$ is the radial direction along the three-dimensional space. As earlier, we pull our a factor of $N^2$, all other quantities then being of order $N^0$.

![Graph of an O(3) bubble solution with $N = 1$ normalised by the low-$T$ phase value $\psi_l$ against the radius. The thick dashed vertical black line in the middle denotes the radius of the bubble $\rho_b$, and the vertical dashed red lines encompass the bubble thickness. The parameter values are $g = 0.27$, $\Lambda_f = 0$.]

To evaluate these integrals we first need to find the field profiles $\psi(\rho)$, by solving the equations of motion derived from the effective action. For the $O(4)$ symmetric bubble, the equation of motion is

$$
\frac{d^2 \psi}{d\rho^2} + \frac{3}{\rho} \frac{d\psi}{d\rho} + \frac{1}{2} \frac{\partial_\psi Z(\psi)}{Z(\psi)} \left( \frac{d\psi}{d\rho} \right)^2 - \frac{\partial_\psi V(\psi)}{Z(\psi)} = 0 ,
$$

(58)

while for the $O(3)$ symmetric bubble is

$$
\frac{d^2 \psi}{d\rho^2} + \frac{2}{\rho} \frac{d\psi}{d\rho} + \frac{1}{2} \frac{\partial_\psi Z(\psi)}{Z(\psi)} \left( \frac{d\psi}{d\rho} \right)^2 - \frac{\partial_\psi V(\psi)}{Z(\psi)} = 0 .
$$

(59)

These are solved with the well-known “shooting method” with boundary conditions $\psi(\infty) = \psi'(\infty) = 0$ where the initial minimum is shifted to always appear at $V = 0$. An example of a bubble profile is shown in Fig. 7 which solves the $O(3)$ equation of motion (59).

How steeply the profile transitions from one phase to another details the “thickness” of the bubble wall. Whether the wall is in the thin, thick, or intermediate regime will determine how important quantities will change when considering the number of colours $N$ of the theory, as shown shortly.

In our holographic model, a complete picture of how the bubble action depends upon the temperature is built up by selecting a particular value of the triple trace coupling $g$ and coupling
ratio $\Lambda_f$, then varying the temperature $\tilde{T}$. There is therefore one graph of the action for each parameter set $g, \Lambda_f$, all of which appear similar in shape to Fig. 8.

Another aspect which must be taken into consideration is the fact that we have used a small derivative (or low momentum) expansion for the effective action, truncated at two derivatives. As it is not immediately clear whether the higher order terms will be negligible, we explored what consequence including the term $\partial^2 \psi \partial^2 \psi$ has on the bubble action. As discussed in subsection III.D, this term in the effective action can be obtained by computing the scalar two-point function to order $k^4$. The importance of the effect can be judged by the size of the ratio $E_4/E_2$, where $E_2$ is the contribution to the energy from including the $k^2$ term and $E_4$ is the contribution to the energy from including the $k^4$ term, shown in Fig. 9. This is plotted against the scaled temperature defined as $(\tilde{T} - \tilde{T}_0)/(\tilde{T}_c - \tilde{T}_0)$, where $\tilde{T}_c$ is the dimensionless critical temperature, and $\tilde{T}_0$ is the dimensionless lower critical temperature at which the metastable minimum disappears.

As can be seen in this figure $E_4$ is a negative contribution with magnitude of less than 1% of the $k^2$ contribution, and this remains valid in general. We therefore determine that the higher derivative terms can be safely ignored, at least for the correction quadratic in the fields, and that the $k^2$ term will probably give a very good approximation to the true kinetic function $Z(\psi)$.

The quantities important in the companion paper [17] all rely upon the characteristics of the action curve demonstrated by Fig. 8 and in particular which action fulfils the criterion

$$\Gamma(T) = \min[\Gamma_{O(3)}(T), \Gamma_{O(4)}(T)],$$

(60)
Figure 9. Graph of the ratio of $k^4$ and $k^2$ energy contributions in the kinetic coefficient $Z(\phi)$ against the temperature $\tilde{T}$ for triple-trace couplings $g = 0.20, 0.24, 0.26,$ and $0.2774$ (top-down on the left), with $\Lambda_f = 0$. All curves are for value $N = 1$.

as this could drastically change the temperature at which the bubble nucleates and which region of thickness the bubble is in. We therefore also perform the check of calculating the $O(3)$ and $O(4)$ bubble actions for each temperature value and comparing the sizes, with one illustration of this seen in Fig. 10. The action obtained from the $O(3)$ bubble is consistently significantly lower than from the $O(4)$ bubble, and thus will dominate the calculation of the subsequent quantities.

Figure 10. Graph of the ratio of $O(3)$ bubble action over $O(4)$ bubble action against the temperature $T$ in units of the source $\Lambda$ for triple-trace couplings $g = 0.20, 0.24, 0.26,$ and $0.2774$ (bottom-up on the left), with $\Lambda_f = 0$. All curves are for value $N = 1$. 
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A. Phase transitions in the early universe and large-$N$ scaling

Much recent effort — including that of our companion paper [17] and previous paper [9] — has gone into modelling phase transitions in the early universe using holography, with the hope of finding models that lead to observable gravitational wave signals. In this context, it is important to understand the impact of the large-$N$ limit that holography usually involves. As mentioned in Sec. II A, the (effective) action obtained from holography scales as $L^3/\kappa^2_5 \sim N^2$, meaning that in the strict large-$N$ limit bubble nucleation will not occur as the bubble action becomes infinite. In practice we are of course interested in $N$ values which are finite, while still being large enough to ignore finite-$N$ corrections.

In cosmological applications, important quantities which are determined from the effective action include the nucleation temperature $T_n$, the transition strength $\alpha$, and the transition rate $\beta/H_n$. The nucleation temperature is defined as the temperature at which bubble nucleation will occur (specifically when the nucleation rate per unit volume drops to one bubble per Hubble volume per Hubble time). Through energy considerations (see [17]) this is found to always occur at $\Gamma \approx 150$, and so changing the scale of the action by changing $N$ will invariably alter the temperature at which bubbles are nucleated. We demonstrate this in Fig. 11 for various values of $N$ up to $N = 8$, which is the value we take to produce results in the companion paper. ($N \approx 1$ is of course outside the plausible range of the large-$N$ expansion; here we are mainly interested in visualising the impact of changing $N$ on the cosmological parameters.)

![Figure 11](image-url)  

Figure 11. The solid red curves show a section of the graph of the $O(3)$ bubble action against the temperature $\tilde{T}$ for $g = 0.27$ and $\Lambda_f = 0$ (left), and the complete graph for $g = 0.01$ and $\Lambda_f = 0$ (right). As $N$ is increased, the point where the action equals 150, which sets the nucleation temperature, is pushed to the left. The legend applies for both plots.
It is very straightforward to numerically invert the action curve to find out how the nucleation temperature depends upon \( N \). In Fig. 12 we show the nucleation temperature dependence upon \( N \) for the same two sets of parameters as in Fig. 11 demonstrating the change in shape as the \( N \) scaling progresses from near the thin-wall limit to the thick-wall limit. We note in particular that as \( N \to \infty \), the nucleation temperature always approaches the lower critical temperature \( T_0 \), where the barrier between the vacua in the effective potential vanishes and the bubble action goes to zero.

![Graph of the nucleation temperature \( \tilde{T}_n \) against \( N \) for triple-trace coupling \( g = 0.27 \) and \( \Lambda_f = 0 \) (left), and \( g = 0.01 \) and \( \Lambda_f = 0 \) (right) showing the effect of \( N \) scaling.](image)

Figure 12. Graph of the nucleation temperature \( \tilde{T}_n \) against \( N \) for triple-trace coupling \( g = 0.27 \) and \( \Lambda_f = 0 \) (left), and \( g = 0.01 \) and \( \Lambda_f = 0 \) (right) showing the effect of \( N \) scaling.

The transition rate \( \beta/H_n \) can be expressed as

\[
\frac{\beta}{H_n} = T \frac{d}{dT} \Gamma(\psi, T) \bigg|_{T_n},
\]

where \( H_n \) is the Hubble parameter evaluated at the nucleation temperature. As the transition rate actively involves a derivative with respect to \( \Gamma \), the \( N^2 \) scaling of the holographic action has a substantial effect. For sufficiently large \( N \), we have as already mentioned \( T_n \approx T_0 \) placing us in the thick wall limit. We observe that the temperature dependence of the action in our model is well fitted by a power law near \( T_0 \),

\[
\Gamma \sim N^2(T - T_0)^x
\]

with \( x > 0 \). Using this and the fact that \( T_n \) occurs when \( \Gamma \approx 150 \), we get

\[
N^2(T_n - T_0)^x \sim 150.
\]

Then, using this in Eq. \[61\], we find

\[
\frac{\beta}{H_n} \sim T_n N^2 x (T_n - T_0)^{x-1} \sim T_n N^2 x (150 N^{-2})^{\frac{x-1}{x}} \sim 150^{\frac{x-1}{x}} T_n x N^{2/x},
\]

(64)
implying that $\beta/H_n \sim N^{2/x}$. Thus, for sufficiently large $N$, the transition rate diverges rendering the gravitational wave signal unobservable.

However, for more moderate values of $N$ it is possible to instead sit close to the thin wall limit, $T_n \approx T_c$. The quadratic divergence in this limit, $\Gamma \sim N^2(T_c - T)^{-2}$, then leads in a similar way to $\beta/H_n \sim N^{-1}$, decreasing with $N$ in accordance with lattice results for the surface tension [30].

![Graph of the transition rate $\beta/H_n$ against $N$ for triple-trace coupling $g = 0.27$ and $\Lambda_f = 0$ (left), and $g = 0.01$ and $\Lambda_f = 0$ (right) showing the effect of $N$ scaling.](image)

The above analytic results for the $N$ scaling in the thin and thick wall limit can be confirmed numerically, as shown in Fig. 13. On the left, we see that as the action at $\Gamma \approx 150$ for $N = 1$ begins close to the lower critical temperature $T_0$ for $g = 0.27$, it is dominated by the thick-wall $N$ scaling result, always increasing the transition rate with $N$. For $g = 0.01$ on the right, however, we see that the action at $\Gamma \approx 150$ for $N = 1$ begins in the thin-wall regime close to $T_c$, with $\beta/H_n$ decreasing as $N$ increases slightly, then as $N$ increases further it transitions through the intermediate and then into the thick-wall regime where it again ends up dominating and increasing the transition rate. In this case there is an “optimal” $N \approx 8$ which minimises the transition rate (leading to easier to observe gravitational wave signals), while still potentially being large enough to avoid significant finite-$N$ corrections.

### B. Domain wall solutions

As a special case of the study of bubble nucleation, we can also consider the limit $T \rightarrow T_c$, often referred to as the thin-wall limit since the bubble wall here becomes small compared to the overall size of the bubble. Precisely at $T = T_c$ there is no bubble nucleation (as the bubble action diverges) but one can instead have coexistence of the two phases, separated by a domain wall
with some particular surface tension. Determining the surface tension is interesting both since it
can be related to the nucleation rate near $T_c$ and since it determines properties of possible mixed
phases. Domain walls in mixed phases have already been studied using dynamical solutions of
the Einstein equations \[12, 31–35\] and with an effective action phenomenologically derived from a
holographic model \[18\]. Here, we investigate the domain wall solutions using an effective action
which is rigorously derived in a gradient expansion using the rules of holography.

The surface tension $\sigma$ is calculated through the formula

$$\sigma = \int_{-\infty}^{\infty} dx \left( \frac{1}{2} Z(\phi(x)) (\nabla \phi(x))^2 + V(\phi(x)) \right),$$

which represents the surface tension of a domain wall extending along the $x = 0$ plane, with the
domain wall field profile here being related to the bubble field profile through $\phi = \psi - \psi_h$ at $T_c$,
where $\psi_h$ is the value of the field at the high-$T$ phase minimum. This integral can be performed
by finding the profile of the field $\phi(x)$ numerically through the equation of motion

$$\frac{d^2 \phi}{dx^2} + \frac{1}{2} \frac{\partial_x Z(\phi)}{Z(\phi)} \left( \frac{d \phi}{dx} \right)^2 - \frac{\partial_x V(\phi)}{Z(\phi)} = 0.$$
We utilise Mathematica’s **FindRoot** function to first locate the extrema in our effective potential, and then the **NDSolveValue** function with the shooting method. We shoot from the local maximum to each of the minima, providing an initial guess of the derivative of the field at the local maximum and varying it until the solution reaches the minimum and stays there for a sufficient distance.

It is interesting to compare the resulting solution to a simple analytic approximate expression with Lagrangian $L = \frac{1}{2} (\partial_\mu \phi)^2 - V(\phi)$, which is exact when the potential is an even quartic function. The domain wall solution to this then takes the form of a hyperbolic tangent \[ \phi_{\text{tanh}}(x) = \frac{\phi_b}{2} \left( 1 + \tanh \left( \frac{x}{L_w} + \delta \right) \right). \] (67)

Here $\phi_b$ is the value of the field in the broken minimum, $L_w$ is the thickness of the wall, and $\delta$ is a parameter allowing for a shift in the domain wall. Once we have the field profile from the numerical solver, we can use a fitting function such as Python’s **curve_fit** to find the values of $L_w$ and $\delta$ which best approximate the actual solution.

![Figure 15. Field profile and thin-wall approximation, difference between the two, and energy of the profile for $g = 0.2774, \Lambda_f = 0$. All curves are for value $N = 1$.](image)

In Fig. 14 we plot the analytic tanh-solution over the actual solution for parameter set $g = 0.1$, 30
\( \Lambda_f = 0 \), along with the difference between the two solutions in the form of \((\phi(x) - \phi_{\text{tanh}}(x))/\phi_t\) and the scaled energy density \( \mathcal{E} \) in units of the source \( \Lambda \), where the energy density is given through

\[
\mathcal{E} = \frac{1}{2} Z(\phi(x)) (\nabla \phi(x))^2 + V(\phi(x)).
\]  

(68)

The effective potential for this parameter set has minima which are close together, and the curve between the minima is well-approximated by a quartic function, which is also seen in how closely the tanh approximation overlays the actual field profile. As is evident from the middle plot of Fig. 14, the difference between the approximate solution and the actual solution for the scalar field is never greater than \(5 \times 10^{-4}\). The difference in energy density \( \mathcal{E} \) between actual and tanh-fit is similarly good, never increasing past \(3 \times 10^{-3}\) (seen in Fig. 16).

In Fig. 15 however for parameter set \( g = 0.2774, \Lambda_f = 0 \), the minima of the effective potential are far away from each other, and the curve between the minima is not close to a simple quartic. Thus the tanh-fit performs significantly worse here; the differences between the actual and approximate solution are about 100 times larger than in the previous case. Another interesting feature for this parameter set in Fig. 15 is how skewed the energy density is in the bottom plot. For domain walls taking a tanh-like form we see a nicely symmetric energy distribution like in Fig. 14, which again demonstrates how far the departure is from this approximation. This departure is greatly pronounced for \( \mathcal{E} \), with the difference in results off by tens of percents (close to 30% difference where the effect is most noticeable). This is again about 100 times larger than in the previous case and is also seen in Fig. 16.

Figure 16. Plots of the difference between the actual energy density solution \( \mathcal{E} \) and the tanh approximation energy density solution \( \mathcal{E}_{\text{tanh}} \) scaled by the maximum value of the actual energy density \( \mathcal{E}_{\text{max}} \) for the cases \( g = 1, \Lambda_f = 0 \) on the left and \( g = 0.2774, \Lambda_f = 0 \) on the right. Both curves are for value \( N = 1 \).

Once we have found how the field behaves between the two minima, we can input it into eq. 65 to be able to calculate the surface tension. We produce a scan of this quantity in Fig. 17 with
the surface tension in units of the source. Near the left hand boundary where \( g \) is small and the minima are close together we see that the surface tension is small, and goes explicitly to zero at the boundary. On the right hand side, however, where \( g \) is large and the minima are far away from one another the surface tension reaches values over 100. In this area of parameter sets, the values found effectively drop their dependences on \( \Lambda_f \) as the minima are so far apart that the difference is negligible. A note here is that although the surface tension will scale with \( N \), it scales uniformly and so will not distort different parts of the parameter space in different ways.

![Figure 17. Scan of the domain wall surface tension \( \sigma \) in units of the source, with \( N = 1 \).](image)

V. DISCUSSION AND OUTLOOK

In this paper we discussed the computation of the quantum effective action in a strongly coupled theory using holographic duality. The effective action was computed in a derivative expansion, and we focused on extracting the effective potential and the (non-canonical) two-derivative kinetic term. Higher-derivative terms can in principle be included in a straightforward fashion; however, the number of possible terms grows quickly at higher order, and higher order correlation functions must be computed, requiring considerably more effort.

Our methods for constructing the effective action are general, applying to any holographic model. It is however interesting to note a possible complication. One of the ways to construct the effective potential was to integrate the source \( J \) with respect to the field \( \psi \), implying that \( J \) should
be a single-valued function of $\psi$. We know that there is a one-parameter family of solutions to the bulk theory, meaning that one can construct a curve in the $(\psi, J)$ plane, but we know of no reason why the function $J(\psi)$ is guaranteed to be single-valued, as it happens to be in the simplified model.

As a concrete example of our approach we studied a simple bottom-up gravity theory, with a scalar field whose mass allows it to be identified with a dimension-4/3 operator in the dual field theory. Turning on a temperature and deforming the putative dual CFT by single-, double-, and triple-trace operators, we mapped out a surprisingly rich phase diagram.

Our main motivation for computing the effective action was to study first order phase transitions mediated by bubble nucleation. Thus we proceeded to find “bounce” solutions to the equations of motion obtained from the effective action, and studied their properties. An interesting application of this technology is to early-universe cosmology, where a first-order phase transition can give rise to potentially observable gravitational waves. Our companion paper [17] will discuss this in more detail, including the computation of all quasi-equilibrium gravitational wave parameters in our simple toy model.

Bubble nucleation is based on the idea of fluctuations, quantum or thermal, which allow the system to overcome the potential barrier between the false and true vacua. In the gravity dual, such fluctuations are suppressed by the large parameter $L^3/\kappa_5^2$. For a holographic theory to make an observable prediction in the case of gravitational waves signals (for example), it is thus vital to set this parameter (which is roughly dual to the degrees of freedom, or $N^2$ in a gauge theory) to some finite value. With this in mind, we briefly discussed the $N$-dependence of our results. The main takeaway is that, while indeed the transition rate always diverges for $L^3/\kappa_5^2 \sim N^2$ large enough, there can in general exist a range of $N$ where the transition rate is somewhat suppressed compared with the naive extrapolation to $N = 1$.

As we elaborate on in more detail in the companion paper [17], the simple holographic model studied herein leads, for most of the parameter range, to large transition rates, implying difficult-to-observe gravitational wave signals. It would be interesting to explore more models in this way, and ideally isolate properties of the gravity dual leading to observable signals.

In addition to cosmological applications, the framework outlined here might also find uses in holographic models of nuclear physics at non-zero charge density [36,38]. Here, one would be concerned with, e.g., the possible first order transition between the nuclear and chirally restored quark matter phases. If no other scalar condensation would occur in this transition, the order parameter would simply be the charge density, jumping from one non-zero value to another. The
corresponding source would then be the chemical potential. However, since chiral symmetry will be restored, a careful implementation of holographic renormalisation is crucial when identifying the source and the expectation values of the dual operator, and therefore also in the computation of the effective action.

The chiral transition is particularly interesting in astrophysical contexts. For example, to address the question if the quark matter phase is realisable in stellar processes, one needs to know the relevant time scales of the phase conversion process. In addition to the pressure difference between the phases, a key ingredient setting the time scale is the surface tension \[39\], the computation of which we have also discussed here. Indeed, the surface tension is relevant for bubble nucleation of quark matter in supernovae \[40\] \[41\], neutron star mergers \[42\] \[44\], and for a possible quark-hadron mixed phase in the interior of quiescent neutron stars \[45\] \[46\].

Ideally, as with the equation of state, the surface tension should be calculated from the underlying fundamental theory, QCD. The density regimes, where two available perturbative approaches, chiral effective theory and perturbative QCD, are valid are far apart such that at a possible first-order transition at least one of them, very likely both, cannot be trusted \[47\].

Previous estimates of the surface tension were either performed in the framework of chiral models that lack the nuclear matter ingredient or employed two different models for nuclear and quark matter, which are glued together at the phase transition, treating the surface tension as a free parameter \[48\]. We desire a self-consistent framework where both phases are available at once, \(\text{e.g.,} \) \[37\] and so can determine the surface tension by following standard computations \[27\] \[29\] extended to the context of deconfinement phase transitions \[49\] \[50\]. One of the major goals of our program is to show how the quantum effective action is obtained using gauge/gravity duality and then predicting the surface tension and all other quasi-stationary parameters \[17\] at the deconfinement phase transition. This goal is achieved by extending our work to non-zero chemical potential.
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Appendix A: Boundary analysis and holographic renormalisation

It is convenient to define the function

\[ k(r) \equiv r^2 e^{-\chi(r)} [rh'(r) - 2h(r) - 2rh(r)\chi'(r)] \]  \hspace{1cm} (A1)

since it can be shown using the equations of motion that it is constant, \( k'(r) = 0 \). Evaluating this function on the horizon and on the AdS boundary gives the equality

\[ r_H^3 e^{-\chi(r_H)} h'(r_H) = -4h_2 + \frac{128}{27} \phi_- \phi_+ \]  \hspace{1cm} (A2)

where we have used the asymptotic solution \( \text{(26)} \). This can be rewritten in terms of the temperature and entropy density \( \text{(27)} \) as

\[ h_2 = -\frac{\kappa^2 T s}{2} + \frac{32}{27} \phi_- \phi_+ . \]  \hspace{1cm} (A3)

Turning now to the gravity action \( \text{(19)} \), we can use the equations of motion to show that on-shell it can be written as a total derivative in the radial coordinate:

\[ S_{\text{bulk on-shell}} = \frac{1}{\kappa^2 s} \int d^4x \, dr \left[ -\partial_r \left( \sqrt{g} \frac{h(r)}{r} \right) \right] = -\frac{1}{\kappa^2 s} \int d^4x \left[ \sqrt{\gamma} \frac{h(r)}{r} \right]_{r_H}^{r_\infty} . \]  \hspace{1cm} (A4)

Here we have integrated from the horizon \( r_H \) to some cutoff surface at a radius \( r_\infty \). As usual the on-shell action diverges as the cutoff is taken to infinity, requiring renormalisation through the addition of counter-terms defined on the cutoff surface. In the present case, these are

\[ S_{CT} = \frac{1}{\kappa^2 s} \int d^4x \sqrt{\gamma} \left[ c_0 + c_1 \phi(r)n^\mu \partial_\mu \phi(r) + c_2 \phi(r)^2 + c_3 \phi(r)^3 \right] , \]  \hspace{1cm} (A5)

where \( \gamma \) is the determinant of the induced metric \( \gamma_{ij} \) on the cutoff surface, and the \( c_i \)'s are constants to be fixed shortly. Note that the cubic term only gives a finite contribution as the cutoff is taken to infinity. Terms of even higher order vanish at the boundary and are therefore not necessary to include. We also include a Gibbons-Hawking term

\[ S_{GH} = \frac{1}{\kappa^2 s} \int d^4x \sqrt{\gamma} K , \]  \hspace{1cm} (A6)

where \( K \) is the trace of the extrinsic curvature \( K_{ij} \).
The complete gravity action including boundary terms is then \( S_C = S_{\text{bulk}} + S_{GH} + S_{CT} \). Requiring that \( S_C \) is finite as \( r_\infty \to \infty \) imposes constraints on the counter-terms:

\[
    c_0 = -3 \quad \text{and} \quad c_2 = \frac{2}{3}(2c_1 - 1) .
\]

(A7)

The finite result for the complete action on-shell can then be written in terms of the constants of the near-boundary expansion as

\[
    S_C^{\text{on-shell}} \rightarrow \frac{\beta V_3}{\kappa_5^2} \left( -\frac{h_2}{2} + \left( \frac{28}{27} - \frac{4}{3}c_1 \right) \phi_- \phi_+ + c_3 \phi_-^3 \right) .
\]

(A8)

Here we have also carried out the integration in the Euclidean time direction, giving a factor of \( \beta = 1/T \), and the three spatial directions, giving a formally infinite volume factor which we denote by \( V_3 \). If we instead vary our action — including the counter-terms — with respect to the scalar field \( \phi \), we find the following:

\[
    \delta_\phi S_C = \frac{1}{\kappa_5^2} \int d^4x \left\{ -\frac{4}{3}c_1 \phi_- \delta \phi_+ + \left( \frac{4}{3}(1 - c_1)\phi_+ + 3c_3 \phi_-^2 \right) \delta \phi_- \right\} .
\]

(A9)

This variation should vanish on solutions, but there are several possible ways to make that happen.

1. **Standard quantisation**

   In the standard case, the leading falloff \( \phi_- \) is fixed. With this choice, the dual CFT has a dimension \( 8/3 \) (single trace) operator \( \Psi \). A geometry with boundary condition \( \phi_- = 0 \) is dual to an undeformed state of this CFT, and a geometry obeying \( \phi_- = \Lambda \) is dual to a state of the deformed CFT \( S_{\text{CFT}} \rightarrow S_{\text{CFT}} + \Lambda \Psi \).

   Fixing \( \phi_- \) means \( \delta \phi_- = 0 \). To make the variation of the action above vanish on solutions, we are forced to set \( c_1 = 0 \). The expectation value of the dual operator is then given by

\[
    \kappa_5^2 \frac{\delta_\phi S_C}{\delta \phi_-} = \frac{4}{3} \phi_+ + 3c_3 \phi_-^2 .
\]

(A10)

Note that the constant \( c_3 \) of the finite counter-term is still unfixed, and that the expectation value depends on it. The on-shell action becomes

\[
    S_C^{\text{on-shell}} \rightarrow \frac{\beta V_3}{\kappa_5^2} \left( -\frac{h_2}{2} + \frac{28}{27} \phi_- \phi_+ + c_3 \phi_-^3 \right) .
\]

(A11)

2. **Alternate quantisation**

   In the mass range \( [16] \), one can instead choose to fix the sub-leading falloff \( \phi_+ \) — this is the choice we are mainly interested in, since it also allows for multitrace deformations. With this
choice, the dual CFT has a dimension 4/3 single trace operator Ψ. A geometry with boundary condition φ_+ = 0 is dual to an undeformed state of this CFT, and a geometry obeying φ_+ = Λ is dual to a state of the deformed CFT $S_{CFT} \rightarrow S_{CFT} + ΛΨ$.

Fixing φ_+ means δφ_+ = 0. To make the variation of the action vanish on solutions, we are then forced to set $c_1 = 1$ and $c_3 = 0$. Then the expectation value of the dual operator is given by

$$\psi \equiv \kappa_5^2 \frac{δS_{C}}{δφ_+} = -\frac{4}{3} φ_- . \quad (A12)$$

The on-shell action becomes

$$S_C^{on-shell} \rightarrow \frac{βV_3}{κ_5^2} \left(-\frac{h_2}{2} - \frac{8}{27} φ_- φ_+\right) . \quad (A13)$$

3. Double and triple trace deformation

We now consider deforming the alternate quantisation CFT by a double-trace and a triple-trace deformation. This requires the addition of a new, non-covariant counter-term to the action. We thus define the full action to be $S_C = S_{bulk} + S_{GH} + S_{CT} + S_W$, with

$$S_W = \frac{1}{κ_5^2} \int d^4x \sqrt{g} \left[\psi W'(ψ) - W(ψ)\right] , \quad (A14)$$

and ψ given by (A12). As in the previous subsection, we set $c_1 = 1$. The on-shell action becomes

$$S_C^{on-shell} \rightarrow \frac{βV_3}{κ_5^2} \left(-\frac{h_2}{2} - \frac{8}{27} φ_- φ_+ + c_3 φ^3_3 + ψ W'(ψ) - W(ψ)\right) . \quad (A15)$$

and its variation is

$$δφS_C = \frac{1}{κ_5^2} \int d^4x \left\{-\frac{4}{3} φ_- δφ_+ + 3c_3 φ^2_- δφ_- + \frac{16}{9} φ_- W''(ψ) δφ_-\right\}$$

$$= \frac{1}{κ_5^2} \int d^4x \left\{-\frac{4}{3} φ_- δ \left(φ_+ - \frac{9}{8} c_3 φ^2_- + W'(ψ)\right)\right\} . \quad (A16)$$

We can see that in this setup, the constant $c_3$ simply shifts the cubic term in $W$, so we will set $c_3 = 0$ and instead let

$$W(ψ) = \frac{f}{2} ψ^2 + \frac{g}{3} ψ^3 \quad (A17)$$

giving

$$S_C^{on-shell} \rightarrow \frac{βV_3}{κ_5^2} \left(-\frac{h_2}{2} - \frac{8}{27} φ_- φ_+ + \frac{8}{9} f φ^2_- - \frac{128}{81} g φ^2_-\right) \quad (A18)$$

and

$$δφS_C = \frac{1}{κ_5^2} \int d^4x \left\{-\frac{4}{3} φ_- δ \left(φ_+ - \frac{4}{3} f φ_- + \frac{16}{9} g φ^2_-\right)\right\} . \quad (A19)$$
The variation now vanishes on solutions with the boundary condition
\[
\phi_+ - \frac{4}{3} f \phi_- + \frac{16}{9} g \phi_-^2 = J
\]  
(A20)

with \( J \) a constant. This very general boundary condition allows for a single-, double-, and triple-trace deformation of the original CFT.

The field theory generating functional \( W[J] \) is equal to the gravitational on-shell action. For uniform fields and sources, we define \( w(J) \equiv \kappa^2_5 W[J]/(\beta V_3) \); then we can write
\[
w(J) = -\frac{h_2(J)}{2} - \frac{8}{27} \phi_-(J) J + \frac{40}{81} f \phi_-^2(J) - \frac{256}{243} g \phi_-^3(J).
\]  
(A21)

Here we have used (A20), and we emphasize that in this expression, \( h_2 \) and \( \phi_- \) should be regarded as functions of \( J \), which we need to solve the full gravitational equations of motion to determine.

To get an expression for the effective potential, we substitute (A12), (A20), and (A21) into (29), giving
\[
V(\psi) = -w(J) + \psi J = \frac{h_2(\psi)}{2} + \frac{7}{9} \phi_+(\psi) \psi + \frac{f}{2} \psi^2 + \frac{g}{3} \psi^3.
\]  
(A22)

Note that all the non-trivial information contained within the coefficients \( h_2 \) and \( \phi_+ \), which as we indicate should now be regarded as functions of \( \psi = -\frac{4}{3} \phi_- \); these must be extracted from numerical solutions. Meanwhile, the multi-trace deformations give simple polynomial contributions. We can furthermore include also the possibility of a single-trace deformation \( \Lambda \Psi \) by shifting \( J \to J - \Lambda \) in (A20) before substituting it into (29), giving
\[
V(\psi) = \frac{h_2(\psi)}{2} + \frac{7}{9} \phi_+(\psi) \psi + \Lambda \psi + \frac{f}{2} \psi^2 + \frac{g}{3} \psi^3.
\]  
(A23)

Appendix B: Exact result for the effective potential at large temperatures

As explained in Sec. [II], the second derivative of the effective action gives the inverse of the two-point function. In the gravitational bulk, two-point functions can be computed by a fluctuation analysis. For our particular holographic model, we derived (54), which we reproduce here:
\[
\Gamma_2 = -\left( \frac{3}{4} Z_{\phi}^{(0)(0)} + W''(v) \right) + \frac{3}{4} Z_{\phi}^{(-2)(0)} Z_{\phi}^{(0)(0)} Z_{\phi}^{(-2)} Z_{\phi}^{(0)(0)} Z_{\phi}^{(-2)} \left( Z_{\phi}^{(-0)} \right)^2 k^2 + \ldots .
\]  
(B1)

Here, the first term of order \( k^0 \) should equal the second derivative of the effective potential.

In general we can only determine these terms numerically. However, in the limit of small field values — or equivalently, large temperatures — the background approaches pure AdS-Schwarzschild,
where it is possible to find an analytic solution. In this background, the two gauge invariant modes in (44) decouple, and the equation for $Z_\phi(r)$ with $k = 0$ takes the form

$$Z_\phi^{(0)''}(z) - \frac{3 + z^4}{z - z^5} Z_\phi^{(0)'}(z) + \frac{32}{9} \frac{Z_\phi^{(0)}(z)}{z^2 - z} = 0,$$

(B2)

where we have switched to the radial coordinate $z = r_H/r$. This can be solved in terms of hypergeometric functions as

$$Z_\phi^{(0)}(z) = c_1 z^{4/3} \binom{2}{1/3, 1/3, 2/3, 4} + c_2 z^{8/3} \binom{2}{2/3, 2/3, 4/3, z^4}.$$

(B3)

Regularity on the horizon $z = 1$ imposes

$$\frac{c_2}{c_1} = -\frac{\Gamma(2/3)^3}{\Gamma(1/3)^2 \Gamma(4/3)}.$$

(B4)

Expanding the result near the AdS boundary at $z = 0$, we then find

$$\frac{Z_\phi^{(0)+}}{Z_\phi^{(0)-}} = -\frac{\pi^{3/2} r_H^{4/3}}{18 \Gamma(7/6)^3}.$$

(B5)

Plugging into (B1) and expressing the result in units of temperature, where for AdS-Schwarzschild $T = r_H/\pi$, this provides the coefficient $V_2$ in the small-field (or high-T) expansion of the effective potential (32). The result is

$$V_2 = \frac{9 \pi^{17/6}}{\Gamma(1/6)^3},$$

(B6)

which is what we quote in (34). This also agrees with the analysis in [26].

**Appendix C: Gauge invariant fluctuation equations**

The gauge invariant modes introduced in (44) satisfy the two coupled linear second order differential equations,

$$Z_\phi^{''}(r) + AZ_\phi^{'}(r) + BZ_H^{'}(r) + CZ_\phi(r) + DZ_H(r) = 0$$

(C1)

$$Z_H^{''}(r) + EZ_H^{'}(r) + FZ_\phi^{'}(r) + GZ_H(r) + HZ_\phi(r) = 0,$$

(C2)
with

\[ A = \frac{1}{r} - \frac{r \mathcal{P}(\phi)}{3 h(r)} \]  
\[ B = \frac{e^{2 \chi(r)} r (3 \mathcal{P}(\phi) + 2 r \mathcal{P}(\phi) \phi'(r))}{h(r) \theta(r)} \]  
\[ C = -\frac{4 \rho'(r)^2 \mathcal{P}(\phi)}{\theta(r)} - \frac{6 \rho'(r) \mathcal{P}(\phi)}{\theta(r)} - \frac{k^2}{r^2 h(r)} - \frac{r \rho'(r) \mathcal{P}(\phi) + 3 r^2 \mathcal{P}'(\phi)}{3 h(r)} \]  
\[ D = \frac{r^2 e^{2 \chi(r)} (3 \mathcal{P}'(\phi) + 2 r \mathcal{P}(\phi) \phi'(r)) (\mathcal{P}(\phi) - h(r) \phi'(r)^2)}{6 h(r)^2 \theta(r)} \]  
\[ E = \frac{r \mathcal{P}(\phi)}{3} \left( \frac{36}{\theta(r)} - \frac{1}{h(r)} \right) - \frac{2}{3} r \phi'(r)^2 + \frac{5}{r} \]  
\[ F = 0 \]  
\[ G = -\frac{9 k^2 + r^4 \mathcal{P}(\phi) \phi'(r)^2}{9 r^2 h(r)} + \frac{12 \mathcal{P}(\phi)}{\theta(r)} + \frac{4}{r^2} + \frac{r^2 \phi'(r)^4}{9} - \frac{4}{3} \phi'(r)^2 \]  
\[ H = \frac{e^{-2 \chi(r)}}{9 h(r) \theta(r)} \left( \theta(r) - 18 h(r) \right) (12 r h(r) \mathcal{P}(\phi) \phi'(r) + \theta(r) \mathcal{P}'(\phi)) \]  

and where we defined

\[ \theta(r) \equiv h(r) \left( r^2 \phi'(r)^2 + 6 \right) - r^2 \mathcal{P}(\phi) \]
The paper [21] discusses a class of potentials, dubbed the '2/3' potential, which has the same mass plus higher order terms; with four instead of five bulk dimensions, this potential can be embedded in $\mathcal{N} = 8$ gauged supergravity.
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