CML-COVID: A LARGE-SCALE COVID-19 TWITTER DATASET WITH LATENT TOPICS, SENTIMENT AND LOCATION INFORMATION

A PREPRINT

Hassan Dashtian
Computational Media Lab,
School of Journalism and Media,
Moody College of Communication,
The University of Texas at Austin
dashtian@utexas.edu

Dhiraj Murthy *
Computational Media Lab,
School of Journalism and Media,
Moody College of Communication,
The University of Texas at Austin
Dhiraj.Murthy@austin.utexas.edu

January 29, 2021

ABSTRACT

As a platform, Twitter has been a significant public space for discussion related to the COVID-19 pandemic. Public social media platforms such as Twitter represent important sites of engagement regarding the pandemic and these data can be used by research teams for social, health, and other research. Understanding public opinion about COVID-19 and how information diffuses in social media is important for governments and research institutions. Twitter is a ubiquitous public platform and, as such, has tremendous utility for understanding public perceptions, behavior, and attitudes related to COVID-19. In this research, we present CML-COVID, a COVID-19 Twitter data set of 19,298,967 million tweets from 5,977,653 unique individuals and summarize some of the attributes of these data. These tweets were collected between March 2020 and July 2020 using the query terms ‘coronavirus’, ‘covid’ and ‘mask’ related to COVID-19. We use topic modeling, sentiment analysis, and descriptive statistics to describe the tweets related to COVID-19 we collected and the geographical location of tweets, where available. We provide information on how to access our tweet dataset (archived using twarc) at https://doi.org/10.18738/T8/W1CHVU.
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1 Introduction

COVID-19, an unparalleled global health emergency, led to an exceptional social response on social media platforms, which includes posts related to social, political and economic life. High volumes of COVID-19-related misinformation are also present on online social networks such as Twitter [1]. As 68% of Americans report they use social media to access information and news [2,3], it is critical that understandings of attitudes, perceptions, and responses to COVID-19 are studied using social media data. Furthermore, one third of people report that Twitter is the most important source of scientific information and news [3]. Twitter, on the other hand, can be a source of misinformation about health issues such as vaccination [4]. While the Ebola outbreak in 2014 [5] and the spread of Zika in 2016 [6] highlight the importance of studying pandemics in the content of social networks [7,8], there is a new urgency in monitoring social media content related to COVID-19 [3]. Specifically, social media data related to the COVID-19 pandemic can, for example, be used to study: (1) the impact of social networks on health info-/mis-information, (2) how misinformation diffusion and spreading can influence behavior and beliefs and (3) evaluate the effectiveness of COVID-19-related actions and campaigns deployed by agencies and governments at global and local scales [9].
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In this paper, we explore the frequency of tweet activity related to COVID-19 and we make our data and source code publicly available for others to use. We collected tweets real-time using the Twitter API from March - July 2020 with the following COVID-19-related query terms (‘coronavirus’, ‘covid’ and ‘mask’). Here, we describe our data collection methods, present basic statistics of the dataset, and provide information about how to obtain and use the data. We collected over 19,298,967 million tweets from March – June 2020.

2 Methods

2.1 Data Collection

Our curated data set, CML-COVID, includes 19,298,967 million tweets from 5,977,653 unique individuals from March – June 2020. An average user in our dataset posted 3 tweets on average. All data were collected from Twitter through Netlytic 2 [11], which queried the Twitter REST API. The dataset is roughly 15 GB of raw data. To comply with Twitter’s Terms & Conditions (T&C), we have not publicly released the full text/API-derived information from the collected tweets. Rather, our released data set includes a list of the tweet IDs that others can use to retrieve the full tweet objects directly from Twitter using their own API calls. There are a variety of tools to accomplish this task such as Hydrator3. Twitter also provides documentation in their Developer site4 on how to hydrate 100 tweets per API request.

2.2 Preprocessing

First, we pre-processed each raw tweet by concatenating and converting csv files into Python DataFrames and lists to optimize our subsequent data processing. The pre-processing task includes removing characters such as “\, /, * and etc.” and filtering out stop words (including most rare and most frequent words), and performing text tokenization. This step is essential to next steps which includes topic modeling and sentiment analysis. For topic modeling we applied an unsupervised topic clustering technique called Latent Dirichlet Allocation (LDA). We used TextBlob5 to perform sentiment analysis. We found extraneous terms (e.g., ‘amp’, ‘dan’, and ‘na’) in our derived topic models. Therefore, we re-ran LDA and removed these terms to present clearer topic modeling results (see table 3).

2.3 Data Summary

A preliminary analysis of the data shows that English is the dominant language in the tweets we collected (65.4%). One reason for this is that the keywords that we used for querying the Twitter API were all English-language; however other languages are also notably present. For example, 12.2% of the tweets are Spanish-language. Table 1 summarizes the top 10 languages, the frequency of associated tweets, and the percentage of each language in our dataset. 63 different languages were identified among the tweets and 3.4% of tweets had an undefined language.

Table 1: Top ten most popular languages, the number of associated tweets and their percentage.

| ISO Language Code | Language | Number of Tweets | Percentage |
|-------------------|----------|-----------------|------------|
| en                | English  | 12488955        | 65.4%      |
| es                | Spanish  | 2333241         | 12.2%      |
| pt                | Portuguese | 728483        | 3.8%       |
| und               | undefined | 651141         | 3.4%       |
| fr                | French   | 536100          | 2.8%       |
| in                | Indonesian | 483566        | 2.5%       |
| ja                | Japanese | 419953          | 2.2%       |
| it                | Italian  | 262602          | 1.4%       |
| tl                | Tagalog  | 183694          | 1.0%       |
| hi                | Hindi    | 155204          | 0.8%       |

Also, we summarize the top 10 locations (by country and city) of users in Table 2. We retrieved the location of users based on what is reported in their profiles. Therefore, a user’s location is derived from text in their profiles and not GPS coordinates. Locations such as “USA” and “United States” are considered the same and merged as a singular location (i.e., ‘United States’).

---

2https://netlytic.org/
3https://github.com/DocNow/hydrator
4https://developer.twitter.com/en/docs/twitter-api/v1/tweets/post-and-engage/api-reference/get-statuses-lookup
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Table 2: Top ten locations of tweets based on the user profiles.

| Location               | Number of Tweets |
|------------------------|------------------|
| ‘ ’ (undefined)        | 5483327          |
| United States          | 330563           |
| India                  | 121037           |
| New York, USA          | 85236            |
| London, England        | 156034           |
| Washington, D.C., USA  | 79412            |
| Los Angeles, USA       | 79335            |
| California, USA        | 73098            |
| México                 | 54689            |
| United Kingdom         | 53773            |

For each state in the United States with identifiable state-level location, we counted the number of tweets and calculated the frequency of tweets per day. These are illustrated in Figure 1. The United States has the highest frequency of tweets during the period that we collected these data. The number of tweets are low for most regions and countries. As figure 1 illustrates, Canada, Saudi Arabia and India also have a high volume of tweets.

Figure 1: Global distribution, frequency and geographical coverage of the tweets.

Figure 2 depicts the frequency and distribution of tweets in the mainland US. California, New York and Texas have the most number of tweets. The distribution of tweets by state has some similarity to US population distribution. California (“CA”) appeared in 355,364 of those tweet ID locations, New York (“NY”) appeared in 295,289 user locations, and Texas (“TX”) appeared in 163,920 user locations.

We then conducted a frequency analysis by time. We identified the date and time of each tweet and counted the frequencies of tweets for each day as illustrated in Figure 3. Tweet frequency is relatively consistent during our data collection period. We then calculated the sentiment of each tweet. Though sentiment analysis has its limitations with large tweet corpora, we do believe, like others, that there is some utility in understanding top-level sentiment of these data [10]. To extract information related to sentiment in our collected tweets, we used Textblob to extract the sentiment and scores. We divide tweet sentiment into three main categories - ‘Negative’, ‘Neutral’ and ‘Positive’. For each day
we count the number of tweets with one of these three categories. Figure 4 depicts the time evolution of sentiment by category. As figure 4 indicates, neutral tweets were the most numerous, followed by positive tweets. The gap in frequency between the three sentiment categories is initially, in the first two weeks of April, 2020 reasonably large, but closes after the second week of April, 2020.

To perform topic modeling, we sampled 20% of the tweets in our dataset and trained an LDA model that was used to estimate the top most representative words in each topic. Using the trained LDA-based topic model, we obtained 10 topic clusters. Table 3 illustrates the top ten most representative terms associated with each detected ‘topic’ (3 topics are illustrated in table 3; topic 1 is Spanish-language). Since tweets can be in any of 64 different languages, the topics and the top words may contain words and symbols that are from different languages. As we found, cleaning the data based on stopwords in one language is not enough to solve these issues.
3 Access

CML-COVID is a publicly accessible dataset available via the University of Texas Data Repository at the following URL: https://doi.org/10.18738/T8/W1CHVU. It is maintained by the Computational Media Lab (CML; http://www.computationalmedialab.com/) in the School of Journalism and Media in the Moody College of Communication at the University of Texas at Austin. The CML-COVID dataset is released in compliance with Twitter’s Terms & Conditions (T&C), which prohibit the verbatim release of full tweet text and API-derived data. Rather, we provide a list of tweet IDs that others can directly ‘hydrate’ using calls to the Twitter API. If you use the CML-COVID dataset, please cite this paper or the dataset to acknowledge your use of our results or data. Please contact Hassan Dashtian [hassan.dashtian@utexas.edu] if you have questions regarding data access and Dhiraj Murthy [dhiraj.murthy@austin.utexas.edu] with licensing/usage questions. Source code is also available from the authors and accessible to conduct replication work.
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