A Novel Upsampling and Context Convolution for Image Semantic Segmentation
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ABSTRACT Semantic segmentation, which refers to pixel-wise classification of an image, is a fundamental topic in computer vision owing to its growing importance in robot vision and autonomous driving industries. It provides rich information about objects in the scene such as object boundary, category, and location. Recent methods for semantic segmentation often employ an encoder-decoder structure using deep convolutional neural networks. The encoder part extracts feature of the image using several filters and pooling operations, whereas the decoder part gradually recovers the low-resolution feature maps of the encoder into a full input resolution feature map for pixel-wise prediction. However, the encoder-decoder variants for semantic segmentation suffer from severe spatial information loss, caused by pooling operations or convolutions with stride, and does not consider the context in the scene. In this paper, we propose a dense upsampling convolution method based on guided filtering to effectively preserve the spatial information of the image in the network. We further propose a novel local context convolution method that not only covers larger-scale objects in the scene but covers them densely for precise object boundary delineation. Theoretical analyses and experimental results on several benchmark datasets verify the effectiveness of our method. Qualitatively, our approach delineates object boundaries at a level of accuracy that is beyond the current excellent methods. Quantitatively, we report a new record of 82.86% and 81.62% of pixel accuracy on ADE20K and Pascal-Context benchmark datasets, respectively. In comparison with the state-of-the-art methods, the proposed method offers promising improvements.
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I. INTRODUCTION
Image semantic segmentation, which corresponds to pixel-wise classification of an image, is a vital topic in computer vision. It provides a comprehensive scenery description of the given image, including the information of object category, position, and shape. Semantic segmentation has an extensive array of applications ranging from scene understanding to self-driving cars and robot vision. Early methods that relied on hand-crafted feature extraction have been quickly superseded by deep learning technology [1]. The breakthrough of deep learning on various high-level computer vision tasks such as image classification [2][3] and object detection [4][5] has motivated scholars of computer vision to explore the capabilities of such algorithms for pixel-level labeling problems such as semantic segmentation. The key advantage of deep learning approaches over the traditional one is their ability to learn rich representations for the problem at hand, i.e., automatic pixel labeling of an image in an end-to-end fashion instead of using manual feature extraction, which normally requires domain expertise and often too much fine-tuning to make them work in a particular scenario. Adapting convolutional neural networks (CNNs) for the task of semantic segmentation allows us to obtain rich details of object categories and scene semantics in an image. Recent state-of-the-art methods employ an encoder-decoder structure for image semantic segmentation. The encoder part is a fully convolutional network (FCN) used to extract features at different resolutions. The decoder part, which is often termed as a “deconvolution”, is used to gradually upsample the feature maps obtained by the encoder into a semantically segmented output image. The FCN proposed by Shelhamer et al. [6] is arguably the first deep learning model designed for the task of image pixel-wise classification. The network is adapted from previous image classification networks such as AlexNet[7], VGGNet [8], and GoogLeNet
[9]. The FCN replaces the last fully connected layers of image classification networks with convolutional layers to build an end-to-end trainable architecture for semantic segmentation. The network is able to take any arbitrary input image size and produce a predicted image with a resolution that corresponds to the input image size. SegNet [10] uses FCN as an encoder and introduces a trainable decoder to gradually upsampling feature map(s) obtained in the encoder part. Detailed object boundaries are recovered in the decoder path while the weights of the upsampling kernels are initialized using bilinear interpolation. SegNet achieves tremendous improvement in image semantic segmentation; however, the method is subject to severe loss of spatial information caused by pooling operation or convolution with stride and misses structure to utilize contextual semantics in the scene. DeepLabv[11] proposes atrous (also known as dilated) convolution in the last convolutional layers of the FCN in an attempt to preserve spatial information by enlarging the receptive field of view of the kernel. The receptive field of view can be expanded using different dilation rates while maintaining the computational cost constant. DeepLabv2[12], DeepLabv3[13], and DeepLabv3+ are extensions of DeepLab that employ atrous spatial pyramid pooling with conditional random field, parallel atrous convolution, and encoder-decoder with separable atrous convolutions, respectively. However, the DeepLab variants also fail to preserve spatial information of the image in the network. Figure 1(a) depicts the network structure of DeepLabv3+. As it can be seen in Figure 1(a), the spatial information in the image is lost in the first 4 convolution blocks.

In this paper, we solve the problem of spatial information loss caused by pooling operations or convolutions with stride in a semantic segmentation network. In particular, we aim to solve this problem in the backbone of the network. We believe that the input high-resolution image contains rich fine-grained details that are crucial to be maintained in a semantic segmentation network. Hence, we propose a novel dense upsampling convolution (DUC) method based on guided filtering to preserve the spatial information of the image in the network. The DUC is able to upscale the low-resolution feature map into a high-resolution feature map by propagating fine-grained details from the high-resolution image into the low-resolution feature map. Moreover, the semantic representations of the intermediate convolutional layer are concatenated with the output of the upsampling convolution feature map in order to produce denser high-resolution feature representation. We also address the problem of contextual representations in the semantic segmentation network. Benefiting from our proposed upsampling method, we further propose a dense local context (DLC) convolution method based on dilated convolution that can effectively extract contextual information of the objects in the scene. In comparison to spatial pyramid pooling proposed in DeepLab, the DLC can extract denser contextual information and produces a larger receptive field of view to cover not only large-scale objects in the scene but also covers them densely.

In summary, the contributions of this paper are as follows:

1. We propose a novel upsampling convolution method to preserve the spatial information of the image in the network. The DUC is able to propagate fine-grained structure details from the input high-resolution image into the low-resolution feature map in an end-to-end trainable fashion.
2. To incorporate the object’s local contextual information into the network we develop a novel dense local context convolution method based on atrous convolution. The proposed method extracts dense contextual information using a bunch of dilated convolutions with different dilation rates.
3. The proposed methods boost the performance of baseline networks for semantic segmentation in terms of pixel accuracy and mean intersection over union and outperform the state-of-the-art methods.

The remainder of this paper is organized as follows. Section II provides a comprehensive related literature review on semantic segmentation. The proposed method and theoretical analyses are described in Section III. Section IV presents the experimental setting and evaluation metrics with an empirical investigation of the effectiveness of the proposed method. Section V reports the qualitative and quantitative analyzes and compares them with state-of-the-art methods. We conclude in Section VI.

II. RELATED WORKS

Semantic segmentation is an active domain of research supplied by numerous challenging datasets [15]–[18]. Before the advent of deep learning technology, the best performing approaches relied heavily on manual extraction of features to classify pixels of an image independently. Generally, a patch of image is fed into a classifier, i.e., Boosting[19], Support Vector Machine[20], or Random Forest[21], to predict the probability of a class in center pixels. Improvements have been made by using richer information from local context [22] and structured prediction techniques [23][24]. However, the performance of these methods has always been compromised due to their limited expressive power of features. In the last few years, the deep learning technology that is used for image classification has been quickly transferred to the image semantic segmentation. Semantic segmentation includes both segmentation and classification, which raises the question of how to combine these two complicated tasks together.

The first family of deep learning-based approaches for semantic segmentation utilizes a cascade of bottom-up image segmentation, followed by deep-learning based region classification. For example, the bounding box proposals and masked regions suggested in [25] and [26] are used in [27]
and [28] as inputs to a CNN for the pixel classification purposes. Similarly, Mostajabi et al. [29] rely on superpixel features to pixel-wise prediction. Even though these approaches delineate sharp boundaries delivered by a good segmentation, they cannot recover from any of its errors. The second family of work relies on using convolutionally computed features for dense image labeling and joins them with segmentations that are obtained independently. Among the first, Farabet et al. [30] apply CNNs at multiple image resolution and then utilize a segmentation hierarchy to smooth the prediction results. Later, Krähenbühl and Koltun [31] propose using skip layers and concatenated the computed intermediate feature maps within the CNNs for pixel classification. Further Caesar et al. [32] propose pooling of the intermediate feature maps using regional areas. These works still utilize segmentation algorithms that are disjointed from the CNN classifier’s results, thus risking commitment to a premature decision.

The third family of work uses CNNs to directly provide dense category-level pixel labels, which makes it possible to even discard segmentation altogether[33]. The deep learning-based segmentation approaches directly apply CNNs to the whole image in a fully convolutional fashion by transforming the last fully connected layers of the previous image classification networks into a fully convolutional layer. In order to deal with object boundary delineation, SegNet uses an end-to-end trainable encoder-decoder structure where the encoder extracts feature maps at different resolutions and the decoder gradually upsamples the extracted features for pixel-wise prediction. Recent work attempts to deal with the spatial localization problem and the aggregation of local context feature in the network. In the original encoder-decoder structure, several stages of pooling or convolution with stride in the encoder part reduces the spatial resolution for efficient computing performance. However, these operations eliminate the fine-grained structures such as object boundaries and edges in the image. For example, as shown in Figure 1(a), DeepLabv3+ applies several dilated convolutions on the output of the last convolution layer containing very low fine-grained details of the original image. This information loss is caused by convolution with stride and pooling operations in the network. As a result, the spatial pyramid pooling performs poor multi-scale feature extraction on the image. In an attempt to solve the problem of the spatial information, Wu et al. [34] proposes a trainable guided filter in the network. As shown in Figure 1(b), the guided filter jointly upsamples the output feature maps of the encoder by transferring structural details of the high-resolution input image into the low-resolution feature map of the last convolutional layer. In spite of improved segmentation performance, the guided filter layer bears extra computational cost in the network which makes it hard to train on large datasets. Similarly, Tian et al. [35] propose data-dependent upsampling approach to replace the traditional sequential decoder with a trainable data-dependent decoder. The data-dependent decoder works well in segmentation of classes with larger pixel distribution in the image. Their network fails to produce sharp delineation of object boundaries for small objects in the scene. The network structure of data-dependent upsampling is depicted in Figure 1(c).

Our work is inspired by these networks. We extend them further by proposing a novel upsampling convolution and local context convolution method. In the upsampling convolution, we propagate the dense edges and saliency information of the high-resolution input image to the low-resolution feature map and further concatenate it with the feature representations coming from the intermediate layer in an end-to-end trainable fashion. In the context convolution, we extract dense contextual representations of objects in the scene using different atrous convolutions together in parallel and cascade form.
III. PROPOSED METHOD

A. Joint Upsampling

Before we introduce our proposed DUC method, we revisit the joint upsampling procedure. Among many popular upsampling filters, the guided filter[36] stands out the crowd owing to its simplicity, robustness, and fast speed. A guided filter is an edge-preserving smoothing operator that can produce an output image while transferring structural details of the input image itself or a different image. Given a high-resolution guided image \( I_h \) and a low-resolution target image \( I_l \), guided joint upsampling aims to generate a high-resolution output image \( O_h \) by transferring structural details from guided image \( I_h \). Assuming that \( O_h \) is a linear transform of \( I_h \) in a square window \( w_k \) centered at the pixel \( k \), then it can be formally defined as

\[
O_h^k = a^k_l I_h^k + b^k_l, \forall k \in w_k
\]

where \((a^k, b^k)\) are assumed to be constant coefficients in the local square windows, \( w_k \), and \( i \) indicates the \( i^{th} \) pixel of the image. The linear model ensures that the high-resolution output image has an edge only if the guidance image has an edge, because \( \nabla O_h^i = a^i_l \nabla I_h^i \).

To specify the model coefficients \((a^k, b^k)\), a constant from \( I_l \) is required. The model outputs \( O_h \) by subtracting some unwanted components from \( I_l \), such as noise or texture.

\[
O_h^i = I_l^i - n_l
\]

A cost function is used to minimize the difference between \( O_h \) and \( I_l \), while preserving the linear model in Equation (1). After computing \((a^k, b^k)\) for all local square windows, \( w_k \), in the image, the high-resolution output image \( O_h \) is computed as:

\[
O_h = \bar{a}_l * I_h + \bar{b}_l
\]

where * denotes element-wise multiplication and \((\bar{a}_l, \bar{b}_l)\) are the coefficients averaged over all windows overlapping \( l \).

The actual guided filter is used as a post-processing operation. It is not differentiable and thus cannot be trained in an end-to-end manner with the FCNs. To boost the performance of the FCN for upsampling, Xu et al. [37] propose edge-aware filters by transforming the simple guided filter into a learnable layer, which enables both the guided filter layer and the FCNs to be trained simultaneously by providing direct guidance from the high-resolution image. We build our dense upsampling method based on this work and then employ a DLC module to incorporate rich semantic details to improve the performance of semantic segmentation network.

B. Dense Upsampling Convolution (DUC)

We propose a novel DUC method based on guided filter to preserve the spatial information of the image in the network. The DUC upsamples a low-resolution feature map to a high-resolution feature map by transferring spatial details of high-resolution image into the low resolution feature map. As the computational graph of the DUC method is depicted in Figure 3, a transformation function \( g(I) \) is used to generate the guidance maps of \( G_h \) from the high-resolution input image. The transformation function \( g(I) \) includes a two-layer pointwise \((1 \times 1)\) convolutional block consisting of a normalization layer in between and a ReLU activation function. The guidance maps are lightweight image representations that transfer the object boundary and edge information. We employ a convolution layer with stride 4 to process the \( G_h \) to produce an output equivalent to the size of \( G_h \), where the spatial size of \( G_h \) corresponds to the size of the intermediate feature map \( I_m \). A dilated convolution is employed on the low-resolution feature map \( I_l \) to extract feature representations of \( I_l \). The guided representations of \( G_h \) and feature representations of \( I_l \) are fed into a pointwise
convolution. Following the Equation 3, the pointwise convolution produces coefficients of $\bar{a}_i$ and $\bar{b}_i$. We choose the pointwise convolution owing to its robust feature extraction capability and the reduction of parameters in the network. It is also possible to use any other standard convolution other than the pointwise convolution. In the last stage, a bilinear interpolation is used to upsample the obtained guidance map with the low-resolution feature map, thereby yielding an output size that is commensurate to the intermediate layer features of $I_m$.

In order to propagate denser spatial details into the network, we further concatenate the output of the bilinear interpolation with the feature maps flowing from the intermediate layer ($I_m$). Consequently, the final output feature map attains a size that is equivalent to the size of feature map in the C3 (Convolutional layer 3) of the model. In Figure 2 we show the complete implementation of DUC module in the baseline network. Notably, the DUC module is trainable in an end-to-end fashion, thus it can learn features from scratch. The proposed DUC solves two closely related problems. 1) It solves the problem of spatial information loss, which is caused by pooling or convolution with stride, by transferring fine-grained details from the high-resolution input image into the low-resolution feature map of the last convolution layer. 2) It recovers the missing salient information regarding the object’s boundary by concatenating feature representations from the intermediate layer. The proposed DUC can be implemented with any CNN network. In our experiments, we employ DUC with ResNet[3] using different depths of [52, 101, 152, and 269] and report the results.

### C. DENSE LOCAL CONTEXT (DLC) CONVOLUTION

Objects in the scene prevail in small or large scales, making it difficult to extract the proper feature representation needed for semantic segmentation. To overcome this problem, DeepLab proposes an Atrous Spatial Pyramid Pooling (ASPP) module and applies it using different dilation rates on the output convolutional layer of the encoder and fuse the final output to attain multi-scale feature representations. Atrous convolution can exponentially enlarge the receptive field (RF) of a convolution kernel. Let $d$ and $k$ denote the dilation rate and kernel size of the atrous convolution layer, respectively. Then the equivalent RF size of the kernel is obtained as follows:

$$RF = (d-1) \times (k-1) + k$$

DeepLab employs ASPP in parallel using dilation rates $[d = 6, 12, 18 \text{ and } 24]$. However, ASSP implementation is associated with three issues. Firstly, it is not dense enough to capture features of large-scale objects in difficult scenes. Secondly, as shown in Figure 1(a), ASPP is applied after the last layer of the encoder which produces a low-resolution feature map ($1/16$ size of the original image). At this stage, the spatial information of the image is lost by a factor of 16, thus ASPP fails to extract rich feature of the image. For example, assuming an image with a size of $512 \times 512$, height and width, respectively, ASSP is applied to the feature map with a reduced spatial resolution size of $32 \times 32$. This produces a poor multi-scale feature extraction. Thirdly, the implementation of ASP with a dilation rate ($d$) of 24 is ineffective for low resolution images. Based on Equation 3, ASPP with the dilation rate of 24 enlarges the RF size to 49, which is larger than the feature map size obtained at the last convolutional layer (feature map = 32). Partially, we solve this problem with the previously proposed DUC method. The DCU produces relatively higher resolution feature by upsampling the output feature map of the last convolutional layer with the fine-grained details from the high-resolution input image.

We further employ a DLC module based on DenseASPP[38] to replace the ASSP module of the DeepLabv3. In a closely related line of research to our work, Ding et al. [39][40] propose context contrasted local (CCL) model as an alternative to ASPP for multi-level feature extraction. Notably, our method is not only different from the approaches used in CCL but also outperforms it (ref. Section V). As an example, CCL uses a combination of local (delicate) convolution and an atrous (coarse) convolution in parallel to extract multi-scale feature map in the network. In contrast, DLC combines the benefits of parallel and cascade atrous convolutions to produce larger RF and achieves denser multi-scale features of objects in the scene. Suppose...
there are two convolutional layers with the filter size of $K_1$ and $K_2$ the new RF can be achieved from the stack of these two convolution layers as:

$$K = K_1 + K_2 - 1$$

Following equations (4) and (5) CCL with the atrous convolution rate of $[d = 3, 6, 12$ and 18], and four local convolutions of size $(3 \times 3)$ produces a relatively small receptive field of view (i.e., RF = 49), whereas DLC with the same atrous convolution rate of $[d = 3, 6, 12$ and 18] assembles a much larger receptive filed view (i.e., RF = 79). This enables DLC to cover not only larger objects in the scene but also covers them densely for better segmentation results. Figure 4 represents the architecture of the proposed DLC. The upsampled feature map obtained from the DUC is fed into a $1 \times 1$ convolution layer to reduce the number of parameters in the network. Thereafter, the feature maps of size $"1/8 \times "$ are convolved with several atrous convolutions using dilation rates of 3, 6, 12, and 18, respectively. The output of each dilated convolution is further concatenated with the input of the next dilated convolution with a larger dilation rate. Compared to DenseASPP, we use a $1 \times 1$ convolution before the input of each dilated convolution, resulting in a less complex network while extracting richer feature of the image. Further, we omit the dilation rate of 24 in our DUC module. This brings us two benefits: 1) we achieve a less complex network with fewer parameters, and 2) we attain an RF size that is big enough to cover large-scale objects. The DLC module produces about 1.5M parameters, which is only 23% of DenseASPP (nearly 6.48M). Figure 2 shows the detailed implementation of DLC in the network.

IV. EXPERIMENTS

In this section, we first introduce the benchmark datasets used in this experiment. We choose ResNet [3] as the backbone of our network. Finally, we evaluate the performance of the proposed method using standard evaluation metrics for pixel-wise classification and report the results.

A. DATASET

We verify the effectiveness of the proposed methods on three challenging datasets: ADE20K [18], Pascal-Context [5] and Cityscapes [15]. ADE20K is a densely annotated dataset for semantic segmentation. It contains diverse annotations of scenes, objects, parts of objects, and in some cases even parts of parts objects. The dataset contains 20,210 images in the training set, 2,000 images in the validation set, and 3,000 images in the testing set. Of the total 3,169 annotated class labels, 2,693 are object and stuff classes and 476 are classes belonging to the part of the objects. For each object, there is additional information about whether it is occluded or cropped and other attributes. The images in the validation set are exhaustively annotated with parts, while the part annotations are not exhaustive over the images in the training set. On average there are 19.5 instances and 10.5 object classes per image. Pascal-Context dataset is a pixel-wise annotated extension of the PASCAL VOC detection challenge. The total 10,103 scene images are comprised of 4,998 and 5,105 images for training and validation set, respectively. We followed the standards metric provided in [5] by using all 59 class labels, including one background class to evaluate the performance of the network. Cityscapes dataset, which is designed for semantic urban scene understanding, has 5000 high-quality fine pixel-level annotations. The images are divided into three splits of numbers 2,975, 500, and 1,525 for training, validation, and testing, respectively. Besides, 20,000 coarsely annotated images are provided for two settings in comparison, i.e., training with only fine data or with both fine and coarse data.

B. IMPLEMENTATION DETAILS

We use PyTorch [41], an open-source deep learning framework, to implement our network architecture. Initially, we implement our method using ResNet50 [3] in the backbone. “Poly” learning policy[42], which defines current learning rate equals to the base learning rate multiplied to $(1 - \frac{\text{iter}}{\text{max\_iter}})^p$, is used as a learning update strategy. The initial learning rate is set to 0.001 and $p$ is set to 0.9. We use data augmentation techniques of random vertical flipping and random scaling from 0.5 to 2. The images are then cropped to 480x480 and fed to the network. The network is trained using 120 and 80 epochs for ADE20K and Pascal-Context datasets, respectively. Stochastic Gradient Descent (SGD) is used as an optimizer, and the momentum is set to 0.9 with weights decay value of $1\times10^{-4}$. All experiments are conducted on 4-TitanX GPUs (12GB of memory per GPU).
in parallel, where the loss is computed from multiple GPUs simultaneously. We also investigate the impact of our method on other CNN networks with deeper layers that are designed for image semantic segmentation by keeping the default configuration settings of each network.

C. LOSS FUNCTION
Optimization of a deep learning model is driven by loss function. In order to minimize the overall loss, the parameters of the neural network are updated by backpropagation method. We use the standard multi-class cross-entropy loss, also called logarithmic loss, as commonly used in multi-classification models. Cross-entropy loss decreases as the predicted probability converges to the actual label. Cross-entropy in semantic segmentation is defined as:

$$L = - \sum_{i=1}^{N} \sum_{k=1}^{K} \sum_{j=1}^{P} t_{ik} \log P_{ij}$$  \hspace{1cm} (6)$$

where N, K, and P indicates the batch-size, the number of classes, and the predicted pixels, respectively, and t represents a one-hot target vector and \( t_k = 1 \) when k is a true label.

D. PERFORMANCE EVALUATION
Standard evaluation metrics are used to assess the performance of the semantic segmentation algorithms. These criteria are the variation of pixel accuracy (PA) and intersection over the union. Let \( k + 1 \) denote the number of classes from \( L_0 \) to \( L_k \), including a background or void class, and \( p_{ij} \) is the number of pixels of class \( i \) that are inferred to belong to class \( j \). In other words, \( p_{ij} \) denotes the number of true positives, while \( p_{ij} \) and \( p_{ji} \) are often referred to as false positives and false negatives, respectively, although either of them can be the sum of both false positives and false negatives. PA has often been adopted to measure the performance of semantic segmentation algorithms. It is simply the computation of the ratio between the amount of properly classified pixels and the total number of pixels; mathematically it is represented as follows:

$$PA = \frac{\sum_{i=1}^{k} \sum_{j=0}^{k} p_{ij}}{\sum_{i=0}^{k} \sum_{j=0}^{k} p_{ij}}$$  \hspace{1cm} (7)$$

Mean PA (mPA) is a slightly improved PA metric, in which the ratio of correct pixels is computed on a per-class (per-category) basis and then averaged over the total number of classes. mPA is defined as:

$$mPA = \frac{1}{k+1} \sum_{i=0}^{k} \sum_{j=0}^{k} \frac{p_{ij}}{p_{ij}}$$  \hspace{1cm} (8)$$

Mean intersection over union (mIoU), another standard metric used in semantic segmentation, is the ratio of intersection over the union of the predicted segmentation and the ground truth. The ratio can be reformulated into the number of true positives (intersection) over the sum of true positives, false positives, and false negatives (union). The IoU is computed on a per-class basis and then averaged over the total number of classes, which is referred to as mIoU. Formally, it is denoted as:

$$mIoU = \frac{1}{k+1} \sum_{i=0}^{k} \sum_{j=0}^{k} \frac{p_{ij}}{p_{ij} + p_{ji} - s_{ij}}$$  \hspace{1cm} (9)$$

Among all these metrics, the mIoU stands out of the crowd as it is a widely used criterion due to its representativeness and simplicity.

V. RESULTS
We report the qualitative and quantitative analyses of our method on the benchmark datasets, described in Section IV. We compare the results of our method with state-of-the-arts.

A. QUALITATIVE RESULTS
We report visual results on the validation set of ADE20K and Pascal-Context datasets for image semantic segmentation. Our method presents a good ability in finding missing parts of small and large scale objects in complex scenes, as demonstrated by the ADE20K scene parsing dataset. Figure shows the robustness of our method when delineating a small scale object in the scene. As can be seen in the first and second rows, our method treats objects boundary far better than the baseline model does. Looking at the row three, the baseline architecture misclassifies “pillows” as “bed”. Our method corrects this error by classifying “pillows” as “pillows” on the bed. This is attributed to the robust capability of the DUC module in the network. The DUC is designed to preserve the sharp boundary of objects in the

FIGURE 6: Visual improvements on ADE20k scene parsing dataset. Our method corrects the error of the baseline model and produces more accurate and detailed results.
scene, which generates better segmentation output. The excellent performance of the network is notable when it comes to the utilization of the context in the scene. It can be seen that the proposed method has excellent ability in delineating edges of the objects in the scene well than the baseline network. Moreover, we can see that our model has semantically classified small- and large-scale objects better compared to the baseline model, which shows the superiority of the proposed method. Visual examples of Pascal-Context classification are shown in Error! Reference source not found.. In row one of the Figure 7, the baseline model treats the “rocks” on the sea as “mountain”, whereas our method corrects this error and classifies it as “rock” over the “sea”. Following that, for “bus” and “animal” our method more precisely outlines the object boundary than the baseline algorithm. The great effect of the proposed DLC module becomes clear in the fourth row. DLC utilizes contextual information to properly distinguish the “person” from the “tree”.

Table I: Deeper pre-trained ResNet attains higher performance. Numbers in the parentheses refer to the depth of ResNet. SS and MS denote single- and multi-scale testing, respectively. Experiments are conducted on the ADE20K dataset.

| Method     | Mean IoU (%) | Pixel Acc. (%) | Final Score |
|------------|--------------|----------------|-------------|
| Ours(50)+SS| 43.82        | 81.23          | 62.53       |
| Ours(101)+SS| 44.21        | 82.71          | 63.46       |
| Ours(152)+SS| 44.86        | 82.91          | 63.89       |
| Ours(269)+SS| 46.26        | 83.11          | 64.69       |
| Ours(50) + MS | 44.16        | 81.70          | 62.93       |
| Ours(101)+ MS | 45.41        | 82.86          | 64.14       |
| Ours(152)+ MS | 45.87        | 83.66          | 64.77       |
| Ours(269)+ MS | 47.16        | 83.82          | 65.49       |

Table II: Comparison with state-of-the-art methods on ADE20K dataset. Out method outperforms the state-of-the-arts on pixel accuracy.

| Method            | Mean IoU (%) | Pixel Acc. (%) | Final Score |
|-------------------|--------------|----------------|-------------|
| SegNet [10]       | 21.64        | 71.00          | 46.32       |
| DilatedNet [43]   | 32.31        | 73.55          | 52.93       |
| CascadeNet[44]    | 34.90        | 74.52          | 54.71       |
| RefineNet[45]     | 40.70        | -              | -           |
| PSPNet[46]        | 43.29        | 81.39          | 62.34       |
| FastFCN [47]      | 44.34        | 80.99          | 62.67       |
| EncNet[22]        | 44.65        | 81.69          | 63.17       |
| CPNet[48]         | 45.39        | 81.04          | 63.21       |
| CBGBNet [39]      | 44.90        | 82.10          | 63.50       |
| *ResNet [49]      | 46.91        | 82.07          | 64.49       |
| Ours              | 46.41        | 82.86          | 64.64       |

B. QUANTITATIVE RESULTS

In this research, we aggressively evaluate the effectiveness of the proposed method with regard to three large-scale benchmark datasets described in Section IV. We test our method using deeper neural networks with single- and multi-scale entries. A single-scale input refers to the original image size, whereas multi-scale is multiple resized input images. In a multi-scale entry, the features are shared in the network and then merged for pixel-wise prediction. Further, deeper networks are proven to achieve robust performance on large-scale data classification. Hence, we conduct experiments using different depths of ResNet in the backbone. We test pre-trained ResNet with a depth of 50, 101, 152, and 269. It is evident that keeping the default setting of the network and increasing the depth from 50 layers to 269 layers improve the final score (average of mIoU and PA) from 62.93% to 65.49%, with 2.56% absolute improvement in multi-scale input setting. Detailed final scores of our method with different ResNet depth in the backbone are listed in Table I. Comparison with state-of-the-art methods on ADE20K dataset is demonstrated in Table II. We report new records for the ADE20K dataset by achieving 46.41% of mean IoU and 82.86% of PA using ResNet-101 in the backbone of the network. The proposed method outperforms state-of-the-art methods on pixel accuracy. Further, we achieve the highest mean IoU and pixel accuracy over the validation set of the Pascal-Context dataset. Table III shows the comparison of our method with state-of-the-arts. Following the standard evaluation metric in [5], we consider all 59 classes, plus one background class for the evaluation and report the results. Our method produces an encouraging score in comparison with previous best available methods by achieving 56.1% and 81.62% of mIoU and pixel accuracy, respectively.

Finally, we investigate the effectiveness of our method on the new publicly available dataset of Cityscapes. Our method remarkably outperforms the state-of-the-arts on the test split of the Cityscapes dataset by achieving a mIoU of 83.3%.
Table IV shows the detailed comparison on Cityscapes dataset.

### Table III: Comparison with state-of-the-art methods on Pascal-Context dataset. Our method outperforms the state-of-the-arts.

| Method              | Mean IoU (%) | Pixel Acc. (%) | Final Score |
|---------------------|--------------|----------------|-------------|
| DeepLabV2[12]       | 45.70        | -              | -           |
| RefineNet [45]      | 47.30        | -              | -           |
| PSPNet[46]          | 47.80        | -              | -           |
| EncNet [22]         | 51.70        | -              | -           |
| Dupsampling [35]    | 52.50        | -              | -           |
| DANet[50]           | 52.60        | -              | -           |
| FastFCN[47]         | 53.10        | 79.12          | 66.11       |
| CPNet[48]           | 53.90        | -              | -           |
| CGBNet [39]         | 53.40        | 79.60          | 66.50       |
| DRAN [51]           | 55.40        | 79.60          | 67.50       |
| Ours                | **56.10**    | **81.62**      | **68.86**   |

### Table IV: Comparison with state-of-the-art methods on Cityscapes dataset. Our method outperforms the state-of-the-arts.

| Method              | Mean IoU (%) |
|---------------------|--------------|
| DilatedNet[43]      | 66.8         |
| DeepLabV2[12]       | 70.4         |
| RefineNet [45]      | 73.6         |
| PSPNet[46]          | 78.4         |
| DenseASPP[38]       | 80.6         |
| CGBNet [39]         | 81.2         |
| DRAN [51]           | 82.9         |
| Ours                | **83.3**     |

VI. CONCLUSION

In this study, we addressed the problem of spatial information loss and missing of contextual details for image semantic segmentation using deep learning. We propose a dense upsampling convolution method based on guided filtering that is able to effectively preserve the spatial details in the network by transferring fine-grained structures from the input high-resolution image to the low-resolution feature map in an end-to-end trainable fashion. We further propose a dense multi-scale context convolution module based on atrous convolution that is able to incorporate rich local context description in the network. We tested the impact of the proposed method on ADE20K, Pascal-Context and Cityscapes benchmark datasets. Visual result reveals that the proposed method classifies object boundaries at a higher accuracy than that of the recent competitive baseline models, which demonstrates the effectiveness of the proposed method. We also included single- and multi-scale inputs in our experiments to find their correlation with respect to the problem of pixel-wise prediction. The experimental outcome indicates that multi-scale inputs promise better result than the single-scale entry. We also, studied the impact of deeper ResNet in the backbone with regard to the performance of semantic segmentation output. The results indicate that the depth of the backbone network is directly proportional to the performance of semantic segmentation (i.e., the deeper the network, the better the segmentation performance). Despite the success of this approach, in future work, we aim to improve the prediction accuracy for “parts” and “parts of parts” of the objects in the scene as provided by the ADE20K dataset. Adopting this approach to object detection and localization is another excellent avenue of research.

REFERENCES

[1] Y. Lecun, L. Bottou, Y. Bengio and P. Haffner, "Gradient-based learning applied to document recognition," in Proceedings of the IEEE, vol. 86, no. 11, pp. 2278-2324, Nov. 1998.

[2] J. Deng, W. Dong, R. Socher, L. Li, Kai Li and Li Fei-Fei, "ImageNet: A large-scale hierarchical image database," 2009 IEEE Conference on Computer Vision and Pattern Recognition, Miami, FL, 2009, pp. 248-255.

[3] K. He, X. Zhang, S. Ren and J. Sun, "Deep Residual Learning for Image Recognition," 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, 2016, pp. 770-778.

[4] C. Szegedy, A. Toshev, and D. Erhan, “Deep Neural Networks for object detection,” Advances in Neural Information Processing Systems, pp. 2553-2561, 2013.

[5] R. Mottaghi et al., "The Role of Context for Object Detection and Semantic Segmentation in the Wild," 2014 IEEE Conference on Computer Vision and Pattern Recognition, Columbus, OH, 2014, pp. 891-898.

[6] E. Shelhamer, J. Long, and T. Darrell, “Fully Convolutional Networks for Semantic Segmentation,” in IEEE Transactions on Pattern Analysis and Machine Intelligence, 2017, vol. 39, no. 4, pp. 640–651.

[7] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet classification with deep convolutional neural networks,” Commun. ACM, vol. 60, no. 6, pp. 84–90, 2017.

[8] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-scale image recognition,” 2015, [Online]. Available: http://www.robots.ox.ac.uk/.

[9] C. Szegedy et al., “Going deeper with convolutions,” 2015 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Boston, MA, 2015, pp. 1-9.

[10] V. Badrinarayanan, A. Kendall, and R. Cipolla, “SegNet: A Deep Convolutional Encoder-Decoder Architecture for Image Segmentation,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 39, no. 12, pp. 2481–2495, Dec. 2017.

[11] L.C. Chen, G. Papandreou, I. Kokkinos, K. Murphy, and A. L. Yuille, “Semantic Image Segmentation with Deep Convolutional Nets and Fully Connected CRFs,” pp. 1–12, Dec. 2014. [Online]. Available: http://arxiv.org/abs/1412.7062.

[12] L. C. Chen, G. Papandreou, I. Kokkinos, K. Murphy, and A. L. Yuille, “DeepLab: Semantic Image Segmentation with Deep Convolutional Nets, Atrous Convolution, and Fully Connected CRFs,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 40, no. 4, pp. 834–848, Apr. 2018.

[13] L.C. Chen, G. Papandreou, F. Schroff, and H. Adam, “Rethinking Atrous Convolution for Semantic Image Segmentation,” Jun. 2017. [Online]. Available: http://arxiv.org/abs/1706.05587.

[14] L. C. Chen, Y. Zhu, G. Papandreou, F. Schroff, and H. Adam, “Encoder-decoder with atrous separable convolution for semantic image segmentation,” Lect. Notes Comput. Sci. (including Subser. Lect. Notes Artif. Intell. Lect. Notes Bioinformatics), vol. 11211 LNCS, pp. 833–851, 2018.

[15] M. Cordts et al., “The Cityscapes Dataset for Semantic Urban Scene Understanding.” 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, 2016, pp. 3213–3223.

[16] T. Y. Lin et al., “Microsoft COCO: Common objects in context,” in Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), 2014, vol. 8693 LNCS, no. PART 5, pp. 740–755.

[17] G. Ros, L. Sellart, J. Materzynska, D. Vazquez, and A. M. Lopez, “The SYNTHIA Dataset: A Large Collection of Synthetic Images for Semantic Segmentation of Urban Scenes,” in Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition, 2016, vol. 2016-Decem, pp. 3234–3243.

[18] B. Zhou, H. Zhao, X. Puig, S. Fidler, A. Barriuso, and A. Torralba, “Scene parsing through ADE20K dataset,” Proc. - 30th IEEE Conf. Comput. Vis. Pattern Recognition, CVPR 2017, vol. 2017-Janua, pp. 5122–5130, 2017.

[19] Y. Wei, L. Kang, B. Yang, and L. Wu, “Applications of structure from motion: a survey,” J. Zhejiang Univ. Sci. C, vol. 14, no. 7, pp. 486–494, Jul. 2013.

[20] X. Wang, S. Wang, Y. Zhu, and X. Meng, “Image segmentation based on Support Vector Machine,” in Proceedings of 2nd International Conference on Computer Science and Network Technology, ICSNT 2012, 2012, pp. 202–206.

[21] F. Schroff, A. Criminisi, and A. Zisserman, “Object Class Segmentation using Random Forests.”

[22] H. Zhang et al., “Context Encoding for Semantic Segmentation” in Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition, Dec. 2018, pp. 7151–7160.

[23] P. Krähenbühl, K. Krähenbühl, and V. Koltun, “Efficient Inference in Fully Connected CRFs with Gaussian Edge Potentials.” in Proceedings of NIPS, pp. 109–117, 2011.

[24] X. He, R. S. Zemel, and M. Á. Carreira-Perpiñán, “Multiscale conditional random fields for image labeling,” in Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition, 2004, vol. 2

[25] P. Arbeláez, J. Pont-Tuset, J. T. Barron, F. Marques, and J. Malik, “Multiscale Combinatorial Grouping.” [Online]. Available: https://arxiv.org/abs/1503.00848.

[26] K. E. A. Van De Sande, J. R. R. Uijlings, T. Gevers, and A. W. M. Smeulders, “Segmentation as selective search for object recognition,” in Proceedings of the IEEE International Conference on Computer Vision, 2011, pp. 1879–1886

[27] R. Girshick, J. Donahue, T. Darrell, and J. Malik, “Rich feature hierarchies for accurate object detection and semantic segmentation,” in Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition, Sep. 2014, pp. 580–587

[28] B. Hariharan, P. Arbeláez, R. Girshick, and J. Malik, “Simultaneous detection and segmentation,” in Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), 2014, vol. 8695 LNCS, no. PART 7, pp. 297–312

[29] M. Mostajabi, P. Yadollahpour, and G. Shakhnarovich, “Feedforward semantic segmentation with zoom-out features,” 2015.

[30] C. Farabet, C. Couprie, L. Najman, and Y. Lecun, “Learning hierarchical features for scene labeling,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 35, no. 8, pp. 1915–1929, 2013.

[31] P. Krähenbühl and V. Koltun, “Efficient inference in fully connected crfs with Gaussian edge potentials,” in Advances in Neural Information Processing Systems 24: 25th Annual Conference on Neural Information Processing Systems 2011, NIPS 2011, Oct. 2011, no. 4, pp. 1–9, 2020. [Online]. Available: http://arxiv.org/abs/1210.5644.

[32] H. Caesar, J. Uijlings, and V. Ferrari, “Region-based semantic segmentation with end-to-end training,” in Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), Jul. 2016, vol. 9905 LNCS, pp. 381–397

[33] Y. Zhang, Z. Qiu, T. Yao, D. Liu, and T. Mei, “Full Convolutional Adaptation Networks for Semantic Segmentation,” in Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition, Jun. 2018, pp. 6810–6818

[34] H. Wu, S. Zheng, J. Zhang, and K. Huang, “Fast End-
to-End Trainable Guided Filter,” in *Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition*, Mar. 2018, pp. 1838–1847

[35] Z. Tian, T. He, C. Shen, and Y. Yan, “Decoders matter for semantic segmentation: Data-dependent decoding enables flexible feature aggregation,” in *Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition*, Mar. 2019, vol. 2019-June, pp. 3121–3130

[36] K. He, J. Sun, and X. Tang, “Guided image filtering,” *IEEE Trans. Pattern Anal. Mach. Intell.*, vol. 35, no. 6, pp. 1397–1409, 2013

[37] L. Xu, J. S. J. Ren, Q. Yan, R. Liao, and J. Jia, “Deep edge-aware filters,” in *Proceedings of machine learning research*, 2015.

[38] M. Yang, K. Yu, C. Zhang, Z. Li, and K. Yang, “DenseASPP for Semantic Segmentation in Street Scenes,” in *Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition*, 2018, pp. 3684–3692

[39] H. Ding, X. Jiang, B. Shuai, A. Q. Liu, and G. Wang, “Semantic Segmentation With Context Encoding and Multi-Path Decoding,” *IEEE Trans. Image Process.*, vol. 29, pp. 3520–3533, 2020.

[40] H. Ding, X. Jiang, B. Shuai, A. Q. Liu, and G. Wang, “Context Contrasted Feature and Gated Multi-scale Aggregation for Scene Segmentation,” in *Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition*, 2018, pp. 2393–2402

[41] A. Paszke, S. Gross, S. Chintala, G. Chanan, and E. Yang, *Automatic differentiation in pytorch*, 2017.

[42] W. Liu, A. Rabinovich, and A. C. Berg, “ParseNet: Looking Wider to See Better,” Jun. 2015, [Online]. Available: http://arxiv.org/abs/1506.04579.

[43] F. Yu and V. Koltun, “Multi-scale context aggregation by dilated convolutions,” 2016.

[44] D. Lin, G. Chen, D. Cohen-Or, P. Heng and H. Huang, "Cascaded Feature Network for Semantic Segmentation of RGB-D Images," *2017 IEEE International Conference on Computer Vision (ICCV)*, Venice, 2017, pp. 1320-1328.

[45] G. Lin, A. Milan, C. Shen, and I. Reid, “RefineNet: Multi-path refinement networks for high-resolution semantic segmentation,” in *Proceedings - 30th IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2017*, Nov. 2017, vol. 2017-Janua, pp. 5168–5177

[46] H. Zhao, J. Shi, X. Qi, X. Wang, and J. Jia, “Pyramid scene parsing network,” in *Proceedings - 30th IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2017*, Dec. 2017, vol. 2017-Janua, pp. 6230–6239

[47] H. Wu, J. Zhang, K. Huang, K. Liang, and Y. Yu, “FastFCN: Rethinking Dilated Convolution in the Backbone for Semantic Segmentation,” no. 1, 2019, [Online]. Available: http://arxiv.org/abs/1903.11816.

[48] C. Yu, J. Wang, C. Gao, G. Yu, C. Shen, and N. Sang, “Context prior for scene segmentation,” in *Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition*, 2020, pp. 12413–12422

[49] H. Zhang et al., “ResNeSt: Split-attention networks,” *arXiv*. 2020, [Online]. Available: https://github.com/zhanghang1989/ResNeSt.

[50] J. Fu et al., “Dual Attention Network for Scene Segmentation,” *Proc. IEEE Comput. Soc. Conf. Comput. Vis. Pattern Recognit.*, vol. 2019-June, pp. 3141–3149, Sep. 2018, [Online]. Available: http://arxiv.org/abs/1809.02983.

[51] J. Fu, J. Liu, J. Jiang, Y. Li, Y. Bao, and H. Lu, “Scene Segmentation With Dual Relation-Aware Attention Network,” *IEEE Trans. Neural Networks Learn. Syst.*, pp. 1–14, Aug. 2020