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ABSTRACT
When interleaving multiple tasks, people are confronted with a decision of how to distribute a finite amount of time between several tasks, which defines the task-interleaving strategy. In some challenging task interleaving scenarios where accurate timing is essential, people perform worse than they could have. With the growing advancement of technology, such as augmented reality, it became possible to impact people’s strategy and improve their performance. However, when augmenting visual input with additional visual content, the augmentation not only introduces the possible benefit but can also capture attentional resources. It is, thus, important to investigate how visual augmentation affects people’s performance in cases when otherwise people underscore in their performance. In the current study, using a psychophysics approach, it was investigated how visual augmentation impacts the task-interleaving strategy and, thus, performance in a dual-task setting with unequal task importance. In a simple dynamic 3D environment, four visual augmentations were generated aiming to prompt the user when it is more beneficial score-wise to switch from one task to another. The mean duration on one task before the task switch, as well as the resulting total performance, were evaluated in combination with the gaze direction distribution. In terms of the strategy and the total performance, all augmentations showed an advantage compared to when augmentation was not present. Furthermore, an abrupt augmentation onset based on the individual response time of the participant was more beneficial score-wise for the strategy compared to a constantly present visual augmentation. However, it affected the natural gaze direction distribution indicating the allocation of attentional resources to the augmentation. The results of this study provide an insight into potential visual augmentation designs aiming to improve user’s performance in a challenging dual-task interleaving setting.

1. Introduction
In daily life, people are inevitably faced with performing multiple tasks at the same time. One important type of multi-tasking is task interleaving. Given a finite amount of time, a person performs one task at a time, alternating between attending to several concurrent tasks. Task interleaving is very prominent in our society ranging from office workers (Dabbish et al., 2011) to air traffic controllers (Lee & Taatgen, 2002), and therefore, has been extensively studied in various disciplines (see Janssen et al., 2015). When interleaving between multiple tasks, people are essentially confronted with a decision of how to distribute a fixed amount of time between the given tasks, how much time to spend on one task before switching to the other, and at which moment in time to return to the first task. This scheduling decision is referred to as the task-interleaving strategy. The way how people distribute their time when interleaving between tasks is essential for different aspects of people’s personal and professional lives such as safety (Brumby et al., 2009; Janssen et al., 2012) as well as their productivity (Farmer et al., 2018; Janssen et al., 2019). Numerous studies investigated how efficiently people interleave between tasks (see Janssen et al., 2015). There is much evidence that in many dual-task scenarios people are capable to adjust and optimize their strategy to make their performance more efficient (Farmer et al., 2018; Janssen & Brumby, 2015). However, there are some challenging dual-task settings where people appear to underscore in their performance (Janssen et al., 2019). From multiple studies it is apparent that a particular adopted task-interleaving strategy can depend on numerous factors including complexity and characteristics of the tasks, personal motivation and experience with the tasks, and many others (Howes et al., 2009; Janssen & Brumby, 2010, 2015; Mone & Shelley, 1995). Among the factors affecting people’s decision on when to switch from one concurrent task to another while task interleaving, is the payoff function of the tasks (Farmer et al., 2018; Janssen et al., 2019; Janssen & Gray, 2012). The payoff function reflects the relative importance of each task and describes a reward level for each of the tasks in a task interleaving scenario. In one recent study it was shown that even though generally people appear to be flexible and adjust their strategy toward the higher performance during task interleaving, in a scenario when one task is significantly more important relative to the other, people tend to averse to...
the risk of failing the more important task and switch to it from the less important one more often than they could have (Farmer et al., 2018). Specifically, in a dual-task scenario with the unequal importance of two tasks, given a final amount of time, people tend to fall short on the favorable performance-wise mean duration on the less important task, leading to a decrease of the total performance. These findings well relate to everyday life observations when the accurate estimation of time is necessary for more efficient performance. One plain example is when a researcher has to interleave between, first, correcting a closed-answer test of his students, and, second, monitoring his or her manual coffee maker while preparing the morning coffee in the adjacent kitchen corner. Even though the researcher might be familiar with how long it takes for coffee to be ready, in the absence of additional information, he or she is likely to interrupt the test correction and go and check the coffee maker more often than necessary to averse to the risk of missing the critical point and switch it off in time. The total performance in such a scenario, however, would be lower than it could have been as the time spent on the test correction is shorter than it could have been, given a finite total time for both tasks.

With rapidly developing technology such as augmented reality, additional visual cues became a potentially powerful tool to purposefully guide user’s attention and improve user’s performance (Booth et al., 2013; Coughlan & Miele, 2017; Dey et al., 2018; Lukashova-Sanz & Wahl, 2021; Zarraonandia et al., 2014). On the other hand, augmenting visual input with additional visual content has also its drawbacks. In particular, it introduces a trade-off of the potential benefit for the performance and, at the same time, captures attentional resources, which essentially becomes a bottleneck for the design of visual augmentation (Akoumianakis & Stephanidis, 2005; Favela et al., 2010; Raja & Calvo, 2017). It is, therefore, of practical importance to investigate how visual augmentation impacts people’s performance on occasions when they perform inefficiently. In the case of a task-interleaving scenario with unequal payoff functions of each task, an augmentation can potentially support the user’s task-interleaving strategy by prompting him or her, when it is more beneficial performance-wise to switch from one task to another. It is not clear, however, how much in advance the augmentation should become informative before the suggested switch moment in time.

In this study, using a psychophysics approach, it was investigated how visual augmentation affects the task-interleaving strategy and, thus, performance in a dual-task setting with unequal task importance. The experimental paradigm was implemented in a simple dynamic 3D virtual environment. A set of visual augmentations was generated aiming to prompt the user when it is potentially better score-wise to switch between two tasks. In particular, the time-lead of the augmentation onset before the predefined suggested switch moment was modulated, ranging from a constantly present visual augmentation during the task performance, to an abrupt onset of the visual augmentation based on the individual response time of the participant. As a measure of the task-interleaving strategy, the mean duration on one task before switching to the other, as well as the resulting total performance over both tasks, were evaluated. As a measure of efficiency, a more efficient strategy is expressed in a longer mean duration spent on one task before switching to the other, resulting in higher total performance. In the current study, even though the total performance can possibly be improved using the augmentation, additional visual information can also draw attentional resources, which can be an issue in some real-life scenarios (Wickens, 2021). We addressed this potentially negative effect of visual augmentation by evaluating another performance parameter – the distribution of the gaze direction during the task performance. Specifically, the hypothesis was that visual augmentations, including the abrupt response-time-based and constantly present, would improve the participant’s task-interleaving strategy, but to a different extent. We expected a higher performance expressed in the total score when the participant was prompted with an exact switch moment (response-time-based augmentation) than when the participant, even though having an additional piece of visual information as a reference, still had to decide when it is long enough before the switch (continuous augmentation). Furthermore, an impact of augmentation on the gaze distribution was expected with a bias of gaze direction toward the location of augmentation when augmentation was present.

In the present study, four experimental augmented conditions were tested, namely, four time-leads of a motion onset of a head-contingent visual peripheral augmentation stimulus are compared. In a dual-task interleaving scenario, first, the impact of the time-lead of the augmentation on the mean duration on one task before switching to the other was evaluated. Second, the total performance was evaluated across various time-leads. Finally, the gaze direction distribution for all experimental conditions was evaluated.

2. Methods

2.1. Participants

In this study, 14 participants with an average age of 24.4 ± 3.7 years were tested. All procedures conformed to Standard 8 of the American Psychological Association’s “Ethical Principles of Psychologists and Code of Conduct (2010).” The study was approved by the ethics committee of the Faculty of Medicine at the University of Tübingen. Signed informed consent was obtained from each participant before the measurements. All participants except one had had previous VR experience, however, the prior experience with virtual reality was not a requirement to participate in the experiment.

2.2. Apparatus and stimuli

2.2.1. Apparatus

A dual-task setting was implemented in a 3D virtual environment. The visual content was displayed to the participant using HTC Vive Pro Eye (HTC Corporation, Taoyuan, Taiwan) virtual reality headset at a refresh rate of 90 Hz running on a Windows 10 PC with NVIDIA GeForce GTX 1070 graphics card (NVIDIA Corporation, Santa Clara,
California, USA). The horizontal and vertical fields of view of the headset reported by the manufacturer are 100° and 90°, respectively. The interaction with the environment was conducted by the participant via the HTC Vive controller. The eye-tracking data was collected using a built-in eye tracker at a rate of 90 Hz. The head rotation data were collected using tracking base stations 2.0 of HTC Vive Pro setup. The experimental paradigm was generated using the Unity Game engine version 2019.3.15.f1 (Unity Technologies, 2019). The data analysis was performed using Python 3.6 packages NumPy (Van Der Walt et al., 2011) version 1.19.1, SciPy (Virtanen et al., 2020) version 1.5.2 and Pandas (Mckinney, 2010) version 1.1.3. The statistical analysis was conducted using R (R Core Team, 2020) version 3.6.1. The data visualization was performed using Python packages Matplotlib (Hunter, 2007) and Seaborn.

2.3. Experimental procedure

2.3.1. Dual-task-interleaving setting: Configuration
A dual-task-interleaving scenario was designed and implemented in a virtual 3D environment. In contrast to a 2D paradigm, a 3D virtual reality environment offers a possibility to rotate the head freely while tracking the eye movements. This, in turn, enables the recording of a more natural gaze behavior compared to a screen-based experiment. The experimental setting is depicted in Figure 1. The environment consisted of two virtual rooms. Three blue spheres were placed in one room, and a red sphere in the other room. During the experiment, all of the spheres were continuously expanding in size until a maximum of five times the original size. Once a sphere reached its set maximum size, it “exploded” and reset to its original size followed by an expansion again. At the beginning of each trial, the participant had a starting capital of points. Each time a sphere exploded, the participant received a penalty of a certain amount of points (see Section 2.3.3). The ultimate goal of the participant was to keep as many total points in each trial as possible. To prevent a sphere from an explosion, the participant could reduce its size by touching an expanding sphere with a virtual stick operated by a mobile manual controller. As long as the participant was touching the sphere with the stick, the sphere was reducing in size at a constant velocity. If the sphere reached its minimum size, the size reduction was terminated. Once the participant stopped touching the sphere, the sphere continued to expand again. The participant was able to instantly switch between two rooms by pressing a trigger button of the manual controller. The participant could perform a task only in one virtual room at a time. Thus, during each trial, the participant interleaved two tasks, the blue and the red, by switching between two rooms: with the blue and the red spheres. Upon each expansion of the red sphere, its expansion speed was slightly varying between ±5% of its mean value. Doing so we intended to prevent adaptation of the participant to an exact time duration. In case the participant switched to the red room too late and the red sphere had previously exploded, it was indicated by the red sphere changing its color to black, and then turning red again once the participant reduced the size of it via touching it with the virtual stick. The participant was additionally provided with audio feedback upon each

![Figure 1. Experimental paradigm: a dual-task interleaving setting with the unequal importance of each sub-task. The unequal task importance was implemented through 1:10 penalty ratio for the explosion of each blue and red sphere, respectively. During each 60 sec trial the participant interleaved between the blue and the red tasks performing one sub-task at a time. The participant switched between two tasks by pressing a button on the HTC Vive controller. The example scene views demonstrate the case when augmentation was present, thus, the head-contingent ring is overlaid with the visual scene of the blue task. In the control baseline condition, the ring was not present. Note, that the example scene views demonstrate a larger field of view than the actual one in the headset – when performing the experiment in the virtual environment with the headset, the outer edge of the augmentation ring was not visible. For more details on the experimental paradigm see the description in the text.](image-url)
sphere explosion with distinct sounds for the blue and red spheres, respectively. Also, haptic feedback was provided to the participant via a vibration impulse of the manual controller to indicate a collision of the virtual stick and a sphere. The height at which spheres were presented was adjusted before the start of the experiment according to the height of each participant. Namely, the vertical coordinate of the headset was used as a reference to set the vertical position of the spheres. The vertical coordinate of the blue spheres as well as of the red sphere was set to a value 0.3 Unity-meters lower than the headset recorded height. To prevent a patterned hand movement on the blue task, the vertical coordinate of each blue sphere was set to a random value between \( \pm 0.2 \) Unity-meters of its set value after each sphere explosion as well as each new entry to the blue room. The horizontal coordinate of each of the blue spheres was set to \(-0.6, 0, \) and \(0.6\) Unity-meters, respectively, where 0 corresponds to the center of the room. The horizontal coordinate of the red sphere was set to a random value corresponding to \( \pm 45^\circ \) of visual angle relative to the headset to make the red task more challenging. The depth at which each sphere was located was set to 1 Unity-meter from the center of the room. Each time the participant switched to a room, the direction of the headset was set toward the middle of the corresponding room. The events of a collision of the virtual stick with any of the spheres, as well as the explosion of each sphere were constantly tracked and correlated with the timeline of the experiment. The spatial configuration of the experiment including augmentation is schematically shown in Figure 2. The details on the augmentation design are described in Section 2.3.2.

2.3.2. Visual augmentation: A head-contingent peripheral motion onset stimulus

As the visual augmentation, a subtle semi-transparent head-contingent ring was used. The term “head-contingent” indicates that the ring was always concentric with the forward direction of the VR headset, meaning, it was always in the same position within the visual field of the participant regardless of the head movement. The informative part of the augmentation was represented by a motion onset of an additional ring minor sector with a lower transparency level (Figure 3). The augmentation ring was designed as a head-contingent to be always fully visually available for the user irrespective of his or her heading direction. The peripheral location of the ring was selected to keep the augmentation unobtrusive for the tasks at hand. The inner and outer radii of the ring were arbitrarily set to 30° and 50° relative to the center of the visual field of view, respectively. Considering the field of view of the head-mounted device used to display the visual content, the outer border of the ring was not visible to the participants, whereas the inner border of the ring was laid in the peripheral part of the visual field of view. The size of the ring sector was arbitrarily fixed to 20° of the ring circumference resulting in 18° angle made by the arc of the sector at the center of the circle. To maintain the color scheme of the virtual environment when displaying augmentation, the color of the background ring and moving ring sector was set to gray, namely, RGB values (127, 127, 127). The transparency for the background ring was set to a constant value of 100. To avoid the ambiguity of which part of the ring sector to attend to when it is moving, a gradient was applied to the transparency. Specifically, the transparency of the moving ring sector was set to a gradually decreasing value starting from a value of 100 to match the background ring, reaching a minimum value of 50 to be well discriminable on the background ring. Upon the motion onset, the ring sector was moving clockwise at a constant speed of 68°/sec resulting in a full 360° turn in approximately 5 sec. The starting position of the moving ring sector was set to match its most right and least transparent (most opaque) edge with the top middle position of the background ring (see Figure 3). The time-lead of the ring sector motion onset was varied depending on the experimental condition. More details on the informative content of the augmentation and different experimental conditions can be found in Section 2.3.3.

2.3.3. Unequal importance of the tasks implementation: Unequal penalty

The unequal importance of the tasks was introduced via the game score. For each trial, the participant had a starting

---

Figure 2. The spatial configuration of the experiment. As an example, the blue room configuration is shown. The head-mounted device represents the head position of the participant, the rest of the figure schematically represents the virtual environment designed for the experiment. The details about the augmentation stimulus are described in Section 2.3.2.
capital of 200 points. Each time a sphere exploded, the participant was given a penalty of 1 point for a blue sphere and 10 points for a red sphere. At the end of each trial, the participant was provided with cumulative feedback with the total amount of points that were left from the starting capital, as well as how many points were lost on the blue and red spheres separately. Before each trial, the starting capital was reset to 200 points.

The penalty ratio is an important factor for the task-interleaving strategy (Farmer et al., 2018). Here, the selected ratio was used to capture a challenging scenario where the performance could be improved. Beyond the scope of the present study, a wider range of penalty ratios could be evaluated.

2.3.4. Estimation of the suggested switch moment

Before the main experiment, the best score-wise switch moment from the blue to the red task was estimated. The following independent parameters were considered: the penalty ratio for each respective blue and red sphere expansion, the trial duration, and the expansion speed of the blue and red spheres. The basic assumption was made that none of the spheres were saved from an explosion during the trial, which surely does not correspond to the reality, but is sufficient for the initial estimate. It was estimated that the minimum total penalty, or the maximum total score in a trial is achieved when the mean duration on the blue task is just below the time necessary for one red sphere to expand from its minimum to its maximum size. This estimate indicates that in the current paradigm the most efficient strategy in terms of performance for the participants was to stay on the blue task for such a period before switching to the red task just enough to keep the red sphere from an explosion. The individual parameters reflecting how well and how fast the participant performs the blue and the red task, namely, the rate of blue spheres’ explosions when performing the blue task, and the mean duration on the red task per visit were not considered for the estimation. For the current experiment, it was sufficient to know that the most efficient strategy in terms of performance for the participants was to keep as many red spheres from an explosion as possible.

2.3.5. Augmented task-interleaving: Experimental conditions

The idea of the augmentation was to prompt the participant when it is better to switch from one task to another to achieve a higher score, here: from the blue to the red task. In the

| Condition | Time-lead | Description |
|-----------|----------|-------------|
| Condition 0 | – | Control condition, no augmentation was present. |
| Condition 1 | 5000 ms | The motion onset of the ring sector was initiated instantaneously once the participant entered the blue task. The motion was continuous throughout the whole time spent on the blue task. |
| Condition 2 | 2200 ms | The motion onset of the ring sector was initiated later while the participant was performing the blue task, however, there was sufficient time before the sphere explosion for the participant to switch not immediately after detecting the motion. |
| Condition 3 | 1200 ms | The motion onset of the ring sector was abruptly initiated with a constant time-lead of 1200 ms until the red sphere explosion. This value was estimated from the response time test (see Section 2.3.6), where the response time is defined as the time that the participant needed to detect the motion onset, switch to the red room, and touch the red sphere. The value of 1200 ms was selected as approximately an average among the participants. |
| Condition 4 | Individual response times | The motion onset of the ring sector was abruptly initiated with an individual time-lead previously recorded in the response time test (see Section 2.3.6). The response time is defined as the time that the participant needed to detect the motion onset, switch to the red room, and touch the red sphere. |
experimental conditions where augmentation was present, the participant was presented with the visual augmentation whenever performing the blue task (for details on the augmentation design see Section 2.3.2). The participant was suggested to use the augmentation which aimed to optimize the participant’s mean duration of time spent on the blue task. Doing so, it was intended to increase the total score over each trial. The ring sector motion onset was based on how much time was left before the explosion of the red sphere. As described in Section 2.3.1, the expansion speed of the red sphere was slightly varied, and, thus, the duration of the sphere expansion from its minimum size to its maximum was also moderately varied. To account for this, and to ensure that augmentation was always presented on time, we considered the minimum duration of the red sphere expansion as a reference. In the present study, this minimum duration was set to 5 sec. The specific time-lead of the ring sector motion onset essentially defined the experimental conditions of the study. In total, five experimental conditions were tested, which are described in Table 1. In particular, Condition 0 was a control condition when no augmentation was presented, whereas in Conditions 1 to 4 the motion onset of the ring sector was initiated with respective time-leads before the red sphere explosion. In Condition 1, the motion onset was initiated instantaneously whenever the participant was performing the blue task, thus, the motion was continuous with no abrupt onset. In Condition 2, the motion started later during the performing of the blue task, however, with a sufficient time-lead for the participant to detect the motion and still have some time on the blue task before the switch. Specifically, the time-lead in Condition 2 was set to 2200 ms. In Condition 3, a short fixed time-lead of 1200 ms was used. The value was selected based on the results from the response time test (see Section 2.3.6), where the response time is defined as the time that the participant needed to detect the motion onset, switch to the red room, and touch the red sphere. The value of 1200 ms was selected as approximately the average response time among the participants. Finally, in Condition 4, individual response times were used as the time-leads, which were obtained from the response time test (see Section 2.3.6).

2.3.6. Response time test
In this study, the individual response time is referred to as the time necessary for the participant to notice the motion of the augmentation ring sector while performing the blue task, switch to the red task, and touch the red sphere with the virtual stick. To estimate individual response times, each participant performed a response time test. During this test the participant was instructed to follow the general procedure of the main experiment, except the score was not of importance in contrast to the main experiment, but rather the speed of response mattered. All of the experimental parameters were identical to the main experiment setting. During each trial of the response time test, the participant was, first, focusing on the blue task, then after a 2 sec period the motion of the ring sector was initiated. Before the test, the participant was instructed to switch to the red task via controller and touch the red sphere with the virtual stick as soon as possible after detecting the motion of the ring sector. Thereafter, the participant switched back to the blue task by pressing the trigger button and the cycle started again. Each participant continued this procedure for 5 trials of 60 sec, resulting in a total of approximately 75 response time estimates for each participant.

2.3.7. Main experiment: General procedure
Each participant performed three experimental sessions. In the first session, the participant performed two experiments: first, the baseline task interleaving where augmentation was not present (Condition 0), followed by a separate response time test. During the second session, another two experimental conditions were performed. Finally, during the third session, the remaining two experimental conditions were executed. The order of the experimental conditions in the second and third sessions was randomized. Each participant in each experimental condition performed 15 trials of duration 60 sec. The expansion speed of spheres was set such that if a participant would not touch any of the spheres during the whole trial, he or she would lose 30 blue spheres and 12 red spheres in each trial. The number of switches from the blue to the red task varied individually between participants and experimental conditions being approximately 15 switches to the red task per trial. Each condition was preceded by a practice session of five trials of 60 sec with the procedure identical to the main experiment. During the practice session all participants familiarized with the dynamics of the tasks.

2.3.8. Gaze direction data
To evaluate gaze behavior, the gaze direction data in the headset coordinates, as well as the world coordinates, were collected at a frequency of 90 Hz. Before each experimental session, for each participant, the built-in calibration procedure of the eye tracker was performed. The gaze position data was accessed using a customized written Unity script utilizing the HTC SRanipal SDK package functions (SRs) (2021). To prepare the data for further processing, first, similar to (Imaoka et al., 2020), the raw data were filtered based on the eye data validity bitmask value, which represents the bits containing all validity for the current frame. After the filtering, only the data where the eye data validity bit mask had value 31 for both eyes, were selected. Doing so, the data where the eye tracker partly or completely lost the pupil (including blinks) was filtered out. Next, the gaze position was calculated in spherical coordinates. In particular, the polar φ and azimuthal θ angles were computed using Equations (1) and (2). In Unity, the z-axis corresponds to the depth dimension.

\[
\phi = \arctan \frac{x}{2}
\]

\[
\theta = \arctan(2, \sqrt{x^2 + z^2})
\]

where \((x, y, z)\) are coordinates of normalized gaze directional vector in headset coordinates. Note that SRanipal returns the gaze direction vector in the right-handed coordinate system. To convert the coordinates to the left-hand coordinate system (same as Unity world coordinate system), the x-coordinate
was multiplied by \(-1\). To compute the gaze position in Unity world coordinate system, the gaze position in headset coordinate system was multiplied by the head rotation quaternion.

To summarize, the gaze direction in visual angle was computed in visual angle relative to the heading direction (headset coordinates), as well as relative to the forward direction in the virtual environment (world coordinates).

2.4. Analysis

2.4.1. Response time test

To estimate the individual response time of each participant from the response time test, the time duration between the onset of the ring sector motion and the moment of collision of the virtual stick and the red sphere was computed.

2.4.2. Main experiment: Behavioral data

The variable of interest was the mean duration on the blue task which reflects the task-interleaving strategy of the participant. Another variable of interest was the total score in points over both tasks in each trial, which is suggested to be directly correlated to the mean duration on the blue task. Both variables were normalized to the corresponding baseline value in Condition 0. Specifically, the mean duration on the blue task in Condition 0 was subtracted from those in the remaining four conditions. Similarly, the total score in Condition 0 was also subtracted from the respective scores in the augmented conditions. The main effect of the augmentation time-lead was statistically evaluated by one-way repeated-measures analysis of variance (ANOVA), followed by post-hoc analysis with Tukey correction to reveal significant differences between the conditions. The ANOVA assumptions were checked using the Shapiro–Wilk test for the normality assumption and the Levene test for the homogeneity of variances assumption. In case the ANOVA assumptions were not met, an alternative Kruskal–Wallis test as an alternative to one-way ANOVA was performed, with a subsequent Dunn test for multicomparison. The mean duration on the blue task and the total score were two separate dependent variables, and the augmentation condition was the independent variable. Furthermore, the correlation between the total score and the previously measured response time was evaluated. Specifically, the difference in performance in Condition 3 and Condition 4 as a function of the individual response time was computed and evaluated using Pearson correlation test.

2.4.3. Gaze direction data

The gaze direction in the headset coordinates, as well as the world coordinates, was evaluated for every participant in each experimental condition. Specifically, the gaze direction during performing the blue task was of interest as augmentation was present only when the participant was performing the blue task. The gaze direction distribution was evaluated by plotting the variance of the horizontal visual angle distribution of the gaze direction. The variance of the gaze distribution for each experimental condition was normalized to the variance of the gaze distribution in Condition 0 by taking the ratio. The main effect of augmentation time-lead on the gaze distribution was evaluated by one-way ANOVA, followed by post-hoc analysis with Tukey correction. The ANOVA was performed separately for the gaze direction in the headset and world coordinates, respectively. In case the ANOVA assumptions were not met, an alternative Kruskal–Wallis test was performed with a subsequent Dunn test for multicomparison.

3. Results

3.1. The mean duration on the blue task and the total score

In Figure 4, the normalized mean duration on the blue task as well as the normalized total score, averaged over 14 participants are presented. The average between-the-participants’
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mean duration on the blue task in the baseline condition (Condition 0) was 3210 ms with a standard error of the mean of 112 ms. The corresponding total score value was 150 points with a standard error of the mean of 2 points. For the individual data see Supplementary information.

From Figure 4, the mean duration on the blue task as well as the total score in the baseline Condition 0 are the lowest compared to other conditions. This indicates that the experimental paradigm captured well the sub-optimal in terms of the total score performance of the participants, leaving some room for improvement for the augmented experimental conditions 1, 2, 3, and 4. The ANOVA assumptions for the mean duration on the blue task were not met, thus, a Kruskal–Wallis test was performed as a non-parametric alternative to one-way ANOVA. The main effect of the augmentation condition on the mean duration on the blue task was significant with $p < 0.001$. The total score follows a similar trend as the mean duration on the blue task, being higher for conditions where augmentation was present. The ANOVA assumptions for the total score were met. From ANOVA with the total score as the dependent variable, the main effect of the augmentation time-lead was significant with $p < 0.001$. From the post-hoc analysis (Dunn test), the difference in mean duration on the blue task between Condition 0 and Condition 1 was not significant. Comparing Condition 0 with the remaining three conditions, the difference was found to be significant with $p < 0.001$ for all conditions (Condition 2, Condition 3, and Condition 4). Furthermore, there was a significant difference in the mean duration on the blue task between Condition 1 and Condition 3, as well as between Condition 1 and Condition 4 with $p < 0.001$ and $p < 0.01$, respectively. The multicomparrison of the total score revealed significant differences between Condition 0 and all other conditions with $p < 0.001$ for all conditions. General learning of the task was evaluated on a trial-by-trial basis for each participant and was not significant (see Supplementary information).

Furthermore, we evaluated the performance in the condition with short fixed time-lead (Condition 3), and the condition with individually set response-time based time-leads (Condition 4). In Figure 5, the difference in the total score between Condition 3 and 4 as a function of individual response time is shown. Note, that the score in Condition 3 was subtracted from the score in Condition 4. The dependency on Figure 5 shows a negative trend, however, there is no significant correlation found. The absence of significance is highly influenced by a data point for one participant with the largest response time. One possible explanation of this outlier is a general improvement in the task performance for this participant as the response time was measured during the first experimental session, Condition 4 was performed during the second session, and Condition 3 – during the third session.

3.2. Gaze direction distribution

In Figure 6a,b an example of a gaze direction dataset for one participant in one experimental condition is shown. The plot represents only the data when the participant was in the blue room. The data is visualized through a joint histogram plot with hexagonal bins where the depth of the color represents the count of data points in the corresponding region. Figure 6a demonstrates the gaze direction in degrees of visual angle in the headset coordinates. The gray ring represents the interval of visual angles in the headset coordinates corresponding to the augmentation ring in experimental conditions with augmentation present. In Figure 6b the same data is combined with the head orientation and represents the gaze direction in the world coordinates, thus, no head-contingent augmentation ring is depicted (for details on computing the gaze direction in the headset coordinates please refer to Section 2.3.8). The variance of the horizontal visual angle of the gaze direction distribution in all experimental conditions.
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Figure 5. The difference in total score in Conditions 3 and 4 as a function of individual response time. Note, that the score in Condition 3 was subtracted from the score in Condition 4. The blue line corresponds to the best linear regression estimate with a confidence interval of 95%. The black dashed vertical line indicates the fixed value of the time-lead 1200 ms in Condition 3.
was compared. To illustrate the trend of the shape of the gaze distribution in different experimental conditions, in Figure 6c, d the gaze direction distribution in horizontal visual angle is demonstrated, combined for all participants, and grouped by the augmentation condition. The ANOVA assumptions were not met for the gaze distribution in the headset coordinates as well as the world coordinates. Thus, a Kruskal–Wallis test was performed as a non-parametric alternative to one-way ANOVA. A significant main effect of the augmentation time-lead on the variance of the horizontal visual angle distribution of the gaze direction in the headset coordinates was found with $p < 0.01$. From the post-hoc analysis of the gaze direction horizontal visual angle variance in the headset coordinates, a significant difference was found between the baseline Condition 0 and Condition 3, as well as between Condition 0 and Condition 4 with $p < 0.05$ and $p < 0.001$, respectively. Statistical analysis of the variance in the world coordinates did not reveal any significant differences between experimental conditions. These results are further discussed in Section 4.

4. Discussion

4.1. General discussion

In a dual-task interleaving scenario with unequal task importance using the psychophysics approach, the impact of visual augmentation on the strategy in combination with the gaze direction distribution was examined. It was investigated how the time-lead of the onset of the informative property of motion-based augmentation relative to the suggested switch moment impacts the user’s performance.

In a 3D virtual environment, a set of visual augmentations was generated aiming to prompt the user when it is more efficient to switch from one task to another, given a finite time
of each trial. As the informative property of augmentation, a motion of a head-contingent peripheral visual stimulus was used. The mean duration on one task before switching to the other task, and the total performance, as well as the gaze direction distribution, were evaluated.

Overall, the experimental paradigm well captured a sub-optimal performance in a dual-task interleaving scenario with unequal task importance. Similar to the results reported in (Farmer et al., 2018), in our experiment participants on average spent less time on the less important task before the switch which led to a lower total performance represented by the score. This is supported by significant differences between the baseline condition and the augmented conditions for both the mean duration on the blue task and the total score (see Figure 4).

4.2. Comparison of the continuous and the response-time-based augmentation (Condition 1 vs Condition 4)

A significant difference in the mean duration on the blue task between Condition 1 and Condition 4 demonstrates that the response-time-based augmentation can be more beneficial performance-wise compared to the continuously present augmentation. This result was anticipated, as one would expect the participant to feel safe to stay longer on the blue task if it is known that he or she would be prompted with an exact optimal moment of the task switch (Condition 4). In Condition 1, even though a visual reference of the process was available to the participants, it was more difficult for the participant to stay the same amount of time on the blue task, when they still had to decide when it is long enough but not too lengthy (Condition 1). On the other hand, the analysis of the gaze direction distribution revealed differences between experimental conditions. We initially expected a bias of gaze direction toward the location of augmentation when augmentation was present, particularly, for the response-time-based augmentation due to its abrupt motion onset nature (Abrams & Christ, 2003). In contrary to the original expectations, for Condition 1 and 4, no bias of the gaze toward the periphery was found, however, in Condition 4 the gaze direction was more confined toward the center of the visual field. The gaze direction distribution in the world coordinates was not found to be different in various conditions. This can be explained in the following way: when awaiting for an abrupt motion onset in the periphery in Condition 4, to gaze to a direction in the world coordinates further from the center of the room, participants preferred to rotate their head and keep the gaze closer to the center of the visual field instead of directly moving eyes and gazing further from the center. It is suggested, that as rapid detection of the augmentation motion onset was crucial in Condition 4, participants allocated more covert attention to the periphery of the visual field, thereby ensuring the fast motion detection by keeping the eccentricity of the visual stimulus stable. In contrast, in Condition 1, where instant motion onset detection was not crucial, participants pursued their natural gaze behavior similar to the baseline condition.

4.3. Comparison of the individual and the fixed time-lead based on response time (Condition 3 vs Condition 4)

The response-time-based augmentation was based on the individually measured response times for each participant, measured before the main experiment. However, keeping in mind a real-life application, a more universal augmentation design is more time-efficient avoiding excessive individual pre-measurements. Considering this, the third experimental condition was equivalent to the response-time-based condition where instead of using the individual response time as a reference for the motion onset of the ring sector, a fixed time-lead was used. In Condition 3, the mean duration on the blue task as well as the total performance was very similar to those in Condition 4. A negative trend of the correlation of the total performance in Condition 4 and 3, as a function of the individual response time, was found, however, it was not significant. Nonetheless, for the “slower” participants, who needed more time to detect the augmentation and switch to the red task, the performance was lower when the time-lead of augmentation was fixed to a value smaller than their response time, except one outlier with the largest response time (see Figure 5). The general performance in the main experiment of that outlier participant was, however, one of the best among the participants. It is possible, that the actual response time of that participant in the main experiment was smaller than the one measured in the original response time test. This would then result in a significant negative correlation in Figure 5. The gaze direction distribution in Condition 3 is similar to that in Condition 4, being more constrained toward the center of the visual field compared to conditions 0, 1, and 2. Even though in the current experiment no significant differences were found between the conditions with the fixed time-lead (Condition 3) and individual response-time-based condition (Condition 4), the individual abilities to use augmentation can play a role in how optimal in terms of performance the augmentation is. Thus, when designing augmentation, one should keep in mind potential individual differences.

4.4. Condition 2

Condition 2 was aimed to probe a time-lead of augmentation longer than the time-lead based on the response time, but shorter than the time-lead for the constantly present motion stimulus. In this condition, participants were expected to perform either similar to when the constantly moving augmentation was present (Condition 1), or a decrease in performance was expected. In particular, a lower performance was expected due to possible inhibition of return (Klein, 2000). This term refers to a phenomenon when attention is maintained in a certain location for a while, but if no relevant information is shown in that location, attention is driven away, and the visual performance in the previously attended location is inhibited for a short period of time. We suggest that in Condition 2 of the current study, the participant’s attention was likely to initially shift toward the augmentation. Thereafter, if the switch to another task hasn’t occurred, after some time attention is shifted away from the
augmentation, and the optimal moment of the switch could be potentially missed, leading to decreasing of the total score. From the results of Condition 2, few participants had a drop in performance possibly originating from the inhibition of return. However, on average the mean duration on the blue task as well as the total performance in Condition 2 did not significantly differ from other augmented conditions. It is suggested that the timescale of the inhibition of return effect is individually varied (Klein, 2000), and was potentially resolved only for few participants in the current experiment. Beyond the scope of the current study, further investigation of the impact of the inhibition of return is needed to test this hypothesis. The gaze direction distribution in Condition 2 also did not significantly differ from natural gaze behavior (Condition 0). It is suggested, that as participants had an additional second to use the augmentation while performing the blue task, a rapid motion onset detection was not crucial, thus, maintaining the gaze closer to the center of the visual field was not necessary in contrast to Conditions 3 and 4.

4.5. Conclusion and outlook
To conclude, visual augmentation can support people’s strategy in a challenging dual-task-interleaving scenario with the unequal importance of the tasks. In particular, the individual response-time-based augmentation with an abrupt peripheral motion stimulus onset, and augmentation with constantly present peripheral motion stimulus, showed advantage compared to when augmentation was not present. A visual augmentation based on the individual response time was more beneficial in terms of the mean duration on the less important task before switching to the more important one. However, when a rapid detection of peripheral augmentation was crucial, the natural gaze direction was altered being confined toward the center of the visual field indicating the allocation of attentional resources covertly toward the periphery. A continuously moving stimulus in Condition 1 also required attention, however, given a relatively long presentation time of the augmentation, it did not interfere with the gaze direction.

A possible confounding factor affecting performance is the general learning of the task, which could have impacted the performance level. From the trial-by-trial data evaluation, there was only a small and not significant learning effect, thus, the findings of the current study originate indeed mostly from the impact of augmentation. It is also important to note, that in the current experiment, the sub-tasks of the dual-task setting, even though implemented in a dynamic 3D environment, were relatively simple for the participants and involved mostly a motor component. In this task setting, visual augmentation did not significantly capture participants’ attention as no reduction of performance was observed when augmentation was present. However, when the sub-tasks in a dual-task scenario are more cognitively demanding, capturing attentional resources by the augmentation can potentially lead to a drop in the total performance. Beyond the scope of the current work, future studies should address this question. It is also important to mention, that in this experiment, the parameters of the augmentation were selected based on the known dynamics of the task. In real life, the task environments are not always well understood and in those scenarios application of such an augmentation with predefined parameters would be challenging. Nonetheless, such an augmentation could find its application in well-understood environments, such as performing a routine task at work, where the strategy of the user would not be overruled by an algorithm but rather supported by a subtle augmentation system. Furthermore, while the proposed 3D VR-based paradigm is comparable to 2D screen-based experiments in terms of capturing performance in a task-interleaving scenario, it also permits a more natural experimental setting. In particular, it allows free head movement which enables evaluation of natural head and eye movements. This advantage as well as the possibility to implement dynamic interactive tasks makes virtual reality a powerful tool for studying task interleaving in future studies. The results of this study provide an insight into potential visual augmentation designs aiming to improve user’s performance in a challenging dual-task-interleaving setting.
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