PaXNet: Dental Caries Detection in Panoramic X-ray using Ensemble Transfer Learning and Capsule Classifier
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Abstract

Dental caries is one of the most chronic diseases involving the majority of the population during their lifetime. Caries lesions are typically diagnosed by radiologists relying only on their visual inspection to detect via dental x-rays. In many cases, dental caries is hard to identify using x-rays and can be misinterpreted as shadows due to different reasons such as low image quality. Hence, developing a decision support system for caries detection has been a topic of interest in recent years. Here, we propose an automatic diagnosis system to detect dental caries in Panoramic images for the first time, to the best of authors’ knowledge. The proposed model benefits from various pretrained deep learning models through transfer learning to extract relevant features from x-rays and uses a capsule network to draw prediction results. On a dataset of 470 Panoramic images used for features extraction, including 240 labeled images for classification, our model achieved an accuracy score of 86.05% on the test set. The obtained score demonstrates acceptable detection performance and an increase in caries detection speed, as long as the challenges of using Panoramic x-rays of real patients are taken into account. Among images with caries lesions in the test set, our model acquired recall scores of 69.44% and 90.52% for mild and severe ones, confirming the fact that severe caries spots are more straightforward to detect and efficient mild caries detection needs a more robust and larger dataset. Considering the novelty of current research study as using Panoramic images, this work is a step towards developing a fully automated efficient decision support system to assist domain experts.

Index Terms
dental caries, panoramic radiography, deep learning, convolutional neural networks

I. INTRODUCTION

Dental caries, also known as tooth decay, is one of the most prevalent infectious chronic dental diseases in humans, affecting individuals throughout their lifetime [1]. According to the National Health and Nutrition Examination Survey, dental caries involves approximately 90% of adults in the United States [2, 3]. Dental caries is a dynamic disease procedure resulting from dental biofilm’s metabolic activity, which gradually demineralizes enamel and dentine [4]. Tooth decay is a preventable disease, and if detected, can be stopped and potentially reversed in its early stages [5]. A standard tool for radiologists to distinguish dental diseases, such as caries, is x-ray radiography. X-rays are an essential complementary diagnosis solution to help identifying dental problems that are hard to detect via visual inspection only [6].

Radiography is one of the methods usually performed to help radiologists with the oral health assessment and diagnosis of dental diseases, such as proximal dental caries [7]. Since proximal tooth surfaces are hard to be approached or visualized directly, caries lesions in these surfaces are diagnosed with the aid of radiographs [8]. There are several dental x-ray types, each of which records a different view of dental anatomies, such as Bitewing, Panoramic, and Periapical. Basically, Bitewing radiography is the most widely used method for caries detection and has the highest diagnostic accuracy, while Panoramic has the lowest [9]. However, Bitewing has several disadvantages, like patient discomfort. Due to operators’ insufficient expertise, Bitewing imaging usually results in increased patient radiation dose because of the need for image retakes [10]. On the other hand, Panoramic x-ray images, also known as Orthopantomogram (OPG), are widely used to capture the entire mouth using a very small dose of radiation [11]. OPG has a low radiation dose, simplicity of application, less time requirement, and also great patient comfort. Thus, pediatric, handicapped, and senior patients would benefit greatly from a Panoramic imaging system compared to intraoral systems [12].

Since a Panoramic image covers the entire patient dentition along with surrounding bones and jaw structure, it can not give a detailed view of each tooth. Hence, structures in Panoramic images lack specific boundaries, and visual quality is extremely low in comparison with other types of dental radiographs [13]. Besides, Panoramic images also include other parts of the mouth, such as jawbones, which make the image analysis difficult [14]. Hence, image preprocessing steps and teeth extraction are needed to facilitate visual interpretations and enhance model performance on dental disease detection [13]. A limited number of research studies have been conducted on extracting single tooth from Panoramic images using various methods, such as deep learning [15] or evolutionary algorithms [16]. The latter mentioned research is introduced as the first step toward creating a fully automated decision support system. In this work, the teeth extraction model is expanded to an end-to-end caries diagnosis
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model. This system has been utilized in order to provide the required data for training the proposed classifier in this paper. Bringing all together, Panoramic imaging is an affordable method accessible to most patients, covering a large maxillofacial segment including all the teeth. However, these images are noisy, low-resolution, and also need further preprocessing steps.

Recently, a number of research studies have proposed deep learning-based Computer-Aided Diagnosis (CAD) systems to detect dental caries based on various types of data, including clinical assessments [17], infrared light [18], or near-infrared transillumination imaging [19]. Since x-ray radiography is the most common imaging modality in dental clinical practice, the majority of studies have utilized x-rays to develop decision support systems for tooth decay diagnosis. Srivastava et al. developed a deep fully Convolutional Neural Network (CNN)-based CAD system and applied their model on a dataset of 3000 Bitewing x-rays to detect dental caries, which outperformed certified dentists in terms of overall f1-score [20]. Regarding Periapical x-rays, there have been some works in recent years. In 2016, Choi et al. trained a model based on simple CNN architecture along with crown extraction algorithm using 475 Periapical images to boost the detection rate of proximal dental caries [21]. Later in 2018, Lee et al. used a pretrained Inception V3 for transfer learning on a set of 3000 Periapical images to diagnose dental caries [22]. In the most recent research study, Khan et al. benefited from a specialist-labeled dataset of 206 Periapical radiographs and trained a U-Net to segment three different dental abnormalities, such as caries [23]. While there have been some works utilizing OPG images, such as classification of tooth types with a Faster-Regional Convolutional Neural Network (Faster-RCNN) [24], to the best of authors’ knowledge, there are no studies applying deep neural networks on Panoramic images to detect dental caries.

Teeth extraction is an essential part needed for developing an automatic dental caries detection system that helps increasing model accuracy by preparing extracted tooth images as model input. Teeth extraction or isolation is the process of extracting image parts, each containing one tooth’s boundaries, from a dental x-ray image that also contains other unwanted parts of the mouth, like gingivae or jawbones. Automatic teeth extraction module eliminates the need for manual annotation of teeth in Panoramic images needed for both developing dental disease detection systems or training deep learning-based teeth segmentation models. In [16], we have proposed a novel genetic-based approach for teeth extraction in Panoramic dental images. Based on a dataset of Panoramic x-rays, our teeth extractor could isolate teeth with accuracy scores in line with previous works utilizing either Bitewing or Periapical x-rays. Various methods were introduced for jaw separation, teeth isolation, and accuracy improvement of the system. Considering the aforementioned teeth extraction system as the preliminary step to prepare single tooth images for the disease classification model, current study aims to extend the previous system to build an end-to-end caries detection system where a digital OPG image is the input and teeth suspicious of having caries are the final output.

Since there have been limited attempts to develop automatic deep learning-based dental disease diagnosis systems, there is a need to perform further research in this area. The objective of this study is to develop a specialized model architecture based on pretrained models and the capsule network to detect tooth decay on Panoramic x-rays efficiently. To the best of authors’ knowledge,

- This research is the first to perform teeth extraction as well as dental caries detection on Panoramic images, using a relatively large dataset. Most previous works addressed other types of dental x-rays with higher quality in terms of noise level and resolution.
- Genetic algorithm is applied for the first time to isolate teeth in Panoramic images. Previous studies rely mainly on manually defined methods. This evolutionary algorithm demonstrates robust performance even on challenging jaws with several missing teeth.
- Capsule network is used for the first time as the classifier for dental caries diagnosis. Experimental results demonstrate its superiority over CNNs because of the fact that the Capsule network is capable of learning the geometrical relationships between features.
- Feature extraction module is constructed by a voting system from different pretrained architectures. CheXNet [25] is applied for the first time in dental disease detection tasks using x-rays.

The paper is structured as follows. After the introduction, section II is about the materials used for this study and the labeling process required. Section III explains the model architecture both for feature extraction and classification parts. Results are presented and thoroughly discussed in section IV. Finally, section V is the conclusion.

II. MATERIALS AND DATASET PREPARATION

Most related studies in the field of dental problem detection using x-rays lack a sufficient number of images in their datasets. Large datasets let the models have more sophisticated architectures, including more parameters. Hence, developed models can handle more complicated features and detect subtle abnormalities that appeared in the tooth texture, such as dental caries in the early stages. Annotation is an essential and time-consuming part that needs to be performed by the field specialists, e.g. dentists or radiologists.

A. Dataset Collection

Our dataset of 470 Panoramic x-rays is collected from two main sources along with a few number of images from publicly available resources. 280 images are obtained from the Diagnostic Imaging Center of the Southwest State University of Bahia.
Images are acquired from the x-ray camera model ORTHOPHOS XG 5 DS/Ceph from Sirona Dental Systems GmbH. Images are randomly selected from different categories with an initial size of $1991 \times 1127$. All images are in "JPG" format. Annotation masks related to the images are available in the UESB dataset. An example OPG image from the dataset is shown in Fig. 1.
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**Fig. 1:** (a) An example image from the UESB dataset with (b) the related tooth annotation mask [26]

Besides, we also collected 120 images from a local dentistry clinic taken with x-ray camera model Cranex®3D from Soredex. Images are anonymized and obtained with a contrast pre-enhancement applied by the radiologist. All images are in "BMP" format with an initial size of $3292 \times 1536$ with the bit-depth of 8. 42 images from our dataset are randomly selected to validate the performance of the teeth extraction system. 70 images are downloaded from publicly available medical image sources, such as Radiopaedia [1]. Public images are taken with unknown camera models and are available in different sizes and formats. Some of the collected images are associated with a radiologist report indicating locations of tooth decays. The dataset includes 11769 images from single tooth, which is used for training the encoder model. Among the dataset, 240 images have labeled teeth, including 742 carious and 5206 healthy.

**B. Labeling Process**

UESB images have tooth masks manually prepared along with the dataset, which is used to extract each tooth from Panoramic images. For our collected dataset, a genetic-based method is applied to isolate the teeth by finding the optimum lines which fall inside gaps between teeth in both maxillary, and mandibular jaws [16]. To perform labeling, a radiologist commented on Panoramic images one by one. Extracted teeth are categorized into two groups; healthy and carious. Carious teeth are also classified into mild and severe caries. Mild ones are caries lesions in their early stages, mostly located in enamel or Dentine-Enamel Junction (DEJ). In contrast, severe decays are developed dental plaques that have been spread to the internal dentine or have involved the pulpitis. Pulpitis caries lesions result in a collapsed tooth.

The labeling process is a time-consuming and challenging task that requires huge amount of time. Since Panoramic images include all teeth in one image, it helps radiologists meticulously detect caries by not only inspecting opaque areas on the tooth but also considering the type of the tooth and its location in the jaw. On the other hand, higher levels of noise and shadows make the visual diagnosis more challenging. Caries, especially mild ones, can easily be misinterpreted as shadows and vice versa. Another problem is the Mach effect. Mach effect or Mach bands is an optical phenomenon that makes the edges of darker objects next to lighter ones appear lighter and vice versa. Mach effect results in a false shadow that may bring diagnostic misinterpretation with dental caries present very close to dental restoration regions that are appeared to be whiter in dental x-rays [27].

**III. MODEL ARCHITECTURE**

In this section, firstly Genetic Algorithm (GA) is introduced, and its usage in the field of image processing is briefly discussed. A teeth extraction system is then presented, and details of different modules are investigated one by one. Afterwards, the architecture and advantages of using capsule network are reviewed. Finally, the feature extraction unit’s architecture and the classifier are explained, followed by a detailed illustration of the proposed PaXNet.

**A. Genetic Algorithm**

A genetic algorithm is considered a blind optimization technique that mimics natural evolution’s learning process using selection, crossover, and mutation. These three procedures are transformed into numerical functions to help solve an optimization problem without calculating derivatives. Using a random exploration of the search space, GA is more robust in terms of being robust to noise and being able to achieve a near-optimal solution.

[1] Radiopaedia.org
stuck in the local extrema \[28\]. In image processing, GA is proven as a powerful search method that converts an image segmentation problem into an optimization problem \[29\].

In this research study, teeth are isolated using separator lines that pass the gap between two teeth next to each other. To perform the task, GA is proposed to explore the solution space, in the sense that separator lines fit into the paths with the lowest integral intensity. These paths are considered as including gaps between proximal teeth surfaces. The GA can dynamically change the image segmentation task controlling parameters to reach the best performance. The GA-based teeth extraction process is summarized as follows:

- **Initial population:** A number of random lines with a limited degree of freedom are considered with a certain distance from each other.
- **Cost function:** The integral intensity projection of all the pixels in each line is considered as the cost function which needs to be minimized; meaning that the lines pass through the darkest available path in the area of proximal surfaces of two neighbor teeth. Cost function is formulated as follows:

\[
C(x) = \sum_{i=1}^{n} I(x_i)
\]  

where \(x\) is the position of each line, \(n\) is the number of lines, and \(I(x_i)\) is the average of the intensity of the pixels on the line \(x_i\).

- **Genetic cycle:** Produced lines are changed during iterations and are ranked based on the above-mentioned cost function. Crossover and mutation functions are specified as Scattered and Gaussian, respectively. This cycle is performed iteratively until the maximum fitness or one of the termination criteria is reached. The genetic cycle is shown in Fig. 2.

**Fig. 2:** Flow chart of the proposed GA-based teeth isolation method

### B. Teeth Extraction

Since Panoramic images contain unwanted regions around the jaw, some segmentation algorithms should be applied to the image before performing jaw separation. Unlike Periapical images, in Panoramic images, upper jaws (maxilla) and lower jaws (mandible) need to be separated apart before tooth isolation. Each step requires its own preprocessing method to help increase performance efficiency. A detailed high-level illustration of the proposed teeth extraction pipeline is depicted in Fig. 3.
Fig. 3: Detailed diagram of the proposed teeth extraction system

As shown in Fig. 3, Panoramic raw images are the input of the system. Preprocessing, ROI extraction, and jaw separation are done, one after another, to make the image ready for the genetic algorithm to generate vertical lines for teeth separation. Line removal is then applied to output images, each including one tooth. These generated images are then fed to the PaXNet to detect dental caries and their severity. A brief description of teeth extraction methodology is described in the following subsections.

1) Preprocessing: To enhance the image quality and highlight useful details, preprocessing steps have been taken. For extracting the jaw as the Region of Interest (ROI) within the main image, two steps are considered. To extract initial ROI, a vertical-edge-detecting filter is applied to highlight the vertical edges. Then, a bilateral filter is used for sharpening the edges. After cropping the initial ROI, the Sauvola algorithm is applied to binarize the image in order to blacken the two ends of the gap between maxilla and mandible. Finally, a Gaussian filter is used to reduce the noise.

2) ROI Extraction: To reach the jaw from the main image, unwanted surroundings need to be discarded. ROI extraction is performed in two steps. After the preprocessing for the first step described above, horizontal integral intensity projection is applied to the image. The first significant positive slope represents the edge of the left angle of the jaw. On the next step, horizontal integral intensity projection is performed on the cropped image to distinguish the external oblique ridge, the starting point for the gap between maxilla and mandible, which appears to be the first significant negative slope in the intensity graph.

3) Jaw Separation: After extracting the jaw from the main image, maxilla and mandible are expected to become separate using a line that passes through the gap while maintaining the biggest possible distance from both jaws. Two procedures are employed to create the separating line: middle points and snake. In the middle points method, the image is divided into several parts. Then, vertical integral intensity is computed, and the minimum value is supposed to be the point representing the gap. The final line is eventually formed by connecting these points. Another method is the snake algorithm. First, a starting point is determined. Afterwards, it crawls through both left and right directions, looking for paths with minimum integral intensity. Each path-step length is a controlling parameter to restrict the snake from getting trapped in teeth-gap valleys.

4) Tooth Isolation: The last step is separating maxilla and mandible into a batch of isolated teeth. The process is similar to the jaw separation, whereas here, we have multiple lines. To find all the lines simultaneously and without any predefined parameters, a GA-based method is employed. Tooth morphology varies among the dentition, and the genetic algorithm can detect the best fitting lines due to its randomness. At first, 30 vertical lines are randomly generated over each jaw’s image as the chromosomes of the initial population. The genetic cycle discussed earlier in subsection III-A is then performed to find the best population indicating lines fitting inside gaps between teeth. Since generated lines are more than available gaps, various line removal methods are implemented afterwards to reach the number of lines precisely equal to the number of gaps in each jaw.

C. Capsule Network

Since the introduction of capsule network [30], many studies have benefited from its advantages in various applied deep learning tasks [31]–[34]. Unlike convolutional networks, capsule layers represent each feature using a vector in the way that the length of the vector corresponds to the probability of the presence of a certain feature or class. A weight matrix is multiplied to each vector to predict the probability and the corresponding pose of the next level feature in the form of a multidimensional vector. Then, an algorithm called dynamic routing is applied to all the predictions of one class to determine the coherency of the predictions. This algorithm calculates a weighted average of predictions and reduces the impact of those vectors incoherent with others, iteratively. Since the average vector’s length represents the probability of the class, it should be ranged between
0 and 1. In order to make sure of that, the Squash function is applied to the prediction vector after each iteration of dynamic routing, as follows:

$$V_j = \frac{\|S_j\|^2}{1 + \|S_j\|^2} S_j$$  \hspace{1cm} (2)

where, $S_j$ is the vector after dynamic routing. Fig 4 indicates the structure of the two-layer Capsule network utilized for caries detection.

Fig. 4: The architecture of the CapsNet for binary caries classification from extracted features

Where $m$ is the number of capsules in the first layer, $d_1$ is the size of each capsule in the first layer, $n$ is the number of capsules in the number of classes (2 in this case), and $d_2$ is the size of each capsule in the second layer. The feature vector is the input of the CapsNet. This feature vector is extracted from feature extraction unit, which will be reviewed in detail in [III-D1]. The output of the CapsNet is two vectors representing two classes, healthy and caries. The length of these two vectors corresponds to the probability of each class.

Moreover, this network is capable of learning the geometrical relationship between features. Hence, it can offer unprecedented robustness in a variety of tasks [35]–[37]. The main challenge in dental caries detection in Panoramic images is distinguishing between dark parts caused by shadows and caries accurately. Geometrical features such as edges, textures and localization of these darker regions are essential for correct classification. This is why we believe the capsule network is the perfect choice for this task.

D. Proposed Panoramic Dental X-ray Network: PaXNet

The proposed network for caries detection in Panoramic dental x-rays (PaXNet) consists of two main modules; feature extraction and classifier. The aforementioned modules are explained in detail in the following subsections.

1) Feature Extraction: As far as feature extraction is concerned, to overcome the problem of the small number of samples in the dataset, the transfer learning paradigm is used in the proposed architecture. Three pretrained models are utilized in the feature extraction block: Encoder, CheXNet, and InceptionNet. All of these three models are non-trainable, and their top layers are excluded. InceptionNet is a powerful model trained on the ImageNet dataset [38]. Since caries appears in different sizes, this model’s ability to learn features with multiple sizes is beneficial for caries detection. However, the model is trained on RGB images that share no similarities with Panoramic dental x-rays. This is why CheXNet is included in feature extraction block as well. CheXNet is a robust model for lung disease detection based on chest x-ray images [25]. This model is trained on CXR-14, the largest publicly available dataset of chest x-rays from adult cases with 14 different diseases. Although Panoramic dental x-rays are different from chest x-rays, since they are both x-rays, they share many similar features. There might be some features specific to a tooth that is not covered by the two models mentioned above. An encoder is used to benefit from these types of features.

The number of labeled tooth images is limited and expanding the dataset requires time and effort of specialists. In contrast, there is a considerable number of unlabeled images available. To benefit from this vast dataset, a new approach is proposed. An unsupervised side-task is designed, and a model is trained using an unlabeled dataset. Then, trained weights are used in the main model for the caries detection task. Through this approach, transfer learning enables us to take advantage of the unlabeled data as well. An auto-encoder is developed and trained to encode the image and reconstruct it from the coded version in this work.

The auto-encoder consists of two networks, Encoder and Decoder. Both of these models are used in PaXNet through transfer learning. Since all the image information should be preserved through the encoding process, an encoder can learn the most informative tooth images’ features. Later, this model is used as a pretrained network for feature extraction in PaXNet. The model is benefiting from the decoder as well as the encoder, as it is explained in the next subsection.

Finally, since all these three models are non-trainable, a trainable convolutional feature extractor is embedded in PaXNet so that the model could learn task-related specific features as well. Table 1 presents a comparison between these four feature extraction units.
TABLE I: Comparison between feature extractor models

| Model          | Number of Layers | Number of Parameters | Trainable | Dataset       | Dataset size   |
|----------------|------------------|----------------------|-----------|---------------|----------------|
| InceptionNet   | 42               | 451,160              | non-trainable | ImageNet      | 1,281,167      |
| CheXNet        | 140              | 1,444,928            | non-trainable | CXR-14        | 112,000        |
| Encoder        | 4                | 14,085               | non-trainable | Unlabeled extracted teeth | 11,769        |
| CNN            | 8                | 35,808               | trainable   | -             | -              |

As the similarity of the training dataset to the cries section dataset increases, the number of available samples is receded. However, more informative features can be obtained from these networks trained with more similar samples.

As far as the activation function is concerned, all convolutional layers benefit from the Swish activation function. This function is a continuous replacement of leaky-ReLU, which improves the performance of the network [39]. The swish activation function is formulated as follows:

\[
f(x) = \frac{x}{1 + e^{-x}}
\]  

This activation function is basically the multiplication of the Sigmoid function with the input value. The behaviour of this activation function is similar to the ReLU and leaky-ReLU in positive values. However, in large negative values, its output is converging to zero, unlike Leak-ReLU.

2) Classifier: In PaXNet, all extracted features are concatenated, and higher-level features are created based on them using a CNN. Then, the last convolutions layer is flattened, followed by a fully-connected layer with 180 neurons. These 180 neurons are reshaped to 10 capsules with eight dimensions called the primary capsule layer. There are two 32 dimensional capsules in the second capsule layer representing two classes, caries and healthy. Each capsule in the primary capsule layer makes a prediction for each capsule in the second layer. Routing by agreement is performed on these predictions for three iterations. Each vector’s length is then computed, and a softmax function is applied to these two values. The output of the softmax layer is the probability of each class.

Furthermore, the capsule corresponds to the class with a higher probability is extracted using a mask. This 32D value is passed to a CNN followed by the decoder. The decoder is extracted from the auto-encoder explained in subsection III-D1. It is suggested by [30] that image reconstruction can improve the capsule network’s performance. Since the dataset is relatively small, the network is not able to learn the proper image reconstruction. So the decoder is utilized, and CNN is responsible for mapping the latent space of the capsule network to the decoder’s latent space.

The aforementioned feature extractor and classifier modules are assembled together to form PaXNet. The high-level architecture of the proposed model is illustrated in Fig. 5.

![Architecture of the proposed PaXNet](image)

Fig. 5: Architecture of the proposed PaXNet, consisting of four networks in feature extraction module and a 2-layered capsule network to generate probability, connected with a CNN.

First, informative and valuable features of the input image are located using the feature extraction unit. Then, all these features are combined to form higher level and more complex features by a CNN. Finally, CapsNet classifies the input into two healthy or caries classes based on the extracted features. The Image reconstruction module is implemented for the training purpose. The difference between the reconstructed image and the input is used as a loss function in order to force the model to learn better features [30].

IV. RESULTS AND DISCUSSIONS

In this section, the performance of each module in the proposed teeth extraction approach is briefly addressed. Also, the proposed teeth extraction system is compared with other studies using different types of dental x-rays. Worth mentioning that as far as the accuracy is concerned, the ratio of correctly separated segments to the total number of parts is considered as
the accuracy reported for teeth separation. Next, the results of caries detection with PaXNet is presented. Then, performance of the model on detecting caries in different stages is investigated. The contribution of each feature extractor network is also addressed by visual illustration of the proposed model’s robustness.

A. Experimental results

For the teeth extraction task, the algorithm is applied on 42 Panoramic images, where the total number of teeth is 1229; 616 maxillary and 613 mandibular. Jaw region separation from the surrounding unwanted area is performed on the dataset, and the success rate of 40 out of 42 images is achieved. Hence, jaw extraction accuracy score is 95.23%. It also failed to identify some of the wisdom teeth correctly. Thus, 4 maxillary and 2 mandibular wisdom teeth were also missed. The final number of remaining teeth is 582 in maxilla and 581 in mandible jaws.

Next, jaw separation is applied to 40 images comparing middle points and snake methods explained in the previous section. While middle points approach fails to separate the jaws correctly, and the crowns of one or more teeth are misclassified in many samples, snake approach demonstrates better performance and consistency. It also proves to work well even on closely-stacked-together jaws.

After jaw separation, genetic algorithm is applied on extracted jaws, followed by line removal techniques to reduce the number of wrong lines, mostly passing through the teeth instead of teeth-gap valleys. Final results on maxillary and mandibular teeth, after applying line removal techniques, are presented in Table II. Sample tooth isolation result after initial and final line removal steps is shown in Fig. 6.

| Jaw Type | Total Teeth | Isolated Teeth | Accuracy |
|----------|-------------|----------------|----------|
| Maxilla  | 582         | 474            | 81.44%   |
| Mandible | 581         | 428            | 73.67%   |

Fig. 6: Tooth extraction procedure for a sample jaw: (a) preliminary genetic algorithm output (b) initial line removal output (c) final line removal output

In the maxilla, the proposed algorithm works great isolating incisor teeth; however, molar and premolar teeth performance is mediocre. Most of the time, two central incisors are missed due to the lack of clarity in boundaries. This lack of transparency, like dark shadows, is typical for central incisors in Panoramic images, which is caused by the imaging method deficiency. To improve accuracy in mandibular teeth, model capability is increased by changing the cost function and line removal technique when dealing with mandibular images. Table III briefly explains a comparison between our proposed teeth extraction method and other relevant research studies.
TABLE III: Comparison between proposed method and other teeth extraction research works

| Tooth Extraction System | Image Type | Algorithm                      | Correct Upper | Correct Lower |
|-------------------------|------------|---------------------------------|---------------|--------------|
| Abdel-Mottaleb et al. [40] | Bitewing   | Integral Intensity Method       | 169/195 - 85% | 149/181 - 81% |
| Olberg and Goodwin [41]   | Path-based Method | Energy-Based Method              | 300/336 - 89.3% | 270/306 - 88.2% |
| Nomir et al. [42]         | Integral Intensity Method | 529/591 - 84%               | 293/361 - 81% |
| Al-Sherif [43]            | Energy-based Method | Overall: 90.83%               |               |               |
| Ehsani Rad et al. [44]    | Periapical  | Integral Intensity Method       |               |               |
| Proposed Study            | Panoramic  | Genetic-based Method            | 474/582 - 81.44% | 428/581 - 73.67% |

Although we are applying teeth extraction on Panoramic images, which are noisy, include unwanted parts, and the structure boundaries of segments are ambiguous, acquired accuracy is in line with previous studies. Extracted teeth along with tooth images from the UESB dataset are labeled and used as the input to the proposed caries detection network.

PaXNet is trained using 319 samples with caries and 1519 healthy samples. In order to deal with class imbalance, the smaller class is re-sampled. Then, 80% of data is used for training and 20% is excluded as test set. Moreover, data augmentation is applied to the samples in the training process. Each sample in the dataset is rotated randomly and a random zoom and shift are applied as well, as listed in Table IV.

TABLE IV: Image augmentation functions

| Attribute | Parameter | Value         |
|-----------|-----------|---------------|
| Rotation  | Angle     | 0° to 90°     |
| Flip      | Axis      | Vertical and Horizontal |
| Brightness| Scale     | 70% to 130%   |
| Zoom      | Scale     | 90% to 150%   |
| Width Shift| Scale | -20% to 20%   |
| Height Shift| Scale | -20% to 20%   |

A rotation range of 90° covers the total possible rotation range with the help of horizontal and vertical flip. Darkening or brightening an image with a large scale will result in information loss, hence we adjust the brightness to mostly 30% higher or lower than the raw input image. Zooming out of the image will help the model to see caries lesions with different scales, while zooming in can result in missing the caries of the image. Thus, we selected a zoom-in range of 10% and a zoom-out range of 50%. The same rule of preventing the caries miss for images with positive label applies to the width/shift range. Since caries mostly happen in the edges of a tooth, shifting must be set to a small value, which is set to 20% in this case. Worth mentioning that applying other augmentation methods, such as adding noise or shearing the image, whether resulted in worsening the accuracy or a negligible change in the model performance. Hence, these methods are excluded from the augmentation procedure.

Since CapsNet is very sensitive to learning rate, the optimal learning rate is calculated using the approach introduced in [45]. Fig. 7 illustrates the loss versus learning rate during 10 epochs of training while the learning is changing exponentially.

![Fig. 7: loss vs learning rate and the optimal loss](image)

According to Fig. 7, the learning rate is adjusted to $10^{-4}$. The model is trained for 850 epochs with a batch size of 32. After the training process, performance of the network is evaluated. Table V presents the results of the PaXNet over a dataset of 5948 extracted tooth images.

TABLE V: Statistical performance of PaXNet

| Dataset | Accuracy | Loss  | Precision | Recall | F0.5-score |
|---------|----------|-------|-----------|--------|------------|
| Training | 91.23%   | 0.13  | -         | -      | -          |
| Test    | 86.05%   | 0.15  | 89.41%    | 50.67% | 0.78       |

While the accuracy score is high, considering the relatively smaller number of positive samples, the effect of outnumbering negative images must be decreased. Hence, f0.5-score is reported as the model result. Since carious teeth misclassified as
healthy are more important than the false-positive cases, we should put more attention on minimizing false-positive ones. Thus, to increase the weight on precision and decrease the importance of recall, we selected f0.5-score as the best metric to measure the model performance.

To have a further look at how PaXNet is diagnosing caries based on the teeth location inside the jaw, a location-based accuracy map is drawn according to the accuracy of the model in the correct classification of each tooth category. To define a criterion, teeth are categorized into two classes that appear both in mandible and maxilla: molars-premolars and canines-incisors. As such, jaw is divided into 6 regions. Fig. 8 shows the above-mentioned map.

![Image of location-based accuracy map of PaXNet.](image)

Maxillary molars-premolars achieve the highest detection rate, while mandibular molars-premolars have a lower rate. Canines-incisors in both jaws have lower accuracy scores, resulting from a lack of sufficient carious teeth in the dataset. Worth mentioning that caries occurs in molars-premolars more than canines-incisors because of certain factors such as the salivary flow.

B. Discussions

Different stages for caries in the infected tooth can be considered. At first, the infected part is small. Then, the caries lesion grows, and a larger area is affected. The detection of severe cases has higher priority since they more likely need immediate treatment. To evaluate PaXNet performance in different tooth infection levels, samples with caries in the test set are divided into two categories, mild and severe. Then, the accuracy is computed for each group, as shown in Table VI.

| Category | Recall  |
|----------|---------|
| Mild     | 69.44%  |
| Severe   | 90.52%  |
| Total    | 86.05%  |

Severe decays usually appear as a larger demineralized area in tooth penetrating through enamel and dentine. In severe cases, it results in a total tooth collapse by destroying the pulpitis. Hence, As expected, the accuracy of the proposed model is notably higher in severe cases.

The "right decision with wrong reason" phenomenon can make the accuracy metrics distracting, especially when the dataset is relatively small. The computed accuracy can be a result of overfitting on this small dataset. Hence, the model might not perform this good on other samples. To make sure that the evaluated accuracy is a good reflection of the model’s performance in facing new samples, the features contributing to the network’s decision should be investigated. One of the most popular and effective approaches for feature visualization in CNN is Gradient-weighted Class Activation Mapping (Grad-CAM) [46]. This method computed the heatmap regarding the location of the features most contributing to the final output using the gradient. The Grad-CAM of the last convolutional layer before the capsule network is plotted. Moreover, since these high-level features are the combination of the extracted features from four different models, the Grad-CAM of the convolutional layer before the concatenation is visualized as well. Fig. 9 exhibits Grad-CAMs of five samples with caries.
Fig. 9: Five examples of Grad-CAM after each feature extraction network and before the capsule classifier.

The network is classifying these samples based on the true infected area in the tooth. Moreover, the larger the infected area is, the more confident the network becomes in caries detection. As far as feature extractors are concerned, each network is sensitive to a different type of feature. Table VII presents the test accuracy of PaXNet with different feature extraction units.

**TABLE VII: The accuracy of PaXNet with different feature extractors**

| Feature Extractor                        | Test Accuracy |
|------------------------------------------|---------------|
| CNN                                      | 80.13%        |
| CNN-InceptionNet                         | 82.32%        |
| CNN-InceptionNet-CheXNet                 | 84.67%        |
| CNN-InceptionNet-CheXNet-Autoencoder     | 86.05%        |

By combining these features, PaXNet detects caries based on the true infected area in the tooth. As a result, this model is capable of detecting caries correctly, and the reported accuracy is not the result of overfitting. Most importantly, in the face of new samples, a similar robust behaviour from the network is expected.

The pose of a single tooth in x-ray images is typically vertical. However, there are some unusually posed teeth in some jaws. These problematic teeth are at higher risk of infection despite the smaller number of them in the dataset. In order to address this issue, data augmentation is performed in the training process. Fig. 10 depicts the Grad-CAM of a sample with caries in various transformation.

Fig. 10: The Grad-CAM visualization of an infected sample after transformation with (a) rotation, (b) zoom, and (c) brightness.
V. CONCLUSION

Dental decision support systems can help dentists by providing high-throughput diagnostic assistance to better detect dental diseases, such as caries, using radiographs. While capturing Panoramic dental radiography could be very helpful to see full patient dentition in a single image, detection of dental caries using dental Panoramic images is a very challenging task due to the low quality of the image and the ambiguity of decay regions. To help radiologists with dental caries diagnosis, we propose an automatic caries detection model using several feature extraction architectures and capsule network to predict labels from the extracted features. Grad-CAM visualization is used to validate our extracted features in terms of correct localization. Developed model could successfully hit an accuracy score of 86.05% and an f0.5-score of 0.78 on the test set. The achieved scores demonstrate model efficiency in concentrating on not missing carious teeth. Experimental results illustrate that the proposed combination of feature extraction modules achieves higher performance compared to a naïve CNN approach. Besides, PaXNet is also capable of categorizing caries lesions into two groups of mild ones with a recall of 69.44% and severe ones with a recall score equal to 90.52%. Considering PaXNet as the first deep learning-based model to detect dental caries using Panoramic x-rays, achieved results are promising and acceptable, although not outstanding in comparison with previous works on image types with higher quality. To improve the results, two attributes are to be addressed: (1) increasing the number of Panoramic images, and specifically, expanding the number of carious teeth in the dataset. And (2) benefiting from a more sophisticated neural network, such as EfficientNet-based architectures, to boost the model’s capability. Radiologist-provided precise annotations for caries regions will lead to accurate segmentation of caries lesions using U-Net-based segmentation models.
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