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Critical behavior in inhomogeneous random graphs

Remco van der Hofstad ∗

February 2, 2009

Abstract

We study the critical behavior of inhomogeneous random graphs where edges are present independently but with unequal edge occupation probabilities. We show that the critical behavior depends sensitively on the properties of the asymptotic degrees. Indeed, when the proportion of vertices with degree at least $k$ is bounded above by $k^{-\tau+1}$ for some $\tau > 4$, the largest critical connected component is of order $n^{2/3}$, where $n$ denotes the size of the graph, as on the Erdős-Rényi random graph. The restriction $\tau > 4$ corresponds to finite third moment of the degrees. When, the proportion of vertices with degree at least $k$ is asymptotically equal to $ck^{-\tau+1}$ for some $\tau \in (3, 4)$, the largest critical connected component is of order $n^{(\tau-2)/(\tau-1)}$, instead.

Our results show that, for inhomogeneous random graphs with a power-law degree sequence, the critical behavior admits a transition when the third moment of the degrees turns from finite to infinite. Similar phase transitions have been shown to occur for typical distances in such random graphs when the variance of the degrees turns from finite to infinite. We present further results related to the size of the critical or scaling window, and state conjectures for this and related random graph models.

1 Introduction and results

We study the critical behavior of inhomogeneous random graphs, where edges are present independently but with unequal edge occupation probabilities. Such inhomogeneous random graphs were studied in substantial detail in the seminal paper [6], where various results have been proved, including the identification of the critical value by studying the connected component sizes in the super- and subcritical regimes.

In this paper, we study the critical behavior of such random graphs, and show that this critical behavior depends sensitively on the properties of the asymptotic degrees. When the proportion of vertices with degree at least $k$ bounded above by $k^{-\tau+1}$ for some $\tau > 4$, the largest critical connected component is of order $n^{2/3}$, where $n$ denotes the size of the graph, as on the Erdős-Rényi random graph [17]. The restriction on the degrees corresponds to finite third moment of the degrees. When, however, the proportion of vertices with degree at least $k$ is asymptotically equal to $ck^{-\tau+1}$ for some $\tau \in (3, 4)$, the largest critical connected component is of order $n^{(\tau-2)/(\tau-1)}$, instead. Random graphs with a power-law degree sequence are sometimes called scale free. Our results show that, for scale-free inhomogeneous random graphs, the critical behavior admits a transition when the third
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moment of the degrees turns from finite to infinite. Similar phase transitions have been shown to occur for typical distances in scale-free random graphs when the variance of the degrees turns from finite to infinite [10, 12, 18, 22, 23, 36, 39]. In general, such results show that the behavior in scale-free random graphs depends sensitively on the degree exponent. We present further results related to the size of the critical or scaling window, and state conjectures concerning the sub- and supercritical regimes for this model, as well as for the so-called configuration model, a random graph model with prescribed degrees.

1.1 Inhomogeneous random graphs: the rank-1 case

In this section, we introduce the random graph model that we shall investigate. In our models, \( w = \{w_j\}_{j=1}^n \) are vertex weights, and \( l_n \) is the total weight of all vertices given by

\[
l_n = \sum_{j=1}^n w_j. \tag{1.1}
\]

We shall mainly work with the Poissonian random graph or Norros-Reittu random graph [36], in which the edge probabilities are given by

\[
p_{ij}^{(NR)} = 1 - e^{-w_i w_j / l_n}. \tag{1.2}
\]

More precisely, \( p_{ij}^{(NR)} \) is the probability that edge \( ij \) is present, for \( 1 \leq i < j \leq n \), and the different edges are independent. We denote the Norros-Reittu random graph with vertex weights \( w = \{w_i\}_{i=1}^n \) by \( NR_n(w) \). In Section 2, we shall extend our results to graphs where the edge probabilities are either \( p_{ij} = \max\{w_i w_j / l_n, 1\} \) (as studied by Chung and Lu in [10, 11, 12, 13, 14]) or \( p_{ij} = w_i w_j / (l_n + w_i w_j) \) (as studied in [9]).

Naturally, the graph structure depends sensitively on the empirical properties of the weights. For \( F \) any distribution function, we shall take

\[
w_j = [1 - F]^{-1}(j/n), \tag{1.3}
\]

where \([1 - F]^{-1}\) is the generalized inverse function of \(1 - F\) defined, for \( u \in (0, 1)\), by

\[
[1 - F]^{-1}(u) = \inf\{s : [1 - F](s) \leq u\}, \tag{1.4}
\]

where, by convention, we set \([1 - F]^{-1}(1) = 0\). A simple example arises when we take

\[
F(x) = \begin{cases} 
0 & \text{for } x < a, \\
1 - (a/x)^{\tau-1} & \text{for } x \geq a,
\end{cases} \tag{1.5}
\]

in which case \([1 - F]^{-1}(u) = a(1/u)^{-1/(\tau-1)}\), so that \( w_j = a(j/n)^{-1/(\tau-1)} \).

In the setting in (1.3), the number of vertices with degree \( k \), which we denote by \( N_k \), satisfies

\[
N_k/n \xrightarrow{p} f_k, \tag{1.6}
\]

where the limiting distribution \( \{f_k\}_{k=1}^\infty \) is a so-called mixed Poisson distribution given by

\[
f_k = \mathbb{E}\left[e^{-w_i} \frac{W^k}{k!}\right], \quad k \geq 0, \tag{1.7}
\]
For some sequence \( \nu \) if \( \nu > 1 \), more precisely, if \( k \) large, i.e., conditionally on \( W \) highly concentrated, it is easy to see that the number of vertices with degree larger than \( k \) is, for large \( k \), very close to \( n[1 - F(k)] \).

In our setting, there is a giant component precisely when \( \nu > 1 \), where we define
\[
\nu = \frac{\mathbb{E}[W^2]}{\mathbb{E}[W]} . \tag{1.8}
\]
More precisely, if \( \nu > 1 \), then the largest connected component has \( n\zeta(1 + o_F(1)) \) vertices, while if \( \nu \leq 1 \), the largest connected component has \( o_F(n) \) vertices. Here we write that \( X_n = o_F(b_n) \) for some sequence \( b_n \), when \( X_n/b_n \) converges to zero in probability. See, e.g., [6, Theorem 3.1 and Section 16.4] and [11, 14, 36]. When \( \nu > 1 \), the rank-1 inhomogeneous random graph is called supercritical, when \( \nu = 1 \) it is called critical, and when \( \nu < 1 \), it is called subcritical. The aim of this paper is to study the size of the largest connected components in the critical case. In our example (1.5), we have that \( \nu = a(\tau - 2)/(\tau - 3) \), so that it is subcritical when \( a < (\tau - 3)/(\tau - 2) \), critical when \( a = (\tau - 3)/(\tau - 2) \) and supercritical when \( a > (\tau - 3)/(\tau - 2) \).

We next describe further results from the literature in the super- and subcritical regimes. In the supercritical results, when \( W \geq \varepsilon \) a.s. for some \( \varepsilon > 0 \), then the second largest component has size \( O_F(\log n) \), as in the Erdős-Rényi random graph. Here we write that \( X_n = O_F(b_n) \) when \( |X_n|/b_n \) is a tight sequence of random variables. Further, in [6, Theorem 3.12 and Section 16.4], it is stated that the largest subcritical cluster has size \( O_F(\log n) \) when \( W \) has a bounded support. When the latter is not the case, which happens for example in the power-law case where
\[
1 - F(x) = L(x)x^{-(\tau - 1)}, \quad x \geq 0, \tag{1.9}
\]
for some \( \tau \geq 1 \), some slowly varying function \( x \mapsto L(x) \), then the largest subcritical connected component has size \( cn^{1/(\tau - 1)}/(1 - \nu) \) (see [26]), where \( cn^{1/(\tau - 1)} \) corresponds to the largest degree in the graph. Thus, we can think of such clusters as basically containing the largest degree vertex with a `few’ extra vertices attached to its edges. In this paper, we aim to study the critical case, where \( \nu = 1 \), giving special attention to the power-law case in (1.9). The critical nature of percolation on various graphs has received substantial attention in the past decades. We shall discuss previous work on the largest subgraph of a graph in Section 1.3 below. The problem of connecting the critical nature of random graphs to the value of the degree power-law exponent \( \tau \) is novel.

### 1.2 Results

Before we can state our results, we introduce some notation. We write \([n] = \{1, \ldots, n\}\) for the set of vertices. For two vertices \( s, t \in [n] \), we write \( s \leftrightarrow t \) when there exists a path of occupied edges connecting \( s \) and \( t \). By convention, we always assume that \( v \leftrightarrow v \). For \( v \in [n] \), we denote the connected component containing \( v \) or cluster of \( v \) by
\[
C(v) = \{x \in [n]: v \leftrightarrow x\}. \tag{1.10}
\]
We denote the size of \( C(v) \) by \( |C(v)| \). The largest connected component is equal to any cluster \( C(v) \) for which \( |C(v)| \) is maximal, so that
\[
|C_{\max}| = \max\{|C(v)|: v \in [n]\}. \tag{1.11}
\]

Note that the above definition does identify \( |C_{\max}| \) uniquely, but it may not identify \( C_{\max} \) uniquely. We start by investigating the critical case, i.e., the case where \( \nu \) in (1.8) is equal to 1:
Theorem 1.1 (Largest critical cluster for $\tau > 4$). Fix $\text{NR}_n(w)$ with $w = \{w_i\}_{i=1}^n$ as in (1.3), and assume that the distribution function $F$ in (1.3) satisfies $\nu = 1$. When there exists $\tau > 4$ and a constant $c > 0$ such that, for all large enough $x \geq 0$,

$$
1 - F(x) \leq c_p x^{-(\tau-1)},
$$

(1.12)

then there exists a constant $b > 0$ such that for all $\omega > 1$ and for $n$ sufficiently large,

$$
\mathbb{P}\left(\omega^{-1} n^{2/3} \leq |C_{\text{max}}| \leq \omega n^{2/3}\right) \geq 1 - \frac{b}{\omega}.
$$

(1.13)

Theorem 1.2 (Largest critical cluster for $\tau \in (3, 4)$). Fix $\text{NR}_n(w)$ with $w = \{w_i\}_{i=1}^n$ as in (1.3), and assume that the distribution function $F$ in (1.3) satisfies $\nu = 1$. When there exist $0 < c_1 < c_2 < \infty$ such that, for all large enough $x \geq 0$,

$$
c_1 x^{-(\tau-1)} \leq 1 - F(x) \leq c_2 x^{-(\tau-1)},
$$

(1.14)

then there exists a constant $b > 0$ such that for all $\omega > 1$ and for $n$ sufficiently large,

$$
\mathbb{P}\left(|C_{\text{max}}| \leq \omega n^{(\tau-2)/(\tau-1)}\right) \geq 1 - \frac{b}{\omega}.
$$

(1.15)

When, further, there exists $0 < c_p < \infty$ such that, as $x \to \infty$,

$$
1 - F(x) = c_p x^{-(\tau-1)}(1 + o(1)),
$$

(1.16)

then also

$$
\mathbb{P}\left(|C_{\text{max}}| \geq \omega^{-1} n^{(\tau-2)/(\tau-1)}\right) \geq 1 - \frac{b}{\omega}.
$$

(1.17)

We call critical behavior of random graphs of size $n^{2/3}$ as in Theorem 1.1 random graph asymptotics. A special case of Theorem 1.1 is the critical behavior for the Erdős-Rényi random graph, where bounds as in (1.13) have a long history (see e.g., [17], as well as [4, 29, 34, 38] and the monographs [5, 31] for the most detailed results). The Erdős-Rényi random graph corresponds to taking $w_i = c$ for all $i \in [n]$, and then $\nu$ in (1.8) equals $c$. Therefore, criticality corresponds to $w_i = 1$ for all $i \in [n]$. Interestingly, what Theorems 1.1 and 1.2 show is that our rank-1 inhomogeneous random graphs have random graph asymptotics when $\tau > 4$, but not when $\tau \in (3, 4)$. In the latter case, the critical clusters are of order $n^{(\tau-2)/(\tau-1)}$, which is smaller than $n^{2/3}$. When $\tau \uparrow 4$, then $(\tau - 2)/(\tau - 1) \uparrow 2/3$, so that the two regimes match up nicely.

For the Erdős-Rényi random graph there is a tremendous amount of work on the question for which values of $p$, similar critical behavior is observed as for the critical value $p = 1/n$ [1, 3, 17, 29, 33, 34]. Indeed, when we take $p = (1 + \lambda n^{-1/3})/n$, the largest cluster has size $\Theta(n^{2/3})$ for every fixed $\lambda \in \mathbb{R}$, but it is $o_p(n^{2/3})$ when $\lambda \to -\infty$, and has size $\gg n^{2/3}$ when $\lambda \gg 1$. Therefore, the values of the form $p = (1 + \lambda n^{-1/3})/n$ are sometimes called the critical window. We next study the critical window in the inhomogeneous setting:

Theorem 1.3 (Critical window for $\tau > 4$). Fix $\text{NR}_n(w)$ with $w = \{w_i\}_{i=1}^n$ as in (1.3), and assume that the distribution function $F$ in (1.3) satisfies $\nu = 1$. Fix $\varepsilon_n = o(1)$, and let $\tilde{w}$ be defined by

$$
\tilde{w}_i = (1 + \varepsilon_n)w_i.
$$

(1.18)

Assume that (1.12) holds for some $\tau > 4$, and fix $\varepsilon_n$ such that $|\varepsilon_n| \leq \Lambda n^{-1/3}$ for some $\Lambda > 0$. Then there exists a constant $b = b(\Lambda) > 0$ such that for all $\omega > 1$ and for $n$ sufficiently large, $\text{NR}_n(\tilde{w})$ satisfies

$$
\mathbb{P}\left(\omega^{-1} n^{2/3} \leq |C_{\text{max}}| \leq \omega n^{2/3}\right) \geq 1 - \frac{b}{\omega}.
$$

(1.19)
Theorem 1.4 (Critical window for $\tau \in (3, 4)$). Fix $\text{NR}_n(w)$ with $w = \{w_i\}_{i=1}^n$ as in (1.3), and assume that the distribution function $F$ in (1.3) satisfies $\nu = 1$. Fix $\epsilon_n = o(1)$, and let $\tilde{w}$ be defined by

$$\tilde{w}_i = (1 + \epsilon_n)w_i.$$  \hspace{1cm} (1.20)

Assume that (1.16) holds for some $\tau \in (3, 4)$, and fix $\epsilon_n$ such that $|\epsilon_n| \leq \Lambda n^{-(\tau-3)/(\tau-1)}$ for some $\Lambda > 0$. Then there exists a constant $b = b(\Lambda) > 0$ such that for all $\omega > 1$ and for $n$ sufficiently large, $\text{NR}_n(\tilde{w})$ satisfies

$$\mathbb{P}\left(\omega^{-1}n^{(\tau-2)/(\tau-1)} \leq |C_{\text{max}}| \leq \omega n^{(\tau-2)/(\tau-1)} \right) \geq 1 - \frac{b}{\omega}. \hspace{1cm} (1.21)$$

Theorems 1.3–1.4 show that the critical window has width at least $n^{-1/3}$ when $\tau > 4$ and $n^{-(\tau-3)/(\tau-1)}$ when $\tau \in (3, 4)$. Below, we shall argue on a heuristic basis that the windows in Theorems 1.3–1.4 really are the critical windows.

### 1.3 Discussion and related results and conjectures

In this section, we discuss our results and the relevant results in the literature. We also state conjectures for sharper results and for related random graph models.

**Connecting the subcritical and supercritical regimes to the critical one.** We denote the forward degree of the neighbor of a uniform vertex by

$$\nu_n = \frac{\sum_{j=1}^n w_j^2}{\sum_{j=1}^n w_j}.$$  \hspace{1cm} (1.22)

Then, in the setting of (1.3), we shall see that $\nu_n \to \nu$, where $\nu$ is defined by (1.8) (see Corollary 4.2 below). As described in more detail in Section 4.2, we can approximate the exploration of a cluster by a branching process having mean $\nu_n$. We shall see that this branching process has finite variance when $\tau > 4$, but not when $\tau \in (3, 4)$.

We first give a heuristic explanation for the critical behavior of $n^{2/3}$ in Theorem 1.1. Indeed, with $\epsilon = \nu - 1$ and $\tau > 4$, we have that the survival probability of the branching process approximation is like $\epsilon_n n^{\tau}$ when $\epsilon_n > 0$, while the largest subcritical cluster is like $\epsilon^{-2}$ when $\epsilon_n < 0$. This suggests that the critical behavior arises precisely when $\epsilon^{-2} = n\epsilon_n$, i.e., when $\epsilon_n = n^{-1/3}$, and in this case, the largest connected component is $\epsilon_n n = n^{2/3}$ as in Theorem 1.1.

We next extend this heuristic to the case where $\tau \in (3, 4)$, where the picture changes completely. The results in [26] suggest that the largest subcritical cluster is like $w_1/(1 - \nu) = \Theta(n^{1/(\tau - 1)/|\epsilon_n|})$. Of course, the results in [26] only prove this when $\nu < 1$ is fixed, but we conjecture that it extends to all subcritical $\nu$. In the supercritical regime, instead, the largest connected component should be like $np$, where $p$ is the survival probability of an infinite variance branching process. A straightforward computation shows that, when $\epsilon > 0$ and $\epsilon \ll 1$, we have that $p \sim \epsilon^{1/(\tau-3)}$. We shall make this precise in Lemma 4.6 below. Thus, critical behavior should be characterized by taking $n^{1/(\tau-1)/\epsilon_n} = \epsilon_n^{1/(\tau-3)}n$, which is $\epsilon_n = n^{-(\tau-3)/(\tau-1)}$. In this case, the largest critical cluster should be $\epsilon_n^{1/(\tau-3)}n \sim n^{(\tau-2)/(\tau-1)}$, as in Theorem 1.2. This shows that in both cases, the subcritical and supercritical regimes connect up nicely, and it would be of interest to make these connections rigorous, particularly in the case when $\tau \in (3, 4)$, by proving that in the barely subcritical regime (where $\epsilon_n \ll n^{-(\tau-3)/(\tau-1)}$), the largest connected component is indeed $\Theta(n^{1/(\tau - 1)/|\epsilon_n|})$, and in
the barely supercritical regime (where $\varepsilon_n \gg n^{-(\tau-3)/(\tau-1)}$), the largest connected component is $\Theta(\varepsilon_n^{1/(\tau-3)} n)$. We summarize the above heuristics in the following conjecture:

**Conjecture 1.5** (The off-critical regimes). Fix $\mathcal{NR}_n(w)$ with $w = \{w_i\}_{i=1}^n$ as in (1.3).

(a) Assume that (1.12) holds for some $\tau > 4$. Then, when $\varepsilon_n = \nu_n - 1 \gg n^{-1/3}$,

$$|C_{\max}| = \frac{2\varepsilon_n n}{\sigma^2} (1 + o_P(1)),$$

where

$$\sigma^2 = \frac{\mathbb{E}[W^3]}{\mathbb{E}[W]},$$

while, when $\varepsilon_n = \nu_n - 1 \ll -n^{-1/3}$,

$$|C_{\max}| = \max\{w_i/|\varepsilon_n|, \log(n\varepsilon_n^3)/\varepsilon_n^2\} (1 + o_P(1)).$$

(b) Assume that (1.16) holds for some $\tau \in (3, 4)$. Then, when $\varepsilon_n = \nu_n - 1 \gg n^{-(\tau-3)/(\tau-1)}$, there exists a constant $A > 0$ such that

$$|C_{\max}| = A\varepsilon_n^{1/(\tau-3)} n (1 + o_P(1)).$$

while, when $\varepsilon_n = \nu_n - 1 \ll -n^{-(\tau-3)/(\tau-1)}$,

$$|C_{\max}| = \frac{w_i}{|\varepsilon_n|} (1 + o_P(1)).$$

**The scaling limit of cluster sizes for $\tau > 4$.** Aldous [1], building on earlier work by Erdős and Rényi [17], Bollobás [3] and Luczak [33] (see also [29, 34] and the monographs [5, 31]) proves that the ordered cluster sizes of the various critical clusters for the Erdős-Rényi random graph weakly converges to a limiting process, which can be characterized as the excursions of a standard Brownian motion with a linearly decreasing drift, ordered in their sizes. More precisely, let $\{B_t\}_{t \geq 0}$ be standard Brownian motion, and let

$$W_t = B_t - t^2/2, \quad t \geq 0,$$

denote a Brownian motion which has a negative drift $-t$ at time $t \geq 0$. Define the reflecting version of this process by $\{R_t\}_{t \geq 0}$, so that

$$R_t = W_t - \min_{0 \leq s \leq t} W_s, \quad t \geq 0,$$

and $R_t \geq 0$ for all times. Let $\{\gamma_j\}_{j=1}^\infty$ denote the ordered excursion lengths of the process $\{R_t\}_{t \geq 0}$. Then, one of the main results of [1] is that the ordered component sizes in the Erdős-Rényi random graph with $p = 1/n$ converge in distribution to $\{\gamma_j\}_{j=1}^\infty$.

The intuition behind this result is that when we explore the clusters one by one, then this can be described in terms of a random walk $\{S_t\}_{t=0}^\infty$, where $S_t$ denotes the number of active vertices at time $t$. At time $t = 0$, there is one active vertex, say vertex 1, and $S_0 = 1$. The vertices go from unexplored to active to inactive, the latter meaning that they are explored. In this process, when there are active vertices, we take any one of them, and let $X_t$ denote the number of its unexplored neighbors. Then we let $S_t = S_{t-1} + X_t - 1$. For the Erdős-Rényi random graph with $p = 1/n$,
and conditionally on the number of unexplored vertices at time $t$ being $N_t$, $X_t$ has a Binomial distribution with parameters $n - N_t$ and $p = 1/n$. For large $t$, we have that $N_t \approx t$, so that

$$X_t \approx \text{Poi}(1 - t/n),$$

(1.30)

where $\text{Poi}(\lambda)$ denotes a Poisson random variable with mean $\lambda$. We note that the cluster of vertex 1 is explored when $S_t = 0$ for the first time, and thus $|C(1)| = \min\{t : S_t = 0\}$. When there are no active vertices, on the other hand, then $S_{t-1} = 0$, and we take the inactive vertex with minimal index, and set $S_t = 1$, and we repeat the above steps. Thus, we see that the cluster sizes correspond to the times between successive visits of 0 of the process $\{S_t\}_{t=0}^\infty$, and we further have that the process

$$R_t^{(n)} = n^{-1/3}S_{\lceil tn^{2/3}\rceil}$$

(1.31)

converges in distribution to $\{R_t\}_{t \geq 0}$. Now, because of (1.30), we have that

$$S_t = \sum_{s=1}^t (X_s - 1) \approx \text{Poi}(t - t^2/2n) - t,$$

(1.32)

so that, by the central limit theorem for Poisson random variables,

$$R_t^{(n)} = n^{-1/3}S_{\lceil tn^{2/3}\rceil} \approx B_t - t^2/2 = W_t.$$

(1.33)

The reflection in (1.29) comes from the fact that when $S_{t-1} = 0$, we restart at $S_t = 1$ rather than continuing the exploration. We thus see that the growing negative drift in (1.28) originates from the depletion of points during the exploration process.

Now, for the critical NR$_n(w)$ with $w = \{w_i\}_{i=1}^n$ as in (1.3), we can again describe the exploration by a certain random walk $\{S_t\}_{t=0}^\infty$, and we again see that the mean number of forward neighbors of a vertex is approximately equal to 1. Thus, a similar argument applies. However, in the use of the central limit theorem in (1.33), it is used that the variance of the number of forward neighbors of a vertex in the exploration equals 1. This variance is bounded when $F$ satisfies (1.12). Denote its variance by $\sigma^2$, then, we conjecture that the ordered component sizes in the critical NR$_n(w)$ converge in distribution to $\{\gamma_j\}_{j=1}^\infty$ which are the excursion lengths of the process $\{R_t\}_{t \geq 0}$ in (1.29), apart from the fact that $B_t$ in (1.28) should be replaced with $\sigma B_t$. When we use that $\{B_{at}\}_{t=0}^\infty$ has the same distribution as $\{\sqrt{a}B_t\}_{t=0}^\infty$, and using this for $a = \sigma^{2/3}$, we note that with $\{W_t^{(o)}\}_{t \geq 0}$ defined by $W_t^{(o)} = \sigma B_t - t^2/2$, we have that $W_t^{(o)}$ has the same distribution as $\sigma^{4/3}W_t^{(i)}$. This suggests that, for $\tau > 4$, the scaling limit of the largest critical cluster converges to $\sigma^{2/3}$ times the ones for the Erdős-Rényi random graph:

**Conjecture 1.6** (Weak convergence of the ordered critical clusters for $\tau > 4$). Let $|C_{(1)}| \geq |C_{(2)}| \geq \ldots,$ denote the connected components of NR$_n(w)$ with $w = \{w_i\}_{i=1}^n$ as in (1.3), ordered in size. Under the assumptions of Theorem 1.1, $\{|C_{(j)}|n^{-2/3}\}_{j=1}^k$ converges weakly to $\sigma^{2/3}$ times the scaling limit for the critical Erdős-Rényi random graph, where $\sigma^2$ is given in (1.24).

**The scaling limit of cluster sizes for $\tau \in (3, 4)$**. When $\tau \in (3, 4)$, large parts of the above discussion remain valid, however, the variance of the forward degree of a vertex obtained in the exploration process is infinite. Therefore, one cannot expect convergence to a process on the basis of Brownian motion to take place, but rather to a Lévy process. This suggests hat one should study excursion of Lévy process excursions. It would be interesting to see whether an explanation as the one above for the $\tau > 4$ case can be derived for the cluster sizes in Theorem 1.2. We conjecture that the ordered cluster sizes weakly convergence:
Conjecture 1.7 (Weak convergence of the ordered critical clusters for \( \tau \in (3,4) \)). Let \( |C_{(1)}| \geq |C_{(2)}| \geq \ldots \), denote the connected components of \( NR_n(w) \) with \( w = \{w_i\}_{i=1}^n \) as in (1.3), ordered in size. Assume that \( \nu = 1 \) and that (1.16) in Theorem 1.2 holds. Then \( \{|C_{(j)}|n^{-(\tau-2)/(\tau-1)}\}_{j=1}^k \) converges weakly to a non-degenerate limit distribution.

By Theorem 1.2, \( |C_{(j)}|n^{-(\tau-2)/(\tau-1)} \) is tight, and remains strictly positive with high probability. A close inspection of the proof shows that this result can be extended to \( |C_{(j)}|n^{-(\tau-2)/(\tau-1)} \) for any \( j \).

The configuration model. Given a degree sequence, namely a sequence of \( n \) positive integers \( d = (d_1, d_2, \ldots, d_n) \) with the total degree

\[
l_n^{\text{(CM)}} = \sum_{i=1}^n d_i \tag{1.34}
\]

assumed to be even, the configuration model (CM) on \( n \) vertices with degree sequence \( d \) is constructed as follows:

Start with \( n \) vertices and \( d_j \) stubs adjacent to vertex \( j \). The graph is constructed by pairing up each stub to some other stub to form edges. Number the stubs from 1 to \( l_n^{\text{(CM)}} \) in some arbitrary order. Then, at each step, two stubs (not already paired) are chosen uniformly at random among all the free stubs and are paired to form a single edge in the graph. These stubs are no longer free and removed from the list of free stubs. We continue with this procedure of choosing and pairing two stubs until all the stubs are paired.

By varying the degree sequence \( d \), one obtains random graph with various degree sequences in a similar was as how varying \( w \) influences the degree sequence in the rank-1 inhomogeneous random graph studied here. A first setting which produces a random graph with asymptotic degree \( k \) number of vertices with degree \( w \) in a similar was as how varying \( \tau \) equals \( \nu = 1 \) and \( \nu = 1 \) for any \( j \).

\[
\begin{align*}
\nu_n^{\text{(CM)}} &= \frac{1}{n} \sum_{i=1}^n d_i(d_i - 1) \\
\nu^{\text{(CM)}} &= \lim_{n \to \infty} \nu_n^{\text{(CM)}} > 1, \tag{1.36}
\end{align*}
\]

and certain conditions on the degrees are satisfied, then a giant component exists, while if \( \nu^{\text{(CM)}} \leq 1 \), then the largest connected component has size \( o(p(1)) \). In [30], some of the conditions were removed. Also the barely supercritical regime, where \( n^{1/3}(\nu_n - 1) \to \infty \), is investigated. Note that when the proportion of vertices of degree \( k \) is asymptotic to \( k^{-\tau} \) (for example when \( F(k) - F(k-1) = ck^{-\tau} \)), then this corresponds to \( \tau > 4 \). However, [30] also makes a more stringent condition, namely that \( \sum_{i=1}^n d_i^{4+\eta} = O(n) \) for some \( \eta > 0 \), which corresponds to \( \tau > 5 \). In [30, Remark 2.5], it is conjectured that this condition is not necessary, and that, in fact, the results should hold for \( \tau > 4 \). Similar results are proved in [32] under related conditions.
The results in [30, 32] suggest that the barely supercritical regime for the CM is similar to the one for the Erdős-Rényi random graph when \( \tau > 4 \). We strengthen this by conjecturing that the largest connected component of the CM obeys identical bounds as for the rank-1 inhomogeneous random graph studied here:

**Conjecture 1.8** (The critical behavior of the configuration model). *Fix the degrees in the configuration model \( \{d_i\}_{i=1}^{n} \) such that the number of vertices with degree \( k \) equals \( \lceil nF(k) \rceil - \lceil nF(k-1) \rceil \). Then, the configuration model obeys the same asymptotics as the \( \text{NR}_n(w) \) under the same assumptions on \( F \), with \( \nu_n \) in (4.15) replaced with \( \nu^{(\text{CM})} \) in (1.36), and with \( \sigma^2 \) replaced with

\[
(\sigma^{(\text{CM})})^2 = \frac{\mathbb{E}[D(D - 1)(D - 2)]}{\mathbb{E}[D]},
\]

where \( D \) has distribution function \( F \).

As discussed earlier, parts of Conjecture 1.8 have been proved in [26, 30, 32], see also Theorem 2.2 below. The parameters \( \sigma^{(\text{CM})} \) is quite similar to \( \sigma \) in (1.24) above, since, for the \( \text{NR}_n(w) \) with \( w = \{w_i\}_{i=1}^{n} \) as in (1.3), the degree of a uniform vertex has distribution close to \( D = \text{Poi}(W) \) (see (1.6–1.7)), for which

\[
\mathbb{E}[D] = \mathbb{E}[W], \quad \mathbb{E}[D(D - 1)(D - 2)] = \mathbb{E}[W^3],
\]

so that \( \sigma^{(\text{CM})} \) for \( D = \text{Poi}(W) \) reduces to \( \sigma \) in (1.24). In Section 2 we elaborate on this connection. See in particular Theorem 2.2 below, where we shall show that, by asymptotic contiguity, the results in [30] also apply to the barely supercritical regime in the rank-1 inhomogeneous random graph as studied here, when \( \tau > 5 \).

## 2 Asymptotic equivalence and contiguity

The Norros-Reittu random graph model is the a special case of the so-called rank-1 case of the general inhomogeneous random graphs as studied in [6]. We start by introducing the general setting of inhomogeneous random graphs. The vertex set of the models under consideration shall be denoted by \( [n] = \{1, \ldots, n\} \). We write \( p = \{p_{ij}\}_{1 \leq i < j \leq n} \) for the edge probabilities in the graph, and we write \( \text{IRG}_n(p) \) for the inhomogeneous random graph for the probability that the edge \( ij \) is present equals \( p_{ij} \) and the events that different edges are present are independent. In [6], this setting is studied, where the edge probabilities \( p_{ij} \) are given by

\[
p_{ij} = p_{ij}(\kappa) = \min\{\kappa(x_i, x_j)/n, 1\},
\]

where \( \{x_i\}_{i=1}^{n} \) are elements of some state space \( \mathcal{X} \) and \( \kappa: \mathcal{X} \times \mathcal{X} \to [0, \infty) \) is a kernel that moderates the inhomogeneity of the graph. The rank-1 case is obtained by assuming that \( \kappa \) is of product form, i.e., there exists a function \( \psi: \mathcal{X} \to [0, \infty) \) such that

\[
\kappa(x, y) = \psi(x)\psi(y).
\]

The rank-1 inhomogeneous random graph has attracted considerable attention in the literature, and detailed results are known about the degrees [6, 9], the phase transition [11, 14] and distances [6, 10, 12, 18, 36] in such models. We especially refer to the monographs [13, 15] for a detailed
account of such results, as well as to the lecture notes [21, Chapters 6 and 9] where many properties are investigated.

We now define two random graph models that are closely related to the Norros-Reittu random graph. In the \textit{generalized random graph model} [9], the edge probability of the edge between vertices $i$ and $j$ is equal to

$$p_{ij} = p_{ij}^{(GRG)} = \frac{w_i w_j}{l_n + w_i w_j}. \quad (2.3)$$

In the \textit{expected degree random graph} or Chung-Lu random graph [10, 11, 12, 13, 14], the edge probabilities are given by

$$p_{ij}^{(CL)} = \max\left\{\frac{w_i w_j}{l_n}, 1\right\}. \quad (2.4)$$

When $\max_{i=1}^n w_i^2 \leq l_n$, we may forget about the maximum with 1 in (2.4). We shall assume $\max_{i=1}^n w_i^2 \leq l_n$ throughout this section, and denote the resulting graph by $\text{CL}_n(w)$. The Chung-Lu model is sometimes referred to as the random graph with given expected degrees, as the expected degree is vertex $i$ is equal to $w_i$. \footnote{To make this precise, one needs that $w_i^2 \leq l_n$ for every $i$, and we add an artificial self-loop at vertex $i$ with probability $w_i^2/l_n$.}

We now show that our results apply to $\text{NR}_n(w)$, $\text{GRG}_n(w)$, and $\text{CL}_n(w)$ all at once:

**Theorem 2.1** (Asymptotic equivalence [28]). \textit{Fix $w = \{w_j\}_{j=1}^n$ as in (1.3), and assume that $F$ satisfies (1.12) for some $\tau > 3$. Then, the results on $\text{NR}_n(w)$ in Theorems 1.1–1.4 hold for $\text{GRG}_n(w)$ and $\text{CL}_n(w)$ under the same conditions on $F$.}

**Proof.** By the results in [28], the random graphs $\text{NR}_n(w)$, $\text{GRG}_n(w)$, and $\text{CL}_n(w)$ are asymptotically equivalent, meaning that all sequences of events have asymptotically equal probabilities, when

$$\sum_{j=1}^n w_j^3 = o(n^{3/2}). \quad (2.5)$$

In the case of (1.3), we can bound, using

$$\frac{1}{n} \sum_{i=1}^n w_i^3 \leq \frac{1}{n} \sum_{j=1}^n (c_F n/j)^{-1/(\tau-1)} = o(n^{1/2}), \quad (2.6)$$

since $1 - F(x) \leq c_F x^{-(\tau-1)}$, which implies that (by e.g., [18, (B.9)])

$$[1 - F]^{-1}(u) \leq (c_F/u)^{1/(\tau-1)}. \quad (2.7)$$

**Theorem 2.2** (The barely supercritical regime [30]). \textit{When (1.12) holds for some $\tau > 5$, then the results of [30] also hold for $\text{NR}_n(w)$, $\text{GRG}_n(w)$ and $\text{CL}_n(w)$. More precisely, define

$$\varepsilon_n = \frac{1}{ln} \sum_{j=1}^n w_j^2 - 1, \quad (2.8)$$

then, when $\varepsilon_n \to 0$ such that $n^{1/3} \varepsilon_n \to \infty,$

$$\frac{|C_{\text{max}}|}{n \varepsilon_n} \overset{p}{\to} \frac{2\mathbb{E}[W]}{\mathbb{E}[W^3]} \quad (2.9)$$}
Further, when $\varepsilon_n \to \nu - 1 > 0$, then $|C_{\max}|/n \xrightarrow{p} \rho$, where $\rho > 0$ is the survival probability of an appropriate branching process.

**Proof.** First, by the asymptotic equivalence of $\text{NR}_n(w)$, $\text{GRG}_n(w)$ and $\text{CL}_n(w)$ which is established in the proof of Theorem 2.1 using the results in [28], it suffices to prove the result for $\text{GRG}_n(w)$. Now, it is well-known that $\text{GRG}_n(w)$ conditioned on its degrees is uniform from all graphs with those degrees. The configuration model conditioned on not having any self-loops and multiple edges is also a uniform graph with the specified degree sequence. Thus, the two are the same. Now, when $\tau > 3$, we have that the maximal degree of the $\text{GRG}_n(w)$ is $o(\sqrt{n})$ with high probability, and the number of vertices with degree $k$ converges to $f_k$ (recall (1.6)). Thus, by [27], the CM with asymptotic degree distribution $\{N_k/n\}_{k=0}^\infty$ has, with probability that remains strictly positive as $n \to \infty$, no self-loops and multiple edges. As a result, any limit in probability proved for the CM with this degree sequence also holds for $\text{GRG}_n(w)$ (see [28]).

## 3 Strategy of the proof

We start by describing the strategy of proof for Theorems 1.1–1.4. The proofs of all these results shall follow the same strategy. We denote by

$$Z_{\geq k} = \sum_{v=1}^n \mathbb{1}_{\{|C(v)| \geq k\}}$$

(3.1)

the number of vertices that are contained in connected components of size at least $k$. The random variable $Z_{\geq k}$ will be used to prove the asymptotics of $|C_{\max}|$. This can be understood by noting that

$$|C_{\max}| = \max\{k : Z_{\geq k} \geq k\},$$

(3.2)

which allows us to prove bounds on $|C_{\max}|$ by investigating $Z_{\geq k}$ for appropriately chosen values of $k$. This strategy has been successfully applied in several related settings, such as percolation on the torus in general dimension [8] as well as for percolation on high-dimensional tori [7, 20, 25]. This is the first time that this methodology is applied to an inhomogeneous setting.

**Proposition 3.1** (An upper bound on the largest critical cluster). *Suppose that there exists an $a_1 > 0$ such that for all $k \geq n^{\delta/(1+\delta)}$ and for $V$ a uniform vertex in $[n]$, the bound

$$\mathbb{P}(|C(V)| \geq k) \leq a_1 \left(k^{-1/\delta} + (\varepsilon_n \vee n^{-\alpha/(\delta+1)})^{1/\alpha}\right),$$

holds, where

$$|\varepsilon_n| \leq \Lambda n^{-\alpha/(\delta+1)}.$$  

(3.3)

Then, there exists a $b_1 = b_1(\Lambda) > 0$ such that, for all $\omega \geq 1$,

$$\mathbb{P}(|C_{\max}| \geq \omega n^{\delta/(1+\delta)}) \leq \frac{b_1}{\omega}.$$  

(3.4)

Proof. We use the first moment method or Markov inequality, to bound

$$\mathbb{P}(|C_{\max}| \geq k) = \mathbb{P}(Z_{\geq k} \geq k) \leq \frac{1}{k} \mathbb{E}[Z_{\geq k}] = \frac{n}{k} \mathbb{P}(|C(V)| \geq k),$$

(3.5)
where \( V \in [n] \) is a uniform vertex. Thus, we need to bound \( \mathbb{P}(|C(V)| \geq k) \) for an appropriately chosen \( k = k_n \). We use (3.3), so that

\[
\mathbb{P}(|C_{\max}| \geq k) \leq \frac{a_1n}{k} \left(k^{-1/\delta} + \left(\varepsilon_n \lor n^{-\alpha/(\delta+1)}\right)^{1/\alpha}\right)
\leq a_1 \left(\omega^{-(1+1/\delta)} + (n^{1/(\delta+1)}|\varepsilon_n|^{1/\alpha} \lor 1)\omega^{-1}\right)
\leq a_1 \left(\omega^{-(1+1/\delta)} + (1 + \Lambda)\omega^{-1}\right),
\tag{3.7}
\]

when \( k = k_n = \omega n^{1/(1+1/\delta)} = \omega n^{\delta/(1+\delta)} \), and where we have used (3.4). This completes the proof of Theorem 3.1, with \( b_1 = a_1(2 + \Lambda) \).

Proposition 3.1 immediately yields that in order to prove an upper bound on \( |C_{\max}| \), it suffices to prove an upper bound on the cluster tails of a uniform vertex. In order to prove a matching lower bound on \( |C_{\max}| \), we shall use the second moment method, for which we need to give a bound on the variance of \( Z_{\geq k} \), in which we make use of the notation

\[
\chi_{\geq k}(p) = \mathbb{E}[|C(V)| \mathbb{I}_{|C(V)| \geq k}],
\tag{3.8}
\]

where we recall that \( V \) is a uniform vertex in \([n]\), and where we recall that \( p = \{p_{ij}\}_{1 \leq i < j \leq n} \) denote the edge probabilities of the inhomogeneous random graph. Then the main variance estimate on \( Z_{\geq k} \) is as follows:

**Proposition 3.2** (A variance estimate for \( Z_{\geq k} \)). For any inhomogeneous random graph with edge probabilities \( p = \{p_{ij}\}_{1 \leq i < j \leq n} \), every \( n \) and \( k \in [n] \),

\[
\text{Var}(Z_{\geq k}) \leq n\chi_{\geq k}(p).
\tag{3.9}
\]

**Proof.** We use that

\[
\text{Var}(Z_{\geq k}) = \sum_{i,j=1}^{n} \left[\mathbb{P}(|C(i)| \geq k, |C(j)| \geq k) - \mathbb{P}(|C(i)| \geq k)\mathbb{P}(|C(j)| \geq k)\right].
\tag{3.10}
\]

We split the probability \( \mathbb{P}(|C(i)| \geq k, |C(j)| \geq k) \), depending on whether \( i \leftrightarrow j \) or not, i.e., we split

\[
\mathbb{P}(|C(i)| \geq k, |C(j)| \geq k) = \mathbb{P}(|C(i)| \geq k, |C(j)| \geq k, i \leftrightarrow j)
+ \mathbb{P}(|C(i)| \geq k, |C(j)| \geq k, i \not\leftrightarrow j).
\tag{3.11}
\]

We can bound

\[
\mathbb{P}(|C(i)| \geq k, |C(j)| \geq k, i \not\leftrightarrow j) \leq \mathbb{P}\left(|C(i)| \geq k \circ |C(j)| \geq k\right),
\tag{3.12}
\]

where, for two increasing events \( E \) and \( F \), we write \( E \circ F \) to denote the event that \( E \) and \( F \) occur disjointly, i.e., that there exists a (random) set of edges \( K \) such that we can see that \( E \) occurs by only inspecting the edges in \( K \) and that \( F \) occurs by only inspecting the edges in \( K^c \). Then, the BK-inequality [2, 19] states that

\[
\mathbb{P}(E \circ F) \leq \mathbb{P}(E)\mathbb{P}(F).
\tag{3.13}
\]

applying this to (3.12), we obtain that

\[
\mathbb{P}(|C(i)| \geq k, |C(j)| \geq k, i \not\leftrightarrow j) \leq \mathbb{P}(|C(i)| \geq k)\mathbb{P}(|C(j)| \geq k).
\tag{3.14}
\]
Therefore,
\[
\text{Var}(Z_{\geq k}) \leq \sum_{i,j=1}^{n} \mathbb{P}(|C(i)| \geq k, |C(j)| \geq k, i \leftrightarrow j),
\] (3.15)
and we arrive at the fact that
\[
\text{Var}(Z_{\geq k}) \leq \sum_{i,j=1}^{n} \mathbb{P}(|C(i)| \geq k, |C(j)| \geq k, i \leftrightarrow j)
= \sum_{i=1}^{n} \sum_{j=1}^{n} \mathbb{E} \left[ 1_{|C(i)| \geq k} 1_{j \in C(i)} \right]
= \sum_{i=1}^{n} \mathbb{E} \left[ 1_{|C(i)| \geq k} \sum_{j=1}^{n} 1_{j \in C(i)} \right].
\] (3.16)

Since \( \sum_{j} 1_{j \in C(i)} = |C(i)| \), we thus arrive at
\[
\text{Var}(Z_{\geq k}) \leq \sum_{i=1}^{n} \mathbb{E} \left[ |C(i)| 1_{|C(i)| \geq k} \right] = n \mathbb{E} \left[ |C(V)| 1_{|C(V)| \geq k} \right] = n \chi_{\geq k}(p).
\] (3.17)

\[\square\]

**Proposition 3.3** (A lower bound on the largest critical cluster). *Suppose that there exists \( a_2 > 0 \) and \( K > 0 \) such that for all \( k \leq n^{\delta/(1+\delta)} \) and for \( V \) a uniform vertex in \([n] \),
\[
\mathbb{P}(|C(V)| \geq k) \geq \frac{a_2}{k^{1/\delta}},
\] (3.18)
while
\[
\mathbb{E}[|C(V)|] \leq Kn^{(\delta-1)/(\delta+1)},
\] (3.19)
then there exists a \( b_2 > 0 \) such that, for all \( \omega \geq 1 \),
\[
\mathbb{P}(|C_{\text{max}}| \leq \omega^{-1}n^{\delta/(1+\delta)}) \leq \frac{b_2}{\omega^{2/\delta}}.
\] (3.20)

We can intuitively understand (3.19) as follows. Clearly,
\[
\mathbb{E}[|C(V)|] = \sum_{k=1}^{\infty} \mathbb{P}(|C(V)| \geq k).
\] (3.21)

By Proposition 3.1, we see that \( |C_{\text{max}}| \leq \omega n^{\delta/(1+\delta)} \) with high probability. This suggests that we may restrict the sum in (3.21) to \( k \leq n^{\delta/(1+\delta)} \). Then using (3.3) and (3.18), we are lead to
\[
\mathbb{E}[|C(V)|] \approx \sum_{k=1}^{n^{\delta/(1+\delta)}} k^{-1/\delta} \sim n^{(\delta-1)/(\delta+1)},
\] (3.22)
where \( \approx \) denotes a asymptotic relation with an uncontrolled error term.

Equation (3.19) shows that this is indeed the right order of magnitude for the upper bound. It is trivial to use (3.18) to prove a lower bound of the same order. Thus, we can think of (3.19) as yielding the right asymptotics for the expected cluster size.
Proof of Proposition 3.3. We use the Chebychev inequality, as well as
\[ \{|C_{\text{max}}| < k \} = \{ Z_{\geq k} = 0 \}, \tag{3.23} \]
to obtain that
\[ \mathbb{P}( |C_{\text{max}}| < \omega^{-1} n^{\delta/(1+\delta)} ) = \mathbb{P}_1( Z_{\geq \omega^{-1} n^{\delta/(1+\delta)}} = 0 ) \leq \frac{\text{Var}(Z_{\geq \omega^{-1} n^{\delta/(1+\delta)}})}{\mathbb{E}[Z_{\geq \omega^{-1} n^{\delta/(1+\delta)}}]^2}. \tag{3.24} \]
By (3.18), we have that
\[ \mathbb{E}[Z_{\geq \omega^{-1} n^{\delta/(1+\delta)}}] = n \mathbb{P}( |C(V)| \geq \omega^{-1} n^{\delta/(1+\delta)} ) \geq \frac{n a_2}{\eta^{1/(1+\delta)}} = a_2 \omega^{1/\delta} n^{\delta/(\delta+1)}. \tag{3.25} \]
Also, by Proposition 3.2, with \( k_n = \omega^{-1} n^{2/3} \),
\[ \text{Var}(Z_{\geq \omega^{-1} n^{\delta/(\delta+1)}}) \leq n \chi_{\geq \omega^{-1} n^{\delta/(\delta+1)}}(\mathbb{P}) \leq K n^{1+(\delta-1)/(\delta+1)} = K n^{2\delta/(\delta+1)}. \tag{3.26} \]
Substituting (3.24)–(3.26), we obtain, for \( n \) sufficiently large,
\[ \mathbb{P}_1( |C_{\text{max}}| < \omega^{-1} n^{\delta/(1+\delta)} ) \leq \frac{K n^{2\delta/(\delta+1)}}{a_2^2 \omega^{2/\delta} n^{2\delta/(\delta+1)}} = \frac{K}{a_2^2 \omega^{2/\delta}}. \tag{3.27} \]
This completes the proof of Proposition 3.3.

4 Preliminaries

In this section, we derive preliminary results needed to prove the bounds on cluster tails and expected cluster sizes that we shall need in order to apply Propositions 3.1–3.3. We start in Section 4.1 by analyzing sums involving powers of \( \{w_j\}_{j=1}^n \), and in Section 4.2 we describe a beautiful connection between branching processes and clusters in the Norros-Reittu model due to Norros and Reittu in [36].

4.1 The weight of a random vertex \( W_n \)

In this section, we investigate the weight of a uniform vertex in \([n]\), which we denote by \( W_n \). For this, we first note that
\[ [1 - F]^{-1}(1 - u) = F^{-1}(u) = \inf \{ x : F(x) \geq u \}, \tag{4.1} \]
which, in particular, implies that \([1 - F]^{-1}(U)\) has distribution function \( F \) when \( U \) is uniform on \((0,1)\). This implies that \( W_n \) is a random variable with distribution function \( F_n \) given by
\[ F_n(x) = \mathbb{P}(W_n \leq x) = \frac{1}{n} \left( \left\lceil n F(x) \right\rceil + 1 \right) \land 1. \tag{4.2} \]
Indeed, we note that
\[
\sum_{j=1}^{n} \mathbb{I}_{\{w_j \leq x\}} = \sum_{j=1}^{n} \mathbb{I}_{\{1 - F]^{-1}(\frac{1}{n}) \leq x\}} = \sum_{i=0}^{n-1} \mathbb{I}_{\{1 - F]^{-1}(1 - \frac{i}{n}) \leq x\}}
\]
\[
= \sum_{i=0}^{n-1} \mathbb{I}_{\{F^{-1}(\frac{i}{n}) \leq x\}} = \sum_{i=0}^{n-1} \mathbb{I}_{\{\frac{i}{n} \leq F(x)\}} = \min\{n, \left\lceil n F(x) \right\rceil + 1\}, \tag{4.3} \]
where we write \( j = n - i \) in the second equality and use (4.1) in the third equality. This proves (4.2). Note that \( F_n(x) \geq F(x) \), which shows that \( W_n \) is stochastically dominated by \( W \), so that, in particular, for increasing functions \( x \mapsto h(x) \),

\[
\frac{1}{n} \sum_{j=1}^{n} h(w_j) \leq \mathbb{E}[h(W)]. \quad (4.4)
\]

In the sequel, we shall repeatedly rely on the following lemma in order to bound expectations of \( W_n \):

**Lemma 4.1** (Expectations of \( W_n \)). Let \( W \) have distribution function \( F \) and assume that (1.12) holds for some \( \tau > 3 \). Let \( x \mapsto h(x) \) be a differentiable function with \( h(0) = 0 \), and such that

\[
\int_{0}^{\infty} |h'(x)|(1 - F(x))dx < \infty. \quad (4.5)
\]

Then,

\[
|\mathbb{E}[h(W_n)] - \mathbb{E}[h(W)]| \leq \int_{0}^{\infty} |h'(x)|(1 - F(x))dx + \frac{1}{n} \int_{0}^{an^{1/(\tau-1)}} |h'(x)|dx. \quad (4.6)
\]

**Proof.** We need to investigate \( \mathbb{E}[h(W)] \) for a random variable \( W \). For this, we write, using that \( h(0) = 0 \),

\[
\mathbb{E}[h(W)] = \mathbb{E} \left[ \int_{0}^{W} h'(x)dx \right] = \mathbb{E} \left[ \int_{0}^{\infty} h'(x)\mathbb{1}_{(x<W)}dx \right] \\
= \int_{0}^{\infty} h'(x) \mathbb{E} \left[ \mathbb{1}_{(x<W)} \right] dx = \int_{0}^{\infty} h'(x)(1 - F(x))dx, \quad (4.7)
\]

where we use Fubini, which is allowed since \( |h'(x)|(1 - F(x)) \) is integrable by assumption. Because of this representation, we have that

\[
\mathbb{E}[h(W_n)] - \mathbb{E}[h(W)] = \int_{0}^{\infty} h'(x)[F(x) - F_n(x)]dx. \quad (4.8)
\]

Now, when (1.12) holds, then

\[
F_n(an^{1/(\tau-1)}) = 1 \quad (4.9)
\]

for some \( a > 0 \). Thus,

\[
|\mathbb{E}[h(W_n)] - \mathbb{E}[h(W)]| \leq \int_{0}^{\infty} |h'(x)|(1 - F(x))dx + \int_{0}^{an^{1/(\tau-1)}} |h'(x)||F_n(x) - F(x)|dx. \quad (4.10)
\]

We finally use that

\[
F_n(x) - F(x) \leq 1/n \quad (4.11)
\]

to arrive at

\[
|\mathbb{E}[h(W_n)] - \mathbb{E}[h(W)]| \leq \int_{0}^{\infty} |h'(x)|(1 - F(x))dx + \frac{1}{n} \int_{0}^{an^{1/(\tau-1)}} |h'(x)|dx. \quad (4.12)
\]
Corollary 4.2 (Bounds on characteristic function and mean degrees). Let $W$ have distribution function $F$ and assume that (1.12) holds for some $\tau > 3$. Let

$$
\varphi_n(t) = \frac{\mathbb{E}[W_n e^{it((1+\varepsilon_n)W_n-1)}]}{\mathbb{E}[W_n]}, \quad \varphi(t) = \frac{\mathbb{E}[W e^{it(W-1)}]}{\mathbb{E}[W]}.
$$

(4.13)

Then,

$$
|\varphi_n(t) - \varphi(t)| \leq cn^{-\frac{\tau-2}{\tau-1}} + c|t|(n^{-\frac{\tau-3}{\tau-1}} + |\varepsilon_n|).
$$

(4.14)

Further, with

$$
\tilde{\nu}_n = (1 + \varepsilon_n) \frac{\mathbb{E}[W_n^2]}{\mathbb{E}[W_n]},
$$

(4.15)

and assume that (1.12) holds for some $\tau > 3$. Then, with $\nu$ in (1.8),

$$
|\tilde{\nu}_n - \nu| \leq c(|\varepsilon_n| + n^{-\frac{\tau-1}{\tau-1}}).
$$

(4.16)

Proof. We first take $\varepsilon_n = 0$, and split

$$
\varphi_n(t) - \varphi(t) = \varphi(t) \left( \left( \frac{\mathbb{E}[W_n]}{\mathbb{E}[W]} \right)^{-1} - \frac{1}{\mathbb{E}[W]} \right) + \varphi(t) \left( \frac{\mathbb{E}[W_n e^{it(W_n-1)}]}{\mathbb{E}[W_n]} - \frac{\mathbb{E}[W e^{it(W-1)}]}{\mathbb{E}[W]} \right).
$$

(4.17)

Lemma 4.1 applied to $h(x) = x$, yields

$$
|\mathbb{E}[W_n] - \mathbb{E}[W]| \leq cn^{-\frac{\tau-2}{\tau-1}}.
$$

(4.18)

We next apply Lemma 4.1 to $h(x) = xe^{it(x-1)}$, for which we compute

$$
|h'(x)| = |e^{it(x-1)} + itxe^{it(x-1)}| \leq 1 + x|t|.
$$

(4.19)

Therefore,

$$
\left| \mathbb{E}[W_n e^{it(W_n-1)}] - \mathbb{E}[W e^{it(W-1)}] \right| \leq \int_0^\infty (1 + x|t|) \left[ 1 - F(x) \right] dx + \frac{1}{n} \int_0^{an^{1/(\tau-1)}} (1 + x|t|) dx
$$

$$
\leq cn^{-\frac{\tau-2}{\tau-1}} + c|t|n^{-\frac{\tau-3}{\tau-1}}.
$$

(4.20)

Together, these two estimates prove the claim for $\varepsilon_n = 0$. When $\varepsilon_n \neq 0$, then we use that

$$
\frac{\mathbb{E}[W_n e^{it((1+\varepsilon_n)W_n-1)}]}{\mathbb{E}[W_n]} - \frac{\mathbb{E}[W_n e^{it(W_n-1)}]}{\mathbb{E}[W_n]} = \frac{\mathbb{E}[W_n e^{it(W_n-1)}(e^{it\varepsilon_n W_n} - 1)]}{\mathbb{E}[W_n]} = O(|\varepsilon_n||t|\mathbb{E}[W_n^2]/\mathbb{E}[W_n]) = O(|\varepsilon_n||t|).
$$

(4.21)

The proof of (4.16) is similar. \[\square\]

Lemma 4.3 (Bounds and asymptotics of moments of $W_n$). Let $W_n$ have distribution function $F_n$ in (4.2).

(i) Assume that (1.12) holds for some $\tau > 3$, and let $a < \tau - 1$. Then, for $x$ sufficiently large, there exists a $C = C(a, \tau)$ such that, uniformly in $n$,

$$
\mathbb{E}[W_n^a \mathbb{1}_{\{W_n \geq x\}}] \leq C x^{a+1-\tau}.
$$

(4.22)
(ii) Assume that (1.16) holds for some $\tau > 3$, and let $a > \tau - 1$. Then, there exist $C_1 = C_1(a, \tau)$ and $C_2 = C_2(a, \tau)$ such that, uniformly in $n$,

$$C_1(x \wedge n^{1/(\tau-1)})^{a+1-\tau} \leq \mathbb{E}[W_n^a \mathbb{1}_{(W_n \leq x)}] \leq C_2 x^{a+1-\tau}, \quad (4.23)$$

where, in the lower bound, we write, for $x, y \in \mathbb{R}$, $x \wedge y = \min\{x, y\}$.

**Proof.** (i) When $a < \tau - 1$, the expectation is finite. We rewrite the integral, using partial integration, as

$$
\mathbb{E}[W_n^a \mathbb{1}_{(W_n \geq x)}] = \int_x^{\infty} w^a dF_n(w) = a^{-1} \int_0^x v^{a-1} [1 - F_n(x \vee v)] dv

= x^a [1 - F_n](x) + a^{-1} \int_x^{\infty} v^{a-1} [1 - F_n(v)] dv,

\quad (4.24)
$$

where $x \vee v = \max\{x, v\}$. Now, $1 - F_n(x) \leq 1 - F(x)$, so that we may replace the $F_n$ by $F$ in an upper bound. When (1.12) holds for some $\tau > 3$, then we can further bound this as

$$\mathbb{E}[W_n^a \mathbb{1}_{(W_n \geq x)}] \leq c x^{a+1-\tau} + C a^{-1} \int_x^{\infty} w^{a-\tau} dw \leq C x^{a+1-\tau},

\quad (4.25)$$

where the value of the constant $C$ changes from line to line.

(ii) We again rewrite, using partial integration,

$$
\mathbb{E}[W_n^a \mathbb{1}_{(W_n \leq x)}] = \int_0^x w^a dF(w) = a^{-1} \int_0^x v^{a-1} [F_n(x) - F_n(v)] dv

\leq a^{-1} \int_0^x v^{a-1} [1 - F_n(v)] dv \leq a^{-1} \int_0^x v^{a-1} [1 - F_n(v)] dv

\leq c a^{-1} \int_0^x v^{a-\tau} dv \leq C x^{a+1-\tau}.

\quad (4.26)
$$

For the lower bound, we first assume that $x \leq n^{1/(\tau-1)}$ and use that

$$
\mathbb{E}[W_n^a \mathbb{1}_{(W_n \leq x)}] = a^{-1} \int_0^x v^{a-1} [F_n(x) - F_n(v)] dv \geq a^{-1} \int_0^{x/2} v^{a-1} [F_n(x) - F_n(v)] dv

= a^{-1} \int_0^{x/2} v^{a-1} [1 - F_n(v)] dv - a^{-1} [1 - F_n(x)] \int_0^{x/2} v^{a-1} dv

\geq a^{-1} \int_0^{x/n} v^{a-1} [1 - F(v)] dv - a^{-1} \int_0^{x/n} v^{a-1} ndv - a^{-1} [1 - F(x)] \int_0^{x/n} v^{a-1} dv

\geq C(\varepsilon x)^{a+1-\tau} - C(\varepsilon x)^a/n - C x^{-(\tau-1)}(\varepsilon x)^a

= C\varepsilon^{a+1-\tau} x^{a+1-\tau} \left(1 - \varepsilon^{-1} (x/n^{1/(\tau-1)})^{\tau-1} - \varepsilon^{\tau-1}\right) \geq C_2 x^{a+1-\tau},

\quad (4.27)
$$

when we take $\varepsilon > 0$ sufficiently small, and we use that $x \leq n^{1/(\tau-1)}$. When $x \geq n^{1/(\tau-1)}$, then we can use that $w_1 \geq cn^{1/(\tau-1)}$, so that

$$
\mathbb{E}[W_n^a \mathbb{1}_{(W_n \leq x)}] \geq w_1^a/n \geq (cn^{1/(\tau-1)})^a/n = C_2 (n^{1/(\tau-1)})^{a+1-\tau}.

\quad (4.28)
$$
4.2 Connection to mixed Poisson branching processes

In this section, we discuss the relation between our Poissonian random graph and mixed Poisson branching processes due to Norros and Reittu [36].

Stochastic domination of neighborhoods by a branching process. We shall dominate
the cluster of a vertex in the Norros-Reittu model by the total progeny of a two-stage branching
processes with mixed Poissonian offspring.

In order to describe this relation, we consider the neighborhood shells of a uniformly chosen

vertex \( V \in [n] \), i.e., all vertices on a fixed graph distance of vertex \( V \). More precisely,

\[ \partial N_0 = \{ V \} \quad \text{and} \quad \partial N_l = \{ 1 \leq j \leq n : d(V, j) = l \}, \]

(4.29)

where \( d(i, j) \) denotes the graph distance between vertices \( i \) and \( j \) in \( NR_n(w) \), i.e., the minimum number of edges in a path between the vertices \( i \) and \( j \). Define the set of vertices reachable in at
most \( j \) steps from vertex \( V \) by

\[ N_l = \{ 1 \leq j \leq n : d(V, j) \leq l \} = \bigcup_{k=0}^{l} \partial N_k. \]

(4.30)

The main idea is that we can explicitly view the neighborhood sizes \( \{|N_l|\}_{l=0}^{\infty} \) as a marked Poisson branching process where repeated vertices are thinned. The NR-process is a marked two-
stage branching process denoted by \( \{Z_t, M\}_{t \geq 0} \), where \( Z_t \) denotes the number of individuals of
generation \( t \), and where the vector

\[ M = (M_{t,1}, M_{t,2}, \ldots, M_{t,Z_t}) \in [n]^{Z_t}, \]

(4.31)

denotes the marks of the individuals in generation \( t \). These marks shall label to which vertex in
\( NR_n(w) \) an individual in the branching process corresponds. We now give a more precise definition
of the NR-process and describe its connection with \( NR_n(w) \).

We define \( Z_0 = 1 \) and take \( M_{0,1} \) uniformly from the set \([n]\), corresponding to the choice of \( A_1 \), which is uniformly over all the vertices. The offspring of an individual with mark \( m \in [n] \) is as
follows: the total number of children has a Poisson distribution with parameter \( w_m \), of which, for
each \( i \in [n] \), a Poisson distributed number with parameter

\[ \frac{w_i w_m}{l_n}, \]

(4.32)

bears mark \( i \), independently of the other individuals. Since

\[ \sum_{i=1}^{n} \frac{w_i w_m}{l_n} = \frac{w_m}{l_n} \sum_{i=1}^{n} w_i = w_m, \]

(4.33)

and sums of independent Poisson random variables are again Poissonian, we may take the number of children with different marks mutually independent. As a result of this definition, the marks of the children of an individual in \( \{Z_t, M\}_{t \geq 0} \) can be seen as independent realizations of a random
variable \( M \), with distribution

\[ \mathbb{P}(M = m) = \frac{w_m}{l_n}, \quad 1 \leq m \leq n, \]

(4.34)
and, consequently,

\[ P(w_m \leq x) = \sum_{m=1}^{n} \mathbb{1}_{\{w_m \leq x\}} P(M = m) = \frac{1}{n} \sum_{m=1}^{n} w_m \mathbb{1}_{\{w_m \leq x\}} = P(W_n^* \leq x), \tag{4.35} \]

where, for a non-negative random variable \( W \), we let \( W^* \) denote its size-biased distribution given by

\[ P(W^* \leq x) = \frac{E[W \mathbb{1}_{\{W \leq x\}}]}{E[W]}. \tag{4.36} \]

The above shows that size-biasing naturally arises in the context of inhomogeneous random graphs.

For the definition of the \( \text{NR} \)-process, we start with a copy of the \( \text{NR} \)-process to the neighborhood shells in such a way that \( M \) is identified with vertex \( V \) and let \( f \) is a branching process, see [36, Proposition 3.2] and the discussion proceeding it. The offspring distribution of the second and further generations by independent \( \text{NR} \)-process and is denoted by the sequence \( \{Z_l, M_l\}_{l \geq 0} \). One of the main results of [36, Proposition 3.1] is the fact that the distribution of \( \{\partial N_l\}_{l \geq 0} \) is equal to that of:

**Proposition 4.4** (Neighborhoods are a thinned marked branching process). Let \( \{Z_l, M_l\}_{l \geq 0} \) be the \( \text{NR} \)-process and let \( M_l \) be the set of marks in the \( l \)th generation, then the sequence of sets \( \{M_l\}_{l \geq 0} \) has the same distribution as the sequence \( \{\partial N_l\}_{l \geq 0} \) given by (4.29).

As a consequence of Proposition 4.4, we can couple the \( \text{NR} \)-process to the neighborhood shells of a uniformly chosen vertex \( V \in [n] \), i.e., all vertices on a fixed graph distance of \( V \), see (4.29) and note that \( V \sim M_{0,1} \). Thus, using Proposition 4.4, we can couple the expansion of the neighborhood shells and the \( \text{NR} \)-process in such a way that

\[ M_l = \partial N_l \quad \text{and} \quad Z_l = |\partial N_l|, \quad l \geq 0. \tag{4.38} \]

Furthermore, we see that an individual with mark \( m \) in the \( \text{NR} \)-process is identified with vertex \( m \) in the graph \( \text{NR}_n(w) \) whose capacity is \( w_m \).

For given weights \( \{w_i\}_{i=1}^{n} \), we now describe the distribution of the marked Poisson process. For this, we note that since the marks are mutually independent, the marked Poisson process is a branching process, see [36, Proposition 3.2] and the discussion proceeding it. The offspring distribution \( f^{(n)} \) of \( Z_1 \), i.e., the first generation of \( \{Z_l\}_{l \geq 0} \), is given by

\[ f_k^{(n)} = P(\text{Poi}(W_n) = k) = \frac{1}{n} \sum_{m=1}^{n} e^{-w_m} \frac{w_m^k}{k!}, \tag{4.39} \]

for \( k \geq 0 \). Recall that individuals in the second and further generations have a random mark distributed as an independent copy of \( M \) given by (4.34). Hence, if we denote the offspring distribution of the second and further generations by \( g^{(n)} \), then we obtain

\[ g_k^{(n)} = P(\text{Poi}(W_n^*) = k) = \frac{1}{l_n} \sum_{m=1}^{n} e^{-w_m} \frac{w_m^{k+1}}{k!}, \tag{4.40} \]

for \( k \geq 0 \). This describes a stochastic upper bound on the neighborhood shells of a uniform vertex \( V \in [n] \) in the Norros-Reittu model \( \text{NR}_n(w) \) in terms of a normal branching process.
Otter-Dwass formula for the branching process total progeny. Our proofs make crucial use of the Otter-Dwass formula, which describes the distribution of the total progeny of a branching process. This result is sometimes called the random-walk hitting time theorem, see [16] for the special case when the branching process starts with a single individual and [37] for the more general case. See [24] for a simple proof based on induction. The Otter-Dwass formula is an extremely useful result to study the cluster sizes in random graphs.

Lemma 4.5 (Otter-Dwass formula). Let $X_1, X_2, X_3, \ldots$ be i.i.d. random variables distributed as $Z$. Let $\mathbb{P}_m$ denote the Galton-Watson process measure started from $m$ initial individuals. For all $n \in \mathbb{N}$,

$$\mathbb{P}_m(T = k) = \frac{m^k}{k!} \mathbb{P}(\sum_{i=1}^{k} X_i = k - m).$$

(4.41)

The survival probability of near-critical mixed Poisson branching processes. We shall also need bounds on the survival probability of near-critical mixed Poisson branching processes.

Lemma 4.6 (Survival probability of near-critical mixed Poisson branching processes.). Let $\rho_n$ be the survival probability of a mixed Poisson branching process with offspring distribution $X_n$. Assume that $\epsilon_n = \mathbb{E}[W_n^*] - 1 = \nu_n - 1 \geq 0$ and $\epsilon_n = o(1)$. When (1.12) holds for some $\tau > 4$, then there exists a constant $c > 0$ such that

$$\rho_n \leq c\epsilon_n.$$  

(4.42)

When (1.16) holds for some $\tau \in (3, 4)$, then

$$\rho_n \leq c(\epsilon^{1/(\tau-3)} n^{1/(\tau-1)}).$$

(4.43)

Proof. We use that the survival probability $\rho$ of a branching process with offspring distribution $X$ satisfies

$$1 - \rho = \mathbb{E}[(1 - \rho)^X].$$

(4.44)

In our case, $X$ has a mixed Poisson distribution with mixing distribution $W_n^*$, so that

$$1 - \rho_n = \mathbb{E}[(1 - \rho_n)^X] = \mathbb{E}[e^{-\rho_n W_n^*}].$$

(4.45)

Now, we use that $e^{-x} \geq 1 - x$ when $x \geq 1/2$ and $e^{-x} \geq 1 - x + x^2/4$ when $x \leq 1/2$, to arrive at

$$1 - \rho_n \geq 1 - \rho_n \mathbb{E}[W_n^*] + \frac{\rho_n^2}{4} \mathbb{E}[(W_n^*)^2 1_{\{\rho_n W_n^* \leq 1/2\}}].$$

(4.46)

Rearranging terms and using that $\mathbb{E}[W_n^*] = \nu_n$, we obtain

$$\rho_n \mathbb{E}[(W_n^*)^2 1_{\{\rho_n W_n^* \leq 1/2\}}] \leq 4(\nu_n - 1) = 4\epsilon_n.$$ (4.47)

Now, when (1.12) holds for some $\tau > 4$, then

$$\mathbb{E}[(W_n^*)^2 1_{\{\rho_n W_n^* \leq 1/2\}}] = \mathbb{E}[(W_n^*)^2](1 + o(1)) = \frac{\mathbb{E}[W_n^3]}{\mathbb{E}[W]^3}(1 + o(1)),$$  

(4.48)

so that $\rho_n \leq c\epsilon_n$ for some constant $c > 0$. When, on the other hand, (1.16) holds for some $\tau \in (3, 4)$, then, either $\rho_n \leq 2n^{-1/(\tau-1)}$, or $\rho_n \geq 2n^{-1/(\tau-1)}$, in which case we may apply Lemma 4.3(ii) to obtain

$$\mathbb{E}[(W_n^*)^2 1_{\{\rho_n W_n^* \leq 1/2\}}] \geq c\rho_n^{\tau - 4},$$

(4.49)

so that

$$c\rho_n^{\tau - 3} \leq 4\epsilon_n,$$

(4.50)

which proves (4.43). This proves that $\rho_n \leq c(\epsilon^{1/(\tau-3)} n^{1/(\tau-1)})$. 

5 An upper bound on the cluster tail

In this section, we shall prove an upper bound on the tail probabilities of critical clusters. In its statement, we denote

$$
\delta = \begin{cases} 
2 & \text{for } \tau > 4, \\
\tau - 2 & \text{for } \tau \in (3, 4), 
\end{cases} \quad \alpha = \begin{cases} 
1 & \text{for } \tau > 4, \\
\tau - 3 & \text{for } \tau \in (3, 4). 
\end{cases}
$$

We shall prove the upper bounds in Theorems 1.1–1.4 all at once.

**Proposition 5.1** (An upper bound on the cluster tail). Fix $\text{NR}_n(\mathbf{w})$ with $\mathbf{w} = \{w_i\}_{i=1}^n$ as in (1.3), and assume that the distribution function $F$ in (1.3) satisfies $\nu = 1$. Fix $\varepsilon_n = o(1)$, and let $\mathbf{w}$ be defined as in (1.20). Assume that (1.12) holds for some $\tau > 4$, or that (1.14) holds for some $\tau \in (3, 4)$, and fix $\varepsilon_n$ such that $|\varepsilon_n| \leq \Lambda n^{-\alpha/(\delta+1)}$ for some $\Lambda > 0$, where we recall the definitions of $\delta$ and $\alpha$ in (5.1). Then, there exists an $a_1 > 0$ such that for all $k \geq 1$ and for $V$ a uniform vertex in $[n]$, there exists a constant $a_1 > 0$ such that

$$
\mathbb{P}(|C(V)| \geq k) \leq a_1(k^{-1/\delta} + (\varepsilon_n \vee n^{-\alpha/(\delta+1)})^{1/\alpha}).
$$

By Proposition 3.1, Proposition 5.1 proves the upper bounds on $|C_{\max}|$ in Theorems 1.1–1.4. The remainder of this section will be devoted to the proof of Proposition 5.1.

**Dominating the two-stage branching process by an ordinary branching process.** Using the description of the neighborhood shells in Proposition 4.4, we arrive at the bound, valid for all $k$,

$$
\mathbb{P}(|C(V)| \geq k) \leq \mathbb{P}(T^{(2)} \geq k),
$$

where $T^{(2)}$ is the total progeny of the two-stage branching process described below (4.40). Unfortunately, the Otter-Dwass formula (Lemma 4.5) is not valid as is for two-stage branching processes, and we first establish that, for every $k \geq 0$,

$$
\mathbb{P}(T^{(2)} \geq k) \leq \mathbb{P}(T \geq k),
$$

where $T$ is the total progeny of a mixed Poisson branching process with offspring distribution $g^{(n)} = \{g_k^{(n)}\}_{k=0}^\infty$ defined in (4.40). The bound in (5.4) is equivalent to the fact that $T^{(2)} \preceq T$, where $X \preceq Y$ means that $X$ is stochastically smaller than $Y$. Since the distributions of $T^{(2)}$ and $T$ agree except for the offspring of the root, we have that $T^{(2)} \preceq T$ follows when $Z_1^{\text{un}} \preceq Z_1^{\text{sb}}$, where $Z_1^{\text{un}}$ has mixed Poisson distribution with mixing distribution $W_n$, and where $Z_1^{\text{sb}}$ has a mixed Poisson distribution with mixing random variable $W_n^*$. For two mixed Poisson random variables $X, Y$ with mixing random variables $W_X$ and $W_Y$, respectively, $X \preceq Y$ follows when $W_X \preceq W_Y$. The proof of (5.4) is completed by noting that, for any non-negative random variable $W$, and for $W^*$ its size-biased version, we have $W \preceq W^*$.

**The total progeny of our mixed Poisson branching process.** By (5.3)–(5.4),

$$
\mathbb{P}(|C(V)| \geq k) \leq \mathbb{P}(T \geq k) = \mathbb{P}(T = \infty) + \sum_{l=k}^{\infty} \mathbb{P}(T = l)
= \mathbb{P}(T = \infty) + \sum_{l=k}^{\infty} \frac{1}{l} \mathbb{P}(\sum_{i=1}^{l} X_i = l - 1),
$$

(5.5)
where the last formula follows from Lemma 4.5 for \( m = 1 \), and where \( \{X_i\}_{i=1}^{\infty} \) is an i.i.d. sequence with a mixed Poisson distribution with mixing random variable \( W^*_n \). In the following lemma, we shall investigate \( \mathbb{P}(\sum_{i=1}^{l} X_i = l - 1) \):

**Proposition 5.2** (Upper bound on probability mass function of \( \sum_{i=1}^{l} X_i \)). Let \( \{X_i\}_{i=1}^{\infty} \) be an i.i.d. sequence with a mixed Poisson distribution with mixing random variable \( \tilde{W}^*_n = (1 + \varepsilon_n)W^*_n \), where \( W^*_n \) is defined in (4.35). Under the assumptions of Proposition 5.1, there exists an \( \bar{\alpha}_1 > 0 \) such that for all \( l \geq n^{\delta/(1+\delta)} \), such that, for \( n \) sufficiently large,

\[
\mathbb{P}(\sum_{i=1}^{l} X_i = l - 1) \leq \bar{\alpha}_1 \left(l^{-1/\delta} + (n^{(\tau-\delta)/(\tau-1)} \wedge 1)l^{-1/2}\right).
\] (5.6)

where \( \delta > 0 \) is defined in (5.1).

**Proof.** We rewrite, using the Fourier inversion theorem, and writing \( \phi_n(t) = \mathbb{E}[e^{itX_1}] \) for the characteristic function of the random variables \( \{X_i\}_{i=1}^{\infty} \),

\[
\mathbb{P}(\sum_{i=1}^{l} X_i = l - 1) = \int_{[-\pi,\pi]} e^{-i(l-1)t} \phi_n(t) \frac{dt}{2\pi},
\] (5.7)

so that

\[
\mathbb{P}(\sum_{i=1}^{l} X_i = l - 1) \leq \int_{[-\pi,\pi]} |\phi_n(t)|l \frac{dt}{2\pi},
\] (5.8)

Since \( X_1 \) has a mixed Poisson distribution with mixing random variable \( \tilde{W}^*_n \), we obtain

\[
\phi_n(t) = \mathbb{E}[e^{itX_1}] = \mathbb{E}[e^{(e^{it} - 1)\tilde{W}^*_n}].
\] (5.9)

By dominated convergence and the weak convergence of \( \tilde{W}^*_n \) to \( W^*_n \), for every \( t \in [-\pi,\pi] \),

\[
\lim_{n \to \infty} \phi_n(t) = \phi(t) = \mathbb{E}[e^{W^*(e^{it} - 1)}].
\] (5.10)

Since, further,

\[
|\phi_n'(t)| = |\mathbb{E}[W^*_ne^{it(e^{it} - 1)}\tilde{W}^*_n]| \leq \mathbb{E}[|\tilde{W}^*_n|] = \tilde{\nu}_n = (1 + \varepsilon_n)\nu_n = 1 + o(1),
\] (5.11)

which is uniformly bounded, the convergence in (5.10) is uniform for all \( t \in [-\pi,\pi] \). Finally, a mixed Poisson random variable for which the mixing distribution is not degenerated at 0 satisfies that for every \( \eta > 0 \), there exists \( \varepsilon > 0 \) such that \( |\phi(t)| < 1 - 2\varepsilon \) for all \( |t| > \eta \). Therefore, uniformly for sufficiently large \( n \), for every \( \eta > 0 \), there exists \( \varepsilon > 0 \) such that \( |\phi_n(t)| < 1 - \varepsilon \) for all \( |t| > \eta \). Thus,\[
\int_{[-\pi,\pi]} |\phi_n(t)|l \frac{dt}{2\pi} \leq (1 - \varepsilon)^l + \int_{[-\eta,\eta]} |\phi_n(t)|l \frac{dt}{2\pi}.
\] (5.12)

We start by deriving the bound when \( \tau > 4 \), by bounding

\[
|\phi_n(t)| \leq \mathbb{E}[e^{-\tilde{W}^*_n|1-\cos(t)|}].
\] (5.13)

Now using that, uniformly for \( t \in [-\pi,\pi] \), there exists an \( a > 0 \) such that

\[
1 - \cos(t) \geq at^2,
\] (5.14)
and, for $x \leq 1$, $e^{-x} \leq 1 - x/2$, we arrive at

$$|\phi_n(t)| \leq E[e^{-a\tilde{W}_n^*t^2}] \leq E[(1 - a\tilde{W}_n^*t^2/2)\mathbb{I}_{\{a\tilde{W}_n^*t^2 \leq 1\}}] + E[\mathbb{I}_{\{a\tilde{W}_n^*t^2 > 1\}}] = 1 - at^2E[\tilde{W}_n^*] + E[\mathbb{I}_{\{a\tilde{W}_n^*t^2 > 1\}}(1 + a\tilde{W}_n^*t^2/2)].$$

(5.15)

Further bounding, using Lemma 4.3 and $\tau > 4$,

$$E[\mathbb{I}_{\{a\tilde{W}_n^*t^2 > 1\}}(1 + a\tilde{W}_n^*t^2/2)] = o(t^2),$$

(5.16)

we finally obtain that, uniformly for $t \in [-\eta, \eta]$, there exists a $b > 0$ such that

$$|\phi_n(t)| \leq 1 - bt^2.$$ 

(5.17)

Thus, there exists a constant $a_2 > 0$ such that

$$\int_{[-\pi,\pi]} |\phi_n(t)|^2 \frac{dt}{2\pi} \leq (1 - \varepsilon)^2 + \int_{[-\eta,\eta]} (1 - bt^2)^2 \frac{dt}{2\pi} \leq \frac{a_2}{b^{1/2}},$$

(5.18)

which proves (5.6) for $\delta = 2$ for all $\tau > 3$.

In order to prove (5.6) for $\delta = \tau - 2 < 2$ for $\tau \in (3, 4)$, we have to obtain a sharper bound on $|\phi_n(t)|$. For this, we identify

$$\phi_n(t) = \text{Re}(\phi_n(t)) + i\text{Im}(\phi_n(t)),$$

(5.19)

where

$$\text{Re}(\phi_n(t)) = E[\cos(\tilde{W}_n^* t) e^{-\tilde{W}_n^* [1 - \cos(t)]}],$$

(5.20)

$$\text{Im}(\phi_n(t)) = E[\sin(\tilde{W}_n^* t) e^{-\tilde{W}_n^* [1 - \cos(t)]}],$$

(5.21)

so that

$$|\phi_n(t)|^2 = \text{Re}(\phi_n(t))^2 + \text{Im}(\phi_n(t))^2.$$ 

(5.22)

We start by upper bounding $|\text{Im}(\phi_n(t))|$, by using that for all $t \in \mathbb{R}$,

$$|\sin(t)| \leq |t|,$$

(5.23)

so that, since $\tilde{\nu}_n = 1 + o(1)$,

$$|\text{Im}(\phi_n(t))| \leq |t|E[\tilde{W}_n^*] = |t|(1 + o(1)).$$

(5.24)

Further,

$$\text{Re}(\phi_n(t)) = 1 - E[1 - \cos(\tilde{W}_n^* t) e^{-\tilde{W}_n^* [1 - \cos(t)]}] + E[\cos(\tilde{W}_n^* t) e^{-\tilde{W}_n^* [1 - \cos(t)]} - 1].$$

(5.25)

By the uniform convergence in (5.10) and the fact that, for $\eta > 0$ small enough, $\text{Re}(\phi(t)) \geq 0$, we only need to derive an upper bound on $\text{Re}(\phi_n(t))$ rather than on $|\text{Re}(\phi_n(t))|$. For this, we use that

$$1 - e^{-x} \leq x \quad \text{and} \quad 1 - \cos(t) \leq t^2/2,$$

to bound

$$|E[\cos(\tilde{W}_n^* t) e^{-\tilde{W}_n^* [1 - \cos(t)]} - 1]| \leq E[1 - e^{-\tilde{W}_n^* [1 - \cos(t)]}] \leq |1 - \cos(t)|E[\tilde{W}_n^*] \leq \tilde{\nu}_n t^2/2.$$ 

(5.26)
Further, using \((5.14)\) whenever \(\tilde{W}_n^* \leq 1\), so that also \(\tilde{W}_n^* |\sin(t)| \leq \tilde{W}_n^* |t| \leq 1\,\text{ and } 1 - \cos(\tilde{W}_n^* \sin(t)) \geq 0\) otherwise, we obtain

\[
\text{Re}(\phi_n(t)) \leq 1 - a \sin(t)^2 \mathbb{E}[(\tilde{W}_n^*)^2 \mathbb{I}_{\{|\tilde{W}_n^*| \leq 1\}}] + \tilde{v}_n t^2/2 = 1 - a t^2 \frac{\mathbb{E}[W_n^3 \mathbb{I}_{\{|W_n| \leq 1\}}]}{\mathbb{E}[W_n]} + \tilde{v}_n t^2/2. \tag{5.27}
\]

By Lemma 4.3, we have that

\[
\mathbb{E}[W_n^3 \mathbb{I}_{\{|W_n| \leq 1\}}] \geq C_1 \left(|t| \vee n^{-1/(\tau-1)}\right)^{\tau-4}. \tag{5.28}
\]

Combining (5.27) with (5.28), we obtain that, uniformly in \(|t| \leq \eta\) for some small enough \(\eta > 0\),

\[
\text{Re}(\phi_n(t)) \leq \begin{cases} 
1 - 2a_{ub} |t|^{\tau - 2} & \text{for } |t| \geq n^{-1/(\tau-1)}, \\
1 - 2a_{ub} t^2 n^{(4-\tau)/(\tau-1)} & \text{for } |t| \leq n^{-1/(\tau-1)}.
\end{cases} \tag{5.29}
\]

which, combined with (5.22) and (5.24) shows that, for \(|t| \leq \eta\) and \(\eta > 0\) sufficiently small,

\[
|\phi_n(t)| \leq \begin{cases} 
e^{-a_{ub} t^2 \tau/2} & \text{for } |t| \geq n^{-1/(\tau-1)}, \\
e^{-a_{ub} t^2 n^{(4-\tau)/(\tau-1)}/2} & \text{for } |t| \leq n^{-1/(\tau-1)}.
\end{cases} \tag{5.30}
\]

Thus, there exists a constant \(\tilde{a}_1 > 0\) such that

\[
\int_{[-\pi,\pi]} |\phi_n(t)| t \frac{dt}{2\pi} \leq (1 - \varepsilon)^t + \int_{[-\eta,\eta]} e^{-t_{a_{ub}} |t|^{\tau - 2}/2} dt + \int_{[-n^{-1/(\tau-1)}, n^{-1/(\tau-1)}]} e^{-t a_{ub} t^2 n^{(4-\tau)/(\tau-1)}/2} dt \leq \tilde{a}_1 \frac{\tilde{a}_1 n^{(4-\tau)/(\tau-1)}}{\sqrt{t}} = \tilde{a}_1 \left(l^{-1/\delta} + n^{(4-\tau)/(2(\tau-1)l^{-1/2})}\right), \tag{5.31}
\]

which proves (5.6) for \(\delta = \tau - 2\) for when \(\tau \in (3, 4)\).

Now we are ready to prove Proposition 5.1.

**Proof of Proposition 5.1.** By (5.5) and Lemma 4.6,

\[
\mathbb{P}(|C(V)| \geq k) \leq c(e^{\varepsilon_n^{1/\alpha} \vee n^{-1/(\tau-1)}} + \tilde{a}_1 \sum_{1=0}^{\infty} \frac{1}{l^{(\delta+1)/\delta}} + \tilde{a}_1 \sum_{1=0}^{\infty} l^{-3/2}) \leq c(e \vee n^{\alpha/(\tau-1)})^{1/\alpha} + \tilde{a}_1 \frac{\delta}{k^{1/\delta}} + \left(n^{(\tau-4)/(2(\tau-1))} - 2\right) k^{-1/2}, \tag{5.32}
\]

the final term being absent for \(\tau > 4\). The proof is completed by noting that, for \(k \geq n^{\delta/(\delta+1)} = n^{(\tau-2)/(\tau-1)}\), \(n^{(\tau-4)/(2(\tau-1))} k^{-1/2} \leq n^{(\tau-4)/(2(\tau-1))} n^{(\tau-2)/(2(\tau-1))} = n^{-1/(\tau-1)}\).

Thus, the last term in (5.32) can be incorporated into the first term, for the appropriate choice of \(a_1\). This proves the claim in (5.2).

**5.1 An upper bound on the expected cluster size**

We now slightly extend the above computation to prove a bound on the expected cluster size, which we shall need in order to apply Proposition 3.3 (recall (3.19)).
Proposition 5.3 (An upper bound on the expected cluster size). Assuming that \( \tilde{\nu}_n \leq 1 - cn^{-\alpha/(\delta+1)} \), there exists a \( K > 0 \) such that for \( V \) a uniform vertex in \([n]\),

\[
\mathbb{E}[|C(V)|] \leq Kn^{\alpha/(\delta+1)}.
\]  

(5.34)

Proposition 5.3 proves (3.19) in Proposition 3.3 when we note that, by (5.1), \( \alpha = \delta - 1 \).

Proof. We note that by (5.3) and (5.4),

\[
\mathbb{E}[|C(V)|] \leq \mathbb{E}[T^{(2)}] \leq \mathbb{E}[T] = \frac{1}{1 - \tilde{\nu}_n} \leq c^{-1}n^{\alpha/(\delta+1)} = Kn^{\alpha/(\delta+1)},
\]  

when \( K = 1/c \). This completes the proof of Proposition 5.3. \( \square \)

6 A lower bound on the cluster tail

In this section, we prove a lower bound on the cluster tail. We shall pick \( \tilde{w}_i \) as in (1.18), and assume the bounds on \( \varepsilon_n \) in Theorem 1.3 for \( \tau > 4 \) and the assumptions of Theorem 1.4 for \( \tau \in (3,4) \). The main result is the following proposition:

Proposition 6.1 (A lower bound on the cluster tail). Fix \( NR_n(w) \) with \( w = \{w_i\}_{i=1}^n \) as in (1.3), and assume that the distribution function \( F \) in (1.3) satisfies \( \nu = 1 \). Fix \( \varepsilon_n = o(1) \), and let \( \tilde{w} \) be defined as in (1.20). Assume that (1.12) holds for some \( \tau > 4 \), or that (1.16) holds for some \( \tau \in (3,4) \), and fix \( \varepsilon_n \) such that \( |\varepsilon_n| \leq \Lambda n^{-\alpha/(\delta+1)} \) for some \( \Lambda > 0 \), where we recall the definitions of \( \delta \) and \( \alpha \) in (5.1). Then, there exists an \( a_1 > 0 \) such that for all \( k \geq 1 \) and for \( V \) a uniform vertex in \([n]\), there exists a constant \( a_2 > 0 \) such that

\[
\mathbb{P}(|C(V)| \geq k) \geq \frac{a_2}{k^{1/\delta}}.
\]  

(6.1)

The key ingredient in the proof of Proposition 6.1 is again the coupling to branching processes. Indeed, let \( T^{(2)} \) denote the total progeny of the branching process \( \{Z_t\}_{t=0}^\infty \) defined in Section 4.2. Note the explicit coupling between the cluster size \( |C(V)| \) and \( T \) described there. We can then bound

\[
\mathbb{P}(|C(V)| \geq k) \geq \mathbb{P}(T^{(2)} \geq 2k, |C(V)| \geq k) = \mathbb{P}(T^{(2)} \geq 2k) - \mathbb{P}(T^{(2)} \geq 2k, |C(V)| < k).
\]  

(6.2)

The following lemmas contain bounds on both contributions:

Lemma 6.2 (Lower bound tail total progeny). Under the assumptions of Proposition 6.1, there exists a constant \( a_2 > 0 \) such that

\[
\mathbb{P}(T^{(2)} \geq k) \geq \frac{2a_2}{k^{1/\delta}}.
\]  

(6.3)

Lemma 6.3 (Upper bound cluster tail coupling). Under the assumptions of Theorem 1.1 for \( \tau > 4 \) and the assumptions of Theorem 1.2 for \( \tau \in (3,4) \), for all \( k \leq \varepsilon_n^{(\delta-1)/(\delta+1)} \), there exists constants \( c, p > 0 \) such that

\[
\mathbb{P}(T^{(2)} \geq 2k, |C(V)| < k) \leq \frac{c\varepsilon^p}{k^{1/\delta}}.
\]  

(6.4)
Proof of Proposition 6.1 subject to Lemmas 6.2-6.3. Recall (6.2), and substitute the bounds in Lemmas 6.2-6.3 to conclude that, for all $\varepsilon > 0$ sufficiently small,

$$\mathbb{P}(|C(V)| \geq k) \geq \frac{2a_2}{(2k)^{1/\delta}} - \frac{c\varepsilon^p}{k^{1/\delta}} \geq \frac{a_2}{k^{1/\delta}}, \quad (6.5)$$

where $\varepsilon > 0$ is so small that $2^{1-1/\delta}a_2 - c\varepsilon^p \geq a_2$. This is possible, since $\delta > 1$.

Proof of Lemma 6.2. We start by noting that

$$\mathbb{P}(T(2) \geq k) \geq \mathbb{P}(T(2) \geq k, Z_1 = 1) = \mathbb{P}(T \geq k - 1)\mathbb{P}(Z_1 = 1) \geq \mathbb{P}(T \geq k)\mathbb{P}(Z_1 = 1), \quad (6.6)$$

where $T$ is a standard branching process with offspring distribution $g^{(n)}$ in (4.40). Note that, by (4.39),

$$\mathbb{P}(Z_1 = 1) = f_1^{(n)} = \mathbb{E}[W_ne^{-W_n}] = \mathbb{E}[We^{-W}] + o(1), \quad (6.7)$$

which remains strictly positive. Thus, it suffices to prove a lower bound on $\mathbb{P}(T \geq k - 1)$. For this, we bound

$$\mathbb{P}(T \geq k) \geq \sum_{l=k}^{\infty} \mathbb{P}(T = l) = \sum_{l=k}^{\infty} \frac{1}{l} \mathbb{P}(\sum_{i=1}^{l} X_i = l - 1) \geq \sum_{l=k}^{\infty} \frac{1}{l} \mathbb{P}(\sum_{i=1}^{l} X_i = l - 1) \geq \sum_{l=k}^{\infty} \frac{1}{l} \mathbb{P}(\sum_{i=1}^{l} X_i = l - 1). \quad (6.8)$$

We start by studying the case $\tau > 4$. Denote $Y_l = W_{n,l}^*$, where $\{W_{n,s}^*\}_{n=1}^{\infty}$ are i.i.d. copies of the random variable $W_n^*$. Then, conditionally on $\{W_{n,s}^*\}_{s=1}^{l}$, the random variable $\sum_{i=1}^{l} X_i$ has a Poisson distribution with parameter $\sum_{i=1}^{l} Y_l$. Thus,

$$\mathbb{P}(\sum_{i=1}^{l} X_i = l - 1) = \mathbb{E}\left[\mathbb{P}(\sum_{i=1}^{l} X_i = l - 1 \mid Y_l)\right] = \mathbb{E}\left[(\sum_{i=1}^{l} Y_l)^{l-1} (l-1)! e^{-\sum_{i=1}^{l} Y_l} \right] = \mathbb{E}\left[\frac{1}{Y_l} (\sum_{i=1}^{l} Y_l)^{l-1} e^{-\sum_{i=1}^{l} Y_l} \right]. \quad (6.9)$$

Now, by Stirling’s formula, $l! \leq 3l^{l+1/2}e^{-l}$, so that

$$\mathbb{P}(\sum_{i=1}^{l} X_i = l - 1) \geq \frac{1}{3\sqrt{l}} \mathbb{E}\left[\frac{1}{Y_l} (\sum_{i=1}^{l} Y_l)^{l-1} e^{-\sum_{i=1}^{l} Y_l} \right] \geq \frac{1}{3(1-\eta)^{l}} \mathbb{E}\left[e^{-lI(\sum_{i=1}^{l} Y_l)} \mathbb{I}_{\{Y_l \in [1-\eta, 1+\eta]\}} \right]. \quad (6.10)$$

where we denote

$$I(\lambda) = \lambda - 1 - \log \lambda. \quad (6.11)$$

By a Taylor expansion, we see that, for all $\lambda \in [1-\eta, 1+\eta]$,

$$I(\lambda) = \frac{1}{2} (\lambda - 1)^2 + O((\lambda - 1)^3) \leq (\lambda - 1)^2, \quad (6.12)$$

so that we arrive at

$$\mathbb{P}(\sum_{i=1}^{l} X_i = l - 1) \geq \frac{1}{3(1-\eta)^{l}} \mathbb{E}\left[e^{-lI(\sum_{i=1}^{l} Y_l)} \mathbb{I}_{\{Y_l \in [1-\eta, 1+\eta]\}} \right] = \frac{1}{3(1-\eta)^{l}} \mathbb{E}\left[e^{-lI(\sum_{i=1}^{l} Y_l)} \mathbb{I}_{\{Y_l \in [1-\eta, 1+\eta]\}} \right]. \quad (6.13)$$
By Jensen’s inequality,
\[
P\left( \sum_{i=1}^{l} X_i = l - 1 \right) \geq \frac{1}{3(1-\eta)l^{3/2}} \left( e^{-l\mathbb{E}[(\bar{Y}_l-1)^2]} - e^{-\eta^2 l} \right), \tag{6.14}
\]
and we compute
\[
l\mathbb{E}[(\bar{Y}_l - 1)^2] = \frac{1}{l} \text{Var}(\sum_{i=1}^{l} Y_i) + l (\mathbb{E}[Y_1] - 1)^2 = \sigma_n^2 + l(\tilde{\nu}_n - \nu)^2, \tag{6.15}
\]
where
\[
\sigma_n^2 = \text{Var}(Y_1) = (1 + \varepsilon_n)^2 \left( \mathbb{E}[W_n^2] - \nu_n^2 \right) \rightarrow \sigma^2 = \mathbb{E}[(W^*)^2] - \nu^2 = \frac{\mathbb{E}[W^3]}{\mathbb{E}[W]} - \nu^2 < \infty, \tag{6.16}
\]
since \( \tau > 4 \). By Corollary 4.2, and for \( l \leq 2k \leq 2\varepsilon n^{2/3} \),
\[
l(\tilde{\nu}_n - \nu)^2 \leq c\varepsilon n^{2/3} |\varepsilon_n|^2 + 2\varepsilon n^{2/3} n^{-2(\tau-3)/(\tau-1)} \leq 2c\varepsilon, \tag{6.17}
\]
so that
\[
P\left( \sum_{i=1}^{l} X_i = l - 1 \right) \geq \frac{1}{3(1-\eta)l^{3/2}} \left( e^{-\sigma^2 - 2c\varepsilon} + o(1) \right). \tag{6.18}
\]
Thus,
\[
P(T \geq k) \geq 2k \sum_{l=k}^{2k} \frac{1}{3(1-\eta)l^{3/2}} \left( e^{-\sigma^2 - 2c\varepsilon} + o(1) \right) \geq \frac{\tilde{a}_2}{k^{1/2}}, \tag{6.19}
\]
which, together with (6.6) and (6.7), completes the proof for \( \tau > 4 \).

We continue with the proof for \( \tau \in (3, 4) \). We shall follow a large part of the analysis for the upper bound in Proposition 5.2, and, thus, the proof will be somewhat more sketchy.

Recall (5.7), to get
\[
P\left( \sum_{i=1}^{l} X_i = l - 1 \right) = \int_{[-\pi,\pi]} e^{it} \left( e^{-it\phi_n(t)} \right) \frac{dt}{2\pi}. \tag{6.20}
\]
It is not hard to see that, by the arguments in the proof of Proposition 5.2 (in particular, recall (5.30)),
\[
\int_{[-\pi,\pi]} (e^{it} - 1) \left( e^{-it\phi_n(t)} \right) \frac{dt}{2\pi} \leq cl^{2/(\tau-2)}, \tag{6.21}
\]
and, with \( K_l = K^{l^{-1/(\tau-2)}} \),
\[
\int_{[-\pi,\pi]\{[-K_l,K_l]} \left( e^{-it\phi_n(t)} \right) \frac{dt}{2\pi} \geq -e^{-cK^{\tau-2} l^{-1/(\tau-2)}}, \tag{6.22}
\]
so we are left to give a lower bound to of the form \( cl^{-1/(\tau-2)} \) for
\[
\int_{[-K_l,K_l]} \left( e^{-it\phi_n(t)} \right) \frac{dt}{2\pi}. \tag{6.23}
\]
Note that, by the uniform convergence of $e^{-it\phi_n(t)}$ to $e^{-it\phi(t)}$, we have that $e^{-it\phi_n(t)} \to 1$ uniformly for $t \in [-K, K]$. We shall first show that
\[
e^{-it\phi_n(t)} = \varphi_n(t) + O(t^2),
\]
(6.24)
where $\varphi_n(t)$ is defined in (4.13). For this, we use that
\[
\text{Re}(e^{-it\phi_n(t)}) = \mathbb{E} \left[ \cos(W_n^* \sin(t) - t)e^{-W_n^*[1-\cos(t)]} \right],
\]
(6.25)
\[
\text{Im}(e^{-it\phi_n(t)}) = \mathbb{E} \left[ \sin(W_n^* \sin(t) - t)e^{-W_n^*[1-\cos(t)]} \right],
\]
(6.26)
Using that
\[
|e^{-W_n^*[1-\cos(t)]} - 1| \leq cW_n^*[1 - \cos(t)] \leq cW_n^*t^2/2,
\]
(6.27)
we see that we can replace $e^{-W_n^*[1-\cos(t)]}$ by 1 in (6.25), at the expense of an error term of size $O(t^2)$. Further, using that
\[
|\cos(x + y) - \cos(x)| \leq |x|, \quad |\sin(x + y) - \sin(x)| \leq |x|, \quad |\sin(t) - t| \leq |t|^3/3,
\]
(6.28)
we see that
\[
|\cos(W_n^* \sin(t) - t) - \cos((W_n^* - 1)t)| \leq W_n^* |\sin(t) - t| \leq W_n^* |t|^3/3,
\]
(6.29)
and similarly $|\sin(w_j \sin(t) - t) - \sin((w_j - 1)t)| \leq w_j |t|^3/6$. This proves (6.24), and implies that
\[
\int_{[-K, K]} \text{Re}(e^{-it\phi_n(t)}) \frac{dt}{2\pi} = \int_{[-K, K]} \varphi_n(t) \frac{dt}{2\pi} + O(l \int_{[-K, K]} |t|^2 dt)
\]
\[
= \int_{[-K, K]} \text{Re}(\varphi_n(t)) \frac{dt}{2\pi} + O(lK^3)
\]
\[
= \int_{[-K, K]} \text{Re}(\varphi_n(t)) \frac{dt}{2\pi} + O(Kl^{1-3/(\tau-2)}),
\]
(6.30)
where $l^{1-3/(\tau-2)} = l^{-(5-\tau)/((\tau\tau-2))} = o(l^{1/(\tau-2)})$ for $\tau \in (3, 4)$. Thus, we shall be done if there exists a constant $C > 0$, which is independent from $K$, such that
\[
\int_{[-K, K]} \text{Re}(\varphi_n(t)) \frac{dt}{2\pi} \geq l^{-1/(\tau-2)} \int_{[-K, K]} \text{Re}(\varphi_n(tl^{1/(\tau-2)})) \frac{dt}{2\pi} \geq Cl^{-1/(\tau-2)}.
\]
(6.31)
To prove (6.31), we rewrite
\[
\varphi_n(t) = \varphi(t) \left( 1 + \frac{\varphi_n(t) - \varphi(t)}{\varphi(t)} \right)^t,
\]
(6.32)
so that
\[
\text{Re}(\varphi_n(t)^t) = \text{Re}(\varphi(t)^t) \text{Re} \left( 1 + \frac{\varphi_n(t) - \varphi(t)}{\varphi(t)} \right)^t - \text{Im}(\varphi(t)^t) \text{Im} \left( 1 + \frac{\varphi_n(t) - \varphi(t)}{\varphi(t)} \right)^t.
\]
(6.33)
When $t \to 0$,
\[
\varphi(t) = e^{-c|t|^{\tau-2}(1+o(1))},
\]
(6.34)
since \( W^* \) is in the domain of attraction of a stable distribution when (1.16) holds. Thus, pointwise
in \( t \) as \( l \to \infty \),

\[
\text{Re}\left( \varphi(t l^{1/(\tau-2)}) \right) = \text{Re}\left( e^{-c|t|^{\tau-2}(1+o(1))} \right) = e^{-c|t|^{\tau-2}} (1 + o(1)),
\]

and, pointwise in \( t \) as \( l \to \infty \),

\[
\text{Im}\left( \varphi(t l^{1/(\tau-2)}) \right) = o(1).
\]

Therefore, also using that

\[
\left| \text{Im}\left( \varphi(t l^{1/(\tau-2)}) \right) \text{Im}\left( 1 + \frac{\varphi_n(t l^{1/(\tau-2)}) - \varphi(t l^{1/(\tau-2)})}{\varphi(t l^{1/(\tau-2)})} \right)^l \right| \leq |\varphi_n(t l^{1/(\tau-2)})|^l \leq e^{-c|t|^{\tau-2}},
\]

which is integrable, the dominated convergence theorem gives that, for every \( K > 0 \),

\[
\int_{[-K,K]} \text{Im}\left( \varphi(t)^l \right) \text{Im}\left( 1 + \frac{\varphi_n(t) - \varphi(t)}{\varphi(t)} \right)^l dt = o(1).
\]

Moreover, by Corollary 4.2 and the fact that \(|\varphi(t)| \geq 1/2\) for all \(|t| \leq K_l\),

\[
\text{Re}\left( 1 + \frac{\varphi_n(t) - \varphi(t)}{\varphi(t)} \right)^l \geq (1 - 2|\varphi_n(t) - \varphi(t)|)^l
\]

\[
\geq (1 - 2lcn^{-\frac{\tau-2}{\tau-1}} + 2cl|t|(\ln n^{-\frac{\tau-2}{\tau-1}} + n^{-\frac{\tau-2}{\tau-1}})
\]

\[
\geq 1 - 2c(ln^{-\frac{\tau-2}{\tau-1}}) - 2c|t|l^{1/(\tau-2)}(ln n^{-\frac{\tau-2}{\tau-1}})^{3/(\tau-1)}.\]

Now we use that \( l \leq 2k \leq 2\varepsilon n^{(\tau-2)/(\tau-1)} \) and \(|\varepsilon_n| \leq \Lambda n^{-\frac{\tau-3}{\tau-1}}\), so that

\[
\text{Re}\left( 1 + \frac{\varphi_n(t) - \varphi(t)}{\varphi(t)} \right)^l \geq 1 - 4c\varepsilon - 4c\varepsilon^{(\tau-3)/(\tau-2)}(1 + \Lambda)|t|l^{1/(\tau-2)}.
\]

In particular, this implies that, when \( 4c\varepsilon(1 + \Lambda) + 4c\varepsilon^{(\tau-3)/(\tau-2)}K \leq 1 \), and for all \(|t| \leq K_l\),

\[
\text{Re}\left( \varphi(t)^l \right) \text{Re}\left( 1 + \frac{\varphi_n(t) - \varphi(t)}{\varphi(t)} \right)^l \geq 0.
\]

Therefore, we arrive at the claim that there exists \( C = C(\varepsilon, \Lambda) > 0 \) such that, as \( l \to \infty \),

\[
\int_{[-K,K]} \text{Re}(\varphi_n(t l^{1/(\tau-2)})^l) \frac{dt}{2\pi} \geq \int_{[-K,K]} e^{-c|t|^{\tau-2}} \left( 1 - 4c\varepsilon - 4c\varepsilon^{(\tau-3)/(\tau-2)}|t|l^{1/(\tau-2)} \right) dt + o(1) \geq C,
\]

when we choose \( \varepsilon > 0 \) sufficiently small. This completes the proof of (6.31). \( \square \)

**Proof of Lemma 6.3.** We write

\[
\mathbb{P}(T^{(2)} \geq 2k, |C(V)| < k) = \sum_{t=1}^{k-1} \mathbb{P}(T^{(2)} \geq 2k, |C(V)| = t).
\]

When \(|C(V)| = t\), but \( T^{(2)} \geq 2k > t \), then we must have that the total progeny of the thinned
vertices is at least \( k \). Denote the set of vertices which are thinned by time \( t \) by \( N_t \), so that, by the
description in Section 4.2, the set consists of those vertices which are drawn at least twice before
time \( t \). For \( j \in [n] \), let \( M_j(t) \) denote the number of times the vertex \( j \) is drawn in the first \( t \) draws. Thus, \( j \in N_t \) precisely when \( M_j(t) \geq 2 \). Then we write

\[
P(T^{(2)} \geq 2k, |C(V)| = t) \leq P(|C(V)| = t, \sum_{j \in N_t} \tilde{T}_{j,t} \geq k),
\]

(6.44)

where

\[
\tilde{T}_{j,t} = \sum_{s=1}^{M_j(t)-1} T_{j,s},
\]

(6.45)

and \( \{T_{j,s}\}_{s=1}^{\infty} \) is an i.i.d. sequence of random variables where \( T_{j,1} \) is the total progeny of a branching process which has a Poisson distribution with parameter \( w_j \) in the first generation, and offspring distribution \( g^{(v)} \) in all later generations. Now, clearly \( N_t \) and \( M_j(t) \) are non-decreasing in time, so that

\[
P(T^{(2)} \geq 2k, |C(V)| = t) \leq P(|C(V)| = t, \sum_{j \in N_k} \tilde{T}_{j,k} \geq k),
\]

(6.46)

and we arrive at

\[
P(T^{(2)} \geq 2k, |C(V)| < k) \leq P(T^{(2)} \geq 2k, \sum_{j \in N_k} \tilde{T}_{j,k} \geq k).
\]

(6.47)

Now, we split the event \( \sum_{j \in N_k} \tilde{T}_{j,k} \geq k \) into the event where all \( \tilde{T}_{j,k} \leq k \) and the event where there exists a \( j \in N_k \) such that \( \tilde{T}_{j,k} \geq k \), to arrive at

\[
P(T^{(2)} \geq 2k, |C(V)| < k) \leq \sum_{j=1}^{n} P(T^{(2)} \geq 2k, j \in N_k, \tilde{T}_{j,k} \geq k) + P(T^{(2)} \geq 2k, \sum_{j \in N_k} \tilde{T}_{j,k} \geq k)
\]

\[
\leq \sum_{j=1}^{n} P(T^{(2)} \geq 2k, j \in N_k, \tilde{T}_{j,k} \geq k) + \frac{1}{k} \mathbb{E}\left[ \sum_{j \in N_k} \tilde{T}_{j,k} \mathbb{1}_{\{T^{(2)} \geq 2k\}} \right],
\]

the last bound by the Markov inequality. Thus, we are lead to

\[
P(T^{(2)} \geq 2k, |C(V)| < k)
\]

\[
\leq \sum_{j=1}^{n} \left[ P(T^{(2)} \geq 2k, j \in N_k, \tilde{T}_{j,k} \geq k) + \frac{1}{k} \sum_{l=1}^{k} P(T^{(2)} \geq 2k, j \in N_k, \tilde{T}_{j,k} \geq l) \right].
\]

(6.48)

Now, we make use of the following lemma:

**Lemma 6.4** (Upper bound on tail probabilities of random sums). *Suppose that \( \{T_i\}_{i=1}^{\infty} \) are i.i.d. random variables, with*

\[
P(T_i \geq k) \leq Kk^{-1/\delta},
\]

(6.49)

*for some constants \( c_1 \) and some \( \delta > 1 \). Then, when \( M \) is independent from \( \{T_i\}_{i=1}^{\infty} \), there exists a \( c_\delta \) such that*

\[
P\left( \sum_{l=1}^{M} T_l \geq k \right) \leq c_\delta K \mathbb{E}[M] k^{-1/\delta}.
\]

(6.50)
Proof. We perform similar bounds as in (6.48) to see that

\[
\mathbb{P}\left( \sum_{l=1}^{M} T_l \geq k \right) \leq \mathbb{P}(\exists j \in [M] : T_j \geq k) + \mathbb{P}\left( \sum_{l=1}^{M} T_l \mathbb{1}_{\{T_l \leq k\}} \geq k \right)
\]

\[
\leq \mathbb{E}[M] \mathbb{P}(T_1 \geq k) + \frac{1}{k} \mathbb{E}\left[ \sum_{l=1}^{M} T_l \mathbb{1}_{\{T_l \leq k\}} \right]
\]

\[
\leq K \mathbb{E}[M] k^{-1/\delta} + \frac{1}{k} \mathbb{E}[M] \sum_{l=1}^{k} \mathbb{P}(T_1 \geq l)
\]

\[
\leq K \mathbb{E}[M] \left( k^{-1/\delta} + \sum_{l=1}^{k} l^{-1/\delta} \right) \leq c_3 K \mathbb{E}[M] k^{-1/\delta}.
\]

(6.51)

\[\square\]

Note that \( T_{j,1} = 1 + \sum_{l=1}^{P_j} T_j \), where \( P_j \) has a Poisson distribution with parameter \( w_j \). Thus, by Lemma 6.4, we have

\[
\mathbb{P}(T_{j,1} \geq l) = \mathbb{P}\left( \sum_{l=1}^{P_j} T_j \geq l - 1 \right) \leq c_3 a_1 \mathbb{E}[P_j] l^{-1/\delta} = \frac{c_3 a_1 w_j}{l^{1/\delta}}.
\]

(6.52)

We next again apply Lemma 6.4 to \( \tilde{T}_{j,k} \) in (6.45), where \( M \) is \( M_j(k) - 1 \) conditioned on \( M_j(k) \geq 2 \). It is not hard to see that, when \( k \leq \varepsilon n^{(\tau-2)/(\tau-1)} \),

\[
\mathbb{E}[M_j(k) - 1 | M_j(k) \geq 2] \leq c.
\]

(6.53)

When \( j \) is not so large, so that \( w_j \) is quite large, the factor \( w_j \) appearing in (6.52) can be quite harmful. Thus, for \( j \) such that \( w_j \geq k^{1/\delta} \), we simply bound the restrictions on \( \tilde{T}_{j,k} \) away, so that

\[
\mathbb{P}(T^{(2)} \geq 2k, |C(V)| < k) \leq \sum_{j=1}^{n} \mathbb{P}(T^{(2)} \geq 2k, j \in N_k, \tilde{T}_{j,k} \geq k) + \mathbb{P}(T^{(2)} \geq 2k, j \in N_k, \tilde{T}_{j,k} \mathbb{1}_{\{\tilde{T}_{j,k} \leq k\}} \geq k)
\]

\[
\leq 2 \sum_{j=1}^{n} \mathbb{P}(T^{(2)} \geq 2k, j \in N_k) \mathbb{1}_{\{w_j \geq k^{1/\delta}\}}
\]

\[
+ \sum_{j=1}^{n} \mathbb{1}_{\{w_j < k^{1/\delta}\}} \mathbb{P}(T^{(2)} \geq 2k, j \in N_k, \tilde{T}_{j,k} \geq k)
\]

\[
+ \sum_{j=1}^{n} \mathbb{1}_{\{w_j < k^{1/\delta}\}} \frac{1}{k} \sum_{l=1}^{k} \mathbb{P}(T^{(2)} \geq 2k, j \in N_k, \tilde{T}_{j,k} \geq l).
\]

(6.54)

On the second and third sum, we apply Lemma 6.4, to arrive at

\[
\mathbb{P}(T^{(2)} \geq 2k, |C(V)| < k) \leq c c_3 a_1 \sum_{j=1}^{n} \left( \frac{w_j}{k^{1/\delta}} \wedge 1 \right) \left[ \mathbb{P}(T^{(2)} \geq 2k, j \in N_k) + \frac{1}{k} \sum_{l=1}^{k} \mathbb{P}(T^{(2)} \geq 2k, j \in N_k) \right],
\]

(6.55)
where we note that, without loss of generality, we may assume that $cc_\delta a_1 \geq 1$. Performing the sum over $l$ leads to

$$
P(T^{(2)} \geq 2k, |C(V)| < k) \leq cc_\delta a_1 \sum_{j=1}^n \mathbb{P}(T^{(2)} \geq 2k, j \in N_k) \left( \frac{\nu_j}{k^{1/\delta}} \wedge 1 \right). \quad (6.56)$$

When $j \in N_k$, there must be $k_1 \leq k_2 \leq k$ such that $M_{k_1} = M_{k_2} = j$. We may assume that $M_i \neq j$ when $l \in [k_2] \setminus \{k_1, k_2\}$, and we note that when $T^{(2)} \geq 2k$, then we must have that $T^{(2)} \geq k_1$, so that

$$
P(T^{(2)} \geq 2k, |C(V)| < k) \leq cc_\delta a_1 \sum_{j=1}^n \sum_{1 \leq k_1 < k_2 \leq k} \mathbb{P}(T^{(2)} \geq k_1, M_{k_1} = M_{k_2} = j) \left( \frac{\nu_j}{k^{1/\delta}} \wedge 1 \right)$$

$$
\leq cc_\delta a_1 \sum_{j=1}^n \left( \frac{\nu_j}{n} \right)^2 a_2 k_1^{3/\delta} \left( \frac{\nu_j}{k^{1/\delta}} \wedge 1 \right)
\leq cc_\delta a_1 \frac{k^{2-1/\delta}}{n} \mathbb{E} \left[ W_n^{*} \left( \frac{W_n^{*}}{k^{1/\delta}} \wedge 1 \right) \right]. \quad (6.57)
$$

When $\tau > 4$, and we use that $\delta = 2$ and $k \leq \varepsilon n^{2/3}$, then we can bound the above by

$$
P(T^{(2)} \geq 2k, |C(V)| < k) \leq cc_\delta a_1 \frac{k^{2-2/\delta}}{n} \mathbb{E} \left[ (W_n^{*})^2 \right] = C_\delta \frac{k}{n} = C_\delta \frac{k^{3/2}}{n} k^{-1/2} \leq C_\delta \varepsilon^{3/2} k^{-1/2}, \quad (6.58)
$$

so that (6.4) follows with $p = 3/2$.

When $\tau \in (3, 4)$, then we need to be more careful. For this, we use Lemma 4.3, now using that $k \leq \varepsilon n^{(\tau-2)/(\tau-1)}$, $\delta = \tau - 2$ and $\mathbb{E}[h(W_n^{*})] = \mathbb{E}[W_n, h(W_n)] / \mathbb{E}[W_n]$, to obtain

$$
P(T^{(2)} \geq 2k, |C(V)| < k) \leq cc_\delta a_1 \frac{k^{2-2/\delta}}{n} \mathbb{E} \left[ (W_n^{*})^2 1_{(W_n^{*} \leq k^{1/\delta})} \right] + cc_\delta a_1 \frac{k^{2-1/\delta}}{n} \mathbb{E} \left[ W_n^{*} 1_{(W_n^{*} > k^{1/\delta})} \right]
\leq C_\delta \left( \frac{k^{(\tau-1)/(\tau-2)}}{n} \right) k^{1/2} / (\tau-2) \leq C_\delta \varepsilon^{(\tau-1)/(\tau-2)} k^{-1/2}, \quad (6.59)
$$

so that (6.4) follows with $p = (\tau - 1) / (\tau - 2) > 1$.

\section{Proof of the main results}

\textbf{Upper bounds in Theorems 1.1–1.4.} The upper bounds follow immediately from Propositions 3.1 and 5.1, when we recall the definition of $\delta$ and $\alpha$ in (5.1), so that (3.4) is the same as $|\varepsilon_n| \leq \Lambda n^{-1/3}$ for $\tau > 4$, as assumed in Theorem 1.3, and $|\varepsilon_n| \leq \Lambda n^{-(\tau-3)/(\tau-2)}$ for $\tau \in (3, 4)$, as assumed in Theorem 1.4.

\textbf{Lower bounds in Theorems 1.1–1.4.} For the lower bounds, we note that there is an obvious monotonicity in the weights, so that the cluster for $\tilde{w}$ as in (1.18) with $\tilde{\varepsilon}_n = -\Lambda n^{-\alpha/(\delta+1)}$ is stochastically smaller than the one for $\varepsilon_n$ with $|\varepsilon_n| \leq \Lambda n^{-\alpha/(\delta+1)}$. Now we pick $\Lambda > 0$ so large that $\tilde{\nu}_n = (1 + \tilde{\varepsilon}_n) \nu_n \leq 1 - cn^{-\alpha/(\delta+1)}$, which is possible since $\nu_n - 1 \leq cn^{-\alpha/(\delta+1)}$ by Corollary 4.2 and (5.1). Then, we make use of Proposition 3.3, and check that its assumptions are satisfied due to Propositions 5.3 and 6.1, since $\alpha = \delta - 1$.

This completes the proofs of Theorems 1.1–1.4.
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