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Abstract: The accelerated urban development over the last decades has made it necessary to update spatial information rapidly and constantly. Therefore, cities’ three-dimensional models have been widely used as a study base for various urban problems. However, although many efforts have been made to develop new building extraction methods, reliable and automatic extraction is still a major challenge for the remote sensing and computer vision communities, mainly due to the complexity and variability of urban scenes. This paper presents a method to extract building roof boundaries in the object space by integrating a high-resolution aerial images stereo pair, three-dimensional roof models reconstructed from light detection and ranging (LiDAR) data, and contextual information of the scenes involved. The proposed method focuses on overcoming three types of common problems that can disturb the automatic roof extraction in the urban environment: perspective occlusions caused by high buildings, occlusions caused by vegetation covering the roof, and shadows that are adjacent to the roofs, which can be misinterpreted as roof edges. For this, an improved Snake-based mathematical model is developed considering the radiometric and geometric properties of roofs to represent the roof boundary in the image space. A new approach for calculating the corner response and a shadow compensation factor was added to the model. The created model is then adapted to represent the boundaries in the object space considering a stereo pair of aerial images. Finally, the optimal polyline, representing a selected roof boundary, is obtained by optimizing the proposed Snake-based model using a dynamic programming (DP) approach considering the contextual information of the scene. The results showed that the proposed method works properly in boundary extraction of roofs with occlusion and shadows areas, presenting completeness and correctness average values above 90%, RMSE average values below 0.5 m for E and N components, and below 1 m for H component.
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1. Introduction

In the last decades, urban development has been happening at an accelerated rate, making it necessary for the constant and rapid updating of spatial information. However, the big challenge remains in providing high-quality information to enable advanced geospatial processing and support collaborative problem solving [1]. In this sense, the three-dimensional models of cities have been widely used as a study base for various urban problems such as pollution modeling and visualization, cadastral updates, building volume estimation, urban planning, and design of communication networks [2].
The three-dimensional reconstruction of buildings, which are fundamental for constructing three-dimensional models of cities, mainly involves the steps of detection, extraction of the boundary, and reconstruction of roofs. Many efforts have been made in recent decades to develop new building extraction methods, but reliable and automatic extraction remains a challenge for the remote sensing and computer vision communities due to the complexity and variability of urban scenes [3].

The process of extracting roof boundaries from aerial images can be hampered by contextual conditions present in the scenes that can hinder the work of the extraction algorithm. In urban environments, the main contextual configurations that may cause these problems are:

- Vegetation that rises above roofs, partially or totally obstructing their faces. The main problem of this type of obstruction is the lack of radiometric response along roof edges and corners. However, the rectilinear geometry of the roof can be used to overcome the obstruction problem;
- Shadows adjacent to the roof edges, caused by the roof itself and the sunlight projection. In this case, the shadow edge gradients are usually higher than the roof edge gradients; as a result, the shadow edges can be misinterpreted as a roof boundary. However, the gradient vector itself can be used to weight the edge responses;
- Viewpoint-dependent obstructions caused by adjacent buildings. In urban area images, it is common for building roofs to appear obstructed by neighboring building, depending on the viewpoints of the image taking. However, it is possible to explore the fact that obstructed parts in one image may be visible in the other image of a stereo pair, allowing the correct extraction of the roof boundaries.

Several building extraction methods have been reported due to the emergence of different remote sensing technology over the last few decades. For example, aerial images have been used in many works to extract buildings [4–7], but they face many problems due to occlusions, shadows, and disadvantageous image perspectives [8]. On the other hand, other works [9–12] have proposed the use of light detection and ranging (LiDAR) data to exploit the 3D information for building extraction. However, the boundaries’ accuracy in these cases can be compromised due to the LiDAR point cloud sparsity. Therefore, many authors have explored the synergy between aerial images and LiDAR data to improve the building extraction process [3,13–16]. Nevertheless, the efficient integration of these two data sources for building extraction still needs improvement.

The International Society for Photogrammetry and Remote Sensing (ISPRS) reports that even though the 3D object reconstruction from images and point clouds has reached good outcomes in research, some problems still persist. Hence, the integration of image matching, tracking of patterns, and object extraction in the same process is a potential solution to these problems [1]. Thus, in this work, we propose integrating the processes of matching and 3D roof tracing.

Among the enormous efforts that have been made to extract building boundaries from remote sensing data, the Snake model, or active contour model, is a widely used technique. This model is a curve extracting method based on the idea of minimizing energy guided by internal forces within the curve itself and other external forces. In the work of Chen et al. [17], an improved Snake model was proposed to refine the initial boundaries of buildings extracted from LiDAR data. First, a Snake model was built with deviation angle, image gradient, and area constraints. Then, the boundary nodes were moved to find the best result using a greedy algorithm. The authors emphasized that the interference from vegetation, shadow and the edge features on the building boundary may affect the method results, but this problem was not addressed by the work. Sun et al. [18] proposed two strategies for combining convolutional neural networks (CNN) and the Snake model to extract building boundaries. The first strategy was to extract the building boundaries by integrating the Snake model into CNN construction progress, and the second strategy was to use CNN for initial building detection and then apply the Snake model for post-processing. As highlighted in the paper, despite the good results, the method showed poor
results in the case of buildings with vegetation on the roof. Although the authors do not delve into this problem, they report that this is due to the difference in the data distribution between the training data and the experiments scenes. Griffiths and Boehm [19] present a method to increase the quality of low-precision large data sets used to train segmentation networks. The Morphological Geodesic Active Contours (MorphGAC) is used to trace the building edge and perform an accurate segmentation. The segmented image is then used as training data for application in CNN. The main disadvantage of MorphoGACs is the need for strong edges, making it necessary to use gradient images, for example. Nguyen et al. [8] presented the super-resolution-based Snake model (SRSM) for large-scale building extraction. The SRSM operates on LiDAR-based elevation images moving the Snake curve adaptively based on a pre-provided building mask. However, they faced the problem of extracted buildings with rounded corners, which is a common situation to the SRSM. The works presented above faced problems related to high vegetation over the roof, shadow, and corner issues in the context of roof extraction. As can be seen in this paper, our method proposes new strategies to minimize these problems and is considered an improvement to the Snake-based mathematical model.

This work presents a methodology to automatically extract the roof boundaries of buildings in 3D, integrating into a single function a stereo pair of high-resolution aerial images, three-dimensional roof models, and contextual information of the scenes involved. For this, a mathematical model was developed based on the Snake theory to model the boundary (characterized by step edges and corners) of the roof. A new approach for calculating the corner response is presented, combining the radiometric and geometric information of the candidate points to a corner. In addition, a shadow compensation factor was added in the calculation of the edge response to attenuate the edge energy resulting from the shadow projected by the building itself, which runs parallel and close to the roof edge and that can cause a false positive. The roof boundaries are extracted by optimizing the energy function created (i.e., the mathematical model of roofs) using a Dynamic Programming (DP) approach. This energy function integrates contextual information of viewpoint-dependent occlusions, shadow, and high vegetation obstructions. The solution obtained—i.e., a polyline representing each 3D roof boundary—will be a higher accurate representation for the correspondent boundary of the 3D roof model.

The main contributions of this work are: (1) the proposal for a new approach for extracting roof boundaries based on the integration between the processes of matching—between roof edge points that belong to two stereo images—and 3D roof tracing, which has been the focus of studies in recent years [1]; (2) the possibility of dealing with viewpoint-dependent obstructions—known as occlusions; (3) the incorporation of mechanisms to overcome typical problems when it comes to extracting roof boundaries in urban environments, namely: obstructions caused by vegetation that rises above the roofs, and shadows adjacent to the roofs, which can be misinterpreted as roof edges; and (4) the creation of an improved mathematical model based on the Snake theory containing a new approach for calculating the corner responses and a shadow compensation factor.

2. Proposed Method

Figure 1 shows the flowchart of the proposed method, which can be subdivided into three main procedures: (1) pre-processing for the generation of two auxiliary images (i.e., the vegetation and shadow images) that are used during the optimization process (dashed box 1); (2) formulation of a mathematical model to represent the roof boundaries in the object space using a stereo pair of images (dashed box 2); (3) solution of the mathematical model through DP optimization (dashed box 3). The following sections present the processes involved in each of these procedures.
2.1. Pre-Processing: Generation of Vegetation and Shadow Auxiliary Images

The pre-processing procedure aims to create two auxiliary images containing: (1) the shadow regions adjacent to the roof; and (2) high vegetation regions. These images are generated with the same size and resolution as the corresponding optical images. Thus, given a pixel in the optical image, it is possible to know if it is in any of these regions of interest and then adapt the parameters of the Snake model to handle each case, as will be described in Section 2.3.

It is worth mentioning that in addition to the auxiliary images of vegetation and shadow, the visibility map is also used to solve the Snake model, indicating the regions containing perspective occlusions [20]. Unlike the vegetation and shadow images, the visibility maps were supplied as input data to our method. Figure 2a shows a sample of the visibility map used in this work, where the blue region corresponds to the occluded area, and Figure 2b shows the corresponding aerial image.

Figure 2. (a) Sample of the visibility map, where the blue area is the occluded region. (b) Corresponding aerial image.
2.1.1. Shadow Image

The shadow image shows shadow regions adjacent to the roofs. In order to generate this product, shadows should be detected in aerial images. We used the shadow detection algorithm proposed by Azevedo et al. [21], but with some adaptations as presented below.

Before applying the method proposed by Azevedo et al. [21], we perform a smoothing process to the original image. This is usually necessary because the employed images are of high resolution; as a result, the shadow detection method can identify many unnecessary shadow details caused by small objects, such as the roof tiles. Figure 3a shows an example of a high-resolution aerial image, and Figure 3b shows the detected shadow areas in white. As an example, the Gaussian filter with \( \sigma = 2 \) was chosen to perform the smoothing. Figure 3c presents the detected shadows in the smoothed image and, as it is well-known, many irrelevant details were removed.

![Figure 3. Example of shadow regions detection. (a) Details of a high-resolution aerial image. (b) Detected shadows (in white) in the original image. (c) Detected shadows (in white) in the smoothed image. (d) Final shadow image.](image)

After smoothing the image, the first step to detect the shadows is to perform the black top-hat transformation on the smoothed image [22]. This transformation detects the dark patterns in the image through the arithmetic difference between the original image and its closing. As the shadows in aerial images do not obey a specific pattern, the original work by Azevedo et al. [21] uses the area closing operation so that there is no need to establish a particular shape for the structuring element. However, the type of shadow of interest in this work is those cast by the buildings themselves, having rectangular and elongated shapes. Based on these characteristics, the closing operation used in the top-hat transformation is performed using the size 3 “square” structuring element. As a result, an image is created highlighting only the shadows that obey the rectangular and elongated pattern.

The next step is to threshold the image generated by the top-hat transformation. The histogram of the thresholded image has a bimodal behavior, that is, the targets of interest stand out from the other targets in the image. Thus, the Otsu method [23] was chosen to perform the thresholding because it can automatically determine the threshold according to a class separation measure. The result is a two-level image where the shadow pixels have the value 255, and the other pixels have the value 0.

Finally, the morphological area opening operation is applied to the two-level image to eliminate small shadow regions, which can be considered noise. Figure 3d shows the shadow image created by applying the described process.
2.1.2. Vegetation Image

The first step in generating the vegetation image is to determine the regions of high vegetation from the LiDAR data using the software LAStools. For this, a filtering process is used to separate the ground points from the non-ground points (Figure 4a). Then, the regions containing the non-ground points are analyzed individually in order to classify them as vegetation or building (Figure 4b), through the analysis of height, planarity, and roughness of the neighborhood. It is worth mentioning that the filtering and classification processes performed by LAStools are similar to the method presented by [24].

The next step is to project the vegetation points, which are in the LiDAR coordinate system, to the image coordinate system \((l, c)\), using the collinearity equations and image-space transformations (like one that models the lens distortions. For more details on these photogrammetric transformations, please refer to [25,26]).

After the projection of the vegetation points onto the image space, an image is generated, assigning the value 255 to the vegetation pixels and the value 0 to the other pixels (Figure 4c). However, as can be seen in Figure 4c, the vegetation points derived from the LiDAR point cloud are spaced apart and, as such, do not form homogeneous regions in the image. Consequently, it is necessary to carry out some post-processing to fill the spaces between the vegetation pixels in a given region.

For this, the process of morphological closing [22] is performed on the two-level image of vegetation, resulting in the vegetation image that will be used in the Snake energy function during its optimization by DP (Figure 4d). Morphological closing consists of performing the dilation operation followed by the erosion operation.

---

**Figure 4.** LiDAR point cloud classification steps. (a) Aerial image of the region. (b) Ground (magenta) and non-ground (yellow) points. (c) Building (red) and vegetation (green) points. (d) Vegetation points (white) projected onto the image space. (e) Vegetation image based on the morphological operator.
2.2. Stereo-Based Roof Boundary Mathematical Model

The stereo-based roof boundary mathematical model is developed according to the following two steps: (1) formulation of a Snake-based energy function to model roof boundaries in the image space; (2) modification of this energy function to model roof boundaries in the object space based on a stereoscopic pair of aerial images. It is worth mentioning that the optimal solution of the energy function is found by minimizing the proposed energy function. The next two subsections describe these development steps.

2.2.1. Image-Space Roof Boundary Energy Function

Snake is the best-known type of generalized deformable model. It is represented by a set of curves defined in \( \mathbb{R}^2 \) (two-dimensional Euclidean space) that move along the \( x \) and \( y \) directions, under internal and external forces acting on it [27]. Originally, Snake was formulated based on a continuous parametric curve, however, when it comes to a computational implementation, it is convenient to approximate the Snake curve by a polyline composed of \( n \) vertices, so that:

\[
v_i = v(s_i) = [x(s_i) \ y(s_i)]\]

(1)

The Snake-based energy function is given as follows [27]:

\[
E_2(v) = \sum_{i=1}^{n} \left[ \alpha(s_i)|v_{i+1} - v_i|^2 + \beta(s_i)|v_{i-1} - 2v_i + v_{i+1}|^2 + E_{ext}(i) \right],
\]

(2)

where the first two terms represent the internal energy of the energy function and control, respectively, the flexibility and rigidity of the Snake curve, and \( E_{ext} \) represents the external energy of the energy function, which is estimated from the image data based on the properties of the object to be extracted.

The roof boundary can be modeled in the image space using external energy terms that consider the radiometric and geometric properties of roof boundaries. One of these properties refers to the fact that building edges generally present a continuous outline and limit well-contrasted regions in aerial images, given rise to step edges. This property is usually modeled by Equation (3) [27]:

\[
E_{edge}(p) = -\sum_{i=1}^{n} \gamma_i |\nabla G(p_i)|^2,
\]

(3)

where \( n \) is the number of points considered along a given roof edge, \( \gamma_i \) is a positive constant associated with each point \( p_i \) of the building edge, and \( |\nabla G(p_i)| \) is the magnitude of the gradient at the edge point \( p_i \) calculated using an edge operator. The negative sign in Equation (3) is adopted so that the respective term contributes to the minimization of the energy function when the Snake coincides exactly on a roof edge (boundary).

In this work, we propose a modification in Equation (3), aiming at attenuating the edge energy resulting from the shadow projected by the building itself, whose roof boundary is the target of extraction. The shadow edge that can cause a problem is the one that is parallel and close to the building, which can be confused with the roof edge of that building. As the shadow regions in an image are darker than the adjacent regions, the gradient vector at the roof boundary will point towards the center of the roof, whereas at the shadow boundary will point in the approximately opposite direction.

Therefore, for a roof side with approximately parallel and close shadow, the gradient vectors taken at the roof edge and at the shadow edge will be approximately antiparallel. Under these conditions, with \( B \) being the barycenter of the roof projected onto the image, the gradient vector at point \( A \) \( (\vec{V_a}) \) of the roof boundary will form an acute angle with the vector \( (\vec{B_a}) \) that points from point \( A \) to \( B \) (Figure 5a). Consequently, \( \vec{V_a} \cdot \vec{B_a} > 0 \) ("\( \cdot \)" is the scalar product operator). However, if point \( A \) is a shadow edge point, both vectors will...
form an obtuse angle and, consequently, \( \vec{V}_a \cdot \vec{B}_a < 0 \) (Figure 5b). Based on this discussion, Equation (3) can be rewritten in order to benefit building edge points by analyzing the scalar product \( \vec{V}_a \cdot \vec{B}_a \):

\[
E_{\text{edge}}(p) = -\sum_{i=1}^{n} \gamma_i f(\vec{V}_a \cdot \vec{B}_a) \left| \nabla G(p_i) \right|^2, \tag{4}
\]

where \[
\begin{align*}
f(\vec{V}_a \cdot \vec{B}_a) &= 1, \quad \text{if } \vec{V}_a \cdot \vec{B}_a > 0 \\
f(\vec{V}_a \cdot \vec{B}_a) &= -1, \quad \text{if } \vec{V}_a \cdot \vec{B}_a < 0
\end{align*}
\]

Figure 5. Shadow compensation factor. (a) Gradient vector at the roof edge point and the vector pointing at the roof’s barycenter. (b) Gradient vector at the shadow edge point and vector that points to the roof’s barycenter.

Another property used to formulate the mathematical model of roof boundaries is related to the fact that building roofs are usually formed by rectilinear structures with corners at right angles. In this case, the deflection angle at the roof corners can be used to build an external energy function that represents this property [28]:

\[
E_{\text{corner}}(p) = -\sum_{i=1}^{n} \eta_i \left[ (1 - \cos(\delta_i)) \right] \left| \text{CS}(p_i) \right|^2, \tag{5}
\]

where \( n \) is the number of corners, \( \eta_i \) is a positive constant, \( \delta_i \) is the deflection angle at the corner vertex \( p_i \), and \( \text{CS}(p_i) \) is the corner response calculated by a new approach proposed in this work. The negative sign in Equation (5) has the same function as the negative sign in Equation (3).

A corner detection operator, such as the Moravec operator [29], detects corners based only on the radiometric responses of a small region around the candidate point of the corner. However, building roofs have many details in high-resolution images, such as stains and differences in tiles’ tones. This may prevent the correct detection of corners since multiple false positives can be detected in the corner region.

Based on some limitations of conventional corner detectors, such as those commented above, a new approach for calculating the corner response was developed in this work. This new approach combines the radiometric and geometric information of the candidate point to a corner. Considering that the roof corners are usually formed by two straight lines (representing the roof edges) that intercept at a right angle, two straight-line segments are created using the corner candidate point \( p_i \) and two neighboring points \( p_j \) and \( p_k \) that are supposed to belong to the edges intersecting at \( p_i \) (Figure 6).

If the corner candidate point and the two edge points are correct, the sum of the gradient of points on the two straight-line segments will result in the maximum value.
Otherwise, if one of these three points is incorrect, the gradient’s sum will not be the maximum value. This property is then used to calculate the corner response $CS(p_i)$:

$$CS(p_i) = f\left(\vec{V}_a, \vec{B}_a\right) \sum_{j=1}^{m} |\nabla G(p_i p_j)|^2 + f\left(\vec{V}_a, \vec{B}_a\right) \sum_{k=1}^{m} |\nabla G(p_i p_k)|^2,$$

(6)

where $m$ is the number of points sampled on each straight-line segment, $|\nabla G(p_i p_j)|$ and $|\nabla G(p_i p_k)|$ are the gradient magnitudes at straight-line segments $p_i p_j$ and $p_i p_k$, respectively. It is worth mentioning that the shadow compensation factor $f\left(\vec{V}_a, \vec{B}_a\right)$ is also used in this equation, following the same principle used in Equation (4).

Figure 6. Elements for defining the term $CS$ for the calculation of the corner response.

The term $1 - \cos(\delta_i)$ in Equation (5) is a penalty function that favors corners at right angles. In this work, the deflection angle $\delta_i$ at the candidate point to the corner is also calculated using the straight-line segments $p_i p_j$ and $p_i p_k$ (Figure 6).

The resulting energy function (Equation (7)), which models the roof boundary in the image space, can be written by incorporating the external energy functions (Equations (4) and (5)) in the Snake energy function (Equation (2)):

$$E(p) = \sum_{i=1}^{n} \left[ a_i |p_{i+1} - p_i|^2 + \beta_i |p_{i-1} - 2p_i + p_{i+1}|^2 - \gamma_i f\left(\vec{V}_a, \vec{B}_a\right) |\nabla G(p_i)|^2 - \eta_i [(1 - \cos(\delta_i)) CS(p_i)]^2 \right],$$

(7)

where $p$ is a candidate polyline to represent a roof boundary in the image space.

The solution $(p)$ of the energy function given by Equation (7) corresponds to its global minimum value. The optimal polyline $p$ is an ordered sequence of edge and corner points representing the building’s roof outline.

2.2.2. Object-Space Roof Boundary Energy Function

Equation (7) shows that only three consecutive vertices $(p_{i-1}, p_i, p_{i+1})$ of the polyline representing the roof boundary are simultaneously interrelated. Thus, Equation (7) can be decomposed into the sum of subfunctions, such that:

$$E(p) = \sum_{i=1}^{n} E_i(p_{i-1}(C_{i-1}, L_{i-1}), p_i(C_i, L_i), p_{i+1}(C_{i+1}, L_{i+1})).$$

(8)

In order to acquire the object-space energy function, the image-space energy function (Equation (8)) should be adequately modified.

The photogrammetric relation between an object-space point $P(E, N, H)$ ($E$ and $N$ refer to the Universal Transverse Mercator (UTM) coordinate system, and $H$ refers to the orthometric height) and the corresponding point $p(l, c)$ ($l$ (line) and $c$ (column)) refer to the digital image coordinate system in image space is given by the collinearity equation, followed by geometric transformations in image space and systematic error modeling (e.g., lens distortions). Further detailed information of these photogrammetric concepts can be found in relevant photogrammetry literature [25,26]. Therefore, considering that an
image-space point in \((l, c)\) coordinates can be expressed in function of \((E, N, H)\) object-space coordinates, Equation (8) can be rewritten as follows:

\[
E(P) = \sum_{i=1}^{n} E_i(P_{i-1}(E_{i-1}, N_{i-1}, H_{i-1}), P_i(E_i, N_i, H_i), P_{i+1}(E_{i+1}, N_{i+1}, H_{i+1})),
\]  

\((9)\)

where \(P\) is a 3D object-space polyline that is homologous to the image-space polyline \(p\).

Equation (9) can not be used for building roof extraction because it is ambiguous. This problem takes place due to the correspondence between polylines \(p\) and \(P\) not being unique. Indeed, photogrammetrically speaking, there is an unlimited set of object-space polylines that maps on the same image-space polyline. Consequently, the energy function given by Equation (9) has an infinite solution because infinite object-space polylines would correspond to the same minimum energy \(E(P)\).

To overcome the ambiguity and allow a unique solution, we define a stereo-based energy function as the sum of two energy functions (Equation (9)), which are defined for both images of the stereo pair. The resulting energy function shows the following general form:

\[
E_T(P) = E^L(P) + E^R(P) = \sum_{i=1}^{n} E^L_i(P_{i-1}(E_{i-1}, N_{i-1}, H_{i-1}), P_i(E_i, N_i, H_i), P_{i+1}(E_{i+1}, N_{i+1}, H_{i+1})),
\]

\((10)\)

where \(E^L\) and \(E^R\) are the energy functions (Equation (9)) for the left and right images of the stereo pair, respectively; and \(E^L_i\) is obtained by grouping the like terms of \(E^L\) are \(E^R\).

To justify Equation (10), suppose that \(P^1, ..., P^m\) are 3D polylines that produce the same minimum energy \((\not{E^L})\). Similarly, let \(Q^1, ..., Q^m\) be 3D polylines that produce the same minimum energy \(E^R\) \((\not{E^R})\). It is worth noting that the polyline \(P^r\) belongs to both polylines set; moreover, polyline \(P^r\) is the correct representation of the building roof boundary. Polylines \(P^1, ..., P^m\), excluding \(P^r\), produce energy values \(E^r\) greater than \(\not{E^L}\). On the other hand, the energy values \(E^L\) that would be produced by the polylines \(Q^1, ..., Q^m\), excluding \(P^r\), are greater than \(\not{E^R}\). Therefore, only the polyline \(P^r\) minimizes simultaneously both energy functions \(E^L\) and \(E^R\) and, consequently, the sum \(E^L(P^r) + E^R(P^r)\). As a result, \(P^r\) is the unique solution of the energy function given by Equation (10).

2.3. DP Optimization of the Roof Boundary Energy Function

DP is a technique for solving optimization problems when not all variables in the evaluation function are interrelated simultaneously [30]. It is a solution strategy for combined optimization problems, which involve a sequential decision-making process. We used the so-called time-delayed discrete DP algorithm described in [30]. The following discussion presents our general strategy for optimizing the proposed energy function (Equation (10)) using the DP algorithm.

1. To begin the extraction process, seed points that approximately describe the boundary should be provided. We use the corner points from the 3D roof model (Figure 7a).
2. The 3D polyline is densified inserting midpoints between its points, keeping the existing points (Figure 7b). A separation threshold between the inserted points is used to prevent the excessive densification on small roof sides and maintain a pattern of point density on small and large sides.
3. These points—initial and inserted points—are used to create the solution space, which consists of two types of search spaces:
   
   (a) Side search space: is established on the roof side points. It is created by sampling points along straight-line segments simultaneously transversal to the boundary and to the normal vector of the roof plane containing the point under analysis. Hence the straight-line segments generated go along with the roof planes (Figure 7c).
(b) Corner search space: is established on the corner points and is designed by a regular grid in which the points are sampled on the roof plane segment (Figure 7d).

4. The DP algorithm is performed considering the solution space created in the previous step in order to determine the 3D polyline that better fits the roof outline. In this step, the auxiliary images of vegetation and shadow, and the visibility map are used to verify if a given point is in any of these regions and establish the appropriate value for each parameter of the Snake energy function. Section 2.3 shows how each parameter is set up on the Snake energy function.

5. Verify the condition:
\[ \| P_i - P_{i-1} \| < L \]
where \( P_i \) and \( P_{i-1} \) are the two last 3D refined polylines, and \( L \) is a pre-established threshold. If the condition is not satisfied, return to step 2; otherwise, the optimum polyline \( P_i \) was found.

Figure 7. The creation of the 3D solution space. (a) Initial boundary. (b) Densified boundary in the first iteration. (c) Side search space. (d) Corner search space.

Adaptive Determination of the Energy Function Parameters

This section presents the configuration adopted for each energy function parameter during the optimization process.

Parameter \( \alpha_i \): considering the straight shape of the boundaries, we adopt a unique and high value to \( \alpha_i \), to assign low flexibility to the side segments in order to minimize the influence of points distant from a midline. This property makes the boundaries approach a straight-line.

Parameter \( \beta_i \): we adopt the null value to \( \beta_i \) at the corner points, to enable the formation of a corner (known as second-order discontinuity). At the other points, that is, side points, \( \beta_i \) has a unique value empirically estimated.

Parameter \( \gamma_i \): this parameter is related to the external energy term that models the sides’ property. Thus, it has a unique value at the side points and a null value at the corner points (Equation (4)).

Parameter \( \eta_i \): as opposed to the previous parameter, \( \eta_i \) has a unique value at the corner points and a null value at the side points because it is related to the external energy term that models the corners’ property (Equation (5)).

As presented in Section 2.1, the vegetation image and visibility map allow the method to identify whether a given point is in any obstructed region, making it possible to adapt the parameters of the Snake function \((\alpha, \beta, \gamma, \eta)\) to handle each case. The roof obstruction
cases—by high vegetation or viewpoint-dependence—do not affect the Snake’s internal energy, only the external energy. Therefore, $\gamma$ and $\eta$ (external energy) must have null value at the obstructed segments, allowing only the internal forces ($\alpha$ and $\beta$) to work. The viewpoint-dependent obstructions may appear in only one image of the stereo pair; thus, the external energy force of the non-obstructed image can be used to delineate the roof boundary. On the other hand, the high vegetation obstructions appear in both images of the stereo pair. Consequently, the external energy of both images receives the null value, leaving the control to internal energy forces only.

2.4. Accuracy Assessment Metrics

The assessments are performed based on qualitative and quantitative aspects, comparing the boundaries extracted by the method and the reference boundaries extracted by an operator. In the qualitative assessment, we compare the extracted boundary and the reference boundary superimposed on the aerial image. The quantitative assessment is carried out on the object space based on the metrics of completeness, correctness, and root-mean-square error (RMSE). The completeness and correctness parameters are calculated using the areas of the extracted polylines ($A_E$) and reference polylines ($A_R$).

The completeness is related to the omission error and represents the percentage of the reference area that was extracted by the method. The correctness represents the percentage of the extracted area that is correct in relation to the reference area and is related to commission error. The completeness and correctness equations used in this work are presented below [26]:

$$\text{completeness} = \frac{A_{E\cap R}}{A_R} \times 100\%, \quad \text{correctness} = \frac{A_{E\cap R}}{A_E} \times 100\%,$$

where $A_{E\cap R}$ is the area of intersection between an extracted and a reference polyline, and $A_R$ and $A_E$ are the reference and corresponding extracted polyline areas, respectively. In the experiments section (Section 3), it should be noted that $A_E$ will be the area of the initial polylines when calculating the completeness and correctness of the initial boundaries.

Figure 8 illustrates the concept related to completeness and correctness between two polylines. The polygons filled in red and green represent, respectively, the reference polyline area and the extracted polyline area. The area of intersection between the two is highlighted in magenta. As can be seen, the greater the area of intersection between the polygons, the greater the correspondence between the extracted polyline and the reference polyline.

The RMSE is calculated as a function of the distances between corresponding vertices in the extracted and reference polylines:

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} d_i^2},$$
where $d_i$ is the distance between vertex $i$ of the reference polyline and the corresponding vertex of the extracted polyline, and $n$ is the number of vertices in both polylines.

3. Experimental Results

This section presents the dataset used in this work, the parameters and thresholds used in the experiments, and the experimental results. The results are shown in three different groups, which comprise the situations predicted by the proposed method: roofs obstructed by high vegetation, roofs containing adjacent shadows, and roofs with viewpoint-dependent obstructions. In the last experiment (Section 3.5), there is also a sample that contains all three situations (high vegetation, adjacent shadow, and viewpoint-dependence).

3.1. Dataset

The method assessment was carried out in the urban area of the city of Presidente Prudente, São Paulo state, Brazil. The automatic extraction method proposed in this work plays an important role in the context of urban cadaster update in small Brazilian cities. Since the building information in these cities is manually updated using images or in-situ measurements, making the process costly and time-consuming. As a consequence, many cities in Brazil have flawed urban planning or fail to collect a high amount of taxes because they are unable to keep their urban cadaster up to date. The dataset used to perform the experiments are presented below:

- **LiDAR point cloud**: was collected from the UNESP Photogrammetric Dataset [31]. The point cloud was acquired by a RIEGL LMS-Q680i Airborne LASER Scanner unit. The average density is 6 points/m$^2$. The data was acquired in 2014 with a flight height of 900 m.
- **High-resolution aerial images**: were collected from the UNESP Photogrammetric Dataset [31]. The camera used was a medium format camera Phase One model iX A 180, based on a CCD (Charge Couple Device) technology and equipped with Schneider-Kreuznach lenses. The nominal focal length was 55 mm, and the image size is 10328 × 7760 pixels. The pixel size is 5.2 × 5.2 micron, and the average ground sample distance (GSD) was 10 cm. The data was acquired in 2014 with a flight height of 900 m.
- **Tridimensional roof models**: they were created from the LiDAR data. They contain the object-space coordinates of the corner and ridge points, and the plan coefficients.
- **Visibility maps**: obtained by using Inpho® software (Trimble). The map has a GSD of 10 cm.

3.2. Parameters

Table 1 shows the values of the parameters used in the boundary extraction procedure. Where $\alpha$, $\beta$, $\gamma$, and $\eta$ are the Snake model parameters; “side search space dimension” and “corner search space dimension” are the dimensions of the search spaces used in the extraction process; and “minimal separation between search spaces” is the threshold to limit the densification of the solution space. It is worth mentioning that all the values were determined by trial and error.

| Parameters                        | Value        |
|-----------------------------------|--------------|
| $\alpha$                          | 500,000      |
| $\beta$                           | 500,000      |
| $\gamma$                          | 1            |
| $\eta$                            | 500,000      |
| Side search space dimension       | 9 points     |
| Corner search space dimension     | $9 \times 9$ points |
| Minimal separation between search spaces | 1.5 m       |
3.3. High Vegetation Obstructions Results

In this experiment, we aimed to test the algorithm performance in cases of high vegetation obstructions. We carried out tests in seven samples, labeled as shown in Figure 9. Figure 9a shows the reference boundary (in red), Figure 9b shows the initial boundary (in blue), and Figure 9c shows the extracted boundary (in green).

Figure 9. High vegetation obstruction samples. (a) Reference boundaries (red). (b) Initial boundaries (blue). (c) Extracted boundaries (green).

It is worth noting that, although the boundaries were extracted in the object space, the projection of them on the image was used to perform the qualitative assessment.
As shown in Figure 9c, the algorithm succeeds in extracting the roof boundaries occluded by vegetation, even though there are no good radiometric responses to model the boundary in these areas. This result could be achieved due to the characteristics of the energy function developed.

On Roof 2 and 3, the occlusions occur on the sides of the roofs, thus, the correct extraction of the contour was favored by term 1 of Equation (7), since by assigning a high value to the parameter $\alpha$ it is possible to force the contour segment to be little flexible, approaching to a straight line.

On Roof 4 and 5, the occlusion appears close to the corner, however, only one side of the corner is obstructed. Thus, the radiometric response of the non-occluded side could be used in term 4 (Equation (7)) to perform the correct extraction in that area.

On Roof 1, 6, and 7, the occlusions occur in corner regions. In this case, the angular component $(1 - \cos(\delta_i))$ of term 4 of Equation (7) favored the right-angled corners, enabling the correct extraction in these regions.

Table 2 summarizes the accuracy assessment result of initial boundaries and extracted boundaries in all samples. The third column shows the resulting completeness values, the fourth column shows the resulting correctness values, and the three last columns present the resulting geometrical accuracy in $E$, $N$, and $H$ components.

It can be noted that the average completeness value of the extracted boundaries ($96.88\%$) was greater than the initial boundaries ($90.87\%$), which indicates the boundaries' enhancement when using the proposed method. Furthermore, the average RMSE$_E$,RMSE$_N$ values improved from 0.32 m (initial boundaries) to 0.24 m/0.22 m (extracted boundaries), and the average RMSE$_H$ value improved from 0.82 m (initial boundaries) to 0.71 m (extracted boundaries), proving once again the method efficiency.

Table 2. Quality parameters of the high vegetation obstructions experiment.

| Roof | Completeness (%) | Correctness (%) | RMSE$_E$ (m) | RMSE$_N$ (m) | RMSE$_H$ (m) |
|------|------------------|-----------------|--------------|--------------|--------------|
|      | Initial boundaries |                  |              |              |              |
| 1    | 89.69            | 99.67           | 0.27         | 0.35         | 0.75         |
| 2    | 83.65            | 100.00          | 0.29         | 0.39         | 0.69         |
| 3    | 88.76            | 97.02           | 0.41         | 0.27         | 0.60         |
| 4    | 92.35            | 96.99           | 0.33         | 0.46         | 1.25         |
| 5    | 89.14            | 98.95           | 0.36         | 0.28         | 1.13         |
| 6    | 96.25            | 98.86           | 0.21         | 0.21         | 0.38         |
| 7    | 96.25            | 93.31           | 0.35         | 0.30         | 0.95         |
|      | Average           |                  | 0.32         | 0.32         | 0.82         |
|      | Extracted boundaries |                |              |              |              |
| 1    | 95.86            | 92.18           | 0.30         | 0.22         | 0.61         |
| 2    | 94.51            | 96.49           | 0.23         | 0.16         | 0.54         |
| 3    | 99.23            | 95.68           | 0.22         | 0.28         | 0.52         |
| 4    | 97.42            | 94.69           | 0.27         | 0.25         | 1.14         |
| 5    | 96.66            | 93.24           | 0.34         | 0.21         | 0.94         |
| 6    | 98.29            | 98.19           | 0.11         | 0.23         | 0.34         |
| 7    | 96.20            | 96.39           | 0.22         | 0.18         | 0.91         |
|      | Average           |                  | 0.24         | 0.22         | 0.71         |

3.4. Adjacent Shadow Results

In this second experiment, the tests aimed to demonstrate the proposed method’s effectiveness on roofs with adjacent shadows, which could be misinterpreted as roof edges. The selected test area contains five roofs with adjacent shadows, labeled as shown in Figure 10. On Roof 5, in addition to the shadow, there is also a high vegetation occlusion. Figure 10a shows the reference boundary (in red), Figure 10b shows the initial boundary (in blue), and Figure 10c shows the extracted boundary (in green).

As can be seen from Figure 10c, the proposed algorithm correctly extracted the edges with adjacent shadows in all roofs. In theory, the shadow edges will produce higher energy to the Snake function because the gradient responses are higher in those areas when compared to the roof edges. However, the shadow compensation factor introduced in term 3 of Equation (7) was able to analyze which points belong to the roof edge and which points belong to the shadow edge, thus supporting the correct choice of the roof
edge points. Furthermore, the edge obstructed by the vegetation on Roof 5 also was adequately extracted.

Figure 10. Adjacent shadows samples. (a) Reference boundaries (red). (b) Initial boundaries (blue). (c) Extracted boundaries (green).

In some cases, such as on Roof 1 (detailed in Figure 10c), it is possible to note a small deviation in the detected boundary caused by features around the roofs, which confuse and impair the correct detection of the boundary. In this case, a pre-processing of the image, such as by segmentation, could minimize this type of problem.

Table 3 presents the accuracy assessment result of the initial boundaries and the extracted boundaries. The average completeness value of the extracted boundaries (99.32%) was greater than the initial boundaries (90.05%), indicating the correct boundaries refinement. Regarding the initial boundary correctness, almost all the roofs obtained a value of 100%. These values stem from the fact that all initial boundaries are inside the reference boundaries. As mentioned before, the correctness parameter shows how much the analyzed area is correct in relation to the reference area. Consequently, if the entire analyzed area—in this case, the area of the initial polylines—is inside the reference area, the entire analyzed area will be correct and its correctness will be 100%.

The average values of RMSE_{EN} improved from 0.30 m (initial boundaries) to 0.10 m (extracted boundaries), approximately. Whereas the average values of RMSE_{H} improved from 0.48 m (initial boundaries) to 0.36 m (extracted boundaries).
3.5. Viewpoint-Dependent Obstructions Results

The last experiment aimed to assess the proposed method’s performance in viewpoint-dependent obstructions cases (occlusion areas). To take advantage of using the stereo pair of images, we selected situations where the obstructions appear in only one of the images. It is worth noting that if the occlusion appears in both images, another image could be used to establish a new stereo pair. Figure 11 shows the stereo pair of images used in this experiment.

![Figure 11. Viewpoint-dependent obstruction samples.](image)

Table 3. Quality parameters of the adjacent shadow experiment.

| Roof | Completeness (%) | Correctness (%) | RMSE$_{E}$ (m) | RMSE$_{N}$ (m) | RMSE$_{H}$ (m) |
|------|------------------|-----------------|----------------|----------------|----------------|
|      | Initial boundaries |                 |                |                |                |
| 1    | 92.50            | 99.97           | 0.23           | 0.29           | 0.51           |
| 2    | 89.73            | 100.00          | 0.34           | 0.30           | 0.35           |
| 3    | 93.28            | 100.00          | 0.22           | 0.26           | 0.64           |
| 4    | 87.08            | 100.00          | 0.37           | 0.35           | 0.40           |
| 5    | 87.67            | 100.00          | 0.28           | 0.35           | 0.48           |
|      | Average          | 90.05           | 99.99          | 0.29           | 0.31           | 0.48           |
|      | Extracted boundaries |              |                |                |                |
| 1    | 99.91            | 97.37           | 0.13           | 0.09           | 0.43           |
| 2    | 99.75            | 96.75           | 0.04           | 0.12           | 0.22           |
| 3    | 99.72            | 97.04           | 0.15           | 0.12           | 0.53           |
| 4    | 98.13            | 97.70           | 0.12           | 0.10           | 0.28           |
| 5    | 99.09            | 96.92           | 0.16           | 0.14           | 0.36           |
|      | Average          | 99.32           | 97.56          | 0.12           | 0.11           | 0.36           |
it interesting to perform a pre-processing of the image to eliminate these noises before applying the boundary extraction method.

Figure 12. Visual results of the viewpoint-dependent obstruction experiment. (a) Reference boundaries (red). (b) Initial boundaries (blue). (c) Extracted boundaries (green).
Figure 13. Incorrect boundary extraction caused by the white feature on the edge, extracted boundary (green), and correct boundary (dashed magenta).

Table 4 shows the accuracy assessment result of the initial boundaries and the extracted boundaries. Once again, the average completeness value of the extracted boundaries (96.16%) was better than the initial boundaries (93.26%). Concerning the RMSE values, the improvement between the initial boundaries and the extracted boundaries was only marginal.

Table 4. Quality parameters of the viewpoint-dependent obstruction experiment.

|                  | Roof | Completeness (%) | Correctness (%) | RMSE_E (m) | RMSE_N (m) | RMSE_H (m) |
|------------------|------|------------------|-----------------|------------|------------|------------|
| Initial boundaries | 1    | 93.50            | 95.50           | 0.42       | 0.33       | 0.93       |
|                  | 2    | 93.01            | 97.73           | 0.28       | 0.29       | 1.46       |
| Average          |      | 93.26            | 96.62           | 0.35       | 0.31       | 1.20       |
| Extracted boundaries | 1    | 94.46            | 97.96           | 0.31       | 0.28       | 0.91       |
|                  | 2    | 97.86            | 94.83           | 0.29       | 0.27       | 1.34       |
| Average          |      | 96.16            | 96.40           | 0.30       | 0.28       | 1.13       |

4. Discussion

4.1. Performance

The qualitative assessment (Figures 9, 10 and 12) of the results showed that the proposed method can delineate the roof boundary even in obstruction scenario and adjacent shadow anomalies. However, it can be noted that some boundaries were affected by noises around the roof edges. It can also be noted that the new approach proposed for calculating the corner response can delineate right-angled corners, avoiding the problem of extracted boundaries slightly “rounded” around the building corners, which is present in several works involving the Snake model. However, in some experiments, the location of the extracted corner was not the correct location of the corner.

In the high vegetation obstruction experiments (Figure 9), the geometric terms (internal forces) of the Snake-based model were used to guide the boundary extraction. If the obstruction is in a side region, the parameter γ will receive a null value since there will be no radiometric response. Thus, the task of delineating the obstructed boundary will be controlled by the internal force parameter α. By assigning a high value to the parameter α, we can minimize the influence of points distant from a midline, making the boundaries approach a straight-line. If the obstruction is in a corner region, the parameter η will receive the null value since there will be no radiometric response. Thus, the step of delineating the obstructed corner will be controlled by the internal force β. Adopting the null value to β enable the formation of a corner (known as second-order discontinuity). In the adjacent shadow experiments (Figure 10), the shadow compensation factor introduced in the Snake-based model was able to distinguish which points belong to the roof edge and which points belong to the shadow edge. In the viewpoint-dependent obstructions experiments (Figure 12), the non-obstructed image provided the necessary boundary information for the delineation. In addition, despite the increase of data to process, the processing time of the algorithm is not affected due to the optimization method used — Dynamic Programming.
From the quantitative assessment (Tables 2–4) it can be seen that the extracted boundaries provided better values than the initial boundaries. The RMSE$_{E,N,H}$ had an improvement around 0.10 m–0.20 m. The completeness parameter improved from an average of 90 to 96–99%. On the other hand, the initial boundaries had higher correctness values than the extracted boundaries. As explained in Section 3.4, this is because the initial boundaries were inside the reference boundaries.

4.2. Limitations

Although the good outcomes, there are some limitations in the proposed method that are worth deepening in future work. The experiments showed that the method is sensitive to noises, i.e., the boundary detection is affected by objects and features around the roofs. These results show that a pre-processing of the image using a suitable segmentation method would improve the boundary delineation. Regarding the Snake-based model, the automatic definition of its parameters was not a goal of this work, but it is a significant subject to be studied since the determination by trial and error is time-consuming and operator-dependent.

As presented before, the method can avoid the problem of extracted boundaries slightly “rounded” around the building corners, but the location of the extracted corner is often not the correct location. This result indicates the need for a process to refine the position of the detected corner. Furthermore, the method covers only right-angled roofs, so it can not work with other types of roofs, such as curved roofs.

The extraction method can work on roofs with few obstructed areas. However, on buildings with a high percentage of obstruction (e.g., more than 50%), the method may not be effective, since there will not be enough geometric information to guide the correct delineation.

Another limitation faced by the method is the fact that the shadow compensation factor is totally dependent on the shadow image, i.e., the compensation factor will only be applied to a shadow region if this region is detected in the shadow image. Otherwise, the extraction process will not consider the shadow region, which may provide an incorrect result.

Despite all the advantages of using the stereo pair, the scenario suggested by this work—occlusion in only one of the stereo pair images—is not so easy to be found, since it depends on several factors such as height and direction of the flight, height of the building that causes the occlusion, the position of the perspective center, terrain displacement, etc. Thus, if the occlusion appears in both images, the problem becomes a case of simple occlusion and can be solved using a single image. Another solution would be to use a true-orthophoto.

One more aspect that should be included in further discussion is the behavior of the method in sustainable building areas, such as the ones with green roofs. This characteristic could mislead the algorithm to a bad roof boundary extraction. However, considering that these buildings usually do not have an irregular type of vegetation—they are small and continuous—its classification could be handled by changing the planarity and roughness parameters in the LiDAR classification process.

5. Conclusions

In this paper, we presented an automatic method to extract roof boundaries directly in object space by integrating a stereo pair of images and 3D roof models obtained from LiDAR data. The roof boundaries do not have a good definition in low-density LiDAR data, making interesting the integration with image data to improve the edge positional accuracy, since the edges are well defined in optical images. On the other hand, the 3D roof models can provide altimetric information about the edge points. Therefore, the integration of these two data sources proposed by this work proved to be a solution to extract the roof boundaries directly in the object space.

This work also proposed a solution to typical problems related to roof boundary extraction in the urban environment: obstruction caused by high vegetation covering part of the roof; shadows adjacent to the roofs, which can be misinterpreted as roof edges; and
roof viewpoint-dependent obstructions caused by high neighboring buildings (occlusions). To overcome these situations, an improved Snake model (Equation (7)) was developed incorporating terms that enable the correct detection of the roof boundary, even in the presence of the problems mentioned above. Furthermore, the created Snake-based model presents a new approach for calculating the corner response, combining the radiometric and geometric information of the candidate points to the corner.

These findings show that the inclusion of the new approaches presented in this work contributes to the development of the state-of-the-art involving the roof boundaries extraction, reducing the problems encountered by other authors. These advances also provide the improvement of 3D building and city models. Therefore, we can mention some fields in which the technology presented in this work can be useful. The Smart City is a subject that has been growing in the last years. The concept of Smart City is to optimize the efficiency of city services by integrating spatial data, policy and governance, data sharing platforms, and applications, services, and solutions. According to Jovanovic et al. [32], one of the main areas of application of the 3D city models for Smart Cities is the modeling and simulations involving impact on the environment, such as energy efficiency of urban areas, urban building energy modeling, city-wide energy simulations, solar energy resources in cities, urban energy simulation for climate protection, disaster management, and homeland security.
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