The first 100 ms of a long-lived magnetized neutron star formed in a binary neutron star merger
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The recent multimessenger observation of the short gamma-ray burst (SGRB) GRB 170817A together with the gravitational wave (GW) event GW170817 provides evidence for the long-standing hypothesis associating SGRBs with binary neutron star (BNS) mergers. The nature of the remnant object powering the SGRB, which could have been either an accreting black hole (BH) or a long-lived magnetized neutron star (NS), is however still uncertain. General relativistic magnetohydrodynamic (GRMHD) simulations of the merger process represent a powerful tool to unravel the jet launching mechanism, but so far most simulations focused the attention on a BH as central engine, while the long-lived NS scenario remains poorly investigated. Here, we explore the latter by performing a GRMHD BNS merger simulation extending up to ~100 ms after merger, much longer than any previous simulation of this kind. This allows us to (i) study the emerging structure and amplification of the magnetic field and observe a clear saturation at magnetic energy $E_{\text{mag}} \sim 10^{51}$ erg, (ii) follow the magnetically supported expansion of the outer layers of the remnant NS and its evolution into an ellipsoidal shape without any surrounding torus, and (iii) monitor density, magnetization, and velocity along the axis, observing no signs of jet formation. We also argue that the conditions at the end of the simulation disfavor later jet formation on sub-second timescales if no BH is formed. Furthermore, we examine the rotation profile of the remnant, the conversion of rotational energy associated with differential rotation, the overall energy budget of the system, and the evolution of the GW frequency spectrum. Finally, we perform an additional simulation where we induce the collapse to a BH ~70 ms after merger, in order to gain insights on the prospects for massive accretion tori in case of late collapse. We find that a mass around $\sim 0.1 M_\odot$ remains outside the horizon, which has the potential to power a SGRB via the Blandford-Znajek mechanism when accreted.

I. INTRODUCTION

The first gravitational wave (GW) detection of a binary neutron star (BNS) merger by the LIGO and Virgo collaborations (event named GW170817) was accompanied by a very successful observational campaign across the entire electromagnetic spectrum, leading to crucial discoveries and demonstrating the potential of a multimessenger investigation of these unique astrophysical systems [13]. In particular, the combination of the GW signal with a short gamma-ray burst (SGRB) named GRB 170817A and the associated multiwavelength afterglow provided compelling evidence that at least a fraction of all SGRBs are produced by BNS mergers [3, 15].

According to the widely accepted paradigm, GRBs are powered by relativistic jets, whose propagation into the interstellar medium produces the additional afterglow radiation often observed at X-ray, optical/IR, and radio wavelengths (e.g. [16, 17]). In full agreement with the above picture, the inferred properties of GRB 170817A point to a jet with an energetic core of half-opening angle $\theta_{\text{jet, core}} \lesssim 5^\circ$ and Lorentz factor $\Gamma_{\text{jet, core}} \gtrsim 10$, observed $\sim 15^\circ - 20^\circ$ away from its propagation axis [18, 15]. Moreover, the onset time of the prompt gamma-ray signal implies that this jet was launched less than $\sim 1.74$ s after merger [3, 15].

While the theoretical models of this event ultimately converged to a consistent scenario, confirming that GRB 170817A belongs to the known class of SGRBs, the nature of the central engine producing the associated jet remains an important open question. Most probably, the merger resulted in a metastable (hypermassive or supramassive) neutron star (NS) eventually collapsing to a black hole (BH), but the collapse could have happened at any time after merger up to several seconds later or more (e.g. [3, 13, 19, 21]), i.e., before or after the SGRB jet was launched. As a consequence, both an accreting BH (“BH-disk” scenario) and a rapidly rotating strongly magnetized NS (“magnetar” scenario) represent viable central engines for GRB 170817A (see, e.g., [22] for a recent review).

The question of how jets can be launched by BNS merger remnants is an unsolved problem. Current (magnetohydrodynamics simulations suggest that magnetic fields are the dominant driver of jet formation (e.g. [23, 24]); nevertheless, most simulations including magnetic fields focussed the attention on jet formation from BH remnants (e.g. [24, 26]), leaving the case of a massive NS central engine essentially unexplored. Recently, Ciolfi et al. (2017) [27] started a first systematic investigation of magnetized BNS mergers leading to long-lived NS remnants and addressed, among various aspects, the potential to form a jet without a BH. While

1 Hereafter, long-lived refers to remnants with lifetime $\gg 100$ ms.
II. MERGER AND POST-MERGER DYNAMICS

Our simulation evolves a 1.35–1.35 $M_\odot$ BNS system obeying the APR4 equation of state (EOS) \cite{28}, endowed with an initial dipolar magnetic field confined to the interior of the stars. The physical and numerical setup is identical to the equal-mass APR4 model discussed in \cite{27}, except for one important difference: here we impose a very large initial magnetic energy of $E_{\text{mag}} \approx 1.6 \times 10^{48}$ erg, corresponding to a maximum magnetic field strength of $B_{\text{max}} \approx 10^{14}$ G, whereas in \cite{27} we chose $B_{\text{max}} \approx 3 \times 10^{13}$ G.

We have chosen this magnetic field strength in order to emphasize magnetic field effects and obtain more favourable conditions for jet formation (Sec. \text{IV}) within a shorter time span. Although such a strong field in merging NS is unlikely to occur in nature, it compensates for the fact that our resolution is not sufficient to fully account for the main magnetic field amplification mechanisms (a common limitation for current numerical relativity simulations). In reality, one might reach the same field strength at given time after merger when starting with weaker fields. For further discussion, we refer to \cite{29,31}.

Fig. 1 shows meridional and equatorial snapshots of the rest-mass density from the merger time to the end of the simulation. The merger results in a long-lived supramassive NS remnant\footnote{The supramassive regime for the given EOS corresponds to a remnant NS mass above the maximum mass for a nonrotating NS, but below the maximum mass for a uniformly rotating NS.} reaching a quasistationary and highly axisymmetric configuration in $\sim 50$ ms. In the following $\sim 45$ ms of evolution, the density distribution remains fairly constant up to very large radii ($\sim 400$ km), in particular along the remnant spin axis (Fig. 3b). For radial distances between 50 and...
400 km, density distribution is also nearly isotropic and follows a radial profile $\propto 1/r^2$ up to $\sim 150$ km becoming slightly steeper for larger radii. Below $r \approx 50$ km, the remnant deviates from spherical symmetry because of a torus-shaped outer envelope (Sec. V and Fig. 13), while for $r > 400$ km the density distribution gradually acquires a polar angle dependence (see below).

Compared to lower magnetizations, the remnant is surrounded by a much denser environment. For instance, at 30 km distance along the spin axis the rest-mass density is $\sim 4 \times 10^{10}$ g/cm$^3$, about one order of magnitude higher than the non-magnetized case (Fig. 2). This indicates that the post-merger baryon-loaded wind polluting the environment is primarily induced by magnetic pressure at this magnetization level (see also Fig. 23 in [27]).

At larger scales a magnetized outflow emerges, composed by a faster polar component (within $\sim 40^\circ$ from the remnant spin axis) moving at a radial velocity up to 0.1 c and a slower isotropic component with radial velocity below 0.05 c (Fig. 3). Across a spherical surface of radius $r = 300$ km, we estimate a very high mass flow rate reaching $\dot{M} \sim 3 M_\odot$/s around 40 ms after merger and decaying to $\sim 1 M_\odot$/s towards the end of the simulation. The corresponding cumulative mass outflow is $\sim 0.1 M_\odot$, excluding the early contribution from the tidal and shock-driven dynamical ejecta ($\sim 0.015 M_\odot$). A significant fraction of this matter might become unbound at large distances, leading to a very massive ejecta component. We note that magnetized post-merger outflows like this represent one of the leading candidates to explain the early (or “blue”) part of the radioactively-powered kilonova signal observed in association with GW170817 (e.g. [32]). A direct comparison with the fiducial model in [27] suggests a strong dependence of $\dot{M}$ on the magnetic energy, i.e. $\dot{M} \propto (E_{\text{mag}})^{a}$ with $1 \lesssim a \lesssim 2$ (only valid for magnetically dominated mass ejection, i.e. above a certain threshold magnetization).

Note that we are imposing an artificial floor density of $10^3 - 10^4$ g/cm$^3$ at this point in the simulation. We changed the piecewise-polytropic parameters at $\rho > 2 \times 10^{14}$ g/cm$^3$ to obtain a less stiff EOS in the core (in particular, we substituted the parameter values of APR4 with the ones of H4 [27]; note that the portion of the NS remnant affected by this modification is entirely swallowed within the BH horizon.

The pre-merger amplification is likely associated with fluid flows developing inside the two NSs during the late inspiral, possibly induced by the time-varying tidal deformations [27]. However, non-physical effects due to the initial data or the simulation setup cannot be excluded and the origin of this amplification remains a matter of debate [27].

In order to explore how the collapse to a BH would affect the surrounding environment, we performed a second simulation starting from 72 ms after merger where we included the collapse by modifying the EOS parameters at supranuclear densities [1]. As a result, a BH is suddenly formed and we followed the evolution for another $\sim 5$ ms (Fig. 4). At the end, the final BH mass and dimensionless spin are $M_{\text{BH}} \simeq 2.5 M_\odot$ and $\chi \equiv Jc/GM^2 \simeq 0.5$. Around it, an accretion torus of $M_{\text{disk}} \simeq 0.1 M_\odot$ is forming, while along the spin axis a low density funnel is created (at $r = 30$ km, for instance, rest-mass density is one order of magnitude smaller than the non-collapsing case; Fig. 4).

Fig. 5 shows the relative difference in rest-mass density between the collapsing and non-collapsing cases. Only the matter within $\sim 200$ km is affected, while the rest of the system is not directly influenced by BH formation.

III. MAGNETIC FIELDS

We now turn to discuss the magnetic field evolution. As shown in Fig. 5, magnetic fields undergo different stages of amplification up to a saturation achieved around 50 ms after merger.

The pre-merger amplification is likely associated with fluid flows developing inside the two NSs during the late inspiral, possibly induced by the time-varying tidal deformations [27]. However, non-physical effects due to the initial data or the simulation setup cannot be excluded and the origin of this amplification remains a matter of debate [27].

At merger, magnetic field amplification is dominated by the Kelvin-Helmholtz (KH) instability (e.g. [29, 30]), acting in the shear layer separating the two NS cores and increasing the magnetic energy by almost one order of magnitude in a few ms. Then, the KH instability is gradually substituted by magnetic winding and the magnetorotational instability (MRI) as the dominant source of amplification [33–35]. At the final saturation level, magnetic energy is $E_{\text{mag}} \simeq 2 \times 10^{52}$ erg and
the magnetic field strength reaches a maximum of $B_{\text{max}} \simeq 10^{12}$ G.

As demonstrated in [29, 30], the numerical resolution employed here (minimum grid spacing of $dx \approx 220$ m) is insufficient to fully capture the small-scale amplification due to the KH instability, and we therefore expect the magnetic energy to increase even faster. On the other hand, as the magnetic field strength keeps increasing, the wavelength of the fastest growing MRI mode becomes easier to resolve. In Fig. 7 we estimate the latter according to $\lambda_{\text{MRI}} \approx (2\pi / \Omega) \times B / \sqrt{4\pi \rho}$ (where $\Omega, B, \rho$ are angular velocity, magnetic field strength, and rest-mass density) and compare with the grid resolution at 10 and 30 ms after merger. We find that at 30 ms $\lambda_{\text{MRI}}$ is covered everywhere by $10 - 1000$ grid points, except for the inner region enclosed in a 10 km radius. Note that the MRI is active in presence of differential rotation, only where the angular velocity profile is decreasing with the distance from the spin axis, therefore the region $r < 10$ km would in any case remain unaffected (see Sec. V and Fig. 14). Since the MRI becomes effective when $\lambda_{\text{MRI}}/dx \gtrsim 10$, this result suggests that for $t \gtrsim 30$ ms (where $t = 0$ is the merger time) magnetic field amplification is well resolved.

In Fig. 8 we also show the result obtained in [27] with a lower initial magnetization. To ease comparison, we also show the result of the present simulation rescaled to the same initial $E_{\text{mag}}$. As one can see, the initial evolution is very similar. During the period 20–40 ms after merger, saturation becomes evident for the present simulation, while the results from [27] show no sign of saturation. Instead, the slope is comparable to the present case at the same magnetic energy. The simulation with lower field is not long enough to determine when saturation would begin, reaching magnetic energies just before the onset of saturation in the present simulation. However, it seems plausible that the onset of saturation depends mostly on the magnetic field energy. Based on this, we do not expect that the system could evolve towards $E_{\text{mag}}$ much larger than $\sim 10^{51}$ erg, also in agreement with, e.g., [29, 31]. Therefore, the magnetization obtained in the present long simulation should represent an indicative upper limit to what a realistic BNS merger can produce (for the given mass and EOS).

In case of a collapse to a BH, a large fraction of magnetic energy is expected to be rapidly accreted and thus removed from the system. The top panel of Fig. 6 shows the corresponding energy jump for the collapsing case we simulated.
Fig. 6. Evolution of magnetic energy (top) and maximum magnetic field strength (bottom) for the present simulation with and without collapse (‘B1e16 BH’ and ‘B1e16’) and for the lower magnetic field model in [27] (‘B3e15’). Vertical line marks the time of merger. The top panel shows also the magnetic energy of model ‘B1e16’ rescaled to match the initial value of model ‘B3e15’.

At the end of the simulation, those lines loop around when reaching distances around 100 km from the remnant. The strong field grows from \(10^{14}\) to more than \(10^{15}\) G. At later times, the helical structure is no longer visible, substituted by a more disordered field line distribution along the axis. Towards the end of the simulation, the strongest field lines are predominantly toroidal up to 20 km from the remnant center.

A larger scale visualization (Fig. 10) shows magnetic field lines of strength \(\geq 10^{15}\) G and mixed toroidal-poloidal character, which wind around the axis, roughly along a wide cone. At the end of the simulation, those lines loop around when reaching distances around 100 km from the remnant. The \(\sim 100\) km extension of these field lines suggests that a global magnetic field structure might be forming. Note that we imposed initial pre-merger magnetic fields confined within the two NSs, with no field extending to the exterior. Therefore, the emergence of a large scale field is entirely due to the dynamical and geometrical properties of the remnant.

Looking at the largest scales (Fig. 9), we find that the magnetic field strength follows the more turbulent distribution of the outflowing material (i.e. the baryon-loaded wind). Toroidal and poloidal field components are comparable, with the toroidal one being slightly stronger in the largest part of the volume. Along the spin axis, the poloidal field strength is still almost as strong as \(10^{14}\) G up to radii above 1000 km.

IV. SHORT GAMMA-RAY BURSTS

One main goal of the present work is to investigate whether a long-lived NS remnant would be able to launch a jet compatible with a SGRB (and in particular GRB 170817A). By the end of our simulation, we do not obtain any direct sign of jet formation. Along the polar direction, we observe a non-collimated, non-relativistic, and rather dense magnetized outflow, with magnetic-to-fluid pressure ratio \(\beta \equiv b^2 / 2p\) between 0.1 and 10 in most of the occupied volume (Fig. 11). Here \(b^2 \equiv b^2_{\mu\nu}b^\mu_b\), and \(b^\mu\) is the 4-vector of the magnetic field as measured by the comoving observer. An incipient jet would require a much faster, more magnetically dominated, and lower density outflow (e.g. [24]). The baryon-loaded wind present at 90 ms after merger is also too heavy to be accelerated up to Lorentz factors \(\Gamma > 10\), as necessary for SGRB formation at 72 ms after merger, revealing that only \(\sim 20\%\) of magnetic energy survives. This limits the energy reservoir that could produce a magnetic explosion, as envisaged by some models (e.g. [36]). After the collapse, however, further magnetic field amplification is possible within the accretion disk surrounding the BH.

Fig. 8 shows the magnetic field line structure close to the remnant core at 20, 60 and 93 ms after merger. We employ the same procedure of [26] to show the magnetic field lines which are (on average) strongest along cones of constant angle to the rotation axis. As expected, toroidal fields in the equatorial region are strongly amplified. Careful inspection also reveals a narrow ordered helical field embedded in a more irregular field. It is generated between 20 to 60 ms after merger around the remnant spin axis. The poloidal component is dominant, and the field strength grows from \(10^{14}\) to more than \(10^{15}\) G. At later times, the helical structure is no longer visible, substituted by a more disordered field line distribution along the axis. Towards the end of the simulation, the strongest field lines are predominantly toroidal up to 20 km from the remnant center.

Looking at the largest scales (Fig. 9), we find that the magnetic field strength follows the more turbulent distribution of the outflowing material (i.e. the baryon-loaded wind). Toroidal and poloidal field components are comparable, with the toroidal one being slightly stronger in the largest part of the volume. Along the spin axis, the poloidal field strength is still almost as strong as \(10^{14}\) G up to radii above 1000 km.

FIG. 7. Meridional view of the number of grid points covering \(\lambda_{MRI}\) (see text) 10 and 30 ms after merger.
FIG. 8. Magnetic field structure 20, 60, and 93 ms after merger. To give a scale reference, we added a (cyan) sphere of 10 km radius placed at the remnant center of mass. Field line colors indicate the magnetic field strength.

FIG. 9. Large scale meridional view of the poloidal magnetic field strength (top) and the toroidal-to-poloidal field strength ratio (bottom). To help visualization, the latter is set to zero where the rest-mass density is close to the artificial floor value ($< 1.5 \times \rho^*$).

jets\textsuperscript{4}. Instead, it represents a potential obstacle for any jet launched by the remnant at later times, requiring additional energy to drill through it.

If an incipient jet is actually produced at a later time along the spin axis, the baryon density would have to be very small at the launching radius. Up to $\sim 400$ km distance, the density is too high ($\gtrsim 10^9$ g/cm$^3$) and no appreciable decrease is observed over $\sim 100$ ms (Fig. 2), implying a timescale for jet formation $\gg 100$ ms (if any). Jet formation at larger radii could in principle occur on shorter timescales, but given the diffuse nature of the matter distribution this appears unlikely.

We now consider the energy budget of the system. The main energy reservoir available on sub-second timescales is the portion of rotational energy associated with differential rotation (see below). We compute the total rotational energy according to \cite{38, 39}

$$E_{\text{rot}} = \frac{1}{2} \int d^3x \alpha \sqrt{\gamma} \Omega T^{0}_{\phi}$$ \hspace{1cm} (1)

where $\alpha$, $\gamma$, $\Omega$, $T^{\mu\nu}$ are lapse, 3-metric determinant, angular velocity, and stress-energy tensor. We find that the region defined by $z < 10$ km and cylindrical radius $r_{\text{cyl}} < 20$ km always contains $> 99\%$ of $E_{\text{rot}}$. Fig. 12 shows the evolution of $E_{\text{rot}}$ over the last 50 ms, at which point the system has become highly axisymmetric. From 50 to 100 ms after merger the rotational energy decreases by $\Delta E_{\text{rot}} \simeq 6 \times 10^{52}$ erg $\simeq 0.03 M_\odot$.

As discussed in Sec. \textsuperscript{V}, this decrease is likely dominated by

\textsuperscript{4} It would correspond to a kinetic energy larger than $\sim 10^{54}$ erg.
FIG. 10. Same as Fig. 8 at larger spatial scale. The vertical bar corresponds to 100 km.

FIG. 11. Large scale meridional view of the magnetic-to-fluid pressure ratio (see text).

the consumption of differential rotation and therefore the associated timescale should be determined by viscous effects. As a note of caution, the timescale found in our simulation is sensitive to the resolution employed, which determines how the physical mechanism responsible for the effective viscosity (e.g. magnetic fields and/or turbulence) competes with the numerical viscosity. Without a detailed resolution study, the observed timescale is not reliable and a comparison between different magnetic field strengths indicates that it might in fact be dominated by finite resolution effects (see Sec. V).

We find that most of the above $\Delta E_{\text{rot}}$ is spent to rearrange and heat up the remnant NS, while only a small fraction is transferred to the surrounding matter. In particular, the kinetic energy associated with the outgoing radial motion of the matter outflow (at $r \gg 300$ km) increases by less than $10^{53}$ erg (conservative upper limit assuming a radial velocity of 0.1 c; Fig. 3b). Moreover, magnetic energy variations are also smaller than $10^{51}$ erg (Fig. 4b). In the following evolution, a similar amount of rotational energy can still be released before the remnant reaches uniform rotation (Sec. V). It seems likely that this additional energy will be distributed in a similar manner.

The rotational energy at 100 ms after merger is still $\approx 2 \times 10^{53}$ erg, which would be in principle more than sufficient to produce a SGRB jet. In particular, the estimated jet core energy of GRB 170817A is $\approx 4.4 \times 10^{59}$ erg [15], almost four orders of magnitude smaller. However, the key question is whether a jet formation mechanism with sufficient efficiency exists and can be activated at later times. In this respect, the conditions at the end of our simulation are not promising. There is no accretion torus around the central remnant (Sec. V), nor a strongly magnetized and low density funnel along the axis. Instead, we observe a slow and roughly isotropic outflow of matter, without any significant variation over a timescale of $\sim 50$ ms. In conclusion, we cannot conclusively rule out that the NS remnant could launch a jet at later times energetically compatible with GRB 170817A, but our current findings point in disfavour of such a scenario.

We note that in our simulation we are neglecting neutrino radiation. Neutrino-antineutrino annihilation along the spin axis could contribute to power an incipient jet [40]. Nevertheless, the corresponding energy deposition would be $\lesssim 10^{59}$ erg (e.g. [41]), insufficient to power a SGRB like GRB 170817A even assuming 100% energy conversion into $E_{\text{jet, core}}$ and in general much smaller than the rotational energy budget. At the same time, neutrino emission and re-absorption would enhance the mass ejection via post-merger baryon winds, but the corresponding contribution would be negligible (e.g. [42]). Therefore, we do not expect that the inclusion of neutrino radiation could significantly alter our results.

In our model, we consider only one of the possible combi-
nations of progenitor NS masses and NS EOS that are compatible with the GW signal of GW170817. Different mass ratios and EOS would certainly have a substantial impact on the evolution of the remnant and even restricting only to those models that lead to a long-lived NS remnant, a qualitatively different result on jet formation remains possible.

Concerning the dependence on the level of magnetization, it is not easy to make predictions. In order to create more favourable conditions for jet formation, we imposed a very large magnetic field, which is expected to enhance the jet power. Nevertheless, we found that post-merger mass ejection is also strongly enhanced for a higher magnetization, leading to a much heavier obstacle opposing to the propagation of an incipient jet. The complex combination of the two effects makes it difficult to anticipate the outcome for different magnetizations.

We now examine the simulation in which the remnant was induced to collapse at 72 ms after merger. In this case, enough matter remains outside the BH to form an accretion disk of \( \sim 0.1 M_\odot \) (see also Sec. IV). The resulting BH-disk system might be able to launch an incipient SGRB jet via the Blandford-Znajek mechanism \([44]\), with power \([43]\):

\[
L_{\text{BZ}} \sim 10^{52} \left( \frac{\chi}{0.5} \right)^2 \left( \frac{M_{\text{BH}}}{2.5 M_\odot} \right)^2 \left( \frac{B_{\text{BH}}}{10^{16} \text{G}} \right)^2 \text{erg/s},
\]

where we are using as reference values the dimensionless BH spin \( \chi \), mass \( M_{\text{BH}} \), and magnetic field strength at the poles \( B_{\text{BH}} \) found in our simulation.

Such a jet would have to drill through a very massive ejecta layer (\( \sim 0.1 M_\odot \)). By analyzing the conditions along the spin axis from \( z = 200 \text{ km} \) (above which the matter distribution is not influenced by the collapse; Fig. 5), we find that the jet head velocity would be at any point orders of magnitude smaller than the rest-mass energy density of the ejecta (assuming a jet half opening angle \( \theta_j \gtrsim 5^\circ \)). This implies a nonrelativistic jet head velocity (e.g. \([45]\)). Following \([45]\) (eq. 3 and 4a), we roughly estimate the time required for the jet to breakout as 0.01, 0.03, and 0.14 s for a constant \( \theta_j \) of 5°, 10°, and 20°, respectively. For \( \theta_j \gtrsim 30^\circ \), the jet head would not be fast enough to ever reach the ejecta front. In conclusion, for a collimation of \( \theta_j \lesssim 20^\circ \) and an engine duration \( \Delta t_{\text{engine}} \gtrsim 0.15 \text{ s} \) we should expect a successful jet despite the heavy ejecta.

The main factors that may affect the above conclusion are the remnant lifetime and the level of magnetization. A shorter lifetime would imply a lower ejecta mass and thus more favourable conditions for a jet breakout. A lower magnetic field strength, on the other hand, would lower both the ejecta mass and the jet power, which might act both in favour or dis-favour.

Our present results leave ample space for an explanation of GRB 170817A based on a BH central engine, in particular for remnant lifetimes \( \lesssim 100 \text{ ms} \). Longer lifetimes would lead to a larger amount of ejecta, likely making the production of a successful jet increasingly more challenging. However, setting a reliable upper limit would require additional simulations exploring different magnetizations and a longer post-merger evolution.

V. REMNANT STRUCTURE AND ROTATION PROFILE

In this Section, we focus the attention on the remnant properties at smaller scales. Fig. 13 shows the density distribution of the remnant 10 and 72 ms after merger. At early stage, an inner core is embedded in a torus-shaped outer envelope. This structure is typical for BNS merger remnants (e.g. Fig. 16 in \([46]\)). During the remainder of the simulation, we observe a general expansion. The matter in the torus occupies an increasing volume while assuming a more spherical configuration. This is shown in Fig. 13.

As a quantitative measure for the radial mass distribution, we compute baryonic mass and proper volume enclosed in the surfaces of constant mass density, obtaining a gauge independent mass-inside-volume relation (see \([47]\)). We will express proper volume by the radius of an Euclidian sphere of same volume.

For the final state, we find a plateau in the mass-inside-radius relation that allows us to define a fiducial remnant baryon mass of \( 2.75 M_\odot \). Most of the remaining baryon mass (0.23 \( M_\odot \)) has reached radii between 100 to 1000 \text{ km} at the end of the simulation. It is worth noting that the outer layers of the central NS strongly expand. The volume occupied by the fiducial remnant mass increases from an equivalent sphere radius of 14 km at 20 ms after merger to a radius of 31 km at 95 ms. Towards the core, the change in radius becomes gradually smaller.

The expansion implies that the (negative) gravitational binding energy should increase, i.e. the NS becomes less strongly bound. In this regard, we also refer to the discussion in \([48]\) where it was demonstrated that prescribing a large turbulent viscosity can reduce the compactness of the remnant in the first few ms after merger via turbulent dissipation and

\[\text{Note that our total mass differs by } \sim 1\% \text{ from the one inferred for GW170817.}\]

\[\text{For instance, for the Blandford-Znajek mechanism the jet power scales as } \propto B^2 \text{\cite{43}.}\]
angular momentum redistribution.

The rotational profile along the equator is shown in the upper panel of Fig. [14]. As already noted in previous studies (e.g. [27] [46]) the remnant is characterized by a slowly rotating central core (circumferential radius \( r_c \lesssim 5 \text{ km} \)) surrounded by a rapidly rotating outer layer. Further out, the centrifugal force starts dominating over the pressure and the rotation profile approaches the Keplerian one. For the case at hand, the maximum spin frequency is around \( 1.7 \text{ kHz} \), and the maximum is located at \( r_c \approx 12 \text{ km} \).

For comparison, we computed the properties of uniformly rotating NS obeying the same zero-temperature EOS as the initial data. Fig. [14] shows rotation rate and radius for a model with the baryonic mass of the fiducial remnant and its angular momentum at the end of the simulation. As one can see, the final rotation rate for uniform rotation is similar to the maximum rotation rate 80 ms after merger. Comparing to the sequence of constant baryonic mass shown in the same figure, we find that the central rotation rate is much lower than the minimum allowed uniform rotation rate for the given mass. At the same time, the remnant extends to larger radii than possible for a uniformly rotating star.

The amount of differential rotation decreases during our simulation, as shown in the upper panel of Fig. [14] while the central core gains angular momentum at the expense of the outer envelope. We also find that a growing part of the core gains angular momentum at the expense of the outer envelope. We also find that a growing part of the core gains angular momentum at the expense of the outer envelope. We also find that a growing part of the core gains angular momentum at the expense of the outer envelope. We also find that a growing part of the core gains angular momentum at the expense of the outer envelope. We also find that a growing part of the core gains angular momentum at the expense of the outer envelope. We also find that a growing part of the core gains angular momentum at the expense of the outer envelope. We also find that a growing part of the core gains angular momentum at the expense of the outer envelope. We also find that a growing part of the core gains angular momentum at the expense of the outer envelope. We also find that a growing part of the core gains angular momentum at the expense of the outer envelope. We also find that a growing part of the core gains angular momentum at the expense of the outer envelope.

There are different possible causes for the decrease. One is numerical dissipation which acts as a viscosity. Physical causes include effective viscosity caused by strong small scale magnetic fields or turbulent motion, as well as magnetic winding (see also [48] [52] [53]). We can assess the contribution of magnetic effects by comparing simulations of the same system with different magnetization. This is depicted in the lower panel of Fig. [14] which shows the evolution between 20 and 40 ms after merger. We find that the magnetization has a mild influence on the initial rotation profile, and the decrease in \( \Delta \nu \) is comparable for the three cases. This indicates that the differential rotation in the inner region is mostly dissipated by non-magnetic effects in our simulations. However, it does not imply that such effects are small in reality. In our setup, the small scale magnetic fields are most likely not sufficiently resolved to account for the corresponding effective viscosity. We refer to [40] for a detailed discussion based on simulations with much higher resolutions.

We note that in the outer envelope the magnetic field has a more substantial impact. The simulations with weaker and zero magnetic fields show almost no evolution in that region, while the present simulation reveals up to \( \sim 20\% \) decrease in rotation frequency. Our simulation suggests that above \( E_{\text{mag}} \approx 10^{42} \text{ erg} \), magnetic fields start to affect the outer lay-
ers within a timescale below 100 ms.

Together with the differential rotation, the rotational energy shown in Fig. [12] is decreasing as well. As discussed in Sec. [IV] the kinetic and magnetic energy in the surrounding matter increases only by a small fraction of the rotational energy loss. This indicates that rotational energy is converted into potential energy and heat. The aforementioned expansion of the remnant supports this conclusion.

In order to obtain an estimate for the further rotational energy loss until uniform rotation is reached, we compute the rotational energy of the uniformly rotating model with same baryonic mass and final angular momentum as the fiducial remnant. We find that a rotational energy around \(8 \times 10^{52} \text{ erg} \) would need to be converted (assuming no angular momentum loss) before reaching a uniformly rotating zero-temperature state. For comparison, the gravitational binding energy of the uniformly rotating model is \(1.4 \times 10^{54} \text{ erg} \).

The uniformly rotating state can release further energy if we allow for angular momentum loss, e.g., during magnetic spindown. It will collapse to a BH when the minimum angular momentum for the given mass is reached, at a rotation rate around 1.3 kHz. The total energy (gravitational mass) of the uniformly rotating NS would decrease by \(3 \times 10^{52} \text{ erg} \) during the spindown. This energy reservoir can only be used on long timescales, however, since it requires shedding a large amount of angular momentum \((\sim 0.4 GM_\odot^2/c)\).

So far, we discussed the long-term development of the remnant without considering possible fall-back of the outgoing matter. Most of it remains bound according to the geodesic criterion, which however does not account for the large degree of magnetization. It is therefore instructive to discuss a hypothetical scenario where matter falls back, circularizes by self-interaction, and forms an accretion disc. An important aspect for the central remnant evolution is the amount of angular momentum and mass added by accretion. Accretion is driven by an outward flow of angular momentum caused by effective viscosity. The divergence of the flow reduces the specific angular momentum of fluid elements, causing them to migrate inwards. The total angular momentum at the end of our simulation is slightly larger than the maximum possible for a uniformly rotating NS with the same total baryonic mass. However, given the angular momentum transport during accretion, we do not expect the rotation rate of the central remnant to approach the mass shedding limit (note that this is contrary to the assumptions made in another work on the final state of merger remnants [54]). Rotation rate and radius of mass shedding sequence up to the total mass of the system are shown in Fig. [14] for comparison.

To get an upper limit for the angular momentum of the central remnant after accreting a certain mass, we ignore the outwards angular momentum flow between mass shells and assume that accreted mass contributes the specific angular momentum corresponding to some radius close to the remnant. Since the central NS is in the supramassive mass range, stability requires a minimum angular momentum which increases when adding mass. Starting from the fiducial values for mass and angular momentum, we can compute the angular momentum that needs to be contributed by the accreted matter to prevent collapse.

We find that the required average specific angular momentum raises from zero for a total accreted mass of \(M_{\text{acc}} \approx 0.05 M_\odot \) to \(J/M_{\text{acc}} \approx 5.8 GM_\odot/c \) when accreting all of the outflowing matter. The specific angular momentum in orbit around the equator of the minimally rotating supramassive NS sequence is below \(4.6 GM_\odot/c \). It is therefore possible that the remnant collapses due to insufficient increase of angular momentum before reaching the maximum mass of a rotating NS, leaving behind an accretion disk of up to \(\sim 0.2 M_\odot \).

We now consider the case in which we induced collapse to a BH. We are interested in particular in the mass of the accretion torus left around it. According to a widely used criterion, only matter fulfilling \(j > j_{\text{ISCO}} \) before the collapse could contribute to the accretion torus, where \(j_{\text{ISCO}} \) is the specific angular momentum of a test particle on the innermost stable circular orbit around the newly-formed BH. Guided by such a criterion, recent studies addressed the problem by considering idealized models of uniformly rotating supramassive NSs and their collapse to a BH [55, 56]. Their findings suggest that even assuming maximally rotating NS configurations, the resulting torus mass would be most likely \(\ll 0.1 M_\odot \) and thus insufficient for a BH-powered SGRB jet.

For the BH formed in our simulation, \(j_{\text{ISCO}}/GM \approx 2.9 \) (computed following [57]). Right before the collapse only a negligible mass fraction satisfies \(j > j_{\text{ISCO}} \) within a radius of \(\lesssim 50 \text{ km} \) (Fig. [15]). A simple application of the above criterion would then imply that at least all the matter within 50 km from the remnant center should be directly swallowed by the BH. However, only \(\lesssim 97\% \) of the corresponding baryon mass is actually swallowed. Such a discrepancy can be explained by the fact that part of the material surrounding the remnant has a significant outgoing velocity, deviating from the conditions for which the criterion is supposed to hold. Although \(\lesssim 3\% \) might seem a very small difference, this is sufficient to have a massive \((\sim 0.1 M_\odot \) accretion torus and thus a potentially viable SGRB central engine.

This example shows that the bulk of the NS remnant satis-
lies the condition \( j < j_{\text{ISCO}} \) much before achieving uniform rotation. Nevertheless, this condition by itself does not prevent the formation of a massive accretion torus in case of a collapse. The conclusion that the resulting BH could not act as a SGRB central engine only applies when the remnant NS is no longer surrounded by baryon wind material that could contribute to form an accretion torus. Given that in our simulation no significant change in density distribution is observed up to 400 km in the last 50 ms (Fig. 2), the timescale required to reach the latter condition should be \( \gg 100 \text{ ms} \).

VI. GRAVITATIONAL WAVES AND REMNANT OSCILLATIONS

In the following we discuss the remnant oscillations and the resulting GW signal. Thanks to the long evolution time, we can study the late time behavior in addition to the usual inspiral and early post-merger phase. We will also discuss how the GW signal relates to the evolution of the remnant.

Fig. 16 shows the evolution of the GW strain, which is fairly typical for a BNS system in the supramassive mass range. The amplitude is decaying strongly after merger. The total radiated energy during the evolution from 10 ms after merger onward is only \( 4.6 \times 10^{-3} M_{\odot} \), which is \( \approx 0.5\% \) of the binding energy of the fiducial remnant (see Sec. V). Less than 2\% of the total angular momentum is carried away by GW during this period. The GW emission therefore has only minor impact on the evolution of the remnant.

For the early post-merger phase, up to around 30 ms after merger, we confirm the results of earlier numerical studies \cite{27,46,47}, which observe a gravitational wave consisting of a single component with a frequency equal to twice the maximum rotation rate. For our simulation, this is shown in Fig. 16 comparing the evolution of GW frequency to the evolution of maximum rotation rate in the equatorial plane. During this period, the GW amplitude decays strongly.

In the subsequent evolution, the qualitative behavior seems to change, as we will now discuss. We caution that the numerical accuracy of oscillations with very small amplitudes is not well studied, and we report the results as seen. In the numerical results, we observe a splitting of modes around 30 ms after merger. Fig. 16 shows a spectrogram of the \( m = 2 \) component of the density perturbation in the equatorial plane, extracted using the formalism presented in \cite{49}. One can see a superposition of a mode with frequency following twice the rotation rate, and a component remaining at slightly larger frequency. Consequently, the GW strain exhibits a beating phenomenon visible in the upper panel of Fig. 16.

The cause of the split and the nature of the oscillations is currently unknown. It might be related either to the decreasing differential rotation, which is shown Fig. 15 or to the decaying amplitude of the perturbation. It is possible that the non-axisymmetric deformation in the early post-merger phase is a genuinely nonlinear quasi-stationary state, as proposed in \cite{45,47}. With decreasing amplitude, the evolution of the remnant deformation might be governed more by linear perturbation theory. It is worth noting that, for a different model, \cite{53} also observed the appearance of a second oscillation mode with frequency slightly lower than the mode which is dominant right after merger, and linked its excitation to a convective instability.

Near the end of the simulation, starting at around 70 ms after merger, the extracted GW signal exhibits a growing low-frequency oscillation. This is likely a numerical artifact, since we observe a growing oscillation of the coordinate system as well, at the same frequency. Since the strain amplitude is very small at this time, it might well be an error induced by the behavior of the gauge.

VII. SUMMARY AND CONCLUSIONS

We simulated a magnetized BNS merger forming a long-lived NS remnant and followed its evolution up to \( \approx 100 \text{ ms} \) after merger. This represents the longest post-merger evolution performed in GRMHD for such a system, allowing us to study the remnant properties over timescales so far unexplored.

Starting from a rather large initial magnetic energy (\( \sim 10^{53} \text{ erg} \)), we observe further magnetic field amplification over the different merger phases up to a saturation level of \( E_{\text{mag}} \approx 2 \times 10^{53} \text{ erg} \), reached around 50 ms after merger. In the following 50 ms, magnetic energy shows no significant change, despite the fact that the dominant amplification mech-
anism (i.e. the MRI) is well resolved. This is indicative of a physical saturation.

Within 90 ms of post-merger evolution, a large scale magnetic field of mixed poloidal-toroidal structure emerges, with magnetic strength reaching $\gtrsim 10^{15} \text{G}$. Since we did not impose initial magnetic fields extending outside the two NSs, the production of such a large scale field is entirely due to the post-merger dynamics. Our result supports the idea that BNS mergers can produce remnant NSs endowed with a global field of magnetar-like field strength.

The strongest field lines wind around the axis roughly along a wide cone and reach distances up to $\approx 100 \text{km}$ from the equatorial plane. At the end of the simulation, those strong field lines still loop back, which makes them unsuitable for guiding an incipient jet. Furthermore, during the entire post-merger evolution, the remnant NS is surrounded by a dense environment with a nearly isotropic and steady rest-mass density distribution up to $\approx 400 \text{km}$. Under those conditions, it is not surprising that we find no signs of jet formation during our simulation.

The strong magnetic field drives a slow ($<0.1 \text{c}$) and massive post-merger outflow corresponding to a mass loss rate of up to $\dot{M} \sim 3 M_{\odot}/\text{s}$, for a total mass of $0.1 M_{\odot}$ at the end of the simulation. A significant fraction of this material might become unbound at larger radii, potentially leading to a very massive ejecta component. Comparing with a material might become unbound at larger radii, potentially leading to an incipient jet. Furthermore, during the entire post-merger evolution, the remnant NS is surrounded by a dense environment with a nearly isotropic and steady rest-mass density distribution up to $\approx 400 \text{km}$. Under those conditions, it is not surprising that we find no signs of jet formation during our simulation.

Studying the energetics of the system, we find that the largest power source on sub-second timescales after merger is the decrease of rotational energy by around $6 \times 10^{52} \text{erg}$ from 50 to 100 ms after merger. The major part of this energy corresponds to the decrease of differential rotation. In the same time period, GWs carry away only around $\approx 8 \times 10^{51} \text{erg}$ and 2% of the angular momentum. Besides the small GW contribution, almost all of the rotational energy decrease is converted internally within the remnant, which expands (due to rearrangement of angular momentum and heating) and therefore becomes less strongly bound. In comparison, both the variation of total magnetic energy ($\lesssim 10^{51} \text{erg}$) and the increase of kinetic energy associated with the radial motion of the outflowing material ($<10^{51} \text{erg}$) are negligible.

It is worth pointing out that the above kinetic and magnetic energy of the surrounding matter are still large compared to the inferred energy of a SGRB like GRB 170817A. Nevertheless, on the timescale of our simulation, there is no indication for a sufficiently efficient conversion mechanism and there is no accretion torus around the remnant NS, which excludes an accretion-powered jet. On the contrary, we observe a slow, non-collimated, and rather steady matter outflow. Since we could not prove that all this matter will eventually become unbound, accretion of fallback material on timescales $\gg 100 \text{ms}$ remains however a possibility. In conclusion, our current results seem to disfavour, but cannot rule out, a scenario in which a long-lived NS remnant acts as a SGRB central engine.

Based on previous studies (e.g. [41,42]), we do not expect that the above conclusion could be altered by introducing neutrino radiation. On the other hand, employing a different mass ratio or EOS within the range compatible with the GW signal of GW170817 could have a significant impact.

The rotational profile on the equatorial plane shows a slower and uniformly rotating core and a faster rotating outer layer with the maximum spin frequency lying at a cylindrical radius of $\sim 12 \text{km}$. At larger distances, the angular velocity is close to a Keplerian profile, indicating that this part of the remnant NS is centrifugally supported. We also find that the GW frequency is twice the maximum rotation rate, as in earlier studies. As the system evolves, the maximum spin frequency decreases and the central one increases. We estimate that the remnant present at the end of our simulation could reach uniform rotation after a further rotational energy loss of $\approx 8 \times 10^{52} \text{erg}$, which is comparable to the amount lost over the last 50 ms of the simulation.

By comparing the rotational profile evolution at different magnetizations, we find that magnetic effects become important in the matter surrounding the remnant (over a 100 ms timescale) for $E_{\text{mag}} \gtrsim 10^{51} \text{erg}$. However, the inner region of the remnant appears to be marginally affected even at the highest magnetizations. This indicates that in our simulation the effective viscosity driving the removal of differential rotation in the inner core is of numerical origin (i.e. dominated by finite resolution effects rather than magnetic fields or turbulence). We emphasize that current numerical simulations cannot reliably determine the timescale for the dissipation of differential rotation in the remnant since the computational costs for a simulation as long as ours with the required resolution would become extremely prohibitive.

In parallel to our long-lived NS simulation, we also performed a second simulation where we induced the collapse of the remnant $\sim 72 \text{ms}$ after merger by altering the EOS at supranuclear densities. The collapse leads to the formation of a $\sim 2.5 M_{\odot}$ BH with $J_c/GM^2 \sim 0.5$ and surrounded by a $\sim 0.1 M_{\odot}$ accretion torus. Only matter within $\sim 200 \text{km}$ distance is influenced by the collapse, with the rest of the system essentially unaffected.

Prior to collapse, all the matter within 50 km from the core of the remnant NS has specific angular momentum lower than the value at the innermost stable circular orbit around the newly-formed BH. Nevertheless, a massive ($\sim 0.1 M_{\odot}$) accretion torus is still produced. This can be explained by the fact that the NS remnant is surrounded by a dense environment, characterized by a non-negligible outward directed radial velocity. This example shows that the maximum collapse time after which no massive accretion torus can be produced depends on the timescale over which the remnant NS is no longer surrounded by such a dense environment. This timescale is most likely $\gg 100 \text{ms}$ and could be as long as a
few seconds or more.

At collapse, about 80% of the total magnetic energy is swallowed by the BH. Nevertheless, the magnetic field strength close to its poles remains very large (∼10^16 G). Thanks to the presence of a massive accretion torus, the conditions to launch a powerful SGRB jet via the Blandford-Znajek mechanism are in principle fulfilled. Moreover, we find that for a jet half opening angle of ≲ 20° and an engine duration of ≳ 0.15 s such a jet should be able to successfully break out of the thick ejecta layer, despite the large mass of the latter (∼0.1 M_☉). This supports the possibility of a BH-powered SGRB jet compatible with the inferred properties of GRB 170817A. Different remnant lifetimes and magnetization levels could however alter this conclusion.

The most important results obtained in the present work were made possible by following about 100 ms of evolution of the long-lived NS remnant, which is more than a factor of 2 longer than previous GRMHD simulations of this kind [27]. This demonstrates how a significant extension of the physical time of current simulations can lead by itself to novel insights. On the other hand, our study is limited to a single BNS model. A long-lived NS remnant remains a likely outcome for a potentially large fraction of all BNS mergers, and thus in preparation for future detections we urgently need more simulations exploring the relevant parameter space (different NS masses, EOS, magnetization, etc.).
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