NONLINEAR STABILITY OF THE TWO-JET KOLMOGOROV TYPE FLOW ON THE UNIT SPHERE UNDER A PERTURBATION WITH NONDISSIPATIVE PART

TATSU-HIKO MIURA

Abstract. We consider the vorticity form of the Navier–Stokes equations on the two-dimensional unit sphere and study the nonlinear stability of the two-jet Kolmogorov type flow which is a stationary solution given by the zonal spherical harmonic function of degree two. In particular, we assume that a perturbation contains a nondissipative part given by a linear combination of the spherical harmonics of degree one and investigate the effect of the nondissipative part on the long-time behavior of the perturbation through the convection term. We show that the nondissipative part of a weak solution to the nonlinear stability problem is preserved in time for all initial data. Moreover, we prove that the dissipative part of the weak solution converges exponentially in time towards an equilibrium which is expressed explicitly in terms of the nondissipative part of the initial data and does not vanish in general. In particular, it turns out that the asymptotic behavior of the weak solution is finally determined by a system of linear ordinary differential equations. To prove these results, we make use of properties of Killing vector fields on a manifold. We also consider the case of a rotating sphere.

1. Introduction

Let \( S^2 \) be the two-dimensional (2D) unit sphere in \( \mathbb{R}^3 \). We consider the Navier–Stokes equations

\[
\partial_t u + \nabla_u u - \nu(\Delta_H u + 2u) + \nabla p = f, \quad \text{div } u = 0 \quad \text{on} \quad S^2 \times (0, \infty).
\]

Here \( u \) is the tangential velocity field of a fluid, \( p \) is the pressure, and \( f \) is a given external force. Also, \( \nu > 0 \) is the viscosity coefficient, \( \nabla_u u \) is the covariant derivative of \( u \) along itself, \( \Delta_H \) is the Hodge Laplacian via identification of vector fields and one-forms, and \( \nabla \) and \( \text{div} \) are the gradient and the divergence on \( S^2 \). Note that the viscous term in (1.1) contains the zeroth order term since it is twice of the deformation tensor \( \text{Def} u \):

\[
2 \text{div} \text{Def} u = \Delta_H u + \nabla(\text{div} u) + 2 \text{Ric}(u) = \Delta_H u + \nabla(\text{div} u) + 2u.
\]

Here \( \text{Ric} \equiv 1 \) is the Ricci curvature of \( S^2 \). There are many works on the Navier–Stokes equations on spheres and manifolds with this kind of viscous term (see e.g. [42, 35, 32, 30, 10, 19, 6, 8, 38, 39, 34, 20, 36, 37]). Also, several authors studied the Navier–Stokes equations on manifolds with viscous term replaced by \( \nu \Delta_H u \) in analogy of the flat domain case (see e.g. [16, 15, 45, 5, 17, 51, 24, 40]). We refer to [13, 1, 12, 43, 7] for the identity (1.2) and the choice of the viscous term in the Navier–Stokes equations on manifolds. A crucial difference due to the choice of the viscous term is the presence of nondissipative vector fields. The viscosity always works if one chooses \( \nu \Delta_H u \) since \( S^2 \) does not admit nontrivial harmonic forms. On the other hand, if one takes \( \nu(\Delta_H u + 2u) \), then the viscosity does not work for tangential vector fields of the form \( X(x) = a \times x, \ x \in S^2 \) with any \( a \in \mathbb{R}^3 \). Note that this \( X \) is a Killing vector field on \( S^2 \), and in general Killing vector fields are nondissipative stationary solutions to the Navier–Stokes equations on a manifold with viscous term given by (1.2). In fact, the problem of the existence and uniqueness of
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solutions is not so affected by the choice of the viscous term, since the difference of the above two viscous terms is linear and of lower order. However, as we will see below, the long-time behavior of a solution can be different by the choice of the viscous term due to the effect of a nondissipative part of a solution coming from the convection term.

Since $S^2$ is 2D and simply connected, the Navier–Stokes equations (1.1) are equivalent to the following equation for the vorticity $\omega = \text{rot } u$:

\begin{equation}
\partial_t \omega + u \cdot \nabla \omega - \nu(\Delta \omega + 2\omega) = f, \quad u = n_{S^2} \times \nabla \Delta^{-1} \omega \quad \text{on } S^2 \times (0, \infty).
\end{equation}

Here $f = \text{rot } f$ is an external force, $n_{S^2}$ is the unit outward normal vector field of $S^2$, and $\Delta$ is Laplace–Beltrami operator on $S^2$ with inverse $\Delta^{-1}$ in $L^2_0(S^2)$, the space of $L^2$ functions on $S^2$ with vanishing mean. Also, $a \cdot b$ and $a \times b$ stand for the inner and vector products of $a, b \in \mathbb{R}^3$. We refer to [31] for the derivation of (1.3) from (1.1).

For $n \in \mathbb{Z}_{\geq 0}$ and $|m| \leq n$, let $Y^m_n$ be the spherical harmonics and $\lambda_n = n(n + 1)$ be the corresponding eigenvalue of $-\Delta$ (see Section 2 for details). Then, for $n \in \mathbb{N}$ and $a \in \mathbb{R}$, the vorticity equation (1.3) with external force $f = a\nu(\lambda_n - 2)Y^0_n$ has a stationary solution with corresponding velocity field

\begin{equation}
\omega^a_n(\theta, \varphi) = aY^0_n(\theta), \quad u^a_n(\theta, \varphi) = -\frac{a}{\lambda_n \sin \theta} \frac{dY^0_n}{d\theta}(\theta)\partial_\varphi x(\theta, \varphi),
\end{equation}

where $x(\theta, \varphi)$ is the parametrization of $S^2$ by the colatitude $\theta$ and the longitude $\varphi$. The flow (1.4) can be seen as a spherical version of the well-known plane Kolmogorov flow, which is a stationary solution to the Navier–Stokes equations in a 2D flat torus (see e.g. [29, 18, 27, 33, 28] for the study of the stability of the plane Kolmogorov flow). In [17], the flow (1.4) is called the generalized Kolmogorov flow. Also, it is called an $n$-jet zonal flow in [38, 39]. We call (1.4) the $n$-jet Kolmogorov type flow in order to emphasize both the similarity to the plane Kolmogorov flow and the number of jets.

In this paper we focus on the case $n = 2$ and consider the stability of the two-jet Kolmogorov type flow for the vorticity equation (1.3) (see Remark 1.3 for the one-jet case). Our particular interest is in studying the effect of a nondissipative part of a perturbation in the stability problem. Since $-\Delta Y^m_1 = 2Y^m_1$ for $|m| = 0, 1$, the viscosity does not work for functions in $\text{span}\{Y^0_1, Y^\pm_1\}$, for which the corresponding velocity fields are Killing vector fields on $S^2$. If a perturbation contains such a nondissipative part, then it seems to be natural to ask how the nondissipative part affects the long-time behavior of the perturbation through the convection term. Our aim is to give an explicit answer to this problem.

The stability of the Kolmogorov type flows was studied by Ilyin [17] and Sasaki, Takehiro, and Yamada [38, 39] for the Navier–Stokes equations on $S^2$ and by Taylor [41] for the Euler equations on $S^2$ (and these authors dealt with the case of a rotating sphere). For the viscous case, Ilyin [17] investigated the linear stability and showed that the $n$-jet Kolmogorov type flow is globally asymptotically stable for all $\nu > 0$ when $n = 1, 2$ but it becomes unstable for small $\nu > 0$ when $n \geq 3$. In that paper, however, the viscous term in the Navier–Stokes equations was taken as $\nu\Delta_H u$, which becomes $\nu\Delta \omega$ in the vorticity form. Hence a perturbation does not contain a nondissipative part in the setting of [17]. For the case of the viscous term $\nu(\Delta \omega + 2\omega)$, Sasaki, Takehiro, and Yamada studied the linear and nonlinear stability of the Kolmogorov type flows in [38] and [39], respectively, and obtained the same results as in [17]. However, they considered a perturbation in the orthogonal complement of $\text{span}\{Y^0_1, Y^\pm_1\}$, so the effect of a nondissipative part was not taken into account.

In our previous work [31], we studied the linear stability of the two-jet Kolmogorov type flow under a perturbation which contains a nondissipative part. The two-jet Kolmogorov
we proved that a solution

\[ \omega_n^0(\theta, \varphi) = aY_n^0(\theta) = \frac{a}{4} \sqrt{\frac{5}{\pi}} (3\cos^2 \theta - 1). \]

Then the linearized equation for the vorticity equation (1.3) around (1.5) is

\[ \partial_t \omega = \nu(\Delta \omega + 2\omega) - a_2 \cos \theta \partial_\varphi (I + 6\Delta^{-1}) \omega, \quad a_2 = \frac{a}{4} \sqrt{\frac{5}{\pi}} \quad \text{on} \quad S^2 \times (0, \infty), \]

where \( I \) is the identity operator. To state our main result, we fix some notations. For

\[ \|\omega(t) - \omega_{\infty,\text{lin}}\|_{L^2(S^2)} \leq C \left(1 + \frac{|a_2|}{\nu}\right) e^{-4\nu t}\|\omega_0\|_{L^2(S^2)}, \quad t \geq 0, \]

where the equilibrium \( \omega_{\infty,\text{lin}} \) is given by

\[ \omega_{\infty,\text{lin}} = \omega_{0,1}^0 Y_1^0 + \sum_{m=\pm 1} \omega_{0,1}^m \left( Y_1^m + \frac{a_2}{\nu} \frac{im}{2\sqrt{3}} Y_2^m \right), \quad \omega_{0,1}^m = (\omega_0, Y_1^m)_{L^2(S^2)} \]

and \( C > 0 \) is a constant independent of \( t, \nu, a_2, \) and \( \omega_0 \). Note that \( \omega_{\infty,\text{lin}} \) contains the nonzero \( Y_2^{\pm 1} \)-components when \( \omega_{0,1}^\pm \neq 0 \), although the functions \( Y_2^{\pm 1} \) themselves are dissipative in (1.6). This result shows that the nondissipative part indeed affects the long-time behavior of the perturbation through the interaction between the viscosity and convection even in the linear stability case. In [31] and the companion paper [26] we also observed that a part of a solution to (1.6) decays at a rate faster than the usual viscous rate \( O(e^{-\nu t}) \) when \( \nu > 0 \) is small. Such a phenomenon is called the enhanced dissipation, and it has been attracting interest of many researchers in recent years (see e.g. [9, 52, 48] and [3, 25, 14, 49, 50] for the study of the enhanced dissipation for advection-diffusion equations and for the plane Kolmogorov flow, respectively).

In this paper we study the nonlinear stability of the two-jet Kolmogorov type flow under a perturbation with nondissipative part. The nonlinear stability problem for the vorticity equation (1.3) around the two-jet Kolmogorov type flow (1.5) is

\[
\begin{cases}
\partial_t \omega = \nu(\Delta \omega + 2\omega) - \frac{a}{4} \sqrt{\frac{5}{\pi}} \cos \theta \partial_\varphi (I + 6\Delta^{-1}) \omega - \mathbf{u} \cdot \nabla \omega & \text{on} \quad S^2 \times (0, \infty), \\
\mathbf{u} = \mathbf{n}_{S^2} \times \nabla \Delta^{-1} \omega & \text{on} \quad S^2 \times (0, \infty), \\
\omega|_{t=0} = \omega_0 & \text{on} \quad S^2,
\end{cases}
\]

where \( \omega_0 \in L^2_0(S^2) \) is an initial perturbation (see [31] for the derivation of the perturbation operator). To state our main result, we fix some notations. For \( u \in L^2_0(S^2) \), we write

\[ u^m_n = (u, Y_n^m)_{L^2(S^2)}, \quad u_{n=0} = \sum_{m=-n}^{n} u^m_n Y_n^m, \quad u_{n \geq 1} = \sum_{n \geq N} u_n. \]

Note that \( u_{n \geq 1} = (-1)^m u_{-m}^m \) if \( u \) is real-valued, since \( Y_{n \geq 1} = (-1)^m Y_n^{-m} \) (see Section 2). In what follows, we consider real-valued initial data and solutions to (1.8), although we take the inner product of (1.8) with the complex spherical harmonics \( Y_n^m \) in order to make some expressions simple. For a real-valued initial data \( \omega_0 \in L^2_0(S^2) \), we set

\[ \alpha = \frac{1}{2\sqrt{6\pi}} \omega_{0,1}^1 \in \mathbb{C}, \quad b = \frac{1}{2\sqrt{3\pi}} \omega_{0,1}^0 \in \mathbb{R}. \]
Then we define $\omega_\infty = \sum_{m=-2}^{2} \omega_{2,\infty}^{m} Y_{2}^{m} \in L_{0}^{2}(S^{2})$ by
\[
\omega_{2,\infty}^{0} = -12a \cdot \frac{|a|^{2}(4\nu^{2} + |a|^{2} + b^{2})}{(4\nu^{2} + 4|a|^{2} + b^{2})(16\nu^{2} + 4|a|^{2} + b^{2})},
\]
(1.10)
\[
\omega_{2,\infty}^{1} = \frac{\sqrt{6} i\alpha(4\nu + 2ib)}{4|a|^{2} + (4\nu + ib)(4\nu + 2ib)}(\omega_{2,\infty}^{0} + a), \quad \omega_{2,\infty}^{2} = -\omega_{2,\infty}^{1},
\]
\[
\omega_{2,\infty}^{3} = \frac{2i\alpha}{4\nu + 2ib} \omega_{2,\infty}^{1}, \quad \omega_{2,\infty}^{2} = \omega_{2,\infty}^{3}.
\]
Also, we set $H_{0}^{1}(S^{2}) = L_{0}^{2}(S^{2}) \cap H^{1}(S^{2})$ and write $H_{0}^{-1}(S^{2})$ for the dual space of $H_{0}^{1}(S^{2})$ with duality product $\langle \cdot, \cdot \rangle_{H_{0}^{1}}$. The main result of this paper is as follows.

**Theorem 1.1.** For all real-valued initial data $\omega_{0} \in L_{0}^{2}(S^{2})$, there exists a real-valued unique global weak solution $\omega \in C([0, \infty); L_{0}^{2}(S^{2})) \cap L_{loc}^{2}([0, \infty); H_{0}^{1}(S^{2}))$ with $\partial_{t}\omega \in L_{loc}^{2}([0, \infty); H_{0}^{-1}(S^{2}))$ to (1.8) in the sense that $\omega(0) = \omega_{0}$ in $L_{0}^{2}(S^{2})$ and
\[
\langle \partial_{t}\omega(t), \psi \rangle_{H_{0}^{1}} = -\nu(\nabla\omega(t), \nabla\psi)_{L^{2}(S^{2})} + 2\nu(\omega(t), \psi)_{L^{2}(S^{2})}
\]
(1.12)
\[-\frac{a}{\sqrt{3}}(\cos \theta \partial_{\varphi}(I + 6\Delta^{-1})\omega(t), \psi)_{L^{2}(S^{2})} - (u(t) \cdot \nabla\omega(t), \psi)_{L^{2}(S^{2})}\]
for all real-valued $\psi \in H_{0}^{1}(S^{2})$ and a.e. $t > 0$. Moreover,
\[
\omega_{1}(t) = \omega_{0,=1}, \quad \|\omega_{\geq 3}(t)\|_{L^{2}(S^{2})} \leq e^{-10\nu t}\|\omega_{0,\geq 3}\|_{L^{2}(S^{2})}
\]
(1.13)
for all $t \geq 0$ and
\[
\|\omega_{2}(t) - \omega_{\infty}\|_{L^{2}(S^{2})} \leq \sigma_{1} e^{-2\nu t} \left(\|\omega_{0,=2} - \omega_{\infty}\|_{L^{2}(S^{2})} + \frac{\sigma_{2}}{\nu}\right)
\]
(1.14)
for all $t \geq 0$. Here $\omega_{\infty} = \sum_{m=-2}^{2} \omega_{2,\infty}^{m} Y_{2}^{m}$ is given by (1.9)-(1.10). Also,
\[
\sigma_{1} = \exp \left(\frac{C_{1}}{\nu} \|\omega_{0,\geq 3}\|_{L^{2}(S^{2})}\right),
\]
(1.15)
\[
\sigma_{2} = C_{2} \left|a\right| + \left\|\omega_{0,\geq 3}\right\|_{L^{2}(S^{2})} + \|\omega_{\infty}\|_{L^{2}(S^{2})} \|\omega_{0,\geq 3}\|_{L^{2}(S^{2})},
\]
and $C_{1}, C_{2} > 0$ are constants independent of $t, \nu, a,$ and $\omega_{0}$.

Note that the last term of (1.12) is well-defined since
\[
u = n_{S^{2}} \times \nabla\Delta^{-1}\omega \in H^{2}(S^{2}) \subset L^{\infty}(S^{2})
\]
for $\omega \in H_{0}^{1}(S^{2})$ by the Sobolev embedding (see e.g. [2]). Also, a test function $\psi$ in (1.12) is assumed to be real-valued, but in fact we may take a complex-valued $\psi$ by considering its real and imaginary parts separately.

**Remark 1.2.** Compared to the linear stability case (see (1.7)), the equilibrium $\omega_{0,=1} + \omega_{\infty}$ is complicated but still determined explicitly. Moreover, the $Y_{2}^{0}$- and $Y_{2}^{\pm 2}$-components of the equilibrium does not vanish in general for the nonlinear stability problem. We also note that the behavior (1.13) of $\omega_{=1}(t)$ and $\omega_{\geq 3}(t)$ is the same as in the linear stability case (see [31, Theorem 3.1]) and only the behavior (1.14) of $\omega_{=2}(t)$ is different.

**Remark 1.3.** For the one-jet case, we can show that the $Y_{n}^{m}$-components of a solution to the nonlinear stability problem is preserved in time as in (1.13) and the $Y_{n}^{m}$-components with $n \geq 2$ decay exponentially in time. The proof is the same as that of Theorem 1.1 given in Section 3 and much easier, so we just give the outline in Section 5.
It is expected that we can show that the enhanced dissipation occurs for a part of a solution to (1.8) as in the linear stability case [31, 26], but we need to analyze carefully the interaction between various components of a solution with different longitudinal wave numbers through the convection term. The study of the enhanced dissipation for the nonlinear stability problem will be done in another paper.

The result of Theorem 1.1 can be extended to the case of a rotating sphere. In that case, we consider the vorticity equation with Coriolis force (see e.g. [17, 38, 39])

\begin{equation}
\partial_t \zeta + v \cdot \nabla \zeta + 2\Omega \partial_\varphi \Delta^{-1} \zeta - \nu (\Delta \zeta + 2\zeta) = f \quad \text{on} \quad S^2 \times (0, \infty),
\end{equation}

\begin{equation}
\zeta = n_{S^2} \times \nabla \Delta^{-1} \zeta \quad \text{on} \quad S^2 \times (0, \infty),
\end{equation}

where \( \Omega \in \mathbb{R} \) is the rotation speed of a sphere. For each \( n \in \mathbb{N} \) and \( a \in \mathbb{R} \), the Kolmogorov type flow (1.4) is still a stationary solution to (1.16) with \( f = a\nu(\lambda_n - 2)Y_n^0 \) since it is independent of the longitude \( \varphi \). When \( n = 2 \), the nonlinear stability problem for (1.16) around the two-jet Kolmogorov type flow (1.5) is

\begin{equation}
\begin{aligned}
\partial_t \zeta &= \nu (\Delta \zeta + 2\zeta) - 2\Omega \partial_\varphi \Delta^{-1} \zeta \\
&\quad - \frac{a}{4} \sqrt{\frac{\pi}{5}} \cos \theta \partial_\varphi (I + 6\Delta^{-1}) \zeta - v \cdot \nabla \zeta \quad \text{on} \quad S^2 \times (0, \infty),
\end{aligned}
\end{equation}

\( \zeta \big|_{t=0} = \zeta_0 \quad \text{on} \quad S^2. \)

Then we easily find by direct calculations (see Section 6 for the outline) that solutions \( \omega \) to (1.8) and \( \zeta \) to (1.17) are related by

\begin{equation}
\omega(\theta, \varphi, t) = \zeta(\theta, \varphi - \Omega t, t) + 2\Omega \cos \theta = \zeta(\theta, \varphi - \Omega t, t) + 4 \sqrt{\frac{\pi}{3}} \Omega Y_1^0(\theta)
\end{equation}

in spherical coordinates. Thus, for a given \( \zeta_0 \in L^2_0(S^2) \), we apply Theorem 1.1 to

\[ \omega_0(\theta, \varphi) = \zeta_0(\theta, \varphi) + 2\Omega \cos \theta = \zeta_0(\theta, \varphi) + 4 \sqrt{\frac{\pi}{3}} \Omega Y_1^0(\theta), \]

substitute (1.18) for (1.13) and (1.14), make the change of variable \( \varphi \mapsto \varphi + \Omega t \) which does not change the \( L^2(S^2) \)-norm, and use \( Y_n^m(\theta, \varphi + \Omega t) = e^{in\Omega t}Y_n^m(\theta, \varphi) \) to obtain the following result.

**Theorem 1.4.** For all real-valued initial data \( \zeta_0 \in L^2_0(S^2) \), there exists a unique global weak solution \( \zeta \) to (1.17) in the class (1.11) and

\[ \zeta_{1}(t) = \sum_{m=0, \pm 1} e^{im\Omega t} \zeta_{0,1}^m Y_1^m, \quad \| \zeta_{\geq 3}(t) \| \leq e^{-10\nu t} \| \zeta_{0,3} \|_{L^2(S^2)} \]

for all \( t \geq 0 \). Moreover, if we set

\[ a = \frac{1}{2\sqrt{3\pi}} \zeta_{0,1}^1, \quad b_\Omega = \frac{1}{2\sqrt{3\pi}} \zeta_{0,1}^0 + \frac{2}{3} \Omega \in \mathbb{R} \]

and define \( \zeta_{\infty}(t) = \sum_{m=-2}^{2} e^{im\Omega t} \zeta_{\infty}^m Y_2^m \) by

\[ \zeta_{0,\infty}^0 = -12a \cdot \frac{|\alpha|^2(4\nu^2 + |\alpha|^2 + b_\Omega^2)}{4\nu^2 + 4|\alpha|^2 + b_\Omega^2}(16\nu^2 + 4|\alpha|^2 + b_\Omega^2), \]

\[ \zeta_{0,\infty}^1 = \frac{\sqrt{6}i\alpha(4\nu + 2ib_\Omega)}{4|\alpha|^2 + (4\nu + ib_\Omega)(4\nu + 2ib_\Omega)}(\zeta_{0,\infty}^0 + a), \quad \zeta_{1,\infty}^{-1} = -\overline{\zeta_{2,\infty}}, \]

\[ \zeta_{2,\infty}^0 = \frac{2i\alpha}{4\nu + 2ib_\Omega} \zeta_{2,\infty}^1, \quad \zeta_{2,\infty}^{-1} = \overline{\zeta_{2,\infty}}, \]

\[ \zeta_{2,\infty}^1 = \frac{\sqrt{6}i\alpha(4\nu + 2ib_\Omega)}{4|\alpha|^2 + (4\nu + ib_\Omega)(4\nu + 2ib_\Omega)}(\zeta_{2,\infty}^0 + a), \quad \zeta_{2,\infty}^{-1} = -\overline{\zeta_{2,\infty}}. \]
then we have
\[ \| \zeta_{t=2}(t) - \zeta_\infty(t) \|_{L^2(S^2)} \leq \sigma_1 \left( \| \zeta_{t=2} - \zeta_\infty(0) \|_{L^2(S^2)} + \frac{\sigma_2}{\nu} \right) \]
for all \( t \geq 0 \), where \( \sigma_1 \) and \( \sigma_2 \) are given by (1.15) with \( \omega_{0, \geq 3} \) and \( \omega_\infty \) replaced by \( \zeta_{0, \geq 3} \) and \( \zeta_\infty(0) \), respectively, and with constants \( C_1, C_2 > 0 \) independent of \( t, \nu, a, \Omega, \) and \( \zeta_0 \).

Let us explain the outline of the proof of Theorem 1.1. Since \( S^2 \) is 2D, we can show the global existence and uniqueness of a weak solution to (1.8) by the Galerkin method with basis functions \( Y^m_n \) and the energy method as in the case of the Navier–Stokes equations in 2D flat domains (see e.g. [44, 4]). Hence we omit details in this paper. To prove (1.13) and (1.14), we first take the inner product of (1.8) with \( Y^m_1 \), \( |m| = 0, 1 \). Then we find that \( \frac{d}{dt} \omega^m_1(t) = 0 \) and thus \( \omega_{t=1}(t) = \omega_{0,=1} \) by using \( -\Delta Y^m_n = \lambda_n Y^m_n \) with \( \lambda_1 = 2 \) and \( \lambda_2 = 6 \), a recurrence relation for \( \cos \theta Y^m_n \) (see (2.7)), and the fact that a vector field of the form
\[ n_{S^2} \times \nabla \chi, \ \chi = \cos \theta, \sin \theta \cos \varphi, \sin \theta \sin \varphi \]
is a Killing vector field on \( S^2 \). Here the last fact is essential to show that the inner product of the convection term with \( Y^m_1 \) vanishes (see Lemma 2.2). To prove that result, we apply an identity for a Killing vector field on a general manifold given in Lemma 2.1 to
\[ (1.19) \quad (X \cdot \nabla \Delta^{-1} \omega_{t=2}(t), \omega_{t=2}(t))_{L^2(S^2)} = (X \cdot \nabla \omega_{t=2}(t), \Delta^{-1} \omega_{t=2}(t))_{L^2(S^2)} = 0 \]
given in Lemma 2.3, where \( X \) is given by
\[ (1.20) \quad X = n_{S^2} \times \nabla \Delta^{-1} \omega_{t=1} = -\frac{1}{2} n_{S^2} \times \nabla \omega_{t=1}. \]
Here we do not have an estimate for \( \omega_{t=2}(t) = \omega_{t=2}(t) + \omega_{t=3}(t) \) since \( (I + 6 \Delta^{-1}) \omega_{t=2}(t) = 0 \) by \( \lambda_2 = 6 \). Moreover, the identity (1.19) is used to show
\[ (X \cdot \nabla (I + 2 \Delta^{-1}) \omega_{t=2}(t), (I + 6 \Delta^{-1}) \omega_{t=2}(t))_{L^2(S^2)} = 0, \]
where the term \( X \cdot \nabla (I + 2 \Delta^{-1}) \omega_{t=2}(t) \) comes from the interaction between the nondissipative part \( \omega_{t=1} \) and the dissipative part \( \omega_{t=2} \) through the convection term. We further note that, since the above \( X \) is of the form \( X(x) = a \times x, x \in S^2 \) with some \( a \in \mathbb{R}^3 \) expressed in terms of \( \omega_{0,1}^0 \) and \( \omega_{0,1}^1 \), it is a Killing vector field on \( S^2 \) and thus we can apply again the identity for a Killing vector field on a general manifold given in Lemma 2.1 to get the identity (1.19).

Lastly, we derive an equation for \( \omega_{t=2}(t) = \omega_{t=2}(t) - \omega_{t=3}(t) \), prove the estimate (1.14), and determine \( \omega_\infty = \sum_{m=-2}^{2} \omega_{2m}^\infty Y^m_2 \). It turns out that the evolution of \( \omega_{t=2}(t) \) is described by a system of linear ordinary differential equations (ODEs) of the form
\[ (1.21) \quad \frac{d}{dt} \omega(t) = -(4 \nu I_5 + iA + M(t)) \omega(t) + f_{t \geq 3}(t) + c, \quad t > 0, \]
where \( I_5 \) is the \( 5 \times 5 \) identity matrix, \( A \) is a constant self-adjoint matrix, \( M(t) \) and \( f_{t \geq 3}(t) \) are a matrix-valued function and a vector field decaying exponentially in time, and \( c \) is a constant vector coming from the nondissipative part \( \omega_{t=1} \) through the perturbation operator (see (3.13) and (3.15) for the precise definitions). Then, noting that \( 4 \nu I_5 + iA \) is invertible since \( A \) is self-adjoint, we set
\[ \omega_\infty = (\omega_{2, \infty}^2, \ldots, \omega_{2, \infty}^{-2})^T = (4 \nu I_5 + iA)^{-1} c \]
and use (1.21) to derive an estimate for $\omega(t) - \omega_\infty$ which corresponds to (1.14). Moreover, using the explicit forms of $A$ and $c$, we can solve $(4\nu I_5 + iA)\omega_\infty = c$ to determine $\omega_\infty$. Here the matrix $A$ comes from the interaction between the nondissipative part $\omega_{0,=1}$ and the dissipative part $\omega_{=2}(t)$ through the convection term. Indeed, each entry of $A$ is given by the $Y_2^m$-component of $X \cdot \nabla \omega_{=2}$ with $X$ given by (1.20). Also, we can express $X \cdot \nabla Y_2^m$ as a linear combination of $Y_2^0$, $Y_2^\pm 1$, and $Y_2^\pm 2$ for each $|m| = 0, 1, 2$ (see Lemma 2.4), so we can write $A$ explicitly in terms of $\omega_{0,1}$ and $\omega_{0,1}$ and find that $A$ is self-adjoint.

The rest of this paper is organized as follows. In Section 2 we fix notations and give auxiliary results on calculus on a manifold and $S^2$. The main part of this paper is Section 3, which is devoted to the proof of Theorem 1.1. In Section 4 we give the proof of Lemma 2.4 which consists of elementary but slightly long calculations. As appendices, we briefly explain the behavior of a perturbation for the one-jet Kolmogorov type flow in Section 5 and observe that solutions to (1.8) and (1.17) are related by (1.18) in Section 6.

2. Preliminaries

We fix notations and give auxiliary results on calculus on a manifold and $S^2$.

2.1. Calculus on a manifold. For $n \geq 2$ let $M$ be an $n$-dimensional Riemannian manifold without boundary. Note that $M$ is a real manifold, and in this subsection we only consider real-valued functions and vector fields on $M$. Let $\langle \cdot, \cdot \rangle$, $\nabla$, and $d\mathcal{H}^n$ be the Riemannian metric, the Levi-Civita connection, and the volume form on $M$. For a function $f$ and a vector field $X$ on $M$, we write $\nabla f$, $\text{div} X$, and $\nabla X f = \langle X, \nabla f \rangle$ for the gradient of $f$, the divergence of $X$, and the directional derivative of $f$ along $X$. We also denote by $\Delta = \nabla^2$ the Laplace–Beltrami operator on $M$. Note that

\begin{equation}
\nabla_X \langle Y, Z \rangle = \langle \nabla_X Y, Z \rangle + \langle Y, \nabla_X Z \rangle
\end{equation}

for vector fields $X, Y, Z$ on $M$, since $\nabla$ is compatible with $\langle \cdot, \cdot \rangle$. For a function $f$ on $M$, let $\nabla^2 f$ be the covariant Hessian of $f$ given by

\begin{equation}
(\nabla^2 f)(Y, X) = \nabla_X (\nabla_Y f) - \nabla_{\nabla_X Y} f = \nabla_X \langle Y, \nabla f \rangle - \langle \nabla_X Y, \nabla f \rangle
\end{equation}

for vector fields $X, Y$ on $M$ (see [23]). As in the flat space case, $\nabla^2 f$ is symmetric in the sense that $\langle \nabla^2 f \rangle(Y, X) = (\nabla^2 f)(X, Y)$. A (smooth) vector field $X$ on $M$ is called Killing if $\langle \nabla_Y X, Z \rangle + \langle Y, \nabla_Z X \rangle = 0$ for all vector fields $Y$ and $Z$ on $M$. Note that $\text{div} X = 0$ on $M$ if $X$ is Killing, since $\text{div} X = \sum_{i=1}^n \langle \nabla_{\tau_i} X, \tau_i \rangle$ at each $x \in M$, where $\{\tau_1, \ldots, \tau_n\}$ is an orthonormal basis of the tangent plane of $M$ at $x$. For $k \geq 0$ we denote by $H^k(M)$ the Sobolev spaces of $L^2$ functions on $M$ (see e.g. [2]).

**Lemma 2.1.** Let $X$ be a Killing vector field on $M$. Then

\begin{equation}
\int_M \{(\Delta f) \langle \nabla g, X \rangle + (\Delta g) \langle \nabla f, X \rangle\} d\mathcal{H}^n = 0
\end{equation}

for all real-valued functions $f, g \in H^2(M)$.

**Proof.** Let $F = \nabla_{\nabla f} \langle \nabla g, X \rangle + \nabla_{\nabla g} \langle \nabla f, X \rangle$ on $M$. Then

\[
\int_M \{(\Delta f) \langle \nabla g, X \rangle + (\Delta g) \langle \nabla f, X \rangle\} d\mathcal{H}^n = -\int_M F \, d\mathcal{H}^n
\]

by integration by parts. Moreover, by (2.2) and the symmetry of $\langle \cdot, \cdot \rangle$, we have

\[
(\nabla^2 f)(X, \nabla g) + (\nabla^2 g)(X, \nabla f)
\]

\[
= \nabla_{\nabla g} \langle X, \nabla f \rangle - \langle \nabla_{\nabla g} X, \nabla f \rangle + \nabla_{\nabla f} \langle X, \nabla g \rangle - \langle \nabla_{\nabla f} X, \nabla g \rangle
\]

\[
= F - (\langle \nabla_{\nabla f} X, \nabla g \rangle + \langle \nabla f, \nabla_{\nabla g} X \rangle)
\]
and

\[
(\nabla^2 f)(\nabla g, X) + (\nabla^2 g)(\nabla f, X) = \nabla_X (\nabla g, \nabla f) - (\nabla_X \nabla g, \nabla f) + \nabla_X (\nabla f, \nabla g) - (\nabla_X \nabla f, \nabla g) = \nabla_X (\nabla f, \nabla g)
\]
on $M$. In the last equality, we also used (2.1) with $Y = \nabla f$ and $Z = \nabla g$. Since $\nabla^2 f$ and $\nabla^2 g$ are symmetric, it follows from the above equalities that

\[
F - \langle (\nabla f, \nabla g) + (\nabla g, X) \rangle \nabla f, \nabla g \rangle = \nabla_X \langle (\nabla f, \nabla g) + (\nabla f, \nabla g) \rangle
\]
on $M$. Moreover, $\langle \nabla f, \nabla g \rangle = \langle (\nabla f, \nabla g) + (\nabla f, \nabla g) \rangle = 0$ on $M$ since $X$ is Killing. Hence

\[
\int_M \{(\Delta f) \langle \nabla g, X \rangle + (\Delta g) \langle \nabla f, X \rangle \} dH^n = -\int_M F dH^n = -\int_M \nabla_X \langle (\nabla f, \nabla g) \rangle dH^n = \int_M (\text{div} X) \langle \nabla f, \nabla g \rangle dH^n = 0
\]
by integration by parts and $\text{div} X = 0$ on $M$ since $X$ is Killing. \hfill \Box

2.2. Calculus on the unit sphere. Now let $M = S^2$ be the 2D unit sphere in $\mathbb{R}^3$ equipped with the Riemannian metric induced by the Euclidean metric of $\mathbb{R}^3$. We denote by $a \cdot b$ and $a \times b$ the inner and vector products of $a, b \in \mathbb{R}^3$. Let $n_{S^2}$ be the unit outward normal vector field of $S^2$. For real tangential vector fields $X$ and $Y$ on $S^2$, the covariant derivative of $X$ along $Y$ is given by

\[
\nabla_Y X = (Y \cdot \nabla^{R^3})\hat{X} - \left(\left[(Y \cdot \nabla^{R^3})\hat{X}\right] \cdot n_{S^2}\right) n_{S^2}
\]
on $S^2$, where $\nabla^{R^3}$ is the standard gradient in $\mathbb{R}^3$ and $\hat{X}$ is an extension of $X$ to an open neighborhood of $S^2$. Note that the value of $\nabla_Y X$ is independent of the choice of $\hat{X}$. Then we easily see that for any $a \in \mathbb{R}^3$ a real vector field $X(x) = a \times x$, $x \in S^2$ is tangential and satisfies $\nabla_Y X \cdot Z + Y \cdot \nabla_Z X = 0$ on $S^2$ for all real tangential vector fields $Y$ and $Z$ on $S^2$, i.e. $X(x) = a \times x$ is Killing on $S^2$. We use this fact without mention in the sequel.

In what follows, we mainly consider real-valued functions on $S^2$, but we take the $L^2(S^2)$-inner product of functions with the complex spherical harmonics. Thus we write

\[
(u, v)_{L^2(S^2)} = \int_{S^2} u\bar{v} dH^2, \quad \|u\|_{L^2(S^2)} = (u, u)^{1/2}_{L^2(S^2)}
\]
for complex-valued functions $u, v \in L^2(S^2)$, where $\bar{v}$ is the complex conjugate of $v$. Also, we sometimes abuse the notations of the inner and vector products to write

\[
a \cdot (b_1 + ib_2) = a \cdot b_1 + ia \cdot b_2, \quad a \times (b_1 + ib_2) = a \times b_1 + ia \times b_2
\]
for $a, b_1, b_2 \in \mathbb{R}^3$. We do not encounter the case where $a$ is complex in the sequel.

Let $\theta$ and $\varphi$ be the colatitude and longitude so that $S^2$ is parametrized by

\[
x(\theta, \varphi) = (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta), \quad \theta \in [0, \pi], \varphi \in [0, 2\pi).
\]
For a function $u$ on $S^2$, we abuse the notation $u(\theta, \varphi) = (u \circ x)(\theta, \varphi)$ so that

\[
\nabla u(\theta, \varphi) = \partial_\theta u(\theta, \varphi)\partial_\theta x(\theta, \varphi) + \frac{\partial_\varphi u(\theta, \varphi)}{\sin^2 \theta} \partial_\varphi x(\theta, \varphi)
\]
for the gradient of $u$. Let $Y_n^m$ be the spherical harmonics of the form

\[
Y_n^m = Y_n^m(\theta, \varphi) = \sqrt{\frac{2n + 1}{4\pi} \cdot \frac{(n - m)!}{(n + m)!}} P_n^m(\cos \theta)e^{im\varphi}, \quad n \in \mathbb{Z}_{\geq 0}, |m| \leq n.
\]
Here $P_n^m$ are the associated Legendre functions given by

$$P_n^m(s) = \frac{1}{2^n n!} \frac{d^n}{ds^n} (s^2 - 1)^n,$$

$$P_n^m (s) = \begin{cases} \frac{(-1)^m (1 - s^2)^{m/2} d^m}{ds^m} P_n^0(s), & m \geq 0, \\ \frac{(-1)^m (n + |m|)!}{(n + |m|)!} P_n^{|m|}(s), & m = -|m| < 0 \end{cases}$$

for $s \in (-1, 1)$ (see [22, 11]). Note that $Y_n^{-m} = (-1)^m Y_n^m$ by the above definitions. It is known (see e.g. [47, 46]) that $Y_n^m$ are the eigenfunctions of $-\Delta$ associated with the eigenvalue $\lambda_n = n(n+1)$ for each $n \geq 0$, and the set of all $Y_n^m$ forms an orthonormal basis of $L^2(S^2)$. Hence each $u \in L^2(S^2)$ can be expanded as

$$u = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} u_n^m Y_n^m, \quad u_n^m = \langle u, Y_n^m \rangle_{L^2(S^2)}.$$

Moreover, if $u$ is real-valued, then $u_n^{-m} = (-1)^m u_n^m$ since $Y_n^{-m} = (-1)^m Y_n^m$. It is also known that the recurrence relation

$$(n - m + 1)P_{n+1}^m(s) - (2n + 1)s P_n^m(s) + (n + m)P_{n-1}^m(s) = 0$$

holds (see [22, (7.12.12)]) and thus (see also [47, Section 5.7])

$$\cos \theta Y_n^m = a_n^m Y_{n-1}^m + a_{n+1}^m Y_{n+1}^m, \quad a_n^m = \frac{(n-m)(n+m)}{(2n-1)(2n+1)}$$

for $n \in \mathbb{Z}_{\geq 0}$ and $|m| \leq n$, where we consider $Y_{|m|-1}^m \equiv 0$.

Let $L_0^2(S^2)$ be the space of $L^2$ functions on $S^2$ with vanishing mean, i.e.

$$L_0^2(S^2) = \left\{ u \in L^2(S^2) \left| \int_{S^2} u \, dH^2 = 0 \right\} = \{ u \in L^2(S^2) \mid \langle u, Y_0^0 \rangle_{L^2(S^2)} = 0 \}.$$

Then $\Delta$ is invertible and self-adjoint as a linear operator

$$\Delta : D_{L_0^2(S^2)}(\Delta) \subset L_0^2(S^2) \to L_0^2(S^2), \quad D_{L_0^2(S^2)}(\Delta) = L_0^2(S^2) \cap H^2(S^2).$$

Also, the fractional Laplace–Beltrami operator $(-\Delta)^s$ with $s \in \mathbb{R}$ is defined by

$$(-\Delta)^s u = \sum_{n=1}^{\infty} \sum_{m=-n}^{n} \lambda_n^s(u, Y_n^m)_{L^2(S^2)} Y_n^m, \quad u \in L_0^2(S^2).$$

Note that $(-\Delta)^s u$ is real-valued if $u$ is so. Moreover,

$$\cos \theta \partial_{\varphi}(I + 6\Delta^{-1})Y_n^m = \text{im} \left( 1 - \frac{6}{\lambda_n} \right) (a_n^m Y_{n-1}^m + a_{n+1}^m Y_{n+1}^m)$$

by (2.7), (2.8), and $\partial_{\varphi} Y_n^m = \text{im} Y_n^m$. We also have

$$\|(\Delta)^{1/2} u\|_{L^2(S^2)} = \|\nabla u\|_{L^2(S^2)}, \quad u \in L_0^2(S^2) \cap H^1(S^2)$$

by a density argument and integration by parts. Let us give auxiliary results.

**Lemma 2.2.** Let $\psi \in H^2(S^2)$ be a real-valued function and $u = n_{S^2} \times \nabla \psi$ on $S^2$. Then

$$(u \cdot \nabla \Delta \psi, Y_1^m)_{L^2(S^2)} = 0, \quad |m| = 0, 1.$$

**Proof.** Since $Y_1^0 = C_1^0 \cos \theta$, $Y_1^{\pm 1} = C_1^{\pm 1} e^{\pm i \varphi} \sin \theta = C_1^{\pm 1} (\sin \theta \cos \varphi \pm i \sin \theta \sin \varphi)$ with constants $C_1^0, C_1^{\pm 1} \in \mathbb{R}$, it suffices to show that

$$(u \cdot \nabla \Delta \psi, \chi)_{L^2(S^2)} = \int_{S^2} (u \cdot \nabla \Delta \psi) \chi \, dH^2 = 0, \quad \chi = \cos \theta, \sin \theta \cos \varphi, \sin \theta \sin \varphi.$$
Noting that \( u = n_{S^2} \times \nabla \psi \) is divergence free on \( S^2 \), we have
\[
(u \cdot \nabla \Delta \psi, \chi)_{L^2(S^2)} = - \int_{S^2} (\Delta \psi)(u \cdot \nabla \chi) dH^2 = \int_{S^2} (\Delta \psi) \{ \nabla \psi \cdot (n_{S^2} \times \nabla \chi) \} dH^2
\]
by integration by parts and (2.15) for \( n_{S^2}(x) = x \) for \( x \in S^2 \), (2.5), and (2.6) that
\[
\begin{aligned}
X(x) &= n_{S^2}(x) \times \nabla \chi(x) = \\
&= \begin{cases} \\
-e_3 \times x & \text{if } \chi = \cos \theta, \\
-e_1 \times x & \text{if } \chi = \sin \theta \cos \varphi, \\
-e_2 \times x & \text{if } \chi = \sin \theta \sin \varphi,
\end{cases}
\end{aligned}
\]
for \( x \in S^2 \), where \( \{e_1, e_2, e_3\} \) is the standard basis of \( \mathbb{R}^3 \). Since this \( X \) is Killing and \( \psi \) is real-valued, we can apply (2.3) with \( f = g = \psi \) to find that
\[
(u \cdot \nabla \Delta \psi, \chi)_{L^2(S^2)} = \int_{S^2} (\Delta \psi)(\nabla \psi \cdot X) dH^2 = 0
\]
and thus (2.11) follows. \( \square \)

**Lemma 2.3.** For \( a \in \mathbb{R}^3 \) let \( X(x) = a \times x, x \in S^2 \). Then
\[
(X \cdot \nabla \Delta^{-1} \omega, \omega)_{L^2(S^2)} = (X \cdot \nabla \omega, \Delta^{-1} \omega)_{L^2(S^2)} = 0
\]
for every real-valued function \( \omega \in L^2_0(S^2) \).

**Proof.** Let \( \psi = \Delta^{-1} \omega \in H^2(S^2) \). Then since \( \psi \) is real-valued and \( X \) is a Killing vector field on \( S^2 \), it follows from (2.3) with \( f = g = \psi \) that
\[
(X \cdot \nabla \Delta^{-1} \omega, \omega)_{L^2(S^2)} = (X \cdot \nabla \psi, \Delta \psi)_{L^2(S^2)} = 0.
\]
Also, noting that \( \text{div} \ X = 0 \) on \( S^2 \) since \( X \) is Killing, we have
\[
(X \cdot \nabla \omega, \Delta^{-1} \omega)_{L^2(S^2)} = -(X \cdot \nabla \Delta^{-1} \omega, \omega)_{L^2(S^2)} = 0
\]
by integration by parts and the above equality, Hence (2.13) is valid. \( \square \)

**Lemma 2.4.** For \( a = (a_1, a_2, a_3)^T \in \mathbb{R}^3 \) let \( X(x) = a \times x, x \in S^2 \). Then
\[
X \cdot \nabla Y_2^0 = \frac{\sqrt{6}}{2}(ia_1 + a_2)Y_2^1 + \frac{\sqrt{6}}{2}(ia_1 - a_2)Y_2^{-1},
\]
\[
X \cdot \nabla Y_2^1 = (ia_1 + a_2)Y_2^2 + ia_3Y_2^1 + \frac{\sqrt{6}}{2}(ia_1 - a_2)Y_2^{-1},
\]
\[
X \cdot \nabla Y_2^{-1} = 2ia_3Y_2^2 + (ia_1 - a_2)Y_2^1.
\]
Moreover, since \( Y_2^{-m} = (-1)^m Y_2^m \) and \( X \) is real,
\[
X \cdot \nabla Y_2^{-1} = (ia_1 - a_2)Y_2^{-2} - ia_3Y_2^{-1} + \frac{\sqrt{6}}{2}(ia_1 + a_2)Y_2^0,
\]
\[
X \cdot \nabla Y_2^{-2} = -2ia_3Y_2^{-2} + (ia_1 + a_2)Y_2^{-1}.
\]
The equalities (2.14) are shown by elementary calculations under spherical coordinates. To avoid making this section too long, we give the proof of (2.14) in Section 4.

3. **Proof of Theorem 1.1**

The purpose of this section is to establish Theorem 1.1.

First we note that the global existence and uniqueness of a weak solution to (1.8) are proved in the same way as in the case of the Navier–Stokes equations in flat 2D domains (see e.g. [44, 4]). We can show the global existence of a weak solution by a standard Galerkin method with basis functions \( Y_0^m \). Also, since \( S^2 \) is 2D, we can get the uniqueness
of a weak solution by estimating the difference of two weak solutions with the aid of the weak form (1.12) and Ladyzhenskaya’s inequality
\[ \| \omega \|_{L^1(S^2)} \leq \| \omega \|_{L^2(S^2)}^{1/2} \| \omega \|_{H^1(S^2)}^{1/2}, \quad \omega \in H^1(S^2), \]
which follows from the same inequality on \( \mathbb{R}^2 \) (see [21]) and a localization argument with a partition of unity, and then by using Gronwall’s inequality. Here we omit details and just give a remark: approximate solutions constructed by the Galerkin method can grow exponentially in time due to the perturbation operator in (1.8), but it does not matter since we take a limit of the approximate solutions on finite time intervals, e.g. on \([0, n]\), \(n \in \mathbb{N}\) to get weak solutions \(\omega_n\) on \([0, n]\) and then we use the uniqueness of a weak solution to define a global weak solution \(\omega\) by \(\omega = \omega_n\) on \([0, n]\) for each \(n \in \mathbb{N}\). We also refer to [40] for the proof in the case of a modified vorticity equation on \(S^2\).

Now let \(\omega\) be the unique global weak solution to (1.8) with initial data \(\omega_0 \in L^2_0(S^2)\). Here we assume that \(\omega_0\) is real-valued and thus \(\omega(t)\) is so. We write
\[ \omega_n(t) = (\omega(t), Y_n^m)_{L^2(S^2)}, \quad \omega_\geq N(t) = \sum_{n \geq N} \omega_n(t) \]
and similarly for \(\omega_0\) so that
\[ \omega(t) = \sum_{n=1}^{\infty} \sum_{m=-n}^{n} \omega_n^m(t)Y_n^m, \quad \omega_0 = \sum_{n=1}^{\infty} \sum_{m=-n}^{n} \omega_0^m Y_n^m. \]
Then, since \(\omega(t)\) and \(\omega_0\) are real-valued and \(Y_n^{-m} = (-1)^m Y_n^m\), \(\omega_n^{-m} = (-1)^m \omega_n^m\), \(\omega_0^{-m} = (-1)^m \omega_0^m\)
and thus \(\omega_n(t), \omega_\geq N(t), \omega_0, \omega_n,\) and \(\omega_\geq N\) are real-valued.

Let us show (1.13) and (1.14). The proof consists of six steps. In what follows, for the sake of simplicity, we say that we take the inner product of an equation like (1.8) with a test function instead of saying that we use a corresponding weak form like (1.12). Also, we frequently use the following fact without mention: a vector field of the form \(v = n_{S^2} \times \nabla f\) with a real-valued function \(f\) on \(S^2\) satisfies \(\div v = 0\) on \(S^2\).

**Step 1:** \(\omega_{1}(t) = \omega_{0,1}\). For \(|m| = 0, 1\), we have
\[ (\cos \theta \partial_\psi (I + 6 \Delta^{-1}) \omega(t), Y_1^m)_{L^2(S^2)} = 0 \]
by (2.9) and \(\lambda_2 = 6\). Moreover, since \(\lambda_1 = 2\),
\[ (\Delta \omega(t) + 2 \omega(t), Y_1^m)_{L^2(S^2)} = (\lambda_1 + 2) \omega_1^m(t) = 0. \]
Also, for \(\psi(t) = \Delta^{-1} \omega(t)\) we have \(u(t) = n_{S^2} \times \nabla \Delta^{-1} \omega(t) = n_{S^2} \times \nabla \psi(t)\) and thus
\[ (u(t) \cdot \nabla \omega(t), Y_1^m)_{L^2(S^2)} = (u(t) \cdot \nabla \Delta \psi(t), Y_1^m)_{L^2(S^2)} = 0 \]
by (2.11). Hence we take the inner product of (1.8) with \(Y_1^m\) to get
\[ \frac{d}{dt} \omega_1^m(t) = (\partial_\omega(t), Y_1^m)_{H^1_0} = 0 \]
and thus \(\omega_1^m(t) = \omega_1^m\) for \(|m| = 0, 1\), i.e. \(\omega_{1}(t) = \omega_{0,1}\).

**Step 2:** derivation of an equation for \(\omega_{\geq 2}(t) = \omega(t) - \omega_{1}(t)\). Let
\[ X = n_{S^2} \times \nabla \Delta^{-1} \omega_{0,1} = -\frac{1}{2} n_{S^2} \times \nabla \omega_{0,1} = \omega_{0,1}, \]
\[ u_{\geq 2}(t) = n_{S^2} \times \nabla \Delta^{-1} \omega_{\geq 2}(t)\].
Here we used \(-\Delta \omega_{0,1} = \lambda_1 \omega_{0,1} = 2 \omega_{0,1}\). Then since \(\omega_{1}(t) = \omega_{0,1}\),
\[ \omega(t) = \omega_{0,1} + \omega_{\geq 2}(t), \quad u(t) = X + u_{\geq 2}(t). \]
We substitute these expressions for (1.8). Then $\partial_t \omega_{0,1} = 0$ and
\[
\Delta \omega_{0,1} + 2 \omega_{0,1} = (-\lambda_1 + 2) \omega_{0,1} = 0,
\]
\[
\cos \theta \partial_\varphi (I + 6 \Delta^{-1}) \omega_{0,1} = -\frac{2i}{\sqrt{5}} \omega_{0,1}^1 Y_2^1 + \frac{2i}{\sqrt{5}} \omega_{0,1}^{-1} Y_2^{-1}
\]
by $\lambda_1 = 2$ and (2.9). Also, since $X \cdot \nabla \omega_{0,1} = 0$ by the expression (3.2) of $X$,
\[
u(t) \cdot \nabla \omega(t) = X \cdot \nabla \omega_{2,2}(t) + \nu_{2,2}(t) \cdot \nabla \omega_{0,1} + \nu_{2,2}(t) \cdot \nabla \omega_{2,2}(t)
\]
= $X \cdot \nabla (I + 2 \Delta^{-1}) \omega_{2,2}(t) + \nu_{2,2}(t) \cdot \nabla \omega_{2,2}(t),$
where we also used
\[
u_{2,2}(t) \cdot \nabla \omega_{0,1} = \{ n_{S^2} \times \nabla \Delta^{-1} \omega_{2,2}(t) \} \cdot \nabla \omega_{0,1} = -\nabla \Delta^{-1} \omega_{2,2}(t) \cdot (n_{S^2} \times \nabla \omega_{0,1})
\]
= $2 \nabla \Delta^{-1} \omega_{2,2}(t) \cdot X.$
Hence we obtain
\[
\partial_t \omega_{2,2}(t) = \nu \{ \Delta \omega_{2,2}(t) + 2 \omega_{2,2}(t) \} - \frac{a}{4} \frac{5}{\pi} \cos \theta \partial_\varphi (I + 6 \Delta^{-1}) \omega_{2,2}(t)
\]
\[
- X \cdot \nabla (I + 2 \Delta^{-1}) \omega_{2,2}(t) - \nu_{2,2}(t) \cdot \nabla \omega_{2,2}(t)
\]
\[
+ \frac{ia}{2\sqrt{\pi}} \omega_{0,1}^1 Y_2^1 - \frac{ia}{2\sqrt{\pi}} \omega_{0,1}^{-1} Y_2^{-1},
\]
where the last two terms are stationary source terms due to the effect of the nondissipative part $\omega_{0,1}$ of the solution $\omega(t)$ through the perturbation operator.

**Step 3:** expression of $X$. By (3.1), we have
\[
\omega_{0,1}^0 \in \mathbb{R}, \quad \omega_{0,1}^1 = \text{Re}[\omega_{0,1}^1] + i \text{Im}[\omega_{0,1}^1], \quad \omega_{0,1}^{-1} = -\text{Re}[\omega_{0,1}^1] + i \text{Im}[\omega_{0,1}^1].
\]
Then since
\[
Y_1^0 = \frac{1}{2} \sqrt{\frac{3}{\pi}} \cos \theta, \quad Y_1^\pm = \frac{1}{2} \sqrt{\frac{3}{2\pi}} \sin \theta (\cos \varphi \pm i \sin \varphi),
\]
we can write $\omega_{0,1} = \sum_{m=-1}^{1} \omega_{0,1}^m Y_1^m$ as
\[
\omega_{0,1} = \frac{\omega_{0,1}^0}{2} \sqrt{\frac{3}{\pi}} \cos \theta - \text{Re}[\omega_{0,1}^1] \sqrt{\frac{3}{2\pi}} \sin \theta \cos \varphi + \text{Im}[\omega_{0,1}^1] \sqrt{\frac{3}{2\pi}} \sin \theta \sin \varphi.
\]
By this equality and (2.12), we find that
\[
X(x) = -\frac{1}{2} n_{S^2}(x) \times \nabla \omega_{0,1}(x) = a \times x, \quad x \in S^2,
\]
where $a = (a_1, a_2, a_3) \in \mathbb{R}^3$ is given by
\[
a_1 = -\frac{1}{2} \sqrt{\frac{3}{2\pi}} \text{Re}[\omega_{0,1}^1], \quad a_2 = \frac{1}{2} \sqrt{\frac{3}{2\pi}} \text{Im}[\omega_{0,1}^1], \quad a_3 = \frac{1}{4} \sqrt{\frac{3}{\pi}} \omega_{0,1}^0.
\]
In particular, $X$ is a Killing vector field on $S^2$.

**Step 4:** estimate for $\omega_{2,2}(t)$. We take the inner product of (3.3) with
\[
(I + 6 \Delta^{-1}) \omega_{2,2}(t) = \sum_{m=-1}^{1} \sum_{n \geq 2} \left(1 - \frac{6}{\lambda_n} \right) \omega_{0,1}^m(t) Y_1^m.
\]
Then since the right-hand side is in fact the summation for $n \geq 3$ by $\lambda_2 = 6,$
\[
(Y_2^m, (I + 6 \Delta^{-1}) \omega_{2,2}(t))_{L^2(S^2)} = 0, \quad m = \pm 1.
\]
Also, it follows from $\lambda_2 = 6$ and $\lambda_n \geq 12$ for $n \geq 3$ that
\[
\langle \partial_t \omega_{\geq 2}(t), (I + 6\Delta^{-1})\omega_{\geq 2}(t) \rangle_{H_0^1} \geq \frac{1}{4} \frac{d}{dt} \| \omega_{\geq 3}(t) \|^2_{L^2(H^1)}.
\]
\[
(\Delta \omega_{\geq 2}(t) + 2\omega_{\geq 2}(t), (I + 6\Delta^{-1})\omega_{\geq 2}(t))_{L^2(H^1)} \leq -5\| \omega_{\geq 3}(t) \|^2_{L^2(H^1)}.
\]
Noting that $(I + 6\Delta^{-1})\omega_{\geq 2}(t)$ is real-valued and $\cos \theta$ is independent of $\varphi$, we carry out integration by parts with respect to $\varphi$ to find that
\[
(\cos \theta \partial_{\varphi}(I + 6\Delta^{-1})\omega_{\geq 2}(t), (I + 6\Delta^{-1})\omega_{\geq 2}(t))_{L^2(H^1)} = 0.
\]
Since $u_{\geq 2}(t) \cdot \nabla \Delta^{-1}\omega_{\geq 2}(t) = 0$ by the definition (3.2) of $u_{\geq 2}(t)$, we have
\[
\left(u_{\geq 2}(t) \cdot \nabla \omega_{\geq 2}(t), (I + 6\Delta^{-1})\omega_{\geq 2}(t)\right)_{L^2(H^1)} = 0
\]
by integration by parts and $\text{div} u_{\geq 2}(t) = 0$. Also, since $\omega_{\geq 2}(t)$ is real-valued and $X$ is of the form (3.4), we can apply (2.13) to get
\[
\left(X \cdot \nabla \omega_{\geq 2}(t), \omega_{\geq 2}(t)\right)_{L^2(H^1)} = \left(X \cdot \nabla \omega_{\geq 2}(t), \Delta^{-1}\omega_{\geq 2}(t)\right)_{L^2(H^1)} = 0.
\]
We further observe that
\[
\left(X \cdot \nabla \omega_{\geq 2}(t), \omega_{\geq 2}(t)\right)_{L^2(H^1)} = \left(X \cdot \nabla \omega_{\geq 2}(t), \Delta^{-1}\omega_{\geq 2}(t)\right)_{L^2(H^1)} = 0
\]
by integration by parts and $\text{div} X = 0$. Hence
\[
\left(X \cdot \nabla (I + 2\Delta^{-1})\omega_{\geq 2}(t), (I + 6\Delta^{-1})\omega_{\geq 2}(t)\right)_{L^2(H^1)} = 0.
\]
Now we apply the above relations to the inner product of (3.3) with $(I + 6\Delta^{-1})\omega_{\geq 2}(t)$. Then we find that
\[
\frac{1}{4} \frac{d}{dt} \| \omega_{\geq 3}(t) \|^2_{L^2(H^1)} \leq -5\nu \| \omega_{\geq 3}(t) \|^2_{L^2(H^1)}
\]
and thus the estimate (1.13) for $\omega_{\geq 3}(t)$ follows (note that $\omega_{\geq 3}(0) = \omega_{0, \geq 3}$).

**Step 5:** derivation of ODEs for $\omega_{\geq 3}(t)$, $|m| = 0, 1, 2$. We set
\[
u_{\geq 2}(t) = n_{s^2} \times \nabla \Delta^{-1}\omega_{\geq 2}(t) = -\frac{1}{6} n_{s^2} \times \nabla \omega_{\geq 2}(t),
\]
\[
u_{\geq 3}(t) = n_{s^2} \times \nabla \Delta^{-1}\omega_{\geq 3}(t).
\]
Here we used $-\Delta \omega_{\geq 2}(t) = \lambda_2 \omega_{\geq 2}(t) = 6\omega_{\geq 2}(t)$. We substitute
\[
\omega_{\geq 2}(t) = \omega_{\geq 2}(t) + \omega_{\geq 3}(t),
\]
\[
\omega_{\geq 3}(t) = \omega_{\geq 2}(t) + \omega_{\geq 3}(t)
\]
for the right-hand side of (3.3). Then since $-\Delta \omega_{\geq 2}(t) = 6\omega_{\geq 2}(t)$,
\[
\Delta \omega_{\geq 2}(t) + 2\omega_{\geq 2}(t) = -4\omega_{\geq 2}(t) + \{\Delta \omega_{\geq 3}(t) + 2\omega_{\geq 3}(t)\},
\]
\[
(I + 6\Delta^{-1})\omega_{\geq 2}(t) = (I + 6\Delta^{-1})\omega_{\geq 3}(t),
\]
\[
X \cdot \nabla (I + 2\Delta^{-1})\omega_{\geq 2}(t) = \frac{2}{3} X \cdot \nabla \omega_{\geq 2}(t) + X \cdot \nabla (I + 2\Delta^{-1})\omega_{\geq 3}(t).
\]
Also, since $u_{\geq 2}(t) \cdot \nabla \omega_{\geq 2}(t) = 0$ by the expression (3.6) of $u_{\geq 2}(t)$,
\[
\begin{align*}
\nu_{\geq 2}(t) \cdot \nabla \omega_{\geq 2}(t) &= u_{\geq 2}(t) \cdot \nabla \omega_{\geq 3}(t) + u_{\geq 3}(t) \cdot \nabla \omega_{\geq 2}(t) + u_{\geq 3}(t) \cdot \nabla \omega_{\geq 3}(t) \\
&= u_{\geq 2}(t) \cdot \nabla (I + 6\Delta^{-1})\omega_{\geq 3}(t) + u_{\geq 3}(t) \cdot \nabla \omega_{\geq 3}(t),
\end{align*}
\]
where we also used
\[
u_{\geq 3}(t) \cdot \nabla \omega_{\geq 2}(t) = \{n_{s^2} \times \nabla \Delta^{-1}\omega_{\geq 3}(t)\} \cdot \nabla \omega_{\geq 2}(t)
\]
\[
= \nabla \Delta^{-1}\omega_{\geq 3}(t) \cdot \{n_{s^2} \times \nabla \omega_{\geq 2}(t)\}
\]
\[
= 6\nabla \Delta^{-1}\omega_{\geq 3}(t) \cdot \nu_{\geq 2}(t).
\]
Hence we have
\begin{align}
\partial_t \omega_{\geq 2}(t) &= -4\nu \omega_{\geq 2}(t) - \frac{2}{3} X \cdot \nabla \omega_{\geq 2}(t) - u_{\geq 2}(t) \cdot \nabla (I + 6\Delta^{-1}) \omega_{\geq 3}(t) \\
&\quad + \frac{ia}{2\sqrt{\pi}} \omega_{0,1}^1 Y_2^1 - \frac{ia}{2\sqrt{\pi}} \omega_{0,1}^{-1} Y_2^{-1} + f_{\geq 3}(t),
\end{align}

(3.7)
where
\begin{align}
f_{\geq 3}(t) &= \nu \{ \Delta \omega_{\geq 3}(t) + 2\omega_{\geq 3}(t) \} - \frac{a}{4\sqrt{\pi}} \frac{5}{\cos \theta} \partial_{\nu}(I + 6\Delta^{-1}) \omega_{\geq 3}(t) \\
&\quad - X \cdot \nabla (I + 2\Delta^{-1}) \omega_{\geq 3}(t) - u_{\geq 3}(t) \cdot \nabla \omega_{\geq 3}(t).
\end{align}

(3.8)

Now we take the inner product of (3.7) with $Y_2^m$, $|m| = 0, 1, 2$. Then
\begin{align}
\frac{d}{dt} \omega_2^m(t) &= -4\nu \omega_2^m(t) - \frac{2}{3} (X \cdot \nabla \omega_{\geq 2}(t), Y_2^m)_{L^2(S^2)} \\
&\quad - (u_{\geq 2}(t) \cdot \nabla (I + 6\Delta^{-1}) \omega_{\geq 3}(t), Y_2^m)_{L^2(S^2)} \\
&\quad + \frac{ia}{2\sqrt{\pi}} \omega_{0,1}^1 \delta_{1,m} - \frac{ia}{2\sqrt{\pi}} \omega_{0,1}^{-1} \delta_{-1,m} + (f_{\geq 3}(t), Y_2^m)_{L^2(S^2)},
\end{align}

(3.9)
where $\delta_{ij}$ is the Kronecker delta. Let us calculate the above inner products. We observe by integration by parts and div $u_{\geq 2}(t) = 0$ that
\begin{align}
(u_{\geq 2}(t) \cdot \nabla (I + 6\Delta^{-1}) \omega_{\geq 3}(t), Y_2^m)_{L^2(S^2)} &= \int_{S^2} \{ u_{\geq 2}(t) \cdot \nabla (I + 6\Delta^{-1}) \omega_{\geq 3}(t) \} Y_2^m dH^2 \\
&= -\int_{S^2} (I + 6\Delta^{-1}) \omega_{\geq 3}(t) (u_{\geq 2}(t) \cdot \nabla Y_2^m) dH^2.
\end{align}

Recall that here we use the complex spherical harmonics and abuse the notations of the inner and vector products in $\mathbb{R}^3$ (see (2.4)). We write this expression as
\begin{align}
(u_{\geq 2}(t) \cdot \nabla (I + 6\Delta^{-1}) \omega_{\geq 3}(t), Y_2^m)_{L^2(S^2)} &= \sum_{k=-2}^2 M_{m,k}(t) \omega_2^k(t),
\end{align}

(3.10)
by using (3.6) and $\omega_{\geq 2}(t) = \sum_{m=-2}^2 \omega_2^m(t) Y_2^m$. For the inner product of $f_{\geq 3}(t)$ given by (3.8) with $Y_2^m$, we see that
\begin{align}
(\Delta \omega_{\geq 3}(t) + 2\omega_{\geq 3}(t), Y_2^m)_{L^2(S^2)} &= 0,
\end{align}
by $\omega_{\geq 3}(t) = \sum_{n \geq 3} \sum_{m=-n}^n \omega_2^m(t) Y_2^m$, (2.9), and $\lambda_3 = 12$. Also,
\begin{align}
(u_{\geq 3}(t) \cdot \nabla \omega_{\geq 3}(t), Y_2^m)_{L^2(S^2)} &= \int_{S^2} \{ u_{\geq 3}(t) \cdot \nabla \omega_{\geq 3}(t) \} Y_2^m dH^2 \\
&= -\int_{S^2} \omega_{\geq 3}(t) (u_{\geq 3}(t) \cdot \nabla Y_2^m) dH^2
\end{align}
by integration by parts and div $u_{\geq 3}(t) = 0$. We also have
\begin{align}
(X \cdot \nabla (I + 2\Delta^{-1}) \omega_{\geq 3}(t), Y_2^m)_{L^2(S^2)} &= \int_{S^2} \{ X \cdot \nabla (I + 2\Delta^{-1}) \omega_{\geq 3}(t) \} Y_2^m dH^2 \\
&= -\int_{S^2} (I + 2\Delta^{-1}) \omega_{\geq 3}(t) (X \cdot \nabla Y_2^m) dH^2 \\
&= -(I + 2\Delta^{-1}) \omega_{\geq 3}(t), X \cdot \nabla Y_2^m)_{L^2(S^2)}
\end{align}
by integration by parts, div $X = 0$, and $X \cdot \nabla Y_2^m = \nabla X \cdot \nabla Y_2^m$ since $X$ is real. Then since $X$ is of the form $\text{(3.4)}$, we see by $\text{(2.14)}$ and $\text{(2.15)}$ that

$$X \cdot \nabla Y_2^m \in \text{span}\{Y_2^0, Y_2^\pm 1, Y_2^\pm 2\}, \quad |m| = 0, 1, 2.$$  

By this fact, $\omega_{\geq 3}(t) = \sum_{n \geq 3} \sum_{m=-n}^n \omega_m^n(t) Y_2^m$, and $\text{(2.8)}$, we get

$$(X \cdot \nabla (I + 2\Delta^{-1})\omega_{\geq 3}(t), Y_2^m)_{L^2(S^2)} = -(I + 2\Delta^{-1})\omega_{\geq 3}(t), X \cdot \nabla Y_2^m \}_{L^2(S^2)} = 0.$$  

Thus, noting that $f_{\geq 3}(t)$ is given by $\text{(3.8)}$, we see by the above equalities that

$$\text{(3.11)} \quad (f_{\geq 3}(t), Y_2^m)_{L^2(S^2)} = -\frac{a}{8} \sqrt{\frac{5}{\pi}} \int_{S^2} \omega_m^6(t) + \int_{S^2} \omega_{\geq 3}(t)(u_{\geq 3}(t) \cdot \nabla Y_2^m) \, dH^2.$$  

To compute the inner product of $X \cdot \nabla \omega_{\geq 2}(t)$ with $Y_2^m$, we see that we can use $\text{(2.14)}$ and $\text{(2.15)}$ since $X$ is of the form $\text{(3.4)}$. Hence

$$X \cdot \nabla \omega_{\geq 2}(t) = \sum_{m=-2}^m \omega_m^2(t) (X \cdot \nabla Y_2^m) = \sum_{m=-2}^2 \eta_2^m(t) Y_2^m,$$

where $\eta_2^m(t) = (X \cdot \nabla \omega_{\geq 2}(t), Y_2^m)_{L^2(S^2)}$ is given by

$$\eta_2^2(t) = 2ia_3\omega_2^2(t) + (ia_1 + a_2)\omega_2^1(t),$$

$$\eta_2^0(t) = (ia_1 - a_2)\omega_2^1(t) + i\omega_2^0(t) + \sqrt{6} (ia_1 + a_2)\omega_2^{-1}(t),$$

$$\eta_2^{-1}(t) = \sqrt{6} (ia_1 - a_2)\omega_2^0(t) - i\omega_2^{-1}(t) + (ia_1 + a_2)\omega_2^{-2}(t),$$

$$\eta_2^{-2}(t) = (ia_1 - a_2)\omega_2^{-1}(t) - 2ia_3\omega_2^{-2}(t).$$

Moreover, since

$$ia_1 + a_2 = -\frac{i}{2} \sqrt{\frac{3}{2\pi}} \omega_{0,1}^1, \quad ia_1 - a_2 = -\frac{i}{2} \sqrt{\frac{3}{2\pi}} \omega_{0,1}^0$$

by $\text{(3.5)}$, we have

$$\eta_2^2(t) = \frac{i}{2} \sqrt{\frac{3}{2\pi}} \omega_{0,1}^0 \omega_2^2(t) - \frac{i}{2} \sqrt{\frac{3}{2\pi}} \omega_{0,1}^1 \omega_2^1(t),$$

$$\eta_2^0(t) = \frac{i}{2} \sqrt{\frac{3}{2\pi}} \omega_{0,1}^1 \omega_2^0(t) + \frac{i}{2} \sqrt{\frac{3}{2\pi}} \omega_{0,1}^0 \omega_2^{-1}(t) - \frac{3i}{4\sqrt{\pi}} \omega_{0,1}^1 \omega_2^{-2}(t),$$

$$\eta_2^{-1}(t) = \frac{i}{2} \sqrt{\frac{3}{2\pi}} \omega_{0,1}^0 \omega_2^{-1}(t) + \frac{i}{2} \sqrt{\frac{3}{2\pi}} \omega_{0,1}^1 \omega_2^{-2}(t),$$

$$\eta_2^{-2}(t) = \frac{i}{2} \sqrt{\frac{3}{2\pi}} \omega_{0,1}^0 \omega_2^{-2}(t) - \frac{i}{2} \sqrt{\frac{3}{2\pi}} \omega_{0,1}^1 \omega_2^{-3}(t).$$

Hence we can write

$$\text{(3.12)} \quad \frac{2}{3} (X \cdot \nabla \omega_{\geq 2}(t), Y_2^m)_{L^2(S^2)} = \frac{2}{3} \eta_2^m(t) = \sum_{k=-2}^2 iA_{m,k} \omega_2^k(t),$$

where $A_{m,k}$ are constants.
where we set \( \alpha = \omega_{0,1}^1 / 2 \sqrt{6 \pi} \in \mathbb{C} \) and \( b = \omega_{0,1}^0 / 2 \sqrt{3 \pi} \in \mathbb{R} \) as in (1.9) and define

\[
(3.13) \quad A = \begin{pmatrix} A_{2,2} & \cdots & A_{2,-2} \\ \vdots & \ddots & \vdots \\ A_{-2,2} & \cdots & A_{-2,-2} \end{pmatrix} = \begin{pmatrix} 2b & -2\alpha & 0 & 0 & 0 \\ -2\bar{\alpha} & b & -\sqrt{6} \alpha & 0 & 0 \\ 0 & -\sqrt{6} \bar{\alpha} & 0 & -\sqrt{6} \alpha & 0 \\ 0 & 0 & -\sqrt{6} \bar{\alpha} & -b & -2\alpha \\ 0 & 0 & 0 & -2\bar{\alpha} & -2b \end{pmatrix}.
\]

Therefore, we deduce from (3.9)–(3.12) and \( \omega_{=2}(0) = \omega_{0,=2} \) that

\[
\frac{d}{dt} \omega_2^m(t) = -4\nu \omega_2^m(t) - \sum_{k=-2}^2 \{ iA_{m,k} + M_{m,k}(t) \} \omega_2^k(t)
\]

\[
+ \frac{ia}{2 \sqrt{\pi}} \omega_{0,1}^1 \delta_{1,m} - \frac{ia}{2 \sqrt{\pi}} \omega_{0,1}^{-1} \delta_{-1,m} + (f_{\geq 3}(t), Y_2^m)_L^2(S^2), \quad t > 0,
\]

for \( |m| = 0, 1, 2 \). We write this system as

\[
(3.14) \quad \left\{ \begin{array}{l}
\frac{d}{dt} \omega(t) = -(4\nu I_5 + iA + M(t)) \omega(t) + f_{\geq 3}(t) + c, \quad t > 0, \\
\omega(0) = \omega_0,
\end{array} \right.
\]

where \( I_5 \) is the 5 \( \times \) 5 identity matrix and

\[
\omega(t) = \begin{pmatrix} \omega_2^1(t) \\ \vdots \\ \omega_2^{-1}(t) \end{pmatrix}, \quad \omega_0 = \begin{pmatrix} \omega_0^2 \\ \vdots \\ \omega_0^{-2} \end{pmatrix}, \quad M(t) = \begin{pmatrix} M_{2,2}(t) & \cdots & M_{2,-2}(t) \\ \vdots & \ddots & \vdots \\ M_{-2,2}(t) & \cdots & M_{-2,-2}(t) \end{pmatrix},
\]

\[
f_{\geq 3}(t) = \begin{pmatrix} (f_{\geq 3}(t), Y_2^1)_L^2(S^2) \\ \vdots \\ (f_{\geq 3}(t), Y_2^{-2})_L^2(S^2) \end{pmatrix}, \quad c = \frac{ia}{2 \sqrt{\pi}} \begin{pmatrix} 0 \\ \omega_{0,1}^0 \\ 0 \end{pmatrix} = \sqrt{6} ia \begin{pmatrix} 0 \\ \alpha \\ 0 \end{pmatrix}.
\]

In the last equality we also used (3.1) and \( \alpha = \omega_{0,1}^1 / 2 \sqrt{6 \pi} \).

**Step 5:** asymptotic behavior of \( \omega_{=2}(t) \). Since the matrix \( A \) given by (3.13) is self-adjoint, all eigenvalues of \( A \) are real. Then all eigenvalues of \( 4\nu I_5 + iA \) have the real part \( 4\nu \neq 0 \) and thus they are nonzero. Hence \( 4\nu I_5 + iA \) is invertible and we can define

\[
(3.16) \quad \omega_\infty = (\omega_2^2, \ldots, \omega_2^{-2})^T = (4\nu I_5 + iA)^{-1} c.
\]

Let \( \xi(t) = \omega(t) - \omega_\infty \). Then we see by (3.14) and (3.16) that

\[
(3.17) \quad \left\{ \begin{array}{l}
\frac{d}{dt} \xi(t) = -(4\nu I_5 + iA + M(t)) \xi(t) + f_{\geq 3}(t) - M(t) \omega_\infty, \quad t > 0, \\
\xi(0) = \omega_0 - \omega_\infty.
\end{array} \right.
\]

Let us estimate \( \xi(t) \). In what follows, we write \( C \) for a general positive constant independent of \( t, \nu, \alpha \), and the initial data \( \omega_0 \in L_0^2(S^2) \) for (1.8). Also, we denote by \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \) the inner product and norm of \( \mathbb{C}^5 \), and use the same notation \( \| \cdot \| \) for the Frobenius norm of a matrix. First we estimate \( M(t) \) and \( f_{\geq 3}(t) \) given by (3.10), (3.11), and (3.15). Since \( n_{S^2} \) and \( Y_2^m \) are smooth on \( S^2 \) and \( a_3^m \) is a constant given by (2.7), we have

\[
\| M(t) \| \leq C \| (I + 6b^{-1}) \omega_{\geq 3}(t) \| L^2(S^2),
\]

\[
\| f_{\geq 3}(t) \| \leq C \left( a \| \omega_3^m(t) \| L^2(S^2) + \| \omega_{\geq 3}(t) \| L^2(S^2) \| u_{\geq 3}(t) \| L^2(S^2) \right).
\]
by Hölder’s inequality. Moreover, noting that
\[ \omega_{\geq 3}(t) = \sum_{n=3}^{\infty} \sum_{m=-n}^{n} \omega_n^m(t)Y_n^m, \quad u_{\geq 3}(t) = n_{32} \times \nabla \Delta^{-1} \omega_{\geq 3}(t), \]
we use (2.8), (2.10), and \( \lambda_n \geq 12 \) for \( n \geq 3 \), and then apply (1.13) to get
\[ \| \mathbf{M}(t) \| \leq C \| \omega_{\geq 3}(t) \|_{L^2(S^2)} \leq C e^{-10\nu t} \| \omega_{0, \geq 3} \|_{L^2(S^2)}, \]
(3.18)
\[ \| f_{\geq 3}(t) \| \leq C \left( |a| \| \omega_{\geq 3}(t) \|_{L^2(S^2)} + \| \omega_{\geq 3}(t) \|_{L^2(S^2)}^2 \right) \]
\[ \leq C e^{-10\nu t} \left( |a| + \| \omega_{0, \geq 3} \|_{L^2(S^2)} \right) \| \omega_{0, \geq 3} \|_{L^2(S^2)}. \]
In the last inequality we also used \( e^{-10\nu t} \leq 1 \). Now we take the real part of the inner product of (3.17) with \( \xi(t) \). Then, noting that \( \langle A\xi(t), \xi(t) \rangle \) is real since \( A \) is self-adjoint, we observe by Cauchy–Schwarz’s and Young’s inequalities that
\[ \frac{1}{2} \frac{d}{dt} \| \xi(t) \|^2 = -4\nu \| \xi(t) \|^2 - \text{Re} \langle \mathbf{M}(t) \xi(t), \xi(t) \rangle \]
\[ + \text{Re} \langle f_{\geq 3}(t), \xi(t) \rangle - \text{Re} \langle \mathbf{M}(t) \omega_{\infty}, \xi(t) \rangle \]
\[ \leq -2\nu \| \xi(t) \|^2 + \| \mathbf{M}(t) \| \| \xi(t) \| \| \xi(t) \| + \frac{1}{4\nu} \left( \| f_{\geq 3}(t) \|^2 + \| \mathbf{M}(t) \|^2 \| \omega_{\infty} \|^2 \right). \]
Applying (3.18) to this inequality, we get
\[ \frac{d}{dt} \| \xi(t) \|^2 \leq \left( -4\nu + C e^{-10\nu t} \| \omega_{0, \geq 3} \|_{L^2(S^2)} \right) \| \xi(t) \| \| \xi(t) \| + \frac{C\sigma}{\nu} e^{-20\nu t}, \]
where
(3.19)
\[ \sigma = \left( |a|^2 + \| \omega_{0, \geq 3} \|^2_{L^2(S^2)} + \| \omega_{\infty} \|^2 \right) \| \omega_{0, \geq 3} \|^2_{L^2(S^2)}. \]
Hence, setting
\[ F(t) = \int_0^t \left( -4\nu + C e^{-10\nu \tau} \| \omega_{0, \geq 3} \|_{L^2(S^2)} \right) d\tau = -4\nu t + \frac{C}{10\nu} (1 - e^{-10\nu t}) \| \omega_{0, \geq 3} \|_{L^2(S^2)}, \]
we observe by the above inequality and \( F(t) \geq -4\nu t \) that
\[ \frac{d}{dt} \left( e^{-F(t)} \| \xi(t) \| \right)^2 \leq \frac{C\sigma}{\nu} e^{-20\nu t - F(t)} \leq \frac{C\sigma}{\nu} e^{-16\nu t} \]
and thus
\[ e^{-F(t)} \| \xi(t) \|^2 \leq \| \xi(0) \|^2 + \frac{C\sigma}{16\nu^2} (1 - e^{-16\nu t}) \leq \| \xi(0) \|^2 + \frac{C\sigma}{\nu^2}. \]
Therefore, noting that
\[ \xi(t) = \omega(t) - \omega_{\infty}, \quad \xi(0) = \omega_0 - \omega_{\infty}, \quad F(t) \leq -4\nu t + \frac{C}{\nu} \| \omega_{0, \geq 3} \|_{L^2(S^2)}, \]
we obtain
(3.20)
\[ \| \omega(t) - \omega_{\infty} \|^2 \leq \left( \| \omega_0 - \omega_{\infty} \|^2 + \frac{C\sigma}{\nu^2} \right) \exp \left( -4\nu t + \frac{C}{\nu} \| \omega_{0, \geq 3} \|_{L^2(S^2)} \right). \]
Now we define \( \omega_{\infty} = \sum_{n=2}^{\infty} \omega_n^m Y^m_n \in L^2_0(S^2) \) with \( \omega_n^m \) given by (3.16). Then, noting that \( \omega(t) \) and \( \omega_0 \) are given by (3.15) and
\[ \| w \| = \| w \|_{L^2(S^2)}, \quad w = (w_2^0, \ldots, w_2^{-2})^T \in \mathbb{C}^5, \quad w = \sum_{m=-2}^{2} w_n^m Y^m_n, \]
we take the square root of (3.20) and use (3.19) to deduce that
\[ \| \omega_{\geq 2}(t) - \omega_{\infty} \|_{L^2(S^2)} \leq \sigma_1 e^{-2\nu t} \left( \| \omega_{0, \geq 2} - \omega_{\infty} \|_{L^2(S^2)} + \frac{\sigma_2}{\nu} \right) \]
for all \( t \geq 0 \), where \( \sigma_1 \) and \( \sigma_2 \) are given by (1.15) with constants \( C_1, C_2 > 0 \) independent of \( t, \nu, a, \) and \( \omega_0 \). Hence we conclude that the estimate (1.14) for \( \omega_{=2}(t) \) is valid.

**Step 6:** expression of \( \omega_{2,\infty}^m \), \(|m| = 0, 1, 2\). First note that

\[
(3.21) \quad \omega_{2,\infty}^m = \lim_{t \to \infty} \omega_2^m(t) = \lim_{t \to \infty} (-1)^m \omega_2^m(t) = (-1)^m \omega_{2,\infty}^m, \quad |m| = 0, 1, 2
\]

by (3.1) and (3.20). Since (4.15) we use the spherical coordinates

\[
(3.22) \quad (4 \nu + 2ib)\omega_2^2 - 2i\alpha \omega_2^1 = 0, \\
(3.23) \quad -2i\alpha \omega_2^1 + (4 \nu + ib)\omega_2^1 - \sqrt{6} i \alpha \omega_2^0 = \sqrt{6} i \alpha a, \\
(3.24) \quad -\sqrt{6} i \alpha \omega_2^1 + 4 \nu \omega_2^0 = \sqrt{6} i \alpha \omega_2^0 = 0
\]

by (3.13) and (3.15). Let \( z_k = 4 \nu + ikb \) for \( k = 1, 2 \). Then

\[
(3.25) \quad \omega_2^2 = \frac{2i\alpha}{2} \omega_2^1, \quad \omega_2^1 = \frac{\sqrt{6} i \alpha z_2}{4|\alpha|^2 + z_1 z_2} (\omega_2^0 + a)
\]

by (3.22) and (3.23). Noting that \( \omega_{2,\infty}^1 = -\omega_{2,\infty}^2 \) and \( \omega_{2,\infty}^0 \in \mathbb{R} \) by (3.21) and that \( a, b \in \mathbb{R} \), we multiply (3.24) by \( (4|\alpha|^2 + z_1 z_2)(4|\alpha|^2 + z_1 z_2) \) and use (3.25) to find that

\[
\{6|\alpha|^2 z_2(4|\alpha|^2 + z_1 z_2) + 4 \nu(4|\alpha|^2 + z_1 z_2)(4|\alpha|^2 + z_1 z_2) + 6|\alpha|^2 z_2(4|\alpha|^2 + z_1 z_2)\} \omega_{2,\infty}^0
\]

\[
= -6a|\alpha|^2\{z_2(4|\alpha|^2 + z_1 z_2) + z_2(4|\alpha|^2 + z_1 z_2)\}
\]

Moreover, by \( z_k = 4 \nu + ikb \) for \( k = 1, 2 \) and direct calculations, we have

\[
6|\alpha|^2 z_2(4|\alpha|^2 + z_1 z_2) + 4 \nu(4|\alpha|^2 + z_1 z_2)(4|\alpha|^2 + z_1 z_2) + 6|\alpha|^2 z_2(4|\alpha|^2 + z_1 z_2)
\]

\[
= 16 \nu \{16|\alpha|^4 + 8|\alpha|^2(10 \nu^2 + b^2) + 64 \nu^4 + 20 \nu^2 b^2 + b^4\} \\
= 16 \nu \{4|\alpha|^2 + 4 \nu^2 + b^2 \}(4|\alpha|^2 + 16 \nu^2 + b^2)
\]

and

\[
z_2(4|\alpha|^2 + z_1 z_2) + z_2(4|\alpha|^2 + z_1 z_2) = 32 \nu(|\alpha|^2 + 4 \nu^2 + b^2).
\]

Hence

\[
(3.26) \quad \omega_{2,\infty}^0 = -12a \cdot \frac{|\alpha|^2(4 \nu^2 + |\alpha|^2 + b^2)}{(4 \nu^2 + 4|\alpha|^2 + b^2)(16 \nu^2 + 4|\alpha|^2 + b^2)}
\]

and we conclude by (3.21), (3.25), (3.26), and \( z_k = 4 \nu + ikb \) for \( k = 1, 2 \) that \( \omega_{\infty} = \sum_{m=-2}^m \omega_{2,\infty}^m \) is given by (1.9)–(1.10). The proof of Theorem 1.1 is complete.

4. **Proof of Lemma 2.4**

Let us give the proof of (2.14) in Lemma 2.4. First we recall that

\[
Y_2^0(\theta) = C_0(3 \cos^2 \theta - 1), \quad C_0 = \frac{1}{4} \sqrt{5 \pi}, \\
Y_2^{\pm 1}(\theta, \phi) = \mp C_1 \sin \theta \cos \theta e^{\pm i \phi}, \quad C_1 = \frac{1}{2} \sqrt{\frac{15}{2 \pi}}, \\
Y_2^{\pm 2}(\theta, \phi) = C_2 \sin^2 \theta e^{\pm 2 i \phi}, \quad C_2 = \frac{1}{4} \sqrt{\frac{15}{2 \pi}}
\]

We use the spherical coordinates \( x(\theta, \phi) \) of \( S_2 \) given by (2.5) so that

\[
(4.2) \quad \partial_\theta x(\theta, \phi) = \begin{pmatrix} \cos \theta \cos \phi \\ \cos \theta \sin \phi \\ -\sin \theta \end{pmatrix}, \quad \partial_\phi x(\theta, \phi) = \begin{pmatrix} -\sin \theta \sin \phi \\ \sin \theta \cos \phi \\ 0 \end{pmatrix}.
\]
Hence it follows from (4.1) and (4.3) that
\[ e \] for the standard basis \( \{e_1, e_2, e_3\} \) of \( \mathbb{R}^3 \). Hence
\[
(e_1 \times x) \cdot \partial_y x = -\sin \varphi, \quad (e_1 \times x) \cdot \partial_x x = -\sin \theta \cos \theta \cos \varphi,
\]
(4.3)
\[
(e_2 \times x) \cdot \partial_y x = \cos \varphi, \quad (e_2 \times x) \cdot \partial_x x = -\sin \theta \cos \theta \sin \varphi,
\]
\[
(e_3 \times x) \cdot \partial_y x = 0, \quad (e_3 \times x) \cdot \partial_x x = \sin^2 \theta.
\]
Let us compute \( (e_k \times x) \cdot \nabla Y_0^k \) with \( k = 1, 2, 3 \). By (2.6), we have
\[
\nabla Y_0^0 = -6C_0 \sin \theta \cos \theta \partial_y x.
\]
Hence it follows from (4.1) and (4.3) that
\[
(e_1 \times x) \cdot \nabla Y_0^0 = 6C_0 \sin \theta \cos \theta \sin \varphi = 6C_0 \sin \theta \cos \theta \cdot \frac{e^{i\varphi} - e^{-i\varphi}}{2i}
\]
\[
= \frac{3C_0}{iC_1}(-Y_1^2 - Y_2^{-1}) = \frac{\sqrt{6}i}{2}(Y_2^2 + Y_2^{-1}).
\]
Similarly, using (4.1), (4.3), and \( \cos \varphi = (e^{i\varphi} + e^{-i\varphi})/2 \), we obtain
\[
(e_2 \times x) \cdot \nabla Y_2^0 = \frac{\sqrt{6}}{2}(Y_2^2 - Y_2^{-1}), \quad (e_3 \times x) \cdot \nabla Y_2^0 = 0.
\]
Next we consider \( (e_k \times x) \cdot \nabla Y_1^k \), \( k = 1, 2, 3 \). Since
\[
\nabla Y_1^1 = -C_1 e^{i\varphi} \left\{ (\cos^2 \theta - \sin^2 \theta) \partial_y x + \frac{i\cos \theta}{\sin \theta} \partial_x x \right\}
\]
by (2.6), we see by (4.3) that (see also our notation (2.4))
\[
(e_1 \times x) \cdot \nabla Y_1^1 = C_1 e^{i\varphi} \{(\cos^2 \theta - \sin^2 \theta) \sin \varphi + i \cos^2 \theta \cos \varphi \}.
\]
Moreover, we use
\[
e^{i\varphi} \sin \varphi = -\frac{i}{2}(e^{2i\varphi} - 1), \quad e^{i\varphi} \cos \varphi = \frac{1}{2}(e^{2i\varphi} + 1), \quad \sin^2 \theta = 1 - \cos^2 \theta
\]
and then apply (4.1) to find that
\[
(e_1 \times x) \cdot \nabla Y_1^2 = \frac{iC_1}{2} (\sin^2 \theta e^{2i\varphi} + 3 \cos^2 \theta - 1)
\]
\[
= \frac{i}{2} \left( \frac{C_1}{C_2} Y_2^2 + \frac{C_1}{C_0} Y_2^{-1} \right) = i \left( Y_2^2 + \frac{\sqrt{6}}{2} Y_2^{-1} \right).
\]
In the same way, we obtain
\[
(e_2 \times x) \cdot \nabla Y_2^1 = Y_2^2 - \frac{\sqrt{6}}{2} Y_2^{-1}, \quad (e_3 \times x) \cdot \nabla Y_2^1 = iY_2^1.
\]
Now let us calculate \( (e_k \times x) \cdot \nabla Y_3^2 \), \( k = 1, 2, 3 \). By (2.6), we have
\[
\nabla Y_3^2 = 2C_2 e^{2i\varphi} (\sin \theta \cos \theta \partial_y x + i \partial_x x).
\]
Hence we observe by (4.3) that
\[
(e_1 \times x) \cdot \nabla Y_3^2 = -2C_2 e^{2i\varphi} \sin \theta \cos \theta (\sin \varphi + i \cos \varphi).
\]
Moreover, since \( \sin \varphi + i \cos \varphi = i(\cos \theta - i \sin \theta) = ie^{-i\varphi} \), we get
\[
(e_1 \times x) \cdot \nabla Y_3^2 = -2itC_2 \sin \theta \cos \theta e^{i\varphi} = 2t \frac{C_2}{C_1} Y_2^1 = iY_2^1.
\]
by (4.1). Calculating similarly, we find that
\[(e_2 \times x) \cdot \nabla Y_2^2 = -Y_1^1, \quad (e_3 \times x) \cdot \nabla Y_2^2 = 2Y_2^2.\]
Applying the above results to \(a = (a_1, a_2, a_3)^T = \sum_{k=1}^3 a_k e_k\), we obtain (2.14).

5. APPENDIX A: ONE-JET CASE

We briefly explain the behavior of a perturbation for the one-jet Kolmogorov type flow
\[\omega^0(\theta, \varphi) = a Y_0(\theta) = a \frac{1}{2} \sqrt{\frac{3}{\pi}} \cos \theta.\]
The nonlinear stability problem for the vorticity equation (1.3) around the one-jet Kolmogorov type flow is (see [31] for the derivation of the perturbation operator)
\[
\begin{align*}
\omega_t + \nu(\Delta \omega + 2\omega) - \frac{a}{4} \sqrt{\frac{3}{\pi}} \omega_t (I + 2\Delta^{-1})\omega - \mathbf{u} \cdot \nabla \omega &= 0 \quad \text{on} \quad S^2 \times (0, \infty), \\
\omega|_{t=0} &= \omega_0 \quad \text{on} \quad S^2.
\end{align*}
\]
For a real-valued \(\omega_0 \in L^0_0(S^2)\), we can prove the global existence and uniqueness of a weak solution \(\omega\) to (5.1) in the class (1.11) by the Galerkin and energy methods. Also, taking the inner product of (5.1) with \(Y_1^m\), \(|m| = 0, 1\) and using \(-\Delta Y_1^m = 2Y_1^m\) and (2.11), we can show \(\omega_1(t) = \omega_{0,1}\) for all \(t \geq 0\) as in Step 1 of the proof of Theorem 1.1. Moreover, we take the inner product of (5.1) with \((I + 2\Delta^{-1})\omega(t)\). Then
\[
\langle \partial_t \omega(t), (I + 2\Delta^{-1})\omega(t) \rangle_{H^1_0} \geq \frac{1}{2} \frac{d}{dt} \|\omega_2(t)\|^2_{L^2(S^2)},
\]
\[
\langle \Delta \omega(t) + 2\omega(t), (I + 2\Delta^{-1})\omega(t) \rangle_{L^2(S^2)} \leq -\frac{8}{3} \|\omega_2(t)\|^2_{L^2(S^2)}
\]
by \(\lambda_1 = 2\) and \(\lambda_n \geq 6\) for \(n \geq 2\). Also, noting that \((I + 2\Delta^{-1})\omega(t)\) is real-valued, we have
\[
\langle \partial_\varphi (I + 2\Delta^{-1})\omega(t), (I + 2\Delta^{-1})\omega(t) \rangle_{L^2(S^2)} = 0
\]
by integration by parts and, since \(\mathbf{u}(t) \cdot \nabla \omega(t) = 0\) and \(\text{div} \mathbf{u}(t) = 0\),
\[
\langle \mathbf{u}(t) \cdot \nabla \omega(t), (I + 2\Delta^{-1})\omega(t) \rangle_{L^2(S^2)} = \langle \mathbf{u} \cdot \nabla (I + 2\Delta^{-1})\omega(t), (I + 2\Delta^{-1})\omega(t) \rangle_{L^2(S^2)} = 0.
\]
Therefore, we obtain
\[
\frac{1}{3} \frac{d}{dt} \|\omega_2(t)\|^2_{L^2(S^2)} \leq -\frac{8}{3} \|\omega_2(t)\|^2_{L^2(S^2)},
\]
which implies that
\[
\|\omega_2(t)\|^2_{L^2(S^2)} \leq e^{-8ot} \|\omega_2(0)\|^2_{L^2(S^2)} = e^{-8ot} \|\omega_{0,2}\|^2_{L^2(S^2)},
\]
i.e. \(\|\omega_2(t)\|_{L^2(S^2)} \leq e^{-4ot} \|\omega_{0,2}\|_{L^2(S^2)}\) for all \(t \geq 0\).

6. APPENDIX B: TRANSFORMATION INTO AN EQUATION WITH CORIOLIS FORCE

In this section we see that solutions \(\omega\) to (1.8) and \(\zeta\) to (1.17) are related by (1.18).
We use the spherical coordinates \(x(\theta, \varphi)\) of \(S^2\) given by (2.5) and write \(u(\theta, \varphi)\) instead of \((u \circ x)(\theta, \varphi)\) for a function \(u\) on \(S^2\). Hence \(\partial_\theta x\) and \(\partial_\varphi x\) are of the form (4.2) and
\[
\nabla u(\theta, \varphi) = \partial_\theta u(\theta, \varphi) \partial_\theta x(\theta, \varphi) + \frac{\partial_\varphi u(\theta, \varphi)}{\sin^2 \theta} \partial_\varphi x(\theta, \varphi),
\]
\[
\Delta u(\theta, \varphi) = \frac{1}{\sin \theta} \partial_\theta (\sin \theta \partial_\theta u(\theta, \varphi)) + \frac{1}{\sin^2 \theta} \partial_\varphi^2 u(\theta, \varphi),
\]
\[
n_{S^2}(\theta, \varphi) = (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)^T.
\]
Also, we easily find that
\begin{equation}
\mathbf{n}_{S^2}(\theta, \varphi) \times \partial_\theta x(\theta, \varphi) = \frac{1}{\sin \theta} \partial_\varphi x(\theta, \varphi).
\end{equation}
For $\Phi \in \mathbb{R}$ let $R(\Phi)$ be the rotation matrix around the $x_3$-axis by the angle $\Phi$, i.e.
\begin{equation}
R(\Phi) = \begin{pmatrix}
\cos \Phi & -\sin \Phi & 0 \\
\sin \Phi & \cos \Phi & 0 \\
0 & 0 & 1
\end{pmatrix}.
\end{equation}

Then, for $f = \partial_\theta x, \partial_\varphi x, \mathbf{n}_{S^2}$ and $a, b \in \mathbb{R}^3$, we have
\begin{equation}
R(\Phi)f(\theta, \varphi) = f(\theta, \varphi + \Phi),
\end{equation}
\begin{equation}
(R(\Phi)a) \cdot (R(\Phi)b) = a \cdot b,
\end{equation}
\begin{equation}
(R(\Phi)a) \times (R(\Phi)b) = R(\Phi)(a \times b).
\end{equation}

Let $u$ and $v$ be functions in $L^2_0(S^2)$ such that $u(\theta, \varphi) = v(\theta, \varphi - \Phi)$. Then
\begin{align}
\nabla u(\theta, \varphi) &= \partial_\theta u(\theta, \varphi) \partial_\theta x(\theta, \varphi) + \frac{\partial_\varphi u(\theta, \varphi)}{\sin \theta} \partial_\varphi x(\theta, \varphi) \\
&= \partial_\theta v(\theta, \varphi - \Phi)R(\Phi)\partial_\theta x(\theta, \varphi - \Phi) + \frac{\partial_\varphi v(\theta, \varphi - \Phi)}{\sin^2 \theta} R(\Phi) \partial_\varphi x(\theta, \varphi - \Phi) \\
&= R(\Phi) \nabla v(\theta, \varphi - \Phi)
\end{align}
by (6.1) and (6.3). Moreover, we see by (6.1) that
\begin{equation}
\Delta u(\theta, \varphi) = \Delta v(\theta, \varphi - \Phi), \quad \Delta^{-1} u(\theta, \varphi) = \Delta^{-1} v(\theta, \varphi - \Phi).
\end{equation}

Now let $\omega$ and $\zeta$ be functions on $S^2 \times (0, \infty)$ related by (1.18), i.e.
\begin{equation}
\omega(\theta, \varphi, t) = \zeta(\theta, \varphi - \Omega t, t) + 2\Omega \cos \theta.
\end{equation}

Then we observe by (6.5) and $\Delta \cos \theta = -2 \sin \theta$ that
\begin{align}
\partial_\theta \omega(\theta, \varphi, t) &= \partial_\theta \zeta(\theta, \varphi - \Omega t, t) - \Omega \partial_\varphi \zeta(\theta, \varphi - \Omega t, t), \\
\partial_\varphi \omega(\theta, \varphi, t) &= \partial_\varphi \zeta(\theta, \varphi - \Omega t, t) + \Omega \partial_\varphi \zeta(\theta, \varphi - \Omega t, t).
\end{align}

Moreover, we deduce from (6.3)–(6.5) and $\Delta^{-1} \cos \theta = -2^{-1} \cos \theta$ that
\begin{align}
\nabla \omega(\theta, \varphi, t) &= R(\Omega t) \nabla \zeta(\theta, \varphi - \Omega t, t) - 2\Omega \sin \theta \partial_\theta x(\theta, \varphi) \\
&= R(\Omega t) \{ \nabla \zeta(\theta, \varphi - \Omega t, t) - 2\Omega \sin \theta \partial_\theta x(\theta, \varphi - \Omega t) \}, \\
\nabla \Delta^{-1} \omega(\theta, \varphi, t) &= R(\Omega t) \{ \nabla \Delta^{-1} \zeta(\theta, \varphi - \Omega t, t) + \Omega \sin \theta \partial_\theta x(\theta, \varphi - \Omega t) \}.
\end{align}

Thus, setting $u = \mathbf{n}_{S^2} \times \nabla \Delta^{-1} \omega$ and $v = \mathbf{n}_{S^2} \times \nabla \Delta^{-1} \zeta$, we have
\begin{align}
\mathbf{u}(\theta, \varphi, t) &= \mathbf{n}_{S^2}(\theta, \varphi) \times \nabla \Delta^{-1} \omega(\theta, \varphi, t) \\
&= \mathbf{n}_{S^2}(\theta, \varphi) \times \left( R(\Omega t) \{ \nabla \Delta^{-1} \zeta(\theta, \varphi - \Omega t, t) + \Omega \sin \theta \partial_\theta x(\theta, \varphi - \Omega t) \} \right) \\
&= R(\Omega t) \{ v(\theta, \varphi - \Omega t, t) + \Omega \partial_\varphi x(\theta, \varphi - \Omega t) \}.
\end{align}

by using (6.3) and then applying (6.2). Hence
\begin{equation}
(\mathbf{u} \cdot \nabla \omega)(\theta, \varphi, t) = [(v + \Omega \partial_\varphi x) \cdot (\nabla \zeta - 2\Omega \sin \theta \partial_\theta x)](\theta, \varphi - \Omega t, t)
\end{equation}
by (6.3). Moreover, since $\partial_\varphi x \cdot \partial_\theta x = 0$, $\partial_\varphi x \cdot \nabla \zeta = \partial_\varphi \zeta$, and
\begin{align}
\mathbf{v} \cdot \partial_\theta x &= (\mathbf{n}_{S^2} \times \nabla \Delta^{-1} \zeta) \cdot \partial_\theta x = -\nabla \Delta^{-1} \zeta \cdot (\mathbf{n}_{S^2} \times \partial_\theta x) \\
&= -\frac{1}{\sin \theta} \nabla \Delta^{-1} \zeta \cdot \partial_\varphi x = -\frac{1}{\sin \theta} \partial_\varphi \Delta^{-1} \zeta
\end{align}
by \((a \times b) \cdot c = -b \cdot (a \times c)\) for \(a, b, c \in \mathbb{R}^3\) and (6.2), we get

\begin{equation}
(u \cdot \nabla \omega)(\theta, \varphi, t) = (v \cdot \nabla \zeta + \Omega \partial_\varphi \zeta + 2\Omega \partial_\varphi \Delta^{-1} \zeta)(\theta, \varphi - \Omega t, t).
\end{equation}

Therefore, for the functions \(\omega\) and \(\zeta\) related by (1.18), we conclude by (6.6) and (6.7) that \(\omega\) is a solution to (1.8) if and only if \(\zeta\) is a solution to (1.17).
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