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Abstract

We consider the class of non-negative rank-one convex isotropic integrands on $\mathbb{R}^{n \times n}$ which are also positively $p$-homogeneous. If $p \leq n = 2$ we prove, conditional on the quasiconvexity of the Burkholder integrand, that the integrands in this class are quasiconvex at conformal matrices. If $p \geq n = 2$, we show that the positive part of the Burkholder integrand is polyconvex. In general, for $p \geq n$, we prove that the integrands in the above class are polyconvex at conformal matrices. Several examples imply that our results are all nearly optimal.

1. Introduction

For $n, m \geq 2$, let $\Omega$ be a bounded open domain in $\mathbb{R}^n$ and consider the functional

$$\mathcal{F}[u] \equiv \int_{\Omega} F(Du) \, dx, \quad u : \Omega \to \mathbb{R}^m.$$ 

The integrand $F : \mathbb{R}^{m \times n} \to \mathbb{R}$ is assumed to be Borel measurable and locally bounded. A classical problem in the Calculus of Variations is to minimize $\mathcal{F}$ over Dirichlet classes $W^{1,p}_g(\Omega, \mathbb{R}^m) \equiv g + W^{1,p}_0(\Omega, \mathbb{R}^m)$, where $g \in W^{1,p}(\mathbb{R}^n, \mathbb{R}^m)$ is a given boundary datum. The only systematic way of solving this minimization problem is through the Direct Method, which requires that $\mathcal{F}$ be both sequentially weakly lower semicontinuous and coercive in $W^{1,p}_g(\Omega, \mathbb{R}^m)$.

The natural condition on $F$ which ensures that the Direct Method is applicable is quasiconvexity, as introduced by Morrey [46]. We say that $F$ is quasiconvex at $A \in \mathbb{R}^{m \times n}$ if

$$F(A) \leq \frac{1}{\mathcal{L}^n(\Omega)} \int_{\Omega} F(A + D\varphi) \, dx \quad \text{for all } \varphi \in W^{1,\infty}_0(\Omega, \mathbb{R}^m).$$
In fact, if $F$ satisfies the natural growth condition

$$|F(A)| \leq C(|A|^p + 1) \quad \text{for all } A \in \mathbb{R}^{m \times n},$$

then $F$ is sequentially weakly lower semicontinuous in $W^{1,p}_g(\Omega, \mathbb{R}^m)$ if and only if $F$ is quasiconvex [1,44,46], and $F$ is coercive in $W^{1,p}_g(\Omega, \mathbb{R}^m)$ if and only if there is $c > 0$ and $A_0 \in \mathbb{R}^{m \times n}$ such that $F - c|\cdot|^p$ is quasiconvex at $A_0$ [19]. We remark that the case $p = 1$ requires additional care and that the direct method in general only leads to solutions of a relaxed problem in the space of maps of bounded variation.

Quasiconvexity has been mostly studied in relation to two competing semiconvexity notions, polyconvexity and rank-one convexity: an integrand $F: \mathbb{R}^{m \times n} \to \mathbb{R}$ is

(i) polyconvex at $A \in \mathbb{R}^{m \times n}$ if there is a convex $G: \mathbb{R}^{\tau(m,n)} \to \mathbb{R}$ such that $F(A) = G(M(A))$ and $F \geq G \circ M$, where $M(A)$ is the vector of minors of $A$, with length $\tau(m,n)$;

(ii) rank-one convex if $t \mapsto F(A + tX)$ is convex for all $A, X \in \mathbb{R}^{m \times n}$ such that $\text{rank}(X) = 1$.

It is well-known that

polyconvexity $\implies$ quasiconvexity $\implies$ rank-one convexity,

although in general none of the implications can be reversed [22,49]. Nonetheless, there are very few examples of rank-one convex non-quasiconvex integrands: the first such example was constructed by Šverák [66], with $m \geq 3, n \geq 2$, and more recently another example was found by Grabovsky [28], with $m \geq 8, n \geq 2$. In particular, there are no such examples when $m = 2$, and there is some evidence that in this case rank-one convexity may imply quasiconvexity [4,27,31,32,40,48,50,53,54,56]. In this paper we will specially focus on the case $m = n$, but see also Remark 1.8 for the general case.

A separate but related problem is whether there are structural conditions on rank-one convex integrands which ensure quasiconvexity. An interesting structural condition is that of positive $p$-homogeneity, which is to say that

$$F(tA) = t^p F(A) \quad \text{for all } A \in \mathbb{R}^{n \times n} \text{ and all } t > 0.$$  \hfill (1.1)

The second author showed, in joint work with Kirchheim [39], that a positively 1-homogeneous rank-one convex integrand is necessarily convex at all matrices with rank at most one. Moreover, this result is sharp in the sense that there exist integrands with those properties which are not convex at matrices with rank two. We refer the reader to [25,47] for related results.

In this paper we investigate whether a result with a similar flavour exists for $p > 1$. Positive homogeneity is not per se enough to upgrade rank-one convexity to quasiconvexity: for instance, Grabovsky’s example is positively 2-homogeneous. It is for this reason that we will restrict our attention to integrands which are isotropic, in the sense that

$$F(QAR) = F(A) \quad \text{for all } A \in \mathbb{R}^{n \times n} \text{ and all } Q, R \in \text{SO}(n).$$  \hfill (1.2)
Isotropy is a natural condition often satisfied by the integrands of interest in Non-linear Elasticity \([9,10]\) and in Geometric Function Theory \([38]\); moreover, neither Šverák’s nor Grabovsky’s examples are isotropic.

Zero is a distinguished point for positively homogeneous integrands. In this paper we will see that, for isotropic integrands, conformal matrices are also distinguished. We define

\[
\text{CO}(n) \equiv \{ tQ : Q \in O(n), t \in \mathbb{R} \},
\]

which splits into the sets of conformal and anti-conformal matrices:

\[
\text{CO}^+(n) \equiv \text{CO}(n) \cap \{ \det \geq 0 \}, \quad \text{CO}^-(n) \equiv \text{CO}(n) \cap \{ \det \leq 0 \}. \tag{1.3}
\]

We note that the sets \(\text{CO}^\pm(n)\) are nonlinear cones, except when \(n = 2\).

Arguably the most important rank-one convex integrand satisfying both (1.1) and (1.2) is the \(Bp\) integrand, \(B_p : \mathbb{R}^{n \times n} \to \mathbb{R}\), defined by

\[
B_p(A) = \left(\left|1 - \frac{n}{p}\right| |A|^n + \det A\right) |A|^{p-n}, \quad p \geq \frac{n}{2}.
\tag{1.4}
\]

Here and throughout the paper we write \(|A|\) for the operator norm of \(A \in \mathbb{R}^{n \times n}\). Observe that \(B_n(A) = \det A\); for a general \(p\), \(B_p\) can be thought of as a positively \(p\)-homogeneous version of the determinant. The two-dimensional version of \(B_p\) was found by Burkholder \([15,16]\) in the context of martingale theory and the generalization to higher dimensions that we consider here is due to Iwaniec \([33]\). A related example was found by Dacorogna and Marcellini \([2,23]\), see also \([34]\). The following is a long-standing open problem:

**Conjecture 1.1.** (Iwaniec) The integrand \(B_p : \mathbb{R}^{2 \times 2} \to \mathbb{R}\) is quasiconvex.

Quasiconvexity of \(B_p\) is closely related to sharp integrability properties of quasiconformal mappings, see for instance \([3,4,33]\) for a wealth of information on this connection. As remarked by the first author in \([29]\), to prove Conjecture 1.1 it suffices to show that \(B_p\) is quasiconvex at a single point. After the beautiful results of Astala–Iwaniec–Prause–Saksman \([4]\), see also \([14]\), there is now ample evidence to believe Conjecture 1.1.

In applications, the integrands of interest are often non-negative, c.f. \([55]\) for similar considerations, and this is the final structural assumption that we will make. By considering the positive part of any rank-one convex integrand, such as

\[
B^+_p \equiv \max\{0, B_p\},
\]

we obtain plenty of interesting non-negative rank-one convex integrands. Another source of examples are envelopes of distance functions: one considers \((\text{dist}_K^p)^{\text{rec}}\), where \(K \subset \mathbb{R}^{n \times n}\) is an isotropic cone and the superscript denotes the rank-one convex envelope, see \([26,64,71,72]\). Yet other examples are obtained from conformal or nearly-conformal energy functions, as studied in \([35,36,52,68–70]\).

Our main theorem shows that Conjecture 1.1 is the key to establishing quasiconvexity of the class of integrands under consideration:
Theorem 1.2. Let $F : \mathbb{R}^{2 \times 2} \to [0, +\infty)$ be an isotropic rank-one convex integrand which is positively $p$-homogeneous for some $p > 1$. Suppose that
either $p \leq 2$ and Conjecture 1.1 holds nor $p \geq 2$.

Then $F$ is quasiconvex in $\text{CO}(2)$.

The case $p \leq 2$ is a generalization of earlier results in [5], while the case $p \geq 2$ is deduced from the following stronger result:

Theorem 1.3. Let $F : \mathbb{R}^{n \times n} \to [0, +\infty)$ be an isotropic rank-one convex integrand which is positively $p$-homogeneous for some $p \geq n$. Then $F$ is polyconvex in $\text{CO}(n)$.

The conclusion of Theorem 1.3 fails if any of its assumptions is removed:

Remark 1.4. (Necessity of all conditions) We take $n = 2$.

(i) Necessity of non-negativity: for $p > 2$, the integrand $B_p$ is rank-one convex, isotropic, positively $p$-homogeneous, but non polyconvex at $\text{Id}$.

(ii) Necessity of $p \geq n$: for $p < n = 2$, the integrand $B_p^+$ is rank-one convex, isotropic, non-negative, but non polyconvex at $\text{Id}$.

(iii) Necessity of isotropy: for $p \geq 2$ there is an integrand $F_p : \mathbb{R}^{2 \times 2} \to [0, +\infty)$ which is rank-one convex, positively $p$-homogeneous but which is not polyconvex at $\text{Id}$.

We refer the reader to Propositions 3.7 and 4.6 for proofs of the above claims and to [59,64] for an example which shows the necessity of homogeneity assumptions.

The proof of Theorem 1.3 is an application of the well-known Baker–Ericksen inequalities, which are satisfied by all rank-one convex isotropic integrands. There is a very extensive literature on isotropic rank-one convex integrands, see e.g. [6,11, 21,24,41,45] and the references therein, as well as the papers by Šilhavy [57,60,61]. Here we give a new proof of the fact that the Baker–Ericksen inequalities imply a certain monotonicity property; although this fact had been previously observed in the literature, the connection with homogeneous integrands had not been made.

We also show that the integrands in Theorem 1.3 are in general not polyconvex everywhere:

Proposition 1.5. For each $p > 3$, the integrand $B_p^+ : \mathbb{R}^{3 \times 3} \to [0, +\infty)$ is not polyconvex.

When combined with Remark 1.4, Proposition 1.5 shows that Theorem 1.3 is, in general, optimal. Nonetheless, we are yet to address the two-dimensional case, and here we have a surprise for the reader:

Proposition 1.6. The integrand $B_p^+ : \mathbb{R}^{2 \times 2} \to [0, +\infty)$ is polyconvex for $p \geq 2$.

In fact, the situation appears to be genuinely different when $n = 2$, and we are led to ask:

Question 1.7. When $n = 2$, are the integrands satisfying the assumptions of Theorem 1.3 polyconvex everywhere?
There are two other results related to this question: the first is that any connected, compact isotropic set $K \subset \mathbb{R}^{2 \times 2}$ that is rank-one convex is also polyconvex [17, 18, 20]; the second is that rank-one convexity implies polyconvexity for isotropic integrands in $\mathbb{R}^{2 \times 2}$ which are 0-homogeneous [43]. In any case, polyconvexity is a nonlocal condition [42], which makes it difficult to verify.

In the above statements, we have focused on the case $m = n$; as promised above, we now indicate how our results extend to the general case.

Remark 1.8. (Rectangular matrices) In general we can replace the isotropy condition (1.2) with the assumption that $F$ is SO$(m) \times$ SO$(n)$-invariant. It turns out that, when $m \neq n$, this is equivalent to $F$ being O$(m) \times$ O$(n)$-invariant [22, Proposition 5.32]. Integrands which are O$(m) \times$ O$(n)$-invariant can be written as functions of the singular values, while (1.2) only says that $F$ can be written as a function of the signed singular values, see already Lemma 3.1. Thus, due to extra symmetry, the case $m \neq n$ is much simpler to treat. We refer the reader to Remark 3.6 for the corresponding generalization of Theorem 1.3.

We conclude this introduction with a brief outline of the paper. Section 2 contains useful notation and some preliminary remarks about $B_p$. Section 3 contains a general discussion of isotropic rank-one convex integrands, together with the proof of Theorem 1.3. Section 4 contains the proof of Theorem 1.2 and of Propositions 1.5 and 1.6.

2. Notation

For an integrand $F : \mathbb{R}^{n \times n} \to \mathbb{R}$ we write $F^+ \equiv \max\{F, 0\}$. We denote by $\text{Id} \in \mathbb{R}^{n \times n}$ the identity matrix and $\text{Id} \equiv \text{diag}(1, \ldots, 1, -1)$. For a matrix $A \in \mathbb{R}^{n \times n}$, we write

$$|A| \equiv \max_{|\xi|=1} |A\xi|$$

for its operator norm. We also write $\mathbb{R}_{\pm}^{n \times n} \equiv \mathbb{R}^{n \times n} \cap \{\pm \det > 0\}$.

Recall the definition (1.3) of the sets of conformal and anti-conformal matrices. From the identity cof$(A)A^T = (\det A) \text{Id}$, it is easy to see that $A \in \mathbb{R}^{n \times n}$ is conformal if and only if cof$(A) = |A|^{n-2}A$, where cof$(A)$ is the cofactor matrix of $A$. This leads us to the definition of the conformal and anti-conformal parts of a matrix [33]:

$$A^\pm \equiv \frac{1}{2} \left(|A|^{\frac{n-2}{2}} A \pm |A|^{\frac{2-n}{2}} \text{ cof}(A)\right).$$

Our choice of powers of $|A|$ in this definition is so that the forms $|A^\pm|$ are $\frac{n}{2}$-homogeneous, as $\frac{n}{2}$ is the critical Sobolev exponent for the regularity theory of conformal mappings [37], and

$$|A^\pm| \equiv \frac{1}{2} \left(|A|^\frac{n}{2} \pm |A|^{-\frac{n}{2}} \det A\right),$$

(2.1)
c.f. [33, Lemma 2.1]. This yields the useful identities

$$|A|^\frac{n}{2} = |A^+| + |A^-|, \quad \det A = |A^+|^2 - |A^-|^2. \quad (2.2)$$

Comparing (1.4) with (2.1), we observe that

$$B_{n/2}(A) = 2|A^+|.$$ 

Although we will not use this fact in the sequel, it is conceptually helpful to realize that, for $p > \frac{n}{2}$, $B_p^+$ is a generalization of $|A^+|$ which measures the distance of $A$ to the set of anti $\frac{p}{|p-n|}$-quasiconformal matrices. To make this precise, we introduce the cones

$$\text{QCO}^\pm(n, K) \equiv \{A \in \mathbb{R}^{n \times n} : |A|^n \leq \pm K \det A\}$$

for $K \geq 1$. In particular, $\text{QCO}^\pm(n, 1) = \text{CO}^\pm(n)$. Now simply note that $B_p^+(A) \leq 0$ if and only if $A \in \text{QCO}^-(n, K)$, where $K \equiv \frac{p}{|p-n|}$.

3. Isotropic Integrands and Automatic Polyconvexity

Given $A \in \mathbb{R}^{n \times n}$, we write $\sigma(A) \equiv (\sigma_1(A), \ldots, \sigma_n(A))$ for the vector of signed singular values of $A$, which is defined as follows: the numbers

$$\sigma_1(A) \geq \cdots \geq \sigma_{n-1}(A) \geq |\sigma_n(A)|$$

are the eigenvalues of the positive-definite matrix $\sqrt{A^TA}$, and $\text{sign}(\sigma_n(A)) = \text{sign}(\det A)$.

It is well-known that isotropic integrands admit a simple representation in terms of the signed singular values [22]:

**Lemma 3.1.** An integrand $F : \mathbb{R}^{n \times n} \to \mathbb{R}$ is isotropic if and only if there is a symmetric, even function $f : \mathbb{R}^n \to \mathbb{R}$ such that

$$F(A) = f(\sigma_1(A), \ldots, \sigma_n(A)). \quad (3.1)$$

We recall that $f : \mathbb{R}^n \to \mathbb{R}$ is symmetric if $f(P\sigma) = f(\sigma)$ for every $\sigma \in \mathbb{R}^n$ and every permutation matrix $P \in \mathbb{R}^{n \times n}$, and $f$ is even if $f(Q\sigma) = f(\sigma)$ whenever $Q \in \text{SO}(n)$ is a diagonal matrix.

By restricting $F$ to the diagonal matrices it is clear that if $F$ is $C^k$ then so is $f$, for any $k = 0, 1, \ldots, \infty$. Remarkably, the much deeper converse is also true [11,58].
3.1. The Baker–Ericksen Inequalities and Monotonicity

We begin by recalling the well-known Baker–Ericksen inequalities:

**Proposition 3.2.** (Baker–Ericksen inequalities) Let \( F : \mathbb{R}^{n \times n} \to \mathbb{R} \) be a \( C^1 \) isotropic rank-one convex integrand with representation (3.1). If \( i \neq j \) and \( \sigma_i \neq \sigma_j \) then

\[
\frac{\sigma_i \partial_i f(\sigma) - \sigma_j \partial_j f(\sigma)}{\sigma_i - \sigma_j} \geq 0
\]

for all \( \sigma \in \mathbb{R}^n \) such that \( \sigma_k > 0 \) for all \( k = 1, \ldots, n \).

We include a proof for the sake of completeness.

**Proof.** Without loss of generality we may take \( i = 1, j = 2 \) and \( n = 2 \). Fix \( \sigma_1 > \sigma_2 > 0 \) and consider the line parametrized by

\[
A(t) = \begin{bmatrix} \sqrt{\sigma_1 \sigma_2} & t \\ 0 & \sqrt{\sigma_1 \sigma_2} \end{bmatrix}.
\]

The signed singular values \( \mu_1(t) \geq \mu_2(t) > 0 \) of \( A(t) \) satisfy

\[
\begin{cases}
\mu_1(t)^2 + \mu_2(t)^2 = 2\sigma_1 \sigma_2 + t^2, \\
\mu_1(t)\mu_2(t) = \sigma_1 \sigma_2,
\end{cases} \quad \implies \quad \dot{\mu}_i(t) = \frac{t\mu_i(t)}{\mu_1(t)^2 - \mu_2(t)^2};
\]

in fact, they are the unique solution of the above system of equations. With \( \varphi(t) = F(A(t)) \),

\[
\varphi(t) = \dot{\mu}_1(t)\partial_1 f + \dot{\mu}_2(t)\partial_2 f = t\frac{\mu_1(t)\partial_1 f - \mu_2(t)\partial_2 f}{\mu_1(t)^2 - \mu_2(t)^2}.
\]

Since the line \( \{ A(t) : t \in \mathbb{R} \} \) is parallel to a rank-one matrix, \( \varphi : \mathbb{R} \to \mathbb{R} \) is convex; moreover, as \( \mu_i(t) = \mu_i(-t) \), \( \varphi \) is also even. It follows that \( \varphi \) is non-decreasing on \([0, +\infty)\) and so \( \dot{\varphi}(t) \geq 0 \) for \( t > 0 \). Taking \( t = \sigma_1 - \sigma_2 > 0 \) we obtain \( \mu_i(t) = \sigma_i \) and the conclusion follows. \( \Box \)

We next show that the Baker–Ericksen inequalities imply a certain monotonicity property of isotropic rank-one convex integrands.

**Proposition 3.3.** (Monotonicity) Let \( F : \mathbb{R}^{n \times n} \to \mathbb{R} \) be rank-one convex and isotropic. If \( A, B \in \mathbb{R}^{n \times n} \) are such that

\[
\prod_{i=1}^k \sigma_i(A) \leq \prod_{i=1}^k \sigma_i(B) \quad \text{for } k = 1, \ldots, n - 1,
\]

\[
\prod_{i=1}^n \sigma_i(A) = \prod_{i=1}^n \sigma_i(B) \quad (3.2)
\]

then \( F(A) \leq F(B) \).

An analogue of Proposition 3.3 was discovered by Dacorogna and Marcellini [24, §7.3] whenever \( F \) is \( O(n) \)-invariant; in this case, the second condition in (3.2) can be omitted. Proposition 3.3 was proved by Šilhavy in [57] and here we give a more direct proof.
Proof. By mollifying $F$ we can clearly assume that it is smooth. Consider the domains

$$
\mathbb{G}_n \equiv \{ \sigma \in \mathbb{R}^n : \sigma_1 > \sigma_2 > \cdots > \sigma_n > 0 \},
$$

$$
\mathbb{D}_n \equiv \{ s \in \mathbb{R}^n : s_1 > 0, (s_1)^i > s_i > 0 \text{ for } i = 2, \ldots, n \}.
$$

Taking $s_i(\sigma) = \prod_{j=1}^i \sigma_j$, consider the map $\psi : \mathbb{G}_n \to \mathbb{D}_n$ defined by

$$
\psi(\sigma_1, \ldots, \sigma_n) \equiv (s_1(\sigma), s_2(\sigma), \ldots, s_n(\sigma)).
$$

It is easy to see that $\psi : \mathbb{G}_n \to \mathbb{D}_n$ is a smooth diffeomorphism. Let $f$ be the representation of $F$ provided by Lemma 3.1 and consider the function $g \equiv f \circ \psi^{-1} : \mathbb{D}_n \to \mathbb{R}$, i.e.

$$
g(s_1(\sigma), s_2(\sigma), \ldots, s_n(\sigma)) = f(\sigma_1, \sigma_2, \ldots, \sigma_n).
$$

Using the chain rule, we calculate

$$
\partial_{\sigma_i} f = \sum_{j=1}^n \left( \prod_{k=1, k \neq i}^j \sigma_k \right) \partial_j g
$$

and so, for any $1 \leq i < n$, according to Proposition 3.2,

$$
0 \leq \sigma_i \partial_{\sigma_i} f - \sigma_{i+1} \partial_{\sigma_{i+1}} f = \left( \prod_{k=1}^{i-1} \sigma_k \right) \partial_i g.
$$

Thus $g$ is non-decreasing separately in its arguments, except maybe in the last one.

Suppose now that $A, B \in \mathbb{R}_+^{n \times n}$ satisfy (3.2) and are such that $\sigma(A), \sigma(B) \in \mathbb{G}_n$. Writing $s_i(A) \equiv s_i(\sigma(A))$ as an abuse of notation, we have

$$
F(A) = f(\sigma(B)) = g(s_1(B), \ldots, s_n(B))
$$

$$
= g(s_1(B), \ldots, s_{n-1}(B), s_n(A))
$$

$$
\geq g(s_1(B), \ldots, s_{n-1}(A), s_n(A))
$$

$$
\geq \ldots
$$

$$
\geq g(s_1(A), \ldots, s_n(A)) = f(\sigma(A)) = F(B).
$$

Note that, for any $i$, $\sigma_1(B)^i \geq \sigma_1(A)^i > s_i(A)$, so we always evaluate $g$ on its domain $\mathbb{D}_n$. Since the set of matrices in $\mathbb{R}_+^{n \times n}$ such that $\sigma(A), \sigma(B) \in \mathbb{G}_n$ is dense in $\mathbb{R}_+^{n \times n}$, the conclusion follows from the continuity of $F$.

When $\det A = \det B = 0$ we again argue by continuity. Let $k = \max\{i : \sigma_i(A) > 0\} < n$ and, for $\epsilon > 0$, consider the matrices $A_\epsilon, B_\epsilon \in \mathbb{R}_+^{n \times n}$ defined by

$$
A_\epsilon \equiv \text{diag}(\sigma_1(A), \ldots, \sigma_k(A), \epsilon, \ldots, \epsilon),
$$

$$
B_\epsilon \equiv \text{diag}(\sigma_1(B), \ldots, \sigma_k(B), \epsilon, \ldots, \epsilon, \epsilon \zeta),
$$

where $\zeta \equiv \prod_{i=1}^k \sigma_i(A)/\sigma_i(B)$, which clearly satisfy (3.2). Since $F(A_\epsilon) \leq F(B_\epsilon)$ the conclusion follows by letting $\epsilon \to 0$.

To deal with the case where $\det A = \det B < 0$, we replace $F$ with $\tilde{F}(A) \equiv F(\overline{\text{Id}}A)$. The integrand $\tilde{F}$ is easily seen to be rank-one convex and isotropic, with representation $\tilde{F}(A) = f(\sigma_1(A), \ldots, \sigma_{n-1}(A), -\sigma_n(A))$. Thus $F(A) = \tilde{F}(\overline{\text{Id}}A) \leq \tilde{F}(\overline{\text{Id}}B) = F(B)$, as wished. □
3.2. Proof of Theorem 1.3 and Other Consequences

As an immediate consequence of Proposition 3.3, we obtain the following:

**Corollary 3.4.** Let $F : \mathbb{R}^{n \times n} \to \mathbb{R}$ be an isotropic rank-one convex integrand. Then

$$\inf_{\mathbb{R}^{n \times n}} F = \inf_{\text{CO}(n)} F.$$ 

**Proof.** Let $B \in \mathbb{R}^{n \times n}_+$ and note that $A = (\det B)^{\frac{1}{n}} \text{Id} \in \text{CO}^+(n)$ satisfies (3.2), thus

$$F((\det B)^{\frac{1}{n}} \text{Id}) \leq F(B) \implies \inf_{\mathbb{R}^{n \times n}} F = \inf_{\text{CO}(n)} F.$$ 

By replacing $F$ with $\tilde{F}$ as above, we deduce a similar identity in $\mathbb{R}^{n \times n}_-$. The case where $\det B = 0$ is obtained by continuity. $\square$

Combining Corollary 3.4 with the results of Yan [68] we obtain the following result:

**Corollary 3.5.** Let $F : \mathbb{R}^{n \times n} \to [0, +\infty)$ be an isotropic rank-one convex integrand which is positively $p$-homogeneous. Then

$$F(A_0) = 0 \text{ for some } A_0 \neq 0 \implies p \geq \frac{n}{2}.$$ 

The exponent $\frac{n}{2}$ is sharp, since the integrands $A \mapsto |A^\pm|$ vanish exactly on $\text{CO}^\mp(n)$.

**Proof.** If $F(A_0) = 0$ for some $A_0 \neq 0$ it follows that $F$ vanishes on either $\text{CO}^+(n)$ or $\text{CO}^-(n)$, so by [68] we must have that $F$ is identically zero. $\square$

Finally, by arguing as in Corollary 3.4, we can prove Theorem 1.3.

**Proof of Theorem 1.3.** Since $F$ is positively $p$-homogeneous, by Proposition 3.3, we have

$$F(\text{Id})(\det^+)_{\frac{P}{n}} \leq F \text{ in } \mathbb{R}^{n \times n}_+.$$ 

As $F \geq 0$ and $\det^+$ vanishes in the complement of $\mathbb{R}^{n \times n}_+$, we see that this inequality in fact holds everywhere. The function $F(\text{Id})(\det^+)_{\frac{P}{n}}$ is polyconvex, it is below $F$ and it agrees with $F$ at $\text{Id}$, so $F$ is polyconvex at $\text{Id}$. By homogeneity and isotropy, it follows that $F$ is polyconvex in $\text{CO}^+(n)$. A similar argument shows that $F$ is also polyconvex in $\text{CO}^-(n)$. $\square$
Remark 3.6. (Rectangular matrices) As mentioned in Remark 1.8, Theorem 1.3 admits an extension to the case of integrands $F : \mathbb{R}^{m \times n} \to \mathbb{R}$ where $m \neq n$. More precisely, the following holds: an $\text{SO}(m) \times \text{SO}(n)$-invariant rank-one convex integrand $F : \mathbb{R}^{m \times n} \to [0, +\infty)$, which is also positively $p$-homogeneous for some $p \geq \min\{m, n\}$, is polyconvex in the set

$$\left\{ A \in \mathbb{R}^{m \times n} : \mu(A) = t \varepsilon \text{ for some } t \in \mathbb{R} \text{ and } \varepsilon \in \{-1, 1\}^{\min\{m, n\}} \right\},$$

where $\mu(A)$ is the vector of singular values of $A$. By [22, Propositions 5.31 and 5.32], if $m > n$, $F$ is $\text{SO}(m) \times \text{SO}(n)$ invariant if and only if there is a symmetric, fully even function $f : \mathbb{R}^n \to \mathbb{R}$ such that $F(A) = f(\mu_1(A), \ldots, \mu_n(A))$; the case $m < n$ is similar. Recall that $f : \mathbb{R}^n \to \mathbb{R}$ is fully even if $f(Q\sigma) = f(\sigma)$ for any $\sigma \in \mathbb{R}^n$ and any diagonal matrix $Q \in \text{O}(n)$. Using this representation we may repeat the arguments of this section to prove the above statement, and we leave the details to the interested reader.

3.3. Necessity of Isotropy

The purpose of this subsection is to give an example which shows that isotropy is a necessary condition for Theorem 1.3. The next proposition proves, in particular, the claim in Remark 1.4(iii).

Proposition 3.7. For $p \geq 2$, there is an integrand $F_p : \mathbb{R}^{2 \times 2} \to [0, +\infty)$ which is rank-one convex, positively $p$-homogeneous and non-polyconvex at $\text{Id}$.

Proof. We define the integrand $F_p : \mathbb{R}^{2 \times 2} \to [0, +\infty)$ through

$$F_p(A) \equiv \left( \max\{a, 0\} \max\{d, 0\} + \frac{1}{2}(b^2 + c^2) \right)^{p/2}, \quad \text{where } A = \begin{bmatrix} a & b \\ c & d \end{bmatrix}.$$}

Clearly $F_p$ is positively $p$-homogeneous. We first show that $F_2$ is rank-one convex. Consider the integrands $G, H : \mathbb{R}^{2 \times 2} \to \mathbb{R}$ defined by

$$G(A) \equiv ad + \frac{1}{2}(b^2 + c^2), \quad H(A) \equiv \frac{1}{2}(b^2 + c^2).$$

Clearly $H$ is convex. A simple calculation reveals that $G$ is rank-one convex: indeed, with $x = (x_1, x_2)$ and $y = (y_1, y_2)$, we have

$$\frac{d^2G(A + tx \otimes y)}{dr^2} = 2x_1x_2y_1y_2 + x_1^2y_2^2 + x_2^2y_1^2 = (x_1y_2 + x_2y_1)^2 \geq 0.$$}

Consider the set $U \equiv \{ A \in \mathbb{R}^{2 \times 2} : a, d > 0 \}$ and note that

$$F_2 = \begin{cases} G & \text{in } U, \\ H & \text{in } \mathbb{R}^{2 \times 2} \setminus U. \end{cases}$$
The set $U$ is a component of $\{ G > H \}$, so it follows from [63, Lemma 3.1] that $F_2$ is rank-one convex. The general case $p > 2$ now follows easily: the function $T_p(s) = s^{p/2}$ is convex and non-decreasing in $[0, +\infty)$ and since $F_2$ is rank-one convex and non-negative, the integrand $F_p = T_p \circ F_2$ is rank-one convex as well.

We now prove that $F_p$ is not polyconvex at Id. To see this, we consider the points

$$A_1 \equiv \text{diag}(-3, -3), \quad A_2 \equiv \text{diag}(9, -3), \quad A_3 \equiv \text{diag}(-3, 9),$$

which satisfy the so-called minors relations

$$\text{Id} = \frac{1}{3} (A_1 + A_2 + A_3), \quad \det \text{Id} = \frac{1}{3} (\det A_1 + \det A_2 + \det A_3).$$

Were $F_p$ to be polyconvex at Id, we would have

$$F_p(\text{Id}) \leq \frac{1}{3} \left( F_p(A_1) + F_p(A_2) + F_p(A_3) \right)$$

see e.g. [22]. However, $F_p(\text{Id}) = 1$, while the right-hand side vanishes. \qed

The integrand in Proposition 3.7 is essentially an extension of the integrand

$$\det^{++}(A) \equiv \det A \mathbb{1}_{\{ A \text{ is positive definite} \}}$$

from the diagonal plane to the full space $\mathbb{R}^{2 \times 2}$. We note that $\det^{++}$ is in fact quasiconvex in $\mathbb{R}^{2 \times 2}_{\text{sym}}$ [65] and that the method we use to extend a rank-one convex integrand from a subspace is standard [51, 63, 66].

4. Around the Burkholder Integrand

This section contains several results concerning the Burkholder integrand. We will prove, in particular, Theorem 1.2 and Propositions 1.5 and 1.6. We begin by stating some basic properties of the Burkholder integrand, which are proved in [33]:

**Proposition 4.1.** *(Properties of the Burkholder integrand)* For $p \in \left[ \frac{n}{2}, +\infty \right)$, we have:

(i) $B_p$ is positively $p$-homogeneous and isotropic;
(ii) $B_p : \mathbb{R}^{n \times n} \to \mathbb{R}$ is rank-one convex;
(iii) the set of points where $B_p$ is smooth is the dense, open set

$$\mathcal{R}(n) \equiv \{ A \in \mathbb{R}^{n \times n} : |A|^2 \text{ is a simple eigenvalue of } A^T A \}.$$ 

Note that $\text{CO}(n) \subseteq \mathbb{R}^{n \times n} \setminus \mathcal{R}(n)$, with equality when $n = 2$. 


4.1. Extremality

The purpose of this section is to prove the following theorem, which generalizes the results of Astala–Iwaniec–Prause–Saksman [5]:

**Theorem 4.2.** Let \( F : \mathbb{R}^{n \times n} \to \mathbb{R} \) be a rank-one convex integrand which is positively \( p \)-homogeneous for some \( p \geq \frac{n}{2} \) and has the form

\[
F(A) = f(|A|^n, \det A) \quad \text{for all} \ A \in \mathbb{R}^{n \times n} \text{ and some } f : \mathbb{R}^2 \to \mathbb{R}.
\]  

(4.1)

Suppose that

either \( p \leq n \) and \( F(Id) = B_p(Id) \) or \( p \geq n \) and \( F(Id) = B_p(Id) \).

In either case \( F \geq B_p \).

Before proceeding further we combine Theorems 1.3 and 4.2 to prove Theorem 1.2. In order to apply Theorem 4.2 note that, when \( n = 2 \), condition (4.1) is equivalent to \( F \) being isotropic, c.f. Lemma 3.1, and moreover the assumption \( p \geq \frac{n}{2} = 1 \) poses no restriction. In arbitrary dimension, condition (4.1) is strictly stronger than isotropy. Finally the assumption \( p \geq \frac{n}{2} \) holds whenever the integrand vanishes somewhere by Corollary 3.5.

**Proof of Theorem 1.2.** Suppose that \( F \) is not identically zero, as else there is nothing to prove. We claim that

\[
F(Id) > 0 \quad \text{or} \quad F(Id) > 0.
\]

(4.2)

Since \( F \) is isotropic and positively homogeneous, it is uniquely determined by its values on the segment \( \ell = [Id, \overline{Id}] \), on which it is convex, since \( \ell \) is parallel to a rank-one matrix. It follows that \( \max_{\ell} F = \max\{F(Id), F(\overline{Id})\} \). Thus, if (4.2) did not hold, we would have \( F < 0 \) on \( \mathbb{R}^{2 \times 2} \setminus \{0\} \), which is impossible: for any \( X \in \mathbb{R}^{2 \times 2} \) with \( \text{rank}(X) = 1 \), by rank-one convexity we have

\[
0 = F(0) \leq \frac{1}{2}(F(X) + F(-X))
\]

and so \( F \) is non-negative either at \( X \) or at \(-X\). Hence (4.2) holds.

By replacing \( F \) with \( \tilde{F} \equiv F(Id) \) if need be we see that, without loss of generality, we may always assume that \( F(Id) > 0 \). Indeed, \( \tilde{F} \) clearly inherits the rank-one convexity, isotropy and positive homogeneity of \( F \), and \( \tilde{F}(Id) = F(Id) \).

Let us first suppose that \( p \leq 2 \). By the previous paragraph there is \( c > 0 \) such that \( cF(Id) = B_p(Id) \). Since \( c > 0 \), \( cF \) is rank-one convex and hence by Theorem 4.2 it is always above \( B_p \). Thus, assuming that Conjecture 1.1 holds,

\[
cF(Id) = B_p(Id) \leq \int_{\Omega} B_p(Id + D\varphi) \, dx \leq c \int_{\Omega} F(Id + D\varphi) \, dx
\]

for any bounded Lipschitz domain \( \Omega \subset \mathbb{R}^2 \) and any \( \varphi \in W^{1,\infty}_0(\Omega, \mathbb{R}^2) \). Thus \( F \) is quasiconvex at \( Id \) and, by homogeneity, it is quasiconvex in \( CO^+(2) \). To prove that \( F \) is quasiconvex in \( CO^-(2) \) we use the fact that \( F \geq 0 \) by assumption: if
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\[ F(\text{Id}) = 0 \] there is nothing to prove and, if \( F(\text{Id}) > 0 \), we may replace \( F \) with \( \tilde{F} \) as above to conclude.

Finally, the case \( p \geq 2 \) is an immediate consequence of Theorem 1.3 and the remarks made just before the proof. \( \square \)

We now proceed to the proof of Theorem 4.2. We begin by recalling a few classical considerations concerning rank-one convex integrands and radial stretchings. To be precise, a radial stretching is a map \( \phi : \mathbb{B}^n \to \mathbb{R}^n \) of the form

\[ \phi(x) = \rho(r) \frac{x}{r}, \quad r \equiv |x|, \quad (4.3) \]

where \( \rho : [0, 1] \to [0, 1] \) is a Lipschitz continuous function such that \( \rho(0) = 0 \) and \( \rho(1) = 1 \). Here \( \mathbb{B}^n \) denotes the unit ball in \( \mathbb{R}^n \). In particular, \( \phi = \text{id} \) on \( \mathbb{S}^{n-1} \).

For a radial stretching as in (4.3), we have the identities

\[ \det D\phi(x) = \dot{\rho}(r) \frac{\rho(r)}{r}, \quad |D\phi(x)| = \max \left\{ |\dot{\rho}(r)|, \frac{\rho(r)}{r} \right\}. \quad (4.4) \]

We will also use the conjugate mapping

\[ \tilde{\phi}(x) \equiv \rho(r) \frac{\tilde{x}}{r}, \quad \tilde{x} \equiv (x_1, \ldots, x_{n-1}, -x_n), \]

which satisfies \( \det D\tilde{\phi} = -\det D\phi \) and \( |D\tilde{\phi}| = |D\phi| \).

We recall that, in general, rank-one convex integrands are quasiconvex along radial stretchings [13,62]. A very direct proof of the next proposition can be found in [12, Proposition 3.4]:

**Proposition 4.3.** Let \( F : \mathbb{R}^{n \times n} \to \mathbb{R} \) be rank-one convex. For any radial stretching \( \phi \),

\[ F(\text{Id}) \leq \int_{\mathbb{B}^n} F(D\phi) \, dx, \quad F(\text{Id}) \leq \int_{\mathbb{B}^n} F(D\tilde{\phi}) \, dx. \]

It is well-known, see for instance [5,7,33], that the Burkholder integrand is quasiaffine on a special class of radial stretchings. Although this fact has not been explicitly proved when \( n > 2 \), the proof is identical.

**Proposition 4.4.** Let \( \phi \) be a radial stretching as in (4.3) such that

\[ |\dot{\rho}(r)| \leq \frac{\rho(r)}{r}. \quad (4.5) \]

The integrand \( B_p \) is quasiaffine along such radial stretchings:

\[ B_p(\text{Id}) = \int_{\mathbb{B}^n} B(D\phi) \, dx \text{ if } p \leq n, \quad B_p(\text{Id}) = \int_{\mathbb{B}^n} B(D\tilde{\phi}) \, dx \text{ if } p \geq n. \]
Proof. We just deal with the case $\frac{n}{2} \leq p \leq n$, as the other one is identical. Employing (4.4), we see that (4.5) ensures that $|D\phi(x)| = \frac{\rho(r)}{r}$, and so we calculate

$$B_p(D\phi)r^{n-1} = \left[\left(\frac{n}{p} - 1\right)\frac{\rho(r)^n}{r^n} + \frac{\dot{\rho}(r)\rho(r)^{n-1}}{r^{n-1}}\right] \frac{\rho(r)^{p-n}}{r^{p-n}} r^{n-1}$$

$$= \frac{1}{p} \left(\frac{d}{dr} \left(r^{n-p}\rho(r)^p\right)\right);$$

hence, integrating in spherical coordinates,

$$\int_{\mathbb{B}^n} B_p(D\phi) \, dx = \frac{n}{p} \int_0^1 \frac{d}{dr} \left(r^{n-p}\rho(r)^p\right) \, dr = \frac{n}{p} = B_p(Id),$$

where we also used the boundary conditions $\rho(0) = 0$ and $\rho(1) = 1$. \qed

Remark 4.5. Condition (4.5) is known as a non-expanding condition: it ensures that $\phi$ does not increase the conformal modulus of annuli centred at zero. The arguments in [30] show that radial stretchings satisfying (4.5) minimize the $n$-harmonic energy among all maps with the same Jacobian.

Proof (Proof of Theorem 4.2). Let $\phi$ be a radial stretching which satisfies (4.5). As before we just deal with the case $\frac{n}{2} \leq p \leq n$, as the other one is identical. By Propositions 4.3 and 4.4,

$$\int_{\mathbb{B}^n} B_p(D\phi) \, dx = B_p(Id) = F(Id) \leq \int_{\mathbb{B}^n} F(D\phi) \, dx.$$  

We now take, for some $\alpha \in [-1, 1],$

$$\rho(r) = \begin{cases} \frac{r}{2\alpha - 1} & \text{if } r \leq \frac{1}{2}, \\ r^\alpha & \text{if } r \geq \frac{1}{2}. \end{cases}$$

In particular, $\rho$ satisfies (4.5) whenever $|\alpha| \leq 1$. Since $F(Id) = B_p(Id) = 1$ by assumption and both $F$ and $B_p$ are positively $p$-homogeneous,

$$\int_{\frac{1}{2}\mathbb{B}^n} F(D\phi) \, dx = \int_{\frac{1}{2}\mathbb{B}^n} B_p(D\phi) \, dx.$$

Writing $\mathbb{A}(r_0, r_1) \equiv \{x \in \mathbb{R}^n : r_0 < |x| < r_1\}$, it follows that

$$\int_{\mathbb{A}(\frac{1}{2}, 1)} B_p(D\phi) \, dx \leq \int_{\mathbb{A}(\frac{1}{2}, 1)} F(D\phi) \, dx.$$  

Using (4.4) and the fact that $|\alpha| \leq 1$, we have a.e. in $\mathbb{A}(\frac{1}{2}, 1)$ the identities

$$|D\phi(x)|^n = r^{n(\alpha - 1)}, \quad \det D\phi(x) = \alpha r^{n(\alpha - 1)}.$$  

Note that $B_p$ satisfies (4.1), i.e. there is some function $b_p : \mathbb{R}^2 \to \mathbb{R}$ such that $B_p(A) = b_p(|A|^n, \det A)$. Since $F$ satisfies (4.1) as well, we obtain

$$b_p(1, \alpha) \int_{\frac{1}{2}}^1 r^{n(\alpha - 1)+n-1} \, dr \leq f(1, \alpha) \int_{\frac{1}{2}}^1 r^{n(\alpha - 1)+n-1} \, dr$$
Thus, varying \( \alpha \in [-1, 1] \), we have that \( B_p \leq F \) in the segment \([\text{Id}, \overline{\text{Id}}]\). Since both \( F \) and \( B_p \) are positively \( p \)-homogeneous and satisfy (4.1), their values are determined by the values in the segment \([\text{Id}, \overline{\text{Id}}]\), and so it follows that \( B_p \leq F \) at all points.

\[ \implies b_p(1, \alpha) \leq f(1, \alpha). \]

### 4.2. Polyconvexity

In this subsection we investigate the polyconvexity properties of the Burkholder integrand. The next result establishes claims (i) and (ii) in Remark 1.4.

**Proposition 4.6.** If \( p > 2 \), the integrand \( B_p^+: \mathbb{R}^{2 \times 2} \to \mathbb{R} \) is polyconvex nowhere.

If \( p < 2 \) then \( B_p^+: \mathbb{R}^{2 \times 2} \to \mathbb{R} \) is not polyconvex at points where it does not vanish.

**Proof.** The first part is clear and follows from [22, Corollary 5.9]. The second part follows from the same result, which shows that \( B_p^+ \) is convex at all points where it is polyconvex. However, \( B_p^+ \) is not convex at any point where it does not vanish. To see this, we first note that it is not convex at \( \text{Id} \), since

\[
\frac{1}{2} B_p^+(\text{diag}(2, 0)) + \frac{1}{2} B_p^+(\text{diag}(0, 2)) = 2^p \left( \frac{2}{p} - 1 \right) < \frac{2}{p} = B_p^+(\text{diag}(1, 1)).
\]

Take \( A(t) = t \text{Id} + (1 - t)\overline{\text{Id}} \) and note that \( t \mapsto B_p^+(A(t)) \) is affine for \( t \in [t_0, 1] \), where \( t_0 = 1 - \frac{1}{p} \). The convex envelope of \( B_p^+ \) vanishes at \( A(t_0) \), since \( B_p^+(A(t_0)) = 0 \), and it is strictly below \( B_p^+ \) at \( A(1) = \text{Id} \). It follows that the convex envelope of \( B_p^+ \) must be strictly below \( B_p^+ \) at all points in the segment \((A(t_0), \text{Id})\). By isotropy and homogeneity, the conclusion follows. \( \Box \)

**Remark 4.7.** The second statement in Proposition 4.6 also holds when \( n = 3 \): for \( p < 3 \), \( B_p^+: \mathbb{R}^{3 \times 3} \to \mathbb{R} \) is polyconvex only at points where it vanishes. Indeed, \( B_p^+ = 0 \) in \( \text{CO}^-(3) \) and hence, if \( F \geq 0 \) denotes the polyconvex envelope of \( B_p^+ \), we must also have \( F = 0 \) in \( \text{CO}^-(3) \). However, by the results of Yan [68] any polyconvex integrand vanishing on \( \text{CO}^-(3) \) with growth less than 3 must vanish everywhere, and hence \( F = 0 \) at all points.

Recall that the case \( p = n \) is trivial, since \( B_n^+ = \det^+ \). Thus Proposition 4.6 only leaves unanswered the question of whether \( B_p^+ \) is polyconvex for some \( p > n \). The next two results, which correspond to Propositions 1.6 and 1.5, show that the answer is positive for \( n = 2 \) and negative for \( n = 3 \).

**Proposition 4.8.** (\( n = 2 \)) The integrand \( B_p^+: \mathbb{R}^{2 \times 2} \to [0, +\infty) \) is polyconvex for \( p > 2 \).
Proof. We roughly follow the strategy in [36]. The crucial point is to perform an appropriate change of variables, which in our case is

\[
\begin{align*}
t_A &\equiv |A^-| \\
d_A &\equiv \det A
\end{align*}
\]

where we used (2.2). We introduce the function

\[
h(t, d) \equiv \left(\left(1 - \frac{2}{p}\right)(t + \sqrt{t^2 + d})^2 + d\right) (t + \sqrt{t^2 + d})^{p-2}
\]

which satisfies \( h(t_A, d_A) = B_p(A) \) and is defined on \( S \equiv \{(t, d) \in \mathbb{R}^2 : t \geq 0, t^2 + d \geq 0\} \). We now split the proof into three steps.

**Step 1:** \( h \in C^2 \) and \( D^2 h \) is positive semi-definite in the interior of \( S \). The first part is clear and the second part follows from elementary calculations. We compute

\[
\begin{align*}
\partial_t h &= 2 \left(1 - \frac{2}{p}\right)(t + \sqrt{t^2 + d})^{p-1}, \\
\partial_d h &= \left(1 - \frac{2}{p}\right)(t + \sqrt{t^2 + d})^{p-2}, \\
\partial_{dd} h &= \frac{1}{2} \frac{(p - 1)(p - 2)}{\sqrt{t^2 + d}} (t + \sqrt{t^2 + d})^{p-3}.
\end{align*}
\]

We see that \( \partial_t h \geq 0 \) while \( \det D^2 h = 0 \), and so the claim follows.

**Step 2:** define a function \( h^+ : [0, +\infty) \times \mathbb{R} \to [0, +\infty) \) by

\[
h^+(t, d) = \begin{cases} 
  h(t, d) & \text{if } (t, d) \in S' \text{ and } h(t, d) \geq 0, \\
  0 & \text{otherwise,}
\end{cases}
\]

where \( S' \equiv \{(t, d) \in S : h(t, d) \geq 0\} \).

Note that \( S' \) is properly contained in \( S \): explicitly,

\[
S' = \left\{(t, d) : t \geq 0, \frac{p(p - 2)}{(p - 1)^2} t^2 + d \geq 0\right\}, \quad \frac{p(p - 2)}{(p - 1)^2} \leq 1.
\]

This identity seems rather difficult to verify directly from the definition of \( h \), but it can be deduced as follows. Since \( p > 2 \), we see from (1.4) and (2.2) that

\[
B_p(A) = \frac{2}{p} \left((p - 1)|A^+| - |A^-|\right) |A|^{p-1}.
\]

Thus \( B_p(A) \geq 0 \) if and only if \( (p - 1)|A^+| \geq |A^-| \). The expression for \( S' \) now follows by recalling the definitions of \( h \) and \( (t_A, d_A) \).

In this step we show that \( h^+ \) is convex. The argument is somewhat similar to the one in [63, Lemma 3.1]. Consider a segment \([a, b] \subset [0, +\infty) \times \mathbb{R}\): we want to show that \( h^+ \) is convex along \([a, b] \). Consider the set \( I = \{x \in [a, b] : x \not\in S'\} \). Clearly \( I \) is relatively open in \([a, b] \), \( h^+ \geq 0 \) on \([a, b] \setminus I \) and \( h^+ = 0 \) on \( \partial I \). Note that \([a, b] \setminus I \) is either a segment or the union of two disjoint segments, and by the previous step \( h^+ \) is convex in each component of \([a, b] \setminus I \). It follows that \( h^+ \) is convex on \([a, b] \).
Step 3: conclusion. Fix $A, B \in \mathbb{R}^{2 \times 2}$. By Step 2 there are numbers $\tau_B, \delta_B \in \mathbb{R}$ such that
\begin{equation}
B_p^+ (A) - B_p^+ (B) = h^+ (t_A, d_A) - h^+ (t_B, d_B) \\
\geq |B|^p - 2 \left( \tau_B (|A^-| - |B^-|) + \delta_B (\text{det } A - \text{det } B) \right).
\end{equation}
(4.6)

Since $n = 2$, $A \mapsto |A^-|$ is a convex function and the conclusion follows. \hfill \Box

Although the integrands $A \mapsto |A^\pm|$ are convex when $n = 2$, they are not even polyconvex when $n > 2$: indeed, these integrands are $\frac{n}{2}$-homogeneous, c.f. (2.1), and vanish exactly on $\text{CO}^\pm (n)$, and so the claim follows from the results of [68]. In particular, establishing an inequality similar to (4.6) in higher dimensions would not imply that $B_p^+$ is polyconvex. In fact, the analogue of Proposition 4.8 is already false when $n = 3$.

Proposition 4.9. $(n = 3)$ The integrand $B_p^+ : \mathbb{R}^{3 \times 3} \to [0, +\infty)$ is not polyconvex for $p > 3$.

Proof. We will show that $B_p^+$ is not polyconvex at the point diag$(1, 0, 0)$. Suppose, on the contrary, that $B_p^+$ it is polyconvex at that point, which is to say that there are constants $c_i, i = 1, \ldots, 7$, such that $F(x, y, z) \geq G(x, y, z)$, where
\begin{align*}
F(x, y, z) &\equiv B_p^+(\text{diag}(x, y, z)) - B_p^+(\text{diag}(1, 0, 0)), \\
G(x, y, z) &\equiv c_1 (x - 1) + c_2 y + c_3 z + c_4 (x - 1) y \\
&\quad + c_5 (x - 1) z + c_6 y z + c_7 (x - 1) y z.
\end{align*}

We also note that $F$ is Lipschitz continuous and, by Proposition 4.1, it is differentiable at any point $(x_1, x_2, x_3) \in \mathbb{R}^3$ for which there is some $i$ such that $|x_i| > \max_{j \neq i} |x_j|$. Since $F(1, 0, 0) = G(1, 0, 0) = 0$ and $F \geq G$, we must have
\begin{equation}
\nabla F(1, 0, 0) = \nabla G(1, 0, 0) \iff (p - 3, 0, 0) = (c_1, c_2, c_3).
\end{equation}
(4.7)

We calculate, for $0 < y, z < 1$,
\begin{align*}
F(1, y, 0) &= F(1, 0, z) = 0 = G(1, y, 0) = G(1, 0, z).
\end{align*}

Note that our restriction on $y, z$ ensures that $F$ is differentiable at $(1, y, 0)$ and $(1, 0, z)$ and so, since $F \geq G$, we must have
\begin{align*}
\begin{cases}
\nabla F(1, y, 0) = \nabla G(1, y, 0) \\
\nabla F(1, 0, z) = \nabla G(1, 0, z)
\end{cases}
\end{align*}
which, using (4.7) above, yields
\begin{align*}
\begin{cases}
(p - 3, 0, y) = (p - 3 + c_4 y, 0, c_6 y) \\
(p - 3, z, 0) = (p - 3 + c_5 z, c_6 z, 0)
\end{cases} \iff (0, 0, 1) = (c_4, c_5, c_6).
\end{align*}

In other words, combining (4.7) with this last equation, we actually have
\begin{align*}
G(x, y, z) = (p - 3)(x - 1) + y z + c_7 (x - 1) y z
\end{align*}
for some constant \( c_7 \in \mathbb{R} \). We now calculate
\[
G(1, y, y) = y^2, \quad F(1, y, y) = y^2 \quad \text{if} \quad |y| \leq 1.
\]
So we must have, for \( |y| < 1 \),
\[
p - 3 + c_7 y^2 = \partial_x G(1, y, y) = \partial_x F(1, y, y) = p - 3 + (p - 2) y^2
\]
\[
\iff c_7 = p - 2.
\]
Finally we evaluate, for \( y \geq 0 \),
\[
G(0, y, -y) = (p - 3)(y^2 - 1), \quad F(0, y, -y) = (p - 3) \frac{(y^p - 1)}{p}.
\]
It is easy to see that \( G(0, y, -y) > F(0, y, -y) \) for \( y < 1 \) sufficiently close to 1: indeed, note that \( G(0, 1, -1) = F(0, 1, -1) = 0 \), while
\[
\left. \frac{dG(0, y, -y)}{dy} \right|_{y=1} = 2(p - 3) > p - 3 = \left. \frac{dF(0, y, -y)}{dy} \right|_{y=1}
\]
since \( p > 3 \). This yields the desired contradiction. \( \square \)

We conclude this paper by deriving an interesting consequence of Proposition 4.8, following a strategy outlined in [4,33]. We consider the polyconvex integrands \( B_p^+ : \mathbb{R}^{2 \times 2} \to [0, +\infty) \) and we differentiate this family of integrands in \( p \) at \( p = 2 \). To be precise, let us fix \( A \in \mathbb{R}^{2 \times 2} \) such that \( \det A > 0 \); note that, for such \( A \), we have \( B_p(A) > 0 \). Since \( B_2 = \det \), we have
\[
B_p(A) \equiv \lim_{p \searrow 2} \frac{B_p^+(A) - \det A}{p - 2} = \left. \frac{dB_p(A)}{dp} \right|_{p=2} = \frac{1}{2} \left( |A|^2 + \det A \log(|A|^2) \right).
\]
Since the determinant is a null-Lagrangian, and since \( B_p^+ \) is polyconvex for every \( p \geq 2 \), it follows that \( B_p^+ : \mathbb{R}^{2 \times 2} \to \mathbb{R} \) is also polyconvex. We now consider the involution \( \widehat{\cdot} \) acting on integrands \( F : \mathbb{R}^{n \times n} \to \mathbb{R} \) through
\[
\widehat{F}(A) \equiv F(A^{-1}) \det A.
\]
It is well-known that this operation preserves polyconvexity, quasiconvexity and rank-one convexity, c.f. [8, Theorem 2.6]. Since \( n = 2 \), \( |A^{-1}| = |A|/\det A \), and so
\[
\widehat{B}_p^+(A) = \frac{1}{2} \left( \frac{|A|^2}{\det A} + \log \frac{|A|^2}{(\det A)^2} \right) = \frac{1}{2} \left( \frac{|A|^2}{\det A} + \log \frac{|A|^2}{(\det A)} - \log \det A \right).
\]
In particular, we obtain:

**Corollary 4.10.** The integrand \( \widehat{B}_p^+ : \mathbb{R}^{2 \times 2} \to \mathbb{R} \) is polyconvex.

We note that, in [67], the authors consider an integrand \( W^- \) which equals \( 2\widehat{B}_2 \). In particular, the above corollary is equivalent to [67, Lemma 5.1].

Data sharing not applicable to this article as no datasets were generated or analysed during the current study.
Acknowledgements. A.G. was supported by the Infosys Membership at the Institute for Advanced Study. It is a pleasure to thank Kari Astala and Daniel Faraco for interesting discussions.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor holds exclusive rights to this article under a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the terms of such publishing agreement and applicable law.

References

1. Acerbi, E., Fusco, N.: Semicontinuity problems in the calculus of variations. Arch. Ration. Mech. Anal. 86(2), 125–145, 1984
2. Alibert, J.J., Dacorogna, B.: An example of a quasiconvex function that is not polyconvex in two dimensions. Arch. Ration. Mech. Anal. 117(2), 155–166, 1992
3. Astala, K., Iwaniec, T., Martin, G.: Elliptic Partial Differential Equations and Quasiconformal Mappings in the Plane (PMS-48). Princeton University Press, 2009
4. Astala, K., Iwaniec, T., Prause, I., Saksman, E.: Burkholder integrals, Morrey’s problem and quasiconformal mappings. J. Am. Math. Soc. 25(2), 507–531, 2012
5. Astala, K., Iwaniec, T., Prause, I., Saksman, E.: A hunt for sharp $L^p$-estimates and rank-one convex variational integrals. Filomat 29(2), 245–261, 2015
6. Aubert, G.: Necessary and sufficient conditions for isotropic rank-one convex functions in dimension 2. J. Elast. 39(1), 31–46, 1995
7. Baernstein, A., Montgomery-Smith, S.J.: Some conjectures about integral means of $\partial f$ and $\bar{\partial} f$ Complex analysis and differential equations (Uppsala, 1997). Acta Univ. Upsaliensis Skr. Uppsala Univ. C Organ. Hist., 64:92–109, 1999
8. Ball, J.M.: Constitutive inequalities and existence theorems in nonlinear elastostatics. In: Nonlinear Analysis and Mechanics: Heriot-Watt Symposium, vol. 1, pp. 187–241. Pitman, London, 1977
9. Ball, J.M.: Convexity conditions and existence theorems in nonlinear elasticity. Arch. Ration. Mech. Anal. 63(4), 337–403, 1977
10. Ball, J.M.: Discontinuous equilibrium solutions and cavitation in nonlinear elasticity. Philos. Trans. Roy. Soc. A Math. Phys. Eng. Sci. 306(1496), 557–611, 1982
11. Ball, J.M.: Differentiability properties of symmetric and isotropic functions. Duke Math. J. 51(3), 699–728, 1984
12. Ball, J.M.: Sets of gradients with no rank-one connections. Journal de Mathématiques Pures et Appliquées Math. Pures et Appliquées 69, 241–259, 1990
13. Ball, J.M., Murat, F.: Remarks on rank-one convexity and quasiconvexity. In B. Sleetman and R. Jarvis, editors, Ordinary and partial differential equations, volume III, pages 25–37. Pitman, 1991
14. Bănuelos, R., Janakiraman, P.: $L^p$-bounds for the Beurling-Ahlfors transform. Trans. Am. Math. Soc. 360(07), 3603–3613, 2008
15. Burkholder, D.L.: Boundary value problems and sharp inequalities for martingale transforms. Ann. Probab. 12(3), 647–702, 1984
16. Burkholder, D.L.: Sharp inequalities for martingales and stochastic integrals. Astérisque 157–158, 75–94, 1988
17. Cardaliaguet, P., Tahraoui, R.: Equivalence between rank-one convexity and polyconvexity for isotropic sets of (Part I). Nonlinear Anal. Theory Methods Appl. 50(8), 1179–1199, 2002
18. Cardaliaguet, P., Tahraoui, R.: Equivalence between rank-one convexity and polyconvexity for isotropic sets of (Part II). *Nonlinear Anal. Theory Methods Appl.* **50**(8), 1201–1239, 2002
19. Chen, C.Y., Kristensen, J.: On coercive variational integrals. *Nonlinear Anal. Theory Methods Appl.* **153**, 213–229, 2017
20. Conti, S., De Lellis, C., Müller, S., Romeo, M.: Polyconvexity equals rank-one convexity for connected isotropic sets in $\mathbb{R}^{2\times2}$. *Comptes Rendus Mathématique* **337**(4), 233–238, 2003
21. Dacorogna, B.: Necessary and sufficient conditions for strong ellipticity of isotropic functions in any dimension. *Discrete Contin. Dyn. Syst. B* **1**(2), 257–263, 2001
22. Dacorogna, B.: Direct Methods in the Calculus of Variations, vol. 78. *Applied Mathematical Sciences*. Springer, New York (2007)
23. Dacorogna, B., Marcellini, P.: A counterexample in the vectorial calculus of variations. In: Ball, J.M. (ed.) *Material Instabilities in Continuum Mechanics*, pp. 77–83. Oxford Scientific Publications, Oxford (1988)
24. Dacorogna, B., Marcellini, P.: Implicit Partial Differential Equations. Birkhäuser, Boston (1999)
25. Dacorogna, B., Maréchal, P.: The role of perspective functions in convexity, polyconvexity, rank-one convexity and separate convexity. *J. Convex Anal.* **15**(2), 271–284, 2008
26. Faraco, D.: Tartar conjecture and Beltrami operators. *Michigan Math. J.* **52**(1), 83–104, 2004
27. Faraco, D., Székelyhidi, L.: Tartar’s conjecture and localization of the quasiconvex hull in $\mathbb{R}^{2\times2}$. *Acta Math.* **200**(2), 279–305, 2008
28. Grabovsky, Y.: From microstructure-independent formulas for composite materials to rank-one convex, non-quasiconvex functions. *Arch. Ration. Mech. Anal.* **227**(2), 607–636, 2018
29. Guerra, A.: Extremal rank-one convex integrands and a conjecture of Šverák. *Calc. Var. Part. Differ. Equ.* **58**(6), 1–19, 2019
30. Guerra, A., Koch, L., Lindberg, S.: Energy minimisers with prescribed Jacobian. *Arch. Ration. Mech. Anal.* **242**, 1059–1090, 2021
31. Guerra, A., Teixeira da Costa, R.: Numerical evidence towards a positive answer to Morrey’s problem. *Accepted in Revista Matemática Iberoamericana*, 2020
32. Harris, T.L.J., Kirchheim, B., Lin, C.-C.: Two-by-two upper triangular matrices and Morrey’s conjecture. *Calc. Var. Part. Differ. Equ.* **57**(73), 1–12, 2018
33. Iwaniec, T.: Nonlinear Cauchy-Riemann operators in $\mathbb{R}^n$. *Trans. Am. Math. Soc.* **354**(5), 1961–1995, 2002
34. Iwaniec, T., Kristensen, J.: A construction of quasiconvex functions. *Riv. Mat. Univ. Parma* **4**(7), 75–89, 2005
35. Iwaniec, T., Lutoborski, A.: Integral estimates for null Lagrangians. *Arch. Ration. Mech. Anal.* **125**(1), 25–79, 1993
36. Iwaniec, T., Lutoborski, A.: Polyconvex functionals for nearly conformal deformations. *SIAM J. Math. Anal.* **27**(3), 609–619, 1996
37. Iwaniec, T., Martin, G.: Quasiregular mappings in even dimensions. *Acta Math.* **170**(1), 29–81, 1993
38. Iwaniec, T., Martin, G.: *Geometric Function Theory and Non-linear Analysis*. Clarendon Press, 2001.
39. Kirchheim, B., Kristensen, J.: On rank one convex functions that are homogeneous of degree one. *Arch. Ration. Mech. Anal.* **221**(1), 527–558, 2016
40. Kirchheim, B., Székelyhidi, L.: On the gradient set of Lipschitz maps. *Journal für die reine und angewandte Mathematik (Crelles Journal)* **2008**(625), 215–229, 2008
41. Knowles, J.K., Sternberg, E.: On the failure of ellipticity of the equations for finite elastostatic plane strain. *Arch. Ration. Mech. Anal.* **63**(4), 321–336, 1976
42. Kristensen, J.: On conditions for polyconvexity. *Proc. Am. Math. Soc.* **128**(6), 1793–1797, 2000
Automatic Quasiconvexity of Homogeneous Isotropic 499

43. Martin, R.J., Ghiba, I.D., Neff, P.: Rank-one convexity implies polyconvexity for isotropic, objective and isochoric elastic energies in the two-dimensional case. *Proc. Roy. Soc. Edinburgh Sect. A Math.* **147**(3), 571–597, 2017

44. Meyers, N.G.: Quasi-convexity and lower semi-continuity of multiple variational integrals of any order. *Trans. Am. Math. Soc.* **119**(1), 125–149, 1965

45. Mielke, A.: Necessary and sufficient conditions for polyconvexity of isotropic functions. *J. Convex Anal.* **12**(2), 291–314, 2005

46. Morrey, C.B.: Quasi-convexity and lower semicontinuity of multiple integrals. *Pac. J. Math.* **2**, 25–53, 1952

47. Müller, S.: On quasiconvex functions which are homogeneous of degree 1. *Indiana Univ. Math. J.* **41**(1), 295–301, 1992

48. Müller, S.: Rank-one convexity implies quasiconvexity on diagonal matrices. *Int. Math. Res. Not.* **1999**(20), 1087–1095, 1999

49. Müller, S.: Variational models for microstructure and phase transitions. In *Calculus of Variations and Geometric Evolution Problems*, pp. 85–210. Springer, Berlin, 1999

50. Müller, S.: Quasiconvexity is not invariant under transposition. *Proc. Roy. Soc. Edinburgh Sect. A Math.* **130**(2), 389–395, 2000

51. Müller, S., Šverák, V.: Convex integration for Lipschitz mappings and counterexamples to regularity. *Ann. Math.* **157**(3), 715–742, 2003

52. Müller, S., Šverák, V., Yan, B.: Sharp stability results for almost conformal maps in even dimensions. *J. Geom. Anal.* **24**(4), 1217–1237, 2017

53. Pedregal, P.: Some remarks on quasiconvexity and rank-one convexity. *Proc. Roy. Soc. Edinburgh Sect. A Math.* **126**(05), 1055–1065, 1996

54. Pedregal, P., Šverák, V.: A note on quasiconvexity and rank-one convexity for $2 \times 2$ matrices. *J. Convex Anal.* **5**(1), 107–117, 1998

55. Rosakis, P., Simpson, H.C.: On the relation between polyconvexity and rank-one convexity in nonlinear elasticity. *J. Elast.* **37**(2), 113–137, 1994

56. Sebestyén, G., Székelyhidi, L., Jr.: Laminates supported on cubes. *J. Convex Anal.* **24**(4), 1217–1237, 2017

57. Šilhavý, M.: On isotropic rank 1 convex functions. *Proc. Roy. Soc. Edinburgh Sect. A Math.* **129**(5), 1081–1105, 1999

58. Šilhavý, M.: Differentiability properties of isotropic functions. *Duke Math. J.* **104**(3), 699–728, 2000

59. Šilhavý, M.: An O(n) invariant rank 1 convex function that is not polyconvex. *Theoret. Appl. Mech.* **106**(28–29), 325–336, 2002

60. Šilhavý, M.: Monotonicity of rotationally invariant convex and rank 1 convex functions. *Proc. Roy. Soc. Edinburgh Sect. A Math.* **132**(2), 419–435, 2002

61. Šilhavý, M.: On SO(n)-invariant rank 1 convex functions. *J. Elast.* **71**(1–3), 235–246, 2003

62. Sivaloganathan, J.: Implications of rank one convexity. *Annales de l’Institut Henri Poincaré (C) Non Linear Anal.* **5**(2), 99–118, 1988

63. Šverák, V.: Examples of rank-one convex functions. *Proc. Roy. Soc. Edinburgh Sect. A Math.* **114**(3–4), 237–242, 1990

64. Šverák, V.: Quasiconvex functions with subquadratic growth. *Proc. Roy. Soc. Lond. Ser. A Math. Phys. Sci.* **433**(1889), 723–725, 1991

65. Šverák, V.: New examples of quasiconvex functions. *Arch. Ration. Mech. Anal.* **119**(4), 293–300, 1992

66. Šverák, V.: Rank-one convexity does not imply quasiconvexity. *Proc. Roy. Soc. Edinburgh Sect. A Math.* **120**(1–2), 185–189, 1992

67. Voss, J., Martin, R.J., Ghiba, I.D., Neff, P.: Morrey’s conjecture for the planar volumetric-isochoric split. Part I: least convex energy functions. arXiv preprint arXiv:2106.11887, 2021

68. Yan, B.: On rank-one convex and polyconvex conformal energy functions with slow growth. *Roy. Soc. Edinburgh Proc. A* **127**(3), 651–663, 1997
69. Yan, B., Zhou, Z.: Stability of weakly almost conformal mappings. \textit{Proc. Am. Math. Soc.} \textbf{126}(2), 481–489, 1998

70. Yan, B., Zhou, Z.: $L^p$-mean coercivity, regularity and relaxation in the calculus of variations. \textit{Nonlinear Anal. Theory Methods Appl.} \textbf{46}(6), 835–851, 2001

71. Zhang, K.: A construction of quasiconvex functions with linear growth at infinity. \textit{Annali della Scuola Normale Superiore di Pisa. Classe di Scienze. Serie IV} \textbf{19}(3), 313–326, 1992

72. Zhang, K.: On non-negative quasiconvex functions with unbounded zero sets. \textit{Proc. Roy. Soc. Edinburgh Sect. A Math.} \textbf{127}(2), 411–422, 1997