EULER–FROBENIUS NUMBERS AND Rounding

SVANTE JANSON

Abstract. We study the Euler–Frobenius numbers, a generalization of the Eulerian numbers, and the probability distribution obtained by normalizing them. This distribution can be obtained by rounding a sum of independent uniform random variables; this is more or less implicit in various results and we try to explain this and various connections to other areas of mathematics, such as spline theory.

The mean, variance and (some) higher cumulants of the distribution are calculated. Asymptotic results are given. We include a couple of applications to rounding errors and election methods.

1. INTRODUCTION

The Euler–Frobenius polynomial $P_{n,\rho}(x)$ can be defined by

\[
\frac{P_{n,\rho}(x)}{(1-x)^{n+1}} = \left(\rho + x \frac{d}{dx}\right)^n \frac{1}{1-x} = \sum_{j=0}^{\infty} (j + \rho)^n x^j,
\]

or, equivalently, by the recursion formula

\[
P_{n,\rho}(x) = (nx + \rho (1-x)) P_{n-1,\rho}(x) + x (1-x) P'_{n-1,\rho}(x), \quad n \geq 1,
\]

with $P_{0,\rho}(x) = 1$; see Appendix A for details, some further results and references. Here $n = 0, 1, 2, \ldots$, and $\rho$ is a parameter that can be any complex number, although we shall be interested mainly in the case $0 \leq \rho \leq 1$. (The special cases $\rho = 0, 1$ yield the Eulerian polynomials, see below.)

It is immediate from (1.2) that $P_{n,\rho}(x)$ is a polynomial in $x$ of degree at most $n$. We write

\[
P_{n,\rho}(x) = \sum_{k=0}^{n} A_{n,k,\rho} x^k.
\]

The recursion (1.2) can be translated to the recursion

\[
A_{n,k,\rho} = (k + \rho) A_{n-1,k,\rho} + (n - k + 1 - \rho) A_{n-1,k-1,\rho}, \quad n \geq 1,
\]

where we let $A_{n,k,\rho} = 0$ if $k \notin \{0, \ldots, n\}$. Following [37], we call these numbers Euler–Frobenius numbers. See Table 1 for the first values. (The special cases $\rho = 0, 1$ yield the Eulerian numbers, see below.)
We usually regard $\rho$ as a fixed parameter, but we note that $P_{n,\rho}(x)$ also is a polynomial in $\rho$, see (A.8); thus the Euler–Frobenius numbers $A_{n,k,\rho}$ are polynomials in $\rho$, as also follows from (1.4). (Some papers conversely consider $P_{n,\rho}(x)$ as a polynomial in $\rho$, with $x$ as a parameter; see e.g. [8, 78] and Appendix B.)

It follows from (1.4) that if $0 \leq \rho \leq 1$, then $A_{n,k,\rho} \geq 0$, so if we normalize by dividing by $\sum_{k=0}^{n} A_{n,k,\rho} = P_{n,\rho}(1) = n!$, see (A.4), we obtain a probability distribution on $\{0, \ldots, n\}$; we call this distribution the Euler–Frobenius distribution and let $E_{n,\rho}$ denote a random variable with this distribution, i.e.

$$P(E_{n,\rho} = k) = \frac{A_{n,k,\rho}}{n!}. \quad (1.5)$$

Equivalently, $E_{n,\rho}$ has the probability generating function

$$E(x^{E_{n,\rho}}) = \sum_{k=0}^{n} P(E_{n,\rho} = k)x^k = \frac{P_{n,\rho}(x)}{P_{n,\rho}(1)} = \frac{P_{n,\rho}(x)}{n!}. \quad (1.6)$$

With a minor abuse of notation, we also denote this distribution by $E_{n,\rho}$.

Remark 1.1. Since $A_{1,0,\rho} = \rho$ and $A_{1,1,\rho} = 1 - \rho$, see Table 1 the condition $0 \leq \rho \leq 1$ is also necessary for (1.5) to define a probability distribution for all $n \geq 1$. (We will extend the definition of $E_{n,\rho}$ to arbitrary $\rho$ later, see (3.12), but (1.5) holds only for $\rho \in [0,1]$.)

The main purpose of the present paper is to show that this distribution occurs when rounding sums of uniform random variables, and to give various consequences and connections to other problems. Our main result can be stated as follows. (A proof is given in Section 3.)

**Theorem 1.2.** Let $U_1, \ldots, U_n$ be independent random variables uniformly distributed on $[0,1]$, and let $S_n := \sum_{i=1}^{n} U_i$. Then, for every $n \geq 1$ and $\rho \in [0,1]$, the random variable $\lfloor S_n + \rho \rfloor$ has the Euler–Frobenius distribution $E_{n,1-\rho}$, i.e.,

$$P(\lfloor S_n + \rho \rfloor = k) = \frac{A_{n,k,1-\rho}}{n!}, \quad k \in \mathbb{Z}. \quad (1.7)$$

Theorem 1.2 can also be stated geometrically, see Section 2.

The distribution of $S_n$ was calculated already by Laplace [54, pp. 257–260] (who used it for a statistical test showing that the orbits of the planets are not randomly distributed, while the orbits of the comets seem to be
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Table 2. The Eulerian numbers $A_{n,k} = A_{n,k+1,0}$ for small $n$. The row sums are $n!$.

| $n \backslash k$ | 0  | 1  | 2  | 3  | 4  | 5  | 6  |
|----------------|----|----|----|----|----|----|----|
| 0              | 1  |    |    |    |    |    |    |
| 1              | 1  |    |    |    |    |    |    |
| 2              | 1  | 1  |    |    |    |    |    |
| 3              | 1  | 4  | 1  |    |    |    |    |
| 4              | 1  | 11 | 11 | 1  |    |    |    |
| 5              | 1  | 26 | 66 | 26 | 1  |    |    |
| 6              | 1  | 57 | 302| 302|57 | 1  |    |
| 7              | 1  |120|1191|2416|1191|120|1   |

random [54, pp. 261–265]), see also e.g. [29, Theorem I.9.1]. The case $\rho = 0$ (or $\rho = 1$) of Theorem 1.2, which is a connection between the distribution of $S_n$ and Eulerian numbers (see below), is well-known, see e.g. [91], [31], [87], [75]. The case $\rho = 1/2$, which means standard rounding of $S_n$, is given in [13]. Moreover, the theorem is implicit in e.g. [78, Lecture 3], but I have not seen it stated explicitly in this form. This paper is therefore partly expository, trying to explain some of the many connections to other results in various areas. (However, we do not attempt to give a complete history. Furthermore, there are many papers on algebraic and other aspects of Euler–Frobenius polynomials and numbers that are not mentioned here.)

Before discussing rounding and Theorem 1.2 further, we return to the Euler–Frobenius polynomials and numbers to give some background.

The cases $\rho = 0$ and $\rho = 1$ are equivalent; we have $P_{n,0}(x) = xP_{n,1}(x)$ and thus $A_{n,k+1,0} = A_{n,k,1}$ and $E_{n,0} = E_{n,1} + 1$ for all $n \geq 1$, as follows directly from (1.1) or by induction from (1.2) or (1.4). (Cf. (1.7), where the left-hand side obviously has the corresponding property.) This is the most important case and appears in many contexts. (Carlitz [8] remarks that these polynomials and numbers have been frequently rediscovered.) The numbers $A_{n,k,1}$ and the polynomials $P_{n,1}$ were studied already by Euler [24; 25; 26], and the numbers $A_{n,k,1}$ are therefore called Eulerian numbers, see [65, A173018] and Table 2; the usual modern notation is $\left\langle n \atop k \right\rangle$ [39, 64, §26.14]. Similarly, the polynomials $P_{n,1}(x)$ are usually called Eulerian polynomials.

(Notation varies, and these names are also used for the shifted versions that we denote by $A_{n,k,0}$ and $P_{n,0}(x)$, see e.g. [65, A008292, A173018 and A123125]. Already Euler used both versions: $P_{n,0}$ in [24] and $P_{n,1}$ in [25; 26].)

Euler [24; 25; 26] used these numbers to calculate the sum of series; see also [46] and [32]. (In particular, Euler [26] calculated the sum of the divergent series $\sum_{k=1}^{\infty}(-1)^{k-1}k^n$ for integers $n \geq 0$; in modern terminology he found the Abel sum as $2^{-n-1}P_{n,1}(-1)$ by letting $x \to -1$ in (1.1).) They have since appeared in many other contexts. For example, the Eulerian
number $A_{n,k,1} = \binom{n}{k}$ equals the number of permutations of length $n$ with $k$ descents (or ascents), see e.g. [74, Chapter 8.6], [18, Chapter 10] or [88, Section 1.3]; this well-known combinatorial interpretation is often taken as the definition of Eulerian numbers. (In the terminology introduced above, the number of descents in a random permutation thus has the Euler–Frobenius distribution $E_{n,1}$.). Furthermore, the Eulerian numbers also enumerate permutations with $k$ exceedances, see again [88, Section 1.3], where also further related combinatorial interpretations are given. See also [15] for an enumeration with staircase tableaux, and [33] for further related results. Some other examples where Eulerian numbers and polynomials appear are number theory [35], [58, p. 328], summability [67, p. 99], statistics [52], control theory [98, Table 2, p. 137] (see also Appendix B). The case $\rho = 1/2$ also occurs in several contexts. In this case, it is often more convenient to consider the numbers $B_{n,k} := 2^n A_{n,k,1/2}$ which are integers and satisfy the recursion

$$B_{n,k} = (2k+1)B_{n-1,k} + (2n-2k+1)B_{n-1,k-1}, \quad n \geq 1, \quad (1.8)$$

with $B_{0,0} = 1$ (and $B_{n,k} = 0$ if $k \notin \{0, \ldots, n\}$), see [65, A060187] and Table 3. These numbers are sometimes called Eulerian numbers of type B. They seem to have been introduced by MacMahon [58, p. 331] in number theory. (It seems likely that they were used already by Euler, who in [26] also says, without giving the calculation, that he can prove similar results for $\sum_{k=1}^{\infty} (-1)^k (2k-1)^n$; see [46] for a calculation using $P_{n,1/2}$ and methods of [26].) The numbers $B_{n,k}$ also have combinatorial interpretations, for example as the numbers of descents in signed permutations, i.e., in the hyperoctahedral group [5; 14; 76]. Furthermore, the numbers $B_{n,k}$ and the distribution $E_{n,1/2}$ appear in the study of random staircase tableaux [17]. $P_{n,1/2}(x)$ and $B_{n,k}$ appear in spline theory [78, Lecture 3.4] (see Appendix B). They also appear (as do $P_{n,1}(x)$ and $A_{n,k,1}$) in [34], as special cases of more general polynomials.

The general polynomials $P_{n,\rho}$ were perhaps first introduced by Carlitz [8] (in the form $P_{n,\rho}(x)/(x-1)^n$, cf. (1.9) below). They are important in

| $n\backslash k$ | 0   | 1   | 2   | 3   | 4   | 5   | 6   |
|---------------|-----|-----|-----|-----|-----|-----|-----|
| 0             | 1   |     |     |     |     |     |     |
| 1             | 1   | 1   |     |     |     |     |     |
| 2             | 1   | 6   | 1   |     |     |     |     |
| 3             | 1   | 23  | 23  | 1   |     |     |     |
| 4             | 1   | 76  | 230 | 76  | 1   |     |     |
| 5             | 1   | 237 | 1682| 1682| 237 | 1   |     |
| 6             | 1   | 722 | 10543| 23548| 10543| 722 | 1   |

Table 3. The Eulerian numbers of type B, $B_{n,k} = 2^n A_{n,k,1/2}$, for small $n$. The row sums are $2^n n!$. 


spline theory, see e.g. [78, Lecture 3], [79], [92], [73] and Appendix B. They appear also (as a special case) in the study of random staircase tableaux [47]. Note also that the function (1.1) is the special case 

\[ s \in \{0, -1, -2, \ldots \} \]

of Lerch’s transcendental function \( \Phi(z, s, \rho) = \sum_{j=0}^{\infty} (j + \rho)^{-s} z^j \), see [53], [64, §25.14] and e.g. [94] with further references. The general Eulerian Numbers \( A_{n,k}(a,d) \) defined by [99] equal our \( d^{-n} A_{n,k+1,1-a/d} \).

The special case \( \rho = 1/N \) where \( N \geq 1 \) is an integer appears in combinatorics. The integers \( N^{-n} A_{n,k,1/N} \) (cf. \( B_{n,k} \) above, which is the case \( N = 2 \)) enumerate indexed permutations with \( k \) descents (or with \( k \) exceedances), generalizing the cases \( N = 1 \) (permutations) and \( N = 2 \) (signed permutations) above, see [89].

Remark 1.3. Frobenius [35] studied the Eulerian polynomials \( P_{n,1} \) in detail (with applications to number theory); he also gave them the name Eulerian (in German). The Eulerian polynomials have sometimes been called Euler–Frobenius polynomials (see e.g. [78, p. 22] and [98]), and the generalization (1.1) considered here has been called generalized Euler–Frobenius polynomials by various authors (e.g. [61; 71; 82; 73]), but this has also been simplified by dropping “generalized” and calling them too just Euler–Frobenius polynomials (e.g. [60; 72; 38; 37]). We follow the latter usage, for convenience rather than for historical accuracy. (As far as I know, neither Euler nor Frobenius considered this generalization.) The names Frobenius–Euler polynomials and numbers are also used in the literature (e.g. [84]). The reader should note that also other generalizations of Eulerian polynomials have been called Euler–Frobenius polynomials, and that, conversely, other names have been used for our Euler–Frobenius polynomials (1.1). Note further that Euler numbers and Euler polynomials (usually) mean something different, see Remark A.3.

Remark 1.4. As said above, the notation varies. Examples of other notations for our \( P_{n,\rho}(x) \) are \( H_n(\rho, x) \) (e.g. [60, 73]) and \( P_n(x, 1-\rho) \) (e.g. [92]). A different notation used by e.g. Frobenius [35] and Carlitz [8] (in the classical case \( \rho = 1 \)) is \( R_n = P_{n,1} \) and \( H^n \) or \( H_n(x) = P_{n,1}(x)/(x-1)^n \). Carlitz [8] uses for the general case

\[ H_n(u \mid \lambda) = \frac{P_{n,1-u}(\lambda)}{(\lambda - 1)^n} = \sum_{j=0}^{n} \binom{n}{j} u^{n-j} H_j(\lambda), \quad (1.9) \]

where the last equality follows from (A.9). Similarly, e.g. Schoenberg [78] uses \( A_n(x; t) \) for our \((1-t^{-1})^{-n} P_{n,x}(t^{-1}) = (t-1)^{-n} P_{n,1-x}(t) \) (which thus equals \( H_n(x \mid t) \) in (1.9)), cf. (A.14); he further uses \( \Pi_n(t) \) for \( P_{n,1}(t) \) and \( \rho_n(t) \) for \( 2^n P_{n,1/2}(t) \).

Remark 1.5. Many other combinatorial numbers satisfy recursion formulas similar to (1.1); see [97] for a general version. There are also many other generalizations of Eulerian numbers and polynomials that have been defined by various authors; for a few examples, see [5; 10, 9, 12, 21, 95, 84].
In particular, note the generalized Eulerian numbers $A(r, s | \alpha, \beta)$ defined by Carlitz and Scoville [12]; the Euler–Frobenius numbers are the special case $A_n,k,\rho = A(n - k, k | \rho, 1 - \rho)$.

As said above, the case $\rho = 0$ (or $\rho = 1$) of Theorem 1.2 is well-known.

We end this section by recalling the simple proof by Stanley [87] giving an explicit connection between $\lfloor S_n \rfloor$ and the number of descents in a random permutation, which, as said above, has the distribution $E_n,1$; we give it here in probabilistic formulation rather than the original geometric, cf. Theorem 2.1:

In the notation of Theorem 1.2, let $V_j$ be the fractional part of $S_j := S_j - \lfloor S_j \rfloor$; then $V_1,\ldots,V_n$ is another sequence of independent uniformly distributed random variables. Thus the number of descents in a random permutation of length $n$ has the same distribution as $\sum_{i=2}^n 1\{V_{i-1} > V_i\}$. On the other hand, $V_{i-1} > V_i$ exactly when the sequence $S_1,\ldots,S_n$ passes an integer; thus $1\{V_{i-1} > V_i\} = \lfloor S_i \rfloor - \lfloor S_{i-1} \rfloor$ and this sum equals $\lfloor S_n \rfloor$.

An extension of this proof to the case $\rho = 1/N$ and indexed permutations is given in [89, Theorem 50]; a modification for the case $\rho = 1/2$ and (one version of) descents in signed permutations is given in [76].

Section 2 gives a geometric formulation of Theorem 1.2 and some related results. Section 3 gives a proof of Theorem 1.2 together with further connections between the distribution of $S_n$ and Euler–Frobenius numbers. Section 4 introduces $\rho$-rounding, and states Theorem 1.2 using it. Section 5 uses this to derive results on the characteristic function and moments of the Euler–Frobenius distribution. Section 6 shows asymptotic normality and gives further asymptotic results. Section 7 gives applications to a well known problem on rounding. Section 8 gives applications to an election method. Finally, the appendices give further background and connections to other results.

We let throughout $U$ and $U_1, U_2, \ldots$ denote independent uniform random variables in $[0, 1]$, and $S_n := \sum_{i=1}^n U_i$.

2. Volumes of slices

Theorem 1.2 can also be stated geometrically as follows. A proof is given in Section 3.

**Theorem 2.1.** Let $Q^n := [0, 1]^n$ be the $n$-dimensional unit cube and let, for $s \in \mathbb{R}$, $Q^n_s$ be the slice

$$Q^n_s := \{(x_i)_1^n \in Q^n : s - 1 \leq \sum_{i=1}^n x_i \leq s\}. \quad (2.1)$$

Then the volume of $Q^n_{k,\rho}$ is $A_n,k,\rho/n!$, for all $n \geq 1$, $k \in \mathbb{Z}$ and $\rho \in [0, 1]$.

As said above, the case $\rho = 0$ (or $\rho = 1$), when the volumes are given by the Eulerian numbers $A_n,k,1$, is well-known [31, 87, 45, 13, 76].
The case \( \rho = 1/2 \), which corresponds to standard rounding of \( S_n \) in Theorem 1.2, and where the result can be stated using the Eulerian numbers of type \( B_n,k \) in (1.8), is treated in [13] (with reference to an unpublished technical memorandum [86]) and in [76].

[13] gives also the \((n-1)\)-dimensional area of the slice \( \{ (x_i)_1^n \in \mathbb{Q}^n : \sum_{i=1}^n x_i = s \} \). This equals, by simple geometry, \( \sqrt{n} \) times the density function of \( S_n \) at \( s \), which by (3.5) below equals (except when \( n = 1 \) and \( s = 1 \))

\[
\frac{\sqrt{n}}{(n-1)!} A_{n-1,[s],[s]}. \tag{2.2}
\]

See also [69] and [13], and the further references in the latter, for related results on more general slices of cubes. Furthermore, [76] give related results, involving Eulerian numbers, on some slices of a simplex.

Mixed volumes of two consecutive slices \( Q^n_k \) and \( Q^n_{k+1} \) (with integer \( k \)) are studied by [22], and further by [96] where relations to our \( A_{n,k,\rho} \) (and \( f_{n+1}(x) \) in Theorem 3.2 below) are given based on the fact [22] that the Minkowski sum \( \lambda Q^n_k + Q^n_{k+1} = (\lambda + 1)Q^n_{k+1}/(\lambda + 1) \).

3. The distribution of \( S_n \)

Let \( F_n(x) \) be the distribution function and \( f_n(x) = F'_n(x) \) the density function of \( S_n := \sum_{i=1}^n U_i \). Then \( f_1(x) \), the density function of \( S_1 = U_1 \), is the indicator function \( 1_{[0,1]} \) of the interval \([0,1] \), and \( f_n \) is the \( n \)-fold convolution \( 1_{[0,1]} * \cdots * 1_{[0,1]} \). Hence, for \( n \geq 1 \),

\[
f_{n+1}(x) = f_n * 1_{[0,1]}(x) = \int_0^x f_n(x-y) \, dy = F_n(x) - F_n(x-1). \tag{3.1}
\]

Note that the density \( f_n(x) \) is continuous for \( n \geq 2 \), as a convolution of bounded, integrable functions (or by (3.1), since \( F_n(x) \) is continuous for \( n \geq 1 \)), while \( f_1(x) \) is discontinuous at \( x = 0 \) and \( x = 1 \). We regard \( f_1(x) \) as undetermined at these two points, and we will tacitly assume that \( x \neq 0,1 \) in equations involving \( f_1(x) \) (such as (3.3) when \( n = 1 \)).

The distribution of \( S_n \) was, as said above, calculated already by Laplace [54, pp. 257–260] (by taking the limit of a discrete version), see also e.g. Feller [28, XI.7.20] (where the result is attributed to Lagrange) and [29, Theorem 1.9.1] (with a simple proof using (3.1) and induction); the result is the following. (A more general formula for the sum of independent uniform random variables on different intervals is given by Pólya [69].) We use the notation \( (x)_n^+ := (\max(x,0))^n \), interpreted as 0 when \( x \leq 0 \) and \( n \geq 0 \).

**Theorem 3.1** (E.g. [54, 29]). For \( n \geq 1 \), \( S_n \) has the distribution function

\[
F_n(x) := \mathbb{P}(S_n \leq x) = \frac{1}{n!} \sum_{j=0}^{n} (-1)^j \binom{n}{j} (x-j)^n_+ \tag{3.2}
\]
and density function
\[ f_n(x) := F_n'(x) = \frac{1}{(n-1)!} \sum_{j=0}^{n} (-1)^j \binom{n}{j} (x-j)^{n-1}. \] (3.3)

It is easy to see that Theorems 1.2 and 2.1 are equivalent to the following relation between the densities \( f_n \) and the Euler–Frobenius numbers. (The case \( \rho = 0 \) is noted in [23]. Moreover, the relation is well-known in the spline setting, see e.g. [78, Theorem 3.2] (for \( \rho = 1 \)) and [92, 93, 81, 82]; see also (for the case \( \rho = 0 \) or 1) [96, 44].)

**Theorem 3.2.** For integers \( n \geq 0 \) and \( k \in \mathbb{Z} \), and \( \rho \in [0,1] \),
\[ f_{n+1}(k + \rho) = A_{n,k,\rho} \frac{n!}{n!}. \] (3.4)
Equivalently, for every real \( x \),
\[ f_{n+1}(x) = A_{n,\lfloor x \rfloor,\{x\}} / n! . \] (3.5)

We first verify that, as claimed above, Theorems 1.2, 2.1 and 3.2 are equivalent; we then prove the three theorems.

**Proof of Theorem 1.2 \iff Theorem 2.1 \iff Theorem 3.2.** By replacing \( \rho \) by \( 1 - \rho \), (1.7) can be written
\[ \mathbb{P}(\lfloor S_n + 1 - \rho \rfloor = k) = \frac{A_{n,k,\rho}}{n!}, \quad \rho \in [0,1], \ k \in \mathbb{Z}. \] (3.6)

In Theorem 2.1, the volume of \( Q^n_s \) equals \( \mathbb{P}(s-1 \leq S_n < s) \). Taking \( s = k + \rho \), we have
\[ k + \rho - 1 \leq S_n < k + \rho \iff k \leq S_n + 1 - \rho < k + 1 \iff \lfloor S_n + 1 - \rho \rfloor = k, \]
and thus Theorem 2.1 is equivalent to (3.6).

Similarly, by (3.1), at least when \( n \geq 1 \),
\[ f_{n+1}(k + \rho) = \mathbb{P}(k + \rho - 1 < S_n \leq k + \rho) = \mathbb{P}(\lfloor S_n + 1 - \rho \rfloor = k), \] (3.7)
so (3.4) is equivalent to (3.6). Hence all three theorem are equivalent to (3.6). (The trivial and partly exceptional case \( n = 0 \) of Theorem 3.2 can be verified directly.)

**Proof of Theorems 1.2, 2.1, 3.2.** It suffices to prove one of the theorems; we chose the version (3.5). We do this by calculating the Laplace transform of both sides, showing that they are equal. (Note that both sides vanish for \( x < 0 \).) This implies that the two sides are equal a.e., and since both sides are continuous on each interval \([k, k+1)\), they are equal for every \( x \). (In the trivial case \( n = 0 \), we exclude \( x = 0,1 \) as said above.) Alternatively, for \( n \geq 1 \), we can see directly that both sides of (3.5) are continuous on \( \mathbb{R} \), using (3.7) for the right-hand side.
The Laplace transform of \( f_{n+1}(x) \) is
\[
\int_0^\infty f_{n+1}(x) e^{-sx} \, dx = E e^{-sS_{n+1}} = (E e^{-sU_1})^{n+1} = \left( \int_0^1 e^{-sx} \, dx \right)^{n+1} = \left( \frac{1 - e^{-s}}{s} \right)^{n+1}.
\]
(3.8)

For \( A_{n,[x],\{x\}} \) we obtain, using (1.3) and (1.1),
\[
\int_0^\infty A_{n,[x],\{x\}} e^{-sx} \, dx = \sum_{k=0}^{\infty} \int_0^1 A_{n,k,\rho} e^{-s(k+\rho)} \, d\rho
\]
\[
= \int_0^1 e^{-s\rho} \sum_{k=0}^{\infty} A_{n,k,\rho} e^{-sk} \, d\rho = \int_0^1 e^{-s\rho} P_{n,\rho}(e^{-s}) \, d\rho
\]
\[
= (1 - e^{-s})^{n+1} \int_0^\infty x^n e^{-sx} \, dx = n! \left( \frac{1 - e^{-s}}{s} \right)^{n+1}.
\]
(3.9)

hence the two Laplace transforms are equal, which completes the proof. \( \Box \)

An alternative proof is by induction in \( n \), using the derivative of (3.1) and (A.21). We leave this to the reader.

**Remark 3.3.** By (3.4), the basic recursion (1.4) is equivalent to the recursion formula
\[
f_{n+1}(x) = \frac{1}{n} (xf_n(x) + (n + 1 - x)f_n(x - 1))
\]
(3.10)
for the density functions \( f_n \). This formula is well-known in spline theory, see \cite{80}, (4.52)–(4.53)]. Conversely, (3.10) implies (3.4), and thus also Theorems 1.2 and 2.1, by induction.

**Remark 3.4.** By (3.1) and (3.3), for \( n \geq 1 \) and \( \rho \in [0,1] \),
\[
A_{n,k,\rho} = \sum_{j=0}^{n+1} (-1)^j \binom{n+1}{j} (k + \rho - j)^n = \sum_{j=0}^{k} (-1)^j \binom{n+1}{j} (k + \rho - j)^n.
\]
(3.11)

This is another well-known formula, at least for the Eulerian case \( \rho = 1 \). It has been used to extend the definition of the Euler–Frobenius numbers to arbitrary real \( n \) by \cite{6} (Eulerian numbers, \( \rho = 1 \)) and \cite{56} (note that \( A(x,n) \) in \cite{56} equals our \( A_{n,[x],\{x\}} \)).

We extend the definition (1.5) of \( E_{n,\rho} \) for \( \rho \in [0,1] \) to arbitrary real \( \rho \) by defining, for any \( \rho \in \mathbb{R} \),
\[
E_{n,\rho} := E_{n,\rho} - \lfloor \rho \rfloor.
\]
(3.12)
As above, we use $E_{n,\rho}$ also to denote the distribution of this random variable. Since $E_{n,0} \overset{d}{=} E_{n,1} + 1$, and we only are interested in the distribution of $E_{n,\rho}$, (3.12) is consistent with our previous definition (1.5) for all $\rho \in [0,1]$. Note, however, that (1.5) holds only for $\rho \in [0,1]$. (See also Remark 1.1.)

This rather trivial extension is sometimes convenient. Theorems 1.2 and 3.2 extend immediately:

**Theorem 3.5.** For any real $\rho$ and $n \geq 1$,

$$E_{n,\rho} \overset{d}{=} \lfloor S_n + 1 - \rho \rfloor$$

and, for any $k \in \mathbb{Z}$,

$$P(E_{n,\rho} = k) = P([S_n + 1 - \rho] = k) = A_{n,k+\lfloor \rho \rfloor \{\rho\}}/n! = f_{n+1}(k + \rho)$$

(3.14)

and

$$P(E_{n,\rho} \leq k) = P([S_n + 1 - \rho] \leq k) = F_n(k + \rho).$$

(3.15)

**Proof.** By (3.12) and Theorem 1.2,

$$E_{n,\rho} := E_{n,\{\rho\}} - \lfloor \rho \rfloor \overset{d}{=} [S_n + 1 - \lfloor \rho \rfloor] - \lfloor \rho \rfloor = [S_n + 1 - \rho],$$

which also implies (3.15). Moreover, by (3.12), (1.5) and (3.5),

$$P(E_{n,\rho} = k) = P(E_{n,\{\rho\}} = k + \lfloor \rho \rfloor) = A_{n,k+\lfloor \rho \rfloor \{\rho\}}/n! = f_{n+1}(k + \rho).$$

□

4. Rounding

Let $\rho \in [0,1]$ and define $\rho$-rounding of real numbers by rounding a number $x$ down (to the nearest integer) if its fractional part $\{x\}$ is less than $\rho$, and up (to the nearest integer) otherwise. We denote $\rho$-rounding by $\lfloor x \rfloor_\rho$, and can state the definition as

$$\lfloor x \rfloor_\rho = n \iff n - 1 + \rho \leq x < n + \rho,$$

(4.1)

or, equivalently,

$$\lfloor x \rfloor_\rho = \lfloor x + 1 - \rho \rfloor.$$ 

(4.2)

In particular, $\lfloor x \rfloor_1 = \lfloor x \rfloor$ (rounding down), $\lfloor x \rfloor_0 = \lceil x \rceil$ (rounding up), except when $x$ is an integer, and $\lfloor x \rfloor_{1/2}$ is standard rounding (except perhaps when $\{x\} = 1/2$).

**Remark 4.1.** As seen from these examples, in the case $\{x\} = \rho$, the definition made above (for definiteness) is not obviously the best choice. Often it is better to leave this case ambiguous, allowing rounding both up and down. However, we will be interested in roundings of continuous random variables, and then this exceptional case has probability 0 and may be ignored.

We define $\lfloor x \rfloor_\rho$ by (4.2) for arbitrary $\rho \in \mathbb{R}$. This will be convenient later, although it is strictly speaking not a “rounding” when $\rho \notin [0,1]$.
Example 4.2. One use of \( \rho \)-rounding is in the study of election methods; more precisely methods for proportional elections using party lists. (In the United States, such methods are used, under different names, for apportionment of the seats in the House of Representatives among the states.) Several important such methods are divisor methods, and most of them can be described as giving a party with \( v \) votes \( \lfloor v/D \rfloor_\rho \) seats, where \( \rho \) is a given number and the divisor \( D \) is chosen such that the total number of seats is a predetermined number (the house size). The main examples are \( \rho = 0 \) (d’Hondt’s method = Jefferson’s method) and \( \rho = 1/2 \) (Sainte-Lagüe’s method = Webster’s method). Some other important proportional election methods are quota methods, which again can be described as giving a party with \( v \) votes \( \lfloor v/D \rfloor_\rho \) seats, where now \( D \) (in this setting called the quota) is given by some formula and \( \rho \) is chosen such that the total number of seats is the house size. The most important example is to take \( D \) as the simple quota (also called Hare quota), i.e., the average number of votes per seat (the method of greatest remainder = Hare’s method = Hamilton’s method). We return to election methods in Sections 7 and 8. See further [50, Appendices A and B] and [2], [53], [70]. (In the study of election methods, usually \( \rho \in [0,1] \), but occasionally other values of \( \rho \) are used, see [50].)

By (4.2), yet another formulation of Theorem 1.2 is the following.

Theorem 4.3. For every \( \rho \in \mathbb{R} \) and \( n \geq 1 \), the random variable \( |S_n|_\rho \) has the Euler–Frobenius distribution \( E_{n,\rho} \). In particular, if \( \rho \in [0,1] \), then
\[
\mathbb{P}(\lfloor S_n \rfloor_\rho = k) = \mathbb{P}(E_{n,\rho} = k) = \frac{A_{n,k,\rho}}{n!}, \quad k \in \mathbb{Z},
\]
and more generally, for any real \( \rho \),
\[
\mathbb{P}(\lfloor S_n \rfloor_\rho = k) = \mathbb{P}(E_{n,\rho} = k) = \frac{A_{n,k+\lfloor \rho \rfloor,\rho}}{n!}, \quad k \in \mathbb{Z}.
\]

Proof. The first claim is immediate from (4.2) and Theorem 3.5. This yields (4.3) by (1.5) and then (4.4) by (3.12).

In other words, defining \( Z_{n,\rho} := |S_n|_\rho \), we have
\[
Z_{n,\rho} := |S_n|_\rho = |S_n + 1 - \rho| \sim E_{n,\rho}.
\]

In particular, when \( \rho \in [0,1] \), \( Z_{n,\rho} \) has the probability generating function (1.6).

Janson [49] studied roundings using the notation, for \( \alpha \in \mathbb{R} \),
\[
X_{\alpha} := |X + \alpha| - \alpha + 1.
\]
Comparing with (4.5), we see that in this notation,
\[
Z_{n,\rho} = (S_n)_{1-\rho} - \rho.
\]
We state a corollary of Theorem 4.3 for standard rounding (i.e., \( \lfloor x \rfloor_{1/2} \)), which again shows the special importance of the cases \( \rho = 0, \frac{1}{2}, 1 \) of the Euler–Frobenius numbers.
Corollary 4.4. Let $\bar{U}_1, \ldots, \bar{U}_n$ be independent random variables uniformly distributed on $[-\frac{1}{2}, \frac{1}{2}]$, and let $\bar{S}_n := \sum_{i=1}^{n} \bar{U}_i$, with $n \geq 1$. Then, $[\bar{S}_n]_{1/2}$ has the distribution $E_{n,(n+1)/2}$, and thus, for $k \in \mathbb{Z}$,

$$P([\bar{S}_n]_{1/2} = k) = \begin{cases} A_{n,k+n/2,1/2}/n!, & n \text{ even;} \\ A_{n,k+(n+1)/2,0}/n! = A_{n,k+(n-1)/2,1/2}/n!, & n \text{ odd.} \end{cases}$$

Proof. We can take $\bar{U}_i := U_i - \frac{1}{2}$, and then, using (4.5),

$$[\bar{S}_n]_{1/2} = [\bar{S}_n + \frac{1}{2}] = [S_n - \frac{n-1}{2}] = [S_n]_{(n+1)/2} = E_{n,(n+1)/2}.$$ The result follows by (4.4). \qed

5. Characteristic function and moments

We use the results in Section 4 to derive further results for the Euler–Frobenius distribution $E_{n,\rho}$. As said in the introduction, we also use $E_{n,\rho}$ to denote a random variable with this distribution. Since $E_{n,\rho} \overset{d}{=} Z_{n,\rho}$ by (4.5), we can just as well consider $Z_{n,\rho} := [S_n]_{\rho}$.

We begin with an expression for the characteristic function and moment generating function of the Euler–Frobenius distribution $E_{n,\rho}$. (Cf. [37, Lemma 2.4] where an equivalent formula is given.) We denote the characteristic function of a random variable $X$ by $\varphi_X$. Note that if $\rho \in [0,1]$ (and the general case can be reduced to this by (3.12)), we have by (1.6)

$$\varphi_{E_{n,\rho}}(t) := \mathbb{E} e^{itE_{n,\rho}} = \frac{P_{n,\rho}(e^{it})}{n!}$$

and, more generally, for all $t \in \mathbb{C}$, the moment generating function

$$\mathbb{E} e^{tE_{n,\rho}} = \frac{P_{n,\rho}(e^t)}{n!}.$$ (5.2)

Theorem 5.1. Let $n \geq 1$ and $\rho \in \mathbb{R}$. The characteristic function of $E_{n,\rho}$ is given by

$$\varphi_{E_{n,\rho}}(t) = i^{-n-1}e^{-i\rho t}(e^{it} - 1)^{n+1} \sum_{k=-\infty}^{\infty} \frac{e^{-2\pi ik\rho}}{(t + 2\pi k)^{n+1}}.$$ (5.3)

Equivalently, the moment generating function is, for all $t \in \mathbb{C}$,

$$\mathbb{E} e^{tE_{n,\rho}} = e^{-\rho t}(e^t - 1)^{n+1} \sum_{k=-\infty}^{\infty} \frac{e^{-2\pi ik\rho}}{(t + 2\pi k)^{n+1}}.$$ (5.4)

(For $t \in 2\pi\mathbb{Z}$ or $t \in 2\pi i\mathbb{Z}$, respectively, the expressions are interpreted by continuity.)

Proof. This can be reduced to the case $\rho \in [0,1]$, and then (5.3) is (5.1) together with a special case of an expansion found by Lerch [55, (4) and (5)] (take $s = -n$ there); nevertheless, we give a probabilistic proof (valid for all $\rho$) using a general formula for rounded stochastic variables in [49].
Since $U_i$ has the characteristic function
\[ \phi_{U_i}(t) := \mathbb{E} e^{itU_i} = \frac{e^{it} - 1}{it}, \quad (5.5) \]
the sum $S_n$ has the characteristic function
\[ \phi_{S_n}(t) = \phi_U(t)^n = \left( \frac{e^{it} - 1}{it} \right)^n. \quad (5.6) \]

The formula in [49, Theorem 2.1] now yields
\[ \mathbb{E} e^{it(S_n + 1 - \rho)} = \sum_{k=-\infty}^{\infty} e^{2\pi i k (1-\rho)} \varphi_U(t + 2\pi k) \varphi_{S_n}(t + 2\pi k) \]
\[ = \sum_{k=-\infty}^{\infty} e^{2\pi i k (1-\rho)} \left( \frac{e^{it} - 1}{it + 2\pi k} \right)^{n+1}, \]
which yields (5.3) by (4.5) and (4.7).

This derivation tacitly assumes that $t$ is real, but the sum in (5.3) converges for every complex $t \in \mathbb{C} \setminus 2\pi \mathbb{Z}$, and defines a meromorphic function with poles in $2\pi \mathbb{Z}$; thus the right-hand side of (5.3) is an entire function of $t \in \mathbb{C}$. So is also the left-hand side, since it is a trigonometric polynomial. Hence (5.3) is valid for all complex $t$, and replacing $t$ by $t/i$, we obtain (5.4).

Moments of arbitrary order can be obtained from the moment generating function by differentiation. For moments of order at most $n$, this leads to simple results.

**Lemma 5.2.** Let $n \geq 1$ and $\rho \in \mathbb{R}$. The random variables $E_{n,\rho} + \rho$ and $S_{n+1}$ have the same moments up to order $n$:
\[ \mathbb{E} (E_{n,\rho} + \rho)^m = \mathbb{E} S_{n+1}^m, \quad 1 \leq m \leq n. \quad (5.7) \]

*Proof.* Since $E_{n,\rho} + \rho \overset{d}{=} Z_{n,\rho} + \rho = (S_n)_{1-\rho}$ by (4.7), this follows by [49, Theorem 2.3], noting that
\[ \tilde{\varphi}(t) := \frac{e^{it} - 1}{it} \varphi_{S_n}(t) = \left( \frac{e^{it} - 1}{it} \right)^{n+1} \quad (5.8) \]
has its $n$ first derivatives 0 at $t = 2\pi n$, $n \in \mathbb{Z} \setminus \{0\}$. (Alternatively and equivalently, this follows from (5.4), noting that the terms with $k \neq 0$ give no contribution to the $m$:th derivative at $t = 0$ for $m \leq n$, since the factor $(e^t - 1)^{n+1}$ vanishes to order $n + 1$ there.)

This leads to the following results, shown by Gawronski and Neuschel [37, Lemmas 4.1 and 4.2] by related but more complicated calculations. (In the classical case $\rho = 1$, the cumulants were given already by David and Barton [18, p. 153].)
Theorem 5.3. For any \( \rho \in \mathbb{R} \),
\[
\mathbb{E} \mathcal{E}_{n,\rho} = \frac{n+1}{2} - \rho, \quad n \geq 1,
\]
and
\[
\text{Var} \mathcal{E}_{n,\rho} = \frac{n+1}{12}, \quad n \geq 2.
\]
More generally, for \( 2 \leq m \leq n \), the \( m \)th cumulant \( \kappa_m(\mathcal{E}_{n,\rho}) \) is independent of \( \rho \), and is given by
\[
\kappa_m(\mathcal{E}_{n,\rho}) = \kappa_m(S_{n+1}) = (n+1) \kappa_m(U) = (n+1) \frac{B_m}{m}, \quad 2 \leq m \leq n,
\]
where \( B_m \) is the \( m \)th Bernoulli number. In particular, \( \kappa_m(\mathcal{E}_{n,\rho}) = 0 \) if \( m \) is odd with \( 3 \leq m \leq n \).

For Bernoulli numbers, see e.g. [39, Section 6.5] and [64, §24.2(i)].

Proof. For the mean we have by Lemma 5.2, for \( n \geq 1 \),
\[
\mathbb{E} \mathcal{E}_{n,\rho} + \rho = \mathbb{E} S_{n+1} = (n+1) \mathbb{E} U = \frac{n+1}{2},
\]
which gives (5.9).

For higher moments, we note that the \( m \)th cumulant \( \kappa_m \) can be expressed as a polynomial in moments of order at most \( m \); hence Lemma 5.2 implies that \( \kappa_m(\mathcal{E}_{n,\rho} + \rho) = \kappa_m(S_{n+1}) \) for \( m \leq n \). Moreover, for any random variable (with \( \mathbb{E} |X|^m < \infty \)) and any real number \( a \), \( \kappa_m(X + a) = \kappa_m(X) \), since \( \kappa_m(X + a) \) is the \( m \)th derivative at 0 of \( \log \mathbb{E} e^{t(X+a)} = at + \log \mathbb{E} e^{tX} \).

Hence,
\[
\kappa_m(\mathcal{E}_{n,\rho}) = \kappa_m(\mathcal{E}_{n,\rho} + \rho) = \kappa_m(S_{n+1}), \quad 2 \leq m \leq n.
\]
Furthermore, since \( S_{n+1} \) is the sum of the \( n+1 \) i.i.d. random variables \( U_i \), \( i \leq n+1 \), \( \kappa_m(S_{n+1}) = (n+1) \kappa_m(U) \). Finally, the cumulants of the uniform distribution are given by \( \kappa_m(U) = B_m/m \) for \( m \geq 2 \); this, as is well-known, is shown by a simple calculation: (for \( |t| < 2\pi \); see [64, §24.2.1] for the last step)
\[
\sum_{m=0}^{\infty} m \kappa_m(U) \frac{t^m}{m!} = t \frac{d}{dt} \sum_{m=0}^{\infty} \kappa_m(U) \frac{t^m}{m!} = t \frac{d}{dt} \log \mathbb{E} e^{tU} = t \frac{d}{dt} \log \frac{e^t - 1}{t} = \frac{t}{e^t - 1} - 1 = \frac{t}{e^t - 1} + t - 1 = \sum_{m=0}^{\infty} B_m \frac{t^m}{m!} + t - 1.
\]

Combining these facts gives (5.11). The special case \( m = 2 \) yields (5.10), since \( \kappa_2 \) is the variance and \( B_2 = 1/6 \).

We note also that Theorem 3.2 and Fourier inversion for the distribution of \( S_{n+1} \) yield the following integral formula. (This is well-known in the settings of \( S_n \), and also for splines, see e.g. [77, Theorem 3].) The case \( \rho = 0 \) is given by [63], see also [96]. (This integral formula is used in [63] to define
an extension $A(n, x)$ of Eulerian numbers to real $x$, which by (5.14) equals the Euler–Frobenius number $A_{n,\lfloor x\rfloor}(x)$. The formula is further extended to real $n$ in (56); see also Remark 3.4). The special cases (5.15)–(5.16) are given by [37].

**Theorem 5.4.** If $n \geq 1$, $k \in \mathbb{Z}$ and $\rho \in [0, 1]$, then

$$A_{n,k,\rho} = \frac{n!}{\pi} \int_{-\infty}^{\infty} e^{it(2k+2\rho-n-1)} \left(\frac{\sin t}{t}\right)^{n+1} dt$$

$$= \frac{n!}{\pi} \int_{0}^{\infty} \cos(t(2k + 2\rho - n - 1)) \left(\frac{\sin t}{t}\right)^{n+1} dt. \quad (5.14)$$

In particular, for $k \geq 1$,

$$A_{2k-1,k,0} = (2k - 1)! \int_{0}^{\infty} \left(\frac{\sin t}{t}\right)^{2k} dt, \quad (5.15)$$

$$A_{2k,k,1/2} = (2k)! \int_{0}^{\infty} \left(\frac{\sin t}{t}\right)^{2k+1} dt. \quad (5.16)$$

**Proof.** By Theorem 3.2, Fourier inversion using (5.6), and finally replacing $t$ by $2t$,

$$A_{n,k,\rho} = \frac{f_{n+1}(k + \rho)}{n!} = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-it(k+\rho)} \varphi_{n+1}(t) dt$$

$$= \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-it(k+\rho)} \left(\frac{e^{it} - 1}{it}\right)^{n+1} dt$$

$$= \frac{1}{\pi} \int_{-\infty}^{\infty} e^{it(n+1-2k-2\rho)} \left(\frac{\sin t}{t}\right)^{n+1} dt$$

and the result follows by replacing $t$ by $-t$, noting that $\sin t/t$ is an even function. \qed

6. ASYMPTOTIC NORMALITY AND LARGE DEVIATIONS

It is well-known that the Eulerian distribution $\mathcal{E}_{n,0}$ or $\mathcal{E}_{n,1}$ is asymptotically normal, and that furthermore a local limit theorem holds, i.e., the Eulerian numbers $A_{n,k,1} = A_{n,k+1,0}$ can be approximated by a Gaussian function for large $n$. This has been proved by various authors using several different methods, see below; most of the methods generalize to $\mathcal{E}_{n,\rho}$ and $A_{n,k,\rho}$ for arbitrary $\rho \in [0, 1]$. The basic central limit theorem for $\mathcal{E}_{n,\rho}$ can be stated as follows. (Recall that the mean and variance are given by Theorem 5.3)

**Theorem 6.1.** $\mathcal{E}_{n,\rho}$ is asymptotically normal as $n \to \infty$, for any real $\rho$, i.e.,

$$\frac{\mathcal{E}_{n,\rho} - \mathbb{E}\mathcal{E}_{n,\rho}}{(\text{Var}\mathcal{E}_{n,\rho})^{1/2}} \xrightarrow{d} N(0, 1) \quad (6.1)$$

or, more explicitly and simplified,

$$\frac{\mathcal{E}_{n,\rho} - n/2}{n^{1/2}} \xrightarrow{d} N\left(0, \frac{1}{12}\right). \quad (6.2)$$
Proof. Immediate by (4.5) and the central limit theorem for \( S_n = \sum_{i=1}^{n} U_i \). Alternatively, the theorem follows by the method of moments from the formula (5.11) for the cumulants in Theorem 5.3, which implies that the normalized cumulants \( \kappa_m(\mathcal{E}_{n,\rho}/(\text{Var} \mathcal{E}_{n,\rho})^{1/2}) \) converge to 0 for any \( m \geq 3 \). Several other proofs are described below. \( \square \)

One refined version is the following local limit theorem with an asymptotic expansion proved by Gawronski and Neuschel [37]; we let as in (5.11) \( B_m \) denote the Bernoulli numbers and let \( H_m(x) \) denote the Hermite polynomials, defined e.g. by

\[
H_m(x) := (-1)^m e^{x^2/2} \frac{d^m}{dx^m} e^{-x^2/2},
\]

see [66, p. 137]. (These are the orthogonal polynomials for the standard normal distribution, see e.g. [48].)

**Theorem 6.2** (Gawronski and Neuschel [37]). There exist polynomials \( q_\nu \), \( \nu \geq 1 \), such that, for any \( \ell \geq 0 \), as \( n \to \infty \), uniformly for all \( k \in \mathbb{Z} \) and \( \rho \in [0,1] \),

\[
A_{n,k,\rho} = \sqrt{\frac{6}{\pi(n+1)}} \frac{n!}{\sqrt{2\pi(n+1)^{1/2}}} \left(1 + \sum_{\nu=1}^{\ell} \frac{q_\nu(x)}{(n+1)^\nu}\right) + O\left(n^{-\ell-3/2}\right),
\]

where

\[
x = (k + \rho - \frac{n+1}{2}) \sqrt{\frac{12}{n+1}}.
\]

Explicitly,

\[
q_\nu(x) = 12^\nu \sum H_{2\nu+2s}(x) s! \prod_{m=1}^{\nu} \frac{1}{k_m!} \left(\frac{B_{2m+2}}{(m+1)(2m+2)!}\right)^{k_m},
\]

summing over all non-negative integers \( (k_1, \ldots, k_\nu) \) with \( k_1 + 2k_2 + \cdots + \nu k_\nu = \nu \) and letting \( s = k_1 + \cdots + k_\nu \).

The polynomial \( q_\nu(x) \) has degree \( 4\nu \). The first two are:

\[
q_1 = -\frac{1}{20} H_4(x) = -\frac{x^4 - 6x^2 + 3}{20},
\]

\[
q_2 = \frac{1}{800} H_8(x) + \frac{1}{105} H_6(x) = \frac{21x^8 - 428x^6 + 2010x^4 - 1620x^2 - 195}{16800}.
\]

**Remark 6.3.** We state Theorem 6.2 using an expansion in negative powers of \( n+1 \). Of course, it is possible to use powers of \( n \) instead, but then the polynomials \( q_i(x) \) will be modified.

Before giving a proof of Theorem 6.2, we give some history and discuss various methods. The perhaps first proof of asymptotic normality for Eulerian numbers (i.e., Theorem 5.1 in the classical case \( \rho = 1 \)) was given by
David and Barton [18], using the generating function (A.11) below to calculate cumulants. Bender [3, Example 3.5] used (for the equivalent case \( \rho = 0 \)) instead a singularity analysis of the generating function (A.11) to obtain this and further results; see also Flajolet and Sedgewick [30, Example IX.12, p. 658].

The representation (A.23) of \( E_{n,\rho} \) as a sum of independent (but not identically distributed) Bernoulli variables was used by Carlitz et al. [11] to show asymptotic normality (global and local central limit theorems and a Berry–Esseen estimate) for Eulerian numbers (i.e. for \( \rho = 0 \)). Siraždinov [85] gave (also for \( \rho = 0 \)) a local limit theorem including the second order term (\( \nu = 1 \)) in Theorem 6.2. (We have not been able to obtain the original reference, but we believe he used this representation.) More recently, Gawronski and Neuschel [37] have used this method for a general \( \rho \in [0,1] \) to show a global central limit theorem and the refined local limit theorem Theorem 6.2 above.

Furthermore, (A.23) was also used (for \( \rho = 0 \)) by Bender [3] to obtain a local limit theorem from the global central limit theorem (proved by him by other methods, as said above).

Tanny [91] showed global and local central limit theorems (for \( \rho = 0 \)) using the representation \( E_{n,0} \overset{d}{=} \lfloor S_n \rfloor + 1 \), see our Theorems 1.2 and 3.5 together with the standard central limit theorem for \( S_n \); see also Sachkov [75, Section 1.3.2]. This too extends to arbitrary \( \rho \).

Esseen [23] used instead (still for \( \rho = 0 \)) the relation given here as (3.4) with the density function of \( S_{n+1} \), together with the standard local limit theorem for \( S_n \). This too extends to arbitrary \( \rho \), and is perhaps the simplest method to obtain local limit theorems. Moreover, as noted by [23], it easily yields an asymptotic expansion with arbitrary many terms as in Theorem 6.2 (For \( \rho = 0 \), [23] gave the second term explicitly; as mentioned above, this term was also given by Siraždinov [85].) Furthermore, the first three terms (\( \nu \leq 2 \)) in Theorem 6.2 were given (for arbitrary \( \rho \)) by Nicolas [63], using essentially the same method, but stated in analytic formulation rather than probabilistic. (See also, for the case \( \rho = 0 \), [100].)

Esseen [23] also pointed out that \( E_{n,1} = E_{n,0} - 1 \), regarded as the number of descents in a random permutation, can be represented as

\[
E_{n,1} \overset{d}{=} \sum_{i=1}^{n-1} 1\{U_i > U_{i+1}\},
\]

where \( U_1, U_2, \ldots \) are i.i.d. with the distribution \( U(0,1) \); the global central limit theorem thus follows immediately from the standard central limit theorem for \( m \)-dependent sequences. (However, we do not know any similar representation for the case \( \rho \in (0,1) \).)

**Proof of Theorem 6.2.** We use the method of [23], and note that the theorem follows immediately from (3.4) and the local limit theorem for \( f_n(x) \), see e.g. [66, Theorem VII.15 and (VI.1.14)], using \( \kappa_m(U_i) = B_m/m \) for \( m \geq 2 \) and
noting that $B_m = 0$ for odd $m \geq 3$. (As said above, the proof in \cite{37} is somewhat different, although it also uses \cite{66}.)

\begin{remark}
By using \cite[Theorem VII.17]{66} in the proof of Theorem \ref{thm:6.2} (and taking as many terms as needed), the error term in \eqref{eq:6.4} is improved to $O \left( \left( 1 + |x|^K \right)^{-1} n^{-\ell - 3/2} \right)$, for any fixed $K > 0$. This is, however, a superficial improvement, since this is trivial for $k + \rho \not\in [0, n + 1]$ (when $A_{n,k,\rho} = 0$), and otherwise easily follows from \eqref{eq:6.4} by increasing $\ell$.

Although Theorem \ref{thm:6.2} holds uniformly for all $k$, it is of interest mainly when $k = n/2 + O(\sqrt{n \log n})$, when $x = O(\sqrt{n \log n})$, since for $|k - n/2|$ larger, the main term in \eqref{eq:6.4} is smaller than the error term. (This holds also for the improved version in Remark \ref{rem:6.4}.) However, we can also easily obtain asymptotic estimates for other $k$ by the same method, now using \eqref{eq:3.4} and large deviation estimates for the density $f_{n+1}(x)$, which are obtained by standard arguments. (The saddle point method, which in this context is essentially the same as using Cramér’s \cite{16} method of conjugate distributions. See e.g. \cite[Chapter 2]{11} or \cite[Chapter 27]{51} for more general large deviation theory, and \cite{30} for the saddle point method.) In the classical case $\rho = 0$, this was done by Esseen \cite{23} (for $1 \leq k \leq n$), improving an earlier result by Bender \cite{3} ($\varepsilon n \leq k \leq (1 - \varepsilon) n$ for any $\varepsilon > 0$) who used a related argument using the generating function \eqref{eq:A.11}. The result extends immediately to any $\rho$ as follows.

Let $\psi(t)$ be the moment generating function of $U \sim U(0,1)$, i.e.,

$$\psi(t) = \frac{e^t - 1}{t}, \quad (6.10)$$

and let for $a \in (0,1)$

$$m(a) := \min_{-\infty < t < \infty} e^{-at} \psi(t). \quad (6.11)$$

Since $\log \psi(t)$ is convex (a general property of moment generating functions, and easily verified directly in this case), and the derivative $(\log \psi)'$ increases from 0 to 1, the minimum is attained at a unique $t(a) \in (-\infty, \infty)$ for each $a \in (0,1)$, which is the solution to the equation

$$a = (\log \psi)'(t) = \frac{e^t}{e^t - 1} - \frac{1}{t} = \frac{1}{1 - e^{-t}} - \frac{1}{t}. \quad (6.12)$$

Set

$$\sigma^2(a) := (\log \psi)''(t(a)) = \frac{1}{t(a)^2} - \frac{1}{(e^{t(a)} - 1)^2} = \frac{1}{t(a)^2} - \frac{1}{\sinh^2 t(a)}, \quad (6.13)$$

interpreted (by continuity) as $(\log \psi)''(0) = 1/12$ when $a = 1/2$ and thus $t(a) = 0$.

\begin{theorem}
Assume $\rho \in [0,1]$ and $0 < k + \rho < n + 1$. Then

$$\frac{A_{n,k,\rho}}{n!} = \frac{(m(a))^{n+1}}{\sqrt{2\pi(n+1)\sigma^2(a)}} \left( 1 + O(n^{-1}) \right), \quad (6.14)$$

\end{theorem}
where \( a := (k + \rho)/(n+1) \), uniformly in all \( k \) and \( \rho \) such that \( 0 < k + \rho < n+1 \).

**Proof.** We follow Esseen [23] with some additions. By (3.4) (and replacing \( n \) by \( n - 1 \)), the statement is equivalent to the estimate

\[
f_n(x) = \frac{(m(a))^n}{\sqrt{2\pi n \sigma^2(a)}} \left( 1 + O(n^{-1}) \right),
\]

(6.15)

where \( a = x/n \), uniformly for \( x \in (0, n) \). To see this, we use Fourier inversion (assuming \( n \geq 2 \)), noting that the characteristic function of \( S_n \) is \( \psi(it) \), and shift the line of integration to the saddle point \( t(a): \)

\[
f_n(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-ixt} \psi(it)^n \, dt = \frac{1}{2\pi} \int_{-\infty}^{\infty} (e^{-ax} \psi(z))^n \, dz
\]

\[
= \frac{1}{2\pi} \int_{t(a) - \infty}^{t(a) + \infty} (e^{-ax} \psi(z))^n \, dz = \frac{1}{2\pi} \int_{-\infty}^{\infty} g(t(a) + iu)^n \, du,
\]

(6.16)

where \( g(z) := e^{-az} \psi(z) \). (Thus \( g(t(a)) = m(a) \)).

If we assume \( x \in [1, n - 1] \) and thus \( a \in [1/n, 1 - 1/n] \), then \( t(a) = O(n) \) by (6.12). Routine estimates (and the change of variable \( u = s/\sqrt{n} \)) show that then the integral over \( |u| \leq n^{-49} \) yields the right-hand side of (6.15), uniformly in \( x \), while the remaining integral is smaller by a factor \( O(n^{-100}) \) (for example). We omit the details.

If \( 0 < x < 1 \), so \( 0 < a < 1/n \), then \( f_n(x) = x^{n-1}/(n-1)! \), while (6.12) and (6.11) yield \( t(a) = -a^{-1} + O(a^{-2}e^{-1/a}) = -n/x + O(e^{-n/2x}) \) and

\[
m(a) = e^{-at(a)} \psi(t(a)) = ae^{-1} \left( 1 + O(e^{-n/2}) \right);
\]

(6.17)

then (6.14) is easily verified directly, using Stirling’s formula. The case \( n - 1 < x < n \) is symmetric. We again omit the details.

As remarked by Esseen [23], it is possible to obtain an expansion with further terms in (6.14) by the same method.

The saddle point method is standard in problems of this type. However, it is perhaps surprising that it can be used with a uniform relative error bound for all \( t(a) \in (-\infty, \infty) \).

### 7. More on rounding

Let \( p_1, \ldots, p_n \) be given probabilities (or proportions) with \( \sum_{i=1}^{n} p_i = 1 \) and let \( N \) be a (large) integer. Suppose that we want to round \( Np_i \) to integers, by standard rounding or, more generally, by \( \rho \)-rounding for some given \( \rho \in \mathbb{R} \). It is often desirable that the sum of the results is exactly \( N \), but this is, of course, not always the case. We thus consider the discrepancy

\[
\Delta_\rho := \sum_{i=1}^{n} \lfloor Np_i \rfloor \rho - N.
\]

(7.1)
More generally, we may round \((N + \gamma)p_i\) for some fixed \(\gamma \in \mathbb{R}\) and we define the discrepancy
\[
\Delta_{\rho,\gamma} := \sum_{i=1}^{n} \left\lfloor (N + \gamma)p_i \right\rfloor \rho - N. \tag{7.2}
\]

**Example 7.1.** If a statistical table is presented as percentages, with all percentages rounded to integers, we have this situation with \(N = 100\); the percentages do not necessarily add up to 100, and the error is given by \(\Delta_{1/2}\). Rounding to other accuracies correspond to other values of \(N\). This has been studied by several authors, see Mosteller, Youtz and Zahn \[62\] and Diaconis and Freedman \[20\].

**Example 7.2.** The general idea of a proportional election method is that a given number \(N\) of seats are to be distributed among \(n\) parties which have obtained \(v_1, \ldots, v_n\) votes. With \(p_i := v_i / \sum_{j=1}^{n} v_j\), the proportion of votes for party \(i\), the party should ideally get \(Np_i\) seats, but the number of seats has to be an integer so some kind of rounding procedure is needed. (See Example 4.2 and the reference given there for some important methods used in practice.)

A simple attempt would be to round \(Np_i\) to the nearest integer and give \(\lfloor Np_i \rfloor_{1/2}\) seats to party \(i\). More generally, we might fix some \(\rho \in [0, 1]\) and give the party \(\lfloor Np_i \rfloor_{\rho}\) seats. Of course, this is not a workable election method since the sum in general is not exactly equal to \(N\), and the error is given by \(\Delta_{\rho}\). (In principle the method could be used for elections if one accepts a varying size of the elected house, but I don’t know any examples of it being used.) Nevertheless, this can be seen as the first step in an algorithm implementing divisor methods, see Happacher and Pukelsheim \[41\] and Pukelsheim \[70\]. In this context it is also useful to consider the more general \(\lfloor (N + \gamma)p_i \rfloor_{\rho}\) for some given \(\gamma \in \mathbb{R}\), see again \[41\] and \[70\]; then the error is given by \(\Delta_{\rho,\gamma}\).

**Example 7.3.** Roundings of \((N + \gamma)p_i\) and thus \(\Delta_{\rho,\gamma}\) occur also in the study of quota methods of elections, for example *Droop’s method* where we take \(\gamma = 1\) and adjust \(\rho\) to obtain the sum \(N\), see \[50, Appendix B\].

If we assume that the proportions \(p_i\) are random, it is thus of interest to find the distribution of the discrepancy \(\Delta_{\rho,\gamma}\) and in particular of \(\Delta_{\rho,0} = \Delta_{\rho}\). We consider the asymptotic distribution of \(\Delta_{\rho,\gamma}\) as \(N \to \infty\).

The simplest assumption is that \((p_1, \ldots, p_n)\) is uniformly distributed over the \(n-1\)-dimensional unit simplex \(\{(p_i)^n \in \mathbb{R}_+^n : \sum_i p_i = 1\}\), but it turns out (by Weyl’s lemma, see e.g. \[50, Lemma 4.1 and Lemma C.1\]) that the asymptotic distribution is the same for any absolutely continuous distribution of \((p_i)^n\), and we state our results for this setting.

**Remark 7.4.** Alternatively, it is also possible to consider a fixed \((p_i)^n\) (for almost all choices) and let \(N\) be random as in \[50, Section 1\] (with \(N \overset{\mathrm{P}}{\to} \infty\).
The same asymptotic results are obtained in this case too, but we leave the details to the reader.

In the standard case \( \rho = 1/2 \) and \( \gamma = 0 \), the asymptotic distribution of the discrepancy \( \Delta_{1/2} \) was found by Diaconis and Freedman [20], assuming (as we do here) that \( (p_i)_1^n \) have an absolutely continuous distribution on the unit simplex. (The cases \( n = 3, 4 \), with uniformly distributed probabilities \( (p_i)_1^n \), were earlier treated by Mosteller, Youtz and Zahn [62].) This was extended to \( \Delta_\rho \) with arbitrary \( \rho \) (still with \( \gamma = 0 \)) by Balinski and Rachev [1]. Happacher and Pukelsheim [41; 42] considered general \( \rho \) and \( \gamma \) (assuming uniformly distributed \( (p_i)_1^n \)) and found asymptotics of the mean and variance of \( \Delta_{\rho,\gamma} \) [41] and (at least in the case \( \gamma = n(\rho - \frac{1}{2}) \)) the asymptotic distribution [42]. The exact distribution of \( \Delta_{\rho,\gamma} \) for a finite \( N \) (assuming uniform \( (p_i)_1^n \)) was given by Happacher [40, Sections 2 and 3]. Furthermore, asymptotic results for the probability \( P(\Delta_{\rho,\gamma} = 0) \) of no discrepancy have also been given (assuming uniform \( (p_i)_1^n \)) by Kopfermann [53, p. 185] (\( \rho = 1/2, \gamma = 0 \)), and Gawronski and Neuschel [37] (\( \rho = 1/2, \gamma = 0 \)); the latter paper moreover gives the connection to Euler–Frobenius numbers. (The other papers referred to here state the results using \( S_{n-1} \) or the density function \( f_n \) of \( S_n \), or the explicit sum in (3.3) for the latter.)

We state and extend these asymptotic results for \( \Delta_{\rho,\gamma} \) as follows. Equivalent reformulations of (7.3)–(7.4) (including the versions in the references above) can be given using (3.14), see also (7.9) below.

**Theorem 7.5.** Suppose that \( (p_1, \ldots, p_n) \) are random with an absolutely continuous distribution on the \( n-1 \)-dimensional unit simplex. Then, as \( N \to \infty \), for any fixed real \( \rho \) and \( \gamma \), \( n \geq 2 \) and \( k \in \mathbb{Z} \),

\[
\Delta_{\rho,\gamma} \overset{d}{\to} \mathcal{E}_{n-1, n\rho - \gamma}.
\]  

(7.3)

In other words,

\[
P(\Delta_{\rho,\gamma} = k) \to \frac{A_{n-1,k+\lfloor n\rho - \gamma \rfloor,\lfloor n\rho + \gamma \rfloor}}{(n-1)!}.
\]  

(7.4)

Furthermore,

\[
\mathbb{E} \Delta_{\rho,\gamma} \to \mathbb{E} \mathcal{E}_{n-1, n\rho - \gamma} = n\left(\frac{1}{2} - \rho\right) + \gamma
\]  

(7.5)

and if \( n \geq 3 \),

\[
\text{Var} \Delta_{\rho,\gamma} \to \text{Var} \mathcal{E}_{n-1, n\rho - \gamma} = \frac{n}{12}.
\]  

(7.6)
Proof. Let $X_i := (N + \gamma)p_i + 1 - \rho$ and $Y_i := \{X_i\}$. Thus, by the definition (4.2), $[(N + \gamma)p_i]_\rho = [X_i]$ and hence by (7.2),

$$\Delta_{\rho,\gamma} = \sum_{i=1}^n [X_i] - N = \sum_{i=1}^n (X_i - Y_i) - N$$

$$= N + \gamma + n(1 - \rho) - \sum_{i=1}^n Y_i - N$$

$$= \gamma + n(1 - \rho) - \sum_{i=1}^n Y_i. \quad (7.7)$$

Since this is an integer, and $Y_n \in [0, 1)$, it follows that

$$\Delta_{\rho,\gamma} = \left\lfloor \gamma + n(1 - \rho) - \sum_{i=1}^{n-1} Y_i \right\rfloor. \quad (7.8)$$

As $N \to \infty$, the fractional parts $\{Np_i\}_{i=1}^{n-1}$ converge jointly in distribution to the independent uniform random variables $(U_i)_{i=1}^{n-1}$, see [50, Lemma C.1], and since $Y_i = \{Np_i\} + \gamma p_i + 1 - \rho$, the same holds for $(Y_i)_{i=1}^{n-1}$. Thus (7.8) implies, using $1 - U_i \overset{d}{=} U_i$,

$$\Delta_{\rho,\gamma} \overset{d}{\to} \left[\gamma + n(1 - \rho) - \sum_{i=1}^{n-1} U_i\right] \overset{d}{=} \gamma + 1 - n\rho + \sum_{i=1}^{n-1} U_i$$

$$= [\gamma + 1 - n\rho + S_{n-1}] = [S_{n-1}]_{n\rho - \gamma}. \quad (7.9)$$

Since $[S_{n-1}]_{n\rho - \gamma} \overset{d}{=} \mathcal{E}_{n-1,n\rho - \gamma}$ by Theorem 4.3, this proves (7.3); furthermore, Theorem 4.3 yields also (7.4). Since $\Delta_{\rho,\gamma}$ is uniformly bounded by (7.7), (7.3) implies moment convergence and thus (7.5)–(7.6) follow by Theorem 5.3. \qed

Remark 7.6. In the case of uniformly distributed probabilities $(p_i)_{i=1}^n$, Happacher and Pukelsheim [41] have given a more precise form of the moment asymptotics (7.5)–(7.6) with explicit higher order terms.

Example 7.7. We see from (7.5) that the choice $\gamma = n(\rho - \frac{1}{2})$ yields $\mathbb{E} \Delta_{\rho,\gamma} \to 0$, so the discrepancy is asymptotically unbiased. This was shown by Happacher and Pukelsheim [41], who therefore recommend this choice of $\gamma$ when the aim is to try to avoid a discrepancy; see also [42].

For standard rounding, $\rho = 1/2$ and $\gamma = 0$, Theorem 7.5 yields the result of Diaconis and Freedman [20], which we state as a corollary.

Corollary 7.8. With assumptions as in Theorem 7.5,

$$\Delta_{1/2} \overset{d}{\to} \mathcal{E}_{n-1,n/2}. \quad (7.10)$$

In other words,

$$\mathbb{P}(\Delta_{1/2} = k) \to \frac{A_{n-1,k+[n/2],[n/2]}}{(n-1)!}. \quad (7.11)$$
Using the notation of Corollary 4.4, the result can also be written

\[ \Delta_{1/2} \xrightarrow{d} [\tilde{S}_{n-1}]_{1/2}. \]  

(7.12)

Proof. Theorem 7.5 yields (7.10)–(7.11), and (7.12) then follows by Corollary 4.4. \( \square \)

The asymptotic distribution in Corollary 7.8 can also be described as \( E_{n-1,0} \) when \( n \) is even and \( E_{n-1,1/2} \) when \( n \) is odd, in both cases centred by subtracting the mean \( \lfloor n/2 \rfloor \). Note that in this case the asymptotic distribution is symmetric, e.g. by (A.10).

Example 7.9. Taking \( k = 0 \) in Corollary 7.8 we obtain the asymptotic probability that standard rounding yields the correct sum:

\[ P(\Delta_{1/2} = 0) \to A_{n-1,\lfloor n/2 \rfloor,\lfloor n/2 \rfloor}/(n-1)!. \]  

(7.13)

The limit is precisely the value for \( P([\tilde{S}_{n-1}]_{1/2} = 0) \) given by Corollary 4.4.

Remark 7.10. Even if \( (p_1,\ldots,p_n) \) is uniformly distributed, the result in Theorem 7.5 is in general only asymptotic and not exact for finite \( N \) because of edge effects. For a simple example, if \( \rho = 1/2 \) and \( N = 1 \), then \( P(\Delta_{1/2} = 0) = P(\sum_1^n [p_i]_{1/2} = 1) = n P(p_1 > 1/2) = n 2^{1-n} \), which differs from the asymptotical value in (7.13) for \( n \geq 4 \). (It is much smaller for large \( n \), since it decreases exponentially in \( n \).) See [40] for an exact formula for finite \( N \).

8. Example: The method of greatest remainder

By (3.15), (3.12) and (1.5), the distribution function \( F_n \) of \( S_n \) can be expressed using the Euler–Frobenius distribution or using Euler–Frobenius numbers. As another example involving election methods, consider again an election as in Example 7.2 with \( N \) seats distributed among \( n \geq 3 \) parties having proportions \( p_1,\ldots,p_n \) of the votes. Let \( s_1,\ldots,s_n \) be the number of seats assigned to the parties by the method of greatest remainder (Hare’s method; Hamilton’s method), see Example 4.2 and consider the bias \( \Delta'_1 := s_1 - N p_1 \) for party 1. Let again \( (p_1,\ldots,p_n) \) be random as in Theorem 7.5 and let \( N \to \infty \); or let \( (p_1,\ldots,p_n) \) be fixed and \( N \) random, with conditions as in [50]. It is shown in [50, Theorems 3.13 and 6.1] that then

\[ \Delta'_1 \xrightarrow{d} \hat{\Delta} := \hat{U}_0 + \frac{1}{n} \sum_{i=1}^{n-2} \hat{U}_i = \tilde{U}_0 + \frac{1}{n} \tilde{S}_{n-2}, \]  

(8.1)

where \( \hat{U}_i := U_i - \frac{1}{2} \) are independent and uniform on \([ -\frac{1}{2}, \frac{1}{2} ] \).
The limit distribution in (8.1) has density function, using (3.15) and (3.12),
\[
f_{\Delta}(x) = \mathbb{P}\left(\frac{1}{n} \tilde{S}_{n-2} \in (x - \frac{1}{2}, x + \frac{1}{2})\right)
\]
\[
= \mathbb{P}(\tilde{S}_{n-2} \in (nx - n/2, nx + n/2))
\]
\[
= \mathbb{P}(S_{n-2} \in (nx - 1, nx + n - 1))
\]
\[
= F_{n-2}(nx + n - 1) - F_{n-2}(nx - 1)
\]
\[
= \mathbb{P}(0 \leq \mathcal{E}_{n-2,nx} \leq n - 1)
\]
\[
= \mathbb{P}(\lfloor nx \rfloor \leq \mathcal{E}_{n-2,nx} < \lfloor nx \rfloor + n).
\]
This can also by (1.5) be expressed in the Euler–Frobenius numbers:
\[
f_{\Delta}(x) = \frac{1}{(n-2)!} \sum_{j=0}^{n-1} A_{n-2,\lfloor nx \rfloor + j,\{nx\}}.
\]
By (8.1), \(|\Delta| \leq 1 - 1/n < 1\); in particular, \(f_{\Delta}(x) = 0\) for \(x \notin (-1,1)\), as also can be seen from (8.2) or (8.3). Note also that, for every \(x\),
\[
\sum_{i=-\infty}^{\infty} f_{\Delta}(x+i) = \sum_{i=-\infty}^{\infty} \mathbb{P}(\lfloor nx \rfloor + ni \leq \mathcal{E}_{n-2,\{nx\}} < \lfloor nx \rfloor + ni + n) = 1.
\]
(This means that \(\{\Delta\}\) is uniformly distributed on \([0,1]\), which also easily is seen directly from (8.1).) It follows that, for all \(x \in [0,1]\) and \(k \in \mathbb{Z}\),
\[
\mathbb{P}(\lfloor \Delta \rfloor = k \mid \{\Delta\} = x) = \frac{\sum_{i=-\infty}^{\infty} f_{\Delta}(x+i)}{\sum_{i=-\infty}^{\infty} f_{\Delta}(x+i)} = f_{\Delta}(k + x).
\]
Of course, the fractional part
\[
\{\Delta'\} = \{-Np_1\} = 1 - \{Np_1\}
\]
(unless \(Np_1\) is an integer). Thus, for \(x \in [0,1]\) and a small \(dx > 0\), with \(y := 1 - x\),
\[
\{\Delta'\} \in (x, x + dx) \iff \{Np_1\} \in (y - dx, y).
\]
Conditioned on this event, for \(k \in \mathbb{Z}\),
\[
\mathbb{P}(\lfloor \Delta' \rfloor = k \mid \{\Delta'\} \in (x, x + dx)) = \frac{\mathbb{P}(\lfloor \Delta' \rfloor \in (x, x + dx))}{\mathbb{P}(\{\Delta'\} \in (x, x + dx))}
\]
\[
\to \frac{\mathbb{P}(\hat{\Delta} \in (k + x, k + x + dx))}{\mathbb{P}(\{\Delta\} \in (x, x + dx))}
\]
where the right-hand side as \(dx \to 0\) converges to, see (8.5),
\[
\mathbb{P}(\hat{\Delta} = k + x \mid \{\Delta\} = x) = f_{\Delta}(k + x).
\]
This leads to the following result.
Theorem 8.1. Let \( p_1 \in (0, 1) \) be fixed and suppose that \( (p_2, \ldots, p_n) \) have an absolutely continuous distribution in the simplex \( \{(p_i)^n \in \mathbb{R}_{+}^{n-1} : \sum_{i=2}^{n} p_i = 1 - p_1\} \), where \( n \geq 3 \). Then, for the method of greatest remainder, as \( N \to \infty \),

\[
P(\Delta'_1 = k - \{Np_1\}) = f_\Delta(k - \{Np_1\}) + o(1) \tag{8.9}
\]

with \( f_\Delta \) given by (8.2)–(8.3), for every \( k \in \mathbb{Z} \). Thus,

\[
P(\Delta'_1 = \{Np_1\}) = P(\{E_{n-2,\{Np_1\}} \leq n - \lfloor Np_1 \rfloor\}) + o(1),
\]

\[
P(\Delta'_1 = 1 - \{Np_1\}) = P(\{E_{n-2,\{Np_1\}} > n - \lfloor Np_1 \rfloor\}) + o(1).
\]

The result (8.9) is trivial unless \( k \in \{0, 1\} \), since the probability is 0 otherwise.

Proof. Let \( X_i := Np_i \). Now \( X_1 \) is deterministic, but the fractional parts \( \{X_i\} = \{X_i \} \) converge to independent uniform random variables \( \{U_i\} \) as in Section 7. The seat bias \( \Delta'_1 \) depends only on the fractional parts \( \{X_i\} \), and it is an a.e. continuous function \( h(\{X_1\}, \ldots, \{X_n\}) \) of them, and it follows that for any subsequence of \( N \) with \( \{X_1\} = \{Np_1\} \to y \in [0, 1] \),

\[
\Delta'_1 \overset{d}{\to} Y(y) := h(y, U_2, \ldots, U_{n-1}, \{y - U_2 - \cdots - U_{n-1}\}). \tag{8.10}
\]

Moreover, the distribution of \( Y(y) \) depends continuously on \( y \in [0, 1] \), with \( Y(0) = Y(1) \).

If we now would let \( p_1 \) be random and uniform in some small interval, and scale \( p_2, \ldots, p_n \) correspondingly, and then condition on \( \{Np_1\} \in (y - dx, y) \), for \( y \in (0, 1) \), then (8.7) would apply. The left hand side of (8.7) is asymptotically the average of \( P(\{Y(z)\} = k) \) for \( z \in (x, x + dx) \) with \( x = 1 - y \), and by the continuity of the distribution of \( Y(z) \), we can let \( dx \to 0 \) and conclude from (8.7) and (8.8) that \( Y(y) \) has the distribution in (8.8), i.e.,

\[
P(Y(y) = k + 1 - y) = f_\Delta(k + 1 - y). \tag{8.11}
\]

If (8.9) would not hold, for some \( k \), then there would be a subsequence such that \( P(\Delta'_1 = k - \{Np_1\}) \) converges to a limit different from \( f_\Delta(k - \{Np_1\}) \). We may moreover assume that \( \{Np_1\} \) converges to some \( y \in [0, 1] \), but then (8.10) and (8.11) would yield a contradiction. This shows (8.9).

The final formulas follow by taking \( k = 0, 1 \) in (8.9) and using (8.2).

Remark 8.2. For other quota methods, [50, Theorems 3.13 and 6.1] provide similar results. In particular, for Droop’s method, (8.1) is replaced by

\[
\Delta'_1 \overset{d}{\to} p_1 - \frac{1}{n} + \hat{\Delta}, \tag{8.12}
\]

with \( \hat{\Delta} \) as in (8.1), and thus the argument above shows that (8.9) is replaced by

\[
P(\Delta'_1 = k - \{Np_1\}) = f_\Delta(k - \{Np_1\} - p_1 + 1/n) + o(1). \tag{8.13}
\]
There are also similar results for divisor methods, see [50, Theorems 3.7 and 6.1]. In particular, for Sainte-Laguè’s method,
\[
\Delta'_1 \xrightarrow{d} \tilde{U}_0 + p_1 \tilde{S}_{n-2};
\]
this too can be expressed using Euler–Frobenius distributions or Euler–Frobenius numbers as above, but the result is more complicated and omitted.

**Appendix A. Euler–Frobenius polynomials**

We collect in this appendix some known facts for easy reference. (Some are used above; others are included because we find them interesting and perhaps illuminating.) We note first that the sum in (1.1) is absolutely convergent for \(|x| < 1\), and that the second equality holds there (or as an equality of formal power series). The first equality in (1.1) (which is valid for all complex \(x \neq 1\)) can be written as a “Rodrigues formula”
\[
P_{n,\rho}(x) = (1-x)^{n+1} \left( \rho + x \frac{d}{dx} \right)^n \frac{1}{1-x},
\]
which yields the recursion
\[
P_{n,\rho}(x) = (1-x)^{n+1} \left( \rho + x \frac{d}{dx} \right) \left( P_{n-1,\rho}(x)(1-x)^{-n} \right), \quad n \geq 1; \quad (A.2)
\]
after expansion, this yields (1.2).

We note that by the recursion (1.2) and induction
\[
A_{n,0,\rho} = P_{n,\rho}(0) = \rho^n,
\]
and
\[
\sum_{k=0}^{n} A_{n,k,\rho} = P_{n,\rho}(1) = n!; \quad (A.4)
\]
moreover, by (1.3) and induction,
\[
A_{n,n,\rho} = (1-\rho)^n.
\]
In particular, if \(\rho \neq 1\), then \(A_{n,n,\rho} \neq 0\) and \(P_{n,\rho}\) has degree exactly \(n\) for every \(n\).

The case \(\rho = 1\) is special; in this case \(A_{n,n,\rho} = 0\) for \(n \geq 1\), so \(P_{n,\rho}\) has degree \(n-1\) for \(n \geq 1\). In fact, if follows directly from (1.1) that
\[
P_{n,0}(x) = xP_{n,1}(x), \quad n \geq 1; \quad (A.6)
\]
hence, as said in the introduction, the Eulerian numbers appear twice as
\[
A_{n,k+1,0} = A_{n,k,1}, \quad n \geq 1. \quad (A.7)
\]

A binomial expansion in (1.1) shows that \(P_{n,\rho}\) can be expressed using the classical special case \(\rho = 0\) as
\[
P_{n,\rho}(x) = \sum_{i=0}^{n} \binom{n}{i} \rho^i (1-x)^i P_{n-i,0}(x), \quad (A.8)
\]
which shows that $P_{n,\rho}(x)$, and thus also each $A_{n,k,\rho}$, is a polynomial in $\rho$ of degree at most $n$. By (A.8), the $n$:th degree term is $(1 - x)^n \rho^n$; hence the degree in $\rho$ is exactly $n$ for $P_{n,\rho}(x)$ for any $x \neq 1$ (recall that $P_{n,\rho}(1) = n!$ does not depend on $\rho$) and for $A_{n,k,\rho}$ for any $k = 0, \ldots, n$. (The leading term of $A_{n,k,\rho}$ is $(-1)^k \binom{n}{k} \rho^n$.)

Similarly, another binomial expansion in (1.1) yields

$$P_{n,\rho}(x) = \sum_{i=0}^{n} \binom{n}{i} (\rho - 1)^i (1 - x)^i P_{n-i,1}(x)$$

or

$$A_{n,k,\rho} = \sum_{i=0}^{n} \binom{n}{i} (1 - \rho)^i (x - 1)^i P_{n-i,1}(x). \quad (A.9)$$

For $\rho = 0$, this yields, using (A.6), the recursion formula used by Frobenius [35, (6.) p. 826] to define the Eulerian polynomials.

The definition (1.1) yields (and is equivalent to) the generating function

$$\sum_{n=0}^{\infty} \frac{P_{n,\rho}(x) z^n}{(1 - x)^{n+1} n!} = \sum_{n=0}^{\infty} \sum_{j=0}^{\infty} (j + \rho)^n x^j \frac{z^n}{n!} = \sum_{j=0}^{\infty} e^{jz + \rho z} x^j = \frac{e^{\rho z}}{1 - xe^z} \quad (A.10)$$

or, equivalently,

$$\sum_{n=0}^{\infty} P_{n,\rho}(x) \frac{z^n}{n!} = \frac{(1 - x) e^{\rho z (1 - x)}}{1 - xe^z}. \quad (A.11)$$

(See also David and Barton [13, pp. 150–152] and Flajolet and Sedgewick [30, Example III.25, p. 209] for the case $\rho = 1$.) In particular, for the classical case $\rho = 1$, (A.10) can be written

$$\frac{1 - x}{e^z - x} = \frac{(1 - x) e^{-z}}{1 - xe^{-z}} = \sum_{n=0}^{\infty} \frac{P_{n,1}(x) (-z)^n}{(1 - x)^n n!} = \sum_{n=0}^{\infty} \frac{P_{n,1}(x) z^n}{(x - 1)^n n!} \quad (A.12)$$

discovered by Euler [25, §174, p. 391]; this is sometimes taken as a definition, see e.g. Riordan [74, p. 39] and Carlitz [8]. More generally, we similarly obtain, cf. (1.9) and [8],

$$\sum_{n=0}^{\infty} \frac{P_{n,1-u}(x) z^n}{(x - 1)^n n!} = e^z u \frac{1 - x}{e^z - x}. \quad (A.13)$$

From (A.10) one easily obtains the symmetry relation

$$x^n P_{n,\rho}(x^{-1}) = P_{n,1-\rho}(x), \quad (A.14)$$

or equivalently, by (1.3),

$$A_{n,n-k,\rho} = A_{n,k,1-\rho}, \quad (A.15)$$

which also easily is proved by induction. In terms of the random variables $\mathcal{E}_{n,\rho}$ defined in (1.5), this can be written

$$\mathcal{E}_{n,1-\rho} = n - \mathcal{E}_{n,\rho}. \quad (A.16)$$
Remark A.1. If we define the homogeneous two-variable polynomials
\[
\hat{P}_{n,\rho}(x, y) := \sum_{k=0}^{n} A_{n,k,\rho} x^k y^{n-k}, \quad (A.17)
\]
so that \( \hat{P}_{n,\rho}(x, y) = y^n P_{n,\rho}(x/y) \) and \( P_{n,\rho}(x) = \hat{P}_{n,\rho}(x, 1) \), the symmetry (A.14)–(A.15) takes the form \( \hat{P}_{n,\rho}(x, y) = \hat{P}_{n,\rho}(y, x) \). (In particular, in the classical case \( \rho = 1 \), this together with (A.6) shows that \( y^{-1} \hat{P}_{n,1}(x, y) \) is a symmetric homogeneous polynomial of degree \( n - 1 \) \([35]\).) The recursion (1.2) becomes
\[
\hat{P}_{n,\rho}(x, y) = (1 - \rho) x + \rho y + xy \frac{\partial}{\partial x} + xy \frac{\partial}{\partial y} \hat{P}_{n-1,\rho}(x, y), \quad n \geq 1. \quad (A.18)
\]
For \( x < 1 \), the sum in (1.1) can be differentiated in \( \rho \) termwise (for all \( \rho \in \mathbb{C} \)), which yields, for \( n \geq 1 \),
\[
\frac{\partial}{\partial \rho} P_{n,\rho}(x) = n(1 - x)P_{n-1,\rho}(x), \quad n \geq 1. \quad (A.20)
\]
Equivalently, by (1.3),
\[
\frac{\partial}{\partial \rho} A_{n,k,\rho} = n(A_{n-1,k,\rho} - A_{n-1,k-1,\rho}), \quad n \geq 1. \quad (A.21)
\]
Remark A.2. As remarked by Frobenius \([35]\) in the case \( \rho = 1 \), it follows from the recursion (1.2) that if \( 0 < \rho \leq 1 \), the roots of \( P_{n,\rho} \) are real, negative and simple, see \([92]\). (To see this, use induction and consider the values of \( P_{n,\rho} \) at the roots of \( P_{n-1,\rho} \), and at 0 and \(-\infty\); it follows from (1.2) that these values will be of alternating signs, and thus there must be roots of \( P_{n,\rho} \) between them, and this accounts for all roots of \( P_{n,\rho} \).) We omit the details. The argument also shows that the roots of \( P_{n,\rho} \) and \( P_{n-1,\rho} \) are interlaced. For more general results of this kind, see e.g. \([97]\) and \([57, \text{Proposition 3.5}]\).
Recall that if \( 0 < \rho < 1 \) there are \( n \) roots, and if \( \rho = 1 \) only \( n - 1 \) (for \( n \geq 1 \); in this case we can regard \( -\infty \) as an additional root. Furthermore, by \([A.6]\) this extends to \( \rho = 0 \): \( P_{n,0} \) has \( n \) roots which are simple, real and non-positive, with 0 being a root in this case (for \( n \geq 1 \)).

Hence, for \( 0 \leq \rho \leq 1 \) and \( n \geq 1 \), \( P_{n,\rho} \) has \( n \) roots \(-\infty \leq -\lambda_{n,n} < \cdots < -\lambda_{n,1} \leq 0\). It follows that the probability generating function \([1.6]\) of \( E_{n,\rho} \) can be written as
\[
\mathbb{E}_x e_{n,\rho} = \frac{P_{n,\rho}(x)}{P_{n,\rho}(1)} = \prod_{j=1}^{n} \frac{x + \lambda_{n,j}}{1 + \lambda_{n,j}}, \quad (A.22)
\]
which shows that

\[ E_{n, \rho} \overset{\text{d}}{=} \sum_{j=1}^{n} I_j \]  

(A.23)

where \( I_j \sim \text{Be}(1/(1 + \lambda_{n,j})) \) are independent indicator variables. This stochastic representation can be used to show asymptotic properties of the Euler–Frobenius numbers from standard results for sums of independent random variables, see [11] \( (\rho = 1) \), [37] and Section 6.

The fact that all roots of \( P_{n, \rho} \) are real implies further that the sequence \( A_{n,k,\rho}, k = 0, \ldots, n \), is log-concave \( [43, \text{Theorem 53, p. 52}] \); see also Newton’s inequality \([43, \text{Theorem 51, p. 52}]\). In particular, the sequence is unimodal. In other words, the distribution of \( E_{n, \rho} \) is log-concave and unimodal.

Further results on the asymptotics and distribution of the roots of \( P_{n, \rho} \) are given in e.g. [27], [36], [72], [38].

**Remark A.3.** The Eulerian polynomials and numbers should not be confused with the Euler polynomials and Euler numbers, but there are well-known connections. (See e.g. [35, §§8, 17]; see also [64, §24.1] and the references there for some historical remarks on names and notations.) First, the Euler polynomials \( E_n(x) \) are defined by their generating function \([64, §24.2]\)

\[ \sum_{n=0}^{\infty} E_n(x) \frac{z^n}{n!} = \frac{2e^{xz}}{e^z + 1}. \]  

(A.24)

Taking \( x = -1 \) in (A.10) we see that

\[ E_n(\rho) = 2^{-n} P_{n, \rho}(-1) = 2^{-n} \sum_{k=0}^{n} A_{n,k,\rho}(-1)^k. \]  

(A.25)

Similarly, the Euler numbers \( E_n [65, A000364], [64, §24.2] \), which are defined as the coefficients in the Taylor (Maclaurin) series

\[ \frac{1}{\cosh t} = \frac{2e^{t}}{e^{2t} + 1} = \sum_{n=0}^{\infty} E_n \frac{t^n}{n!}. \]  

(A.26)

are by (A.24)–(A.25) given by

\[ E_n = 2^n E_n(1/2) = P_{n,1/2}(-1). \]  

(A.27)

The Euler numbers \( E_n \) vanish for odd \( n \), and the numbers \( E_{2n} \) alternate in sign, \( E_{2n} = (-1)^n |E_{2n}| \); the positive numbers \( |E_{2n}| \) are also known as secant numbers since they are the coefficients in \([25, \text{p. 432}]\)

\[ \sec t := \frac{1}{\cos t} = \sum_{n=0}^{\infty} \left| E_{2n} \right| \frac{t^{2n}}{(2n)!}. \]  

(A.28)
Furthermore, returning to the classical case (Euler’s case) \( \rho = 1 \) and taking \( x = i \) in (A.10) we find

\[
\sum_{n=0}^{\infty} \frac{P_{n,1}(i)}{(1-i)^{n+1} n!} t^n = \frac{e^t}{1-ie^t} = \frac{e^t(1+ie^t)}{1+e^{2t}} = \frac{i}{2} + \frac{i}{2} e^{2t} - \frac{1}{2} e^{2t} + 1 + e^t
\]

where \( T_n \) are the tangent numbers \([65, A000182], [64, \S 24.15]\) defined as the coefficients in the Taylor (Maclaurin) series

\[
\tan t = \sum_{n=0}^{\infty} \frac{T_n t^n}{n!} = \sum_{m=0}^{\infty} \frac{t^{2m+1}}{(2m+1)!}.
\]

For even \( n \) we can also write this as

\[
P_{2m,1}(i) = (i^m - i^{m+1}) 2^m - 1 |E_{2m}|.
\]

For odd \( n \) we can use the relation \([64, 24.15.4]\)

\[
T_{2m-1} = (-1)^{m-2} 2^{2m} (2^{2m-1} - 1) B_{2m}
\]

with the Bernoulli numbers \( B_{2m} \) \([64, \S 24.2]\) and write (A.30) as

\[
P_{n,1}(i) = (-2i)^m \frac{2^{n+1}(2^{n+1} - 1)}{n+1} B_{n+1}, \quad n = 2m + 1.
\]

Similarly, taking \( \rho = 1 \) and \( x = -1 \) in (A.10) we find

\[
\sum_{n=0}^{\infty} \frac{P_{n,1}(-1)}{2^{n+1} n!} t^n = \frac{e^t}{e^t + 1} = \frac{1}{2} + \frac{1}{2} e^{t} - \frac{1}{2} e^{t} + 1 + \frac{1}{2} \tan t
\]

Hence, for \( n \geq 1 \),

\[
P_{n,1}(-1) = \sum_{k=0}^{n} (-1)^k \binom{n}{k} = (-1)^{(n-1)/2} T_n = \begin{cases} (-1)^m T_n, & n = 2m + 1, \\ 0, & n = 2m, \end{cases}
\]

which for odd \( n \) can be expressed in \( B_{n+1} \) using (A.32).
Frobenius [35] studied also $P_{n,1}(\zeta)$ for other roots of unity $\zeta$, using the name Euler numbers of the $m$th order for $P_{n,1}(\zeta)/(\zeta - 1)^m$ when $\zeta$ is a primitive $m$th root of unity (see also [90, p. 163]); the standard Euler numbers above are the case $m = 4$ ($\zeta = i$) apart from a factor $1+i$, see (A.30)–(A.31).

**Remark A.4.** For $p \in (0, 1)$, (1.1) can be rewritten as

$$
\frac{P_{n,\rho}(p)}{(1-p)^n} = \sum_{j=0}^{\infty} (j + \rho)^n (1-p)^p = \mathbb{E}(X_p + \rho)^n, \quad (A.35)
$$

where $X_p \sim \text{Ge}(p)$ has a geometric distribution. In particular, the moments of a geometric distribution are, using (A.6), for $n \geq 1$,

$$
\mathbb{E}X_p^n = (1-p)^{-n}P_{n,0}(p) = p(1-p)^{-n}P_{n,1}(p), \quad (A.36)
$$

and the central moments are, using (A.14),

$$
\mathbb{E}(X_p - \mathbb{E}X_p)^n = \mathbb{E}\left(\frac{X_p - p}{1-p}\right)^n = \frac{P_{n-p/(1-p)}(p)}{(1-p)^n} = \left(\frac{p}{1-p}\right)^n P_{n,1/(1-p)}\left(\frac{1}{p}\right). \quad (A.37)
$$

In particular, for $p = 1/2$ we have the moments $\mathbb{E}X_{1/2}^n = 2^{n-1}P_{n,1}(1/2)$ ($n \geq 1$) [65, A000670] (numbers of preferential arrangements, also called surjection numbers; see further e.g. [39, Exercise 7.44] and [30, II.3.1]) and the central moments $\mathbb{E}(X_{1/2} - 1)^n = P_{n,2}(2)$ [65, A052841].

**Remark A.5.** Benoumhani [4] studied polynomials related to Euler–Frobenius polynomials. His $F_m(n, x)$ can be expressed as

$$
F_m(n, x) = m^n(1+x)^n P_{n,1/m}\left(\frac{x}{1+x}\right) = \sum_{k=0}^{n} m^n A_{n,k,1/m} x^k (1+x)^{n-k}. \quad (A.38)
$$

**APPENDIX B. SPLINES**

As said in Section 3, the density function $f_n$ is continuous for $n \geq 2$, while $f_1$ has jumps at 0 and 1. More generally, $f_n$ is $n-2$ times continuously differentiable, while $f_n^{(n-1)}$ has jumps at the integer points 0, ..., $n$; furthermore, $f_n$ is a polynomial of degree $n - 1$ in any interval $(k - 1, k)$. Such functions are called splines of degree $n - 1$, with knots at the integers, see e.g. [77, 78, 80]. Hence $f_n$ is a spline of degree $n - 1$, with knots at the integers, which moreover vanishes outside $[0, n]$; in this context, $f_n$ is known as a B-spline, see e.g. [78, Lecture 2]. Here “B” stands for basis, since translates of $f_n$ form a basis in the linear space $S_{n-1}$ of all splines of degree $n - 1$ with integer knots [77, 78]; in other words, every spline $g \in S_n$ can be written

$$
g(x) = \sum_{k=-\infty}^{\infty} c_k f_{n+1}(x - k) \quad (B.1)$$
for a unique sequence \((c_k)_{k=-\infty}^{\infty}\) of complex numbers (or real numbers, if we consider real splines), and conversely, every such sum gives a spline in \(S_n\). (The sum converges trivially pointwise.) The interpretation of the B-spline as the density function of \(S_n\) was observed already by Schoenberg [77, 3.17].

By Theorem 3.2, the values of the B-spline are given by the Euler–Frobenius numbers; equivalently, the B-splines satisfy the recursion formula (3.10), which is well-known in this setting [80, (4.52)–(4.53)].

A related construction, see e.g. [78], is the exponential spline, defined by taking \(c_k = t^k\) in (B.1) for some complex \(t \neq 0\), i.e.,

\[
\Phi_n(x; t) := \sum_{k=-\infty}^{\infty} t^k f_{n+1}(x - k) = \sum_{k=-\infty}^{\infty} t^{-k} f_{n+1}(x + k),
\]

which is a spline of degree \(n\) satisfying

\[
\Phi_n(x + 1; t) = t \Phi_n(x; t)
\]

(and, up to a constant factor, the only such spline). By (B.3), \(\Phi_n(x; t)\) is determined by its restriction to \([0,1]\), and by (B.2), (3.4), (1.3) and (A.14) we have for \(0 \leq x \leq 1\),

\[
\Phi_n(x; t) = \frac{1}{n!} \sum_{k=-\infty}^{\infty} A_{n,k,x} t^{-k} = \frac{1}{n!} P_{n,x}(t^{-1}) = \frac{t^{-n}}{n!} P_{n,1-x}(t).
\]

Note that here we rather consider \(P_{n,1-x}(t)\) as a polynomial in \(x\), with a parameter \(t\), instead of the opposite as we usually do.

These and other relations between splines and Euler–Frobenius polynomials have been known and used for a long time, see e.g. [44; 59; 60; 61; 68; 71; 72; 73; 78; 81; 82; 92; 93; 96]. We give a few further examples; see the references just given for details and further results.

First, consider the following interpolation problem: Let \(\lambda \in [0,1]\) be given and find a spline \(g \in S_n\) such that

\[
g(k + \lambda) = a_k, \quad k \in \mathbb{Z},
\]

for a given sequence \((a_k)_{k=-\infty}^{\infty}\). It is not difficult to see that this problem always has a solution, and that the space of solutions has dimension \(n\) if \(\lambda \in (0,1)\) and \(n - 1\) if \(\lambda \in \{0,1\}\). (If \(0 < \lambda < 1\), we may e.g. choose \(c_{-n+1}, \ldots, c_0\) arbitrarily, and then choose \(c_1, c_2, \ldots\) and \(c_{-n}, c_{-n-1}, \ldots\) recursively so that (B.5) holds; the case \(\lambda = 0\) or \(1\) is similar.) Moreover, the null space, i.e., the space of splines \(g \in S_n\) such that \(g(k + \lambda) = 0\) for all integers \(k\), contains by (B.3) every exponential spline \(\Phi_n(x; t)\) such that \(\Phi_n(\lambda; t) = 0\); by (B.4) this is equivalent to \(P_{n,1-\lambda}(t) = 0\). Since \(\Phi_{n,1-\lambda}\) has \(n\) non-zero roots if \(\lambda \in (0,1)\) and \(n - 1\) if \(\lambda \in \{0,1\}\), see Remark A.2, the exponential splines \(\Phi_n(x; t_i)\), where \(t_i\) is a non-zero root of \(P_{n,1-\lambda}\), form a basis of the null space of (B.5). Note that these roots \(t_i\) are real and negative by Remark A.2.

The cases \(\lambda = 0\) and \(\lambda = 1/2\) are particularly important, which explains the importance of \(P_{n,1}(x)\) and \(P_{n,1/2}(x)\) and the corresponding Eulerian
numbers $A_{n,k,1}$ and the Eulerian numbers of type B $B_{n,k} = 2^n A_{n,k,1/2}$ in spline theory.

Similarly, one may consider the periodic interpolation problem, considering only functions and sequences with a given period $N$. By simple Fourier analysis, if $\omega_N = \exp(2\pi i/N)$, then the exponential splines $\Phi(x, \omega_N^j)$, $j = 1, \ldots, N$, form a basis of the $N$-dimensional space of periodic splines in $S_N$; here $\omega_N^j = \exp(2\pi ij/N)$ ranges over the $N$:th unit roots. Moreover, (B.5) has a unique periodic solution for every periodic sequence $(a_k)_{-\infty}^\infty$ if and only if none of these exponential splines vanishes at $\lambda$, i.e., if and only if $P_{n,1-\lambda}(\omega_N^j) \neq 0$ for all $j$. Since the roots of $P_{n,1-\lambda}$ lie in $(-\infty, 0]$, the only possible problem is for $-1$, so this holds always if $N$ is odd, and if $N$ is even unless $P_{n,1-\lambda}(-1) = 0$; by (A.25) and standard properties of the Euler polynomials [64, §24.12(ii), see also (24.4.26), (24.4.28), (24.4.35)], the periodic interpolation problem (B.5) thus has a unique solution except if either $N$ even, $n$ even and $\lambda \in \{0,1\}$, or $N$ even, $n$ odd and $\lambda = 1/2$.
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