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ABSTRACT
To effectively classify graph instances, graph neural networks need to have the capability to capture the part-whole relationship existing in a graph. A capsule is a group of neurons representing complicated properties of entities, which has shown its advantages in traditional convolutional neural networks. This paper proposed novel Capsule Graph Neural Networks that use the EM routing mechanism (CapsGNNEM) to generate high-quality graph embeddings. Experimental results on a number of real-world graph datasets demonstrate that the proposed CapsGNNEM outperforms nine state-of-the-art models in graph classification tasks.
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1 INTRODUCTION
Recent years have witnessed the increasing attention to Graph Neural Networks (GNNs) [3, 10, 17, 20], which have demonstrated remarkable advantages in many tasks performing on graph-structured data, such as node classification [6, 10, 15, 27], graph classification [1, 11], and link prediction [14, 24]. GNNs are generalized from traditional deep-learning models like CNNs and RNNs (handling grid or linear-structured data such as images and sequences), which can take graph-structured instances as their input. Many real-world data like social networks exhibit complicated graph structures. GNNs can be directly applied to the original graph structures, learning more effective representation.

This paper focuses on graph convolutional neural networks (GCNs), which employ convolutional operations for more general graph-structured data. The construction of GCNs can be categorized into spectral approaches and spatial approaches [12]. The common principle of both spectral and spatial convolutions is to recursively update node embeddings by aggregating information from topological neighbors, which can capture the local structure of nodes. The learned embeddings of nodes can be used in various tasks such as node classification and link prediction. To classify a whole graph instance, we need further to learn a graph embedding (a higher-level embedding compared with the node embedding), which is achieved by pooling methods [2, 5, 23, 25]. However, most existing graph pooling methods have two weaknesses: 1) The pooling operation may map different graphs or nodes into the same embedding, resulting in the model being incapable to capture meaningful information. 2) The pooling methods only consider the topology of the graph but ignore the part-whole relationships. For example, a molecule has a hydroxyl on its left and right sides, respectively. If they are not linked with each other, they will be clustered into different groups. However, because they have the same chemical properties they should be in the same group.

To solve the above issues, a group of neurons in the networks, namely capsule, was introduced, which encodes the activate probability of an entity as well as reserves the detailed properties of the entity such as position, direction, connection, and so on. Capsule neural networks have shown their effectiveness in modeling part-whole relationship on images [7, 8, 16]. It solves the viewpoint-invariant problem by transformation matrices. Capsule networks employ a routing mechanism to generate high-level capsules by the voting of low-level capsules. Compared with pooling methods that only reserve activated features, a routing mechanism preserves all information from low-level capsules and routes it to the closest high-level capsules. The most popular routing mechanism is dynamic routing by agreement [16], which uses the length of a capsule to represent its degree of salience. Capsule and dynamic routing have been introduced in GNNs. CapsGNN [26] stacks the node features extracted by GCNs to build capsules and uses dynamic routing and attention mechanisms to generate high-level graph capsules as well as class capsules [26]. GCAPS-CNN [21] uses capsules to capture the highly informative output in a small vector in place of a scaler output currently employed in GCNs. The capsule is consists of higher-order statistical moments, which is permutation-invariant and can be computed via fast matrix multiplication. Another routing mechanism representing a capsule as matrices is matrix capsule with EM routing [8]. Using matrices instead of vectors to represent capsules can reduce the size of conversion matrices between capsules. For example, converting a $3 \times 3$ matrix to a $3 \times 6$ matrix requires a $3 \times 6$ conversion matrix, while in dynamic routing converting a 9-dimensional vector to a 18-dimensional matrix requires a $9 \times 18$ conversion matrix. Besides, the probability of an entity in EM routing is represented by a parameter $a$ (instead of a vector in dynamic routing), which avoids using the squashing function to ensure that the length of the vector is in a feasible range.
To the best of our knowledge, the matrix capsules with EM routing have never been introduced into GNNs. In this paper, we propose novel Capsule Graph Neural Networks with EM routing (CapsGNNEM), which uses node features extracted from GCN to generate high-quality graph embeddings by EM routing. Experimental results on a number of real-world graph datasets demonstrate the advantages of the proposed CapsGNNEM in graph classification.

2 PRELIMINARIES

We first formulate graph classification and then briefly introduce graph neural networks and capsule neural networks.

Graph Classification. A graph is represented by $G = (V, X, A)$, where $V = \{v_1, v_2, v_3, \cdots, v_N\}$ is a set of $N$ nodes, $X \in \mathbb{R}^{N \times C}$ is the feature matrix for nodes with feature channels $C$, and $A \in \{0, 1\}^{N \times N}$ is the adjacency matrix. If there is an edge from $v_i$ to $v_j$, then we have $A_{ij} = 1$, otherwise, $A_{ij} = 0$. Given a set of labeled graphs $D = \{(G_0, y_0), (G_1, y_1), (G_2, y_2), \cdots\}$, we aim to learn a graph embedding $g(G) \in \mathbb{R}^d$ for each graph, which encodes its attributes and structural information. Then, the graph representation (embeddings) can be used for graph classification.

Graph Neural Networks. Graph neural networks usually follow a neighborhood aggregation fashion to learn a node representation by applying a neighbor aggregation function to the representations of its neighbor nodes after propagation. More specifically, a neighbor aggregation function for the $i$-th node has the form:

$$h_i^{(l+1)} = f(h_i^{(l)}, \{ h_{v}^{(l)} | v \in N(i) \}),$$

where $N(i)$ is a set of neighbors of node $i$ and $h_i^{(l)}$ is the representation of node $i$ at layer $l$. In each layer, the representation of every node is updated by the neighbor aggregation function. In graph classification, we need the representation of a whole graph, which usually can be obtained by simply summing up or averaging all the node embeddings on the graph. It obviously cannot capture the structural information of graphs. In capsule neural networks, graph embeddings are calculated by a hierarchical stack of capsules. The lowest-level capsules are the matrix presentation of nodes.

Capsule Neural Networks. A capsule is a group of neurons whose outputs represent different properties of an entity such as pose, deformation, texture, etc [7]. Routing algorithms are critical to the advantages of the proposed CapsGNNEM in graph classification.

3 THE PROPOSED METHOD

This section presents the proposed CapsGNNEM in details.

3.1 Network Architecture

Figure 1 shows the architecture of our CapsGNNEM. It consists of three key components: Primary Capsule Layer, Capsule Convolutional Layer, and Readout Layer. In the first component, it uses GCN to extract different receptive-field node features to form the primary capsules and uses adjacency to form the initial activations. In the second component, the EM routing is applied to obtain high-level graph capsules. Finally, in the third component, the capsule with the best activation representing the most significant embeddings is chosen to make predictions by a multilayer perceptron (MLP).

3.2 Primary Capsule Layer

The goal of the primary capsule layer is to generate a capsule for each node on a graph. The features of a node are initialized with its original features. For those non-attribute graphs, we can choose Local Degree Profile [4] as the node attributes. The same as articles [21, 26], our method uses the GCN model (the commonest GNNs) [10] to aggregate information from a node’s local neighborhood at a lower layer. The aggregation function at layer $l + 1$ is as follows:

$$X_i^{(l+1)} = f(\tilde{D}_i^{-1/2} \tilde{A} \tilde{D}_i^{-1/2} X_i^{(l)}(q)), \quad \text{(2)}$$

where $f$ is a nonlinear activation function, $\tilde{A} = A + I_N$ and $\tilde{D}_i = \sum_j \tilde{A}_{ij}$, $X_i^{(l)} \in \mathbb{R}^{N \times d}$ represents the $d$-dimensional features for all $N$ nodes at layer $l$ (particularly, $X_i^{(0)} = X$), and $\Theta \in \mathbb{R}^{d \times d}$ is a matrix of filter parameters that shrinks the dimension of node features from $d$ to $d'$. As mentioned in the introduction, the matrix representation for a node is more efficient than vector representation. Thus, we stack the node features from different GCN layers to generate a matrix representation of features, which is consists of different receptive-field information. For example, if we have $k(\geq 3)$ GCN layers, the initial capsule for node $i$ is a $k \times d'$ matrix $\{X_i^{(1)}; X_i^{(2)}; \cdots; X_i^{(k)}\}$. The EM routing also requires an activation value. The bigger the degree of a node, the more central and important it is. Therefore, for node $i$, we intuitively choose its degree as the initial activation value, i.e., $q_i = \frac{D_i}{\sum_j D_j}$, where $D_i$ is its degree.

3.3 Capsule Convolutional Layer

After obtaining primary capsules and their initial activation values, the capsule convolutional layer decides how to assign lower-level active capsules to higher-level capsules. This process can be viewed
as clustering (solved by an EM algorithm). Each higher-level capsule corresponds to a cluster center and each lower-level active capsule corresponds to a data point (or a fraction of a data point if the capsule is partially activated). First, it captures the part-whole relationship for each lower-level capsule $c_i^{(l)}$ and higher-level capsule $c_j^{(l+1)}$. This relationship is measured by a transformation matrix, which is called voting in EM routing and defined as follows:

$$V_{ij}^{(l)} = c_i^{(l)}T_{ij}^{(l)},$$  \hspace{1cm} (3)

where $V_{ij}^{(l)} \in \mathbb{R}^{k \times d'}$ represents the voting result from capsule $i$ at layer $l$ for some capsule $j$ at layer $l + 1$, $c_i^{(l)}$ represents capsule $i$ at layer $l$, and $T_{ij}^{(l)}$ is a transformation matrix. We use a simplified Gaussian Mixture Model (GMM) to generate higher-level capsules. That is, a higher-level capsule can be viewed as a center of multiple lower-level capsules. The simplified Gaussian distribution $\mathcal{N}(x; \mu, \Sigma)$ has a diagonal covariance matrix $\text{diag}(\sigma_j^2)$. In this setting, the posterior probability of a voting $V_j$ belonging to the $j$-th Gaussian (i.e., capsule $j$ at the higher level) is

$$R_{ij} = \frac{a_j N(V_{ij}; \mu_j, \text{diag}(\sigma_j^2))}{\sum_j a_j N(V_{ij}; \mu_j, \text{diag}(\sigma_j^2))},$$  \hspace{1cm} (4)

where activation $a_j$ for capsule $j$ is a mixture coefficient of GMM and $V_{ij}$ is treated as a $k \times d'$-dimensional vector. Because lower-level capsules vote for a higher-level capsule $j$ the contribution coefficient $r_{ij}$ of capsule $i$ when calculating cluster center (capsule $j$) should consider its activation value $a_i$ as follows:

$$r_{ij} = \frac{a_i R_{ij}}{\sum_i a_i R_{ij}},$$  \hspace{1cm} (5)

Then, the parameters of the $j$-th Gaussian (parameter $\mu_j$ is capsule $j$) can be updated in an EM procedure as follows:

$$\mu_j = \sum_i r_{ij} V_{ij},$$  \hspace{1cm} (6)

$$(\sigma_j^h)^2 = \sum_i r_{ij} (V_{ij} - \mu_j^h)^2,$$  \hspace{1cm} (7)

where the superscript $h$ represents the $h$-th component of a vector. Following article [8], the activation value for each capsule $j$ is calculated as follows:

$$\text{cost}^h_j = \sum_i -r_{ij} \ln(p^h_{i|j}) = \sum_i r_{ij} (\ln(\sigma_j^h) + 1/2 + \ln(2\pi)/2),$$

$$a_j = \text{logistic}(\lambda (\beta_0 - \beta_a \sum_i r_{ij} - \lambda \text{cost}^h_j)),$$  \hspace{1cm} (8)

where $p_{i|j}$ is the probability of $V_{ij}$ given capsule $j$ (i.e., $p_{i|j} = N(V_{ij}; \mu_j, \text{diag}(\sigma_j^2))$, cost$_h$ represents the entropy of capsule $j$, $r_{ij}$ is the amount of votes assigned to capsule $j$, $\beta_a$ and $\beta_0$ are the learned parameters, and $\lambda$ is a hyper-parameter used to adjust the range of values to be better for the logistic function. Thus, $a_j$ represents the activation for capsule $j$ in the higher layer.

Finally, we summarize the whole EM routing in Algorithm 1.

\begin{algorithm}
\caption{EM routing algorithm returns activation values and capsules in layer $l+1$ given activation values and capsules in layer $l$. $\beta_a$ and $\beta_0$ are learned parameters and parameter $\lambda$ is fixed.}
\begin{algorithmic}[1]
\Procedure{EM routing}{$a^{in}, X$}
\State $R \leftarrow 1/|\Omega_l|, V \leftarrow \text{VOTING}(X)$ \Comment{$\Omega_l$ stands for a set of capsules at layer $l$}
\While{$t \leq \text{maxiter}$}
\State $a^{out}, \mu, \sigma \leftarrow \text{M-STEP}(a^{in}, R, V)$
\State $R \leftarrow \text{E-STEP}(\mu, \sigma, a^{out}, V)$
\EndWhile
\State \Return $a^{out}, \mu$
\EndProcedure
\end{algorithmic}
\end{algorithm}

3.4 Readout Layer

The CNN-based capsule networks with EM routing [8] directly use the activation value of the last layer to optimize with the spread loss function, which is very sensitive to hyper-parameter settings. Instead, we choose the capsule on the last layer with the best activation, which represents the most significant embedding. Then, we calculate the probability of each class using a fully connected layer and optimized it by the cross-entropy loss function. This will bring some robustness to our model when adjusting hyper-parameters.

4 EXPERIMENTS

In this section, we evaluate the performance of CapsGNNEM against a number of state-of-the-art graph classification methods.

4.1 Methods in Comparison

We compared the proposed CapsGNNEM with three categories of existing methods.

The first category is called kernel-based methods, including the Weisfeiler-Lehman subtree kernel (WL) [18], the graphlet count kernel (GK) [19], the deep graph kernel (DGK) [22], and anonymous walk embeddings (AWE) [9], which learn graph representation based on the substructures defined by the kernel methods.

The second category is called GNN-based methods. This category includes several methods. We selected five state-of-the-art GNN-based methods used in the experiments. GCN [10] is one of the most influential models on graph neural networks. PATCHY-SAN (PSCN) [13] selects a sequence of nodes and generates node representation by a receptive field, then uses CNN for graph classification. Deep Graph CNN (DGCNN) [25] first uses a sorted pooling method to replace global pooling based on the node feature extracted by GNN, then uses CNN and MLP for classification.

The last category is called capsule-based methods. We included two capsule-based methods GCAPS-CNN [21] and CapsGNN [26].

We compared the proposed CapsGNNEM against a number of state-of-the-art graph classification methods.
in comparison. GCAPS-CNN uses higher-order statistical moments that are permutationally invariant to generate a capsule for each node, then computes covariance to deal with graph classification. CapsGNN generates capsules from multi-scale node embeddings extracted by GCN, then uses dynamic routing to generate graph embeddings for graph classification.

4.2 Experimental Settings

Seven real-world datasets were used in the experiments, which were derived from important application areas of graph classification, including four biological graph datasets (MUTAG, NCI1, PROTEINS, and D&D) and three social network datasets (COLLAB, IMDB-B, and IMDB-M). The same hyper-parameter settings of CapsGNNEM were used for all datasets. For the primary capsule layer, we used 4 GCN layers to extract node features. The dimension of each node feature was set to 16. Thus, the dimension of a capsule after stacking is $4 \times 16$. For the capsule convolutional layer, the number of output capsules is 3 times that of the following layer. The number of output capsules in the last layer is equal to the number of target classes. The number of iterations in the EM routing is set to 2 and the $\lambda$ is set to 0.1. We applied 10-fold cross-validation to evaluate the performance. For each evaluation process, the original instances were randomly partitioned into a training set and a test set. Then, we performed 10-fold cross-validation on the training set. In each cross-validation process, one fold of the training set was used to adjust and evaluate the performance of the trained model and the remainder was used to train a model. We selected the model with the best validation accuracy as a representative. The instances in the test set were predicted against the representative and the performance in terms of accuracy was evaluated. The above process was repeated 10 times, the average results and their standard deviations were reported.

4.3 Experimental Results

Table 1 lists the comparison results on the seven datasets in terms of accuracy. For each dataset, the average accuracy of the best model is in bold. Overall, our proposed CapsGNNEM outperforms the other state-of-the-art methods on the datasets MUTAG, PROTEINS, D&D, IMDB-B, and IMDB-M. CapsGNNEM wins on five out of seven datasets, which suggests that CapsGNNEM has the best overall performance. On three biological datasets (MUTAG, PROTEINS, and D&D), compared with two capsule-based methods (GCAPS-CNN and CapsGNN), CapsGNNEM improves the classification accuracy by margins of 3.84%, 1.01% and 3.89%, respectively. The reason is that CapsGNNEM represents node features in form of capsules that can capture information of graphs from different aspects instead of only one embedding used in other GNN-based approaches. This is helpful to retain the properties of a graph when generating graph capsules. Besides, the capsule can capture the same properties and ignore the difference in their substruct, which is more important in biological datasets. These results also consistent with the property of EM routing, as it focuses more on extracting properties from child capsules by voting and routing. However, the social network datasets do not have node attributes. Therefore, applying routing to all child capsules leads to a loss of structural information in the graph. Therefore, even if CapsGNNEM has a higher average performance than other methods on IMDB-B and IMDB-M, comparing with the second-best methods, its margins of exceeding (0.95 on IMDB-B and 0.42 on IMDB-M) are still smaller than those obtained from biological datasets. Nonetheless, CapsGNNEM still demonstrates its strong capability to capture graph properties and part-whole relationships.

5 CONCLUSION AND FUTURE WORK

This paper proposes a novel CapsGNNEM model for graph classification, which combines capsule structures and graph convolutional networks. The capsules with EM routing not only can capture the properties and part-whole relations of graphs from GCN-extracted node features but also reduce the complexity of networks. Experimental results on a number of datasets have confirmed the advantages of the proposed model.

At present, the capsule convolution layer only performs global convolutions, which does not make good use of the structural information of the graph. In the future, we will construct a kind of local convolutions, where a cluster of capsules with a strong structural relationship is computed together. Moreover, since the model can represent hierarchical structures of capsules, the readout layer can extract hierarchical features as its input.
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