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ABSTRACT

To enhance adversarial robustness, adversarial training learns deep neural networks on the adversarial variants generated by their natural data. However, as the training progresses, the training data becomes less and less attackable, undermining the robustness enhancement. A straightforward remedy is to incorporate more training data, but sometimes incurring an unaffordable cost. In this paper, to mitigate this issue, we propose the guided interpolation framework (GIF): in each epoch, the GIF employs the previous epoch’s meta information to guide the data’s interpolation. Compared with the vanilla mixup, the GIF can provide a higher ratio of attackable data, which is beneficial to the robustness enhancement; it meanwhile mitigates the model’s linear behavior between classes, where the linear behavior is favorable to standard training for generalization but not to adversarial training for robustness. As a result, the GIF encourages the model to predict invariantly in the cluster of each class. Experiments demonstrate that the GIF can indeed enhance adversarial robustness on various adversarial training methods and various datasets.

1 Introduction

Deep neural networks (DNNs) trained with a standard learning procedure are vulnerable to adversarial data (Biggio et al., 2013; Szegedy et al., 2014; Goodfellow et al., 2015; Nguyen et al., 2015). Adversarial training (AT) is one of the most effective strategies for enhancing the model robustness against the adversarial data (Madry et al., 2018). To obtain the adversarial robustness, AT methods alternatively generate adversarial data and optimize model parameters on the generated adversarial data (Madry et al., 2018; Cai et al., 2018; Wang et al., 2019, 2020, 2021; Zhang et al., 2019, 2020; Pang et al., 2019a, 2020, 2021; Wu et al., 2020; B.S. and Babu, 2020; Wong et al., 2020; Rice et al., 2020; Sriramanan et al., 2020; Bai et al., 2021).

Recent studies on AT suggest the unequal treatment of data (Ding et al., 2020; Wang et al., 2019, 2020; Zhang et al., 2021a). In particular, Zhang et al. (2021a) divided the training data into two categories—attackable data and guarded data, in which attackable/guarded data are close to/far away from the class boundary that can/cannot be attacked. To enhance adversarial robustness, attackable data are particularly useful in learning the decision boundary (Wang et al., 2020; Zhang et al., 2021a).

However, as the AT progresses, the ratio of attackable data decreases significantly, which jeopardizes the enhancement of adversarial robustness. In Figure 1, we plot the ratio of attackable data in the left panel and the robust accuracy in the right panel. The red lines show the training dynamics of a typical AT method (Madry et al., 2018). As the training progresses, more and more training data become guarded; thus, the ratio of attackable data decreases. After Epoch 30 (with a reduced learning rate), this ratio drops rapidly, while the robust accuracy ceases to rise but begins to drop. This strong correlation between this ratio and the robustness urges us to introduce more attackable data for AT.

A straightforward remedy for the shortage of attackable data is to incorporate more training data (Schmidt et al., 2018; Schmidt et al., 2018) and Hendrycks et al. (2019) showed that AT for learning a robust model requires substantially more training data than standard training (ST). Nevertheless, gathering additional data especially with high-quality
Figure 1: Comparisons between AT (Madry et al., 2018), AT-mixup (AT with vanilla mixup), and AT-GIF (AT with our GIF) on the CIFAR-10 dataset (Krizhevsky et al., 2009). The detailed experimental settings are in Appendix B.1.

**Left panel:** The attackable data ratio of AT (red line) decreases rapidly as the training progresses. In each mini-batch, both AT-mixup and AT-GIF use 50% original data and 50% interpolated data for adversarial training. Among the interpolated data (dotted lines), nearly 90% by the GIF (blue dotted line) are attackable, while the interpolated data by vanilla mixup (orange dotted line) contain a much lower ratio of attackable data. Therefore, compared with AT-mixup (orange solid line), AT-GIF (blue solid line) can leverage a higher ratio of attackable data per epoch. **Right panel:** The robust test accuracy is evaluated under PGD-20 attack. The robust test accuracy of AT (red line) rises when the attackable data ratio is high (before Epoch 30). After Epoch 30 (with a reduced learning rate), the robust test accuracy drops significantly, which is strongly related to the low ratio of attackable data. Compared with AT-mixup (orange solid line), AT-GIF (blue solid line) has a higher robust accuracy.

labels is often expensive; therefore, Carmon et al. (2019), Alayrac et al. (2019), and Najafi et al. (2019) leveraged a massive amount of unlabeled data for training adversarially robust models. However, in many privacy-sensitive applications such as medicine (Buch et al., 2018) and finance (Abbe et al., 2012), collecting massive unlabeled data is very costly and sometimes not possible at all (Voigt and Bussche, 2017).

To mitigate this shortage, this paper proposes a novel data augmentation framework—the guided interpolation framework (GIF)—for AT. Without collecting massively additional data, the GIF employs the meta information of the previous epoch to guide the data’s interpolation, and then, the interpolated data are used for the current-epoch training (details in Section 3.2). As shown in Figure 1, compared with vanilla-mixup AT (AT-mixup, orange line), the AT with GIF (AT-GIF, blue line) has a higher ratio of attackable data, leading to a higher robust accuracy.

In particular, the GIF is carefully designed for AT, which mitigates the model’s linear behavior between classes. The model’s linear behavior is introduced by the vanilla mixup (Zhang et al., 2018); it encourages the model predictions that transit linearly from class to class, providing a smooth change of prediction confidence (Zhang et al., 2018) (two middle panels of Figure 2). However, this linear behavior is favorable to ST for the generalization (and weak robustness against FGSM attack (Zhang et al., 2021b)) but not to AT for the strong robustness against the adaptive attacks. AT encourages the model to be locally constant within the input’s neighborhood (Papernot et al., 2016; Goodfellow et al., 2015), thus encouraging invariant predictions within the cluster of each class (two left panels of Figure 2). To this end, the GIF mitigates defect of vanilla mixup (i.e., introducing the linear behavior) and encourages invariant predictions (two right panels of Figure 2), it meanwhile can generate more attackable data, thus further enhancing the robustness.

We summarize our contributions as follows.

- Although the vanilla mixup (Zhang et al., 2018) can indeed generate more attackable data (compared with AT), we show that it meanwhile introduces the model’s linear behavior between classes, which is never our desideratum for adversarial robustness (Section 3.1).

- We design a novel guided interpolation framework (GIF) for adversarial training (AT). To enhance adversarial robustness, the GIF can mitigate the undesirable linear behaviors and meanwhile provide more attackable data (Section 3). Moreover, the GIF is a compatible approach: it can be easily incorporated into existing adversarial training methods, e.g., TRADES (Zhang et al., 2019) and GAIRAT (Zhang et al., 2021a).

- Experiments on various datasets and adversarial training methods corroborate the efficacy of our GIF in enhancing adversarial robustness (Section 4).
2 Preliminary and Related Work

Section 2.1 reviews a typical AT method, i.e., standard adversarial training by Madry et al. (2018), and reviews recent other AT methods that claimed the unequal treatment of data. Section 2.2 reviews the mixup (Zhang et al., 2018) and its relation with robustness. We also highlight the difference between our GIF and existing studies.

2.1 Adversarial Training

Let $(x, d_\infty)$ be the input feature space $\mathcal{X}$ with the infinity distance metric $d_\infty(x, x') = \|x - x'\|_\infty$, and $B_\epsilon(x) = \{x' \in \mathcal{X} | d_\infty(x, x') < \epsilon\}$ be the closed ball of radius $\epsilon > 0$ centered at $x$ in $\mathcal{X}$. Let $S = \{(x_i, y_i)\}_{i=1}^n$ be a dataset, where $x_i \in \mathcal{X}$ is the input, and $y_i \in \mathcal{Y}$ is the one-hot label of $x_i$. Let $C$ be the number of classes, $f_\theta(\cdot)$ be the $c$-th element of the model’s prediction $f(\cdot)$, and $y^c$ be the $c$-th element of one-hot label $y$.

2.1.1 Standard Adversarial training

The objective function of standard adversarial training (AT) (Madry et al., 2018) is

$$\min_{f_\theta \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^n \ell(f_\theta(\tilde{x}_i), y_i),$$

where

$$\tilde{x}_i = \arg \max_{\tilde{x} \in B_\epsilon(x_i)} \ell(f_\theta(\tilde{x}), y_i).$$

$\tilde{x}_i$ is the most adversarial data within the $\epsilon$-ball centered at $x$. $f_\theta(\cdot) : \mathcal{X} \rightarrow \mathbb{R}^C$ is a score function with parameters $\theta$. $\ell : \mathbb{R}^C \times \mathcal{Y} \rightarrow \mathbb{R}$ is the loss function (e.g., the cross-entropy loss). Adversarial training can be divided into two steps: The first step maximizes the loss to find adversarial data; the second step minimizes the loss on the adversarial data w.r.t. the parameters $\theta$.

Standard AT uses projected gradient descent (PGD) to approximate Eq. (2) and generate adversarial data. Given a starting point $x^{(0)} \in \mathcal{X}$, step size $\alpha > 0$, radius $\epsilon > 0$, and maximum number of steps $K$, PGD searches adversarial data as follows:

$$x^{(k+1)} = \Pi_{B_\epsilon(x^{(0)})}(x^{(k)} + \alpha \text{ sign}(\nabla_{x^{(k)}} \ell(f_\theta(x^{(k)}), y))握住),$$

where $k = 0, \ldots, K - 1$ is the step number, $x^{(0)}$ refers to natural data or natural data perturbed by a small Gaussian or uniform random noise, $y$ is the corresponding label for the natural data, $x^{(k)}$ is the adversarial data at step $k$, and $\Pi_{B_\epsilon(x^{(0)})}(\cdot)$ projects the adversarial data onto the $\epsilon$-ball centered at $x^0$. Eq. (3) increases the loss by gradient ascent and then projects the updated adversarial data back onto the $\epsilon$-ball centered at $x^0$.

After $K$ steps of PGD, standard AT utilizes the generated adversarial data $x^K$ to update the model parameters $\theta$. On evaluation, the robust accuracy is used, which is the fraction of predictions that the model correctly makes on the adversarial data generated by the adversarial attacks such as the PGD attack (in Eq. (3)).

2.1.2 Unequal treatment of data in AT

Recent studies (Ding et al., 2020; Wang et al., 2020; Cheng et al., 2020; Zhang et al., 2021a) showed that data do not contribute equally during adversarial training. Max-margin adversarial training (MMA) (Ding et al., 2020) demonstrated that adversarial data close to the model’s decision boundary are more important to the robust model, while adversarial data far from the decision boundary are less important. Misclassification aware adversarial training (MART) (Wang et al., 2020) differentiated the misclassified and correctly classified data during AT. Customized adversarial training (CAT) (Cheng et al., 2020) adaptively customized the perturbation bound and the corresponding label for each training data according to their distance to the decision boundary. Geometry-aware instance-reweighted adversarial training (GAIRAT) (Zhang et al., 2021a) paid more attention to data close to the decision boundary. Specifically, GAIRAT split all the data into two categories—attackable data and guarded data. Data close to the decision boundary are called attackable data, while guarded data are far from the decision boundary. Formally, a sample $(x, y)$ is said to be attackable, if

$$\arg \max_c \ell_\theta(\tilde{x})_c \neq \arg \max_c y^c,$$

where $\tilde{x}$ is the adversarial variant of natural data $x$. On the other hand, a sample $(x, y)$ is said to be guarded, if

$$\arg \max_c \ell_\theta(\tilde{x})_c = \arg \max_c y^c.$$
2.2 Mixup for Robustness

In standard training (ST), mixup has been widely used to improve the generalization \cite{Zhang2018, Thulasidasan2019, Berthelot2019, 2020, Kim2021, Zhang2021a, Wong2020}. Mixup augments the original dataset with interpolated data as follows.

\[
\begin{align*}
\bar{x} &= \lambda x_i + (1 - \lambda)x_j, \\
\bar{y} &= \lambda y_i + (1 - \lambda)y_j,
\end{align*}
\]
Algorithm 1 Adversarial training with guided interpolation framework (AT-GIF)

Input: model $f_\theta$, training dataset $S$, learning rate $\eta$, number of epochs $T$, original batch size $m$, interpolation batch size $m'$, number of batches $M$, perturbation bound $\epsilon$, step size $\alpha$, PGD step number $K$

Output: adversarially robust network $f_\theta$

$A_0 \leftarrow S$

for epoch $t = 1, 2, \ldots, T$ do

$A_t = \emptyset$

Compute interpolation set $\tilde{S}_t$ by $A_{t-1}$ and Eq. (9)

for mini-batch $= 1, \ldots, M$ do

Randomly sample $\{(x_i, y_i)\}_{i=1}^m$ from $S$

for $i = 1, \ldots, m$ do in parallel

Generate adversarial data $\tilde{x}_i$ of $x_i$ by Eq. (3)

if $\arg \max_c f_\theta(c)(\tilde{x}_i) \neq \arg \max_c y_i$ then

$A_t \leftarrow A_t \cup \{(x_i, y_i)\}$

end if

end for

Randomly sample $\{(x_i, y_i)\}_{i=m+1}^{m+m'}$ from $\tilde{S}_t$

for $i = m+1, \ldots, m+m'$ do in parallel

Generate adversarial data $\tilde{x}_i$ of $x_i$ by Eq. (3)

end for

$\theta \leftarrow \theta - \frac{1}{m+m'} \sum_{i=1}^{m+m'} \nabla_\theta \ell(f_\theta(\tilde{x}_i), y_i)$

end for

where $\{(x, y)\}$ is the interpolated data, $(x_i, y_i)$ and $(x_j, y_j)$ are two randomly selected data from the original dataset $S$, and $\lambda$ is the interpolation weight. Zhang et al. (2021b) showed that mixup (in ST) can improve the robustness against fast gradient sign attack (FGSM) (Goodfellow et al., 2015). Nevertheless, mixup (in ST) fails to defend stronger adaptive attacks (e.g., PGD (Madry et al., 2018) and CW attack (Carlini and Wagner, 2017)) (Zhang et al., 2018).

To defend against adaptive attacks, several mixup-based adversarial training techniques have been proposed (Lamb et al., 2019; Laugros et al., 2020). Interpolated adversarial training (IAT) (Lamb et al., 2019) trains on interpolations of adversarial data along with interpolations of natural data. Mixup with targeted labeling adversarial training (MTLAT) (Laugros et al., 2020) combines vanilla mixup with targeted labeling to enhance AT. However, these methods behave linearly when employing vanilla mixup in AT, and such linear behaviors will damage the adversarial robustness (see Section 3.1 for details). To alleviate this issue, we propose the GIF for AT, which aims to obtain a high ratio of attackable data by interpolation and mitigate the linear behavior (see Section 3.2 for details).

Pang et al. (2019b) proposed mixup inference (MI) to exploit the linear behaviors of the mixup-based models in the inference phase, while our work concentrates on investigating data interpolation in the training phase.

3 Guided Interpolation Framework (GIF)

In this section, we present our motivation and introduce our proposed guided interpolation framework (GIF).

3.1 Motivation of GIF

Enhancing adversarial robustness further requires abundant attackable data. As discussed in Section 2.1.2, data contribute unequally during AT, and more attackable data can better benefit the robustness enhancement. The left panel of Figure 1 indicates both vanilla mixup (orange dotted line) (Zhang et al., 2018) and the GIF (blue dotted line) can introduce a higher ratio of attackable data (compared to standard AT). The right panel of Figure 1 shows AT-mixup and AT-GIF can indeed improve adversarial robustness. This suggests that utilizing mixup or GIF is helpful to AT.

Adversarial robustness requires the local invariance. Goodfellow et al. (2015), Papernot et al. (2016), and Zhang et al. (2019a) demonstrated that in AT, the model predictions are supposed to be locally invariant to the inputs’ neighborhood. Ding et al. (2020) proposed to maximize the distances from the inputs to the model’s decision boundary, which encouraged the invariant predictions in the inputs’ neighborhood. The above studies all show that a well-trained adversarial model should be locally invariant. This infers the model’s linear behavior is never AT’s desideratum.
However, directly employing vanilla mixup in AT will lead to the linear behavior. Figure 2 shows that the prediction of AT-mixup (two middle panels) moves linearly from one class to the other, while standard AT (two left panels) has a sharp transition between the two classes. Although AT-mixup can introduce more attackable data to improve adversarial robustness, it inevitably involves undesirable linear behavior in AT.

The above observation motivates us to obtain more attackable data by interpolation meanwhile without sacrificing much the local invariance.

### 3.2 Realization of GIF

In mixup, each interpolated data is computed by two different data (Eq. (6)), which results in a soft interpolated label \( \mathbf{y} \in [0, 1]^C \). Let \((x, y)\) be an interpolated data computed by \((x_i, y_i)\) and \((x_j, y_j)\) (with Eq. (6)), \(\hat{x}\) be the adversarial variant of \(x\) computed with Eq. (5). We say the interpolated data \((\mathbf{x}, \mathbf{y})\) is attackable, if

\[
\arg \max_c f_\theta^x(\hat{x}) \neq \arg \max_c y_i^c \land \arg \max_c f_\theta^x(\hat{x}) \neq \arg \max_c y_j^c,
\]

where \(\land\) is "And" operation. Otherwise, we say it is guarded, if

\[
\arg \max_c f_\theta^x(\hat{x}) = \arg \max_c y_i^c \lor \arg \max_c f_\theta^x(\hat{x}) = \arg \max_c y_j^c,
\]

where \(\lor\) is "Or" operation.

According to Eq. (6), there are two core factors in data interpolation: 1) selecting data for interpolation and 2) setting the interpolation weight \(\lambda\).

The first part is selecting data for interpolation. Vanilla mixup randomly picks data for interpolation. The attackable ratio of interpolated data also drops rapidly as adversarial training progresses (see the orange dotted line in the left panel of Figure 1). To alleviate this issue, our GIF only chooses attackable data (see Eq. (4)) for interpolation; thus, the interpolated data are more likely to be attackable (see the blue dotted line in the left panel of Figure 1).

The second part is setting the interpolation weight \(\lambda\). In vanilla mixup, \(\lambda\) is sampled randomly from a uniform (or beta) distribution, which is not suitable in adversarial training. A uniformly sampled \(\lambda\) will encourage the model to behave linearly between classes, which is not in favor of AT. The two middle panels of Figure 2 show that AT-mixup has a linear transition, which is not favorable to AT. Instead of random sampling from a uniform distribution, we argue to fix \(\lambda = 0.5\). By fixing \(\lambda = 0.5\), we can mitigate the linear behavior between classes (see AT-GIF in Figure 2). Thus, fixing \(\lambda = 0.5\) will benefit AT. We also discuss the effect of different interpolation weight \(\lambda\) in Section 4.2.

In summary, we interpolate data as follows:

\[
\mathbf{x} = 0.5x_i + 0.5x_j, \quad \mathbf{y} = 0.5y_i + 0.5y_j,
\]

where \((\mathbf{x}, \mathbf{y})\) is the interpolated data, \((x_i, y_i)\) and \((x_j, y_j)\) are two random attackable data satisfying Eq. (4). In the left panel of Figure 1, the attackable ratio of data interpolated by the GIF (blue dotted line) is stabled at around 90%, which indicates our interpolation strategy can indeed increase the ratio of attackable data. Besides, the two right panels of Figure 2 also demonstrate that AT-GIF (with \(\lambda = 0.5\)) behaves sharply between classes. Therefore, our GIF is beneficial to the enhancement of the adversarial robustness.

The training of AT-GIF is shown in Algorithm 1. First, at the beginning of each epoch, we obtain the interpolation set from the previous attackable set (computed in the previous epoch). Second, we generate the adversarial variants of data from the original dataset along with the interpolation set for updating the model. Third, we filter out the attackable data from the original dataset and put them into the current attackable set \(A\). This attackable set \(A\) will be used to obtain the interpolation set that guides the next-epoch training. Last, we compute the loss of the adversarial variants and update the parameters \(\theta\) with the gradient of the loss.

In Algorithm 1, a burn-in period may be introduced. During the initial period of the training epochs, instead of generating data with the GIF, we utilize the original data without the need for the interpolated data for the AT. This is because, during the initial period, standard AT has a high ratio of attackable data which is enough for the enhancement of the adversarial robustness. We also discuss the effect of the burn-in period in Section 4.2.

Figure 1 and 2 show the differences between standard AT, AT-mixup (AT with vanilla mixup), and AT-GIF (AT with GIF). The left panel of Figure 1 demonstrates that the GIF can obtain nearly 90% of attackable data by interpolation (blue dotted line), which is much higher than the interpolated data by vanilla mixup (orange dotted line) and the original data (red line). The right panel of Figure 1 manifests that our AT-GIF can indeed improve robustness with a higher ratio...
Table 1: Test accuracy of ResNet-18 on the CIFAR-10 dataset.

| Defense       | Best Natural | Best PGD-20 | CW | AA | Last Natural | Last PGD-20 | CW | AA |
|---------------|--------------|-------------|----|----|--------------|-------------|----|----|
| AT (Madry et al., 2018) | 81.72 | 51.05 | 49.86 | 47.25 | 84.77 | 45.47 | 45.90 | 43.28 |
| IAT (Lamb et al., 2019) | **90.61** | 41.11 | 41.93 | 36.43 | **90.53** | 39.50 | 40.43 | 35.10 |
| $K_{D_{stdkafe}} + SWA$ (Chen et al., 2021) | 85.16 | 46.85 | 46.73 | 44.74 | 85.63 | 45.45 | 46.12 | 43.70 |
| AT-GIF (Ours) | 81.59 | **53.57** | **50.07** | **47.91** | 83.15 | 52.06 | **48.21** | **45.59** |

Table 2: Test accuracy of WRN-32-10 on the CIFAR-10 dataset.

| Defense       | Best Natural | Best PGD-20 | CW | AA | Last Natural | Last PGD-20 | CW | AA |
|---------------|--------------|-------------|----|----|--------------|-------------|----|----|
| AT (Madry et al., 2018) | 86.73 | 53.66 | 53.66 | 50.96 | 86.88 | 47.94 | 48.12 | 45.82 |
| IAT (Lamb et al., 2019) | **95.79** | 50.85 | 49.53 | 11.51 | **96.55** | 47.37 | 48.50 | 3.87 |
| $K_{D_{stdkafe}} + SWA$ (Chen et al., 2021) | 84.46 | 52.73 | 52.53 | 50.85 | 86.53 | 50.34 | 50.29 | 48.07 |
| AT-GIF (Ours) | 86.49 | **55.92** | **53.99** | **51.92** | 86.14 | 51.42 | 49.17 | 46.70 |

of attackable data. Figure 2 indicates that AT-mixup (two middle panels) leads to the robust model that behaves linearly, while the robust models trained by AT (two left panels) and AT-GIF (two right panels) have a sharper transition between different classes; inside each class, the model’s predictions are almost invariant. Therefore, AT-GIF can obtain more attackable data by the interpolation and meanwhile keep the local invariance. As a result, AT-GIF can lead to a more robust model against the adversarial attacks.

4 Experiments

In this section, we empirically justify the efficacy of our proposed GIF on CIFAR-10 (Krizhevsky et al., 2009) and SVHN (Netzer et al., 2011) datasets. The detailed descriptions of the two datasets are in Appendix B.2. All models are trained with ResNet-18 (He et al., 2016) or Wide ResNet (WRN) (Zagoruyko and Komodakis, 2016). All experiments are run on the same machine with Intel Xeon Gold 5218 CPU, 250GB RAM, and six NVIDIA Tesla V100 SXM2 GPU. All methods are implemented with PyTorch 1.7.0 (Paszke et al., 2019).

Setup. We first introduce the settings for the CIFAR-10 dataset. In our experiments, we consider $||\tilde{x} - x||_\infty < \epsilon$ with the same $\epsilon$ in both training and evaluations. All images of CIFAR-10 are normalized into $[0, 1]$. We set the original batch size $m = 64$; the interpolation batch size $m' = 64$. For generating the most adversarial data to update the model, the perturbation bound $\epsilon = 8/255$; PGD step number $K = 10$; and PGD step size $\alpha = 2/255$, which keeps the same as (Rice et al., 2020). We train the model using SGD with 0.9 momentum for 60 epochs with the initial learning rate of $0.1$ divided by 10 at Epoch 30 and 45, respectively. The weight decay is $5e^{-4}$. For evaluations, we report standard test accuracy for natural test data and robust test accuracy for adversarial test data. The adversarial test data are generated by PGD-20 attack (PGD attack with 20 steps) (Madry et al., 2018), CW attack (with 30 steps) (Carlini and Wagner, 2017), and Auto attack (AA) (Croce and Hein, 2020) with the same perturbation bound $\epsilon = 8/255$. The step size $\alpha$ for PGD-20 attack and CW attack is $2/255$.

In SVHN, we set the perturbation bound $\epsilon = 4/255$, PGD step size $\alpha = 1/255$, and initial learning rate $\eta = 0.01$. For evaluations, the adversarial test data are generated by PGD-20 attack, CW attack, and Auto attack (AA) with the same perturbation bound $\epsilon = 4/255$. The step size $\alpha$ for PGD-20 attack and CW attack is $1/255$. Other settings of SVHN are the same as CIFAR-10.

We compare our AT-GIF with the following methods: standard adversarial training (AT) (Madry et al., 2018), IAT (Lamb et al., 2019), $K_{D_{stdkafe}} + SWA$ (Chen et al., 2021), and FastAT (Wong et al., 2020) to their GIF versions, i.e., TRADES-GIF, GAIRAT-GIF, and FastAT-GIF, and compare the performance of these methods. The algorithm of TRADES-GIF, GAIRAT-GIF, and FastAT-GIF are shown in Appendix A. For fair comparisons, instead of sampling interpolated data from the interpolation set $\mathcal{I}$ in GIF-based methods, all baseline methods set the original batch size $m = 128$ and the interpolation batch size $m' = 0$, i.e., we make sure that all methods train on the same amount of data. All GIF-based methods (e.g., AT-GIF, TRADES-GIF, GAIRAT-GIF, and FastAT-GIF) involve a burn-in period except the models trained in Figure 1 and Figure 2. The detailed settings of all these methods are in Appendix B.5.
Table 3: Test accuracy of GIF incorporating with other AT methods on the CIFAR-10 dataset.

| Defense       | Network | Best       | Last       | Natural | PGD-20 | CW | AA | Natural | PGD-20 | CW | AA |
|---------------|---------|------------|------------|----------|--------|----|----|----------|--------|----|----|
| TRADES        | WRN-34-10 | 84.92  | 55.33  | 53.81  | 52.54 |     |    | 85.10  | 53.16  | 51.12 | 50.09 |
| TRADES-GIF    | WRN-34-10 | 83.64  | 57.45  | 54.14  | 53.37 |     |    | 85.10  | 56.91  | 53.91 | 53.08 |
| GAIRAT        | WRN-32-10 | 86.31  | 56.69  | 44.63  | 42.26 |     |    | 85.43  | 52.50  | 43.71 | 41.14 |
| GAIRAT-GIF    | WRN-32-10 | 84.59  | 64.97  | 46.71  | 44.84 |     |    | 82.18  | 55.11  | 45.65 | 43.24 |
| FastAT        | WRN-32-10 | 88.38  | 46.14  | 47.31  | 43.70 |     |    | 89.56  | 6.79   | 6.01  | 0.03 |
| FastAT-GIF    | WRN-32-10 | 88.83  | 48.42  | 48.26  | 41.91 |     |    | 89.93  | 0.39   | 0.34  | 0.00 |

4.1 Robustness Evaluation

In this section, we first evaluate the robustness of AT-GIF on the CIFAR-10 dataset. Then, we show that the GIF can be easily incorporated into modern adversarial training methods (e.g., TRADES, GAIRAT, and FastAT). Last, we demonstrate that the GIF can also improve robustness on the SVHN dataset.

Robustness evaluation on CIFAR-10. We first show the efficiency of the GIF on CIFAR-10. We compare AT-GIF with standard AT, IAT, and KD std & adv + SWA.

In Table 1, we report the test accuracy of these models trained with ResNet-18. To keep the same setting as (Madry et al., 2018), we also report the performance of WRN-32-10 in Table 2. AT-GIF achieves the best adversarial robustness. For example, AT-GIF improves the best robust accuracy of AT by 2.52% on ResNet-18 under PGD-20 attack. The results indicate that AT suffers from overfitting, and has a large robust accuracy drop in the last epoch. AT-GIF alleviates the overfitting issue by interpolating more attackable data. The results also demonstrate that AT-GIF outperforms vanilla mixup-based methods (e.g., IAT), which further verifies the design of the GIF is more suitable (than vanilla mixup) in AT. KD std & adv + SWA mitigates the overfitting problem, but can hardly improve the robustness. AT-GIF can alleviate the overfitting issue and improve robustness at the same time.

Robustness evaluation of GIF incorporating with other AT methods. To show the GIF is a compatible approach, we compare TRADES, GAIRAT, and FastAT with their GIF versions, i.e., TRADES-GIF, GAIRAT-GIF, and FastAT-GIF.

Table 3 demonstrates the results of these methods trained with Wide ResNet on the CIFAR-10 dataset. To make fair comparisons, TRADES and TRADES-GIF are trained with WRN-34-10 (Zhang et al., 2019), and other methods are trained with WRN-32-10 (Zhang et al., 2021a; Wong et al., 2020). We also report the results of these models trained with ResNet-18 on the CIFAR-10 dataset in Appendix C.2. The GIF versions (TRADES-GIF, GAIRAT-GIF, and FastAT-GIF) have a better performance than their original versions (TRADES, GAIRAT, and FastAT). For instance, GAIRAT-GIF increases the robust test accuracy of GAIRAT by 8.28% on WRN-32-10 under PGD-20 attack. The failure of FastAT and FastAT-GIF in the last epoch is due to catastrophic overfitting (Wong et al., 2020).

Robustness evaluation on SVHN. We report the performance of AT-GIF compared with AT on the SVHN dataset in Table 4. AT-GIF can improve the test accuracy of AT by 3.46% on ResNet-18 under PGD-20 attack. This manifests that the GIF can indeed improve adversarial robustness on various datasets.

4.2 Ablation Studies

In this section, we conduct a series of ablation studies to further understand the effects of different components in AT-GIF.

Generating adversarial training data with CW attack. Besides PGD-10 attack, we also utilize the CW attack (Carlini and Wagner, 2017) with 10 steps (CW-10) to generate adversarial training data (Eq. (3)) on ResNet-18. Table 5 reports the results of generating adversarial training data with PGD-10 (AT-GIF (PGD)) and CW-10 (AT-GIF (CW)). AT-GIF (CW) increases the robust test accuracy by 6.08% on PGD-20 attack but has a lower performance on CW attack. The results show that generating adversarial training data with CW attack is also promising.

Selection of the interpolation weight λ. We report the robustness of our fixed λ = 0.5 with a random λ sampled from a uniform distribution or a beta distribution, i.e., λ ∼ U(0, 1) or λ ∼ Beta(0.3, 0.3) in Figure 3. The hyperparameters for uniform distribution and beta distribution are set according to (Zhang et al., 2018). When λ = 0.5 (blue line), the
Table 4: Test accuracy of ResNet-18 on the SVHN dataset.

| Defense | Natural | PGD-20 | CW   |
|---------|---------|--------|------|
| AT      | 95.67   | 74.52  | 74.86|
| AT-GIF  | 94.98   | 77.98  | 75.10|

Table 5: Test accuracy of AT-GIF with different methods of generating adversarial training data on the CIFAR-10 dataset.

| Defense           | Natural | PGD-20 | CW   |
|-------------------|---------|--------|------|
| AT-GIF (PGD)      | 81.59   | 53.57  | 50.07|
| AT-GIF (CW)       | 81.19   | 59.65  | 47.79|

model achieves the best performance, which shows that $\lambda = 0.5$ can indeed improve robustness. The model with $\lambda \sim U(0, 1)$ (orange line) underperforms our AT-GIF with a fixed $\lambda = 0.5$, due to that the uniform distribution of $\lambda$ leads to undesirable linear behavior.

In addition, we report the robustness of AT-GIF with different fixed interpolation weight $\lambda \in \{0.1, 0.2, \ldots, 0.5\}$ on the CIFAR-10 dataset in Appendix C.3. The results show that fixing $\lambda = 0.5$ achieves the best robustness, which further verifies the GIF indeed aids in AT.

Figure 3: Robust test accuracy of AT-GIF with different $\lambda$ under PGD-20 attack.

The effects of the burn-in period. We conduct an experiment to show the effects of the burn-in period on ResNet-18. Table 6 compares the performance of AT-GIF with and without the burn-in period. AT-GIF (burn-in) trains with the original data without the need of the interpolated data in the first 30 epochs, and start to train with both the original data and the interpolated data after Epoch 30. AT-GIF (naive) utilizes the original data and the interpolated data for adversarial training from the first epoch. The results suggest that the burn-in period can slightly improve the robustness under CW attack, but has a slightly lower test accuracy under PGD-20 attack.

Table 6: Test accuracy of AT-GIF with and without the burn-in period on the CIFAR-10 dataset.

| Defense           | Natural | PGD-20 | CW   |
|-------------------|---------|--------|------|
| AT-GIF (naive)    | 82.35   | 53.60  | 49.13|
| AT-GIF (burn-in)  | 81.59   | 53.57  | 50.07|

Different ratios of original data and interpolated data. We train AT-GIF with different ratios of data from the original dataset and the interpolation set (e.g., 1:1, 1:2, and 2:1). To make sure these methods train with the same amount of data in one mini-batch, in AT-GIF (1:1), we set original batch size $m = 64$ and interpolation batch size $m' = 64$; in AT-GIF (1:2), we set $m = 43$ and $m' = 85$; and in AT-GIF (2:1), we set $m = 85$ and $m' = 43$. We report the test accuracy of these models in Appendix C.4. AT-GIF (1:1) has a better performance than AT-GIF (1:2) and AT-GIF (2:1). This indicates that selecting an appropriate ratio of the original data and the attackable data is also important for robustness enhancement.
5 Conclusion

This paper has proposed a novel data augmentation framework, i.e., guided interpolation framework (GIF), for adversarial training. The GIF utilizes the meta information of the previous epoch to guide the data interpolation process. GIF can obtain a high ratio of attackable data by interpolation without sacrificing much the local invariance, efficiently enhancing adversarial robustness. Extensive experiments show our GIF boosts the robustness of AT. A promising future direction is to investigate the different impacts of attackable data and guarded data in AT.
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A Algorithm of TRADES-GIF, GAIRAT-GIF, and FastAT-GIF

To show our GIF is a compatible method, we modify TRADES, GAIRAT, and FastAT to their GIF versions, i.e., TRADES-GIF, GAIRAT-GIF, and Fast-GIF. The training of TRADES-GIF is shown in Algorithm 2. $\ell_{CE}$ is the cross-entropy loss, $\ell_{KL}$ is the Killback-Leibler loss, $\mathcal{N}(0, I)$ is the Gaussian distribution with zero mean and identity variance, $\gamma > 0$ is a small constant controlling the strength of the Gaussian distribution, and $\beta > 0$ is the weight of the KL loss. The training of GAIRAT-GIF is shown in Algorithm 3. $\kappa(x, y)$ is the least iteration number that the PGD method need to generate adversarial variant $\tilde{x}$ to fool the network, and $\omega(x, y)$ is the geometry-aware weight assignment function. The training of FastAT-GIF is shown in Algorithm 4. $U(\cdot, \cdot)$ is the uniform distribution.

Algorithm 2 TRADES with guided interpolation framework (TRADES-GIF)

Input: model $f_\theta$, training dataset $S$, learning rate $\eta$, number of epochs $T$, original batch size $m$, interpolation batch size $m'$, number of batches $M$, perturbation bound $\epsilon$, step size $\alpha$, PGD step number $K$, KL loss weight $\beta$, and Gaussian noise weight $\gamma$

Output: adversarially robust network $f_\theta$

$A_0 \leftarrow S$

for epoch $t = 1, 2, ..., T$ do

$A_t = \emptyset$

Compute interpolation set $\overline{S}_t$ by $A_{t-1}$ and Eq. (9)

for mini-batch $= 1, ..., M$ do

Randomly sample $\{(x_i, y_i)\}_{i=1}^m$ from $S$ and $\{(x_i, y_i)\}_{i=m+1}^{m+m'}$ from $\overline{S}_t$

for $i = 1, \ldots, m + m'$ do in parallel

$\overline{x}_i \leftarrow x_i + \gamma \mathcal{N}(0, I)$

for $k = 1, \ldots, K$ do

$\overline{x}_i \leftarrow \Pi_{B(x_i)}(\alpha \text{sign}(\nabla_{\overline{x}_i} \ell_{KL}(f_\theta(\overline{x}_i), f_\theta(x_i))) + \overline{x}_i)$

end for

if $i \leq m$ and $\text{arg max}_c f_c^\theta(\tilde{x}_i) \neq \text{arg max}_c y_i^c$ then

$A_t \leftarrow A_t \cup \{(x_i, y_i)\}$

end if

end for

$\theta \leftarrow \theta - \eta \cdot \frac{1}{m+m'} \sum_{i=1}^{m+m'} \nabla_\theta [\ell_{CE}(f_\theta(\overline{x}_i), y_i) + \beta \ell_{KL}(f_\theta(\overline{x}_i), y_i)]$

end for
Algorithm 3 GAIRAT with guided interpolation framework (GAIRAT-GIF)

**Input:** model $f_\theta$, training dataset $S$, learning rate $\eta$, number of epochs $T$, original batch size $m$, interpolation batch size $m'$, number of batches $M$, perturbation bound $\epsilon$, step size $\alpha$, PGD step number $K$

**Output:** adversarially robust network $f_\theta$

$$A_0 \leftarrow S$$

for epoch $t = 1, 2, \ldots, T$

$$A_t = \emptyset$$

Compute interpolation set $\mathcal{S}_t$ by $A_{t-1}$ and Eq. \ref{eq:9}

for mini-batch $= 1, \ldots, M$

Randomly sample $\{(x_i, y_i)\}_{i=1}^{m}$ from $S$ and $\{(x_i, y_i)\}_{i=m+1}^{m+m'}$ from $\mathcal{S}_t$

for $i = 1, \ldots, m + m'$ do in parallel

$$\bar{x}_i \leftarrow x_i; \kappa(x_i, y_i) \leftarrow 0$$

for $k = 1, \ldots, K$

if $\bar{x}$ is predicted correctly then

$$\kappa(x_i, y_i) \leftarrow \kappa(x_i, y_i) + 1$$

end if

$$\bar{x}_i \leftarrow \Pi_{B_\epsilon(x_i)} (\alpha \text{sign} (\nabla_{\bar{x}_i} \ell(f_\theta(\bar{x}_i), y_i)) + \bar{x}_i)$$

end for

Compute $\omega(x_i, y_i)$ according to $\kappa(x_i, y_i)$

if $i \leq m$ and $\arg \max_c f_\theta^c(\bar{x}_i) \neq \arg \max_c y_i^c$ then

$$A_t \leftarrow A_t \cup \{(x_i, y_i)\}$$

end if

end for

$$\theta \leftarrow \theta - \eta \cdot \nabla \theta \left\{ \sum_{i=1}^{m+m'} \frac{\omega(x_i, y_i)}{\sum_{j=1}^{m+m'} \omega(x_j, y_j)} \ell(f_\theta(\bar{x}_i), y_i) \right\}$$

end for

end for

Algorithm 4 FastAT with guided interpolation framework (FastAT-GIF)

**Input:** model $f_\theta$, training dataset $S$, learning rate $\eta$, number of epochs $T$, original batch size $m$, interpolation batch size $m'$, number of batches $M$, perturbation bound $\epsilon$, step size $\alpha$, PGD step number $K$

**Output:** adversarially robust network $f_\theta$

$$A_0 \leftarrow S$$

for epoch $t = 1, 2, \ldots, T$

$$A_t = \emptyset$$

Compute interpolation set $\mathcal{S}_t$ by $A_{t-1}$ and Eq. \ref{eq:9}

for mini-batch $= 1, \ldots, M$

Randomly sample $\{(x_i, y_i)\}_{i=1}^{m}$ from $S$ and $\{(x_i, y_i)\}_{i=m+1}^{m+m'}$ from $\mathcal{S}_t$

for $i = 1, \ldots, m + m'$ do in parallel

$$\bar{x}_i \leftarrow x_i + U(-\epsilon, \epsilon)$$

$$\bar{x}_i \leftarrow \Pi_{B_\epsilon(x_i)} (\alpha \text{sign} (\nabla_{\bar{x}_i} \ell(f_\theta(\bar{x}_i), y_i)) + \bar{x}_i)$$

if $i \leq m$ and $\arg \max_c f_\theta^c(\bar{x}_i) \neq \arg \max_c y_i^c$ then

$$A_t \leftarrow A_t \cup \{(x_i, y_i)\}$$

end if

end for

$$\theta \leftarrow \theta - \eta \cdot \frac{1}{m+m'} \sum_{i=1}^{m+m'} \nabla \theta \ell(f_\theta(\bar{x}_i), y_i)$$

end for

end for
B Detailed Experimental Settings

B.1 Detailed Experimental Settings of Figure 1 and 2

In Figure 1, we train three models with AT, AT-mixup, and AT-GIF respectively. The settings for these models are the same as our default settings (described in Section 4), except these models do not involve the burn-in period. The training of AT-mixup is shown in Algorithm 5, and the training of AT-GIF is shown in Algorithm 1.

In Figure 2, we randomly select 1,600 data from 2 random classes (800 data for each class) from the CIFAR-10 dataset. We embed the data to 2-dimension with PCA [Abdi and Williams (2010)]. Then, we train these 2D data on a small neural network with four fully connected layers (size 10–10–5–2) with AT, AT-mixup, and AT-GIF, respectively. We visualize the prediction confidences in the three lower panels.

Algorithm 5 Adversarial training with vanilla mixup (AT-mixup)

**Input:** model \( f_\theta \), training dataset \( S \), learning rate \( \eta \), number of epochs \( T \), original batch size \( m \), interpolation batch size \( m' \), number of batches \( M \), perturbation bound \( \epsilon \), step size \( \alpha \), PGD step number \( K \)

**Output:** adversarially robust network \( f_\theta \)

\[
\begin{align*}
A_0 &\leftarrow S \\
\text{for \ epoch } t = 1, 2, \ldots, T \text{ do} \\
&\quad A_t = \emptyset \\
&\quad \text{Compute interpolation set } \overline{S}_t \text{ by training dataset } S \text{ and Eq. (6)} \\
&\quad \text{for \ mini-batch } i = 1, \ldots, M \text{ do in parallel} \\
&\qquad \text{Randomly sample } \{(x_i, y_i)\}_{i=1}^m \text{ from } S \\
&\qquad \quad \text{Generate adversarial data } \tilde{x}_i \text{ of } x_i \text{ by Eq. (3)} \\
&\quad \text{end for} \\
&\quad \text{Randomly sample } \{(x_i, y_i)\}_{i=m+1}^{m+m'} \text{ from } \overline{S}_t \\
&\quad \text{for \ } i = m + 1, \ldots, m + m' \text{ do in parallel} \\
&\qquad \text{Generate adversarial data } \tilde{x}_i \text{ of } x_i \text{ by Eq. (3)} \\
&\quad \text{end for} \\
&\quad \theta \leftarrow \theta - \eta \cdot \frac{1}{m+m'} \sum_{i=1}^{m+m'} \nabla_\theta \ell(f_\theta(\tilde{x}_i), y_i) \\
&\quad \text{end for} \\
\end{align*}
\]

B.2 Detailed Description of the Datasets

In our experiments, all the models are trained on the CIFAR-10 [Krizhevsky (2009)] and the SVHN [Netzer et al. (2011)] dataset.

The CIFAR-10 dataset consists of 60,000 32x32 colour images in 10 classes, with 6,000 images per class. There are 50,000 training images and 10,000 test images.

SVHN is a real-world image dataset consists of 73,257 training data and 26,032 testing data in 10 classes. SVHN is obtained from house numbers in Google Street View images.

B.3 Detailed Settings of Baselines

For fair comparisons, our GIF-based methods (TRADES-GIF, GAIRAT-GIF, and FastAT-GIF) keep the same settings as their original versions (TRADES [Zhang et al. (2019)], GAIRAT [Zhang et al. (2021a)], FastAT [Wong et al. (2020)]).

In TRADES and TRADES-GIF, we set KL loss weight \( \beta = 6 \), weight of Gaussian noise \( \gamma = 0.001 \), and training epoch \( T = 75 \). The initial learning rate \( \eta = 0.1 \) and divided by 10 at Epoch 37 and 56, respectively. In GAIRAT and GAIRAT-GIF, we set geometry-aware weight assignment function \( \omega(x, y) = \frac{1 + \tanh(-1 + 5 \times (1 - 2 \times \alpha(x, y)/K))}{2} \) according to [Zhang et al. (2021a)].
C Additional Experiments

C.1 Auxiliary Experiment for Comparisons Between AT, AT-mixup, and AT-GIF

We conduct an auxiliary experiment to further compare the differences between AT, AT-mixup, and AT-GIF on ResNet-18 [He et al. (2016)]. First, we pretrain three ResNet-18 models on the whole CIFAR-10 dataset with AT, AT-mixup, and AT-GIF, respectively. Second, we randomly select 2,000 testing data from 2 random classes (1,000 data for each class) from the CIFAR-10 dataset. Third, we compute the prediction confidences of these 2,000 data with the three pretrained model. Fourth, we embed these data to 2-dimension with PCA [Abdi and Williams (2010)]. Last, we visualize these data according to their prediction confidence in Figure 4. The prediction confidences of the model trained with AT-mixup behaves linearly. AT-GIF alleviates the linear issue and behaves sharply.

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{figure4.png}
\caption{Comparisons between AT, AT-mixup, and AT-GIF on ResNet-18 [He et al. (2016)].}
\end{figure}

C.2 Robustness Evaluation of GIF Incorporating with Other AT methods on ResNet-18

We report the test accuracy of GIF incorporating with other AT methods on ResNet-18 in Table 7. The results show that all GIF-based methods outperform their original versions.

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|c|c|c|c|}
\hline
\textbf{Defense} & \textbf{Network} & \textbf{Best} & \textbf{Last} \\
 & & \textbf{Natural} & \textbf{PGD-20} & \textbf{CW} & \textbf{AA} & \textbf{Natural} & \textbf{PGD-20} & \textbf{CW} & \textbf{AA} \\
\hline
TRADES & ResNet-18 & 81.28 & 52.05 & 49.63 & 48.53 & 81.17 & 51.81 & 49.35 & 48.41 \\
TRADES-GIF & ResNet-18 & \textbf{81.54} & \textbf{53.04} & \textbf{49.84} & \textbf{48.96} & \textbf{82.11} & \textbf{52.05} & \textbf{49.51} & \textbf{48.45} \\
GAIRAT & ResNet-18 & \textbf{82.91} & 55.93 & 42.74 & 40.03 & \textbf{83.03} & 50.94 & 38.04 & 35.17 \\
GAIRAT-GIF & ResNet-18 & 81.29 & \textbf{60.57} & \textbf{43.07} & \textbf{40.36} & 81.07 & \textbf{60.08} & \textbf{40.09} & \textbf{37.43} \\
Fast AT & ResNet-18 & \textbf{86.33} & 43.81 & 45.12 & 41.03 & 89.26 & 1.44 & 2.72 & 0.00 \\
Fast AT-GIF & ResNet-18 & 85.45 & \textbf{47.49} & \textbf{45.88} & \textbf{42.88} & 89.13 & 1.23 & 2.35 & 0.00 \\
\hline
\end{tabular}
\caption{Test accuracy of GIF incorporating with other AT methods on ResNet-18.}
\end{table}
C.3 Robustness Evaluation of AT-GIF with Different Fixed Interpolation Weight $\lambda$

We report the test accuracy of AT-GIF with different fixed interpolation weight $\lambda \in \{0.1, 0.2, 0.3, 0.4, 0.5\}$. The results suggest that AT-GIF with $\lambda = 0.5$ achieves the best performance.

Table 8: Test accuracy of AT-GIF with different fixed interpolation weight $\lambda$.

| Metric | AT-GIF (0.1) | AT-GIF (0.2) | AT-GIF (0.3) | AT-GIF (0.4) | AT-GIF (0.5) |
|--------|--------------|--------------|--------------|--------------|--------------|
| Natural | 84.42        | 84.10        | 83.73        | 83.46        | 81.59        |
| PGD-20  | 47.88        | 49.72        | 52.27        | 52.81        | 53.57        |
| CW      | 46.85        | 48.30        | 48.88        | 49.08        | 50.07        |

C.4 Robustness Evaluation of AT-GIF with Different Ratios of Original Data and Interpolated Data

We report the test accuracy of AT-GIF with different ratios of data from the original dataset and interpolation set on the CIFAR-10 dataset [Krizhevsky (2009)] in Table 9. The results suggest that GIF(1:1) is most effective for enhancing robustness.

Table 9: Test accuracy of AT-GIF with different ratios of original data and interpolated data on ResNet-18.

| Defense | Natural | PGD-20 | CW    |
|---------|---------|--------|-------|
| AT-GIF (1:1) | 81.59 | 53.57  | 50.07 |
| AT-GIF (1:2) | 81.90 | 53.05  | 49.33 |
| AT-GIF (2:1) | **82.88** | 51.98  | 49.47 |