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Abstract: Today’s commercially-off-the-shelf (COST) wearable devices can unobtrusively capture several important parameters that may be used to measure the indoor comfort of building occupants, including ambient air temperature, relative humidity, skin temperature, perspiration rate, and heart rate. These data could be used not only for improving personal wellbeing, but for adjusting a better indoor environment condition. In this study, we have focused specifically on the sleeping phase. The main purpose of this work was to use the data from wearable devices and smart meters to improve the sleep quality of residents living at KTH Live-in-Lab. The wearable device we used was the OURA ring which specializes in sleep monitoring. In general, the data quality showed good potential for the modelling phase. For the modelling phase, we had to make some choices, such as the programming language and the AI algorithm, that was the best fit for our project. First, it aims to make personal physiological data related studies more transparent. Secondly, the tenants will have a better sleep quality in their everyday life if they have an accurate prediction of the sleeping scores and ability to adjust the built environment. Additionally, using knowledge about end users can help the building owners to design better building systems and services related to the end-user’s wellbeing.

Keywords: sleep quality; wearable device; smart building sensors; thermal comfort; data storage; data quality assessment; ANN

1. Introduction

Information and communication technology (ICT) has many applications nowadays, and it plays a significant role in enhancing people’s lives. It has considerable contributions in many fields, such as education, medicine, transportation, and agriculture. ICT also contributes to the building sector. A building’s life cycle can be automated with ICT devices by integrating leading technologies in the systems and operations that make up the entire building. These types of buildings are typically referred to as “Smart Buildings”. A building generally requires many technologies to attain the “Smart Building” property; such technologies include human-computer algorithms, big data analytics, sensors, and cloud computing [1].

Furthermore, a building is built to perform spatial and physical functionalities that hold social values. The physical relates to the shaping and decorations, and the other relates to the spatial arrangement of activities and relationships [2]. Taking that in mind, one can use the human–building interaction (HBI) to design the appropriate building. HBI refers to the interface between tenants and their surrounding buildings’ spaces by focusing on the functionalities, interactions, and interconnections [3]. So, the human-building interaction study provides interactive opportunities for tenants to form spatial, physical, and social functionalities in their built environment [4,5].
Nowadays, the importance of maintaining comfortable indoor thermal environments (not only at daytime, but also at nighttime) in spaces such as the bedrooms of residences, guest rooms in hotels and wards in hospitals, is growing significantly. Current thermal comfort theories and standards are mainly concerned with people in a waking state. However, many problems regarding the thermal environment are found within a few studies [6,7], pushing out the need to investigate the thermal environment and thermal comfort for sleeping people. Many factors, such as health states, emotional states, bedding conditions, and thermal environments affect sleep quality, with the thermal environment being one of the most important factors [8,9]. Some physiological parameters such as skin temperature and heart rate variability are found to be related to thermal comfort in waking people [10,11].

An increasing proportion of the population is tracking their health using wearable technology, with sleep being a prime parameter of interest. Part of the motivation behind tracking sleep is due to the recognition of sleep as an essential aspect of physical health (e.g., weight control, immune health, blood sugar regulation) [12,13], as well as of mental and cognitive brain health (e.g., learning, memory, concentration, productivity mood, anxiety, depression) [14,15]. As such, wearable devices offer the promise of a daily feedback tool guiding personal health insights and, thus, behavioral change that could contribute to a longer health span and lifespan. However, for wearable devices to become broadly adopted, the correct form factor becomes key to maintain adherence [16,17]. This is similarly true of the utility of the type and accuracy of sensory data that such devices provide to the user, and whether that data is real-world meaningful to them [18,19].

In [20] authors correctly highlighted that an individual approach to study the indoor comfort is required and could be explored within the three primary categories of variables: (1) environmental information, (2) occupant behavior, and (3) physiological signals. This makes it necessary to connect data from both wearable devices and built environment sensors. Recent attempts [21,22] applied commercial wearable sensors together with environmental sensors (e.g., temperature, air speed) to predict the comfort of each individual occupant and highlighted a few important limitations in such studies. Subjects involved in the studies were restrained in a climate-controlled laboratory environment for a short period of time, usually within hours [23,24], and the feasibility and accuracy of personal thermal comfort models developed under real-life conditions are still unclear due to very complex end users’ behaviors. From the literature review, we can see that the models developed directly from lab data [25,26] usually have higher prediction power as compared to those from the real environment [27,28], resulting in ~90% vs. ~70%. Thus, the first problem we are trying to approach in our explorative case study is to conduct the study in a real-life context environment.

Several studies [27,28] also suggest there exists a high potential for developing new models to predict human thermal sensation using artificial neural networks and additional factors that can be individually, unobtrusively, and dynamically measured using wearables. A number of additional studies were conducted to investigate the use of wearable devices, wireless sensors, and mobile applications for identifying thermal comfort of building occupants and their location over time. Despite existing off the shelf, wearables providing some sleep indicators (such as the sleep duration, the number of awakenings or the time to fall asleep) the specialized scientific sleep literature uses other indicators that feature sleep and sleep behavior in a more precise way [29]. For example, heart rate [30], respiration [31] or temperature [32] are very well correlated to sleep and can be collected by off-the-shelf wearables.

The current popularity of wearables for tracking physical activity and sleep, including actigraphy devices, can foster the development of new advanced data analytics, and evaluate the feasibility of predicting sleep quality. However, the availability of sensors in wearables does not necessarily mean that the corresponding data can be collected from them, because quite frequently the wearable vendors constrain or limit the access to raw data. For example, in some of the Fitbit devices, accelerometer and altimeter raw data are
not available for developers, but only for the vendor to calculate indicators of the start and end of the sleep periods. In [33], there were identified other issues to collect data from off-the-shelf wearables: battery duration, differences on data models, the duration of tokens to authorize the collection of data, etc. In addition to raw sensor data, wearable vendors also provide more elaborated information.

Focusing on sleep, there are some indicators provided by vendors, currently. The more common ones are obtained from accelerometer raw data values using actigraphy techniques [34]. Standard actigraphy is a well-established measure of an individual’s sleep–wake patterns [35]. Although not measuring brain sleep states, actigraphy has the advantage of being relatively low cost, nonintrusive, and easy to use [34], which allows for the tracking of individuals’ sleep patterns over prolonged periods of time in non-laboratory settings. The wearable raw accelerometer data are collected and transferred to a smartphone that processes the data to estimate the time slept by a certain user [36,37]. Furthermore, the use of actigraphy techniques and accelerometer data in smartphones is not new. Apps such as “Sleep as Android” [38] already provided this functionality using the smartphone accelerometer data directly. Instead, wearables are directly worn by the person and, as a result, they may register user movements in a better way. The main wearable vendors also use actigraphy techniques and algorithms to provide a sleep efficiency indicator.

A novel, multisensory device that claims to be able to distinguish sleep stages, including REM sleep, has recently come on the market. The OURA ring is a scientifically validated, wearable sleep tracker which objectively estimates go-to-bed time and sleep stages based on nocturnal PPG (250 Hz), 3-D accelerometer (50 Hz) and min by-min skin temperature [39]. The associated OURA App also displays an optimal bedtime window for those users that are considered very good sleepers according to the OURA Sleep Score metrics.

2. Research Goals and Objectives

2.1. Research Big Picture: Human-Building Interaction

KTH Live-in-Lab (LiL) performs human-building interaction studies to explore the growing potential of how the built environment can influence humans in their everyday lives. It uses smart buildings to create testbeds that accelerate innovation in the construction sector and reduce the lead time between research results and market introduction. KTH LiL places the occupants in the center of its focus when implementing new testbeds, which allows it to study the end users and their surroundings’ built environment. The occupants’ built environment at the living laboratory are measured by using multiple smart building sensors. However, when trying to thrive for the occupants’ well-being and comfort, access to their body signals is essential. That is where ICT-enabled wearable devices come into play. The schematic representation of the intersection between occupant wellbeing and building operation studies is represented at Figure 1. The explorative case study presented in this paper is placed on the overlap between two specific domains: wearable devices and cyber-physical analysis of ICT system and living lab environment, which combines cyber and physical components as well.

2.2. Research Goal and Objectives

The main goal of the study is to explore the non-intrusive way monitoring personal body-related information about tenants while sleeping and to explore the correlations between physiological data and the built environment in a real-life environment. This knowledge can lead us to better monitoring and predicting of an occupant’s sleep quality by using commercially-off-the-shelf wearable devices and smart building sensors data. The objective of this study is to address the following research questions:

- What are the possibilities and limitations of measuring sleep quality from built environments and a commercially-off-the-shelf wearable device (OURA ring) in a real-life context?
Can the data from the OURA ring and smart meters be used for providing personalized instructions for its users to increase their sleep quality?

Figure 1. Research domain intersection: occupant wellbeing and building operation.

The purpose of this paper is to work as an explorative study for the real-context-driven research of sleep quality at a living laboratory using the OURA ring. This study will benefit future researchers working on physiological measurement-based approaches for human-centered sleep quality by giving them a head start on what the data collected from the OURA ring can provide and the potential limitations. This project will also serve different stakeholders in the real estate industry and the smart buildings industry. For example, this will help building owners by providing better thermal comfort solutions and will provide enough information about energy consumption inside the building in the future. It will also serve the occupant as a stakeholder by maintaining sleep quality and as a result, improving their wellbeing in general. However, there are some ethical concerns regarding the data being collected, and there might also be social concerns regarding the impact of those systems on the tenant’s lifestyle.

The objectives of this paper are twofold:

1. Assess the quality of the data collected from the OURA ring.
2. Investigate whether the data from commercially-off-the-shelf wearable device (OURA ring) can be used in combination with the ambient data to create an appropriate model for sleep quality evaluation.

These objectives were divided into the following sub-goals:

1. Data storage: Building a data storage with an appropriate data structure from the OURA ring and smart meters data.
2. Data quality assessment: What are the possibilities and limitations of measuring sleep quality in a real-life context with the use of the OURA ring?
3. Modeling: Building an ANN for improving sleep quality with the OURA ring and smart meters’ data based on the possibilities and limitations concluded about the data from sub-goal 2.
3. System Boundaries and Methodology Overview

3.1. System Boundaries

As was mentioned in the previous chapter, this study includes several domains and environment overlaps, for instance: human and building environments, and physical and digital infrastructures. The study system boundaries are represented in Figure 2 below.

![Figure 2. Study system boundaries.](image)

3.1.1. KTH Live-in-Lab

KTH LiL is a multiple testbed platform that offers a full-scale test environment ranging from buildings and installations to housing and management organizations. It performs as a testbed for products and services by providing the opportunity to conduct tests in actual buildings. In addition, it ensures that companies can test their products in real environments and test how different components of their products affect the results. KTH Live-in-Lab offers a comprehensive infrastructure, with a seamless integration between the physical and the digital. A full-scale test environment comprising everything from buildings and installations to housing, users, and a management organization, combined with a portal for research data from test beds and research results.

3.1.2. Wearable Device OURA Ring

The OURA ring is a smart ring that mainly aims to maintain personal health through sleep monitoring. It has a regular ring shape, and the following sensors:

- NTC Temperature Sensors: this sensor is responsible for measuring the body temperature directly from the skin. OURA claims that by using these sensors they are able to produce accurate measurements of the person’s body temperature. According to OURA, this is a better approach than estimating it from the surroundings;
- OURA uses a 3D accelerometer to measure different activity- and movement-related parameters, and they combine these parameters with the profile information that the user provided to perform accurate analysis and provide accurate data about energy expenditure and movement (steps, miles);
- Infrared light sensor: this sensor measures the respiratory rate, and the reason that OURA uses this sensor is due to its higher accuracy compared to other sensors such as green light LEDs.

The OURA ring detects pulse rate, variation in interbeat intervals (IBIs) and pulse amplitude from the finger optical pulse waveform. The ring also measures motion and body temperature. OURA ring manufacturers claim to use these physiological signals (a combination of motion, heart rate, heart rate variability, and pulse wave variability amplitude) in combination with sophisticated machine-learning-based methods to calculate deep (PSG N3), light (PSG N1 + N2) and rapid-eye-movement (REM) sleep in addition to sleep–wake states [40]. The detailed structure of the OURA ring is presented in Figure 3.

![OURA Ring Detailed Image](image-url)

**Figure 3.** OURA ring detailed image.

In terms of this research, the measure of sleep quality that we used is the one provided by OURA API (sleep score). We selected sensors for this study based on three criteria:

1. The diversity of bio signals;
2. Raw data access for research support;
3. Convenience to wear 24/7, especially while sleeping.

OURA analyzes the body dynamics such as resting heart rate (RHR), respiration rate, different sleep cycles (light, deep, and REM), and other factors to determine sleep quality. OURA uses this metric to guide people toward better health and mental conditions; the higher this score is, the more energetic and ready the person is for the next day. In general, a sleep score that is above 70 is considered a good score. However, OURA does not provide any information about how the person should adjust their surrounding environmental parameters for achieving better sleep scores. The only information provided by their app and algorithm to increase one’s sleep score is to set a consistent sleeping time and sleep duration for the ring wearer.

### 3.1.3. Smart Meters by SE

KTH Live in Lab’s Building Management System (BMS) for building automation, data collection and data storage are based on Schneider Electric’s StruxureWare Building Operation. The system enables real-time monitoring and the operation of all systems, such as heating, water, ventilation, levels of carbon dioxide and window opening. It also enables operational diagnostics, fault detection, maintenance and graphical visualization of data. The OURA ring provided the physiological data about the users, and the SE sensors provided the building’s environmental data.

#### 3.2. Research Process

The methodology of this study involved several steps: (1) relevant literature screening and problem identification; (2) the context analysis of living laboratory infrastructure and wearable device usability; (3) the collection of wearable device data with regards to physical activity and sleep patterns; (4) data storing and processing; (4) data modeling; and (4) performance evaluation. The research process is represented in Figure 4 below.
4. Implementation and Analysis

4.1. Database

Two types of data are collected in this case study. The first is building environment data collected from SE sensors in KTH LiL building in the form of xlsx sheets. The second is physiological data collected from the OURA rings of KTH LiL apartments’ tenants in the form of csv sheets. To follow the GDPR data protection rules, the tenants agreed in a signed form to use their data for a specified number of months, eliminating any possibilities of ethical or social violations. Furthermore, the data was being collected passively, which means there were no physical monitoring and/or tests performed on the tenants. Thus, it does not have any impact on their normal lives. When implementing the database, we decided on using a NoSQL database, specifically "MongoDB". MongoDB stores data in JSON-like documents, which means the fields can vary between documents, and their structure is flexible and can be changed at any time. This structure allows for horizontal scalability. That helps in accommodating large databases, which are convenient when working with large amounts of users and building data. The documents consist of pairs of fields and values. The values can be of any type (string, number, Booleans, and arrays). Those documents are stored in collections such as tables in relational databases (e.g., SQL). Since the collected data was in csv and xlsx sheets, creating a database with an appropriate data structure was essential. Creating the database at the beginning of the project helped to facilitate the important fields and made them more easily accessible in the other stages of the project. The data structure was chosen to implement two properties: (1) separating tenants from each other, and (2) the days of each tenant are separated from each other. This implementation allowed for the straightforward storage and/or retrieval of data. This stage can be viewed as an extract, transform, and load (ETL) pipeline, and it was mainly done in Node.js and MongoDB. The overview of the ETL pipeline can be found in Figure 5 below:

![Figure 5. ETL data pipeline during the different stages of this project.](image)

The data was extracted from SE sensors in the form of multiple xlsx sheets. Each sheet contains ~1–2 months of a specific building parameter (humidity, temperature, and CO₂ levels). As for the data extracted from the OURA rings, they are in the form of csv sheets.
Each sheet contains ~1–2 months of physiological information of a tenant. The retrieved sheets were then saved on our private computers and were ready for the transform phase. This phase consisted of transforming the data to follow our desired data structure and manually checking/analyzing the transformed data for any errors. The data structure is in the form of collections that hold multiple documents. A collection was made in association with each tenant. Each collection holds data related to the tenant in the form of JSON documents. Each of those documents holds one day’s worth of information about the tenant.

The Mongoose schema was used to define the documents’ structure and their default values. MongoDB will automatically generate an ObjectId for every document in a collection. Although ObjectIDs were not necessarily useful for our research, we used them to keep track of critical or issue-generating days/documents. The transformed data was loaded in our MongoDB database, which is being hosted on our private computers. For security reasons, no one was allowed to view this database except for project members and supervisors. After creating a database with a suitable data structure, we moved to the data quality assessment and data modelling stages. Those are the main stages for our explorative study. We assessed the quality of the data, defined limitations and boundaries, built hypotheses, and suggested a deep artificial neural network model.

4.2. Data Quality Assessment

The methodology selected for data quality assessments of the OURA ring, and the SE sensors is TDQM. This methodology is considered a result of the idea of “fitness for use” [41]. This method looks at the data as a product. All products have life cycles, and so do the data. The following basic processes can summarize it:

- Define: This process identifies the quality of information requested by information consumers. It also analyses the information life cycle that characterizes the production process. In our assessment, this process will identify the metrics and desired information that could potentially be used for the modeling stage of our research;
- Measure: In this phase, we will measure the different data we have according to the metrics and desired information we identified in the previous process. That allows us to analyze and confirm what parts of our data can be used and what cannot;
- Analyze: This is a fundamental part of the assessment process. In this step, we analyze the results we got from the previous steps. In addition, this phase helps us to identify the reasons behind the different data errors, which is essential for the improvement process;
- Improve: This prioritizes the wrong data and starts by developing a plan to improve and correct these parts of the data. Thus, TDQM is a methodology that focuses both on data quality assessment and data improvement [42].

This method starts by defining the metrics and dimensions that are important for the later stages (measuring, analysing). These dimensions will be the same for both data sources. As for the measuring stage, the process was different for the two data sources, so each will be discussed separately.

- From the OURA: To collect data (measuring), we distributed sample rings to students living in KTH LIL apartments. The students wore their rings for the agreed-on period. The measurement was taken entirely by using the ring’s sensors, and they were not manually manipulated.
- From SE sensors: This data is automatically measured by the different sensors placed inside the KTH Live-in-Lab buildings.

The next step was to analyze the data. Each data sample was analyzed separately by examining and studying examples. The analysis and examination were achieved by applying the different definitions to the different dimensions we have. The dimensions then were categorized into the following assessments:
Approved: This indicates that the data passed the dimension according to the established definition.

Rejected: This indicates that the data did not pass the test, and it must be modified if the parameter is to be used in the modeling stage.

NA: this means that not enough information was found for assessing the dimensions, but it is OK to proceed with using this data without any further improvements.

The method we chose for our data assessment is TDQM, the method aims to validate many aspects of the data such as the validity, quality, believability, security, etc. When assessing each dimension, we had to follow different approaches on different dimensions.

Believability: When assessing the believability of the data, we had to take into consideration many things, whether the data values are reasonable, have the values been manipulated before we got them or not. In the case of data from the OURA ring, the data was extracted directly from the OURA database, and since the study is about the OURA ring, we had to approve the believability of the data coming from OURA. The other source of data we had is the data from the SE sensors. This data was measured and stored inside KTH servers, and the data was sent to us by one of the main supervisors on this project. Thus, it is trustworthy, and we approved the believability of the data from SE as well.

Accuracy: to assess this dimension, our main sources for information were the official websites provided by both companies OURA and SE. OURA in their website provides plenty of information about the accuracy of their sensors and how accurate the value for each parameter is. However, after assessing the accuracy of each parameter individually, we were able to identify which parameter is accepted and which is not.

- Sleep Score: OURA states on their website that the sleep score is calculated based on many parameters, including your resting heart rate (RHR), heart rate variability (HRV), body temperature, respiratory rate, and movement. These parameters are directly measured from the three sensors that the company has installed on the ring. As this metric is OURA specific, we do not have actual data to compare its accuracy with, but in comparing the accuracy of the other parameters that the ring manufacturer uses for calculating this parameter, we found that RHR and HRV are 99.6% and 98% accurate [43].

- Temperature: This parameter is measured by a SE sensor that is installed inside the KTH LiL buildings, and according to SE, all their sensors provide accurate measurements up to +0.2/−0.2 degrees. So, the temperature is considered accurate [44].

- Activity: There is no defined measure for activity to assess whether it is accurate or not, however the approach that OURA uses is to take data from the 3D accelerometer which seems a common approach to measure activity. This sensor is considered a reliable tool for measuring different activity related parameters, and that is because it delivers accurate results [45].

- Readiness: This parameter measures how well your overall health is, and how prepared you are for the day following. OURA also calculates the readiness of a person based on data from the sensors such as the RHR and HRV, as proven before. Since those parameters are accurate enough, we could also consider the readiness to be accurate enough for this project [46].

- Humidity: This parameter follows the same approach as the temperature. And according to SE, the humidity sensors are accurate up to +2%/−2% in the ranges from 0–80% relative humidity measurements. So, the humidity is considered accurate [47,48].

- Restfulness: It is a measure of how soundly you slept through the night. Wakeups, excessive movement, and getting up from bed during the night will all take away from your overall restfulness. However, in this simple definition of restfulness, we cannot approve this parameter since any small hand move, in-bed rotation can decrease this score and thus give a misleading result [49].

- Sleep Latency: This parameter is defined to be the amount of time it took a person to fall asleep after they went to bed, according to OURA the optimal time for a person to fall asleep is 10–20 min, if a person falls asleep in less than 5 min, this can indicate
that the person is over tired, and if the person struggles to sleep within 20 min, it indicates that this person is having some anxiety. However, OURA does not provide any information about the accuracy of this parameter, so it is not assessed.

- **Total Burn:** This parameter refers to the total number of calories burned throughout the day, OURA does not provide enough information about the accuracy of this parameter, but they claim it to be accurate enough, or slightly bounced if the person did not wear the ring when exercising. In an experiment that was performed to compare different wearables, OURA was the most consistent wearable device in the activity measuring [50].

- **Total Sleep Time:** OURA analyzes your sleep by measuring the dynamics of your resting heart rate, body temperature, movement. Again, we cannot determine the accuracy of sleep time since we have no access to the algorithm, and we think that there were no actual tests performed to test the accuracy of the algorithm [51].

**Objectivity:** Since all collected data is from the sensors of the OURA ring, we can safely assume that it is completely unbiased, impartial, and unprejudiced, since it is qualitative data [39].

**Reputation:** The source of the data is from the ring, which means our only source is considered “trust-worthy”. Additionally, we are aware that the data never modified, edited, or manipulated, and also data is used by OURA to monitor sleep patterns for users, so OURA cannot manipulate the data, or they will risk losing their clients. All of this ensures that our data holds a good reputation and thus we approve this dimension [52].

**Relevancy:** The data set we received from OURA contains 55 entries for each day, and in our modelling process, we are using 10 parameters, which are 8 from OURA and 2 from SE. This means that the dataset we have covers 100% of our needs. Thus, this dimension is approved.

**Timeliness:** Time is not an important factor in our project; in fact, we have data ranging from multiple months (May 2020, December 2020, February 2021, March 2021). So, we have a wide range of the year covered by the dataset. We also have samples from winter/summer times which ensure that the program is trained on different patterns. Additionally, this project was conducted from January 2021 to May 2021, so the data is considered up-to-date. Thus, the timeliness dimension is approved.

**Completeness:** The data from OURA has some missing entries, for example, those which can be owed to the user forgetting to charge their ring, or to contactless moments between the wearer’s finger and the ring. However, we removed the days that contain the missing entries from our training sample, so it would not affect the model. The data from SE was 100% complete. In summary, the data we used in the training and testing was 100% complete, and this dimension is also approved.

**Appropriate amount of data:** There is no specific rule for deciding the sample size when training artificial neural networks (ANN); however, there are some theoretical calculations and assumptions that help to decide the appropriate amount of data needed for the desired ANN. It is alluded to that the more parameters the network consumes, the more data it will need. Additionally, there is a well-known dimension that is often used for deciding the complexity of the learning model, in our case of an ANN, this dimension is the Vapnik–Chervonenkis (VC dimension). The most significant outcomes in this regard are that the discrepancy between training and generalization error is bounded from above by a quantity that grows as the model’s VC dimension grows and shrinks as the number of training examples increases [53]. However, the difficulty in quantifying the VC dimension has led to hardly any application in practice. Therefore, scientists and practitioners tend to use a dominant rule which can be summarized in the following:

1. The VC dimension of ANNs is approximately the same as the number of weights [54].
2. The sample size required to train the ANN is roughly ten times the VC dimension [55].
In summary, the amount of data that is appropriate and meaningful for training the model is approximately ten times the number of weights. For calculating the number of weights (NW), we used the following formula:

\[ NW = (I + 1) \times H1 + (H1 + 1) \times H2 + (H2 + 1) \times O \]

\( I = \) Number of inputs (Parameters)
\( H_i = \) Number of neurons in Hidden layer number i
\( O = \) Number of outputs

This simple calculation suggests that the appropriate amount of data, we need 161 * 10 = 1610 days. Unfortunately, the number of complete days we managed to collect from the dataset we received was 141 days. So, we cannot approve this dimension.

Interpretability: This dimension is not hard to assess, as both OURA and SE provide well-formatted definitions for the data they provide. Both companies also provide numerical values for the different parameters. Most of the OURA values are, however, scores ranging from 0–100 but they also include the number of seconds for the total time and degrees of deviation in skin temperature. In terms of SE, the same applies, and they provide percentages ranging from 0–100 for the relative humidity, and degrees for temperature. This dimension is approved.

Understandability: Similarly, to the previous dimension, this one is also easy to assess. The data came to us in excel sheets, which means that the data is structured by days and values for each day, and we received different datasets for each tenant and then combined them together in the project’s database. This means that the data is understandable and thus this dimension is also approved.

Consistency representation: The data like those mentioned earlier, was formatted into days and each day contains the values specific for that day. In terms of SE data, it was a bit different, that the data was divided into 24 entries per day (that is, a value for each hour), so we had to go through each day and select the values for the time which the tenant went to sleep. This ensures that we selected the value that had the most effect on the sleep of the tenants. Thus, this dimension is approved.

Concise representation: The data were compactly represented, and this dimension is approved.

Accessibility: The data were accessible to all parties that have the right to look at it and those who signed the agreement with the users. This dimension is approved.

Security: The data were shared with us through secure communication channels that belong to KTH, and this means that no third parties were involved. The data were also stored offline in our laptops and thus no cloud services are used. This ensures both the security of the participants and the security of the data from being lost or corrupted. This dimension is approved.

4.3. Modelling

The third sub-goal of this project, described in Section 2.2 was to create a model and an algorithm for improving the tenant’s sleep quality by adjusting the built environment parameters. For that reason, we decided that we would not personalize the model, which means our model is trained on a combination of all the data from all tenants. For the training stage, we merged the data into one set, which gave us a big enough dataset to train the model on. Moreover, after conducting a heavy literature review on this matter, we found that the best and most suitable model choice is the deep learning model “Multilayer perceptron” (MLP). MLP is a feed-forward deep artificial neural network, and it is applied to supervised learning. The uses of MLP are pattern classification, recognition, prediction, and approximation. It consists of three layers: an input layer, hidden layers, and an output layer. The hidden layers’ number is arbitrary, and they are the computational engine for MLP. As for the output layer, it is responsible for performing the required tasks signaled in the input layer. The model trains each neuron with a backpropagation algorithm. MLP was chosen for a few reasons. First, MLP can learn the training data’s representation and
how to best relate it to the output variables. Second, it is said that MLP can produce useful predictions from relatively small training data ($\leq 100$) [20]. Third, it is one of the simpler machine learning models to use. Furthermore, given our limited time in this project, we appreciated uncomplicated algorithms [56,57]. For preparation, we had to split the data into two types of NumPy arrays: input and output variables. Both types were then be fed into the model. The variables are summarized as follows:

- **Input variables:**
  1. The temperature of the room; 2. The relative humidity of the room; 3. Total time spent sleeping; 4. Activity score; 5. Readiness score; 6. Restfulness score; 7. Sleep latency score; 8. Total burn.

- **Output variable:** 1. Sleep score.

The model maps the input variables to the output variable, which can be summarized as $y = f(x)$.

Modelling was achieved in three stages: defining, compiling, and fitting (training) the model. [58]. The first step was deciding the shape and identity of our model; by this, we mean the number of layers, the number of neurons inside each layer, and the activation functions. Based on the literature review we conducted, there was no specific approach for deciding how deep the model should be, i.e., the number of hidden layers. The ideal approach adopted by many developers is the trial–error procedure [59]. After we conducted many trials with different numbers of activation layers, we found that choosing two hidden layers is ideal for our problem, and it gave us the best results. As for the neurons, their quantity differs from layer to layer. First, the input layer takes in rows of input data with nine variables. Then, the first and second hidden layers have eight neurons (nodes) each. Finally, the output layer has only one neuron; the predicted sleep score. Furthermore, the activation function for the input and hidden layers was the rectified linear activation function (ReLU). ReLU is a simple function that returns the input directly if it is positive and returns 0.0 otherwise. This simplicity makes a model easier to train and achieve better performance. In addition, ReLU is linear for positive inputs, and it is nonlinear for negative or 0.0 inputs (all nonpositive inputs are mapped to 0.0). This property is desirable when training a neural network model using stochastic gradient descent with backpropagation of errors, as it allows the model to learn more complex relationships in the data [60]. The visual representation of the ReLU activation function is presented at the next chapter.

Next, the defined model was compiled. A few parameters need to be specified when compiling a model. These parameters are the loss function, optimizer, and metrics. Firstly, the loss function chosen was the mean absolute error. Mean Absolute Error is a type of regression loss function, which is appropriate in this case because the model is ultimately trying to find the relationship between the input and output to predict a real-valued quantity [61]. It is calculated as the average of the absolute difference between the actual and predicted values. Secondly, the optimizer chosen was Adam’s version of stochastic gradient descent (SGD). When training the neurons’ weights iteratively, this version of SGD uses moving averages of both the gradients and their second moments. Adam’s optimizer was chosen for our model because it is computationally efficient, requires little memory, and it works well with very noisy and sparse gradients [62]. Thirdly, in order to judge the accuracy performance of our model, we chose the accuracy metric. The accuracy metric’s values are viewed when fitting the data and evaluating the model, but they are not used during the training [63].

Finally, fitting (or training) is the last step required before evaluating the model to predict the sleep scores. Other than the validation set used for testing, sizes for epoch and batch needed to be set in this step. Training the model happens over epochs, which are divided into batches. An epoch refers to one passing through all days in our dataset, while a batch refers to a number of samples that the model works through before updating its internal parameters. As with the number of hidden layers, choosing the appropriate number of epochs and batches is a trial–error procedure. For the epochs, we kept increasing their size until we found the range in which the model got overfitted. Overfitting occurs
when the model by-hearts the dataset, which means the model memorized the data instead of learning it. That range is noticeable by plotting the validation and training loss and looking for when the validation loss starts to slightly increase instead of decrease. For our case, that range was around >100 [64]. As for the batch size, we came to choose a low size. Generally, a large batch size is recommended for high learning rates, and small batch size is recommended for lower learning rates. Since we are using the default k-eras learning rate of 0.01, we decided to use a low batch size of 30 [65]. The Loss/Epoch testing results are presented on the Figure 6 below:

![Figure 6. Loss/Epoch testing results.](image)

5. Results

5.1. Data Quality Assessment Results

To begin with, we mention that the results of the data quality assessment were satisfying. The results indicated that the data is applicable in this and similar scenarios. The results directly addressed which dimension is accepted and which is not.

Believability: This dimension was approved. Sensors measure the data entirely. Therefore, the values we have for each parameter are realistic and plausible. For example, in a period of 30 days, the total sleep time of one of the participants has ranged from 20,000 to 28,000 s, which is from 5.5 to 8 h of daily sleep, and this is compatible with the results of a study that was done by the University of Georgia. The study results reveal that, on average, university students get 6–6.9 h of daily sleep.

We have some limitations during this initial stage of the project. First, we did not have any feedback from the users. Second, we did not test the modeled algorithm in real-time applications. Third, our modeled algorithm was limited to predicting a user’s upcoming sleep score. Fourth, we had a limited amount of data due to a lack of participants. Furthermore, the delimitations of the study are the psychological and emotional effects on sleep, non-nighttime sleep, and health issues. Psychological, emotional, and health issues have huge effects on sleep quality. Since we did not take feedback from users, it is hard to notice those effects. Moreover, non-nighttime sleep is of no importance to us since our test subjects follow the regular sleep schedule (nighttime sleep).

Accuracy: When assessing the accuracy of the data, we had to consider the accuracy of different parameters since each of the parameters were measured using different sensors and calculated using different methods. Out of ten total parameters, we had five approved, one rejected, and four parameters that we could not assess their accuracy with the bit of information we had. The first parameter is the sleep score, and this parameter, in particular, is the most important one in our study as it measures whether the tenants are having a good quality sleep. Since this parameter is OURA specific, we could not compare our data to other data sets. However, having an accurate sleep score helps the model to identify the tiny details that could affect the tenant’s wellbeing and sleep quality. Then, we have the
ambient temperature; this parameter was also shown to be accurate. The more accurate the measurement of the temperature we have, the better control we can get on the surrounding atmosphere, and thus the better results we can achieve. The activity was also one of the parameters that we could prove to be accurate. It is also a critical parameter since it determines how active a tenant was and how much rest they need. That plays a measure role in determining the predicted sleep score in a single day or the recommended amount of sleep for the following night. Readiness provides a score of how well or prepared a tenant is for the next day. That is also a score that is very important to be as high as possible. For example, having a readiness score between 85–90 indicates that this person is ready and rested for the day and thus needs the regular amount of sleep, but having a low score like 60–65 indicates that the tenant needs extra hours of sleep to rest fully. The humidity indicator is also critical to be accurate in terms of this study. Similar to the TA, it is one of the controllers that the model adjusts to increase the sleep quality. Since the OURA ring uses interpretations from the 3D accelerometer to indicate wakeups and movement during sleep, any hand movements, or in-bed rotation can be interpreted as a wakeup and decreases restfulness. Thus, though we decided to reject its accuracy, this does not mean that we will not use it in our model. However, for future consideration, this can be considered. With the parameter of sleep latency, it is crucial for it to be accurate enough. By having an accurate sleep latency score, the model tells whether this person is over tired or anxious from the day before, and this leads to a more accurate estimation of the sleep score. The inaccuracy of the sleep latency score can be one factor that the prediction results are not as accurate on as of the actual values. Total burn, like sleep latency, tells much information about the previous day’s situation. We approved this parameter’s information based on a comparison performed with other wearables that measure a similar value but having the ability to test its accuracy would increase the model’s overall accuracy. Finally, the total sleep time is one of the most critical parameters in this model. The results have shown that the model recognizes a linear relationship between the total sleep time and the predicted sleep score. Hence, the model gave higher scores for the longest sleep time. That is true in some sense and is compatible with other findings in the literature review and the online search. Furthermore, it is reasonable as the tenants are sleeping more when they are relaxed and having a good sleep.

Objectivity: This is important to be approved since we do not want any data to be biased or modified in order to achieve actual results. Sensors measure the data we are dealing with, and we have no qualitative data.

Relevancy: When assessing the relevancy, many factors were taken into consideration, such as how well this data was suitable for our study, and whether we had all the data we might need or not. The assessment came as an answer to these questions. Since the study was directed to the use of the OURA ring, the data was relevant to the study, and we had all the data we needed, except not in a great enough amount. Although the dataset contains more data than we used, we used only 19% of the overall data we received. All other dimensions were approved, but since they did not affect the results, we have excluded them from the discussion. This ends the discussion in terms of data quality assessment. Through TDQM, we realized that the OURA ring is in fact an appropriate tool to evaluate sleep quality. However, the study of sleep is a challenging study because it is hugely affected by psychological factors. That causes an issue of sleep scores affected by other factors beyond the scope of this study. Some of these values can be affected by psychological factors or other factors related to a specific activity. For example, the restfulness value is easily negatively affected by anxiety, stress, alcohol consumption, and sleep apnea. Since the restfulness value contributes to 0.15 of the sleep score’s value, the overall sleep score will also be negatively affected. A few other values are affected by similar and other factors, making sleep quality a challenging property to measure passively. That is why “traditional” methods, like polysomnography, are better at studying sleep. That is why medical centers still use the “traditional” methods over wearable devices to diagnose sleep disorders. Nevertheless, for our study, this issue can be seen in days with ideal ranges of
temperature and humidity that should have contributed to measuring high sleep scores, but they ended up having low sleep scores. This issue can be seen in Figures 7 and 8. In order to mitigate this issue, a monitored study of tenants wearing the OURA ring in their building environment needs to be conducted. Such a study would be able to keep track of sleep scores heavily affected by other factors, like psychological and activity-related, which would lead to a better understanding of the OURA ring, built environment, and sleep quality.

![The ANN structure of our model.](image)

**Figure 7.** The ANN structure of our model.

![Visual representation of the ReLU activation function.](image)

**Figure 8.** Visual representation of the ReLU activation function.

### 5.2. Sleep Quality and Built Environment Parameters

Multiple boxplots were created to verify the effects of temperature and humidity on the quality of sleep as studied. Figure 9 shows a boxplot of sleep scores and relative humidity for each data sample. There were three tenants in total: Tenant 1 and tenant 2 provided their data during May 2020, while tenant 3 provided data during February–April 2021. These boxplots convey multiple pieces of information about the OURA’s sleep scores.
at different relative humidity. First, almost all sleep scores are situated around the same range of relative humidity. That is due to KTH LiL controlling the relative humidity of their apartments to keep them around the ideal range for the built environment. Second, the interquartile ranges (lengths of boxes) are longer at higher sleep scores (≥70) than they are at lower scores. This means that the high sleep scores are more dispersed around ideal ranges of humidity than low scores.

Figure 9. Sleep score vs. relative humidity.

Figure 10 shows a boxplot of sleep scores and temperature for each data sample. These boxplots show similar results to the previous figure. All sleep scores are situated around the same range of temperature values, with higher sleep scores (≥70) having larger interquartile ranges than lower scores. This, as before, means that higher sleep scores are...
Figure 10 shows a boxplot of sleep scores and temperature for each data sample. These boxplots show similar results to the previous figure. All sleep scores are situated around the same range of temperature values, with higher sleep scores (≥70) having larger interquartile ranges than lower scores. This, as before, means that higher sleep scores are more dispersed around ideal ranges of temperature than low scores. The dispersion of OURA’s sleep scores in the two figures agree with the studies about the ideal range of humidity and temperature for a better quality of sleep. However, they also show that even within those ideal ranges, a large amount of sleep scores is still low.

![Boxplots showing sleep scores vs. temperature for different months and tenants.](image)

**Figure 10.** Sleep score vs. temperature.

### 5.3. Modelling Results

The collected 141 training data represent the time periods of: 1 May 2020 and 1 February 2021 to 30 April 2021. Each day holds physiological and built environment values for one of the tenants. Figure 11 shows the results of training (fit) the model with the training data. The figure specifically shows the training loss and the validation loss of the training data and validation data, respectively, over 150 epochs. These two losses are the values of the loss functions, over the training data and the validation data that our model is trying to minimize. Both losses started decreasing exponentially during the first <10 epochs. Then, they decreased slowly and steadily, converging at ~2.00–3.00. Both losses at 50 epochs were at ~4.00–5.00, and, at 150 epochs, they were at ~1.90–2.50. Even
though that difference is very small, running the training over 150 epochs still managed to reduce the training and validation losses by almost half of their values at 50 epochs. Having both losses converge ~2.00–3.00, instead of the ideal 0.00, could lead to some issues regarding accuracy of predictions. Ideally, both losses should be converging around 0.00.

Figure 11. Loss/epoch results.

Furthermore, it was important to test how well the model could predict the sleep scores. In order to do so, and since our dataset is relatively small, we split the dataset into two sets: training set and testing set. The testing set consisted of 30 days’ worth of data, and the training set consisted of the rest. Training the model over the training set then predicting the testing set’s sleep scores gave us 30 days’ worth of results (predictions). Comparisons between the actual sleep scores and the predicted scores are shown in Figure 12. It can be seen from the figure that the predicted values are close to the actual values, which presents the relationship between the sleep score and the environmental and physiological parameters. It can also be seen that those parameters can be used to model the sleep score by introducing a multilayer perceptron.

Figure 12. Predicted/actual sleep scores.

6. Discussion

Smart buildings have a significant application of IoT and data. These types of buildings use IoT devices to integrate the various complex units and IT systems that form the whole
building. The integration allows the systems and units to communicate over a shared network. This communication and the ability to react to massive amounts of collected data by AI methods and other algorithms provide a better use of the building’s resources. That means, for example, better energy efficiency, lower maintenance costs, and better security. Smart buildings have existed for a while, and there is an interest in seeing how far the advantages of smart buildings can reach. That is where KTH LiL, with its testbeds, comes into play. Moreover, wearable devices have emerged recently as a new application of IoT. OURA ring is a wearable device that explicitly tracks sleep patterns, qualities, and other sleep-related information. One of the problems with wearable devices, including the OURA ring, is how reliable and accurate their information is. KTH LiL needed to use the OURA ring to understand the tenants better to test different scenarios and provide the ideal conditions for its tenants. However, in order to do so, extensive quality assurance needed to be conducted on the ring.

Nowadays, artificial intelligence methods are being introduced to many new fields, and they are becoming part of our everyday lives. AI methods essentially use input information to study, learn and figure out how they can achieve a particular task. One of the essential prerequisites of using an AI method is that people must have a considerable amount of input information. The large input helps the method maximize its success rates of achieving the particular task. However, that is not always the case, as some tasks do not require large inputs to solve. These tasks just require an appropriate AI method with proper initializations, arguments, and training to achieve their tasks with some level of success rates. From our modelling results, we can see that we were able to solve our task of predicting sleep scores by using the multilayer perceptron method. Even though we had an input of small size, we could still achieve a slightly low loss rate of ≈2.00 by choosing the appropriate number of training epochs (150) and initialization methods. This loss rate correlates with slightly high success rates of accurately predicting the values of the sleep scores of tenants. In return, this suggests that the sleep scores (quality of sleep), calculated from the OURA ring by tracking tenants’ physiological information during night-time, ultimately depend on built environment values surrounding these tenants. The built environment values this research studied were temperature and humidity.

With that being said, if our dataset were larger (around 1000 entries), then the model could have reached loss rates of nearly 0.00, which is the ideal rate for these types of models. Achieving a loss rate that is not in the ideal range (0.00) means that the predictions will not be very accurate. The predicted values are 5–10 points around the actual values, as seen in the prediction results. This difference between the actual/predicted values can be reasoned with many facts. We are aware that when training the model, we merged the data from different tenants, but this was not an efficient move as OURA considers personal information such as age and weight when calculating different parameters. So, our model was blind to this information since we do not have access to them. However, because of the data shortage, we had to make this compromise.

7. Conclusions

To conclude, we would like to reiterate our research questions. The first question regards exploring the possibilities and limitations of measuring sleep quality from built environments and the OURA ring. Based on the data passing 11 dimensions in TDQM results and the OURA ring’s ability to capture the effects of humidity and temperature on sleep quality through its sleep scores, we can say that the OURA is an appropriate tool for measuring sleep quality passively. However, since measuring sleep quality is very reliant on people’s feedback, further studies need to be conducted that take into account some sort of user feedback. The next question is regarding the possibility to use ANN for predicting sleep qualities for tenants. Based on the modelling loss and prediction results, we can say that multilayer perceptron is an appropriate ANN algorithm for predicting sleep quality by using the ring’s sleep scores. The final question investigates whether the ring and SE can be used to provide personalized instructions to increase users’ sleep
scores. Based on the modellng results, the MLP prediction model can be extended into a recommendation model. Such a model would give personalized instructions for users to increase their sleep scores.

This was an explorative study for evaluating sleep quality with a wearable device and built environments of temperature and humidity. Further studies need to be conducted on the effects of using the OURA ring and built environments on the quality of sleep. A study could be done by having multiple tenants use the ring for an extended period, providing around 100–200 days worth of data. The study should have the tenants in a semi-monitored environment where it can take feedback and notes from the tenants about any psychological issues or inconsistencies with the data. Moreover, the study could still use an artificial neural network method to predict future sleep scores and compare them with feedback from the tenants. Another study could be done by using the ring and built environment to recommend ways to increase one’s quality of sleep. A recommendation model can be built based on the ANN prediction model, where the model would notice low sleep score values and investigate how one could increase them. Such a model could be based on the built environments of temperature, humidity, CO$_2$, ventilation, etc., and information from the ring, like, sleep timing and activity rates.
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