WALOP-South: a four-camera one-shot imaging polarimeter for PASIPHAE survey. Paper II – polarimetric modeling and calibration
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Abstract. The Wide-Area Linear Optical Polarimeter (WALOP)-South instrument is an upcoming wide-field and high accuracy optical polarimeter to be used as a survey instrument for carrying out the Polar-Areas Stellar Imaging in Polarization High-Accuracy Experiment program. Designed to operate as a one-shot four-channel and four-camera imaging polarimeter, it will have a field of view of $35 \times 35$ arcminutes and will measure the Stokes parameters $I, q,$ and $u$ in a single exposure in the Sloan Digital Sky Survey-r broadband filter. The design goal for the instrument is to achieve an overall polarimetric measurement accuracy of 0.1% over the entire field of view. We present here the complete polarimetric modeling of the instrument, characterizing the amount and sources of instrumental polarization. To accurately retrieve the real Stokes parameters of a source from the measured values, we have developed a calibration method for the instrument. Using this calibration method and simulated data, we demonstrate how to correct for instrumental polarization and obtain 0.1% accuracy in degree of polarization, $p$. In addition, we tested and validated the calibration method by implementing it on a table-top WALOP like test-bed polarimeter in the laboratory. © 2022 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JATIS.8.3.038004]
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1 Introduction

Using the two upcoming Wide-Area Linear Optical Polarimeters (WALOPs) as survey instruments, the Polar-Areas Stellar Imaging in Polarization High-Accuracy Experiment (PASIPHAE) program aims to create the first large swath (>4000 square degrees) optopolarimetric map of the sky, toward the Galactic polar regions. The main objectives of the PASIPHAE program include: (i) to determine the three-dimensional (3D) structure of the dust distribution along a large number of lines of sight with subdegree plane of sky angular resolution, (ii) to determine the plane of the sky orientation of the magnetic fields associated with the multiple dust clouds that are generally seen along each line of sight,2–4 (iii) to test the physics of interstellar dust, especially concerning grain alignment and size distribution, and (iv) to trace paths traversed by ultra-high-energy cosmic rays through the Galaxy. For an extensive description of the motivation and scientific objectives of the PASIPHAE program, we refer the reader to the PASIPHAE white paper by Tassis et al.6 The survey will be concurrently executed from the Southern and Northern hemispheres, using the WALOP-South instrument mounted on the 1 m telescope at South African Astronomical Observatory’s (SAAO) Sutherland Observatory and WALOP-North mounted on the 1.3 m telescope at Skinakas Observatory, Greece, respectively.

Table 1 captures the design goals of the WALOP instruments, which were decided based on the scientific goals of the PASIPHAE program and the current status of state-of-the-art polarimetric instrumentation capabilities. This has been discussed in the optical design paper of the WALOP-South instrument by Maharana et al.,7 henceforth to be referred to as Paper I.

Both WALOPs are currently under development at the Inter-University Centre for Astronomy and Astrophysics (IUCAA), Pune, India. Of the two WALOP instruments, WALOP-South is scheduled first for commissioning in 2022. Paper I gives a complete description of the optical model of the WALOP-South instrument. The optical model of WALOP-North is very similar to WALOP-South—the differences are owing to the differences in the telescope optics and optomechanical constraints. Consequently, the polarimetric behavior of the two instruments is qualitatively identical. In this paper, we focus on WALOP-South to illustrate the polarimetric modeling and calibration approach and its validation.

Integrated (and unresolved) light from most stars is unpolarized in optical wavelengths. However, as light from the stars passes through the intervening interstellar medium, dichroic extinction in the line of sight and anisotropic scattering by elongated grains aligned with the magnetic field in dust clouds introduces linear polarization ($p$) to fractions of around a few percent or less, depending on the dust column density and the geometry of the magnetic field.8–10 As the PASIPHAE survey is aiming to cover the Galactic polar regions where the interstellar dust is very sparse,11 the expected amount of polarization is even smaller (<0.3%). We define polarimetric sensitivity ($s$) as the least value and change of linear polarization which the instrument can measure, without correction for the instrumental polarization. $s$ is a measure of the internal noise and random systematics of the instrument. Polarimetric accuracy ($a$) is the measure of closeness of the predicted polarization of a source to the real value after correcting

Table 1  Design goals for WALOP instruments.

| Sl. no. | Parameter                  | Technical goal                                  |
|--------|----------------------------|-------------------------------------------------|
| 1      | Polarimetric accuracy ($a$) | 0.1%                                            |
| 2      | Polarimeter type           | Four channel one-shot linear polarimetry        |
| 3      | Number of cameras          | 4 (one camera for each arm)                     |
| 4      | Field of view              | $30 \times 30$ arcminutes                       |
| 5      | Detector size              | $4k \times 4k$ (pixel size = $15 \mu m$)        |
| 6      | No. of detectors           | 4                                               |
| 7      | Primary filter             | SDSS-r                                          |
| 8      | Imaging performance        | Close to seeing limited PSF                     |
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for the instrument-induced polarization using calibration techniques. The technical goal for the WALOP instruments is to obtain polarimetric sensitivity ($s$) and accuracy ($a$) of 0.05 % and 0.1%, respectively. To determine the intrinsic (on-sky) linear Stokes parameters of a source, $q$ and $u$, from the instrument measured Stokes parameters $q_m$ and $u_m$, polarimetric calibrations are required to estimate and correct for instrument-induced polarimetric effects.

While polarimeters in astronomy achieving polarimetric sensitivity and accuracy of around $10^{-3}$% in $p$ have been made, e.g., HIPPI-2 and DIPOL-2, they have very narrow fields of view (FoV), effectively only capable of point source polarimetry. In narrow FoV polarimeters, the rays are incident at nearly normal and/or azimuthally symmetric angles on all the optical elements, leading to very small levels of net instrumental polarization. Whereas, in the case of wide field polarimeters such as WALOPs, rays from off-axis field points propagate inside the optical system at oblique angles. As these angles become larger, the polarization effects due to the optics become stronger. All optical elements can introduce instrumental polarization in the following ways: (i) oblique angles of incidence on an optical surface lead to preferential transmission of one orthogonal polarization over the other; this can be described through Fresnel coefficients, and (ii) retardance and consequent polarimetric cross-talk due to stress birefringence, as a result of thermal and mechanical stresses on the optics. Over and above these, the main source of instrumental polarization in WALOPs arises from angle of incidence-dependent retardance by the half-wave retarder plates (HWP) in the Wollaston prism assembly (WPA) of the instruments. To estimate and correct for these effects so as to accurately recover the real Stokes parameters, we have developed a detailed method for calibration of the instruments. Temperature change and instrument flexure are known sources of variable instrumental polarization. The optomechanical design of the instrument (Maharana et al., in preparation) has been created to ensure time-independent optical and polarimetric behavior of the instrument. For example, irrespective of the variation of these two factors, the optics holders and overall instrument model have been designed to (a) maintain the overall instrument optical alignment to tight tolerance levels, and (b) minimize the stress birefringence on the lenses to levels below the instrument sensitivity.

In this paper, we present the polarization modeling and calibration method for the WALOP-South instrument, which are presented in Secs. 2 and 3, respectively. The instrument polarization model was developed using the instrument’s optical model with the aid of polarization analysis features of the Zemax® software, which was used previously in polarization modeling work for other telescopes and instruments, such as the Thirty Meter Telescope by Anche et al. and Daniel K. Inouye Solar Telescope by Harrington and Sueoka. We have tested and validated the calibration method on the computer-based Zemax optical model of the WALOP-South instrument and have achieved better than 0.1% accuracy across most of the FoV. In this model, various on-sky effects, such as photon noise, variable transmission of sky, and nonidealities in calibration optics were incorporated. Further, to test the calibration model on real WALOP-like polarimeter systems, a table-top test-bed polarimeter system was developed and assembled in the lab at IUCAA. Section 4 contains details of the lab set-up and results obtained from it. Finally, Sec. 5 contains conclusions and further discussions.

2 Polarimetric Modeling of WALOP-South

2.1 Optical Model of the WALOP-South Instrument

Here, we present an overview of the optical model of the WALOP-South instrument; we refer the reader to Paper I for a detailed description. Figure 1 shows the 3D optical layout of the instrument. The optical system consists of the following assemblies: a collimator, a polarizer assembly, and four cameras (one for each channel). The collimator assembly begins from the telescope focal plane. Aligned along the $z$ axis, it creates a pupil image which is fed to the polarizer assembly. The polarizer assembly acts as the polarization analyzer system of the instrument and splits the pupil beam into four channels corresponding to 0 deg, 45 deg, 90 deg, and 135 deg polarization angles, which are referred to as O1, O2, E1, and E2 beams, respectively. In addition, this assembly folds and steers the O beams along the $+y$ and $-y$ directions and the E beams
along the $+x$ and $-x$ directions. Each channel has its own camera to image the entire FoV on a $4k \times 4k$ CCD detector. The obtained FoV of the instrument is $34.8 \times 34.8$ arcminutes, surpassing the design goal of $30 \times 30$ arcminutes. Table 2 lists the key design parameters of the instrument’s optical system.

![Fig. 1 Optical layout of the WALOP-South instrument (Paper I). Starting at the telescope focal plane, it accepts the beam for the entire field and creates a pupil through the collimator assembly.](image)

The obtained FoV of the instrument is $34.8 \times 34.8$ arcminutes, surpassing the design goal of $30 \times 30$ arcminutes. Table 2 lists the key design parameters of the instrument’s optical system.

### Table 2  Values of the key parameters of WALOP-South optical design.

| Parameter                     | Design value/choice |
|-------------------------------|---------------------|
| Filter                        | SDSS-r              |
| Telescope $f$/number          | 16.0                |
| Camera $f$/number             | 6.1                 |
| Collimator length             | 700 mm              |
| Camera length                 | 340 mm              |
| No. of lenses in collimator   | 6                   |
| No. of lenses in each camera  | 7                   |
| Detector size                 | $4096 \times 4096$, $15 \mu$m pixel |
| Plate scale at detector       | 0.51"/pixel         |
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The polarizer assembly consists of four subassemblies: (i) WPA, (ii) wire-grid polarization beam-splitter (PBS), (iii) dispersion corrector prisms (DC prisms), and (iv) fold mirrors. The WPA consists of two identical calcite Wollaston prisms (WP), with an HWP and a BK7 glass wedge in front of each WP (Fig. 2). The WPs have an aperture of $45 \times 80$ mm and a wedge angle of 30 deg, resulting in a split angle of 11.4 deg at 0.6 $\mu$m wavelength. The left WP has an HWP with fast-axis at 0 deg with respect to the instrument coordinate system (ICS) to separate the 0 deg and 90 deg polarizations while the right WP has an HWP with fast-axis at 22.5 deg to split the 45 deg and 135 deg polarizations. The BK7 wedges at the beginning of the WPA, which shares the incoming pupil beam equally, ensures that rays from off-axis objects in the FoV entering at oblique angles of incidence do not hit the interface between the WPs, which will lead to throughput loss as well as instrumental polarization from scattering arising at the surface. The PBS acts as beam selectors, allowing both the O1 and O2 beams to pass through while folding the E1 and E2 beams along $\pm x$ and $\pm y$ directions. Figure 2 shows the overall working idea of the WPA and PBS components of the polarizer assembly. The DC prisms are a pair of glass prisms present in the path of each of the four beams after the PBS to correct for the spectral dispersion introduced by the WPA (paper I). In addition, mirrors placed at $\pm 45$ deg with respect to the $y$-$z$ plane fold the O beams into $\pm y$ and $-y$ directions to limit the total length of the instrument to 1.1 m from the telescope focal plane.

2.2 Mueller Matrix Modelling

The entire instrument’s polarization behavior can be mathematically modeled as an instrument matrix ($M_{\text{inst}}$), similar to a Mueller matrix, as shown in Eq. (1). A brief description of $M_{\text{inst}}$ and its relation to the Mueller matrices of the instrument’s four camera optical system is presented in Appendix A. As we are interested in the normalized Stokes vectors, it can be rewritten in the...
form of Eq. (2). The first row of \( m_{\text{inst}} \) has been ignored as it does not affect the measured Stokes parameters. The \( m_{22}, m_{33}, \) and \( m_{44} \) terms are the polarimetric efficiencies of the instrument, which capture how each of the measured Stokes parameters scale with respect to their corresponding input values. The \( m_{21}, m_{31}, \) and \( m_{41} \) terms are referred to as the polarimetric zero offsets as they represent the measured Stokes parameters when the input is unpolarized. The terms \( m_{23} \) and \( m_{32} \) capture the instrument cross-talk between linear Stokes parameters, i.e., how much of \( u \) is converted into \( q \), and \( q \) into \( u \), respectively. Likewise, the terms \( m_{24} \) and \( m_{43} \), and \( m_{42} \) and \( m_{34} \) capture the cross-talk between the circular and linear polarizations. For an ideal polarimeter, the diagonal terms will be 1 and all other terms will be zero. For linear polarimeters, the fourth row concerned with \( v \) is ignored. For most celestial objects, \( v \) is usually at least an order of magnitude smaller than \( q \) and \( u \) at optical wavelengths and hence the fourth column can be ignored for linear polarimeters:

\[
S_m = I_m \times \begin{bmatrix} q_m \\ u_m \\ v_m \end{bmatrix} = M_{\text{inst}} \times S = \begin{bmatrix} M_{11} & M_{12} & M_{13} & M_{14} \\ M_{21} & M_{22} & M_{23} & M_{24} \\ M_{31} & M_{32} & M_{33} & M_{34} \\ M_{41} & M_{42} & M_{43} & M_{44} \end{bmatrix} \times \begin{bmatrix} 1 \\ q \\ u \\ v \end{bmatrix}, \quad (1)
\]

\[
s_m = \begin{bmatrix} 1 \\ q_m \\ u_m \\ v_m \end{bmatrix} = m_{\text{inst}} \times s = \begin{bmatrix} m_{11} & m_{12} & m_{13} & m_{14} \\ m_{21} & m_{22} & m_{23} & m_{24} \\ m_{31} & m_{32} & m_{33} & m_{34} \\ m_{41} & m_{42} & m_{43} & m_{44} \end{bmatrix} \times \begin{bmatrix} 1 \\ q \\ u \\ v \end{bmatrix} \]

\[
\begin{bmatrix} 1 \\ q_m \\ u_m \\ v_m \end{bmatrix} = \begin{bmatrix} 1 \rightarrow q_m & q \rightarrow q_m & u \rightarrow q_m & v \rightarrow q_m \\ 1 \rightarrow u_m & q \rightarrow u_m & u \rightarrow u_m & v \rightarrow u_m \\ 1 \rightarrow v_m & q \rightarrow v_m & u \rightarrow v_m & v \rightarrow v_m \end{bmatrix} \times \begin{bmatrix} 1 \\ q \\ u \\ v \end{bmatrix}. \quad (2)
\]

For polarimeters with narrow FoV (few arcminutes or less), e.g., RoboPol\(^{17}\) and Impol\(^{18}\), the values of cross-talk terms are \( \approx 0 \) and the polarimetric efficiency is \( \approx 1 \). The main sources of instrumental polarimetric effect are the polarimetric zero offset terms \( m_{21} \) and \( m_{31} \). On sky, both these terms can be found by observing zero and partially polarized standard stars.

For polarimeters with non-negligible cross-talk terms, a more detailed calibration method is needed. A major source of cross-talk is the presence of mirror systems in the optical path before the polarization analyzer system, as is often the case with instruments mounted on side-ports of telescopes or on a Nasmyth focus. For such instruments, an accurate instrument matrix can be created by placing a calibration linear polarizer (CLP) before any polarimetric effects are introduced (usually at the beginning of the instrument)\(^{19,20}\).

### 2.3 Polarimetric Cross-Talk and Zero-Offset

The measured Stokes parameters can be written in the form of Eqs. (3) and (4). In general, these can depend on all the intrinsic Stokes parameters of the source. In addition, the coefficients in these equations are a function of the field position. To estimate the coefficients, the instrument can be made to observe sources with known states of polarization.

\[
q_m = m_{21} + m_{22}q + m_{23}u, \quad (3)
\]

\[
u_m = m_{31} + m_{32}q + m_{33}u. \quad (4)
\]

We used the polarization transmission tool in Zemax\(^{6}\) software to find the transmission of the optical system (here telescope + WALOP-South instrument) for each of the four detectors as a function of intrinsic source polarization and field position. For this, the instrument’s FoV was divided into a \( 12 \times 12 \) square grid (Fig. 3). Since WALOP-South will be working in the Sloan Digital Sky Survey (SDSS)-r band, we obtain the cumulative transmission for the entire filter.
We wrote a Zemax Programming Language script to give as input the list of grid points and input polarizations for which the transmission was obtained on all the four detectors (for more details, we refer the reader to the Zemax manual). We refer to the intensities of the beams along the 0 deg, 90 deg, 45 deg, and 135 deg polarizations (O1, E1, O2, and E2, respectively) as $N_0$, $N_1$, $N_2$, and $N_3$. The measured Stokes parameters are then given by the following equations:

$$q_m = \frac{N_0 - N_1}{N_0 + N_1},$$

$$u_m = \frac{N_2 - N_3}{N_2 + N_3}.$$  

Figure 4 shows the maps of polarimetric zero offsets for $q_m$ and $u_m$ measurements, i.e., these are the measured Stokes parameters when the input to the system is unpolarized light. As expected, these resemble hyperbolic functions since the differential Fresnel coefficients for orthogonal polarizations for curved surfaces such as lenses lead to similar spatial variation across the FoV. In particular, (i) unlike E-beams, the O-beams have a fold mirror in the path just after the PBS and (ii) the transmission of the PBS for the O-beams is relatively inferior ($\sim 90\%$) compared with the near 100% reflectivity for the E beams.

Figure 5 shows the polarimetric efficiency and cross-talk maps for the $q_m$ and $u_m$ measurements. Figures 5(a) and 5(c) show the measured Stokes parameter maps (zero offset corrected)
when the input polarization is \( q = 1 \), i.e., these are the maps of \( m_{22} \) and \( m_{32} \) terms. For an ideal polarimeter, these should be 1 and 0 across the FoV. Figures 5(b) and 5(d) show the measured Stokes parameter maps (zero offset corrected) when the input polarization is \( u = 1 \), so these are maps of the \( m_{33} \) and \( m_{33} \) terms. For an ideal polarimeter, these should be 0 and 1 across the FoV.

As can be inferred from the plots, while the \( m_{22} \) and \( m_{23} \) terms are nearly close to their ideal values of 1 and 0 across the whole field, the same is not true for the \( m_{32} \) and \( m_{33} \) terms. The value of both \( m_{32} \) and \( m_{33} \) terms is well behaved and near to 0 and 1, respectively, in the lower-left half of the FoV, but it starts deviating rapidly in the upper-right half. In fact, in some places, the \( m_{33} \) tends to be 1 and \( m_{33} \) tends to 0, i.e., all of the \( u_m \) is actually derived from \( q \) with very little contribution from \( u \). Consequently, we find that while \( q_m \) is mostly dependent only on \( q \) and not so much on \( u \), \( u_m \) has strong dependence on \( q \) and \( u \) — i.e., the cross-talk terms are very significant for \( u_m \). This dependence changes significantly across the FoV. Hence, we need to develop a calibration model that can create accurate mapping functions between the measured and real Stokes parameters across the FoV. The detailed working of this model is presented in Sec. 3.

Due to the introduction of the two BK7 wedges just before the HWPs in the WPA (Fig. 2), rays from the entire field enter at oblique angles of incidence to the HWPs. This leads to nonhalf wave retardance in the outgoing beam. In addition to this, due to manufacturing difficulties of the relatively large aperture HWPs that are needed, first-order HWPs have been used instead of zero-order HWPs. First-order HWPs are much more sensitive to oblique angles of incidence and have sharper deviation from half-wave retardance. Appendix B contains the analytical polarimetric modeling of the HWPs in the WPA based on ray tracing programs written in Python, which are the source of the observed cross-talk in the instrument.

### 3 Theoretical Calibration Model of WALOP-South

Astronomers, both night-time as well as solar, in the past have calibrated many high polarization cross-talk instruments. The standard procedure involves creating a mapping function between instrument measured and real Stokes parameters of a source, often in the form of a...
For this, known polarized sources are needed to find the coefficients such as in Eqs. (7) and (8). We define $q_i$ and $u_i$ as the predicted Stokes parameters after applying the calibration model correction to the measured Stokes parameters. Due to the scarcity of on-sky calibration sources, a CLP has been provided in the instrument before any polarization inducing optics, including the lenses. Mounted on a motorized rotary stage, the CLP will be inserted in the optical path during calibration observations and removed during the main science observations. The CLP will provide as input linearly polarized light with different electric vector position angles (EVPA) to the instrument (i.e., $p \sim 1$ with different $q - u$ values). It is well known that the polarization introduced by a Cassegrain telescope optics system at its direct focus is at least an order of magnitude smaller than our target accuracy levels of 0.1% and can be assumed as a nonpolarizing component. Below we provide a prescription to develop a calibration model for WALOP-South which allows us to determine the coefficients of the polynomial equations of the form given in Eqs. (7) and (8). We find that a second-order polynomial, without the $q_m u_m$ cross-term, provides a better fit to data and consequently gives a better polarimetric accuracy than linear equations:

\begin{align}
q_i &= a_1 + b_1 q_m + c_1 u_m + d_1 q_m^2 + e_1 u_m^2, \\
u_i &= a_2 + b_2 q_m + c_2 u_m + d_2 q_m^2 + e_2 u_m^2.
\end{align}

### 3.1 Calibration Model

The WALOP-South FoV is divided into a grid of $12 \times 12 = 144$ points, as shown in Fig. 3. For each grid point, the calibration model is developed independently. For this work, the polarization transmission tool of the Zemax software was used to find the transmission at each of the four detectors as a function of polarization. As input, (i) unpolarized and (ii) 15 states of 100% linearly polarized beams with different EVPA ($\theta$) of same intensity were fed to the telescope + instrument, as shown in Fig. 3, and the corresponding transmissions at the four detectors were obtained. Further, during processing of the data, we introduce the following effects on all the obtained transmissions: (i) random sky transparency variation between 0.7 and 1, (ii) assuming the star and sky magnitude to be 12 magnitude and 20 magnitude per arcseconds squared in the R band, we add the expected photometry noise (star + sky) to these transmissions, and (iii) effect of nonideal nature of the CLP (in the WALOP instruments, we are using a Thorlabs polarizer whose extinction ratio is $>5 \times 10^3$ in the R band).

From the measured intensities at the four detectors for the 15 input states of fully polarized light, $q_m$ and $u_m$ are found, as given in Eqs. (5) and (6). We use least squares method-based curve fitting tools in Python to fit Eqs. (7) and (8) and obtain the coefficients. Figure 6 shows the fit for grid point 1. To test the accuracy of the obtained calibration model, we need to verify that this model can predict the real Stokes parameters for partially polarized and unpolarized sources. A crucial requisite is the transmission model of the instrument (described in Sec. 3.2), which accurately predicts the transmission at the detectors for any input Stokes vector to the telescope and

![Fig. 6](image_url)  
Fig. 6 Fitting of (a) $q_i$ and (b) $u_i$ as function of $\theta$ (EVPA) for fully linearly polarized input source for grid point 1, as per Eqs. (7) and (8).
instrument system. Each grid point is given as input 100 known $q$ and $u$ states of partially polarized light, with $p$ up to 5% and random $\theta$. Using the instrument transmission model, we obtain the $N_0$, $N_1$, $N_2$, and $N_3$ and subsequently the $q_m$ and $u_m$ for these $q$ and $u$ values. Thereafter, we employ the calibration model to predict the input Stokes parameters, $q_i$ and $u_i$, from $q_m$ and $u_m$. Although we have used 100 test sources, in real observations, 5 to 10 sources (these can be standard polarized stars on sky) with near uniform spread in $q$–$u$ plane should be sufficient for testing the accuracy of the model.

For each grid point, we find a constant difference between the input and calibration model predicted Stokes parameters—between $q$ and $q_i$, and $u$ and $u_i$. That is, the calibration model created using only fully polarized light is able to accurately predict all the coefficients in Eqs. (7) and (8), except for the $a_i$ parameters that are associated with unpolarized light. This is most likely due to overfitting of Eqs. (7) and (8) as we are using only fully polarized light to find the coefficients. This is corrected by calculating the mean difference between $q$ and $q_i$, and $u$ and $u_i$ of the 100 stars (to be referred as $\Delta_q$ and $\Delta_u$ from hereon) and then applying this correction to their predicted $q_i$ and $u_i$ values. $\Delta_q$ and $\Delta_u$ are field dependent and can be up to 1% at some field points. The model performance for $q$ and $u$ is then estimated for these 100 sources after correction. The performance of the calibration model at each grid point can be characterized by the following four parameters: $\mu_q$, $\mu_u$, $\sigma_q$, and $\sigma_u$. These are the mean offset (difference with respect to real values) and spread in the recovery of the $q$ and $u$ parameters of the sources. The parameters $\sigma_q$ and $\sigma_u$ can be considered as the accuracy of the model. Figure 7 shows the histogram plot of the difference between the input and calibration model predicted Stokes parameters for the grid point 1. The mean offset and spread associated with the recovery of the corresponding Stokes parameter are marked in their corresponding subplots. For the grid point 1, using the calibration model, the real Stokes parameters $q$ and $u$ can be recovered with accuracy of 0.01%.

3.2 Instrument Transmission Model

The polarization transmission tool in Zemax software can only predict transmissions for fully polarized and unpolarized light. We created a transmission model for all the four beams to accurately predict the fractional transmission value, $T_k$ ($k = 1, 2, 3, 4$) for each camera for any state of input polarized light to the system. Using the transmission data obtained from the Zemax software for the WALOP-South optical model for various states of polarized and unpolarized light, similar to the kind used for creating the calibration model, we create the transmission model. $T_k$ for any of the four beams can be written as a second-order polynomial function of the intrinsic $q$ and $u$ values of the source, as given by

$$T_k = s_{k1} + s_{k2}q + s_{k3}u + s_{k4}q^2 + s_{k5}u^2.$$ (9)
While the transmission model has been developed for all the 144 grid points (Fig. 3), we present here the results for the grid point 1, which is representative of results from all other grid points. Figure 8 shows the results (fits and residuals) of the transmission functions for the four beams. As can be seen, the fit is very good for both the polarized and unpolarized light beams with a residual of 0.02% of the measured intensity.

3.3 Calibration Model Results

The calibration model’s results for grid point 1 shown in Fig. 7 is representative of the model’s performance across the FoV. We can recover the real Stokes parameters from the measured Stokes vector with high accuracy. The histogram and contour plot for $q_m$ and $u_m$ quantities for all the 144 grid points over the entire FoV are shown in Fig. 9. As can be seen from the results, the accuracy of the model for both $q$ and $u$ is better than 0.1% across the FoV, barring the strip where the cross-talk in $u_m$ from $q$ tends close to 1 and $u_m$ does not contain any contribution from $u$. This constitutes around 15% of the FoV area. Even in these regions, the accuracy of recovery is about 0.2% at worst, which may compare reasonably with the expected photon noise-induced uncertainties of the really faint stars in the field. Figures 10 and 11 show the values of the various coefficients of the mapping functions [Eqs. (7) and (8)] across the FoV. As will be noticed, there are steep changes in the regions of high cross-talk.

3.3.1 Discussion

The results from the previous section demonstrate that we can carry out high accuracy linear polarimetry with the WALOP instruments across the FoV using the proposed calibration method. As Eqs. (7) and (8) are second-order polynomial functions of $q_m$ and $u_m$, there is no degeneracy in the mapping of values from the measured $q_m-u_m$ plane to the $q_i-u_i$ plane. In general, there is a larger error in the recovery of the $u$ parameter than that for $q$ for the entire field. This is expected due to the field-dependent cross-talk introduced in the $u$ measurement by the HWP in the WPA. During the commissioning as well as the operational lifetime of the instruments, the calibration model will be created and updated at frequent intervals.
For creating the calibration model, a source/star of any polarization can be used, as the CLP in the optical path ensures the input Stokes vector is only dependent on the CLP orientation angle. On the other hand, testing the accuracy of the calibration model requires multiple sources of known polarization, referred to as standard stars. As may be indicative from Figs. 10 and 11, from further analysis, it is evident that a calibration model based on 144 grid points cannot be used to interpolate the model parameters across the entire FoV of WALOP-South. There is a steep change in value of the coefficients in regions associated with high cross-talk, leading to inaccurate interpolated values for the coefficients in Eqs. (7) and (8). Therefore, a finer spatial sampling of the FoV is required by increasing the number of grid points. This can be easily implemented using stellar fields with high spatial density such as star clusters that fill the entire FoV, e.g., as implemented by Clemens et al. for calibrating the Mimir instrument for the Galactic Plane Infrared Polarization Survey. However, making observations of 5 to 10 individual standard stars for each grid point would require substantial amount of telescope time.

The calibration model described above assumes a flat spectrum in the SDSS-r filter for the calibrating source as well as the science targets. On sky, stars can have significant difference in their spectral shape within the SDSS-r filter, owing to their different effective temperature. The instrument performance for different source spectra and mitigation strategies are described in Appendix C.

3.4 On Sky Implementation of the Calibration Scheme

The main challenge in calibrating the WALOP polarimeters comes from their unprecedentedly large FoV. To calibrate extended FoV instruments, most often a raster-scanning method is used, in which the calibration model is created for a grid of points and interpolated for the entire FoV. For example, this was the approach that was used in RoboPol. Such an approach can work for a polarimeter requiring few grid points, i.e., if (i) it has a relatively small FoV of only a few arc-minutes and (ii) its polarimetric behavior across the FoV is relatively simple that interpolation will suffice. For the WALOP polarimeters, due to their very large FoV and the relatively low
noise floor requirements, the raster-scanning method becomes unfeasible. Hence, we need a method that can calibrate the entire FoV with spatial continuity and minimal observation time. González-Gaitán et al.²¹ had used the bright sky adjacent to the full-Moon as an extended source for calibrating the FORS2 polarimeter on the 8-m Very Large Telescope. Light entering the atmosphere from the Moon on a full-Moon night is unpolarized and subsequent polarization is introduced owing to the scattering angle between the observer/telescope and Moon’s position. The amount and angle of polarization can be modeled using single Rayleigh scattering equations²²,²⁵ as given by Eq. (10). The polarization value depends on the angular distance of the region from the Moon \( \gamma \), and the polarization angle depends on the angle to the perpendicular scattering plane. \( \delta \) is an empirical parameter whose value depends on the sky conditions, and for clear cloudless nights, it is found to be around 0.8.²¹ Equation (10) predicts that within an area of few arcminutes \( (10 \times 10 \text{ arcminutes}) \) and sky positions of up to 15 deg to 20 deg away from the Moon, the polarization fraction will remain constant to a level of few hundredths of a per cent and has been verified through polarimetric observations with RoboPol (Maharana et al., in preparation). While second-order effects lead to deviation of the measured polarization value from that predicted by theory, the polarization is expected to remain constant in that patch. Figure 12 shows the expected linear polarization plot for a sky patch of size 7 arcminutes at 10 deg away from the Moon. González-Gaitán et al. used the full-Moon sky to calibrate the FORS2 polarimeter, which has an FoV of 7 arcminutes, to an accuracy better than 0.05%. We plan to use the full-Moon sky for carrying out both steps of the calibration model development.

Fig. 10 Coefficients of the mapping function for \( q \) parameter of the calibration model.
The on-sky calibration of the WALOP instruments will be carried out in the following steps to obtain a spatially continuous calibration model. First, the preliminary calibration model will be created for the entire FoV by observing bright wide-field/extended sources such as the star clusters, twilight or full-Moon sky through the CLP. The only requirement is that the polarization of the source should not change within the exposure time as that will lead to uncertainty in the polarization of the beam passing through the CLP. Using standard polarized stars on sky, determination and correction for $\Delta q$ and $\Delta u$, and subsequent estimation of calibration accuracy will be done at the centers of the $5 \times 5$ grid into which the entire FoV will be divided, as shown in Fig. 13. This will provide us accurate calibration model for these points. Subsequently, observation of the full-Moon sky patches at different (5 to 10) combinations of separation and azimuth angles with respect to the Moon will be used as standard polarized patches to carry out zero-offset correction as well as establish the calibration accuracy for the entire FoV. The uncertainty in the value of absolute polarization in each box is overcome using the already developed calibration model at the central point of each box.

\[
p = \delta \frac{\sin^2 \gamma}{1 + \cos^2 \gamma}.
\]  

Fig. 11 Coefficients of the mapping function for $u$ parameter of the calibration model.
From the calibration modelling results, we find a higher error (>0.1%) in the calibration model performance for the $u$ parameter in a narrow patch where the cross-talk level is high. To compensate for this, between exposures, the calibration HWP inside the instrument (refer to paper I) can be alternatively placed at position angles of 0 deg and 45 deg. This will effectively interchange the $q$ and $u$ channels of the instrument. Consequently, by averaging the measurements from the two calibration HWP orientations, in regions of high cross-talk, the modeling errors can be reduced.

4 Lab Setup Tests
To test the calibration model on real WALOP-like polarimeter systems, a table-top test-bed polarimeter was set up in the lab in IUCAA. The schematic of the set-up along with its three
modes of operation is shown in Fig. 14 and the actual lab set up is shown in Fig. 15. It is a dual-channel polarimeter consisting of a rotating HWP and a WP as the analyzer system. An LED fed fiber source was used to simulate star-like point source for the experiment. The HWP is placed with its normal tilted with respect to the optic axis of the system; so the rays are incident on the HWP at oblique angles so as to create cross-talks similar to what is expected in WALOPs. For measuring $q_m$, the HWP’s fast axis is aligned with the $x$-axis of the ICS and for $u_m$, it is oriented at 22.5 deg. Combining these two measurements, we are able to simulate both the left and right halves of the WPA of the WALOP instruments, which is where all the polarimetric cross-talk originate. Various levels of cross-talk between 16% and 84% were simulated, as noted under the column tilt angle in Table 3. The percentile area corresponding to each cross-talk level in WALOP-South instrument is noted in the same table. The operation of the rotation stages and the camera were fully automated through an instrument control software written in Python and run through the Setup Control Computer (shown in Fig. 15). An SBIG-ST9 CCD camera was used as the detector. The photometric and subsequent polarimetric analysis of the data was carried out through a data reduction pipeline written in Python, with careful emphasis on error estimation and propagation in each step. For photometry, Photutils software was used for implementing aperture photometry.

The calibration of this polarimeter was done in the same way as proposed in the calibration model for WALOPs, through its three modes of operation. At the beginning of this system, a CLP mounted on a motorized rotation stage is placed in the optical path during calibrations, as shown in Fig. 14(b) and removed thereafter. The polarimeters at different HWP tilts were treated as independent systems and thus the calibration was done independently for them. Calibration step 1 is done by inserting the CLP in the optical path and feeding 15 states of fully polarized light as input for which the corresponding $q_m$ and $u_m$ were measured. Using this, the calibration equations were fitted and coefficients were obtained. Once the step 1 of the model is executed, we need to carry out step 2 to test the accuracy of the model. For this, multiple partially polarized beams were created in the set up by placing an old polarizer film sheet at an intermediate focus.
position before the aperture of the instrument [Figs. 15 and 14(a)]. The polarizer’s coating had
worn off and effectively became a partial polarizer sheet. Using this sheet, polarization values
between 0% and 5% were generated, depending on spatial position of incident light on the sheet.
We checked the stability of the strip by making repeated polarization measurements over time.
Figure 16 shows the $q$–$u$ values generated using this method. To measure the intrinsic polari-
zation of these beams created through this method, we corrected for the tilt of the HWP by
making it normal to the optical axis through the rotary stage on which it is mounted, as shown
in Fig. 14(c). Using conventional two-channel polarimetry with this polarimeter system, the
intrinsic polarization of the sources were found ($q$, $u$, and $p$), to accuracies better than 0.03%.
The $q_m$ and $u_m$ measured with the tilted HWP systems were then used in the calibration model to
predict the $q_i$ and $u_i$ (and $p_i$ using these) for each of the tilted polarimeters. As found in the case
of the theoretical calibration model for the WALOP-South instrument, just using fully polarized
light in step 1, all the coefficients could be accurately estimated barring the zero-offset terms

| Position no. | Tilt angle | Cross-talk level (%) | Calibration accuracy $q$ (%) | Calibration accuracy $u$ (%) | Calibration accuracy $p$ (%) | Percentile area of WALOP field of view (%) |
|--------------|------------|----------------------|-----------------------------|-----------------------------|-----------------------------|------------------------------------------|
| 1            | 12         | 16                   | 0.03                        | 0.09                        | 0.04                        | 48.5                                     |
| 2            | 14         | 27                   | 0.04                        | 0.14                        | 0.08                        | 58                                       |
| 3            | 16         | 43                   | 0.04                        | 0.16                        | 0.07                        | 67                                       |
| 4            | 18         | 62                   | 0.04                        | 0.17                        | 0.07                        | 75.6                                     |
| 5            | 20         | 81                   | 0.03                        | 0.29                        | 0.13                        | 83.9                                     |
Fig. 16 Polarization of sources used for testing the accuracy of the calibration model in the lab.

Fig. 17 Performance of the calibration model in calibrating WALOP test-bed polarimeter with cross-talk value of 16%, corresponding to a percentile area of 48.5% over WALOP-South FoV.
The mean offset in $q$ and $u$ between calibration model predicted and real Stokes parameters ($\Delta q$ and $\Delta u$) were corrected and the calibration accuracy was estimated.

Figure 17 shows the results for one of the HWP tilts leading to a cross-talk value of 16%, corresponding to around 50% area percentile of WALOP-South FoV. While the black and blue points correspond to the real and model predicted $q$–$u$ values, respectively, the red points are the instrument measured Stokes parameters ($q_m$ and $u_m$). The gray point is the estimated $q$–$u$ prediction after correction for only zero-offset, which is the standard practice in most polarimeters since their cross-talk is nearly zero. As can be seen, without polarimetric cross-talk correction, the predicted polarization is very inaccurate. Once the measured $q$–$u$ values are corrected with the calibration model, the model predicts and intrinsic polarization values match to better than 0.04%. For estimating accuracy in $p$, $p_i$ derived from the calibration model predicted $q_i$ and $u_i$ is compared to the intrinsic $p$ of the source. As error in $p$ is a weighted average of errors in $q$ and $u$ ($\sigma_p = \sqrt{\frac{\sigma_q^2 + \sigma_u^2}{\sigma_q^2 + \sigma_u^2}}$), we get an overall polarimetric accuracy in $p$ lying between accuracy of $q$ and $u$. Likewise, there is an asymmetric contribution from errors in $q$ and $u$ to EVPA ($\theta$) measurement errors. Other cross-talk values (created using different tilt angles of the HWP) and corresponding performance of the calibration model are shown in Table 3. Figure 18 shows the expected polarimetric accuracy across the WALOP-South FoV based on the instrument’s cross-talk map. In summary, we are able to calibrate more than 75% of WALOP-South instrument’s FoV with better than 0.1% accuracy in $p$ and the remaining area to better than 0.2%.

5 Conclusions

We have carried out complete polarimetric analysis of the WALOP-South instrument’s optical system to estimate the polarimetric cross-talk in the measurements of the Stokes parameters. We find significant cross-talk in the measured Stokes parameters. Almost all the cross-talk originates from the HWPs in the WPA, owing to the large (>5 deg) oblique angles of incidence. The effect is very well reproduced using ray tracing principles applied on the HWP. To correct for this, we have developed a complete on-sky calibration method, enabling us to obtain 0.1% accuracy...
across most of the FoV. The implementation of the calibration model on sky is relatively straight-
forward. This work was done using polarization analysis tools available in Zemax software as
well as utilizing ray tracing programs developed in Python. Before fabrication and assembly of
an instrument, the expected instrumental polarization can be estimated using the polarization
analysis features in optical design software such as Zemax® or Advanced Systems Analysis
Program (ASAP)®. The tools developed for the polarization modeling and calibration of
WALOPs can be used for any other polarimeter to understand the various polarimetric systematic
effects induced by the optics and prepare the required calibration plan. In addition, we tested the
calibration method on a test-bed WALOP-like polarimeter in the lab and find that we can carry
out high accuracy polarimetric calibrations at various cross-talk levels. The calibration method
will be implemented during the on-sky commissioning of the instrument and subsequent results
will be published as part of the instrument commissioning paper.

6 Appendix A: Measured Stokes Parameters and Instrument Matrix

The incident intensity at the detector for any polarization channel of the instrument (0-deg,
45-deg, 90-deg, and 135-deg polarizations) can be written as

$$I_\theta = a_\theta + b_\theta q + c_\theta u,$$

where $a_\theta$, $b_\theta$, and $c_\theta$ correspond to the elements of the first row of the Mueller matrix for the
optical path corresponding to that polarization angle/channel. The normalized difference
between intensities corresponding to two orthogonal polarization angles/channels yields $q$ or $u$, as given by the following equation:

$$r_i = \frac{I_{\theta_1} - I_{\theta_2}}{I_{\theta_1} + I_{\theta_2}} = \frac{(a_\theta_1 + b_\theta_1 q + c_\theta_1 u) - (a_\theta_2 + b_\theta_2 q + c_\theta_2 u)}{(a_\theta_1 + b_\theta_1 q + c_\theta_1 u) + (a_\theta_2 + b_\theta_2 q + c_\theta_2 u)}.$$  (12)

The binomial expansion of $(1 + x)^{-1}$ is given by $(1 + x)^{-1} = 1 - x + x^2 - x^3 + x^4$. Using that,
the generalized normalized difference can be written as a polynomial equation in $q$ and $u$.

$$r_i = A_i + B_i q + C_i u + D_i q^2 + E_i u^2 + F_i qu + \ldots.$$  (13)

In general, for most simple polarimeters, the second-order terms are zero, and the instrument
measured Stokes parameters can be written as a set of linear equations, together forming a Muller
matrix-like instrument matrix. The first row is inconsequential to polarimetric measurements and
hence can be ignored:

$$s_m = \begin{bmatrix} 1 \\ q_m \\ u_m \\ v_m \end{bmatrix} = m_{\text{inst}} \times s = \begin{bmatrix} m_{11} & m_{12} & m_{13} & m_{14} \\ m_{21} & m_{22} & m_{23} & m_{24} \\ m_{31} & m_{32} & m_{33} & m_{34} \\ m_{41} & m_{42} & m_{43} & m_{44} \end{bmatrix} \times \begin{bmatrix} 1 \\ q \\ u \\ v \end{bmatrix}.$$  (14)

$$s_m = \begin{bmatrix} 1 \\ q_m \\ u_m \\ v_m \end{bmatrix} = m_{\text{inst}} \times s = \begin{bmatrix} m_{11} & m_{12} & m_{13} & m_{14} \\ m_{21} & m_{22} & m_{23} & m_{24} \\ m_{31} & m_{32} & m_{33} & m_{34} \\ m_{41} & m_{42} & m_{43} & m_{44} \end{bmatrix} \times \begin{bmatrix} 1 \\ q \\ u \\ v \end{bmatrix}.$$  (15)

7 Appendix B: Polarimetric Modeling of HWPs

The Mueller matrix of a retarder plate with retardance $\delta$ oriented at an angle $\alpha$ with respect to
the ICS is given as
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\[ M_{\alpha,\delta} = M_{\text{rot}}(-\alpha) \times M_{\delta} \times M_{\text{rot}}(\alpha) \]

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \cos^2 2\alpha + \sin^2 2\alpha \cos \delta & \cos 2\alpha \sin 2\alpha(1 - \cos \delta) & -\sin 2\alpha \sin \delta \\
0 & \cos 2\alpha \sin 2\alpha(1 - \cos \delta) & \cos^2 2\alpha \cos \delta + \sin^2 2\alpha & \cos 2\alpha \sin \delta \\
0 & \sin 2\alpha \sin \delta & -\cos 2\alpha \sin \delta & \cos \delta
\end{bmatrix}.
\] (16)

Thus the Mueller matrices for the HWPs used in the WPA, to be referred as HWP1 (oriented at 0 deg with ICS) and HWP2 (oriented at 225 deg with ICS) from hereon, are given as

\[
M_{0,\delta} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \cos \delta & \sin \delta \\
0 & 0 & -\sin \delta & \cos \delta
\end{bmatrix},
\] (17)

\[
M_{22.5,\delta} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \frac{1}{2}(1 + \cos \delta) & \frac{1}{2}(1 - \cos \delta) & -\frac{1}{\sqrt{2}} \sin \delta \\
0 & \frac{1}{2}(1 - \cos \delta) & \frac{1}{2}(1 + \cos \delta) & \frac{1}{\sqrt{2}} \sin \delta \\
0 & \frac{1}{\sqrt{2}} \sin \delta & -\frac{1}{\sqrt{2}} \sin \delta & \cos \delta
\end{bmatrix}.
\] (18)

Hence the Stokes vector of a beam after passing through the two HWPs are as given in Eqs. (19) and (20):

\[
s_{0,\delta} = \begin{bmatrix}
1 \\
u \cos \delta + v \sin \delta \\
-u \sin \delta + v \cos \delta
\end{bmatrix}.
\] (19)

\[
s_{22.5,\delta} = \begin{bmatrix}
\frac{q}{2}(1 + \cos \delta) + \frac{1}{2}(1 - \cos \delta) - \frac{u}{\sqrt{2}} \sin \delta \\
\frac{q}{2}(1 - \cos \delta) + \frac{1}{2}(1 + \cos \delta) + \frac{u}{\sqrt{2}} \sin \delta \\
\frac{q}{\sqrt{2}} \sin \delta - \frac{u}{\sqrt{2}} \sin \delta + v \cos \delta
\end{bmatrix}.
\] (20)

The general equation for the measured Stokes parameter for a two-channel or four-channel polarimeter using a WP that splits 0-deg and 90-deg polarizations corresponds to the q-element of the Stokes vector as given by Eq. (21), from which the \( q_m \) and \( u_m \) for can be found using Eqs. (22) and (23). As can be seen, the \( q_m \) is unaffected by nonhalf-wave retardance and depends only on \( q \) of the source while \( u_m \) can have strong dependence on all the intrinsic Stokes parameters \( q, u, \) and \( v \) through the Mueller matrix elements. Only in the case of retardance of \( \lambda/2 \), \( u_m \) equals \( u \). As an extreme example, if the retardance is \( \lambda/4 \) instead of \( \lambda/2 \), \( u_m \) equally depends on \( q, u, \) and \( v \) as shown in Eq. (24):

\[
r_m = m_{22}q + m_{23}u + m_{24}v.
\] (21)

\[
q_m = r(0, \delta) = q.
\] (22)

\[
u_m = r(22.5, \delta) = \frac{q}{2}(1 + \cos \delta) + \frac{1}{2}(1 - \cos \delta) - \frac{u}{\sqrt{2}} \sin(\delta).
\] (23)

\[
u_m' = r(22.5, \lambda/4) = \frac{q}{2} + \frac{u}{2} - \frac{v}{\sqrt{2}}.
\] (24)

Assuming circular polarization as zero, the equation for \( u_m \) can be written as Eq. (25). \( m_{22} \) term captures the cross-talk from \( q \) to \( u_m \) and the \( m_{23} \) term captures the fraction of \( u \) converted into \( u_m \). \( u_m \) is dependent only on retardance apart from the input Stokes vectors. For a light ray,
retardance depends on the incident angle (angle with the normal) and the azimuth angle with the HWP. For any point in the WALOP-South FoV, both these angles can be found using the Lagrange invariant equation (refer to paper I) at the pupil and from thereon using Snell’s law-based ray tracing equations after the BK7 wedges and incident on the HWPs.

\[ u_m = m_{22} q + m_{23} u = \frac{q}{2} (1 + \cos \delta) + \frac{u}{2} (1 - \cos \delta). \]  

(25)

The WALOP HWPs are made of one quartz and one MgF₂ plate aligned orthogonally to each other and the overall fast-axis of the HWP is along the fast-axis of the MgF₂ plate (the details of the HWP can be provided upon request). The relative fast axis orientation of the quartz and MgF₂ plates is same in HWP2 as HWP1, but are rotated by 22.5 deg with respect to the x-axis. The prescription for finding the retardance of a wave-plate for any given incident and azimuth angle is described by Gu et al. \(^{27}\) and elaborated below. We used their method in conjunction with ray tracing equations to model the retardance and the Mueller matrices for HWP1 and HWP2 for the entire WALOP-South FoV. The generalized Mueller matrix \( M \) for a retarder given by Eq. (16) is always in normalized form, i.e., \( M_{\alpha,\delta} = m_{\alpha,\delta} \). Figure 19 shows the retardance, \( M_{22} \), \( M_{33} \), and \( M_{23} \) maps for HWP1 and Fig. 20 shows the corresponding maps for HWP2. As can be seen, the patterns of polarimetric cross-talk and efficiency in the HWPs are identical to that obtained for the entire instrument in Sec. 2.3. For example, if we look at the cross-talk term for \( u_m \) (\( M_{22} \) in Fig. 20), it is identical to the cross-talk term for \( u_m \) for the entire instrument in Fig. 5.

When a ray enters a birefringent medium at an oblique angle, the effective refractive indices experienced by the ray is a combination of both the ordinary and extraordinary indices which depends on the azimuth and the incident angles, \( \alpha \) and \( \theta \), as shown in Fig. 21. The general optical path difference, \( L_k \) and retardance \( \delta_k \) for a retarder plate \( k \) with thickness \( d_k \) and retardance \( \Delta n \) are given as

\[ L_k = \Delta n \times d_k. \]  

(26)
\[ \delta_k = \frac{2\pi}{\lambda} L_k. \]  

(27)

For an HWP made of two wave plates, the net retardance comes out to be

\[ \delta = \delta_{\text{quartz}} + \delta_{\text{MgF}_2} = \frac{2\pi}{\lambda} \{L_{\text{quartz}} + L_{\text{MgF}_2}\}. \]  

(28)

For a wave plate aligned along the \( x \) axis (in this case the \( \text{MgF}_2 \) plate), while the ordinary refractive index experience by the light ray remains same irrespective of \( \alpha \) and \( \theta \), the effective extraordinary refractive index, \( ne_x \) is given by Eq. (29). Consequently, \( n_x = ne_x \) and \( n_y = no \).
Carrying out further calculations (presented in Gu et al.) yields the general retardance equation for a wave plate for any given $\alpha$ and $\theta$, as shown by Eq. (30):

$$ne' = ne\sqrt{1 + \left(\frac{1}{n_e^2} - \frac{1}{n_o^2}\right)\sin^2 \theta \cos^2 \alpha},$$  

(29)

$$\delta_k = \frac{2\pi}{\lambda} d_k \left(\sqrt{n_{ex}^2 - \sin^2 \theta} - \sqrt{n_{ey}^2 - \sin^2 \theta}\right).$$  

(30)

For the quartz wave plate aligned along the $y$ axis, similar calculations can be carried out by considering the effective rotation of 90 deg and accounting for the change in azimuth angles. Following the above steps, the retardance and subsequent Mueller matrix for HWP1 can be found. Similar calculations can be done for HWP2, by considering the overall rotation of both the quartz and MgF$_2$ plates as a shift in the azimuth angles by 22.5 deg. Python programs were written to carry out these calculations for the complete WALOP-South FoV and the resultant plots are shown in Figs. 19 and 20.

### 8 Appendix C: Wavelength Dependence of Instrumental Polarization

Figure 22 plots the retardance of the HWPs used in the instrument across the SDSS-r filter for normal incidence. As described above, the HWP retardance varies across the WALOP-South FoV, as shown in Fig. 22.

**Fig. 22** Retardance of the HWPs used in the WALOP-South instrument as a function of wavelength across the SDSS-r broadband filter.
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**Fig. 23** Polarimetric efficiency of the instrument as a function of wavelength across the SDSS-r filter for the extreme field point: grid point 1. (a) $m_{22}$ and (b) $m_{33}$.
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FoV due to angle of incidence. Consequently, the instrument’s polarimetric behavior (cross-talk) varies as a function of wavelength within the SDSS-r band and the pattern of this variation is a function of the field position. Figure 23 plots the polarimetric efficiencies across the SDSS-r band, i.e., measured $q$ and $u$ for input polarizations of $q = 1$ and $u = 1$, respectively, for grid point 1 for a flat spectrum in SDSS-r filter. To estimate the effect of different spectra on the measured Stokes parameters, we fed as input stellar spectra corresponding to different effective temperatures of a star to the Zemax optical model, as shown in Fig. 24(a). As noted earlier, majority of the stars in the high Galactic latitude areas targeted by the PASIPHAE survey are

![Image](image_url)

**Fig. 24** Instrument’s polarization behavior as a function of different incident spectra. (a) The four spectra used for this work, (b) and (c) the measured values $q_m$ and $u_m$ for a 1% polarized source polarization, (d) and (e) the histogram of the maximum difference in $q_m$ and $u_m$ for the four spectra for the 144 grid points, respectively.
expected to have $p < 0.3\%$.$^{11}$ We calculated the measured $q$ and $u$ values for $p = 1\%$ and different EVPAs. Figures 24(b) and 24(c) show the measured $q$ and $u$ values for different spectra for $q = 1$ and $u = 1$, respectively, for grid point 1. The variation is negligible for $q_m$ while it is of the order of few hundredths of a percent for $u_m$. This variation scales with $p$ of the source and will be further smaller for $p < 0.3\%$. These variations remain similar for any EVPA for a given $p$. The deviation is more prominent for low temperature stars ($T < 4000$ K) as their spectral transmission has a steep curve in the SDSS-r filter. Figures 24(d) and 24(e) show plots for the extent of spread in $q_m$ and $u_m$ for the four spectral types across the 144 grid points of the FoV; $\Delta q_m$ and $\Delta u_m$ are the difference between the maximum and minimum values among the spectra for the corresponding quantities. The effect is negligible for $q_m$ across the FoV. For $u_m$, there is non-negligible dependence of instrument measured $u$ on the spectral type of the star. Yet, the difference is much less than 0.05% for almost all field points, which is the target sensitivity of the instrument.

The true estimate of the instrument’s on-sky wavelength-dependent polarimetric behavior will be carried out during the commissioning. For this, we have made provision for placing multiple narrowband filters in the filter wheel to facilitate modeling the instrument’s polarization behavior across the SDSS-r filter. To correct for any observed dependence on spectral class of the star, the calibration model can be developed with the spectral class/temperature of the star as a parameter, i.e., $q_i/u_i = f(q_m, u_m, s)$, where $s$ is the spectral type of the star. GAIA data release 3$^2$ will provide spectroscopic classification and effective temperature of all stars in the PASIPHAE survey footprint area. This information will be fed into the calibration model development.
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