AN AFFINE ALMOST POSITIVE ROOTS MODEL

NATHAN READING AND SALVATORE STELLA

Abstract. We generalize the almost positive roots model for cluster algebras from finite type to a uniform finite/affine type model. We define a subset $\Phi_c$ of the root system and a compatibility degree on $\Phi_c$, given by a formula that is new even in finite type. The clusters (maximal pairwise compatible sets of roots) define a complete fan $\text{Fan}_c(\Phi)$. Equivalently, every vector has a unique cluster expansion. We give a piecewise linear isomorphism from the subfan of $\text{Fan}_c(\Phi)$ induced by real roots to the $g$-vector fan of the associated cluster algebra. We show that $\Phi_c$ is the set of denominator vectors of the associated acyclic cluster algebra and conjecture that the compatibility degree also describes denominator vectors for non-acyclic initial seeds. We extend results on exchangeability of roots to the affine case.
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1. Introduction

One of the first major achievements in the structural theory of cluster algebras was the classification, by Fomin and Zelevinsky [17, 18], of cluster algebras of finite type (cluster algebras with finitely many seeds). The classification parallels the Cartan-Killing classification, and an acyclic cluster algebra of finite type is specified by a Cartan matrix of finite type, an orientation of its Dynkin diagram (which together specify an exchange matrix) and a choice of “coefficients.” The cluster variables in the cluster algebra are in bijection with the almost positive roots (roots that either are positive or are the negatives of simples) in the corresponding root system. The bijection sends a cluster variable to its denominator vector (or $d$-vector), leading to a purely combinatorial model based on almost positive roots,
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generalizing the associahedron or Stasheff polytope. The almost positive roots also model \[42\] the \(g\)-vectors of cluster variables.

After Cartan matrices of finite type, the next simplest Cartan matrices are those of affine type. An affine Cartan matrix together with an acyclic orientation of its Dynkin diagram and a choice of coefficients specifies a cluster algebra of **affine type**. Except in rank 2, these are precisely the cluster algebras whose “growth rate” is linear, in the sense of [15]. (Every \(2 \times 2\) Cartan matrix gives rise to a cluster algebra that is finite or has linear growth.) Another intrinsic characterization of affine type is a consequence of [40, Theorem 3.5]: An \(n \times n\) exchange matrix with \(n \geq 3\) is of finite or affine type if and only if it is of finite mutation type and is mutation equivalent to an acyclic exchange matrix.

In this paper, we extend the almost positive roots model to cluster algebras of affine type. In particular, we extend many of the main results in [11, 17, 18] to affine type. We define an **affine generalized associahedron fan**, extending the normal fan of generalized associahedra from finite type to a uniform finite/affine type construction. We do not, at this time, have an affine analog of the generalized associahedra as polytopes.

From a certain point of view, one might say that the almost positive roots model has already been extended to affine type and beyond in the representation theory literature. In that setting, the denominator vectors are dimension vectors of indecomposable rigid representation and the compatibility degree is the dimension of \(\text{Ext}^1\) between the representations [3, 5, 7]. There is also an approach to denominator vectors in the surfaces model [16, Section 6]. However, neither of these successful models is an almost positive roots model. We provide such a model by first defining explicitly a set of roots \(\Phi_c\) in terms of the action of a Coxeter element on the root system, and then defining a compatibility degree in terms of multiplication and addition of simple-root (or coroot) coordinates or elementary counting with supports. In the representation theoretic and surface models, by contrast, the definitions are in terms of modules and \(\text{Ext}^1\) or in terms of tagged arcs and intersection numbers. Our model agrees with the surfaces model but only agrees with the representation theory model up to the notion of compatibility. Details on the relationship between our model and these other models are found in remarks at the end of this introduction. We now give details on our model and results.

In affine type, taking \(\tau_c\) to be the usual deformation of \(c\), the set \(\Phi_c\) is the union of the \(\tau_c\)-orbits of the positive roots that do not have full support, together with the imaginary root \(\delta\). (See Definition 3.1 and Proposition 3.13 for several other characterizations of \(\Phi_c\).)

We give a new formula for the usual finite-type compatibility degree \((\alpha|\beta)_c\) [18, 26] and extend the formula to affine type. Two roots in \(\Phi_c\) are \(c\)-compatible if their compatibility degree is zero. We give the affine versions of the key properties already known in finite type, including cardinalities of clusters (maximal sets of pairwise \(c\)-compatible roots in \(\Phi_c\)). We also prove the existence of unique cluster expansions (Theorem 6.2), or in other words, we show (Theorem 6.4) that the nonnegative spans of clusters are the maximal cones of a complete fan \(\text{Fan}_c(\Phi)\). Finally, we give the affine version of the characterization of exchangeability in terms of compatibility degree.

We now describe the connection to cluster algebras. Suppose \(B\) is an exchange matrix arising from a Cartan matrix \(A\) of affine type and an acyclic orientation of
the associated Dynkin diagram. The orientation of the Dynkin diagram is encoded in $B$ as a choice of signs of off-diagonal entries. We write $A_\bullet(B)$ for the principal-coefficients cluster algebra determined by $B$. Let $c$ be the Coxeter element obtained by multiplying the simple reflections $S$ in an order such that $s_i$ precedes $s_j$ if $b_{ij} > 0$. The notation $\text{Fan}_c^\text{re}(\Phi)$ denotes the subfan of $\text{Fan}_c(\Phi)$ consisting of cones spanned by clusters not containing $\delta$, and $\nu_c$ is a piecewise linear map defined in Section 9.

**Theorem 1.1.** Suppose that $B$ is an acyclic exchange matrix whose associated Cartan matrix is of affine type. Let $\Phi$ be the associated root system and $c$ the associated Coxeter element.

1. The piecewise-linear map $\nu_c$ induces an isomorphism from $\text{Fan}_c^\text{re}(\Phi)$ to the g-vector fan of $A_\bullet(B)$.
2. The cluster complex of $A_\bullet(B)$ is isomorphic to the simplicial complex underlying $\text{Fan}_c^\text{re}(\Phi)$.

The finite-type version of the theorem follows immediately from [29, Theorem 8.1] and [34, Theorem 5.39]. We prove Theorem 1.1 using results (proved here and in [34, 35]) that use only the combinatorics of root systems and Coxeter groups. In contrast, the following result requires a theorem ([38, Proposition 9], quoted here as Theorem 9.4) that is proved using representation theory. Given a seed $\Sigma$ (essentially a choice of $B$ and coefficients), write $A_\Sigma$ for the cluster algebra determined by $\Sigma$.

**Theorem 1.2.** Suppose $\Sigma$ is a seed with exchange matrix $B$ that is acyclic and whose associated Cartan matrix is of affine type. Let $\Phi$ be the associated root system and $c$ the associated Coxeter element. The map from cluster variables to $d$-vectors is a bijection to $\Phi_c \setminus \{\delta\}$. The nonnegative linear spans of $d$-vectors of clusters in $A_\Sigma$ are the maximal cones of a fan, which coincides with $\text{Fan}_c^\text{re}(\Phi)$.

Ceballos and Pilaud [10, Corollary 3.3] showed that the almost positive roots model describes denominator vectors in all finite types (without requiring acyclicity). We conjecture that the same is true in affine type. We write $d(x)$ or $d_\Sigma(x)$ for the denominator vector of a cluster variable $x$ with respect to an initial seed $\Sigma$.

**Conjecture 1.3.** Suppose $\Sigma$ is an acyclic seed of affine type with exchange matrix $B$, associated root system $\Phi$ and associated Coxeter element $c$. Index the cluster variables of $A_\Sigma$ as $x(\beta)$ for $\beta \in \Phi_c$ according to the bijection in Theorem 1.2. Given any seed $\Sigma'$ mutation-equivalent to $\Sigma$ and with the cluster in $\Sigma'$ indexed as $x(\beta_1), \ldots, x(\beta_n)$ and given any $\beta \in \Phi_c$, we have

$$d_{\Sigma'}(x(\beta)) = ((\beta_1 \parallel \beta)_c, \ldots, (\beta_n \parallel \beta)_c).$$

After playing a crucial role in the classification of cluster algebras of finite type (as described above), $d$-vectors have fallen somewhat out of favor, because $g$-vectors appear to have nicer properties. However, [10, Corollary 3.3] and Conjecture 1.3 exhibit a nice property of $d$-vectors that appears to have no analog for $g$-vectors. In Section 9, we discuss evidence for Conjecture 1.3, including the case of surfaces, and many cases where $\Sigma'$ is also acyclic, and some computational evidence.

**Remark 1.4 (Applications).** The connections to cluster algebras mentioned above concern $\text{Fan}_c^\text{re}(\Phi)$, which is only part of the complete fan $\text{Fan}_c(\Phi)$, but we expect the entire fan $\text{Fan}_c(\Phi)$ to be important to the theory of cluster algebras. As part of work in progress, we have constructed cluster scattering diagrams (in the sense
of [20]) of affine type, and proved that the fan defined by these cluster scattering diagrams coincides with \( \nu_c \text{Fan}_c(\Phi) \). Furthermore, we have proved that the mutation fan (in the sense of [30]) coincides with \( \nu_c \text{Fan}_c(\Phi) \). As a consequence, we expect to prove a conjectured description of affine universal geometric cluster algebras [30, Conjecture 10.15]. We also intend to study, with Jon McCammond, the surprising similarities between \( \text{Fan}_c(\Phi) \) and a lattice constructed by McCammond and Sulway [27] to prove longstanding conjectures about Euclidean Artin groups. (Compare especially [27, Table 1] and [27, Proposition 7.6] with Table 2.1 and Proposition 5.13.)

We now make some remarks on the connection between the current paper and the existing literature. In particular, Remarks 1.6, 1.8 and 1.9 describe the relationship between our results and some related representation-theoretic results.

**Remark 1.5** (Related work on the affine case). Theorems 1.1 and 1.2 build affine \( g \)-vector fans and \( d \)-vector fans in terms of compatibility of roots in \( \Phi_c \). Affine \( g \)-vector fans were previously constructed in [35] as doubled Cambrian fans. In particular, cones were constructed by specifying their normal vectors. The construction here gives \( g \)-vectors directly (rather than by inverting a matrix) and provides a direct test for compatibility (whether two cluster variables are in a common cluster) and exchangeability (whether they are in adjacent clusters). Affine \( d \)-vectors were also constructed in [4], as we will discuss further in Remark 1.8. Affine cluster algebras of rank 2 are treated in [8, 28, 41, 44]. The affine types (except for a finite number of exceptional cases) can be approached through the surfaces model [16, Section 6] or the orbifolds model [15]. Finally, [37] characterizes cluster variables of affine type as generalized minors.

**Remark 1.6** (Schur roots). Caldero and Keller [7, Theorem 4] showed, for any acyclic quiver, that the cluster character map [6] is a bijection from the set of indecomposable objects without self-extensions in the cluster category to the set of cluster variables. They also showed [7, Theorem 3] that the dimension vector of the object is the \( d \)-vector of the corresponding cluster variable. The dimension vectors of these indecomposable objects are the real **Schur roots**. Thus the first assertion in our Theorem 1.2 combines with the Caldero-Keller results to identify the roots \( \Phi_c \) as follows:

**Corollary 1.7.** If \( B \) is acyclic and skew-symmetric, with associated root system \( \Phi \) and Coxeter element \( c \), then the positive real roots in \( \Phi_c \) are precisely the Schur roots for the corresponding quiver.

Our Theorem 1.2 uses Theorem 9.4, which is proved in [38] using the same circle of ideas that appear in [7] (generalized to the skew-symmetrizable setting). It seems likely that one could use ideas from [7, 38] to prove Corollary 1.7 directly, and then cite [7, Theorem 3] (or its generalization [38, Proposition 5]) to prove Theorem 1.2. In any case, in light of Corollary 1.7, it seems reasonable to call \( \Phi_c \) the “almost positive Schur roots”. Comparison with [22, 39] makes it clear that \( \Lambda_c = \Phi^\text{re}_c \cap U^c \) (Definition 3.1) is the set of dimension vectors of the regular representations. As usual, the deformed Coxeter element \( \tau_c \) corresponds to the Auslander-Reiten translation (or its inverse, depending on conventions).

**Remark 1.8** (Compatibility degree, \( \text{Ext}^1 \), and \( \text{Hom} \)). One representation-theoretic notion of compatibility degree is the dimension of \( \text{Ext}^1 \) between the corresponding
modules in the cluster category. Comparing [7, Theorems 3 and 4] to our Theorems 1.1 and 1.2 and comparing [39, Lemma 3.2] or [22, Lemma 5.3] with our Proposition 5.6, we see that our compatibility degree on distinct roots is zero if and only if the Ext$^1$ compatibility degree is zero. In other words, our notion of c-compatibility (Definition 5.1) agrees with the Ext$^1$ notion of compatibility. However, beyond that, the two notions of compatibility degree need not agree. By [3, Theorem 7.5], the Ext$^1$ compatibility degree of real roots $\alpha$ and $\beta$ is 1 in both directions if and only if $\alpha$ and $\beta$ are real c-exchangeable in the sense of Definition 7.1. Theorem 7.2 shows that our c-compatibility degree on real roots is 1 in both directions if and only if the two roots are c-exchangeable (as opposed to real c-exchangeable). The notions of c-exchangeability and real c-exchangeability are distinct, as made clear in Theorem 7.2.

In [4, Theorem A], denominator vectors in affine type are described in terms of the dimensions of certain spaces of homomorphisms. (This is not called a “compatibility degree” in [4], but perhaps should be.) If Conjecture 1.3 is true, then our c-compatibility degree constitutes a root-theoretic formulas for these dimensions.

Remark 1.9 (Cluster expansions and canonical decompositions). Since compatibility is the same in our setting and the representation-theoretic setting, our cluster expansions (Definition 6.1) are analogous to the canonical decompositions (or generic decompositions) of [23]. Thus, parts of Proposition 5.14 correspond to results proved in [39, Section 3] and [22, Section 6]. The canonical decomposition fan constructed in [22] coincides with Fan$_c(\Phi)$ within the span of the positive roots.

We conclude this introduction with a remark about some potentially simplifying choices that we did not make.

Remark 1.10. In constructing the d-vector fan and g-vector fan, we could have saved some complications by ignoring the imaginary root $\delta$. However, the complete fan that we obtain by including $\delta$ is crucial to the future work mentioned in Remark 1.4. Similarly, if our goals were entirely combinatorial, we could have restricted our attention to the standard affine root systems (the affinizations of finite root systems). However, the full range of affine root systems is needed in order to model all cluster algebras of affine type. Because we didn’t make these simplifications, some results cannot be stated uniformly. Rather, there are exceptions in one affine type: Type $A^{(2)}$ in Kac’s notational system [24, §4.8]. This is the unique type with three distinct root lengths (except when $k = 1$, when there are two lengths with ratio 2).

2. Background

2.1. Root systems and Coxeter groups. We assume familiarity with the most basic theory of Cartan matrices, root systems and Coxeter groups, and in this background section the goal is to establish terminology and notation and to recall some of the less basic aspects of the theory.

Let $n$ be a positive integer. A Cartan matrix is a symmetrizable integer matrix $A = [a_{ij}]_{i,j \leq n}$, with symmetrizing constants $d_i$ (so that $d_ia_{ij} = d_ja_{ji}$ for all $i, j$).

Let $V$ be a real vector space with basis $\Pi = \{\alpha_1, \ldots, \alpha_n\}$. The $\alpha_i$ are the simple roots. The simple co-roots are $\alpha_i^\vee = d_i^{-1}\alpha_i$ and $\Pi^\vee$ is the set of simple co-roots. Given $v \in V$ and $\alpha_i \in \Pi$, we write $[v : \alpha_i]$ for the coefficient of $\alpha_i$ when $v$ is expanded in the basis of simple roots. Let $V^\ast$ be the dual space to $V$ and let $\langle \cdot, \cdot \rangle$ be the
canonical pairing between $V^*$ and $V$. The fundamental weights $\{\rho_i : i = 1, \ldots, n\}$ are the basis of $V^*$ that is dual to the basis $\Pi^*$ of co-roots. The Cartan matrix $A$ encodes a symmetric bilinear form $K$ on $V$ defined by $K(\alpha_i^\vee, \alpha_j) = a_{ij}$. For each $i = 1, \ldots, n$, the simple reflection $s_i$ is defined on the basis $\Pi$ by $s_i(\alpha_j) = \alpha_j - K(\alpha_i^\vee, \alpha_j)\alpha_i$. Equivalently, $s_i(\alpha_j^\vee) = \alpha_j^\vee - K(\alpha_i^\vee, \alpha_i)\alpha_j^\vee$.

The Weyl group $W$ is the group generated by $S = \{s_i : i = 1, \ldots, n\}$. Each $s_i$ acts as a reflection with respect to $K$, and thus the action of $W$ preserves $K$. As usual, the action of $W$ on $V^*$, dual to its action on $V$, is given by $\langle w\phi, v \rangle = \langle \phi, w^{-1}v \rangle$.

Remark 2.1. Our convention places both roots and co-roots in the space $V$ and places weights and co-weights in the dual space $V^*$. The standard Lie-theoretic setup places roots and weights in $V^*$ and co-roots and co-weights in $V$. The approach used here matches the approach implied in [2, Chapter 4] and the approach in [34, 32, 33, 35]. Furthermore, while the scattering diagram construction in [20] is not phrased in terms of roots and weights, it is naturally rephrased in those terms, and this rephrasing also follows the convention of the present paper.

The real roots are the vectors $w\alpha_i$ for $w \in W$ and $i = 1, \ldots, n$, and the real co-roots are the vectors $w\alpha_i^\vee$. The real root system $\Phi^r$ is the set of all real roots. The root system is a larger set $\Phi$, containing $\Phi^r$ (strictly when $\Phi^r$ is infinite). The set $\Phi \setminus \Phi^r$ is the set of imaginary roots. We do not need the full generality of imaginary roots, so we do not define them here.

The root system $\Phi$ is a subset of the root lattice (the lattice spanned by $\Pi$), and is the disjoint union of positive roots $\Phi^+ = \{\beta \in \Phi : [\beta : \alpha_i] \geq 0 \text{ for } i = 1, \ldots, n\}$ and negative roots $\Phi^- = -\Phi^+$. For each real root $\beta$ there is a co-root $\beta^\vee = \frac{2}{K(\beta, \beta)} \beta$. There is a bijection $\beta \mapsto t_\beta$ between real positive roots and reflections in $W$ given by $t_\beta(v) = v - K(\beta^\vee, v)\beta$ for $v \in V$.

A Coxeter element $c$ is the product of any permutation of $S$. Mostly, we fix $c$ and assume that $\Pi$ has been indexed so that $c = s_1 \cdots s_n$. But sometimes we let $c$ vary, usually without referring directly to any numbering of the simple reflections. For $s \in S$, we say $s$ is initial in $c$ if $c$ has a reduced word whose first letter is $s$ and $s$ is final in $c$ if $c$ has a reduced word whose last letter is $s$. A source-sink move is the operation of replacing $c$ by the Coxeter element $scs$ for $s$ initial or final in $c$.

Given a reduced word $s_1 \cdots s_n$ for $c$, the Euler form $E_c$ is defined on the bases of simple roots and co-roots by

$$E_c(\alpha_i^\vee, \alpha_j) = \begin{cases} a_{ij} & \text{if } i > j, \\ 1 & \text{if } i = j, \\ 0 & \text{if } i < j. \end{cases}$$

Since $a_{ij} = K(\alpha_i^\vee, \alpha_j)$, for any $\alpha, \beta \in V$ we have

$$K(\alpha, \beta) = E_c(\alpha, \beta) + E_c(\beta, \alpha).$$

The form $E_c$ depends on $c$ but is independent of the choice of reduced word for $c$. Some facts about it will be useful; the first is [33, Lemma 3.3].

Lemma 2.2. If $s$ is initial or final in $c$, then $E_c(\alpha, \beta) = E_{scs}(s\alpha, s\beta)$ for all $\alpha$ and $\beta$ in $V$.

Applying Lemma 2.2 repeatedly with $s$ running backwards through a reduced word for $c$, we obtain the following fact:
Lemma 2.3. \( E_c(\alpha, \beta) = E_c(\alpha, c\beta) \) for all \( \alpha, \beta \in V \).

We also check two more useful facts about \( E_c \).

Lemma 2.4. \( E_c(\beta^v, \beta) = 1 \) for all \( \beta \in \Phi^c \).

Proof. Since \( \beta^v \) is a positive scaling of \( \beta \) and \( E_c \) is bilinear, we have \( E_c(\beta, \beta^v) = E_c(\beta^v, \beta) \). Thus (2.2) says that \( E_c(\beta^v, \beta) = \frac{1}{2} K(\beta^v, \beta) = 1 \) for \( \beta \in \Phi^c \). \qed

Lemma 2.5. \( E_c(\alpha, \beta) = E_c^{-1}(\beta, \alpha) \) for all \( \alpha, \beta \in V \).

Proof. For any simple co-root \( \alpha_i^\vee \) and simple root \( \alpha_j \), we have

\[
E_c^{-1}(\alpha_j, \alpha_i^\vee) = \frac{K(\alpha_i, \alpha_j)}{K(\alpha_i, \alpha_i)} E_c^{-1}(\alpha_j^\vee, \alpha_i) = \begin{cases} \frac{K(\alpha_i, \alpha_j)}{K(\alpha_i, \alpha_i)} a_{ji} & \text{if } i > j, \\ 1 & \text{if } i = j, \text{ or} \\ 0 & \text{if } i < j, \end{cases}
\]

which agrees with (2.1). \qed

We now review, and slightly modify for the present purposes, a result of Howlett [21, Theorem 2.1]. The proof given here is from [21].

We abuse the notation \( E_c \) by allowing it to stand not only for the bilinear form as above, but also for the matrix giving that form in the basis of simple roots on the right and simple co-roots on the left. Thus \( E_c \) is the \( n \times n \) matrix whose \( ij \)-entry is \( a_{ij} \) if \( i > j \), is 1 if \( i = j \), and is 0 if \( i < j \). Similarly, \( E_c^{-1} \) is the \( n \times n \) matrix whose \( ij \)-entry is 0 if \( i > j \), is 1 if \( i = j \), and is \( a_{ij} \) if \( i < j \).

Theorem 2.6. Given an arbitrary symmetrizable Cartan matrix \( A \) and a Coxeter element \( c = s_1 \cdots s_n \), the matrix for \( c \) in the basis of simple roots is \( -E_c^{-1} E_c \).

Proof. Throughout the proof, the symbol 1 denotes an identity matrix of appropriate size and the symbol 0 denotes a matrix of zeros of appropriate shape. These sizes and shapes are clear from context.

For each \( i \) from 1 to \( n \), let \( \ell_i \) and \( u_i \) be the row vectors such that row \( i \) in \( A \) is \( [\ell_i, 2 u_i] \). In particular, \( \ell_i \) has \( i - 1 \) entries and \( u_i \) has \( n - i \) entries. Thus the \( k \)-th row of \( E_c \) is \([\ell_k, 1 0]\). Similarly, the \( k \)-th row of \( E_c^{-1} \) is \([0 1 u_k]\). The matrix for the simple reflection \( s_k \) in the basis of simple roots is \([-\ell_k 0 1 -u_k 1]\).

For each \( i \) from 1 to \( n \), define \( L_i \) to be the \( i \times i \) matrix whose \( k \)-th row is \([\ell_k, 1 0]\). Define \( U_{n-i} \) to be the \((n-i) \times (n-i)\) matrix whose \( k \)-th row is \([0 1 u_{n-i}]\). We now prove by induction on \( i \) that for \( i = 0, 1, \ldots, n \) the matrix \( E_c^{-1} s_i \cdots s_1 \) equals \([-L_i 0 0 U_{n-i} 0]\).

The base case, where \( i = 0 \), says that \( E_c^{-1} = U_n \), which is true by construction. If \( i > 0 \) then by induction \( E_c^{-1} s_1 \cdots s_i \) is

\[
\begin{pmatrix} -L_{i-1} & 0 \\ 0 & U_{n-i+1} \end{pmatrix} s_i = \begin{pmatrix} -L_{i-1} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & U_{n-i+1} \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\ -\ell_i & -1 & -u_i \\ 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} -L_i & 0 & 0 \\ 0 & -\ell_i & -1 \\ 0 & 0 & U_{n-i} \end{pmatrix} = \begin{pmatrix} -L_i & 0 \\ 0 & U_{n-i} \end{pmatrix}.
\]

This completes the inductive proof. In particular, for \( i = n \) we have \( E_c^{-1} c = -L_n \), but by construction \( L_n = E_c \), so \( E_c^{-1} c = -E_c \) as desired. \qed

As a consequence of Theorem 2.6, we obtain two more facts about the form \( E_c \).

Lemma 2.7. \( E_c(\alpha, \beta) = -E_c^{-1}(\alpha, c\beta) \) for all \( \alpha, \beta \in V \).

Proof. Theorem 2.6 says that the matrix describing the form \( E_c \) in the basis of simple roots on the right and the basis of simple co-roots on the left is \(-E_c^{-1} c \), where \( E_c^{-1} \) is the matrix describing the form \( E_c^{-1} \) in the same bases and \( c \) is the matrix describing the action of \( c \) in the basis of simple roots (on both sides). \qed
Lemma 2.8. For $\alpha, \beta \in V$, if $K(\alpha, \beta) = 0$, then $E_c(\alpha, \beta) = E_c(\alpha, c^{-1}\beta)$.

Proof. Since $K(\alpha, \beta) = 0$, we have $E_c(\alpha, \beta) = -E_c(\beta, \alpha)$ by (2.2). The latter equals $-E_{c^{-1}}(\alpha, \beta)$ by Lemma 2.5, which equals $E_c(\alpha, c^{-1}\beta)$ by Lemma 2.7. \qed

A (standard) parabolic subgroup $W'$ of a Coxeter group $W$ is a subgroup generated by the reflections in some subset $S' \subset S$. The associated (standard) parabolic root subsystem is the set $\Phi' = \Phi \cap \text{Span}(\{\alpha_i \in \Phi : s_i \in S'\})$. This is a root system in its own right with simple roots $\{\alpha_i : s_i \in S'\}$. Given a Coxeter element $c$ of $W$ and $S' \subseteq S$, the restriction of $c$ to $W'$ is the Coxeter element $c'$ of $W'$ obtained by taking a reduced word for $c$ and deleting all the letters in $S \setminus S'$.

2.2. Affine type. When the symmetric bilinear form $K$ is positive definite, $W$ is finite and $A$ is said to be of finite type. Otherwise, $W$ is infinite.

When $K$ is positive semidefinite and not positive definite and, for all $\Pi' \not\subseteq \Pi$, the restriction of $K$ to $\text{Span}(\{\alpha_i \in \Pi\})$ is positive definite, $A$ is of affine type, and $W$ and $\Phi$ are called affine. Both $W$ and $\Phi$ are irreducible when they are affine. Details on affine root systems are found, for example, in [24, 25]. We break with the common practice of taking an affine root system to have rank $n+1$ and, instead, we continue to index simple roots by $\{1, \ldots, n\}$.

When $A$ is of affine type, there exists an index $\text{aff} \in \{1, \ldots, n\}$ such that, writing $W_{\text{fin}}$ for the parabolic subgroup of $W$ generated by $S_{\text{fin}} = S \setminus \{s_\text{aff}\}$, the group $W$ is isomorphic to a semidirect product of $W_{\text{fin}}$ with the lattice generated by the simple co-roots $\{\alpha_i' : i \neq \text{aff}\}$. There may not be a unique choice of $\text{aff}$, but the choices are equivalent up to diagram automorphisms, and we fix a choice. We call $\alpha_\text{aff}$ the affine simple root and $s_\text{aff}$ the affine simple reflection.

We write $\Pi_{\text{fin}}$ for $\Pi \setminus \{\alpha_\text{aff}\}$ and $\Phi_{\text{fin}}$ for the corresponding parabolic root subsystem of $\Phi$. This is an indecomposable finite root system. We write $V_{\text{fin}}$ for the subspace of $V$ spanned by $\Pi_{\text{fin}}$. We have $V = V_{\text{fin}} \oplus \text{Span}(\alpha_\text{aff})$.

There is a standard construction (see for example [25, Proposition 2.1]) that builds an affine root system from an indecomposable finite root system. We call a root system arising in this way a standard affine root system. The standard affine root systems are represented on Table Aff 1 of [24, Chapter 4]. (See also Table 2.1 of the present paper.) Some affine root systems are not standard, but every affine root system $\Phi$ is a rescaling of a unique standard affine root system $\Phi'$. That is, each root of $\Phi$ is a positive scaling of a root in $\Phi'$ and the Cartan matrices of $\Phi$ and $\Phi'$ define the same symmetric bilinear form $K$ on the space $V$. The rescaling factors are necessarily constant on $W$-orbits of roots.

When $\Phi$ is an affine root system, the form $K$ has a one-dimensional kernel, which contains a one-dimensional sublattice of the root lattice. The nonzero elements of this sublattice are the imaginary roots. Let $\delta$ be the positive imaginary root closest to the origin. Because $\delta$ is in the kernel of $K$, it is fixed by $W$. Every real root in $\Phi$ is a positive scaling of $\beta + k\delta$ for some $\beta \in \Phi_{\text{fin}}$ and $k \in \mathbb{Z}$. If $\Phi$ is a standard affine root system, then every root is $\beta + k\delta$ (with no scaling needed).

The imaginary root $\delta$ has strictly positive simple-root coordinates, so in particular its $\alpha_\text{aff}$-coordinate $[\delta : \alpha_\text{aff}]$ is positive. In fact, in almost every root system of affine type, $[\delta : \alpha_\text{aff}] = 1$. The exception is type $A_{2k}^{(2)}$, where $[\delta : \alpha_\text{aff}] = 2$. The vector $\theta = \delta - [\delta : \alpha_\text{aff}] \alpha_\text{aff}$ is a positive root in $\Phi_{\text{fin}}$. In the standard affine root systems $\theta$ is the highest root of $\Phi_{\text{fin}}$, but in other affine root systems, it is either the highest root or the highest short root [24, Proposition 6.4].
The co-roots \( \{ \beta^\vee : \beta \in \Phi^\varphi \} \) are the real roots of the dual root system \( \Phi^\varphi \) (the root system associated to the transpose \( A^T \) of the Cartan matrix \( A \)). The Cartan matrices \( A \) and \( A^T \) define the same symmetric bilinear form \( K \), so if \( \Phi \) is affine, then \( \Phi^\varphi \) is also affine. Let \( \delta^\varphi \) be the positive imaginary root in \( \Phi^\varphi \) that is closest to zero. This is a positive scaling of \( \delta \). Indeed, one can calculate that

\[
\delta^\varphi = \begin{cases} 
\frac{2}{K(\alpha_{\text{aff}}, \alpha_{\text{aff}})} \delta = \frac{2}{K(\theta, \theta)} \delta & \text{if } \Phi \text{ is not of type } A^{(2)}_{2k}, \text{ or} \\
\frac{1}{K(\alpha_{\text{aff}}, \alpha_{\text{aff}})} \delta = \frac{4}{K(\theta, \theta)} \delta & \text{if } \Phi \text{ is of type } A^{(2)}_{2k}.
\end{cases}
\]

The non-uniformity in (2.3) arises for two reasons: First, \( \alpha_{\text{aff}} = \delta - \theta \) in every case except type \( A^{(2)}_{2k} \), where \( \alpha_{\text{aff}} = \frac{1}{2}(\delta - \theta) \); and second, the index aff’ for \( \Phi^\varphi \) can be taken to coincide with the index aff for \( \Phi \) in every type except type \( A^{(2)}_{2k} \).

2.3. Coxeter elements in affine type. The following proposition is known and not difficult in type \( A_n^{(1)} \). It follows from [1, Theorem 1.2] in the other types.

**Proposition 2.9.** If \( W \) is an affine Weyl group not of type \( A_n^{(1)} \), then any two Coxeter elements of \( W \) are conjugate in \( W \). If \( W \) is of type \( A_n^{(1)} \), then there is one conjugacy class for each \( \delta_{\text{aff}} \) for \( \Phi \) in every type except type \( A_{2k}^{(2)} \), where \( \alpha_{\text{aff}} = \frac{1}{2}(\delta - \theta) \); and second, the index aff’ for \( \Phi^\varphi \) can be taken to coincide with the index aff for \( \Phi \) in every type except type \( A_{2k}^{(2)} \).

2.3. Coxeter elements in affine type. The following proposition is known and not difficult in type \( A_n^{(1)} \). It follows from [1, Theorem 1.2] in the other types.

**Proposition 2.9.** If \( W \) is an affine Weyl group not of type \( A_n^{(1)} \), then any two Coxeter elements of \( W \) are conjugate in \( W \). If \( W \) is of type \( A_n^{(1)} \), then there is one conjugacy class for each \( \delta_{\text{aff}} \) for \( \Phi \) in every type except type \( A_{2k}^{(2)} \), where \( \alpha_{\text{aff}} = \frac{1}{2}(\delta - \theta) \); and second, the index aff’ for \( \Phi^\varphi \) can be taken to coincide with the index aff for \( \Phi \) in every type except type \( A_{2k}^{(2)} \).

The following is part of [36, Proposition 3.1]. For an example related to this proposition, see [36, Example 1.3].

**Proposition 2.10.** Let \( \Phi \) be an affine root system and let \( c \) be a Coxeter element.

1. \( c \) has eigenvalue 1 with algebraic multiplicity 2 and geometric multiplicity 1. The imaginary root \( \delta \) is a 1-eigenvector of \( c \).
2. There exists a unique generalized 1-eigenvector \( \gamma_c \) contained in the subspace \( V_{\text{fin}} \) of \( V \). (This means that \( (c - 1)\gamma_c = \delta \).
3. \( c \) has finite order on the hyperplane \( U_c = \{ v \in V : K(\gamma_c, v) = 0 \} \).

Denote by \( \phi_c \) the element of \( V^* \) defined by \( \langle \phi_c, v \rangle = K(\gamma_c, v) \) for all \( v \in V \). In view of Proposition 2.10(3) it is useful to know \( \phi_c \) up to scaling. The following lemma is a concatenation of [36, Lemma 3.5] and [36, Lemma 3.6].

**Lemma 2.11.** \( \phi_c \) is a negative scalar times \( \sum_{1 \leq i < j \leq n} \{ [\delta : \alpha_i]a_{ij} \rho_i - [\delta : \alpha_i]a_{ji} \rho_j \} \).

We now summarize some results from [36] concerning the c-orbits of roots in an affine root system. Let \( \Upsilon^c \) be \( \Phi \cap U^c \) and define \( \Upsilon_{\text{fin}}^c \) to be \( \Phi_{\text{fin}} \cap U^c \). Let \( \Xi_{\text{fin}}^c \) be the unique simple system of \( \Upsilon_{\text{fin}}^c \) such that \( \Xi^c \subset \Phi^\varphi \). The following is a rephrasing of [36, Proposition 4.4].

**Proposition 2.12.** For any affine root system \( \Phi \) and a Coxeter element \( c \)

1. \( \Upsilon_{\text{fin}}^c \) is a finite root system of rank \( n - 2 \).
2. The irreducible components of \( \Upsilon_{\text{fin}}^c \) are all of finite type \( A \).
3. \( \Xi_{\text{fin}}^c \) can be ordered so that either \( c\beta_i = \beta_{i+1} \) or \( c\beta_i \notin \Xi_{\text{fin}}^c \).
4. The order in (3) may not be unique but \( \Omega^c = \{ \beta_1, t_{\beta_1}\beta_2, \ldots, t_{\beta_{n-2}}\beta_{n-2} \} \)

is the same for any choice.
Theorem 2.13. Suppose $\Phi$ is an affine root system and $c$ is a Coxeter element in the associated Weyl group $W$.

1. There are exactly $2n$ infinite $c$-orbits in $\Phi$. The set $\Psi^c$ is a transversal of these orbits.

2. The $c$-orbit of a root $\beta \in \Phi$ is finite if and only if $\beta \in U^c$.

3. Every imaginary root is fixed by $c$.

4. For $\Phi$ of rank 2, there are no finite $c$-orbits of real roots. For larger rank, there are infinitely many finite $c$-orbits of real roots and the set $\{\beta + m \cdot \kappa(\beta)\delta : \beta \in \Omega^c, m \in \mathbb{Z}\}$ is a transversal of them.

5. Each finite $c$-orbit contains either only positive roots or only negative roots. In particular, the $c$-orbit of a real root $\beta + m \cdot \kappa(\beta)\delta$ for $\beta \in \Omega^c$ consists of positive roots if and only if $m \geq 0$.

6. A finite $c$-orbit intersects $\Phi^s_{\text{fin}}$ if and only if it intersects $\Omega^c$.

Table 2.1 shows the roots $\beta_i$ (indexed as in Proposition 2.12) for standard affine root systems and a particular choice of $c$. (This table also appears as [36, Table 1].) The types are named as in [24, §4.8], except that, as mentioned earlier, we use $n$ as the rank of the root system in every case. The Coxeter element $c = s_1 \cdots s_n$ is described by the labeling of nodes in the second column. In every case, $\alpha_{\text{aff}} = \alpha_n$.

The following is [36, Proposition 4.3].

Proposition 2.14. The orbits of roots in $\overline{\Psi}^c$ are separated from the orbits of roots in $\overline{\Psi}^c$ by the hyperplane $U^c$. Specifically, $K(\gamma_c, \beta) > 0$ for $\beta \in c^m\overline{\Psi}^c$ and $m \in \mathbb{Z}$, while $K(\gamma_c, \beta) < 0$ for $\beta \in c^m\overline{\Psi}^c$ and $m \in \mathbb{Z}$.

Proposition 2.12(2) implies that the irreducible components of $\Upsilon^c$ are of affine type $A$. The following is [36, Proposition 4.6].

Proposition 2.15. The action of $c$ on each component of $\Upsilon^c$ is to rotate the Dynkin diagram of the component, taking each node to an adjacent node (or when the component has rank 2, to transpose the two nodes of the Dynkin diagram).

We now prove some special facts about the form $E_c$ in affine type.

Proposition 2.16. Suppose $\Phi$ is of affine type and $\beta$ is a root contained in $U^c$. Then $E_c(\beta^\vee, \delta) = E_c(\delta^\vee, \beta) = 0$. 

Proof: Since $E_c(\delta', \delta) = E_c(\delta, \delta')$ and also $K(\delta', \delta) = 0$, (2.2) implies $E_c(\delta', \delta) = E_c(\delta, \delta') = 0$. We check that $E_c(\delta', \beta) = 0$ whenever $\beta$ is a simple root of $\Upsilon'$. We apply Lemma 2.3 repeatedly and recall that $\delta$ is fixed by the action of $W$ to conclude that $E_c(\delta', \beta')$ is constant for roots $\beta'$ in the $c$-orbit of $\beta$. The sum over the $c$-orbit of $\beta$ is $\kappa(\beta)\delta$, so the sum of the terms $E_c(\delta', \beta')$ over roots $\beta'$ in the $c$-orbit of $\beta$ is $\kappa(\beta)E_c(\delta', \delta) = 0$. Thus each of these terms is zero, and in particular $E_c(\delta', \beta) = 0$. By linearity $E_c(\delta', \beta) = 0$ for any $\beta \in U'$, and since $K(\delta', \beta) = 0$

| Type     | Diagram of $\Phi$ | Diagram of $\Upsilon'_n$ | Simple roots of $\Upsilon'_n$ |
|----------|-------------------|--------------------------|-------------------------------|
| $A_1^{(1)}$ | ![Diagram of $A_1^{(1)}$](image1) | ![Diagram of $\Upsilon'_n$](image2) | $\beta_j = \alpha_{j+1}$ |
| $A_{n-1}^{(1)}$ | ![Diagram of $A_{n-1}^{(1)}$](image3) | ![Diagram of $\Upsilon'_n$](image4) | $\beta_j = \alpha_{j+1}$ |
| $B_{n-1}^{(1)}$ | ![Diagram of $B_{n-1}^{(1)}$](image5) | ![Diagram of $\Upsilon'_n$](image6) | $\beta_j = \alpha_{j+1}$ |
| $C_{n-1}^{(1)}$ | ![Diagram of $C_{n-1}^{(1)}$](image7) | ![Diagram of $\Upsilon'_n$](image8) | $\beta_j = \alpha_{j+1}$ |
| $D_{n-1}^{(1)}$ | ![Diagram of $D_{n-1}^{(1)}$](image9) | ![Diagram of $\Upsilon'_n$](image10) | $\beta_j = \alpha_{j+1}$ |
| $E_6^{(1)}$ | ![Diagram of $E_6^{(1)}$](image11) | ![Diagram of $\Upsilon'_n$](image12) | $\beta_1 = \alpha_4 + \alpha_5$ |
| $E_7^{(1)}$ | ![Diagram of $E_7^{(1)}$](image13) | ![Diagram of $\Upsilon'_n$](image14) | $\beta_1 = \alpha_3 + \alpha_4 + \alpha_5 + \alpha_6$ |
| $E_8^{(1)}$ | ![Diagram of $E_8^{(1)}$](image15) | ![Diagram of $\Upsilon'_n$](image16) | $\beta_1 = \alpha_3 + \alpha_4 + \alpha_5 + \alpha_6$ |
| $F_4^{(1)}$ | ![Diagram of $F_4^{(1)}$](image17) | ![Diagram of $\Upsilon'_n$](image18) | $\beta_1 = \alpha_2 + \alpha_3$ |
| $G_2^{(1)}$ | ![Diagram of $G_2^{(1)}$](image19) | ![Diagram of $\Upsilon'_n$](image20) | $\beta_1 = \alpha_1 + \alpha_2$ |

Table 2.1. Standard affine root systems and their finite orbits
for any root $\beta$, (2.2) implies that $E_c(\beta,\delta') = 0$ as well, and thus $E_c(\beta',\delta) = 0$ by linearity.

**Proposition 2.17.** Suppose $\Phi$ is of affine type and $\beta,\beta'$ are simple roots of the root subsystem $T^c$ of $\Phi$. Then

$$E_c(\beta',\beta') = \begin{cases} 1 & \text{if } \beta' = \beta, \\ -1 & \text{if } \beta' = c^{-1}\beta, \text{ or} \\ 0 & \text{otherwise.} \end{cases}$$

Proof. Lemma 2.4 says that $E_c(\beta',\beta) = 1$. Lemma 2.7 says that $E_c(\beta',c^{-1}\beta) = -E_c^{-1}(\beta',\beta) = -1$. If $\beta$ and $\beta'$ are in different components of $T^c$, then $K(\beta',\beta') = 0$ and thus Lemma 2.8 says that $E_c(\beta',\beta') = E_c(\beta',c^{-1}\beta')$. But then $c^{-1}\beta'$ is in the same component as $\beta'$, so we can continue to show that $E_c(\beta',c^{-1}\beta') = E_c(\beta',c^{-2}\beta')$, and so forth until we conclude that $E_c(\beta',\beta') = E_c(\beta',c^k\beta)$ is constant as $k$ varies. The sum over the $c$-orbit of $\beta'$ is $\kappa(\beta)\delta$, and since $E_c(\beta',\delta) = 0$ by Proposition 2.16, we see that $E_c(\beta',\beta') = 0$.

It remains to show that $E_c(\beta',\beta') = 0$ when $\beta'$ is in the $c$-orbit of $\beta$ but $\beta' \notin \{\beta,c^{-1}\beta\}$. The $c$-orbit of $\beta$ has finite size $k \geq 2$. If $k = 2$, then we are done, so assume $k > 2$. We argue by induction on $i = 2,\ldots,k-1$ that $E_c(\beta',c^i\beta) = 0$. For the base case $i = 2$, by replacing $c$ by $c^{-1}$ in the statement $E_c(\beta',c^{-1}\beta) = -1$ which we already proved, we obtain $E_c^{-1}(\beta',c\beta) = -1$. Then Lemma 2.3 says that $E_c^{-1}(c^{-1}\beta',\beta) = -1$. Since $K(\beta',c^{-1}\beta) = -1$, (2.2) implies that $E_c^{-1}(\beta,c^{-1}\beta') = 0$. By bilinearity, $E_c^{-1}(\beta',c^{-1}\beta) = 0$ as well, so $E_c(\beta',c^{-2}\beta) = 0$ by Lemma 2.7. If $2 < i \leq k-1$ then by induction $E_c(\beta',c^{i+1}\beta) = 0$. Since $K(\beta',c^{-i+1}\beta) = 0$, we appeal to Lemma 2.8 to conclude that $E_c(\beta',c^{-1}\beta) = E_c(\beta',c^{-i+1}\beta) = 0$. \qed

3. THE ROOTS $\Phi_c$

**Definition 3.1.** Suppose $\Phi$ is an affine root system and $c$ is a Coxeter element. We write $\Lambda_c^\mathfrak{c} = \{c^k\beta : k \in \mathbb{Z}, \beta \in \Omega^c\}$. This is finite by Theorem 2.13. We write $\Lambda_c$ for $\Lambda_c^\mathfrak{c} \cup \{\delta\}$. We define

$\Phi_c = -\Pi \cup (\Phi^+ \setminus U^c) \cup \Lambda_c$,

$\Phi_c^\mathfrak{c} = -\Pi \cup (\Phi^+ \setminus U^c) \cup \Lambda_c^\mathfrak{c} = \Phi_c \setminus \{\delta\}$.

Since $\Omega^c = \Omega^{-1}$ and $U^c = U^{-1}$, we have the following proposition:

**Proposition 3.2.** $\Phi_c = \Phi_c^{-1}$.

For any simple reflection $s \in S$ denote by $\alpha_s \in \Pi$ the simple root associated to $s$ and define a map $\sigma_s$ on $-\Pi \cup \Phi^+$ by

$$\sigma_s(\alpha) = \begin{cases} \alpha & \text{if } \alpha \in -\Pi \setminus \{-\alpha_s\} \\ s(\alpha) & \text{otherwise.} \end{cases}$$

**Proposition 3.3.** The map $\sigma_s$ is an involution on $-\Pi \cup \Phi^+$. If $s$ is initial or final in $c$, then $\sigma_s$ restricts to a bijection from $\Phi_c$ to $\Phi_{scs}$.

The proof of Proposition 3.3 uses a few lemmas. The first is [36, Corollary 3.3].

**Lemma 3.4.** If $s$ is initial or final in $c$, then $U_{scs} = sU^c$.

**Lemma 3.5.** If $s$ is initial or final in $c$, then $\alpha_s \notin \Upsilon^c$.
Proof. Since \( s \) is initial or final in \( c \), either \( c\alpha_s \) or \( c^{-1}\alpha_s \) is a negative root, and thus Theorem 2.13 lets us rule out the possibility that \( \alpha_s \in \Upsilon^c \). □

**Lemma 3.6.** If \( s \) is initial or final in \( c \), then the simple roots of \( \Upsilon^c \) and of \( \Upsilon^{scs} \) are related by \( \Xi^{scs} = s\Xi^c \), or equivalently, \( \Xi^{scs} = \sigma_s\Xi^c \).

**Proof.** Lemma 3.4 says that \( U^{scs} = sU^c \). Since \( \Upsilon^c \) is the set of roots in \( \Phi \) that are contained in \( U^c \), and similarly for \( \Upsilon^{scs} \), and since \( \pm\alpha_s \) are the only roots that change sign under the action of \( s \), and \( \alpha_s \not\in \Upsilon^c \) by Lemma 3.5, the simple roots \( \Xi^{scs} \) are obtained from the simple roots \( \Xi^c \) by the action of \( s \). Since all of these roots are positive, the action of \( s \) on them corresponds to the action of \( \sigma_s \). □

**Definition 3.7.** The **support** \( \text{Supp}_\Pi(\beta) \) of a root \( \beta \) is the set of simple roots that contribute with non-zero coefficient to the simple root expansion of \( \beta \). The support \( \text{Supp}_\Pi(R) \) of a set \( R \) of roots is \( \bigcup_{\beta \in R} \text{Supp}_\Pi(\beta) \). A support is **full** if it is the entire set \( \Pi \) of simple roots.

**Definition 3.8.** Given a real root \( \beta \in \Upsilon^c \), its **tube support** \( \text{Supp}_\Xi(\beta) \) is the support of \( \beta \) as a root in \( \Upsilon^c \) (the set of roots that appear with nonzero coefficients in the expansion of \( \beta \) as a linear combination of roots in \( \Xi^c \)). The tube support of a set \( R \subset \Upsilon^c \) of real roots is \( \text{Supp}_\Xi(R) = \bigcup_{\beta \in R} \text{Supp}_\Xi(\beta) \). A tube support is **component-full** if it contains the full set of simple roots in some component of \( \Upsilon^c \).

**Remark 3.9.** The simple roots \( \Xi^c \) of \( \Upsilon^c \) may fail to be a basis for their linear span, precisely to the extent that \( \Upsilon^c \) is reducible. However, every real root in \( \Upsilon^c \) is in some irreducible component of \( \Upsilon^c \) and thus has a unique expansion as a linear combination of simple roots. We do not consider \( \text{Supp}_\Xi(\beta) \), which is not well-defined when \( \Upsilon^c \) is reducible. For a set \( R \) of real roots in \( \Upsilon^c \), the tube support \( \text{Supp}_\Xi(R) \) may contain simple roots in multiple components of \( \Upsilon^c \). It is component-full if it contains the entire set of simple roots in at least one of them.

**Lemma 3.10.** The set \( \Lambda^c_{re} \) is the set of positive real roots of \( \Upsilon^c \) whose tube support is not component-full.

**Proof.** This is immediate from Proposition 2.12(2) and Proposition 2.15. □

**Lemma 3.11.** If \( s \) is initial or final in \( c \), then \( \Lambda^{re}_{scs} = \sigma_s(\Lambda^c_{re}) \).

**Proof.** This is an immediate consequence of Lemmas 3.6 and 3.10. □

**Proof of Proposition 3.3.** The first assertion is immediate because \( \alpha_s \) is the unique positive root whose sign is changed by \( s \). By the symmetry of swapping \( c \) and \( scs \), it is enough to show that \( \sigma_s(\Phi_c) = \Phi_{scs} \). The map \( \sigma_s \) fixes \( -\Pi \setminus \{-\alpha_s\} \), swaps \( \pm \alpha_s \), and sends all positive roots, aside from \( \alpha_s \), to positive roots. It also fixes \( \delta \). Lemmas 3.4, 3.10 and 3.11 complete the proof. □

Define \( \tau_c = \sigma_1 \cdots \sigma_n \), where \( \sigma_i \) is an abbreviation for \( \sigma_{s_i} \).

**Proposition 3.12.** Suppose \( \Phi \) is an affine root system, \( c = s_1 \cdots s_n \) is a Coxeter element in the associated Weyl group \( W \), and \( \tau_c \) is \( \sigma_1 \cdots \sigma_n \) as above.

1. The map \( \tau_c \) restricts to a permutation of \( \Phi_c \).
2. For \( \alpha \in \Phi_c \),
   \[ \tau_c(\alpha) = \begin{cases} \psi_{ci}^{-1} & \text{if } \alpha = -\alpha_i \\ -\alpha_i & \text{if } \alpha = \psi_{ci} \end{cases} \quad \text{and} \quad \tau_c^{-1}(\alpha) = \begin{cases} \psi_{ci}^{-1} & \text{if } \alpha = -\alpha_i \\ -\alpha_i & \text{if } \alpha = \psi_{ci} \end{cases} \]
(3) There are \( n \) infinite \( \tau_c \)-orbits and \( n - 2 \) finite \( \tau_c \)-orbits in \( \Phi_r^c \).
(4) The set \(-\Pi\) is a transversal of the infinite \( \tau_c \)-orbits in \( \Phi_r \).
(5) A root \( \alpha \in \Phi_r \) is in a finite \( \tau_c \)-orbit if and only if \( \alpha \in \Phi^+ \cap U_c^+ \).
(6) \( \Omega^c \) is a transversal of the finite \( \tau_c \)-orbits in \( \Phi_r^c \).
(7) \( \{ \delta \} \) is a \( \tau_c \)-orbit.
(8) For all \( i \), \( K(\gamma_c, \tau_c^m(-\alpha_i)) > 0 \) if \( m > 0 \) and \( K(\gamma_c, \tau_c^m(-\alpha_i)) < 0 \) if \( m < 0 \).

Proof. The first assertion is obtained by applying Proposition 3.3 \( n \) times. The expressions in (2) are readily verified by inspection. Assertions (3)–(7) follow from (2) and Theorem 2.13. Proposition 2.14 and (2) imply (8). \( \square \)

The properties of \( \tau_c \)-orbits given in Proposition 3.12 allow us to give several additional characterizations of \( \Phi_c \).

**Proposition 3.13.** Each of the following expressions specifies the set \( \Phi_r^c \). (The symbol \( \cup \) is disjoint union.)

1. \( \{ \tau_c^k : \beta \in (-\Pi \cup \Omega^c), k \in \mathbb{Z} \} \).
2. \( \{ c^m \psi_{c,j} : m \geq 0, 1 \leq j \leq n \} \cup \{ c^m \psi_{-c,j} : m \geq 0, 1 \leq j \leq n \} \cup \Lambda^c \).
3. The union of all finite \( \tau_c \)-orbits of roots \( \beta \in \Phi^c_{\text{fin}} \) and all infinite \( \tau_c \)-orbits.
4. \( \{ c^k \beta \in \Phi : \text{Supp}_\Pi(\beta) \not\subseteq \Pi, k \in \mathbb{Z} \} \cap (\Phi^+ \cup -\Pi) \).
5. \( \{ \tau_c^k \beta : \beta \in \Phi^+ : \text{Supp}_\Pi(\beta) \not\subseteq \Pi, k \in \mathbb{Z} \} \).

Proof. Characterization (1) is a direct restatement of Proposition 3.12(4,6). Characterization (2) also follows easily from Proposition 3.12.

Observe that any root \( \beta \in \Phi^+ \setminus \Phi_r \) has \( \text{Supp}_\Pi(\beta) = \Pi \); indeed by Theorem 2.13(4,5) all the real roots \( \beta \) in \( \Phi^+ \setminus \Phi_r \) are of the form \( \beta = c^k \beta' + m \cdot \kappa(\beta') \delta \) for some positive root \( c^k \beta' \in \Lambda^c \) with \( \beta' \in \Omega^c \) and \( m > 0 \). In particular \( \text{Supp}_\Pi(\beta) \not\subseteq \Pi \) so that \( \beta \not\in \Phi_{\text{fin}} \). Characterization (3) then follows immediately from the inclusion \( \Omega^c \not\subseteq \Phi_{\text{fin}} \).

By the same observation, a root \( \beta \in \Phi_r \) is in a finite \( c \)- (or equivalently \( \tau_c \)) orbit if and only if it is in the orbit of some \( \beta' \in \Omega^c \) \( \Phi_r \). Such a \( \beta' \) has \( \text{Supp}_\Pi(\beta') \subseteq \Pi \), so for Characterizations (4) and (5) it remains only to consider infinite orbits.

The only roots in \( \Phi^c \) that can possibly have full support are \( s_1 \cdots s_{n-1} \alpha \) and \( s_n \cdots s_2 \alpha_1 \). We have \( c s_1 \cdots s_{n-1} \alpha = -\alpha \) and \( c^{-1} s_n \cdots s_2 \alpha_1 = -\alpha_1 \), establishing Characterization (4). We also have \( \tau_c^2 s_1 \cdots s_{n-1} \alpha = \alpha \) and \( \tau_c^{-2} s_n \cdots s_2 \alpha_1 = \alpha_1 \), proving Characterization (5). \( \square \)

**Remark 3.14.** The set \( \Phi_c \) is an affine version of the set \( \Phi_{\beta-1} \) of almost positive roots in a root system \( \Phi \) of finite type. We deviate from the standard convention and denote the latter also by \( \Phi_c \) even though this set does not depend on the choice of Coxeter element. This notation allows us to treat the finite and affine cases together in several definitions and proofs.

**Proposition 3.15.** If \( \Phi \) is of affine type and \( \Phi' \) is a parabolic root subsystem of \( \Phi \), then \( \Phi_c \cap \Phi' = \Phi'_c \) where \( c' \) is the restriction of \( c \) to the parabolic subgroup \( W' \).

Proof. If \( \Phi' \) is a proper parabolic root subsystem of \( \Phi \), then \( \Phi' \) is finite because \( \Phi \) is affine. Thus the assertion follows from Proposition 3.13(5). \( \square \)
4. The compatibility degree

In this section, we define the compatibility degree for ordered pairs roots in \( \Phi_c \) and establish its crucial properties. We need all of the notation of the previous sections. Reminders on notation are found in the Index to Notation on page 43.

**Definition 4.1.** Suppose \( \alpha \in \Upsilon^c \) is a root in the subsystem \( \Phi \cap U^c \) and suppose \( \beta_j \in \Xi^c \) (i.e. \( \beta_j \) is a simple root of the subsystem). Then \( \beta_j \) is adjacent to \( \alpha \) if \( \beta_j \) is in \( \text{Supp}_{\Xi}(\alpha) \cup \text{Supp}_{\Xi}(c^{-1}\alpha) \) but not in \( \text{Supp}_{\Xi}(\alpha) \). Given \( \alpha, \beta \in \Upsilon^c \), define \( \text{adj}_\alpha(\beta) \) to be the number of roots of \( \Xi^c \) that are adjacent to \( \alpha \) and contained in \( \text{Supp}_{\Xi}(\beta) \).

This number is not symmetric in \( \alpha \) and \( \beta \). Define also

\[
(\alpha \odot \beta)_c = \begin{cases} 
-1 & \text{if } \alpha = \beta, \\
0 & \text{if } \text{Supp}_{\Xi}(\alpha) \notin \text{Supp}_{\Xi}(\beta) \text{ or } \text{Supp}_{\Xi}(\beta) \notin \text{Supp}_{\Xi}(\alpha), \\
\text{adj}_\alpha(\beta) & \text{otherwise.}
\end{cases}
\]

**Remark 4.2.** Recall from Proposition 2.12(2) and from Proposition 2.15 that the irreducible components of \( \Upsilon^c \) are of affine type \( A \) and that \( c \) acts on a component by rotating its Dynkin diagram. The tube support \( \text{Supp}_{\Xi}(\alpha) \) of a root \( \alpha \in \Upsilon^c \) is a connected subgraph of one of these components. Thus \( \beta_j \) is adjacent to \( \alpha \) if and only if \( \beta_j \) is not in \( \text{Supp}_{\Xi}(\alpha) \) but is connected to \( \text{Supp}_{\Xi}(\alpha) \) by an edge in the Dynkin diagram of \( \Upsilon^c \).

We continue to denote by \( [\beta : \alpha_i] \) the \( \alpha_i \)-coordinate of \( \beta \) in the basis of simple roots and set \( [\beta^\vee : \alpha_i^\vee] \) to be the \( \alpha_i^\vee \)-coordinate of \( \beta^\vee \) in the basis of simple co-roots. We write \( [\beta : \alpha_i] \) for \( \max([\beta : \alpha_i], 0) \) and \( [\alpha^\vee : \alpha_i^\vee]_+ \) for \( \max([\alpha^\vee : \alpha_i^\vee], 0) \). For roots \( \alpha \) and \( \beta \) in \( \Phi_c \), define

\[
(\alpha \rightarrow \beta)_c = -\sum_{i=1}^{n} [\alpha^\vee : \alpha_i^\vee][\beta : \alpha_i] - \sum_{1 \leq j < i \leq n} a_{ij}[\alpha^\vee : \alpha_j^\vee][\beta : \alpha_j]_+,
\]

\[
(\alpha \leftarrow \beta)_c = -\sum_{i=1}^{n} [\alpha^\vee : \alpha_i^\vee][\beta : \alpha_i] - \sum_{1 \leq i < j \leq n} a_{ij}[\alpha^\vee : \alpha_i^\vee][\beta : \alpha_j]_+.
\]

**Definition 4.3.** For \( \alpha \) and \( \beta \) in \( \Phi_c \), the \textit{c-compatibility degree} of \( \alpha \) with \( \beta \) is

\[
(\alpha \parallel \beta)_c = \begin{cases} 
\max((\alpha \rightarrow \beta)_c, (\alpha \leftarrow \beta)_c) & \text{except when } \alpha, \beta \in \Lambda^c_{\text{re}} \text{ and } \text{Supp}_{\Xi}(\alpha, \beta) \text{ is component-full,} \\
\text{adj}_\alpha(\beta) & \text{in that case.}
\end{cases}
\]

**Example 4.4.** To help the reader parse the definition we compute the \( c \)-compatibility degree \( (2\alpha_1 + \alpha_2)[\alpha_2]_c \) in type \( D_3^{(2)} \) for \( c = s_1s_2s_3 \). (Compare this example with [36, Example 1.3] and Example 6.5.) First observe that \( 2\alpha_1 + \alpha_2 \) is in an infinite \( \tau_c \)-orbit so we are in the first case of Definition 4.3. Since \( (2\alpha_1 + \alpha_2)^\vee = \alpha_1^\vee + \alpha_2^\vee \) we have:

\[
(2\alpha_1 + \alpha_2 \rightarrow \alpha_2)_c = -(1 \cdot 0 + 1 \cdot 1 + 0 \cdot 0) = -(1 \cdot 1 = 0) - (0 \cdot 0 - 2 \cdot 0) = -1
\]

\[
(2\alpha_1 + \alpha_2 \leftarrow \alpha_2)_c = -(1 \cdot 0 + 1 \cdot 1 + 0 \cdot 0) - (2 \cdot 1 + 0 \cdot 1 - 1 \cdot 0) = 1
\]

and we get \( (2\alpha_1 + \alpha_2)[\alpha_2]_c = 1 \). For further examples involving pairs of roots in \( U^c \) we refer the reader to the proof of Theorems 4.5 and 4.6.
In the next two theorems, we establish the following properties and show that they uniquely characterize the compatibility degree.

(4.3) \((-\alpha_i, \beta)_c = [\beta : \alpha_i] \) for \(\alpha_i\) simple and \(\beta \in \Phi_c\).

(4.4) \((\beta|\alpha_i)_c = [\beta^\vee : \alpha_i^\vee] \) for \(\alpha_i\) simple and \(\beta \in \Phi_c\).

(4.5) \((\alpha \parallel \beta)_c = (\alpha \cup \beta)_c\) if \(\alpha, \beta \in \Lambda_c^\epsilon\).

(4.6) \((\delta\alpha)_c = (\alpha\delta)_c = 0 \) if \(\alpha \in \Lambda_c\).

(4.7) \((\alpha \parallel \beta)_c = (\sigma_s \alpha \parallel \sigma_s \beta)_{ssc}\) for \(\alpha, \beta \in \Phi_c\) and \(s\) initial or final in \(c\).

(4.8) \((\alpha \parallel \beta)_c = (\tau_c \alpha \parallel \tau_c \beta)_c\).

**Theorem 4.5.** Fix a finite or affine root system \(\Phi\). The assignment \((c, \alpha, \beta) \mapsto (\alpha \parallel \beta)_c\) is the unique function satisfying (4.3)–(4.7).

**Theorem 4.6.** Fix a finite or affine root system \(\Phi\) and a Coxeter element \(c\). The assignment \((\alpha, \beta) \mapsto (\alpha \parallel \beta)_c\) is the unique function satisfying (4.3)–(4.6) and (4.8).

We now give two results on computing a compatibility degree for special pairs of roots (positive roots in \(\Phi_c\) or roots in \(\Lambda_c^\epsilon\)). The first of these results is immediate from the definitions:

**Lemma 4.7.** If \(\alpha\) and \(\beta\) are positive roots, then

\[
(\alpha \mapsto \beta)_c = -E_c(\alpha^\vee, \beta) \quad \text{and} \quad (\alpha \mapsto \beta)_c = -E_c^{-1}(\alpha^\vee, \beta).
\]

Lemma 4.7 combines with Proposition 2.17 (and the fact that each component of \(\Upsilon^c\) is of affine type \(A\)) to give the following description of \((\alpha \mapsto \beta)_c\) and \((\alpha \mapsto \beta)_c\) when \(\alpha\) and \(\beta\) are in \(\Lambda_c^\epsilon\). (That is, \(\alpha\) and \(\beta\) are positive roots in \(\Phi_c\), contained in finite \(\tau_c\)-orbits.)

**Proposition 4.8.** If \(\alpha, \beta \in \Lambda_c^\epsilon\), then

1. \((\alpha \mapsto \beta)_c\) is the number of roots \(\beta_i \in \text{Supp}_c(\alpha)\) with \(c\beta_i \in \text{Supp}_c(\beta)\) minus the number of roots in \(\text{Supp}_c(\alpha) \cap \text{Supp}_c(\beta)\).

2. \((\alpha \mapsto \beta)_c\) is the number of roots \(\beta_i \in \text{Supp}_c(\alpha)\) with \(c^{-1}\beta_i \in \text{Supp}_c(\beta)\) minus the number of roots in \(\text{Supp}_c(\alpha) \cap \text{Supp}_c(\beta)\).

We now prove Theorems 4.5 and 4.6.

**Proof of Theorems 4.5 and 4.6.** Property (4.3) records the simple observation that \((-\alpha_i \mapsto \beta)_c\) and \((-\alpha_i \mapsto \beta)_c\) both equal \([\beta : \alpha_i]\). Property (4.4) is similar.

To verify Property (4.5), we need to show that \(\max\{(\alpha \mapsto \beta)_c, (\alpha \mapsto \beta)_c\}\) equals \((\alpha \cup \beta)_c\) when \(\alpha, \beta \in \Lambda_c^\epsilon\), except possibly when \(\text{Supp}_c(\alpha, \beta)\) is component-full. This comes down to checking several cases and computing \((\alpha \mapsto \beta)_c\) and \((\alpha \mapsto \beta)_c\) as described in Proposition 4.8. If \(\alpha\) and \(\beta\) are in different components of \(\Upsilon^c\), then \((\alpha \mapsto \beta)_c = (\alpha \mapsto \beta)_c = 0\), so their maximum is 0 as desired. The remaining cases are described in Table 4.1, with representative pictures. In each case, \(\text{Supp}_c(\alpha)\) is outlined in red and \(\text{Supp}_c(\beta)\) is outlined in dotted blue. The quantity \(\text{adj}_c(\beta)\) is left out of the table when it is irrelevant. The action of \(c\) is to rotate counterclockwise by one position. Some of the cases have variations not pictured. For example, in the case where \(\text{Supp}_c(\alpha)\) and \(\text{Supp}_c(\beta)\) are nested, their tube supports can have one or the other endpoint in common (or neither, but not both). In these variations, the values of \((\alpha \mapsto \beta)_c\), \((\alpha \mapsto \beta)_c\) can vary, but their max does not vary and by definition \((\alpha \cup \beta)_c\) does not vary. In the cases where \(\text{Supp}_c(\alpha)\) and \(\text{Supp}_c(\beta)\) are nested, \((\alpha \mapsto \beta)_c\) and \((\alpha \mapsto \beta)_c\) may be 0 or −1, but at least one of them is 0.
AN AFFINE ALMOST POSITIVE ROOTS MODEL

| Description | Pictures | $(\alpha \rightarrow \beta)_c$ | $(\alpha \leftarrow \beta)_c$ | $\text{adj}(\alpha)$ | $(\alpha \cap \beta)_c$ | $(\alpha | \beta)_c$ |
|-------------|----------|----------------|----------------|----------------|----------------|----------------|
| $\alpha = \beta$ | ![Picture](alpha-beta.png) | -1 | -1 | -1 | -1 | |
| $\alpha$ and $\beta$ disjoint, not adjacent | ![Picture](disjoint.png) | 0 | 0 | 0 | 0 | 0 |
| Supp$_c(\alpha)$ and Supp$_c(\beta)$ nested | ![Picture](nested.png) | 0 | -1 | 0 | 0 | |
| $\alpha$ and $\beta$ overlapping or adjacent on one side | ![Picture](overlapping.png) | 1 | 0 | 1 | 1 | 1 |

Table 4.1. Compatibility degree for positive real roots in $U^c$

Property (4.6) holds by Proposition 2.16 and Lemma 4.7.

To show that (4.7) holds, first, consider the case where one of $\alpha$ and $\beta$ (or both) is in $-\Pi \setminus \{-\alpha_s\}$. In particular, we know that the exceptional case of the definition of $(\alpha | \beta)_c$ does not apply, so we have to prove that the maximum of $(\alpha \rightarrow \beta)_c$ and $(\alpha \leftarrow \beta)_c$ equals the maximum of $(\sigma_s \alpha \rightarrow \sigma_s \beta)_scs$ and $(\sigma_s \alpha \leftarrow \sigma_s \beta)_scs$.

If $\alpha = -\alpha_i$, then both $(\alpha \rightarrow \beta)_c$ and $(\alpha \leftarrow \beta)_c$ equal $[\beta : \alpha_i]$. But $\sigma_s \alpha = \alpha = -\alpha_i$ so both $(\sigma_s \alpha \rightarrow \sigma_s \beta)_scs$ and $(\sigma_s \alpha \leftarrow \sigma_s \beta)_scs$ equal $[\sigma_s \beta : \alpha_i]$. Since $\sigma_s \beta = \beta + a\alpha_s$ for some $a$ we have $[\sigma_s \beta : \alpha_i] = [\beta : \alpha_i]$. The case where $\beta = -\alpha_i$ is similar.

We can now assume that neither $\alpha$ nor $\beta$ is in $-\Pi \setminus \{-\alpha_s\}$. In particular $\sigma_s$ acts on $\alpha$ and $\beta$ as $s$, so Lemmas 2.2 and 4.7 combine to prove (4.7) except in the case where $\alpha, \beta \in \Lambda_+^\infty$ and Supp$_c(\alpha, \beta)$ is component-full. Lemma 3.4 says that $U^{scs} = sU^c$. Furthermore, Lemma 3.6 says that the simple roots of $\Upsilon^{scs}$ are obtained from the simple roots of $\Upsilon^c$ by the action of $s$. Thus $s$ also takes Supp$_c(\alpha)$ and Supp$_c(\beta)$ (with respect to $c$) to Supp$_{scs}(s\alpha)$ and Supp$_{scs}(s\beta)$ (with respect to scs). Therefore $\text{adj}(s\beta)$, with respect to $\text{scs}$, equals $\text{adj}(\beta)$, with respect to $c$.

We have verified (4.7) and now (4.8) follows by repeated applications of (4.7). It remains only to verify the uniqueness statements in Theorems 4.5 and 4.6. Together, Properties (4.5) and (4.6) specify the compatibility degree for all pairs of roots in $\Lambda_c$. By Proposition 3.12, we see that Properties (4.3), (4.4), and (4.8) completely specify the compatibility degree on all other pairs of roots, so we have proved the uniqueness in Theorem 4.6. But if a function on pairs of roots and Coxeter elements satisfies
(4.7), then it satisfies (4.8) for each Coxeter element $c$, and thus it is uniquely determined by Properties (4.3) and (4.4) for each $c$. That is the uniqueness assertion of Theorem 4.5.

We now gather some properties of the compatibility degree.

The usual notion of compatibility degree for $\Phi$ of finite type, defined in [18, 26], is the unique function satisfying (4.3) and (4.8). See also [29, 43, 42]. (We have followed Ceballos and Pilaud [10, Remark 2.10] in modifying the usual notion by taking $(\alpha|\alpha)_c = -1$ rather than 0 for $\alpha \in \Phi_c$.) Thus the following is an immediate corollary of Theorem 4.6.

**Corollary 4.9.** If $\Phi$ is of finite type, then $(\alpha|\beta)_c$ agrees with the usual compatibility degree on almost positive roots, modified to set $(\alpha|\alpha)_c = -1$. Thus, the usual compatibility degree is $(\alpha|\beta)_c = \max \{(\alpha\to\beta)_c, (\alpha\leftarrow\beta)_c\}$.

**Proposition 4.10.** For all $\alpha, \beta \in \Phi_c$ we have $(\alpha|\beta)_c = (\alpha|\beta)_{c^{-1}}$.

**Proof.** We can write $(\alpha|\beta)_{c^{-1}}$ because $\Phi_c = \Phi_{c^{-1}}$. (See Proposition 3.2.) Replacing $c$ with $c^{-1}$ swaps $(\alpha\to\beta)_c$ with $(\alpha\leftarrow\beta)_c$. Since $\Lambda_{c}^\mathrm{re} = \Lambda_{c^{-1}}^\mathrm{re}$, tube supports and the quantity $\text{adj}_{\alpha}(\beta)$ are the same with respect to $c$ and $c^{-1}$. $\square$

In the following proposition, the quantity $(\alpha^\vee|\beta^\vee)_c$ means the compatibility degree of $\alpha^\vee$ and $\beta^\vee$ in the root system $\Phi^\vee$. Since $\Phi$ and $\Phi^\vee$ define the same Weyl group, it makes sense to consider the same $c$ in both contexts. Furthermore, it is apparent (for example by Proposition 3.13) that $\Phi^\vee_c = \{\beta^\vee : \beta \in \Phi_c\}$.

**Proposition 4.11.** If $\alpha, \beta \in \Phi_c$, then $(\alpha|\beta)_c = (\beta^\vee|\alpha^\vee)_c$ except possibly when $\alpha, \beta \in \Lambda_{c}^\mathrm{re}$ and $\text{Supp}_{\Xi}(\alpha, \beta)$ is component-full, in which case $\{(\alpha|\beta)_c, (\beta^\vee|\alpha^\vee)_c\} \subseteq \{1, 2\}$.

**Proof.** Except when $\alpha, \beta \in \Lambda_{c}^\mathrm{re}$ and $\text{Supp}_{\Xi}(\alpha, \beta)$ is component-full, this is immediate from the definitions of $(\alpha\to\beta)_c$ and $(\alpha\leftarrow\beta)_c$. When $\alpha, \beta \in \Lambda_{c}^\mathrm{re}$ and $\text{Supp}_{\Xi}(\alpha, \beta)$ is component-full, $\text{Supp}_{\Xi}(\beta^\vee, \alpha^\vee)$ is also component-full. However, it is possible that $\text{adj}_{\alpha}(\beta) = 1$ while $\text{adj}_{\beta}(\alpha^\vee) = 2$ or vice-versa. $\square$

We now describe how the compatibility degree changes under rescaling.

**Proposition 4.12.** Suppose $\Phi$ and $\Phi'$ are related by the rescaling $\beta \mapsto \beta' = \lambda_{\beta}\beta$. Fix a Coxeter element $c$ of their common Weyl group. The rescaling map restricts to a bijection from $\Phi_c$ to $\Phi'_c$. For $\alpha, \beta \in \Phi_c$, the compatibility degree $(\alpha^\vee|\beta^\vee)_c$, computed in $\Phi'$ equals $f \cdot (\alpha|\beta)_c$, where $(\alpha|\beta)_c$ is the compatibility degree computed in $\Phi$ and $f$ is some positive scalar. The scalar $f$ is $\frac{\lambda_{\beta}}{\lambda_{\alpha}}$, except possibly when $\alpha = \delta$.

**Proof.** Proposition 3.13 implies that $\beta \mapsto \beta'$ restricts to a bijection from $\Phi_c$ to $\Phi'_c$. Scaling roots does not affect membership in $U_c$. If $\alpha$ and $\beta$ are in $\Upsilon_c$ but in different components or if they are in the same component and have nested tube support, then $(\alpha|\beta)_c$ and $(\alpha'|\beta')_c$ are both zero. Now suppose $\alpha$ and $\beta$ are in the same component of $\Upsilon_c$ but do not have nested tube supports. The two compatibility degrees are $\text{adj}_{\alpha}(\beta')$ and $\text{adj}_{\alpha}(\beta)$. Rescaling does not affect tube supports, so $\text{adj}_{\alpha}(\beta') = \text{adj}_{\alpha}(\beta)$. Since $\alpha$ and $\beta$ are of the same length and $\alpha'$ and $\beta'$ are of the same length, we have $\frac{\lambda_{\beta}}{\lambda_{\alpha}} = 1$, and we are done in the case where $\alpha, \beta \in \Lambda_{c}^\mathrm{re}$.

We next show that $(\alpha\to\beta)_c$ and $(\alpha\leftarrow\beta)_c$ change as desired. When $\alpha$ and $\beta$ are positive, by Lemma 4.7 and the fact that $E_c$ is bilinear, this amounts to showing
that $E_c$ is the same bilinear form whether it is defined in terms of $\Phi$ or $\Phi'$. The real co-roots in $\Phi$ and $\Phi'$ are related by

$$
(\beta')^\vee = \frac{2}{K(\beta', \beta')\beta'} \beta' = \frac{2\lambda_\beta}{(\lambda_\beta)^2 K(\beta, \beta)} \lambda_\beta \beta^\vee.
$$

Using the definition (2.1) in terms of $\Phi$, we calculate

$$
E_c((\alpha_i')^\vee, \alpha_j')
$$

on simple roots/co-roots of $\Phi'$ to be

$$
\frac{\lambda_i}{\lambda_j} E_c(\alpha_i'^\vee, \alpha_j) = \begin{cases} 
\frac{\lambda_i}{\lambda_j} K(\alpha_i'^\vee, \alpha_j) = K((\alpha_i')^\vee, \alpha_j') & \text{if } i > j, \\
1 & \text{if } i = j, \\
0 & \text{if } i < j,
\end{cases}
$$

where $\lambda_i$ is shorthand for $\lambda_{\alpha_i}$. This agrees with the definition of $E_c((\alpha_i')^\vee, \alpha_j')$ in terms of $\Phi'$. In light of (4.9), we see that $(\alpha_l' \beta')_c = \frac{\lambda_\alpha}{\lambda_\beta} (\alpha l \beta)_c$, except possibly when $\alpha = \delta$. Furthermore, when $\alpha = \delta$, (2.3) implies that $(\alpha' \beta')_c = f \cdot (\alpha \beta)_c$ for some $f > 0$, but there is no guarantee that $f = \frac{\lambda_\alpha}{\lambda_\beta}$.

If $\alpha = -\alpha_j$ for some $j$, then (4.3) says that $(\alpha \beta)_c = [\beta : \alpha_j]$ and $(\alpha' \beta')_c = [\beta' : \alpha_j']$. The latter is equal to $\frac{\lambda_\alpha}{\lambda_\beta} [\beta : \alpha_j]$. If $\beta = -\alpha_k$, then (4.4) says that $(\alpha \beta)_c = [\alpha \beta]_c$ and $(\alpha' \beta')_c = [(\alpha')^\vee : (\alpha_k')^\vee]$. If $\alpha$ is real, then (4.9) implies that $[(\alpha')^\vee : (\alpha_k')^\vee] = \frac{\lambda_\alpha}{\lambda_\beta} [\alpha \beta]_c$. If $\alpha = \delta$, then we use (2.3) again to conclude that $(\alpha' \beta')_c = f \cdot (\alpha \beta)_c$ for some positive $f$. 

**Proposition 4.13.** For $\alpha, \beta \in \Phi_c$, the quantities $(\beta | \alpha)_c$ and $(\alpha \beta)_c$ are related by a positive scaling depending on $\alpha$ and $\beta$. When $\alpha, \beta \in \Phi^\text{re}_c$ and $\text{Supp}_\Phi(\alpha, \beta)$ is component-full,

$$(\beta \alpha)_c = \frac{K(\alpha, \alpha)}{K(\beta, \beta)} (\alpha \beta)_c.$$

**Proof.** Combine Proposition 4.11 with Proposition 4.12. □

**Proposition 4.14.** For distinct roots $\alpha \neq \beta$ in $\Phi^\text{re}_c$, we have $(\alpha \beta)_c > -1$.

**Proof.** This follows immediately from Theorem 4.6 and Proposition 3.13. □

**Proposition 4.15.** Let $\Phi'$ be a parabolic root subsystem of $\Phi$ and let $\Phi'$ be the restriction of $\Phi$ to the corresponding parabolic subgroup $W'$. Then, for any $\alpha, \beta \in \Phi'_c$, we have $(\alpha \beta)_c = (\alpha \beta)_c$, where the latter compatibility degree is computed in $\Phi'$.

**Proof.** Proposition 3.15 says that $\Phi'_c = \Phi_c \cap \Phi'$. If $\alpha$ and $\beta$ are in $\Lambda^\text{re}_c$ and $\text{Supp}_\Phi(\alpha, \beta)$ is component-full, then $\alpha + \beta - \delta$ has nonnegative simple root coordinates. Since $\delta$ already has strictly positive simple root coordinates, we see that $\alpha$ and $\beta$ are not both contained in the same proper parabolic root subsystem, so this case is impossible. We thus restrict our attention to the case where $(\alpha \beta)_c = \max[(\alpha \beta)_c, (\alpha \beta)_c]$. By the definition of $(\alpha \beta)_c$ and $(\alpha \beta)_c$, this maximum is $\max[(\alpha \beta)_c, (\alpha \beta)_c]$ which is $(\alpha \beta)_c$ because $\Phi'$ is finite. □

**Remark 4.16.** The finite cases of several propositions in this section are known (see for example [26, Section 3]) but can also be proved by the same arguments given here for the affine case.
5. Compatibility and clusters

**Definition 5.1.** Distinct roots $\alpha$ and $\beta$ in $\Phi_c$ are **$c$-compatible** if and only if $(\alpha | \beta)_c = 0$. Proposition 4.13 implies that $c$-compatibility is a symmetric relation.

**Remark 5.2.** Definition 5.1 applies only to pairs of distinct roots. If we drop the requirement of distinctness, then by (4.6) and Proposition 4.14, the only root that is “$c$-compatible with itself” is $\delta$. We don’t know whether the fact that $(\delta | \delta)_c = 0$ is significant, but we also see no reason to declare by fiat that $(\delta | \delta)_c$ should be $-1$.

**Definition 5.3.** The **$c$-cluster complex** is the abstract simplicial whose vertex set is $\Phi_c$ and whose faces are the sets in which any two distinct roots are $c$-compatible. Maximal faces in the $c$-cluster complex are called **$c$-clusters**. An **imaginary $c$-cluster** is a cluster containing $\delta$ and a **real $c$-cluster** is a cluster not containing $\delta$.

Theorems 1.1 and 1.2, which we will prove in Section 9, state that the $c$-cluster complex (restricted to real $c$-clusters) is the cluster complex of the corresponding cluster algebra, and more specifically that real $c$-clusters are precisely the denominator vectors of clusters of cluster variables. It is currently less clear what imaginary $c$-clusters mean in the context of cluster algebras, but as stated in the introduction, we expect that $\delta$ is the denominator vector of an important element of the cluster algebra. An example of imaginary $c$-clusters can be seen in Example 6.5: There are two imaginary $c$-clusters, each composed of $\delta$ (pictured at infinity in Fig. 6.1) and one of the two roots in $\Lambda^c_{\text{re}}$ (pictured in cyan in the figure).

We now establish the essential properties of compatibility and clusters. The finite type versions of these properties can be found in [18, 26] or can be proved using the arguments given here.

The following proposition is immediate from the characterization of compatibility degree in Theorems 4.5 and 4.6 and Proposition 4.15.

**Proposition 5.4.** For any root system $\Phi$ of affine type and any Coxeter element $c$,

1. $\tau_c$ acts as a permutation of the set of $c$-clusters.
2. If $s$ is an initial or final reflection in $c$ then $\sigma_s$ acts as a bijection from the set of $c$-clusters in $\Phi_c$ to the set of $scs$-clusters in $\Phi_{scs}$.
3. For each $i \in \{1, \ldots, n\}$, write $\Phi'$ for the parabolic root subsystem whose simple roots are $\Pi \setminus \{\alpha_i\}$ and write $c'$ for the restriction of $c$ to the corresponding parabolic subgroup of $W$. Then $C \mapsto C \setminus \{-\alpha_i\}$ is a bijection from the set of $c$-clusters in $\Phi_c$ containing $-\alpha_i$ to the set of $c'$-clusters in $\Phi'_c$.

The following theorem reconciles Definition 5.3 with another reasonable way one might have defined “real $c$-clusters.”

**Theorem 5.5.** A set $C \subseteq \Phi_c$ is a real $c$-cluster (a $c$-cluster not containing $\delta$) if and only if it is a maximal set of pairwise $c$-compatible roots in $\Phi^c_{\text{re}}$.

A real $c$-cluster is certainly a maximal set of pairwise $c$-compatible roots in $\Phi^c_{\text{re}}$, but Theorem 5.5 is needed because it is conceivable that a maximal set $C$ of pairwise $c$-compatible roots in $\Phi^c_{\text{re}}$ can fail to be a $c$-cluster. This would happen precisely if every root in $C$ were $c$-compatible with $\delta$. To rule out this possibility, we need several preliminary results, one of which requires, for the first time in the paper, case-by-case checking using the classification of affine root systems.

**Proposition 5.6.** A root $\alpha \in \Phi^c_{\text{re}}$ is $c$-compatible with $\delta$ if and only if $\alpha \in \Lambda^c_{\text{re}}$.
Proof. By (4.6), roots in $\Lambda^c$ are $c$-compatible with $\delta$. Since $\text{Supp}_R(\delta) = \Pi$, (4.3) implies that $\langle -\alpha_i, \delta \rangle_c \neq 0$ for all $i$. Since $\tau_e$ fixes $\delta$, (4.8) completes the proof. \hfill \Box

Definition 5.7. For any affine root system $\Phi$, we define $M_\Phi$ to be the maximal number of steps needed to go from any Coxeter element to a conjugate Coxeter element by a sequence of conjugations by initial simple reflections plus $n$ times the least common multiple of the ranks of the components of $\Upsilon^c$.

The precise quantity $M_\Phi$ is of no great theoretical importance, but appears as a convenient bound in several lemmas where the point is that some bound exists.

Lemma 5.8. Given an affine root system $\Phi$, a Coxeter element $c$ and a collection $R$ of real roots in $\Lambda^c$ such that $\text{Supp}^c(R)$ is not component-full, there exists a sequence $a_1, \ldots, a_\ell$ of elements of $S$ with $\ell \leq M_\Phi$ such that

(i) $a_i$ is initial in the Coxeter element $a_{i-1} \cdots a_1 c a_1 \cdots a_{i-1}$ for all $i = 1, \ldots, \ell$, and

(ii) $\text{Supp}_R(a_{\ell-1} \cdots a_1 R)$ is not full.

Proof. The conclusion of the lemma is not affected by rescaling the root system, so we may as well take $\Phi$ to be a standard affine root system. By an appropriate choice of the initial letters of the sequence (making source-sink moves to change the Coxeter element), we may as well assume that $c$ as in Table 2.1. We will show that for such $c$ there exists an integer $m$ such that $\text{Supp}^c(c^m(R))$ is not full. From there, one can complete the desired sequence, because the $c$-orbit of $R$ is no larger than the least common multiple of the ranks of the components of $\Upsilon^c$.

Indexing the components of $\Upsilon^c$ by indices $i$, we write $\beta^n_{\text{aff}}$ for the root $\delta - \sum_2^n \beta_i$. The sum is over those simple roots of the $i$th component that are also in $\Phi_{\text{fin}}$. Thus $\beta^n_{\text{aff}}$ is the unique simple root in the $i$th component that is not in $\Phi_{\text{fin}}$. In each case, because $c$ cyclically permutes the simple roots of each component of $\Upsilon^c$ and since $\text{Supp}^c(R)$ is not component-full, by applying $c$ some number of times, we may as well assume that $\beta^n_{\text{aff}}$ is not in $\text{Supp}^c(R)$. (That is, the intersection of $R$ with the first component contains only roots in $\Phi_{\text{fin}}$.) We now finish the proof in each case. In each case, the simple generators of $W$ are numbered as in Table 2.1 and $c$ is $s_1 \cdots s_n$. We index components of $\Upsilon^c$ compatibly with the numbering of the roots $\beta_i$ in Table 2.1: The first component contains $\beta_1$, the second component contains $\beta_j$, for the smallest $j$ such that $\beta_j$ is not in the first component, etc.

In the proof, we use explicit simple-root coordinates of $\delta$ in types $A$, $B$, $D$, and $E_6$. These can be found, for example, in [24, Table Aff 1].

Case $A^{(1)}_{n-1}$: If $k \in \{1, n-1\}$, then there is nothing to prove. Otherwise, if $\beta^n_{\text{aff}}$ is not in $\text{Supp}^c(R)$, then $\alpha_n \notin \text{Supp}_\Pi(R)$. If $\beta^n_{\text{aff}} \in \text{Supp}^c(R)$, then since $\text{Supp}^c(R)$ is not component-full, there exists $j \in \{k, \ldots, n-2\}$ such that $\beta_j \notin \text{Supp}_\Pi(R)$. In this case, since $\beta^n_{\text{aff}} = \delta - \sum_{j=k}^{n-2} \beta_j = \alpha_n + \sum_{i=1}^k \alpha_i$, we see that $\alpha_{j+1} \notin \text{Supp}_\Pi(R)$.

Case $B^{(1)}_{n-1}$: If $\beta^n_{\text{aff}}$ is not in $\text{Supp}^c(R)$, then $\alpha_n \notin \text{Supp}_\Pi(R)$. If $\beta^n_{\text{aff}} \in \text{Supp}^c(R)$, then since $\text{Supp}^c(R)$ is not component-full, $\beta_{n-2}$ is not in $\text{Supp}^c(R)$. Thus since $\beta^n_{\text{aff}} = \delta - \beta_{n-2} = \alpha_n + \sum_{i=1}^{n-2} \alpha_i$, we see that $\alpha_{n-1} \notin \text{Supp}_\Pi(R)$.

Case $C^{(1)}_{n-1}$: In this case, $\Upsilon^c$ has only one component. Since $\beta^1_{\text{aff}} \notin \text{Supp}^c(R)$, we have $\text{Supp}^c(R) \in \Phi_{\text{fin}}$, and thus $\alpha_{\text{aff}} = \alpha_n \notin \text{Supp}_\Pi(R)$.

Case $D^{(1)}_{n-1}$: There are four cases depending on whether $\beta^n_{\text{aff}}$ and $\beta^n_{\text{aff}}$ are in $\text{Supp}^c(R)$. If $\beta^n_{\text{aff}} \notin \text{Supp}^c(R)$ and $\beta^n_{\text{aff}} \notin \text{Supp}^c(R)$, then $\text{Supp}^c(R) \in \Phi_{\text{fin}}$, so $\alpha_{\text{aff}} = \alpha_n \notin \text{Supp}_\Pi(R)$. Now suppose $\beta^n_{\text{aff}} \in \text{Supp}^c(R)$, so that $\beta_{n-3} \notin \text{Supp}^c(R)$.
If furthermore $\beta_{\text{aff}}^3 \notin \text{Supp}_\Sigma(R)$, then since $\beta_{\text{aff}}^3 = \delta - \beta_{n-3} = \alpha_n + \sum_{i=2}^{n-2} \alpha_i$, we have $\alpha_1 \notin \text{Supp}_\Pi(R)$. If, on the other hand, $\beta_{\text{aff}}^3 \in \text{Supp}_\Sigma(R)$, then $\beta_{n-2} \notin \text{Supp}_\Sigma(R)$. Since $\beta_{\text{aff}}^2 = \delta - \beta_{n-2} = \alpha_1 + \alpha_n + \sum_{i=3}^{n-2} \alpha_i$, we have $\alpha_{n-1} \notin \text{Supp}_\Pi(R)$. Finally, if $\beta_{\text{aff}}^2 \notin \text{Supp}_\Sigma(R)$ and $\beta_{\text{aff}}^3 \notin \text{Supp}_\Sigma(R)$, then $\beta_{n-2} \notin \text{Supp}_\Sigma(R)$, so $\alpha_2 \notin \text{Supp}_\Pi(R)$.

**Case** $E_{6}^{(1)}$: Since there are 3 simple roots in component 1 of $\Upsilon^c$, permuted cyclically by $c$ and 2 simple roots in component 3, permuted cyclically by $c$, and since $\gcd(2,3) = 1$, we can (by applying $c$ repeatedly) assume that neither $\beta_{\text{aff}}^1$ nor $\beta_{\text{aff}}^2$ is in $\text{Supp}_\Sigma(R)$. If furthermore $\beta_{\text{aff}}^2 \notin \text{Supp}_\Sigma(R)$, then $\alpha_{\text{aff}} = \sigma_7 \notin \text{Supp}_\Pi(R)$. If $\beta_{\text{aff}}^2 \in \text{Supp}_\Sigma(R)$, then either $\beta_3$ or $\beta_4$ is not in $\text{Supp}_\Sigma(R)$. If $\beta_3 \notin \text{Supp}_\Sigma(R)$, then since $\beta_{\text{aff}}^2 = \delta - (\beta_3 + \beta_4) = \sum_{i=3}^{n} \alpha_i$, we see that $\alpha_3 \notin \text{Supp}_\Pi(R)$. If $\beta_3 \notin \text{Supp}_\Sigma(R)$, then we consider the collection $c^2 R$. None of the roots $\beta_2$, $\beta_{\text{aff}}^2$, and $\beta_{\text{aff}}^3$ is in $\text{Supp}_\Sigma(c^2 R)$. Since $\beta_{\text{aff}}^3 = \delta - (\beta_1 + \beta_2) = \sum_{i=2}^{7} \alpha_i$, we see that $\alpha_1 \notin \text{Supp}_\Pi(R)$.

**Case** $E_{7}^{(1)}$: The ranks of the components of $\Upsilon^c$ are 4, 3, and 2. Since $\gcd(4,3,2) = 1$, we can apply $c$ until $(\beta_{\text{aff}}^i : i = 1, 2, 3) \cap \text{Supp}_\Sigma(R) = \emptyset$. Then $\alpha_{\text{aff}} = \sigma_8 \notin \text{Supp}_\Pi(R)$.

**Case** $E_{8}^{(1)}$: We proceed as in Case $E_{7}^{(1)}$. The ranks are 5, 3, and 2.

**Case** $F_{4}^{(1)}$: We proceed as in the previous two cases. The ranks are 3 and 2.

**Case** $G_{2}^{(1)}$: In this case, $\Upsilon^c$ has only component, so we proceed as in Case $G_{n-1}^{(1)}$. \hfill \square

**Proposition 5.9.** For every affine root system $\Phi$, Coxeter element $c$ and collection $R$ of roots in $\Lambda^c_\Sigma$ such that $\text{Supp}_\Sigma(R)$ is not component-full, there exists a root $\alpha \in \Phi^c_\Sigma \cap \Lambda^c_\Sigma$ that is $c$-compatible with every root in $R$.

**Proof.** Let $s_{i_1}, \ldots, s_{i_k}$ be a sequence as in Lemma 5.8 and let $\alpha_j$ be a simple root not in $\text{Supp}_\Pi(s_{i_1} \cdots s_{i_k} R)$. Each $\beta \in R$ is positive and a simple induction using Lemma 3.5 implies that $s_{i_1} \cdots s_{i_k}(\beta)$ is positive for $j = 1, \ldots, k$. Thus $\sigma_{i_1} \cdots \sigma_{i_k}(\beta) = s_{i_1} \cdots s_{i_k}(\beta)$. Now (4.3) implies that $-\alpha_j$ is $(s_{i_m} \cdots s_{i_1} s_{i_1} \cdots s_{i_m})$-compatible with $\sigma_{i_k} \cdots \sigma_{i_1} \beta$. By Lemma 3.11 and (4.7), the desired root is $\alpha = \sigma_{i_1} \cdots \sigma_{i_k}(-\alpha_j)$. \hfill \square

**Lemma 5.10.** If $R$ is a set of pairwise $c$-compatible roots in $\Lambda^c_\Sigma$, then $\text{Supp}_\Sigma(R)$ is not component-full.

**Proof.** We need to show that there is a simple root of each component of $\Upsilon^c$ that is not in $\text{Supp}_\Sigma(R)$. Fix a component $\Upsilon^c$ of $\Upsilon^c$ and, if $\text{Supp}_\Sigma(R)$ includes any simple roots in $\Upsilon^c$, choose $\beta \in R$ in $\Upsilon^c$ so that $\text{Supp}_\Sigma(\beta)$ is maximal, under containment, among tube supports of roots in $R$. By Lemma 3.10, $\text{Supp}_\Sigma(\beta)$ is not component-full. Thus $\text{Supp}_\Sigma(\beta)$ is properly contained in the set of simple roots for $\Upsilon^c$. By (4.5) and since $\beta$ was chosen to have maximal tube support, any root $\beta' \in R \setminus \{\beta\}$ has either $\text{Supp}_\Sigma(\beta') \not\subset \text{Supp}_\Sigma(\beta)$ or $\text{adj}(\beta') = 0$. In particular, the simple root(s) of $\Upsilon^c$ that are adjacent to $\beta$ are not in $\text{Supp}_\Sigma(R)$, and the lemma is proved. \hfill \square

**Proof of Theorem 5.5.** Let $R$ be a set of pairwise $c$-compatible roots in $\Phi^c_\Sigma$, all $c$-compatible with $\delta$. Lemma 5.10 says that $R$ satisfies the conditions on $R$ in Proposition 5.9, which guarantees the existence a root $\alpha$ in the $\tau_c$-orbit of a negative simple root that is $c$-compatible with every root in $R$. In particular, $R$ is not a maximal set of pairwise $c$-compatible roots.

We next discuss compatibility among positive roots in $\Lambda^c_\Sigma$.

**Definition 5.11.** Two roots $\alpha, \beta \in \Lambda^c_\Sigma$ are **nested** if $\text{Supp}_\Sigma(\alpha) \subset \text{Supp}_\Sigma(\beta)$ or $\text{Supp}_\Sigma(\beta) \subset \text{Supp}_\Sigma(\alpha)$. They are **spaced** if $\text{Supp}_\Sigma(c^{-1} \alpha) \cup \text{Supp}_\Sigma(\alpha) \cup \text{Supp}_\Sigma(c \alpha)$ is disjoint from $\text{Supp}_\Sigma(\beta)$. 


Each notion in Definition 5.11 is symmetric. The roots $\alpha$ and $\beta$ are spaced if and only if $\text{Supp}_\Phi(\alpha)$ is disjoint from $\text{Supp}_\Phi(\beta)$ and $\text{adj}_\alpha(\beta) = 0$. In particular, roots from distinct components of $\Upsilon^c$ are spaced. The next proposition follows immediately from (4.5).

**Proposition 5.12.** Two distinct roots $\alpha$ and $\beta$ in $\Lambda^c_\tau$ are $c$-compatible if and only if they are nested or spaced.

Proposition 5.12 allows us to connect the notion of compatibility among roots in $\Lambda^c_\tau$ to some well-known combinatorics. Supports of roots in $\Lambda^c_\tau$ correspond to **tubes**, in the sense of graph associahedra [9, Definition 2.2], in the Dynkin diagram of $\Upsilon^c$. Compatibility of these roots corresponds to compatibility of tubes in the same sense. Thus the restriction of the $c$-cluster complex to roots in $\Lambda^c_\tau$ is isomorphic to the boundary complex of the **simplicial graph associahedron** for the Dynkin diagram of $\Upsilon^c$, the polytope dual to the (simple) graph associahedron of [9, Definition 2.4]. Each component of the Dynkin diagram of $\Upsilon^c$ is a cycle or consists of two vertices connected by an edge. The simplicial graph associahedron of a $k$-cycle is a $(k-1)$-dimensional **simplicial cyclohedron** (so its boundary complex is a $(k-2)$-dimensional simplicial complex). The simplicial graph associahedron associated to two vertices connected by an edge is a line segment (so its boundary complex is two isolated vertices, i.e., a 0-dimensional sphere), and we extend terminology slightly to call this a 1-dimensional simplicial cyclohedron. We summarize in the following proposition.

**Proposition 5.13.** In affine type, the restriction of the $c$-cluster complex to roots in $\Lambda^c_\tau$ is $(n-3)$-dimensional and isomorphic to a join of boundary complexes of simplicial cyclohedra. There is a $(k-1)$-dimensional cyclohedron (and thus a $(k-2)$-dimensional boundary complex) for each rank-$k$ component of $\Upsilon^c$.

We conclude the section by cataloging the crucial facts about real and imaginary $c$-clusters. The finite-type versions of these facts are in [18, 26], or can be proved as outlined here for affine type. We use the notation $Q$ for the root lattice of $\Phi$ and $Q_c$ for the sublattice $Q \cap U^c$, which should be thought of as the root lattice of $\Upsilon^c$. In the following proposition, we interpret indices in the expressions $\sigma_k \cdots \sigma_1$ and $s_k \cdots s_1$ modulo $n$ and, if $k < 0$ we interpret the expression $\sigma_k \cdots \sigma_1$ to mean $\sigma_{k+1} \sigma_{k+2} \cdots \sigma_{-1} \sigma_0$ and similarly for $s_k \cdots s_1$.

**Proposition 5.14.** Let $\Phi$ be a root system of affine type, let $c = s_1 \cdots s_n$ be a Coxeter element, and let $C$ be a $c$-cluster. If $C$ is a real $c$-cluster, then
\begin{enumerate}
  \item $|C| = n$,
  \item $C$ is a $\mathbb{Z}$-basis for the root lattice $Q$ of $\Phi$,
  \item $C$ contains at least 2 roots in the $\tau$-orbits of negative simple roots, and
  \item There exists an integer $k$ and an index $i \in \{1, \ldots, n\}$ such that
    \[ \sigma_k \cdots \sigma_1(C) = s_k \cdots s_1(C) = \{-\alpha_i\} \cup C' \]
    for a $c'$-cluster $C'$ of roots in $\Phi'$, where $\Phi'$ is the parabolic root subsystem spanned by $\Pi \setminus \{\alpha_i\}$ and $c'$ is the restriction of $s_k \cdots s_1 s_1 \cdots s_k$ to the corresponding parabolic subgroup of $W$.
\end{enumerate}

If $C$ is an imaginary $c$-cluster, then
\begin{enumerate}
  \item $|C| = n - 1$,
  \item $C$ is a $\mathbb{Z}$-basis for the lattice $Q_c$,
\end{enumerate}
Proof. First, assume $C$ is an imaginary $c$-cluster. Proposition 5.6 implies (7) and (8). Thus Proposition 5.13 implies (5). Furthermore, one easily convinces oneself that for each root $\beta$ and (8), thus Proposition 5.13 implies (5). Furthermore, one easily convinces oneself that for each root $\beta \in C$, there exists a unique $\beta_i \in \text{Supp}_C(\beta)$ such that $\beta_i$ is not in the tube support of any root $\beta' \in C$ with $\text{Supp}_C(\beta') \ni \text{Supp}_C(\beta)$. Thus the $\Xi^c$-coordinates of roots in $C$ form a unitriangular matrix with respect to a linear extension of the containment order on tube supports of roots in $C$. If $\Upsilon^c$ is irreducible, then $\Xi^c$ is a basis for $Q_c$, so it follows that $C$ is also a basis. In general, $C$ contains a basis for each component of $\Upsilon^c$, with these bases overlapping exactly in the root $\delta$, and (6) follows.

Now, assume $C$ is a real $c$-cluster. Theorem 5.5 and Proposition 5.6 together imply that there exists an integer $\ell$ such that $\tau_\ell^c(C)$ contains a negative simple root. That is, using the convention described before the statement of the proposition, $\sigma_{-n\ell} \cdots \sigma_1(C)$ contains a negative simple root. If $\ell \leq 0$, choose the smallest $k$ with $0 \leq k \leq -n\ell$ such that $\sigma_k \cdots \sigma_1(C)$ contains a negative simple root $-\alpha_i$. If $\ell > 0$, then choose the largest $k$ with $-n\ell \leq k \leq 0$ such that $\sigma_k \cdots \sigma_1(C)$ contains a negative simple root $-\alpha_i$. Because of this choice of $k$, in either case, we know that each application of $\sigma_j$ in the expression $\sigma_k \cdots \sigma_1(C)$ acts as $s_j$ on $C'$, and thus $\sigma_k \cdots \sigma_1(C) = s_k \cdots s_1(C)$. Proposition 5.4(2) implies that $\sigma_k \cdots \sigma_1(C)$ is a $s_k \cdots s_1 C$-cluster. Theorem 5.5 and Proposition 5.6 together imply that there exists an integer $\ell \leq 0$, choose the smallest $k$ with $0 \leq k \leq -n\ell$ such that $\sigma_k \cdots \sigma_1(C)$ contains a negative simple root $-\alpha_i$. If $\ell > 0$, then choose the largest $k$ with $-n\ell \leq k \leq 0$ such that $\sigma_k \cdots \sigma_1(C)$ contains a negative simple root $-\alpha_i$. Because of this choice of $k$, in either case, we know that each application of $\sigma_j$ in the expression $\sigma_k \cdots \sigma_1(C)$ acts as $s_j$ on $C'$, and thus $\sigma_k \cdots \sigma_1(C) = s_k \cdots s_1(C)$. Proposition 5.4(2) implies that $\sigma_k \cdots \sigma_1(C)$ is a $s_k \cdots s_1 C$-cluster. Now (4) follows by Proposition 5.4(3), with $C' = (\sigma_k \cdots \sigma_1(C)) \setminus \{\alpha_i\}$.

In particular, $s_k \cdots s_1(C) = \{\alpha_i\} \cup C'$. Since necessarily $\Phi'$ is of finite type, $C'$ is a real $c'$-cluster. By the finite version of this result (or by induction), $C'$ is a $\mathbb{Z}$-basis for the root lattice of $\Phi'$, and therefore $s_k \cdots s_1(C)$ is a $\mathbb{Z}$-basis for $Q$. Since elements of $W$ preserve the lattice, $C$ itself is also a $\mathbb{Z}$-basis for $Q$. This yields (2), and (1) follows immediately. By Proposition 5.13, the largest possible size of a set of pairwise $c$-compatible roots in $\Lambda^c_m$ is $n-2$, and (3) follows by Proposition 5.12(5). \( \Box \)

6. Clusters and cluster fans

In this section, we show that the $c$-compatibility relation defines a simplicial fan, or equivalently that each vector in $V$ has a unique $c$-cluster expansion. Finite-type versions of these results are in [18, 26, 42].

**Definition 6.1.** Given a vector in $v \in V$, a $c$-**cluster expansion** of $v$ is an expression $v = \sum_{\alpha \in \Phi_c} m_\alpha \alpha$ where the $m_\alpha$ are nonnegative real numbers having $m_\alpha m_\beta = 0$ whenever $\alpha$ and $\beta$ are distinct and not $c$-compatible. In light of Proposition 5.14, at most $n$ of the $m_\alpha$ can be nonzero. The **support** of a $c$-cluster expansion $v = \sum_{\alpha \in \Phi_c} m_\alpha \alpha$ is the set $\{\alpha \in \Phi_c : m_\alpha \neq 0\}$.

**Theorem 6.2.** For any root system $\Phi$ of affine type and any Coxeter element $c$, every vector in $V$ admits a unique $c$-cluster expansion.

We emphasize that a vector may have a $c$-cluster expansion is terms of a real $c$-cluster or an imaginary $c$-cluster (or both, if the support of the expansion is contained in the intersection of the two clusters).

Before proving Theorem 6.2, we rephrase it geometrically. A **simplicial cone** is the nonnegative linear span of a linearly independent set $X$ of vectors and a **face** of the cone is the nonnegative linear span of a subset of $X$. A **simplicial fan** is a collection of simplicial cones that is closed under passing to faces, and such that
the intersection of any two cones in the collection is a face of each. A simplicial fan is **complete** if the union of its cones is the entire ambient vector space.

**Definition 6.3.** Given a set $C$ of pairwise $c$-compatible roots in $\Phi_c$, write $\text{Cone}(C)$ for the nonnegative linear span of $C$. Write $\text{Fan}_c(\Phi)$ for the collection of cones $\text{Cone}(C)$ for all sets $C$ of pairwise $c$-compatible roots in $\Phi_c$. Write $\text{Fan}^\mathbb{R}_c(\Phi)$ for the subfan of $\text{Fan}_c(\Phi)$ consisting of cones spanned by real roots. We call $\text{Fan}_c(\Phi)$ the **affine cluster fan** or **affine generalized associahedron fan**.

Proposition 5.14(2) and Proposition 5.14(6) imply that the cones in $\text{Fan}_c(\Phi)$ are simplicial. The content of Theorem 6.2 is that every point in $V$ is in some cone of $\text{Fan}_c(\Phi)$ and that any two cones of $\text{Fan}_c(\Phi)$ intersect in such a way that, for any $v$ in their intersection, the $c$-cluster expansions of $v$ coming from the two cones agree. This is precisely the assertion that the two cones intersect along a mutual face. Thus Theorem 6.2 has the following rephrasing.

**Theorem 6.4.** For any root system $\Phi$ of affine type and any Coxeter element $c$, $\text{Fan}_c(\Phi)$ is a complete, simplicial fan.

**Example 6.5.** An example of $\text{Fan}_c(\Phi)$ is shown in Fig. 6.1, for $\Phi$ of type $D_3^{(2)}$ and $c = s_1s_2s_3$. (Compare [36, Example 1.3].) The intersection of $\text{Fan}_c(\Phi)$ with a unit sphere is a collection of points, geodesic arcs, and spherical triangles. The figure shows that collection, stereographically projected to the plane. The cone spanned by $-\Pi$ appears as the smallest triangle on the vertical line of symmetry of the picture. The colored points are (the directions of) some of the roots in $\Phi_c$, with a different color for each $\tau_c$-orbit.

We now prepare to prove Theorem 6.2. Let $\Delta_c$ be the nonnegative linear span of the positive roots in $\Upsilon_c$. This is a closed polyhedral cone whose extreme rays are the simple roots $\Xi_c$ of $\Upsilon_c$. Thus the cross section of $\Delta_c$ is a product of simplices, with one $k$-vertex simplex for each rank-$k$ component of $\Upsilon_c$. The imaginary root $\delta$ is in the relative interior of $\Delta_c$, which we thus call the **imaginary cone**. (This is not the same as the cone spanned by positive imaginary roots, which is the ray spanned by $\delta$. Typically $\Delta_c$ contains infinitely many positive real roots.) We write $\mathring{\Delta}_c$ for the relative interior of $\Delta_c$. As an immediate consequence of Lemma 3.6, we have the following proposition and corollary.

**Proposition 6.6.** If $s$ is initial or final in $c$, then $\Delta_{acs} = s\Delta_c$.

**Corollary 6.7.** $c\Delta_c = \Delta_c$.

We separate out one case of Theorem 6.2 as the following proposition.

**Proposition 6.8.** Every vector $v \in \Delta_c$ has a $c$-cluster expansion. This expansion is the unique $c$-cluster expansion for $v$ that is supported on roots in $\Lambda_c$.

**Proof.** Such a vector $v$ can be written as a finite positive linear combination of simple roots of $\Upsilon^c$. The simple roots in each component of $\Upsilon^c$ sum to $\delta$. Thus we can write $v$ as a linear combination, with nonnegative coefficients, of $\delta$ and elements of $\Xi_c$, with at least one zero coefficient in each component of $\Upsilon^c$. This expression is unique because the linear spans of any two components of $\Upsilon^c$ only intersect in the line spanned by $\delta$. For the same reason, the proposition reduces to proving the following claim: A vector $v'$ in the nonnegative linear span of a proper parabolic root subsystem of a component $\Upsilon'$ of $\Upsilon^c$ has a unique cluster expansion supported...
on positive real roots in that component. (One may be tempted to directly deduce the claim from the finite case, in the parabolic subsystem. This does not work, because the notions of proper parabolics for $\Upsilon^c$ and $\Phi$ do not coincide.)

Given such a $v'$, we can write $v' = \sum_{\beta \in N'} x_\beta \beta$ for a unique $N' \subset \Xi \cap \Upsilon'$ with $x_\beta > 0$ for all $\beta \in N'$. Let $x = \min \{ x_\beta : \beta \in N' \}$. By hypothesis, $N'$ generates a root subsystem whose components are all of finite type $A$. Let $\beta \in N'$ have $x_\beta = x$ and let $\alpha$ have maximal tube support among roots in this subsystem with $\beta \in \text{Supp}(\alpha)$ such that $v'' = v' - x\alpha$ is in the nonnegative linear span of $N'$. Write $v'' = \sum_{\beta \in N''} y_\beta \beta$ with $N'' \subset N'$ and $y_\beta > 0$ for all $\beta \in N''$. By the minimality of $x$ and maximality of $\alpha$, $\alpha$ is either spaced or nested with all the roots in the subsystem generated by $N''$. The existence of a $c$-cluster expansion for $v'$ then follows by induction on $|N'|$.

Let $\ell$ be the minimum integer such that there exists a vector $v'$ with $|N'| = \ell$, having two distinct $c$-cluster expansions. By minimality of $\ell$, the set $N'$ (as in the previous paragraph) induces a connected proper subgraph of the diagram of $\Upsilon'$, and this subgraph is necessarily a path. This path is the tube support of the root $\alpha$. In light of Proposition 5.12, every $c$-cluster expansion of $x'$ must include $\alpha$ with coefficient $x$. Therefore the vector $v'' = v' - x\alpha$ has two $c$-cluster expansions of length $\ell - 1$, contradicting our assumption. We have proved the claim.

Besides proving part of Theorem 6.2, Proposition 6.8 is helpful in proving the following key lemma.
Lemma 6.9. Given a nonzero \( v \in V \setminus \hat{\Delta}_c \), there exists a sequence of simple reflections \( a_1, \ldots, a_k \) such that

(i) \( a_i \) is initial or final in the Coxeter element \( a_{i-1} \cdots a_1 a_{i-1} \) for \( i = 1 \ldots k \), and

(ii) there is at least one nonpositive coefficient in the expansion of \( a_k a_{k-1} \cdots a_1(v) \) in the basis of simple roots of \( \Phi \).

The sequence can be chosen so that, in condition (i), either \( a_i \) is initial for all \( i \) or \( a_i \) is final for all \( i \). If \( v \in U^c \setminus \Delta_c \), then the sequence can be chosen with \( k \leq M_k \).

Proof. First, suppose \( v \in U^c \). For large enough positive \( x \in \mathbb{R} \), the vector \( v + x\delta \) is in \( \Delta_c \), and thus by Proposition 6.8, the vector \( v + x\delta \) has a cluster expansion consisting of roots in \( \Delta_c \). We can choose \( x \) so that \( v + x\delta \) is not in the support of the expansion (or in other words, so that \( v + x\delta \) is on the boundary of \( \Delta_c \)). We have \( x \geq 0 \), because by hypothesis \( v \not\in \Delta_c \). Write \( \sum x_i \beta_i \) for the cluster expansion of \( v + x\delta \), so that \( v = -x\delta + \sum x_i \beta_i \). In light of Lemma 5.10, we can apply Lemma 5.8 to find a sequence \( a_1, \ldots, a_k \) satisfying the first condition of the lemma (choosing “initial” for each \( i \)) and a simple root \( \alpha_j \) with \( \{ \sum x_i a_k a_{k-1} \cdots a_1 \beta_i : \alpha_j \} = 0 \). Since \( \delta \) has full support in the basis of simple roots, we see that \( \sum x_i a_k a_{k-1} \cdots a_1 \beta_i : \alpha_j \leq 0 \), and since \( a_k a_{k-1} \cdots a_1 \delta = \delta \), the inequality says \( \{ a_k a_{k-1} \cdots a_1 v : \alpha_j \} \leq 0 \).

Now suppose \( v \not\in U^c \) and write \( v = a\gamma_c + b\delta + w \) with \( w \in U^c \cap V_{\text{fin}} \) and \( a \neq 0 \). Proposition 2.10(3) says that \( c \) has finite order on \( U^c \). Thus there exists a positive integer \( \ell \) such that \( c^\ell w = w \). Since \( c\gamma_c = \gamma_c + \delta \), we compute \( c^{m \ell} v \) to be \( a\gamma_c + (b + ml\alpha)d + w \) for any \( m \in \mathbb{Z} \). We can choose \( m \) so that \( c^{m \ell} v \) has at least one negative simple-root coordinate. If \( m = 0 \), then we are done. If \( m < 0 \), then the sequence \( s_{-m}, s_{-m+1}, \ldots, s_1 \), with indices interpreted modulo \( n \), has the desired properties (choosing “initial” for each \( i \)). If \( m > 0 \), then the sequence \( s_1, s_2, \ldots, s_{mn}, \) again with indices modulo \( n \), is the desired sequence (with “final” for all \( i \)).

Proof of Theorem 6.2. A natural way to prove this theorem is to state it more broadly for finite and affine type together and argue by induction on rank. However, since when \( \Phi \) is affine, every proper parabolic root subsystem of \( \Phi \) is finite, and since the finite case is known ([18, Theorem 3.11] and [26, Proposition 3.6]), we appeal to the finite case rather than to induction.

Let \( v \) be a vector in \( V \). First, suppose \( v \) is zero. Then \( v \) has a cluster expansion with no terms. If some other cluster expansion exists, then some negative simple root \( -\alpha \) must occur in the expansion with positive coefficient. Therefore, by (4.3), the other roots in the support of the second cluster expansion are in the complementary parabolic subspace, and this is a contradiction. We assume from now on that \( v \) is nonzero.

Suppose now that \( v \) is a vector in \( V \setminus \hat{\Delta}_c \). Choose a sequence \( a_1, \ldots, a_k \) to satisfy conditions (i) and (ii) of Lemma 6.9, and furthermore choose the sequence to minimize \( k \). Thus \( \tilde{v} = a_k a_{k-1} \cdots a_1(v) \) has a nonpositive coefficient in its simple-root expansion. Write \( \hat{v} \) for the Coxeter element \( a_k a_{k-1} \cdots a_1 a_{k-1} a_k \).

Write \( \tilde{v}_c \) for the vector \( \sum_{i=0}^{n} [\tilde{v} : \alpha_i] \alpha_i \). By construction \( \tilde{v}_c \) is supported on a proper parabolic root subsystem. Therefore it has a unique \( c \)-cluster expansion involving only positive roots in the subsystem. (Here \( c \) is the restriction of \( \hat{c} \) to the parabolic subgroup.) Property (4.3) and the fact that the only negative roots in \( \Phi_c \) are negative simple roots then imply that \( \tilde{v} \) has a unique \( \hat{c} \)-cluster expansion and
that this expansion writes \( \tilde{v} \) as a nonnegative combination of positive roots from this parabolic and negative simple roots in its complement.

If \( k = 0 \), then \( \tilde{v} = v \) and we are done. If \( k > 0 \), then \( v \) has strictly positive simple-root coordinates. Because we chose \( k \) to be minimal, \( a_k \tilde{v} \) also has strictly positive simple-root coordinates. But \( a_k \) equals some \( s_j \), so \( a_k \tilde{v} = s_j \tilde{v} \) differs from \( \tilde{v} \) by a multiple of the simple root \( \alpha_j \), and therefore \( \tilde{v} \) has strictly positive simple-root coordinates except for the coordinate of \( \alpha_j \). Thus the unique \( c \)-cluster expansion of \( \tilde{v} \) is a nonnegative combination of positive roots whose \( j \)-th coordinate equals 0 and the root \( -\alpha_j \). Property (4.7) thus implies that an \( s_j \tilde{c}s_j \)-cluster expansion of \( s_j \tilde{v} \) is obtained by applying \( s_j \) to each root in the \( \tilde{c} \)-cluster expansion of \( \tilde{v} \). This \( s_j \tilde{c}s_j \)-cluster expansion of \( s_j \tilde{v} \) is supported on positive roots, because otherwise property (4.3) implies a contradiction to the fact that \( s_j \tilde{v} \) has strictly positive simple-root coordinates. We claim that this \( s_j \tilde{c}s_j \)-cluster expansion of \( s_j \tilde{v} \) is unique. Any other \( s_j \tilde{c}s_j \)-cluster expansion of \( s_j \tilde{v} \) is supported on positive roots for the same reason, so \( \sigma_j \) agrees with \( s_j \) on the other expansion as well. Thus property (4.7) implies that by applying \( s_j \) to each root appearing in the other \( s_j \tilde{c}s_j \)-cluster expansion of \( s_j \tilde{v} \), we obtain another \( \tilde{c} \)-cluster expansion of \( \tilde{v} \), but we have already established that \( \tilde{v} \) has a unique \( \tilde{c} \)-cluster expansion. This contradiction implies the uniqueness claim.

We now apply repeatedly the same argument to obtain a unique \( c \)-cluster expansion of \( v \). The minimality of the sequence \( a_1, \ldots, a_k \) guarantees that, at each step, we obtain an expansion supported only on positive roots so that the relevant simple reflection \( s_i \) coincides with \( \sigma_i \) on its support.

Finally, suppose \( v \in \Delta_c \). Proposition 6.8 says that \( v \) has a \( c \)-cluster expansion supported on roots in \( \Lambda_c \), and that this is the unique \( c \)-cluster expansion of \( v \) supported on such roots. It remains to show that \( v \) has no \( c \)-cluster expansion whose support contains a negative simple root or a root outside of \( U^c \). But if \( v \) has a \( c \)-cluster expansion containing such a root, Proposition 3.12 implies that we can apply \( \tau_c^m \), for some integer \( m \), to one of the roots in the support of the \( c \)-cluster expansion to obtain a negative simple root. Thus there is a sequence \( a_1, \ldots, a_k \) satisfying condition (i) of Lemma 6.9 such that the corresponding sequence of \( \sigma_i \) takes one of the roots in the support of the \( c \)-cluster expansion to a negative simple.

Choosing this sequence to minimize \( k \), each of the \( \sigma_i \) acts as the corresponding \( s_i \) on each root, so \( a_k \cdots a_1 \) applied to the root yields a negative simple. Furthermore, the linear map \( a_k \cdots a_1 \) applied to all of the roots in the \( c \)-cluster expansion of \( v \) yields an \( a_k \cdots a_1 \)-cluster expansion of \( a_k \cdots a_1 v \). By Property (4.3), one of the simple-root coordinates of \( a_k \cdots a_1 v \) is strictly negative. This contradicts Proposition 6.6, because the latter implies that \( a_k \cdots a_1 v \) is in \( \Delta_c \). \( \square \)

If \( s \) is initial or final in \( c \), then we extend the map \( \sigma_s \) linearly on each cone of \( \text{Fan}_c(\Phi) \) to define a map (which we also call \( \sigma_s \)) on all of \( V \). We extend \( \tau_c \) in the same way. The following proposition is immediate by Proposition 3.3 and (4.7).

**Proposition 6.10.**

1. If \( s \) is initial or final in \( c \) then \( \sigma_s \) induces an isomorphism from \( \text{Fan}_c(\Phi) \) to \( \text{Fan}_{csc}(\Phi) \), which restricts to an isomorphism \( \text{Fan}_c^{\tau_c}(\Phi) \to \text{Fan}_{csc}^{\tau_c}(\Phi) \).
2. The map \( \tau_c \) induces an automorphism of \( \text{Fan}_c(\Phi) \), which restricts to an automorphism of \( \text{Fan}_c^{\tau_c}(\Phi) \).
Proposition 4.12 implies that the set $\Phi_c$ and the compatibility relation are preserved by rescaling $\Phi$, so the following proposition is immediate.

**Proposition 6.11.** If $\Phi$ and $\Phi'$ are finite or affine root systems related by rescaling, then $\text{Fan}_c(\Phi)$ coincides with $\text{Fan}_c(\Phi')$.

Lemma 6.9 implies a description of $\Delta_c$ in terms of inequalities.

**Proposition 6.12.** The cone $\Delta_c$ is the set of points $v$ in $U^c$ satisfying the inequality $\langle s_{i_1} \cdots s_{i_k} \rho_{i_k}, v \rangle \geq 0$ for all sequences $s_{i_1}, \ldots, s_{i_k}$ of simple reflections with $k \leq M_\Phi$ such that $s_{i_j}$ is initial in the Coxeter element $s_{i_{j-1}} \cdots s_{i_k} c s_{i_1} \cdots s_{i_{j-2}}$ for all $i = 1 \ldots k$.

**Proof.** Proposition 6.6 and the fact that $\Delta_c$ is contained in the cone of vectors with nonnegative simple-root coordinates for all $c$ imply that every $v \in \Delta_c$ satisfies the inequalities $\langle \rho_{i_k}, s_{i_k} \cdots s_{i_1}, v \rangle \geq 0$. These are equivalent to $\langle s_{i_1} \cdots s_{i_k} \rho_{i_k}, v \rangle \geq 0$.

If $v$ is a nonzero vector in $V \setminus \Delta_c$, then by Lemma 6.9 there is a sequence $s_{i_1}, \ldots, s_{i_k}$, with $k \leq M_\Phi$, satisfying the “initial or final” condition of the proposition such that the inequality $\langle \rho_{j_i}, s_{i_k} \cdots s_{i_1}, v \rangle > 0$ fails for some $j$. Choosing $k$ as small as possible, because $\alpha_{i_k}$ is the unique positive root that becomes negative under the action of $s_{i_k}$, we can take $j = i_k$. Thus the relative interior of $\Delta_c$ is separated from other points in $U^c$ by inequalities as described in the proposition. We conclude that $\Delta_c$ is defined by the given list of inequalities for $k \leq M_\Phi$. □

The link of a ray $r$ in a simplicial fan is the subfan consisting of cones $C$ such that $r \notin C$ but the nonnegative linear span of $r \cup C$ is a cone of the fan. The star of $r$ is the subfan of cones containing $r$. The following proposition is a restatement of Propositions 5.6, 5.13 and 6.12.

**Proposition 6.13.** Suppose $\Phi$ is of affine type and $c$ is a Coxeter element of $W$.

1. The link of the ray spanned by $\delta$ is isomorphic, as a simplicial complex, to a join of boundary complexes of simplicial cyclohedra. There is a $(k-1)$-dimensional cyclohedron (and thus a $(k-2)$-dimensional boundary complex) for each rank-$k$ component of $\Upsilon^c$.

2. The union of the cones in the star of the ray spanned by $\delta$ is the cone $\Delta_c$.

It is a closed polyhedral cone whose extreme rays are spanned by the simple roots of $\Upsilon^c$. Its defining inequalities are given by Proposition 6.12.

7. **Exchangeable roots**

The definition of $\text{Fan}_c(\Phi)$ depends only on when the compatibility degree is zero. In this section, we use more information about the compatibility degree (along with some extra information for cones contained in $\Delta_c$) to describe when roots in $c$-clusters can be exchanged, in the sense of the following definition.

**Definition 7.1.** Two distinct roots $\alpha$ and $\beta$ in $\Phi_c$ are said to be $c$-exchangeable if there exist $c$-clusters $C$ and $C'$ with $\alpha \in C$, with $\beta \in C'$, and with $C \setminus \{\alpha\} = C' \setminus \{\beta\}$. Two distinct real roots in $\Phi_c$ are said to be $c$-real-exchangeable if there exist real clusters $C$ and $C'$ with these properties.

If $\alpha, \beta \in \Phi_c$ are $c$-exchangeable, then they are not $c$-compatible. (If so, then $C \cup \{\beta\}$ is pairwise $c$-compatible for $C$ as in Definition 7.1. But $C$ is a $c$-cluster.)

**Theorem 7.2.** Suppose $\Phi$ is of affine type and $c$ is any Coxeter element.
Remark 7.3. In [17], exchangeability is necessarily imaginary.

α,β

When these equivalent conditions hold, any Coxeter element. For each

\( \delta \)

Theorem 7.5 stops short of describing which pairs

\( \alpha, \beta \)

\( \delta \)

Remark 7.6. Despite Theorem 7.2(4), there are pairs of real roots that are in some sense c-exchangeable with \( \delta \).

Definition 7.4. The pair \( \{ \alpha, \beta \} \) is c-exchangeable with \( \delta \) if there exists a (necessarily imaginary) c-cluster \( C \) with \( \delta \in C \) and a (necessarily real) c-cluster \( C' \) with \( \alpha, \beta \in C' \), such that \( C \setminus \{ \delta \} = C' \setminus \{ \alpha, \beta \} \).

\Phi \subseteq \Phi_c \quad \Phi \notin \Phi_c \quad \Phi \notin \Phi_c \quad \Phi \notin \Phi_c \quad \Phi \notin \Phi_c

Theorem 7.5. Suppose \( \Phi \) is of affine type, but not of type \( A_2^{(2)} \) and suppose \( c \) is any Coxeter element. For each \( \alpha \in \Phi_c \), the following are equivalent.

1. \( (\alpha \parallel \beta)_c = 1 = (\beta \parallel \alpha)_c \).
2. There exists \( \beta \in \Phi_c \) such that the pair \( \{ \alpha, \beta \} \) is c-exchangeable with \( \delta \).

When these equivalent conditions hold, \( \alpha \) is in the \( \tau_c \)-orbit of a negative simple root \( -\alpha_j \) such that there exists a diagram automorphism taking \( \alpha_j \) to \( \alpha_{aff} \).

Remark 7.6. Theorem 7.5 stops short of describing which pairs \( \{ \alpha, \beta \} \) are c-exchangeable with \( \delta \). The simplest characterization one might propose is that \( \{ \alpha, \beta \} \) are c-exchangeable with \( \delta \) if and only if \( \alpha \) and \( \beta \) are c-compatible and both satisfy the conditions of Theorem 7.5. However, this is already false in type \( A_2^{(2)} \), as we now explain. Recall that \( A_2^{(1)} \) has rank 3, take \( c \) as in Table 2.1, and recall that each \( \alpha_i \) equals \( \alpha_i^\gamma \) and that \( \delta = \delta^\gamma = \alpha_1 + \alpha_2 + \alpha_3 \). Setting \( \alpha = -\alpha_1 \) and \( \beta = -\alpha_2 \), indeed \( \alpha \) and \( \beta \) are c-compatible, \( (\alpha \parallel \delta)_c = 1 = (\delta \parallel \alpha)_c \), and \( (\beta \parallel \delta)_c = 1 = (\delta \parallel \beta)_c \).

Diagram automorphisms act transitively on the simple roots. However, there are only two real c-clusters that contain \( \alpha \) and \( \beta \), namely \( \{ \alpha, \beta, -\alpha_3 \} \) and \( \{ \alpha, \beta, \alpha_3 \} \), and we calculate \( (-\alpha_3 \parallel \delta)_c = 1 \) and \( (\alpha_3 \parallel \delta)_c = (\tau c \alpha_3 \parallel \tau c \delta)_c = (-\alpha_3 \parallel \delta)_c = 1 \).

Example 7.7. We give two simple examples to illustrate why Theorem 7.5 must exclude type \( A_2^{(2)} \). First, type \( A_2^{(2)} \) has rank 2, so any real c-cluster is a c-exchangeable pair with \( \delta = \alpha_1 + 2\alpha_2 \) (taking aff = 2). Thus \( \{ -\alpha_1, -\alpha_2 \} \) is an exchangeable pair, but \( (-\alpha_2 \parallel \delta)_c = 2 \) for either choice of \( c \). Second, consider \( A_4^{(2)} \) with aff = 3, so that \( \delta = \alpha_1 + 2\alpha_2 + 2\alpha_3 \), and take \( c = s_1 s_2 s_3 \). Then \( \textup{Fan}_c(\Phi) \) is the same as the fan shown in Fig. 6.1. The smallest triangle shown has vertices \( -\alpha_1 \) (red), \( -\alpha_2 \) (green), and \( -\alpha_3 \) (blue), and is adjacent to a triangle with \( -\alpha_1, \alpha_2 \) (cyan), and \( -\alpha_3 \). Since \( \alpha_2 \) is compatible with \( \delta \), the pair \( \{ -\alpha_1, -\alpha_3 \} \) is c-exchangeable with \( \delta \), but \( (-\alpha_3 \parallel \delta)_c = 2 \).

We now prepare to prove Theorems 7.2 and 7.5. The following proposition is immediate by Proposition 5.4.

Proposition 7.8. Suppose \( \Phi \) is of affine type and let \( \alpha, \beta \in \Phi_c \).
(1) If $s$ is an initial or final reflection in $c$ then $\alpha$ and $\beta$ are $c$-exchangeable if and only if $\sigma(\alpha)$ and $\sigma(\beta)$ are $scs$-exchangeable.

(2) $\alpha$ and $\beta$ are $c$-exchangeable if and only if $\tau_c(\alpha)$ and $\tau_c(\beta)$ are $c$-exchangeable.

The same assertions hold for real $c$-exchangeability. Similarly, a pair $\{\alpha, \beta\}$ is $c$-exchangeable with $\delta$ if and only if $\{\tau_c \alpha, \tau_c \beta\}$ is $c$-exchangeable with $\delta$ and if and only if $\{\sigma \alpha, \sigma \beta\}$ is $scs$-exchangeable with $\delta$.

Parts of the proofs in this section are deferred to Section 8, where they are done using the classifications of affine root systems. One can reduce the number of types that must be checked by performing a rescaling. Proposition 6.11 says that, if $\Phi'$ is a rescaling of $\Phi$, then $\text{Fan}_c(\Phi) = \text{Fan}_c(\Phi')$. In particular, the notions of $c$-exchangeability with respect to $\Phi$ and $\Phi'$ coincide. The condition $(\alpha \parallel \beta)_c = 1 = (\beta \parallel \alpha)_c$ is, also, in most cases, robust under rescaling.

**Proposition 7.9.** Suppose $\Phi$ and $\Phi'$ are affine root systems related by a rescaling $\beta \mapsto \beta' = \lambda \beta$. Then for real roots $\alpha$ and $\beta$ in $\Phi_{re}$:

1. The conditions $(\alpha \parallel \beta)_c = 1 = (\beta \parallel \alpha)_c$ and $(\alpha' \parallel \beta')_c = 1 = (\beta' \parallel \alpha')_c$ are equivalent;
2. The conditions $(\alpha \parallel \delta)_c = 1 = (\delta \parallel \alpha)_c$ and $(\alpha' \parallel \delta')_c = 1 = (\delta' \parallel \alpha')_c$ are equivalent except possibly when $\Phi$ or $\Phi'$ is of type $A^{(2)}_{2k}$.

**Proof.** If $(\alpha \parallel \beta)_c = 1 = (\beta \parallel \alpha)_c$, then $\frac{\lambda_{\alpha}}{\lambda_{\beta}} (\alpha' \parallel \beta')_c = 1 = \frac{\lambda_{\alpha}}{\lambda_{\beta}} (\beta' \parallel \alpha')_c$ by Proposition 4.12. Thus $\frac{\lambda_{\alpha}}{\lambda_{\beta}} = (\alpha' \parallel \beta')_c$ and $\frac{\lambda_{\alpha}}{\lambda_{\beta}} = (\beta' \parallel \alpha')_c$. In particular, both $\frac{\lambda_{\alpha}}{\lambda_{\beta}}$ and $\frac{\lambda_{\beta}}{\lambda_{\alpha}}$ are positive integers. Therefore $\lambda_{\alpha} = \lambda_{\beta}$ and $(\alpha \parallel \beta)_c = 1 = (\beta \parallel \alpha)_c$. The symmetric argument proves the converse.

For the second assertion, by (4.6), we can assume that $\alpha \notin \Lambda_c$. Proposition 3.12 says that $\alpha$ is in the $\tau_c$-orbit of a negative simple root. Thus by (4.8), we may as well take $\alpha$ to be $-\alpha_i$ for some $i$. In this case $(\alpha \parallel \delta)_c = [\delta : \alpha_i]$ by (4.3) and $(\delta \parallel \alpha)_c = [\delta' : \alpha'_i]$ by (4.4). If neither $\Phi$ nor $\Phi'$ is of type $A^{(2)}_{2k}$, then inspection of the classification of root system of affine type (see [24, Tables Aff 1–3]), reveals that the property that $[\delta : \alpha_i] = 1 = [\delta' : \alpha'_i]$ is preserved by rescaling. $$\square$$

We now begin the proof of Theorem 7.2(1). We prove all of one direction of the assertion and reduce the other direction to a proposition that we will prove type-by-type in Section 8.

**Proof of Theorem 7.2(1).** As in the proof Theorem 6.2, one could prove this for finite and affine type together by induction on rank, but instead, we use the finite case, which follows from [17, Proposition 3.5] and [26, Proposition 4.10].

Suppose $\alpha, \beta \in \Phi_{re}$ are $c$-exchangeable. If they are $c$-real-exchangeable, then let $C$ and $C'$ be real $c$-clusters with $\alpha \in C$, with $\beta \in C'$, and with $C \setminus \{\alpha\} = C' \setminus \{\beta\}$. Proposition 5.14(3) says that $C$ contains at least two roots in the $\tau_c$-orbits of negative simple roots. Thus $C \setminus \{\alpha\}$ contains at least one root in the $\tau_c$-orbit of a negative simple root. By Proposition 7.8(2) and (4.8), we may as well assume that $C \setminus \{\alpha\}$ contains a negative simple root $-\alpha_i$. Then Proposition 5.4 implies that $C \setminus \{-\alpha_i\}$ and $C' \setminus \{-\alpha_i\}$ are $c'$-clusters in a proper parabolic root subsystem $\Phi'$ of $\Phi$, where $c'$ is the restriction of $c$. The finite case result then says that $(\alpha \parallel \beta)_{c'} = 1 = (\beta \parallel \alpha)_{c'}$. Proposition 4.15 implies that $(\alpha \parallel \beta)_c = 1 = (\beta \parallel \alpha)_c$.

If $\alpha$ and $\beta$ are not $c$-real-exchangeable, then there exist $c$-clusters $C$ and $C'$, not both real, with $\alpha \in C$, with $\beta \in C'$, and with $C \setminus \{\alpha\} = C' \setminus \{\beta\}$. But then $C$ and $C'$ have the same cardinality, so Proposition 5.14 implies that both are imaginary and
contained in $\Lambda_c$. In particular $(\alpha \parallel \beta)_c = (\alpha \ominus \beta)_c$ and $(\beta \parallel \alpha)_c = (\beta \ominus \alpha)_c$. Since $\alpha$ and $\beta$ are $c$-exchangeable, they are not $c$-compatible, so by symmetry, to show that $(\alpha \parallel \beta)_c = 1 = (\beta \parallel \alpha)_c$, it suffices to rule out $(\alpha \ominus \beta)_c = 2$.

Suppose $(\alpha \ominus \beta)_c = 2$. Then $\alpha$ and $\beta$ are overlapping or adjacent on both sides and $\alpha$ has two distinct adjacent roots. Let $\ell$ be the number of simple roots of $\Upsilon_c$ in the overlap of $\text{Supp}_c(\alpha)$ and $\text{Supp}_c(\beta)$ on one side and let $m$ be the number of simple roots in the overlap on the other side. Let $p$ be the number of simple roots (in the component) not contained in or adjacent to $\text{Supp}_c(\alpha)$ and let $q$ be the number of simple roots in that are not contained in or adjacent to $\text{Supp}_c(\beta)$. Using Proposition 5.12, we see that the maximum size of a set of pairwise $c$-compatible real roots in the component, $c$-compatible with both $\alpha$ and $\beta$, is $\ell + m + p + q$, which is 4 less than the size of the component if $\beta$ has two adjacent roots, or 3 less if $\beta$ has one adjacent root. The maximum size of a set of pairwise $c$-compatible roots in each other component is 1 less than the size of the component. Since by Proposition 2.12, the rank of $\Upsilon_c$, minus the number of components, is $n - 2$, the maximum size of a set of pairwise $c$-compatible real roots in $\Upsilon_c$, $c$-compatible with both $\alpha$ and $\beta$, is $n - 4$. Allowing $\delta$ in the set, we conclude that $\Upsilon \setminus \{\alpha\}$ can contain at most $n - 3$ roots. This contradicts Proposition 5.14(5), so $(\alpha \ominus \beta)_c \neq 2$.

We have proved one direction of Theorem 7.2(1). To prove the remaining direction of Theorem 7.2(1), suppose $(\alpha \parallel \beta)_c = 1 = (\beta \parallel \alpha)_c$. If there exists a root $\gamma$ in the $\tau_c$-orbit of some negative simple root $-\alpha_i$ that is $c$-compatible with both $\alpha$ and $\beta$, then by Proposition 7.8(2) and (4.8), we may as well assume that some $-\alpha_i$ is $c$-compatible with both $\alpha$ and $\beta$. By (4.3), $\alpha$ and $\beta$ are in a proper standard parabolic root subsystem of $\Phi$ and Proposition 4.15 says that their compatibility degree in the root subsystem is 1 in both directions. By the result for finite type, $\alpha$ and $\beta$ are exchangeable in the root subsystem. Adjoining $-\alpha_i$ to the two relevant clusters, we see that $\alpha$ and $\beta$ are $c$-exchangeable in $\Phi_c$ as well.

Suppose that $\alpha$ and $\beta$ are both in $\Lambda_c^x$. Then there are two possibilities allowed by the equality $(\alpha \parallel \beta)_c = 1 = (\beta \parallel \alpha)_c$. One possibility is that $\alpha$ and $\beta$ are overlapping or adjacent on only one side. But then $\text{Supp}_c(\alpha, \beta)$ is not component-full, so Proposition 5.9 implies that there is a root in the $\tau_c$-orbit of a negative simple root that is $c$-compatible with both $\alpha$ and $\beta$, so we have already covered this possibility. The other possibility, pictured in Fig. 7.1 with the same drawing conventions as in Table 4.1, is that $\text{Supp}_c(\alpha)$ and $\text{Supp}_c(\beta)$ each omit a single simple root of the component of $\Upsilon_c$ that contains them both. In this case, let $p$ and $q$ be the numbers of simple roots in the two components of $\text{Supp}_c(\alpha) \cap \text{Supp}_c(\beta)$. Using Proposition 5.12, we can construct a set of $p + q$ pairwise $c$-compatible real roots in the component, each $c$-compatible with both $\alpha$ and $\beta$. This is 2 less than the size of the component. In each other component of size $k$, we can find a set $k - 1$ of

![Figure 7.1. One of the cases discussed in the proof of Theorem 7.2.](image-url)
pairwise $c$-compatible roots. Since the rank of $\Upsilon^c$ minus the number of components is $n - 2$, we have constructed a set $C$ of $n - 3$ pairwise $c$-compatible real roots in $\Upsilon^c$, each $c$-compatible with both $\alpha$ and $\beta$. By Proposition 5.14 and (4.6), the sets $C \cup \{\alpha, \delta\}$ and $C \cup \{\beta, \delta\}$ witness that $\alpha$ and $\beta$ are $c$-exchangeable.

The remaining case is where one or both of $\alpha$ and $\beta$ are not in $\Lambda^e$, or equivalently by Proposition 3.12, one or both is in the $\tau_c$-orbit of a negative simple root. By Proposition 2.9, Proposition 7.8(1), Lemma 3.11, and (4.7), we can choose one $n$ is pairwise clusters that witness the already handled the case where some root in the $\tau_c$-orbit of a negative simple root, and by Proposition 7.8(2) and (4.8), we may as well assume that $\alpha$ is a negative simple root $-\alpha_j$. If $K(\gamma_c, \beta) > 0$, then since $U^c$ is defined by the equation $K(\gamma_c, \cdot) = 0$ and since $[\beta : \alpha_j] = 1$, Proposition 3.12(5) says that $\beta$ is in an infinite $\tau_c$-orbit, so Proposition 3.12(8) says that $\tau^m_c(\beta)$ is a negative simple for some $m < 0$. Proposition 3.12(8) also says that $K(\gamma_c, \tau^m_c(-\alpha_j)) < 0$. Thus, up to applying $\tau_c$ several times and then switching $\alpha$ and $\beta$ and changing $j$, we can assume that $\alpha = -\alpha_j$ and $K(\gamma_c, \beta) \leq 0$. Since we have already handled the case where some root in the $\tau_c$-orbit of some negative simple root is $c$-compatible with both $\alpha$ and $\beta$, by (4.3) and (4.8) we may as well assume that $\text{Supp}_c(\tau^m_c(\alpha), \tau^m_c(\beta))$ is full for every integer $m$. In particular, $\beta$ has full support. By Proposition 4.11, we can rewrite the hypothesis $\langle \alpha \beta \rangle = 1 = \langle \beta \alpha \rangle$ as $\langle \alpha \beta \rangle = 1 = \langle \alpha^\vee \beta^\vee \rangle$, and since $\alpha = -\alpha_j$, this is $[\beta : \alpha_j] = [\beta^\vee : \alpha_j^\vee] = 1$. We complete the proof of Theorem 7.2(1) by verifying that this final case cannot occur.

Proposition 7.9 allows us to restrict our attention to the standard affine root systems. Thus the following proposition completes the proof.

**Proposition 7.10.** Suppose $\Phi$ is of standard affine type. In each conjugacy class of Coxeter element, there exists $c$ such that the following assertion holds: For each $j \in \{1, \ldots, n\}$, there does not exist $\beta \in \Phi^e$ with full support such that

1. $[\beta : \alpha_j] = [\beta^\vee : \alpha_j^\vee] = 1$,
2. $\text{Supp}_c(\tau^m_c(-\alpha_j), \tau^m_c(\beta))$ is full for all integers $m$.
3. $K(\gamma_c, \beta) \leq 0$.

Proposition 7.10 is proved in Section 8. We proceed to prove the remainder of Theorem 7.2. We will use Theorem 7.2(1) to prove the remaining parts, but when we prove Proposition 7.10 (and thus complete the proof of Theorem 7.2(1)), we do not use Theorem 7.2.

**Proof of Theorem 7.2(2–3).** Suppose $\alpha$ and $\beta$ are $c$-exchangeable roots but are not $c$-real-exchangeable. In the proof of Theorem 7.2(1), we showed that in this case $\alpha, \beta \in \Lambda^e$. We want to show that $\text{Supp}_c(\alpha, \beta)$ is component-full and that $\alpha + \beta$ is in $\Delta_c$. If $\text{Supp}_c(\alpha, \beta)$ is not component-full, then $R = \{\alpha, \beta\}$ satisfies the hypotheses of Proposition 5.9, so there exists a root $\tau^k_c(-\alpha_j)$ for some $j \in \{1, \ldots, n\}$ and $k \in \mathbb{Z}$ that is $c$-compatible with both $\alpha$ and $\beta$. Thus by (4.8), $\tau^{-k}_c\alpha$ and $\tau^{-k}_c\beta$ are both $c$-compatible with $-\alpha_j$, and thus by (4.3), both are in the proper parabolic root subsystem deleting $\alpha_j$. Writing $c'$ for the restriction of $c$ to the parabolic subgroup, Theorem 7.2(1) and Proposition 4.15 imply that $(\tau^{-k}_c\alpha | \tau^{-k}_c\beta)_{c'} = 1 = (\tau^{-k}_c\beta | \tau^{-k}_c\alpha)_{c'}$. The finite-type result implies that $\tau^{-k}_c\alpha$ and $\tau^{-k}_c\beta$ are $c'$-exchangeable in the parabolic subgroup. Inserting $-\alpha_j$ into the $c'$-clusters that witness the $c'$-exchangeability, we see that $\tau^{-k}_c\alpha$ and $\tau^{-k}_c\beta$ are $c'$-real-exchangeable. Now Proposition 7.8(2) implies that $\alpha$ and $\beta$ are $c$-real-exchangeable.
This contradiction shows that \( \text{Supp}_\xi(\alpha, \beta) \) is component-full. Therefore \( \alpha + \beta - \delta \) is a nonnegative linear combination of positive roots of \( \Upsilon^c \). Since \( \delta \) is in \( \Delta_c \) and the positive roots of \( \Upsilon^c \) are in \( \Delta_c \), we conclude that \( \alpha + \beta \) is in \( \Delta_c \).

We now continue to assume that \( \alpha \) and \( \beta \) are \( c \)-exchangeable but now assume that they are \( c \)-real-exchangeable. To complete the proof, we need to show that \( \alpha + \beta \notin \Delta_c \) and to show that if \( \alpha, \beta \in \Lambda_c^e \), then \( \text{Supp}_\xi(\alpha, \beta) \) is not component-full. Let \( C \) and \( C' \) be real \( c \)-clusters with \( \alpha \in C \), with \( \beta \in C' \), and with \( C \setminus \{ \alpha \} = C' \setminus \{ \beta \} \). Proposition 5.14(3) says that \( C \) contains at least two roots in the \( \tau_c \)-orbits of negative simple roots. Thus \( C \setminus \{ \alpha \} \) contains at least one root in the \( \tau_c \)-orbit of a negative simple root. Therefore, Properties (4.3) and (4.8) imply that \( \text{Supp}_\Pi(\tau_k^c(\alpha), \tau_k^c(\beta)) \) is not full for some integer \( k \).

Suppose for the sake of contradiction that \( \alpha, \beta \in \Lambda_c^e \) and that \( \text{Supp}_\xi(\alpha, \beta) \) is component-full. Then by Proposition 2.15, \( \text{Supp}_\xi(\tau_k^c(\alpha), \tau_k^c(\beta)) \) is also component-full. But then \( \tau_k^c(\alpha) + \tau_k^c(\beta) = \delta \) plus a nonnegative combination of positive roots, and since \( \text{Supp}_\Pi(\delta) \) is full, we conclude that \( \text{Supp}_\Pi(\tau_k^c(\alpha), \tau_k^c(\beta)) \) is full, and this is our contradiction.

It remains to show that \( \alpha + \beta \notin \Delta_c \). The fact that \( \tau_k^c(C \setminus \{ \alpha \}) \) contains a negative simple root for some \( k \) means that, reading indices modulo \( n \), the set \( \sigma_1 \cdots \sigma_k(C \setminus \{ \alpha \}) \), if \( k > 0 \), or \( \sigma_{nk+1} \cdots \sigma_0(C \setminus \{ \alpha \}) \), if \( k < 0 \), contains a negative simple root. Choose \( \ell \) with the smallest absolute value such that \( \sigma_1 \cdots \sigma_\ell(C \cup \{ \beta \}) \), if \( \ell > 0 \), or \( \sigma_{-\ell} \cdots \sigma_0(C \cup \{ \beta \}) \), if \( \ell < 0 \), contains a negative simple root, and write \( \Sigma \) for \( \sigma_1 \cdots \sigma_\ell \) or \( \sigma_{-\ell} \cdots \sigma_0 \). Since we choose \( \ell \) with smallest absolute value, since \( \sigma_i \) acts as \( s_i \) on positive roots, and since \( \pm \varepsilon_i \) are the only roots whose sign changes under the action of \( s_i \), we see that \( (\Sigma(C \cup \{ \beta \})) \cap (-\Pi) = \{-\alpha_1\} \). If neither \( \Sigma(\alpha) \) nor \( \Sigma(\beta) \) is \( \alpha_\ell \)-coordinate \( 1 \) in its simple-root expansion by (4.3). In either case, \( \Sigma(\alpha) + \Sigma(\beta) \) is in the span of \( \Pi \setminus \{ \alpha_\ell \} \). Write \( \tilde{c} \) for \( s_{1} \cdots s_{\ell} c s_{\ell-1} \cdots s_{1} \), if \( \ell \geq 0 \), or for \( s_{\ell} \cdots s_{0} c s_{0} \cdots s_{\ell} \), if \( \ell < 0 \). Since all vectors in \( \Delta_c \) have strictly positive simple-root coordinates, we see that \( \Sigma(\alpha) + \Sigma(\beta) \) is not in \( \Delta_c \). Since each \( \sigma_i \) that makes up \( \Sigma \) acts as \( s_i \), Proposition 6.6 implies that \( \alpha + \beta \) is not in \( \Delta_c \). This completes the proof of Theorem 7.2(2–3).

Proof of Theorem 7.2(4). Suppose \( C \) is a \( c \)-cluster with \( \delta \in C \). Then by definition \( C \) is an imaginary cluster, so Proposition 5.14 says that \( |C| = n - 1 \). If \( \beta \) is any real root in \( \Phi_c^e \), then \( (C \setminus \{ \delta \}) \cup \{ \beta \} \) has \( \leq n - 1 \) roots, and thus is not a real cluster by Proposition 5.14. It is also not an imaginary cluster, since it does not contain \( \delta \). We see that \( \beta \) and \( \delta \) are not exchangeable.

Finally, we reduce Theorem 7.5 to a proposition that will be proved in Section 8.

Proof of Theorem 7.5. Suppose \( (\alpha | \delta)_c = 1 = (\delta | \alpha)_c \). Since in particular \( \alpha \) and \( \delta \) are not \( c \)-compatible, by Proposition 5.6, \( \alpha \) is in the \( \tau_c \)-orbit of a negative simple root. As in the proof of Theorem 7.2(1), we can assume that \( \alpha = -\alpha_j \) for some \( j \). As before, the assumption that \( (\alpha | \delta)_c = 1 = (\delta | \alpha)_c \) means that \( [\delta : \alpha_j] = 1 = [\delta^\vee : \alpha_j^\vee] \). Inspection of the classification (for example in [24, Tables Aff 1–3]) shows that \( [\delta : \alpha_j] = 1 = [\delta^\vee : \alpha_j^\vee] \) happens if and only if \( \alpha_j = \alpha_{\text{aff}} \) or there is some diagram.
automorphism taking \( \alpha_j \) to \( \alpha_{\text{aff}} \). Since we will be proving this direction of the theorem for all possible \( c \), we may as well take \( \alpha_j = \alpha_{\text{aff}} \).

As before, let \( \beta_1, \ldots, \beta_{n-2} \) be the simple roots of \( \Upsilon_{\text{in}}^c \). Then the set \( \Omega^c \) is a collection of pairwise \( c \)-compatible roots in \( \Lambda^c_{\text{aff}} \). (Within each component they are all nested.) In particular, each of these is \( c \)-compatible with \( \alpha = -\alpha_{\text{aff}} \). By Theorem 5.5 and Proposition 5.14(1), \( \Omega^c \cup \{ \alpha \} \) is contained in some real cluster \( C' = \Omega^c \cup \{ \alpha, \beta \} \) for some \( \beta \). Writing \( C \) for the cluster \( \Omega^c \cup \{ \delta \} \), we have \( C \setminus \{ \delta \} = C' \setminus \{ \alpha, \beta \} \). That is, \( \{ \alpha, \beta \} \) is \( c \)-exchangeable with \( \delta \).

Conversely, given \( \alpha \in \Phi_c \), suppose there exists \( \beta \in \Phi_c \) such that the pair \( \{ \alpha, \beta \} \) is \( c \)-exchangeable with \( \delta \). Specifically, suppose \( C \) is an imaginary \( c \)-cluster and \( C' \) is a \( c \)-cluster with \( \alpha, \beta \in C' \), such that \( C \setminus \{ \delta \} = C' \setminus \{ \alpha, \beta \} \). We want to prove that \( (\alpha | \delta)_c = 1 = (\delta | \alpha)_c \). By Propositions 4.12 and 7.9, it is enough to check the theorem only for the standard affine root systems. By Proposition 7.8 and (4.7), it is enough to check only one choice of \( c \) in each conjugacy class.

Because \( C \setminus \{ \delta \} = C' \setminus \{ \alpha, \beta \} \), in particular, \( \alpha \not \in C \). Since \( C \) is a cluster (a maximal set of pairwise \( c \)-compatible roots in \( \Phi_c \)), and \( \alpha \) is compatible with any root in \( C \setminus \{ \delta \} \), we deduce that the root \( \alpha \) is not \( c \)-compatible with \( \delta \). In particular Proposition 5.6 says that \( \alpha \) is in the \( \tau_c \)-orbit of a negative simple root \( -\alpha_j \). By (4.8) and the fact that \( \tau_c \) fixes \( \delta \), we may as well assume that \( \alpha = -\alpha_j \). By (4.3) and (4.4), the assertion that \( (\alpha | \delta)_c = 1 = (\delta | \alpha)_c \) is equivalent to the assertion that \( [\delta : \alpha_j] = 1 = [\delta' : \alpha_j'] \). As mentioned above, the latter assertion is equivalent to the assertion that \( \alpha_j = \alpha_{\text{aff}} \) or there is some diagram automorphism taking \( \alpha_j \) to \( \alpha_{\text{aff}} \). The roots \( C \setminus \{ \delta \} \) are all in \( \Lambda^c_{\text{aff}} \) by Proposition 5.6. Also, Proposition 5.14 implies that \( C \setminus \{ \delta \} \) contains exactly \( n - 2 \) roots, and these roots are linearly independent. In particular, \( |\text{Supp}_{\mathbb{Z}}(C \setminus \{ \delta \})| \geq n - 2 \). As mentioned above in the proof of most of Theorem 7.2(1), the rank of \( \Upsilon^c \), minus the number of components, is \( n - 2 \), so Lemma 5.10 says that \( \text{Supp}_{\mathbb{Z}}(C \setminus \{ \delta \}) \) consists of all but one simple root in each component of \( \Upsilon^c \). Each root in \( C \setminus \{ \delta \} \) is \( c \)-compatible with \( -\alpha_j \), so \( \alpha_j \not \in \text{Supp}_{\mathbb{Z}}(C \setminus \{ \delta \}) \), which further implies that \( \alpha_j \not \in \text{Supp}_{\mathbb{Y}}(\text{Supp}_{\mathbb{Z}}(C \setminus \{ \delta \})) \). In Section 8, we complete the proof by proving the following proposition.

**Proposition 7.11.** Suppose \( \Phi \) is a standard affine root system. Then there exists a Coxeter element \( c \) such that the following assertion holds: If \( R \) is a set of simple roots of \( \Upsilon^c \) consisting of all but one simple root in each component of \( \Upsilon^c \), and if \( -\alpha_j \) is a simple root of \( \Phi \) with \( \alpha_j \not \in \text{Supp}_{\mathbb{Y}}(R) \), then \( \alpha_j = \alpha_{\text{aff}} \) or there is some diagram automorphism taking \( \alpha_j \) to \( \alpha_{\text{aff}} \).

8. **Type-by-type arguments for exchangeability**

In this section, we prove Propositions 7.10 and 7.11 by a type-by-type check in the classification of affine root systems. Neither proof relies on results of Section 7.

**Proof of Proposition 7.10.** We argue type-by-type, and we take \( c = s_1 \cdots s_n \) according to the labeling in Table 2.1. Exceptional types are checked by computer.

Recall that \( \alpha_{\text{aff}} = \alpha_n \) is every case. Since \( \Phi \) is of standard affine type, every root \( \beta \) of \( \Phi \) is of the form \( \beta' + k\delta \) for some \( \beta' \in \Phi_{\text{fin}} \). In every case, we assume conditions (1) and (3). To eliminate cases, we use the observation that no root in \( \Phi^c \) is in \( U^c \) and has \( \text{Supp}_{\mathbb{Z}}(\beta) \) component-full. Thus for each possible \( \beta \), we either prove that \( \beta \in U^c \) and \( \text{Supp}_{\mathbb{Z}}(\beta) \) is component-full or we prove that (2) fails. In the simply laced cases, we scale \( \Phi \) so that roots and co-roots coincide. We rewrite condition (3)
as \((\phi_c, \beta) \leq 0\) for \(\phi_c\) as in Lemma 2.11. We have \(\beta \in U^c\) if and only if \((\phi_c, \beta) = 0\). Throughout, we use the fact that \(\delta\) is fixed by \(c\). We also use the fact that if each of the roots \(\beta, c(\beta), \ldots, c^p(\beta)\) is positive for some \(p\), then \(c^p(\beta) = \tau^p(\beta)\).

**Case** \(A_{n-1}^{(1)}\): In this case, Lemma 2.11 implies that, up to positive scaling, \(\phi_c\) is \(\rho_n - \rho_1\). Thus we are looking for \(\beta\) with \([\beta : \alpha_1] \geq [\beta : \alpha_n]\). A root \(\beta\) with full support, at least one simple-root coordinate \(= 1\) and \([\beta : \alpha_1] \geq [\beta : \alpha_n]\) is of the form \(\beta' + \delta\) for \(\beta' \in \Phi_{n}^+\) or \(-\beta' + 2\delta\) for \(\beta' \in \Phi_{m}^+\) or \(\beta' \in \Phi_{(k,1,...,n-1)}^+\). But in the latter case, \(\beta \in U^c\) and \(\text{Supp}_\Sigma(\beta)\) is component-full. Similarly, if \(\beta = \beta' + \delta\) for \(\beta' \in \Phi_{n}^+\) such that \([\beta' : \alpha_1] = 0\), again \(\beta \in U^c\) and \(\text{Supp}_\Sigma(\beta)\) is component-full. Thus we can assume that \(\beta = \beta' + \delta\) for \(\beta' \in \Phi_{n}^+\) and \([\beta' : \alpha_1] = 1\).

We write \(\beta' = \alpha_1 + \cdots + \alpha_k + \alpha_{k+1} + \cdots + \alpha_{k+m}\), and without loss of generality, we can take \(m < \ell\). (Otherwise, rename the roots \(\alpha_2, \ldots, \alpha_k\) as \(\alpha_{k+1}, \ldots, \alpha_{n-1}\) and vice versa, replacing \(k\) by \(n-k\).) We compute \(c^{m-1}(\beta') = -\alpha_{\ell-m} - \cdots - \alpha_k - \alpha_n\). Since \(\delta\) is fixed by \(c\), we see that \([c^{m-1}(\beta') : \alpha_{\ell-m}] = 0\). Each of the roots \(c^{m-1}(\beta')\) for \(i = 0, \ldots, m + 1\) is positive, so \(\tau^{c^{m-1}}(\beta') = c^{m-1}(\beta)\) and thus \([\tau^{c^{m-1}}(\beta') : \alpha_{\ell-m}] = 0\).

Since \([\beta : \alpha_1] = 1\), we have \(j \in \{\ell + 1, \ldots, k\} \cup \{k + m + 1, \ldots, n\}\). If \(j\) is in \(\{\ell + 1, \ldots, k\}\), then \(\tau^{c^{m-1}}(\alpha_j) = \alpha_{j-m} + \cdots + \alpha_k + \alpha_{m-n} + \cdots + \alpha_n\). If \(j\) is in \(\{k + m + 1, \ldots, n\}\), then \(\tau^{c^{m-1}}(\alpha_j) = \alpha_{k-m} + \cdots + \alpha_k + \alpha_{j-m} + \cdots + \alpha_n\). Since \(\ell < j < k + 1\), in either case we have \([\tau^{c^{m-1}}(\alpha_j) : \alpha_{\ell-m}] = 0\), contradicting condition (2).

**Case** \(B_{n-1}^{(1)}\): Lemma 2.11 implies that, up to positive scaling, \(\phi_c\) is \(\rho_n + \rho_{n-1} - 2\rho_1\). Recalling that \(\rho_i\) is in the basis dual to the simple co-roots and writing \(\rho_i^\vee\) for elements of the basis dual to the simple roots, we have \(\rho_i^\vee = d_i^{-1} \rho_i\), where the \(d_i\) are the symmetrizing constants described in Section 2.1. We can take \(d_1 = \frac{1}{2}\) and \(d_i = 1\) for \(i \neq 1\), so up to positive scaling \(\phi_c\) is \(\rho_n^\vee + \rho_{n-1}^\vee - \rho_1^\vee\). Thus we require \([\beta : \alpha_1] \geq [\beta : \alpha_{n-1}] + [\beta : \alpha_n]\). We have \(\delta = 2 \sum_{i=1}^{n-2} \alpha_i + \alpha_{n-1} + \alpha_n\). The positive roots in \(\Phi_n^+\) are exactly the roots \(\sum_{i=1}^m \alpha_i\) for \(2 \leq \ell \leq n - 1\) or \(2 \sum_{i=1}^\ell \alpha_i + \sum_{i=\ell+1}^m \alpha_i\) for \(0 \leq \ell < m \leq n - 1\).

A positive root \(\beta\) with full support, at least one simple-root coordinate \(= 1\) and \([\beta : \alpha_1] \geq [\beta : \alpha_{n-1}] + [\beta : \alpha_n]\) is of one of the following forms:

(a) \(\beta' + \delta\) for \(\beta' \in \Phi_1^+\) with \([\beta' : \alpha_1] \geq [\beta' : \alpha_{n-1}]\).
(b) \(-\beta' + \delta\) for \(\beta' = \sum_{i=1}^m \alpha_i\) for \(2 \leq \ell \leq m \leq n - 2\).
(c) \(-\beta' + 2\delta\) for \(\beta' \in \Phi_{n}^+\) with \([\beta' : \alpha_{n-1}] = 1\) and \([\beta' : \alpha_1] \leq 1\).

If \(\beta\) is of form (a) and \(\beta' \in \Phi_{(2,\ldots,n-2)}^+\), then \(\beta\) is in \(U^c\) and has component-full tube support, so we can assume that either \([\beta' : \alpha_1]\) or \([\beta' : \alpha_{n-1}]\) is positive. But since \([\beta' : \alpha_1] \geq [\beta' : \alpha_{n-1}]\), we have \([\beta' : \alpha_1] \geq 1\). Thus \(\beta'\) is of the form \(2 \sum_{i=1}^\ell \alpha_i + \sum_{i=\ell+1}^m \alpha_i\) for \(0 \leq \ell < m \leq n - 1\). If \(\beta'\) is \(\sum_{i=1}^n \alpha_i\) (that is, if \(\ell = 0\) and \(m = n - 1\)), then \(\beta' = \beta_{n-2}\) in Table 2.1, so again \(\beta\) is in \(U^c\) and has component-full tube support, and we rule out his case. If \(\ell = 0\) and \(m < n - 1\), then \(c^{m}(\beta') = -\sum_{i=1}^n \alpha_i\), and thus \(c^{m}(\beta') = c^{m}(\beta') + \delta = \sum_{i=1}^n \alpha_i\). Since all these roots are positive, we have \(\tau^{c^{m}}(\beta) = \sum_{i=1}^n \alpha_i\). We have \(j = n - 1\) or \(j = n\). In either case, we calculate \(\tau^{c^{m}}(\alpha_j)\) and find that either its \(\alpha_{n-1}\)- or \(\alpha_n\)-coefficient is zero. Similarly, if \(\ell > 0\), we compute \(c^{\ell}(\beta') = -\sum_{i=\ell+1}^m \alpha_i\) and see that \(\tau^{c^{\ell}}(\beta)\) has both its \(\alpha_{n-1}\)-coefficient and its \(\alpha_n\)-coefficient zero, while \(\tau^{c^{\ell}}(\alpha_j)\) has either its \(\alpha_{n-1}\)- or \(\alpha_n\)-coefficient zero. In either case, we have found a contradiction to (2).

If \(\beta\) is of form (b), then \(\beta\) is in \(U^c\) and has component-full tube support.
Finally, if \( \beta \) is of form (c), then \( \beta' = \sum_{i=\ell}^{n-1} \alpha_i \) for some \( 1 \leq \ell \leq n - 1 \). If \( \ell = 1 \), then \( \beta \) is in \( U^c \) and has component-full tube support, so we assume \( \ell > 1 \). We compute \( c^{-\ell+1}(\beta') = \delta + \alpha_q \), where \( q \) is \( n \) if \( \ell \) is even or \( q \) is \( n - 1 \) if \( \ell \) is odd. Therefore \( c^{-\ell+1}(\beta) = \delta - \alpha_q \), and since all these roots are positive, we have \( \tau_c^{-\ell+1}(\beta) = \delta - \alpha_q \), which has \( \alpha_q \)-coordinate zero. In this case, \( j = n - 1 \) and we calculate \( \tau_c^{-\ell+1}(-\alpha_j) = \sum_{i=n-\ell+1}^{n} \alpha_i + \alpha_p \), where \( p \) is \( n - 1 \) if \( \ell \) is even or \( p \) is \( n \) if \( \ell \) is odd. Both have \( \alpha_q \)-coordinate zero, so we have again contradicted (2).

**Case \( C_{n-1}^{(1)} \):** Lemma 2.11 implies that, up to positive scaling, \( \phi_c \) is \( \rho_n - \rho_1 \). Since the symmetrizing constants \( d_1 \) and \( d_n \) are the same, up to scaling this is \( \rho_n^2 - \rho_1^2 \), so we require \([\beta : \alpha_1] \geq [\beta : \alpha_n]\). We have \( \delta = \sum_{i=1}^{n-1} \alpha_i + \sum_{i=2}^{n-1} \alpha_i \). The positive roots in \( \Phi_{\alpha_n} \) are exactly the roots \( \sum_{i=\ell}^{n} \alpha_i \) for \( 2 \leq \ell \leq m \leq n - 1 \) or \( \sum_{i=1}^{n} \alpha_i + \sum_{i=2}^{n-1} \alpha_i \) for \( 1 \leq \ell \leq m \leq n - 1 \).

A positive root \( \beta \) with full support, at least one simple-root coordinate is 1 and \([\beta : \alpha_1] \geq [\beta : \alpha_n]\) is either \( \beta' + \delta \) for \( \beta' \in \Phi_{\alpha_n}^{+} \) or \( -\beta' + \delta \) for \( \beta' \in \Phi_{\alpha_n}^{-} \). First, assume \( \beta = \beta' + \delta \) for \( \beta' \in \Phi_{\alpha_n}^{+} \). If \( \beta' \in \Phi_{\alpha_n}^{(2, ..., n-1)} \), then \( \beta \in U^c \) and \( \text{Supp}_{\alpha}(\beta) \) is component-full, so we assume \( \beta' = \sum_{i=1}^{n-1} \alpha_i + \sum_{i=2}^{n-1} \alpha_i \) for \( 1 \leq \ell \leq m \leq n - 1 \). We calculate \( c^{-\ell+1}(\beta') = -\sum_{i=1}^{n-1} \alpha_i \), so \( c^{-\ell+1}(\beta) = \sum_{i=m-\ell+2}^{n} \alpha_i \), which has \( \alpha_1 \)- and \( \alpha_n \)-coordinates zero. In this case, either \( j \in \{1, n\} \) or \( j \in \{\ell, \ell + 1, ..., m\} \). If \( j = n \), then \( \tau_c^{-\ell+1}(-\alpha_j) = \sum_{i=n-\ell+2}^{n-1} \alpha_i \), which also has \( \alpha_1 \)-coordinate zero. If \( j \in \{\ell, \ell + 1, ..., m\} \), then \( \tau_c^{-\ell+1}(-\alpha_j) = \sum_{i=m-\ell+2}^{n} \alpha_i \), so \( \tau_c^{-\ell+1}(-\alpha_j) = \sum_{i=m-\ell+2}^{n} \alpha_i + \sum_{i=m-\ell+2}^{n} \alpha_i \), which also has \( \alpha_1 \)-coordinate zero. We have contradicted (2) except when \( j = 1 \). In that final case, we compute \( \tau_c^{-\ell+1}(\beta) = \sum_{i=\ell+1}^{n} \alpha_i + \sum_{i=\ell+1}^{n} \alpha_i \), and we have contradicted (2) in this final case.

**Case \( D_{n-1}^{(1)} \):** By Lemma 2.11, up to positive scaling \( \phi_c \) is \( \rho_1 + \rho_{n-1} - \rho_2 - \rho_1 \), so we want \( \beta \) with \([\beta : \alpha_1] + [\beta : \alpha_2] \geq [\beta : \alpha_{n-1}] + [\beta : \alpha_n]\). We have \( \delta = \sum_{i=1}^{n-1} \alpha_i + \sum_{i=2}^{n-2} \alpha_i \). Each positive root in \( \Phi_{\alpha_n} \) is either a sum of adjacent roots, with coefficients 1, along a path in the diagram for \( \Phi_{\alpha_n} \), or is of the form \( \sum_{i=1}^{m} \alpha_i + \sum_{i=3}^{\ell} \alpha_i \) for some \( \ell \) and \( m \) with \( 2 \leq \ell < \ell < n - 1 \).

A positive root \( \beta \) with full support, at least one simplest-root coordinate is 1 and \([\beta : \alpha_1] + [\beta : \alpha_2] \geq [\beta : \alpha_{n-1}] + [\beta : \alpha_n]\) is of one of the following three forms:

(a) \( \beta' + \delta \) for \( \beta' \in \Phi_{\alpha_n}^{+} \) with \([\beta' : \alpha_1] + [\beta' : \alpha_2] \geq [\beta' : \alpha_{n-1}] + [\beta' : \alpha_n]\).
(b) \( -\beta' + \delta \) for \( \beta' \in \Phi_{\alpha_n}^{-} \) with \([\beta' : \alpha_{n-1}] = 1 \) and \([\beta' : \alpha_1] + [\beta' : \alpha_2] \leq 1 \).
(c) \( -\beta' + 2\delta \) for \( \beta' \in \Phi_{\alpha_n}^{(3, ..., n-2)} \) with \([\beta' : \alpha_{n-1}] = 1 \) and \([\beta' : \alpha_1] + [\beta' : \alpha_2] \leq 1 \).

If \( \beta \) is of form (a) and \( \beta' \in \Phi_{\alpha_n}^{(3, ..., n-2)} \), then \( \beta \in U^c \) and \( \text{Supp}_{\alpha}(\beta) \) is component-full, so we can rule out this case. Thus at least one of \([\beta' : \alpha_1], [\beta' : \alpha_2] \) and \([\beta' : \alpha_{n-1}] \) is 1, but since \([\beta' : \alpha_1] + [\beta' : \alpha_2] \geq [\beta' : \alpha_{n-1}] \), we see that at least one of \([\beta' : \alpha_1] \) and \([\beta' : \alpha_2] \) is 1. By symmetry, we can assume \([\beta' : \alpha_1] = 1 \). If also \([\beta' : \alpha_{n-1}] = 1 \) but \([\beta' : \alpha_2] = 0 \), then again \( \beta \in U^c \) and \( \text{Supp}_{\alpha}(\beta) \) is component-full. Thus we need to consider two cases: \( \beta' = \alpha_1 + \sum_{i=3}^{\ell} \alpha_i \) for \( 2 \leq \ell \leq n - 2 \) or \([\beta' : \alpha_1] = [\beta' : \alpha_2] = 1 \).
First, take \( \beta' = \alpha_1 + \sum_{i=3}^{\ell} \alpha_i \) for \( 2 \leq \ell \leq n - 2 \). In this case, \( j \in \{2, n - 1, n\} \). If \( \ell = 2 \), so that \( \beta' = \alpha_1 \), then \( c^{-1}(\beta') = -\alpha_1 - \sum_{i=3}^{n} \alpha_i \), so \( [c^{-1}(\beta') : \alpha_1] = 0 \). Since \( \beta \) and \( c^{-1}(\beta') \) are positive, \( \tau_c^{-1}(\beta') = c(\beta') \), so \( [\tau_c^{-1}(\beta') : \alpha_1] = 0 \). But also \( [\tau_c^{-1}(-\beta_j) : \alpha_1] = 0 \) for \( j \in \{2, n - 1, n - 2\} \), so condition (2) fails. Set \( p = 1 \) if \( \ell \) is even or \( p = 2 \) if \( \ell \) is odd and define \( q \) such that \( \{p, q\} = \{1, 2\} \). If \( 3 \leq \ell \leq n - 2 \), then we calculate \( \tau_c^{-\ell_1}(\beta') = \alpha_q + \sum_{i=1}^{\ell-2} \alpha_i \). Meanwhile, for \( j \in \{n - 1, n\} \), \( \tau_c^{-\ell_1}(\beta') \) has positive coordinates only at indices \( \geq n - \ell + 1 \geq 3 \). Thus \( \text{Supp}_2(\tau_c^{\ell_1}(\alpha_1), \tau_c^{\ell_1}(\beta')) \) does not contain \( \alpha_p \), so condition (2) fails for \( j \in \{n - 1, n\} \). Also, \( \tau_c^{-1}(\beta_2) = \sum_{i=3}^{n} \alpha_i \), so \( \tau_c^{-\ell_1}(\beta_2) \) has \( \alpha_p \)-coordinate zero, and condition (2) fails for \( j = 2 \) as well.

Next suppose \([\beta' : \alpha_1] = [\beta' : \alpha_2] = 1\). If \([\beta' : \alpha_{n-1}] = 1\), then \( j = n \) and \( \beta' = \sum_{i=3}^{n-1} \alpha_i + \sum_{i=3}^{\ell} \alpha_i \) for some \( \ell \) with \( 2 \leq \ell \leq n - 2 \). Now set \( p = n - 1 \) if \( \ell \) is even or \( p = n \) if \( \ell \) is odd and define \( q \) such that \( \{p, q\} = \{1, n - 1\} \). If \( \ell = 2 \), so that \( \beta' = \alpha_1 \), then we calculate \( \tau_c^{-\ell_1}(\beta') = \alpha_q + \sum_{i=1}^{\ell-2} \alpha_i \). Meanwhile, for \( j \in \{n - 1, n\} \), \( \tau_c^{-\ell_1}(\beta') \) has positive coordinates only at indices \( \geq n - \ell + 1 \geq 3 \). Thus \( \text{Supp}_2(\tau_c^{\ell_1}(\alpha_1), \tau_c^{\ell_1}(\beta')) \) does not contain \( \alpha_p \), so condition (2) fails for \( j \in \{n - 1, n\} \). Also, \( \tau_c^{-1}(\beta_2) = \sum_{i=3}^{n} \alpha_i \), so \( \tau_c^{-\ell_1}(\beta_2) \) has \( \alpha_p \)-coordinate zero, and condition (2) fails for \( j = 2 \) as well.

If \( \beta \) is of form (b), then either \( j \in \{1, 2, n - 1, n\} \) or \( j \in \text{Supp}_2(\beta') \). Write \( \beta' = \sum_{i=3}^{m} \alpha_i \) with \( 3 \leq \ell \leq j \leq m \leq n - 2 \). We compute that \( [\tau_c^{m-1}(\beta') : \alpha_{n-1}] = [\tau_c^{m-1}(\beta') : \alpha_n] = 0 \). If \( j \in \{2, n - 1, n\} \), then up to the symmetry of the diagram and replacing \( c \) by \( c^{-1} \), we can take \( j = 1 \). (We have \([\beta : \alpha_1] + [\beta : \alpha_2] = [\beta : \alpha_3] \) in this case, so symmetry is not broken by the inequality in condition (3)). We compute that \( \tau_c^{m-1}(\beta') \) is a sum of roots with indices \( \leq n - m \leq n - 3 \). If \( j \in \text{Supp}_2(\beta') \), we compute that \( \tau_c^{m-1}(\beta') \) is a sum of roots with indices \( \leq j + n - m - 2 \leq n - 2 \). In either case, we have contradicted condition (2).

If \( \beta \) is of form (c) and \([\beta' : \alpha_1] + [\beta' : \alpha_2] = 1\), then \( \beta' \) is either \( \beta_{n-3} \) or \( \beta_{n-2} \) in the notation of Table 2.1. In either case, \( \beta \) is in \( U^c \) and \( \text{Supp}_2(\beta') \) is component-full. Thus we can take \( \beta' = \sum_{i=3}^{n-1} \alpha_i \) for \( 3 \leq \ell \leq n - 1 \). In this case, \( j \) must be \( n - 1 \). We compute \( \tau_c^{\ell_2}(\beta') = \delta - \alpha_q \), so that in particular \( [\tau_c^{\ell_2}(\beta') : \alpha_q] = 0 \). Recalling that \( j = n - 1 \), we calculate \( \tau_c^{\ell_2}(\delta) = \sum_{i=1}^{n-2} \alpha_i + \alpha_p \), contradicting condition (2).

Proof of Proposition 7.11. We check the proposition type-by-type using the choice of \( c \) and the determination of the simple roots of \( \Upsilon_{\infty} \) given in Table 2.1. We continue the notation from the proof of Lemma 5.8 and index the components of \( \Upsilon^e \) by indices \( i \), writing \( \beta_{aff}^i \) for the unique simple root in the \( i \)th component of \( \Upsilon^e \). Simple-root coordinates of the roots \( \beta_{aff}^i \) can be computed using simple-root coordinates of \( \delta \) found, for example, in [24, Table Aff 1].

Case \( A_{n-1}^{1(1)} \): Diagram automorphisms act transitively on the simple roots.
Case \( B_{n-1}^{1(1)} \): We need to show that \( j \in \{n - 1, n\} \). If \( \beta_{n-2} \in R \), then \( j \) can’t be in \( \{1, \ldots, n - 1\} \), so \( j = n \). Otherwise \( \beta_{aff}^2 = \alpha_n + \sum_{i=3}^{n-2} \alpha_i \) is in \( R \), so \( j = n - 1 \).
Case \( C_{n-1}^{1(1)} \): We need \( j \in \{1, n\} \). If \( j \in \{2, \ldots, n - 1\} \), then \( \beta_{j-1} \notin R \), so \( \beta_{aff}^1 = \sum_{i=1}^{n} \alpha_i \in R \), and this is a contradiction.
Case \( D_{n-1}^{0(1)} \): We need \( j \in \{1, 2, n - 1, n\} \). If \( \beta_{n-3} \in R \), then \( j \in \{2, n\} \). Otherwise, \( \beta_{aff}^1 = \delta - \beta_{n-3} = \alpha_n + \sum_{i=2}^{n-2} \alpha_i \in R \), so \( j \in \{1, n - 1\} \).
Case \( E_6^{1(1)} \): We need \( j \in \{1, 3, 7\} \). If \( \beta_5 \in R \), then \( j \in \{1, 3, 7\} \). Otherwise, \( \beta_{aff}^5 = \delta - \beta_5 \in R \), and there is no possible \( j \).
Case $E^{(1)}_6$: We need $j \in \{2, 8\}$. If $\beta_8 \in R$, then $j \in \{2, 8\}$. Otherwise, $\beta_8^3 \in R$, and there is no possible $j$.

Case $E^{(1)}_7$: We need $j = 9$. If $\beta_7 \in R$, then $j = 9$. Otherwise $\beta_7^3 \in R$, and there is no possible $j$.

Case $F^{(1)}_4$: We need $j = 5$. If $\beta_2 \in R$, then $j = 5$. Otherwise, $\beta_2^1 \in R$, and there is no possible $j$.

Case $G^{(1)}_2$: We need $j = 3$, which is forced if $\beta_1 \in R$. Otherwise $\beta_1^1 \in R$, and there is no possible $j$.

9. Connections with Cluster algebras: $g$-Vectors and $d$-Vectors

In this section, we connect the real $c$-cluster fan $\text{Fan}_c^c(\Phi)$ to the $g$-vector fan and the $d$-vector fan of the corresponding cluster algebra by proving Theorems 1.1 and 1.2. We also discuss evidence for Conjecture 1.3.

9.1. Cluster algebras notation and conventions. We begin by reviewing notation and establishing conventions. We assume the basic definitions (from [19]) of exchange matrices, mutations, cluster variables, clusters of cluster variables, seeds and the $d$-vector or denominator vector and $g$-vector of a cluster variable.

We are interested in acyclic exchange matrices whose underlying Cartan matrix $A$ is of affine type. In this case, the exchange matrix $B$ is of affine type in the sense discussed in the introduction. Let $\Phi$ be the root system defined by the Cartan matrix $A$, and continue the notation of the rest of the paper for root systems. Since $B$ is acyclic, we can associate to it the Coxeter element $c$ obtained as the product of the simple reflections $S$ ordered so that $s_i$ precedes $s_j$ whenever $b_{ij} > 0$. We assume that $B$ is indexed so that $b_{ij} \geq 0$ whenever $i < j$; with this convention $c$ can be written $s_1 \cdots s_n$ as in the rest of the paper. The notation $A_\Sigma$ stands for the cluster algebra determined by a seed $\Sigma$ and $A_\bullet(B)$ stands for the principal-coefficients cluster algebra determined by $B$.

We write $d(x)$ or $d_\Sigma(x)$ for the denominator vector of a cluster variable $x$ with respect to the seed $\Sigma$ and similarly $g(x)$ or $g_\Sigma(x)$ for $g$-vectors. In Theorem 1.2, $d$-vectors are written as vectors in the root lattice: Specifically, if $x$ has denominator $x_1^{e_1} \cdots x_n^{e_n}$, then $d(x)$ is the vector $\sum_{i=1}^n e_i \alpha_i$. Similarly, in Theorem 1.1, $g$-vectors are written as vectors in the weight lattice, and the realization of the $g$-vector as an integer vector is obtained by taking fundamental-weight coordinates.

For each cluster in $A_\bullet(B)$, the nonnegative linear span of the $g$-vectors in the cluster is a full-dimensional simplicial cone, and these cones, together, form the $g$-vector fan. The map from cluster variables to $g$-vectors (or to rays in the $g$-vector fan) is a bijection, and the map from clusters to maximal cones in the $g$-vector fan is also a bijection. Indeed, the simplicial complex underlying the $g$-vector fan is isomorphic to the cluster complex. These facts about $g$-vector fans have been proved in various special cases before being proved in general in [20]. In particular, they were proved in [31, 34, 35] in finite and affine type using the combinatorics of root systems and Coxeter groups.

We define a piecewise linear map $\nu_c : V \to V^*$. A similar linear map, also called $\nu_c$, was defined in [34, Section 5.3], but a piecewise-linear version is more useful here. The two maps agree on the nonnegative span of the simple roots and were only applied to positive roots in [34]. Suppose $\beta \in V$ and $I \subseteq \{1, \ldots, n\}$ is the set of indices $i$ such that $[\beta : \alpha_i] < 0$. We write $\beta_+$ for the vector $\beta - \sum_{i \in I} [\beta : \alpha_i] \alpha_i$ and
define
\[ \nu_c(\beta) = -\sum_{i \in I} [\beta : \alpha_i] \rho_i - \sum_{i \notin I} E_c(\alpha_i^*, \beta_+) \rho_i, \]
where \( E_c \) is as defined in (2.1). The linear version of \( \nu_c \) has an inverse defined in [34, Section 3.3]. Using the same construction on each orthant, an inverse to the piecewise-linear map \( \nu_c \) is easily constructed, and we see that \( \nu_c \) is a piecewise-linear homeomorphism from \( V \) to \( V^* \).

9.2. Proofs of Theorems 1.1 and 1.2. As a first step to proving Theorems 1.1 and 1.2, we recall from [35] the construction of the \( g \)-vector fan as the doubled Cambrian fan, defined in terms of sortable elements. We will be as brief as possible, skipping much of the combinatorics and geometry of sortable elements and Cambrian fans.

Let \( c \) be a Coxeter element of a Coxeter group \( W \). The c-sortable elements of \( W \) can be characterized by the following recursion, together with the base condition that the identity element is c-sortable in any Coxeter group and for any \( c \). Suppose \( w \in W \) and \( s \) is initial in \( c \).

- If \( s \notin w \), then \( w \) is c-sortable if and only if it is contained in the parabolic subgroup generated by \( S \setminus \{s\} \) and is sc-sortable as an element of that subgroup.
- If \( s \leq w \), then \( w \) is c-sortable if and only if \( sw \) is scs-sortable.

Here the relation \( \leq \) refers to the weak order on \( W \), and the condition \( s \leq w \) is equivalent to the condition that \( w \) admits a reduced word whose first letter is \( s \).

We define recursively a map \( cl_c \) from c-sortable elements to roots. The recursion was originally [29, Lemma 8.5], but can be taken as a definition of the map. Let \( w \) be c-sortable and suppose \( s \) is initial in \( c \).

- If \( w \) is the identity, then \( cl_c(w) = -\Pi \).
- If \( s \notin w \) then \( cl_c(w) = \{ -\alpha_s \} \cup cl_c(w) \).
- If \( s \geq w \) then \( cl_c(w) = \sigma_s(cl_c(sw)) \).

For each c-sortable element, we define \( \text{Cone}_c(v) \) to be the nonnegative linear span of \( \nu_c(cl_c(v)) \). This definition is equivalent to the definition in [34, Section 5.2] in light of [34, Theorem 5.35]. The c-Cambrian fan \( \mathcal{F}_c \) is the collection of all cones \( \text{Cone}_c(v) \) for c-sortable elements \( v \), and all faces of these cones. The doubled c-Cambrian fan \( \mathcal{DF}_c \) is the collection consisting of the cones in \( \mathcal{F}_c \) and the negations of cones in the \( c^{-1} \)-Cambrian fan \( \mathcal{F}_{c^{-1}} \). That is, \( \mathcal{DF}_c = \mathcal{F}_c \cup (-\mathcal{F}_{c^{-1}}) \).

The following theorem is [35, Corollary 1.3].

**Theorem 9.1.** Suppose \( B \) is an acyclic exchange matrix whose associated Cartan matrix is of affine type and whose associated Coxeter element is \( c \). Then the doubled c-Cambrian fan \( \mathcal{DF}_c \) coincides with the \( g \)-vector fan for the cluster algebra \( \mathcal{A}_c(B) \).

We also need the following weak version of [35, Corollary 4.9], where \( |\mathcal{DF}_c| \) denotes the union of the cones in \( \mathcal{DF}_c \).

**Theorem 9.2.** \( V^* \setminus |\mathcal{DF}_c| \) is an \((n-1)\)-dimensional relatively open cone.

The final ingredient needed for the proof of Theorem 1.1 is the following lemma.

**Lemma 9.3.** The map \( \beta \mapsto \nu^{-1}_c(-\nu_c(\beta)) \), applied to \( \Phi_c \), coincides with \( \tau_c \).
Proof. We again think of $E_c$ as the $n \times n$ matrix whose $ij$-entry is $a_{ij}$ if $i > j$, is 1 if $i = j$, and is 0 if $i < j$. But this time, we think of that matrix as taking the simple root coordinates of a vector in $V$ to the fundamental weight coordinates of a vector in $V^\ast$. In particular, $E_c$ is the matrix of $\nu_c$ when the latter is applied to positive roots. If $\beta$ is neither of the form $-\alpha_j$ nor of the form $s_i \cdots s_{j+1} \alpha_j$, then Proposition 3.12(2) implies that $\tau_\beta$ acts as $c$ on $\beta$ and that both $\beta$ and $\tau_\beta \alpha$ are positive roots. Thus $\nu_c$ acts on $\beta$ by the matrix $E_c$ and $\nu_{c-1}$ acts on $\tau_{\beta} \alpha$ by the matrix $E_{c-1}$, and we see by Theorem 2.6 that $-\nu_{c-1} \beta = \nu_{c-1} \tau_{\beta} \alpha$.

If $\beta = -\alpha_j$ for some $j$, then $-\nu_c(\beta) = -\rho_j$ and $\nu_{c-1}(\tau_{\beta} \alpha) = \nu_{c-1}(s_1 \cdots s_{j-1} \alpha_j)$. A simple calculation (see for example [32, Lemma 2.9]) shows that

$$s_1 \cdots s_{j-1} \alpha_j = \sum_{1 \leq i_1 < i_2 < \cdots < i_k \leq j} (-a_{i_1 i_2})(-a_{i_2 i_3}) \cdots (-a_{i_k-1 i_k}) a_{i_1},$$

with $k$ varying from 1 to $j$. Thus $\nu_{c-1}(s_1 \cdots s_{j-1} \alpha_j)$ is

$$- \sum_{i=1}^n E_{c-1}(\alpha^i) \sum_{1 \leq i_1 < i_2 < \cdots < i_k \leq j} (-a_{i_1 i_2})(-a_{i_2 i_3}) \cdots (-a_{i_{k-1} i_k}) a_{i_1}.$$

This sum has nonzero terms for $i \leq i_1$. Separating out the terms for $i = i_1$, the sum becomes

$$- \sum_{1 \leq i_1 < i_2 < \cdots < i_k \leq j} (-a_{i_1 i_2})(-a_{i_2 i_3}) \cdots (-a_{i_{k-1} i_k}) a_{i_1} \rho_{i_1}.$$

The terms in the two sums cancel each other out, except for the $k = 1$ term in the first sum, so the expression for $\nu_{c-1}(s_1 \cdots s_{j-1} \alpha_j)$ collapses to $-\rho_j$ as desired.

If $\beta = s_n \cdots s_{j+1} \alpha_j$ for some $j$, then $\nu_{c-1}(\tau_{\beta} \alpha) = \nu_{c-1}(-\alpha_j) = \rho_j$. Replacing $c^{-1}$ by $c$ in the argument above, one sees that $-\nu_{c}^\ast(\beta)$ is $\rho_j$ as well.

Proof of Theorem 1.1. In light of Theorem 9.1, to prove the first assertion of Theorem 1.1, we show that $\nu_c$ induces an isomorphism from $\text{Fan}^\nu_v(\Phi)$ to $\mathcal{DF}_c$.

We first show that for every $c$-sortable element $v$, the set $\text{cl}_c(v)$ is a real $c$-cluster. The simple argument is follows the first paragraph of the proof of the finite-type result [29, Theorem 8.1], except that instead appealing to induction on rank, we appeal to the finite-type result. We do, however, argue by induction on the length of $v$. Writing $c = s_1 \cdots s_n$, if $s_1 \notin v$, then $v$ is $s_1$-$c$-sortable in the parabolic subgroup generated by $\{s_2, \ldots, s_n\}$. By the finite-type result, $\text{cl}_{s_1 c}(v)$ is an $s_1 c$-cluster, so Proposition 5.4(3) says that $\text{cl}_c(v)$ is a $c$-cluster. If $s_1 \notin v$, then the length of $s_1 v$ is shorter than the length of $v$, so by induction $\text{cl}_{s_1 c}(s_1 v)$ is an $s_1 c s_1$-cluster, and therefore $\text{cl}_c(v)$ is a $c$-cluster by Proposition 5.4(2).

Since $\text{Cone}_c(v)$ is the nonnegative linear span of $\nu_c(\text{cl}_c(v))$ for any $c$-sortable element $v$, we conclude that every cone in the $c$-Cambrian fan $\mathcal{F}_c$ is the image, under $\nu_c$, of a cone in $\text{Fan}^\nu_v(\Phi)$.

We similarly want to show that every cone in $\mathcal{F}_{c^{-1}}$ is the image, under $\nu_{c^{-1}}$, of a cone in $\text{Fan}^\nu_v(\Phi)$. The cones in $\mathcal{F}_{c^{-1}}$ are the nonnegative linear spans of $-\nu_{c^{-1}}(\text{cl}_{c^{-1}}(v))$ for $c^{-1}$-sortable elements $v$. Thus we want to show that the set $\nu_{c^{-1}}(\text{cl}_{c^{-1}}(v))$ is a $c$-cluster for all $c^{-1}$-sortable elements $v$. By the argument above, with $c^{-1}$ replacing $c$, we know that $\text{cl}_{c^{-1}}(v)$ is a $c^{-1}$-cluster. Since $\nu_{c^{-1}}(\text{cl}_{c^{-1}}(v)) = \tau_{c^{-1}} \text{cl}_{c^{-1}}(v)$ by Lemma 9.3, Proposition 5.4(1) implies that $\nu_{c^{-1}}(\text{cl}_{c^{-1}}(v))$ is a $c^{-1}$-cluster as well, and thus a $c$-cluster by Proposition 4.10.
We have showed that \( \nu_c^{-1} \) maps every cone in \( \mathcal{DF}_c \) to a cone in \( \text{Fan}^v_c(\Phi) \). Since \( \nu_c^{-1} : V^* \to V \) is a homeomorphism and since by Theorem 9.2 the complement of \( \mathcal{DF}_c \) in \( V^* \) is an \((n-1)\)-dimensional cone, the complement of \( \nu_c^{-1}(\mathcal{DF}_c) \) is \((n-1)\)-dimensional. In particular, since the maximal cones of \( \text{Fan}^v_c(\Phi) \) are \( n \)-dimensional by Proposition 5.14(2), every maximal cone of \( \text{Fan}^v_c(\Phi) \) is in the image of \( \mathcal{DF}_c \) under \( \nu_c^{-1} \). Thus because \( \nu_c^{-1} \) is a homeomorphism and because both \( \mathcal{DF}_c \) and \( \text{Fan}^v_c(\Phi) \) are fans, we see that \( \nu_c^{-1} \) induces an isomorphism from \( \mathcal{DF}_c \) to \( \text{Fan}^v_c(\Phi) \). Equivalently, \( \nu_c \) induces an isomorphism from \( \text{Fan}^v_c(\Phi) \) to \( \mathcal{DF}_c \).

The second assertion of Theorem 1.1 now follows because, as mentioned above, the map \( x \mapsto g(x) \) is an isomorphism from the cluster complex to the simplicial complex underlying the \( g \)-vector fan. The latter isomorphism is proved in affine type using the combinatorics of root systems and Coxeter groups [31, 34, 35], so this entire proof occurs in that combinatorial setting.

To establish Theorem 1.2, we need the following theorem, which was conjectured as [34, Conjecture 3.21] and proved as [38, Proposition 9]. (In fact, [38, Proposition 9] only establishes Theorem 9.4 for non-initial cluster variables, but extending the theorem to include initial cluster variables is easy.)

**Theorem 9.4.** Suppose \( B \) is an acyclic exchange matrix with associated Coxeter element \( c \) and \( x \) is a cluster variable in the principal-coefficients cluster algebra associated to \( B \). Then \( g(x) = \nu_c(\mathbf{d}(x)) \).

Combining Theorems 1.1 and 9.4 (and observing that every cone in \( \text{Fan}^v_c(\Phi) \) is contained in a domain of linearity of \( \nu_c \)), we obtain the special case of Theorem 1.2 where \( \Sigma \) has principal coefficients. The full statement of Theorem 1.2 then holds by the following well-known observation, which is an easy consequence of [19, Theorem 3.7]. (In the lemma, for a (labeled) seed \( \Sigma \), the notation \( \Sigma_i \) denotes the \( i \)-th entry in the cluster in \( \Sigma \).

**Lemma 9.5.** Suppose \( \Sigma \) is a seed (with no conditions on coefficients) and suppose \( m \) is some sequence of mutations. If \( \Sigma' \) is any seed (in any cluster algebra) with the same exchange matrix as \( \Sigma \), then \( \mathbf{d}_\Sigma([m(\Sigma)])_i) = \mathbf{d}_{\Sigma'}([m(\Sigma')])_i) \).

We have completed the proofs of Theorems 1.1 and 1.2.

### 9.3. Evidence for Conjecture 1.3

As preparation for discussing evidence, we prove and quote some preliminary results.

By analogy with source-sink moves on Coxeter elements, we define a **source-sink mutation** of an acyclic seed to be a mutation in an index \( k \) such that the entries in the \( k \)-th column of the exchange matrix are either all nonnegative or all nonpositive. Source-sink mutations do not change the Cartan matrix underlying \( B \). The following result, which lets us apply source-sink mutations to \( \Sigma \) in Conjecture 1.3, is [38, Corollary 10]. The theorem holds in general, not just in finite or affine type.

**Theorem 9.6.** Suppose \( \Sigma \) is an acyclic seed and \( x \) is a cluster variable in \( A_{\Sigma} \). If \( \Sigma' \) is obtained from \( \Sigma \) by a source-sink mutation corresponding to the source-sink move \( c \to scs \), then \( \mathbf{d}_{\Sigma}(x) = \sigma_s \mathbf{d}_{\Sigma'}(x) \).

As a consequence of Theorem 9.6, we have the following proposition.

**Proposition 9.7.** Conjecture 1.3 holds when \( \Sigma' \) can be obtained from \( \Sigma \) by a sequence of source-sink mutations.
Proof. When $\Sigma' = \Sigma$, this is just Theorem 1.2. Thus Theorem 9.6 and (4.7) combine to prove the proposition.

Each acyclic seed $\Sigma$ defines a Cartan matrix $A$ and a Coxeter element $c$. By Lemma 9.5, Conjecture 1.3 holds or fails simultaneously for all $\Sigma$ corresponding to the same $A$ and $c$. In fact, Conjecture 1.3 is preserved under conjugation of $c$.

**Proposition 9.8.** Fix a Cartan matrix $A$ of affine type and a Coxeter element $c$. Suppose Conjecture 1.3 holds for a seed $\Sigma$ corresponding to $A$ and $c$. Then Conjecture 1.3 holds when $\Sigma$ corresponds to $A$ and a Coxeter element conjugate to $c$.

**Proof.** If $\tilde{c}$ is a Coxeter element conjugate to $c$, then Proposition 2.9 implies that there is a sequence of source-sink mutations taking $\Sigma$ to a seed $\Sigma'$ corresponding to $A$ and $\tilde{c}$. Theorem 9.6 and (4.7) show that Conjecture 1.3 for $A$ and $c$ implies Conjecture 1.3 for $A$ and $\tilde{c}$. □

Using the surfaces model, one can prove Conjecture 1.3 in affine types $A$ and $D$.

**Theorem 9.9.** Conjecture 1.3 holds when $B$ is acyclic of type $A_{n-1}^{(1)}$ or $D_{n-1}^{(1)}$.

The proof of Theorem 9.9 proceeds by analyzing the intersection numbers [16, Definition 8.4] of tagged arcs on the annulus and the twice-punctured disk. By Proposition 9.8, we need consider only one triangulation of each surface. We omit the details, but they can be found in early arXiv versions of this paper.

Finally, we offer additional computational evidence. The following proposition simplifies the process. Given $\Sigma'$ and $\beta$ as in Conjecture 1.3, write $\text{dist}(\Sigma', \beta)$ for the smallest number of mutations needed to take $\Sigma'$ to a seed containing $c(\beta)$.

**Proposition 9.10.** Fix a Cartan matrix $A$ of affine type, a Coxeter element $c$, and $d \geq 0$. Suppose Conjecture 1.3 has been verified when $\Sigma$ corresponds to $A$ and $c$, the cluster of $\Sigma'$ has nonempty intersection with the cluster of $\Sigma$, and $\text{dist}(\Sigma', \beta) \leq d$. Then Conjecture 1.3 holds when $\Sigma$ corresponds to $A$ and a Coxeter element conjugate to $c$, for arbitrary $\Sigma'$ with $\text{dist}(\Sigma', \beta) \leq d$.

The proof of Proposition 9.10 uses methods similar to other proofs in this section, and we omit the details. Using this proposition, we have checked Conjecture 1.3 for all rank-3 and rank-4 affine types not covered by Proposition 9.7 or Theorem 9.9, whenever $\text{dist}(\Sigma', \beta) \leq 100$.

**Index to notation**

| Symbol | Page |
|--------|------|
| adj_{\alpha}(\beta) | 14 |
| aff | 7 |
| $\mathcal{A}_c$ | 38 |
| $\mathcal{A}_c(B)$ | 38 |
| c | 5 |
| $\text{cl}_c$ | 39 |
| Cone(C) | 24 |
| $\mathcal{D}_c$ | 40 |
| $\mathcal{F}_c$ | 38 |
| $E_c$ | 6 |
| $\text{Fan}_c(\Phi)$ | 24 |
| $\text{Fan}^c(\Phi)$ | 24 |
| $\mathcal{F}_c$ | 39 |
| $\mathbf{g}_\alpha(x)$ | 38 |
| K | 5 |
| $M_\beta$ | 20 |
| $Q_\alpha$ | 22 |
| $Q_\gamma$ | 23 |
| $S_{\beta}$ | 5 |
| $s_{\beta}$ | 7 |
| $s^\beta$ | 5 |
| $s_{\alpha}$ | 7 |
| $s_{\alpha}^\beta$ | 5 |
| $t_\beta$ | 5 |
| $\text{Supp}_Q(\beta)$ | 12 |
| $\text{Supp}^c_\Phi(\beta)$ | 12 |
| $\mathcal{V}$ | 5 |
| $V^\alpha$ | 5 |
| $V_{\text{fin}}$ | 7 |
| $W_{\text{fin}}$ | 7 |
| $\Xi_\alpha$ | 9 |
| $\Xi_{\text{fin}}$ | 9 |
| $\rho_1$ | 5 |
| $\sigma_1$ | 13 |
| $\sigma^c_1$ | 12 |
| $\delta$ | 8 |
| $\Delta_c$ | 24 |
| $\Delta^{\text{aff}}_c$ | 25 |
| $\theta$ | 8 |
| $\Lambda_\alpha$ | 11 |
| $\Lambda^{\text{aff}}_\alpha$ | 11 |
| $\Xi_\beta$ | 9 |
| $\Xi_{\text{fin}}$ | 9 |
| $\Pi_{\text{fin}}$ | 7 |
| $\Pi_{\text{fin}}^\beta$ | 5 |
| $\Pi^\beta$ | 5 |
| $\gamma_c$ | 8 |
| $\Pi_{\text{fin}}$ | 7 |

The page numbers provided indicate the location of each symbol in the text or its corresponding definition.
| $\Upsilon^c$ | page 9 | $\Phi_{\text{fin}}$ | page 7 | $\Psi^c$ | page 9 | $(\cdot, \cdot)$ | page 5 |
| $\Upsilon_{\text{fin}}$ | page 9 | $\Phi_c$ | page 11 | $\psi_{c_{ij}}^{-}$ | page 9 | $(\alpha \parallel \beta)_c$ | page 15 |
| $\Phi$ | page 5 | $\Phi_{c_{ij}}$ | page 11 | $\psi_{c_{ij}}^{+}$ | page 9 | $(\alpha \rightarrow \beta)_c$ | page 14 |
| $\Phi^*$ | page 5 | $\phi_c$ | page 9 | $\Omega^c_{ij}$ | page 9 | $(\alpha \rightarrow \beta)_c$ | page 14 |
| $\Phi^\vee$ | page 8 | $\Psi^c$ | page 9 | $[v: \alpha_i]$ | page 5 | $(\alpha \odot \beta)_c$ | page 14 |
| $\Phi_{re}$ | page 5 | $\overline{\Psi}^c$ | page 9 | $[x]_i$ | page 14 |
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