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ABSTRACT
We derive concentration inequalities for maxima of empirical processes associated with Poisson point processes. The proofs are based on a careful application of Ledoux’s entropy method. We demonstrate the utility of the obtained concentration inequalities by application to adaptive intensity estimation.
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1. Introduction

Poisson point processes (PPPs) are of fundamental importance in probability theory and statistics, both from a theoretical and an applied point of view. For instance, they serve as the elementary building blocks for complex point process models which are used in stochastic geometry [14] and a wide range of applications including, amongst others, extreme value theory [32], finance [5], forestry [30], and queueing theory [12].

This paper is divided into two parts. In the first one, inspired by results in [22], we derive concentration inequalities for maxima of empirical processes associated with a PPP. In the second part, we demonstrate the potential applicability of our results to statistics: assuming that we observe i.i.d. PPPs with absolutely continuous intensity measure $\Lambda$, we consider the non-parametric estimation of the corresponding intensity function. We derive optimal rates of convergence in terms of the sample size $n$ and propose a fully data-driven estimator of the intensity. The theoretical study of the estimator is essentially based on the concentration inequalities derived in the first part.

Concentration inequalities provide upper bounds on the probability that a random variable deviates from its mean or median by a certain amount: the well-known inequalities by Markov, Hoeffding and Bernstein provide classical examples of such inequalities. Modern research on concentration inequalities goes back at least to the 1970s when concentration inequalities for deviations from the mean and median for Lipschitz continuous functions of multivariate Gaussian random variables were derived: the papers [9,38] consider deviations from the median, whereas [15] deals with deviations from the mean. The main advantage
of these results is that they do not depend on the dimension of the underlying Euclidean space and allow to control suprema of Gaussian processes.

In a series of papers, Talagrand [39,40] developed concentration inequalities for suprema of empirical processes associated with random variables on general product spaces. His original proof of the Talagrand inequality (see Theorem 1 in [26], for instance) is rather technical and essentially based on geometric arguments. Ledoux [25] proposed the entropy method as an essentially different and more accessible approach to prove Talagrand’s results. However, the paper [25] regained Talagrand’s result with different numerical constants and variance factors only. Massart’s [26] approach is also based on Ledoux’s method and a careful adaption of Gross’s logarithmic Sobolev inequality to a non-Gaussian framework and led to reasonable numerical constants in Talagrand type inequalities when the underlying random variables are independent but eventually non-identically distributed. The paper [11] proves Talagrand type inequalities for sub-additive functions using the entropy method. Finally, in the same setup as in [26], Klein and Rio [22] obtained concentration results by an elaborate application of the entropy method. In addition, they provided a brief comparison of the numerical constants occurring in different papers on the subject showing that their results are optimal in some sense. The main motivation of the first part of this paper is to transfer the results from [22] to the setup with PPPs.

There is already some amount of research papers dealing with concentration inequalities for point processes, see for instance [8,18,19,42]. As pointed out in [33] (cf. p. 109 therein), the main drawback of all these results is that they provide a variance term that is difficult to deal with in statistical applications. Recent concentration results have also been motivated by applications in stochastic geometry and [1,2].

The scope of the paper [33] is similar to the one of the present one: it is inspired by Talagrand type results from [26] and derives analogous results in a model with PPPs with exactly the same numerical constants as in the non-PPP setup. Similarly, the main intention of the present paper is to transfer the concentration inequalities from [22] to a PPP framework (again, by keeping exactly the same numerical constants as in [22]; see Remark 2.2 for a direct comparison of our result with the one of [33]).

Let us emphasize that it is not possible to apply the results from [22] immediately, that is, interpreting point processes as random variables in the space of locally finite measures, in order to obtain our results. The stochastic integral of a constant function with respect to a PPP provides an example that can be dealt with by our result but does not fit into the framework of [22] (see Remark 2.1). Furthermore, we do currently not see how one could derive the results of our paper via a simple Poissonization argument (however, also in the work [33], the proof of the concentration inequalities was not based on such an argument). To obtain our results, one key argument of the proof is borrowed from [33]: the infinite divisibility of PPPs is exploited and the underlying probability space split into two parts: on the first one, the proofs from [22] can be mimicked to a great extent (making a careful adaptation of the many auxiliary results in [22] necessary), whereas the probability of the second one can be neglected asymptotically. Based on our main results, we derive Proposition C.1 in the appendix as an auxiliary concentration result which represents a key tool for our statistical application: non-parametric adaptive intensity estimation.

Intensity estimation in parametric and non-parametric models has been dealt with in a wide range of monographs and research papers. For a general treatment of the subject, we
refer to [21] as a general introduction to the statistics of point processes, [24] for examples of intensity estimation in different parametric and non-parametric models, and [28] for estimation in general spatial models. Early approaches to non-parametric intensity estimation include kernel [24,35] and histogram estimators [35]. In addition, the paper [35] already discusses the adaptive estimation of the intensity. Baraud and Birgé [3] consider a Hellinger type loss function and propose a histogram estimator for intensity estimation. Other contributions focus on non-linear wavelet thresholding techniques, cf., for instance, the articles [23,34,36,41] and [6]. The paper [6] proposes a non-linear hard thresholding estimator for intensity estimation from indirect observations. Moreover, there exist other approaches to non-parametric intensity estimation in more specific models. Let us mention the paper [17] that proposes a minimum complexity estimator in the Aalen model and [29] that uses a wavelet approach to estimation in a multiplicative intensity model, without making a claim to be exhaustive.

In [33], the focus is on a model slightly different from the one we will consider: estimation of the intensity on the interval \([0, T]\) from only one observation and asymptotics for \(T \to \infty\) are considered whereas we assume the availability of an independent sample of realizations of the point process on the fixed interval \([0, 1]\). Common ground of our approach and the one taken in [33] is the use of projection estimators. Beyond that, the statistical methodology of the present paper is rather motivated by the procedure developed in [20] for circular deconvolution. We derive a minimax lower bound under abstract smoothness conditions and propose a projection estimator that can attain this lower bound. We note that the proof of the minimax lower bound given in [33] does not hold for ellipsoids defined in terms of the trigonometric basis (cf. the remark below Definition 4 and Proposition 3 in [33]), whereas we derive such a minimax lower bound. In return, the analysis in [33] is rather general with an emphasis on wavelet methods and not tailored to the trigonometric basis which we exclusively consider in this paper.

As usual in non-parametric statistics, the performance of our proposed projection estimator crucially depends on the appropriate selection of a dimension parameter. Since the optimal choice of this parameter depends on the unknown intensity and is thus unavailable in practise, we propose a fully data-driven selection of the dimension parameter leading to an adaptive estimator of the intensity. Our approach is based on model selection by minimization of a penalized contrast function. The combination of model selection techniques and concentration inequalities has attracted great attention in non-parametric statistics [4,16]. In particular, a considerable amount of research has been devoted to Gaussian regression and density estimation frameworks. We refer to the monograph [27] for results and further references concerning these two frameworks. Concentration inequalities have already been exploited in the context of non-parametric intensity estimation in the papers [3,33] mentioned above but their approaches are different from our one. Taking a different point of view, the paper [7] introduces an approach to model selection via hypothesis testing in the framework of intensity estimation. Following the model selection approach as in [4], we obtain an adaptive estimator that attains the optimal rate of convergence for intensities belonging either to some Sobolev space or some space of (generalized) analytic functions.

The paper is organized as follows. In Section 2, we derive concentration inequalities for deviations from the mean for empirical processes associated with PPPs. Section 3 deals with non-parametric intensity estimation: Subsection 3.1 introduces the model, in Subsection
3.2 we derive the minimax theory, and in Subsection 3.3, we study the adaptive estimator. Most of the proofs are deferred to the appendix.

2. Concentration inequalities for Poisson point processes

Let $N$ be a PPP with finite intensity measure $\Lambda$ on some Polish space $\mathbb{X}$. We denote the underlying probability space with $(\Omega, \mathcal{F}, \mathbb{P})$. Let $\mathcal{S}$ be a countable class of measurable functions from $\mathbb{X}$ to $[-1, 1]$. For $s \in \mathcal{S}$, let us define

$$I(s) = \int_{\mathbb{X}} s(x) (dN(x) - d\Lambda(x)). \quad (1)$$

The first aim of this paper is to establish concentration inequalities for $Z = \sup_{s \in \mathcal{S}} I(s)$. In the spirit of [22], concentration inequalities for the right-hand side and left-hand side deviations are established separately. As already sketched in the introduction, one key idea for the proofs of both theorems is borrowed from the article [33], namely to exploit the infinite divisibility of PPPs. This property is used to break the proof for the point process case into handy pieces such that the proof from [22] can be mimicked. However, adapting the variety of auxiliary results used in the proofs of [22] to our setup is non-trivial. The analogues of these auxiliary results are collected in Subsections A.1 and B.1 in the appendix.

Since the infinite divisibility is the essential ingredient for the proofs, it is not clear whether and if yes, how, concentration results as given in Theorems 2.1 and 2.3 can be transferred to point processes which are not infinitely divisible. For Cox processes (which represent a natural generalization of PPPs), the proof presented here fails and the development of tools to deal with this case might be worth further investigation. On the contrary, it should be possible to adapt the proof to frameworks with other infinitely divisible processes such as Poisson cluster processes (see [14], p. 151) under additional assumptions (for instance, that the number of daughter points is bounded).

The following theorem (the proof of which is given in Appendix A) provides concentration inequalities for right-hand side deviations of $Z$ from its mean.

**Theorem 2.1:** Let $N$ be a PPP on a Polish space $\mathbb{X}$ with finite intensity measure $\Lambda$, and $\mathcal{S}$ be a countable class of measurable functions from $\mathbb{X}$ to $[-1, 1]$. For $s \in \mathcal{S}$, define $I(s)$ as in (1) and consider $Z = \sup_{s \in \mathcal{S}} I(s)$. Let $L_Z(t) = \log \mathbb{E} \{ \exp(tZ) \}$ denote the logarithm of the moment-generating function of $Z$ and $V = \sup_{s \in \mathcal{S}} \text{Var}(I(s))$. Then, for any non-negative $t$,

(a) $$L_Z(t) \leq t \mathbb{E}Z + \frac{t}{2} (2 \mathbb{E}Z + V)(\exp((e^{2t} - 1)/2) - 1).$$

Setting $\nu = 2 \mathbb{E}Z + V$, we obtain that, for any non-negative $x$,

(b) $$\mathbb{P}(Z \geq \mathbb{E}Z + x) \leq \exp \left( -\frac{x}{4} \log(1 + 2 \log(1 + x/\nu)) \right),$$

and,
(c) for any $x \geq 0$,
\[
\mathbb{P}(Z \geq \mathbb{E}Z + x) \leq \exp\left(-\frac{x^2}{2\upsilon + 3x}\right).
\]

**Remark 2.1:** We emphasize that Theorem 2.1 cannot be immediately deduced from Theorem 1.1 in [22]. For instance, for $s \equiv 1$ the stochastic integral $\int_X s(x) dN(x)$ is an unbounded function of $N$ but obviously $s \equiv 1$ fits into the framework of Theorem 2.1.

**Remark 2.2:** Let us compare our result with the concentration inequality derived in [33]. More precisely, we consider Statement (c) from Theorem 2.1, and compare it with Corollary 2 from [33] which is closely related to our results. First note that Corollary 2 in [33] is formulated for the quantity $Z = \sup_{s \in \mathcal{S}} |I(s)|$ instead of $Z = \sup_{s \in \mathcal{S}} I(s)$ (however, in our application we will consider a symmetric set $\mathcal{S}$ and the two definitions coincide). Then, Corollary 2 from [33], reads as follows:
\[
\mathbb{P}(Z \geq (1 + \epsilon)\mathbb{E}Z + x) \leq \exp\left(-\frac{x^2}{12\upsilon_0 + 2\kappa(\epsilon)x}\right)
\]
where $\epsilon > 0$ is arbitrary but fixed, $\kappa(\epsilon) = 5/4 + 32/\epsilon$, and
\[
\upsilon_0 = \sup_{s \in \mathcal{S}} \int s^2(x) d\Lambda(x).
\]
Note that our concentration result in Statement (c) of Theorem 2.1 holds for $\mathbb{P}(Z \geq \mathbb{E}Z + x)$ instead of $\mathbb{P}(Z \geq (1 + \epsilon)\mathbb{E}Z + x)$ for $\epsilon > 0$.

**Remark 2.3:** In analogy to Corollary 1.1 in [22], the assumptions of Theorem 2.1 imply that $\text{Var} Z \leq V + 2\mathbb{E}Z$.

The quantity $V$ is usually referred to as the *wimpy variance* (cf. [10], Chapter 11). In the proof of Proposition C.1 in Appendix C, a suitable bound for the quantity $\upsilon$ will be determined.

For the statistical applications we have in mind, we state in the following an immediate corollary of Theorem 2.1. For the formulation of the corollary, we consider $n$ independent PPPs on the Polish space $\mathbb{X}$ with finite intensity measures $\Lambda_1, \ldots, \Lambda_n$. Again we denote the common underlying probability space of the PPPs with $(\Omega, \mathcal{A}, \mathbb{P})$. Let further $\mathcal{S}$ be a countable class of measurable functions from $\mathbb{X}$ to $[-1, 1]^n$. For $s = (s^1, \ldots, s^n) \in \mathcal{S}$ and $k \in \{1, \ldots, n\}$, let us define
\[
I^k(s) = \int_{\mathbb{X}} s^k(x)(dN_k(x) - d\Lambda_k(x)) \quad \text{and} \quad S_n(s) = I^1(s) + \ldots + I^n(s). \quad (2)
\]

**Corollary 2.2:** Let $N_1, \ldots, N_n$ be independent PPPs on a Polish space $\mathbb{X}$ with finite intensity measures $\Lambda_1, \ldots, \Lambda_n$, and $\mathcal{S}$ be a countable class of measurable functions from $\mathbb{X}$ to $[-1, 1]^n$. For $s \in \mathcal{S}$, define $S_n(s)$ as in (2) and consider $Z = \sup_{s \in \mathcal{S}} S_n(s)$. Let $L_Z(t) = \log \mathbb{E}[\exp(tZ)]$
denote the logarithm of the moment-generating function of $Z$ and $V_n = \sup_{s \in S} \Var(S_n(s))$. Then, for any non-negative $t$,

(a) \[ L_Z(t) \leq t \EE Z + \frac{t}{2} (2 \EE Z + V_n) (\exp((e^{2t} - 1)/2) - 1). \]

Setting $\nu = 2 \EE Z + V_n$, we obtain that, for any non-negative $x$,

(b) \[ \mathbb{P}(Z \geq \EE Z + x) \leq \exp \left( -\frac{x}{4} \log(1 + 2 \log(1 + x/\nu)) \right), \]

and,

(c) for any $x \geq 0$,

\[ \mathbb{P}(Z \geq \EE Z + x) \leq \exp \left( -\frac{x^2}{\nu + \sqrt{\nu^2 + 3ux} + (3x/2)} \right) \leq \exp \left( -\frac{x^2}{2\nu + 3x} \right). \]

The following theorem (the proof of which is given in Appendix B) provides concentration inequalities for left-hand side deviations of $Z$ from its mean.

**Theorem 2.3:** Under the assumptions of Theorem 2.1, for any non-negative $t$, it holds

(a) \[ L_Z(-t) \leq -t \EE Z + \frac{\nu}{9} (e^{3t} - 3t - 1). \]

Consequently, for any non-negative $x$,

(b) \[ \mathbb{P}(Z \leq \EE Z - x) \leq \exp \left( -\frac{\nu}{9} h \left( \frac{3x}{\nu} \right) \right), \]

where $h(x) = (1 + x) \log(1 + x) - x$, and

(c) for any $x \geq 0$,

\[ \mathbb{P}(Z \leq \EE Z - x) \leq \exp \left( -\frac{x^2}{\nu + \sqrt{\nu^2 + 2ux} + x} \right) \leq \exp \left( -\frac{x^2}{2\nu + 2x} \right). \]
Remark 2.4: The concentration inequalities in Theorems 2.1 and 2.3 translate literally (that is, with exact coincidence of the numerical constants) the ones obtained in [22] to our framework with PPPs. This observation is in line with the remark made in [33] where the derived concentration inequalities translate literally previous results due to [26].

Remark 2.5: In many situations of interest, it is possible to apply the concentration inequalities proved in this section (and the one proved in Appendix C) to non-countable classes of measurable functions. A rigorous foundation for this practice can be based on density arguments (see Remarque 2.1 in [13]).

3. Non-parametric intensity estimation

3.1. Model assumptions

Let \( N_1, \ldots, N_n \) be i.i.d. realizations of a PPP on \([0,1]\) with square-integrable intensity function \( \lambda \in L^2(\mathbb{R}, dx) \). We denote \( \mathbb{N}_0 = \{0,1,2,\ldots\} \). Recall that the intensity function is the density of the intensity measure \( \lambda \) with respect to the standard Lebesgue measure. The \( N_i \) can be interpreted as \( \mathbb{N}_0 \)-valued random measures which motivates the notation \( N_i = \sum_j \delta_{x_i} \) (here, \( \delta_x \) denotes the Dirac measure with mass concentrated at \( x \)).

Our aim is to estimate the intensity function \( \lambda \) from the sample \( N_1, \ldots, N_n \). We consider the orthonormal basis \( \{\varphi_j\}_{j \in \mathbb{Z}} \) of \( L^2 \) which is given by

\[
\varphi_0(t) = 1, \quad \text{resp. } \varphi_{-j}(t) = \sqrt{2} \sin(2\pi jt)
\]

for \( j = 1, 2, \ldots \). Define the sequence \( \{\beta_j\}_{j \in \mathbb{Z}} \) of Fourier coefficients via

\[
\beta_j = \int_0^1 \lambda(t) \varphi_j(t) dt
\]

which yields the \( L^2 \)-convergent representation

\[
\lambda = \sum_{j \in \mathbb{Z}} \beta_j \varphi_j. \tag{3}
\]

In order to evaluate the performance of an arbitrary estimator \( \hat{\lambda} \) of \( \lambda \), we consider the mean integrated squared error \( \mathbb{E}[||\hat{\lambda} - \lambda||^2] \) (where, as usual, the expectation is taken under the true intensity function \( \lambda \) and \( || \cdot || \) denotes the \( L^2 \)-norm). We hold the minimax point of view and consider the maximum risk defined by \( \sup_{\lambda \in \Lambda} \mathbb{E}[||\hat{\lambda} - \lambda||^2] \) for some smoothness class \( \Lambda \) of potential intensity functions. The corresponding minimax risk is defined by

\[
\inf_{\lambda} \sup_{\lambda \in \Lambda} \mathbb{E}[||\hat{\lambda} - \lambda||^2]
\]

where the infimum is taken over all potential estimators \( \hat{\lambda} \) of \( \lambda \) based on the sample \( N_1, \ldots, N_n \). An estimator \( \lambda^* \) is called rate optimal if \( \sup_{\lambda \in \Lambda} \mathbb{E}[||\lambda^* - \lambda||^2] \lesssim \inf_{\lambda} \sup_{\lambda \in \Lambda} \mathbb{E}[||\hat{\lambda} - \lambda||^2] \), where the notation \( a_n \lesssim b_n \) means that \( a_n \leq C b_n \) for some numerical constant that does not depend on \( n \). The specific form of the class \( \Lambda \) will be introduced in the following Subsection 3.2.

For the moment, let us introduce the general type of projection estimator we will consider throughout this work: Since \( \mathbb{E}[\int_0^1 \varphi_j(t) dN_i(t)] = \beta_j \) for all \( j \in \mathbb{Z} \) by Campbell’s theorem (cf., for instance, [37], Chapter 2), \( \hat{\beta}_j = \frac{1}{n} \sum_{i=1}^n \int_0^1 \varphi_j(t) dN_i(t) \) is an unbiased estimator of \( \beta_j \), Equation (3) strongly suggests to consider orthogonal series estimators of the
form

\[ \hat{\lambda}_k = \sum_{0 \leq |j| \leq k} \hat{\beta}_j \phi_j, \quad (4) \]

where the dimension parameter \( k \in \mathbb{N}_0 \) has to be chosen appropriately.

**Remark 3.1:** The estimator \( \hat{\lambda}_k \) is by definition not guaranteed to attain only non-negative values (which holds for the true intensity \( \lambda \)). In practice, this undesirable feature can be avoided by considering the estimator \( \hat{\lambda}_{k+} \) defined via \( \hat{\lambda}_{k+}(t) = \hat{\lambda}_k(t) \vee 0 \), the risk of which is evidently bounded from above by the one of \( \hat{\lambda}_k \).

### 3.2. Minimax theory

In order to define the class of admissible intensity functions in the definition of the minimax risk, let \( \gamma = (\gamma_j)_{j \in \mathbb{Z}} \) be a strictly positive symmetric sequence of weights and \( r > 0 \). Set

\[ \Lambda = \Lambda(\gamma, L) = \left\{ \lambda \in \mathbb{L}^2 : \lambda \geq 0 \text{ and } \sum_{j \in \mathbb{Z}} \gamma_j^2 \beta_j^2 =: \|\lambda\|_\gamma^2 \leq L^2 \right\}. \]

In the following, our aim is to study the minimax risk with respect to the function class \( \Lambda \). Our results will be obtained under the following mild regularity assumptions on the sequence \( \gamma \).

**Assumption 3.1:** \( \gamma = (\gamma_j)_{j \in \mathbb{Z}} \) is a strictly positive symmetric sequence such that \( \gamma_0 = 1 \) and \( (\gamma_n)_{n \in \mathbb{N}_0} \) is non-decreasing.

The following proposition provides an upper risk bound for the estimator \( \hat{\lambda}_k \) defined in (4) under an appropriate choice of the dimension parameter \( k \).

**Proposition 3.1:** Let Assumption 3.1 hold. Consider the estimator \( \hat{\lambda}_{k^*_n} \) with dimension parameter \( k^*_n = \arg\min_{k \in \mathbb{N}_0} \max\{\gamma_k^{-2}, \frac{2k+1}{n}\} \). Then, for any \( n \in \mathbb{N} \),

\[ \sup_{\lambda \in \Lambda} \mathbb{E}[\|\hat{\lambda}_{k^*_n} - \lambda\|_2^2] \lesssim \Psi_n := \max\left\{ \gamma_k^{-2}, \frac{2k^*_n+1}{n} \right\} \]

where the constant hidden in \( \lesssim \) depends only on \( L \).

**Proof:** Introduce the function \( \lambda_{k^*_n} := \sum_{0 \leq |j| \leq k^*_n} \beta_j \phi_j \) which suggests the decomposition

\[ \mathbb{E}[\|\hat{\lambda}_{k^*_n} - \lambda\|_2^2] = \|\lambda - \lambda_{k^*_n}\|_2^2 + \mathbb{E}[\|\hat{\lambda}_{k^*_n} - \lambda_{k^*_n}\|_2^2] \]

of the considered risk into squared bias and variance. Using the smoothness assumption \( \lambda \in \Lambda \), it is easy to see that \( \|\lambda - \lambda_{k^*_n}\|_2^2 \leq L^2 \gamma_k^{-2} \) and \( \mathbb{E}[\|\hat{\lambda}_{k^*_n} - \lambda_{k^*_n}\|_2^2] \leq L \cdot \frac{2k^*_n+1}{n} \) and the statement of the theorem follows. \( \blacksquare \)

The rate-optimality of the estimator \( \hat{\lambda}_{k^*_n} \) considered in Proposition 3.1 is demonstrated by means of the following theorem which is valid under mild additional assumptions. The
proof makes use of an adaptation of standard techniques in non-parametric statistics for the derivation of minimax lower bounds to our point process framework and is deferred to Appendix D.

**Theorem 3.2:** Let Assumption 3.1 hold and further assume that

(C1) \( \sum_{j \in \mathbb{Z}} y_j^{-2} < \infty \), and
(C2) \( 0 < \eta^{-1} = \inf_{n \in \mathbb{N}} (\Psi_n)^{-1} \min\{y_{k_n^*}^{-2}, \frac{2k_n^*+1}{n}\} \) for some \( \eta \geq 1 \),

where the quantities \( k_n^* \) and \( \Psi_n \) are defined in Proposition 3.1. Then, for any \( n \in \mathbb{N} \),

\[
\inf_{\hat{\lambda}} \sup_{\lambda \in \Lambda} \mathbb{E}[\|\hat{\lambda} - \lambda\|^2] \geq \Psi_n
\]

where the infimum is taken over all estimators of \( \hat{\lambda} \) of \( \lambda \) based on the sample \( N_1, \ldots, N_n \) and the constant hidden in \( \geq \) depends only on \( \eta, L \) and \( \Gamma \).

**Remark 3.2:** The mild assumption (C1) on the convergence of the series \( \sum_{j \in \mathbb{Z}} y_j^{-2} \) is needed only in order to guarantee the non-negativity of the candidate intensities considered in the proof. On the whole, the proof is very much in line with the proof of Theorem 2.1 in [20] expanded with the essential ingredient that the Hellinger distance between two PPPs is bounded by the Hellinger distance of the corresponding intensity measures (see Theorem 3.2.1 in [31]).

**Remark 3.3:** Note that the lower bound proof given in [33] is based on a specific property called localization and is not valid for ellipsoids expressed in terms of the trigonometric basis.

**Example 3.3 (Sobolev ellipsoids):** Let \( \gamma_0 = 1, \gamma_j = |j|^p \) for \( j \neq 0 \). This setting corresponds to \( \lambda \) belonging to a Sobolev ellipsoid. Then, Assumption 3.1 is satisfied and elementary computations show that \( k_n^* \asymp n^{1/(2p+1)} \) as well as \( \Psi_n \asymp n^{-2p/(2p+1)} \). Furthermore, the additional conditions of Theorem 3.2 are satisfied if \( p > 1 \) holds.

**Example 3.4 (Analytic functions):** Let \( \gamma_j = \exp(\rho |j|) \) for \( j \in \mathbb{Z} \) for some \( \rho > 0 \). This setting corresponds to \( \lambda \) belonging to a class of analytic functions. Assumption 3.1 is also fulfilled in this case and we obtain \( k_n^* \asymp \log n \) and \( \Psi_n \asymp \log n/n \). The additional assumption of Theorem 3.2 does not impose any additional restriction on \( \rho \).

**Example 3.5 (Generalized analytic functions):** Let \( \gamma_j = \exp(2\rho |j|^p) \) for \( \rho, p > 0 \). Note that in this case the Fourier coefficients of \( \hat{\lambda} \) obey a power exponential decay and \( \lambda \) belongs to a class of generalized analytic functions. Assumption 3.1 is satisfied in this case and there are no additional restrictions on \( p \) (and \( \rho \)) due to Theorem 3.2. We have \( k_n^* \asymp (\log n)^{1/p} \) resulting in the rate \( \Psi_n \asymp (\log n)^{1/p}/n \).

### 3.3. Adaptive estimation

The optimal choice of the dimension parameter \( k \) stated in Proposition 3.1 depends on the smoothness characteristics of the intensity via the sequence \( \gamma \). However, such an a priori
knowledge is a strong assumption and is not available in practice. Thus, there is a demand for a data-driven choice of the dimension parameter which hopefully does not deteriorate the quality of the upper risk bound or at least only leads to worse numerical constants, merely.

This data-driven choice of the dimension parameter and the resulting upper risk bound are investigated now. For this purpose, we follow a model selection approach which has been successfully applied to a wide range of estimation problems in non-parametric statistics (cf., for instance, [4,16] for general accounts to this model selection paradigm).

For \( s, t \in \mathbb{L}^2 \), introduce the notation \( \langle s, t \rangle = \int_0^1 s(x)t(x)\,dx \) and consider the contrast function

\[
\Upsilon_n(t) = \|t\|^2 - 2 \langle \hat{\lambda}_n, t \rangle, \quad t \in \mathbb{L}^2.
\]

Define the random sequence of penalties \((\text{pen}_k)_{k \in \mathbb{N}}\) via

\[
\text{pen}_k = 24 \cdot (\beta_0 \lor 1) \cdot \frac{2k + 1}{n}.
\]

Building on the definitions made until now, we define the data-driven selection \( \hat{k}_n \) of the dimension parameter as the minimizer of the penalized contrast

\[
\hat{k}_n := \arg\min_{0 \leq k \leq n} \{ \Upsilon_n(\hat{\lambda}_k) + \text{pen}_k \}.
\]

The following theorem provides an upper bound for the risk of the estimator \( \hat{\lambda}_{\hat{k}_n} \). Its proof is given in Appendix E.

**Theorem 3.6:** Let Assumption 3.1 hold. Then, for any \( n \in \mathbb{N} \), we have

\[
\sup_{\lambda \in \Lambda} \mathbb{E} [\| \hat{\lambda}_{\hat{k}_n} - \lambda \|^2] \lesssim \min_{0 \leq k \leq n} \max \left\{ \gamma_k^{-2}, \frac{2k + 1}{n} \right\} + \frac{1}{n} + \exp(-\kappa \sqrt{n})
\]

where \( \kappa > 0 \) is a numerical constant and the constant hidden in \( \lesssim \) depends only on \( L \).

**Remark 3.4:** The penalty term used in the definition of \( \hat{k}_n \) is random which is in contrast to penalty terms occurring, for instance, in density estimation or deconvolution problems. The need for randomization is due to the quantity \( \beta_0 \) in the definition of \( H \) in Lemma E.1.

If \( L \) (but not \( \gamma \)) was known, one could proceed without randomization by choosing the penalty proportional to \( \sqrt{L} (2k + 1)/n \). However, the factor \( L \) in this definition cannot be replaced by an estimate of \( L \) because a reasonable estimator of \( L \) is not reachable from the data. Note that the penalty terms considered in [33] in a point process framework similar to ours are also non-deterministic.

The adaptive estimator \( \hat{\lambda}_{\hat{k}_n} \) attains the rate \( \Psi_n \) if and only if

\[
\Psi_n \asymp \min_{0 \leq k \leq n} \max \left\{ \gamma_k^{-2}, \frac{2k + 1}{n} \right\}.
\]

Since under Assumption 3.1 it holds that \( k^*_n \lesssim n \), we immediately obtain the following result.
**Corollary 3.7:** Under Assumption 3.1, the estimator \( \hat{\lambda}_{k_n^*} \) is rate optimal over the class \( \Lambda \).

In particular, the estimator \( \hat{\lambda}_{k_n^*} \) is rate optimal in the framework of Examples 3.3, 3.4, and 3.5 where \( k_n^* \asymp n^{1/(2p+1)} \), \( k_n^* \asymp \log n \), and \( k_n^* \asymp (\log n)^{1/p} \), respectively.
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