Products of Ideals and Golod Rings

Keller Vandebogert

Abstract. In this paper, we study conditions guaranteeing that a product of ideals defines a Golod ring. We show that for a 3-dimensional regular local ring (or 3-variable polynomial ring) \((R, \mathfrak{m})\), the ideal \(\mathfrak{m}^2\) always defines a Golod ring for any proper ideal \(I \subset R\). We also show that non-Golod products of ideals are ubiquitous; more precisely, we prove that for any proper ideal with grade \(\geq 4\), there exists an ideal \(J \subseteq I\) such that \(IJ\) is not Golod. We conclude by showing that if \(I\) is any proper ideal in a 3-dimensional regular local ring and \(a \subseteq I\) a complete intersection, then \(aI\) is Golod.

1. Introduction

Let \((R, \mathfrak{m}, k)\) denote a local ring with embedding dimension \(e\) and codepth \(d\). Serre established a coefficient-wise inequality for the Poincaré series of \(R\)

\[ P^R_k(t) \leq \frac{(1+t)^e}{1 - \sum_{j=1}^d \text{rank}_k H_j(K^R)t^{j+1}}, \]

where \(K^R\) denotes the Koszul complex on a minimal generating set of \(\mathfrak{m}\). Later, Golod studied rings for which the above inequality is an equality, linking this “maximality” condition to the existence of certain higher order homology operations, known as trivial Massey operations (see [9]). Today, rings for which Serre’s inequality is equality are known as Golod rings, and uncovering conditions that imply Golodness has been a widely studied problem for multiple decades now; see for instance [14], [15], [10], [6], or [11] (and the references therein).

The existence of a trivial Massey operation implies that the Koszul homology algebra of a Golod ring is trivial: that is, there are no nontrivial products between elements of positive degree. In [4] Theorem 5.1, it was claimed that for monomial ideals, trivial multiplication on the Koszul homology algebra is in fact equivalent to Golodness. It turned out that there was a gap in the proof, with Katthän later producing a non-Golod ring (defined by a monomial ideal) with trivial product on the Koszul homology (see [13]). Likewise, it was a question of Welker as to whether all products of proper homogeneous ideals define Golod rings; this question was answered in the negative by De Stefani in [5] with a rather simple counterexample: the product of the ideals \((x_1, \ldots, x_4)\) and \((x_1^2, \ldots, x_4^2) \subset k[x_1, \ldots, x_4]\) does not define a Golod ring. It turns out that in the 3 variable case, products of monomial ideals do define Golod rings [7]; the case for arbitrary ideals in a 3-variable polynomial ring remains open.
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The above examples serve to illustrate that Golod ideals remain mysterious even in low dimensional rings, and proving that a particular class of ideals define Golod rings is often a difficult problem. The first case where this problem becomes non-trivial is for rings of codepth 3, since in codepth 1, all rings are Golod, and in codepth 2 the ring is either Golod or a complete intersection. In this paper, we attempt to introduce new techniques for studying rings defined by products of ideals. We prove that for an arbitrary 3-dimensional regular local ring (or homogeneous ideal in a 3-variable polynomial ring) \((R, \mathfrak{m})\), the product \(I\mathfrak{m}\) defines a Golod ring for any proper ideal \(I\) (see Theorem 3.7). We also show that Golodness of a product of ideals can be checked by verifying that a certain morphism of complexes is a split injection (see Proposition 4.4). This allows us to prove that if \(I\) is a complete intersection and \(J \subseteq I\) is generated by some subset of the minimal generators of \(I\), then \(IJ\) defines a Golod ring.

We also prove that non-Golod products of ideals are in fact quite ubiquitous. More precisely, let \(R\) be any regular local ring or standard graded polynomial ring over a field \(k\). Then we prove that for any proper ideal \(I\) and complete intersection \(a \subseteq \mathfrak{m}I\) with \(\mu(a) \geq 4\), the ideal \(aI\) does not define a Golod ring (see Proposition 4.9). This generalizes the example given by De Stefani in [8]. In particular, for any ideal \(I\) with grade \(\geq 4\), one can find an ideal \(J \subseteq I\) such that \(IJ\) does not define a Golod ring. In the case that grade\((I) \leq 3\), we prove the opposite; that is, \(aI\) is a Golod ring for any complete intersection \(a \subseteq I\).

The techniques in this paper involve understanding free resolutions of products of ideals and the lifts of certain types of basis elements to the Koszul homology algebra. Suppose \(I = (a_1, \ldots, a_n)\) and \(J\) are proper ideals; one way to construct a free resolution of \(IJ\) is to construct the resolution of \((a_1, \ldots, a_k) + J(a_{k+1}, \ldots, a_n)\) in an iterative fashion. As it turns out, this is handled by the machinery of trimming complexes as in [17]; moreover, it was recently shown how to construct a DG-algebra structure on trimming complexes of length 3 in [16]. This yields information about the Tor-algebra structure (and hence Golodness) for products of ideals.

The paper is organized as follows. In Section 2, we give a quick rundown of DG-algebras, trivial Massey operations, and Golod rings. We also provide a concise introduction to iterated trimming complexes along with a statement about the algebra structure in the length 3 case. We conclude with an observation on the contribution of the \(a_i\) ideals of Setup 2.5 to the Koszul homology of the trimmed ideal. In Section 3, we prove a first main result of the paper; namely, that for any 3-dimensional regular local ring, the ideal \(I\mathfrak{m}\) defines a Golod ring. The proof actually follows quite easily by results previously established in [16].

In Section 4, we study Golod and non-Golod rings defined by products of ideals in higher dimensional rings. As a first result, we prove that if certain maps appearing in the construction of iterated trimming complexes are split injections, then the associated product of ideals must define a Golod ring. Next, we consider an ideal \(I\) containing any complete intersection \(a \subseteq I\). We first construct an explicit free resolution of \(R/aI\) that is minimal in the case \(a \subseteq \mathfrak{m}I\), and then show that this resolution has nontrivial multiplication in the Tor-algebra if \(\mu(a) \geq 4\). This in particular proves that \(aI\) cannot be a Golod ring. We then prove that if, in the above situation, \(I\) has grade \(\leq 3\) and \(a \subseteq I\), then \(aI\) does define a Golod ring. We conclude with discussion and further questions.
2. Golod Rings and Trimming Complexes

In this section, we lay the groundwork for the rest of the paper. The first order of business involves defining trivial Massey operations and then Golod rings. We define Golod rings in terms of the existence of trivial Massey operations since this will be our primary means of proving Golodness in later sections. Next, we recall the construction of iterated trimming complexes as in [17] and the algebra structure in the length 3 case. The following notation will be in play for the rest of the paper:

**Notation 2.1.** The notation \((F_\bullet, d_\bullet)\) will denote a complex \(F_\bullet\) with differentials \(d_\bullet\). When no confusion may occur, \(F_\bullet\) may be written, where the notation \(d_\bullet F_\bullet\) is understood to mean the differential of \(F_\bullet\) (in the appropriate homological degree).

Given a complex \(F_\bullet\) as above, elements of \(F_n\) will often be denoted \(f_n\), without specifying that \(f_n \in F_n\).

**Definition 2.2.** A differential graded algebra \((F, d)\) (DG-algebra) over a commutative Noetherian ring \(R\) is a complex of free \(R\)-modules with differential \(d\) and with a unitary, associative multiplication \(F \otimes_R F \to F\) satisfying

(a) \(F_i F_j \subseteq F_{i+j}\),
(b) \(d_{i+j}(x_i x_j) = d_i(x_i) x_j + (-1)^i x_i d_j(x_j)\),
(c) \(x_i x_j = (-1)^{ij} x_j x_i\), and
(d) \(x_i^2 = 0\) if \(i\) is odd,

where \(x_k \in F_k\).

The next definition will be essential for defining Golod rings. If \(z_\lambda\) is a cycle in some complex \(A\), then the notation \([z_\lambda]\) denotes the homology class of \(z_\lambda\). In the following definition, \(\overline{a} := (-1)^{|a| + 1} a\), where \(|a|\) denotes the homological degree of \(a \in A\).

**Definition 2.3.** Let \((A, d)\) be a DG-algebra with \(H_0(A) \cong k\). Then \(A\) admits a trivial Massey operation if for some \(k\)-basis \(B = \{h_\lambda\}_{\lambda \in \Lambda}\), there exists a function \(\mu : \bigoplus_{i=1}^{\infty} B^i \to A\) such that

\[\mu(h_\lambda) = z_\lambda\] with \([z_\lambda] = h_\lambda\), and

\[d \mu(h_{\lambda_1}, \ldots, h_{\lambda_p}) = \sum_{j=1}^{p-1} \mu(h_{\lambda_1}, \ldots, h_{\lambda_j}) \mu(h_{\lambda_{j+1}}, \ldots, h_{\lambda_p}).\]

Observe that taking \(p = 2\) in the above definition yields that \(H_{\geq 1}(A)^2 = 0\), so the induced algebra structure on \(H(A)\) is trivial for a DG-algebra admitting a trivial Massey operation.

**Definition 2.4.** Let \((R, m)\) be a local ring and let \(K^R\) denote the Koszul complex a minimal set of generators of \(m\). If \(K^R\) admits a trivial Massey operation \(\mu\), then \(R\) is called a Golod ring. An ideal \(I\) in some ring \(Q\) will be called Golod if the quotient \(Q/I\) is Golod.

**Setup 2.5.** Let \((R, m, k)\) be a regular local ring. Let \(I \subseteq R\) be an ideal and \((F_\bullet, d_\bullet)\) a free resolution of \(R/I\).
Write $F_1 = F'_1 ⊕ \left( ⊕_{i=1}^t R e_0^i \right)$, where, for each $i = 1, \ldots, t$, $e_i^1$ generates a free direct summand of $F_1$. Using the isomorphism

$$\text{Hom}_R(F_2, F_1) = \text{Hom}_R(F_2, F'_1) ⊕ \left( ⊕_{i=1}^t \text{Hom}_R(F_2, Re_0^i) \right)$$

write $d_2 = d_2' + d_0' + \cdots + d_0$, where $d_2' ∈ \text{Hom}_R(F_2, F'_1)$ and $d_0' ∈ \text{Hom}_R(F_2, Re_0^i)$. For each $i = 1, \ldots, t$, let $a_i$ denote any ideal with

$$d_0(F_2) ⊆ a_i e_0^i,$$

and $(G^i, m^i)$ be a free resolution of $R/a_i$. Use the notation $K' := \text{im}(d_1|_{F'_1} : F'_1 → R)$, $K'^0 := \text{im}(d_1|_{Re_0^i} : Re_0^i → R)$, and let $J := K' + a_1·K'^0 + \cdots + a_t·K'^0$.

Remark 2.6. In Setup 2.5 one may alternatively assume that $R$ is a standard graded polynomial ring over a field $k$ and all over input data is homogeneous.

**Theorem 2.7 (17).** Adopt notation and hypotheses as in Setup 2.5. Then there exists a morphism of complexes of the following form:

(2.1)

\[
\begin{array}{cccccc}
\cdots & d_{k+1} & F_k & d_k & \cdots & d_5 & F_2 & d_2 & F'_1 \\
\downarrow & (q_{k-1}^1) & \downarrow & (q_{k-1}^1) & \downarrow & (q_{k-1}^1) & (q_1^1) & (q_1^1) & \downarrow & d'_1 \\
\cdots & ⊕ m^1_{k-1} & ⊕ m^{i-1}_{k-1} & \cdots & ⊕ m^1_i & ⊕ m^{i+1}_i & \cdots & ⊕ m^1_{i+1} & \cdots & R \\
\end{array}
\]

where $d'_1 : F_1 → R$ is the restriction of $d_1$ to $F_1$. Moreover, the mapping cone of (2.1) is a free resolution of $R/J$. The mapping cone of (2.1) will be denoted $T_*$ with differentials $\ell_*$.

**Definition 2.8.** The **iterated trimming complex** associated to the data of Setup 2.5 is the complex of Theorem 2.7.

The following theorem is not stated in its entirety as in [16]; this is because writing out all of the products is quite technical and not totally enlightening. In our situation, the more closed forms of the products given by Proposition 3.4 of [16] will be used, since the DG-module hypotheses will be trivially verified for our purposes. The reader is encouraged to consult [16] for the more grisly details.

**Theorem 2.9.** Adopt notation and hypotheses as in Setup 2.5 and assume that the complexes $F_*$ and $G_*$ ($1 ≤ i ≤ t$) are length 3 DG-algebras. Then the length 3 iterated trimming complex $T_*$ of Theorem 2.7 admits the structure of an associative DG-algebra, and the product on $T_*$ can be written down in terms of the products on $F_*$ and $G_*$.

**Corollary 2.10 ([16 Corollary 3.6]).** Adopt notation and hypotheses as in Setup 2.5. Assume that the complexes $F_*$ and $G_*$ (for $1 ≤ i ≤ t$) are minimal. Then the only possible nontrivial products in the algebra $T_*$ are

$$F_1' ⊗ F_1, \quad F_1' ⊗ F_2, \quad F_1' ⊗ G_1, \quad G_1 ⊗ F_2, \quad \text{and} \quad F_1' ⊗ G_2 \quad (1 ≤ i ≤ t).$$
Let $A_\bullet$ and $B_\bullet$ be complexes with $H_0(A) = R$ and $H_0(B) = S$. Recall that there is a functorial isomorphism

$$H_\bullet(A \otimes S) \cong H_\bullet(R \otimes B)$$

induced by the natural projections

$$A \leftarrow A \otimes B \rightarrow B$$

The isomorphism can be explicitly described as follows:

1. Choose a cycle $z_1$ in $A \otimes S$ representing a basis element of $H_\bullet(A \otimes S)$.
2. Lift $z_1$ to a cycle $z_2$ in $A \otimes B$.
3. Project $z_2$ onto a cycle $z_3$ in $R \otimes B$, then descend to homology.

The following observation shows that the contribution of the ideals $a_i$ to the Koszul homology of the trimmed ideal is completely determined by the Koszul homology $H_\bullet(R/a_i)$, for each $1 \leq i \leq t$.

Observation 2.11. Adopt notation and hypotheses as in Setup 2.5, and assume that the complexes $F_\bullet$ and $G^i_\bullet$ $(1 \leq i \leq t)$ are minimal. Let $\phi^i : G^i_\bullet \rightarrow R/a_i \otimes K_\bullet$ denote any map lifting the isomorphism $G^i_\bullet \otimes k \cong H_\bullet(R/a_i \otimes K_\bullet)$.

Then, the isomorphism $H_\bullet(T_\bullet \otimes k) \cong H_\bullet(R/J \otimes K_\bullet)$ sends $g^j_2 \in G^j_\bullet \otimes k$ to the element $[\phi^j(g^j_2)d_1(e^j_i)] \in H_j(R/J \otimes K_\bullet)$.

Proof. Observe that the only difference between $G^i_\bullet$ on its own and $G^i_\bullet$ viewed as a direct summand in the trimming complex $T_\bullet$ is that the first differential is rescaled by the element $d_1(e^j_i)$ in the latter case. By definition of the isomorphism $H_\bullet(T_\bullet \otimes k) \cong H_\bullet(R/J \otimes K_\bullet)$, the result is immediate. □

3. Products of the Form $I^m$ Define Golod Rings in 3-Dimensional Regular Local Rings

In this section, we prove that any product of the form $I^m$ defines a Golod ring if $I$ is a proper ideal in some 3-dimensional regular local ring. We first use a simple observation about the generators of the Koszul homology to see that the possible Tor-algebra classes of a general product of ideals is rather restricted. We then recall some additional results proved in [16] that will be essential for proving the main result. Observe that

(*) one can replace the regular local ring $R$ with a standard graded polynomial ring over a field $k$ for all results in this paper.

To begin with, we prove a general result about the Koszul homology algebra for products.

Observation 3.1. Let $R$ be a regular local ring and let $I$ and $J$ be two proper ideals. Then $H_1(R/IJ) \cdot H_1(R/IJ) = 0$.

Proof. It is clear that $H_1(R/IJ)$ is generated by the classes of elements of the form $d(z^I_1)z^J_1$, where $z^I_1$ and $z^J_1$ represent basis elements for $H_1(R/I)$ and $H_1(R/J)$, respectively. Now take the product and descend to homology. □

Observe that by, for instance, [11] Proposition 5.2.4], it suffices to show that the multiplication in the Tor-algebra of $R/IJ$ is trivial to prove Golodness (in the case that $R/IJ$ has projective dimension 3). This will end up being the method we use to prove Golodness for ideals of the form $I^m$. 

Corollary 3.2. Let $R$ be a 3-dimensional regular local ring and $I, J \subset R$ proper ideals. If $R/IJ$ has projective dimension 3, then $R/IJ$ has Tor algebra class $G(r)$ or $H(0, q)$ for some $r \geq 2$ or $q \geq 0$.

Proof. The statement about the Tor-algebras is clear by the Tor-algebra classification of [3, Theorem 2.1] combined with Observation 3.1.

Remark 3.3. If there does exist a product of ideals defining a quotient of Tor-algebra class $G(r)$, then this quotient is necessarily non-Gorenstein by a result of Huneke [12]. This means that such a quotient would be another counterexample to a question of Avramov (see [2]).

Next, we recall some notation and results from [16].

Notation 3.4. Let $I = (\phi_1, \ldots, \phi_n) \subseteq R$ be an $m$-primary ideal and $F_\bullet$ a DG-algebra free resolution of $R/I$. Given an indexing set $\sigma = \{1 \leq \sigma_1 < \cdots < \sigma_t \leq n\}$, define

$$tm_\sigma(I) := (\phi_i \mid i \notin \sigma) + m(\phi_j \mid j \in \sigma).$$

The transformation $I \mapsto tm_\sigma(I)$ will be referred as trimming the ideal $I$.

Observe that if $\sigma = \{1, \ldots, n\}$ (in the notation of Notation 3.4), then $tm_\sigma(I) = I_m$. Thus a free resolution of $R/I_m$ may be obtained as a trimming complex and the Tor algebra structure may be deduced from the product furnished by Theorem 2.9.

Setup 3.5. Let $(R, m, k)$ denote a regular local ring of dimension 3. Let $I = (\phi_1, \ldots, \phi_n) \subseteq R$ be an ideal and $\sigma = (1 \leq \sigma_1 < \cdots < \sigma_t \leq n)$ be an indexing set. Let $(F_\bullet, d_\bullet)$ and $(K_\bullet, m_\bullet)$ be minimal DG-algebra free resolutions and $R/I$ and $k$, respectively. By Theorem 2.7, a free resolution of $R/tm_\sigma(I)$ may be obtained as the mapping cone of a morphism of complexes of the form:

$$0 \to F_3 \to F_2 \to F_1 \to R,$$

where

$$F'_1 := \bigoplus_{j \notin \sigma} Re_0^j \quad \text{and} \quad d'_1 : F_2 \xrightarrow{d_2} F_1 \xrightarrow{\text{proj}} F'_1.$$

Let $T_\bullet$ denote the mapping cone of $(3.1)$

In the following, note that $\gamma := \cdot \otimes k$, where $k$ denotes the residue field.

Proposition 3.6 ([16, Lemma 4.9]). Adopt notation and hypotheses as in Setup 3.5 and assume that $I \subseteq m^2$. Then,

$$\overline{F_1} \cdot_T F_1 \subseteq \ker(Q_1 \otimes k)$$
$$\overline{F_1} \cdot_T F_2 \subseteq \ker(Q_2 \otimes k)$$

In particular, the only possible nontrivial products in the algebra $T_\bullet$ are given by

$$\overline{F_1} \cdot_T F_1 \quad \text{and} \quad \overline{F_1} \cdot_T F_2.$$
Combining the above results, we are able to prove the following result. Notice that the assumption that \( R \) is a regular local ring here is essential, as the result [6, Theorem 4.2] shows that even over a complete intersection ring, powers of the maximal ideal may not define Golod rings.

**Theorem 3.7.** Let \((R, m, k)\) be a 3-dimensional regular local ring and \( I \) a proper ideal of \( R \). Then \( I^m \) defines a Golod ring.

**Proof.** Assume first that \( I \subseteq m^2 \). By Proposition 3.6, the only possible nontrivial products come from products of the form \( F'_1 \cdot T \cdot F'_1 \) or \( F'_1 \cdot T \cdot F_2 \). However, \( F'_1 = 0 \), so all products are trivial.

If \( I \subseteq m \) but \( I \not\subseteq m^2 \), then \( I \) is either a complete intersection or a hyperplane section that is not a complete intersection; the latter case follows from Lemma 4.13 of [16] and the case that \( I \) is a complete intersection will be handled by Proposition 4.10. \( \square \)

4. On the Ubiquity of Non-Golod Products of Ideals

In this section, we prove more results on Golodness and non-Golodness of certain types of quotients. We show that Golodness of a product of ideals can be detected by showing that an associated morphism of complexes is a split injection; this allows us to prove that certain products of complete intersections define Golod rings. We then consider a method of constructing non-Golod products of ideals en masse. To do this, we show how to construct a free resolution for particular products of ideals. Then, we show that under sufficient assumptions this complex is guaranteed to have nontrivial multiplication in the Tor-algebra; this proves that such ideals cannot be Golod. We then prove that if the ideals as above have sufficiently small grade, then the product is Golod.

The first lemma of this section is a general result on constructing trivial Massey operations. It will be used to give a quick proof of Proposition 4.9. Throughout this section, \((R, m)\) will denote a regular local ring (or a standard graded polynomial ring over a field). In the following statement, let \( K_\bullet \) denote the Koszul complex on the minimal generators of \( m \).

**Lemma 4.1.** Let \( I \subset R \) be any ideal and enumerate a \( k \)-basis \( B = \{ [z_a] \}_{a \in A} \) for the Koszul homology algebra \( H_{\geq 1}(R/I) \). Assume that there exists a map \( \nu : \{ z_a \mid a \in A \} \to R/I \otimes K_\bullet \) such that

\[
(*) \quad z_a \wedge z_b = z_a \wedge d(\nu(z_b)) \quad \text{for all } a, b \in A.
\]

Then \( R/I \) is a Golod ring.

**Proof.** Let \( \mu : \bigoplus_{i=1}^\infty B^i \to R/I \otimes K_\bullet \) be defined by

\[
\mu([z_{a_1}], \ldots, [z_{a_p}]) := z_{a_1} \wedge \nu(z_{a_2}) \wedge \cdots \wedge \nu(z_{a_p}).
\]

Then the proof follows by showing that \( \mu \) as above is a trivial Massey operation on \( R/I \otimes K_\bullet \). Inductively, one computes:

\[
\sum_{i=1}^{p-1} \mu([z_{a_1}, \ldots, [z_{a_i}]] \mu([z_{a_{i+1}}, \ldots, [z_{a_p}])
\]

\[
= \sum_{i=1}^{p-1} z_{a_1} \wedge \nu(z_{a_2}) \wedge \cdots \wedge \nu(z_{a_i}) \wedge z_{a_{i+1}} \wedge \cdots \wedge \nu(z_{a_p})
\]
\[
\sum_{i=1}^{p-1} z_{a_1} \land \nu(z_{a_2}) \land \cdots \land \nu(z_{a_p}) \land d(\nu(z_{a_{i+1}})) \land \cdots \land \nu(z_{a_p})
\]

\[
= (-1)^{\sum_{i=1}^{p-1} z_{a_1} \land d(\nu(z_{a_2}) \land \cdots \land \nu(z_{a_p}))} = d(z_{a_1} \land \nu(z_{a_2}) \land \cdots \land \nu(z_{a_p}))
\]

\[= \mu([z_{a_1}], \ldots, [z_{a_p}]).\]

\[\Box\]

**Notation 4.2.** Let \(I\) and \(J\) be proper ideals of \(R\). Elements of the Koszul homology \(H_i(R/I)\) and \(H_j(R/J)\) will be denoted \(z^I_{a_i}\) and \(z^J_{b_j}\), respectively. The homology class of a cycle will in \(H_* (M)\) will be denoted by \([\cdot]_M\otimes K\) or just \([\cdot]\), when no confusion may occur.

**Proposition 4.3.** Let \(I\) and \(J\) be proper ideals of \(R\). If the Koszul homology \(H_* (R/IJ)\) is generated by the classes of elements of the form \(d(z^I_{a_i}) \land z^J_{b_j}\), then \(IJ\) defines a Golod ring.

**Proof.** Let \(\sum_{\ell=1}^{m} c_{\ell} d(z^I_{a_{\ell}}) \land z^J_{b_{\ell}}\) be a basis element for the Koszul homology, where \(c_{\ell} \in k\) for each \(\ell\); define:

\[
\nu \left( \sum_{\ell=1}^{m} c_{\ell} d(z^I_{a_{\ell}}) \land z^J_{b_{\ell}} \right) := \sum_{\ell=1}^{m} c_{\ell} z^I_{a_{\ell}} \land z^J_{b_{\ell}}.
\]

It is clear that the condition (\(\ast\)) of Lemma 4.1 is satisfied with respect to this basis, whence the result. \(\Box\)

In the statements that follow, we will often make the assumption that \(\text{Fitt}_R(I) \subseteq J\) (where \(\text{Fitt}_R(I)\) denotes the Fitting ideal of \(I\); that is, the ideal generated by the entries of any minimal presentation matrix for \(I\)). This is done in order to satisfy the condition

\[d^0_0(F_2) \subseteq a_1 e^i_0\]

in the notation and hypotheses of Setup 2.4. If this is not satisfied, then the trimming procedure must be done iteratively, trimming each generator one at a time with a different ideal at each step. The following Proposition gives an interesting criterion for Golodness in terms of the vertical maps appearing in diagram 2.1 in the statement of Theorem 2.7.

**Proposition 4.4.** Let \(I\) and \(J\) be proper ideals of \(R\) with \(\text{Fitt}_R(I) \subseteq J\) and let \((F_\ast, d_\ast)\) and \((G_\ast, m_\ast)\) be minimal free resolutions of \(R/I\) and \(R/J\), respectively. Let \(t = \mu(I)\) and assume that the vertical maps in the diagram

\[
\cdots \xrightarrow{d_{k+1}} F_k \xrightarrow{d_k} \cdots \xrightarrow{d_3} F_2 \xrightarrow{d_2} F_1 \xrightarrow{d_1} \cdots \xrightarrow{Q_1} Q_1 \xrightarrow{Q_0} \cdots \oplus_{i=1}^{m_k} G_{k-1} \xrightarrow{\oplus_{i=1}^{m_{k-1}}} \cdots \oplus_{i=1}^{m_2} G_1 \xrightarrow{- \sum_{j=1}^{m_1} (-d_1(e^i_0))} R
\]

of Theorem 2.7 are split injections. Then \(IJ\) defines a Golod ring.
Proof. Let $C_i := \text{Coker } Q_i$, where the $Q_i$ are as in the statement of the theorem. The minimal free resolution of $R/IJ$ is then obtained as the induced quotient complex

$$\cdots \to C_i \to C_{i-1} \to \cdots \to C_1 \to R.$$ 

Since each $Q_i$ is a split injection, each $C_i$ is a direct summand of $\bigoplus_{j=1}^i G_i$. Employing Observation 2.11, it follows that the Koszul homology is generated by elements as in Proposition 4.3, whence $IJ$ defines a Golod ring. \hfill \Box

**Corollary 4.5.** Let $J = (a_1, \ldots, a_n)$ be a regular sequence and $I = (a_1, \ldots, a_m)$ for some $m \leq n$. Then $IJ$ defines a Golod ring.

**Proof.** Recall first that Fitt$_R(I) = I$ if $I$ is a complete intersection, so the assumption Fitt$_R(I) \subset J$ of Proposition 4.4 is satisfied. Let $K$ be a free $R$-module of rank $n$ with $\psi : K \to R$ a map of $R$-modules with $\psi(K) = J$. Then there exists a direct summand $K' \subset K$ such that $\psi(K') = I$, in which case the vertical maps of Proposition 4.4 may be chosen as the natural inclusion $\bigwedge^i K' \hookrightarrow \bigwedge^i K$, which is evidently a split injection. \hfill \Box

In the following setup, recall that it is always possible to put a (possibly nonassociative) DG-algebra structure on an acyclic complex $F_*$ with $F_0 = R$; this is proved in, for instance, [5, Proposition 1.1]. For our purposes, associativity will not be relevant since the algebra structure will only be used to construct a morphism of complexes.

**Setup 4.6.** Let $R$ be a regular local ring with $I \subset R$ any proper ideal and let $a \subseteq I$ be a complete intersection. Let $K_*$ denote the Koszul complex resolving $R/a$ and $F_*$ the minimal free resolution of $R/I$. Let $\cdot_F$ denote any (not necessarily associative) DG-algebra product on $R/I$ and let $L_1 : K_1 \to F_1$ denote the comparison map in homological degree 1 extending the identity map.

For $i > 1$, let $L_i : K_i \to F_i$ be the map sending $f_\sigma \mapsto L_1(f_{\sigma_1}) \cdot_F \cdots \cdot_F L_1(f_{\sigma_i})$. Notice that since $\cdot_F$ is not necessarily associative, the above notation is understood to mean multiplication starting with the left-most terms first, then moving to the right.\footnote{A more precise notation would say $\left( (L_1(f_{\sigma_1}) \cdot_F L_1(f_{\sigma_2})) \cdot_F \cdots \cdot_F L_1(f_{\sigma_i}) \right) \cdot_F L_1(f_\sigma)$.}

With this, define $\Phi_i : K_i \to F_{i-1} \otimes K_1$ for $i > 1$ to be the map sending

$$f_\sigma \mapsto \sum_{r \in \sigma} \text{sgn}(r \in \sigma)L_{i-1}(f_{\sigma \setminus r}) \otimes f_r,$$

where sgn denotes the sign of the permutation that reorders sets into ascending order.

**Proposition 4.7.** Adopt notation and hypotheses as in Setup 4.6. For all $i > 2$,

$$\Phi_{i-1} \circ d^K_i = d^F_{i-1} \circ \Phi_i$$

**Proof.** One computes:

$$\Phi_{i-1} \circ d^K_i(f_\sigma) = \Phi_{i-1}\left( \sum_{r \in \sigma} \text{sgn}(r \in \sigma)L_{i-1}(f_{\sigma \setminus r}) \otimes f_r \right)$$

$$= \sum_{r \in \sigma} \sum_{s \in \sigma \setminus r} \text{sgn}(r \in \sigma) \text{sgn}(s \in \sigma \setminus r) \psi(s)L_{i-2}(f_{\sigma \setminus r,s}) \otimes f_r$$

$$= d^F_{i-1} \circ \Phi_i(f_\sigma).$$

\hfill \Box
The following theorem provides a free resolution of any quotient of the form $R/aI$, where $aI$ is obtained as in Setup 4.6.

**Theorem 4.8.** Adopt notation and hypotheses as in Setup 4.6. Then the mapping cone of the morphism of complexes

$$
\cdots \xrightarrow{d_k^K} K_k \xrightarrow{\Phi_k} K_0 \xrightarrow{\Phi_1} \cdots \xrightarrow{d_1^K} K_1 \xrightarrow{-d_1^F \circ d_1^K} R
$$

is a free resolution of $R/aI$. If $a \subseteq mI$, then this resolution is minimal.

**Proof.** Simply observe that the diagram appearing in Theorem 4.8 is a more concise way to write the trimming complex appearing in Theorem 2.7. The $\Phi_i$ maps constructed in Setup 4.6 make the appropriate diagrams commute, so the mapping cone is a free resolution of $R/aI$ as desired. If $a \subseteq mI$, then the maps $L_i$ as in Setup 4.6 satisfy $L_i(K_i) \subseteq mF_{i-1} \otimes K_1$. This completes the proof. \qed

**Proposition 4.9.** Adopt notation and hypotheses as in Setup 4.6 with $a \subset mI$. Assume $\mu(a) \geq 4$. Then $aI$ does not define a Golod ring.

In the following proof, we tacitly use the observation that the algebra structure provided by Theorem 2.9 also provides a partial (not necessarily associative) algebra structure on trimming complexes of longer length. Likewise, so as to not conflict with indexing notation/the residue field, let $K_1$ (as in Setup 4.6) have basis $g_1, \ldots, g_n$ for some $1 \leq n \leq \dim R$. The notation $g_{ij}$ is shorthand for $g_i \wedge g_j \in K_2$.

**Proof.** The result will follow by showing that there is always nontrivial multiplication between certain types of elements of homological degree 2. Let $T_\bullet$ denote the complex of Theorem 2.9 and $\pi_K$ denote the projection of $T_\bullet$ onto $K_\bullet$. Using the product of Theorem 2.9 (with explicit form written in [10] Theorem 3.3], one finds:

$$
\pi_K \circ d^T(g_{ij} \cdot_T g_{k\ell}) = -d^K(g_k)g_i \wedge g_{k\ell} + d^K(g_j)g_i \wedge g_{k\ell}
$$

$$
- d^K(g_k)g_{ij} \wedge g_{k\ell} + d^K(g_k)g_{ij} \wedge g_k
$$

$$
= \pi_K \circ d^T(-g_{ij} \wedge g_{k\ell}).
$$

This implies that $\cdot_T$ may be chosen (up to a cycle which disappears after tensoring with $k$) such that $\pi_K(g_{ij} \cdot_T g_{k\ell}) = \pi_K(-g_{ij} \wedge g_{k\ell})$; this of course implies that after tensoring with the residue field, $g_{ij} \cdot_T g_{k\ell}$ is nontrivial, whence $aI$ cannot define a Golod ring. \qed

In the 3-dimensional case, we instead find that the opposite of Proposition 4.9 holds.

**Proposition 4.10.** Let $R$ be a 3-dimensional regular local ring. Let $I$ be a proper ideal of $R$ and $a \subseteq I$ any complete intersection. Then $aI$ defines a Golod ring.
Proof. Assume to avoid trivialities that \( R/I \) and \( R/I \) both have projective dimension 3 over \( R \). A free resolution of \( R/aI \) is obtained as in Theorem 4.8. Notice that by Corollary 2.11 there is only one possible product that could descend to a nontrivial product in the Tor-algebra, and that is given by the product \( (F_1 \otimes K_1) \otimes K_2 \to (F_3 \otimes K_1) \oplus K_3 \). One can compute a simple closed form for the product
\[
(f_1 \otimes e_i^0) \cdot_T g_{ij} := d^F(f_1) e_i^0 \wedge g_{ij} + f_1 \cdot_F L_2(g_{ij}) \otimes e_i^0.
\]
It is straightforward to verify that this product is compatible with the products defined in Proposition 3.4 of [16]. The proof then follows after considering two cases:

Case 1: \( I \) is a complete intersection. If \( L_2(K_i) \subseteq mF_1 \), then it is clear that the above product vanishes after tensoring with the residue field. Thus assume that \( L_2(g_{ij}) \notin mF_2 \); if this holds for all \( 1 \leq i, j \leq 3 \), then \( aI \) is Golod by Proposition 4.4. Otherwise, we may assume that \( L_2(g_{12}) \notin mF_2 \) and \( L_1(g_{i3}) \in mF_1 \) for \( i = 1, 2 \); in this case, \( g_{12} \) must vanish after descending to homology since \( g_{13} \) and \( g_{23} \in \text{Ker} \Phi_1 \otimes k \). Thus any product involving \( g_{12} \) is trivial. Likewise, any product with \( g_{i3} \) for \( i = 1, 2 \) is trivial since \( L_2(g_{i3}) \in mF_1 \) for \( i = 1, 2 \). In any of the above scenarios, the product is trivial after descending to homology.

Case 2: \( I \) is not a complete intersection. This case follows immediately since \( f_1 \cdot_F L_2(g_{ij}) \in mF_3 \) for the simple reason that the only class of ideals admitting a nontrivial triple product in the Tor-algebra are complete intersections by [3, Theorem 2.1].

It is not clear how to extend the techniques related to trimming complexes to handle the case of arbitrary products of ideals. If the inclusion of Fitting ideals imposed above is not assumed, then the trimming procedure becomes considerably more complicated. In the graded case, it is possible that appropriate regularity bounds combined with careful degree counting will show that the algebra structure given in [16] descends to a trivial algebra structure in homology.

Instead of tackling the general case all at once, one could instead restrict to generic ideals in the 3-variable polynomial ring. More precisely,

Question 4.11. Let \( R = k[x, y, z] \) and \( I \) and \( J \) be two proper ideals of \( R \) defining compressed rings. Does \( IJ \) define a Golod ring?

Perhaps a proof of this statement would give insight into the general case (or intuition for building a counterexample).
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