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Abstract. We prove convergence with optimal algebraic rates for an adaptive finite element method for nonlinear equations with strongly monotone operator. Unlike prior works, our analysis also includes the iterative and inexact solution of the arising nonlinear systems by means of the Picard iteration. Using nested iteration, we prove, in particular, that the number of Picard iterations is uniformly bounded in generic cases, and the overall computational cost is (almost) optimal. Numerical experiments confirm the theoretical results.

1. Introduction

In recent years, the analysis of convergence and optimal convergence behaviour of adaptive finite element methods has matured. We refer to the seminal works [Dör96, MNS00, BDD04, Ste07, CKNS08, FFP14] for some milestones for linear elliptic equations, [Vee02, DK08, BDK12, GMZ12] for non-linear problems, and [CFPP14] for some general abstract framework. While the interplay of adaptive mesh-refinement, optimal convergence rates, and inexact solvers has already been addressed and analyzed, e.g., in [Ste07, AGL13, ALMS13, CFPP14] for linear PDEs and in [CG12] for eigenvalue problems, the influence of inexact solvers for nonlinear equations has not been analyzed yet. The work [GMZ11] considers adaptive mesh-refinement in combination with a Káčanov-type iterative solver for strongly monotone operators. In the spirit of [MSV08, Sie11], the focus is on a plain convergence result of the overall strategy, while the proof of optimal convergence rates remains open.

On the other hand, there is a rich body on a posteriori error estimation which also includes the iterative and inexact solution for nonlinear problems; see, e.g., [EV13]. The present work aims to close the gap between numerical analysis (e.g., [CFPP14]) and empirical evidence of optimal convergence rates (e.g., [GMZ11, EV13]) by analyzing an adaptive algorithm from [CW17].

We consider a nonlinear elliptic equation in the variational formulation
\[
\langle Au^*, v \rangle = \langle F, v \rangle \quad \text{for all } v \in \mathcal{H},
\]
where \(\mathcal{H}\) is a Hilbert space over \(\mathbb{K} \in \{\mathbb{R}, \mathbb{C}\}\) with dual space \(\mathcal{H}^*\) and corresponding duality brackets \(\langle \cdot, \cdot \rangle\) and \(F \in \mathcal{H}^*\). We treat the variational formulation in an abstract framework. We suppose that the operator \(A : \mathcal{H} \to \mathcal{H}^*\) satisfies the following conditions:
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(O1) A is strongly monotone: There exists $\alpha > 0$ such that
$$\alpha \|w - v\|_H^2 \leq \text{Re} \langle Aw - Av, w - v \rangle$$
for all $v, w \in H$.

(02) A is Lipschitz continuous: There exists $L > 0$ such that
$$\|Aw - Av\|_{H^*} \leq L \|w - v\|_H$$
for all $v, w \in H$.

(03) A has a potential: There exists a Gâteaux differentiable function $P : H \to K$ such that its derivative $dP : H \to H^*$ coincides with $A$, i.e., for all $v, w \in H$, it holds that

$$\langle Aw, v \rangle = \langle dP(w), v \rangle = \lim_{r \to 0} \frac{P(w + rv) - P(w)}{r}.$$

We note that (O1)–(O2) guarantee that there exists a unique solution $u^* \in H$ to (1). The latter is the limit of any sequence of Picard iterates $u^{n+1} = \Phi(u^n)$ for all $n \in \mathbb{N}_0$ with arbitrary initial guess $u^0 \in H$, where the nonlinear mapping $\Phi : H \to H$ is a contraction (see Section 2 for details). The additional assumption (O3) implies that the nonlinear problem (1) as well as its later discretization are equivalently stated as energy minimization problems (Lemma 15). In view of applications, we admit that (O1)–(O2) exclude the $p$-Laplacian [Vee02, DK08, BDK12], but cover the same problem class as, e.g., [CW17, GMZ11, GMZ12]; see also [BSF+14] for strongly monotone nonlinearities arising in magnetostatics.

Based on adaptive mesh-refinement of an initial triangulation $T_0$, our adaptive algorithm generates a sequence of conforming nested subspaces $X_\ell \subseteq X_{\ell+1} \subset H$, corresponding discrete solutions $u_\ell \in X_\ell$, and a posteriori error estimators $\eta_\ell(u_\ell)$ such that $\|u^* - u_\ell\|_H \leq C_{\text{con}} \eta_\ell(u_\ell) \to 0$ as $\ell \to \infty$ at optimal algebraic rate in the sense of certain approximation classes [CKNS08, FFP14, CFPP14]. While the plain convergence result from [GMZ11] applies to various marking strategies, our convergence analysis follows the concepts from [CKNS08, FFP14, CFPP14] and is hence tailored to the Dörfler marking strategy.

Unlike [GMZ12, BDK12], we note that the computed discrete solutions $u_\ell \neq u^* \ell$ in general, where $u^* \ell \in X_\ell$ is the Galerkin approximation to (1), i.e.,

$$\langle Au^* \ell, v_\ell \rangle = \langle F, v_\ell \rangle$$

for all $v_\ell \in X_\ell$, since this discrete nonlinear system cannot be solved exactly in practice. Instead, $u_\ell = u^* \ell := \Phi_\ell^{\ell-1}(u^* \ell)$ is a Picard approximate to $u^* \ell$ (see Section 3 for the definition of $\Phi_\ell$), and each Picard iterate can be computed by solving one linear system. Our adaptive algorithm steers both, the local mesh-refinement as well as the number of Picard iterations, where we employ nested iteration $u^0_{\ell+1} := u_\ell$ to lower the number of Picard steps. To shorten the presentation, we did not include the iterative (and inexact) solution of the arising linear systems into the convergence analysis, but assume that these are solved exactly. We note however that the extended analysis can be done along the lines of [Ste07, AGL13, ALMS13]. Details will appear in [Hab18].

**Outline of work.** Section 2 recalls the well-known proof that (1) admits a unique solution, since our numerical scheme relies on the Picard mapping $\Phi$ which is at the core of the mathematical argument. Section 3 comments on the discrete problem (3) and introduces the discrete Picard mapping $\Phi_\ell$ which is used for our iterative solver. Section 4
states the adaptive strategy (Algorithm 6) as well as some abstract properties (A1)–(A4) of the error estimator in the spirit of [CFPP14] which are exploited for the analysis. We prove that nested iteration essentially yields a bounded number of discrete Picard iterations (Proposition 9). Linear convergence of the proposed algorithm in the sense of

\[ \exists C_{\text{lin}} > 0, \exists q_{\text{lin}} < 1, \forall \ell, k \in \mathbb{N}_0 \quad \eta_{\ell+k}(u_{\ell+k}) \leq C_{\text{lin}} q_{\text{lin}}^k \eta_{\ell}(u_{\ell}) \]

is proved in Section 5 (Theorem 17), where we exploit the property (O3). Optimal algebraic convergence behavior in the sense of

\[ \forall s > 0, \exists C_{\text{opt}} > 0, \forall \ell \in \mathbb{N}_0 \quad \eta_{\ell}(u_{\ell}) \leq C_{\text{opt}} \| u^* \|_{A_s} (\#T_{\ell} - \#T_0 + 1)^{-s} \]

is proved in Section 6 (Theorem 19), where \( \| u^* \|_{A_s} < \infty \) if rate \( s \) is possible for the optimal meshes (see Section 6.2 for the precise definition of \( \| u^* \|_{A_s} \)). As a consequence of the preceding results, we also obtain that the overall computational effort of the adaptive strategy is (almost) optimal (Theorem 21). Whereas Algorithm 6 is indexed by the adaptively generated meshes, Section 7 gives an equivalent formulation (Algorithm 22), where the Picard iterations are taken into account. Throughout, the analysis of Section 2–7 is given in an abstract frame (in the spirit of [CFPP14]). The final Section 8 illustrates our theoretical findings with some numerical experiments, for which the estimator properties (A1)–(A4) are satisfied.

**General notation.** Throughout all statements, all constants as well as their dependencies are explicitly given. In proofs, we may abbreviate the notation by use of the symbol \( \lesssim \) which indicates \( \leq \) up to some multiplicative constant which is clear from the context. Moreover, the symbol \( \simeq \) states that both estimates \( \lesssim \) and \( \gtrsim \) hold. If (discrete) quantities are related to some triangulation, this is explicitly stated by use of appropriate indices, e.g., \( u_\bullet \) is the discrete solution for the triangulation \( T_\bullet \), \( v_\circ \) is a generic discrete function in the discrete space \( X_\circ \), and \( \eta_{\ell}() \) is the error estimator with respect to the triangulation \( T_\ell \).

**2. Banach fixpoint theorem**

In this section, we prove that the model problem (1) admits a unique solution \( u \in \mathcal{H} \). The proof follows from the Banach fixpoint theorem and relies only on (O1)–(O2). Let \( (\cdot, \cdot)_\mathcal{H} \) denote the \( \mathcal{H} \)-scalar product. Recall that the Riesz mapping \( I_\mathcal{H} : \mathcal{H} \to \mathcal{H}^* \), \( I_\mathcal{H} w := (\cdot, w)_\mathcal{H} \) is (up to complex conjugation) an isometric isomorphism [Yos80, Chapter III.6]. Define

\[ \Phi v := v - (\alpha/L^2) I_\mathcal{H}^{-1}(Av - F) \quad \text{and} \quad q := (1 - \alpha^2/L^2)^{1/2} < 1, \]

where we note that (O1)–(O2) imply, in particular, \( \alpha \leq L \). Then,

\[ \| \Phi v - \Phi w \|^2_\mathcal{H} = \| v - w \|^2_\mathcal{H} - 2 \frac{\alpha}{L^2} \text{Re} (v - w, I_\mathcal{H}^{-1}(Av - Aw))_\mathcal{H} + \frac{\alpha^2}{L^4} \| I_\mathcal{H}^{-1}(Av - Aw) \|^2_\mathcal{H}. \]

First, note that

\[ (v - w, I_\mathcal{H}^{-1}(Av - Aw))_\mathcal{H} = (Av - Aw, v - w). \]

Second, note that

\[ \| I_\mathcal{H}^{-1}(Av - Aw) \|^2_\mathcal{H} = \| Av - Aw \|^2_{\mathcal{H}} \underset{(O2)}{\leq} L^2 \| v - w \|^2_\mathcal{H}. \]
Combining these observations, we see that

\[
\|\Phi v - \Phi w\|^2_H \leq \left(1 + \frac{\alpha^2}{L^2}\right)\|v - w\|^2_H - 2\frac{\alpha}{L^2} \text{Re} \langle Av - Aw, v - w \rangle
\]

(7)

Hence, \( \Phi : H \to H \) is a contraction with Lipschitz constant \( 0 < q < 1 \). According to the Banach fixpoint theorem, \( \Phi \) has a unique fixed point \( u^* \in H \), i.e., \( u^* = \Phi u^* \). By definition of \( \Phi \), the strong form (1) is equivalent to \( u^* = \Phi u^* \). Overall, (1) admits a unique solution.

Moreover, the Banach fixpoint theorem guarantees that for each initial guess \( u^0 \in H \), the Picard iteration \( u^n := \Phi u^{n-1} \) converges to \( u^* \) as \( n \to \infty \). Note that, for all \( n \in \mathbb{N} \),

\[
\|u^* - u^n\|_H = \|\Phi u^* - \Phi u^{n-1}\|_H \leq q \|u^* - u^{n-1}\|_H \leq q \|u^* - u^n\|_H + q \|u^n - u^{n-1}\|_H.
\]

Rearranging this estimate and induction on \( n \) with (7), we derive the following well-known a posteriori and a priori estimate for the Picard iterates,

\[
\|u^* - u^n\|_H \leq \frac{q}{1 - q} \|u^n - u^{n-1}\|_H \leq \frac{q^n}{1 - q} \|u^1 - u^0\|_H.
\]

Moreover, it holds that

\[
\|u^n - u^{n-1}\|_H \leq \|u^* - u^n\|_H + \|u^* - u^{n-1}\|_H \leq (1 + q) \|u^* - u^{n-1}\|_H.
\]

Thus, the a posteriori computable term \( \|u^n - u^{n-1}\|_H \) provides an upper bound for \( \|u^* - u^n\|_H \) as well as a lower bound for \( \|u^* - u^{n-1}\|_H \).

3. Discretization and a priori error estimation

3.1. Nonlinear discrete problem. Suppose that \( \mathcal{X}_* \subset H \) is a conforming discrete subspace of \( H \). If (O1)–(O2) are satisfied, the restriction \( A_* : \mathcal{X}_* \to H_* \) of \( A \) is strongly monotone and Lipschitz continuous, even with the same constants \( \alpha, L > 0 \) for (O1)–(O2) as in the continuous case. In particular, there exists a unique solution \( u_* \in \mathcal{X}_* \) to

\[
\langle Au_*, v_* \rangle = \langle F, v_* \rangle \quad \text{for all } v_* \in \mathcal{X}_*.
\]

First, recall the following well-known Céa-type estimate for strongly monotone operators. We include its proof for the sake of completeness.

**Lemma 1.** Suppose that the operator \( A \) satisfies (O1)–(O2). Then, it holds that

\[
\|u^* - u_*\|_H \leq \frac{L}{\alpha} \min_{w_* \in \mathcal{X}_*} \|u^* - w_*\|_H.
\]

**Proof.** Note the Galerkin orthogonality \( \langle Au^* - Au_*, v_* \rangle = 0 \) for all \( v_* \in \mathcal{X}_* \). For \( w_* \in \mathcal{X}_* \) and \( u^* \neq u_* \), this results in

\[
\alpha \|u^* - u_*\|_H \leq \frac{\text{Re} \langle Au^* - Au_*, u^* - u_* \rangle}{\|u^* - u_*\|_H} = \frac{\text{Re} \langle Au^* - Au_*, u^* - w_* \rangle}{\|u^* - w_*\|_H} \leq L \|u^* - w_*\|_H.
\]

Finite dimension concludes that the infimum over all \( w_* \in \mathcal{X}_* \) is, in fact, attained. \( \square \)
### 3.2. Linearized discrete problem.

Note that the nonlinear system (9) can hardly be solved exactly. With the discrete Riesz mapping \( I_n : X \to X \) and the restriction \( F_n \in X \) of \( F \) to \( X \), define \( \Phi_n : X \to X \) by \( \Phi_n v := v - (\alpha L^2)I_n^{-1}(Av_n - F_n) \). Given \( u^*_n \in X \), we thus compute the discrete Picard iterate \( u^*_{n+1} := \Phi_n u^*_n \) as follows:

(i) Solve the linear system \( (v_n, w_n) = (A\phi_n - F, v_n) \) for all \( v_n \in X \).

(ii) Define \( u^*_{n+1} = \Phi_n u^*_n \).

Then, \( \Phi_n \) is a contraction (cf. Section 2), and for each initial guess \( v^0_n \in X \), the Picard iteration \( u^*_{n+1} \) converges to \( u^*_n \) as \( n \to \infty \). Moreover, the error estimates (8) also hold for the discrete Picard iteration, i.e., for all \( n \in \mathbb{N} \), it holds that

\[
\| u^* - u^*_n \|_\mathcal{H} \leq \frac{q}{1-q} \| u^* - u^*_n-1 \|_\mathcal{H} + \min \left\{ \frac{q_n}{1-q} \| u^*_n - u^*_n0 \|_\mathcal{H}, \frac{q(1+q)}{1-q} \| u^*_n - u^*_n-1 \|_\mathcal{H} \right\}.
\]

Finally, we recall the following a priori estimate for the discrete Picard iteration from [CW17, Proposition 2.1] and also include its simple proof for the sake of completeness:

**Lemma 2.** Suppose that the operator \( A \) satisfies (O1)-(O2). Then, it holds that

\[
\| u^* - u^*_n \|_\mathcal{H} \leq \frac{L}{\alpha} \min_{w_n \in X} \| u^* - w_n \|_\mathcal{H} + \frac{q_n}{1-q} \| u^*_n - u^*_n0 \|_\mathcal{H} \quad \text{for all } n \in \mathbb{N}.
\]

**Proof.** With \( \| u^* - u^*_n \|_\mathcal{H} \leq \| u^* - u^*_n \|_\mathcal{H} + \| u^*_n - u^*_n0 \|_\mathcal{H} \leq \| u^*_n - u^*_n \|_\mathcal{H} \leq \| u^*_n - u^*_n0 \|_\mathcal{H} \), the proof follows from the Céa-type estimate of Lemma 1. \( \square \)

**Remark 3.** Note that \( u^*_1 = \Phi_n u^*_0 \) implies that

\[
(u^*_1 , v^*_1) = (u^*_0 , v^*_0) - \frac{\alpha}{L^2} \langle Au^*_0 - F, v^*_0 \rangle \quad \text{for all } v^*_0 \in X.
\]

For \( v^*_1 = u^*_1 - u^*_0 \), this reveals that

\[
\| u^*_1 - u^*_0 \|_\mathcal{H} = \frac{\alpha}{L^2} \langle Au^*_0 - F, u^*_1 - u^*_0 \rangle \leq \frac{\alpha}{L^2} \| Au^*_0 - F \|_\mathcal{H} \| u^*_1 - u^*_0 \|_\mathcal{H}.
\]

Consequently, we get

\[
\| u^*_1 - u^*_0 \|_\mathcal{H} \leq \frac{\alpha}{L^2} \| Au^*_0 - F \|_\mathcal{H} \overset{(1)}{=} \frac{\alpha}{L^2} \| Au^*_0 - Au^*_1 \|_\mathcal{H} \overset{(2)}{=} \frac{\alpha}{L} \| u^*_0 - u^*_1 \|_\mathcal{H}.
\]

Therefore, boundedness of \( \| u^*_1 - u^*_0 \|_\mathcal{H} \) in the a priori estimate of Lemma 2 can be guaranteed independently of the space \( X \) by choosing, e.g., \( u^*_0 := 0 \). If \( \min_{w_n \in X} \| u^* - w_n \|_\mathcal{H} = O(N^{-s}) \) for some \( s > 0 \) and with \( N > 0 \) being the degrees of freedom associated with \( X \), this suggests the choice \( n = O(\log N) \) in Lemma 2; see the discussion in [CW17, Remark 3.7]. Moreover, we shall see below that the choice of \( u^*_0 \) by nested iteration generically leads to \( n = O(1) \); see Proposition 9 below. \( \square \)

### 4. Adaptive algorithm

#### 4.1. Basic properties of mesh-refinement.

Suppose that all considered discrete spaces \( X \subset \mathcal{H} \) are associated with a triangulation \( T \) of a fixed bounded Lipschitz domain \( \Omega \subset \mathbb{R}^d, d \geq 2 \). Suppose that refine(\( \cdot \)) is a fixed mesh-refinement strategy.

Given a triangulation \( T \) and \( M \subset T \), let \( T_0 := \text{refine}(T, M) \) be the coarsest triangulation such that all marked elements \( T \in T_0 \) have been refined, i.e., \( M \subset T \setminus T_0 \).
We write \( \mathcal{T}_n \in \text{refine}(\mathcal{T}_0) \) if \( \mathcal{T}_n \) is obtained by a finite number of refinement steps, i.e., there exists \( n \in \mathbb{N}_0 \) as well as a finite sequence \( \mathcal{T}_{(0)}, \ldots, \mathcal{T}_{(n)} \) of triangulations and corresponding sets \( \mathcal{M}_{(j)} \subseteq \mathcal{T}_{(j)} \) such that

\[
\begin{align*}
\bullet \quad \mathcal{T}_0 &= \mathcal{T}_{(0)}, \\
\bullet \quad \mathcal{T}_{(j+1)} &= \text{refine}(\mathcal{T}_{(j)}, \mathcal{M}_{(j)}) \text{ for all } j = 0, \ldots, n-1, \\
\bullet \quad \mathcal{T}_n &= \mathcal{T}_{(n)}.
\end{align*}
\]

In particular, \( \mathcal{T}_n \in \text{refine}(\mathcal{T}_0) \). Further, we suppose that refinement \( \mathcal{T}_n \in \text{refine}(\mathcal{T}_0) \) yields nestedness \( \mathcal{X}_\bullet \subseteq \mathcal{X}_\circ \) of the corresponding discrete spaces.

In view of the adaptive algorithm (Algorithm 6 below), let \( \mathcal{T}_0 \) be a fixed initial triangulation. To ease notation, let \( T := \text{refine}(\mathcal{T}_0) \) be the set of all possible triangulations which can be obtained by successively refining \( \mathcal{T}_0 \).

### 4.2. A posteriori error estimator

Suppose that for each \( T \in \mathcal{T}_0 \in \mathbb{T} \) and each discrete function \( v_\bullet \in \mathcal{X}_\bullet \), one can compute an associated refinement indicator \( \eta_\bullet(T, v_\bullet) \geq 0 \). To abbreviate notation, let

\[
\eta_\bullet(v_\bullet) := \eta_\bullet(\mathcal{T}_0, v_\bullet), \quad \text{where} \quad \eta_\bullet(U_\bullet, v_\bullet) := \left( \sum_{T \in U_\bullet} \eta_\bullet(T, v_\bullet)^2 \right)^{1/2} \quad \text{for all } U_\bullet \subseteq \mathcal{T}_0.
\]

We suppose the following properties with fixed constants \( C_{\text{stab}}, C_{\text{red}}, C_{\text{rel}}, C_{\text{drel}} \geq 1 \) and \( 0 < q_{\text{red}} < 1 \) which slightly generalize those axioms of adaptivity of [CFPP14]:

(A1) **Stability on non-refined element domains:** For all triangulations \( \mathcal{T}_0 \in \mathbb{T} \) and \( \mathcal{T}_n \in \text{refine}(\mathcal{T}_0) \), arbitrary discrete functions \( v_\bullet \in \mathcal{X}_\bullet \) and \( v_\circ \in \mathcal{X}_\circ \), and an arbitrary set \( U_\bullet \subseteq \mathcal{T}_n \cap \mathcal{T}_0 \) of non-refined elements, it holds that

\[
|\eta_\bullet(U_\bullet, v_\circ) - \eta_\bullet(U_\bullet, v_\bullet)| \leq C_{\text{stab}} \|v_\bullet - v_\circ\|_{\mathcal{H}}.
\]

(A2) **Reduction on refined element domains:** For all triangulations \( \mathcal{T}_n \in \mathbb{T} \) and \( \mathcal{T}_0 \in \text{refine}(\mathcal{T}_0) \), arbitrary \( v_\bullet \in \mathcal{X}_\bullet \) and \( v_\circ \in \mathcal{X}_\circ \), it holds that

\[
\eta_\bullet(\mathcal{T}_0 \setminus \mathcal{T}_n, v_\circ)^2 \leq q_{\text{red}} \eta_\bullet(\mathcal{T}_0 \setminus \mathcal{T}_n, v_\bullet)^2 + C_{\text{red}} \|v_\bullet - v_\circ\|^2_{\mathcal{H}}.
\]

(A3) **Reliability:** For all triangulations \( \mathcal{T}_n \in \mathbb{T} \), the error of the discrete solution \( u_\bullet^* \in \mathcal{X}_\bullet \) to (9) is controlled by

\[
\|u^* - u_\bullet^*\|_{\mathcal{H}} \leq C_{\text{red}} \eta_\bullet(u_\bullet^*).
\]

(A4) **Discrete reliability:** For all \( \mathcal{T}_n \in \mathbb{T} \) and all \( \mathcal{T}_0 \in \text{refine}(\mathcal{T}_0) \), there exists a set \( R_{\bullet,0} \subseteq \mathcal{T}_n \) with \( \mathcal{T}_n \setminus \mathcal{T}_0 \subseteq R_{\bullet,0} \) as well as \( \#R_{\bullet,0} \leq C_{\text{drel}} \#(\mathcal{T}_n \setminus \mathcal{T}_0) \) such that the difference of the discrete solutions \( u_\bullet^* \in \mathcal{X}_\bullet \) and \( u_\circ^* \in \mathcal{X}_\circ \) is controlled by

\[
\|u_\bullet^* - u_\circ^*\|_{\mathcal{H}} \leq C_{\text{drel}} \eta_\bullet(R_{\bullet,0}, u_\bullet^*).
\]

**Remark 4.** Suppose the following approximation property of \( u^* \in \mathcal{H} \): For all \( \mathcal{T}_n \in \mathbb{T} \) and all \( \varepsilon > 0 \), there exists a refinement \( \mathcal{T}_n \in \text{refine}(\mathcal{T}_0) \) such that \( \|u^* - u_\bullet^*\|_{\mathcal{H}} \leq \varepsilon \). Then, discrete reliability (A4) already implies reliability (A3); see [CFPP14, Lemma 3.4].

We note that (A3)–(A4) are formulated for the non-computable Galerkin solutions \( u_\bullet^* \in \mathcal{X}_\bullet \) to (9), while Algorithm 6 below generates approximations \( u_\bullet^* \approx u_\circ^* \in \mathcal{X}_\circ \). The following lemma proves that reliability (A3) transfers to certain Picard iterates.
Lemma 5. Suppose (O1)–(O2) for the operator $A$ as well as stability (A1) and reliability (A3) for the a posteriori error estimator. Let $\lambda > 0$, $n \in \mathbb{N}$, and $u_0^0 \in X_0$ and suppose that the Picard iterate $u_{\lambda}^0 \in X_0$ satisfies $\|u_{\lambda}^0 - u_{\lambda}^{n-1}\|_{\mathcal{H}} \leq \lambda \eta_{\lambda}(u_{\lambda}^0)$. Then, it holds that

$$\|u^* - u_\lambda^0\|_{\mathcal{H}} \leq C_{\text{rel}} \eta_{\lambda}(u_{\lambda}^0) \quad \text{with} \quad C_{\text{rel}} := C_{\text{rel}}^* \cdot \lambda (1 + C_{\text{rel}}^* C_{\text{stb}}) \cdot \frac{q}{1 - q}. \quad (15)$$

Proof. Reliability (A3) and stability (A1) prove that

$$\|u^* - u_\lambda^0\|_{\mathcal{H}} \leq \|u^* - u_{\lambda}^n\|_{\mathcal{H}} + \|u_{\lambda}^n - u_\lambda^0\|_{\mathcal{H}} \leq C_{\text{rel}}^* \eta_{\lambda}(u_{\lambda}^n) + \|u_{\lambda}^n - u_\lambda^0\|_{\mathcal{H}} \leq C_{\text{rel}}^* \eta_{\lambda}(u_{\lambda}^n) + (1 + C_{\text{rel}}^* C_{\text{stb}}) \|u^* - u_\lambda^n\|_{\mathcal{H}}. \quad (11)$$

The a posteriori estimate (11) together with the assumption on $u_{\lambda}^n$ yields that

$$\|u_{\lambda}^n - u_{\lambda}^0\|_{\mathcal{H}} \leq \frac{q}{1 - q} \|u^* - u_{\lambda}^{n-1}\|_{\mathcal{H}} \leq \lambda \eta_{\lambda}(u_{\lambda}^n).$$

Combining these estimates, we conclude the proof. \qed

4.3. Adaptive algorithm. In the sequel, we analyze the following adaptive algorithm which—up to a different a posteriori error estimation based on elliptic reconstruction—is also considered in [CW17].

Algorithm 6. Input: Initial triangulation $\mathcal{T}_0$, adaptivity parameters $0 < \theta \leq 1$, $\lambda > 0$ and $C_{\text{mark}} \geq 1$, arbitrary initial guess $u_0^0 \in X_0$, e.g., $u_0^0 := 0$.

Adaptive loop: For all $\ell = 0, 1, 2, \ldots$, iterate the following steps (i)–(iii).

(i) Repeat the following steps (a)–(b) for all $n = 1, 2, \ldots$, until $\|u_{\ell}^n - u_{\ell}^{n-1}\|_{\mathcal{H}} \leq \lambda \eta_{\ell}(u_{\ell}^n)$.

(a) Compute discrete Picard iterate $u_{\ell}^n = \Phi_{\ell} u_{\ell}^{n-1} \in X_\ell$.

(b) Compute refinement indicators $\eta_{\ell}(T, u_{\ell}^n)$ for all $T \in \mathcal{T}_\ell$.

(ii) Define $u_{\ell} := u_{\ell}^n \in X_\ell$ and determine a set $\mathcal{M}_\ell \subseteq \mathcal{T}_\ell$ of marked elements which has minimal cardinality up to the multiplicative constant $C_{\text{mark}}$ and which satisfies the Dörfler marking criterion $\theta \eta_{\ell}(u_{\ell}) \leq \eta_{\ell}(\mathcal{M}_\ell, u_{\ell})$.

(iii) Generate the new triangulation $\mathcal{T}_{\ell+1} := \text{refine}(\mathcal{T}_\ell, \mathcal{M}_\ell)$ by refinement of (at least) all marked elements $T \in \mathcal{M}_\ell$ and define $u_{\ell+1} := u_{\ell} \in X_{\ell+1}$.

Output: Sequence of discrete solutions $u_{\ell} \in X_\ell$ and corresponding estimators $\eta_{\ell}(u_{\ell})$. \qed

The following two results analyze the (lucky) breakdown of Algorithm 6. The first proposition shows that, if the repeat loop of step (i) does not terminate after finitely many steps, then the exact solution $u^* = u_{\ell}^n$ belongs to the discrete space $X_\ell$.

Proposition 7. Suppose (O1)–(O2) for the nonlinear operator $A$ as well as stability (A1) and reliability (A3) for the a posteriori error estimator. Let $\lambda > 0$ and assume that step (i) in Algorithm 6 does not terminate for some fixed $\ell \in \mathbb{N}_0$, i.e., $\|u_{\ell}^n - u_{\ell}^{n-1}\|_{\mathcal{H}} > \lambda \eta_{\ell}(u_{\ell}^n)$ for all $n \in \mathbb{N}$. Define $u_{-1} := 0$ if $\ell = 0$. Then, there holds $u^* = u_{\ell}^n \in X_\ell$ and

$$\eta_{\ell}(u_{\ell}^n) < \lambda^{-1} q^{n-1} \frac{\alpha}{L} \|u^* - u_{\ell-1}\|_{\mathcal{H}} \xrightarrow{n \to \infty} 0 = \eta_{\ell}(u^*), \quad (16)$$
Proof. According to (A1), \( \eta_\ell(v_\ell) \) depends Lipschitz continuously on \( v_\ell \in X_\ell \). Moreover, it holds that \( \|u_\ell^n - u_\ell^m\|_H \to 0 \) and hence \( \|u_\ell^n - u_\ell^{n-1}\|_H \to 0 \) as \( n \to \infty \). This proves that

\[
\left\| u^* - u_\ell^0 \right\|_H \leq \eta_\ell(u_\ell^0) = \lim_{n \to \infty} \eta_\ell(u_\ell^n) \leq \lambda^{-1} \lim_{n \to \infty} \left\| u_\ell^n - u_\ell^{n-1}\right\|_H = 0.
\]

Hence, \( u^* = u_\ell^0 \in X_\ell \) and \( \eta_\ell(u^*) = \eta_\ell(u_\ell^0) = 0 \). With \( \lambda \eta_\ell(u_\ell^n) < \|u_\ell^n - u_\ell^{n-1}\|_H \), we see that

\[
\eta_\ell(u_\ell^n) < \lambda^{-1}\|u_\ell^n - u_\ell^{n-1}\|_H \leq \lambda^{-1}q^{-1}\|u_\ell^1 - u_\ell^0\|_H \leq \lambda^{-1}q^{-1}\alpha \frac{\alpha}{L}\|u^* - u_{\ell-1}\|_H.
\]

This concludes (16). \(\square\)

The second proposition shows that, if the repeat loop of step (i) does terminate with \( \eta_\ell(u_\ell) = 0 \), then \( u_\ell = u^* \) as well as \( \eta_\ell(u_k) = 0 \) and \( u_k = u_k^1 = u^* \) for all \( k > \ell \).

Proposition 8. Suppose (O1)–(O2) for the operator \( A \) as well as stability (A1) and reliability (A3) for the error estimator. If step (i) in Algorithm 6 terminates with \( \eta_\ell(u_\ell) = 0 \) (or equivalently with \( M_\ell = \emptyset \) in step (ii)) for some \( \ell \in \mathbb{N}_0 \), then \( u_\ell = u^* \) as well as \( M_k = \emptyset \) for all \( k \geq \ell \). Moreover, for all \( k \geq \ell + 1 \), step (i) terminates after one iteration.

Proof. Clearly, \( M_\ell = \emptyset \) implies \( \eta_\ell(u_\ell) = 0 \). Conversely, \( \eta_\ell(u_\ell) = 0 \) also implies \( M_\ell = \emptyset \). In this case, Lemma 5 yields \( \|u^* - u_\ell\|_H = 0 \) and hence \( u_\ell = u^* \). Moreover, \( M_\ell = \emptyset \) implies \( T_{\ell+1} = T_\ell \). Nested iteration guarantees \( u_{\ell+1}^k = \Phi_{\ell+1}u_\ell^0 = \Phi_{\ell+1}u_\ell = \Phi_{\ell+1}u^* = u^* = u_\ell = u_\ell^0 \) and therefore \( \|u_{\ell+1}^k - u_{\ell+1}^0\|_H = 0 \). Together with \( T_{\ell+1} = T_\ell \), this implies \( u_{\ell+1} = u_\ell \) and \( \eta_{\ell+1}(u_{\ell+1}) = \eta_\ell(u_\ell) = 0 \). Hence, for all \( k \geq \ell + 1 \), step (i) terminates after one iteration with \( u_k = u^* \) and \( M_k = \emptyset \). \(\square\)

For the rest of this section, we suppose that step (i) of Algorithm 6 terminates with \( \eta_\ell(u_\ell) > 0 \) for all \( \ell \in \mathbb{N}_0 \). In this case, we control the number of Picard iterates \#Pic(\ell).

Proposition 9. Suppose (O1)–(O2) for the nonlinear operator \( A \) as well as stability (A1) and reliability (A3) for the a posteriori error estimator. Let \( 0 < \theta \leq 1 \) and \( \lambda > 0 \) be the adaptivity parameters of Algorithm 6. Suppose that, for all \( \ell \in \mathbb{N}_0 \), step (i) of Algorithm 6 terminates after finitely many steps and that \( \eta_\ell(u_\ell) > 0 \). Then, there exists a constant \( C_{\text{pic}} \geq 1 \) such that for all \( \ell \in \mathbb{N} \), the number of Picard iterates \#Pic(\ell) satisfies

\[
\#\text{Pic}(\ell) \leq C_{\text{pic}} + \frac{1}{\log q} \log \left( \max \left\{ 1, \eta_{\ell-1}(u_{\ell-1})/\eta_\ell(u_\ell) \right\} \right).
\]

The constant \( C_{\text{pic}} \) depends only on (O1)–(O2), (A1), and (A3).

The proof of Proposition 9 employs the following auxiliary result.

Lemma 10. Suppose (O1)–(O2) for the operator \( A \) as well as stability (A1) and reliability (A3) for the error estimator. Suppose that, for all \( \ell \in \mathbb{N}_0 \), step (i) of Algorithm 6 terminates after finitely many steps. Then, for \( \ell \in \mathbb{N} \), the discrete Picard iterates satisfy

\[
\|u_\ell^n - u_\ell^{n-1}\|_H \leq q^{-1}\frac{\alpha}{L} C_{\text{rel}} \eta_{\ell-1}(u_{\ell-1}) \quad \text{for all } n \in \mathbb{N}.
\]

Moreover, it holds that

\[
\eta_\ell(u_\ell^n) \leq \frac{\alpha}{L} C_{\text{rel}} q^{-1} \eta_{\ell-1}(u_{\ell-1}) \quad \text{for all } n = 1, \ldots, \#\text{Pic}(\ell) - 1.
\]

8
Proof. Recall that \( u_0^0 = u_{\ell-1} \) and
\[
\|u_{\ell}^1 - u_{\ell}^0\|_H \overset{(13)}{\leq} \frac{\alpha}{L} \|u^* - u_{\ell}^0\|_H = \frac{\alpha}{L} \|u^* - u_{\ell-1}\|_H.
\]
With the contraction (7) for the Picard iterates and reliability (15), this yields that
\[
\|u_{\ell}^n - u_{\ell}^{n-1}\|_H \overset{(7)}{\leq} q^{n-1} \|u_{\ell}^k - u_{\ell}^0\|_H \leq q^{n-1} \frac{\alpha}{L} \|u^* - u_{\ell-1}\|_H \overset{(15)}{\leq} q^{n-1} \frac{\alpha}{L} C_{\text{rel}} \eta_{\ell-1}(u_{\ell-1}).
\]
This proves (18). To see (19), note that Algorithm 6 ensures that \( k := \#\text{Pic}(\ell) \) is the minimal integer with \( \|u_{\ell}^k - u_{\ell}^{k-1}\|_H \leq \lambda \eta(u_{\ell}^k) \). For \( n = 1, \ldots, k-1 \), it thus holds that
\[
\lambda \eta(u_{\ell}^n) < \|u_{\ell}^n - u_{\ell}^{n-1}\|_H \overset{(18)}{\leq} \frac{\alpha}{L} C_{\text{rel}} q^{n-1} \eta_{\ell-1}(u_{\ell-1}).
\]
This concludes the proof.

Proof of Proposition 9. We prove the assertion in two steps.

**Step 1.** Let \( d_\ell := \eta_{\ell-1}(u_{\ell-1})/\eta(u_{\ell}) \). Choose \( n \in \mathbb{N} \) minimal such that
\[
0 < \frac{C d_\ell}{1 - C' q^n} q^{n-1} \leq \lambda, \quad \text{where} \quad C := \frac{\alpha}{L} C_{\text{rel}} \quad \text{and} \quad C' := C C_{\text{stab}} \frac{1}{1 - q}.
\]
In this step, we aim to show that \( k := \#\text{Pic}(\ell) \leq n \). To this end, we argue by contradiction and assume \( k > n \). First, recall that step (i) of Algorithm 6 guarantees that \( k \in \mathbb{N} \) is the minimal index such that \( \|u_{\ell}^k - u_{\ell}^{k-1}\|_H \leq \lambda \eta(u_{\ell}^k) \). Second, note that (18) yields that
\[
\|u_{\ell}^n - u_{\ell}^{n-1}\|_H \overset{(18)}{\leq} q^{n-1} \frac{\alpha}{L} C_{\text{rel}} \eta_{\ell-1}(u_{\ell-1}) = q^{n-1} \frac{\alpha}{L} C_{\text{rel}} d_\ell \eta(u_{\ell}) = C d_\ell q^{n-1} \eta(u_{\ell}).
\]
Since \( k > n \), stability (A1) and the geometric series prove that
\[
\eta(u_{\ell}) = \eta(u_{\ell}^k) \overset{(A1)}{=} \eta(u_{\ell}^n) + C_{\text{stab}} \|u_{\ell}^k - u_{\ell}^n\|_H \leq \eta(u_{\ell}^n) + C_{\text{stab}} \sum_{j=n}^{k-1} \|u_{\ell}^{j+1} - u_{\ell}^j\|_H
\]
\[
\overset{(7)}{\leq} \eta(u_{\ell}^n) + C_{\text{stab}} \|u_{\ell}^n - u_{\ell}^{n-1}\|_H \sum_{j=n}^{k-1} q^{(j+1)-n} \leq \eta(u_{\ell}^n) + C_{\text{stab}} \frac{q}{1 - q} \|u_{\ell}^n - u_{\ell}^{n-1}\|_H.
\]
Combining the last two estimates, we derive that
\[
\|u_{\ell}^n - u_{\ell}^{n-1}\|_H \leq C d_\ell q^{n-1} \eta(u_{\ell}^n) + C' d_\ell q^n \|u_{\ell}^n - u_{\ell}^{n-1}\|_H.
\]
Rearranging the terms in combination with (20), we obtain that
\[
\|u_{\ell}^n - u_{\ell}^{n-1}\|_H \leq \frac{C d_\ell}{1 - C' q^n} q^{n-1} \eta(u_{\ell}^n) \leq \lambda \eta(u_{\ell}^n).
\]
This contradicts the minimality of \( k \) and concludes \( k \leq n \).

**Step 2.** With \( C, C' > 0 \) from (20), define
\[
C_{\text{pic}} := \frac{1}{\log q} \max \left\{ \left\lfloor \log \frac{1}{2C'} \right\rfloor, \left\lfloor \log \frac{\lambda q}{2C} \right\rfloor \right\} + 1,
\]
\[
N := \left[ C_{\text{pic}} - 1 + \frac{1}{\log q} \log \left( \max \{1, d_\ell\} \right) \right].
\]
In this step, we will prove that equation (20) is satisfied with $N$ instead of $n$. According to step 1, this will lead to

$$k = \#\text{Pic}(\ell) \leq n \leq N \leq C_{\text{pic}} + \frac{1}{|\log q|} \log (\max \{1, d_\ell\})$$

and hence conclude (17). To this end, first note that

$$\log (\max \{1, d_\ell\}) = |\log (1/\max \{1, d_\ell\})|.$$

Therefore, basic calculus in combination with $N \geq \frac{1}{|\log q|} \log \frac{M}{2C} + \log \frac{1}{\max \{1, d_\ell\}}$ reveals that

$$C' \max \{1, d_\ell\} q^N \leq C' \max \{1, d_\ell\} \frac{1}{2C' \max \{1, d_\ell\}} = \frac{1}{2}$$

and proves, in particular, that

$$0 < \frac{Cd_\ell}{1 - C' d_\ell q^N} q^{N-1}.$$

Together with $N \geq \frac{1}{|\log q|} |\log \frac{M}{2C} + \log (1/\max \{1, d_\ell\})|$, we finally get

$$0 < \frac{Cd_\ell}{1 - C' d_\ell q^N} q^{N-1} \leq \frac{C \max \{1, d_\ell\}}{1 - C' \max \{1, d_\ell\} q^N} q^{N-1} \leq \frac{2C \max \{1, d_\ell\}}{q} \frac{\lambda q}{2C' \max \{1, d_\ell\}} = \lambda,$$

i.e., we conclude that (20) holds for $n = N$.

**Remark 11.** Linear convergence (see Theorem 17 below) proves, in particular, that $\eta_\ell(u_\ell) \leq C_{\text{lin}} \eta_{\ell-1}(u_{\ell-1})$ for all $\ell \in \mathbb{N}$. In practice, we observe that $\eta_\ell(u_\ell)$ is only improved by a fixed factor, i.e., there also holds the converse estimate $\eta_{\ell-1}(u_{\ell-1}) \leq \tilde{C} \eta_\ell(u_\ell)$ for all $\ell \in \mathbb{N}$. Even though, we cannot thoroughly prove this fact, Proposition 9 shows that — up to such an assumption — the number of Picard iterations in each step of Algorithm 6 is, in fact, uniformly bounded with $\#\text{Pic}(\ell) \leq C_{\text{pic}} + \frac{1}{|\log q|} \log (\max \{1, \tilde{C}\})$.

**4.4. Estimator convergence.** In this section, we show that, if step (i) of Algorithm 6 terminates for all $\ell \in \mathbb{N}_0$, then Algorithm 6 yields $\eta_\ell(u_\ell) \to 0$ as $\ell \to \infty$.

We first show that the iterates $u_\bullet = u_\bullet^\ast$ of Algorithm 6 are close to the non-computable exact Galerkin approximation $u_\bullet^\ast \in \mathcal{X}_\bullet$ to (9) and that the corresponding error estimators are equivalent.

**Lemma 12.** Suppose (O1)–(O2) for the operator $A$ and stability (A1) for the error estimator. With $C_\lambda := C_{\text{stab}} \frac{q}{1-q}$, the following holds for all $0 < \lambda < C_\lambda^{-1}$: For all $u_\ell^\ast \in \mathcal{X}_\bullet$ and all Picard iterates $u_\ell^\ast = \Phi_\bullet(u_\ell^\ast-1)$, $n \in \mathbb{N}$, with $\|u_\ell^\ast - u_\ell^\ast-1\|_\mathcal{H} \leq \lambda \eta_\ast(u_\ell^\ast)$, it holds that

$$\|u_\bullet^\ast - u_\ell^\ast\|_\mathcal{H} \leq \lambda \frac{q}{1-q} \min \left\{ \eta_\ast(u_\ell^\ast), \frac{1}{1 - \lambda C_\lambda \eta_\ast(u_\ell^\ast)} \right\}.$$  

Moreover, there holds equivalence

$$\left(1 - \lambda C_\lambda\right) \eta_\ast(u_\ell^\ast) \leq \eta_\ast(u_\ell^\ast) \leq (1 + \lambda C_\lambda) \eta_\ast(u_\ell^\ast).$$
Proof. For $T_\ast = T_\circ$, stability (A1) guarantees $|\eta_\ast(u_\ast^0) - \eta_\ast(u_\ast^n)| \leq C_{stb} \|u_\ast^0 - u_\ast^n\|_H$. Therefore, estimate (11) and the assumption on the Picard iterate $u_\ast^n$ imply that

$$\|u_\ast^n - u_\ast\|_H \leq \frac{q}{1-q} \|u_\ast^{n-1} - u_\ast\|_H \leq \frac{q}{1-q} \eta_\ast(u_\ast^{n-1}) \leq \frac{q}{1-q} \eta_\ast(u_\ast^n) \leq \frac{q}{1-q} (\eta_\ast(u_\ast^n) + C_{stb} \|u_\ast^n - u_\ast\|_H) \leq \frac{q}{1-q} \eta_\ast(u_\ast^n) \leq \frac{q}{1-q} \eta_\ast(u_\ast^n).$$

Since $0 < \lambda < C_\lambda^{-1}$ and hence $\lambda C_{stb} \frac{q}{1-q} = \lambda C_\lambda < 1$, this yields that

$$\|u_\ast^n - u_\ast\|_H \leq \frac{q}{1-q} \eta_\ast(u_\ast^n) = \frac{1}{1 - \lambda C_\lambda} \eta_\ast(u_\ast^n).$$

Altogether, this proves (22). Moreover, we see

$$\eta_\ast(u_\ast^n) \leq \eta_\ast(u_\ast^n) + C_{stb} \|u_\ast^n - u_\ast\|_H \leq (1 + \lambda C_\lambda) \eta_\ast(u_\ast^n)$$

as well as

$$\eta_\ast(u_\ast^n) \leq \eta_\ast(u_\ast^n) + C_{stb} \|u_\ast^n - u_\ast\|_H \leq \frac{1}{1 - \lambda C_\lambda} \eta_\ast(u_\ast^n).$$

This concludes the proof. \qed

The following proposition gives a first convergence result for Algorithm 6. Unlike the stronger convergence result of Theorem 17 below, plain convergence only relies on (O1)–(O2), but avoids the use of (O3).

**Proposition 13.** Suppose (O1)–(O2) for the operator $A$ and (A1)–(A2) for the error estimator. With $C_\lambda$ from Lemma 12, let $0 < \theta < 1$ and $0 < \lambda < C_\lambda^{-1} \theta$. Then, Algorithm 6 guarantees the existence of constants $0 < q_{est} < 1$ and $C_{est} > 0$ which depend only on (A1)–(A2) as well as $\lambda$ and $\theta$, such that the following implication holds: If the repeat loop of step (i) of Algorithm 6 terminates after finitely many steps for all $\ell \in \mathbb{N}_0$, then

$$\eta_{\ell+1}(u_{\ell+1}^\ast)^2 \leq q_{est} \eta_{\ell}(u_{\ell}^\ast)^2 + C_{est} \|u_{\ell+1}^\ast - u_{\ell}^\ast\|_H^2$$

for all $\ell \in \mathbb{N}_0$, where $u_{\ell}^\ast \in \mathcal{X}_\ell$ in the (non-computable) Galerkin solution to (9). Moreover, there holds estimator convergence $\eta_\ell(u_\ell) \to 0$ as $\ell \to \infty$.

**Proof.** We prove the assertion in three steps.

**Step 1.** Arguing as in the proof of Lemma 12, stability (A1) proves that

$$\eta_\ell(M_\ell, u_\ell) \leq \eta_\ell(M_\ell, u_\ell^\ast) + C_{stb} \|u_\ell^\ast - u_\ell\|_H \leq \eta_\ell(M_\ell, u_\ell^\ast) + \lambda C_\lambda \eta_\ell(u_\ell),$$

where we have used that $C_\lambda = C_{stb} \frac{1}{1-q}$. Together with the Dörfler marking strategy in step (ii) of Algorithm 6, this proves that

$$\theta' \eta_\ell(u_\ell^\ast) := \frac{\theta - \lambda C_\lambda}{1 + \lambda C_\lambda} \eta_\ell(u_\ell^\ast) \leq (\theta - \lambda C_\lambda) \eta_\ell(u_\ell) \leq \eta_\ell(M_\ell, u_\ell) - \lambda C_\lambda \eta_\ell(u_\ell) \leq \eta_\ell(M_\ell, u_\ell^\ast).$$

Note that $\lambda < C_\lambda^{-1} \theta$ implies $\theta' > 0$. Hence, this is the Dörfler marking for $u_\ell^\ast$ with parameter $0 < \theta' < \theta$. Therefore, [CFPP14, Lemma 4.7] proves (24).

**Step 2.** Next, we adopt an argument from [BV84, MSV08] to prove a priori convergence of the sequence $(u_\ell^\ast)_{\ell \in \mathbb{N}_0}$: Since the discrete subspaces are nested, $\mathcal{X}_\infty := \bigcup_{\ell = 0}^\infty \mathcal{X}_\ell$ is
a closed subspace of \( \mathcal{H} \) and hence a Hilbert space. Arguing as above (for the continuous and discrete problem), there exists a unique solution \( u^*_\infty \in \mathcal{X}_\infty \) of

\[
\langle Au^*_\infty, v_\infty \rangle = \langle F, v_\infty \rangle \quad \text{for all } v_\infty \in \mathcal{X}_\infty.
\]

Note that \( \mathcal{X}_\ell \subseteq \mathcal{X}_\infty \) implies that \( u^*_\ell \) is a Galerkin approximation to \( u^*_\infty \). Hence, the Céa lemma (Lemma 1) is valid with \( u^* \in \mathcal{H} \) replaced by \( u^*_\infty \in \mathcal{X}_\infty \). Together with the definition of \( \mathcal{X}_\infty \), this proves that

\[
\| u^* - u^*_\ell \|_\mathcal{H} \leq \frac{L}{\alpha} \min_{w_\ell \in \mathcal{X}_\ell} \| u^*_\infty - w_\ell \|_\mathcal{H} \xrightarrow{\ell \to \infty} 0.
\]

In particular, we infer that \( \| u^*_{\ell+1} - u^*_\ell \|_\mathcal{H} \to 0 \) as \( \ell \to \infty \).

**Step 3.** According to (24) and step 2, the sequence \( (\eta_\ell(u^*_\ell))_{\ell \in \mathbb{N}_0} \) is contractive up to a non-negative perturbation which tends to zero. Basic calculus (e.g., [AFLP12, Lemma 2.3]) proves \( \eta_\ell(u^*_\ell) \to 0 \) as \( \ell \to \infty \). Lemma 12 guarantees the equivalence \( \eta_\ell(u^*_\ell) \simeq \eta_\ell(u^*_\ell) \). This concludes the proof. \( \square \)

**Remark 14.** As in Proposition 13, the linear convergence result of Theorem 17 below allows arbitrary \( 0 < \theta \leq 1 \), but requires \( 0 < \lambda < C^{-1}_\chi \) with \( C_\chi > 0 \) being the constant from Lemma 12. In many situations, the weaker constraint \( 0 < \lambda < C^{-1}_\chi \) which avoids any coupling of \( \theta \) and \( \lambda \), appears to be sufficient to guarantee plain convergence. To see this, note that usually the error estimator is equivalent to error plus data oscillations

\[
\eta_\ell(u^*_\ell) \simeq \| u^* - u^*_\ell \|_\mathcal{H} + \text{osc}_\ell(u^*_\ell).
\]

If the “discrete limit space” \( \mathcal{X}_\infty := \bigcup_{\ell=0}^\infty \mathcal{X}_\ell \) satisfies \( \mathcal{X}_\infty = \mathcal{H} \), possible smoothness of \( A \) guarantees \( \| u^* - u^*_\ell \|_\mathcal{H} + \text{osc}_\ell(u^*_\ell) \to 0 \) as \( \ell \to \infty \); see the argumentation in [EP16, Proof of Theorem 3]. Moreover, \( \mathcal{X}_\infty = \mathcal{H} \) follows either implicitly if \( u^* \) is “nowhere discrete”, or can explicitly be ensured by the marking strategy without deteriorating optimal convergence rates; see [BHP17, Section 3.2]. Since \( 0 < \lambda < C^{-1}_\chi \), Lemma 12 guarantees estimator equivalence \( \eta_\ell(u^*_\ell) \simeq \eta_\ell(u^*_\ell) \). Overall, such a situation leads to \( \eta_\ell(u^*_\ell) \to 0 \) as \( \ell \to \infty \).

5. LINEAR CONVERGENCE

Suppose that \( A \) additionally satisfies (O3). For \( v \in \mathcal{H} \), we define the energy \( E(v) := \text{Re}(P - F)v \), where \( P \) is the potential associated with \( A \) from (2) and \( F \in \mathcal{H}^* \) is the right-hand side of (1). The next lemma generalizes [DK08, Lemma 16] and [GMZ12, Theorem 4.1] and states equivalence of the energy difference and the difference in norm.

**Lemma 15.** Suppose (O1)–(O3). Let \( \mathcal{X}_\bullet \) be a closed subspace of \( \mathcal{H} \) (which also allows \( \mathcal{X}_\bullet = \mathcal{H} \)). If \( u^*_\bullet \in \mathcal{X}_\bullet \) denotes the corresponding Galerkin approximation (3), it holds that

\[
\frac{\alpha}{2} \| v_\bullet - u^*_\bullet \|_\mathcal{H}^2 \leq E(v_\bullet) - E(u^*_\bullet) \leq \frac{L}{2} \| v_\bullet - u^*_\bullet \|_\mathcal{H}^2 \quad \text{for all } v_\bullet \in \mathcal{X}_\bullet.
\]

**Proof.** Since \( \mathcal{H} \) is also a Hilbert space over \( \mathbb{R} \), we interpret \( E \) as an \( \mathbb{R} \)-functional. Since \( F \) is linear with Gâteaux derivative \( \langle dF(v), w \rangle = \langle F, w \rangle \) for all \( v, w \in \mathcal{H} \), the energy \( E \) is also Gâteaux differentiable with \( \langle dE(v), w \rangle = \text{Re}(dP(v) - F, w) = \text{Re}(Av - F, w) \).
Define $\psi(t) := E(u^*_t + t(v^*_t - u^*_t))$ for $t \in [0, 1]$. For $t \in [0, 1]$, it holds that

$$\psi'(t) = \lim_{r \to 0} \frac{E(u^*_t + t(v^*_t - u^*_t) + r(v^*_t - u^*_t)) - E(u^*_t + t(v^*_t - u^*_t))}{r}$$

(26)

$$= \langle dE(u^*_t + t(v^*_t - u^*_t)), v^*_t - u^*_t \rangle$$

$$= \Re\langle A(u^*_t + t(v^*_t - u^*_t)) - F, v^*_t - u^*_t \rangle.$$  

Hence, $\psi$ is differentiable. For $s, t \in [0, 1]$, Lipschitz continuity (O2) of $A$ proves that

$$|\psi'(s) - \psi'(t)| = |\Re\langle A(u^*_s + s(v^*_s - u^*_s)) - A(u^*_t + t(v^*_t - u^*_t)), v^*_s - u^*_s \rangle|$$

$$\leq L\|s - t\|\|v^*_s - u^*_s\|_H\|v^*_s - u^*_s\|_H = L\|v^*_s - u^*_s\|_H^2|s - t|,$$ 

i.e., $\psi'$ is Lipschitz continuous with constant $L\|v^*_s - u^*_s\|_H^2$. By Rademacher's theorem, $\psi'$ is almost everywhere differentiable and $|\psi''(s)| \leq L\|v^*_s - u^*_s\|_H^2$ almost everywhere. Moreover, the fundamental theorem of calculus applies and integration by parts yields that

$$E(v^*_s) - E(v^*_t) = \psi(1) - \psi(0) = \psi'(0) + \int_0^1 \psi''(t)(1 - t) \, dt.$$ 

Since $X_\bullet \subset H$ is a closed subspace, there also holds $dP_\bullet = A_\bullet$ with the restriction $P_\bullet := P|_{X_\bullet}$. Hence, we may also define the restricted energy $E := E|_{X_\bullet}$. With (26) and $dE(u^*_s) = A_\bullet v^*_s - F = 0$, we see $\psi'(0) = 0$. Therefore,

$$E(v^*_s) - E(v^*_t) = \int_0^1 \psi''(t)(1 - t) \, dt.$$ 

Since $|\psi''(s)| \leq L\|v^*_s - u^*_s\|_H^2$ almost everywhere, we get the upper bound in (25). To see the lower bound, we compute for almost every $t \in [0, 1]$

$$\psi''(t) \overset{(26)}{=} \lim_{r \to 0} \frac{\Re\langle A(u^*_t + (t + r)(v^*_t - u^*_t)) - F, v^*_t - u^*_t \rangle - \Re\langle A(u^*_t + t(v^*_t - u^*_t)) - F, v^*_t - u^*_t \rangle}{r^2}$$

$$= \lim_{r \to 0} \frac{\Re\langle A(u^*_t + (t + r)(v^*_t - u^*_t)) - A(u^*_t + t(v^*_t - u^*_t)), r(v^*_t - u^*_t) \rangle}{r^2}$$

$$\overset{(O1)}{=} \lim_{r \to 0} \alpha \frac{\|r(v^*_t - u^*_t)\|_H^2}{r^2} = \alpha\|v^*_t - u^*_t\|_H^2.$$

Together with (27), we conclude the proof. \[\square\]

**Remark 16.** Lemma 15 immediately implies that the Galerkin solution $u^*_\bullet \in X_\bullet$ to (9) minimizes the energy $E$ in $X_\bullet$, i.e., $E(u^*_\bullet) \leq E(v^*_\bullet)$ for all $v^*_\bullet \in X_\bullet$. On the other hand, if $w^*_\bullet \in X_\bullet$ is a minimizer of the energy in $X_\bullet$, we deduce $E(w^*_\bullet) = E(u^*_\bullet)$. Lemma 15 thus implies $w^*_\bullet = u^*_\bullet$. Therefore, solving the Galerkin formulation (9) is equivalent to the minimization of the energy $E$ in $X_\bullet$. \[\square\]

Next, we prove a contraction property as in [DK08, Theorem 20], [BDK12, Theorem 4.7], and [GMZ12, Theorem 4.2] and, in particular, obtain linear convergence of Algorithm 6 in the sense of [CFPP14].
Theorem 17. Suppose (O1)–(O3) for the operator $A$ and (A1)–(A3) for the error estimator. Let $C_\lambda$ be the constant from Lemma 12. Let $0 < \theta \leq 1$ and suppose $0 < \lambda < C_\lambda^{-1}\theta$. Then, there exist constants $0 < q_{\text{lin}} < 1$ and $\gamma > 0$ which depend only on (O1)–(O2) and (A1)–(A3) as well as on $\lambda$ and $\theta$, such that the following implication holds: If the repeat loop of step (i) of Algorithm 6 terminates after finitely many steps for all $\ell \in \mathbb{N}_0$, then

$$\Delta_{\ell+1} \leq q_{\text{lin}} \Delta_{\ell} \quad \text{for all } \ell \in \mathbb{N}_0,$$

where $\Delta := E(u_\ell^*) - E(u^*) + \gamma \eta_\ell(u_\ell^*)^2$.

Moreover, there exists a constant $C_{\text{lin}} > 0$ such that

$$\eta_{\ell+k}(u_{\ell+k})^2 \leq C_{\text{lin}}^{k} \eta_{\ell}(u_{\ell})^2 \quad \text{for all } k, \ell \in \mathbb{N}_0.$$

Proof. Because of nestedness $\mathcal{X}_\ell \subseteq \mathcal{X}_{\ell+1} \subset \mathcal{H}$ for all $\ell \in \mathbb{N}_0$, Lemma 15 proves

$$\frac{\alpha}{2} \|u_k^* - u_{\ell+1}^*\|_H^2 \leq E(u_k^*) - E(u_{\ell+1}^*) \leq \frac{L}{2} \|u_k^* - u_{\ell+1}^*\|_H^2 \quad \text{for all } k, \ell \in \mathbb{N}_0 \text{ with } k \leq \ell$$

and

$$\frac{\alpha}{2} \|u_k^* - u^*\|_H^2 \leq E(u_k^*) - E(u^*) \leq \frac{L}{2} \|u_k^* - u^*\|_H^2 \quad \text{for all } k \in \mathbb{N}_0.$$

We set $\gamma := \alpha / (2C_{\text{est}})$. Together with (30), estimator reduction (24) gives

$$\Delta_{\ell+1} = E(u_{\ell+1}^*) - E(u^*) + \gamma \eta_{\ell+1}(u_{\ell+1}^*)^2$$

$$\leq (E(u_k^*) - E(u^*)) - (E(u_{\ell+1}^*) - E(u_{\ell+1}^*)) + \gamma (q_{\text{est}} \eta_{\ell}(u_{\ell}^*)^2 + C_{\text{est}} \|u_{\ell}^* - u_{\ell+1}^*\|_H^2)$$

$$\leq E(u_k^*) - E(u^*) + \gamma q_{\text{est}} \eta_{\ell}(u_{\ell}^*)^2.$$

Let $\varepsilon > 0$. Combining this estimate with reliability (A3) and (31), we see that

$$\Delta_{\ell+1} \leq E(u_k^*) - E(u^*) + \gamma (q_{\text{est}} + \varepsilon) \eta_{\ell}(u_{\ell}^*)^2 - \gamma \varepsilon \eta_{\ell}(u_{\ell}^*)^2$$

$$\leq E(u_k^*) - E(u^*) + \gamma (q_{\text{est}} + \varepsilon) \eta_{\ell}(u_{\ell}^*)^2 - \gamma \frac{2\varepsilon}{\lambda^* C_{\text{rel}}^*} (E(u_k^*) - E(u^*))$$

$$= (1 - \gamma \frac{2\varepsilon}{\lambda^* C_{\text{rel}}^*}) (E(u_k^*) - E(u^*)) + \gamma (q_{\text{est}} + \varepsilon) \eta_{\ell}(u_{\ell}^*)^2$$

$$\leq \max \left\{ (1 - \gamma \frac{2\varepsilon}{\lambda^* C_{\text{rel}}^*}), (q_{\text{est}} + \varepsilon) \right\} \Delta_{\ell}.$$

Defining $0 < q_{\text{lin}} := \inf_{\varepsilon > 0} \max \left\{ (1 - \gamma \frac{2\varepsilon}{\lambda^* C_{\text{rel}}^*}), (q_{\text{est}} + \varepsilon) \right\} < 1$, we prove (28). Moreover, induction on $k$ proves that $\Delta_{\ell+k} \leq q_{\text{lin}}^k \Delta_{\ell}$ for all $k, \ell \in \mathbb{N}_0$. In combination with (31), reliability (A3) and the estimator equivalence (23) of Lemma 12 prove that, for all $k, \ell \in \mathbb{N}_0$,

$$\eta_{\ell+k}(u_{\ell+k})^2 \overset{(23)}{=} \eta_{\ell+k}(u_{\ell+k})^2 \simeq \Delta_{\ell+k} \leq q_{\text{lin}}^k \Delta_{\ell} \simeq q_{\text{lin}}^k \eta_{\ell}(u_{\ell}^*)^2 \overset{(23)}{=} q_{\text{lin}}^k \eta_{\ell+k}(u_{\ell+k})^2.$$

This concludes the proof.

6. Optimal convergence rates

6.1. Fine properties of mesh-refinement. The proof of optimal convergence rates requires the following additional properties of the mesh-refinement strategy.
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(R1) splitting property: Each refined element is split in at least 2 and at most in $C_{\text{son}} \geq 2$ many sons, i.e., for all $T \in \mathcal{T}$ and all $M \subseteq T$, the refined triangulation $T_0 = \text{refine}(T, M)$ satisfies
\[
\#(T \setminus T_0) + \#T \leq \#T_0 \leq C_{\text{son}} \#(T \setminus T_0) + \#(T \cap T_0).
\]

(R2) overlay estimate: For all meshes $T \in \mathcal{T}$ and $T, T_0 \in \text{refine}(T)$ there exists a common refinement $T \oplus T_0 \in \text{refine}(T) \cap \text{refine}(T_0) \subseteq \text{refine}(T)$ which satisfies
\[
\#(T \oplus T_0) \leq \#T + \#T_0 - \#T.
\]

(R3) mesh-closure estimate: There exists $C_{\text{mesh}} > 0$ such that the sequence $\mathcal{T}_\ell$ with corresponding sets of marked elements $M_\ell \subseteq T_\ell$ which is generated by Algorithm 6, satisfies
\[
\#T_\ell - \#T_0 \leq C_{\text{mesh}} \sum_{j=0}^{\ell-1} \#M_j.
\]

For newest vertex bisection (NVB), the mesh-closure estimate (R3) has first been proved for $d = 2$ in [BDD04] and later for $d \geq 2$ in [Ste08]. While both works require an additional admissibility assumption on $T_0$, [KPP13] proved that this condition is unnecessary for $d = 2$. The proof of the overlay estimate (R2) is found in [CKNS08, Ste07]. The lower bound of (R1) is clearly satisfied for each feasible mesh-refinement strategy.

For NVB the upper bound of (R1) is easily verified for $d = 2$ with $C_{\text{son}} = 4$, and the proof for general dimension $d \geq 2$ can be found in [GSS14]. For red-refinement with first-order hanging nodes, the validity of (R1)–(R3) is shown in [BN10]. For mesh-refinement strategies in isogeometric analysis, we refer to [MP15] for T-splines and to [BGMP16, GHP17] for (truncated) hierarchical B-splines.

6.2. Approximation class. For $N \in \mathbb{N}_0$, we define the set
\[
\mathcal{T}_N := \{ T \in \text{refine}(T_0) : \#T - \#T_0 \leq N \},
\]
of all refinements of $T_0$ which have at most $N$ elements more than $T_0$. For $s > 0$, we define the approximation norm $\| \cdot \|_{A_s}$ by
\[
\|u^*\|_{A_s} := \sup_{N \in \mathbb{N}_0} \left( (N + 1)^s \min_{T \in \mathcal{T}_N} \eta_* (u^*_T) \right),
\]
where $\eta_* (u^*_T)$ is the error estimator corresponding to the optimal triangulation $T_* \in \mathcal{T}_N$. Note that $\|u^*\|_{A_s} < \infty$ implies the existence of a not (necessarily nested) sequence of triangulations, such that the error estimator $\eta_* (u^*_T)$ corresponding to the (non-computable) Galerkin approximation $u^*_T$ decays at least with algebraic rate $s > 0$.

6.3. Main result. The following theorem is the main result of this work. It proves that Algorithm 6 does not only lead to linear convergence, but also guarantees the best possible algebraic convergence rate for the error estimator $\eta_* (u_\ell)$.
Theorem 19. Suppose (O1)–(O3) for the nonlinear operator $A$, (R1)–(R3) for the mesh-refinement, and (A1)–(A4) for the a posteriori error estimator. Let $C_\lambda$ be the constant from Lemma 12. Suppose that $0 < \theta \leq 1$ and $0 < \lambda < C_\lambda^{-1}\theta$ satisfy

\[ \theta'' := \frac{\theta + \lambda C_\lambda}{1 - \lambda C_\lambda} < \theta_{\text{opt}} := \left(1 + C_{\text{stab}}^2(C_{\text{drel}}^*)^2\right)^{-1} \]

(which is satisfied, e.g., for $0 < \theta < \theta_{\text{opt}}$ and sufficiently small $\lambda$). Suppose that the repeat loop of step (i) of Algorithm 6 terminates after finitely many steps for all $\ell \in \mathbb{N}_0$. Then, for all $s > 0$, there holds the equivalence

\[ \|u^*\|_{A_s} < \infty \iff \exists C_{\text{opt}} > 0 \forall \ell \in \mathbb{N}_0 \quad \eta(\ell \circ \lambda) \leq C_{\text{opt}} \left(\#T_\ell - \#T_0 + 1\right)^{-s}. \]

Moreover, there holds $C_{\text{opt}} = C_{\text{opt}}'\|u^*\|_{A_s}$, where $C_{\text{opt}}'$ depends only on $T_0$, $\theta$, $\lambda$, $s$, (A1)–(A4), (O1)–(O2), and (R1)–(R3).

The comparison lemma is found in [CFPP14].

Lemma 20 ([CFPP14, Lemma 4.14]). Suppose (R2), (A1), (A2), and (A4). Let $0 < \theta'' < \theta_{\text{opt}}$. Then, there exists a constant $C_{\text{comp}} > 0$ such that for all $s > 0$ with $\|u^*\|_{A_s} < \infty$ and all $\ell \in \mathbb{N}_0$, there exists $R_\ell \subseteq T_\ell$ which satisfies

\[ \#R_\ell \leq C_{\text{comp}}\|u^*\|_{A_s}^{1/s} \eta(\ell \circ \lambda)^{-1/s}, \]

as well as the Dörfler marking criterion

\[ \theta'' \eta(\ell \circ \lambda) \leq \eta(\ell \circ \lambda, u^*_\ell). \]

The constant $C_{\text{comp}}$ depends only on $\theta''$, $s$, and the constants of (A1), (A2) and (A4). \qed

The proof of Theorem 19 follows ideas from [CFPP14, Theorem 4.1].

**Proof of Theorem 19.** We prove the assertion in three steps.

**Step 1.** The implication “\(\Leftarrow\)” follows by definition of the approximation class, the equivalence $\eta(\ell \circ \lambda) \simeq \eta(\ell \circ \lambda)$ from Lemma 12, and the upper bound of (R1) (cf. [CFPP14, Proposition 4.15]). We thus focus on the converse, more important implication “\(\Rightarrow\)”.

**Step 2.** Suppose $\|u^*\|_{A_s} < \infty$. By Assumption (35), Lemma 20 provides a set $R_\ell \subseteq T_\ell$ with (37)–(38). Arguing as in the proof of Lemma 12, stability (A1) proves that

\[ \eta(\ell \circ \lambda, u^*_\ell) \leq \eta(\ell \circ \lambda, u_\ell) + C_{\text{stab}} \|u^*_\ell - u_\ell\|_{H} \leq \eta(\ell \circ \lambda, u_\ell) + \lambda C_\lambda \eta(\ell \circ \lambda), \]

where we have used that $C_\lambda = C_{\text{stab}} \frac{q}{1-q}$. Together with $\theta'' \eta(\ell \circ \lambda) \leq \eta(\ell \circ \lambda, u^*_\ell)$, this proves

\[ (1 - \lambda C_\lambda)\theta'' \eta(\ell \circ \lambda) \leq \theta'' \eta(\ell \circ \lambda) \leq \eta(\ell \circ \lambda, u^*_\ell) \leq \eta(\ell \circ \lambda, u_\ell) + \lambda C_\lambda \eta(\ell \circ \lambda) \]

and results in

\[ \theta \eta(\ell \circ \lambda) \leq \left(1 - \lambda C_\lambda\right) \theta'' - \lambda C_\lambda \eta(\ell \circ \lambda) \leq \eta(\ell \circ \lambda, u^*_\ell). \]

Hence, $R_\ell$ satisfies the Dörfler marking for $u_\ell$ with parameter $\theta$. By choice of $M_\ell$ in step (ii) of Algorithm 6, we thus infer that

\[ \#M_\ell \leq C_{\text{mark}} \#R_\ell \leq C_{\text{mark}} C_{\text{comp}}\|u^*\|_{A_s}^{1/s} \eta(\ell \circ \lambda)^{-1/s} \leq \|u^*\|_{A_s}^{1/s} \eta(\ell \circ \lambda)^{-1/s} \]

for all $\ell \in \mathbb{N}_0$.\[ \]
The mesh-closure estimate (R3) guarantees that

\[ #\mathcal{T}_\ell - #\mathcal{T}_0 + 1 \lesssim \sum_{j=0}^{\ell-1} #\mathcal{M}_j \lesssim \|u^*\|_{\mathbb{H}^s}^{1/s} \sum_{j=0}^{\ell-1} \eta_j(u_j)^{-1/s} \quad \text{for all } \ell > 0. \]

\[ (40) \]

**Step 3.** The linear convergence of Theorem 17 implies \( \eta_\ell(u_\ell) \leq C_{\text{lin}} q_{\text{lin}}^{\ell-j} \eta_j(u_j) \) for all \( 0 \leq j \leq \ell \). In particular, this leads to

\[ \eta_j(u_j)^{-1/s} \leq C_{\text{lin}}^{1/s} q_{\text{lin}}^{(\ell-j)/s} \eta_j(u_\ell)^{-1/s} \quad \text{for all } 0 \leq j \leq \ell. \]

By use of the geometric series with \( 0 < q_{\text{lin}}^{1/s} < 1 \), we obtain that

\[ \sum_{j=0}^{\ell-1} \eta_j(u_j)^{-1/j} \leq C_{\text{lin}}^{1/s} \eta_j(u_\ell)^{-1/s} \sum_{j=0}^{\ell-1} (q_{\text{lin}})^{\ell-j} \leq \frac{C_{\text{lin}}^{1/s}}{1 - q_{\text{lin}}^{1/s}} \eta_j(u_\ell)^{-1/s}. \]

Combining the latter estimate with (40), we derive that

\[ #\mathcal{T}_\ell - #\mathcal{T}_0 + 1 \lesssim \|u^*\|_{\mathbb{H}^s}^{1/s} \eta_\ell(u_\ell)^{-1/s} \quad \text{for all } \ell > 0. \]

Since \( \eta_0(u_0) \simeq \eta_0(u_0^*) \lesssim \|u^*\|_{\mathbb{H}^s} \), the latter inequality holds, in fact, for all \( \ell \geq 0 \). Rearranging this estimate, we conclude the proof of (36).

---

### 6.4. (Almost) Optimal computational work

We show that Algorithm 6 does not only lead to optimal algebraic convergence rates for the error estimator \( \eta_\ell(u_\ell) \), but also guarantees that the overall cost of the algorithm is asymptotically (almost) optimal.

- We suppose that the linear system involved in the computation of each step of the discrete Picard iteration \( u_\ell^n := \Phi_\ell(u_\ell^{n-1}) \), see Section 3.2, can be solved (e.g., by multigrid) in linear complexity \( \mathcal{O}(#\mathcal{T}_\ell) \). Moreover, we suppose that the evaluation of \( \langle Au_\ell^n - F, v_\ell \rangle \) and \( \eta_\ell(T, v_\ell) \) for one fixed \( v_\ell \in \mathcal{X}_\ell \) and \( T \in \mathcal{T}_\ell \) is of order \( \mathcal{O}(1) \). Then, with \( \#\text{Pic}(\ell) \geq 1 \) the number of Picard iterates in step (i) of Algorithm 6, we require \( \mathcal{O}(\#\text{Pic}(\ell) \#\mathcal{T}_\ell) \) operations to compute the discrete solution \( u_\ell \in \mathcal{X}_\ell \).

- We suppose that the set \( \mathcal{M}_\ell \) in step (ii) as well as the local mesh-refinement \( \mathcal{R}_{\ell+1} := \text{refine}(\mathcal{R}_\ell, \mathcal{M}_\ell) \) in step (iii) of Algorithm 6 are performed in linear complexity \( \mathcal{O}(#\mathcal{T}_\ell) \); see, e.g., [Ste07] with \( C_{\text{mark}} = 2 \) for step (ii).

Since one step of the adaptive algorithm depends on the full history of the adaptive meshes, the overall computational cost for the \( \ell \)-th step of Algorithm 6 thus amounts to

\[ \mathcal{O}\left( \sum_{j=0}^{\ell} \#\text{Pic}(j) \#\mathcal{T}_j \right). \]

**Optimal convergence behavior** of Algorithm 6 means that, given \( \|u^*\|_{\mathbb{H}^s} < \infty \), the error estimator \( \eta_\ell(u_\ell) \) decays with rate \( s > 0 \) with respect to the degrees of freedom \( \mathcal{O}(\#\mathcal{T}_\ell) \); see Theorem 19. **Optimal computational complexity** would mean that, given \( \|u^*\|_{\mathbb{H}^s} < \infty \), the error estimator \( \eta_\ell(u_\ell) \) decays with rate \( s > 0 \) with respect to the computational cost; see [Fei15] for linear problems. Up to some small perturbation, the latter is stated in the following theorem.
Theorem 21. Suppose the assumptions of Theorem 19 and \( s > 0 \). Then, it holds that
\[
\|u^*\|_{A_s} < \infty \implies \forall \varepsilon > 0 \exists C_{\text{work}} > 0 \forall \ell \in \mathbb{N}_0 \quad \eta_\ell(u_\ell) \leq C_{\text{work}} \left( \sum_{j=0}^\ell \#\text{Pic}(j) \#T_j \right)^{-s-\varepsilon}.
\]

There holds \( C_{\text{work}} = C'_{\text{work}} \|u^*\|_{A_s} \), where \( C'_{\text{work}} > 0 \) depends only on \( \theta, \lambda, s, \varepsilon, (A1)-(A4), (O1)-(O2), \) and \( (R1)-(R3) \), as well as on \( f_0, \gamma_0(u_0), \) and \#Pic(0).

Proof. We prove the assertion in three steps.

Step 1. We show that there exist constants \( C_0, C > 0 \) such that
\[
\left( \sum_{j=0}^\ell \#\text{Pic}(j) \#T_j \right)^s \left( \log(C_0/\eta_\ell(u_\ell)) \right)^{-s} \eta_\ell(u_\ell) \leq C \quad \text{for all } \ell \geq 0.
\]

Proposition 9 gives a bound for the number of Picard iterations. For \( j \geq 1 \), it holds that
\[
\#\text{Pic}(j) \leq C_{\text{pic}} + \frac{1}{|\log q|} \log \left( \max \left\{ 1, \frac{\eta_{j-1}(u_{j-1})}{\eta_j(u_j)} \right\} \right)
\leq C_{\text{pic}} + \frac{1}{|\log q|} \left| \log \left( \eta_{j-1}(u_{j-1})/\eta_j(u_j) \right) \right|
\leq C_{\text{pic}} + \frac{1}{|\log q|} \left( \left| \log(\eta_{j-1}(u_{j-1})) \right| + \left| \log(\eta_j(u_j)) \right| \right).
\]

Quasi monotonicity [CFPP14, Lemma 3.5] and Lemma 12 imply \( \eta_\ell(u_\ell) \simeq \eta_\ell(u_\ell^*) \simeq \eta_k(u_k) \) and hence \( \eta_\ell(u_\ell) \leq C_{\text{mon}} \eta_k(u_k) \) for all \( k \leq \ell \). The constant \( C_{\text{mon}}>0 \) depends only on \( (A1)-(A4) \). With \( C_0 := e C_{\text{mon}} \gamma_0(u_0) \), there holds \( C_{\text{mon}}^{-1} \eta_k(u_k) \leq C_0^{-1} \eta_k(u_k) \leq e^{-1} < 1 \) for all \( k \leq \ell \). Hence, we obtain that
\[
\left| \log(\eta_k(u_k)) \right| = \left| \log(C_0) + \log(C_0^{-1} \eta_k(u_k)) \right| \leq \left| \log(C_0) \right| + \left| \log(C_0^{-1} C_{\text{mon}}^{-1} \eta_k(u_k)) \right|
\leq \left| \log(C_0) \right| + \left| \log(C_{\text{mon}}^{-1}) \right| + \left| \log(C_0^{-1} \eta_k(u_k)) \right| = C' + \log(C_0/\eta_k(u_k)),
\]
where the constant \( C' := \left| \log(C_0) \right| + \left| \log(C_{\text{mon}}^{-1}) \right| \) depends only on \( \gamma_0(u_0) \) and \( C_{\text{mon}} \). Combining this estimate for \( 1 \leq j \leq \ell \) with (42), we obtain that
\[
\#\text{Pic}(j) \leq C'' + \frac{2}{|\log q|} \log(C_0/\eta_k(u_k)) \quad \text{with } C'' := C_{\text{pic}} + C'.
\]

By definition of \( C_0 \), it holds that \( C_0/\eta_k(u_k) \geq e \) and hence \( \log(C_0/\eta_k(u_k)) \geq \log(e) = 1 \) for all \( \ell \geq 0 \). This yields that
\[
\sum_{j=1}^\ell \#\text{Pic}(j) \#T_j \leq \sum_{j=1}^\ell \#T_j \left( C'' + \frac{2}{|\log q|} \log(C_0/\eta_k(u_k)) \right)
\leq \left( C'' + \frac{2}{|\log q|} \right) \log(C_0/\eta_k(u_k)) \sum_{j=1}^\ell \#T_j.
\]
Using \( \#\mathcal{T}_j \leq \#\mathcal{T}_0 (\#\mathcal{T}_j - \#\mathcal{T}_0 + 1) \) (see, e.g., [BHP17, Lemma 22]) and \( C'' := \max \{ C'' + 2/|q|, \#\text{Pic}(0) \} \) as well as Theorem 19, we obtain that

\[
\sum_{j=0}^{\ell} \#\text{Pic}(j) \#\mathcal{T}_j \leq C'' \#\mathcal{T}_0 \log(C_0/\eta_t(u_\ell)) \sum_{j=0}^{\ell} (\#\mathcal{T}_j - \#\mathcal{T}_0 + 1)
\]

\[
\leq C'' \#\mathcal{T}_0 C_{opt}^{-1/s} \log(C_0/\eta_t(u_\ell)) \sum_{j=0}^{\ell} \eta_j(u_j)^{-1/s}.
\]

We argue as in the proof of Theorem 19. The linear convergence from Theorem 17 with \( 0 < q_{lin}^{1/s} < 1 \) implies that

\[
\sum_{j=0}^{\ell} \#\text{Pic}(j) \#\mathcal{T}_j \leq C'' \#\mathcal{T}_0 C_{opt}^{-1/s} \frac{C_{lin}^{1/s}}{1-q_{lin}^{1/s}} \log(C_0/\eta_t(u_\ell)) \eta_t(u_\ell)^{-1/s}.
\]

Rearranging the terms we conclude (41) with \( C := \left( C'' \#\mathcal{T}_0 \frac{C_{lin}^{1/s}}{1-q_{lin}^{1/s}} \right)^{1/s} C_{opt}^{-1} \).

**Step 2.** Let \( s, \delta > 0 \). Recall that \( t^{\delta/s} \log(C_0/t) \to 0 \) as \( t \to 0 \). Hence, it follows \( \log(C_0/\eta_t(u_\ell)) \eta_t(u_\ell)^{\delta/s} \lesssim 1 \) as \( \ell \to \infty \). This implies \( \log(C_0/\eta_t(u_\ell))^{-s} \eta_t(u_\ell)^{-\delta} \gtrsim 1 \) and results in \( \log(C_0/\eta_t(u_\ell))^{-s} \eta_t(u_\ell) \gtrsim \eta_t(u_\ell)^{1+\delta} \), where the hidden constant depends only on \( \delta, s, C_0 \), and \( \max_{\ell \in \mathbb{N}_0} \eta_t(u_\ell) \leq C_{mon} \eta_0(u_0) \).

**Step 3.** From step 1 and step 2, we infer that

\[
\left( \sum_{j=0}^{\ell} \#\mathcal{T}_j (1 + \#\text{Pic}(j)) \right)^{s} \eta_t(u_\ell)^{1+\delta} \leq C_{work},
\]

where \( C_{work} \geq 1 \) depends only on \( C, \delta, s, C_0, C_{mon} \), and \( \eta_0(u_0) \). Choose \( \delta > 0 \) such that \( \frac{1}{1+\delta} = s - \varepsilon \). Then, we finally obtain that

\[
\left( \sum_{j=0}^{\ell} \#\mathcal{T}_j (1 + \#\text{Pic}(j)) \right)^{s-\varepsilon} \eta_t(u_\ell) \leq C_{work}^{1/(1+\delta)} = C_{work}^{(s-\varepsilon)/s} \leq C_{work}.
\]

Rearranging the terms concludes the proof.

**7. Optimal convergence of full sequence**

In this section, we reformulate Algorithm 6 in the sense that the discrete solutions \((u_\ell)_{\ell \in \mathbb{N}_0}\) correspond to a subsequence \((\tilde{u}_\ell)_{\ell \in \mathbb{N}_0}\) obtained by the following algorithm which also accounts for the Picard iterates; see Remark 23 below for details. To distinguish between the quantities of Algorithm 6 and Algorithm 22, we use the tilde for all quantities of Algorithm 22, e.g., \( \tilde{\eta}_t(\tilde{u}_\ell) \) is the error estimator corresponding to some \( \tilde{u}_\ell \in \tilde{X}_\ell \).

**Algorithm 22.** Input: Initial triangulation \( \tilde{\mathcal{T}}_0 := \mathcal{T}_0 \), adaptivity parameters \( 0 < \theta \leq 1 \), \( \lambda \geq 0 \), and \( C_{\text{mark}} \geq 1 \), initial guess \( \tilde{u}_{-1} := 0 \).

Adaptive loop: For all \( \ell = 0, 1, 2, \ldots \), iterate the following steps (i)-(iv).

(i) Compute discrete Picard iterate \( \tilde{u}_\ell = \tilde{\Phi}_{\ell} \tilde{u}_{\ell-1} \in \tilde{X}_\ell \).
(ii) Compute refinement indicators \( \tilde{\eta}(T, \tilde{u}_\ell) \) for all \( T \in \tilde{T}_\ell \).

(iii) If \( ||\tilde{u}_\ell - \tilde{u}_{\ell-1}||_H \leq \lambda \tilde{\eta}(\tilde{u}_\ell) \), do the following steps (a)–(b).

(a) Determine a set \( \tilde{M}_\ell \subseteq \tilde{T}_\ell \) of marked elements which has minimal cardinality up to the multiplicative constant \( C_{\text{mark}} \) and which satisfies the Dörfler marking criterion \( \theta \tilde{\eta}(\tilde{u}_\ell) \leq \tilde{\eta}(\tilde{M}_\ell, \tilde{u}_\ell) \).

(b) Generate the new triangulation \( \tilde{T}_{\ell+1} := \text{refine}(\tilde{T}_\ell, \tilde{M}_\ell) \) by refinement of (at least) all marked elements \( T \in \tilde{M}_\ell \).

(iv) Else, define \( \tilde{T}_{\ell+1} := \tilde{T}_\ell \).

.Output: Sequence of discrete solutions \( \tilde{u}_\ell \in \tilde{X}_\ell \) and corresponding estimators \( \tilde{\eta}(\tilde{u}_\ell) \).

Remark 23. With \( \ell_{-1} := -1 \) and \( \tilde{T}_{-1} := T_0 \), define an index sequence \( (\ell_k)_{k \in \mathbb{N}_0} \) inductively as follows:

- \( \ell_k > \ell_{k-1} \) is the smallest index such that \( \tilde{T}_{\ell_k+1} \neq \tilde{T}_{\ell_k} \)
- resp. \( \ell_k = \infty \) if such an index does not exist.

In explicit terms, the indices \( \ell_k \) are chosen such that the mesh is refined after the computation of \( \tilde{u}_{\ell_k} \). Hence, Algorithm 6 and Algorithm 22 are related as follows:

- \( \tilde{u}_{\ell_k} = u_k \) for all \( k \in \mathbb{N}_0 \) with \( \ell_k < \infty \);
- \( \tilde{u}_{\ell_{k-1}+m} = u_k^m \) for all \( k \in \mathbb{N}_0 \) with \( \ell_{k-1} < \infty \) and all \( m \in \mathbb{N}_0 \) with \( \ell_{k-1} + m \leq \ell_k \);
- \( \tilde{T}_\ell = T_k \) for all \( \ell = \ell_{k-1} + 1, \ldots, \ell_k \) if \( \ell_k < \infty \);
- \( \tilde{T}_\ell = T_k \) for all \( \ell \geq \ell_{k-1} + 1 \) if \( \ell_{k-1} < \infty \) and \( \ell_k = \infty \).

The observations of Remark 23 allow to transfer the results for Algorithm 6 to Algorithm 22.

As a consequence of our preceding analysis, we get the following theorem:

Theorem 24. Suppose (O1)–(O3) for the nonlinear operator and (A1)–(A3) for the a posteriori error estimator. Let \( C_\lambda \) be the constant from Lemma 12. Let \( 0 < \theta \leq 1 \) and suppose \( 0 < \lambda < C_\lambda^{-1} \theta \). Then, the output of Algorithm 22 satisfies

\[
\lim_{\ell \to \infty} ||u^* - \tilde{u}_\ell||_H = 0 = \lim_{\ell \to \infty} \tilde{\eta}(\tilde{u}_\ell).
\]

Additionally, suppose (R1)–(R3) for the mesh-refinement, (A4) for the a posteriori error estimator, and that

\[
\theta'' := \frac{\theta + \lambda C_\lambda}{1 - \lambda C_\lambda} < \theta_{\text{opt}} := (1 + C_{\text{stab}}^2(C_{\text{drel}}^*)^2)^{-1}.
\]

Then, for all \( s > 0 \), it holds that \( ^\dagger \)

\[
||u^*||_{A_s} < \infty \iff \exists \tilde{C}_\text{opt} > 0 \forall \ell \geq \ell_0 \quad \tilde{\eta}(\tilde{u}_\ell) \leq \tilde{C}_\text{opt}(\#\tilde{T}_\ell - \#T_0 + 1)^{-s}.
\]

Moreover, if \( \#T_\ell \to \infty \) as \( \ell \to \infty \), then it holds that \( ^\dagger \)

\[
||u^*||_{A_s} < \infty \implies \forall \varepsilon > 0 \exists \tilde{C}_\text{work} > 0 \forall \ell \geq \ell_0 \quad \tilde{\eta}(\tilde{u}_\ell) \leq \tilde{C}_\text{work} \left( \sum_{j=0}^{\ell} \#\tilde{T}_j \right)^{-\left((s-\varepsilon)\right)}.
\]

\( ^\dagger \)It is necessary to demand \( \ell \geq \ell_0 \). Indeed, the finitely many estimator values \( \tilde{\eta}(\tilde{u}_\ell) \) for \( \ell < \ell_0 \) are obviously bounded by a constant. However, this constant does not only depend on the constants on which \( \tilde{C}_\text{opt} \) resp. \( \tilde{C}_\text{work} \) depend.
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Finally, it holds $\tilde{C}_{\text{opt}} = CC_{\text{opt}}$ and $\tilde{C}_{\text{work}} = CC_{\text{work}}$, where $C_{\text{opt}}$ is the constant from Theorem 19, $C_{\text{work}} > 0$ is the constant from Theorem 21, and $C > 0$ depends only on (O1)–(O2), (A3), (R1), $\overline{T}_0$, and $s$.

Proof. We stick with the notation of Remark 23.

Step 1. Suppose that there exists an index $\ell \in N_0$ with $\|\tilde{u}_\ell - \tilde{u}_{\ell-1}\|_H \leq \lambda \tilde{\eta}_\ell(\tilde{u}_\ell)$ and $\tilde{M}_\ell = 0$. Then, it follows $\tilde{\eta}_\ell(\tilde{u}_\ell) = 0$. Proposition 8 concludes $u^* = \tilde{u}_k$, $\tilde{M}_\ell = 0$, and $\tilde{\eta}_k(\tilde{u}_k) = 0$ for all $k \geq \ell$. In particular, this proves (45)–(46) with $\|u^*\|_{H_s} < \infty$ for all $s > 0$.

Step 2. Suppose that there exists an index $k \in N_0$ with $\ell_{k-1} < \infty$ and $\ell_k = \infty$. Then, $\tilde{T}_\ell = \tilde{T}_{\ell_{k-1} + 1}$ for all $\ell > \ell_{k-1}$. According to step 1, we may further assume that $\|\tilde{u}_\ell - \tilde{u}_{\ell-1}\|_H > \lambda \tilde{\eta}_\ell(\tilde{u}_\ell)$ for all $\ell > \ell_{k-1}$. Then, this corresponds to the situation of Proposition 7 and hence results in convergence $\|u^* - \tilde{u}_\ell\|_H + \tilde{\eta}_\ell(\tilde{u}_\ell) \to 0$ as $\ell \to \infty$ and $\tilde{\eta}_k(\tilde{u}_k) = 0$ for all $\ell \geq \ell_{k-1}$. Again, this proves (45)–(46) with $\|u^*\|_{H_s} < \infty$ for all $s > 0$.

Step 3. According to step 2, we may suppose $\ell_k < \infty$ for all $k \in N_0$. In this step, we will prove (44). Given $\ell \in N$, choose $k \in N_0$ and $m \in N_0$ with $\ell = \ell_{k-1} + m < \ell_k < \infty$. Then, $\tilde{u}_\ell = \tilde{u}_{\ell_{k-1} + m} = u_k^m$ and hence

$$\|u^* - \tilde{u}_\ell\|_H = \|u^* - u_k^m\|_H \leq \|u^* - u_k\|_H + \|u_k - u_k^m\|_H \leq C_{\text{rel}} \eta_k(u_k) + \|u_k - u_k^m\|_H. \tag{15}$$

Moreover, let $u_k = u_k^0$. Then, we obtain $m < n$ and

$$\|u_k - u_k^m\|_H \leq \sum_{j=m}^{n-1} \|u_k^{j+1} - u_k^j\|_H \leq \frac{\alpha}{L} C_{\text{rel}} \sum_{j=m}^{n-1} q^j \eta_k(u_{k-1}) \leq \frac{\alpha}{L} C_{\text{rel}} q^m \eta_k(u_{k-1}). \tag{18}$$

Combining these estimates, we derive that

$$\|u^* - \tilde{u}_\ell\|_H \lesssim \eta_k(u_k) + \eta_{k-1}(u_{k-1}).$$

For $k > 0$, Lemma 10 proves that

$$\tilde{\eta}_\ell(\tilde{u}_\ell) = \eta_k(u_k) \lesssim \eta_k(u_k) \lesssim \eta_{k-1}(u_{k-1}). \tag{19}$$

For $k > 0$ and $m = 0$, we even have equality

$$\tilde{\eta}_\ell(\tilde{u}_\ell) = \eta_{k-1}(u_{k-1}).$$

Altogether, Theorem 17 proves convergence $\|u^* - \tilde{u}_\ell\|_H + \tilde{\eta}_\ell(\tilde{u}_\ell) \to 0$ as $\ell \to \infty$.

Step 4. According to step 2, we may suppose $\ell_k < \infty$ for all $k \in N_0$. To show the implication “$\Leftarrow$” of (46), note that the right-hand side of (46) implies $\eta_k(u_k) \lesssim \left(\#T_k - \#T_0 + 1\right)^{-s}$ for all $k \in N_0$. Hence, the claim follows from Theorem 19.

Step 5. According to step 2, we may suppose $\ell_k < \infty$ for all $k \in N_0$. To show the implication “$\Rightarrow$” of (46), let $\ell = \ell_{k-1} + m < \ell_k < \infty$ for some $k \in N$ and $m \in N_0$. Then, $\tilde{u}_k = \tilde{u}_{\ell_{k-1} + m} = u_k^m$ and $\tilde{T}_\ell = T_k$. Moreover, elementary calculation (see, e.g., [BHP17, Lemma 22]) proves that

$$\left(\#T_0\right)^{-1} \#\tilde{T}_\ell \leq \#\tilde{T}_\ell - \#T_0 + 1 \leq \#T_\ell \text{ for all } \ell \in N_0.$$

This and $\#T_{k-1} \simeq \#T_k$ (which follows from (R1) and $T_k = \text{refine}(T_{k-1}, M_{k-1})$) proves

$$\eta_{k-1}(u_{k-1}) \lesssim \left(\#T_k - \#T_0 + 1\right)^{-s} \simeq \left(\#T_k - \#T_0 + 1\right)^{-s} = \left(\#T_\ell - \#T_0 + 1\right)^{-s}. \tag{36}$$
For $m > 0$, estimate (19) proves $\tilde{\eta}_k(\tilde{u}_t) = \eta_k(u^m_k) \lesssim \eta_{k-1}(u_{k-1})$. For $m = 0$, it holds $\tilde{\eta}_k(\tilde{u}_t) = \eta_{k-1}(u_{k-1})$. Combining this with the latter estimate, we conclude the proof.

**Step 6.** The same argument as in step 5 in combination with Theorem 21 proves (47).

8. Numerical Experiments

In this section, we present two numerical experiments in 2D to underpin our theoretical findings. In the experiments, we compare the performance of Algorithm 6 for

- different values of $\lambda \in \{1, 0.1, 0.01, \ldots, 10^{-6}\}$,
- different values of $\theta \in \{0.2, 0.4, \ldots, 1\}$,
- nested iteration $u^0_t := u_{t-1}$ compared to a naive initial guess $u^0_t := 0$.

As model problems serve nonlinear boundary value problems similar to those of [GMZ11, GMZ12, BSF+14, CW17].

8.1. Model problem. Let $\Omega \subset \mathbb{R}^d$ be a bounded Lipschitz domain with polyhedral boundary $\Gamma = \partial \Omega$, $d \in \{2, 3\}$. Suppose that $\Gamma := \overline{\Gamma}_D \cup \overline{\Gamma}_N$ is split into relatively open and disjoint Dirichlet and Neumann boundaries $\Gamma_D, \Gamma_N \subseteq \Gamma$ with $|\Gamma_D| > 0$. For given $f \in L^2(\Omega)$, we consider problems of the following type:

\[
\begin{align*}
-\text{div}(\mu(x, |\nabla u|^2(x)) \nabla u(x)) &= f(x) & \text{in } \Omega, \\
\mu(x, |\nabla u|^2(x)) \partial_n u(x) &= g(x) & \text{on } \Gamma_N.
\end{align*}
\]

(48)

We suppose that the scalar nonlinearity $\mu : \Omega \times [0, \infty) \rightarrow \mathbb{R}$ satisfies the following properties (M1)–(M4), similarly considered in [GMZ12].

(M1) There exist constants $0 < \gamma_1 < \gamma_2 < \infty$ such that

\[
\gamma_1 \leq \mu(x, t) \leq \gamma_2 \quad \text{for all } x \in \Omega \text{ and all } t \geq 0.
\]

(M2) There holds $\mu(x, \cdot) \in C^1([0, \infty), \mathbb{R})$ for all $x \in \Omega$, and there exist $0 < \tilde{\gamma}_1 < \tilde{\gamma}_2 < \infty$ such that

\[
\tilde{\gamma}_1 \leq \mu(x, t) + 2t \frac{d}{dt} \mu(x, t) \leq \tilde{\gamma}_2 \quad \text{for all } x \in \Omega \text{ and all } t \geq 0.
\]

(M3) Lipschitz-continuity of $\mu(x, t)$ in $x$, i.e., there exists $L_\mu > 0$ such that

\[
|\mu(x, t) - \mu(y, t)| \leq L_\mu |x - y| \quad \text{for all } x, y \in \Omega \text{ and all } t \geq 0.
\]

(M4) Lipschitz-continuity of $t \frac{d}{dt} \mu(x, t)$ in $x$, i.e., there exists $\tilde{L}_\mu > 0$ such that

\[
|t \frac{d}{dt} \mu(x, t) - t \frac{d}{dt} \mu(y, t)| \leq \tilde{L}_\mu |x - y| \quad \text{for all } x, y \in \Omega \text{ and all } t \geq 0.
\]

8.2. Weak formulation. The weak formulation of (48) reads as follows: Find $u \in H^1_D(\Omega) := \{v \in H^1 : v = 0 \text{ on } \Gamma_D \text{ in the sense of traces}\}$ such that

\[
\int_{\Gamma_D} \mu(x, |\nabla u|^2(x)) \nabla u \cdot \nabla v \, dx = \int_{\Omega} fv \, dx + \int_{\Gamma_N} gv \, ds \quad \text{for all } v \in H^1_D(\Omega)
\]

(53)
With respect to the abstract framework, it holds $\mathcal{H} := H^1_D(\Omega)$ with $\|v\|_\mathcal{H} := \|\nabla v\|_{L^2(\Omega)}$. With $\langle \cdot, \cdot \rangle$ being the extended $L^2(\Omega)$ scalar product, we obtain (3) with operators

\begin{align}
(54a) \quad & \langle Aw, v \rangle := \int_{\Omega} \mu(x, |\nabla w(x)|^2) \nabla w(x) \cdot \nabla v(x) \, dx, \\
& F(v) := \int_{\Omega} f v \, dx + \int_{\Omega} g v \, ds.
\end{align}

Next, we show that $A$ satisfies (O1)–(O3). For the sake of completeness, we first recall an auxiliary lemma, which is just a simplified version of [LB96, Lemma 2.1].

**Lemma 25.** Let $C_1 > 0$ as well as $0 < C_2 \leq C_3 < \infty$ and $\kappa(x, \cdot) \in C^1(\mathbb{R}_{\geq 0}, \mathbb{R}_{\geq 0})$ with $\kappa(x, t) \leq C_1$ for all $x \in \Omega$ and $t \geq 0$ satisfy

\begin{align}
(55) \quad & C_2 \leq \frac{d}{dt}(t\kappa(x, t)) \leq \frac{d}{dt}(\kappa(x, t)) \leq C_3 \quad \text{for all } x \in \Omega \text{ and } t \geq 0.
\end{align}

Then, it holds that

\begin{align}
(56) \quad & (\kappa(x, |y|) y - \kappa(x, |z|) z) \cdot (y - z) \geq C_1 |y - z|^2 \quad \text{for all } x \in \Omega \text{ and } y, z \in \mathbb{R}^d,

\text{as well as}

(57) \quad & |\kappa(x, |y|) y - \kappa(x, |z|) z| \leq C_2 |y - z| \quad \text{for all } x \in \Omega \text{ and } y, z \in \mathbb{R}^d. \quad \blacksquare
\end{align}

**Proposition 26.** Suppose that $\mu : \Omega \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$ satisfies (M1)–(M2). Then, the corresponding operator $A$ satisfies (O1)–(O3) with constants $\alpha := \bar{\gamma}_1$ and $L := \bar{\gamma}_2$.

**Proof.** We prove the assertion in two steps.

**Step 1.** To show (O1)–(O2), let $\kappa(x, t) := \mu(x, t^2)$. Assumptions (M1)–(M2) and $\frac{d}{dt}(t\kappa(x, t)) = \mu(x, t^2) + 2t^2 \partial_2 \mu(x, t^2)$ allow to apply Lemma 25. For all $v, w \in H^1_D(\Omega)$, we obtain

\begin{align}
(58) \quad & \alpha \|\nabla v - \nabla w\|^2 \leq \langle \mu(\cdot, |\nabla v|^2) \nabla v - \mu(\cdot, |\nabla w|^2) \nabla w \rangle \cdot (\nabla v - \nabla w) \quad \text{a.e. in } \Omega,

\text{as well as}

(59) \quad & |\mu(\cdot, |\nabla v|^2) \nabla v - \mu(\cdot, |\nabla w|^2) \nabla w)| \leq L^2 |\nabla v - \nabla w|^2 \quad \text{a.e. in } \Omega.
\end{align}

Integration over $\Omega$ proves strong monotonicity (O1) and Lipschitz continuity (O2).

**Step 2.** We next show (O3). Analogously to [Has10], we define

\begin{align}
(60) \quad & P : H^1_D(\Omega) \rightarrow \mathbb{R}_{\geq 0} : \quad w \mapsto \frac{1}{2} \int_{\Omega} \int_{\partial_0} |\nabla w|^2 \mu(x, \zeta) \, d\zeta \, dx.
\end{align}

Note that boundedness (M1) implies well posedness of $P$. Next, we show that $A$ is the Gateaux-derivative $dP$ of $P$. To that end, let $r > 0$ and $v, w \in H^1_D(\Omega)$. Define

\begin{align}
H(r) := P(w + rv) \overset{(60)}{=} \frac{1}{2} \int_{\Omega} \int_{\partial_0} |\nabla w + r \nabla v|^2 \mu(x, \zeta) \, d\zeta \, dx.
\end{align}
With the Leibniz rule, we get
\[
H'(r) = \frac{1}{2} \int_\Omega \mu(x, |\nabla w + r \nabla v|^2) \frac{d}{dr} (|\nabla w + r \nabla v|^2) \, dx
= \int_\Omega \mu(x, |\nabla w + r \nabla v|^2) (\nabla w + r \nabla v) \cdot \nabla v \, dx.
\]
This concludes \( \langle dP(w), v \rangle = H'(0) = \int_\Omega \mu(x, |\nabla w|^2) \nabla w \cdot \nabla v \, dx \) \ref{51}(A).

8.3. Discretization and a posteriori error estimator. Let \( T \) be a conforming triangulation of \( \Omega \). For \( T \in T_\bullet \), define \( h_T := |T|^{1/d} \simeq \text{diam}(T) \). Consider
\[
(61) \quad \mathcal{X}_\bullet := \{ v : \Omega \to \mathbb{R} : v|_T \in P^1(T) \text{ for all } T \in T_\bullet \} \cap H^1_0(\Omega).
\]
For ease of notation, set \( \mu_v(x) := \mu(x, |\nabla v(x)|^2) \). Let \( \|\cdot\|_{\partial T; \Omega} \) denote the jump of discrete functions across the element interfaces. As in \cite[Section 3.2]{GMZ12}, we define for all \( T \in T_\bullet \) and all \( v_* \in \mathcal{X}_\bullet \), the corresponding residual refinement indicators
\[
(62) \quad \eta_v(T, v_*)^2 := h_T^2 \| f + \text{div}(\mu_v \nabla v_*) \|_{L^2(T)}^2 + h_T \| [\mu_v \partial_n v_*] \|_{L^2(\partial T; \Omega)}^2 + h_T \| g - \mu_v \partial_n v_* \|_{L^2(\partial T'; \Omega)}^2.
\]
The well-posedness of the error estimator requires that the nonlinearity \( \mu(x, t) \) is Lipschitz continuous in \( x \), i.e. \( \text{(M3)} \). Then, reliability \( \text{(A3)} \) and discrete reliability \( \text{(A4)} \) are proved as in the linear case; see, e.g., \cite{CKNS08} for the linear case or \cite[Theorem 3.3]{GMZ12} and \cite[Theorem 3.4]{GMZ12}, respectively, for strongly monotone nonlinearities.

The verification of stability \( \text{(A1)} \) and reduction \( \text{(A2)} \) follows as for the linear case; see, e.g., \cite{CKNS08} for the linear case or \cite[Section 3.3]{GMZ12} for scalar nonlinearities. We note that the necessary inverse estimate is, in particular, open for non-scalar nonlinearities. In any case, the arising constants in \( \text{(A1)} - \text{(A4)} \) depend also on the uniform shape regularity of the triangulations generated by newest vertex bisection.

8.4. Experiment with known solution. We consider the Z-shaped domain \( \Omega \subset \mathbb{R}^2 \) from Figure 1 (left) with mixed Dirichlet-Neumann boundary and the nonlinear problem \ref{48}, where \( \mu(x, |\nabla u^*(x)|^2) := 2 + \frac{1}{\sqrt{1 + |\nabla u^*(x)|^2}} \). This choice of \( \mu \) leads to \( \alpha = 2 \) and \( L = 3 \) in \ref{O1}–\ref{O2}. We prescribe the solution \( u^* \) in polar coordinates by
\[
(63) \quad u^*(x, y) = r^\beta \cos \left( \beta \phi \right),
\]
with \( \beta = 4/7 \) and compute \( f \) and \( g \) in \ref{48} accordingly. We note that \( u^* \) has a generic singularity at the reentrant corner \((x, y) = (0, 0)\).

Our empirical observations are the following: Due to the singular behavior of \( u^* \), uniform refinement leads to a reduced convergence rate \( O(N^{-\beta/2}) \) for both, the energy error \( \| \nabla u^* - \nabla u_\ell \|_{L^2(\Omega)} \) as well as the error estimator \( \eta_\ell(u_\ell) \). On the other hand, the adaptive refinement of Algorithm 6 regains the optimal convergence rate \( O(N^{-1/2}) \), independently of the actual choice of \( \theta \in \{0.2, 0.4, 0.6, 0.8\} \) and \( \lambda \in \{0.1, 0.01, \ldots, 10^{-6}\} \); see Figure 2–4. Throughout, we compare the performance of the iterative solver for naive initial
Figure 1. Experiment with known solution from Section 8.4: Z-shaped domain \( \Omega \subset \mathbb{R}^2 \) and the initial mesh \( T_0 \) (left) and with NVB adaptively generated mesh \( T_{19} \) with 5854 elements (right). \( \Gamma_D \) is visualized in red.

Figure 2. Experiment with known solution from Section 8.4: Convergence of \( \eta_\ell(u_\ell) \) (solid lines) and \( \|\nabla u^* - \nabla u_\ell\|_{L^2(\Omega)} \) (dashed lines) for \( \lambda = 0.1 \) and different values of \( \theta \in \{0.2, \ldots, 1\} \), where we compare naive initial guesses \( u_0^\ell := 0 \) (left) and nested iteration \( u_0^\ell := u_{\ell-1} \) (right).

8.5. Experiment with unknown solution. We consider the Z-shaped domain \( \Omega \subset \mathbb{R}^2 \) from Figure 1 (left) and the nonlinear Dirichlet problem (48) with \( \Gamma = \Gamma_D \) and constant
right-hand side $f \equiv 1$, where $\mu(x, |\nabla u^*|^2) = 1 + \arctan(|\nabla u^*|^2)$. According to [CW17, Example 1], there holds (O1)–(O2) with $\alpha = 1$ and $L = 1 + \sqrt{3}/2 + \pi/3$.

Since the exact solution is unknown, our empirical observations are concerned with the error estimator only; see Figure 6–9. Uniform mesh-refinement leads to a suboptimal rate of convergence, while the use of Algorithm 6 regains the optimal rate of convergence. The latter appears to be robust with respect to $\theta \in \{0.2, \ldots, 0.8\}$ as well as $\lambda \in \{1, 0.1, \ldots, 10^{-5}\}$. While naive initial guesses $u^0_\ell := 0$ for the iterative solver lead to a logarithmic growth of the number of Picard iterations, the proposed use of nested iteration $u^0_\ell := u_{\ell-1}$ again leads to bounded iteration numbers.
Figure 5. Experiment with known solution from Section 8.4: Number of Picard iterations used in each step of Algorithm 6 for different values of $\lambda \in \{0.1, \ldots, 10^{-6}\}$ and $\theta = 0.2$ (left) as well as $\theta = 0.8$ (right). As expected, we observe logarithmic growth for naive initial guesses $u^0_\ell := 0$ (dashed lines); see Remark 3. On the other hand, nested iteration $u^0_\ell := u_{\ell-1}$ (solid lines) leads to a bounded number of Picard iterations; see Remark 11.

Figure 6. Experiment with unknown solution from Section 8.5: Convergence of $\eta(u_\ell)$ for $\lambda = 0.1$ and $\theta \in \{0.2, \ldots, 1\}$, where we compare naive initial guesses $u^0_\ell := 0$ (left) and nested iteration $u^0_\ell := u_{\ell-1}$ (right).

9. Conclusions

In this paper, we have analyzed an adaptive FEM proposed in [CW17] for the numerical solution of quasi-linear PDEs with strongly monotone operators. Conceptually based on the residual error estimator and the Dörfler marking strategy, the algorithm steers the adaptive mesh-refinement as well as the iterative solution of the arising nonlinear systems by means of a simple fixed point iteration which is adaptively stopped if the fixed point iterates are sufficiently accurate. In the spirit of [CFPP14], the numerical analysis is
given in an abstract Hilbert space setting which (at least) covers conforming first-order FEM and certain scalar nonlinearities [GMZ12].

We prove that our adaptive algorithm guarantees convergence of the FE solutions to the unique solution of the PDE at optimal algebraic rate for the error estimator (which, in usual applications, is equivalent to energy error plus data oscillations [GMZ12]). Employing nested iterations, we prove that the number of fixed point iterations per mesh is bounded logarithmically with respect to the improvement of the error estimator. As a consequence, we thus prove that the adaptive algorithm is not only convergent at optimal rate with respect to the degrees of freedom, but also at (almost) optimal rate with respect to the computational work.

**Figure 7.** Experiment with unknown solution from Section 8.5: Convergence of \( \eta_\ell(u_\ell) \) for \( \lambda = 10^{-5} \) and \( \theta \in \{0.2, \ldots, 1\} \), where we compare naive initial guesses \( u_0^\ell := 0 \) (left) and nested iteration \( u_0^\ell := u_{\ell-1} \) (right).

**Figure 8.** Experiment with unknown solution from Section 8.5: Convergence of \( \eta_\ell(u_\ell) \) for \( \theta = 0.2 \) and \( \lambda \in \{1, 0.1, 0.01, \ldots, 10^{-5}\} \), where we compare naive initial guesses \( u_0^\ell := 0 \) (left) and nested iteration \( u_0^\ell := u_{\ell-1} \) (right).
Figure 9. Experiment with unknown solution from Section 8.5: Number of Picard iterations used in each step of Algorithm 6 for different values of $\lambda \in \{1, 0.1, \ldots, 10^{-5}\}$ and $\theta = 0.2$ (left) as well as $\theta = 0.8$ (right). As expected, we observe logarithmic growth for naive initial guesses $u^0_\ell := 0$ (dashed lines) as well as a bounded number of Picard iterations for nested iteration $u^0_\ell := u_{\ell-1}$ (solid lines).

Numerical experiments for quasi-linear PDEs in $H^1_0(\Omega)$ confirm our theory and underline the performance of the proposed adaptive strategy, where each step of the considered fixed point iteration requires only the numerical solution of one linear Poisson problem. In the present work, the iterative and inexact solution of these linear problems is not considered, but it can be included into the analysis [Hab18]. Overall, the present work appears to be the first which guarantees optimal convergence for an adaptive FEM with iterative solver for nonlinear PDEs. Open questions for future research include the following: Is it possible to generalize the numerical analysis to other type of error estimators (e.g., estimators based on equilibrated fluxes [EV13]) as well as higher-order and/or non-conforming FEM (see, e.g., [CW17] for numerical experiments)? Is it possible to treat non-scalar nonlinearities?
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