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Abstract

Consider the triangle-free graph process, which starts from the empty graph on \( n \) vertices and a random ordering of the possible \( \binom{n}{2} \) edges; the edges are added in this ordering provided the graph remains triangle free. We will show that there exists a constant \( c \) such that no copy of any fixed finite triangle-free graph on \( k \) vertices with at least \( ck \) edges asymptotically almost surely appears in the triangle-free graph process.
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1 Introduction

The random graph process starts from the empty graph on \( n \) vertices \( G_{n,0} \) and in the \( i \)th step, \( G_{n,i} \) is obtained from \( G_{n,i-1} \) by inserting an edge chosen uniformly at random from \( \overline{G_{n,i-1}} \), the complement graph of \( G_{n,i-1} \). We are interested in structural properties of \( G_{n,m} \) that have probability tending to one as the number of vertices \( n \) tends to infinity. We say that these properties hold asymptotically almost surely (a.a.s.). The random graph process is well understood, partly as \( G_{n,m} \) has strong connections to the random graph model \( G_{n,p} \) when \( p \approx m/\binom{n}{2} \). In \( G_{n,p} \) each edge is present independently of the presence or absence of all other edges with probability \( p \); see [2], [5].

We are interested in the triangle-free graph process where at step \( i \) of the random graph process an edge is chosen uniformly at random from the set
of edges which are not only in $G_{n,i-1}$ but when added to $G_{n,i-1}$ the graph remains triangle free. The process terminates when no more edges can be inserted. In this paper we show that there exists a constant $c$ such that a.a.s. no copy of any fixed finite triangle-free graph on $k$ vertices with at least $ck$ edges appears in the triangle-free graph process. For instance large complete bipartite graphs a.a.s. do not appear in the triangle-free graph process.

Wolfovitz proved recently a complementary result namely that balanced sparse graphs appear in the triangle-free process. More precisely, he gave bounds on the number of copies of any fixed balanced triangle-free graph $F$ with $e_F < 2v_F$ that a.a.s hold in the triangle-free graph process, after a small percentage of the edges have been inserted. Here, $v_F$ denotes the number of vertices in $F$, $e_F$ denotes the number of edges and a graph $F$ is balanced if $e_H/v_H \leq e_F/v_F$ for every induced subgraph $H \subset F$. Let us note that a related process, the random planar graph process (where at each step an edge is inserted if the graph remains planar) behaves differently. Gerke, Schlatter, Steger and Taraz showed that a.a.s. the planar graph process contains a copy of any fixed planar graph after inserting just $(1 + \varepsilon) n$ edges.

Erdős, Suen and Winkler were the first to consider the triangle-free graph process. They have shown that the triangle-free graph process terminates a.a.s. after $O(n^{3/2} \sqrt{\log n})$ edges have been inserted in contrast to the more restrictive property of being bipartite, which a.a.s. terminates after $O(n^2)$ steps. More recently Bohman strengthened this result by showing a conjecture of Spencer, namely that the final graph contains a.a.s. $\Theta(n^{3/2} \sqrt{\log n})$ edges. He also proved that the maximal independent set has a.a.s. size $O(\sqrt{n \log n})$. This implies Kim’s result on the lower bound of the Ramsey number $R(3, t) = \Omega(t^2/\log t)$.

In his proof Bohman analyzed the steps leading to an edge being excluded from the triangle-free graph process until a small percentage of the edges have been inserted. For any pair of non-adjacent vertices $u, v$, he gave estimates on the number of “open”, “partial” and “complete” vertices see Figure 1. In particular, if there is a vertex which is complete with respect to $\{u, v\}$, then the edge $\{u, v\}$ cannot be inserted by the triangle-free process. In this case $\{u, v\}$ is called a closed pair.
Using Bohman’s estimates, we will show that in the regime when the estimates hold, a.a.s. no copy of a fixed dense subgraph \( F \) appears and more importantly, for any possible placement of a copy of \( F \) one of its edges becomes closed. Therefore no copy of \( F \) can be completed later in the process.

2 Main Results

Denote the graph created after \( i \) edges were inserted by the triangle-free random graph process with \( G_i \) and the set of its edges with \( E_i \). A pair of vertices \( \{u, v\} \) is called closed at step \( i \) if inserting the edge \( \{u, v\} \) in \( G_i \) would result in a triangle. The set of all closed pairs at step \( i \) is denoted by \( C_i \). A pair is open if it is neither an edge of the graph nor closed. The set of open pairs at step \( i \) is denoted by \( O_i \) and \( Q(i) = |O_i| \). Note that both vertices and pairs of vertices can be open. If \( \{u, v\} \not\in E_i \) then \( Y_{u,v}(i) \) is the set of partial vertices, that is, the set of vertices \( w \) such that exactly one of the pairs \( \{u, w\} \) or \( \{v, w\} \) is open and the other is an edge at step \( i \):

\[
Y_{u,v}(i) = \{ w \in V : |\{u, w\}, \{v, w\} \cap E_i| = |\{u, w\}, \{v, w\} | \cap E_i| = 1 \}.
\]

If \( \{u, v\} \in E_i \) then \( Y_{u,v}(i) = Y_{u,v}(i-1) \).

Define \( t(i) = i/n^{3/2} \). Bohman[1] showed bounds on \( |O_i| \) and \( |Y_{u,v}(i)| \) for \( i \leq \mu n^{3/2} \sqrt{\log n} \) with \( \mu = 1/32 \). (Bohman made no effort to optimize the value of \( \mu \).) For the remainder of the paper we set \( \mu = 1/32 \) and \( m = \mu n^{3/2} \sqrt{\log n} \).

**Definition 1.** Let \( H \) be the event that the following bounds hold for all pairs \( \{u, v\} \not\in E_i \) and for all \( i \leq m = \mu n^{3/2} \sqrt{\log n} \) with \( \mu = 1/32 \):

\[
|Q(i) - n^2 q(t(i))| \leq n^2 g_q(t(i))
\]

\[
|Y_{u,v}(i) - \sqrt{n} g_y(t(i))| \leq \sqrt{n} g_y(t(i))
\]
where
\[
q(t) = \exp(-4t^2)/2 \\
y(t) = 4t \exp(-4t^2) \\
g_q(t) = \begin{cases} 
\exp(41t^2 + 40t)n^{-1/6} : t \leq 1 \\
\frac{4}{t} \exp(11t^2 + 40t)n^{-1/6} : t > 1
\end{cases} \\
g_y(t) = \exp(41t^2 + 40t)n^{-1/6}.
\]

**Theorem 1.** \([1]\) The event \(H\) holds a.a.s..

Note that \(t(m) = \mu \sqrt{\log n}\). Let \(W \subset V\) and define \(e_i(W)\) as the number of edges spanned by \(W\) after step \(i\).

**Lemma 2.** Fix \(k\). Let \(S_k\) be the event that there exists \(W \subset V\) with \(|W| = k\) and \(e_m(W) \geq 3k\). Then \(P(S_k|H) = o(1)\).

**Proof.** Fix \(k\) vertices in \(G\) and denote this set by \(W\). Let \(A_i\) be the event that an edge is added between two vertices in \(W\) at step \(i\). Then
\[
P(A_i|H) \leq \frac{k^2}{Q(i)} \leq \frac{k^2}{n^2(q(t(i)) - g_q(t(i)))} \leq \frac{2k^2}{n^2g(t(i))} \leq \frac{2k^2}{n^2g(t(m))} \leq \frac{4k^2}{n^2 \exp(-4\mu^2 \log n)} = \frac{4k^2}{n^{2-4\mu^2}}.
\]
Therefore
\[
P(e_m(W) \geq 3k|H) \leq \binom{m}{3k} \left( \frac{4k^2}{n^{2-4\mu^2}} \right)^{3k} \leq \left( \frac{em4k^2}{3kn^2-4\mu^2} \right)^{3k} \leq \left( \frac{\mu n^{3/2} \sqrt{\log n} 4k}{3n^{2-4\mu^2}} \right)^{3k} = o \left( \frac{1}{n^{3k/2-20\mu^2}} \right).
\]
Since there are \(\binom{n}{k}\) ways to select \(k\) vertices, it follows from the union bound that
\[
P(S_k|H) \leq \binom{n}{k} o \left( \frac{1}{n^{3k/2-20\mu^2}} \right) = o \left( \frac{n^k}{n^{3k/2-20\mu^2}} \right) = o(1)
\]
as \(\mu^2\) is sufficiently small. \(\square\)
Given a fixed graph $F$, we say that there exists a copy of $F$ in $G$ if a function $f : V(F) \to V(G)$ exists such that $\{f(u), f(v)\} \in E(G)$ for all $\{u, v\} \in E(F)$. We have just shown that no copy of a dense graph appears in the process while the first $m$ edges are taken. We will now show that when $m$ edges have been taken at least one edge of any copy of $F$ is closed.

**Theorem 3.** Let $T$ be the event that there exists a copy of a graph $F$ with $e$ edges and $k$ vertices satisfying $10k/\mu^2 \leq e$ in the triangle-free graph process. Then $P(T|\overline{S_k, S_{2k}, H}) = o(1)$.

**Proof.** Fix a set of vertices $W$ with $|W| = k$, and a set of pairs of vertices $E_F \subset W \times W$ such that if the pairs in $E_F$ were inserted as edges they would form a copy of $F$ on $W$. Let $C_F(i)$ be the event that at least one pair in $E_F$ is closed after step $i$ and $O_F(i)$ be the event that none is closed after step $i$.

For the following assume we are in the event $O_F(i)$.

Note that a pair $\{u, v\}$ is closed at step $i$ if and only if there is a partial vertex $w \in Y_{u,v}(i)$ and the missing edge is chosen. Thus the probability of closing a pair $s \in O_i$ is $|Y_s(i)|/Q(i)$. The problem is that an edge can close several pairs of vertices. The subset of $W \times W$ closed by $\{w_j, v\} \in O_i$, with $v \not\in W$ is $w_j \times (N_i(v) \cap W)$ (see Figure 2), where $N_i(v)$ denotes the neighbourhood of $v$ in $G_i$.
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*Figure 2.* The edge $\{v, w_1\}$ closes $\{w_1, w_2\}, \{w_1, w_3\}, \{w_1, w_4\}$

Let $D_i$ be the set of vertices not in $W$ that have more than 6 neighbours in $W$ at time $i$. Excluding the pairs with both vertices in $W$ and the pairs with a vertex in $D_i$ the remaining pairs close at most 6 pairs in $W \times W$ and in particular at most 6 pairs in $E_F$. Therefore $\sum_{f \in E_F(W)} |Y_f(i)\setminus(D_i \cup W)|$ counts any pair that closes a pair in $E_F$ at most 6 times.

Since we are in $S_{2k}$, the set $D_i$ can have size at most $k$ otherwise $W \cup D_i$ would span more then $6k$ edges. Hence
\[
P(C_F(i + 1) \mid \{O_F(i), S_k, S_{2k}, H\}) \geq \frac{\sum_{f \in E_F(W) \setminus E_i} |Y_f(i) \setminus (D_i \cup W)|}{6Q(i)} \geq \frac{\sum_{f \in E(F) \setminus E_i} (|Y_f(i)| - 2k)}{6Q(i)}.
\]

Since we are in the event \(S_k\) there are at most 3 edges in \(E_F\) also \(|E_F| \geq 10k/\mu^2\) so the sum is over at least \((10/\mu^2 - 3)k \geq 9k/\mu^2\) open pairs. Thus

\[
P(C_F(i + 1) \mid \{O_F(i), S_k, S_{2k}, H\}) \geq \frac{9k \sqrt{\mu} |y(t(i)) - g_y(t(i))| - 2k}{\mu^2 2n^2(q(t(i)) + g_q(t(i)))}.
\]

If \(n\) is large enough then \(q(t(i)) + g_q(t(i)) \leq 2q(t(i))\), and for \(m \geq i \geq n^{4/3}\) we have

\[
y(t(i)) - g_y(t(i)) \geq \frac{y(t(i))}{2} \geq 2t(n^{4/3}) \exp(-4t^2(m)) = 2n^{-\frac{1}{3}} - 4\mu^2,
\]

therefore since \(k\) is a constant:

\[
\frac{\sqrt{\mu} y(t(i))}{2} - 2k \geq \frac{7}{15} \sqrt{\mu} y(t(i))
\]

and so :

\[
P(C_F(i + 1) \mid \{O_F(i), S_k, S_{2k}, H\}) \geq \frac{9k \sqrt{\mu} |y(t(i))|}{\mu^2 2n^2(q(t(i)) + g_q(t(i)))} \geq \frac{7k \sqrt{\mu} y(t(i))}{\mu^2 20n^2 q(t(i))} = \frac{7k \cdot 4t(i) \exp(-4t^2(i))}{\mu^2 10n^{3/2} \exp(-4t^2(i))} = \frac{14ki}{5\mu^2 n^3}.
\]

It follows that for \(m \geq i \geq n^{4/3}\) and sufficiently large \(n\),

\[
P(O_F(i + 1) \mid \{O_F(i), S_k, S_{2k}, H\}) \leq 1 - \frac{14ki}{5\mu^2 n^3} \leq \exp\left(-\frac{14ki}{5\mu^2 n^3}\right).
\]
Thus for sufficiently large \( n \)

\[
P(O_F(m)||S_k, S_{2k}, H)) = \prod_{i=0}^{m-1} P(O_F(i+1)||O_F(i), S_k, S_{2k}, H)) 
\leq \prod_{i=[n^{4/3}]}^{m-1} \exp \left( -\frac{14ki}{5\mu^2 n^3} \right) = \exp \left( \sum_{i=[n^{4/3}]}^{m-1} -\frac{14ki}{5\mu^2 n^3} \right) 
= \exp \left( -\frac{14k}{5\mu^2 n^3} \left( \frac{m(m-1)}{2} - \frac{\lfloor n^{4/3} \rfloor (\lfloor n^{4/3} \rfloor - 1)}{2} \right) \right)
\leq \exp \left( -\frac{4k}{3} \frac{m^2}{\mu^2 n^3} \right) = \exp \left( -\frac{4k}{3} \log n \right) = n^{-4k/3}.
\]

Applying the union bound gives

\[
P(T||S_k, S_{2k}, H)) \leq \left( \frac{n}{k} \right)^k n^{-4k/3} \leq n^{k-4k/3} = o(1).
\]

\[
\square
\]
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