Statistical Analysis of Machinery Variance by Python
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Abstract: Based particularly on data technologies, information is rapidly evolving in engineering. In mechanical engineering, maintenance is benefiting the most from data innovations, the reduction of maintenance costs, and the improvement of system availability. Modern reliability engineering targets uncertainty with advanced statistics and data science. This paper explores maintenance descriptive analytical techniques to determine whether variations between porosity percentage in batches from two similar machines are due to randomness, suggesting technical issues on machinery. The finding is backed by statistical analysis, hypothesis testing, and data mining. Python 3 was used following best practices of data science and data visualization as the main toolset to explore the working data, execute the proposed statistical analysis, and make conclusions. The findings were promising reinforcing the importance of advanced statistics for reliability studies. As a conclusion, we failed to reject the null hypothesis suggesting that there was no apparent difference between sample means. With a confidence of 95%, the difference is explained by natural variations and randomness inherent to the fabrication process.

Keywords: reliability engineering; python programming; statistical analysis; maintenance optimization

1 Introduction

Information is evolving in engineering, based particularly on data technologies that facilitated information flow through departments making processes more efficient. Applied examples include live feedback data from sensors, live feed for stock control, predictive maintenance schemes, etc. Cloud implementations for Big Data streamline and Data Science play a prominent role in the introduction of Industrial Internet of Things in modern factories [1].
In mechanical engineering, maintenance is the most advanced field regarding new data technologies including such giants as IBM and Google worked extensively in applied cases for the industry, aiming at common business goal requirements, minimizing costs and late maintenance while maximizing machinery availability, production output, and customers’ satisfaction [2]. Although most of the field development encompasses Maintenance Predictive Analytics through Machine Learning implementations, models fail to predict events when there is no past data detailing a similar occurrence, the adoption of Maintenance Descriptive Analytics in which Modern Reliability Engineering takes part, applying advanced statistics [3]. The focus of this research is to explore some new approaches to the statistical methodologies applied to support optimized maintenance planning in industrial environment.

1.1 The S.M.A.R.T Methodology

The S.M.A.R.T methodology was used as a business best practice to define the goals of this research. First, defined by George T. Doran [4], consultant and former Director of Corporate Planning for Washington Water Power Company, S.M.A.R.T. is an acronym to define goals and objectives in a clear and data-driven manner. According to Paul J. [5], an effective goal must be:

- **Specific:** A goal should be clear and specific, otherwise it is not possible to focus on efforts or feel truly motivated to achieve them. The five "W" questions (what, why, who, where, which) provide a large scale of support to gain maximum specificity;

- **Measurable:** It is only possible to plan a timeline of activities if one can perceive when tasks start and come to end. Such need becomes attainable by tracking progress, for tracking, there must be some measurable parameters;

- **Achievable:** A goal needs to be realistic and attainable to be successful. In other words, it should stretch and push barriers for a challenge while still remaining approachable.

- **Relevant:** This step ensures that the goal matters to the business are in line with other relevant goals.

- **Time-based:** Every goal needs a target date to have a deadline to focus on and something to work toward.

In line with Peter Drucker’s management concepts [6], such methodology started to be widely applied on analytics and data projects due to its attention to measurable results, which clarifies the base for effectivity analysis.
1.2  Goal

According to the previous guideline, the goal of this paper is in connection with reliability engineering objectives according to Connor, P. [7]:

- Goal 1: Evaluation of the variations in porosity percentage of two different machines based on their sensor data set to determine if the difference is due to randomness or some underlying causes. The required confidence level of the analysis is 95%. The analysis should be carried out in a month.

1.3  Foundations of Reliability Engineering

A brief introduction of reliability engineering as a discipline and its roots are rooted in the military due to the necessity of cost-effective systems, and a comparison between reliability and quality frameworks.

1.4  Military Roots of Reliability Engineering

Technology is known to develop exponentially due to military efforts, and the reliability engineering as a discipline was a necessary step by the United States during the 1950s as an attempt to reduce the increasing failure rates and improve the availability of military equipment. Due to the rapid development of electronic devices embedded in systems, the US Department of Defense (DOD) set up the Advisory Group of Reliability of Electronic Equipment (AGREE) report in 1952. The report consisted of strict rules regarding a test of thousands of hours applying high stress, cyclical, high and low temperatures, vibration and switching. [26]

In 1965, the DOD issued the MIL-STD-785 Reliability Programs for Systems and Equipment integrating the standardization for several liable engineering activities, meanwhile, the AGREE routine was accepted by NASA and all major high technology purchasers and suppliers. European countries followed up on the reliability progress by 1990s with a series of Reliability standards that became integrated into the International Standards Organization (ISO), ISO/IEC 60 300 e.g. [26]

1.5  Reliability and Quality

Reliability and quality, despite their distinctive concepts, are both attributes used interchangeably in several cases. Regarding the user level, it is commonly associated with technological products including computers, smartphones, or house appliances. On the other hand, from an industrial point of view, the idea is attributed to machines and parts.

There is no discussion when it comes to the increasing reliability required by modern society, upon a purchase one expected the item to function as described
for the longest time period as possible, avoiding new purchases and substitutions. This is exactly where reliability engineering differs from the old fashioned quality control paradigm, a time dimension was also taken into consideration. In other words, while quality is assessed against a set of specifications, which define conforming or non-conforming parts, a binary distribution of good and bad.

As an uncertain science, the main objective of reliability engineering reveals whether an item will work over a certain period of time, which can be answered by distributions of probabilities. As in its core, reliability is defined as "the probability that an item will perform a required function without failure understated conditions for a stated period of time". [27]

In the words stated by James R. Schlesinger, Former US Secretary of State for Defense, “reliability is engineering in its most practical form”. According to Connor, P. the priorities of such science can be listed as follows [30]:

1. To apply engineering knowledge and specialist techniques to prevent or to reduce the likelihood or frequency of failures;
2. To identify and correct the causes of failures that do occur, despite the efforts to prevent them;
3. To determine ways of coping with failures that do occur, if their causes have not been corrected;
4. To apply methods for estimating the likely reliability of new designs, and for analyzing reliability data.

2 Mathematical Methods and Tools

The methods used to quantify reliability include the mathematics of probability and statistics. As mentioned above, reliability engineering handles uncertainty. Understanding that variation is part of engineering and inherent to all manufacturing processes is the necessary step for controlling and minimizing unexpected events. Statistical methods provide the means for analyzing, understanding, and controlling variation. [28]

2.1 Box Plot Graph Construction and Analysis

A box and whisker plot often called a box plot displays the five-number summary of a set of data. The five-number summary is the minimum, first quartile, median, third quartile, and maximum. [28]

In a box plot, we draw a box from the first quartile to the third quartile. A vertical line goes through the box at the median. The whiskers go from each quartile to the minimum or maximum.
One common measure of spread for data analysis is the interquartile range (IQR), which is calculated as $Q_3 - Q_1$ and provides a measure of spread that it’s independent of the distribution mean.

![Boxplot diagram](image)

**Figure 1**
Representation of the five-number summary of a box plot

### 2.2 Outliers Detection through the Interquartile Range (IQR) Rule

For a rough symmetric dataset, both mean and standard deviation are good descriptive statistics to improve understanding around the dataset, however, for a skewed distribution or distributions that are not normal, the median and the interquartile range are more robust metrics to rely on for extracting insights. Since standard deviation is a function of the distribution mean, it is also heavily influenced by outliers, which are data points that do not fit the overall distribution adding noise to it.

Outliers can be visualized, and boxplots are great in this sense, or one could use mathematical techniques for identifying them. One of the techniques commonly found in the industry and statistical libraries for coding is the interquartile range rule [8].

The IQR rule used shows that a datapoint is an outlier if it is more than $1.5 \times IQR$ above the third quartile or below the first quartile. Said differently, low outliers are below $Q_1 - 1.5 \times IQR$ and high outliers are above $Q_3 + 1.5 \times IQR$.

### 2.3 Normality Test

An important decision point when working with a sample of data is whether to use parametric or nonparametric statistical methods. [9] [29]

The simpler form would assume that data have known and specific distribution, often a Gaussian, or normal, distribution. If a data sample does not follow a known distribution, then the assumptions of parametric statistical tests are not valid and nonparametric statistical methods must be used. Thus, normality tests are applied to working data sets for checking its correlation to a normal distribution. For the scope of this research, graphical and statistical methods were applied to check the normality of working data [9].
There are two common graphical methods for the normality test, the histogram plot, and the quantile-quantile plot, or QQ plot. The histogram with a Gaussian kernel density estimation was achieved by using the seaborn library under the `.distplot(kde=True)` command. For validation, the kernel density should be visual to a Gaussian distribution.

The QQ plot was executed by the statsmodel library under the command `qqplot(line='s')`. The QQ plot generates an idealized distribution and plots the compared data as a scatterplot above a 45 degrees line representing the desired distribution. There are plenty of excellent Python visualization libraries available, including the built-in matplotlib. However, we can use some alternative libraries. Seaborn is a popular data visualization library for Python programming language. Seaborn is an important Python visualization library built on top of matplotlib. It can give the similar information like ggplot2. It gives us the capability to create amplified data visuals. This helps us understand the data by displaying it in a visual context to unearth any hidden correlations between variables or trends that might not be obvious initially. Seaborn has a high-level interface as compared to the low-level of Matplotlib.

Statsmodels is a Python package/library that allows engineers or users to explore data, estimate statistical models, and perform statistical tests during their work. An extensive list of descriptive statistics, tests, plotting functions, and result statistics are available for different types of data and each estimator. It complements SciPy's stats module. Statsmodels is part of the Python programming language. It is oriented towards data analysis, data science and statistics. Statsmodels is built on top of the numerical libraries NumPy and SciPy. The statsmodels integrate with Pandas for data handling and uses Patsy for an R-like formula interface. The graphical functions are based on the Matplotlib library.

A perfect approximation using this method implies all datapoints from the sample aligned with the idealized line. When the datapoints tend to go above the idealized normal, distribution line the distribution is right-skewed, contrarily, the distribution is left-skewed when the observations tend to be below the normal line as exemplified in Figure 2 [10].
The statistical methods are diverse in the coding field, which differs on the preliminary assumptions and considerations upon the tested data. For the research scope, an algorithmic version of the Shapiro-Wilk normality test was applied by using the scipy.stats library under the command shapiro().

Figure 2
Examples of QQ Plot distributions
2.4 Central Limit Theorem

One of the reasons why normal distribution appears regularly when dealing with applied statistics must complete with the central limit theorem. One of the most fundamental and profound concepts in statistics [11], the central limit theorem is the core for several statistical activities involving using a sample for making inferences over a large and unknown population. It demonstrates that the sampling distribution of the sample means can be approximated as a normal distribution if the number of samples $n$ is large enough, for statistical purposes $n > 30$ [12].

The versatility of the theorem is that it holds its principle for every random variable distribution, being normally distributed or not. Figure 4 illustrates the concept from a non-normal distribution use case.
2.5 T-test for Difference of Two Sample Means

Testing the hypothesis that the mean of a sample is the same as that of an assumed population is a very common statistical analysis use case. When this is the case and when the true population mean (μ) and standard deviation (σ) are known this is a typical z test. On the other hand, when parameters from the original population are not given the test and classified as a t-test using sample statistics as approximation parameters and it has the variation corrected based on the Student-t distribution. [31-34]

Generally, the hypothesis being tested in a t-test suggests the difference between means of two sample means with relatively small sample sizes. The assumptions of the test are the following [31-34]:

- Data points are independent;
- Data points are accurately recorded;
- The sample size is small, usually less than 30.

The statistical test is then evaluated according to Equation 1.

\[
T_{\text{test}} = \frac{(x_1 - x_2) - d}{SE_x}
\]  \hspace{1cm} (1)

\[
SE = \sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}
\]  \hspace{1cm} (2)

The t-statistic is then compared to a t-table or applied to a t Distribution Calculator [13] together with the calculated degrees of freedom (DF) associated with the sample sizes for obtaining the p-value which resembles the probability of observing a result as extreme as the one observed in the experiment. The obtained p-value is then compared to the experimental confidence level to accept or reject the null hypothesis and reach conclusions. [31-34]
3 Methods

The technology used to process analysis varies according to the purpose and can be summarized as follows:

- Python 3.2 was used by specific libraries such as Pandas and Numpy for structured data handling and summary statistics, Matplotlib and Seaborn for visualizations, Statsmodels and Scipy for specific statistical tests;

3.1 Goal 1 - Porosity Analysis

Briefly reviewing the goal definition, for the given data set of machine porosity, a study is necessary to understand whether the porosity occurrence is due to processual randomness. The action plan consists of:

- Exploratory data analysis for better understanding the working data;
- Validation of the underlying distribution of the sample;
- State null hypothesis and alternative hypothesis for the experiment;
- Evaluation of sample confidence intervals (CI) at 95% confidence level;
- Two-sample t-test statistical test.

### Table 1
First 4 samples of Machine Porosity data set [29]

| Sample Number | Machine A - Percent porosity [%] | Machine B - Percent Porosity [%] |
|---------------|----------------------------------|----------------------------------|
| Sample 1      | 1.72                             | 1.78                             |
| Sample 2      | 1.73                             | 1.99                             |
| Sample 3      | 1.74                             | 1.68                             |
| Sample 4      | 1.53                             | 1.69                             |

As a good practice of data analysis, the initial focus is on EDA execution or Exploratory Data Analysis for getting a better sense of the working data. The working data is a small machine sensor dataset with 20 observations for each machine. Summary statistics are presented below as well as the visualization of population distribution for Machine A and Machine B as a frequency plot (Figure 4) and a box plot (Figure 5).
Table 2
Summary statistics for Machine A and Machine B working data [29]

|                | Machine A | Machine B |
|----------------|-----------|-----------|
| Mean [%]       | 1.730     | 1.771     |
| Median [%]     | 1.745     | 1.760     |
| Max [%]        | 1.790     | 1.990     |
| Min [%]        | 1.530     | 1.680     |
| Std Dev [%]    | 0.063246  | 0.074302  |

Figure 5
Porosity percentage frequency distribution
It is a common assumption for engineering processes that the population of a production process follows a normal distribution, and provided that n is large enough (>30) it is possible to assume that the means of samples coming from such population are also normally distributed. A normality test was executed for both distributions in order to confirm if the dataset could be approximated and treated as a normal distribution since such consideration allow simplified statistical tests for testing the hypothesis.

From Figure 5 two different outliers are detected by using the $1.5 \times IQR$ rule, which made both samples to fail upon a Shapiro-Wilk test due to the small n of 20. However, after treating the outliers, overwriting both with the mean value of each sample, both samples passed the normality test. Figure 6 shows the resulting QQ plot graphical method for normality estimation for both machines after removing outliers.
For the Two-sample t-test, the null hypothesis ($H_0$) under analysis is that both samples come from a common distribution, and therefore are similar having their mean difference is zero. In other words, the different machines have no impact on the porosity percentage of produced parts. Additionally, the alternative hypothesis ($H_a$) is that the mean difference between samples is different from zero, meaning that samples come from different populations. Hypothesis statements summarized in Table 3.

| Set | Null Hypothesis | Alternative Hypothesis |
|-----|-----------------|------------------------|
| 1   | $\mu_1 - \mu_2 = 0$ | $\mu_1 - \mu_2 \neq 0$ |

As an experiment best practice, the first assessment is completed by looking at an eventual overlap of CI at 95% confidence level, which would reinforce the null hypothesis. Figure 8 presents a clear overlap between sample means at 95% confidence level.
The confidence interval for sample means

The standard error of the mean difference is calculated and evaluated at a Z score of 1.96, covering 95% confidence level. Results are summarized in Figure 9 which are obtained by using Miller's A/B test calculator [14].

**Verdict:** No significant difference

Hypothesis: $d = 0$  $d \geq 0$  $d \leq 0$

Confidence: 95%
Similar results were obtained using statsmodel T-test function considering equal variance and n number of samples under the command stats.ttest_ind(equal_var=False).

Conclusion

Since the advent of data technologies, engineers need to be prepared to face data integration and analysis tasks which will require a lot more cognitive skills and deep work [15] to generate intelligence and insights as outputs to improve maintenance processes. [21-23]

Most of the meaningful insights by the analysis is derived from adjacent areas of engineering, supporting the idea of a more complete professional who is able to design, implement, carry out an audit, and analyze data.

The purposed goal emphasized statistical and data analysis, covering the entire pipeline from data extraction, transformation, and load (ETL) to p-value determination for reaching conclusions and business suggestions. The intuition built refines inspection and maintenance planning, where better-informed decisions are made aided by data-driven processes. Understanding such a mindset will gradually direct the industry towards modernization as it is already happening with modern industrial revolutions, such as the Industrial Internet of Things (IIoT) [17].

Understanding the mathematics of reliability allow leaders not to see future events, but the distribution of the most likely and desired outcomes in a way companies can prioritize better actions.

In conclusion, in a world where processes are growing complex with many different human and processual interactions understanding how to deal with uncertainty is an important skill for the modern engineer.

The method can be further refined by other soft computing methods. The Support Vector Machine method is well suited for analysing and grouping large amounts of data. The most promising method seems to be fuzzy logic, which provides an opportunity to examine so-called fuzzy sets. This is essential for a modern technical system. There are several operational and maintenance cases where operators have unequivocal data or perceptions. In this case, statistics-based machine learning is needed to make decisions.

Modern maintenance systems run on a real-time basis these days providing the fastest data reporting that helps maintainers take the fastest action. Modern enterprise management systems such as SAP and Oracle provide the ability to store and analyse data. The solution in this article can be implemented in any enterprise management system provided there is sufficient hardware capacity to perform complex calculations. Increased IT demand requires financial investment, which is not worth for every enterprise. This decision is always an economic decision and may be different for every company.
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