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**Key Points:**
- The reconnection rate and outflow speed in 3-D reconnection with a limited x-line extent are quantitatively modeled.
- The key length scale of the suppression region is incorporated to develop our models.
- The phase shift between the \( J \) and \( B \) profiles at the outflow region reduces the outflow speed in the short x-line limit.

**Abstract**

Contrary to all the 2-D models, where the reconnection x-line extent is infinitely long, we study magnetic reconnection in the opposite limit. An internal x-line asymmetry along the current direction develops because of the transport of reconnected magnetic flux by electrons beneath the ion kinetic scale, resulting in a suppression region identified in Liu et al. (2019, https://doi.org/10.1029/2019JA026539). In this letter, we incorporate the length scale of this suppression region into our models to quantitatively model the reduction of the reconnection rate and the maximum outflow speed observed in the short x-line limit. The average reconnection rate drops because of the limited active region (where the current sheet thins down to the electron inertial scale) within an x-line. The outflow speed reduction correlates with the decrease of the \( J \times B \) force, that can be modeled by the phase shift between the \( J \) and \( B \) profiles, also as a consequence of the flux transport.

**Plain Language Summary**

Magnetic reconnection is a fundamental physical process that is responsible for releasing the magnetic energy during substorms of planetary magnetotails. Previous studies of magnetic reconnection usually take the two-dimensional (2-D) approach, which assumes that reconnection is uniform in the third direction out of the 2-D reconnection plane. However, observations suggest that reconnection can be limited in the third direction, such as reconnection at Mercury’s magnetotail. It turns out that reconnection can be suppressed when reconnection region is very limited in the third direction. Under the guidance of a series of 3-D kinetic simulations, in this work, we write down quantitative models to describe how the reconnection rate and reconnection outflow speed drop in this limit. Notably, these two quantities are most essential in defining the well-being of magnetic reconnection, which can tell us when reconnection shall be suppressed. The models are formulated by considering the transport of reconnected magnetic flux in the third direction, which can weaken the driver of the reconnection process.

**1. Introduction**

Magnetic reconnection can explosively release the magnetic energy when the magnetic geometry develops antiparallel components to host a thin current sheet. It plays a critical role in planetary magnetospheres (Angelopoulos et al., 2008; Dungey, 1961), solar wind (Gosling et al., 2005; Phan et al., 2006), solar flares (Giovanelli, 1946; Masuda et al., 1994), and potentially in astrophysical systems (Uzdensky, 2011; Zweibel & Yamada, 2009). The basic idea of magnetic reconnection can be captured in a “two-dimensional (2-D)” picture, that involves the break and rejoining of magnetic field lines on a 2-D plane. However, 2-D models and simulations of magnetic reconnection enforces quantities to be transational invariant in the out-of-plane direction. Consequently, reconnection x-line is infinitely long. The same situation also carries over to most three-dimensional (3-D) simulations that have a uniform initial current sheet and periodic boundary condition in the x-line direction. While results from 2-D models are sufficient as long as the spatial and temporal scales of the variation along the x-line are large (e.g., Genestreti et al., 2018; Nakamura, Genestreti, Liu, et al., 2018; Nakamura, Genestreti, Nakamura, et al. 2018; Tobert et al., 2018), some incidences (Shay et al., 2003; Zou et al., 2020) suggest that reconnection is operating in the opposite limit, and its property is far less understood.

Observations and simulations indicate that the reconnection x-line can be spatially confined. For instance, in the magnetotails of planets (e.g., Mercury) (Chen et al., 2019; Dong et al., 2019; Rong et al., 2018; Slavin et al., 2019JA026539). In this letter, we incorporate the length scale of this suppression region into our models to quantitatively model the reduction of the reconnection rate and the maximum outflow speed observed in the short x-line limit. The average reconnection rate drops because of the limited active region (where the current sheet thins down to the electron inertial scale) within an x-line. The outflow speed reduction correlates with the decrease of the \( J \times B \) force, that can be modeled by the phase shift between the \( J \) and \( B \) profiles, also as a consequence of the flux transport.
et al., 2009), moons (e.g., Ganymede) (Dorelli et al., 2015), and comets (Russell et al., 1986), the spatial scale in the cross-tail (i.e., x-line) direction is comparable to the plasma kinetic scale. Even in planets with a larger magnetotail, like Earth, the onset of magnetic reconnection may occur within a spatially limited thin current sheet; the spatial scale may be determined by the size of external drivers (Nishimura & Lyons, 2016), the wavelength of cross-tail instabilities (Pritchett & Coroniti, 2011; Pritchett et al., 2014), or the inhomogeneity of the neutral sheet caused by other global effects (Baker et al., 1982). The resulting spatially confined reconnection could be relevant to the generation of dipolarizing flux bundles (DFBs) (Liu, Angelopoulos, et al., 2015), or bursty bulk flows (BBFs) (Nakamura et al., 2004; Nagai et al., 2013), that have short cross-tail extents. In Earth’s magnetosheath downstream of a quasi-parallel shock, the lengths of the flux ropes generated by reconnection can also be as short as several Earth’s radii (Lu et al., 2020). Thus reconnection with a limited x-line extent can be ubiquitous, and it is imperative to study its nature.

Using 3-D particle-in-cell simulations, Liu et al. (2019) studied the internal x-line asymmetry during reconnection with a limited x-line extent. The initial condition is a modified Harris sheet with varying thickness along the current direction. Thick current sheets are employed on the two ends of a thin current to prevent the x-line from spreading (Li et al., 2020; Nakamura et al., 2012; Shepherd & Cassak, 2012); reconnection is thus confined within the thin current sheet. It is found that on the electron-drifting side, there is an active region where reconnection process as in 2-D models, while on the ion-drifting side, reconnection is suppressed. This internal x-line asymmetry develops because the reconnected flux is transported to the electron-drifting side. The suppression region length scale \( L_{\text{supp}} \approx O(10d_i) \) along the x-line direction is estimated by multiplying the electron drift speed to the time scale of current sheet thinning (that leads to fast reconnection). This suppression region scale may reverse the dawn-dusk asymmetry observed at Mercury’s magnetotail, that has a global cross-tail extent \( \approx 20-50 d_i \) (Liu et al., 2019; Sun et al., 2016). They also found that reconnection rate and outflow speed drop significantly when x-line is shorter than \( \approx O(10d_i) \). However, a quantitative model that describes this drop was not derived. Knowing the detailed scaling of reconnection in the short x-line limit is especially important because in situ measurements indicate that the typical cross-tail extent of DFBs observed at Earth’s magnetotail is less than \( 3R_E \approx 60d_i \), while the shortest extent is \( \approx 0.5R_E \approx 10d_i \) (Liu, Angelopoulos, et al. 2015). Reconnection x-lines localized in the cross-tail direction could be a potential source of these narrow DFBs.

In this letter, we quantitatively model the reconnection rates and ion outflow speeds as a function of the x-line extent after incorporating the intrinsic length-scale of suppression region \( L_{\text{supp}} \approx O(10d_i) \) (Liu et al., 2019). Through a parametrical study of 3-D reconnection simulations with different x-line extents, we unravel several key details. We find that the active region only forms when the current sheet thins down to the electron inertial \( (d_i) \) scale, where a local fast rate of order 0.1 is hosted; this indicates the importance of the breaking of electron frozen-in condition. The average reconnection rate can be well estimated using the ratio between the active region extent and the entire x-line. While reconnection outflows are driven by the \( \mathbf{J} \times \mathbf{B} \) force, it can decreases due to the phase shift between the \( B_z \) and \( J_y \) profiles at the outflow region. The similar trend of the outflow and rate reductions suggest that the development of reconnection outflows correlates with the current sheet thinning, that enables the development of a \( d_i \) scale thin active region.

2. Simulation Setup

We use the particle-in-cell code VPIC (Bowers, Albright, Bergen, et al., 2008; Bowers, Albright, Yin, et al., 2008; Bowers et al., 2009) to produce simulations. The initial condition is the same as Liu et al. (2019) that has a modified Harris sheet with magnetic field \( \mathbf{B}(y,z) = B_0 \tan h[(L/L_y)y] \mathbf{e}_y \), and plasma density \( n(y,z) = n_0 \sec h^2[(z/L_y)z] + n_b \), where \( L(y) = L_{\text{min}} + (L_{\text{max}} - L_{\text{min}})(1 - f(y)) \) is the half thickness of the current sheet, and \( f(y) = \tan h((y + w_0)/S) - \tan h((y - w_0)/S))/[2 \tan h(w_0/S)] \). Here, \( B_0 \) is the asymptotic value of reconnecting magnetic field and \( n_0 \) is the peak density of the Harris sheet. In the simulations, \( L_{\text{max}} = 5d_i, L_{\text{min}} = 4d_i, \) and \( S = 5d_i \). The \( n_0 = 0.3n_b \) is the background density. In this setup a thin current sheet of thickness \( 1d_i \) is embedded between thick current sheets of thickness \( 8d_i \). Reconnection proceeds with a limited x-line extent that does not spread into the thick sheets (Liu et al., 2019). Ion drift velocity \( V_{y}\) is kept constant along the y direction, while \( V_{y_f}, T_{y_f}, \) and \( T_e \) vary to satisfy the Ampere’s law and \( -V_{x_f}/V_{y_f} = T_{x_f}/T_{y_f} \). In the thick current sheets, the temperature ratio between ion and electron is \( T_{x_f}/T_{e} = 5 \). Here \( d_i = \alpha_{i,\text{th}}n_b/m_i^{1/2} \) is the ion inertial length. The length of the thin current sheet \( L_{y,\text{th}} \) (i.e., the x-line extent) is defined as the region with \( L < 1d_i \), which is a free parameter controlled by varying \( w_0 \). The characteristic Alfvén speed is \( V_A \equiv B_0/(\mu_0m_i n_b)^{1/2} \) and ion gyrofrequency is \( \Omega_e \equiv eB_0/m_i, \) where the ion to electron
mass ratio $m_i/m_e = 25$ is used. In these simulations, light speed is $c = 20V_A$ and the upstream plasma $\beta = 0.3$. Initial perturbation $\delta B_z = 0.05B_0$ is used to induce reconnection. Simulations are performed within boxes of size $L_x \times L_y \times L_z = 32d_i \times 64d_i \times 16d_i$ and $640 \times 1,280 \times 320$ cells. Over $2.6 \times 10^{10}$ particles for each species are used in the simulations. The boundary conditions are periodic in the $x$ and $y$ directions, while in the $z$ direction they are conducting for fields and reflecting for particles.

### 3. Overview of the Internal X-Line Asymmetry

Figure 1 displays the morphology of magnetic reconnection with a limited x-line extent $L_{y,\text{thin}} = 30d_i$ in the $y$ direction. Figure 1a shows the isosurface of the current density $J_y$ colored by its gradient $|\nabla J_y|$. In the red-dish region, the current sheet is thinner. Figure 1b shows the ion outflow speed $V_x$ on the $z = 0$ plane. It is clear that the active region with a thinner current sheet and large ion outflow speeds appear on the electron-drifting side ($-y$ direction), while on the ion-drifting side ($+y$ direction) the reconnection is suppressed. We refer this as the “internal x-line asymmetry” hereafter. The 3-D magnetic field lines across the active region at $y \approx -7.5d_i$ and the suppression region at $y \approx 7.5d_i$ are plotted with the color showing the local strength of $B_z$. This internal x-line asymmetry develops because $B_z$ is transported to the electron-drifting side by the electron diamagnetic and $E \times B$ drifts (Liu et al., 2019; Liu & Hesse, 2016). In this letter, we will quantitatively model how this magnetic flux transport affects the reconnection rate and outflow speed.

It has been demonstrated that the thickness of the electron diffusion region during fast reconnection is on the electron inertia scale (Huang, Lu, Yang, et al., 2011; Huang, Lu, Gao, et al., 2018; Ji et al., 1998; Olson et al., 2016; Wygant et al., 2005), thus we trace the active region of the x-line using criterion $\delta < 2d_{\text{inert}}$, that is triggered when the current sheet half-thickness is thinner than two local electron inertial length. Figure 1c shows the time stacks of the reconnection electric field $E_y$ and the current sheet half-thickness $\delta$ along the
Figure 2. Time evolution of (a) the average reconnection rate $R$, (b) the maximum ion outflow speed $V_{x,\text{max}}$, (c) the active region extent $L_{\text{act}}$, (d) the minimum half-thickness of the current sheet $\delta_{\text{min}}$, and (e) the reconnection rate normalized by the active region extent $R^*$. Cases with $L_{y,\text{thin}}/d_i = 40, 30, 20, 15, 10, 9, 7.5$, and $5$ are shown in different colors. The $L_{y,\text{thin}}/d_i = 7.5$ and $5$ cases are not shown in (c) and (e) because of lacking an active region.

4. Modeling of Reconnection Rate

The time evolution of important quantities in all the cases are given in Figure 2. Panels (a) and (b) show the average reconnection rates $R$ and maximum ion outflow speeds $V_{x,\text{max}}$, respectively. Here $R \equiv \partial_t \Psi/(V_{AB}L_{y,\text{thin}})$, where $\Psi = -\int_{-L_y/2}^{L_y/2} \int_{-L_x/2}^{X(y)} B_z(x, y, 0)dx dy$ is the reconnected flux and $X(y)$ is the location of the primary x-line that maximizes $\Psi(X) = -\int_{-L_x/2}^{X} B_z(x, y, 0)dx$ at a given $y$. Note that the current sheet is symmetric with respect to the $z = 0$ plane, $B_z$ at $z = 0$ will thus be the reconnected flux. It is evident that both reconnection rates and ion outflow speeds decrease when $L_{y,\text{thin}}$ become shorter and are strongly suppressed when $L_{y,\text{thin}} < \approx 10d_i$. Figures 2c and 2d show the time evolution of the active region extent $L_{\text{act}}$ and the minimum current sheet half-thickness $\delta_{\text{min}}$, respectively. For the two cases with $L_{y,\text{thin}} < L_{\text{supp}} \approx 10d_i$, there is no active region, indicating that the current sheet does not thin much. It is clear that the current sheet thinning is important in facilitating fast reconnection in these simulations, and the critical thickness is the local electron inertial length $d_{e,i}$ where the electron frozen-in condition can be violated.

In Figure 2e, we renormalize the reconnection rate by the active region extent, $R^* \equiv \partial_t \Psi/(V_{AB}L_{\text{act}})$. Surprisingly, cases with an active region all appear to have a similar rate $R^* \approx \mathcal{O}(0.1)$. In light of this observation, we model the averaged reconnection rate as

$$R = \frac{L_{\text{act}}}{L_{y,\text{thin}}} R^* \approx (1 - \frac{L_{\text{supp}}}{L_{y,\text{thin}}}) R^*$$

where $L_{\text{supp}} \approx \mathcal{O}(10d_i)$ (Liu et al., 2019). Note that Equation 1 cannot explain the small reconnection rate observed in the $L_{y,\text{thin}}/d_i = 7.5$ and $5$ cases; the short transient reconnecting period (Figure 2a) arises...
from the initial perturbation, but it tapers off quickly before being affected by the boundary. For the case with \( L_{y,\text{thin}} = 9d_i \) (the blue line in Figure 2c), \( R^+ \) appears to be larger because an active region of \( d_i \)-scale thin becomes harder to form when \( L_{y,\text{thin}} \) is closer to the critical value \( \approx 10d_i \), resulting in a systematically shorter \( L_{\text{act}} \) for a prolonged transient phase; \( R^+ \) (which is normalized by \( L_{\text{act}} \)) thus appears to be larger before reaching the quasi-steady state.

5. Modeling of the Outflow Speed

To model the ion outflow speed, we analyze the momentum equation, \( m_i \left[ \partial_t (n \mathbf{V}) + \nabla \cdot (n \mathbf{VV}) \right] = \mathbf{J} \times \mathbf{B} - \nabla \cdot \mathbf{P} \). Here \( \mathbf{V} \) is the ion velocity, \( \mathbf{J} \) is the total current density, and \( \mathbf{P} \) is the total pressure tensor. It is important to realize that only the \( \mathbf{J} \times \mathbf{B} \) force is the driver of reconnection outflows. While gaining the bulk speed, outflowing plasmas are also heated, developing a pressure gradient to hinder the acceleration. Previous studies suggest that ions gain thermal energy when they are picked up by the outflow magnetic fields (Drake et al., 2009), resulting in an effective thermal velocity equal to the outflow speed; the temperature increase along the outflow can thus be modeled as \( \Delta T \propto m_i V_{\text{out}}^2 \). For these reasons, we absorb the pressure gradient into the inertial term by assuming, \( \mathbf{V} \cdot \mathbf{P} \propto m_i \nabla \cdot (n \mathbf{VV}) \), and it only makes a constant correction. Considering the quasi-steady state, then the \( \partial/\partial t \) term is negligible. These greatly simplify the force balance on the \( z = 0 \) plane into

\[
\partial_x (nV_x V_x) + \partial_y (nV_y V_x) \propto J_x B_z.
\]

Note that the \( \partial_x (nV_x V_x) \) term is also found to be much smaller in the region where the outflow is accelerated. By balancing the first term of the left-hand side (LHS) to the right-hand side (RHS), we recover the Alfvénic outflow speed (Parker, 1957). The second term of LHS has some effect at the edges, but it is the transport of \( B_z \) that significantly reduces \( J_x B_z \) on RHS, and thus the outflow speed in small \( L_{y,\text{thin}} \) cases, as we will see. Figure 3a shows the three terms of Equation 2 in the case of \( L_{y,\text{thin}} = 30d_i \). Note that the x-line is along the \( x = 0 \) axis and only the outflow exhaust at \( x > 0 \) are shown in Figure 3a. The average of these terms over \( 0 < x < \xi \) are plotted in panel (b); here \( x = \xi \) is the position (indicated by the vertical dashed line in panel (a)) where \( V_x \) reaches the maximum. The averaged functions is defined as \( F(y) = \int_0^\xi f(x, y)dx/\xi \). In addition to the \( L_{y,\text{thin}} = 30d_i \) case, we also show cases with \( L_{y,\text{thin}} = 10d_i \) and 7.5\( d_i \); these three cases represent systems with a “long active region,” “short active region,” and “no active region,” respectively. In all three cases, \( F(y) \) is normalized by the maximum of \( J_x B_z \), so that we can compare the ratio between the inertia terms and the \( \mathbf{J} \times \mathbf{B} \) force term. The total inertia (in green) is roughly 30% of \( J_x B_z \) in all three cases, and this justifies the proportionality when absorbing \( \mathbf{V} \cdot \mathbf{P} \) in the inertial term; that is, this result also indicates that the pickup mechanism is valid in our simulations, although 2-D condition is used in Drake et al. (2009). Note that an additional factor of 0.3 gives us an outflow speed \( \sim 0.55V_A \), which is still considered Alfvénic and this is, in fact, often seen in 2-D kinetic simulations. We have also checked that the \( \partial/\partial t \) term at the time frames of panel (b) is small compared with other terms, indicating that the quasi-steady assumption is valid. The dominant inertial term is \( \partial_y (nV_y V_x) \), while \( \partial_x (nV_x V_x) \) only becomes nonnegligible at the edge of outflows in cases with a short \( L_{y,\text{thin}} \). If the \( \partial_y (nV_y V_x) \) term controls the internal x-line asymmetry, it should cause a suppression region on the electron-drifting side instead (Arnold et al., 2018), but this is not seen in our simulations. For these reasons, we further simplify Equation 2 to \( V_x^2 \propto J_x B_z \) to model the relation between the ion outflow speed and its driver, \( \mathbf{J} \times \mathbf{B} \) force, hereafter.

The peak values of \( J_x B_z \) in these three cases are 0.283, 0.124, and 0.083, and this decrease is due to the phase shift between \( J_x \) and \( B_z \) when \( B_z \) is transported away from the suppression region by electrons (i.e., a Hall effect). To illustrate this effect, we plot the averaged \( J_x \) and \( B_z \) in Figure 3c. The current density \( J_x \) correlates with the thickness of the currents sheet, which remains close to the initial value from a \( d_i \)-scale sheet at the outflow region. The reconnected magnetic field \( B_z \) at outflow also appears to be similar in all cases, likely limited by the upstream force balance (Liu et al., 2017). Thus, the peak values of \( J_x B_z \) are considered similar in all three cases. However, while the peak of \( J_x \) is located close to the center of the current sheet, the peak of \( B_z \) is transported to the \(-y\) direction. With a shorter \( L_{y,\text{thin}} \), this phase shift becomes significant in reducing the \( \mathbf{J} \times \mathbf{B} \) force. This transport distance is basically the suppression region extent \( L_{\text{supp}} \), and it is gray-shaded in Figure 3c. Note that in the thick current sheet region (i.e., outside of the region between vertical dashed lines in (c)), \( B_z \) decrease quickly because the electron drift speed is low in this region and \( B_z \) will not be transported farther; also, \( B_z \) in the \( L_{y,\text{thin}} = 7.5d_i \) case mostly comes from the initial perturbation.
Figure 3. (a) The three terms in Equation 2 colored by their amplitude at the $z = 0$ plane in the $L_{y,\text{thin}} = 30a_d$ case, the horizontal dotted lines bound the thin current sheet, the vertical dashed lines is the location ($x = \xi$) where $V_x$ reaches the peak. (b) $\partial_y(nV_xV_x)$ in black, $\partial_z(nV_yV_x)$ in blue, $\partial_x(nV_yV_x)$ + $\partial_y(nV_yV_x)$ in green, and $J_yB_z$ in red averaged over $0 < x < \xi$ in the cases with $L_{y,\text{thin}}/d_i = 30, 10, \text{and} 7.5$. Quantities are normalized by the maximum of $J_yB_z$ in each case. (c) $J_y$ in red and $B_z$ in blue averaged over $0 < x < \xi$. The gray-shaded region indicates the suppression region. The vertical dashed lines in (b) and (c) bound the thin current sheet region.

Motivated by these observations, we model the reduction of the $J \times B$ force in Figure 4. For simplicity, we assume that both $B_z$ and $J_y$ have the same functional form $f(y)$ that has a trapezium shape with a plateau in the center and transition regions of scale $L_{\text{trans}}$ on both flanks. During reconnection, $J_y$ at the outflow region is centered within the thin current sheet, but $B_z$ is transported to the $-y$ direction by distance $L_{\text{supp}}$. Thus $J_y = J_{y,\text{max}}f(y)$ and $B_z = B_{z,\text{max}}f(y + L_{\text{supp}})$. If $L_{\text{act}} \geq 2L_{\text{trans}}$ as in Figure 4a, part of the plateau regions of $J_y$ and $B_z$ overlap; therefore, $J_yB_z$ can reach the maximum value $J_{y,\text{max}}B_{z,\text{max}}$ and drives Alfvénic outflows with speed $\approx V_A$. In contrast, if $L_{\text{act}} < 2L_{\text{trans}}$ as in panel (b), the plateau regions of $J_y$ and $B_z$ do not overlap. With this trapezium shape, $J_yB_z$ will reach the maximum at where $f(y) = f(y + L_{\text{supp}})$. Using the linear interpolation, we obtain $(J_yB_z)_{\text{max}} = (L_{\text{act}}/2L_{\text{trans}})^2J_{y,\text{max}}B_{z,\text{max}}$. Combined with $V_x^2 \propto J_yB_z$, we model the reconnection outflow speed as

$$V_{x,\text{max}} = \begin{cases} V_m \approx V_A, & \text{if } L_{\text{act}} \geq 2L_{\text{trans}} \\ \left( \frac{L_{\text{act}}}{2L_{\text{trans}}} \right) V_m, & \text{otherwise.} \end{cases}$$

where $L_{\text{act}} = L_{y,\text{thin}} - L_{\text{supp}}$. The maximum reconnection outflow speed scales linearly with the $y$ extent of the active region in the short $x$-line limit. When the active region is absent, the reconnection outflow should be totally suppressed, as expected. Liu et al. (2019) only intuitively argued that reconnection shall be suppressed if the $x$-line extent $L_{x,\text{thin}}$ is shorter than the suppression region extent $L_{\text{supp}}$. In this work, we analyze the momentum equation in great details to show that this $L_{\text{supp}}$ causes the phase shift between $J$ and $B$, which weakens the driver of reconnection outflows.

6. Model-Data Comparison and Remarks

In this letter, we provide quantitative models for the reconnection rate (Equation 1) and outflow speed (Equation 3) of 3-D magnetic reconnection with a spatially confined $x$-line extent. We summarize the simulation data and compare them with our models in Figure 5. Panel (a) shows the time-averaged suppression...
Figure 4. Modeling the reduction of JyBz that results from the phase shift between the Bz and Jy profiles. Panel (a) has L_{act} > 2L_{trans}, while panel (b) has L_{act} < 2L_{trans}. Colors are designed to match those in Figure 3c.

region extent in all cases. For the L_{y,thin}/d_i = 7.5 and 5 cases, there is no active region so L_{supp} = L_{y,thin}. The red vertical segments are the error bars resulting from the time variation of L_{supp}. In all cases, L_{supp} appears to be on the order of 10d_i, consistent with Liu et al. (2019). Figure 5b plots the maximum reconnection rate R, and the solid curve is the prediction from Equation 1, where R^* is set to be 0.15, and L_{supp} uses the linear fit (dashed line) in Figure 5a. This curve traces the simulation results well. In panel (c), we plot the maximum ion outflow speed, and the solid curve is the prediction from Equation 3, where we use V_m = 0.75V_A, L_{trans} = 4d_i estimated from the simulation results, L_{act} = L_{y,thin} - L_{supp} with L_{supp} again being the linear fit in Figure 5a. The model can explain most of the simulation result. The discrepancy is larger in the limit of smaller L_{y,thin} where the active region is absent, likely because that nonvanishing transient outflows develop from the initial perturbation δB_z, such as the L_{y,thin} = 7.5d_i case in Figure 3c.

In general, R^* \sim \mathcal{O}(0.1), V_m \sim \mathcal{O}(V_A), and L_{supp} \sim \mathcal{O}(10d_i) can be used in our models, while L_{trans} relates to the formation process of the thin current sheet; in Earth’s magnetotail, possibilities include the wavelength of ballooning instability (Pritchett & Coroniti, 2011; Pritchett et al., 2014), or the size of localized streamers (Nishimura & Lyons, 2016) that triggers reconnection. From Figures 5b and 5c, R and V_{x,max} do appear to correlate with each other. In our simple model (Figure 4), outflows should not develop if L_{y,thin} is smaller than L_{supp}, because B_z is completely transported away from the suppression region (by definition). Thus, no

Figure 5. A comparison between the models (blue curves) and the simulation data (*). L_{supp} in (a), R in (b), and V_{x,max} in (c).
reconnection is expected ($R = 0$), consistent with Equation 1. On the other hand, the opposite limit with
$L_{y, thin} \gg L_{supp}$ recovers the 2-D result, as also expected. Intuitively, one may argue that $R \sim 0.1 \times (V_{y, max}/V_A)$
(i.e., here 0.1 is the typical fast rate observed in 2-D systems) and attribute the drop of the average rate solely
to the reduction of the peak outflow speed. However, due to the complexity of such short 3-D x-line, other
than this apparent correlation shown in Figure 5, we were not able to rigorously and explicitly establish the
relation between $R$ and $V_{y, max}$.

In our study, the key to reduce both reconnection rate and outflow speed is the Hall effect, that allows
drifting-electrons transport reconnected magnetic flux in the anticurrent direction. In particular, this trans-
port causes the phase shift between the $J$ and $B$ profiles, reducing the driver of reconnection (i.e., the $J \times B$
force). In comparison, Meyer (2015) also studied the outflow reduction using 3-D two-fluid simulations.
They argued that the turning of ion flows on the ion-drifting side of the diffusion region makes the $y$ extent
of the outflow region longer than the $y$ extent of the inflow region, resulting in a lower energy gain in the
outflow. Electron dynamics and the Hall effect, which are essential in our study, were not considered in their
model. A future work is required to reconcile the difference. We expect that this suppression mechanism
from the Hall effect will persist even with the existence of a guide field or with a different plasma $\beta$.
However, additional simulations and analyses need to be performed to gain a quantitative model, since a higher
$\beta$ or guide field may change the force balance. In addition, the development of oblique tearing modes and
flux ropes during guide field reconnection (Daughton et al., 2011; Liu et al., 2013; Liu, Hesse, et al., 2018)
could complicates the transport of reconnected magnetic flux.

Nevertheless, the primary application that motivates this study is Earth’s magnetotail that has a relatively
weak guide field. In addition to the application to DBFs/BBFs at Earth’s magnetotail, our results also indicate
that the energy release during substorms (i.e., tail reconnection) can be significantly affected by the cross-tail
size of the magnetotail. If a planetary magnetosphere is too small (in terms of ion kinetic scales), substorms
may be difficult to occur. These new results, such as the relation between the $B_z$ transport and outflow speed
reduction, can be measured by the on-going ESA-JAXA mission, BepiColombo (van Casteren et al., 2010),
that plans to map out the magnetic structure of Mercury’s magnetosphere.

Data Availability Statement

The data sets and scripts used to make the plots of this paper can be found at the Zenodo (http://doi.org/10.5281/zenodo.3922196).
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