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Abstract—In order to effectively predict high-risk students, this paper proposed a weighted voting combination prediction model based on Hadoop for high-risk students. Firstly, the design idea of the model was given, and the data of students were stored and processed by Hadoop platform. Secondly, according to the prediction method of students' characteristics and selection, a specific weighted voting combination prediction model Hadoop-based for high-risk students was constructed. Finally, the prediction model was evaluated and the rationality of the model was proved. The model can analyze the collected data of students and predicts the high-risk students in big data environment.
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I. INTRODUCTION

In order to satisfy the need of processing students data and improve the efficiency of high-risk students prediction in big data environment [1], combined prediction model based on the weighted voting (WCVP) is given. The Hadoop platform [2] is used to divide students data into several data subsets, and the weighted voting combined prediction method is used. The optimal prediction results of each subset are obtained by parallel computation of each data subset, and then the prediction results are summarized. The weighted voting combined prediction method is used to process the final prediction results. This method is similar to the weighted voting election. First, the excellent representatives of each region are selected, and then these excellent representatives are aggregated. If the aggregated data is still huge, the iterative method can be used to conduct multiple zonal weighted voting elections, gradually reducing the amount of data, and finally, the global weighted voting elections are carried out, and the final result is obtained. Excellent representative. This method meets the requirements of big data, reduces the cost of computing overhead, and effectively improves the computing efficiency.

II. DATA PARTITIONING, MAP() AND REDUCE()

The parallelization of weighted voting combined prediction method is to divide the data set into N data blocks [3]. The data blocks of each processing node train the corresponding weighted voting combined prediction model, and the training results of each part are summarized as the training set of the aggregate prediction model to train the model [4]. Practice and get the final prediction results. The precondition of weighted voting combination prediction method based on large data parallel is that there is no interdependence between data, and student data can meet this requirement.

MapReduce [5] is divided into Map and Reduce phases when performing distributed computing tasks [6]. The input and output of each phase are keys/values. MapReduce framework can be used to solve different problems by defining map() function and reduce() function[7]. The data set (or task) processed by MapReduce should have the following two characteristics: (1) the data set to be processed can be divided into several small data sets; (2) each small data set can be processed in parallel[8]. Aiming at the characteristics of weighted voting combined prediction method and the parallel computing framework of MapReduce, this paper designs a parallel algorithm of weighted voting combined prediction based on MapReduce, which is as follows.

A. Data Partitioning

The student data set can be partitioned only after being cleaned because a clean student data set is the precondition for the data set to be partitioned. Otherwise, singularity and noise data will weaken the generalization ability of the prediction model for high-risk students. When using MapReduce framework to process, it does not need to divide the student data manually. Hadoop platform can automatically divide the student data set into blocks, and distribute the data blocks to the corresponding processing nodes for calculation [9]. The number of partitions N equals the number of maps, and the size of N is determined by the following three factors. (1) Block size: The size of data block in HDFS, which is 64M by default. (2) total size: the total size of the data set. (3) inputfile_num: the number of files entered.

B. Map() and Reduce()

Student data sets are partitioned and stored distributed after HDFS. Map() function is used to process data blocks in parallel [10]. Each data block is required to be processed by a map() function, and each data block is an input to the map() function. In the map() function, the training process of the voting combination prediction model is defined, and the prediction results are sent to the Reducer as its input as the output of the map() function. Reduce() function analysis and aggregation of
all map() function output, and then weighted voting combination prediction to get the total predict results, if the total predict results data is too large or not meet the requirements, then continue to iterate, otherwise the total predict results will be output as the final predict results.

III. STRUCTURE OF COMBINATION PREDICTION MODEL
The model structure is shown in Figure 1.

In Figure 1, the training set of student data that needs to be processed is stored in HDFS on Hadoop platform. Then, the training set is divided into blocks to form several data blocks. Then, the weighted voting combination prediction method (WCVP) in each Map is trained in parallel. Finally, the weighted voting combination prediction model after training is obtained. The prediction model after training is used to process the predicted student data set in the same block. That is to say, each data block to be predicted is stored in each node of Hadoop platform, and then processed by parallel computing. Then, the predicted results of each node are processed by unified statistics and analysis. Finally, the whole data set to be predicted can be obtained. The final prediction result of the predicted student data set.

IV. WORKFLOW OF COMBINED PREDICTION MODEL
The workflow of the model is divided into two parts: (1) model training; (2) prediction of unknown student data. As shown in Figure II

A. Model Training
There are four steps in the process of model training.
- Read the student data training set, preprocess, eliminate noise data and singularities, and block the data into HDFS.
- In each Map, students’ characteristics are extracted according to the corresponding data blocks.
- Choosing the corresponding students’ characteristics.
- WCVP composed of classification decision tree, logical regression and naive Bayesian is trained in corresponding Map.
B. Predicting Unknown Student Data

- Initialization of Hadoop parameters. Each MapReduce task is initialized to the corresponding job. At this stage, the job is initialized, and related operations such as naming and setting the input and output types, as well as reading the Hadoop file configuration are carried out.

- Configuration of input and output paths. In the configuration process, the input and output paths need to be manually configured. The input and output paths of the prediction model are all HDFS paths. The data of the input prediction model and the results of model processing are stored on HDFS.

- Data preprocessing for unknown students. The data sets of students are cleaned and denoised, and the features of students are extracted and selected.

- HDFS storage of data. The data of students to be predicted after processing is uploaded to HDFS for distributed processing by MapReduce.

- Map stage. According to the data blocks on HDFS, feature extraction and feature selection are carried out in corresponding maps, and high-risk students are predicted by trained WCVP, and the prediction results of each prediction model in each map are obtained.

- Shuffle stage. Shuffle process pulls map task-side data to reduce and ensures that unnecessary bandwidth consumption is minimized.

- Reduction stage. In reduce stage, the prediction results of map stage are aggregated to determine whether the aggregated data sets are too large, and if they are too large, they are iterated. Otherwise, WCVP is used to generate the final reasonable prediction results.

V. EVALUATION AND COMPARISON OF PREDICTION RESULTS

A. Experimental Design

The experimental computer is configured with i7 7700K CPU and DDR4 16G memory. The data set is 316 students' data since enrollment. 60% of the data are randomly selected to form the training set and the remaining 40% to form the test set. The main data sources used in the experiment are as follows:

- Students' basic archives and students' basic archives data are managed by the student management department.

- Campus card consumption data.

- Data on access control in student dormitories.

- Access control and borrowing data of libraries.

- Achievement data. The data of students' academic achievements are managed by the Academic Affairs Department, which records the students' normal grades, final grades, comprehensive scores and credit scores in each semester.

- Web log. Students access the campus network by means of student identification number. The format and identifier of students' visiting web pages are recorded in the log file. This information are mainly encrypted student identification number, requested URL, time, source IP address, target IP address, etc. Web logs contain a lot of noise data, which need to be filtered and converted effectively.

B. Experimental Result

Table I lists whether students can pass the course examination in Parallel_CART, Parallel_Logistic, Parallel_NB and WCVP on the student data set, and evaluates the sensitivity, specificity and accuracy of the model by the retention method.

| Prediction method | Precision | Sensitivity | Specificity |
|-------------------|-----------|-------------|-------------|
| Parallel_CART     | 97.5%     | 96.1%       | 97.8%       |
| Parallel_Logistic | 97.9%     | 96.1%       | 98.2%       |
| Parallel_NB       | 98.2%     | 98.0%       | 98.2%       |
| WCVP              | 99.2%     | 98.1%       | 99.5%       |

According to Table I, the results of each prediction model are as follows:

- The accuracy of Parallel_CART is 97.5%, which means that the prediction model can accurately predict students' performance with a sensitivity of 96.1%. It means that most students who fail in the course will be correctly predicted with a specificity of 97.8%. It means that students who pass the course have a high probability of correctly predicting their performance.

- The accuracy of Parallel_Logistic is 97.9%, which is slightly higher than that of Parallel_CART, indicating that the prediction model can predict students' performance more accurately; the sensitivity is 96.1%, which is consistent with that of Parallel_CART, indicating that the effect of predicting failed students is similar to that of Parallel_CART; the specificity is 98.2%, which is higher than that of Parallel_CART. The specificity is slightly higher, indicating that the probability of correct performance of students who pass the Parallel_Logistic prediction course is slightly higher than that of Parallel_CART.

- The accuracy of Parallel_NB is 98.2%, and Parallel_Logistic is slightly higher, indicating that the prediction model can predict students' performance more accurately; the sensitivity is 98.0%, which is slightly higher than that of Parallel_Logistic, indicating that the probability of correctness of Parallel_NB in predicting students' performance failing courses is slightly higher than that of Parallel_Logistic. 98.2%, which is consistent with the specificity of Parallel_Logistic, indicates that the effect of predicting passing students is similar to that of Parallel_Logistic.

- The accuracy, sensitivity and specificity of the three single prediction models and WCVP are all above 96%, and the fluctuation is not large, but the accuracy,
sensitivity and specificity of WCVP are the highest. Therefore, selecting excellent features and adopting different prediction methods can achieve better prediction results. WCVP is used to optimize the performance of the prediction model, which can effectively improve the effect of the prediction model and achieve the desired prediction purpose.
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