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1. Introduction

There is an ever-increasing need for non-destructive and rapid monitoring technologies for multiple trace gas species and their concentrations in the fields of environmental protection, medical diagnosis, industrial production, and food safety [1,2]. Photoacoustic spectroscopy (PAS) based technologies [3–6] feature the advantages of fast response, high sensitivity, high selectivity, and a large dynamic detection range and have thus played an important role in multi-component gas sensing. The basic principle of PAS is that the gas molecules absorb the light energy at specific wavelengths and cause the local temperature to increase. Combined with the periodic modulation of the light source, the gas temperature thermally diffuses to generate pressure oscillations and acoustic signals [7]. Up until now, various PAS-based sensor modalities have been developed for multi-gas analysis, such as the use of multi-lasers combined time-division multiplexing methods [8–10], multi-resonators with various frequency demodulation schemes [11], and broadband detection-based thermal emitters or blackbody radiators using several band-pass filters [12]. However, use of multiple lasers yields narrowband wavelength selection for specific gas absorption, limiting the capability to simultaneously detect multiple gases.
There is an increasing interest in the combination of PAS systems and Fourier transform infrared (FTIR) spectrometers [13,14], which is due to their high selectivity and broadband detection ability. Compared to laser-based PAS methods, the broadband FTIR spectrum is more suitable for covering the absorption bands of multiple gas species during simultaneous measurements, which generate a wide dynamic measurement range and reduce the radiation risk. Recently, a step-scan differential Fourier transform infrared photoacoustic spectroscopy (DFTIR-PAS) modality [15] was developed to eliminate the adverse effects of coherent noise and strongly overlapped background gases, thereby revealing hidden weak absorptions. However, due to the relatively poor intensity of the broadband source (on the order of several μW/wavenumber), the weak PA signal was sensitively affected by the incoherent noise, including the thermal noise and electronical noise, which was a major obstacle to highly sensitive detection [16]. An optimized system (hardware and software) should lower the overall noise level, suppress baselines, and thus offer a higher dynamic range for spectroscopic measurements without losing molecular absorption signatures. Therefore, there is a strong need to improve the DFTIR-PAS detection precision for multi-gas sensing and well-adapted and -executed denoising algorithms that can be applied to measured spectroscopic data processing, which is crucial for attaining this goal [17,18].

Conventional denoising algorithms for absorption spectra processing, such as the Savitzky–Golay filter [19], moving average [20,21], and wavelet transforms (WT) [22–25], have improved the SNR to some extent by suppressing noise levels. However, these methods also cause useful absorption information deterioration without the consideration of spectral peak fidelity. The loss of absorption peak features results in large residuals for concentration prediction and deteriorates the accuracy of gas analysis [21,22]. The Lorentz-broadened spectrum of gas molecules can be obtained by FTIR, which is different from 2f wavelength modulation spectroscopy. For the calibrated DFTIR-PAS gas sensor, the spectral absorption peak fidelity is not only the signal peak values but also the absorption profiles of the spectrum. As a result, there is an additional considerable need to develop a denoising algorithm so as to further preserve the absorption peak information with high SNR improvement, especially when dealing with the complex spectra for multi-component gas detection. A non-local patch regression (NLPR) algorithm, based on the well-known non-local means (NLM) algorithm is proposed to avoid over-smoothing and the loss of data information under large smoothing parameters in PA signal processing by solving the optimization framework from the patch distribution [26–29].

In this paper, a NLPR denoising-module-enhanced DFTIR-PAS gas sensor was developed for the highly sensitive and selective detection of multi-component trace gas mixtures. The dual optical path differential PA system was equipped with a globar source, a Michelson interferometer, two identical T-type photoacoustic resonators, and a data processing unit, which were assembled to collect differential PA signals after interacting with the trace gases. With the help of the NLPR denoising module, the highly sensitive simultaneous detection capability for measuring C$_2$H$_2$, H$_2$O, and CO$_2$ was determined. The edge preservation index (EPI) representing the spectral absorption peak fidelity and the SNR were used as dual criteria to develop critical denoising parameter selection. Although the enhanced DFTIR-PAS system was configured with limited optical power, we observed considerable SNR improvement with the NLPR technique. The feasibility of the spectral processing method for noise suppression and absorption peak fidelity was verified in both single-component and multi-component applications.

2. NLPR Algorithm Enhanced DFTIR-PAS Configuration and Theory

2.1. Experimental Setup and System Noise Analysis

A schematic of the proposed step-scan DFTIR-PAS configuration for trace gas sensing is shown in Figure 1a. The broadband globar with a total power of 30 mW and a spectral coverage of 1000–4000 cm$^{-1}$ in an FTIR spectrometer was used as the incident source, where the intensity was approximately 30 μW at the target wavenumber for C$_2$H$_2$ detection. A FTIR spectrometer with 4 cm$^{-1}$ spatial resolution is fundamentally based on the principle
of a Michelson interferometer, which produces an interferogram. The incident beam was transmitted and reflected in alternation with a home-made high-reflectivity mirror chopper into the two identical T-type resonators. Thus, the light intensity was modulated with a 50% duty cycle, avoiding the beam splitter and ensuring maximum source intensity utilization. The sample cell was filled with a mixture of the target gas and laboratory air (RH: 45%), and the reference cell was sealed with laboratory air only. The resonant frequency for the two resonators was 342 Hz, and the Q factor was 83. All of the experiments for the two T-resonators were conducted at atmospheric pressure and room temperature. The pressure controller was used to monitor the pressure in the sample cell and to prevent pressure changes from affecting the experimental results. The acoustic signal was collected using microphones (Primo®, Tokyo, Japan, model EM158, 25 mV/Pa). The converted electrical signals were sent to the signal mixer and the lock-in amplifier (Stanford Research Systems®, Sunnyvale, CA, USA, model SR850) for differential processing. By subtracting the background signals caused by out-of-phase light modulation, the differential PA signals were extracted in the signal mixer. The spectral scanning and stabilization time of the step-scan FTIR was 1900 ms at each data collection point, and the differential PA signals were collected with a 300 ms lock-in time constant. A denoising module integrates the NLPR algorithm to process the PA signals to further improve target gas detection. A data acquisition card was included in the denoising module. After collecting all of the PA amplitudes from one scanning period, the NLPR algorithm processed the measured PA signals with about 1830 ms. Both the amplitude and phase signals versus the time in the N$_2$ buffer gas are shown in Figure 1b, which indicates a system stable time of 80 min. The original spectrum of the gas mixture of 100 ppm C$_2$H$_2$ and the laboratory air is shown in Figure 1c. The overall line shapes and profiles of the absorption peaks are consistent with the HITRAN simulation, except for the fact that the two peaks at 1297 cm$^{-1}$ and 1347 cm$^{-1}$ are different in height. The reasons for this could be the unevenly distributed power distribution of the globar source corresponding to the wavenumbers and cross-interference by water molecules. Although the main absorption peaks at 1297 cm$^{-1}$, 1347 cm$^{-1}$, 3226 cm$^{-1}$, and 3303 cm$^{-1}$ are distinguishable, there is a high background noise level. The SNR of the PA spectrum was 26.62, and the limit of quantitation (LoQ) (10σ) only achieved 37.57 ppm [15].

![Schematic diagram of experimental setup](image)

**Figure 1.** (a) Schematic of NLPR denoising enhanced DFTIR–PAS trace gas sensor system; (b) time stability of the PAS–based gas sensor; (c) differential photoacoustic signal of 100 ppm C$_2$H$_2$ based on DFTIR without denoising.

For the PAS-based gas sensor, the received PA signal is proportional to incident light intensity $I_0$, photoacoustic cell constant $F$, gas volume concentration $C$, detector sensitivity $R_{mic}$, and gas absorption coefficient $a(v)$. The system noise $n_s$ in the sample cell
includes coherent noise, $n_{\text{coherent}}$, and incoherent noise, $n_{\text{incoherent}}$. The coherent noise is the interference signal associated with the incident light. The incoherent noise refers to random background noise. The detection sensitivity of the PA signal in the sample cell is the minimum detectable gas concentration $C_{\text{min}}$ at $\text{SNR} = 1$, which can be expressed as

$$I_0 FC_{\text{min}} R_m \alpha(v) = n_s = n_{\text{incoherent}} + n_{\text{coherent}} = [n_{\text{st}} + n_{\text{se}}] + [n_{\text{window}} + n_{\text{wall}} + n_{\text{light}}]$$

where the thermal noise $n_{\text{st}}$ and electrical noise $n_{\text{se}}$ both constitute the incoherent noise in the system; $n_{\text{window}}$ and $n_{\text{wall}}$ represent the coherent noise caused by the incident light absorption or the scattering of the radiation on the optical window and the resonator wall, respectively; and $n_{\text{light}}$ is the coherent noise caused by the light fluctuation. An analytical expression of the noise $n_r$ in the reference cell can also be derived in a similar manner. In the differential mode PA system, the coherent noise generated in the two resonators is modulated by the mirror chopper. Therefore, the DFTIR-PAS detection sensitivity $C_{\text{dmin}}$ is correlated to the differential noise, which is given by

$$I_0 FC_{\text{dmin}} R_m \alpha(v) = n_s + n_r = n'_{\text{incoherent}} + n_{\text{coherent}}(1 + \lambda \cdot e^{i\varphi'})$$

where $n'_{\text{incoherent}}$ is the differential incoherent noise that cannot be suppressed, $\lambda$ is the reflectance, and $\varphi'$ is the phase difference between the two PA cells. Note that if $\varphi' = \pi$ and $\lambda \approx 1$, which means an out-of-phase modulation of the incident light sources, the coherent noise in the system will be eliminated according to Euler’s formula. The mirror chopper used for the intensity modulation was coated with high reflectivity gold film, and the reflectance was 96.1%. By adjusting the PA phase difference between the two resonators, the coherent noise could be almost completely removed in the experiments. When the incident light, detector response, PA cell constant, and target gas are fixed, the sensitivity $C_{\text{dmin}}$ is mainly controlled by $n'_{\text{incoherent}}$.

The incoherent noise cannot be eliminated by experimental procedures, a fact that constitutes a major obstacle to the further suppression of the system noise level and the improvement of trace gas detection. Therefore, a denoising module was added to the DFTIR-PAS configuration to improve the sensitivity.

2.2. Detection Precision and SNR Enhancement Based on NLPR Denoising

The SNR of the PA signals can be improved after denoising processing. However, the loss of the spectral absorption peak features will affect the gas absorption information and the concentration prediction. Patch-based denoising methods with non-locality can be used to address spectral peak fidelity degradation. Despite their popularity in image processing, they have received little attention in the case of one-dimensional signals obtained in gas analysis. To further preserve the absorption peak features and to improve the detection sensitivity, the NLPR algorithm was proposed for DFTIR-PAS gas analysis.

The NLPR algorithm, developed on the basis of the NLM algorithm, makes full use of the redundant information in the entire signal. For PA signals, the “patch” in NLPR processing can be regarded as a time series composed of PA amplitudes. Figure 2 shows the execution process of the basic NLPR algorithm. The large search window $D(s)$ centered on the sampling point $s$ is set. The neighborhood patch $U(t)$, which represents the sample sequence centered on $t$ with a half width $P$ in the PA signal, slides into the entire search window. The weights are obtained by solving the Euclidean distance between $U(t)$ and another neighborhood patch $U(s)$. Different structural similarity determines different weights in the signal reconstruction process.
For a given noised-PA spectrum signal, assuming $u_s$ is the linear indexing of the patch $U(s)$, the sampling PA amplitudes can be regarded as the corrupted version of the true signal $f_s$:

$$u_s = f_s + n_s$$  \hspace{1cm} (3)

where $n_s$ is additive random noise. In the NLPR algorithm, the denoised patch $\hat{U}(s)$ can be calculated by executing $\ell^p$ regression [23] on the patch space as follows:

$$\hat{U}(s) = \arg \min_{U} \sum_{t \in D(s)} w_{s,t} \| U - U(t) \|_p^p \quad (0 < p \leq 2)$$  \hspace{1cm} (4)

where $p$ is a sparse parameter called the “convex regime” of the optimization framework. It determines the capability for absorption peak feature preservation and noise suppression in NLPR processing. Note that when $p = 2$, Equation (4) becomes the basic NLM algorithm because the NLM algorithm is implemented on the weighted average from the patch distribution. Therefore, the NLPR algorithm can be seen as an extension of the NLM algorithm. In particular, when $0 < p < 1$, the resulting estimator turns out to be robust to absorption information preservation and background noise suppression. For PA signals, an optimal $p$ value needs to be determined to improve denoising performance.

The weight $w_{s,t}$ can be written as

$$w_{s,t} = \exp \left( -\frac{1}{h^2} \| U(s) - U(t) \|^2 \right)$$  \hspace{1cm} (5)

where $h$ is the smoothing parameter. An improved smoothness can be achieved by increasing $h$. The selection of a specific $h$ value should be proportional to the noise level [27,28].

The focus of the NLPR algorithm is on fixing smaller values $p$ to better minimize the PA amplitude patch residuals $\| U - U(t) \|$ induced by the outliers. The PA amplitudes estimated by smaller patch residuals will lead to significant improvements in the denoising quality on noise suppression and spectral absorption peak fidelity.

To solve Equation (4), an iteratively reweighted least-squares (IRLS) algorithm [26] is put forward in NLPR in which the iterative solver must be initialized by NLM estimation. The Algorithm 1 procedure of PA spectrum signal denoising based on NLPR method is shown in Table 1. The details of NLPR robustness and the IRLS solver are described in the Appendix A.
Table 1. PA spectrum signal denoising procedure based on NLPR algorithm.

| Algorithm 1. PA Spectrum Signal Denoising Based on NLPR |
|--------------------------------------------------------|
| Input: Noisy differential PA spectrum signal $u = u_s$, and parameters $D, P, h, p$ |
| Output: Denoised spectrum signal $\hat{u} = \hat{u}_s$ |

1. Extend the PA signal by symmetrical padding with the length of $P$ around the boundary points and extract patch $U(s)$ of length $2 \times P + 1$ at every sampling point $s$.
2. For every sampling point $s$, the following should be completed:
   (a) Set $w_{s,t} = \exp\left(-\frac{\|U(s) - U(t)\|^2}{h^2}\right)$ for every $t \in D(s)$ in the search window.
   (b) Find a patch $\hat{U}$ with the IRLS method to minimize $\sum_{t \in D(s)} w_{s,t} \|U - U(t)\|^p$.
   (c) Set $\hat{u}_s$ to be the center point in the patch $\hat{U}$.

3. Results and Analyses

3.1. Single Target Gas Analysis

In order to verify the spectral quality and SNR improvement of the NLPR algorithm-enhanced DFTIR-PAS gas sensor, 100 ppm $C_2H_2$ was used as the target gas due to its simple spectral structure and absorption profile. The dual criteria of EPI and SNR were introduced for the evaluation of the background noise suppression level and the spectral peak fidelity.

The EPI [30,31] was used to evaluate the denoised PA signal for spectral absorption peak fidelity. During the denoising procedure, a sample sequence $N$ of absorption peaks was selected for evaluation. The EPI can be defined as

$$EPI = \frac{\sum_{i \in N} |\hat{u}(i+1) - \hat{u}(i)|}{\sum_{i \in N} |u(i+1) - u(i)|}$$

where $u$ and $\hat{u}$ represent the noisy signal and the denoised signal, respectively, and $i$ is the sample index of the selected absorption peaks. The value range of EPI is $(0, 1)$. In general, the closer the EPI value is to 1, the better the absorption peak features are preserved. If the PA signal is not processed by the denoising algorithm, the EPI value can be regarded as the ratio of the same signals, resulting in a value of 1.

The SNR was used to evaluate the measurement sensitivity of the PAS sensor system at a specific environment temperature, gas concentration, laser power, and detection bandwidth

$$SNR = \frac{S}{\text{noise level}}$$

where $S$ is the measured PA signal at the target wave number. The noise level is obtained by calculating the standard deviation between the experimental data and the best-fit straight line in the baseline at spectral locations with no gas absorption.

For the NLPR denoising process, the half-width $D$ of the search window, the half-width $P$ of the neighbor window, the smoothing parameter $h$, and the convex regime $0 < p \leq 2$ need to be analyzed for the behaviors of the SNR improvement and the preservation of the absorption peak feature. In this case, $D = 500$ was set to contain multiple potential absorption peaks and to enhance the non-local search capability. The selection of $P$ should be similar to the feature size of interest [32]. Therefore, $P = 10$ was set to be around the half-width of the absorption peak. The two critical parameters $h$ and $p$ should be determined separately using the controlled variable method. To demonstrate the smoothing behavior of $h$, $h = 6\sigma$ and $h = 15\sigma$ were implemented in the basic NLM algorithm ($p = 2$) according to Equation (4). The denoised results are shown in Figure 3a. The enlargement of region 1 shown in Figure 3b represents the absorption peaks around 1297 cm$^{-1}$ and 1347 cm$^{-1}$. The denoised result $h = 6\sigma$ exhibits a better absorption peak fidelity, and the EPI in the range of 1260–1390 cm$^{-1}$ was 0.9921, which was calculated with the raw data, resulting in the red and blue lines almost overlapping. However, the denoised result $h = 15\sigma$ caused absorption peak deformation, for which the EPI was only 0.5226.
This means that there is over-smoothing and absorption information loss for large \( h \), and the spectral absorption peak fidelity presents a downward trend with increasing \( h \). Figure 3c shows the enlargement of region 2, which represents the baseline between 3500 cm\(^{-1}\) and 3950 cm\(^{-1}\). The noise levels are \( 8.68 \times 10^{-6} \) with \( h = 6\sigma \) and \( 2.09 \times 10^{-6} \) with \( h = 15\sigma \), which show the ability to improve background noise suppression with increasing \( h \). The first set of experiments in Figure 3 shows that the high SNR and spectral peak fidelity are not compatible under the large smoothing parameters in the NLM algorithm. The NLPR algorithm focusing on the optimization framework of the patch distribution can improve spectral peak fidelity while suppressing background noise under large noise levels.

\[ p \] is another critical parameter that needs to be taken into account besides the optimal choice of \( h \). To compare the results under the variable parameters \( h \) and \( p \), the sequence of the PA signals from 1260 cm\(^{-1}\) to 1390 cm\(^{-1}\) was selected to evaluate the EPI, and the PA signal ranging from 3500 cm\(^{-1}\) to 3950 cm\(^{-1}\) was used to calculate the noise level. All of the parameters except \( h \) and \( p \) were fixed during the implementation of NLPR in order to discuss the experimental behavior dependence on the SNR improvement and the spectral peak fidelity.

As shown in Figure 4a, the EPIs displayed a decreasing trend with increasing \( h \). With the same \( h \), the EPIs increase gradually as \( p \) trends towards zero, which indicates that the absorption peak preservation ability is improved with decreasing \( p \). However, the \( p \) value cannot be infinitely small. Note that for \( p < 0.1 \), the EPIs barely increase, with minimal or no benefit on the spectral absorption peak fidelity. In the insert diagram, for the EPI value \( p = 0.01 \) and \( h = 13\sigma \) for the absorption peaks in the range of 1260–1390 cm\(^{-1}\), there is an apparent error (EPI > 1) that is outside of the acceptable range. This is a problem caused by local convergence and nondeterministic polynomial issues as well as other parameter constraints during NLPR processing.

For a calibrated system without denoising, the PA signal vs. gas concentration can achieve a good linear fitting relationship. The profiles of the absorption peaks were less affected by the incoherent noise above a certain concentration. Due to the randomness and the disorder of the background noise, denoising algorithms cannot achieve a PA signal reduction that matches the incoherent noise perfectly at each point. Instead of reducing the measured signals, it is better to preserve the absorption peak values and spectrum profiles simultaneously during the denoising process. Meanwhile, the EPI was set artificially to

![Figure 3. Comparison of 100 ppm C\(_2\)H\(_2\) PA signal denoising results based on basic NLM using different smoothing parameters: (a) denoised spectra using NLM with \( h = 6\sigma \) and \( h = 15\sigma \); (b) enlargement of region 1: comparison of absorption peaks; (c) enlargement of region 2: comparison of background noise.](image-url)
be no less than 0.95 to ensure better performance in improving the spectral peak fidelity and to find a smooth limit so as to maximize the smoothing with minimal absorption peak information loss. Therefore, the results of \( p < 0.05 \) and \( h > 15\sigma \) were abandoned during the SNR evaluation. As shown in Figure 4b, the SNR displays general improvement with increasing \( h \). In addition to the main effect of improving the spectral absorption peak fidelity, it was found that the noise levels are further suppressed with decreasing \( p \). The absorption features are diverse for various absorption lines, and the preservation ability for each absorption peak is different under the same denoising parameters. Thus, it is not appropriate to make the denoised signal residuals consistent with the noise residuals. As a result, \( p = 0.05 \) and \( h = 15\sigma \) were selected to implement the optimal NLPR algorithm for PA signal processing. The EPI of the absorption peaks in the range of 1280–1390 cm\(^{-1}\) was >0.96, and the SNR of the PA signal was improved to 633.47 compared to 26.62, which was the value from the original data.
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**Figure 4.** Comparison of evaluation results with variable \( h \) and \( p \): (a) the change of EPI with \( h \) at different \( p \). Insert: the apparent EPI value error when \( p = 0.01 \) and \( h = 15\sigma \); (b) the change of SNR with \( h \) at different \( p \).

Due to the good time-frequency localization characteristics and the simple implementation, the WT method has been widely employed in the field of gas analysis [21–24]. In order to preserve absorption peak features for comparison, a hard threshold wavelet denoising method was applied to process the differential PA spectrum. In our experiment, the optimal parameters such as wavelet mother function “sym5”, global unified threshold “sqtwolog”, and 6 layer decomposition (“sym5”, “sqtwolog”, 6) [16], was implemented. Figure 5a shows a comparison of the denoised results with the NLPR method and the hard threshold wavelet denoising method. The NLPR exhibited better performance in improving the SNR while preserving the absorption peaks. The wavelet method was only able to achieve the SNR of 150.22 and resulted in a pseudo Gibbs phenomenon due to the discontinuous threshold function. The trends in the spectral peak fidelity and the noise suppression are described as follows: The enlargement of region 1, which revealed the absorption peaks in the range of 1280–1390 cm\(^{-1}\), is shown in Figure 5b. The EPI value of 0.9670 was acquired after NLPR processing under the large smoothing parameter, and the blue and red lines mostly overlap in the high-amplitude region. However, the wavelet method only obtained an EPI value of 0.9319, which demonstrated that the NLPR provides better absorption peak preservation and that there is no absorption peak information loss. Therefore, the results of \( p < 0.05 \) and \( h > 15\sigma \) were abandoned during the SNR evaluation. As shown in Figure 4b, the SNR displays general improvement with increasing \( h \). In addition to the main effect of improving the spectral absorption peak fidelity, it was found that the noise levels are further suppressed with decreasing \( p \). The absorption features are diverse for various absorption lines, and the preservation ability for each absorption peak is different under the same denoising parameters. Thus, it is not appropriate to make the denoised signal residuals consistent with the noise residuals. As a result, \( p = 0.05 \) and \( h = 15\sigma \) were selected to implement the optimal NLPR algorithm for PA signal processing. The EPI of the absorption peaks in the range of 1280–1390 cm\(^{-1}\) was >0.96, and the SNR of the PA signal was improved to 633.47 compared to 26.62, which was the value from the original data.
Figure 6a shows the PA spectrum obtained by the upgraded DFTIR-PAS sensor with the 25 ppm C₂H₂, which is lower than the original LoQ (10σ) concentration before filtering (37.57 ppm). In the case of 25 ppm C₂H₂, the PA signal amplitudes are still higher than those at the baselines. The spectrum denoised by NLPR algorithm processing is given in Figure 6b, and the absorption peaks are more clearly distinguishable than the background noise, which is helpful for quantitative analysis and accuracy improvement. The SNR of the PA spectrum improved from 7.63 to 113.52, and the Kurtosis index K [21] improved from 7.61 to 19.86. The K value obtained by NLPR indicates the better quality of spectral signals and the better gas absorption detectability for the enhanced system. The results show that the NLPR algorithm can effectively improve quantization accuracy and measurement precision, which offers a higher dynamic range and improves the LoQ (10σ) for trace gas analysis.

Figure 6b, and the absorption peaks are more clearly distinguishable than the background noise. The spectrum denoised by NLPR algorithm processing is given in Figure 6b, and the absorption peaks are more clearly distinguishable than the background noise, which is helpful for quantitative analysis and accuracy improvement. The SNR of the PA spectrum improved from 7.63 to 113.52, and the Kurtosis index K [21] improved from 7.61 to 19.86. The K value obtained by NLPR indicates the better quality of spectral signals and the better gas absorption detectability for the enhanced system. The results show that the NLPR algorithm can effectively improve quantization accuracy and measurement precision, which offers a higher dynamic range and improves the LoQ (10σ) for trace gas analysis.

Figure 6. (a) The PA spectrum of 25 ppm C₂H₂; (b) the denoised PA spectrum of 25 ppm C₂H₂ by the NLPR algorithm.
Table 2 shows a comparison between the NLPR-enhanced DFTIR-PAS configuration and other laser-based PAS methods. Scaling to equivalent incident light intensity, spectrum processing by the NLPR algorithm achieved a higher detection precision than that of laser-based methods. The long-standing problem of using a broadband source is the weak optical power density, resulting in lower precision than laser-based methods. By introducing the NNEA coefficient, the effectiveness of our NLPR algorithm-enhanced broadband system was determined. Moreover, multiple lasers and multiplexing systems are essential for laser-based multi-component gas detection. Broadband simultaneous detection is the inherent advantage of FTIR; the improved detection precision and dynamic range by the NLPR algorithm will increase the application prospects of DFTIR-PAS systems. The NLPR algorithm guarantees significantly improved noise level suppression performance and effective absorption peak fidelity. Moreover, the SNR improvement achieved by this method compensates for the weak brightness of DFTIR-PAS.

Table 2. Comparison of detection precision performance with laser-based PAS methodologies.

| Incident Light Intensity (at Target Wavenumber) | Target Gas | NNEA Coefficient (cm\(^{-1}\)·W·Hz\(^{-1/2}\)) | Reference |
|-----------------------------------------------|------------|---------------------------------|-----------|
| 15 mW                                         | C\(_2\)H\(_2\) | 1.4 \times 10^{-9}             | [33]      |
| 4 mW                                          | CH\(_2\)O  | 2.0 \times 10^{-8}            | [34]      |
| 1.8 mW                                        | CH\(_4\)   | 4.1 \times 10^{-9}            | [35]      |
| 30 \(\mu\)W                                   | C\(_2\)H\(_2\) | 5.50 \times 10^{-11}          | This paper |

3.2. Multi-Component Gas Analysis

The main detection procedure for multi-component gas analysis is shown in the flowchart of Figure 7, according to the denoising process of the single component spectrum. First, the experimental parameters were initialized after powering up the system. Then, the target gas was filled, and the incident light was also guided into both PA cells. Next, the lock-in amplifier and the data storage units were used to collect and store the PA signals. After receiving the noisy spectroscopic data, the NLPR algorithm was implemented, and the EPI was calculated to determine spectral absorption peak fidelity so as to optimize the denoising parameters. If the EPI exceeded 0.95 as the \(h\) increased and \(p\) decreased to 0.05, then the detection procedure was completed.

A gas mixture of 100 ppm C\(_2\)H\(_2\), 1000 ppm H\(_2\)O, and 50 ppm CO\(_2\) with laboratory air as the background was used to verify the capability of simultaneous multiple trace gas detection. The experimental results without the denoising process are shown in Figure 8a, revealing the absorption peaks of C\(_2\)H\(_2\) (1253–1382 cm\(^{-1}\) and 3191–3326 cm\(^{-1}\)), H\(_2\)O (1389–1968 cm\(^{-1}\)), and CO\(_2\) (2262–2389 cm\(^{-1}\)), respectively. In our experimental environment, the interference of other unknown gases on the PA signals was negligible. In fact, the potential spectral absorption peaks from other gases should be considered for practical applications. This spectral range in the mid-infrared is the feature region where most volatile organic compounds (VOCs) have strong absorption lines. For atmospheric and industrial pollution monitoring, the absorption features of these VOC gases require a detailed study of the characteristic broadband in the spectral range.

The three denoised results and the residuals of the absorption peak amplitudes in the range of 1280–1950 cm\(^{-1}\) compared to the raw data are shown in Figure 8b–d, which present the denoising behaviors on absorption peak preservation and baseline smoothing. The results show that the NLPR algorithm acquires the minimum residuals in the high amplitude region, revealing a significant improvement in terms of spectral peak fidelity. A value of \(h = 14\sigma\), which is different from that for single spectral component detection, which was \(h = 15\sigma\), was used as the smoothing parameter because the structure of the multi-component spectrum is more complex with more absorption peak features, and \(h\) had to be smaller in order to maintain EPI > 0.95.
Cross-interference [36] is another problem that must be solved in multi-component detection. However, they cannot be completely suppressed, and the optimal choice is to select non-overlapping absorption peaks for different target gas calibrations. According to Figure 8a, C₂H₂ and CO₂ detection characterized by well-defined absorption peaks in the spectral range was straightforward, as only the absorption lines of C₂H₂ and H₂O overlap slightly. Thanks to the broadband features and high spatial resolution of DFTIR-PAS, gas mixtures of C₂H₂, H₂O, and CO₂ were found to have less cross-interference due to the selection of several appropriate absorption peaks during calibration.

Figure 9a–c show the multi-component gas calibration results. Several specified concentrations for the three target gas samples were measured by averaging 10 sets of data. The target wavenumbers of 1679 cm⁻¹, 2349 cm⁻¹, and 3303 cm⁻¹ were selected to calibrate for H₂O, CO₂, and C₂H₂, respectively, avoiding the cross-interference of multi-component gases. In fact, the random and disordered background noise may affect the accurate acquisition of signal peak values. However, a conventional denoising algorithm would deform the line shapes of the PA spectra, and it cannot be guaranteed that the drop in the denoised signal residuals is the same as the drop in the noise levels. Moreover, the denoised amplitude residuals at different absorption lines also cannot be guaranteed to be the same, especially for complex multi-component PA signals. By virtue of NLPR deionisation, the background noise was suppressed, while the absorption peaks were preserved as much as possible. The calculated R-square values were found to be 0.99857, 0.99983, and 0.99032, respectively, based on a linear fitting analysis, which indicated that the NLPR algorithm-enhanced system has excellent linearity responses to the C₂H₂, H₂O, and CO₂ concentration levels.
The three denoised results and the residuals of the absorption peak amplitudes in the range of 1280–1950 cm\(^{-1}\) compared to the raw data are shown in Figure 8b–d, which present the denoising behaviors on absorption peak preservation and baseline smoothing. The results show that the NLPR algorithm acquires the minimum residuals in the high amplitude region, revealing a significant improvement in terms of spectral peak fidelity. A value of \(h = 14\sigma\), which is different from that for single spectral component detection, which was \(h = 15\sigma\), was used as the smoothing parameter because the structure of the multi-component spectrum is more complex with more absorption peak features, and \(h\) had to be smaller in order to maintain EPI > 0.95.

Cross-interference [36] is another problem that must be solved in multi-component detection. However, they cannot be completely suppressed, and the optimal choice is to select non-overlapping absorption peaks for different target gas calibrations. According to the sampling spectra from 1260 cm\(^{-1}\) to 1390 cm\(^{-1}\) were used for the calculation of the EPI. The hard threshold wavelet method achieved the lowest SNR improvement among the three methods, with an EPI of 0.9180. Under the same smoothing condition as \(h\), the NLM method produced an appropriate detection sensitivity, but the EPI value dropped sharply. The experimental results of NLPR showed that an EPI of 0.9599 was acquired and that the SNR was improved to 552.65, which demonstrated the best denoising performance among these methods.

**Figure 8.** (a) Multi-component PA spectrum based on the DFTIR–PAS without denoising. (b) Top: denoised PA spectrum using the wavelet hard threshold method with the optimized parameters (“sym14”, “sqtwolog”, 6). Bottom: absorption peak residuals between wavelet denoised result and raw data. (c) Top: denoised PA spectrum using basic NLM with \(h = 14\sigma\). Bottom: absorption peak residuals between NLM denoised result and raw data. (d) Top: denoised PA spectrum using NLPR with \(p = 0.05\) and \(h = 14\sigma\). Bottom: absorption peak residuals between NLPR denoised result and raw data.

The denoised evaluation results of the three algorithms for measuring 100 ppm \(\text{C}_2\text{H}_2\), 1000 ppm \(\text{H}_2\text{O}\), and 50 ppm \(\text{CO}_2\) are presented in Table 3. The sampling spectra from 1260 cm\(^{-1}\) to 1390 cm\(^{-1}\) were used for the calculation of the EPI. The hard threshold wavelet method achieved the lowest SNR improvement among the three methods, with an EPI of 0.9180. Under the same smoothing condition as \(h\), the NLM method produced an appropriate detection sensitivity, but the EPI value dropped sharply. The experimental results of NLPR showed that an EPI of 0.9599 was acquired and that the SNR was improved to 552.65, which demonstrated the best denoising performance among these methods.
To Figure 8a, C$_2$H$_2$ and CO$_2$ detection characterized by well-defined absorption peaks in the spectral range was straightforward, as only the absorption lines of C$_2$H$_2$ and H$_2$O over-552.65, which demonstrated the best denoising performance among these methods. In conclusion, NLPR-enhanced PAS gas sensor spectrum processing exhibited better noise suppression behavior and absorption peak fidelity than the WT and NLM methods with regard to the complex simultaneous multi-component trace gas spectra. Furthermore, the NNEA coefficient of 7.02 $\times$ 10$^{-11}$ cm$^{-1}$ W Hz$^{-1/2}$ was achieved for C$_2$H$_2$, with a SNR improvement factor of 20 over the original PA configuration. The NLPR algorithm can offer a higher dynamic range and can improve the LoQ for the system.

4. Conclusions

An improved DFTIR-PAS configuration with NLPR denoising module enhancement was shown to be an effective method for the highly sensitive and selective detection of simultaneous multi-component trace gas spectroscopy. Using the dual criteria of EPI and SNR, the incoherent noise was suppressed, and spectral absorption peak fidelity was improved by the NLPR algorithm. This PA gas spectrometer processing algorithm was experimentally verified to be effective for both single and multi-component trace gas detection schemes: They exhibited better performance in SNR improvement and absorption peak preservation than the WT and NLM methods. After denoising parameter optimization, an NNEA coefficient of 6.13 $\times$ 10$^{-11}$ cm$^{-1}$ W Hz$^{-1/2}$ with a 23-fold SNR improvement over the original spectroscopic data was obtained by measuring C$_2$H$_2$ with a 30-mW globar source. Following the procedure used in the single target gas analysis, the simultaneous sensing capability of the algorithm was validated by means of experimental measurements of mixtures of C$_2$H$_2$, H$_2$O, and CO$_2$, resulting in an NNEA coefficient of 7.02 $\times$ 10$^{-11}$ cm$^{-1}$ W Hz$^{-1/2}$ with a SNR improvement factor of 20. NLPR-enhanced broadband DFTIR-PA spectroscopy exhibits unique potential for applications in environmental monitoring, medical diagnoses, industrial production, and food safety. In the future, we can miniaturize the system by optimizing the size and structure of the T-type PA cell and the circuit components.

Figure 9. Multi-component gas calibration results. Denoised data: PA amplitudes processed by NLPR denoising. (a) C$_2$H$_2$ signals vs. concentration; (b) H$_2$O signals vs. concentration. (c) CO$_2$ signals vs. concentration.

Table 3. Evaluation results of multi-component gas spectrum using different denoising methods.

| Index          | Without Denoising | WT       | NLM ($h = 14\sigma$) | NLPR ($h = 14\sigma$) |
|----------------|-------------------|----------|-----------------------|------------------------|
| EPI            | 1                 | 0.9180   | 0.7155                | 0.9599                 |
| Noise level    | 3.64 $\times$ 10$^{-5}$ | 8.92 $\times$ 10$^{-6}$ | 2.09 $\times$ 10$^{-6}$ | 1.74 $\times$ 10$^{-6}$ |
| SNR improvement factor | -              | 3        | 15                    | 20                     |
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**Appendix A**

For the basic NLM algorithm, the estimated PA amplitude at point $s$ is the weighted average of amplitudes at other sampling points $t$ in the window $D(s)$. Therefore, the denoised PA patch $\hat{U}(s)$ with NLM can be calculated by executing the $\ell^2$ regression on the patch space [26]:

$$\hat{U}(s) = \frac{\sum_{t \in D(s)} w_{s,t} U(t)}{\sum_{t \in D(s)} w_{s,t}} = \arg\min_U \sum_{t \in D(s)} w_{s,t} \| U - U(t) \|^2 \quad \text{(A1)}$$

In NLPR processing, robustness can be improved by replacing the $\ell^2$ regression in Equation (A1) with the $\ell^p$ regression ($0 < p \leq 2$). This novelty was inspired by a generally agreed upon opinion that the $\ell^1$ minimization is more robust to outliers than $\ell^2$ minimization [26,27]. Therefore, the optimization framework focuses on

$$\sum_{t \in D(s)} w_{s,t} \| U - U(t) \|^p$$

minimization instead, according to Equation (4).

In particular, when $p$ approaches 0, it guarantees better absorption peak feature preservation performance under large smoothing parameters. The denoising implementation depends on the patch similarity and not the physical distance between the sampling points $s$ and $t$. The absorption peak feature preservation ability and noise suppression will be improved by decreasing $p$. To pursue significant denoising quality improvement, $p$ will trend towards 0. However, note that setting $0 < p < 1$ makes the optimization framework no longer convex [24]. Non-convexity will cause difficulties in finding the global minimum, which will result in a non-optimal estimate of PA amplitude. Nonetheless, if the solver can be initialized close to the global optimum, the probability of finding the optimal denoised results will increase greatly.

The regularized IRLS algorithm [24] is added to solve the regression problem. In the first instance, the iterative solver should be initialized by NLM estimation, namely

$$\hat{U}^{(0)} = \frac{\sum_{t \in D(s)} w_{s,t} U(t)}{\sum_{t \in D(s)} w_{s,t}} \quad \text{(A2)}$$
Then, \( \| U - U(t) \|^p = \| U - U(t) \|^2 \cdot \| U - U(t) \|^{p-2} \) can be set for each iteration \( k \geq 1 \) and \( \| U - U(t) \|^2 \cdot \| U^{(k-1)} - U(t) \|^{p-2} \) is used to approximate the next iteration with the current estimation. Thus, Equation (4) can be written in the form of an alternative least squares problem:

\[
Q^{(k)} = \arg \min_{U} \sum_{t \in D(s)} w_{s,t} \left( \frac{\| U^{(k-1)} - U(t) \|^2 + \epsilon^{(k)}}{\| U^{(k-1)} - U(t) \|^2} \right)^{p/2} 
\]

where \( \epsilon^{(k)} > 0 \) is used to prevent division by zero, and \( \mu^{(k)} = \left( \| U^{(k-1)} - U(t) \|^2 + \epsilon^{(k)} \right)^{p/2-1} \).

The IRLS algorithm with NLM initialization provides the solution of \( \ell^p \) regression in NLPR processing and finds the most appropriate estimated PA signals, especially in the non-convex region \( 0 < p < 1 \). In contrast to the basic NLM algorithm, the denoising performance on spectral absorption peak fidelity and background noise suppression can be greatly improved with decreasing \( p \) by virtue of NLPR algorithm under large smoothness. It was found that taking EPI values in the range \( (0.95,1) \) optimizes the subtle balancing act of maximizing spectral smoothing with minimum loss of useful optical absorption information.
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