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Abstract. We investigate the existence of positive solutions for a class of Minkowski-curvature equations with indefinite weight and nonlinear term having superlinear growth at zero and super-exponential growth at infinity. As an example, for the equation

$$\left(\frac{u'}{\sqrt{1 - (u')^2}}\right)' + a(t)\left(e^{u^p} - 1\right) = 0,$$

where \(p > 1\) and \(a(t)\) is a sign-changing function satisfying the mean-value condition \(\int_0^T a(t)\, dt < 0\), we prove the existence of a positive solution for both periodic and Neumann boundary conditions. The proof relies on a topological degree technique.
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1. Introduction

In this paper, we are concerned with the existence of positive \(T\)-periodic solutions to the differential equation

$$\left(\frac{u'}{\sqrt{1 - (u')^2}}\right)' + a(t)g(u) = 0,$$  \(1.1\)

where \(a: \mathbb{R} \to \mathbb{R}\) is a sign-changing \(T\)-periodic function and \(g: \mathbb{R} \to \mathbb{R}\) is a continuous function vanishing only at \(u = 0\).
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As is well-known, equation (1.1) can be meant as a one-dimensional version of the mean curvature equation in the Lorentz–Minkowski space: in recent years, the solvability of the associated boundary value problems has raised a lot of interests, both in the ODE and in the PDE setting (see, for instance, [2, 4, 5, 8, 12, 14, 15, 16, 21, 26, 31] and the references therein). On the other hand, the specific choice for the nonlinear term made in equation (1.1) casts it into the family of nonlinear problems with indefinite weight, a quite popular topic in Nonlinear Analysis since the pioneering papers [1, 3, 7, 13, 20]. In the case of linear differential operators, the bibliography about indefinite weight problems is nowadays very wide (we refer to [18, 22, 30] for an extensive list of references); more recently, the case of mean curvature equations, both in Euclidean and Minkowski space, has been considered as well (see, among others, [6, 10, 9, 23, 24, 29]).

On this line of research, our present investigation is mainly motivated by some results obtained in [10]. In particular, in [10, Theorem 1.1], it was proved that the parameter-dependent equation

$$\left(\frac{u'}{\sqrt{1-(u')^2}}\right)' + \lambda a(t)u^p = 0,$$

where \(p > 1\) and \(a(t)\) satisfies (besides some technical assumptions) the mean-value condition \(\int_0^T a(t) \, dt < 0\), has at least two positive \(T\)-periodic solutions if the parameter \(\lambda\) is positive and large enough (say, \(\lambda > \lambda^*\)) and no positive \(T\)-periodic solutions if \(\lambda\) is positive and sufficiently small (say, \(\lambda \in (0, \lambda_*]\), with \(\lambda_* \leq \lambda^*\)). An analogous result for the Neumann boundary value problem was established in [9]. Incidentally, let us recall that the condition \(\int_0^T a(t) \, dt < 0\) is actually necessary for the existence of a positive solution of (1.2) with periodic or Neumann boundary conditions, as it can be easily checked by dividing the equation by \(u^p\) and integrating by parts.

Actually, more general versions of these results are valid for the equation

$$\left(\frac{u'}{\sqrt{1-(u')^2}}\right)' + \lambda a(t)g(u) = 0,$$

with the same assumptions on \(a(t)\) and suitable hypotheses on \(g(u)\) at zero (always requiring a superlinear growth, that is \(g(u)/u \rightarrow 0\) as \(u \rightarrow 0^+\)) and at infinity. In particular, according to [10, Theorem 3.2], non-existence of solutions to (1.3) for \(\lambda\) small can be ensured when \(g(u)\) is continuously differentiable and

$$\limsup_{u \rightarrow +\infty} \frac{|g'(u)|}{(g(u))^\eta} < +\infty, \quad \text{for some } \eta \in [0, 1[.\quad (1.4)$$

Notice that the above condition implies that the growth of \(g(u)\) at infinity is at most of power-type (precisely, \(g(u) = O(u^{1-\eta})\) for \(u \rightarrow +\infty\)).

This solvability picture is in sharp contrast with the one of the semilinear indefinite equation

$$u'' + \lambda a(t)g(u) = 0.$$  (1.5)
Indeed, when \( g(u) = u^p \) with \( p > 1 \) and, more in general, for a large class of functions \( g(u) \) having superlinear growth both at zero and at infinity (namely, \( g(u)/u \to 0 \) as \( u \to 0^+ \) and \( g(u)/u \to +\infty \) as \( u \to +\infty \)), only one positive \( T \)-periodic solution to (1.5) can be provided, but no assumptions on the parameter \( \lambda \) are needed (see, for instance, [19], as a counterpart of classical results in the PDE setting [1, 7]).

This essentially different behavior is, of course, a consequence of the nonlinear character of the Minkowski-curvature differential operator. Roughly speaking, it turns out that, in a Minkowski-curvature equation, the differential operator is predominant in dictating the behavior of large solutions. As a consequence, the role of the behavior of \( g(u) \) at infinity becomes more subtle and, in particular, a power-type growth at infinity of \( g(u) \) is no more sufficient to ensure solvability of equation (1.3) without assumptions on the parameter \( \lambda \). This point of view is indeed confirmed by the fact that a two-solution theorem for \( \lambda \) large, as well as non-existence for \( \lambda \) small, can be proved for the semilinear equation (1.5) when \( g(u) \) is a so-called super-sublinear function, meaning that \( g(u)/u \to 0 \) for both \( u \to 0^+ \) and \( u \to +\infty \) (cf. [11]).

The above discussion seems to suggest the rather unexpected conjecture that, while keeping the same assumptions for \( g(u) \) near zero, a stronger growth of \( g(u) \) at infinity could instead ensure the solvability, for any \( \lambda > 0 \), of equation (1.3) (written, from now on, simply as (1.1), since the parameter \( \lambda \) does not play a role). Notice that, in any case, the growth of \( g(u) \) at infinity should be so rapid as to violate condition (1.4): indeed, as already observed, in such a situation a non-existence result is valid.

The aim of the present paper is to provide a positive answer to this conjecture, by showing that an existence result can be established for a class of functions \( g(u) \) with the property of growing at infinity more than their primitives, and thus exhibiting a “super-exponential” growth. The general statement will be given in Section 2; by now, we just present it for the model example

\[
\left( \frac{u'}{\sqrt{1 - (u')^2}} \right)' + a(t) \left( e^{u^p} - 1 \right) = 0, \tag{1.6}
\]

where \( p > 1 \) (notice that \( e^{u^p} - 1 \sim u^p \) for \( u \to 0^+ \)). In such a situation, the following theorem holds true.

**Theorem 1.1.** Let \( a : \mathbb{R} \to \mathbb{R} \) be a \( T \)-periodic sign-changing continuous function, having a finite number of zeros in \([0, T]\) and satisfying the mean value condition

\[
\int_0^T a(t) \, dt < 0. \]

Then, there exists a positive \( T \)-periodic solution of (1.6).

A more general version of the above result, dealing with equation (1.1) paired with either periodic or Neumann boundary conditions, will be given in Theorem 2.1.

The proof of these results relies on a topological degree technique, following a line of research extensively developed in recent years (see [18] and the
references therein). More precisely, after having converted the boundary value problem into a fixed point equation in a Banach space $X$, a suitably defined topological degree is evaluated on both small balls and large balls centered at the origin of $X$: as a consequence of the assumptions on $g(u)$, these degrees turn out to be different, so that the existence of a solution follows by the excision property (its positivity is then recovered via a maximum principle argument). This strategy is, of course, very typical when dealing with superlinear problems associated with semilinear equations. Here, however, the homotopy argument needed for the evaluation of the degree on large balls is quite subtle, due to the the interplay between the differential operator and the super-exponential behavior of $g(u)$ at infinity. This eventually provides some insights on an unexpected dynamics of large solutions to equation (1.1) (see Remark 3.3 for more comments about this).

The paper is organized as follows. In Section 2 we state our main result (Theorem 2.1) for a general class of weights $a(t)$ and nonlinearities $g(u)$, the key super-exponential assumptions being given by condition $(g_{SE})$. Some comments on the hypotheses and some numerical simulations are also given. Section 3 contains the details of the proof.

2. Statement of the main result

In this section, we give the statement of our main result, dealing with the boundary value problem

$$\begin{cases}
\left( \frac{u'}{\sqrt{1-(u')^2}} \right)' + a(t)g(u) = 0, \\
\mathcal{B}(u) = 0,
\end{cases} \quad (2.1)$$

where the boundary operator $\mathcal{B}: C^1([0,T]) \to \mathbb{R}^2$ is either of periodic or Neumann type, that is

$$\mathcal{B}(u) = (u(T) - u(0), u'(T) - u'(0)) \quad (2.2)$$

or

$$\mathcal{B}(u) = (u'(0), u'(T)). \quad (2.3)$$

We also assume that $g: [0, +\infty] \to [0, +\infty]$ is a continuous function satisfying $(g_*)$ $g(0) = 0$ and $g(u) > 0$ for $u > 0$,

and $a: [0, T] \to \mathbb{R}$ is a measurable and essentially bounded function satisfying the following technical condition

$(a_*)$ there exists a finite number of points

$$0 = \tau_0 \leq \sigma_1 < \tau_1 < \sigma_2 < \tau_2 < \ldots < \sigma_m < \tau_m \leq \sigma_{m+1} = T$$
such that
\[ a(t) > 0, \text{ for a.e. } t \in I_i^+ = [\sigma_i, \tau_i], \text{ for } i = 1, \ldots, m, \]
\[ a(t) \leq 0, \text{ for a.e. } t \in I_i^- = [\tau_i, \sigma_{i+1}], \text{ for } i = 0, \ldots, m. \]

Observe that the above condition is certainly satisfied if \( a(t) \) has a finite number of zeros in \([0, T]\) (as assumed in Theorem 1.1). However, it also allows the presence of intervals on which \( a(t) \) vanishes: indeed, it could happen that \( a(t) \equiv 0 \) on \( I_i^- \) for some \( i \). Basically, the only situation to be prevented is an infinite number of changes of sign for \( a(t) \).

**Remark 2.1.** As well known, the boundary value problem (2.1) with the periodic boundary conditions \( u(0) = u(T), u'(0) = u'(T) \) is equivalent to the search for \( T \)-periodic solutions of the equation, with \( a(t) \) extended on the real line by \( T \)-periodicity. In view of this remark, in this situation it is not restrictive to suppose that \( \sigma_1 = 0 \) and \( \tau_m < T \), namely that in \([0, T]\) the weight is positive in a right neighborhood of \( t = 0 \) and less than or equal to zero in a left neighborhood of \( t = T \): indeed, this can always be achieved by a time-shift of the equation. This observation will be useful in Section 3, when proving the main result. \( \triangleright \)

In order to state our theorem, we further need to introduce some constants depending on the behavior of \( a(t) \) on the positivity intervals. Precisely, we define, for \( i = 1, \ldots, m \), the constant \( A_i \) as the minimum of the \( L^1 \)-norm of \( a(t) \) over all the intervals of length \((\tau_i - \sigma_i)/4 \) contained in \( I_i^+ \), that is

\[ A_i = \min \left\{ \|a\|_{L^1(t_1,t_2)} : [t_1, t_2] \subset I_i^+, t_2 - t_1 = \frac{\tau_i - \sigma_i}{4} \right\}. \quad (2.4) \]

Notice that the existence of the minimum is ensured by the continuity of the function \( A(t) = \int_0^t a(\xi) \, d\xi \) and the fact that

\[ A_i = \min_{t \in [\sigma_i + \frac{\tau_i - \sigma_i}{4}, \tau_i]} \left( A(t) - A \left( t - \frac{\tau_i - \sigma_i}{4} \right) \right). \]

Furthermore, \( A_i > 0 \), since \( a(t) > 0 \) a.e. in \( I_i^+ \) by condition \((a_*)\).

The main result of the present paper reads as follows (in condition \((g_{SE})\), the symbol \( a^- \) stands for the negative part of the weight function, that is, \( a^-(t) = -\min\{a(t), 0\} \)).

**Theorem 2.1.** Let \( a : [0, T) \to \mathbb{R} \) be a measurable and essentially bounded function satisfying \((a_*)\) and

\[(a_#) \int_0^T a(t) \, dt < 0.\]

Let \( g : [0, +\infty) \to [0, +\infty) \) be a continuous function satisfying \((g_*))\) and

\[(g_0) \lim_{u \to 0^+} \frac{g(u)}{u} = 0 \quad \text{and} \quad \lim_{\omega \to 1} \frac{g(\omega u)}{g(u)} = 1; \]
(g_\succ) \quad g \text{ is monotone non-decreasing on } [\hat{R}, +\infty[, \text{ for some } \hat{R} > 0; \\
(g_{\text{SE}}) \quad \liminf_{u \to +\infty} \frac{g(u)}{G(u)} > \left\| a^- \right\|_{L^\infty(0,T)} \min_{i=1,\ldots,m} A_i, \quad \text{where } G(u) = \int_0^u g(s) \, ds.

Then, the boundary value problem (2.1) admits at least one positive solution.

As usual, a solution to (2.1) is meant as a continuously differentiable function \( u: [0,T] \to \mathbb{R} \), such that \( |u'(t)| < 1 \) for every \( t \in [0,T] \), the map \( t \mapsto u'(t)/\sqrt{1 - (u'(t))^2} \) is absolutely continuous on \([0,T]\), the differential equation is satisfied for a.e. \( t \in [0,T] \) and \( \mathcal{B}(u) = 0 \). We say that a solution \( u(t) \) is positive if \( u(t) > 0 \) for every \( t \in [0,T] \).

Some more comments about the hypotheses on \( g(u) \) in Theorem 2.1 are now in order.

**Remark 2.2 (Condition for \( g(u) \) at zero).** Condition \((g_0)\) is the same as the one used in [10]: it requires a superlinear growth of \( g(u) \) near zero (that is, \( g(u)/u \to 0 \) as \( u \to 0^+ \)) as well as a so-called regular oscillation behavior near zero (cf. [17, 19] for more comments about this kind of assumption). A simple situation in which \((g_0)\) holds true is when \( g(u) \) has a superlinear power-type growth at zero, namely \( g(u) \sim Cu^p \) for \( u \to 0^+ \), for some \( C > 0 \) and \( p > 1 \). \(<\)

**Remark 2.3 (Condition for \( g(u) \) at infinity).** Besides the monotonicity assumption \((g_\succ)\), condition \((g_{\text{SE}})\) is the crucial hypothesis of Theorem 2.1. It implies a rapid growth for \( g(u) \) at infinity: indeed, since the ratio \( g(u)/G(u) \) is the logarithmic derivative of \( G(u) \), an integration yields

\[
G(u) \geq \alpha e^{Ku}, \quad \text{for all } u \geq R,
\]

for suitable constants \( \alpha, R > 0 \) and \( K = \left\| a^- \right\|_{L^\infty(0,T)} \min_i A_i \); and finally

\[
g(u) \geq \alpha Ke^{Ku}, \quad \text{for all } u \geq R.
\]

Hence, the growth at infinity of \( g(u) \) is at least of exponential type.

The more relevant situations in which condition \((g_{\text{SE}})\) holds true are the ones for which

\[
\lim_{u \to +\infty} \frac{g(u)}{G(u)} = +\infty.
\]

In this case, a minor variant of the above argument shows that, for every \( L > 0 \), it holds that

\[
g(u) \geq \beta_L e^{Lu}, \quad \text{for all } u \geq R_L,
\]

for suitable constants \( \beta_L, R_L > 0 \). In this case, the growth at infinity of \( g(u) \) is thus “super-exponential”.

Incidentally, let us notice that assumption \((g_{\text{SE}})\) prevents the validity of condition \((1.4)\), which, as discussed in the introduction, implies a growth of \( g(u) \) at most of power type. This is consistent with the fact that, when \((1.4)\) holds, the boundary value problem (2.1) can be non-solvable. \(<\)

Let us observe that, in view of the generalized version of L’Hôpital rule [32], assumption \((g_{\text{SE}})\) holds true whenever the following condition is satisfied:
$g'(u)$ is differentiable in a neighborhood of infinity and

$$\liminf_{u \to +\infty} \frac{g'(u)}{g(u)} > \frac{\|a^-\|_{L^\infty(0,T)}}{\min_{i=1,\ldots,m} A_i}.$$ 

In this case, the monotonicity assumption $(g_\rightarrow)$ is automatically guaranteed (since $g'(u) > 0$ for $u$ large). Hence, we can provide the following corollary of Theorem 2.1.

**Corollary 2.1.** Let $a: [0, T] \to \mathbb{R}$ be a measurable and essentially bounded function satisfying $(a_*)$ and $(a_\#)$. Let $g: [0, +\infty[ \to [0, +\infty[$ be a continuous function satisfying $(g_0)$, $(g_0)$ and $(g'_\SE)$. Then, the boundary value problem (2.1) admits at least one positive solution.

Theorem 1.1 follows directly from Corollary 2.1 indeed, it is easily checked that the function $g(u) = e^{u^p} - 1$ with $p > 1$ satisfies conditions $(g_0)$, $(g_0)$ and $(g'_\SE)$. See also Figure 1 for a numerical simulation. Another example of nonlinear term satisfying the assumptions of Corollary 2.1 is $g(u) = u^p e^{k u}$ with $p > 1$ and $k$ positive and sufficiently large (see Figure 2).

![Figure 1. Bifurcation diagram with bifurcation parameter $\lambda \in [0, 3]$ for problem (2.1) with Neumann boundary conditions, $a(t) = 1$ on $[0, 1]$ and $a(t) = -10$ on $[1, 2]$, $g(u) = g_\lambda(u) = \lambda(e^{u^2} - 1)$. We have inserted here the parameter $\lambda$ in order to stress that the existence of a positive solution can be ensured for every $\lambda > 0$. It can be proved that the solution $u_\lambda(t)$ explodes when $\lambda \to 0^+$ (cf. Remark 2.4); however, it appears from the numerical simulation that the velocity of explosion is very slow.](image-url)
Figure 2. Bifurcation diagram with bifurcation parameter $\kappa \in [0, 50]$ for problem (2.1) with Neumann boundary conditions, $a(t) = 1$ on $[0, 1]$ and $a(t) = -10$ on $[1, 2]$, $g(u) = g_{\kappa}(u) = u^2 e^{\kappa u}$. The horizontal axis is linear up to 2.5 and then smoothly switches to a logarithmic scale. In this case, $g'(u) = e^{\kappa u} (\kappa u^2 + 2u)$ so that $g'(u)/g(u) \to \kappa$ as $u \to +\infty$. Moreover, $A_1 = 1/4$ and $\|a^{-}\|_{L^\infty(0,2)} = 10$. Hence, condition $(g_{SE})^\prime$ reads as $\kappa > 40$ (it is possible to see that $g(u)/G(u) \to \kappa$ as $u \to +\infty$, as well; hence, there is no advantage in considering condition $(g_{SE})$ instead of $(g_{SE}')$). The numerical simulation, however, seems to suggest that the existence of a positive solution is ensured for a larger range of the parameter $\kappa$; moreover, multiplicity phenomena seem to appear. On the other hand, it is worth noticing that the bifurcation branch does not project on all the positive values of $\kappa$.

Remark 2.4. In the case of the parameter-dependent boundary value problem

$$
\begin{cases}
\left( \frac{u'}{\sqrt{1-(u')^2}} \right)' + \lambda a(t) g(u) = 0, \\
\mathcal{B}(u) = 0,
\end{cases}
$$

(2.7)

with $a(t)$ and $g(u)$ satisfying the assumptions of Theorem 2.1, the existence of a positive solution $u_\lambda(t)$ follows for any $\lambda > 0$. We claim that

$$
\lim_{\lambda \to 0^+} \|u_\lambda\|_{\infty} = +\infty,
$$

where $\|u_\lambda\|_{\infty} = \max_{t \in [0,T]} |u_\lambda(t)|$. Indeed, if we assume by contradiction that $\|u_\lambda\|_{\infty} \leq M$ for some $M > 0$ and $\lambda$ small, then $u_\lambda(t)$ solves problem (2.7) with the modified nonlinearity $g_M(u) = g(\min\{u, M\})$. Hence, we enter the setting of [10, Theorem 3.2], implying non-existence of solutions for $\lambda$ small enough.

Incidentally, let us also observe that the existence of a family of positive solutions $u_\lambda(t)$ for $\lambda$ large was already proved in [10, Theorem 3.3], dealing
with the periodic problem (the Neumann case can be treated as well, using the approach in [9]). By [10, Theorem 4.1], it holds that \( \|u_\lambda\|_\infty \to 0 \) as \( \lambda \to +\infty \).

3. Proof of the main result

This section is devoted to the proof of Theorem 2.1. We first present a semi-abstract result for a general class of second-order problems, which is obtained via topological degree techniques (see Section 3.1); then we apply it in our framework to prove Theorem 2.1 (see Section 3.2).

3.1. A semi-abstract result

Let us consider the boundary value problem

\[
\begin{aligned}
\left\{ \begin{array}{l}
(\varphi(u'))' + a(t)g(u) = 0, \\
\mathcal{B}(u) = 0,
\end{array} \right. \\
\end{aligned}
\]  

(3.1)

where \( \varphi : ]-1,1[ \to \mathbb{R} \) is a homeomorphism with \( \varphi(0) = 0 \) and the boundary operator \( \mathcal{B}(u) \) is of periodic or Neumann type (see (2.2) and (2.3)). Notice that problem (2.1) enters this setting with the choice

\[
\varphi(s) = \frac{s}{\sqrt{1-s^2}}.
\]  

(3.2)

In this more general context, the following result holds true.

**Lemma 3.1.** Let \( a : [0, T] \to \mathbb{R} \) be a Lebesgue integrable function satisfying \( (a_\#) \) and let \( g : [0, +\infty[ \to [0, +\infty[ \) be a continuous function satisfying \( (g_*) \). Assume that there exist \( r, R \in \mathbb{R} \) with \( 0 < r < R \) and \( v \in L^1(0, T) \) with \( v \geq 0 \) and \( v \not\equiv 0 \) such that the following properties hold.

**\( (H_1) \)** If \( \vartheta \in ]0, 1] \) and \( u(t) \) is a solution of

\[
\begin{aligned}
\left\{ \begin{array}{l}
(\varphi(u'))' + \vartheta a(t)g(u) = 0, \\
\mathcal{B}(u) = 0,
\end{array} \right. \\
\end{aligned}
\]  

(3.3)

then \( \|u\|_\infty \neq r \).

**\( (H_2) \)** If \( \alpha \geq 0 \) and \( u(t) \) is a solution of

\[
\begin{aligned}
\left\{ \begin{array}{l}
(\varphi(u'))' + a(t)g(u) + \alpha v(t) = 0, \\
\mathcal{B}(u) = 0,
\end{array} \right. \\
\end{aligned}
\]  

(3.4)

then \( \|u\|_\infty \neq R \).

**\( (H_3) \)** There exists \( \alpha_0 \geq 0 \) such that problem (3.4), with \( \alpha = \alpha_0 \), has no solutions \( u(t) \) with \( \|u\|_\infty \leq R \).

Then, there exists a solution \( u(t) \) of (3.1) with \( r < \|u\|_\infty = \max_{t \in [0, T]} u(t) < R \).

**Proof.** The proof is based on a topological degree argument and follows a scheme similar to [10, Section 2 and Appendix B] for the periodic problem and [9, Section 2] for the Neumann problem. Due to the present unified setting and for the sake of completeness, we give here a sketch of the proof.
As a first step, we introduce the \( L^1 \)-Carathéodory function
\[
f(t, u) = \begin{cases} \ a(t)g(u), & \text{if } u \geq 0, \\ -u, & \text{if } u < 0, \end{cases}
\]
and the two-parameter-dependent boundary value problem
\[
\begin{cases}
(\varphi(u'))' + \vartheta [f(t, u) + \alpha v] = 0, \\
\mathfrak{B}(u) = 0,
\end{cases}
\tag{3.5}
\]
where \( \vartheta \in [0, 1] \) and \( \alpha \geq 0 \). From the definition of \( f(t, u) \), via a maximum principle argument (cf. [10, Appendix A]), we deduce that every solution of (3.5) is non-negative.

As a second step, we reduce problem (3.5) to an equivalent fixed point problem in a Banach space \( X \), namely to a problem of the form
\[
w = \Psi_{\vartheta, \alpha} w, \quad w \in X.
\tag{3.6}
\]
The definitions of \( X \) and of the operator \( \Psi_{\vartheta, \alpha} : X \to X \) depend on the boundary conditions. More precisely, in the periodic setting, writing the differential equation in (3.5) as a system of two first-order equations and following the arguments in [10, Section 2], we can define \( \Psi_{\vartheta, \alpha} \) in \( X = C([0, T], \mathbb{R}^2) \) with \( w = (u, \varphi(u')) \).

On the other hand, for Neumann boundary conditions, we can consider the integral operator defined in [9, Section 2.1] with \( X = C([0, T]) \) and \( w = u \). We remark that the definitions of the fixed point operator \( \Psi_{\vartheta, \alpha} \) are variants of the one introduced in [25, 26].

As a third step, we observe that \( \Psi_{\vartheta, \alpha} \) is a completely continuous operator. Hence, if \( \Omega \subseteq X \) is an open set such that \( \{ w \in \Omega : w = \Psi_{\vartheta, \alpha} w \} \) is compact, we can consider the Leray–Schauder topological degree \( \deg_{LS}(\Id_X - \Psi_{\vartheta, \alpha}, \Omega) \) (notice that, since we are not assuming the boundedness of \( \Omega \), we have to rely on the extension of the degree for locally compact operators, see for instance [27, 28]).

As described in the second step, in order to find a solution of (3.1), we need to look for fixed points of \( \Psi_{1,0} \). Accordingly, thanks to the existence property of the degree, we are going to show that \( \deg_{LS}(\Id_X - \Psi_{1,0}, \Omega) \neq 0 \) for an open set \( \Omega \subseteq X \) not containing the trivial solution \( w \equiv 0 \).

We consider the sets \( \Omega_d \subseteq X \) with \( d \in \{ r, R \} \), where \( 0 < r < R \) are given in hypotheses (H1), (H2) and (H3). Depending on the boundary conditions, we have \( \Omega_d = B(0, d) \times C([0, T]) \subseteq C([0, T], \mathbb{R}^2) \) for periodic boundary conditions and \( \Omega_d = B(0, d) \subseteq C([0, T]) \) for Neumann boundary conditions, with \( B(0, d) \) the open ball centered at the origin and with radius \( d \) in the space \( C([0, T]) \).

We claim that
\[
|\deg_{LS}(\Id_X - \Psi_{1,0}, \Omega_r)| = 1. \tag{3.7}
\]
Let us consider problem (3.5) with \( \alpha = 0 \), where \( \vartheta \in [0, 1] \) is thought as a homotopic parameter. Since solutions of (3.5) are non-negative and thus solve (3.3), hypothesis (H1) ensures that the degree \( \deg_{LS}(\Id_X - \Psi_{\vartheta,0}, \Omega_r) \) is well-defined for every \( \vartheta \in [0, 1] \). If \( \vartheta = 0 \), the reduction property of the degree
A Minkowski-curvature equation with super-exponential nonlinearity

(cf. [10] Appendix B and [18] Appendix A) gives

\[ \left| \deg_{LS}(\text{Id}_X - \Psi_{0,0}, \Omega_r) \right| = \left| \deg_B(-f^\#, [-r, r]) \right|, \]

where “\( \deg_B \)” denotes the finite-dimensional Brouwer degree and

\[
 f^\#(s) = \begin{cases} 
 g(s) \int_0^T a(t) \, dt, & \text{if } s \geq 0, \\
 -s, & \text{if } s < 0.
\end{cases}
\]

By (a\#), since \( f^\#(s) < 0 \) for all \( s \neq 0 \), we deduce that

\[ \left| \deg_B(-f^\#, [-r, r]) \right| = 1. \]

By the homotopy invariance property of the degree, we have the claim.

We claim that

\[ \deg_{LS}(\text{Id}_X - \Psi_{1,0}, \Omega_R) = 0. \] (3.8)

Let us consider problem (3.5) with \( \vartheta = 1 \), where \( \alpha \geq 0 \) is thought as a homotopic parameter. Since solutions of (3.5) are non-negative and thus solve (3.4), hypothesis \((H_2)\) ensures that the degree \( \deg_{LS}(\text{Id}_X - \Psi_{1,\alpha}, \Omega_R) \) is well-defined for every \( \alpha \geq 0 \). The homotopy invariance property of the degree and hypothesis \((H_3)\) finally ensure that

\[ \deg_{LS}(\text{Id}_X - \Psi_{1,0}, \Omega_R) = \deg_{LS}(\text{Id}_X - \Psi_{1,\alpha_0}, \Omega_R) = 0. \]

The claim follows.

As a final step, from (3.7) and (3.8), by the additivity property of the degree, we infer that

\[ \deg_{LS}(\text{Id}_X - \Psi_{1,0}, \Omega_R \setminus \Omega_r) \neq 0. \]

Finally, the existence property of the degree ensures the existence of a solution \( w \in \Omega_R \setminus \Omega_r \) of (3.6) with \( \vartheta = 1 \) and \( \alpha = 0 \). Therefore, as explained in the second step, we end up with a solution \( u(t) \) of the boundary value problem (3.5) with \( \vartheta = 1 \) and \( \alpha = 0 \), satisfying \( r < \|u\|_\infty < R \); by a maximum principle argument, \( u(t) \) is non-negative and hence solves (3.1). \( \square \)

3.2. Proof of Theorem 2.1

We are going to apply Lemma 3.1 with \( \phi \) as in (3.2).

Verification of \((H_1)\). We prove that there exists \( r > 0 \) such that, for every \( \vartheta \in [0, 1] \), problem (3.3) does not have solutions with \( 0 < \| u \|_\infty \leq r \).

By contradiction, let \( (u_n(t))_n \) be a sequence of solutions of (3.3) for \( \vartheta = \vartheta_n \) satisfying \( 0 < \| u_n \|_\infty =: r_n \to 0 \). The functions

\[ v_n(t) := \frac{u_n(t)}{r_n} \]

solve

\[ \left( \frac{v'_n}{\sqrt{1 - (u'_n)^2}} \right)' + \vartheta_n a(t) q(u_n(t)) v_n = 0, \quad \mathcal{B}(v_n) = 0, \]
where \( q(u) = g(u)/u \) for \( u > 0 \) and \( q(0) = 0 \). Multiplying the above equation by \( v_n \) and integrating by parts on \([0, T]\), we obtain

\[
\int_0^T (v'_n(t))^2 \, dt \leq \int_0^T \frac{(v'_n(t))^2}{\sqrt{1 - (u'_n(t))^2}} \, dt = \vartheta_n \int_0^T a(t)q(u_n(t))(v_n(t))^2 \, dt.
\]

Since \( \|v_n\|_\infty \leq 1 \), by using the first condition in \((g_0)\), we deduce that \( \|v_n\|_{L^2(0, T)} \to 0 \). As a consequence, \( v_n(t) \to 1 \) uniformly in \( t \in [0, T] \).

On the other hand, an integration of the equation for \( u_n \) on \([0, T]\) yields

\[
0 = \int_0^T a(t)g(u_n(t)) \, dt = \int_0^T a(t)g(r_n) \, dt + \int_0^T a(t)(g(r_n v_n(t)) - g(r_n)) \, dt,
\]

so that, dividing by \( g(r_n) > 0 \),

\[
0 < -\int_0^T a(t) \, dt \leq \|a\|_{L^1(0, T)} \sup_{t \in [0, T]} \left| \frac{g(r_n v_n(t))}{g(r_n)} - 1 \right|.
\]

Since \( v_n(t) \to 1 \) uniformly, by exploiting the second condition in \((g_0)\), we conclude that the right-hand side of the above inequality tends to zero, a contradiction. Condition \((H_1)\) is thus verified and we can fix the constant \( r \).

In order to verify condition \((H_2)\), some preliminary arguments are needed. We first define, for \( i = 1, \ldots, m \), the function

\[
\gamma_i(\delta) = \min_{t \in [\sigma_i, +\delta, \tau_i]} \|a\|_{L^1(t-\delta, t)}, \quad \delta \in \left[0, \frac{\tau_i - \sigma_i}{4}\right],
\]

in such a way that \( \gamma_i((\tau_i - \sigma_i)/4) = A_i \) (cf. \([2.4]\)). An easy argument shows that \( \gamma_i \) is increasing and continuous. Therefore, from condition \((g_{SE})\) we infer the existence of \( \delta_i \in ]0, (\tau_i - \sigma_i)/4[ \) such that

\[
\liminf_{u \to +\infty} \frac{g(u)}{G(u)} > \frac{\|a\|_{L^\infty(0, T)}}{\gamma_i(\delta_i)},
\]

for every \( i = 1, \ldots, m \). Let us now fix

\[
\varepsilon \in \left[0, \frac{\tau_i - \sigma_i - 4\delta_i}{\tau_i - \sigma_i - 2\delta_i}\right]
\]

(3.9)

and define

\[
\beta_i = \varepsilon \left(\delta_i - \frac{\tau_i - \sigma_i}{2}\right) + \frac{\tau_i - \sigma_i}{2} - 2\delta_i.
\]

Notice that, in view of (3.9), it holds that \( \beta_i > 0 \). Then, we use once more condition \((g_{SE})\) to chose \( R^* > 0 \) such that the estimates

\[
-\gamma_i(\delta_i) \min_{s \in [\rho - \delta_i, \rho]} g(s) \leq \varphi(-1 + \varepsilon)
\]

(3.10)

and

\[
\frac{g(\rho - \delta_i)}{G((\rho - \delta_i) - \beta_i)} > \frac{\|a\|_{L^\infty(0, T)}}{\gamma_i(\delta_i)} - \frac{\varphi(-1 + \varepsilon)}{\gamma_i(\delta_i)G((\rho - \delta_i) - \beta_i)}
\]

(3.11)

hold for all \( \rho \geq R^* \) and \( i = 1, \ldots, m \). Notice that the above choice is possible since \( g(u) \to +\infty \) for \( u \to +\infty \) (by \((2.6)\)), \( G(u) \) is monotone increasing, and \( G(u) \to +\infty \) for \( u \to +\infty \) (by \((2.5)\)).
Finally, let \( v(t) \) be the indicator function of the set \( \bigcup_{i=1}^{m} I_i^+ \). We are going to verify conditions \((H_2)\) and \((H_3)\) for
\[
R := \max\{R^*, \hat{R}\} + 2 \max_{i=1, \ldots, m} \delta_i + T,
\]
where \( \hat{R} \) is introduced in hypothesis \((g,\gamma)\).

**Verification of \((H_2)\).** For this verification we recall the convention on the nodal behavior of \( a(t) \) made in Remark 2.1 for the periodic boundary conditions.

By contradiction, we assume that \( u(t) \) is a solution of (3.4) such that \( \|u\|_{\infty} = R \). Since \( u(t) \) is convex in the negativity intervals \( I_i^- \), we can assume that the maximum is reached in a point \( \hat{t}_i \in I_i^+ = [\sigma_i, \tau_i] \), for some \( i = 1, \ldots, m \), and that \( u'(\hat{t}_i) = 0 \). Notice that, in case of Neumann boundary conditions, the possibility that the maximum is reached for \( t = 0 \) (respectively, \( t = T \)) is excluded if \( a(t) \leq 0 \) in a right neighborhood of \( t = 0 \) (respectively, left neighborhood of \( t = T \)).

Clearly at least one of the following situations occurs
\[
\hat{t}_i \in [\sigma_i, \sigma_i + \tau_i / 2] \quad \text{or} \quad \hat{t}_i \in [\sigma_i + \tau_i / 2, \tau_i]. \tag{3.12}
\]

Our goal is to show that in the first case we have
\[
u'(t) \leq -1 + \varepsilon, \quad \text{for every} \ t \in J^+,
\]
while in the second one we have
\[
u'(t) \geq 1 - \varepsilon, \quad \text{for every} \ t \in J^-,
\]
where the intervals \( J^\pm \) are defined by
\[
J^+ = [\hat{t}_i + \delta_i, \hat{t}_i + \delta_i + T], \quad J^- = [\hat{t}_i - \delta_i - T, \hat{t}_i - \delta_i],
\]
in the case of periodic boundary conditions (we agree that the function \( u(t) \) is extended to the whole real line by \( T \)-periodicity) and by
\[
J^+ = [\hat{t}_i + \delta_i, T], \quad J^- = [0, \hat{t}_i - \delta_i],
\]
in the case of Neumann boundary conditions. Hence, both for periodic and Neumann boundary conditions a contradiction is reached. For further convenience, let us observe that, due to \( \|u'\|_{\infty} < 1 \) and the fact that the distances of \( \hat{t}_i \) from \( \sup J^+ \) or \( \inf J^- \) are less than or equal to \( \max_i \delta_i + T \), it holds that
\[
u(t) \geq \max\{R^*, \hat{R}\} + \max_{i=1, \ldots, m} \delta_i, \quad \text{for every} \ t \in J^- \cup J^+.
\]

We provide the detailed argument in the first case of (3.12). The other case can be treated in a symmetric way.

Firstly, we prove that
\[
u'(\hat{t}_i + \delta_i) \leq -1 + \varepsilon. \tag{3.16}
\]
Indeed, notice that, since $|u'(t)| < 1$ for every $t \in [0, T]$, then $u(t) \geq R - \delta_i$ for $t \in [\hat{t}_i, \hat{t}_i + \delta_i]$. An integration of the equation in such an interval then leads to

$$\varphi(u'(\hat{t}_i + \delta_i)) = \varphi(u'(\hat{t}_i)) + \int_{\hat{t}_i}^{\hat{t}_i + \delta_i} [\varphi(u'(t))]' \, dt$$

$$= -\int_{\hat{t}_i}^{\hat{t}_i + \delta_i} (a(t)g(u(t)) + \alpha v(t)) \, dt \tag{3.17}$$

$$\leq -\|a\|_{L^1(\hat{t}_i, \hat{t}_i + \delta_i)} \min_{t \in [\hat{t}_i, \hat{t}_i + \delta_i]} g(u(t))$$

$$\leq -\gamma_i(\delta_i) \min_{s \in [R - \delta_i, R]} g(s) \leq \varphi(-1 + \varepsilon),$$

where the last inequality follows from (3.10). Therefore, (3.16) follows.

From this estimate, together with the fact that $t \mapsto \varphi(u'(t))$ is monotone decreasing in $I_i^-$, we have

$$u'(t) \leq -1 + \varepsilon, \quad \text{for all } t \in [\hat{t}_i + \delta_i, \tau_i].$$

The second step consists in finding upper bounds for both $u(\tau_i)$ and $\varphi(u'(\tau_i))$. The one for $u(\tau_i)$ is easily achieved: indeed, from (3.18) and recalling that $u'(t) \leq 0$ for every $t \in [\hat{t}_i, \hat{t}_i + \delta_i]$, we immediately find that

$$u(\tau_i) = u(\hat{t}_i) + \int_{\hat{t}_i}^{\tau_i} u'(t) \, dt = R + \int_{\hat{t}_i}^{\hat{t}_i + \delta_i} u'(t) \, dt + \int_{\hat{t}_i + \delta_i}^{\tau_i} u'(t) \, dt$$

$$\leq R + (-1 + \varepsilon)(\tau_i - \hat{t}_i - \delta_i). \tag{3.19}$$

As for the estimate on $\varphi(u'(\tau_i))$, we proceed as in the proof of (3.16) to obtain

$$\varphi(u'(\tau_i)) \leq \varphi(u'(\hat{t}_i + \delta_i)) \leq -\gamma_i(\delta_i) \min_{s \in [R - \delta_i, R]} g(s) \leq -\gamma_i(\delta_i) g(R - \delta_i),$$

where the last inequality follows from $(g, \gamma)$, taking into account that $R - \delta_i \geq \hat{R}$.

Third, let us consider the subsequent interval $I_i^- = [\tau_i, \sigma_{i+1}]$ (notice that, in the case of Neumann boundary conditions, if there is no such an interval the proof is already completed; in the periodic case, instead, this possibility is excluded in view of Remark 2.1). We claim that

$$u'(t) \leq -1 + \varepsilon, \quad \text{for all } t \in [\tau_i, \sigma_{i+1}]. \tag{3.21}$$

Let $[\tau_i, t^*]$ be the maximal interval in $[\tau_i, \sigma_{i+1}]$ such that $u'(t) \leq -1 + \varepsilon$ for all $t \in [\tau_i, t^*]$. Then, using (3.19) we find

$$u(t) = u(\tau_i) + \int_{\tau_i}^{\tau_i} u'(\xi) \, d\xi$$

$$\leq R + (-1 + \varepsilon)(\tau_i - \hat{t}_i - \delta_i) + (-1 + \varepsilon)(t - \tau_i)$$

$$= R + (-1 + \varepsilon)(t - \hat{t}_i - \delta_i),$$

for all $t \in [\tau_i, t^*]$. By contradiction, suppose that $t^* < \sigma_{i+1}$. 

Then, integrating the equation (recall that $v \equiv 0$ on $I_i^{-}$) and using \((3.20)\) we obtain
\[
\varphi(-1 + \varepsilon) = \varphi(u'(t^*)) = \varphi(u'(\tau_i)) + \int_{\tau_i}^{t^*} a(t)g(u(t)) \, dt
\]
\[
\leq \varphi(u'(\tau_i)) + \|a^-\|_{L^\infty(0,T)} \int_{\tau_i}^{t^*} g(R + (-1 + \varepsilon)(t - \hat{\tau}_i - \delta_i)) \, dt
\]
\[
\leq -\gamma_i(\delta_i) g(R - \delta_i) + \|a^-\|_{L^\infty(0,T)} [G(R + (-1 + \varepsilon)(\tau_i - \hat{\tau}_i - \delta_i)) - G(R + (-1 + \varepsilon)(t^* - \hat{\tau}_i - \delta_i))]
\]
\[
\leq -\gamma_i(\delta_i) g(R - \delta_i) + \|a^-\|_{L^\infty(0,T)} G(R + (-1 + \varepsilon)(\tau_i - \hat{\tau}_i - \delta_i))
\]
\[
\leq -\gamma_i(\delta_i) g(R - \delta_i) + \|a^-\|_{L^\infty(0,T)} G((R - \delta_i) - \beta_i),
\]
where the last inequality comes from the facts that $G(u)$ is increasing and $\tau_i - \hat{\tau}_i \geq (\tau_i - \sigma_i)/2$. Then,
\[
g(R - \delta_i) \leq \|a^-\|_{L^\infty(0,T)} \frac{\varphi(-1 + \varepsilon)}{\gamma_i(\delta_i) G((R - \delta_i) - \beta_i)}, \tag{3.22}
\]
a contradiction with respect to \((3.11)\). Then, \(t^* = \sigma_{i+1}\) and \((3.21)\) is proved.

Summing up, by \((3.18)\) and \((3.21)\), we have that
\[
u'(t) \leq -1 + \varepsilon, \quad \text{for all } t \in [\hat{\tau}_i, \sigma_{i+1}].
\]

If $\sigma_{i+1} = T$ and Neumann boundary conditions are taken into account, the proof is concluded. Otherwise, we first observe that, by convexity,
\[
u'(t) \leq -1 + \varepsilon, \quad \text{for all } t \in [\sigma_{i+1}, \tau_{i+1}],
\]
(if $\sigma_{i+1} = T$ and periodic boundary conditions are considered, both the function $u(t)$ and the weight $a(t)$ are extended by $T$-periodicity). If $\tau_{i+1} = T$ and Neumann boundary conditions are taken into account, the proof is concluded. Otherwise, we claim that
\[
u'(t) \leq -1 + \varepsilon, \quad \text{for all } t \in [\tau_{i+1}, \sigma_{i+2}]. \tag{3.23}
\]
This can be proved in a similar manner as before. More precisely, we first prove that
\[
u(\tau_{i+1}) \leq R_{i+1} + (-1 + \varepsilon)(\tau_{i+1} - \hat{\tau}_{i+1} - \delta_{i+1}) \tag{3.24}
\]
and
\[
\varphi(u'(\tau_{i+1})) \leq -\gamma_{i+1}(\delta_{i+1}) g(R_{i+1} - \delta_{i+1}), \tag{3.25}
\]
where
\[
\hat{\tau}_{i+1} = \sigma_{i+1} \quad \text{and} \quad R_{i+1} = u(\hat{\tau}_{i+1}).
\]
The above estimates are analogous to \((3.19)\) and \((3.20)\), respectively, and can be proved with the very same arguments: indeed, $\hat{\tau}_{i+1}$ is the maximum point for $u(t)$ in the interval $I_{i+1}^+$ (in formula \((3.17)\), the equality is replaced by an inequality, since $u'(\hat{\tau}_{i+1}) \leq 0$) and, as a consequence of \((3.15)\), $R_{i+1} \geq \max\{\hat{R}^*, \hat{R}\} + \delta_{i+1}$. Using \((3.24)\) and \((3.25)\), the proof of \((3.23)\) can be done with the same contradiction argument as before: more precisely, we achieve estimate \((3.22)\).
with $R_{i+1}$ in place of $R$ and $i + 1$ in place of $i$, thus contradicting (3.11) since $R_{i+1} \geq R^*$.

Arguing in an iterative way (3.13) can be established and the proof of $(H_2)$ is thus completed.

**Verification of $(H_3)$**. Let
\[ \alpha_0 > \frac{\|a\|_{L^1(0,T)} \max_{s \in [0,R]} g(s)}{\|v\|_{L^1(0,T)}}. \]
Looking for solution of (3.4) with $\|u\|_\infty \leq R$, we integrate equation (3.4) on $[0,T]$ and pass to the absolute value, thus obtaining
\[ \alpha \|v\|_{L^1(0,T)} \leq \|a\|_{L^1(0,T)} \max_{s \in [0,R]} g(s). \]
It is clear that for $\alpha \geq \alpha_0$ such solutions do not exist.

**Conclusion of the proof.** By applying Lemma 3.1 we obtain a solution of problem (2.1). A direct application of a strong maximum principle (see, for instance, [10, Theorem A.2]) ensures that the solution is positive. The proof of Theorem 2.1 is thus completed. □

**Remark 3.1.** The arguments used in the verification of hypothesis $(H_2)$ show, in particular, that a quite unexpected property of the differential equation (2.1) holds true: roughly speaking, its “large solutions” have a \( \wedge \)-shaped graph, with slope approaching the values $\pm 1$ (indeed, (3.13) and (3.14) can be obtained for arbitrarily small values of $\varepsilon > 0$, up to choosing the maximum value sufficiently large). This is the key point of the proof, and it is of course a consequence of assumption $(g_{SE})$: we refer to Figure 3 for a graphical explanation and more comments about this. It is interesting to point out that, for the semilinear equation (1.5) with superlinear growth of $g(u)$ at infinity, condition $(H_2)$ is also true (compare with condition $(HR)$ in [19, Theorem 2.1]). However, the proof of its validity relies on very different arguments, namely, a Sturm comparison technique involving only the equation on the positivity intervals (cf. [19, Lemma 6.2]). On the contrary, here the crucial estimate has to be achieved in the negativity intervals (compare again with Figure 3). Hence, even if Theorem 2.1 can be interpreted as a Minkowski-curvature analogue of more classical results for semilinear indefinite equations with superlinear nonlinearities, the dynamics of the corresponding differential equations is drastically different. △

**Remark 3.2.** It is worth noticing that, arguing as in [10, Lemma 3.4], it is possible to verify condition $(H_1)$ also when condition $(g_0)$ is replaced by the assumption that $g(u)$ is continuously differentiable in a right neighborhood of $u = 0$ and $g'(0) = 0$. Moreover, looking more deeply into the whole proof, one can observe that it is not necessary that $a(t)$ is essentially bounded in the whole interval $[0,T]$: it is sufficient that $a \in L^1(0,T) \cap L^\infty (\bigcup_{i=1}^n I^-_i)$. Furthermore, concerning the monotonicity condition $(g_r)$, we notice that it is assumed only for simplicity in the exposition, indeed Theorem 2.1 holds true also when $(g_r)$ is replaced by the following weaker assumption:
Figure 3. The figure shows the graphs of the solutions of the Cauchy problem \((u(0), u'(0)) = (R, 0)\) associated with the equation in (2.1) with \(a(t) = 1\) on \([-1, 1]\), \(a(t) = -10\) on \([-2, -1] \cup [1, 2]\) and \(g(u) = e^{u^2} - 1\) (on the left) and \(g(u) = u^2\) (on the right). The solutions satisfying Neumann boundary conditions (one on the left, and two on the right) are painted in red. In both cases, large solutions become more and more similar to affine functions with slope \(\pm 1\) (cf. [10, Section 4] where this behavior is indeed proved for the parameter-dependent equation (1.3) when \(\lambda \to +\infty\)). However, as proved in the verification of condition \((H_2)\), for the super-exponential nonlinearity \(g(u) = e^{u^2} - 1\), large solutions are decreasing (with slope close to \(-1\)) on the right of the maximum point \(t = 0\) and increasing (with slope close to \(1\)) on the left of the maximum point: therefore, their graphs are \(\wedge\)-shaped. On the contrary, for the power nonlinearity \(g(u) = u^2\), the behavior of large solutions is the same on the positivity interval \([-1, 1]\) (notice, indeed, that the proof of (3.18) only requires that \(g(u) \to +\infty\) for \(u \to +\infty\)), but further changes of monotonicity, with slopes suddenly passing from \(-1\) to \(1\) and vice versa, can arise in the negativity intervals.

- there exist \(M \in ]0, 1]\) and \(\hat{R} > 0\) such that \(g(t) \geq Mg(s)\) for all \(s \geq \hat{R}\) and \(t \in [s, s + \max_i \delta_i]\).

If the above hypothesis is assumed instead of \((g, \prec)\), minimal modifications in the verification of \((H_2)\) lead to the same conclusion.
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