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Fig. 1: (a): Robots with rectangular footprints are better modeled through a combination of overlapping circles. This allows for leveraging rotational motions to fit into tight spaces. In contrast, the circular footprints prove too conservative and may force the robot to take larger detours. Our work makes trajectory optimization with multi-circle approximation more tractable. (b): Naive initialization (e.g., straight blue line) may lead the trajectory optimizer to unsafe local minima. Our batch setting allows us to run tens of hundreds of different instances of the problem in real-time, obtained by different initialization of the problem. In (c), the blue trajectories represent initialization samples drawn from a Gaussian distribution [1]. After few iterations, our batch optimizer returns a distribution of locally-optimal trajectories (green) residing in different homotopies (best cost trajectory: red)

Abstract—We present a batch trajectory optimizer that can simultaneously solve hundreds of different instances of the problem in real-time. We consider holonomic robots but relax the assumption of circular base footprint. Our main algorithmic contributions lie in: (i) improving the computational tractability of the underlying non-convex problem and (ii) leveraging batch computation to mitigate initialization bottlenecks and improve solution quality. We achieve both goals by deriving a multi-convex reformulation of the kinematics and collision avoidance constraints. We exploit these structures through an Alternating Minimization approach and show that the resulting batch operation reduces to computing just matrix-vector products that can be trivially accelerated over GPUs. We improve the state-of-the-art in three respects. First, we improve quality of navigation (success-rate, tracking) as compared to baseline approach that relies on computing a single locally optimal trajectory at each control loop. Second, we show that when initialized with trajectory samples from a Gaussian distribution, our batch optimizer outperforms state-of-the-art cross-entropy method in solution quality. Finally, our batch optimizer is several orders of magnitude faster than the conceptually simpler alternative of running different optimization instances in parallel CPU threads. Codes: https://tinyurl.com/a3b99m8

I. INTRODUCTION

Mobile robots are becoming an attractive option for autonomous object transportation in malls, hospitals, airports, etc. Our current work stems from our effort to develop a fleet of autonomous delivery robots for hospital premises. We identify two key gaps in the existing literature on optimization-based motion planning and control in this context. First, the circular footprint assumption typically made for mobile robots becomes too conservative in object transportation set-up. For example, even if the base footprint of the robot is circular when an external object (e.g., racks in warehouses) is mounted on it, the footprint invariably takes an elongated rectangular shape. A straightforward workaround is to approximate the footprint through a combination of circles [2] (see Fig. 1(a)). However, this dramatically increases the number of collision avoidance constraints making trajectory optimization more challenging as even the state-of-the-art interior-point optimizers scale cubically with the number of constraints.

The second challenge stems from the critical reliance of trajectory optimizer on initialization (see Fig. 1(b)). A poor initialization invariably compromises the collision avoidance behavior. We note that it is particularly challenging to develop good initialization in environments (e.g., hospitals) densely cluttered with dynamic obstacles whose trajectory can change rapidly.

Our work addresses both the challenges discussed above, and we summarize our key contributions below.

Algorithmic: We present a linearization-free multi-convex approximation of the collision-avoidance, velocity, and ac-
celeration constraints that results in an optimizer scaling linearly with the number of obstacles and circles used to approximate the rectangular footprint of the robot. Moreover, the optimizer can iterate over several instances of the problem in parallel (a.k.a. the batch-setting). We show that we can leverage the batch operation to run the optimizer from different initialization in parallel, obtaining solutions in different homotopies and mitigating local minima traps.

**State-of-the-art Performance:** We are not aware of any approach that can solve hundreds of different instances of non-convex trajectory optimization problems in parallel. Our work is a first such attempt in this direction. As we show later, the simpler alternative of running different instances on parallel CPU threads is not scalable to large batch sizes. We perform extensive simulations in Model Predictive Control (MPC) setting and show that our batch optimizer is crucial for navigating highly cluttered and dynamic environments with tens of moving obstacles. More concretely, our batch MPC dramatically improves the success rate and solution quality compared to the baseline approach that computes only a single locally optimal trajectory at each control loop. We also benchmark our batch optimizer against the state-of-the-art Cross-Entropy Method (CEM) [3], [4] that can also search over different local minima. Our approach achieves a higher success rate of collision avoidance and better trajectory-tracking than CEM.

**II. PROBLEM FORMULATION AND RELATED WORKS**

**A. Symbols and Notations**

Small case regular and bold font letters represent scalars and vectors, respectively. Matrices have upper case bold fonts. \( \mathbb{R}^q \) denotes the \( q \)-dimensional Euclidean space. Superscript \( T \) shows the transpose of vectors and matrices, while \( t \) represents the time stamp. The left superscript \( k \) and subscript \( l \) denote our trajectory optimizer’s iteration and batch index. The main symbols are summarized in Table I while the rest will be defined in their first place of use.

**B. Batch Trajectory Optimization for Rectangular Holonomic Robots**

We are interested in solving \( l \) trajectory optimizations in parallel each of which has the following form.

\[
\begin{align*}
\min_{x_l(t), y_l(t), \psi_l(t)} & \sum_t \left( \ddot{x}_l(t) + \ddot{y}_l(t) + \ddot{\psi}_l(t) \left( t \right) \right), \\
\left( x_l(t), y_l(t), \psi_l(t) \right) & \in \mathcal{C}_b, \\
\ddot{x}_l(t) + \ddot{y}_l(t) & \leq v_{max}, \\
\frac{(x_l(t) + rt \cos \psi_l(t) - x_j(t))^2}{\alpha^2} + \frac{(y_l(t) - y_j(t))^2}{b^2} & \leq 0, \forall t, i, j, l
\end{align*}
\]

Our cost function \( (1a) \) minimizes the sum of squared linear and angular accelerations at different time instants. Constraint \( (1b) \) enforces the boundary constraints on the linear and angular positions and their derivatives. **Note that every problem in the batch has the same boundary conditions.** Inequality \( (1c) \) represents the bounds on the total velocity and acceleration. Inequality \( (1d) \) is the standard collision avoidance model wherein a rectangular footprint is approximated through a combination of overlapping circles (see Fig. (a)) [5], [6]. The \( r_i \)’s locates the center of the circle in the robot’s local frame. The obstacle’s locations are given by \( x_j(t), y_j(t) \) and they are assumed to be axis-aligned ellipses with dimensions \((a, b)\).

**Existing Works:** Suppose \( r_i = 0 \), i.e., we approximate the footprint of the robot through a single circle. In that case, the optimization has a special form that can be solved efficiently through a technique called convex-concave procedure (CCP) [7]. In comparison, the multi-circle approximation is devoid of such structures due to the presence of orientation variables in \( (1d) \). As a result, one needs to adopt techniques like sequential quadratic programming (SQP) [6], [8] accessed via frameworks like ACADO [9]. In the context of reactive one-step planning, works like [2], [10] have shown good results for navigating rectangular robots in dynamic environments. However, this setting is slightly orthogonal to our multi-step trajectory optimization set-up that performs planning over long horizons (around 30s).

**Connections to Sampling Based Trajectory Optimization:** Local optimization techniques like CCP, SQP rely heavily on the quality of initialization. One way to mitigate this is to use derivative-free sampling-based optimal control [11]. CEM [3], [4] is one such method and has recently been combined with local minimizers like gradient-descent [12]. Authors in [11] showed that their niche trajectory sampling coupled with gradient-descent could lead to solutions in different homotopies. Our algorithm leads to a similar result but with a very different process. We sample trajectories from the Gaussian distribution proposed in [1] but only once and then initialize a powerful multi-convex local minimizer from those samples.

**Note:** Unlike [13], [14], works like [11], [12] and ours do not explicitly search for solutions in different homotopy but rely on stochastic sampling to achieve that.

**Challenges in Batch Optimization:** Recently, there has been a strong interest in solving several instances of convex quadratic programming (QP) in parallel [15], [16]. The core innovation in [15] lies in rewriting the underlying matrix-algebra such that matrices that do not change with the batch index can be isolated, and their factorization can be pre-stored. Our work achieves a similar structure but for a much more challenging constrained non-convex problem. **Note:** Gradient-descent can be trivially batched but it performed poorly on \( (1a)-(1d) \) in our experiments.
A. Main Idea

Consider the following \( l \) equality-constrained QP problems with a special structure that only the vector \( \mathbf{q}_i \) varies across the problem instances.

\[
\min \left( \frac{1}{2} \mathbf{q}_i^T \mathbf{Q} \mathbf{q}_i + \mathbf{q}_i^T \mathbf{z}_i \right), \quad \text{st: } \mathbf{X} \mathbf{q}_i = \mathbf{b}
\]

(2)

The \( l^{th} \) optimization problem (2) can be reduced to a set of linear equations as

\[
\begin{bmatrix} \mathbf{Q} & \mathbf{X} \end{bmatrix} \begin{bmatrix} \mathbf{\xi}_1 \\ \vdots \\ \mathbf{\xi}_l \end{bmatrix} = \begin{bmatrix} \mathbf{q}_1 \\ \vdots \\ \mathbf{q}_l \end{bmatrix}
\]

(3)

Where \( \mathbf{\mu}_1 \) is dual optimization variable. Since the matrix in (3) is constant for different batch instances, and also all batches are independent of each other, we can compute solution across all the batches in one-shot as follows:

\[
\begin{bmatrix} \mathbf{\xi}_1 \\ \vdots \\ \mathbf{\xi}_l \end{bmatrix} = \begin{bmatrix} \mathbf{Q} & \mathbf{X} \end{bmatrix}^{-1} \begin{bmatrix} \mathbf{q}_1 \\ \vdots \\ \mathbf{q}_l \end{bmatrix}
\]

(4)

where, \( | \) implies that the columns are stacked horizontally. Our main innovation lies in reformulating the non-convex optimization [13] into a form where the most intensive computations have the same structure as [2] (see [17] and discussions around it).

B. Reformulating Constraints

We extend the polar representation of collision avoidance constraint from [17], [18] to a rectangular robot modeled via overlapping circles. Our collision avoidance model has the form \( \mathbf{f}_c = \mathbf{0} \), where

\[
\forall t, i, j, l \quad \mathbf{f}_c(x(t), y(t), \psi(t)) = \begin{cases} x(t) + r_i \cos \psi(t) - x_j(t) - a_{d,l}(t) \cos \alpha_{d,l}(t), \\ y(t) + r_i \sin \psi(t) - y_j(t) - b_{d,l}(t) \sin \alpha_{d,l}(t) \end{cases}, \quad d_{d,l}(t) \geq 1
\]

(5)

where \( d_{d,l}(t) \), \( \alpha_{d,l}(t) \) are the line-of-sight distance and angle between the \( i^{th} \) circle of the robot and \( j^{th} \) obstacle.

Following a similar approach, we reformulate velocity and acceleration bounds in the form \( \mathbf{f}_v = \mathbf{0} \) and \( \mathbf{f}_a = \mathbf{0} \), where

\[
\begin{align*}
\mathbf{f}_v &= \begin{bmatrix} \dot{x}(t) - d_v(t) v_{max} \cos \alpha_v(t) \\ \dot{y}(t) - d_v(t) v_{max} \sin \alpha_v(t) \end{bmatrix}, \quad d_v(t) \geq 1 \quad \forall t, l \\
\mathbf{f}_a &= \begin{bmatrix} \ddot{x}(t) - d_a(t) a_{max} \cos \alpha_a(t) \\ \ddot{y}(t) - d_a(t) a_{max} \sin \alpha_a(t) \end{bmatrix}, \quad d_a(t) \geq 1 \quad \forall t, l
\end{align*}
\]

(6a) (6b)

Remark 1. Our collision avoidance model [3] is convex in the space of \( (x(t), y(t), \cos \psi(t), \sin \psi(t)) \).

Note that the convexity is with respect to the sine and cosine of \( \psi(t) \) and not the angle itself.

C. Proposed Reformulated Problem

The insights from Remark 1 forms the basis of our reformulated trajectory optimization problem. We introduce two slack variables \( c(t), s(t) \) that acts as the copy for \( \cos \psi(t) \) and \( \sin \psi(t) \). Our main trick is to treat \( c(t) \) and \( s(t) \) as independent variables and somehow ensure that when the optimization converges, they indeed resemble the cosine and sine of \( \psi(t) \). To this end, we present the following optimization problem that acts as a substitute for (1a) - (1d).

\[
\min \sum_{t} \left( \dot{x}_t^2(t) + \dot{y}_t^2(t) + \psi_t^2(t) \right)
\]

(7a)

\[
\forall t, \mathbf{f}_c(t), c(t), s(t), d_\psi(t), d_\alpha(t), \alpha_\psi(t), \alpha_\alpha(t), \alpha_\psi(t), \alpha_\alpha(t), \alpha_\psi(t)
\]

(7b) (7c) (7d) (7e) (7f) (7g) (7h)

Note how \( c(t), s(t) \) replaces \( \cos \psi(t), \sin \psi(t) \) in the collision avoidance model. The above optimization is defined in terms of time dependent functions. We convert it into a finite-dimensional form by parametrizing some of the time dependent variables in the following form.

\[
\begin{bmatrix} x(t_1) \\ \vdots \\ x(t_n) \end{bmatrix} = \mathbf{P} \begin{bmatrix} c_1(t_1) \\ \vdots \\ c_1(t_n) \end{bmatrix} = \mathbf{P} \begin{bmatrix} s_1(t_1) \\ \vdots \\ s_1(t_n) \end{bmatrix} = \mathbf{P} \begin{bmatrix} \xi_{i_1} \\ \vdots \\ \xi_{i_1} \end{bmatrix}
\]

(8)

where, \( \mathbf{c}_{x,t}, \mathbf{c}_{l,t} \) and \( \mathbf{s}_{x,t} \) are the coefficients of the polynomials and \( \mathbf{P} \) is matrix formed with time-dependent basis functions (e.g polynomials). We consider similar expressions for \( y(t) \) and \( \psi(t) \) as well in terms of coefficients \( \mathbf{c}_{y,t} \) and \( \mathbf{c}_{\psi,t} \), respectively. Note that the derivatives of the variables also are parametrized in a similar way using matrices \( \mathbf{P}, \mathbf{P} \).

Using (8), we obtain the following finite-dimensional representation of (7a) - (7h).

\[
\begin{bmatrix} x(t_1) \\ \vdots \\ x(t_n) \end{bmatrix} = \mathbf{P} \begin{bmatrix} \xi_{i_1} \\ \vdots \\ \xi_{i_1} \end{bmatrix} = \mathbf{P} \begin{bmatrix} \xi_{i_1} \\ \vdots \\ \xi_{i_1} \end{bmatrix} = \mathbf{P} \begin{bmatrix} \xi_{i_1} \\ \vdots \\ \xi_{i_1} \end{bmatrix}
\]

(9a)

(9b)

(9c)

(9d)

Where, \( \xi_{i_1} = \begin{bmatrix} \mathbf{c}_{x,t}, \mathbf{c}_{l,t} \end{bmatrix}, \xi_{i_2} = \begin{bmatrix} \mathbf{c}_{y,t}, \mathbf{c}_{\psi,t} \end{bmatrix}, \xi_{i_3} = \begin{bmatrix} \mathbf{c}_{\alpha,t}, \mathbf{c}_{\beta,t} \end{bmatrix}, \xi_{i_4} = \begin{bmatrix} \mathbf{d}_{i,t}, \mathbf{d}_{j,t}, \mathbf{d}_{k,t} \end{bmatrix} \) are optimization variables to be obtained. The matrix \( \mathbf{A} \) are obtained by stacking the first and last rows of \( \mathbf{P} \) matrix and its derivatives. For details refer to [18]. The matrix \( \mathbf{Q} \) is a block-diagonal stacking of \( \mathbf{P}^T \). The matrix \( \mathbf{F} \) and vector \( \mathbf{g} \) are obtained by rewriting constraints [7c] - [7f] in the following manner.

\[
\begin{bmatrix} \mathbf{A}_v \\ \mathbf{A}_a \\ \mathbf{A}_{ob} \\ \mathbf{0} \end{bmatrix} = \begin{bmatrix} \mathbf{c}_{x,t} \\ \mathbf{c}_{l,t} \\ \mathbf{c}_{y,t} \\ \mathbf{c}_{\psi,t} \end{bmatrix}, \quad \mathbf{0} = \begin{bmatrix} \mathbf{d}_{i,t} \cos(\mathbf{c}_{\alpha,t}) \\ \mathbf{d}_{i,t} \sin(\mathbf{c}_{\alpha,t}) \end{bmatrix}, \quad \mathbf{d}_{i,t} \cos(\mathbf{c}_{\alpha,t})
\]

(10)

where,

\[
\mathbf{A}_v = \begin{bmatrix} \mathbf{P} & \mathbf{0} \end{bmatrix}_{q \times 2n_v}, \quad \mathbf{A}_a = \begin{bmatrix} \mathbf{P} & \mathbf{0} \end{bmatrix}_{q \times 2n_v}
\]
and \( \mathbf{d}_{i,j,l}, \alpha_{i,j,l}, \alpha_{a,l} \) and \( \alpha_{ij,l} \) are constructed by stacking \( \mathbf{d}_{i,j,l}(t), \mathbf{d}_{i,j,l}(t), \alpha_{i,j,l}(t), \alpha_{a,l}(t) \) and \( \alpha_{ij,l}(t) \) at different time instances. Similar derivation is used for generating \( \mathbf{x}_j, \mathbf{y}_j \) and \( \psi_l \) as well.

**Relaxation:** Till now it is not apparent how our proposed reformulation \((9a) - (9d)\) provides any computational gain over \((1a) - (1d)\). To make the distinction more explicit, one more layer of simplification is required: we relax the non-convex equality constraints \((9c)\) as \(2\) penalities.

\[
\min_{\xi_{1,l},\xi_{2,l},\xi_{3,l}} \left( \frac{1}{2} \xi_{1,l}^T Q \xi_{1,l} + \frac{1}{2} \xi_{2,l}^T P^T P \xi_{2,l} - \langle \lambda_l, \xi_{1,l} \rangle - \langle \lambda_{\psi,l}, \xi_{2,l} \rangle + \frac{\rho}{2} \left\| \mathbf{F} \xi_{1,l} - \mathbf{g}(\xi_{2,l};\xi_{3,l};\xi_{4,l}) \right\|^2 \right) \tag{12}
\]

The vectors \( \lambda_l \) and \( \lambda_{\psi,l} \) are known as the Lagrange multipliers, and are crucial for ensuring that the \( 2 \) penalities of the equality constraints are driven to zero.

**Remark 2.** For a given \( \xi_{2,l} \) and \( \xi_{3,l} \) \((12)\) is convex in the space of \( \xi_{1,l} \) and \( \xi_{4,l} \).

**Remark 3.** For a given \( \xi_{1,l}, \xi_{4,l} \) \((12)\) is non-convex in the space of \( \xi_{2,l} \) but it can be replaced with a convex surrogate from \([5]\).

**Remark 4.** For a given \( \xi_{1,l}, \xi_{4,l} \) and \( \xi_{2,l} \) \((12)\) is solvable in closed form for \( \xi_{3,l} \).

Remark \((2)\) summarizes the multi-convex structure mentioned in the previous section.

**D. Solution By Alternating Minimization**

We minimize \((12)\) subject to \((9a)\) through an Alternating Minimization (AM) \([19]\), wherein at each iteration, only one among \( (\xi_{1,l},\xi_{2,l},\xi_{3,l},\xi_{4,l}) \) is minimized while the rest are held fixed at values obtained at previous iteration or the previous step of the current iteration. This is summarized in steps:

1) Initializing \( k+1 \xi_{2,l}, k+1 \xi_{3,l} \) and \( k+1 \xi_{4,l} \) values.

2) Computing \( k+1 \xi_{1,l} \): Using AM, \((12)\) with respect to \( \xi_{1,l} \) can be rewritten as the following manner:

\[
k+1 \xi_{1,l} = \min_{\xi_{1,l}} \left( \frac{1}{2} \xi_{1,l}^T Q \xi_{1,l} - \langle \lambda_l, \xi_{1,l} \rangle \right) + \frac{\rho}{2} \left\| \mathbf{F} \xi_{1,l} - \mathbf{g}(\xi_{2,l};\xi_{3,l};\xi_{4,l}) \right\|^2 \tag{13}
\]

3) Computing \( k+1 \xi_{2,l} \): Considering updated \( k+1 \xi_{1,l} \), we aim to solve \((12)\) with respect to \( \xi_{2,l} \). Thus, we have

\[
k+1 \xi_{2,l} = \min_{\xi_{2,l}} \left( \frac{1}{2} \xi_{2,l}^T P^T P \xi_{2,l} - \langle \lambda_{\psi,l}, \xi_{2,l} \rangle \right) + \frac{\rho}{2} \left\| \mathbf{F} \xi_{1,l} - \mathbf{g}(\xi_{2,l};\xi_{3,l};\xi_{4,l}) \right\|^2 \tag{14}
\]

4) Computing \( k+1 \xi_{3,l} \): The optimization problem with respect to \( \xi_{3,l} \) is rephrased as:

\[
k+1 \xi_{3,l} = \min_{\xi_{3,l}} \left( \frac{\rho}{2} \left\| \mathbf{F} \xi_{1,l} - \mathbf{g}(\xi_{2,l};\xi_{3,l};\xi_{4,l}) \right\|^2 \right) \tag{15}
\]

Letting \( k+1 \xi_{4,l} \) be an equality constraint, the optimization problem \((12)\) is written with respect to \( k+1 \xi_{4,l} \) as:

\[
k+1 \xi_{4,l} = \min_{\xi_{4,l}} \left( \frac{\rho}{2} \right) \tag{16}
\]

6) Updating Lagrange multipliers \( k+1 \lambda_l \) and \( k+1 \lambda_{\psi,l} \):

**E. Analysis and Batch Solution**

**Analysing \( k+1 \xi_{1,l} \):** Optimization problem \((13)\) is an equality constrainedQP problem with same structure as \((2)\) where

\[
\overline{Q} = Q + \rho \mathbf{F} \mathbf{F}^T, \quad \overline{\mathbf{g}} = -k \mathbf{\lambda}_l - (\rho \mathbf{F} \mathbf{g}(\xi_{2,l};\xi_{3,l};\xi_{4,l}))^T \tag{17}
\]

Thus solution of \((13)\) over all the batches can be computed in one-shot using \((4)\).

**Analysing \( k+1 \xi_{2,l} \):** By using \( k+1 \xi_{1,l} \) obtained in previous step, the optimization problem \((14)\) gets simplified as

\[
k+1 \xi_{2,l} = \min_{\xi_{2,l}} \left( \frac{1}{2} \xi_{2,l}^T P^T P \xi_{2,l} - \langle \lambda_{\psi,l}, \xi_{2,l} \rangle \right) + \frac{\rho}{2} \left\| \arctan \left( \frac{\xi_{2,l}}{\xi_{1,l} - \xi_{4,l}} \right) - \frac{\xi_{2,l}}{\xi_{1,l} - \xi_{4,l}} \right\|^2 \tag{18}
\]

Where, \( c_l \) and \( s_l \) are constructed by stacking \( c_l(t) \) and \( s_l(t) \) at different time instances. The second non-convex term of \((18)\) can be replaced with a convex surrogate \([5]\).

\[
k+1 \xi_{2,l} = \min_{\xi_{2,l}} \left( \frac{1}{2} \xi_{2,l}^T P^T P \xi_{2,l} - \langle \lambda_{\psi,l}, \xi_{2,l} \rangle \right) + \frac{\rho}{2} \left\| \arctan \left( \frac{\xi_{2,l}}{\xi_{1,l} - \xi_{4,l}} \right) - \frac{\xi_{2,l}}{\xi_{1,l} - \xi_{4,l}} \right\|^2 \tag{19}
\]

Optimization \((19)\) is again a convex QP of the form \((2)\) and thus its batch solution can be computed easily through \((4)\).

**Analysing \( k+1 \xi_{3,l} \):** We computed and updated \( x_l, \xi_l, y_l, \tilde{y}_l \) and \( \tilde{y}_l \) in previous steps. Now, by fixing these updated variables and \( k+1 \xi_{4,l} \), we can solve the optimization problem \((15)\). Note that \( k+1 \xi_{3,l} \) includes three different optimization variables and since each of these variables are independent, we decompose \((15)\) into three parallel problems as:

\[
\forall i,j, (k+1) \alpha_{ij,l} = \min_{\alpha_{ij,l}} \frac{\rho}{2} \left\| \alpha_{ij,l} \right\|^2 \tag{20a}
\]

\[
\forall i, (k+1) \alpha_{l} = \min_{\alpha_{l}} \frac{\rho}{2} \left\| \alpha_{l} \right\|^2 \tag{20b}
\]

\[
\forall i, (k+1) \alpha_{l} = \min_{\alpha_{l}} \frac{\rho}{2} \left\| \alpha_{l} \right\|^2 \tag{20c}
\]

Despite the non-convexity in \((20a) - (20c)\), its solution can be computed easily through some geometric reasoning. We note that each element of \( \alpha_{ij,l} \), \( \alpha_{l} \), and \( \alpha_{a,l} \) are independent of each other for a given position trajectory. Thus, \((20a)\) can be seen as a projection of \( k+1 \xi_{2,l} \) and \( k+1 \tilde{y}_l \) onto an axis-aligned ellipse centered at origin. Similarly, \((20b)\) and \((20c)\) can be seen as a projection of \((k+1)\xi_{1,l} \) and \((k+1)\tilde{y}_l \)
onto a circle centered at origin with radius $d_{e,l} \ast v_{max}$ and $d_{e,l} \ast a_{max}$ respectively. Thus, solutions of (20a)-(20c) can be expressed as

$$k+1 \alpha_{ij,l} = \arctan(2^{k+1} y_{l,t}, -2^{k+1} \bar{x}_{l,t}).$$  

$$k+1 \alpha_{e,l} = \arctan(2^{k+1} y_{l,t}, -2^{k+1} \bar{x}_{l,t}).$$  

$$k+1 \alpha_{a,l} = \arctan(2^{k+1} y_{l,t}, -2^{k+1} \bar{x}_{l,t}).$$  

(21a)

(21b)

(21c)

**Analyzing $\xi_{i_l}$:** Using updated position and heading trajectory, $k+1 \alpha_{e,l}$, $k+1 \alpha_{a,l}$, and $k+1 \alpha_{ij,l}$, (12) with respect to $\xi_{i_l}$ reduces to three parallel problems as

$$k+1 d_{e,l} = \min_{\xi_{i,l}} \left\{ \frac{\rho}{2} \left\| k+1 \bar{x}_{l,t} - \bar{d}_{e,l} \cos k+1 \alpha_{e,l} \right\|^{2} + \left\| k+1 \bar{y}_{l,t} - \bar{d}_{e,l} \sin k+1 \alpha_{e,l} \right\|^{2} \right\}$$  

$$k+1 d_{e,l} = \min_{\xi_{i,l}} \left\{ \frac{\rho}{2} \left\| k+1 \bar{x}_{l,t} - \bar{d}_{e,l} \cos k+1 \alpha_{e,l} \right\|^{2} + \left\| k+1 \bar{y}_{l,t} - \bar{d}_{e,l} \sin k+1 \alpha_{e,l} \right\|^{2} \right\}$$  

$$k+1 d_{e,l} = \min_{\xi_{i,l}} \left\{ \frac{\rho}{2} \left\| k+1 \bar{x}_{l,t} - \bar{d}_{e,l} \cos k+1 \alpha_{e,l} \right\|^{2} + \left\| k+1 \bar{y}_{l,t} - \bar{d}_{e,l} \sin k+1 \alpha_{e,l} \right\|^{2} \right\}$$  

(22a)

(22b)

(22c)

QP convex optimization (22a)-(22c) can be simplified by noting that different time instant elements of $d_{e,l}$, $d_{e,l}$ and $d_{e,l}$ are independent of each other for a given position and heading trajectory and their derivatives. Thus, these optimization problems reduce to parallel QPs each of which can be solved in symbolic form. Also, each instance in the batch is independent from one another, so all batches can be solved in parallel. As a result, (22a) optimization problem reduce to $l \ast m \ast q$ parallel single-variable QPs. Also, (22b)-(22c) reduce to $l \ast q$ parallel QPs. After solving the optimization variables in symbolic form for (22a)-(22c), we simply clip them to [0, 1] to satisfy the constraints.

**Lagrange multiplier update:** Lagrange multipliers are updated based on [20], [21] in the following manner.

$$k \lambda_{i,l} = (k \lambda_{i,l} - \rho ((F^{k+1} \xi_{i,l} - \bar{x}_{i,l}) ) \mid \bar{x}_{i,l})$$  

$$k \lambda_{e,l} = (k \lambda_{e,l} - \rho_{e} (\arctan(2^{k+1} s_{l,t}, -2^{k+1} c_{l,t}) - k \lambda_{e,l}))$$  

(23a)

(23b)

IV. VALIDATION AND BENCHMARKING

Due to lack of space, we present the qualitative results in the accompanying video.

**Implementation Details:** We used Python to prototype our optimizer and CEM using Jax [22] as our GPU accelerated linear algebra back-end. Our batch optimizer was always initialized with a Gaussian distribution proposed in [1] centered around a straight-line trajectory. We also built an MPC on top of our batch optimizer, wherein we warmed-started the Lagrange multipliers $\lambda_{i,l}, \lambda_{e,l}$ with the solution obtained at the previous control loop. We ran the MPC with a time-budget of 0.04s which was enough to perform 10 iterations our optimizer with a batch size of 1000. We used the following benchmarks for validation.

**Benchmark 1, Static Crowd:** Here we created an environment with static human crowd of size 30.

**Benchmark 2, Same Direction Flow:** In this benchmark, the human crowd is moving with a max velocity of 0.3m/s and the robot needs to overtake the human crowd while tracking a straight line trajectory with velocity of 1.0m/s.

**Benchmark 2, Opposite Direction Flow:** Here the crowd is moving with a max velocity of 1.0m/s and the robot is moving in the opposite direction tracking a straight-line trajectory with 1.0m/s desired speed.

**Metrics:** We use the following metrics for comparison with both base-line MPC and that based on CEM

- **Success-Rate:** Total evaluated problems (20) in benchmark divided by successful runs with no-collisions.
- **Tracking Error:** defined as $(x(t) - x_{des}(t))^2 + (y(t) - y_{des}(t))^2$. The desired trajectory is chosen as a straight line with a constant velocity.
- **Acceleration value used in navigation.**

**A. Importance of Multi-circle Approximation**

Table II establishes the importance of tightly approximating the footprint of the robot by multiple circles. We obtain the presented arc-length and acceleration statistics across 20 problem instances with randomly sampled obstacle configuration. Similar to Fig. 1(a), multi-circle approximation allows navigation in tight spaces and results in, on average 36% decrease in the arc-length as compared to conservative circular-disk approximation of the footprint. The worst-case improvement was even higher at 43%. The shorter arc-lengths also translated to lower accelerations with multi-circle approximation, yielding a mean improvement 65%.

**B. Comparison with Baseline MPC**

In this section, we analyze how navigation performance changes with respect to batch size. To this end, MPC that uses our optimizer with batch size one will be referred to as the baseline MPC. This is because it resembles how a typical MPC works where only a single locally optimal trajectory is computed at each control loop. In principle, any off-the-shelf MPC can be used here. We tried using ACADO [9] but we could not achieve reliable and real-time performance with 30 obstacles.

**TABLE III: Performance Metrics with Respect to Batch Size over all Benchmarks (Mean/Max/Min)**

| Batch Size | Success Rate | Tracking Error [m] | Acceleration [m/s^2] |
|------------|--------------|--------------------|---------------------|
| 1          | 0.016        | 3.19 / 4.78 / 1.69 | 0.097 / 0.29 / 0.0003 |
| 200        | 0.8         | 3.15 / 4.89 / 1.51 | 0.157 / 0.33 / 0.0006 |
| 400        | 0.833       | 3.10 / 4.77 / 1.32 | 0.139 / 0.32 / 0.0005 |
| 800        | 0.9         | 3.09 / 4.74 / 1.39 | 0.139 / 0.32 / 0.0005 |
| 1000       | 0.97        | 3.06 / 4.65 / 1.56 | 0.166 / 0.31 / 0.004 |

The results are summarized in Table III. We show the combined statistics across all the benchmarks. As shown, the baseline MPC could only achieve a meager success rate of 0.016. As the batch size increases, we can see a gradual increase in the success rate. This is one of the core-results of our work that shows the importance of batch optimization. We can also observe a small gradual decreasing trend in tracking error and linear acceleration values with batch size.
C. Comparison with CEM

We now present the most important result of our paper. Table IV shows the comparison of our batch optimizer with CEM, which is considered to be the state-of-the-art derivative-free optimizer and is also extensively used in MPC setting [23]. Importantly, CEM by construction is equipped to search over different local minima. We heavily vectorized the cost evaluation in CEM and ran it with 8k samples, which is 8 times the batch size of our optimizer. The first row of Table IV shows that our optimizer outperforms CEM in success rate. On benchmark 1, the success rate of our optimizer is 1.0, which is 15% higher than that achieved by CEM. The difference between the approaches increases marginally to 26% on benchmark 2. On benchmark 3, our batch optimizer achieves over two times better success rate than CEM.

Our batch optimizer outperforms in tracking error metric as well. On benchmark 1, our average tracking error is 43% lower. Our best-case tracking error is more than one order of magnitude less than CEM on the same benchmark. The worst-case tracking errors for both ours and CEM are comparable. As we show in the accompanying video, our batch optimizer is able to obtain collision-free trajectories that maneuver in between the obstacles. In contrast, CEM, trajectories take a large detour and are unable to catch up to the desired trajectory. The statistics of min tracking error follow from this behavior. The CEM, however, on average, uses less acceleration value than ours.

| Method       | Success-Rate | Tracking Error ($m$) | Acceleration ($m/s^2$) |
|--------------|--------------|----------------------|------------------------|
| Ours Bench.1 | 1.0          | 2.44 / 5.44 / 0.079  | 0.13 / 0.32 / 0.0      |
| Ours Bench.2 | 0.95         | 3.11 / 5.01 / 0.88   | 0.20 / 0.49 / 0.0      |
| Ours Bench.3 | 0.95         | 2.74 / 4.32 / 0.07   | 0.17 / 0.42 / 0.0      |
| CEM Bench.1  | 0.85         | 3.57 / 5.22 / 1.94   | 0.09 / 0.36 / 0.0      |
| CEM Bench.2  | 0.75         | 3.99 / 6.87 / 1.12   | 0.09 / 0.28 / 0.0      |
| CEM Bench.3  | 0.40         | 3.25 / 4.05 / 2.56   | 0.13 / 0.46 / 0.0      |

D. Computation Time Scaling

Table V validates the (sub)linear scaling of per-iteration computation time with respect to the number of circles used to approximate the rectangular footprint for a given number of obstacles. The scaling with respect to the number of obstacles also shows a similar trend. We can correlate this trend to the matrix algebra of our optimizer. A linear increase in the number of footprint circles or obstacles leads to a similar increase in the number of rows of $F$ and $g_i$ while the number of columns remains constant. Thus, the computation cost of obtaining $F^T g_i$ in [17] increases linearly. The $F^T F$ needs to be computed only once since they do not change with iteration or batch index. Similar analysis can be drawn for [14] as well. Solutions of [15]–[16] are available as symbolic formulæ whose evaluation has linear complexity with respect to the number of footprint circles and obstacles.

Table VI compares the per-iteration computation time of our vectorized batch optimizer over GPUs with multi-threaded CPU implementation. The latter’s advantage is that any off-the-shelf optimizer can be run in parallel CPU threads without changing the underlying matrix algebra. On the other hand, CPU parallelization gives rise to the case where every instantiation of the problem competes with one other for the computation resources, slowing down the eventual computation time. Our experimentation showed that a C++ version of our optimizer ran seamlessly for a batch size of 5 with a per-iteration computation time of 0.0015s. This timing is competitive with our GPU implementation. However, any further increase in the batch size led to a substantial slow down. For example, for a batch size of 6, the per-iteration CPU time jumped to 0.03s. Thus, it was more reasonable for larger batch sizes to run as sequential instantiations with mini-batches of 5. We note that a more rigorous implementation might improve the performance of multi-threaded CPU-based batch optimization. However, our current bench-marking establishes the computational benefit derived from several layers of reformulation that induced batch equality constrained QP structure in some critical steps of our optimizer and allowed for effortless GPU acceleration.

| Number of obstacles | Ours Bench.1 | Ours Bench.2 | Ours Bench.3 | CEM Bench.1 | CEM Bench.2 | CEM Bench.3 |
|---------------------|--------------|--------------|--------------|-------------|-------------|-------------|
| 1                   | 2.44 / 5.44 / 0.079 | 3.11 / 5.01 / 0.88 | 2.74 / 4.32 / 0.07 | 3.57 / 5.22 / 1.94 | 3.99 / 6.87 / 1.12 | 3.25 / 4.05 / 2.56 |
| 2                   | 0.13 / 0.32 / 0.0 | 0.20 / 0.49 / 0.0 | 0.17 / 0.42 / 0.0 | 0.09 / 0.36 / 0.0 | 0.09 / 0.28 / 0.0 | 0.13 / 0.46 / 0.0 |
| 4                   | 0.74 / 1.22 / 1.82 | 1.24 / 2.87 / 4.28 | 1.17 / 2.48 / 4.07 | 1.09 / 2.29 / 4.06 | 1.07 / 2.22 / 4.05 | 1.10 / 2.48 / 4.07 |

V. CONCLUSIONS AND FUTURE WORK

In this work, we showed for the first time how we could solve several hundred instances of a challenging non-convex trajectory optimization in parallel and in real-time. Our work has the potential of fundamentally changing how trajectory optimization or MPC are viewed and applied in the context of navigation in dynamic and cluttered environments. Instead of the established norm of computing one locally optimal trajectory, our batch optimizer paves the path for trying out several hundred random initializations of the problem in parallel to explore solutions in different homotopies and escape the local minima trap. In particular, the smooth trajectory sampling of [1] gelled particularly well with our optimizer. We showed how MPC based on our batch setting substantially improved the success rate and tracking performance in densely cluttered and dynamic environments compared to state-of-the-art CEM.

Our immediate future efforts are focused on obtaining a deeper understanding of how our batch optimizer can be coupled with sampling-based optimal control with potential applications in reinforcement learning with safety guarantees. We also aim to work on batch trajectory optimization for multiple rectangular holonomic robots.
REFERENCES

[1] M. Kalakrishnan, S. Chitta, E. Theodorou, P. Pastor, and S. Schaal, “Stomp: Stochastic trajectory optimization for motion planning,” in 2011 IEEE international conference on robotics and automation. IEEE, 2011, pp. 4569–4574.

[2] D. J. Gonon, D. Paez-Granados, and A. Billard, “Reactive navigation in crowds for non-holonomic robots with convex bounding shape,” IEEE Robotics and Automation Letters, vol. 6, no. 3, pp. 4728–4735, 2021.

[3] P.-T. De Boer, D. P. Kroese, S. Mannor, and R. Y. Rubinstein, “A tutorial on the cross-entropy method,” Annals of operations research, vol. 134, no. 1, pp. 19–67, 2005.

[4] R. Y. Rubinstein, “Optimization of computer simulation models with rare events,” European Journal of Operational Research, vol. 99, no. 1, pp. 89–112, 1997.

[5] A. K. Singh, R. R. Theerthala, M. Babu, U. K. R. Nair, and K. M. Krishna, “Bi-convex approximation of non-holonomic trajectory optimization,” in 2020 IEEE International Conference on Robotics and Automation (ICRA). IEEE, 2020, pp. 476–482.

[6] W. Schwarting, J. Alonso-Mora, L. Pauli, S. Karaman, and D. Rus, “Parallel autonomy in automated vehicles: Safe motion generation with minimal intervention,” in 2017 IEEE International Conference on Robotics and Automation (ICRA). IEEE, 2017, pp. 1928–1935.

[7] T. Lipp and S. Boyd, “Variations and extension of the convex–concave procedure,” Optimization and Engineering, vol. 17, no. 2, pp. 263–287, 2016.

[8] B. Li, Y. Zhang, Z. Shao, and N. Jia, “Simultaneous versus joint computing: A case study of multi-vehicle parking motion planning,” Journal of Computational Science, vol. 20, pp. 30–40, 2017.

[9] B. Houska, H. J. Ferreau, and M. Diehl, “Acado toolkit—an open-source framework for automatic control and dynamic optimization,” Optimal Control Applications and Methods, vol. 32, no. 3, pp. 298–312, 2011.

[10] A. Best, S. Narang, and D. Manocha, “Real-time reciprocal collision avoidance with elliptical agents,” in 2016 IEEE International Conference on Robotics and Automation (ICRA). IEEE, 2016, pp. 298–305.

[11] A. Lambert, A. Fishman, D. Fox, B. Boots, and F. Ramos, “Stein variational model predictive control,” arXiv preprint arXiv:2011.07641, 2020.

[12] H. Bharadhwaj, K. Xie, and F. Shkurti, “Model-predictive control via cross-entropy and gradient-based optimization,” in Learning for Dynamics and Control. PMLR, 2020, pp. 277–286.

[13] C. Rösmann, F. Hoffmann, and T. Bertram, “Integrated online trajectory planning and optimization in distinctive topologies,” Robotics and Autonomous Systems, vol. 88, pp. 142–153, 2017.

[14] K. Kolur, S. Chintalapudi, B. Boots, and M. Mukadam, “Online motion planning over multiple homotopy classes with gaussian process inference,” in 2019 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS). IEEE, 2019, pp. 2358–2364.

[15] B. Amos and J. Z. Kolter, “Optnet: Differentiable optimization as a layer in neural networks,” in International Conference on Machine Learning. PMLR, 2017, pp. 136–145.

[16] A. Agrawal, B. Amos, S. Barratt, S. Boyd, S. Diamond, and Z. Kolter, “Differentiable convex optimization layers,” arXiv preprint arXiv:1910.12430, 2019.

[17] F. Rastgar, A. K. Singh, H. Masnavi, K. Kruusamae, and A. Aabloo, “A novel trajectory optimization for affine systems: Beyond convex-concave procedure,” in 2020 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS). IEEE, 2020, pp. 1308–1315.

[18] F. Rastgar, H. Masnavi, J. Shrestha, K. Kruusamae, A. Aabloo, and A. K. Singh, “Gpu accelerated convex approximations for fast multi-agent trajectory optimization,” IEEE Robotics and Automation Letters, vol. 6, no. 2, pp. 3303–3310, 2021.

[19] P. Jain, P. Kar et al., “Non-convex optimization for machine learning,” Foundations and Trends® in Machine Learning, vol. 10, no. 3–4, pp. 142–336, 2017.

[20] T. Goldstein and S. Osher, “The split bregman method for l1-regularized problems,” SIAM journal on imaging sciences, vol. 2, no. 2, pp. 323–343, 2009.

[21] G. Taylor, R. Burmeister, Z. Xu, B. Singh, A. Patel, and T. Goldstein, “Training neural networks without gradients: A scalable admm approach,” in International conference on machine learning. PMLR, 2016, pp. 2722–2731.