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ABSTRACT When verifying the validity of a formula in a system model by a model checker, a common feature is the generation of a linear witness or counterexample, which is a computation path usually showing a single reason why the formula is valid or, respectively, not. For systems represented with Labeled Transition Systems (LTS) and a subset of ACTLW (Action-based Computation Tree Logic with Unless operator) formulae, a procedure exists for the generation of witness automata, which contain all the interesting finite linear witnesses, thus revealing all the reasons of the validity of a formula. Although this procedure uses a symbolic representation of LTSs, transitions of a given LTS are traversed one by one. In this paper, we propose a procedure which exploits the symbolic representation efficiently to traverse several transitions at once. We evaluate the procedure on models of a communication protocol from industry and a biological system. The results show it to be at least several times faster than the former one. Witness automata were first introduced to allow for compositional generation of test sequences. We propose two more possible uses. One is for the detection of multiple errors in a model by exploring the witness automaton for a formula, instead of only one, which is usually the case with a single witness. The other one is for the detection of previously unknown system properties. As witness automata can be rather large, we show how some existing tools could help in examining them through visualization and simulation.

INDEX TERMS Automata, formal verification, logic, model checking.

I. INTRODUCTION

MODEL checking is an automated technique for verifying whether the behavior of a finite-state system model has a specified property or not [1]. A Labeled Transition System (LTS) can, for example, be used to model the system, and the property can be specified with Action-based Computation Tree Logic with Unless operator (ACTLW) [2]. Like ACTL (Action-based Computation Tree Logic) [3], ACTLW is a propositional action-based branching-time temporal logic interpreted over LTSs [2], thus serving to describe the occurrence of actions rather than the validity of atomic propositions over time as with Computation Tree Logic (CTL) [1]. Despite the name, ACTL is not a straightforward action-based “version” of CTL. That is why ACTLW has been introduced. It can express all the properties expresible in ACTL, but, nevertheless, in contrast to ACTL, it has model checking algorithms and formulae patterns analogous to CTL [2].

A common feature of model checking is the generation of a linear witness or counterexample for the formula being verified. In the case of the action-based logics, a linear witness or counterexample is a sequence of actions. A linear witness (respectively, counterexample) usually shows a single reason why the formula is valid (respectively, invalid) in the system. In [4], witness automata are introduced for a subset of ACTL formulae. A witness automaton contains all the interesting finite linear witnesses for a formula, thus revealing all the reasons of its validity. It is shown how to employ witness automata to generate, in a compositional way, a test sequence to cover a branch in a system consisting of a chain of modules. Later on, an algorithm has been developed and implemented for witness automata generation for ACTL formulae [5], and, subsequently, adapted for ACTLW formulae [6]. The algorithm for both kinds of formulae relies on the information on the sets of states of the LTS satisfying the subformulae of the given formula, which
can be obtained by preliminary model checking. Guided by the structure of the formula and this information, it visits the states of the LTS and traverses transitions from them one by one, by a depth-first search by recursion.

In order to enable formal verification of finite-state systems with larger state spaces, symbolic methods using Binary Decision Diagrams (BDD) [7] have been introduced [8]. The use of these methods can be advantageous in two ways [9]. One is that the sets of states and transitions are represented implicitly with logical functions and these with BDDs, which, in many practical cases, have much smaller space requirements than explicit set representation by listing all their elements. The other is that the symbolic representation allows for processing a whole set of states or transitions at once, which can be more time-efficient than handling each element separately, i.e., in an enumerative way.

The existing algorithm for the generation of witness automata has been implemented as an extension of a symbolic model checker, so that the sets of states satisfying the sub-formulae can be generated efficiently. The main motivation for the present paper was the fact that, although the implementation of this algorithm uses symbolic representation for LTSs in the form of BDDs and BDD-based functions for navigating the LTS after the symbolic model checking, it cannot take advantage of the symbolic representation to traverse several transitions at once, because the depth-first search is inherently enumerative.

The main contribution of this paper is the generation of witness automata for ACTL formulae by using symbolic methods based on BDDs which avoids the enumerative traversal. Basically, it consists of two steps. First, all interesting potential witnesses for an ACTL formula are represented in the form of a symbolically represented formula automaton. Second, a witness automaton is obtained by performing a synchronous product between the formula automaton and the LTS. The advantage of this approach is that the synchronous product can be implemented symbolically in such a way that several transitions of the LTS are traversed at once in a breadth-first manner. The evaluation results show it to have significantly lower witness automata generation times than the old one.

Another contribution of this paper are two more proposals on witness automata employment in addition to their use for the compositional test sequence generation. The first one is to use them to detect multiple errors in a model by exploring a witness automaton, instead of only one, which is usually the case with linear witnesses. Note that a counterexample for a formula is a witness for its negation, and vice versa. There can be multiple counterexamples for a formula, revealing single but possibly different errors in the model. Model checking of a formula returns only one counterexample. To detect multiple errors, model checking of the formula has to be performed several times. Every time, the currently revealed error has to be eliminated because, otherwise, the same counterexample would be generated next time [10]. In our case, a single check of the negation of the formula can give a witness automaton which contains all the counterexamples and, thus, reveals all the errors. The second proposal is to use witness automata to detect previously unknown system properties, which can, for example, be useful for the analyses of biological systems. As witness automata can be rather large, we also show how some existing tools can help in examining them through visualization and simulation.

For the evaluation of the new procedure for the generation of witness automata and illustration of the two kinds of applications, we use a model of the Bounded Retransmission Protocol (BRP), which is a well-known industrial benchmark case study from the verification literature (e.g., [11]–[13]), and a model of the lactose operon regulatory biological system, which is one of the classic examples used for testing formal methods in the area of computational biology (e.g., [14]–[18]).

The rest of this paper is organized as follows. The next section reviews related work. Section II describes the means of system modeling and property specification. Section IV defines finite linear witnesses. In Section V the definition of witness automata is given and the procedure of their generation described. Section VI briefly describes the implementation of the procedure. In Section VII we present the two kinds of its application and the evaluation results. Section VIII discusses the work presented in this paper and possible future work. The paper is concluded in Section IX.
mal verification [19]–[21]. Most of the work in this field combines symbolic model checking with BDDs [22]–[24]. The terms counterexample and witness were first used in combination with symbolic model checking in [25]. Whereas quite a lot of work has been done regarding counterexamples [26], [27], witnesses, and, even more so, witness automata, are still a rather unexplored topic.

In the context of system correctness assurance, besides the already mentioned work on witness automata as defined in this paper, we know only of the work on witness automata related to software verification (e.g., [28], [29]). The authors introduced witness automaton as a structure for storing, for example, sequences of program line numbers and values of variables found by a verification tool to lead to an error in a program in order to apply them to the program by using another tool, for example, to check if the former worked properly.

In [10], an algorithm is proposed which returns, using our terminology, several counterexamples for a Simulink system can transit from state $r, a, s \in \text{Act}_r$ to state $s$, whereas $s$ is a set of actions including the internal action $\tau$. We denote that the path as $\pi$. The length of $\pi$ is valid in state $s$ of LTS $M$. To express that path formula $\gamma$ is valid on fullpath $\pi$ of LTS $M$ we write $\pi \models M \gamma$. With the ACTLW syntax we can derive additional operators and abbreviations. Instead of action formula $\alpha \lor \neg \alpha$ for any action $\alpha \in \text{Act}_r$, we write $\text{true}$. For action or state formula $\alpha \land \neg \alpha$ we write shortly false. For action and state formulae, all the Boolean operators can be defined in the usual way. The state $s$, such that $s \models M \alpha$ holds, is called a $\alpha$-state. Similarly, we call a transition $(r, a, s)$ for which $a \models \text{true}$ holds a $\alpha$-transition. If $(r, a, s)$ is a $\alpha$-transition and $s$ is a $\alpha$-state, we denote this transition as $(\pi, \alpha)$-transition. Finally, ACTLW formula $\phi$ is valid in LTS $M (M \models \phi)$ if and only if $s_{\text{init}} \models M \phi$ holds [2].

From Fig. 1 it can be seen that there are, basically, four kinds of ACTLW formulae. They are obtained by combining operators $\text{EE}$ or $\text{AA}$ and $\text{U}$ or $\text{W}$, respectively. With the path quantifiers, we express the validity of a path formula for either one or multiple paths, whereas the temporal operators express the validity of action and state formulae on an individual path. ACTLW formula $\text{EE}\{\chi \phi \} U \{\chi' \phi'\}$ is said to define an ACTLW operator $\text{EEU}$. The same applies to the other three kinds of ACTLW formulae, thus, altogether, giving operators $\text{EEU}$, $\text{EEW}$, $\text{AAU}$ and $\text{AAW}$. For the purpose of this work we will, in fact, only use operator $\text{EEU}$. From the latter, we can derive operators $\text{EEX}$ and $\text{EEF}$ in the following way [2]:

\[
\text{EEX}\{\chi \phi \} \triangleq \text{EE}\{\text{false} \} \text{false} U \{\chi \phi \} \\
\text{EEF}\{\chi \phi \} \triangleq \text{EE}\{\text{true} \} \text{true} U \{\chi \phi \}
\]  

(2)

The meaning of the three ACTLW operators in an LTS is illustrated in Fig. 2. The formula with operator $\text{EEU}$ expresses that a path exists in the LTS such that a possibly empty set of $(\chi, \phi)$-transitions is followed by a $(\chi', \phi')$-transition. Formula $\text{EEX}\{\chi \phi \}$ states that the first transition
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A finite sequence (or a string) of symbols \( w_1, \ldots, w_n \) from \( \Sigma \) is said to be accepted by \( \mathcal{A} \) if and only if there is a finite path \( \pi \) starting in the initial state of the NFA, such that \( act(\pi) = w_1, \ldots, w_n \) and the final state of the path is in \( F \). The language of \( \mathcal{A} \) is defined as the set of finite sequences of input symbols accepted by \( \mathcal{A} \).

### IV. WITNESSES FOR ACTLW

For the definition of witness automata, we only need the definition of finite linear witnesses for ACTLW formulae.

Consider LTS \( \mathcal{M} \) and an ACTLW formula \( \varphi \). A finite sequence of actions \( act(\pi) \) is a finite linear witness for \( s \models \mathcal{M} \varphi \) if and only if there exists a finite path \( \pi \) in \( \mathcal{M} \) that starts in state \( s \) and shows completely one of the reasons why \( s \models \mathcal{M} \varphi \) holds [5]. If \( s \) is the initial state of \( \mathcal{M} \), then \( act(\pi) \) is a finite linear witness for \( \mathcal{M} \models \varphi \). Let \( \mathcal{M} \) be the LTS in Fig. 3 and \( \varphi = \text{EEF}\{b^?\} \text{EEX}\{c^?\} \).

Starting in the initial state of \( \mathcal{M} \) three paths exist which show that the ACTLW formula is valid in \( \mathcal{M} \). From these we can derive finite linear witnesses \( \eta_0 = a^?, a^?, b^?, c^? \) and \( \eta_1 = a^?, b^?, b^?, c^? \) and \( \eta_2 = a^?, c^?, a^?, b^?, c^? \).

Finite linear witnesses cannot explain the reasons for the validity of all kinds of ACTLW formulae in any LTS. Therefore, we restrict the syntax of ACTLW formulae such that, if valid in an LTS, they certainly have a finite linear
witness \cite{5}:

\[
\begin{align*}
\chi & := \text{true} \mid \text{false} \mid \alpha \mid \neg \chi \mid \chi \lor \chi \\
\varphi & := \text{true} \mid \varphi \lor \varphi \mid \text{EEX} \{ \chi \} \text{true} \mid \text{EEF} \{ \chi \} \varphi \\
& \mid \text{EE} \{ \chi \} \text{false} \mid \text{EE} \{ \text{false} \} \varphi \mid \text{EE} \{ \chi \} \varphi
\end{align*}
\]

(4)

Describing abbreviations, we deal with the formulae with operators \text{EEX} and \text{EEF} separately. Therefore, such formulae are included in \cite{4}.

A finite linear witness for a formula \varphi can be extended arbitrarily by appending actions that are either related or unrelated to the validity of the formula in a given LTS. Regardless of the newly added actions, the sequence remains a finite linear witness for the formula. If a finite linear witness has no such suffix, it is called a viable finite linear witness and denoted as a \(\forall\)-witness \cite{5}. For a state formula \(\varphi\) with the syntax given in \cite{4} and LTS \(M\) with a finite path \(\pi = s_0, a_1, s_1, \ldots, a_n, s_n\), where \(n \geq 0\), the sequence \(\eta = \text{act} (\pi)\) is declared to be a \(\forall\)-witness for \(s_0 \models_{M} \varphi\) if and only if the following applies:

- \(\varphi = \text{true}\) and \(\eta\) is an empty sequence of actions,
- \(\varphi = \varphi_1 \lor \varphi_2\) and \(\eta\) is a \(\forall\)-witness for \(s_0 \models_{M} \varphi_1\) and no proper prefix of \(\eta\) is a \(\forall\)-witness for \(s_0 \models_{M} \varphi_2\) or \(\eta\) is a \(\forall\)-witness for \(s_0 \models_{M} \varphi_2\) and no proper prefix of \(\eta\) is a \(\forall\)-witness for \(s_0 \models_{M} \varphi_1\),
- \(\varphi = \text{EE} \{ \chi_1 \} \text{true} \mid \text{EE} \{ \chi_2 \} \varphi_2\) and there exists \(1 \leq i \leq n\), such that \(a_i = \chi_2\) and \(\eta\) without first \(i\) actions is a \(\forall\)-witness for \(s_i \models_{M} \varphi_2\), for each \(1 \leq j \leq i - 1\), \(a_j = \chi_1\) and either \(a_j \not\in \chi_2\) or \(s_j \not\models_{M} \varphi_2\) holds,
- \(\varphi = \text{EE} \{ \chi_1 \} \text{false} \mid \text{EE} \{ \text{false} \} \varphi_1 \mid \text{EE} \{ \chi_2 \} \varphi_2\) and \(a_1 = \chi_2\) holds, whereas \(\eta\) without the first action is a \(\forall\)-witness for \(s_1 \models_{M} \varphi_2\),
- \(\varphi = \text{EEX} \{ \chi_2 \} \varphi_2\) and \(a_1 = \chi_2\) and \(\eta\) without the first action is a \(\forall\)-witness for \(s_1 \models_{M} \varphi_2\),
- \(\varphi = \text{EEF} \{ \chi_2 \} \varphi_2\) and there exists \(1 \leq i \leq n\), such that \(a_i = \chi_2\) holds, whereas \(\eta\) without the first \(i\) actions is a \(\forall\)-witness for \(s_i \models_{M} \varphi_2\), and for each \(1 \leq j \leq i - 1\) either \(a_j \not\in \chi_2\) or \(s_j \not\models_{M} \varphi_2\).

Hereafter we write shortly witness in place of viable finite linear witness.

V. WITNESS AUTOMATA

Assume a finite LTS \(M\) and an ACTLW formula \(\varphi\) with the syntax from \cite{4}. We define the witness automaton \(W.A\) for \(M \models \varphi\) as an NFA with a language which is the set of all witnesses for \(M \models \varphi\). To generate a witness automaton \(W.A\) for ACTLW formula in an LTS, we first generate an NFA representing the formula and afterwards calculate a synchronous product between that automaton and the LTS. The automaton representing a formula \(\varphi\) for a (finite) set of actions \(A\) is an NFA \(A = (S, \Sigma, \delta, s_{\text{init}}, F)\), where \(\Sigma \subseteq A\) and the language of which consists of all the possible witnesses of \(\varphi\) for \(A\). A finite sequence \(\eta = a_1, \ldots, a_n\) of actions from \(A\) is a possible witness of \(\varphi\) for \(A\) if and only if there exists such an LTS \(M = (S_M, \text{Act}_r, D_M, s_{\text{init},M})\) that \(A\) is (a subset of) the set of reachable actions of \(M\) and \(\eta\) is a witness for \(M \models \varphi\).

We limit the generation of the automaton to a set of actions \(A\) for the following reasons. One is that some formulae are valid in an LTS with an arbitrary labeled transition between a certain pair of states. Consequently, there would be infinitely many possible witnesses for such a formula, implying that the automaton should contain infinitely many transitions between a certain pair of states, each labeled with a different action, but we would like the automaton to be finite. Another reason is that, in order to calculate the synchronous product between the automaton and the LTS for which the witness automaton is to be generated symbolically, the actions common to the formula automaton and the LTS should be encoded with logical variables in the same way in both. It should be noticed that if an action of the LTS is not reachable, it does not affect the validity of a formula in it. We, therefore, generate the automaton representing the formula for a finite set of actions \(A\) and, generally, interpret the latter as the set of reachable actions of any LTS for which this automaton would potentially be used to generate the witness automaton.

In the implementation, however, \(A\) is currently calculated as the set of reachable actions of the LTS for which the witness automaton is being sought. To represent the ACTLW formulae from \cite{4}, we developed an algorithm (Algorithm 4) which generates a suitable NFA recursively, based on the structure of the given formula \(\varphi\) and the set of actions \(A\). The generation of the NFA is called with the loop parameter equal to true.

In general, the NFA for an arbitrary ACTLW formula allowed by \cite{4} is constructed by combining the basic forms of NFAs shown in Fig. 4. To represent the (sub)formula \text{true}, we introduced the single-state NFA \((a)\), the language of which contains only the empty string. This is in accordance with the definition of witnesses in Section IV. NFAs \((b), (c)\) (as well as \((d)\)), and \((e)\) (as well as \((f)\)) contain all the possible witnesses for the (sub)formulae \text{EE}, \text{EEF}, and \text{EEU}, respectively, as defined in Section IV assuming \(\varphi_2 = \text{true}\), except that \(A\) is also taken into account. NFAs \((d)\) and \((f)\) are equivalent to \((c)\) and \((e)\), respectively. By constructing \((d)\) and \((f)\), we eliminated the loop in the initial state of \((c)\) and \((e)\). To achieve that, we introduced an additional state, resulting in slightly larger NFAs. Such NFAs are used to simplify the implementation for certain kinds of ACTLW formulae, as commented on later on.

We abuse the notation in the automata representing ACTLW formulae a little. Even though the transitions in an NFA are, by definition, labeled with a single action, we label edges with formulae of the form \(\chi \land A\), which represent multiple actions (analogous to multiple labeled edges). An action between two states is meant to satisfy formula \(\chi \land A\) if it is in the set /\(\chi\) \(\cap\) \(A\)/.

We distinguish between two types of ACTLW formulae based on \cite{4}. There are formulae for which there is no LTS \(M\) with the set of reachable actions \(A \subseteq \text{Act}_r\), such that
\( M \models \varphi \) and, otherwise, formulae for which such an LTS does not exist. For the latter satisfiable formulae, the NFA is not generated for the unsatisfiable ones. Even though a formula does not allow for a formulae with \( \varphi = \text{false} \), a formula \( \varphi \) can still be unsatisfiable. This is the case if \( \varphi \) is equivalent to false for the given \( A \). For example, formulae \( \text{EEF}\{\chi_2}\varphi_2 \), \( \text{EEF}\{\chi_2\}\varphi_2 \) and \( \text{EE}\{\chi_1\} \cup \{\chi_2\}\varphi_2 \) are unsatisfiable when either \( \varphi_2 \) is unsatisfiable or \( \chi_2 \land A \equiv \text{false} \). The latter holds if either \( \chi_2 \) is equivalent to false or the actions that satisfy \( \chi_2 \) are not in \( A \). In both cases, the set of actions that satisfy \( \chi_2 \land A \) is empty. Consequently, supposing that \( \varphi_2 = \text{true} \), it can be seen from Fig. 4 that an NFA for such ACTLW formulae does not exist and cannot be generated, because the label \( \chi_2 \land A \), in fact, does not define any transition.

For all previously mentioned basic formulae, if \( \varphi_2 = \text{true} \) and if they are satisfiable, Algorithm 1 returns exactly one of the NFAs with the loops in the initial state from Fig. 4. For example, for formula \( \text{EEF}\{\chi_2\}\varphi_2 \), if \( \chi_2 \land A \neq \text{false} \) and \( \chi_2 \land A \neq \text{false} \), automaton (c) is returned, the language of which contains all the strings beginning with a finite, possibly empty, string of actions in \( A \) which do not satisfy \( \chi_2 \) and ending with an action in \( A \) which satisfies \( \chi_2 \). With the formula \( \chi_2 \) on the transitions to the non-final states we express the requirements for actions from the definitions of viable witnesses. Please notice that Algorithm 1 contains conditional clauses which ensure the satisfiability of the formula, but, for ease of presentation, the branches for the unsatisfiability cases are not included.

Included in Fig. 4 and in Algorithm 1 are also formulae of the form \( \varphi \lor \varphi \), e.g., \( \varphi = \text{true} \lor \text{true} \), which gives automaton (a). A more complex example is a formula \( \varphi = \text{EEF}\{\chi_1\} \lor \text{EEF}\{\chi_2\} \). Generation of an NFA for such a formula requires alternative composition (denoted with “|”) of the NFAs representing its disjuncts. We generate NFAs for subformulae \( \text{EEF}\{\chi_1\} \) and \( \text{EEF}\{\chi_2\} \) separately. From these NFAs we then construct the NFA for the complete formula by performing the composition of the two. The NFA obtained by alternative composition accepts all strings from the language of one and the other NFA, thus representing the witnesses of both subformulae. To simplify the composition, we do not allow for the loops in the initial state of the composed NFAs. In conclusion, to obtain the NFA for \( \text{EEF}\{\chi_1\} \lor \text{EEF}\{\chi_2\} \), we use the NFA of the form (d) and not (c) from Fig. 4 to represent the disjunct \( \text{EEF}\{\chi_2\} \). To express the requirements for the absence of the loop generally, we call the generation of the NFAs for the disjuncts by the loop parameter set to false in Algorithm 1.

A sequential composition (denoted with “|”) of two NFAs is an NFA that accepts strings consisting of one of the sequences of possible actions from the initial to a final state of the first NFA, followed by one of such sequences for the second one. We use sequential composition for ACTLW formulae with nested subformulae, such as, for example, \( \varphi = \text{EEF}\varphi_2 \), where \( \varphi_2 = \text{EEF}\chi \) and \( \chi \land A \neq \text{false} \). In this case, we generate an NFA for the nested subformula \( \varphi_2 = \text{EEF}\chi \) (automaton (c) from Fig. 4) and an NFA for the outer formula \( \text{EEF}\text{true} \), which is short for \( \text{EEF}\{\text{true}\} \). Note that here we treat \( \varphi_2 \) as true, even though \( \varphi_2 \) is ultimately a nested ACTLW subformula. Therefore, we generate an NFA for the outer formula as (c) from Fig. 4, however, as can be seen in Algorithm 1 without the formula \( \chi \) on the loop transition. Finally, we perform sequential composition in such a way that we append the NFA representing the subformula \( \text{EEF}\chi \) to the NFA of \( \text{EEF}\{\text{true}\} \). Note that the sequentially composed NFA representing the nested subformula is allowed to have the loop in the initial state, which is the reason for calling its generation in Algorithm 1 with the loop parameter equal to true. Therefore, in our example, we can use the NFA of the form (c) instead of (d) from Fig. 4 to represent \( \text{EEF}\chi \). However, the NFA representing the outer formula may contain the loop in the initial state only if it is not a disjunct of another one. That is why the generation of the

![Figure 4. Basic forms of NFAs for ACTLW formulae.](image-url)
Algorithm 1: Procedure Automaton(\(\varphi, A, \text{loop}\))

Data: ACTLW formula \(\varphi\), set of actions \(A\), Boolean parameter \(\text{loop}\)

Result: Automaton for satisfiable ACTLW formula \(\varphi\)

if (\(\varphi = \text{true}\)) then
  return automaton (a);
else if (\(\varphi = \varphi_1 \lor \varphi_2\)) then
  if (\(\varphi_1 = \text{true} \lor \varphi_2 = \text{true}\)) then
    return automaton (a);
  else if (\(\varphi_2\), for one of \(i = 1,2\) is satisfiable) then
    return Automaton(\(\varphi_1, A\), true);
else // if \(\varphi_1\) and \(\varphi_2\) are satisfiable
  return Automaton(\(\varphi_1, A, \text{false}\)) + Automaton(\(\varphi_2, A, \text{true}\));
else if (\(\varphi = \text{EEX}(\chi_1) \land \chi_2 \land A \neq \text{false}\)) then
  if (\(\varphi_2 = \text{true}\)) then
    return automaton (b);
  else // if \(\varphi_2\) is satisfiable
    return automaton (b);
else if (\(\varphi = \text{EEF}(\chi_1) \land \chi_2 \land A \neq \text{false}\)) then
  if (\(\varphi_2 = \text{true}\)) then
    if (\(\chi_2 \land A = \text{false}\)) then
      return automaton (d);
    else
      return automaton (c);
  else if (\(\chi_2 \land A = \text{false}\)) then
    if (\(\chi_2 \land A \neq \text{true}\)) then
      return automaton (b);
    else // if \(\chi_2\) is satisfiable
      return automaton (b);
  else
    return automaton (b);
else if (\(\varphi = \text{EE}(\varphi_1)\), \(U(\chi_1, \chi_2)\), \(\varphi_2\)) then
  return the same automaton as for \(\varphi = \text{EEX}(\chi_2)\);
else if (\(\varphi = \text{EE}(\chi_1)\), \(U(\chi_1, \chi_2)\), \(\varphi_2\)) then
  return the same automaton as for \(\varphi = \text{EEX}(\chi_2)\);
else if (\(\varphi = \text{EE}(\chi_1)\), \(U(\chi_1, \chi_2)\), \(\text{true}\)) then
  return Automaton(\(\text{EEF}(\chi_2)\), \(A\), \text{loop});
else if (\(\chi_2 \land A \neq \text{false}\)) then
  if (\(\varphi_2 = \text{true}\)) then
    if (\(\chi_1 \land A = \text{false}\)) then
      if (\(\chi_1 \land A \neq \text{true}\)) then
        if (\(\varphi = \text{true}\)) then
          return automaton (f);
        else
          return automaton (e);
      else // if \(\varphi_1\) is satisfiable
        return automaton (b);
    else // if \(\varphi_2\) is satisfiable
      return automaton (f); // with formula \(\chi_1 \land A\)
      return automaton (e); // with formula \(\chi_1 \land A\)
      return automaton (b); // with formula \(\chi_1 \land A\)

NFA for an outer formula is called with the loop parameter \(\text{loop}\), as can be seen from Algorithm 1. The value of the loop parameter is determined by the instance of the procedure that calls it.

Formal definitions of the alternative and sequential compositions we use are given in Fig. 5 where \(P = (S_P, \Sigma_P, s_{init_P}, F_P)\) and \(Q = (S_Q, \Sigma_Q, s_{init_Q}, F_Q)\). It should be noticed that they do not work for arbitrary NFAs, i.e., with loops in arbitrary states. Such definitions usually require that special empty transitions are introduced (e.g., [31]). We wanted the implementation of the compositions to be simple and the composed automata as small as possible. That is why we introduced the loop parameter.

As we need only certain forms of NFAs, we can use the simpler composition definitions and eliminate the loop in the initial states of the components before the compositions, if necessary, in order for them to work properly.

An example of alternative and sequential compositions for automata \(P\) and \(Q\) representing ACTLW formulae \(\text{EEF}(a)\)true and, respectively, \(\text{EEF}(d)\)true for \(A = \{a, b, c, d, e\}\), is given in Fig. 6. For the sake of simplicity, we do not label actions with "?" and "!" and represent multiple transitions between two states with one, labeled with multiple actions. Note that the definitions from Fig. 5 include unreachable states, which are not present in Fig. 6.

It can be seen that the alternative composition would not be correct if the variants of \(P\) and \(Q\) with the loops in the initial states were composed.

In the next step of witness automaton generation we combine the NFA \(A\) representing the ACTLW formula and the LTS \(M\) into a witness automaton \(W\) by calculating the synchronous product of the two. In the synchronous product, \(M\) and \(A\) are allowed to participate in a transition if and only if the individual transitions in both are labeled with the same action.

Assume \(M = (S_M, \Sigma, \sigma_M, s_{\text{init}_M})\) is a finite LTS with the set of reachable actions \(A\) and \(A = (S_A, \Sigma, \delta_A, s_{\text{init}_A}, F_A)\) is the NFA representing the ACTLW formula for \(A\). The synchronous product of the two, denoted \(M[A]\), is the NFA \(W[A] = (S_{M[A]}, \Sigma, \sigma_{M[A]}, \delta_{M[A]}, s_{\text{init}_{M[A]}}, F_{M[A]})(s, a, s', a') \in \delta_{M[A]} \cap ((s, a, s', a') \in \delta_A)\)

\[
S_{M[A]} = S_M \times S_A
\]
\[
\delta_{M[A]} = \{(s, a, s', a') \mid (s, a, s', a') \in \delta_A \land (s, a, s', a') \in \delta_M\}
\]
\[
s_{\text{init}_{M[A]}} = (s_{\text{init}_M}, s_{\text{init}_A})
\]
\[
F_{M[A]} = S_M \times F_A
\]

By definition (5), \(S_{M[A]}\) may include unreachable, as well as non-final, states with no outgoing transitions. We implemented the synchronous product in such a way that non-final states with no outgoing transitions are eliminated, whereas unreachable states do not occur at all (see Section 7). If the result contains any states from \(F_{M[A]}\), it is a witness automaton, and it is called a reduced \(W[A]\). An example of a \(W[A]\) with unreachable states eliminated and its reduced form for ACTLW formula \(\text{EEF} \text{ EEX}(a)\)true, its automaton \(A\) and LTS \(M\) from Fig. 6 is shown in Fig. 7.

Please note that not all the conditions for viable witnesses, described in Section 4, are checked when composing the NFAs representing formulae. The checking is not always possible, because the composed NFAs are generated independently from each other. Consequently, only the con-
Given conditions from the definition of viable witnesses related to actions are checked. This is one reason why the formula automata, and, thus, witness automata, can contain some non-viable witnesses. Another reason is that, in the case of formule of the form $\text{EEF} \{ \chi_1 \} \text{true}$ and $\text{EEF} \{ \chi_2 \} \varphi_2$ with a normal formula $\varphi_2$, i.e., not true, we have also decided not to check all the conditions for actions. Notice that we left out action formula $\chi_2$ on the transitions of the NFA of the external formula leading to a non-final state, thereby allowing all the actions which satisfy formula $\chi_1 \land A$ (in the case of $\text{EEU}$) and, respectively, all the actions from $A$ (in the case of $\text{EEF}$). If we checked the condition expressed with action formula $\chi_2$ for these kinds of ACTLW formulae, it could happen that there were no witnesses for them. Therefore, we rather allow for non-viable witnesses than to obtain no witnesses at all. For example, consider the LTS obtained from the one in Fig. 3 by deleting the transition from state $s_1$ to $s_4$ and ACTLW formula $\text{EEF} \{ a \} \text{EEX} \{ b \} \text{true}$. If we checked the condition, in this case expressed with formula $\pi$, there would be no witness for the validity of this formula in the LTS, and, if not, there would be (two) viable witnesses. If, for example, a loop with actions $a$ and $b$ were added in the initial state of that LTS, there would, additionally, be non-viable witnesses with repetitions of actions $a$ and $b$ in the beginning, and ending with $a$ and $b$.

VI. IMPLEMENTATION OF WITNESS AUTOMATA GENERATION

The witness automata generation procedure was implemented (1.5 KLoC) in EST (Efficient Symbolic Tools) [32]. EST is a toolbox for formal specification and symbolic verification of finite labeled transition systems, which uses characteristic functions and BDDs internally. The systems can be specified in a language similar to process algebra.
CCS (Calculus of Communicating Systems) [33]. Every process and composition of processes in CCS is represented internally with an LTS. EST supports the verification by model-checking ACTLW and ACTL formulae, as well as some operations regarding equivalence relations.

Before generating a witness automaton for a given formula and LTS, we perform model checking. The result is not only the truth value of the formula, but also the description of the structure of the formula in the form of a (binary) subformulae tree. The witness automaton generation is called only if the LTS satisfies the ACTLW formula.

The subformulae tree is used by the symbolic implementation of Algorithm 1 (i.e., of procedure Automaton) for the recursive formula automaton generation. Not included in Algorithm 1 is the checking for syntax errors and unsatisfiability for a given formula. Ultimately, the NFA is generated for subformulae which are in accordance with 1 and meet the conditions from Algorithm 1. We implemented three distinct functions to build the basic kinds of NFAs shown in Fig. 4. Their states are encoded with one or, respectively, two logical variables. Finally, these NFAs are potentially composed depending on the formula structure. The implementation of the alternative and sequential compositions is a direct translation of the definitions given in Section VII into set operations with characteristic functions.

The implementation of the synchronous product of an LTS and an NFA represented with BDDs is based on the description in Section VII. However, in order to avoid the generation of unreachable states, after generating the initial state, the states and transitions of the product are generated gradually in a similar way to the standard breadth-first search for reachable states [34]. In the first step, the states reached from the initial state by a synchronized transition of the LTS and the NFA are generated and the new transitions added to the transition relation of the product. Afterwards, the states reached from any new non-final state generated with such transitions are generated and the transitions added continuously until no new states are generated. The result of the product is a witness automaton ($W,A$). To eliminate from it the non-final states with no outgoing transitions, we implemented a similar symbolic algorithm, which starts in the set of its final states and searches in the breadth-first manner for the states which are backward-reachable from them. The result is the reduced $W,A$. Thanks to the symbolic representation, in every step, both algorithms generate the whole sets of states and transitions at once, which is essential for the time efficiency of the presented witness automata generation procedure.

VII. EMPLOYING WITNESS AUTOMATA
A. ERROR DETECTION

Suppose a system model specified as a parallel composition of processes in the CCS-like language supported by EST is to be verified. Generally, in order to be able to detect errors in it with the help of witness automata, we propose to use a different variant of composition than in CCS. Assume two concurrent processes with actions $a,\bar{a}$ and, respectively, $a,\overline{a}$, enabled. Originally, they would result in action $\tau$ in the composed LTS [33]. Suppose that the required properties are specified in terms of its external actions. Only these actions and action $\tau$ would occur in the generated witness automata, but not the actions participating in the communication, which might be the cause of invalidity of the properties. So-called probes could be introduced in the model in order to be able to observe the internal behavior anyway. These are additional external actions, which add a lot of complexity.

We implemented a variant of composition similar to the one of I/O automata [35], in which the resulting LTS would go to the next state by performing the output action $a!$ instead of $\tau$, thus eliminating the need for a probe. For the purpose of this section, we used this kind of composition exclusively. It makes the specification of systems simpler and the internal behavior observable in the witness automata, but it does not impact the validity of the required properties.

Now, suppose that a system model specified with the alternative kind of composition should satisfy some safety properties, such that their negations can be expressed with formulae in accordance with 4. In EST, to detect errors in the model which falsify some of these properties, one would call model checking with the option of witness automaton generation for the formulae in turn. If a formula was valid in the model, a witness automaton would be generated, and one could explore (possibly internal) causes for the invalidity. The generation of a witness automaton indicates that the model contains one or more errors causing a violation of the required property. Every witness reveals at least one
error, where by the term “reveal” we mean that the error is (a part of) the cause of violation of the safety property being verified. Please note that a witness can also exhibit other errors. A long enough segment of the witness has to be explored in order to find the errors revealed by it. All the witnesses have to be explored in order to be sure that all the errors revealed by the automaton were detected. Due to the viability of witnesses, it is most convenient to explore the automaton by starting from every final state and following the transitions backwards. For each final state, as soon as a complete explanation of the violation is found by following a sequence of transitions backwards, the exploration further backwards from the action reached is not needed. Next, we illustrate the error detection with the help of BRP. Throughout this section, we also show how some existing tools can be used for visualization and exploration of witness automata.

The purpose of BRP is reliable transmission of data packets between a producer (P) and a consumer (C) thereof through a lossy channel. For transmission, the packets are divided into consecutive chunks. A mechanism similar to the Alternating Bit Protocol (ABP) is used to transmit the chunks [36]. The transmission of a packet is successful if and only if the chunks are received in the correct order and in a timely manner. A sender and a receiver are in use. The role of the sender is to gather the chunks of a packet from unit P, setting the control bit in them, as well as appending the notifications to the chunks. Possible notifications are $I_{ST}$ – the transmitted chunk is the first and not the last chunk of the packet $\sim$, $I_{OK}$ – the transmitted chunk is the last chunk of the packet $\sim$, and $I_{INC}$ – for the rest of the chunks. For duplicate detection at the receiver, the chunk of the packet $\sim$ is notified with an acknowledgment (ACK) through another lossy channel. If the control bit in the received chunk is different than in the previously received one, the receiver considers it as a fresh chunk and passes its data and notification to unit C. Upon sending a chunk, the sender starts a retransmission timer. It must not expire before the transmitted chunk can reach the receiver and the acknowledgment for it can be received by the sender, i.e., there must be no premature timeout. The sender waits for either ACK from the receiver or the expiration of the timer. In the case of expiration, the chunk is sent again if the maximal number of retransmissions has not been reached. Otherwise, the transmission of the current packet is finished unsuccessfully. The receiver starts a timer whenever a chunk is received. If it expires, the process of receiving chunks of the current packet is stopped, and unit C is notified with $I_{NOK}$. For each successfully transmitted packet, the sender notifies unit P with $I_{OK}$. A more detailed description of BRP is written in the language of EST with packets containing 3 chunks and the maximal number of retransmissions equal to 2. We introduced an error into the specification. Normally, BRP alternates the control bit regardless of the chunk position, even for the first chunk of the packets. In our case, each first chunk had a control bit of value 0, which means that there can be two consecutive chunks with no bit alternation. The following safety property is valid in the correct system: there does not exist a path where, after a transmission request (denoted in the specification as external action $REQ$) from unit P, the receiver passes one of the notifications $I_{INC}, I_{OK}, I_{NOK}$ ($RINC!, ROK!, RNOK!$) to unit C without passing $I_{ST}$ ($RFST!$) first. In the case of the inserted error, the negation of this property becomes valid, which yields that such a path does exist [38]. We can specify this property in EST as follows:

$$\text{property } F'1 == \text{EEF}(\text{REQ}?) \text{EE}([\neg \text{RFST}!]) \cup \{RINC! \lor ROK! \lor RNOK!\};$$

Let us call the generated LTS BRP. We carried out weak minimization over it, thus obtaining the smallest weakly observationally equivalent LTS, denoted with $BRP_W$ (please see Table 1 for the sizes of the LTSs). After performing model checking for formula $F1$, witness automata $WA_{BRP}$ and $WA_{BRP}_W$ were generated for LTS BRP and, respectively, $BRP_W$. Despite its size (please see Table 1), $WA_{BRP}_W$ could be explored in a 2D view by using the dot program, which is a part of Graphviz (Graph visualization software) [39]. To obtain the graph, we converted EST’s internal representation of this witness automaton to the dot format. Fig. 8 shows a small part of the automaton, including its final states and the transitions that lead to them. The internal behavior can be seen as a result of the alternative variant of parallel composition. Fig. 9 shows a part of the witness automaton containing sequences of actions indicating the control bit error in the model. It lies just above the part given in Fig. 8 and is backward reachable from some of the final states. In Fig. 9, one can see faulty paths starting with the pair of actions F0! and G0!, which represent the transmission of a chunk with the control bit 0 from the sender into the lossy channel and, respectively, its delivery to the receiver. Actions ACK1 and B1! represent the transmission of a positive acknowledgment back. They are followed by external action S0K!, which represents notification $I_{OK}$ of unit P, indicating that the transmitted chunk is the last one of the packet being sent. In state 198,
the transmission of another packet is started by external action `REQ?` and its first chunk sent with the control bit equal to 0 again. Assuming the informal description of the protocol is correct, one can see immediately that this is an error, because it is not in accordance with the description. By observing a longer segment of the witness, it can be confirmed that the action sequence is, indeed, the cause of the validity of formula `F1`, be it due to the invalid model, i.e., not following the informal description, or due to the incorrect protocol design, assuming the model is valid. Otherwise, the witness should be explored further backwards. Basically, the reason for the validity of the formula is that the receiver takes the new chunk with the control bit 0 as a duplicate of the last one of the previous packet. As faulty paths exhibiting the same reason can be followed backwards from all the seven final states, one can be sure that the control bit error is the one and only one revealed by this witness automaton.

**TABLE 2.** Formula and witness automata size for BRP and lactose operon example.

| WA     | LTS         | Formula | States (initial/final) | Transitions |
|--------|-------------|---------|------------------------|-------------|
| WA_{BRP}\_W | BRP_W | F1 | 3 (1/1) | 4 (44 for BRP_T) |
| WA_{BRP}\_P | BRP | F1 | 275 (3/7) | 357 |
| WA_{BRP}\_T | BRP_T | F1 | 10476 (1/959) | 25562 |
| WA_{SF}\_W | SF_W | A21 | 3 (1/1) | 60 |
|          |           | A22 | 3 (1/1) | 90 |
| WA_{SF}\_P | SF | A21 | 11498 (1/880) | 49805 |
|          |           | A22 | 11996 (1/940) | 51741 |
| WA_{SF}\_T | SF | A22 | 19508 (1/940) | 131269 |

To observe the other witness automata considered in this section, the previous representation is inadequate, since they are much bigger in size. We have found that some tools from the mCRL2 toolset [40, 41], which were originally meant for LTSs, could be employed for this purpose, provided the internal representation of witness automata is converted to the ALDEBARAN format [42]. One such tool is _ltsgraph_. Instead of drawing an LTS, we used it to draw and explore WA_{BRP}. We have found _ltsgraph_ to be appropriate to handle it through its exploration mode, which allows the exploration of small parts of an LTS stepwise. To visualize and explore the larger witness automata, the _ltsview_ tool of the mCRL2 toolset had to be used. In contrast to _ltsgraph_, it is able to visualize LTSs and, thereby, witness automata using a 3D view while handling very large state spaces [40]. According to [43], _ltsview_ clusters states based on structural properties. These clusters are then visualized to form a backbone, on which the states and transitions are drawn. WA_{BRP} and WA_{BRP}\_W are visualized in Fig. 10. The graphs start with an initial state at the bottom and are followed by clusters of states denoted by the circle shapes. From the initial state, transitions lead to the final states at the graph’s tips. Zooming in and out, as well as rotation, of the graphs is possible. A simple way to perform simulation of a witness automaton with _ltsview_ is by starting in the initial state and executing actions that lead to the next states, up to the point of interest or until reaching a final state. Another
feature of ltsview which proved especially useful to explore the automata is the possibility of finding a trace to a state by so-called backtracing. One can select any state and generate the path from the initial state towards it automatically, thus identifying a witness. The path is shown in the graph. It is also given in a table in such a way that it can be examined in a backward stepwise manner by undoing transitions.
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**FIGURE 10.** Witness automata visualization for the BRP example.

To trace a complete witness, we exploited the tool’s additional functionality for marking deadlocks in LTSs and, thus, final states in the witness automaton. In the case of $\mathcal{WA}_{\text{BRP}}$, there were seven deadlocks, denoted by the red color (please see Fig. 11). By selecting a deadlock and performing backtracing, we obtained and examined the path or the witness shown in purple in Fig. 11. It was the witness from Fig. 8 ending in state 829 and eventually reaching backwards a path indicated in Fig. 9.

In order to try to employ a witness automaton to detect more than one error in a model, we changed the components of BRP so that the retransmission timer could expire prematurely. As the modeling language in EST, like CCS, does not support explicit modeling of time, the functioning of this timer in LTS BRP is modeled with one action ($TX!$), which represents expiration of the timer and happens only if either the data chunk or the acknowledgement is lost (cf. Fig. 11). In the new LTS, named BRP$_T$, the sender starts the timer explicitly with action $\text{StartTX}!$ upon sending a chunk. After the timer is started, it can execute action $TX!$ independently of the losses, i.e., either prematurely or not. After starting the timer, the sender waits for the acknowledgement or the timeout. If it receives the acknowledgement, it stops the timer with action $\text{StopTX}!$.

We again called model checking with the witness automata generation for formula $F1$, this time with LTS $\mathcal{BRP}_T$ (the sizes of the NFA and the LTS are given in Table 2 and, respectively, 1). Also in this LTS, containing two errors, the result of model checking was positive. The witness automaton $\mathcal{WA}_{\text{BRP}}$ generated for it consists of approximately 10k states and 25k transitions, and has 959 final states (Table 2). Due to the size of the automaton and the large number of final states, it is, of course, infeasible to check all the witnesses. By backtracing from a few final states using ltsview, we found witnesses showing premature timeouts to be a reason of the validity of $F1$, as well as ones revealing the control bit error. Fig. 12 shows a witness which, at least if assuming the informal protocol description to be correct, seems to reveal two errors, but reveals only one. After the first action $\text{REQ}!$, the first chunk is transmitted three times (actions $F0!$), because, for the first two times, there was a premature timeout ($TX!$). Each time, the transmitted chunk is received successfully (action $G0!$). For the first chunk, the receiver issues $\text{RFST}!$. However, since acknowledgements in the BRP protocol, in contrast to ABP [5], do not carry an alternating bit analogous to the one in the data chunks, the acknowledgement of the first chunk received for the second time is recognized by the sender as the acknowledgement of the second chunk of the packet (action $F1!$), which has been lost (please notice action $\text{TAU}!$). Consequently, that chunk is not retransmitted. The third chunk of the packet is transmitted instead and taken as acknowledged by the acknowledgement of the first chunk received for the third time. Generally, we found witnesses which, like the presented one, show that unit $P$ is informed wrongly by the sender about the success of the transmission of the first packet (by action $\text{SOK}!$) and starts the transmission of a new packet by $\text{REQ}!$. The receiver does not recognize that the chunks of the new packet are received and issues to unit $C$ indications other than $\text{RFST}!$. By backtracing the witness in Fig. 12 from action $\text{RINC}!$, we notice the control bit error, as the last chunk of the first packet holds the same bit value ($F0!$) as the first chunk of
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**FIGURE 11.** A witness in $\mathcal{WA}_{\text{BRP}}$ identified by backtracing in ltsview.
the second packet. However, even if the control bit of the first chunk of the second packet was set correctly, i.e., if there was action $F1!$ instead of $F0!$ after the second $REQ2$, the receiver would think that was the second chunk of the first packet and perform $RINC!$, not $RFST!$. It follows that this witness reveals only the timeout interval error. Please notice that, assuming the model is valid, one could conclude that the error in the current design is not the possibility of premature timeouts, but rather the absence of the alternating bit in the acknowledgements.

As BRP can be scaled to any number of chunks and retransmissions, we used it to evaluate the new witness automata generation procedure ($WA$) against the existing one ($WCA$). To show the efficiency of the new procedure, we generated witness automata for formula $F1$ applied to BRP with the premature timeout error but without the control bit one, because it gives much larger LTSs and witness automata than BRP with both kinds of errors. The results, showing the witness automaton generation time versus the number of transitions of the generated automaton, are given in Fig. 13 (please note that all the experiments presented in this paper were performed on a computer with 16 GB of RAM and Intel Core i7-8700 at the frequency of 3.2 GHz). They include, from left to right, the generation time in such as used in this section, the automaton is generated in less than a millisecond.
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**Figure 12.** A witness from $WA_{BRP_T}$ revealing the timeout interval error in the model.
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**Figure 13.** Evaluation of the witness automata generation procedures on the BRP benchmark.

**B. DETECTION OF UNKNOWN PROPERTIES**

Suppose that the behavior of single components of a system is known and that the latter is modeled as a parallel composition of them. Typically, the purpose of this would be to model-check the system for some (un)desired (or, in the case of a non-human-made one, better to say, (un)expected
or hypothetical) properties, i.e., sequences of actions, by describing them explicitly with temporal formulae. However, another purpose could be to use model checking to see what sequences of actions lead to some allowed or expected actions, i.e., to detect unknown properties. A typical example would be a complex biological system in which a certain substance can occur, and one would like to know what sequences of reactions lead to that event. The detection of unknown properties could also be useful as an additional means for model validation and system verification. Next, a lactose operon regulatory system model is used to exemplify the idea of detecting unknown properties. Of course, as this system is one of the most studied biological systems, we did not detect any previously unknown system properties, but rather some which were a consequence of the modeling approach.

Operon is the basic unit for gene transcription. The lactose operon in the bacteria Escherichia coli grows very well when glucose is present. In addition to glucose there is a substance called Cyclic Adenosine Monophosphate (cAMP) which acts as a co-activator of the activator protein in the lactose operon regulation process. The content of cAMP depends on the amount of glucose in the cell. The connection between the two is as follows: the higher the glucose content in the cell, the lower the cAMP content, and vice versa. This is just an outline of the basic operation of lactose operon regulation. The whole regulation process is described in more detail in [16], [17].

In [17], we presented a formal specification of the lactose operon regulatory system written in the CCS-like language of EST, which is based on the specification from [16] and includes many probes. For the purpose of this paper, we employed the alternative kind of composition, enabling us to largely reduce the number of probes. The generated LTS and its minimized form are denoted as SF and SF_W, respectively (please see Table 1). One would expect that in these LTSs, whenever the content of cAMP is high, it does not decrease without the glucose content increasing first. However, in [17], we found, surprisingly, that negation of this property was valid: a path exists on which the content of cAMP is high, and it decreases without the increase of glucose content. Its formal specification is as follows (please note that in [17], the expected property is called A21, not its negation):

\[
\text{property A21} = \text{EEF}\{L_{to\,H!}\} \cup \{H_{to\,L!}\};
\]

Here, actions \(L_{to\,H!}\), \(H_{to\,L!}\) and \(GLU_{L_{to\,H!}}\) represent the increase in cAMP content, the decrease in cAMP, and the increase in glucose content, respectively. Based on a counterexample generated by EST, we guessed the reason was that the inquiry into the level of glucose, made by the process representing cAMP, and its reaction to the information do not form an indivisible action. Thus, the \(GLU_{L_{to\,H!}}\) action does not necessarily express the glucose level taken into account when the cAMP level is changed. We confirmed that by using the witness automata generation procedure for formula A21 and both LTSs. The sizes of the generated witness automata are given in Table 2. Unfortunately, transition labels cannot be displayed in a 3D view in Itstview. To explore witness automaton \(WA_{SF}\) with it, we therefore, exploited its capability to indicate transitions labeled with certain actions with different colors (please see Fig. 4). Thereby, we could explore only the paths where all the actions \(GLU_{L_{to\,H!}}\), \(H_{to\,L!}\) and, respectively, \(L_{to\,H!}\) took place. It could be seen from \(WA_{SF}\) that action \(GLU_{L_{to\,H!}}\) is followed immediately by action \(L_{to\,H!}\), whereas action \(H_{to\,L!}\) is performed some time after the latter, suggesting that, after the increase of glucose, the amount of cAMP is increased first before the decrease. This motivated us to ask, by using a proper formula, about all the possible paths leading to a decrease of cAMP, in order to illustrate the detection of unknown properties. The general form of the formula is \(EEF\ EEF\{action\}\), where \(action\) is an action formula denoting the action (or possibly a combination of actions) for which the paths are being sought. Please note that, if the formula \(EEF\{action\}\) was employed, due to the viability of the witnesses, the obtained witness automaton would contain only witnesses which ended with actions satisfying formula \(action\) and in which this was the first occurrence of such actions. However, it could be the case that unknown (sub)sequences of actions occur in the model after the first or even several occurrences of those actions. Only the first kind of formula allows witnesses with the repeating actions and, thus, detecting such properties.

We generated witness automaton \(WA_{SF_{T}}\) for LTS SF and formula A22 defined in EST as \(property\ A22 = EEF\ EEF\{H_{to\,L!}\}\). The formula and witness automaton’s size are given in Table 2. The generation (without model checking) for the original LTS took 0.07 s, for the process obtained from it 0.747 s, and the decoding 0.043 s. With the old procedure, the generation took 17 s. The time needed for the model checking of the original LTS was 31 ms. By using simulation and backtracing in Itstview, we found witnesses exhibiting only the expected functioning of lactose operon regulation, witnesses showing the behavior detected with formula A21, as well as witnesses showing two kinds of unknown properties. One kind was that, after an increase of the glucose content \(GLU_{L_{to\,H!}}\), followed by an inquiry into and an answer about the glucose content \(lev!\) and respectively \(high!\), a decrease of the glucose content (action \(DGLU\) preceeded by \(\tau\)) followed before a decrease of cAMP \(H_{to\,L!}\). In contrast to the latter, the other kind of property was, indeed, surprising. The witness automaton showed that, after an occurrence of actions \(GLU_{L_{to\,H!}}\), \(lev!\) and \(high!\) and a decrease of the glucose content, another increase and decrease of it could follow, and only after them, but without inquiry into the level of glucose, could the decrease of cAMP occur. We found that the reason for both was again the nonatomacity
of the inquiry into the level of glucose and the reaction to it.

It would be useful to introduce witness automata into practice as another means for error detection besides the usual model checking, giving single witnesses (or, in fact, counterexamples). According to [10], to speed up the debugging using model checking, upon checking the validity of a formula, the designer should be given as much feedback as possible before he or she modifies the model. The availability of multiple counterexamples in the automaton would not only allow the designer to detect multiple errors before having to modify the model, but could also facilitate the detection of a single error. Note that multiple counterexamples can show different patterns of violation of the required property even if the reason for it is a single error. If the designer is debugging a valid model to achieve the system correctness, the multiple patterns can better help him or her to get an idea about the error than a single one. As can be seen from the evaluation results, even for larger LTSs, the times needed to generate witness automata with the proposed procedure are such that it can be rather acceptable for the designer to perform debugging by using witness automata instead of, or in combination with, the usual model checking. Even if the designer explored only a few witnesses in an automaton, it would, generally, be more helpful in terms of diagnostics than having only the one obtained with the usual model checking.

With a proper tool for visual exploration, witness automata could be very useful in discovering previously unknown properties of complex biological systems. It should be noticed that the usual model checking is not appropriate for this purpose. Given a valid system model, in order to obtain all the witnesses leading to a chosen action, the model checking should be repeated for the same formula, with the model changed every time to prevent the last returned witness, until all the witnesses from the original model were obtained. Making such changes in the model would be very difficult, if not impossible, and, in fact, unreasonable, because, in contrast to the debugging, the goal is not to eliminate the discovered action sequences from the system’s behavior.

Currently, definition [4] does not include formulae of the form $\text{EE}([\chi]\text{false} \ W \ \{\chi\}\varphi)$ and $\text{EE}([\text{false}]\varphi \ W \ \{\chi\}\varphi)$, which are included in [6]. For LTSs without deadlock states, they are equivalent to the analogous formulae with operator EEU in (4). In contrast to the latter, they are true in a deadlock state, and a witness for that would be an empty sequence [6]. To define NFAs for them, a special action leading to a final state could be introduced to “catch” the deadlock states of an LTS in a synchronous product. We leave this for future work. A subset of ACTLW formulae having finite linear counterexamples is also defined in [6]. The existing algorithm for the generation of witness automata can also generate counterexample automata for these, in a similar way to the algorithm for ACTL [5], [6]. Removing from them the formulae with operator AAU similar to the above mentioned formulae with operator EEW, which have an empty counterexample in a deadlock

VIII. DISCUSSION

The presented experimental results show that the proposed BDD-based breadth-first generation of witness automata takes much less time for large LTSs and witness automata than the old algorithm [5], [6]. Unlike the latter, it could also do without model checking. One reason for the preliminary model checking is that, in EST, the formula parsing is implemented as part of model checking, and we wanted to exploit this feature. Another possibility would be to implement the parsing without model checking and generate the formula automaton during the parsing. If the result of the synchronous product of the automaton and the LTS was a witness automaton, this would mean that the formula was valid in the LTS.

Similar to the old algorithm, it can happen that the generated witness automata contain some non-viable witnesses, as well as several paths containing the same witness. In [5], it is proposed to minimize the automata to eliminate both. However, this, as well as preliminary minimization of the LTSs being verified, could only help to some extent. The resulting automata could still be very large, because they can contain many similar witnesses as a consequence of different interleavings of concurrent system events. In order for itsview to ease the employment of witness automata for the detection of errors and unknown properties, we would wish to also be able to display action labels on the transitions in the 3D graph, when zoomed in sufficiently, allow to explore it by clicking the transitions, and indicate, as well as remember, the transitions already explored in this way or by backtracing.
state, only the formulae containing operator \( \text{AAW} \) (and possibly abbreviations \( \text{AAX} \) and \( \text{AAG} \)) remain, whereas the formulae defined by \( \langle 3 \rangle \) contain the ACTLW operator \( \text{EEU} \) (or are abbreviations based on it). Negations of all the formulae with operator \( \text{AAW} \) can be converted into formulae allowed by \( \langle 4 \rangle \). It follows that an extension of the parser to support the conversion could be one way to allow the user to apply the presented witness automata generation procedure for the generation of counterexample automata directly for the ACTLW formulae. Instead of the conversion, the generation of NFAs could additionally be defined and implemented for the latter, such that the NFAs would contain possible viable counterexamples for them, i.e., viable witnesses of their negations.

Subsets of ACTL formulae having finite linear witnesses and, respectively, finite linear counterexamples are identified in \( \langle 5 \rangle \). All the formulae or, respectively, negations thereof can be expressed with the ACTLW formulae allowed by \( \langle 4 \rangle \). Please note that the semantics of ACTL is defined only for LTSs with a total transition relation. Thus, the presented witness automata generation procedure could also be applied for the generation of witness and counterexample automata for ACTL for such LTSs by implementing the conversion, or NFAs similar to those for ACTLW could be generated and used in the synchronous product with LTSs. Notice, however, that not all the ACTLW formulae having finite linear witnesses or counterexamples can be expressed with the ACTL formulae from the subsets. Assuming LTSs with a total transition relation, the reason is that, in ACTLW, in contrast to ACTL, action \( \tau \) is not treated differently than the external actions \( \langle 6 \rangle \).

A subset of the universal fragment of CTL (shortly ACTL with \( A \) for “universal”) having linear counterexamples has also been identified, as well as their duals from the Existential fragment of CTL (ECTL), which have linear witnesses \( \langle 44 \rangle \), \( \langle 45 \rangle \). Those formulae having finite linear witnesses could be identified and witness automata defined. The latter could be generated in a similar way to the presented procedure, but with NFAs with the alphabets containing subsets of atomic propositions and a synchronous product defined differently due to the state-based setting (cf. \( \langle 1 \rangle \)). Counterexample automata could also be obtained analogously to the two ways presented for ACTLW.

**IX. CONCLUSION**

We developed a symbolic procedure for the generation of witness automata for ACTLW formulae. The procedure’s employment on the bounded retransmission protocol and lactose operon regulatory system shows the new procedure to be at least several times faster than the current method. Some existing tools were shown to be rather appropriate for the exploration of witness automata, although not dedicated for this purpose. Two novel uses for witness automata were introduced, namely, for multiple error detection and discovery of unknown properties in models of concurrent systems. This makes witness automata a promising means to be employed in debugging performed with model checking and in investigating the behavior of complex biological systems.
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