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Abstract Novel mathematical models of three different repressilator topologies are introduced. As designable transcription factors have been shown to bind to DNA non-cooperatively, we have chosen models containing non-cooperative elements. The extended topologies involve three additional transcription regulatory elements—which can be easily implemented by synthetic biology—forming positive feedback loops. This increases the number of variables to six, and extends the complexity of the equations in the model. To perform our analysis we had to use combinations of modern symbolic algorithms of computer algebra systems Mathematica and Singular. The study shows that all the three models have simple dynamics what can also be called regular behaviour: they have a single asymptotically stable steady state with small amplitude oscillations in the 3D case and no oscillation in one of the 6D cases and damping oscillation in the second 6D case. Using the program QeHopf we were able to exclude the presence of Hopf bifurcation in the 3D system.
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1 Introduction

To understand complex biological systems such as tissues and cells, extensive knowledge of molecular interactions and mechanisms is necessary. However, an important part of understanding biological complexity is also mathematical modeling, which allows researchers to investigate connections between cellular processes and to develop hypotheses for the design of new experiments.

Jacob and Monod [25] were the first to present a model of the regulation of the synthesis of a structural protein. In this model enzyme levels are regulated at the level of transcription. Specific proteins are produced which repress the transcription of the DNA to its product (mRNA – messenger ribonucleic acid), which is translated into β-galactosidase, an enzyme for degradation of galactose into simple sugars.

Shortly after Jacob and Monod, Goodwin [22] proposed the first mathematical model of a more complex biological system, a genetic oscillator. The simplest formulation of the Goodwin model involves a single gene that represses its own transcription via a negative feedback loop and uses three variables, $x$, $y$ and $z$, where $x$ denotes the quantity of mRNA, $y$ stands for the quantity of the repressor protein, and $z$ is the quantity of the product, which acts as a corepressor and generates the feedback loop by negative control of mRNA production:

$$\frac{dx}{dt} = \frac{k_1 x}{k_2 + z^n} - k_3 x \quad \frac{dy}{dt} = k_4 x - k_5 y \quad \frac{dz}{dt} = k_6 y - k_7 z$$

(1)
All synthesis and degradation rates in the model (represented by coefficients \(k_1\) to \(k_7\)) are linear, with the exception of the repression, which takes the form of a sigmoidal Hill curve. Here \(n\) denotes the Hill exponent, which may be interpreted in biological systems as the number of ligand molecules that a receptor can bind. At the level of transcriptional regulation, this can be explained by cooperative binding of the repressor protein to DNA (formation of protein-DNA complexes). It has been demonstrated by Griffith [23] that limit cycle oscillations can only be obtained when \(n > 8\), which is unrealistic in terms of transcriptional regulation, where Hill exponents are rarely higher than 3 or 4.

A repressilator is a network of several genes and can be thought of as an extension of the Goodwin oscillator, which is a one-gene repressilator linked by mutual repression in a cyclic topology. Models of cycles of 2–5 genes have first been studied by Fraser and Tiwari [18], while the first experimental implementation of a 3-gene repressilator in a biological system along with a refined model was demonstrated by Elowitz and Leibler [15].

Let \(X_i\) denote the quantity of mRNA and \(Y_i\) the quantity of the repressor protein and let \(\alpha_0\), \(\alpha\) and \(\beta\) represent the transcription rate of a repressed promoter, the maximal transcription rate of a free promoter and the ratio of protein and mRNA decay rate, respectively. Then the model is given by the equations:

\[
\begin{align*}
\frac{dX_i}{dt} &= \alpha_0 + \frac{\alpha}{1 + Y_{i-1}^n} - X_i, \\
\frac{dY_i}{dt} &= -\beta(Y_i - X_i) \quad (i = 1, 2, 3),
\end{align*}
\]

where the indices 0 and 3 are identified. (Let us note that Elowitz and Leibler write \(j\) instead of \(i - 1\), still they speak about 6 equations. However, if \(i\) and \(j\) run independently, then we have \(3 \times 3 + 3 = 12\) equations. Our modification is also in accordance with our model below.) In the paper mentioned above Elowitz and Leibler also determine the unique positive stationary point, and the parameters when the stationary point loses its stability. They map part of the parameter space, and find oscillations numerically. In the Goodwin model, undamped oscillations can only occur when repression is accomplished by the co-repressor \(Z\) and never directly by the protein \(Y\) [23], probably due to the increased time delay. In the cyclic repressilator by Elowitz and Leibler, oscillations can occur without co-repressors and for Hill exponents \(n\) as low as 2, which is more applicable to biological systems. It also takes into consideration the production of mRNA with a constant rate.

A theoretical solution for the introduction of non-linearity to non-cooperative biological systems by using transcription factors, where the same proteins are able to repress one gene and activate another gene has been proposed by Müller et al. [32] and Widder et al. [48]. Tyler et al. [45] continue the work by [32] with biologically less restrictive assumptions. However, such transcription factors are extremely rare in nature and would also be hard to design by directed evolution. Recently, Lebar et al. [29] have shown that non-linearity can be introduced into a biological system, by introduction of non-
cooperative repressors in combination with activators, competing for binding to the same DNA sequence, thus creating a positive feedback loop. In principle, positive feedback loops could be introduced—based on the same DNA binding domain—to build functional repressilator circuits, consisting of non-cooperative repressors.

The above described oscillator circuit was experimentally constructed using three natural repressor proteins, the TetR, LacI and CI repressors. However, construction of functional biological circuits using such natural repressors requires fine-tuning due to their diverse biochemical properties. Furthermore, the low number of well-characterized natural repressor proteins does not enable construction of multiple circuits in a single cell, a fact that may support the use of stochastic models, cf. e.g. [2,10,13]. With the developments in the field of synthetic biology in the recent years, the use of designable repressors has become more and more frequent [36,20,31,20,3][4,29,30,34]. Such repressors can be designed to bind any DNA sequence due to their modular structure, which can be exploited to eliminate interactions with the cells’ genome. Furthermore, they can be designed in almost unlimited numbers and the biochemical properties of individual repressors are very similar, making construction and modeling of synthetic circuits easier. However, the main disadvantage of designable repressors is that they are monomeric, meaning that their binding to DNA is non-cooperative and the Hill exponent $n$ is equal to 1. Under those conditions, the above described models are not expected to produce oscillations. This poses a challenge of introducing non-linearity in complex biological systems, consisting of such repressors.

Equations describing the model of the repressilator by Elowitz and Leibler with only two variables are easy to handle. However, addition of activators to the model increases the number of variables, thus expanding the complexity of the model. Mathematical analysis of systems of equations with a large number of variables is harder, and can be investigated using deterministic approach based on ordinary differential equations (ODEs) with kinetics which can be either of the mass action type or other, and use the qualitative theory of ordinary differential equations to find bistability, oscillation etc., or calculating solutions numerically. The stochastic description [17, Chapter 5], [43, Chapter 10] or [16] usually does not allow to make symbolic calculations because of the complexity of the model. However, in this case one also may turn to the computer to do simulations [38,33].

In this work, we compare deterministic mathematical models of three different repressilator topologies based on non-cooperative repressors, which can be implemented in biological systems based on designed DNA binding domains such as zinc fingers, TALEs or dCas9/CRISPR fused to activation or repression domains. The models are simplified and consider reactions only at the protein level. The concentration of each repressor and activator over time is described in a separate equation in a system of equations. In the 3D model, we perform the singular point analysis of the 3-variable equation system for the basic repressilator topology, consisting of 3 repressors. In the 6D models we expand the complexity by addition of 3 variables, representing activators.
The study of the system is non-trivial since there are no efficient methods for determining singular points of polynomial or rational systems of ODEs of high dimension and depending on parameters. We perform our analysis using the combinations of modern symbolic algorithms of computer algebra systems Mathematica [49] and Singular [11], which has not yet been covered in the literature and represents a novel approach in analysis of biological circuits.

Extensive theoretical studies have already been done on the 3D repressilator circuit. [28] only treat the special case $\alpha_0 = 0$ of our model. In a nonlinear model such a seemingly slight difference may cause qualitative differences. They also treat saturable degradation, i.e. cases when instead of $-k_{\text{deg}}x$ one has a term $-k_{\text{deg}}\frac{x}{1+x}$. They have shown the connection between the evolution of the oscillatory solution and formation of a heteroclinic cycle at infinity. [12] also deals with the $\alpha_0 = 0$ case, but he derives the usual nonlinear term starting from a mass action model, and using the Michaelis–Menten type approximation. That author is mainly interested in models with delay. [24] again assumes $\alpha_0 = 0$, and the rational functions are such that both the denominator and the numerator are second degree polynomials. The paper contains no general mathematical statements, only numerical simulations. On the other hand, the mathematically correct paper [32] treats a large class of models including the model by Elowitz and Leibler (but not our models) and give a detailed description of the attractors. Summarizing, none of the models in the literature cover the classes of models we are interested in, and also, the present approach seems to be a novel one from the mathematical point of view and uses models based on recent experiments in synthetic biology.

Note also that [42] consider a much more complicated process, no formulae can be found in the paper itself. However, its Supplement contains models, delay, stochastic effects, and no qualitative analysis at all. They estimate the parameters of the model. [41] use the heuristic ideas (kinetic logic) of Thomas without a mathematical treatment.

2 A 3D model

First we model the basic repressilator circuit based on non-cooperative repressors, similar to the Elowitz repressilator. The difference compared to the original repressilator model is that here the Hill exponent $n$ is always equal to 1, due to the non-cooperative nature of the repressors. We consider a symmetrical system, where the biochemical properties of all repressors are similar, as expected with designed transcription factors (and not to simplify mathematics). We simplify the system to only consider reactions on the protein level. The variables $x$, $y$ and $z$ represent the concentrations of each of the repressors, while the parameters $\alpha_0$, $\alpha$ and $k_{\text{deg}}$ represent the rate of protein synthesis when the promoter is repressed, the maximal rate of protein synthesis from the free promoter and protein degradation rate, respectively (Figure [1]). We assume equal rates of synthesis and degradation for all three repressor proteins. Then the concentration of each repressor over time is described by
The following equations:

\[
\begin{align*}
\frac{dx}{dt} &= \alpha_0 + \alpha \frac{1}{1 + z} - k_{\text{deg}} x \\
\frac{dy}{dt} &= \alpha_0 + \alpha \frac{1}{1 + x} - k_{\text{deg}} y \\
\frac{dz}{dt} &= \alpha_0 + \alpha \frac{1}{1 + y} - k_{\text{deg}} z,
\end{align*}
\]  

To simplify the notation we denote

\[s = \alpha_0, \quad b = \alpha, \quad g = k_{\text{deg}},\]

where the parameters \(s, b\) and \(g\) are positive real numbers, and the dot denotes the derivative with respect to time.

With this notation system (3) is written as

\[
\begin{align*}
\dot{x} &= s + \frac{b}{1 + z} - gx \\
\dot{y} &= s + \frac{b}{1 + x} - gy \tag{4} \\
\dot{z} &= s + \frac{b}{1 + y} - gz.
\end{align*}
\]

We are interested in the behavior of trajectories of system (4) in the region

\[D = \{(x, y, z) : x > 0, \ y > 0, \ z > 0\}.\]
System (4) has two singular points whose coordinates contain the expression \( u = \sqrt{4bg + (g + s)^2} \). With this we have

\[
b = \frac{u^2 - (g + s)^2}{4g} \quad \text{and} \quad u > g + s. \tag{5}
\]

Then the steady states of the system are

\[
A = (x_0, y_0, z_0) = \left( \frac{s - g - u}{2g}, \frac{s - g - u}{2g}, \frac{s - g - u}{2g} \right)
\]

and

\[
B = (x_1, y_1, z_1) = \left( \frac{s + u - g}{2g}, \frac{s + u - g}{2g}, \frac{s + u - g}{2g} \right).
\]

The eigenvalues of the Jacobian matrix of system (4) at A are

\[
\kappa_1 = \frac{2gu}{g + s - u}, \quad \kappa_{2,3} = -\frac{g(3g + 3s - u)}{2(g + s - u)} \pm \frac{i\sqrt{3g(g + s + u)}}{2(g + s - u)}
\]

and the eigenvalues at B are given by

\[
\lambda_1 = -\frac{2gu}{g + s + u}, \quad \lambda_{2,3} = \frac{g(3g + 3s + u)}{2(g + s + u)} \pm \frac{i\sqrt{3g(g + s - u)}}{2(g + s + u)}. \tag{6}
\]

We can expect chemically relevant non-trivial behavior of trajectories in the domain \( D \) if both singular points of the system are located in \( D \). The necessary and sufficient condition for this is

\[
x_0 > 0, \quad x_1 > 0. \tag{7}
\]

From \( u = \sqrt{4bg + (g + s)^2} \), one gets both \( u > g \) and \( u > s \) (since \( b, g \) and \( s \) are positive). As a consequence, \( s - g - u = (s - u) - g < 0 \) since \( s < u \). Thus, \( A \) can be discarded. Moreover, \( s + u - g = s + (u - g) > 0 \) since \( u > g \), so \( B \) is always in the domain \( D \). Thus, in this case \( B \) is in \( D \) and \( A \) has negative coordinates. For the eigenvalues (6) of the matrix of the linear approximation of (4) at \( B \) we have \( \lambda_1 < 0, \ Re \lambda_{2,3} < 0 \), that is, \( B \) is asymptotically stable.

To conclude, in the domain \( D = \{(x, y, z) : x > 0, \ y > 0, \ z > 0\} \) the system can have only one steady state (point \( B \)), which is a (locally) asymptotically stable attractor and the trajectories (exponentially) fast approach a neighborhood of the steady state. In a small neighborhood of it there are damping oscillations, however the amplitude of oscillations is very small. Why?

Because to obtain oscillations with a large amplitude we need to have at the point \( B \) in \( D \) the eigenvalues with \( \text{Abs}(\text{Re} \lambda_{2,3}) \) small and \( \text{Abs}(\text{Im} \lambda_{2,3}) \) large. However, it can be shown easily that \( \text{Abs}(\text{Re} \lambda_{2,3}) < \text{Abs}(\text{Im} \lambda_{2,3}) \) cannot occur. Thus, this is difficult to achieve in our system, while it would probably be facilitated in the system with high Hill exponent \( n \). In Fig. 2 we have chosen the parameters so as to make the difference between \( \text{Abs}(\text{Re} \lambda_{2,3}) \) and \( \text{Abs}(\text{Im} \lambda_{2,3}) \) as small as possible. Fig. 2 shows the behaviour of the model for
a single, specific set of the parameters, but the argument above is symbolic, i.e. valid for all sets of the parameters.

Our calculations above provided an alternative proof of a part of the statement by Allwright [1] who has obtained stronger results: he has shown for a class of more general class of models including our one the existence, uniqueness and global asymptotic stability of the stationary point. In order to apply Allwright’s results to our model one has to calculate a few quantities, this we will do in the Appendix 7.5.

3 The forward feedback repressilator 6D model

By a similar principle that was demonstrated to introduce a non-linear response into a non-cooperative system [29], we devise a more complex repressilator topology (Figure 3). The new system consists of the same repressor topology as the 3D model, but also includes three transcriptional activators, binding to the same DNA targets as the repressors. Each of the activators drives the synthesis of itself and of the next repressor in the cycle. This topology can be implemented in biological systems using a set of three DNA binding domains (X, Y, Z), their combination with an activator (a) or a repressor (r) domain and appropriate binding sites within the three operons. The new topology therefore includes 6 variables: the concentration—denoted by the corresponding lowercase letters—of the 3 repressors (\(X_r, Y_r, Z_r\)) and 3 activators (\(X_a, Y_a, Z_a\)). The Hill exponent \(n\) is always equal to 1, the parameters \(a_0, \alpha\) and \(k_{deg}\) represent the rate of protein synthesis when the promoter is repressed, the rate of protein synthesis from the free promoter and protein degradation rate, respectively. We assume equal rates of synthesis and degradation for all repressor and activator proteins. In this case, the protein synthesis rate is considered maximal when the activator is bound to the
Fig. 3 A repressilator topology, involving activators, driving the synthesis of the next repressor in the cycle.

promoter, so concentration of repressors and activators over time is given as:

\[
\begin{align*}
\frac{dx_r}{dt} &= \alpha_0 + \alpha z_a / (1 + z_r + z_a) - k_{\text{deg}} x_r, \\
\frac{dz_a}{dt} &= \alpha_0 + \alpha z_a / (1 + z_r + z_a) - k_{\text{deg}} z_a, \\
\frac{dy_r}{dt} &= \alpha_0 + \alpha x_a / (1 + x_r + x_a) - k_{\text{deg}} y_r, \\
\frac{dx_a}{dt} &= \alpha_0 + \alpha x_a / (1 + x_r + x_a) - k_{\text{deg}} x_a, \\
\frac{dz_r}{dt} &= \alpha_0 + \alpha y_a / (1 + y_r + y_a) - k_{\text{deg}} z_r, \\
\frac{dy_a}{dt} &= \alpha_0 + \alpha y_a / (1 + y_r + y_a) - k_{\text{deg}} y_a.
\end{align*}
\] (8)

Introducing the notation

\[x_1 = x_r, x_2 = z_a, x_3 = y_r, x_4 = x_a, x_5 = z_r, x_6 = y_a, s = \alpha_0, b = \alpha, g = k_{\text{deg}}\]
where \( b, g, s > 0 \) we rewrite system (3) in the form

\[
\begin{align*}
\dot{x}_1 &= s - gx_1 + \frac{bx_2}{1 + x_2 + x_5} = X(x_1, x_2, x_5) \\
\dot{x}_2 &= s - gx_2 + \frac{bx_2}{1 + x_2 + x_5} = X(x_2, x_2, x_5) \\
\dot{x}_3 &= s - gx_3 + \frac{bx_4}{1 + x_1 + x_4} = X(x_3, x_4, x_1) \\
\dot{x}_4 &= s - gx_4 + \frac{bx_4}{1 + x_1 + x_4} = X(x_4, x_4, x_1) \\
\dot{x}_5 &= s - gx_5 + \frac{bx_6}{1 + x_3 + x_6} = X(x_5, x_5, x_3) \\
\dot{x}_6 &= s - gx_6 + \frac{bx_6}{1 + x_3 + x_6} = X(x_6, x_6, x_3)
\end{align*}
\]

(9)

with

\[
X(u, v, w) := s - gu + \frac{bv}{1 + v + w}.
\]

From the first two equations of (9) we obtain that for any steady state \((x_1, x_2, \ldots, x_6)\) of the system it should be that \(x_1 = x_2\). Similarly, two other pairs of equations (9) yield that \(x_3 = x_4, x_5 = x_6\). Thus, the simplified stationary point equations are:

\[
\begin{align*}
0 &= s - gx_1 + \frac{bx_1}{1 + x_1 + x_5} = X(x_1, x_1, x_5) \\
0 &= s - gx_3 + \frac{bx_3}{1 + x_1 + x_3} = X(x_3, x_3, x_1) \\
0 &= s - gx_5 + \frac{bx_5}{1 + x_3 + x_5} = X(x_5, x_5, x_3).
\end{align*}
\]

(11), (12), (13)

We first look for steady states of system (3) using the routine Solve of Mathematica and we find 8 steady states. Two of them are

\[
F = (f, f, f, f, f, f), \quad \text{where} \quad f = \frac{\sqrt{(b-g+2s)^2 + 8gs} + b - g + 2s}{4g}
\]

and

\[
H = (h, h, h, h, h), \quad \text{where} \quad h = -\frac{\sqrt{(b-g+2s)^2 + 8gs} - b + g - 2s}{4g}
\]

(14), (15)

However, coordinates of the other steady states are given by long cumbersome expressions which are not convenient to analyse. (If one applies Simplify or even FullSimplify the result of LeafCount is more than thirteen thousand.) Thus, we choose another approach to finish.
Chemically relevant steady states should satisfy the conditions

\[ X(x_1, x_1, x_5) = X(x_3, x_3, x_1) = X(x_5, x_5, x_3) = 0, \]
\[ s > 0, \quad g > 0, \quad b > 0, \quad x_1 > 0, \quad x_3 > 0, \quad x_5 > 0. \quad (16) \]

System (16) is a so-called semi-algebraic system (since it contains not only algebraic equations \( X(x_1, x_1, x_5) = X(x_3, x_3, x_1) = X(x_5, x_5, x_3) = 0 \), but also inequalities). Nowadays powerful algorithms to solve such systems have been developed and implemented in many computer algebra systems. In particular, in Mathematica the routine `Reduce` can be applied to finding solutions of semi-algebraic systems. For algebraic functions `Reduce` constructs equivalent purely polynomial systems and then uses cylindrical algebraic decomposition (CAD) introduced by Collins in [7] for real domains and Gröbner basis methods for complex domains.

To simplify computations we first clear the denominators on the right hand side of (11)–(13) obtaining the polynomials

\[
\begin{align*}
    f_1 &:= s + bx_1 - gx_1 + sx_1 - gx_1x_5 \\
    f_2 &:= s + sx_1 + bx_3 - gx_3 + sx_3 - gx_3x_1 - gx_3^2 \\
    f_3 &:= s + sx_3 + bx_5 - gx_5 + sx_5 - gx_5x_3 - gx_5^2
\end{align*}
\]

Solving with `Reduce` of Mathematica the semi-algebraic system

\[ f_1 = f_2 = f_3 = 0, \quad x_1 > 0, \quad x_3 > 0, \quad x_5 > 0, \quad s > 0, \quad g > 0, \quad b > 0, \quad (17) \]

with respect to \( x_1, x_3, x_5, s, b, g \) we obtain the solution

\[ x_1 > 0, \quad x_1 = x_3 = x_5, \quad s > 0, \quad b > 0, \quad g = \frac{s}{x_1} + \frac{b}{1 + x_1 + x_5}. \quad (18) \]

The input command and the output are given in Appendix 7.3. The exact result may slightly differ depending on the version you use, but nevertheless, it always implies the essential relation that \( x_1 = x_3 = x_5 \).

Solving the last equation for \( x_1 \) we obtain two solutions:

\[ \frac{\sqrt{(b - g + 2s)^2 + 8gs + b - g + 2s}}{4g} \quad \text{and} \quad -\frac{\sqrt{(b - g + 2s)^2 + 8gs + b - g + 2s}}{4g}. \]

However in the second case \( x_1 \) is negative, so the only steady state whose coordinates satisfy (16) is the point \( F \) defined by (14).

Computing the eigenvalues of the Jacobian matrix of system (9) at \( F \) we find that they are

\[ \kappa_{1,2,3} = -g, \quad \kappa_4 = -g + \frac{b}{(1 + 2f)^2} \]
\[ \kappa_{5,6} = -g + \frac{b(2 + 3f)}{2(1 + 2f)^2} \pm i\frac{\sqrt{3}b f}{2(1 + 2f)^2}, \]

where \( f \) is defined by (14). A short calculation shows that all eigenvalues of the Jacobian matrix have negative real parts yielding that \( F \) is asymptotically stable. Thus, we have proven the following result.
Theorem 1 Point $F$ is the only positive stationary point of system (9) and it is asymptotically stable.

4 The backward feedback repressilator 6D model

Due to the absence of oscillations in the above described model we next consider a repressilator topology with activators wired to activate transcription of the previous repressor in the cycle (Figure 4). The notations of the variables and the constants are the same as in the previous 6D model. Therefore, the concentrations of repressors and activators over time are as follows:

$$\begin{align*}
\dot{x}_1 &= s - gx_1 + bx_4/(1 + x_4 + x_5) = X(x_1, x_4, x_5) \\
\dot{x}_2 &= s - gx_2 + bx_4/(1 + x_4 + x_5) = X(x_2, x_4, x_5) \\
\dot{x}_3 &= s - gx_3 + bx_6/(1 + x_1 + x_6) = X(x_3, x_6, x_1) \\
\dot{x}_4 &= s - gx_4 + bx_6/(1 + x_1 + x_6) = X(x_4, x_6, x_1) \\
\dot{x}_5 &= s - gx_5 + bx_2/(1 + x_2 + x_3) = X(x_5, x_2, x_3) \\
\dot{x}_6 &= s - gx_6 + bx_2/(1 + x_2 + x_3) = X(x_6, x_2, x_3)
\end{align*}$$

(19)

with $X(u, v, w) := s - gu + \frac{bv}{1 + v + w}$, that is, $X$ is again defined by (10), but the right-hand-sides do depend on three variables, differently from the previous case.

4.1 Steady states of the model

From (19) it is easily seen that any stationary point of (19) should fulfil $x_2 = x_1, x_4 = x_3, x_6 = x_5$. Then, similarly as in the case of system (9), computing with Mathematica we find that the system has singular points $F$ and $H$ defined by (14) and (15) and a few other singular points whose coordinates are given by cumbersome expressions, which are not suitable for further analysis. Therefore, again we proceed using the previous ideas.

The chemically relevant steady states of system (19) are solutions to the semi-algebraic system

$$f_1 = f_2 = f_3 = 0, \quad s > 0, \quad g > 0, \quad b > 0, \quad x_1 > 0, x_3 > 0, x_5 > 0 \quad (20)$$

where

$$\begin{align*}
f_1 &= s - gx_1 + bx_3 + sx_3 - gx_1x_3 + sx_5 - gx_1x_5, \\
f_2 &= s - bx_1 + sx_1 + sx_3 - x_5 - gx_1x_5 - gx_3x_5, \\
f_3 &= s + g - 1 \quad \text{(that is, } f_1 = X(x_1, x_3, x_5)(1 + x_3 + x_5), f_2 = X(x_3, x_5, x_1)(1 + x_1 + x_5), f_3 = X(x_5, x_1, x_3)(1 + x_1 + x_3)). \text{ But unlike the case of the previous model, we were able to solve system (20) neither with Reduce nor Solve of Mathematica. (Solve provides five roots, most of them in uselessly complicated form.) It}$$
Fig. 4 The backward feedback repressilator 6D model: repressilator topology including transcriptional activators, driving the synthesis of the previous repressor in the cycle.

appears that the reason is that in the previous model the steady states were determined from the system

\[ X(x_1, x_3, x_5) = X(x_3, x_1, x_5) = X(x_5, x_3, x_1) = 0, \]

where each equation depended only on two variables, whereas in the present case they are to be determined from the system

\[ X(x_1, x_3, x_5) = X(x_3, x_5, x_1) = X(x_5, x_1, x_3) = 0, \]

where each equation depends on three variables, so the latter system is more complicated.

To find the steady states of system (19) we use the computer algebra system **Singular** [10][11]. We look for solutions of system

\[ f_1(x_1, x_3, x_5, s, g, b) = f_2(x_1, x_3, x_5, s, g, b) = f_3(x_1, x_3, x_5, s, g, b) = 0. \]

(21)
The polynomials \( f_1, f_2, f_3 \) are polynomials of six variables with rational coefficients, that is, they are polynomials of the ring \( \mathbb{Q}[s, b, g, x_1, x_3, x_5] \). In Singular the ring of such polynomials can be declared as
\[
\text{ring } r=0,(s,b,g,x1,x3,x5),(lp),
\]
where \( r \) is the name of the ring, 0 is the characteristic of the field of rational numbers \( \mathbb{Q} \), and \( 1p \) means that Gröbner basis calculations should be performed using the lexicographic ordering.

Let \( I \) be the ideal generated by \( f_1, f_2, f_3 \) in \( \mathbb{Q}[s, b, g, x_1, x_3, x_5] \), that is,
\[
I = \langle f_1, f_2, f_3 \rangle.
\] (22)
The set of solutions of system (21) is the variety \( V(I) \) of \( I \) (the zero set of all polynomials from \( I \)). (We give definitions and some facts about polynomial ideals and their varieties in Appendix 7.2.) Then, applying the routine \( \text{minAssGTZ} \) of [11], which computes minimal associate primes of polynomial ideals using the algorithm of [21], we find that the variety of \( I \) consists of three components,
\[
V(I) = V(I_1) \cup V(I_2) \cup V(I_3),
\] (23)
where \( I_1, I_2, I_3 \) are the ideals written under [1]; [2]; and [3]; respectively, in Appendix 7.3.

Since \( I_1 = \langle x_3 - x_5, x_1 - x_5, 2sx_3 + s + bx_5 - 2gx_3^2 - gx_5 \rangle \) it is easily seen that the variety \( V(I_1) \) consists of two points \( F \) and \( H \) defined by (14) and (15), respectively. From the equations for the third component we have \( s = g = b = 0 \), so the system degenerates.

However, the polynomials defining the second component are complicated and difficult to analyse, so we are unable to extract useful description of the component from these polynomials.

Fortunately, there is a slightly different way to treat the problem of solving system (21). Namely, we can treat polynomials
\[
f_1(x_1, x_3, x_5, s, g, b), f_2(x_1, x_3, x_5, s, g, b), f_3(x_1, x_3, x_5, s, g, b)
\]
as polynomials of \( x_1, x_2, x_3 \) depending on parameters \( s, g, b \) (which is in agreement with the meaning of \( s, g, b \) in differential system (19)).

To do so, we declare the ring as
\[
\text{ring } r=(0,s,b,g),(x1,x3,x5),(lp),
\]
where \( r \) is the name of the ring, \( (0,s,b,g) \) means that the computations should be performed in the field of characteristic 0 and \( s, b, g \) should be treated as parameters, and, as above, \( 1p \) means that Gröbner basis calculations should be performed using the lexicographic ordering.

Computing with \( \text{minAssGTZ} \) the minimal associate primes of the ideal \( J = \langle f_1, f_2, f_3 \rangle \) (which looks as \( I \) but now it is considered as the ideal of the ring \( \mathbb{Q}(s,b,g)[x_1, x_3, x_5] \)) we obtain that they are
\[
J_1 = \langle h_1, h_2, h_3 \rangle
\]
with
\[
h_1 = (2s^3g + bg^3 + g^4)x_3^3 + (2s^2g^2 + 2sg^2 + 5sg^3 + 2b^2g^2 + 2bg^3 + 2g^4)x_3 \\
- (2s^3g - 3s^2bg - s^2g^2 - 3sb^2g - 2sb^2g^2 + 2g^3 - b^3g + g^4)x_5 \\
+ (-2s^4 - 4s^3b - 5s^4g - 5s^2b^2 - 8s^2bg - 4s^2g^2 - 3sb^3 - 7sb^2g - 5sb^2 - sbg^3 - bg^3),
\]
\[
h_2 = (2sb^2g + bg^2) + (2s^2g^2 - bg^2 - g^3)x_3 \\
+ (sb^2g - 2g^2g - g^3)x_5 \\
+ (2s^3 + 4s^2b + 3s^2g + 4sb^2 + 6sbg + sg^2 + 2b^2 + 2bg^2 + 2bg^2),
\]
\[
h_3 = (2sb^2g + bg^2)x_3 + (2s^2g^2 + bg^2 + g^3)x_3 \\
+ (sb^2g + 2g^2g + bg^2 + g^3)x_5 \\
+ (-2s^3 - 2s^2b - 3s^2g - 2sb^2 - sbg - sg^2)
\] (24)

and
\[
J_2 = (2gx_5^3 + (g - 2s - b)x_3 - s, x_1 - x_5, x_3 - x_5).
\]

So the variety of the ideal consists of two components
\[
V(J) = V(J_1) \cup V(J_2).
\]

Clearly, the variety \(V(J_2)\) considered as a variety in \(\mathbb{R}^3\) consists of two points \(F\) and \(H\) defined by (14) and (15).

Chemically relevant steady states in the component \(V(J_1)\) are determined from the semi-algebraic system
\[
b > 0, \ s > 0, \ s_1 > 0, \ x_1 > 0, \ x_3 > 0, \ x_5 > 0, \ h_1 = 0, \ h_2 = 0, \ h_3 = 0.
\] (25)

Solving system (25) with Reduce we find that it has no solution (the command Reduce returns False as the output).

Using the analysis performed above we can prove the following result.

**Theorem 2** The only steady state of system (19) with positive coordinates is the point \(F\) defined by (14).

**Proof** As we have shown above the only point from the variety \(V(J)\) satisfying the condition
\[
b > 0, \ s > 0, \ s_1 > 0, \ x_1 > 0, \ x_3 > 0, \ x_5 > 0
\] (26)
is the point \(F\) defined by (14).

However, the complete set of steady states of system (19) is determined from the variety \(V(I)\) of the ideal \(I\) defined by (22). Thus to prove the theorem it is sufficient to show that \(V(I)\) is a subset of \(V(J)\). The first components of \(V(I)\) and the second component of \(V(J)\) are the same, the third component of \(V(I)\) is the variety \(V(I_3)\) of the ideal \(I_3 = \langle s, b, g \rangle\). Obviously, if \(s = b = g = 0\) then all polynomials \(h_1, h_2, h_3\) vanish, that means, \(V(I_3)\) is subset of \(V(J)\). So,
we have to compare the second components of the decompositions of \( V(I) \) and \( V(J) \), that is, \( V(H) \) and \( V(G) \), where \( H = \langle h_1, h_2, h_3 \rangle \) with \( h_1, h_2, h_3 \) defined by (24) and \( G = \langle g_1, \ldots, g_{11} \rangle \) where by \( g_1, \ldots, g_{11} \) we denote polynomials of the second minimal associate prime given in Appendix 7.4.

First, with the command std of Singular we compute Gröbner bases of \( H \) and \( G \), denoting them \( H_s \) and \( G_s \), respectively. Then with reduce of Singular we check that \( H \subset G \) (since \( \text{reduce}(H_s, G_s) \) returns 0) yielding \( V(H) \subset V(G) \).

**Remark 1** Applying the command \( \text{reduce}(G_s, H_s) \) we obtain that \( H \not\subset G \) yielding \( V(H) \subset V(G) \), and \( V(H) \) is a strict subset of \( V(G) \) (as varieties in \( \mathbb{C}^6 \)).

We also can find the precise difference of \( V(H) \) and \( V(G) \), the set \( V(H) \setminus V(G) \). To this end, we use the fact that

\[
V(H) \setminus V(G) = V(H : G),
\]

where \( H : G \) is the quotient of ideals \( H \) and \( G \) (see e.g. [9] or [37]). In Singular we compute the ideal \( H : G \) with the command \( \text{quotient}(H, G) \) and then with minAssGTZ we compute the minimal associate primes of \( H : G \) finding that the variety of \( H : G \) consists of 5 components:

1) \( g = s^2 + sb + b^2 = 0 \)
2) \( b = 2s + g = 0 \)
3) \( 3b - g = 3s + 2g = 0 \)
4) \( b = gx_5 - s = 0 \),
5) \( b = gx_5 + s + g = 0 \)

Thus, we see that the varieties \( V(H) \) and \( V(G) \) differ only for the set of parameters which are not relevant for our study: \( g = 0 \) in case 1), \( b = 0 \) in cases 2), 4), 5) and in case 3) \( s = -2/3g \) which is impossible since \( s \) and \( g \) are positive.

### 4.2 Stability of the positive steady state

To study the stability properties of system (19) near the point \( F \) we compute the characteristic polynomial \( p \) of the Jacobian matrix of system (19) at \( F \) and we find that it is given as

\[
p(u) = \frac{(g + u)^3}{(1 + 2f)^6} \left( -b + g(1 + 2f)^2 + u(1 + 2f)^2 \right)
\]

\[
\quad \left( u^2(1 + 2f)^4 + u(1 + 2f)^2(b + 2g(1 + 2f)^2) + g^2(1 + 2f)^4 + bg(1 + 2f)^2 + b^2(1 + 3f + 3f^2) \right).
\]

where \( f \) is defined by (14). In order to prove that all the roots of the characteristic polynomial have a negative real part it is enough to show that \( -b + g(1 + 2f)^2 > 0 \), which can be easily proven, e.g. using Reduce.

To sum up, for any \( s, b, g > 0 \) all roots of \( p \) have negative real parts. Therefore, we have proven the following statement.
Theorem 3 The only positive steady state \( F \) of system (19) is asymptotically stable.

We can get a more precise conclusion about the eigenvalues of \( F \). Computing the discriminant of the second degree factor of the above polynomial we find that it is \(-3b^2(1 + 2f)^6 < 0\), which means that the polynomial \( p \) always has a pair of complex conjugate eigenvalues.

Thus, the matrix of the linear approximation of (19) at \( F \) always has four negative real eigenvalues and a pair of complex conjugate eigenvalues with negative real parts. Consequently Hopf bifurcation is not possible in the system. We can expect to observe strong damping oscillations near the steady states if the absolute value of the real parts of the complex eigenvalues are much less than their imaginary parts. However our numerical experiments show that the situation appears to be just the opposite: the real parts of the complex eigenvalues are much larger than their imaginary parts. So we can observe only oscillations which quickly goes to the steady state (see Fig. 5).

![Fig. 5 Damping oscillation in the 6D model. \( s = 1, b = 10, g = 0.2 \), initial concentrations: \((25, 23, 25.5, 30.5, 21, 30)\)](image-url)

5 Excluding Hopf Bifurcations by Fully Algorithmic Methods

We also looked for Hopf bifurcations in the 3D and 6D models using the software package \texttt{QeHopf} which uses the method of the semi-algebraic characterization of Hopf bifurcation described in \cite{14} (the package is available by request to the authors). To detect Hopf bifurcation in the models we first generate from the symbolic description of the respective ordinary differential equation a first-order formula in the language of ordered fields, where our domain is the real numbers. Specifically, for a parametrized vector field \( f(u, x) \) and the autonomous ordinary differential system associated with it this semi-
algebraic description can be expressed by the following first-order formula:

\[ \exists x (f_1(u, x) = 0 \land f_2(u, x) = 0 \land \cdots \land f_n(u, x) = 0 \land a_n > 0 \land \Delta_{n-1}(u, x) = 0 \land \Delta_{n-2}(u, x) > 0 \land \cdots \land \Delta_1(u, x) > 0) \] (27)

In this formula \( a_n \) is \((-1)^n\) times the determinant of the Jacobian matrix \( Df(u, x) \), and \( \Delta_i(u, x) \) is the \( i \)th Hurwitz determinant of the characteristic polynomial of the same matrix \( Df(u, x) \). Constraints on parameters are added, and for the rational systems we are considering one is using the common numerators (adding the condition of non-vanishing denominators). \texttt{QeHopf} is implemented in \texttt{Maple}, and the input for the 3D model is as follows:

```maple
PP := diff(x(t), t) = s-g*x(t)+b/(1+z(t));
QQ := diff(y(t), t) = s-g*y(t)+b/(1+x(t));
RR := diff(z(t), t) = s-g*z(t)+b/(1+y(t));
f缢 := {x(t), y(t), z(t)};
p缢ms := [s, g, b];
p缢mscondlist := [s>0, g>0, b>0];
f缢mcondlist := [x(t)>0, y(t)>0, z(t)>0];

DEHopfexistence([PP, QQ, RR], f缢, p缢ms, f缢mcondlist, p缢mscondlist);
```

For the 3D model the generated first-order formula is as follows

\[
\text{informula := ex (vv3, ex (vv2, ex (vv1, ( ( ( ( ( s > 0 and b > 0 and g > 0 and
\[ -g*vv1*vv2*vv3+g*vv1+vv2+vv3 = 0 ) and
1+vv2 <> 0 ) and
-g*vv1*vv2*vv3 = 0 ) and
1+vv1 <> 0 ) and
-g*vv1*vv2 = 0 ) and
1+vv3 <> 0 ) and
-g*vv1 = 0 ) and
1+vv1 = 0 ) and
0 < (1+vv1)^2*(1+vv2)^2*(1+vv3)^2 ) ) ) )
\]

The system variables became quantified variables and have been renamed to \( vv1 \), \( vv2 \), and \( vv3 \), and the existential quantification is expressed using the syntax of the package \texttt{Redlog} [13,39], which had been originally driven by the
efficient implementation of quantifier elimination based on virtual substitution methods. Applying quantifier elimination to the formula yields in principle a quantifier-free semi-algebraic description of the parameters for which Hopf bifurcation fixed points exist.

If one suspects that there is no Hopf bifurcation fixed point or one just wants to assert that there is one, then one can apply quantifier elimination to the existential closure of our generated formula. If all variables and parameters are known to be positive, the technique of positive quantifier elimination can be used. \texttt{QeHopf} uses for the quantifier elimination \texttt{Redlog}, which can use \texttt{QEPCAD B} \cite{4} for formula simplification and as \textit{fallback method}. However, for the 3D model already \texttt{Redlog} reduces this formula to the equivalent formula \texttt{false}, i.e. for no parameters (obeying the positivity condition) a Hopf bifurcation fixed point exists (for positive values). The needed computation time was less than 20 ms.

For the 6D model the fully algorithmic method was not successful, as already the generation of the formula using Maple failed.

6 Discussion

Synthetic biology is one of the most rapidly developing fields of biology. Synthetic genetic circuits are of high interest due to their possible applications in biosensing, bioremediation, diagnostics, therapeutics, etc. Genetic oscillators are some of the most studied circuits due to their complexity and the possibility of many different topologies. Building synthetic genetic oscillators with controllable periods and amplitudes would be of great interest to the synthetic biology field as they could for example potentially be used for treatment of diseases related to the circadian cycle.

The experimental validation of complex systems, such as oscillators, can be technically demanding and time consuming. To this day, there has been only few experimental implementations of synthetic oscillators \cite{15,42}. Hence, mathematical modeling of such systems is highly desirable to reduce the experimental workload. Here, we focus on mathematical modeling of 3-cycle genetic repressilators, which have been extensively studied before. However, our study is focused on models based on non-cooperative transcriptional repressors, meaning that all Hill coefficients are always equal to 1. Different studies have already demonstrated that cooperative binding is necessary to obtain oscillations in repressilator systems \cite{15,1,32,47}. Our 3D model confirms that oscillations in such a system are indeed absent. However, a theoretical study by \cite{44} has shown that the range of parameters in which the system produces oscillations can be expanded by including positive interactions, facilitated by transcriptional activators. We additionally model two repressilator topologies, involving 3 transcriptional activators, driving transcription of either the next or the previous repressor in the cycle. (Let us mention that Allwright’s results cannot be applied for our 6D models.)
What do offer the general results of formal reaction kinetics for the treatment our models? The differential equations of each of the models can be considered as induced kinetic differential equations of a reversible reaction, therefore existence of the positive stationary state follows from general results [3, 7], see the details in 7.6.

To summarize our mathematical results, we have shown that for all positive values of parameters $b, g, s$ system (4) has a single positive stationary point which is a globally asymptotically stable attractor. Furthermore, (9) and (19) have a single stationary state (point $F$ defined by (14)) in the domain $x_i > 0$, $(i = 1, \ldots, 6)$, which is a locally asymptotically stable attractor.

Comparing the 3D and 6D models we see that the properties of solutions in the domains, where all phase variables are positive, are similar. For all the three systems in these domains there is a unique singular point which is a strong attractor. In the 3D system, a small overshoot is possible near the steady state, whereas no oscillations appear in the first 6D model near the steady state.

In both 6D models the steady state is an attractor: in both cases all eigenvalues of the steady state have negative real parts, however two eigenvalues are always complex conjugate, so it is possible to observe damping oscillations near the steady state, see Fig. 5. Thus, the 6D models demonstrate richer dynamics than the 3D models, including the possibility of damped oscillations.

We can also note that these models, as many others arising in the studying of biochemical phenomena, exhibit rather simple dynamics. It was somewhat surprising because the models are given by systems of differential equations depending on few parameters, and there are systems which look simpler, but exhibit rather complicate, even chaotic, dynamics. It can be a challenging problem to understand the reasons for such simple dynamics. One source of argument may originate in the fact the models’ stationary states are so closely related to stationary states of one linkage class reversible reactions as described in 7.6.

From the biochemical point of view, the probable reason for the absence of oscillations in the first 6D model is the strength of the activator feedback, which forms a negative feedback loop despite the positive interaction. Nevertheless, different combinations of activators and repressors could result in topologies that produce regular oscillations. Due to the stochasticity of biological systems, stochastic modeling and algorithms could be used to further analyze these topologies.

As to the computational methods: they are based on recent mathematical and algorithmic developments, and can be applied to many different similar problems frequently arising in biochemical studies. Note that theory makes it possible to turn to simpler polynomials than those at the beginning, and also that it is not the same to have a six variable polynomial and to have a three variable polynomial with three parameters.
Appendix

7.1 On the nonlinear term

The term $\frac{k_1}{k_2 + z}$ in (11) is (from the point of calculations) similar to the one obtained when the Michaelis–Menten kinetics is approximated by Tikhonov method, or to the Holling type kinetics which is often used in population dynamics [27]. Therefore the methods used above may have applications in reaction kinetics and population biology, as well. The main difference between this term and the reaction rates usually used is that although this rate is always positive, it is not zero if $z$ or $x$ is zero, a general requirement quite often assumed, [46, p. 613].

7.2 Solving systems of polynomial equations

We give a short summary on the topics of solving polynomial systems. The interested reader may consult [9, 37] for more details.

Let $k[x_1, \ldots, x_n]$ denote the ring of polynomials in $n$ indeterminates with coefficients in the field $k$, which is typically the set $\mathbb{R}$ of real numbers or $\mathbb{C}$ of complex numbers.

The problem of finding solutions to a system of polynomials

$$
\begin{align*}
 f_1(x_1, \ldots, x_n) &= 0, \\
 \vdots & \\
 f_m(x_1, \ldots, x_n) &= 0
\end{align*}
$$

(28)

is a challenging mathematical problem. Such systems often have infinitely many solutions, and it is simply impossible to find them all numerically. Even if system (28) has a finite number of solutions, it is still very difficult and often impossible to find all of them numerically without applying methods of computational algebra.

In fact, no regular methods for solving system (28) were known until the mid-sixties of the last century when Bruno Buchberger [6] invented the theory of Gröbner bases, which is now the cornerstone of modern computational algebra. We shall recall briefly the notion of a Gröbner basis. Let $I = \langle f_1, f_2, \ldots, f_s \rangle$ denote the ideal generated by polynomials $f_1(x_1, \ldots, x_n), \ldots, f_m(x_1, \ldots, x_n)$, that is, the set of all sums $\{h_1 f_1 + h_2 f_2 + \cdots + h_s f_s\}$, where $f_k, h_k$ are polynomials.

A Gröbner basis of a given ideal $I$ depends on a term ordering of monomials of $k[x_1, \ldots, x_n]$. The two most commonly used term orders are lexicographic order ($\text{lex}$) and degree reverse lexicographic order ($\text{degrev}$), defined as follows. Let $\alpha = (\alpha_1, \ldots, \alpha_n)$ and $\beta = (\beta_1, \ldots, \beta_n)$ be elements of $\mathbb{N}^n_0$ ($\mathbb{N}_0 = \mathbb{N} \cup \{0\}$). We say that $\alpha >_{\text{lex}} \beta$ with respect to lexicographic order if and only if, reading from left to right, the first nonzero entry in the $n$-tuple $\alpha - \beta \in \mathbb{Z}^n$ is positive; we say that $\alpha >_{\text{degrev}} \beta$ with respect to degree reverse lexicographic order if
Step 3. If all
Step 2. For each pair
Step 1. of
          \[ f \] with respect to the order, that is,
          \[ \alpha \]
          specified term order, \( LT \) for the ideal
          every affine variety is a subset of \( k^n \) that is the solution set of a system of equations of the form \( \{ f_i \} \), where \( f_i \) are polynomials with coefficients in \( k \). It is denoted by \( V(I) \), where \( I \) is the ideal generated by \( f_1, \ldots, f_m \), \( I := \langle f_1, f_2, \ldots, f_m \rangle \). A variety is irreducible if it is not the union of finitely many proper subsets, each of which is itself a variety. Every affine
variety $V$ can be decomposed into finitely many irreducible components, that is $V$ is expressible as

$$V = V_1 \cup \cdots \cup V_s,$$

(30)

where each $V_j$ is irreducible and $V_j \not\subset V_k$ if $j \neq k$, and in fact this decomposition is unique up to the ordering of the components $V_j$. Thus to solve (28) we have to find the decomposition (30) for $V = V(I)$.

A radical of the ideal $I$ is the set of polynomials $\sqrt{I} := \{ f : f^p \in I \text{ for some } p \in \mathbb{N} \}$.

An ideal $I \subset k[x_1, \ldots, x_n]$ is called a primary ideal if for any pair $f, g \in k[x_1, \ldots, x_n]$, $fg \in I$ only if either $f \in I$ or $g^p \in I$ for some $p \in \mathbb{N}$. An ideal $I$ is primary if and only if $\sqrt{I}$ is prime; $\sqrt{I}$ is called the associated prime ideal of $I$. A primary decomposition of an ideal $I \subset k[x_1, \ldots, x_n]$ is a representation of $I$ as a finite intersection of primary ideals $Q_j$, $I = \cap_{j=1}^s Q_j$. The decomposition is called a minimal primary decomposition if the associated prime ideals $\sqrt{Q_j}$ are all distinct and $\cap_{j \neq j} Q_i \not\subset Q_j$ for any $j$. A minimal primary decomposition of a polynomial ideal always exists, but it is not necessarily unique.

Every ideal $I$ in $k[x_1, \ldots, x_n]$ has a minimal primary decomposition according to the Lasker–Noether Decomposition Theorem. All such decompositions have the same number $m$ of primary ideals and the same collection of associated prime ideals.

Minimal associate primes of a polynomial ideal $I = \langle f_1, f_2, \ldots, f_m \rangle$ can be computed using the algorithm proposed by [21], and the varieties of the minimal associate primes give then the irreducible decomposition of the variety $V(I)$ (so give the "solution" to the system $f_1 = f_2 = \ldots f_m = 0$).

7.3 Solving Eq. (18)

Input is system (17), and the output is its solution (18).

In[20]:= \text{Reduce}\{f1 == 0 \&\& f3 == 0 \&\& f5 == 0 \&\& x1 > 0 \&\& x3 > 0 \&\& x5 > 0 \&\& s > 0 \&\& g > 0 \&\& b > 0\}, \\
\{x1, x3, x5, s, b, g\} \text{// FullSimplify}

Out[20]= \{x1 > 0 \&\& x1 == x3 \&\& x3 == x5 \&\& s > 0 \&\& b > 0 \&\& g == s/x1 + b/(1 + x1 + x5)\}

7.4 Minimal associate primes

Minimal associate primes of ideal (22) defining the ideals $J_1, J_2, J_3$ of the decomposition (23) are:

[1]:
\ [-1]=x3-x5
\ [-2]=x1-x5
\ [-3]=2*s*x5+s+b*x5-2*g*x5^2-g*x5

}````
\[2\]:

\[\begin{align*}
\text{[1]} &= x_1^3 + x_3 + x_5 + x_1^3 x_5 + x_1^3 - 2 x_1^2 + x_3 x_5 + x_1^2 - 2 x_1 + x_5
- 2 x_1 x_3^2 + x_1 x_3 x_5 - x_1 x_5 + x_3^3 + x_1^2 + x_5
+ x_1 x_3^3 + x_1 x_3 x_5 - x_1 x_5 + x_3^3 + x_3^2 + x_3 x_5^3 + x_3 x_5^2 - x_3 x_5 + x_5^3 + x_5^2
- 2 x_1 x_3^2 + 2 x_1 x_3 x_5 - x_1 x_3 x_5^2 + x_1 x_3 x_5 - 2 x_1 x_3 x_5^2 - 6 x_1 x_3 x_5 - x_1 x_3 + x_1 x_3 x_5^2
+ x_1 x_3 x_5^3 + x_1 x_3 - x_1 x_3 - 3 x_1 x_3 - 3 g x_1 x_3 - 3 x_1 x_3 - 3 x_1 x_3 x_5^2
+ x_1 x_3 x_5^3 + x_1 x_3 x_5^2 - 2 x_1 x_3 x_5 + x_1 x_3 x_5^2 + x_1 x_3 x_5 + x_1 x_3 x_5^2
+ 4 x_1 x_3 x_5^2 + 4 x_1 x_3 x_5 + x_1 x_3 x_5 + x_1 x_3 x_5^2
\end{align*}\]

\[\begin{align*}
\text{[3]} &= b x_1 x_3 + b x_1 - b x_3 + g x_1 x_3 + b x_3 + b x_5^2 + b x_5 - b x_1 + b x_3
+ b x_3 + b x_5 - b x_5 - b x_1 + b x_3 + b x_5 - b x_1 + b x_5
+ b x_1 x_3 + b x_1 x_5 - b x_1 x_3 + b x_3 + b x_5^2 + b x_5 - b x_1 + b x_3
+ b x_3 + b x_5 - b x_5 - b x_1 + b x_3 + b x_5 - b x_1 + b x_5
+ b x_1 x_3 + b x_1 x_5 - b x_1 x_3 + b x_3 + 2 b x_3 + b x_5^2 + b x_5
- 2 b x_1 x_3 + 2 b x_3 + b x_3 + b x_5^2 + b x_5 - 2 b x_1 x_3 + 2 b x_5^2 + b x_5 - 2 b x_1 x_3 + 2 b x_5^2 + b x_5
+ b x_1 x_3 + b x_1 x_5 - b x_1 x_3 + b x_3 + b x_5^2 + b x_5 - 2 b x_1 x_3 + 2 b x_5^2 + b x_5
+ b x_1 x_3 + b x_1 x_5 - b x_1 x_3 + b x_3 + b x_5^2 + b x_5 - 2 b x_1 x_3 + 2 b x_5^2 + b x_5
+ b x_1 x_3 + b x_1 x_5 - b x_1 x_3 + b x_3 + b x_5^2 + b x_5 - 2 b x_1 x_3 + 2 b x_5^2 + b x_5
\end{align*}\]

\[\begin{align*}
\text{[4]} &= b x_1 x_3 + b x_1 + b x_3 + b x_5^2 + b x_5 - b x_1 + b x_3
+ b x_3 + b x_5 - b x_5 - b x_1 + b x_3 + b x_5 - b x_1 + b x_5
+ b x_1 x_3 + b x_1 x_5 - b x_1 x_3 + b x_3 + b x_5^2 + b x_5 - 2 b x_1 x_3 + 2 b x_3 + b x_5^2 + b x_5
- 2 b x_1 x_3 + 2 b x_3 + b x_3 + b x_5^2 + b x_5 - 2 b x_1 x_3 + 2 b x_5^2 + b x_5
+ b x_1 x_3 + b x_1 x_5 - b x_1 x_3 + b x_3 + b x_5^2 + b x_5 - 2 b x_1 x_3 + 2 b x_5^2 + b x_5
+ b x_1 x_3 + b x_1 x_5 - b x_1 x_3 + b x_3 + b x_5^2 + b x_5 - 2 b x_1 x_3 + 2 b x_5^2 + b x_5
+ b x_1 x_3 + b x_1 x_5 - b x_1 x_3 + b x_3 + b x_5^2 + b x_5 - 2 b x_1 x_3 + 2 b x_5^2 + b x_5
\end{align*}\]

\[\begin{align*}
\text{[5]} &= b x_1 x_3 + b x_1 + b x_3 + b x_5^2 + b x_5 - b x_1 + b x_3
+ b x_3 + b x_5 - b x_5 - b x_1 + b x_3 + b x_5 - b x_1 + b x_5
+ b x_1 x_3 + b x_1 x_5 - b x_1 x_3 + b x_3 + b x_5^2 + b x_5
- 2 b x_1 x_3 + 2 b x_3 + b x_3 + b x_5^2 + b x_5
+ b x_1 x_3 + b x_1 x_5 - b x_1 x_3 + b x_3 + b x_5^2 + b x_5
- 2 b x_1 x_3 + 2 b x_3 + b x_3 + b x_5^2 + b x_5
+ b x_1 x_3 + b x_1 x_5 - b x_1 x_3 + b x_3 + b x_5^2 + b x_5
- 2 b x_1 x_3 + 2 b x_3 + b x_3 + b x_5^2 + b x_5
\end{align*}\]

\[\begin{align*}
\text{[6]} &= b x_1 x_3 + b x_1 + b x_3 + b x_5^2 + b x_5
\end{align*}\]

\[\begin{align*}
\text{[7]} &= 2 b x_1 x_3 + 2 b x_1 x_5 + 2 b x_3 + 2 b x_5^2 + b x_5
\end{align*}\]
7.5 Checking the conditions of Allwright’s theorem in the 3D case

Here we strongly rely on the paper [1]; we use the definitions and notations of that paper.

His equations (5) specialize into our Eq. (4) with the following cast: $n = 3$, and for $j = 1, 2, 3$: $T_j = 0$, $h_j(x) = s + \frac{x}{k_j}$, $k_j(x) = -gx$. The quantities and functions defined in this way fulfill conditions (6)–(8) in his paper. As the inverse of $k$ is $y \mapsto -y/g$ the function $\Phi$ in (9) can be calculated as

\[
b^2g + u \left( -bg^2 + 2bgs - g^2s + 2gs^2 - s^3 \right) - bg + 3bgs - bs^2 - g^2s + 2gs^2 - s^3 \\
gu \left( -bg + g^2 - 2gs + s^2 \right) + g \left( -2bg + bs + g^2 - 2gs + s^2 \right)
\]

The derivative of $\Phi$ is negative for nonnegative arguments $u$ in accordance with the fact that the function is decreasing. Thus we have Case I with the notation of the paper. Further—lengthy—calculations show that the equation $\Phi(\Phi(u)) = u$ has one positive (and one negative) real root:

\[
u_1 = \frac{-g + s + \sqrt{(g + s)^2 + 4bg}}{2g} > 0, \quad u_2 = \frac{-g + s - \sqrt{(g + s)^2 + 4bg}}{2g} < 0,
\]

therefore case (i) of Theorem 1 of the paper applies stating the global asymptotic stability of the unique stationary point.

7.6 Realizations with reversible reactions

Consider the equation (32) for the stationary points of the first 6D model:

\[
\begin{align*}
   s + bx_1 - gx_1 + sx_1 - gx_1^2 + sx_5 - gx_1x_5 &= 0 \\
   s + sx_1 + bx_3 - gx_3 + sx_3 - gx_1x_3 - gx_3^2 &= 0 \\
   s + sx_3 + bx_5 - gx_5 + sx_5 - gx_3x_5 - gx_5^2 &= 0.
\end{align*}
\]

Let us note that the mass action type induced kinetic differential equation of the reaction in Fig. 5 is has exactly the right hand side equal to the left hand sides of the above equations if the reaction rate coefficients have appropriately been chosen. Therefore, based on the results by Orlov and Rozonero [35,43] (or using the recent generalization by Boros [3]) one can conclude that there exists a positive stationary point of the reaction, and thus, of the original (first) 6D model also has one.

The same argument can be applied in the case of the other two models.
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