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ABSTRACT
Designing fonts for Chinese characters is highly labor-intensive and time-consuming. While the latest methods successfully generate the English alphabet vector font, despite the high demand for automatic font generation, Chinese vector font generation has been an unsolved problem owing to its complex shape and numerous characters. This study addressed the problem of automatically generating Chinese vector fonts from only a single style and content reference. We proposed a novel network architecture with Transformer and loss functions to capture structural features without differentiable rendering. Although the dataset range was still limited to the sans-serif family, we successfully generated the Chinese vector font for the first time using the proposed method.

Index Terms—Vector font generation, style transfer, Transformer

1. INTRODUCTION
Designing Chinese vector fonts is generally a time-consuming and labor-intensive task, and thus there is a demand for automatic font generation to support creators. While the generation of Chinese fonts as raster images [1, 2, 3, 4] has been widely studied, the generation of fonts as vector graphics, which is the original form of fonts, has been barely tackled yet. Scale-invariance of vector fonts is an essential property of fonts for use at various scales, from documents to posters, and for this reason, most of the fonts commonly used in the real world are in vector format. Therefore, Chinese font generation in vector format is an attractive research problem and an essential task in computer graphics and computer vision.

SVG (Scalable Vector Graphics) [5] is widely used as a standard format for vector graphics. In SVG, a single graphic consists of paths, and each path represents an outline curve. A path is a variable-length sequence of commands, and each command represents a parametric shape primitive. Unlike conventional raster image generation, which generates luminance values of pixels lined up in a grid, vector graphic generation is similar to sequence generation in natural language processing (NLP). However, one of the significant differences between vector graphic generation and NLP is that vector graphic representation is not unique. Even if the rendered results have the same appearance, their command representations may vary, and this is one of the factors that make vector graphic generation challenging.

Another factor that makes vector graphic generation difficult is that it is hard to capture the characteristics of spatial arrangement and shape from a sequence of commands. Rendering from vector graphics to raster images is commonly non-differentiable and cannot be incorporated into neural networks, so optimizing the appearance in raster image space is difficult. Some recent studies [6, 7] proposed differentiable rendering methods, but they are neither efficient in terms of computational cost nor accuracy, which makes it challenging to integrate them into a framework for better optimization.

In terms of vector font generation, early methods [8, 9] were targeted at only alphabet fonts and required a lot of user intervention and topological constraints. For Chinese vector fonts, Gao proposed a method [10] to predict the layout by extracting parts from a large number of reference characters.

With the development of sequence generation methods using deep learning, several methods to generate a series of points using RNNs were proposed for sketches and Chinese character skeletons [11, 12, 13]. Recently, methods have been proposed for generating outlines of alphabet fonts in SVG format with a more complex command system [14, 15, 7]. However, most of these vector font generation methods are for simple alphabet fonts, and they have not yet achieved the direct generation of Chinese character fonts with more complex shapes and numerous characters.

In this study, we tried to address this challenging problem: generating Chinese vector fonts from a single style reference. Our contributions are as follows.

• We identify a new problem of generating SVG Chinese characters from a style reference and content reference in a style-transfer manner.
• We propose a novel network that can generate complex Chinese characters using Transformer [16] and loss functions to capture spatial arrangement and shape.
• We build a dataset consisting of 66 types of sans-serif fonts and 800 characters.
• We show for the first time, the proposed method directly generating Chinese vector fonts of sans-serif styles.

2. RELATED WORKS
Raster font generation has been widely studied [1, 2, 3, 4]. However, attempts to generate vector fonts have been limited, which we describe below.

Suveeranont and Igarashi [8] proposed a method that automatically extracts the outlines of reference characters and generates a new font by blending template fonts. Campbell and Kautz [9] learned the manifold of alphabet fonts and generated a new font by interpolating existing fonts. For Chinese characters, Gao et al. [10] proposed font generation as a layout prediction problem of the parts decomposed from 775 reference characters.

With the development of variable-length sequence generation methods using deep learning, some methods were proposed for predicting point sequences that form the skeleton of a character. Zhang et al. [11] represented a Chinese character skeleton as a series of points (the points are connected by straight lines) and generated them using LSTM [17] or GRU [18]. Tang et al. [13] took a step further and proposed a method that simultaneously generated a raster image.
More recent methods generate character outlines. SVG-VAE [14] proposed by Lopes et al. trains a CNN-based VAE [19] in raster domain and uses the extracted style embeddings to generate SVG that consists of straight lines and Bézier curves, with LSTM-based SVG decoder. DeepSVG [15] proposed by Carlier et al. focuses on the hierarchical nature of SVG, that is image > path > command, and uses Transformer [16] hierarchically to encode/decode commands of vector graphics directly. The overall architecture is a VAE that encodes style features, and the labels of the characters are input to both the encoder and decoder when generating fonts. DeepSVG performs accurate reconstruction and interpolation of a simple icon dataset and generation of alphabet fonts. DeepVecFont [7] by Wang et al. generates more visually pleasing alphabet fonts by simultaneously inputting and outputting raster and vector images using a shared feature space and optimizing outputs in two modalities. It utilizes LSTM to process vector graphics. The output graphics are rasterized with a neural rasterizer to calculate the raster domain loss during training. On the inference stage, the outputs are rasterized with a more accurate rasterizer [6] for further refinement.

3. PROPOSED METHOD

We propose a novel network architecture and loss functions to generate Chinese vector fonts from a content reference and a style reference in SVG format. For SVG embedding, we use the same method as DeepSVG, which is described in Sec. 3.1. The network architecture, which is the core of the proposed method, is described in Sec. 3.2. The definition of the loss functions for optimization, including the proposed Chamfer loss and argument loss, is described in Sec. 3.3.

3.1. SVG Representation

To represent vector fonts, we use SVG [5], the standard format in various fields, such as Web graphics. Among the various commands in SVG, using the subset shown in Tab. 1 makes SVG interconvertible with OpenType fonts.

A single SVG graphic consisting of $N_P$ paths is denoted by $V = \{P_1, \ldots, P_{N_P}\}$. Each path is represented as $P_i = (S_i, v_i)$, with the visibility of the path $v_i \in \{0, 1\}$. We do not use the fill property used in DeepSVG. Each $S_i = (C_i^1, \ldots, C_{N_C}^i)$ consists of $N_C$ commands $C_i^j$. The command is denoted by $C_i^j = (c_i^{j}, X_i^{j})$, with the command type $c_i^{j} \in \{<\text{SOS}>, \text{M}, \text{L}, \text{C}, \text{Z}, <\text{EOS}>\}$ and its arguments. $<\text{SOS}>, <\text{EOS}>$ represent the start and end tokens, respectively. The list of arguments is the fixed-length expression $X_i^j = (x_{1,1}^{j}, y_{1,1}^{j}, x_{2,1}^{j}, y_{2,1}^{j}, x^{j}, y^{j}) \in \mathbb{R}^6$, where unused arguments are padded with $-1$. We also treat the paths and commands as fixed-length sequences of $N_P$ and $N_C$, respectively, padded with $<\text{EOS}>$.

Each command $C_i^j$ is embedded into $e_i^j \in \mathbb{R}^{d_e}$. $e_i^j$ is expressed as the sum of the command type embedding and the control point coordinates (arguments) in a similar manner as DeepSVG: $e_i^j = e_{\text{cmd}, i}^j + e_{\text{coord}, i}^j$. The index embeddings are used in the first layer of networks.

3.2. Network Architecture

We propose a novel network architecture employing Transformer to generate SVG with the content feature of one content reference and style feature from a style reference; the overview is shown in Fig. 1. The encoder extracts the style feature $z_S$ from a style reference $V^{(S)} = \{P_{1}^{(S)}, \ldots, P_{N_P}^{(S)}\}$. The decoder generates the SVG output $\hat{V} = \{\hat{P}_1, \ldots, \hat{P}_{N_P}\}$ from a content reference $V^{(C)} = \{P_{1}^{(C)}, \ldots, P_{N_P}^{(C)}\}$ and $z_S$. Like DeepSVG, they have a hierarchical structure consisting of $E^{(1)}$ and $D^{(1)}$, which process each path, and $E^{(2)}$ and $D^{(2)}$, which process the entire graphics. The significant difference from DeepSVG is that the content is fed not as a label but a reference graphic, and also, feeding style feature with AdaIN [20] on the decoder. The detailed architecture of each module is shown in Fig. 2. Each module has six Transformer blocks with an MLP dimension of 512 and an embedding dimension $d_E = 256$. The prediction process is entirely feed-forward in both training and inference.

3.2.1. Encoder

The encoder extracts the style feature $z_S$ from the style reference $V^{(S)} = \{P_{1}^{(S)}, \ldots, P_{N_P}^{(S)}\}$ (Fig. 1(a)). It uses the same structure

![Table 1. SVG drawing commands subset used for vector fonts. The start point $(x_0, y_0)$ is the end point of the previous command.](image)

| Commands | Arguments | Example |
|----------|-----------|---------|
| M (MoveTo) | $x, y$ | $(x_0, y_0)$ |
| L (LineTo) | $x, y$ | $(x_0, y_0)$ |
| C (Cubic Bézier Curve) | $x_1, y_1, x_2, y_2, x, y$ | $(x_0, y_0)$ |
| Z (ClosePath) | $\emptyset$ | $(x_0, y_0)$ |

![Fig. 1. Network architecture. “IE” denotes index embedding.](image)
as DeepSVG, except that it does not use VAE. First, \(E^{(1)}\) encodes each path independently. For the path \(P_{i}^{(S)}\), we input the embedding sequence \((e_{i}^{(S)}(r))_{r=1}^{N_{C}}\) to \(E^{(1)}\) with learnable index embeddings, and obtain path feature \(u_{i}\), which is the average-pooled outputs of the last layer. Then the path-wise features \(\{u_{i}\}_{i=1}^{N_{P}}\) are input to \(E^{(2)}\) with index embeddings, and we obtained the average-pooled output \(z_{S}\) as the style feature of the entire graphic.

### 3.2.2. Decoder

The decoder takes the content reference \(V^{(C)} = \{P_{1}^{(C)}, \ldots, P_{N_{P}}^{(C)}\}\) and the style feature \(z_{S}\), and produces an output that reflects only the style of the latter while preserving the content of the former (Fig. 1(b)). For the content reference, we denoted the average of \((e_{i}^{(C)}(r))_{r=1}^{N_{C}}\) as path-wise embedding for the path \(P_{i}^{(C)}\). We added learnable index embeddings to \((e_{i}^{(C)}(r))_{r=1}^{N_{P}}\), and input it to \(D^{(2)}\). \(D^{(2)}\) outputs path-wise feature representations \(\{w_{i}\}_{i=1}^{N_{P}}\) and predictions of path visibility \(\{\hat{v}_{i}\}_{i=1}^{N_{P}}\). Then, for each path in the content reference, we added index embeddings to \((e_{i}^{(C)}(r))_{r=1}^{N_{C}}\) and input it to \(D^{(1)}\). We appended the output \(w_{i}\) of \(D^{(2)}\) to the middle layer via a learnable affine transformation. \(D^{(1)}\) predicts the command type \(\{\hat{c}_{1}, \ldots, \hat{c}_{N_{C}}\}\) and the control point coordinates \(\{(X_{1}, \ldots, X_{N_{C}})\}_{i=1}^{N_{P}}\) by MLP heads. While the command type prediction is a classification problem, we directly predict continuous values within \([0, 255]\) for the coordinate values.

To feed the style feature \(z_{S}\), we used a method based on the config-c of STrans-G [21] (see Fig. 2 for details). Different from the original AdaIN [20] that performs style transfer between feature maps, AdaIN implemented by us acts on a global vector \(z_{S} \in \mathbb{R}^{d_{z}}\), following Eq. 1, where the scale/shift parameter is transformed by MLP \(\gamma(\cdot), \beta(\cdot)\).

\[
\text{AdaIN}(x, z_{S}) = \gamma(z_{S}) \left( \frac{x - \mu(x)}{\sigma(x)} \right) + \beta(z_{S}), \quad (1)
\]

where \(\mu(\cdot), \sigma(\cdot)\) denote the mean and standard deviation of the sequence, respectively.

### 3.3. Loss Functions

The loss function consists of four terms: visibility loss, command-type loss, argument loss, and Chamfer loss. Common to all, we define the correspondence between ground-truth paths and predicted paths by sorting the ground-truth paths according to a pre-defined order. For visibility and command-type loss, we use cross-entropy loss. For the argument loss for the control point coordinates, we calculated \(L_{1}\) loss for each coordinate value, because our decoder outputted continuous values different from discrete values in DeepSVG. Unused arguments in the ground truth were masked when calculating losses. In addition, we propose to introduce Chamfer loss to capture spatial features without rasterizing predicted paths. Among these four losses, Chamfer loss and argument loss are the new losses that we have introduced, the remaining two are the same as DeepSVG.

The details of Chamfer loss are described below.

Chamfer distance is a standard metric mainly in point cloud generation tasks [22], which is calculated between a pair of point clouds. For two point clouds \(Q_{1}, Q_{2} \subseteq \mathbb{R}^{2}\), it is defined as

\[
d_{\text{CD}}(Q_{1}, Q_{2}) = \frac{1}{|Q_{1}|} \sum_{x \in Q_{1}} \min_{y \in Q_{2}} ||x - y||^{2} + \frac{1}{|Q_{2}|} \sum_{y \in Q_{2}} \min_{x \in Q_{1}} ||x - y||^{2}. \quad (2)
\]

We apply this to calculate the distance between SVG paths. First, we sample \(n_{p}\) points on each curve defined by SVG command \(C_{i}\), as

\[
\phi_{i,j} = \left\{ \{r_{i,j}(k/n_{p})\}_{k=0}^{n_{p}-1} \left( c_{i} \in \{L, C\} \right) \right. \quad \text{else}
\]

where \(r_{i,j}(t) (0 \leq t \leq 1)\) is parametric representation of the curve \(C_{i}\). The point cloud \(\Phi_{i}\) for the ground-truth path \(P_{i}\) is defined by

\[
\Phi_{i} = \bigcup_{j} C_{i,j}. \quad (4)
\]

The point cloud for the predicted path \(\hat{P}_{i}\) can be calculated similarly and denoted as \(\hat{\Phi}_{i}\). Calculating \(d_{\text{CD}}\) for each pair of \((\Phi_{i}, \hat{\Phi}_{i})\), the Chamfer loss is defined as

\[
\mathcal{L}_{\text{ch}} = \frac{1}{N_{P}} \sum_{i} d_{\text{CD}}(\Phi_{i}, \hat{\Phi}_{i}). \quad (5)
\]

There is a trade-off between accuracy and computational cost, which can be adjusted by \(n_{p}\). We use \(n_{p} = 9\) during training.

### 4. EXPERIMENT

#### 4.1. Dataset

We built a dataset of Chinese characters on Japanese fonts, which consisted of the products of Fontworks Inc. and free fonts from the Web, to evaluate the effectiveness of the proposed method. Since it is quite challenging to generate various and complex Chinese characters, we limited the dataset to 66 sans-serif fonts (styles) and 800

---

**Fig. 2.** Detailed architecture of encoder and decoder.
relatively simple characters. We randomly chose 59 fonts for training and the remaining seven for evaluation. The font for content reference was fixed for the entire learning and inference process.

4.2. Implementation Details

We trained the model for 1500 epochs with a batch size of 96. The learning rate started at 0.0, increased linearly to 0.002 over 500 iterations, and then decayed exponentially. The maximum number of paths was $N_P = 12$, and the maximum number of commands per path was $N_C = 100$. We also conducted experiments comparing our method to two state-of-the-art methods, DeepSVG [15] and DeepVecFont [7]. For DeepSVG, we increased $N_P$, $N_C$, the number of Transformer blocks, training epochs, and the batch size from the original settings to our settings to support Chinese fonts. For DeepVecFont, we set the maximum sequence length to 250 and trained for 100 epochs.

4.3. Results

We show the fonts generated by the proposed method in Fig. 3. Compared to the other methods, our results are consistently closer to the ground truth. State-of-the-art methods suffered from artifacts, and some of their results could not be recognized as characters. On the other hand, the proposed method correctly captured the style and content features and successfully generated visually pleasing fonts.

Quantitative evaluations are summarized in Tab. 2. For rasterized pixel distance, we rasterized the generated/ground-truth SVG and computed the $L_1$ distance between the rasterized images. Chamfer distance is similar to Chamfer loss, but instead of calculating the distance for each pair of paths, the distance is calculated for pairs in the entire graphics by grouping all paths on one graphic. Additionally, we increased the number of sampled points per command, $n_P$, to 99 for accurate evaluation. The proposed method remarkably outperformed the latest methods for vector graphic generation in terms of all metrics.

| Method             | Rasterized Pixel Distance | Chamfer Distance |
|--------------------|----------------------------|------------------|
| DeepSVG [15]       | 0.150                      | 7.20             |
| DeepVecFont [7]    | 0.209                      | 8.32             |
| Ours               | **0.058**                  | **3.09**         |

5. CONCLUSION

This paper proposed a new style-transfer network architecture using hierarchical Transformers using AdaIN and loss functions, including Chamfer loss, to capture the spatial structure of vector graphics efficiently. SOTA methods for vector graphic generation failed to generate complex vector fonts such as Chinese characters. The proposed method enabled us to successfully generate Chinese vector fonts from a single style reference. We also demonstrated the effectiveness of our method in generating Chinese fonts in the sans-serif styles through comparison with SOTA methods.
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