Tomography of time-dependent quantum Hamiltonians with machine learning
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Interacting quantum Hamiltonians are fundamental to quantum computing. Data-based tomography of time-independent quantum Hamiltonians has been achieved, but an open challenge is to ascertain the structures of time-dependent quantum Hamiltonians using time series measurements taken locally from a small subset of the spins. Physically, the dynamical evolution of a spin system under time-dependent driving or perturbation is described by the Heisenberg equation of motion. Motivated by this basic fact, we articulate a physics-enhanced machine-learning framework whose core is Heisenberg neural networks. In particular, we develop a deep learning algorithm according to some physics-motivated loss function based on the Heisenberg equation, which “forces” the neural network to follow the quantum evolution of the spin variables. We demonstrate that, from local measurements, not only can the local Hamiltonian be recovered, but the Hamiltonian reflecting the interacting structure of the whole system can also be faithfully reconstructed. We test our Heisenberg neural machine on spin systems of a variety of structures. In the extreme case in which measurements are taken from only one spin, the achieved tomography fidelity values can reach about 90%. The developed machine-learning framework is applicable to any time-dependent systems whose quantum dynamical evolution is governed by the Heisenberg equation of motion.
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I. INTRODUCTION

Quantum computation based on spin is a fundamental component of quantum information science and technology [1]. Recently, it has been demonstrated that manipulating 50 spins can generate a computational capability beyond any kind of classical computers, leading to quantum supremacy [2,3]. From a network point of view, the information exchange between any pair of spins can be regarded as a link between the two spins. When the interactions associated with all spin pairs are taken into account, the end result is effectively a network, giving rise to a subfield called a qubit or a spin system [4–6]. Experimentally, a multispin coupling system can be realized using cavity quantum electrodynamics [7], ion traps [8], or superconducting qubits [2,3].

There are two types of quantum Hamiltonians: time-independent or time-dependent. In the former case, the system can be decomposed into a sequence of quantum gates [9], resembling a classical circuit structure. Since the Hamiltonian is constant over time, this effectively leads to quantum adiabatic computing systems, where quantum computing algorithms can be performed on the ground states [10]. For time-dependent Hamiltonians, both spin coupling and an external, time-varying field [11] or an output control signal [12] are present. It was argued that in time-varying spin systems, the problem of switch off can be mitigated, and the computation speed can be enhanced [13]. In general, an external field can serve to increase the computational capacity even for relatively simple spin system structures [12,14]. However, it is challenging to analyze and realize time-dependent control of spin systems. Recently, the idea of embedding a time-dependent Hamiltonian into a time-independent one was studied, but the generality or universal applicability of this approach remains unknown [15,16]. In addition, deep neural-network-based techniques for quantum state classification and reconstruction have been proposed [17,18].

In recent years, the inverse problem of spin systems has attracted a great deal of attention. The basic question is, given only limited access to the system, i.e., when only part of the system can be measured, can the global structure of the spin system be determined? Previous efforts focused on monitoring the Hamiltonian as a function of time through the eigensystem realization algorithm (ERA) [19,20], compressive sensing [21,22], machine learning [15,16], or quantum quench [23]. The basic idea is to find the coefficients of the power series terms constituting the Hamiltonian in some basis. However, when applied to time-dependent quantum Hamiltonians, these approaches are limited to systems of a single spin or those with a special type of external field [22,24,25]. The general difficulty is that the functional form of the time signal generates an optimization problem in infinite dimensions [26], rendering inapplicable any optimization algorithm designed for finding a finite number of parameters. For the methods based on the eigenstates, difficulties arise when the system changes too fast with time [19,20,25]. Different inverse methods were tested using experimental data of time-independent spin systems [27]. A method of unsupervised learning based
on the principle of inheritance was proposed [28] to find the coupling profile and coefficients for spin systems. In addition, a method was proposed to find the local Hamiltonian from local measurements [25]. The previous studies focused on time-independent quantum Hamiltonian systems.

In this paper, we solve a general class of inverse problems in spin systems by exploiting machine learning [29]. Our work was partly inspired by the recent work on classical Hamiltonian neural networks (HNNs) [30–34], where the basic idea is to introduce a physics-based, customized loss function to “force” the dynamical evolution of the system to follow that stipulated by the classical Hamilton’s equations. However, the existing HNNs are not directly applicable to quantum Hamiltonians, thereby requiring new approaches. Our idea originates from the basic physical consideration that the dynamical evolution of spin systems is governed by the Heisenberg equations of motion. We are thus motivated to develop a class of Heisenberg neural networks (HENNs) by exploiting deep learning to predict the Hamiltonian but under the constraint of the Heisenberg equations of motion. The HENNs have the advantage of guaranteeing that the underlying quantum evolution possesses Hermitian structure. The quantum Hamiltonians to be studied in this paper are assumed to meet the following requirements: (i) they vary continuously with time (a commonly encountered situation in experiments), (ii) the measured spins are coupled with the rest of the spins directly or indirectly, and (iii) there are no Pauli terms in the Hamiltonian that commute with each other.

Our main results pertain to the original time-dependent quantum Hamiltonians, whose structure is to be determined based on incomplete local measurements, and the HENN, which is an artificial neural network for predicting the Hamiltonian of the original system. We treat the dynamical evolution of the original system in terms of both Schrödinger and Heisenberg pictures. We demonstrate that, with only local measurements, the local Hamiltonian can be recovered, similar to the solution of the local Hamiltonian learning problem [25]. In particular, defining the tomography fidelity as the ratio between the correctly predicted links and the total possible number of links in the underlying spin systems, we find that the fidelity can reach 90% even when the number of spins measured is much smaller than the system size. In fact, the predicted Hamiltonian contains global information about the coupling profile of the original quantum Hamiltonians. We note that the problem of network reconstruction or tomography has been well studied in classical nonlinear dynamical systems [35–39], and there was also a study of structure identification for time-independent quantum Hamiltonians [40]. Our work goes beyond the relevant literature in that we have successfully articulated and validated a general machine learning framework of quantum tomography for time-dependent quantum Hamiltonians.

Three remarks are in order.

Remark 1. It is worth noting that the problem of initialization in quantum Hamiltonian tomography is challenging and has not been solved. The current state of the field is that, even when measurement is done locally, initial state preparation for the whole system is still required. This is the case for algorithms such as the eigensystem realization algorithm (ERA) [19,20]. Even for the problem of local Hamiltonian recovery, the requirement is that initially the system must be in an eigenstate [25]. To our knowledge, the only case in which initial state preparation is not required is when the spin system structure is already known [41]. The important feature of our work is a machine-learning approach to tomography of time-dependent quantum Hamiltonians without any prior knowledge about the network structure. As in the existing studies treating time-independent quantum Hamiltonians [15,16,19–22], a large number of given initial states is required. However, state-preparation methods are currently available [42–44].

Remark 2. A closely related approach is quantum process tomography (QPT) [45,46], which has been investigated but for time-independent quantum Hamiltonian systems. When carrying out QPT, one prepares an initial quantum state, performs observations, and repeats the process for different initial states until the observations are sufficient for matrix inversion. The advantage of the QPT approach is that only local measurements are required. For a spin network of size \( n \), the required number of observations is \( 16^n \). There were experimental results for systems of two or three spins [47–49]. In comparison with QPT, our HENN approach thus has two advantages: applicability to time-dependent systems, and a significant reduction in time complexity from \( 16^n \) to \( 4^n \).

Remark 3. Recently, a recurrent neural network (RNN)-based method was proposed to recover a time-independent or a time-dependent Hamiltonian from a single spin measurement in a spin system of up to seven spins [50]. There is a fundamental difference between our work and Ref. [50]. In particular, in Ref. [50], it is required that the coupling structure of the original Hamiltonian be guessed, whereas our HENN method does not require the structure of the quantum Hamiltonian to be known a priori. In our work, the hidden structure of the Hamiltonian is first obtained through HENN, which can then be used to find the full Hamiltonian of the target system, e.g., by using the method in Ref. [50].

In Sec. II, we describe the HENN learning framework. In Sec. III, we test our machine-learning method using a variety of time-dependent quantum Hamiltonians, which include networks with short- or long-range interactions and two quantum gates. In Appendix A, we present analytic results with HENNs for one- and three-spin systems.

II. TIME-DEPENDENT QUANTUM HAMILTONIANS AND HEISENBERG NEURAL NETWORKS

Consider a system of spins coupled by an external field. The Hamiltonian is

\[
H(t) = h^{(1)} + f(t)h^{(2)},
\]

where \( h^{(1,2)} \) represent the time-independent Hamiltonian and \( f(t) \) is a continuous function of time that is the result of the application of a time-dependent electrical or magnetic field. Suppose the system is initially in the state \( |\psi_0\rangle \) at \( t = 0 \). In the Schrödinger picture where the state evolves with time but the operators are time-invariant, at time \( t \) the expectation value of an operator \( A \) is given by \( \langle A \rangle_t \). In the Heisenberg picture where the state does not change with time but the operators
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do, an operator evolves according to the Heisenberg equation
\[
\frac{dA^H}{dt} = i[H^H(t), A^H(t)],
\]
where the superscript $H$ specifies that the corresponding matrix is in the Heisenberg picture, $H^H(t) = U_t^* H U_t$, and $U_t$ do not commute with each other due to the time dependency. Once $H^H(t)$ is known, the corresponding Hamiltonian in the Schrödinger picture $H(t)$ can be determined. The goal is to solve the Heisenberg equation based on the observations of $A$.

Since Eq. (2) is a set of linear equations in $H^H(t)$, for any time $t$ the equations are solvable if the number of nonequivalent equations is no less than the number of unknown elements. That is, the noncommutative operators at all times, $A^H(t)$, are required to be known. This is a key difficulty from time-independent systems, where $H^H(t) = H$, so one operator at any time, $A^H(t)$, can be used as the noncommutative operator. In this case, once the observations (e.g., time series) are sufficient, the Hamiltonian can be fully determined [19,20].

The number of independent elements in the Hamiltonian matrix provides another angle to appreciate the complexity of the problem. In particular, for a system with $n$ spins, at a specific time $t$, the Hamiltonian in Eq. (1) can be represented by a Hermitian matrix in terms of the $N = 2^n$ linearly independent states. There are altogether $N^2 = 4^n$ bases for an $N \times N$ Hamiltonian matrix that is Hermitian. To fully solve Eq. (2) will thus require all the $4^n$ measurements at a given time. For example, for a two-spin system, there are four linearly independent states, so in principle 16 observations are needed. These observations can be generated by the direct product of the Pauli matrices $S_{\alpha\beta} = \sigma^{\alpha}_1 \otimes \sigma^{\beta}_2$, where $\alpha$ and $\beta$ are integers ranging from 0 to 3, which correspond to the identity and the three Pauli matrices $\sigma_x, \sigma_y, \sigma_z$. For these 16 matrices, one is an identity that commutes with all other matrices. Consequently, we need at least $2N^2 - 1 = 4^n - 1$ measurements to fully determine the Hamiltonian.

When the quantum states of all spins can be measured, it is straightforward to obtain the Hamiltonian matrix through Eq. (2). A difficult situation is that only a small fraction of the spins in the network, e.g., one or two, can be measured. Experimentally, measurements or observations have been reported for one-, two-, and three-spin systems [51–53]. The pertinent question is, what can we learn about the whole network system when only local measurements in some subspace of the full space are available? To address this question, we decompose the Hamiltonian as
\[
H = H_o + H_t + H_n,
\]
where $H_o$ is the subspace Hamiltonian for the observed spins, $H_t$ represents the interaction between the observed and the nonobservable spins, and $H_n$ is the Hamiltonian for the nonobservable spins. Let $H_o \equiv H_o + H_{\overline{o}}$, which is the subspace Hamiltonian that contains information directly related to the observed spins.

Take a three-spin system as an example, as shown in Fig. 1(a). The three spins are labeled with 1,2,3, and we assume that only the first spin can be measured. The subspace of

![FIG. 1. Three- and four-spin systems and the machine-learning architecture. (a) Schematic illustration of the local observation of the Hamiltonian in a three-spin system. Say only one node or spin (spin no. 1) can be observed, which corresponds to the Hamiltonian $H_o$. The Hamiltonian for the nonobservable nodes and their interactions are labeled as $H_{\overline{o}}$. (b) Machine-learning (neural network) architecture, where the nodes in the hidden layers are represented by black squares, the input and output are denoted by open squares, and the various weighted links (solid line segments) connect the input to the output. The input is one-dimensional: it is simply the time variable $t$. The output constitutes the elements of the matrix $H^H(t)$ whose size is determined by the size of the spin system. The weight associated with each link is calculated by the autogradient method to minimize the custom loss Eq. (4). (c1)–(c3) Possible architectures of a four-spin system, where the filled circle represents the observable spin in the Schrödinger picture. In the Heisenberg picture, different subspaces are mixed together in the time evolution, so all the subsystems evolve independently. Structures similar to those in (c1)–(c3) exist.](Image)
Figure 1(b) shows our neural network architecture with two hidden layers. The input is one-dimensional: it is simply the time \( t \). Each layer is a convolution of the preceding layer: \( \mathbf{a}_l = \tau (\mathbf{W}_l \cdot \mathbf{a}_{l-1} + \mathbf{b}_l) \), where \( \mathbf{a}_l \) is the state vector of the \( l \)th layer, \( \mathbf{W}_l \) is the weighted matrix connecting layers \( l \) and \( l-1 \), \( \mathbf{b}_l \) is the bias vector of layer \( l \), and \( \tau \) is a nonlinear activation function, e.g., \( \tau = \tanh \). The matrix \( \mathbf{W} \) and the bias vector \( \mathbf{b}_l \) are to be determined through training based on spin measurements. The output is the Hamiltonian matrix in the Heisenberg picture. In our study, we use two hidden layers, each with 200 nodes. The neural network is built by TENSORFLOW and the KERAS package [54]. We use the stochastic gradient descent (SGD) and adaptive momentum (Adam) methods to determine the optimal weighted matrix \( \mathbf{W}_l \) and the bias vector \( \mathbf{b}_l \) by minimizing an appropriate loss function [55]. In particular, we define our loss function as the mean-square error in the time derivatives of the observation as

\[
\mathcal{L} = \sum_{\text{observations}} |\dot{\langle A(t) \rangle}_{\text{real}} - \langle \dot{A}(t) \rangle_{\text{pred}}|^2, \tag{4}
\]

where \( \dot{A}_{\text{pred}}(t) = \hat{i}[H^H(t), A(t)] \), and the matrix \( H^H(t) \) is the output of the HENN. Once the time derivatives for some given observations are known, we input them to the loss function as the target to train the HENN and subsequently to predict the Hamiltonian. Due to incomplete measurement and finite optimization steps, the predicted Hamiltonian varies over different rounds of training. It is thus necessary to take the statistical average of the prediction and to calculate the variance.

The training data are measured time series, from which the corresponding derivative of the loss function can be estimated. The total amount of training data depends on three factors: the number of linearly independent states, the number of observations, and the number of time discrete points. In Table I, we list the amount of training data required for different examples. For example, for a chain structure of \( n = 4 \) spins with one spin observed, the required number of training data points is \( 300 \times 3 \times 100 = 90,000 \). Since the HENN is trained for a specific structure, for a different Hamiltonian the deep neural network needs to be retrained.

It can be shown that the sub-Hamiltonian \( H_{\sigma} \) in Eq. (3) containing information directly related to the observed spins can be recovered [25]. For the subsystem not directly related to the observed spin, its Hamiltonian \( H_{\sigma} \) cannot be fully recovered. However, we can show that, in the subspace of \( H_{\sigma} \), if the machine-predicted coupling value between two nodes is smaller than some threshold, then it effectively indicates null coupling. This means that our HENN is capable of determining the coupling configuration for the quantum Hamiltonian based on whether the predicted Hamiltonian matrix elements are zero or finite, providing a solution to the tomography problem for the whole system. In particular, the tomography contains two types of information: whether the spins are coupled, and if so, how they are coupled. The first one is related to the spatial structure of the network, as exemplified in Fig. 1(a), where spin 1 is coupled to spins 2 and 3. The second type of information gives the type of coupling among all possible coupling configurations determined by the spin polarization vector at each node.

The prediction phase of our HENN thus consists of the following steps:

First, for a given quantum spin system, we take measurement \( A \) from some part of the system and calculate the corresponding matrix elements \( H^H(t) \) based on the linear equation

\[
\langle \psi_0 | A^H(t) | \psi_0 \rangle = \langle A \rangle_t.
\]

To obtain the matrix elements, the number of linearly independent initial states must be larger than the number of independent elements of the matrix. Specifically, for a spin system with \( n \) spins, at least \( 4^n \) linearly independent initial states are needed.

Second, we build up a neural network as in Fig. 1(b) with input time \( t \) and output as the matrix elements \( \mathbf{H}^H(t) \). We train the network using the loss function defined in Eq. (4). After the HENN is properly trained, we evaluate the Hamiltonian for a given time series, and we convert it into the Schrödinger picture. The coupling among the nodes can be obtained from the decomposition

\[
\mathbf{H}(t) = \mathbf{I}(0) + \sum_{i,j} c_{ij}(t) \sigma^j_i \sigma^i_j + \cdots \equiv \sum_{t} \mathbf{c}(t) S_t, \tag{5}
\]

where \( S_t \) is the basis of the \( N \)-dimensional Hamiltonian matrix, and \( \mathbf{c}(t) \) is the corresponding coupling coefficients at time \( t \). We choose \( S_t \) to be the direct product of the Pauli matrices plus the identity matrix. The coefficients \( \mathbf{c}(t) \) determine the coupling configuration of the system.

Third, after obtaining the time series of the coupling coefficients, we take the time average for each basis \( t_r = \int_0^t |c_r(t)| dt \) and normalize them by their maximum value. We set some threshold: any value above which an existent coupling is indicated between the corresponding spins.

To better illustrate our HENN-based machine-learning procedure, in Appendix A we present two explicit examples for a HENN-predicted Hamiltonian: a one-spin system and a three-spin system.

III. RESULTS

We test the predictive power of the proposed HENN for a number of spin systems. As noted, in a quantum spin system the concept of links can be quite different from those in classical networks. In particular, one link is referred to as a specific way of coupling in the underlying spin system. For a system with \( n \) spins, the total number of linearly independent states is \( 2^n \). The total number of independent elements in the Hamiltonian matrix is \( 4^n \), which is the total number of possible ways of coupling in the system. The links are generated by the direct products of the Pauli and identity matrices. The types of links

---

**Table I. Training parameters for HENN.**

| Description                                      | Values       |
|-------------------------------------------------|--------------|
| Number of initial states for \( n = 3, 4, 5 \)   | 100, 300, 1100|
| Number of observations for one or two spins     | 3, 15        |
| Number of discrete-time points                  | 100          |

---
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include self-coupling, two-body interactions, and long-range interactions. A quantity to characterize the machine-learning performance is the tomography fidelity, defined as the ratio between the number of correctly predicted links and the total possible number of links. Disregarding the identity matrix, we define the tomography fidelity as
\[
F_t = \frac{4^n - 1 - \text{(no. of missing links)}}{4^n - 1},
\]
where the tomography is meaningful for \(F_t > 50\%\). A more useful characterizing quantity is the success in identifying the structure of \(H_0\), as this is proof that the method can not only yield the structure of the subsystem from which measurements are taken \(\langle H_0 \rangle\), but also information about the complementary subsystem from which no observations are made \(\langle H_\delta \rangle\), so that information about the whole system can be obtained. This alternative fidelity measure is defined as
\[
F_\delta = \frac{4^n - 1 - \text{(no. of missing links)}}{4^n - 1}, \tag{7}
\]
where \(n' = n - n_{\text{obs}}\), and \(n_{\text{obs}}\) is the number of spins from which observations are taken.

Another quantity is the fidelity measure for local Hamiltonian \(F_\sigma\) defined as
\[
F_\sigma = 1 - \frac{\|H_{\sigma(\text{pred})} - H_{\sigma(\text{real})}\|}{\|H_{\sigma(\text{real})}\|}, \tag{8}
\]
where \(H_{\sigma(\text{real})}\) and \(H_{\sigma(\text{pred})}\) are the real and predicted local Hamiltonians, respectively.

### A. Tomography of spin systems based on two-body interactions

The sub-Hamiltonians \(h^{(1)}\) and \(h^{(2)}\) in (1) of a spin system with two-body interactions are given by
\[
h^{(1,2)} = \sum_{i=1}^{n} \sum_{j=1}^{3} c^{(1,2)}_{ij} \sigma_j^i \tag{9}
\]
\[+ \sum_{i=1}^{n} \sum_{j=i+1}^{n} \sum_{m=1}^{n} \sum_{l=1}^{3} w_{ij} c^{(1,2)}_{ijm} \sigma_m^i \sigma_l^j,
\]
where \(c\)'s are random numbers between 0 and 1. The superscript of \(\sigma\) indicates the number of spins, which varies from 1 to \(n\), the subscripts 1, 2, 3 denote the \(x, y,\) and \(z\) components of the spin, respectively, \(w_{ij}\) is the \(j\)th element of the adjacency matrix as in a conventional, undirected network, where \(w_{ij} = 1\) indicates there is coupling between spin \(i\) and spin \(j\), otherwise \(w_{ij} = 0\). The first term of \(h\) contains self-couplings, and the second term contains two-body couplings. Due to the exponential growth of the computational overload with the number of spins in the network, we limit study to networks with \(n \leq 5\) spins. The Hamiltonian (9) arises in a variety of physical situations such as the Heisenberg model or spin glass systems [56,57]. The time dependence in the general Hamiltonian (1) is introduced into the network with the following “driving” function of time:
\[
f(t) = \sin(\omega t + 2\pi \phi), \tag{10}
\]
where \(\omega\) and \(\phi\) are random numbers whose values are taken between 0 and 1.

We test HENNs with the three structures shown in Figs. 1(a) and 1(c1)–1(c3). The main difference among them lies in the degree of the observed node. For example, for the networks in Figs. 1(c1)–1(c3), the degree of the observed spin is 9, 18, and 27, respectively. To generate the data, we choose 100, 300, and 1100 random initial conditions for \(n = 3, 4,\) and 5. For each initial condition, we numerically integrate the Heisenberg equation (2) for \(0 < t < 5\), and we extract from this time interval 100 equally spaced points as the measurement data. The calculated time series for a given initial state correspond to observations of \(\sigma_x, \sigma_y,\) and \(\sigma_z\) for the specific local spin in the network from which measurements are taken. We take the time derivative defined in Eq. (4) as the loss function for training the HENN. Following the steps described in Sec. II, we obtain the predicted interaction structure of the network. Comparing with the actual structure gives the tomography fidelity. Since the fidelity may vary for a different Hamiltonian, for each specific type of networks, we repeat this process 100 times.

Figure 2(a) shows the results of reconstructing the cyclic network of three spins in Fig. 1(a), where the degree of each node is 18 (excluding self-interactions) and there are 64 distinct links in the network. What is displayed is the average predicted coupling value \(\tau\) versus the link index, and the blue squares and red circles denote the existing and null links, respectively. The dashed horizontal line defined at 10\% of the maximum coupling value can separate the majority of the existing links from the majority of the null links. Figures 2(b) and 2(c) show the results from similar cyclic networks but with four and five spins, respectively, with the same legends as those in Fig. 2(a). These results indicate that, even when measurements are taken from only one spin, the coupling structure of the time-dependent Hamiltonian can be predicted by our HENN with a reasonably high accuracy.

A heuristic reason that the HENN is able to predict the structure of the spin system correctly from only local measurements is as follows. Recall that the input to the HENN is time, a continuous variable. The differential property of the neural network guarantees that the predicted Hamiltonian must be continuous and the time change for the predicted Hamiltonian must follow the Heisenberg equation as stipulated by the physically meaningful loss function. With these constraints, data from different time will instill the correct physical relationships among the dynamical variables into the neural network. As a result, the difficulty of the nonuniqueness of the solutions when solving the linear equations is overcome.

To further characterize the performance of HENNs for different network structures, we calculate the average fidelity measures for nine distinct networks that include the chain, cyclic, and tree structures in Figs. 1(c1)–1(c3), respectively, each with \(n = 3, 4,\) and 5 spins, as shown in Figs. 3(a), 3(b), and 3(c) for the measures \(F_t, F_\sigma,\) and \(F_\delta,\) respectively. For the network structures in Figs. 1(c1)–1(c3), the degrees of the measurement spin are 9, 18, and 27, respectively. For a fixed number of spins in the network, the fidelity value decreases with the degree of the measurement spin.

The results in Fig. 3 can be explained as follows. In general, a higher degree of the observed spins means that the measured time series are more complicated. Our calculation shows that the accuracy for the predicted Hamiltonian directly
FIG. 2. Tomography performance of HENN for cyclic networks of \( n = 3, 4, \) and \( 5 \) spins. The network structure is given in Fig. 1(a). (a) Reconstructed coupling value \( \tau \) vs the total number of possible links. The result is for one of the spin systems with the average tomography fidelity value from 100 random realizations. The abscissa represent the number of possible links for \( n = 3 \), where the basis ranges from \( \sigma_1^0 \otimes \sigma_2^0 \otimes \sigma_3^0 \) to \( \sigma_1^3 \otimes \sigma_2^3 \otimes \sigma_3^3 \), where the total number of possible links is \( 4n - 1 = 63 \) (with the identity matrix taken away). The blue squares represent the true, existent links, while nonexistent or null links are denoted by red circles. The horizontal dashed line is taken at 10% of the predicted maximum coupling value. (b,c) Results from \( n = 4 \) and \( 5 \), respectively, with the same legends. In all cases, the horizontal dashed line can serve as a threshold for separating the majority of the existent links from the majority of the null links, attesting to the ability of the machine-learning scheme to infer the whole network structure from local measurements only.

connected to the observed node \( F_o \) remains approximately the same, but the prediction accuracy of the hidden structure decreases with the degree of the observed spin. Note that, for \( n = 3 \), a cyclic structure and a tree structure have the same degree. For the tree structure, the HENN reveals a coupling between two nonobserved nodes that does not exist in the original system. This is the reason that the tomography fidelity is smaller for the tree structure than that for the cyclic structure.

Note that the measure \( F_t \) is defined for the whole network, which takes into account not only the links between the measurement spin and the nonobservable spins, but also the links among the nonobservable spins, where the latter are characterized by the alternative tomography fidelity measure \( F_t' \). Since this measure is purely for the nonobservable spins from which no measurements are taken, we expect its value to be lower than that of \( F_t \), as shown in Fig. 3(b). In spite of the reduction in comparison with \( F_t \), the values of \( F_t' \) for \( n = 4 \) and 5 are still relatively high: approximately 80% and larger, attesting to the power of our HENN scheme to extract information from the nonobservable spins.

The accuracy for the predicted Hamiltonians directly related to the observed spin is shown in Fig. 3(c). Take a four-spin system as an example. There are three self-coupling terms: 27 two-body interactions, 81 three-body interactions, and 81 four-body interactions. For comparison, we use 192 time series. As shown in Fig. 3(c) for different structures and different numbers of spins, the values of \( F_o' \) are larger than 90%. For spin systems with a tree structure, the fidelity is

FIG. 3. Tomography fidelity measure. (a) Average tomography fidelity \( F_t \) and the standard deviation for nine distinct networks of three types of structures in Figs. 1(c1)–1(c3), respectively, each with \( n = 3, 4, \) and \( 5 \) spins. In all cases, local measurements from only one spin are taken. (b) Average alternative tomography fidelity \( F_t' \) for \( n = 4 \) and 5, corresponding to \( n' = 3 \) and 4, respectively. (The results from \( n = 3 \) contain large statistical errors because of the relatively small size of the system, and thus they are not shown so that the results for \( n = 4 \) and 5 can be seen clearly.) In all cases, the fidelity values are above 80%, indicating the predictive power of HENN. (c) The accuracy for the sub-Hamiltonian that contains information directly related to the observed spins \( H_o \) for \( n = 3, 4, \) and \( 5 \) spins with 48, 192, and 768 time series, respectively.
slightly lower than that for the other two structures. As the system size increases, the variance becomes larger. However, the overall fidelity values are uniformly high.

Another issue is the effects of the type of driving functions on the tomography fidelity. To be illustrative, we choose three different driving functions: \( f(t) = t/5 \), \( f(t) = \sin(\pi t/5) \), and \( f(t) = \exp(-(t - 2.5)^2) \) for \( t \in [0, 5] \), representing linear, sinusoidal, and Gaussian pulse behaviors, respectively. Using the cyclic structure of four spins with measurement obtained from one spin as shown in Fig. 1(e2), we calculate the fidelity measures \( F_i \), \( F_f \), and \( F_d \) and list the results in Table II. These results indicate that the fidelity is generally higher for the relatively simple driving function \( f(t) = t/5 \). In Table II, the sinusoidal driving and Gaussian pulse contain one period. For random frequency \( \omega \) between 0 and 1, and for two oscillation periods, the accuracy decreases slightly, indicating that for more complex time series containing multiple oscillations, the error will increase. Also, in our setting, the time series start from \( t = 0 \), since the Hamiltonian to be predicted is in the Heisenberg picture. However, to obtain the coupling profile of the spin system, we need to change the Hamiltonian into the Schrödinger picture, a task that will become difficult if an initial period of the time series is missing.

Utilizing two-body coupling spin systems to evaluate the performance of the HENNs has certain limitations. In particular, for a given network structure, when the number of spins increases, the error appears to decrease, due mostly to the exponential growth in the total possible number of links in the network, which is an artifact. In some cases, the prediction results can be trivial as the system size increases. For example, if all the two-body couplings are null, then for \( n = 3 \) the tomography fidelity value will be about 40% because approximately 60% of the links are of the two-body type. Similarly, for \( n = 4 \) and 5, approximately 20% and 5% of the links are of the two-body type, leading to artificial fidelity values of about 80% and 95%, respectively. Comparing with the results in Fig. 3, for \( n = 3 \) and 4, the trivial prediction gives lower fidelity values, but the difference diminishes for \( n = 5 \). Consequently, based solely on two-body interactions, the fact that the tomography fidelity increases with the system size is not synonymous with a better performance of the algorithm for larger systems. For accurate tomography of quantum spin systems, long-range interactions must be included.

### B. Tomography of quantum spin systems with long-range interactions

We consider the more general Hamiltonian that contains all short- and long-range interactions. Physical applications include the development of quantum gates such as the Toffoli or the Fredkin gate that requires three-body interaction [58], spin glass with infinite-range interactions [57], and quantum computing that requires high coherence [53,59].

| \( f(t) = t/5 \) | \( f(t) = \sin(\pi t/5) \) | \( f(t) = \exp(-(t - 2.5)^2) \) |
|-----------------|-----------------|-----------------|
| \( F_i \) | 97.4% ± 1.7% | 96.7% ± 1.7% | 96.3% ± 2.4% |
| \( F_f \) | 90.7% ± 6.4% | 88.3% ± 6.5% | 87.9% ± 7.3% |
| \( F_d \) | 98.0% ± 1.0% | 96.6% ± 1.3% | 95.5% ± 1.9% |

where \( c_{i_1i_2...i_n}^{(1,2)} \) are random numbers between 0 and 1, and \( r \) takes on the values of 1 or 0 with equal probabilities. The network comes into existence only for \( r = 1 \). The function \( f(t) \) rendering the system time-dependent is chosen according to Eq. (10).

We consider systems with \( n = 3, 4, \) or 5 spins with 100, 300, and 1100 random initial conditions, respectively. Observing one spin leads to time series of \( \sigma_x, \sigma_y, \) and \( \sigma_z \) from this spin. If two spins can be measured, we choose the observation variable to be \( \sigma_x \otimes \sigma_x \), where \( \alpha \) and \( \beta \) are integers from 0 to 3, corresponding to the identity and the three Pauli matrices, respectively. Excluding the identity operation, we have 15 measured time series of 100 equally spacing points in the time interval \( 0 < t < 5 \).

Following the procedure described in Sec. II, we train the HENN to predict the coupling configurations of the spin systems with long-range interactions. Unlike the case in which only two-body interactions are taken into account, here the links are chosen randomly: we consider all possible links, and any specific link does or does not exist with equal probabilities. Figure 4 shows the prediction performance for a network of \( n = 4 \) spins, where panels (a) and (b) correspond to the cases of measuring one and two spins, respectively. When only one spin is measured [Fig. 4(a)], most of the existent and nonexistent links can be distinguished by the 10% threshold line, yet there are still quite a few links that are on the “wrong” side. When two spins are measured, the prediction accuracy is higher as there are far fewer incorrectly predicted links. This is intuitively reasonable, as measuring more spins is equivalent to imposing more constraints on the predicted Hamiltonian so as to improve the prediction accuracy.

Figure 5 shows the fidelity measure of predicting random networks of \( n = 3, 4, \) and 5 spins from observing one spin or two spins. As shown in Fig. 5(a), the fidelity value decreases as the number of spins increases. This is expected because, when observing a fixed number of spins, a larger system means more nonobservable spins and leads to larger prediction uncertainties. Another expected feature is that, for a fixed system size, observing two spins leads to higher fidelity values [about 95% in Fig. 5(a)] as compared with the case of observing one spin [about 85% in Fig. 5(a)]. Figure 5(b) shows that the fidelity measure with respect to the hidden structure exceeds 50%, indicating that the interactions among the nonobservable spins can be predicted with statistical confidence. In fact, as stipulated by Eq. (11), our HENN can predict not only the existence of the interactions, but also their strength as characterized by the coefficients \( c_{i_1i_2...i_n}^{(1,2)} \).
FIG. 4. Prediction performance of HENN for a network of four spins with long-range interactions. (a) Reconstructed coupling coefficients vs those based on time series measured from one spin only. The results are from one realization of the spin system with the fidelity value equal to the average fidelity value over 100 random realizations. The legends are the same as those in Fig. 2. (b) The corresponding results when two spins are observed with the time series as described in the text.

FIG. 5. Fidelity of predicting random spin systems from observing one spin or two spins. (a) Average tomography fidelity $F_t$ and the standard deviation. Each data point is the result of averaging over 100 random initial-condition realizations. (b) The corresponding results for $F_t'$. In the case of observing one spin, results for $n = 3$ contain large fluctuations. When two spins are observed, only the five-spin system generates reasonable values of $F_t'$. In general, observing two spins leads to higher fidelity values.

C. Tomography of quantum gates

We apply our HENN framework to a class of systems that are fundamental to quantum computing: quantum logic gates. Such a gate typically consists of two or three coupled spins [1]. To be concrete, we consider the Toffoli and Fredkin gates with three spins [58], and we demonstrate that HENN can perform the tomography. Experimentally, these quantum logic gates can be implemented with optical devices [60,61] or superconducting qubits [62].

The Toffoli gate is a Control-Control Not gate, i.e., when the first and second spins have the signal $|11\rangle$, the third spin will flip [58], which requires a certain time, e.g., $t = 1$. By this time, the evolution operator is

$$U_{\text{Toffoli}} = \begin{pmatrix} I_6 & \mathbb{X}(t = 1) \end{pmatrix},$$

where $I_6$ is the $6 \times 6$ identity matrix,

$$\mathbb{X}(t = 1) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$$

flips the third spin, and the off-diagonal blocks are zero. Similarly, the time evolution operator for the Fredkin gate is

$$U_{\text{Fredkin}} = \begin{pmatrix} I_5 & \mathbb{X}(t = 1) \end{pmatrix}.$$

A physical constraint for $\mathbb{X}(t)$ is that, at $t = 0$, the system does not evolve, so $\mathbb{X}(t = 0) = I_2$. To build such a time evolution operator, one can use the underlying time-independent Hamiltonian as a base (Appendix B), where the elements of $\mathbb{X}(t)$ are periodic functions, with the fundamental frequency as the flipping rate. Searching for possible forms of $\mathbb{X}(t)$ is a basic issue in designing quantum logic gates [15,16].

To demonstrate the applicability of HENN to quantum logic gates in a concrete manner, we choose $\mathbb{X}(t)$ as

$$\mathbb{X}(t) = \frac{1}{2} \begin{pmatrix} 1 + \exp(i\pi t) & 1 - \exp(3i\pi t) \\ 1 - \exp(3i\pi t) & 1 + \exp(i\pi t) \end{pmatrix}$$

(15)
to generate the time-dependent Hamiltonian. For training, we generate time series from $t = 0$ to 1 with the time step $dt = 0.01$ from 100 random initial conditions, and the time evolution of the dynamical variables of the third spin is taken as the measurements. For comparison, we calculate the tomography fidelity for both the time-dependent and the corresponding time-independent systems.

Table III lists the values of the tomography fidelity for both Toffoli and Fredkin gates. It can be seen that the average

| TABLE III. Tomography fidelity for Toffoli and Fredkin gates. |
|---------------------------------------------------------------|
| Toffoli gate | Fredkin gate |
| Time-dependent | $81\% \pm 3\%$ | $87\% \pm 3\%$ |
| Time-independent | $85\% \pm 4\%$ | $92\% \pm 3\%$ |
the local Hamiltonian from local observations \[25\]. This is similar to obtaining HENN can predict the correct form but only of the local HENN-based quantum tomography. A relevant point is that the recovery of the local Hamiltonian which are subject to additive white Gaussian noise. The local spins, where measurements are taken from only one spin, will impact the quality of quantum tomography. Previously, the issue of noise was studied in the context of Hamiltonian learning \[19,25\]. Here, we study the effect of noise on our work represents a useful complement.

### D. Quantum tomography under noise

Noise arising from random coupling with the environment will impact the quality of quantum tomography. Previously, the issue of noise was studied in the context of Hamiltonian learning \[19,25\]. Here, we study the effect of noise on our HENN-based quantum tomography. A relevant point is that HENN can predict the correct form but only of the local Hamiltonian, so the Hamiltonian for the whole spin system cannot be uniquely determined. This is similar to obtaining the local Hamiltonian from local observations \[25\].

As a concrete example, we study a cyclic network of four spins, where measurements are taken from only one spin, which is subject to additive white Gaussian noise. The local Hamiltonian $H_o$ constitutes the three Pauli matrices for the observed spin, giving rise to three measured time series. The Hamiltonian $H_o$ consists of the three Pauli matrices for the observed spin and all the interactions that involve the observed spin. In particular, there are 27 two-body interactions, 81 three-body interactions, and 81 four-body interactions. As a result, $H_o$ can generate a total of 192 time series. From a different perspective, for a four-spin system, the total number of dynamical variables is 256. When we measure one spin so that the other three spins are not observed, $H_o$ contains one-fourth of the dynamical variables \(4^3\) while $H_o$ has the remaining variables.

Figure 6 shows that the fidelity value decreases, albeit slowly, as the noise amplitude increases. The robustness of HENN against weak noise is rooted in the goal of HENN: finding one Hamiltonian that minimizes the loss function. However, for strong noise, the derivatives in the Heisenberg equation will generate unstable solutions. Figure 6 also reveals the similarity between local Hamiltonian recovery and the tomography of the whole system. In particular, it demonstrates that HENN can recover not only the local Hamiltonian, but also the hidden structure of the spin system, which is not a simple extension of the local Hamiltonian.

## IV. DISCUSSION

In quantum tomography, learning time-dependent systems from partial and limited measurements remains a challenge, as it requires optimization in an infinite-dimensional space. Machine learning provides a potentially viable solution. Because of the underlying physics of the spin systems, it is necessary to incorporate the physical constraints into the learning algorithms. Historically, the idea of developing physics-informed artificial neural networks was conceived almost three decades ago \([30]\), but it has recently attracted revived attention, particularly in the context of Hamiltonian neural networks (HNNs) \([31–34]\). Our idea is that, for time-dependent quantum systems, the Heisenberg representation is natural in which the operators evolve with time as governed by the Heisenberg equation. Neural networks taking into account the physical constraints manifested as the Heisenberg equation should provide an approach to tomography of time-dependent quantum systems. Using spin systems that have been exploited extensively in quantum computing as a paradigm, we have developed a class of Heisenberg neural networks (HENNs) and demonstrated that, based on the time series measurements of local spin variables, not only the local Hamiltonian but that of the whole spin system can be faithfully determined. The method is effective even when measurements are conducted on a small part of the system, e.g., measuring one spin in a five-spin system. Considering that the existing algorithms on quantum tomography of spin systems were designed for networks whose structures are completely known \([41,63,64]\), our work represents a useful complement.

For quantum tomography of time-dependent interacting spin systems, we have tested a variety of network structures. In general, the tomography fidelity depends on the interacting structure of the network. For example, it is inversely proportional to the degree of the spin from which measurements are taken (Fig. 3) when the spin system is relatively dense, as a large degree means more interactions with the nonobservable spins. The fidelity value also depends on the number of observed spins relative to the total number of spins in the network, where, naturally, measuring more spins can lead to higher fidelity values (e.g., Fig. 5). Indeed, a comparison of the tomography results from the Toffoli gate with those from the Fredkin gate reveals explicitly that more coupling links with the spin being measured lead to increased fidelity values when the spin system is relatively sparse.

A number of factors can affect the tomography accuracy. For the spin systems studied, the choices of the coupling and the time dependence as characterized by the driving function $f(t)$ are arbitrary. Our study has revealed that the tomography quality does not depend on the time signal insofar as the length of the measured time series is proper, but the HENN predicted Hamiltonian tends to deviate from the true one after approximately half of the driving period. If the time series
are too short, e.g., a fraction of the driving period, or if the time series are too long, e.g., more than a few driving periods, the resulting fidelity value would decrease. Another factor that can affect the fidelity is heterogeneity in the couplings in the network. For the results in this paper, the distribution of the couplings in the spin system is assumed to be uniform, where the typical fidelity value achieved is about 90%. However, we find that large variations in the coupling strengths can make the HENN ineffective. The ratio between self- and mutual couplings can also affect the tomography, where if the former dominate the latter, the errors in the tomography can be reduced.

Possible extensions of this work are as follows. When implementing the HENN, the initial states must be specified subject to a number of constraints. That is, it is necessary to know the initial quantum state of each spin. For time-independent systems, quantum tomography of spin networks is possible even if the initial states are not completely specified [41] or if the dimension of the system with a given coupling structure needs to be determined [65,66]. However, to our knowledge such methods are applicable to time-independent systems only. For example, in Ref. [41], a time-independent Hamiltonian with a specified structure was reconstructed. Since the structure is known a priori, the matrix representation of the observables can be expanded to have a few unknown parameters. For sufficiently long time series, the original Hamiltonian can be constructed. At present, quantum tomography of time-dependent systems with partial initial conditions or incomplete information about the system is an open problem.

The second issue is scalability. For a spin system of size \( n \), HENN requires \( 4^n \) measurements. Calculating the matrix representation of the observable \( A(t) \) can thus be time-consuming for large systems. In the prediction phase, another potential issue could arise: the predicted Hamiltonian can contain many terms, requiring the neural network to be extraordinarily large. Recently, neural networks with more than 100 billions parameters have been constructed [67], with applications to large systems with 100 spins [25]. The scalability of our HENN algorithm to large time-dependent spin systems is an important open issue worth further investigation.

The third issue concerns the effects of noise. In the study of noisy intermediate-scale quantum (NISQ) computing [68,69], a goal is to extract the maximum quantum computational power from the current devices. In the recent work on quantum supremacy [3], for a two-spin quantum gate, a fidelity value higher than 99% was achieved, but it decreases when the computing runs through multiple cycles. In our work, the noise effect is relatively severe due to the necessity to estimate derivatives from noisy time series. To partially reduce the noise, some basic signal processing techniques such as low-pass filtering can be exploited. Another method is to modify the loss function, since the noise is associated with the derivative term \( \langle A(t) \rangle_{\text{real}} \). For example, we can change it into a matrix form

\[
\mathcal{L} = \sum_{\text{observations}} \| \hat{A}^{(H)}(t)_{\text{real}} - \hat{A}^{(H)}(t)_{\text{pred}} \|^2
\]

and use matrix inversion to calculate \( \hat{A}^{(H)}(t) \) and its time derivative \( \dot{\hat{A}}^{(H)}(t) \). For matrix inversion, when the number of initial states is sufficiently large, the computed matrix \( \hat{A}^{(H)}(t) \) will converge to the true one. That is, the noise effect can be mitigated by taking more observations on linearly independent states for unbiased Gaussian noise.

The fourth issue is the numerical integration of Hamiltonian systems. In classical mechanics, the velocity field governing the Hamilton’s equations of motion can be stiff, requiring unusually small time steps of integration to keep the numerical solutions stable [70]. In the literature, symplectic integrators guaranteeing the conservation of energy are often used to obtain numerical trajectories of Hamiltonian systems. The simplest symplectic integrator is the leapfrog method, also known as the Stömer-Verlet integrator [71]. However, even for the best integrators, severe forms of stiffness as characterized by mechanical rebounds or slingshot effects can compromise the numerical solutions. These issues represent a significant challenge in the development of learning algorithms based on the principles of Hamiltonian systems. Recently, symplectic recurrent neural networks (SRNNs) have been proposed [72]. For example, for the three-body problem, the SRNN-trained Hamiltonian is able to compensate for the discretization errors. The SRNNs can even outperform the symplectic methods for integrating Hamiltonian systems. In our work, the Baker-Campbell-Hausdorff formula was employed to convert the time-dependent Hamiltonian from the Heisenberg to the Schrödinger picture [73]. It is worthwhile to pursue extending the SRNN idea to quantum systems.

Recently, there have been efforts in understanding machine learning (the field of explainable machine learning), and physics-enhanced machine learning represents a useful perspective [74]. The HENN articulated in this paper, which includes time correlation, provides an effective way to ascertain and understand the hidden structures in the neural network. As such, our HENN may be exploited as a paradigm for explainable machine learning.
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APPENDIX A: EXAMPLES OF HEISENBERG NEURAL NETWORKS

We present a number of examples for which the HENN can be explicitly constructed.

1. One-spin system

The Hamiltonian of a single-spin system under a periodic driving is

\[
H(t) = \sigma_\times \sin(t).
\]  

(A1)

We use the convention \( \sigma_\times = \sigma_+ + \sigma_- \) and \( \sigma_i = i(\sigma_+ + \sigma_-) \), where \( \sigma_{+,-} \) correspond to the creation and annihilation operators, respectively. In the basis \(|1\rangle\) and \(|0\rangle\), the matrix
expressions of $\sigma_x$ and $\sigma_y$ are

$$\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}. \quad (A2)$$

The third spin operator is defined by $\sigma_z|1\rangle = |1\rangle$ and $\sigma_z|0\rangle = -|0\rangle$.

The HENN for the one-spin system can be constructed by following the three steps described in Sec. II as follows.

*Step 1:* We generate random initial conditions $|\psi_0\rangle$ given by

$$|\psi_0\rangle = \frac{1}{r_1+r_2} \left( \sqrt{r_1} \exp(i2\pi \theta_1) |\phi_{11} + i\phi_{12}, \phi_{21}, \phi_{22}\rangle + \sqrt{r_2} \exp(i2\pi \theta_2) |\phi_{11} - i\phi_{12}, \phi_{21}, \phi_{22}\rangle \right), \quad (A3)$$

where $r_{1,2}$ are the initial probabilities in the respective state, $\theta_{1,2}$ are the corresponding phase variables, and both $r_{1,2}$ and $\theta_{1,2}$ are uniform random numbers between 0 and 1. In the machine-learning algorithm, all quantities are real, so it is necessary to convert the wave function into the summation for the real and imaginary parts.

The time evolution of $\psi_0$ is governed by the Schrödinger equation. The expectation value of operator $A$ is given by $\langle \psi_t | A | \psi_t \rangle$. In the Heisenberg picture, the states do not change but the operators change with time. We expand the operator $A^H(t)$ in the basis $|1\rangle$ and $|0\rangle$ with the corresponding matrix $A^H_i(t)$. The Hermitian property of $A^H_i(t)$ stipulates that it must contain four independent elements

$$A^H_i(t) = \begin{pmatrix} A^H_{1i}(t) & A^H_{12}(t) + iA^H_{21}(t) & A^H_{13}(t) & A^H_{14}(t) \\ A^H_{21}(t) - iA^H_{12}(t) & A^H_{22}(t) & A^H_{23}(t) & A^H_{24}(t) \\ A^H_{31}(t) & A^H_{32}(t) & A^H_{33}(t) & A^H_{34}(t) \\ A^H_{41}(t) & A^H_{42}(t) & A^H_{43}(t) & A^H_{44}(t) \end{pmatrix}. \quad (A4)$$

Both the Schrödinger and Heisenberg pictures should give the same physical results. We have

$$\langle \psi_t | A | \psi_t \rangle = \langle \psi_t | A | \psi_t \rangle. \quad (A5)$$

The unknown elements $A^H_i(t)$ appear in the equation in a linear fashion:

$$A^H_i(t)(\phi_{11} + \phi_{12}^2) + A^H_{21}(t)(2\phi_{11}\phi_{21} + 2\phi_{12}\phi_{22}) + A^H_{31}(t)(2\phi_{12}\phi_{21} - 2\phi_{11}\phi_{22}) + A^H_{41}(t)(\phi_{21}^2 + \phi_{22}^2) = \langle \psi_t | A | \psi_t \rangle. \quad (A6)$$

At least four different initial conditions are required to solve this equation, and a further increase in the number of states changes the result only a little. We take $A$ to be a Pauli matrix. Its expectation value versus time for a given initial state is illustrated in Fig. 7(a).

*Step 2:* Let the Hamiltonian of the unknown system be $H(t)$. The corresponding operator in the Heisenberg picture is $H^H(t)$. Expanding the operator in the basis, we get

$$H^H(t) = \begin{pmatrix} H^H_{11}(t) & H^H_{12}(t) & H^H_{13}(t) & H^H_{14}(t) \\ H^H_{21}(t) & H^H_{22}(t) & H^H_{23}(t) & H^H_{24}(t) \\ H^H_{31}(t) & H^H_{32}(t) & H^H_{33}(t) & H^H_{34}(t) \\ H^H_{41}(t) & H^H_{42}(t) & H^H_{43}(t) & H^H_{44}(t) \end{pmatrix}. \quad (A7)$$

The quantum evolution is governed by the Heisenberg equation

$$\frac{dA^H_i(t)}{dt} = i[H^H(t), A^H_i(t)]. \quad (A8)$$

For a given initial state, the Heisenberg equation can be written in matrix form as

$$\frac{d}{dt} \langle A \rangle_t = i\langle [H^H(t)A^H(t)] \psi_t \rangle |\psi_0\rangle. \quad (A9)$$

Expanding the right side, we get a summation of 24 terms. As the system size is increased, the number in the summation grows quickly. Through the matrix product, we get

$$\frac{d}{dt} \langle A \rangle_t = \mathbb{T} [\Phi \Phi A(t) \mathbf{H}(t)], \quad (A10)$$

where

$$\Phi = [\phi_{11}, \phi_{12}, \phi_{21}, \phi_{22}]^T,$$

$$A(t) = [A^H_{11}(t), A^H_{12}(t), A^H_{13}(t), A^H_{14}(t)]^T,$$

$$\mathbf{H}(t) = [H^H_{11}(t), H^H_{22}(t), H^H_{33}(t), H^H_{44}(t)]^T,$$

and $\mathbb{T}$ is tensor of rank 4 (with dimension $4 \times 4 \times 4 \times 4$), which depends only on the dimension of the system and is defined as

$$\mathbb{T} [\Phi \Phi A(t) \mathbf{H}(t)] = \sum_{i,j,m,n} T_{ijmn} \phi_i \phi_m A_j \mathbf{H}_n. \quad (A11)$$

The left side of Eq. (A9) contains the derivatives of the measurements, which can be determined from the observations. On the right side, $A(t)$ and $\phi$ are known, so the unknown quantity is $\mathbf{H}(t)$.

In the HENN, we set the input dimension as 1 and the output is $\mathbf{H}(t)$. We choose the batch size to be the number of measurement points times the number of different initial states. The loss function is

$$L = \sum_{A=\sigma_i, \sigma_z} |\langle \hat{A}(t) \rangle_{\text{real}} - \mathbb{T} [\Phi \Phi A(t) \mathbf{H}(t)]|^2. \quad (A12)$$

We build the neural network from the KERAS TENSORFLOW package [54], where the input is connected to two dense layers. Constructing this customized loss function is equivalent to designing a loss function with different weights.

*Step 3:* After the HENN is trained, we input a time series from 0 to 5 and predict the Hamiltonian. The prediction is carried out in the Heisenberg picture, which can be converted into the corresponding Hamiltonian in the Schrödinger picture. This can be done through an iteration process.

From the Hamiltonian in the Schrödinger picture, we can get the coefficients in each base through

$$H(t) = c_0(t)I_2 + c_1(t)\sigma_x + c_2(t)\sigma_y + c_3(t)\sigma_z. \quad (A13)$$

Writing it in a general form $H(t) = \sum_{S} S_c(t)$, where $S = I_2, \sigma_x, \sigma_y, \sigma_z$, we have that $c(t)$’s contain all the information about the Hamiltonian. The predicted $c(t)$ in a given basis are
We consider three interacting spins on a chain, with measurements taken from the first spin, as shown in Fig. 8. The Hamiltonian is

\[ H(t) = \sin(t) \left( \sum_{i=1}^{3} \sum_{j=1}^{2} \sigma^x_j + \sum_{i=1}^{3} \sum_{l,m,n=1}^{2} \sigma^x_l \sigma^z_m + \sum_{l,m,n}^{2} \sigma^z_m \right) \] (A15)

There are couplings between spins 1 and 2, and between spins 2 and 3. For each coupling, there are six links.

The HENN can be constructed following the three steps.

**Step 1:** The system contains \(2^3\) independent states: \(|111\), \(|110\), \(|011\) \ldots \(|000\). The initial conditions are chosen according to Eq. (A3), with the difference that there are eight dimensions. Since observations are taken from the first spin, we write \(\sigma^1_x = \sigma^1_x + \sigma^1_y\), where the creation and annihilation operators act only on the first spin. The matrix expression for \(\sigma^1_x\) is

\[ \sigma^1_x = \sigma_x \otimes I_4. \]

Similarly, we can get the matrices for \(\sigma^1_y\) and \(\sigma^1_z\). For a given initial state, we calculate the expectation values of the three observables on the first spin, as shown in Fig. 8(b).

**Step 2:** Similar to the one-spin system, the Heisenberg equation is

\[ \frac{d}{dt} \langle A \rangle_t = \mathbb{T} \langle \phi | A(t) H(t) | \phi \rangle. \] (A16)

where \(\phi\) is a vector of \(2 \times 2^3 = 16\) elements, \(A(t)\) and \(H(t)\) contain \(2^3 = 64\) elements, and \(\mathbb{T}\) is a tensor of rank 4 with the dimension \(64 \times 64 \times 16 \times 16:\)

\[ \mathbb{T} \langle \phi | A(t) H(t) | \phi \rangle = \sum_{i,j,m,n} T_{ijmn} \phi_i \phi_m A_j(t) H_n(t). \] (A17)

We build up the HENN according to the same loss function as in the case of a single-spin system, predict the Hamiltonian, and convert it to the Schrödinger picture. The Hamiltonian can be decomposed as

\[ \mathbb{H}(t) = \mathbb{I} c_0(t) + \sum_{i,j} c_{ij}(t) \sigma^x_j + \sum_{i,j,m,n} c_{ijmn}(t) \sigma^x_j \sigma^z_m + \sum_{i,j,m,n,k,l} c_{ijmnk,l}(t) \sigma^x_j \sigma^z_m \sigma^z_l. \] (A18)

The decomposition becomes cumbersome for systems with more than one spin. We thus write this as the direct product of the Pauli matrices plus the identity matrix. For example, the two-body coupling \(\sigma^1_x \sigma^2_z\) can be written as \(\sigma^1_x \otimes \sigma^2_z \otimes \sigma^3_x\).

Figure 8(c) shows the predicted Hamiltonian in several base states. The Hamiltonian for the coupling \(\sigma^1_x \sigma^2_z\) can be compared with the sinusoidal function \(\sin(t)\). The coupling term \(\sigma^1_x \sigma^3_z\) is nonexistent in the original system, so it should be compared with zero. The agreement indicates that the local Hamiltonian between the observed spin and the nonobservable spins can be recovered. Note that \(\sigma^2_x \sigma^3_z\) represents a coupling between the two nonobservable nodes, whose true value is \(\sin(t)\), but the predicted Hamiltonian is not close to it. Nonetheless, the nonzero value of the predicted term indicates the existence of the coupling term \(\sigma^2_x \sigma^3_z\).

**Step 3:** After decomposing the Hamiltonian in different terms, we take the time average of each and normalize them, as shown in Fig. 8(d). The ideal case is that all the true interactions have the value 1, and all the nonexistent couplings...
correspond to 0. First, the Hamiltonian Eq. (A15) contains self-couplings in x and y but not in z, which are indicated by the first three bars in Fig. 8(d). For the nonobservable spins, there are errors in predicting the self-coupling terms. Second, there are two-body interactions between spins 1 and 2, and between spins 2 and 3, but not between 1 and 3, where each existing interaction has six terms of coupling. The predicted results for the couplings involving the first spin are more accurate than those between the nonobservable spins. Third, the true Hamiltonian does not include any three-body interactions, so all such terms should be zero.

The results in Fig. 8 indicate that our HENN can perform accurate tomography of the three-spin chain.

**APPENDIX B: TIME-INDEPENDENT TOFFOLI AND FREDKIN GATES**

The Hamiltonian for the time-independent Toffoli gate is

\[ H_{\text{Toffoli}} = \frac{\pi}{8} (I_2 - \sigma_x^1)(I_2 - \sigma_y^1)(I_2 - \sigma_z^1). \]  

(B1)

The corresponding time evolution operator is

\[ U_{\text{Toffoli}} = \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & \chi_0(t) & 0 \\ 0 & 0 & \chi_0(t) \end{array} \right), \]

(B2)

where

\[ \chi_0(t) = \frac{1}{2} \left( \begin{array}{cc} 1 + \exp(i\pi t) & 1 - \exp(i\pi t) \\ 1 - \exp(i\pi t) & 1 + \exp(i\pi t) \end{array} \right). \]  

(B3)

The Hamiltonian for the time-independent Fredkin gate is

\[ H_{\text{Fredkin}} = \frac{\pi}{8} (I_2 - \sigma_z^1) \left( I_4 - \sum_{\sigma=1}^3 \sigma_x^\sigma \sigma_y^\sigma \right). \]  

(B4)

with

\[ U_{\text{Fredkin}} = \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & \chi_0(t) & 0 \\ 0 & 0 & \chi_0(t) \end{array} \right). \]  

(B5)

---
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