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Abstract

This paper presents our pioneering effort for emotion recognition in conversation (ERC) with pre-trained language models. Unlike regular documents, conversational utterances appear alternately from different parties and are usually organized as hierarchical structures in previous work. Such structures are not conducive to the application of pre-trained language models such as XLNet. To address this issue, we propose an all-in-one XLNet model, namely DialogXL, with enhanced memory to store longer historical context and dialog-aware self-attention to deal with the multi-party structures. Specifically, we first modify the recurrence mechanism of XLNet from segment-level to utterance-level in order to better model the conversational data. Second, we introduce dialog-aware self-attention in replacement of the vanilla self-attention in XLNet to capture useful intra- and inter-speaker dependencies. Extensive experiments are conducted on four ERC benchmarks with mainstream models presented for comparison. The experimental results show that the proposed model outperforms the baselines on all the datasets. Several other experiments such as ablation study and error analysis are also conducted and the results confirm the role of the critical modules of DialogXL.

Introduction

Emotion recognition in conversation (ERC) is an emerging task in natural language processing (NLP) that aims to identify the emotion of each utterance in a conversation. It can be regarded as an extension of traditional emotion detection from text, or an arising problem in dialogue systems that help generate emotion-aware dialogues (Zhou et al. 2017). Empirical evidence shows that the conversational context of an utterance plays an indispensable role in this task (Poria et al. 2019). Moreover, the emotion also tends to stay unchanged within a short context of the conversation. It is thus very critical to effectively model the alternate utterances by different parties.

To solve this problem, many recent works focus on deep neural networks with hierarchical structures to model the conversational data (Majumder et al. 2019; Ghosal et al. 2019; Jiao et al. 2019; Zhong, Wang, and Miao 2019). In these works, each utterance is firstly encoded separately into an utterance representation, which is then modeled sequentially and hierarchically. Although the structures seem to comply with the organization of utterances, they ignore the direct dependencies between words in different utterances. In addition, they are not conducive to the application of pre-trained language models such as BERT (Devlin et al. 2018) and XLNet (Yang et al. 2019), which have achieved superior performance in many dialogue system tasks other than ERC (Madotto, Wu, and Fung 2018; Bao et al. 2020; Henderson et al. 2019).

There are two main challenges to directly apply these pre-trained language models to ERC. First, conversations in ERC are usually multi-party and there can be intra- and inter-speaker dependencies (Ghosal et al. 2019). Existing pre-trained language models are not readily feasible to encode these dependencies. Second, almost all language models are constrained by the input length. When the input sequence exceeds the limit, it has to be truncated, which may lead to loss of information in distant historical utterances (Majumder et al. 2019; Ghosal et al. 2019).

To cope with the above challenges, we introduce an all-in-one XLNet model, namely DialogXL, for emotion recognition in multi-turn multi-party conversation. DialogXL intends to apply a strong pre-trained language model to ERC without constructing a complicated, hierarchical model in processing the conversational data. Specifically, it first replaces XLNet’s segment recurrence by a more flexible and memory-saving utterance recurrence to utilize historical utterances. Utterance recurrence stores the hidden states of historical utterances in a memory bank and reuses them while identifying a query utterance. Next, the self-attention in XLNet’s Transformer layers is substituted for dialog-aware self-attention, which consists of four different types of attention, namely local self-attention, global self-attention, speaker self-attention, and listener self-attention. Dialog-aware self-attention allows DialogXL to model the inter- and intra-speaker dependencies under different reception fields in the historical context. We conduct extensive experiments on four ERC benchmarks and the results show that the proposed model, DialogXL, outperforms all the baselines on the datasets. Furthermore, several studies are conducted to verify the modules of DialogXL, and an error analysis is used to delve into the reasons behind the errors.
To conclude, our contributions are as follows:

- **DialogXL** is the first effort of pre-trained language models designed for emotion recognition in conversation (ERC).
- We propose a memory-saving utterance recurrence to replace XLNet’s segment recurrence. The new approach allows DialogXL to cache up to 1000 historical words of a conversation, which is more powerful than the vanilla XLNet model.
- Unlike the original self-attention that merely computes attention weights between words, our dialog-aware self-attention computes them by different reception fields and party roles, allowing us to capture useful intra- and interspeaker dependencies.

**Related Work**

**Emotion Recognition in Conversation**

Emotion recognition in conversation (ERC) has emerged as an important problem in recent years and has attracted numerous interests from the NLP community. The availability of large conversational datasets (Busso et al. 2008; Schuller et al. 2012; Li et al. 2017; Chen et al. 2018; Portia et al. 2019) account partly for this phenomenon, and the increasing interests in dialogue systems may also explain it.

Recent works on ERC generally resort to deep learning models. For example, CMN (Hazarika et al. 2018) and ICON (Hazarika et al. 2018) both utilize gated recurrent unit (GRU) and memory networks. Majumder et al. (2019) propose a recurrent-based model to model the party state, global state and emotional dynamics. Jiao et al. (2019) propose a hierarchical GRU structure that trains utterance-level and conversation-level encoders jointly. Ghosal et al. (2019) propose a graph neural network based model to encode speaker dependencies and temporal information. Zhong, Wang, and Miao (2019) incorporate external knowledge bases to support the identification. Hazarika et al. (2019) introduce transfer learning from utterance generation to ERC.

The modalities of data used in the above works are not the same. Specifically, (Hazarika et al. 2018; Majumder et al. 2019) utilize textual, audio and video modalities, while the latest research (Jiao et al. 2019; Ghosal et al. 2019; Zhong, Wang, and Miao 2019; Hazarika et al. 2019) tends to use only the textual modality.

**Pre-trained Language Models**

The effectiveness of large pre-trained language models (Devlin et al. 2018; Yang et al. 2019; Liu et al. 2019; Conneau et al. 2020) has been well exhibited in many NLP tasks such as machine reading comprehension, text classification, machine translation. Among the language models, BERT (Devlin et al. 2018) utilizes bi-directional Transformer encoders as well as pre-training schemes of masked language modeling and next sentence prediction. XLNet (Yang et al. 2019) is another powerful pre-trained language model, which excels at processing long documents with the segment recurrence mechanism. In addition, it combines the strengths of both auto-encoding and auto-regressive language modeling. There have been some recent works that apply pre-trained language models to dialog-related tasks (Bao et al. 2020; Ham et al. 2020; Henderson et al. 2019), but they have yet to be applied to emotion recognition in conversation.

**Methodology**

There are two challenges to overcome in order to apply pre-trained language models to emotion recognition in conversation (ERC). The first challenge is how to encode a long historical context with hundreds of words. The second is how to model the intra- and inter-speaker dependencies of different parties. Instead of building a hierarchical network as previous work, we propose DialogXL to address these two challenges on the basis of XLNet with two improvements.

The overview architecture of DialogXL is shown in Figure 1. It consists of an embedding layer, 12 Transformer layers, and a feed-forward neural network. The model identifies the emotion for each utterance in turn when a conversation comes in. Compared with XLNet, DialogXL has a more effective memory bank equipped during the training and testing phases, storing hidden states of historical utterances for future uses. The memory bank is updated by a new utterance recurrence mechanism. And the hidden states at each Transformer layer are derived by dialog-aware self-attention.

**Problem Definition**

In ERC, a conversation is defined as a list of utterances \( \{u_1, u_2, ..., u_N\} \), where \( N \) is the number of utterances. Each utterance \( u_i \) consists of \( n_i \) tokens, namely \( u_i = \{w_{i1}, w_{i2}, ..., w_{in_i}\} \). A discrete value \( y_i \in S \) is used to denote the emotion label of \( u_i \), where \( S \) is the set of emotion labels. The speaker is denoted by a function \( p(\cdot) \). For example, \( p(u_i) \in P \) denotes the speaker of \( u_i \) and \( P \) is the collection of all speaker roles in an ERC dataset. The objective of this task is to output the emotion label \( y_i \) for a given query utterance \( u_t \) based on its historical context \( \{u_1, u_2, ..., u_{t-1}\} \) and the corresponding speaker information.

**Model Input**

At each time step \( t \), the query utterance \( u_t \) is prepended with the special token "[CLS]":

\[
x_t = ([CLS], w_{t1}, w_{t2}, ..., w_{tn_t}).
\] (1)

The utterance is then passed to the embedding layer. In DialogXL, this layer consists of only word embedding. The output of the embedding layer is treated as input hidden states to the first Transformer layer:

\[
h_t^0 = \text{Embedding}(x_t)
\] (2)

**Utterance Recurrence**

XLNet (Yang et al. 2019) and Transformer-XL (Dai et al. 2019) address the limitation of input size by a mechanism.

1 The implementation is available at https://github.com/shenwzh3/DialogXL.

2 XLNet’s permutation language modeling and two-stream self-attention, which are designed for language modeling tasks, are not included in DialogXL.
named segment recurrence, which caches previous hidden states in a memory bank and revisits them in future computations. However, this mechanism is ineffective when directly applied to conversational emotion recognition for two reasons. First, the “segment” in XLNet refers to a fixed-length sequence rather than a linguistic unit such as a sentence. The conversation in ERC is defined in terms of utterances, which are typically full sentences or paragraphs. Therefore, it is essential to keep the utterances complete rather than segmented into pieces. Second, segment recurrence constrains segments in the same training batch to have the same length, which results in too many paddings stored in memory. By contrast, the proposed utterance recurrence stores the historical context in memory without paddings, allowing the memory to store a longer historical context.

The memory, denoted by $m$, works like a stack. Every time a new set of hidden states are generated for a query utterance, they are concatenated with the current memory. To prevent from introducing noises into the memory, only the hidden states of the utterance tokens are stored, with the hidden states of the “[CLS]” and padding positions ignored. Formally, for the $t$-th utterance, at each Transformer layer $l$, the new memory $m^l$ is updated as:

$$m^l = m^l || h^l_{t:1:t+n_o}$$  \hspace{1cm} (3)

where $\|$ denotes the concatenation operation. This update strategy is useful especially during the batching operation. As illustrated in Figure 2, updating memory with only the hidden states of utterance tokens makes the memory more compact, for the noises introduced by padding are mostly eliminated and more space is freed to cache a longer context.

**Dialog-Aware Self-Attention**

Utterances occur alternately by different parties in a conversation, and the vanilla self-attention in XLNet cannot be directly applied to the multi-party setting. To this end, we replace the self-attention by dialog-aware self-attention, which enables our model to encode conversation contexts in a multi-turn multi-party setting. The new self-attention consists of four types of self-attention: global self-attention and local self-attention for different sizes of receptive fields, and speaker self-attention and listener self-attention for intra- and inter-speaker dependencies. We implement the dialog-aware self-attention by skillfully changing the masking strategies of self-attention, without the need to add any extra embeddings or parameters, as illustrated in Figure 3.

![Figure 1](image1.png)  
**Figure 1:** The architecture of our DialogXL.

![Figure 2](image2.png)  
**Figure 2:** Illustration of the memory update strategies by utterance recurrence and segment recurrence. The batch size is 4, with each row corresponding to a conversation.
Global Self-Attention: Global self-attention takes all the historical context and the query utterance as the reception field. It is the same as the vanilla self-attention, in which the query utterance pays attention to the whole context. This setting allows our model to attend to previously distant utterances which may also be useful (Majumder et al. 2019). Thus, no masking is made for global self-attention:

$$s_{ij}^{global} = 0$$ (10)

Local Self-Attention: Local self-attention only has a reception field of $\omega$ latest historical utterances, where $\omega$ is a hyperparameter. The motivation for this attention is that intuitively speaker’s emotion is mostly influenced by the recent utterances. In local self-attention, we mask the attentions between the query utterance and the historical utterances outside the reception field:

$$s_{ij}^{local} = \begin{cases} +\infty, & j \notin Idx\{u_{t-\omega}, u_{t-\omega+1}, \ldots, u_{t-1}, u_t\} \\ 0, & \text{Otherwise} \end{cases}$$ (11)

where $Idx(\mathcal{U})$ is a function that maps the utterance tokens in $\mathcal{U}$ to the corresponding positions in the key matrix $k_j^l$.

Speaker Self-Attention: Speaker self-attention considers only the historical context spoken by the present speaker. It intends to model the intra-speaker dependency (Ghosal et al. 2019) by identifying emotional clues in the speaker’s historical utterances. In speaker self-attention, we mask the attentions between the query utterance and the utterances spoken by other speakers:

$$s_{ij}^{speaker} = \begin{cases} +\infty, & j \notin Idx\{u | \ p(u) \neq p(u_t)\} \\ 0, & \text{Otherwise} \end{cases}$$ (12)

Listener Self-Attention: Listener self-attention considers only the historical utterances spoken by other speakers. It intends to model the inter-speaker dependency (Ghosal et al. 2019), meaning that the present speaker’s emotion may be influence by other speakers’ words. In listener self-attention, we mask the attentions between the query utterance and the utterances made by the present speaker:

$$s_{ij}^{listener} = \begin{cases} +\infty, & j \in Idx\{u | p(u) = p(u_t)\} \\ 0, & \text{Otherwise} \end{cases}$$ (13)

The outputs of the four types of self-attention are concatenated and passed through a normalization layer followed by a feed-forward network to generate the output for this Transformer layer:

$$\tilde{o}_t^l = \|_{K=1} f_k(m_{t-1}^l, h_t^{l-1}, s^{c_k})$$ (14)

$$h_t^l = \text{FeedForward} (\text{LayerNorm}(\tilde{o}_t^l))$$ (15)

where $K$ is the number of self-attention heads, and $c_k \in \{\text{global, local, speaker, listener}\}$ is the corresponding type of dialog-aware attention for the $k$-th attention head.

Model Training

We take the hidden state of “[CLS]” at the last layer as the final encoding of the query utterance and the historical context, and pass it through a feed-forward neural network to get the predicted emotion:

$$h_t = h_{t,0}^L$$ (16)

$$z_t = \text{ReLU}(W_z h_t + b_h)$$ (17)

$$P_t = \text{softmax}(W_z z_t + b_z)$$ (18)

$$\hat{y}_t = \text{argmax}_{k \in S}(P_t[k])$$ (19)

For the training of our model, we use the standard cross-entropy loss as the loss function:

$$\mathcal{L}(\theta) = -\sum_{i=1}^{M} \sum_{t=1}^{N} P_t[y_{i,t}]$$ (20)

where $M$ is the number of conversations in the training set, and $\theta$ is the collection of trainable parameters in DialogXL.
Table 1: The statistics of four datasets.

| Dataset     | # Conversations | # Utterances |
|-------------|-----------------|--------------|
|             | Train | Val | Test | Train | Val | Test |
| IEMOCAP     | 120   | 31  | 5810 | 1623  |
| MELD        | 1038  | 114 | 280  | 9989  | 1109 | 2610 |
| DailyDialog | 11118 | 1000| 1000 | 87170 | 8069 | 7740 |
| EmoryNLP    | 713   | 99  | 85   | 9934  | 1344 | 1328 |

Experimental Settings

In this section, we present the experimental settings such as implementation details, datasets, metrics, and baselines.

Implementation Details

We initialize the proposed DialogXL by pre-trained XLNet-Base (Yang et al. 2019) and employ AdamW optimizer (Loshchilov and Hutter 2018) during training. Hyperparameter tuning for each dataset is conducted with hold-out validation on the validation set. The tunable hyperparameters include learning rate, number of heads for the four types of attentions in dialog-aware self-attention,\(^3\) the max length of memory,\(^4\) and the dropout rate. The results of BERT, XLNet, and DialogXL reported in our experiments are all based on the average score of 5 random runs on the test set.

Datasets

We evaluate DialogXL on four multi-turn multi-party ERC datasets. The statistics of them are shown in Table 1.

- **IEMOCAP** (Busso et al. 2008): A multimodal conversational dataset for emotion recognition, with two parties included for each conversation. The emotion labels include neutral, happiness, sadness, anger, frustrated, and excited. Since this dataset has no validation set, we follow (Zhong, Wang, and Miao 2019) to use the last 20 dialogues in the training set for validation.

- **MELD** (Poria et al. 2019): A multimodal dataset for emotion recognition collected from the TV show Friends. The emotion labels include neutral, happiness, surprise, sadness, anger, disgust, and fear. Since it has no speaker information, we consider the utterance turns as the speaker turns by default.

- **DailyDialog** (Li et al. 2017): Human-written daily communications, with emotion labels including neutral, happiness, surprise, sadness, anger, disgust, and fear. Since it has no speaker information, we consider the utterance turns as the speaker turns by default.

- **EmoryNLP** (Zahiri and Choi 2017): TV show scripts collected from Friends, but varies from MELD in the choice of scenes and emotion labels. The emotion labels of this dataset include neutral, sad, mad, scared, powerful, peaceful, and joyful.

Following recent works (Ghosal et al. 2019; Zhong, Wang, and Miao 2019; Hazarika et al. 2019), we utilize only the textual data of the above datasets for our experiments.\(^3\) The sum of the four types of attention heads is always 12.\(^4\) When implementing utterance recurrence in practice, the length of memory is set not to exceed a threshold due to the limit of computational resource. Once the size of memory exceeds the threshold, the earliest hidden states will be dropped.

The evaluation metrics are chosen as micro-F1 for DailyDialog and weighted-F1 for the other datasets.

Baseline Methods

We compare DialogXL with the following baselines:

- **Previous methods:** CMN (Hazarika et al. 2018), DialogueRNN (Majumder et al. 2019), HiGRU (Jiao et al. 2019), DialogueGCN (Ghosal et al. 2019), TL-ERC (Hazarika et al. 2019), and KET (Zhong, Wang, and Miao 2019).

- **BERT** (Devlin et al. 2018): The BERT baseline for ERC, initialized with the pre-trained parameters of BERT-base. We concatenate historical utterances and the query utterance in order and then feed them into BERT for classification. The hyperparameters are tuned the same as DialogXL.

- **XLNet** (Yang et al. 2019): The XLNet baseline with the original segment recurrence and vanilla self-attention, initialized with the pre-trained parameters of XLNet-base. The hyperparameters are tuned the same as DialogXL.

Results and Analysis

Overall Results

The overall results of our DialogXL and the baselines are reported in Table 2. We can clearly note that DialogXL reaches a new state of the art on all of the four datasets. Besides, we can make another two observations as follows, which help to understand the ERC task and the pros and cons of DialogXL.

First, in general, there are considerable improvements for the pre-trained language models over the others on MELD, DailyDialog, and EmoryNLP. However, the improvements of DialogXL over BERT and XLNet are not significant on these datasets. After delving into the datasets, we found that the dialogues in these datasets are relatively short (mostly 5 to 9 utterances). So the current language models, BERT and XLNet, can already encode the entire historical context and the query utterance in most cases. On these short dialogues, however, the advantages of DialogXL are not shown up completely.

Second, while inferior performance of BERT and XLNet is observed to the other baselines on IEMOCAP, the improvements of DialogXL over BERT and XLNet are significant. After examining the dataset, we realized the dialogues in IEMOCAP are much longer (around 70 utterances per dialog) than the other datasets. In this case, BERT and XLNet cannot encode too much historical context effectively, while such baselines as DialogueRNN and DialogueGCN can reach distant utterances and also encode other key features such as speaker information. Moreover, our DialogXL can both encode the historical context effectively by the utterance recurrence and capture the speaker information by the dialog-aware self-attention, allowing it to achieve superior performance to all the baselines.

Effect of the Enhanced Memory

One of the contributions of DialogXL lies in the enhanced memory with utterance recurrence. Here, we study how the

---

\(^3\)The sum of the four types of attention heads is always 12.

\(^4\)When implementing utterance recurrence in practice, the length of memory is set not to exceed a threshold due to the limit of computational resource. Once the size of memory exceeds the threshold, the earliest hidden states will be dropped.
utterance recurrence and the maximum memory length contribute to the final results. We change the maximum memory length from 100 to 1000 with an interval of 100 and plot the test scores on IEMOCAP, which has sufficient utterances in each conversation. The memory waste rate of segment recurrence in XLNet is also plotted in terms of the percentage of paddings in memory. Since the proposed utterance recurrence has 0 memory waste in theory, its memory waste rate is not plotted. Three models are studied for this experiment: XLNet with the original segment recurrence, XLNet with utterance recurrence, and DialogXL.

The results are shown in Figure 4. We can note that segment recurrence always leads to a memory waste rate of over 60% for each different memory length. The rate drops with the memory length increases, along with the growth of the three models. When the memory length exceeds 700, their performance generally stops improving any more, which indicates that increasing the maximum memory length only contributes to the test results within a certain range.

### Ablation Study

In this ablation study, we analyze the impact of dialog-aware self-attention by removing each type of dialog-aware self-attention from DialogXL. The results on two representative datasets, IEMOCAP and MELD, are presented in Table 3. We can observe that the performance of DialogXL drops on both IEMOCAP and MELD when any type of the self-attention is removed, suggesting that all these self-attention contribute to the improvement of DialogXL. Nevertheless, their contributions can be distinguished. When speaker self-attention or listener self-attention is removed, considerable drops are observed. But when they are both removed, the drops are more obvious. This implies the importance of the inter-/intra-speaker dependency (Ghosal et al. 2019).

Moreover, when local self-attention is removed, the F1 score drops the most on IEMOCAP, which contains long conversations (around 70) for each conversation. This indicates that the historical context near a query utterance is more important for this dataset. The drop on MELD is not as obvious as on IEMOCAP, because MELD has much shorter conversations (5 to 9 utterances per conversation). Finally, the removal of global self-attention leads to the least performance degradation. The reason could be twofold. First, global utterances are not as important as local utterances. Second, the speaker self-attention and listener self-attention already capture some useful information from distant utterances.

### Speaker Role Embedding

Our speaker self-attention and listener self-attention model the speaker dependencies (Ghosal et al. 2019) by directly letting the model know which part of the utterances should be attended to. Another way to let a pre-trained language model understand the speaker dependencies in dialog is speaker role embedding (Bao et al. 2020; Ham et al. 2020), which maps each participant to a trainable embedding vector. Here, we make a simple comparison between the two approaches of embedding different parties on IEMOCAP and DailyDialog. To this end, we replace the speaker self-attention and listener self-attention of DialogXL with the speaker role embeddings, and refer to the resulting model as DialogXL-emb. The results of comparison are shown in Table 3. We can observe that our explicit speaker/listener self-attention is more effective than the speaker role embedding approach. As a result, the proposed attention mechanism can be potentially applied to other dialog tasks as well.

### Error Study

Although our DialogXL has a novel framework and achieves a new state of the art, we still want to figure out its possible shortcomings to motivate the future research. Therefore, we carry out an error study on IEMOCAP. In short, we found that DialogXL’s powerful capability of directly capturing word-level features in the historical context can be a

| Model             | IEMOCAP | MELD | DailyDialog | EmoryNLP |
|-------------------|---------|------|-------------|----------|
| CMN               | 56.13   | -    | -           | -        |
| DialogueRNN       | 62.75   | 57.03| -           | -        |
| HiGRU             | 59.79*  | 56.92*| 52.01*      | 31.88*   |
| DialogueGCN       | 64.18   | 58.10| -           | -        |
| TL-ERC            | 59.30   | 57.46*| 52.46*      | 30.57*   |
| KET               | 59.56   | 58.18| 53.37       | 33.95*   |
| BERT              | 60.98   | 61.50| 54.09       | 34.17    |
| XLNet             | 61.33   | 61.65| 53.62       | 34.13    |
| DialogXL          | 65.94   | 62.41| 54.93       | 34.73    |

**Table 2: Overall performance on the four datasets. The scores marked by "*" is based on our re-implementation, because of the differences in evaluation metrics and data statistics between the corresponding work and ours.**

**Table 3: Results of ablation study on IEMOCAP and MELD.**
Table 4: Results of comparison between direct speaker role embedding and our speaker&listener self-attention approach on the IEMOCAP and DailyDialog datasets.

| Method          | F1 score |
|-----------------|----------|
|                 | IEMOCAP  | DailyDialog |
| DialogXL        | 65.94    | 54.93       |
| DialogXL-emb    | 63.31    | 54.06       |

In this paper, we proposed an all-in-one XLNet model, namely DialogXL, for emotion recognition in conversation (ERC). To model the multi-turn multi-party conversational data, DialogXL contributes two improvements on the basis of XLNet and Transformer-XL. First, an enhanced memory was introduced to replace XLNet’s vanilla memory to store historical contexts more effectively. Second, a dialog-aware self-attention mechanism was proposed to deal with the multi-turn multi-party data structures. Extensive experiments were conducted on four ERC benchmarks and the results show that the proposed model outperforms all the baselines on the datasets. The effectiveness of the two improvements is also confirmed by extensive analyses. Furthermore, we have the following three findings. First, the original segment recurrence mechanism stores more than 60% paddings in memory, making it ineffective to encode the historical contexts for ERC. Second, the traditional speaker role embedding strategy is not as effective as our speaker&listener self-attention, which could also be applied to other dialog tasks. Finally, an error analysis reveals that merely relying on the attention mechanism may mislead the model.
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