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Abstract—Heterogeneous networks, which connect informative nodes containing text with different edge types, are routinely used to store and process information in various real-world applications. Graph Neural Networks (GNNs) and their hyperbolic variants provide a promising approach to encode such networks in a low-dimensional latent space through neighborhood aggregation and hierarchical feature extraction, respectively. However, these approaches typically ignore metapath structures and the available semantic information. Furthermore, these approaches are sensitive to the noise present in the training data. To tackle these limitations, in this paper, we propose Text Enriched Sparse Hyperbolic Graph Convolution Network (TESH-GCN) to capture the graph’s metapath structures using semantic signals and further improve prediction in large heterogeneous graphs. In TESH-GCN, we extract semantic node information, which successively acts as a connection signal to extract relevant nodes’ local neighborhood and graph-level metapath features from the sparse adjacency tensor in a reformulated hyperbolic graph convolution layer. These extracted features in conjunction with semantic features from the language model (for robustness) are used for the final downstream task. Experiments on various heterogeneous graph datasets show that our model outperforms the current state-of-the-art approaches by a large margin on the task of link prediction. We also report a reduction in both the training time and model parameters compared to the existing hyperbolic approaches through a reformulated hyperbolic graph convolution. Furthermore, we illustrate the robustness of our model by experimenting with different levels of simulated noise in both the graph structure and text, and also, present a mechanism to explain TESH-GCN’s prediction by analyzing the extracted metapaths.
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1 INTRODUCTION

HETEROGENEOUS networks, which connect informative nodes containing text with different edge types, are routinely used to store and process information in diverse domains such as e-commerce [1], social networks [2], medicine [3], and citation networks [4]. The importance of these domains and the prevalence of graph datasets linking textual information has resulted in the rise of Graph Neural Networks (GNNs) and their variants. These GNN-based methods aim to learn a node representation as a composition of the representations of nodes in their multi-hop neighborhood, either via random walks [5], [6], neural aggregations [7], [8], [9], or Boolean operations [10]. However, basic GNN models only leverage the structural information from a node’s local neighborhood, and thus do not exploit the full extent of the graph structure (i.e., the global context) or the node content. In the context of e-commerce search, based on a consumer’s purchase of “[brand1] shoes”, it is difficult to identify if they would also purchase “[brand2] shoes” or “[brand1] watch” merely on the basis of the products’ nearest graph neighbors, however, global information on purchase behavior could provide additional information in identifying and modeling such purchase patterns. Analysis into such limitations has led to research into several alternatives that capture additional information such as hyperbolic variants [11], [12] to capture the latent hierarchical relations and hybrid models [13], [14] to leverage additional text information from the nodes in the graph. In spite of their preliminary success, these aforementioned techniques fundamentally suffer from several critical limitations such as non-scalability and lack of robustness to noise in real-world graphs when applied in practice. Certain other attempts on aggregating a graph’s structural information [15] utilize graph metrics such as centrality encoding and sibling distance to show improved performance over other approaches. However, there is an exhaustive set of graph metrics and manually incorporating every one of them is impractical. Hence, practitioners need a better approach to automatically detect the most relevant graph features that aid the downstream tasks. For example, metapaths, heterogeneous paths between different nodes that preserve long-distance relations, are traditionally found to be good message passing paths in several graph problems [16]. However, they are only aggregated locally due to computational constraints. The adjacency tensor of a heterogeneous graph can be used to extract both metapath information as well as aggregate local neighborhood features. Efficiently encoding the entire adjacency tensor in training graph neural models can thus help capture all relevant metapath features.

In addition to this, the nodes in the graph datasets also contain auxiliary information in different modalities (generally text) such as product descriptions in e-commerce graphs and article titles in citation networks. Such textual content can be encoded using popular transformer models [17], and consequently serve as an additional source of information. Thus, integrating these transformer models in
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1 for a homogeneous graph, it will be a matrix
Leveraging hierarchical structures and metapaths help us distinguish between items that are complementary (also buy) or alternatives (also view) of each other.

Integrating semantic content with product features allows us to match different products in the catalogue with the query “[brand1] footwear”.

Product search requires robustness to noise in the hierarchical product graph structure caused by miscategorized items.

Fig. 1: Challenges of graph representation learning in the E-commerce domain.

1) Leveraging metapath structures: Existing GNN frameworks aggregate information only from a local neighborhood of the graph and do not possess the ability to aggregate graph-level metapath structures. However, graph-level information can aid in several graph analysis tasks where node’s local neighborhood information is insufficient, e.g., in Figure 1a, we note that local node-level information is unable to distinguish between the relations of “also buy” and “also view”, whereas, graph-level information allows us to make the differentiation. Indeed, when attempting to combine information from the entire graph, existing methods suffer from over-smoothness [18]. Moreover, the size of modern graph datasets renders aggregating information from the full graph infeasible.

2) Incorporating hierarchical structures: Most of the real-world graphs have inherent hierarchies, which are best represented in a hyperbolic space (rather than the traditional Euclidean space), for e.g., the product hierarchy shown in Figure 1a. However, existing hyperbolic GNNs [11], [12] do not leverage the full graph when aggregating information due to both mathematical and computational challenges.

3) Integrating textual (semantic) content: Previous methods for integrating semantic information of the nodes are relatively ad-hoc in nature. For example, they initialize their node representations with text embeddings for message aggregation in the GNNs [13]. Such methods fix the semantic features and do not allow the framework to learn task-specific embeddings directly from the nodes’ original content, e.g., in Figure 1b, the product tokens “sneakers” and “sandals” are closer to the query token “footwear” in the e-commerce domain which is not the case in a broader semantic context.

4) Robustness to noise: Real-world graphs are susceptible to noise and hence require robust graph representation learning mechanisms, especially in the presence of multiple forms of data (i.e., graph structure and textual content), e.g., in Figure 1c, we observe that the task of product search is susceptible to noise in the product catalogue due to miscategorized items. Previous approaches do not leverage the complementary nature of graphs and text to improve robustness to noise in both of these modalities.

To tackle the above challenges, we introduce Text Enriched Sparse Hyperbolic Graph Convolution Network (TESH-...
2 RELATED WORK

In this section, we describe earlier works related to our proposed model, primarily in the context of graph representation learning and hyperbolic networks.

2.1 Graph Representation Learning

Early research on graph representations relied on learning effective node representations, primarily, through two broad methods, namely, matrix factorization and random walks. In matrix factorization based approaches, the sparse graph adjacency matrix $A$ is factorized into low-dimensional dense matrix $L$ such that the information loss $\|L^T L - A\|$ is minimized. In the random walk based approaches, a node’s neighborhood is collected with random walks through its edges, and the neighborhood is used to predict the node’s representation in a dense network framework. Earlier methods such as LINE [22] and SDNE [23] use first-order (nodes connected by an edge) and second-order (nodes with similar neighborhood) proximity to learn the node representations. These methods form a vector space model for graphs and have shown some preliminary success. However, they are node-specific and do not consider the neighborhood information of a node or the overall graph structure. In more recent works, aggregating information from a node’s neighborhood is explored using the neural network models. Graph neural networks (GNN) [24], typically applied to node classification, aggregate information from a node’s neighborhood to predict the label for the root node. Several approaches based on different neural network architectures for neighborhood aggregation have been developed in recent years and some of the popular ones include GraphSage [7] (LSTM), Graph Convolution Networks (GCN) [8], and Graph Attention Networks (GAT) [9]. Another line of work specifically tailored for heterogeneous graphs [16, 25, 26], utilizes the rich relational information through metapath aggregation. These approaches, while efficient at aggregating neighborhood information, do not consider the node’s semantic attributes or the global graph structure. In the proposed TESH-GCN model, we aim to utilize the node’s semantic signal, in congruence with global adjacency tensor, to capture both the node’s semantic attributes and its position in the overall graph structure.

2.2 Hyperbolic Networks

In recent research [11], graph datasets have been shown to possess an inherent hierarchy between nodes thus demonstrating a non-Euclidean geometry. In [11], the authors provide the gyrovector space model including the hyperbolic variants of the algebraic operations required to design neural networks. The algebraic operations for the Poincaré ball of curvature $c$ are the following: M"{o}bius addition $(\oplus_c)$, exponential map $(\exp^c)$, logarithmic map $(\log^c)$, M"{o}bius scalar multiplication $(\otimes_c)$, and hyperbolic activation $(\sigma_c)$.

\[
x \oplus_c y = \frac{(1 + 2c(x,y) + c|y|^2)x + (1 - c||x||^2)y}{1 + 2c(x,y) + c^2||x||^2||y||^2}
\]

\[
\exp^c(v) = x \oplus_c \left( \tanh \left( \frac{\sqrt{c} \lambda_c ||v||}{2} \right) \right) \frac{v}{\sqrt{c}||v||}
\]

\[
\log^c(y) = \frac{2}{\sqrt{c}\lambda_c} \tanh^{-1} \left( \sqrt{c} \frac{||x \oplus_c y||}{\sqrt{c} - x \oplus_c y} \right) \frac{-x \oplus_c y}{||x \oplus_c y||}
\]


\[ r \odot c = \exp_\mathbb{H}(r \log_\mathbb{H}(c)), \quad \forall r \in \mathbb{R}, x \in \mathbb{H}^n, \]
\[ \sigma_c(x) = \exp_\mathbb{H}(\sigma(\log_\mathbb{H}(x))) \]

where \( \lambda_c^n = \frac{2}{1 - c^2} \) is the metric conformal factor. Based on these approaches, hyperbolic networks such as HGNN [11], HGCN [12], HAN [27], and HypE [28] have shown to outperform their Euclidean counterparts on graph datasets. However, these approaches still focus on the nodes’ local neighborhood and not the overall graph structure. Furthermore, hyperbolic transformations are performed on entire vectors and are thus inefficient on sparse tensors. In our model, we utilize the \( \beta \)-split and \( \beta \)-concatenation operations [29] to optimize the hyperbolic graph convolution for sparse adjacency tensors.

### 3 The Proposed Model

In this section, we first describe the problem setup for link prediction on sparse heterogeneous graphs. We then provide a detailed explanation of the different components of the proposed model and their functionality in the context of link prediction. The overall architecture is depicted in Figure 3. The notations used in this paper are defined in Table 1.

#### 3.1 Problem Setup

Let us consider a heterogeneous graph \( G = (V, E) \) with \( K \) edge types, where \( v \in V \) is the set of its nodes and \( e_k(v_i, v_j) \in E \in \mathbb{B}^{K \times |V| \times |V|} \) is a sparse Boolean adjacency tensor (which indicates if edge type \( e_k \) exists between nodes \( v_i \) and \( v_j \) or not). Each node \( v \) also contains a corresponding text sequence \( s_i \). The sparsity of the adjacency tensor and hierarchy of the graph \( G \) is quantified by the sparsity ratio \( R \) (Definition 1) and hyperbolicity \( \delta \) (Definition 2), respectively. Higher sparsity ratio implies that \( E \) is sparser, whereas lower hyperbolicity implies \( G \) has more hierarchical relations.

\[ R = \frac{|e_k(v_i, v_j) = 0|}{|E|} \]

**Definition 1.** Sparsity ratio \( R \) is defined as the ratio of the number of zero elements to the total number of elements in the adjacency tensor;

**Definition 2.** For a graph \( G \), the hyperbolicity \( \delta \) is calculated as described in [30]. Let \( \{a, b, c, d\} \in G \) be a set of vertices. Let us define \( S_1, S_2 \) and \( S_3 \) as:

\[ S_1 = \text{dist}(a, b) + \text{dist}(d, c) \]
\[ S_2 = \text{dist}(a, c) + \text{dist}(b, d) \]
\[ S_3 = \text{dist}(a, d) + \text{dist}(b, c) \]

Note that we use link prediction as a running example in this paper. Other tasks (node/graph classification) can be easily performed by changing the loss function.
Let $M_1$ and $M_2$ be the two largest values in $(S_1, S_2, S_3)$, then $H(a, b, c, d) = M_1 - M_2$ and $\delta(G)$ is given by:

$$\delta(G) = \frac{1}{2} \max_{(a,b,c,d) \in G} H(a, b, c, d)$$

For the task of link prediction, given input nodes $v_i$ and $v_j$ with corresponding text sequence $s_i$ and $s_j$, respectively and an incomplete training adjacency tensor $E$, our goal is to train TESH-GCN to optimize a predictor $P_\theta$ parameterized by $\theta$ such that:

$$y_k = P_\theta(z = 1|I)P_\theta(y = k|I), \text{ where } I = \{v_i, v_j, s_i, s_j, E\}, \quad \theta = \arg \min_{\hat{\theta}} \left(-\sum_{k=1}^{K} \hat{y}_k \log (y_k) \right)$$

where $z$ is a Boolean indicator that indicates if an edge between the two nodes exists ($z = 1$) or not ($z = 0$) and $y$ is a class predictor for each $k \in K$ edge types. $\hat{y}_k$ is the probability of each class $k \in K$ predicted by TESH-GCN and $y_k$ is the ground truth class label.

### 3.2 Text Enriched Sparse Hyperbolic GCN

In this section, we describe the message aggregation framework of TESH-GCN, which allows us to aggregate the node’s text-enriched local neighborhood and long metapath features (through semantic signals and reformulated hyperbolic graph convolution) from sparse adjacency tensors in the hyperbolic space. In this section, We detail the (i) methodology of integrating semantic features with graph tensors, (ii) sparse HGCN layer to encode hierarchical and graph structure information efficiently, and (iii) aggregation through self-attention to improve model robustness.

**Incorporating Semantics into Adjacency Tensor:** To integrate the nodes’ textual information with the graph structure, we need to enrich the heterogeneous graph’s adjacency tensor with the nodes’ semantic features. For this, we extract the nodes’ semantic signals using a pre-trained language model ($LM$) [51]. We encode the node’s text sequence $s$ to a vector $t \in \mathbb{R}^{T'}$. Each dimension of vector $t$ denotes a unique semantic feature and thus, each feature needs to be added to a single adjacency matrix. To achieve this efficiently, let us assume that $A_k$ is a stack of $D$ repetitions of the adjacency matrix $c_k$. To each matrix in the stack $A_k$, we add each unique dimension of $t$ to the corresponding matrix as the nodes’ semantic and positional signal particularly for that dimension (illustrated in Figure 4).

$$t_i = LM(s_i), \quad t_j = LM(s_j)$$

$$A_k[d, i, :] = t_i[d], \quad A_k[d, :, j] = t_j[d] \quad \forall d : 1 \rightarrow D$$

where $A_k[d, i, :]$ represents the $i^{th}$ row in the $d^{th}$ matrix of $A_k$ and $A_k[d, :, j]$ represents the $j^{th}$ column in the $d^{th}$ matrix of $A_k$. $t_i[d]$ and $t_j[d]$ are the $d^{th}$ dimension of their respective semantic signals. The update operations given above ensure that the adjacency tensor $A_k$ contains information on the semantic signals at the appropriate position in the graph structure. Thus, an efficient encoding of $A_k$ allows us to capture both the structural information and semantic content of the underlying nodes. We achieve this through the sparse HGCN layer.

**Sparse Hyperbolic Graph Convolution:** To encode the graph structure and latent hierarchy, we need to leverage the adjacency tensor’s sparsity in the hyperbolic space for computational efficiency. To achieve this, we reformulate the hyperbolic graph convolution in the following manner. The graph convolution layer has two operations, namely, feature transformation and aggregation, which are achieved through convolution with a filter map of trainable curvature and pooling, respectively. For a matrix of size $m_r \times m_c$ and filter map $f \times f$, graph convolution requires $\approx (m_r - f) \times (m_c - f)$ operations. However, given the high sparsity of adjacency matrices, operations on zero-valued cells will return zero gradients and, thus not contribute to the learning process. Hence, we only apply the filter transformation to adjacency tensor cells with nonzero values and ignore the zero-valued cells. For an input adjacency tensor with elements $x \in A_k$,

$$o_{p,l} = W_{f,l} \ast x_{p,l-1} \ast c_l \ast b_l \quad \forall x_{p,l-1} \neq 0$$

$$a_{p,l} = \exp_{p,l-1} \left( \sum_{p} \alpha_{p} \log_{c_l}(o_{p,l}) \right)$$

$$h_{p,l} = \sigma_{c_l}(a_{p,l})$$

where $a_{p,l}$ represents the output of feature transformation at the layer $l$ for non-zero input elements $x_{p,l-1}$ of previous layer’s $l-1$ adjacency tensor with learnable feature map $W_{f,l}$. $c_i$ and $b_i$ represent the Poincaré ball’s curvature and bias at layer $l$, respectively. $\ast$ and $\ast$ are the Möbius operations of addition and scalar multiplication, respectively.
\(a_{p,t}\) is the output of the scalar-attention \([32]\) over the outputs with attention weights \(\alpha\), and \(h_{p,t}\) is the layer’s output after non-linear hyperbolic activation. The initial layers aggregate the sparse neighborhoods into denser cells. As the adjacency tensors progress through the layers, the features are always of a lower resolution than the previous layer (aggregation over aggregation), and thus aggregation in the later layers results in graph-level metapath features, as depicted in Figure 5. Note that the computational complexity of calculating \(a_{p,t}\) in sparse graph convolutions is \(O(V^2(1-R))\) when compared to \(O(V^2)\) of dense graph convolutions\([4]\). This indicates a reduction in the total number of computations by a factor of \((1-R) \approx 10^{-4}\). Prior hyperbolic approaches could not utilize sparse convolutions because the hyperbolic operation could not be performed on splits of the adjacency tensor encodings \(A\) of all edge types \(k\), we aggregate the features of adjacency tensor with the semantic residual network connection sends node signals to the adjacency tensor and also passes information to the multi-step loss function. The balance between semantic residual network and hyperbolic graph convolution leads to robustness against noisy text or graphs (evaluated empirically in Section 4.6).

\[y_k = P_\theta(e_k|x) = P_\theta(z = 1|x)P_\theta(y = e_k|x)\]  \hspace{2cm} (11)

\[L(y_k, \hat{y}_k) = -\sum_{k=1}^{K} \hat{y}_k \log(y_k)\]  \hspace{2cm} (12)

where \(x\) and \(\theta\) are the input and model parameters, respectively. \(L\) is the cross entropy loss that needs to be minimized. Although we use this generalized link prediction as the task of interest in this paper, TESH-GCN can be applied to any task such as node/graph classification by replacing the loss with the appropriate loss.

### 3.4 Implementation Details

We implemented TESH-GCN using Pytorch \([33]\) on eight NVIDIA V100 GPUs with 16 GB VRAM. For gradient descent, we used Riemannian Adam \([34]\) with standard \(\beta\) values of 0.9 and 0.999 and an initial learning rate of 0.001. Number of dimensions \((D)\) and number of layers \((L)\) is empirically selected based on performance-memory trade-off. Figure 6 presents the memory-performance trade-off for different choices of parameters \(D\) and \(L\). We observe that the \(D = 8\) and \(L = 8\) provides the best performance for the memory required. Hence, we chose them for the final implementation of our model. For non-linearity, we used the hyperbolic activation function, given in Eq. (1). The sparsity in the model variables is handled using the torch-sparse library\([6]\). While this library and other similar ones handle the operational sparsity of the graphs, previous GNN-based approaches need to locally convert the sparse tensors to the corresponding dense format for their layer operations.

\[^4\]Practically, for a graph with \(10^5\) nodes and a sparsity of \(10^{-4}\), dense graph convolution requires 80GB of memory (assuming double precision) for one layer, whereas, sparse graph convolution only requires 1MB of memory for the same. This allows us to utilize the entire adjacency tensor, while previous approaches can only rely on the local neighborhood.

\[^5\]The transformation from hyperbolic space to tangent space with logarithmic map is required for attention-based aggregation as such formulation is not well-defined for the hyperbolic space.
In TESH-GCN, the conversion is not required because all operations in Sparse-HGCN are directly performed on the sparse tensor as it only considers the non-zero elements of the tensor. Each convolution operation moves up one-hop in the nodes’ neighborhood. Hence, the number of graph convolution layers should at least be the maximum shortest path between any two nodes in the graph. For a dataset, this is empirically calculated by sampling nodes from the graph and calculating the maximum shortest path between them. For the datasets in our experiments, we used 8 layers \((L = 8)\) to extract local neighborhoods in the early layers and metapath structures in the later layers. The main adjacency tensor can be split either over the number of semantic signals \((D)\) or the number of edge types \((K)\). We chose the latter because each adjacency tensor needed a separate GPU and it was more efficient and convenient to control the training process, given that the number of edge types is lesser than the number of semantic signals in our experiments. Algorithm 1 provides the pseudocode for training the model.

4 EXPERIMENTAL SETUP

In this section, we describe our experimental setup and investigate the following research questions (RQs):

1) RQ1: Does TESH-GCN perform better than the state-of-the-art approaches for the task of link prediction?
2) RQ2: What is the contribution of TESH-GCN’s individual components to the overall performance?
3) RQ3: How does TESH-GCN compare against previous approaches in time and space complexity?
4) RQ4: How robust is TESH-GCN against noise in the graph and its corresponding text?
5) RQ5: Can we comprehend the results of TESH-GCN?

4.1 Datasets Used

For the datasets, we select the following widely used publicly available network benchmark datasets where the nodes contain certain semantic information in the form of text attributes. Also, the choice of the datasets is driven by the diversity of their hyperbolicity to test performance on different levels of latent hierarchy (lower hyperbolicity implies more latent hierarchy).

1) Amazon \[^{[35]}\] is a heterogeneous e-commerce graph dataset that contains electronic products as nodes with title text connected by edges based on the purchase information. The edge types are also_buy (products bought together) and also_view (products viewed in the same user session).
TABLE 2: Dataset statistics including no. of nodes (V), edges (E), edge types (K), hyperbolicity (δ), and sparsity ratio (R).

| Dataset     | V       | E       | K       | δ       | R (%)  |
|-------------|---------|---------|---------|---------|--------|
| Amazon      | 368,871 | 6,471,233 | 2       | 2       | 99.99  |
| DBLP        | 37,791  | 170,794 | 3       | 4       | 99.99  |
| Twitter     | 81,306  | 1,768,149 | 1       | 1       | 99.97  |
| Cora        | 2,708   | 5,429   | 1       | 11      | 99.92  |
| MovieLens   | 10,010  | 1,122,457 | 3       | 2       | 99.00  |

4.4 RQ2: Ablation Study

In this section, we study the importance of different components and their contribution to the overall performance of our model. The different components we analyze in our ablation study are: (i) the semantic text signal, (ii) the hyperbolic transformations, (iii) the residual network, and (iv) the multi-step loss. The ablation study is conducted on the same datasets by calculating the evaluation metrics after freezing the parameters of the component of interest in the model. The results of the study are presented in Table 9.

The results show that the text signal contributes to a significant margin on different evaluation metrics. Additionally, we notice that the performance improvement of hyperbolic models (HGCN and TESH-GCN) is more on datasets with lower hyperbolicity (higher latent hierarchy). This shows that hyperbolic space is better at extracting hierarchical features from the graph structures. Furthermore, we see that the performance decreases a little without the residual network. However, it does not justify the additional parameters but it adds robustness against noisy graph and text (evaluation in Section 4.4), so we use this variant in our final model. Another point of note is that text-based frameworks are better than graph approaches in datasets with good semantic information such as Amazon, whereas, graph-based approaches are better on well-connected graphs such as Cora. However, TESH-GCN is able to maintain good performance in both the scenarios, demonstrating its ability to capture both semantic and structural information from the dataset.

4.3 RQ1: Performance on Link Prediction

To analyze the performance of TESH-GCN, we compare it against the state-of-the-art baselines using standard graph datasets on the task of link prediction. We input the node-pairs \((v_i, v_j)\) with the corresponding text sequence \((s_i, s_j)\) to the model and predict the probability that an edge type \(e_k\) connects them as \(y_{ik} = P_{e_k}(v_i, v_j, s_i, s_j)\). We evaluate our model using 5-fold cross validation splits on the following standard performance metrics: Accuracy (ACC), Area under ROC curve (AUC), Precision (P), and F-score (F1). For our experimentation, we perform 5-fold cross validation with a training, validation and test split of 8:1:1 on the edges of the datasets. Table 4 provides the number of samples and sparsity of each split in the dataset. The results on the test set are presented in Table 5.

From the experimental results, we observe that TESH-GCN is able to outperform the previous approaches by a significant margin on different evaluation metrics. Additionally, we notice that the performance improvement of hyperbolic models (HGCN and TESH-GCN) is more on datasets with lower hyperbolicity (higher latent hierarchy). This shows that hyperbolic space is better at extracting hierarchical features from the graph structures. Furthermore, we see that the performance decreases a little without the residual network. However, it does not justify the additional parameters but it adds robustness against noisy graph and text (evaluation in Section 4.4), so we use this variant in our final model. Another point of note is that text-based frameworks are better than graph approaches in datasets with good semantic information such as Amazon, whereas, graph-based approaches are better on well-connected graphs such as Cora. However, TESH-GCN is able to maintain good performance in both the scenarios, demonstrating its ability to capture both semantic and structural information from the dataset.
4.5 RQ3: Complexity Analysis

One of the major contributions of TESH-GCN is its ability to efficiently handle sparse adjacency tensors in its graph convolution operations. To compare its performance to previous graph- and text-based methods, we analyze the space and time complexity of our models and the baselines. The space complexity is studied through the number of parameters and time complexity is reported using the training and inference times of the models. We compare the space and time complexity of our models using large graphs of different sparsity ratios ($R$) (by varying the number of edges/links on a graph with $10^4$ nodes). The different sparsity ratios considered in the evaluation are $1 - 10^{-r}$ for $r \in [0, 5]$. Figure 8 and Table 5 shows the comparison of different GCN based models’ training time on varying sparsity ratios and inference times on different datasets, respectively. Table 6 presents the number of parameters and space complexity of the different baselines in comparison to TESH-GCN. From

| Datasets | Models | Amazon | DBLP | Twitter | Cora | MovieLens |
|----------|--------|--------|------|---------|------|-----------|
|          | N      | R(%)   | N    | R(%)    | N    | R(%)      |
|          |        |        |      |         |      |           |
| Amazon   | 5,176,986 | 99.99 | 647,123 | 99.99 | 647,124 | 99.99  |
| DBLP     | 1,36,635   | 99.99 | 17,079  | 99.99 | 17,080  | 99.99  |
| Twitter  | 1,414,519  | 99.97 | 176,815 | 99.99 | 176,815 | 99.99  |
| Cora     | 4,343     | 99.94 | 543    | 99.99 | 543    | 99.99  |
| MovieLens| 897,966  | 99.10 | 112,245 | 99.88 | 112,246 | 99.88  |

Table 5: Inference times (in milliseconds) of our model and various GCN-based baseline methods on different datasets.

| Models     | Amazon | DBLP | Twitter | Cora | MovieLens |
|------------|--------|------|---------|------|-----------|
| GCN        | 719    | 723  | 728     | 735  | 744       |
| HGCN       | 745    | 757  | 758     | 763  | 774       |
| TextGNN    | 1350   | 1368 | 1375    | 1394 | 1395      |
| Graphormer | 1423   | 1430 | 1441    | 1442 | 1458      |
| TESH-GCN   | 787    | 794  | 803     | 817  | 822       |

Table 6: The number of non-trainable (in millions) and trainable (in thousands) parameters of all the comparison methods. We also report the space complexity in terms of the number of nodes ($V$), maximum text length ($S$), and sparsity measure $N = \frac{1}{1-R} \approx 10^4$. 

| Model     | Non-Train (M) | Train (K) | Complexity |
|-----------|---------------|-----------|------------|
| C-DSSM    | 0             | 38        | $O(S)$     |
| BERT      | 110           | 1600      | $O(S^2)$   |
| XLNet     | 110           | 1600      | $O(S^2)$   |
| GraphSage | 0             | 4800      | $O(V^2)$   |
| GCN       | 0             | 4800      | $O(V^2)$   |
| HGCN      | 0             | 9600      | $O(2V^2)$  |
| TextGNN   | 110           | 6400      | $O(SV^2)$  |
| TextGNN   | 110           | 6400      | $O(SV^2)$  |
| Graphormer| 100           | 7600      | $O(SV^2)$  |
| TESH-GCN  | 110           | 78        | $O\left(\frac{2SV^2}{N}\right)$ |
the time complexity analysis, we notice that TESH-GCN consistently takes much less training time than the other GCN-based and hybrid approaches in high sparsity graphs. This shows that the current GCN-based approaches do not handle the sparsity of the adjacency tensor. However, the overhead of specialized graph convolution layer in TESH-GCN leads to a poor time complexity for cases with high graph density ($R < 0.9$). From the comparison of inference times, given in Table 5, we notice that TESH-GCN’s inference time is comparable to the graph-based baselines and significantly lesser than hybrid baselines. Figure 9 provides the effect of sparsity on the inference time of our model and the baselines. We note that TESH-GCN is able to outperform other hybrid graph-text baselines and needs similar inference time as the baselines that only consider the local neighborhood of its nodes. TESH-GCN is faster for high sparsity graphs but the overhead of specialized graph convolutions takes more time than other baselines on high density graphs.

The space complexity analysis clearly shows that TESH-GCN uses much lesser number of model parameters than baselines with comparable performance. Also, the complexity shows the dependence of text-based approaches on only the textual sequence length, whereas, the graph based are dependent on the number of nodes. However, TESH-GCN is able to reduce the space complexity by a factor of the sparsity ratio and only consider informative non-zero features from the adjacency tensors, leading to a decrease in the number of trainable parameters.

### 4.6 RQ4: Model Robustness

To test the robustness of our model, we introduce varying levels of noise into the Amazon graph by (i) node drop: dropping n% percentage of nodes, (ii) text replacement: replacing n% percentage of the text, and (iii) hybrid noise: dropping n% of nodes and replacing n% of text. We compare the performance of our model and the baselines across different values of $n = 10, 20, 30, 40$, and 50. The results for the robustness evaluation are given in Figure 7.

First, we highlight the main observations, that node drop and text replacement only affects graph-based and text-based approaches, respectively (and does not affect them vice versa). In the case of hybrid baselines, we still note a decrease in performance for both the noise variants. This implies that the text and graph features in the baselines do not complement each other. In the case of TESH-GCN, we note that both the noise variants do not cause any significant performance loss. This shows that the complementary nature of the semantic residual network and hyperbolic graph convolution network leads to an increased robustness against noise in either the text or graph. In the third scenario with hybrid noise, we see a reduction of $\approx 25\%$
performance in text-based and graph-based baselines and \( \approx 50\% \) in hybrid baseline with a 50\% noise. However, we notice that, although TESH-GCN is a hybrid model, we only observe a 25\% performance loss with 50\% noise, implying the effectiveness of text-graph correspondence in the scenario of hybrid noise as well. Thus, we conclude that TESH-GCN is robust against noise in either graph or text, but vulnerable, albeit less than other hybrid baselines, to a joint attack on both the graph and text.

### 4.7 RQ5: Model Explainability

Model comprehension is a critical part of our architecture as it helps us form a better understanding of the results and explain the model’s final output. To understand TESH-GCN’s link prediction, we look at the different metapaths that connect the input nodes as well as the text in the metapaths’ nodes that receive the most attention \( (\alpha_k) \). For this, we follow the graph convolution and attention pooling operations through the layers in the network and extract the most critical metapaths chosen by the model to arrive at the prediction. The methodology for extracting the metapaths with their corresponding weightage in the final link prediction is presented in Algorithm 2. Figure 10 depicts some metapaths extracted from the Amazon dataset. In Figures 10a and 10b, we note that TESH-GCN aggregates information from multiple long (4-hop) metapaths between the input nodes for prediction. Additionally, we see tokens in the node’s text being emphasized (having higher attention weight) based on the edges through which they propagate their semantic information, e.g., in Figure 10b, we observe that key tokens: Pirates of the Caribbean and Necklace propagate the semantic information to match with additional relevant tokens such as Cursed Aztec, Medallion, Pendant and coin to establish the edge also_buy between the input nodes. Thus, we observe the role of different metapaths as

#### Algorithm 2: Explaining results through Metapaths

**Input:** Input \((v_i, s_i, v_j, s_j)\), Predictor \(P_0\);

**Output:** Metaph set \(M\), Class prediction \(y_k\);

1. Initialize metapath set \(M = \emptyset\);
2. \(t_i \leftarrow LM(s_i), t_j \leftarrow LM(s_j)\);
3. for \(e_k \in E\) do
4. Initialize metapath for \(e_k\), \(M_k = \emptyset\);
5. # stack D-repetitions of adjacency matrix
6. \(A_k = stack(E_k, D)\);
7. \(A_k[d, i, :] = t_i[d], A_k[d, j, :] = t_j[d]\)
8. \(x_0 = A_k\)
9. # Run through \(L\) graph convolution layers
10. for \(l : 1 \rightarrow L\) do
11. \(h_{p,t} = W_l \otimes_{c_l} x_{p,t-1} \otimes_{c_l} b_l \quad \forall x_{p,t-1} \neq 0\)
12. \(a_{p,t} = exp^{c_l} \left( \sum_{p} \alpha_p \log^2(a_{p,t}) \right)\)
13. \(h_{p,t} = \sigma_{c_l}(a_{p,t})\)
14. \(M_k = M_k \cup \arg \max_{h_{p,t}} h_{p,t}\)
15. end
16. \(h_{k,L} = h_{p,t}\)
17. end
18. # Attention over outputs
19. \(h_{k,L} = \sum_{k} \alpha_k h_{k,L}\)
20. # Extracted metapath \(M_k\) with attention weight \(\alpha_k\)
21. \(M = M \cup (M_k, \alpha_k)\)
22. \(h_L = h_{1,L} \odot h_{2,L} \odot ... \odot h_{k,L}\)
23. \(out(A) = h_L \odot t_i \odot t_j\)
24. # Predicted class probability
25. \(y_k = \text{softmax}(\text{dense}(out(A)))\)
26. return \(M, y_k\)
well as semantic information in the message propagation towards the downstream task of link prediction.

5 Conclusion

In this paper, we introduced Text Enriched Sparse Hyperbolic Graph Convolution Network (TESH-GCN), a hybrid graph and text based model for link prediction. TESH-GCN utilizes semantic signals from nodes to aggregate intra-node and inter-node information from the sparse adjacency tensor using a reformulated hyperbolic graph convolution layer. We show the effectiveness of our model against the state-of-the-art baselines on diverse datasets for the task of link prediction and evaluate the contribution of its different components to the overall performance. Additionally, we demonstrate the optimized memory and faster processing time of our model through space and time complexity analysis, respectively. Furthermore, we also show TESH-GCN’s robustness against noisy graphs and text and provide a mechanism for explaining the results produced by the model.
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