Two-bath spin-boson model: Phase diagram and critical properties
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The spin-boson model, describing a two-level system coupled to a bath of harmonic oscillators, is a generic model for quantum dissipation, with manifold applications. It has also been studied as a simple example for an impurity quantum phase transition. Here we present a detailed study of a U(1)-symmetric two-bath spin-boson model, where two different components of an SU(2) spin 1/2 are coupled to separate dissipative baths. Non-trivial physics arises from the competition of the two dissipation channels, resulting in a variety of phases and quantum phase transitions. We employ a combination of analytical and numerical techniques to determine the properties of both the stable phases and the quantum critical points. In particular, we find a critical intermediate-coupling phase which is bounded by a continuous quantum phase transition which violates the quantum-to-classical correspondence.

I. INTRODUCTION

Impurity models, describing small quantum systems coupled to one or multiple baths of bosons or fermions, have seen a lot of activity over the last years, for a variety of reasons: (i) Impurity models display a rich phenomenology, including local Fermi-liquid and non-Fermi-liquid behavior,¹,² phase transitions and quantum criticality,³,⁴ as well as interesting properties far from equilibrium.⁵ (ii) Impurity models can often be simulated by numerical means more efficiently than lattice models,⁶,⁷ such that, on the one hand, high-accuracy numerical results can guide analytical approaches and, on the other hand, analytical concepts can be readily tested numerically. A particularly interesting branch is non-equilibrium physics where quantum impurity models have served a test bed for methodological developments. (iii) Impurity models find realizations in diverse settings such as dilute magnetic moments in bulk solids,⁸,⁹ electrons in quantum dots coupled to leads,¹⁰,¹¹ quantum bits in a dissipative environment,¹² and charge-transfer processes in organic molecules.¹³ The design of impurity models in cold-atom systems provides further means of manipulating and detecting impurity phenomena.¹⁴,¹⁵

The spin-boson model (SBM1) in the following is a simple paradigmatic model for quantum dissipative systems.¹⁶ It describes a two-level system, i.e., a spin 1/2, which is coupled to both a bath of harmonic oscillators and a transverse field. While the field induces tunneling (i.e. delocalization) between the two states, the oscillator bath causes friction and impedes tunneling. For gapless baths, characterized by a power-law spectral density \( J(\omega) \propto \omega^s \) with \( 0 < s \leq 1 \), this competition results in a quantum phase transition between a delocalized and a localized phase which has been studied extensively.¹⁷–²⁵ As has been shown both analytically and numerically,²⁰–²²,²⁴,²⁵ this quantum phase transition obeys the so-called quantum-to-classical correspondence:

\[ \frac{1}{\hbar} H = -\frac{\hbar^2}{2m} \sigma \cdot \mathbf{\hat{d}}. \]

\[ \hat{H}_{\text{cpl}} = \sum_{\alpha=x,y} \sum_{\gamma} \lambda_{\gamma} \frac{\sigma_\gamma}{2} (\hat{a}_\gamma + \hat{a}_\gamma^\dagger), \]

\[ \hat{H}_{\text{bath}} = \sum_{\alpha=x,y} \sum_{\gamma} \omega_\gamma \hat{a}_\gamma \hat{a}_\gamma^\dagger, \]

It is equivalent to the thermal phase transition of a classical Ising chain with long-ranged interactions falling off as \( 1/r^{1+s} \) where \( r \) is the distance between two classical spins.²⁶–²⁸

In this paper we consider the generalization of the spin-boson model to two baths (\( i = x, y \) below),²⁹–³¹ dubbed SBM2. It is described by \( \hat{H} = \hat{H}_a + \hat{H}_{\text{cpl}} + \hat{H}_{\text{bath}} \) with

\[ J_i(\omega) = 2\pi \alpha_i \omega_i^{-s} \omega^s, \quad 0 < \omega < \omega_c, \]

where \( \omega_c = 1 \) defines the unit of energy used throughout the paper. For a symmetric coupling to identical bath, i.e. \( \alpha = \alpha_x = \alpha_y \), and \( h_x = h_y = 0 \) the model displays a U(1) symmetry, corresponding to a rotation of the impurity spin about its z axis combined with corresponding bath-mode rotation. In addition, the model features a separate \( \mathbb{Z}_2 \) symmetry for \( h_z = 0 \), corresponding to \( \sigma_z \leftrightarrow -\sigma_z \).

The model SBM2 is governed not only by the competition between the local field, which tends to point the spin in the \( \hat{h} \) direction, and the dissipative bath effects, but also by a competition between the two baths, as an oscillator bath which couples to \( \sigma_i \) tends to localize the spin in \( i \) direction. As a result, the combined dissipative effect of both baths in SBM2 can be smaller than that of
one bath alone (in a sense which will become clear in the course of the paper) – an effect which has been dubbed “frustration of decoherence”.\cite{frustration}

In practical realizations of SBM2, the two baths can be two different sources of dissipation influencing a quantum bit,\cite{baths1,baths2} or two spin-wave modes which couple to a magnetic impurity in a magnet.\cite{magnets1,magnets2}

The model SBM2 is of particular theoretical interest because it displays a non-trivial intermediate-coupling (i.e. critical) phase, characterized by partial screening of the impurity degree of freedom corresponding to a fractional residual moment, not unlike in the two-channel Kondo state.\cite{twochannel,Kondo}

The latter study, performed using a variational matrix-product-state (VMPS) approach, also revealed that the critical phase is unstable at large couplings, resulting in a complex phase diagram.

It is the purpose of this paper to study the physics of SBM2 in some detail, extending the results published in Ref.\cite{previous}, with particular focus on the quantum phase transitions occurring in this model. To this end, we combine VMPS calculations with analytical renormalization-group and scaling approaches. Our implementation of VMPS, including the use of the U(1) symmetry and an optimized boson basis, enables highly accurate studies of quantum critical behavior.

### A. Summary of results

We have used VMPS to determine quantitative phase diagrams for the U(1)-symmetric version of SBM2 as function of the bath exponent $s$, the dissipation strength $\alpha$, and the transverse field $h_z$. For $0 < s < 1$ and finite $h_z$, there is always a transition between a delocalized (DE) and a localized (LO) phase, Fig. 1 with the LO phase spontaneously breaking the model’s U(1) symmetry. There is no localization for $s = 1$ (not shown)\cite{frustration} – this is qualitatively different from the behavior of the standard single-bath spin-boson model (SBM1) and reflects the frustration of decoherence mentioned above.

For $h_z = 0$ the critical (CR) phase emerges, existing for $s^* < s < 1$ and small $\alpha$.

Based on numerical and analytical results for the quantum critical behavior, we conclude that the transition between the DE and LO phases, controlled by a fixed point labelled QC2 in the body of the paper, is in the universality class of the classical XY chain with $1/r^{1+s}$ interactions, i.e., obeys a quantum-to-classical correspondence. In particular, $s = 1/2$ corresponds to the upper-critical dimension for this transition, with mean-field behavior found for $s < 1/2$.

In contrast, the transition between CR and LO, controlled by a different fixed point QC1, does not appear to obey a quantum-to-classical correspondence. Its exponents fulfill hyperscaling relations for $h_z = 0$, but hyperscaling is violated in the presence of a transverse field. We propose how to construct a critical field theory which should ultimately enable an analytical understanding of this conceptually interesting non-classical transition.

### B. Outline

The body of the paper is organized as follows. In Section II we introduce the employed VMPS method. In particular we discuss both the variational choice of bosonic basis states and the implementation of the U(1) symmetry into the algorithm. Section III describes the phase diagram of the U(1)-symmetric SBM2, together with the main characteristics of the stable phases. The subsequent Section IV analyzes the numerical findings in terms of renormalization-group flow and discusses the resulting quantum critical points. Section V is devoted to analytical approaches to the critical phenomena of SBM2, using the toolbox of field theory and epsilon expansion. In particular, we highlight that QC2 is expected to follow the quantum-to-classical correspondence while QC1 is not.

In Section VI we show numerical results for critical properties of SBM2. We will extract numerous critical exponents as function of the bath exponent $s$, confirming the analytical expectations. The concluding Section VII will highlight open problems as well as connections to other impurity and lattice problems. In addition, the physics of SBM2 with broken U(1) symmetry will be quickly discussed. Technical details are relegated to various appendices.
II. VMPS METHOD

We start by describing the numerical VMPS approach which we employed to study SBM2. This extends the corresponding presentation in Ref. 37. In particular the explicit implementation of the U(1) symmetry, which we found crucial to obtain accurate critical exponents, is a novel ingredient here.

A. Discretization and Wilson chain mapping

Since both bosonic baths of SBM2 are non-interacting and gapless, it is possible to consider the concept of energy-scale separation frequently employed in Numerical Renormalization Group (NRG). To this end, the spectral functions of the baths are logarithmically discretized. Then the Hamiltonian is mapped on a semi-infinite tight binding chain, a so-called Wilson chain.

The choice of a logarithmic coarse graining of the spectral function \( J \) is motivated by the fact that the study of critical behavior requires exponentially small energy scales. To resolve these scales appropriately, a logarithmically enhanced low-energy resolution compared to a linear or power-law discretization is necessary, since it yields an exponentially enhanced low-energy resolution compared to a linear or power-law discretization. Assuming the spectral function \( J \) of each bosonic bath has a non-zero contribution for energies \( \omega \in [0, \omega_c] \), with \( \omega_c = 1 \) being an upper cut-off frequency, we introduce a dimensionless discretization parameter \( \Lambda > 1 \) which defines a set of intervals with discretization points, \( \Lambda = 2 \).

\[
\omega_0^z = \omega_c \quad (m = 0), \\
\omega_m^z = \omega_c \Lambda^{-m+z} \quad (m = 1, 2, 3, \ldots),
\]

with \( z \in [0,1[ \) an arbitrary shift. Averaging over different \( z \) uniformly distributed in \( [0,1[ \) is referred to as \( z \)-averaging. Considering a symmetric coupling of the impurity to two identical baths and using \( z = 0 \) for simplicity, the discretized Hamiltonian is represented by

\[
\hat{H}_{\text{bath}} = \sum_{i=x,y} \sum_{m=0}^{\infty} \left[ \xi_m \hat{a}_m^\dagger \hat{a}_m + \gamma_m \pi \hat{a}_m^\dagger (\hat{a}_m + \hat{a}_m^\dagger) \right],
\]

with \( \hat{a}_m \) being a discrete bosonic state at energy \( \xi_m \) and coupling strength \( \gamma_m \) to the impurity spin. For general \( J(\omega) \) one has

\[
\gamma_m^2 = \int_{\omega_{m+1}}^{\omega_m} J(\omega) d\omega, \\
\xi_m = \gamma_m^2 \int_{\omega_{m+2}}^{\omega_{m+1}} \omega J(\omega) d\omega.
\]

Employing the improved \( z \)-averaging scheme of Žitko and Pruschke to reduce discretization artifacts, the explicit expressions for the parameters for general \( z \) are given by

\[
\xi_0^z = \left[ \frac{1-\Lambda^{1+z}}{(1+z) \ln \Lambda} - z + 1 \right]^{1/2}, \quad (m = 0), \\
\xi_m^z = \left[ \frac{\Lambda^{-1}(m+z)(\Lambda^{1+z})^{-1}}{(1+z) \ln \Lambda} \right]^{1/2} \sim \omega_m^z \quad (m > 0), \quad (6a)
\]

\[
\gamma_0^z = \sqrt{\frac{2\pi \pi}{1+z}} \left( 1 - \Lambda^{-z} \right), \quad (m = 0), \\
\gamma_m^z = \sqrt{\frac{2\pi \pi}{1+z}} (\Lambda^{1+z} - 1) \Lambda^{-(m+z)(1+z)} \sim \omega_m^{z+1} \quad (m > 0). \quad (6b)
\]

Following the standard NRG protocol, the discretized Hamiltonian in Eq. (4) is mapped using an exact unitary transformation onto a semi-infinite tight-binding chain, dubbed Wilson chain, with the impurity coupled to the open end only. The resulting Hamiltonian including \( (N+1) \) bosonic sites is given by

\[
\hat{H}_N = \hat{H}_x + \hat{H}_{\text{cpl}} + \hat{H}_{\text{bath}}^{(N)}
\]

with

\[
\hat{H}_{\text{cpl}} = \sum_{i=x,y} \sum_{m=0}^{\infty} \sqrt{\frac{2\pi \pi}{1+z}} \left( \hat{b}_m + \hat{b}_m^\dagger \right), \quad (7a)
\]

\[
\hat{H}_{\text{bath}}^{(N)} = \sum_{i=x,y} \sum_{m=0}^{N-1} \left[ \xi_m \hat{u}_{ki} + \sum_{k=0}^{N-1} (t_k \hat{b}_{ki}^\dagger \hat{b}_{(k+1)i} + \text{c.c.}) \right], \quad (7b)
\]

with the operator \( \hat{u}_{ki} = \hat{b}_{ki}^\dagger \hat{b}_k \) counting the number of bosons of bath \( i \) on chain site \( k \). Each bosonic site represents a harmonic oscillator at frequency \( \omega_k \sim \Lambda^{-k} \) that is coupled to its nearest neighbors by the hopping amplitude \( t_k \sim \Lambda^{-k} \). Assuming identical baths, \( \xi_0 = \int J(\omega) d\omega \) describes the overall coupling between a bath and impurity. Note that the impurity spin now couples to a single bosonic degree of freedom located at \( k = 0 \), i.e. the first site of a bosonic tight-binding chain (see also Fig. 2 below). Their combined local Hamiltonian is given by \( \hat{H}_0 \).

B. VMPS optimization with OBB

The steps remaining in the NRG procedure would involve an iterative diagonalization by adding one site at a time and a subsequent truncation of the high-energy states of the system, keeping only the \( D \) lowest lying energy eigenstates. However, the bosonic nature of the model complicates the NRG approach drastically. Employing NRG, it is required to truncate the infinite dimensional local bosonic Hilbert spaces on site \( k \) to manageable number of \( d_k \) states. Thus, a priori, NRG is not able to take into account the growing oscillator displacement \( \hat{x}_{ki} = 1/\sqrt{2}(\hat{b}_k + \hat{b}_k^\dagger) \) occurring in the system’s localized phase. This restricts its application to the delocalized phase. Already at the phase boundary, in combination with the inherent mass-flow error, this leads to
non-mean-field results for the critical exponents of SBM1 in the regime \( s < 1/2 \).\textsuperscript{22,24}

To resolve the issue of bosonic state space truncation, Guo et al.\textsuperscript{23} proposed a variational matrix-product-state (VMPS) approach involving an optimized boson basis (OBB), that allows an accurate numerical study of the entire phase diagram in the (generalized) spin-boson model. Since we heavily used this method for the numerical results presented here for SBM2, we briefly outline the concept of this powerful approach.\textsuperscript{37}

The starting point of the variational procedure is setting up an initially random many-body state \(|\psi\rangle\) of the truncated Wilson chain described by \( \hat{H}_N \) [having \((N+1)\) sites in total] in the language of matrix-product-states (MPS):\textsuperscript{46}

\[
|\psi\rangle = \sum_{\sigma_{-1,K}} \sum_{n} \left( A^{[n_0]} A^{[n_1]} ... A^{[n_N]} \right)_{\sigma}|n\rangle , \tag{8}
\]

where \(|\sigma\rangle = |\uparrow\rangle, |\downarrow\rangle\) are the eigenstates of \( \sigma_x \) and the states \(|n\rangle = |n_0, n_1, ..., n_N\rangle\) represent the boson-number eigenstates of the truncated Fock space, i.e. \( n_k |n\rangle = n_k |n\rangle\) with \( n_k = 0, ..., d_k - 1 \). Combining the state spaces of both chains in Eq. (7a) and (7b) to supersites, \( n_k = (n_{kx}, n_{ky}) \) should be interpreted as a combined index of the \( x \)- and \( y \)-chain. Each \( A^{[n_k]} \) forms a \( D \times D \) matrix with elements \( ( A^{[n_k]} )_{\alpha,\beta} \), except for \( A^{[n_0]} \) and \( A^{[n_N]} \) connecting to local impurity and vacuum states respectively, as indicated in Fig. 2. Using standard MPS methods, we optimize \(|\psi\rangle\) by iteratively varying one \( A^{[n_k]} \) at a time in order to find an appropriate representation of the ground state of \( \hat{H}_N \).

![FIG. 2: Schematic diagram of \(|\psi\rangle\) in Eq. (8) using the OBB representation with explicit bosonic shift. The first index of \( A^{[n_0]} \) and the last index of \( A^{[n_N]} \) link to the impurity and the right-vacuum state \(|\rangle_R\), respectively.](image)

The main advantage of VMPS is the possibility to change the local basis during the step-wise optimization process, while NRG in principle requires the local basis to be fixed a priori before starting to diagonalize. To exploit this, we implement the OBB using two key features:

1. **Effective local basis:** a basis transformation \( V \) is introduced with \( V^\dagger V = \mathbb{I} \), which maps the local harmonic oscillator basis \(|n_k\rangle\) onto a smaller effective basis \(|\tilde{n}_k\rangle\) on each site \( k \),

\[
|\tilde{n}_k\rangle = \sum_{n_k = 0}^{d_k - 1} V_{\tilde{n}_k, n_k} |n_k\rangle \quad (\tilde{n}_k = 0, ..., \tilde{d}_k - 1) , \tag{9}
\]

with \( d_k \) and \( \tilde{d}_k \) denoting the size of the original and effective basis, respectively. Merging \( V \) into the \( A \)-tensors on each bosonic site, the structure of \( A^{[n_k]} \) in Eq. (8) is then given by

\[
A_{\alpha,\beta}^{[n_k]} = \sum_{\tilde{n}_k = 0}^{\tilde{d}_k - 1} \tilde{A}_{\alpha,\beta}^{[\tilde{n}_k]} V_{\tilde{n}_k, n_k} . \tag{10}
\]

Nevertheless, from an efficiency point of view, it is desirable to keep the separate structure of \( A \) and \( V \), where \( A^{[n_k]} \) links the effective bosonic basis to the left and right part of the chain, while \( V \) maps the original to the effective local basis. The local optimization procedure for each site thus splits into two steps: at first, \( V \) is updated and in this process the optimal effective local basis set \(|\tilde{n}_k\rangle\) is determined. Then we optimize \( A^{[n_k]} \) using the new local basis states and move to the next site.

Note that with the introduction of the OBB a second adjustable dimension \( d_k \) besides the bond dimension \( D \) exists. Treating \( A \) and \( V \) as separate structures, both dimensions are fixed before the start of the ground-state optimization. If a dynamical adjustment of the bond dimensions is required, one has to switch to a two-side optimization procedure or variants of these, which is numerically more expensive.\textsuperscript{46} This is for example necessary when enforcing explicit symmetry conservation. In practice, this implementation makes an increase of the size of the local basis sets from \( d_k \approx 10 \) to \( d_k \lesssim 10^4 \) possible, while using typically \( \tilde{d}_k \lesssim d_k \) below.

2. **Oscillator shifts:** moreover, in the localized phase we incorporate an oscillator shift in the Hamiltonian to take the oscillator displacement into account. The oscillator coordinates \( \tilde{x}_{ki} = 1/\sqrt{2}(\tilde{b}_{ki}^\dagger + \tilde{b}_{ki}) \) are shifted by their equilibrium value \( \langle \tilde{x}_{ki} \rangle \)\textsuperscript{20} to be determined self-consistently in a variational setting, such that OBB captures the quantum fluctuations near the shifted coordinate \( \tilde{x}'_{ki} = \tilde{x}_{ki} - \langle \tilde{x}_{ki} \rangle \). This is achieved by formulating the shift \( \delta_{ki} \) as unitary transformation acting on the Hamiltonian itself. With

\[
\hat{\mathcal{U}}(\delta_{ki}) = e^{\frac{i}{\hbar} \delta_{ki} (\tilde{b}_{ki}^\dagger - \tilde{b}_{ki})} , \tag{11}
\]

the shifted local bosonic operators \( \tilde{b}_{ki}^\dagger \) and \( \tilde{b}_{ki} \) are

\[
\tilde{b}_{ki}' = \hat{\mathcal{U}}^\dagger(\delta_{ki}) \tilde{b}_{ki} \hat{\mathcal{U}}(\delta_{ki}) = \tilde{b}_{ki} + \delta_{ki} / \sqrt{2} . \tag{12}
\]

By the application of \( \hat{\mathcal{U}}(\delta_{ki}) \) we automatically shift \( \tilde{x}_{ki} \) by \( \delta_{ki} \),

\[
\tilde{x}'_{ki} = 1 / \sqrt{2}(\tilde{b}_{ki}' + \tilde{b}_{ki}') = \tilde{x}_{ki} + \delta_{ki} . \tag{13}
\]
After processing the local optimization procedure, we calculate the mean displacement \( \langle \hat{x}_{ki} \rangle \). By setting \( \delta_{ki} = -\langle \hat{x}_{ki} \rangle \) and replacing \( \hat{b}_{ki} \) with the displaced \( \hat{b}_{ki}' \), the shift is included exactly on the Hamiltonian level, \( \hat{U}^\dagger (\delta_{ki}) \hat{H}_N (\{ \hat{b}_{ki}' \}) \hat{U}(\delta_{ki}) = \hat{H}_N (\{ \hat{b}_{ki}' \}) = \hat{H}^\prime_N (\{ \hat{b}_{ki}' \}, \{ \delta_{ki} \}) \). Afterwards, the optimization of the current site is repeated in the shifted local bosonic basis until \( \langle \hat{x}_{ki} \rangle \) converges, before moving to the next site.

The implementation of an OBB with shifted oscillator modes allows us to simulate an effective local basis that would require a local dimension of \( \sigma_k \approx 10^{10} \) in the non-shifted basis, while the actual shifted basis can be kept small, \( d_k \lesssim 10^2 \). In addition, since the variational procedure determines the optimal shift \( \delta_{ki} \) for each site of the Wilson chain individually, the exponential growth of \( \langle \hat{x}_{ki} \rangle \propto \Lambda^k \) with increasing iteration number \( k \) no longer represents a barrier for the method.

Working in the Wilson chain setup with an exponentially decreasing energy scale, it is advantageous to replicate the NRG rescaling procedure in the iterative VMPS procedure in order to avoid losing numerical accuracy towards higher iterations. Therefore, when optimizing \( \Lambda^{\alpha_k} \), we rescale the Hamiltonian in the local picture by a factor \( \Lambda^j \) to ensure that optimization can take place on the effective energy scale \( \sim \omega_c \).

Employing standard VMPS methods, we determine the convergence of \( \langle \psi \rangle \) by calculating the variance of the (unscaled) energy \( E_k^\rho \) of the ground state calculated at each site \( k \). The iterative optimization procedure is stopped, once \( \text{std}(E_k^\rho)/E_0 < \epsilon \), using double precision accuracy \( \epsilon = 10^{-15} \) with \( N = 50, \Lambda = 2 \) and thus \( \epsilon_{N-1} \sim \Lambda^{-N-1} = 10^{-15} \). The resulting state \( \langle \psi \rangle \) is considered to be a reliable approximation of the system’s ground state given \( \hat{H}_N \). When computing systems where the effective energy resolution drops below double precision, the relevance of numerical noise as a perturbation to \( \hat{H}_N \) should be double-checked by additionally studying the energy-flow diagrams.

Most results shown in this paper have been obtained using parameters \( \Lambda = 2, N = 50, d_k = 24 \), unless noted otherwise.

### C. U(1) symmetry

Considering the case with no in-plane magnetic fields, \( h_x = h_y = 0 \), the system exhibits an Abelian U(1) symmetry: The Hamiltonian is invariant under simultaneous rotation of the impurity spin and the bosonic baths in the \( xy \)-plane by an arbitrary angle \( \phi \), leading to a two-fold degeneracy of the resulting ground state. A rotation of this type is described by a unitary operator \( \hat{U}(\phi) \),

\[
|\psi\rangle \rightarrow e^{i\phi \hat{S}} |\psi\rangle, \quad \hat{S} = \frac{1}{2} \sigma_z + \sum_k (\hat{b}_{ky}^\dagger \hat{b}_{kx} - \hat{b}_{kx}^\dagger \hat{b}_{ky}), \quad (15)
\]

where \( \hat{S} \) is the generator of the continuous U(1) symmetry, given by

\[
[\hat{S}, \hat{H}] = 0. \quad (16)
\]

Note that this transformation also alters the coupling term in the Hamiltonian. In this form, the symmetry sectors are characterized by the \( z \)-component of the impurity spin and the difference in the bosonic occupation number in both baths in contrast to the hopping term of Eq. (15), allowing an exact symmetry implementation in the VMPS procedure in the presence of a truncated bosonic state space.\(^{14}\)

Given a simultaneous eigenstate \( |q\rangle \) of \( \hat{S} \) and \( \hat{H} \), the application of the generator results in

\[
\hat{S} |q\rangle = \alpha |q\rangle \quad \text{with} \quad \alpha = \frac{1}{2} \sigma_z + \hat{N}_y - \hat{N}_x, \quad (17)
\]

where \( \hat{N}_i = \sum_q \hat{b}_{qi}^\dagger \hat{b}_{qi} \) is the total number of bosons occupying the Wilson chain of the individual baths and \( \sigma_z \) is the spin component in \( z \)-direction. Given any ground state \( |G\rangle \), it follows that one may obtain another ground state via \( e^{i\phi \hat{S}} |G\rangle \). Noting that the ground state comes with a symmetric distribution of boson numbers \( (\hat{N}_x = \hat{N}_y) \), we conclude that \( q \) should be chosen to be \( \pm 1/2 \),

\[
\hat{S} |G_{q=\pm 1/2}\rangle = \pm \frac{1}{2} |G_{q=\pm 1/2}\rangle, \quad (18)
\]

\[
\hat{H} |G_{q=\pm 1/2}\rangle = E_q |G_{q=\pm 1/2}\rangle, \quad (19)
\]

where \( E_q \) is the ground-state energy. Hence the ground state is doubly degenerated. The expectation value \( \langle \sigma_{xy} \rangle \) evaluated using the symmetry ground states \( |G_{\pm 1/2}\rangle \) is zero by symmetry. How to reconstruct the magnetization of the symmetry-broken ground state, which is a linear superposition within \( |G_{q=\pm 1/2}\rangle \), is described in Appendix D.

It turns out that the U(1) symmetry implementation cannot be combined with the shifted OBB. Employing a continuous shift \( \delta_{ki} \) to the bosonic creation and annihilation operators via Eqs. (12) leads to additional terms of
the form $\delta_{ki}(\tilde{b}_{ki} + \tilde{b}^+_k)$ in the symmetry generator. These linear corrections add non-diagonal elements to $\hat{S}$ precluding an explicit implementation of the U(1) symmetry in the way indicated above. This limits the application of symmetry-enforced VMPS effectively to the parameter regime $1/2 < s < 1$, in which the bosonic state space truncation error does not spoil the calculations of physical quantities such as critical exponents (see Appendix C for more details).

**D. Energy flow diagrams**

When VMPS is applied to a Wilson-chain Hamiltonian such as Eq. (7), it is possible to generate an energy-level flow diagram akin to the ones of NRG. To this end, we calculate the eigenvalues $E_k$ of the left block Hamiltonian $H_{1L}$ in each iteration $k < N$ when sweeping from the left to the right end of the Wilson chain truncated to $N$ sites. Multiplied with the proper rescaling factor $\Lambda^k$, the spectrum $E^{(k)}_k$ relative to the ground-state energy $E_0^{(k)} = 0$ corresponds to the rescaled eigenspectrum determined in a NRG step. The energy flow of excited states is not as smooth as using NRG, since our variational procedure focuses on optimizing the global ground state of the system only. However, it can be systematically improved by incorporating symmetries of the model and keeping more states.

Energy flow diagrams contain information about the fixed points of the impurity model, as illustrated in Fig. 3 for SBM2, where the upper panels (a,b) are generated by enforcing the U(1) symmetry while for the center panels (c,d) a shifted OBB is employed in the VMPS procedure. The flow towards a localized fixed point with a two-fold generated ground state is depicted in the left panels of Fig. 3. Only the usage of OBB accounts for the exponential growth of bosonic occupation numbers in the localized phase [cf. Fig. 3(e)]. The energy flow in (e) is distorted when introducing the bosonic shift on the Wilson chain, since energy-scale separation is effectively broken due to the exponential growth in local bosonic occupation. The ground-state degeneracy is conserved, however, when enforcing the symmetry in the VMPS optimization (a). In case the system moves towards a delocalized fixed point with a single ground state at the end of the Wilson chain, both methods generate flow diagrams of similar quality [cf. Figs. 3(b),(d)] since no bosonic shift is necessary to appropriately describe the system’s ground state. Hence, energy scale separation remains intact in this case. In the particular example of Figs. 3(b) and (d), the intermediate fixed point visible at earlier iterations corresponds to the critical fixed point QC2 discussed below.

In addition to determining the system’s phase or the convergence of the numerical data, flow diagrams can be used to extract information about the effective energy scales characterizing the crossover between fixed points. For example, the transition from the critical to the DE fixed point is governed by the low-energy scale $T^* \approx \omega_k \Lambda^{-k^*}$, with $k^* \approx 25$ for the parameters used in Fig. 3(b) and (d).

**III. PHASES AND PHASE DIAGRAM**

In this section, we describe the phase diagram of the U(1)-symmetric SBM2, together with the main characteristics of the stable phases.

**A. Observables**

The most important observables for SBM2 employed in this study are the static magnetization,

$$M_\alpha = \frac{1}{2} \langle \sigma_\alpha \rangle \quad (\alpha \equiv x, y, z), \quad (20)$$

![FIG. 3: Characteristic VMPS energy-flow diagrams for SBM2 with $s = 0.6$ in two phases for different values of $\alpha$ and $h_z$. $k$ parameterizes the running energy scale according to $\omega_k = \omega_0 \Lambda^{-k}$. While in the upper panels the flow is generated using the symmetry-enforced VMPS, the center panels show diagrams generated by employing the shifted OBB. The energy levels flow to a localized fixed point in (a),(c) and to a delocalized fixed point in (b),(d) with degenerate (non-degenerate) ground-state space, respectively. The degeneracy of each state is indicated by the numbers to the right side of each curve. The colors in (a) and (b) denote the symmetry label $q$ of each energy level (black and red for $q = \pm 1/2$, green and purple for $q = \pm 3/2$, and blue for $q \geq 5/2$; matching colors are used in panels (c) and (d)). Panels (e) and (f) display the corresponding occupation numbers $\langle n_{kx} \rangle$ (22).](image-url)
FIG. 4: Behavior of the magnetization near the LO–DE transition. The order parameter $M_{xy}$ is driven to zero by increasing $h_z$ past the critical value $h_{z,c}$, indicated by the dashed line (a). Correspondingly, the slight kink in the transverse-field response of $M_z$ at the LO–DE transition in (b) indicates the expected higher-order singularity. We note that the numerics tends to spontaneously favor ordered states with $|M_x| = |M_y|$, as these are the least entangled states.

and the corresponding susceptibility

$$\chi_{\alpha} = \lim_{h_{\alpha} \to 0} \frac{\partial M_{\alpha}}{\partial h_{\alpha}} \quad (\alpha \equiv x, y, z).$$  \hspace{1cm} (21)

In the case of $U(1)$ symmetry, we distinguish $\chi_{xy} \equiv \chi_{x,y}$ and $\chi_z$ as well as $M_{xy} \equiv M_{x,y}$ and $M_z$. We will also monitor the occupation numbers of the bath modes of the discretized Wilson chain,

$$\langle n_{ki} \rangle = \langle \hat{b}_{ki}^\dagger \hat{b}_{ki} \rangle$$  \hspace{1cm} (22)

with $i = x, y$.

B. Stable phases and trivial fixed points

We start with an overview on the stable phases numerically found for SBM2. The description is augmented by an assignment of the corresponding RG fixed points (which are trivial with the exception of the critical phase), with their locations specified in terms of renormalized values of the coupling constants $\alpha$ and $h_z$.

1. Free-spin or local-moment phase (F)

An asymptotically free spin is controlled by the free-spin (F) fixed point, corresponding to vanishing dissipation, $\alpha = 0$, and $h_z = 0$. The ground state is doubly degenerate, and the susceptibility follows $\chi(T) = 1/(4T)$ for all field directions.

2. Localized or strong-coupling phase (LO)

For large dissipation, the system enters a phase with spontaneously broken $U(1)$ symmetry, controlled by the localized (LO) fixed point. LO is located at $\alpha = \infty$ and $h_z = 0$. The bath-oscillator displacements are strongly coupled to the impurity spin, which develops a $T = 0$ expectation value in an arbitrary fixed direction in the $xy$-plane, Fig. 4(a). This phase is stable for finite (small) transverse field $h_z$ in which case the expectation values of the impurity describe a canted spin, Fig. 4(b).

Since the symmetry-broken phase exists at $T = 0$ only, its associated finite-$T$ susceptibility is expected to be Curie-like, albeit with a classical prefactor $\chi_{xy}(T) = 1/(12T)$.

3. Delocalized or polarized phase (DE)

For dominant transverse field, the impurity spin is polarized along the $z$-axis and asymptotically decoupled from the bath. This situation is controlled by the delocalized (DE) fixed point, located at $h_z = \infty$ and $\alpha = 0$. The ground state is unique, the in-plane magnetizations $M_x$ and $M_y$ vanish, Fig. 4(a), and all susceptibilities are finite.

4. Critical phase (CR)

The non-trivial feature of SBM2 is the existence of a stable critical phase. This is reached for non-zero (but not too large) dissipation strength $\alpha$ and $h_z = 0$ in a certain range of bath exponents $\gamma$. It is controlled by an intermediate-coupling fixed point, not unlike the celebrated two-channel Kondo fixed point. In this phase, the expectation value of the impurity moment vanishes, but its temporal correlations decay with a fractional power law. This translates into non-linear response functions with fractional exponents, as shown in Fig. 5(b).

In contrast to assumptions based on early RG work – see also Section VA below – the critical phase is not stable for all dissipation strengths $\alpha$, Fig. 5(a), and does
not even exist for bath exponents $s < s^*$, with a critical value $s^* \approx 0.76 \pm 0.01$.

We note that the critical nature of the CR phase implies significant finite-size effects for the magnetization, as discussed in Appendix B.

C. Numerical determination of phase boundaries

In order to study the critical phenomena of SBM2, it is necessary to accurately determine the phase boundaries, i.e., to numerically calculate the critical coupling $\alpha_c$ and the critical transverse field $h_{z,c}$, which define the location of the LO-CR and LO-DE transitions.

In our experience, the most accurate and efficient way to calculate $\alpha_c$ and $h_{z,c}$ is to distinguish the phases by the characteristic behavior of the bosonic occupation numbers $\langle n_{kk} \rangle$ on the Wilson chain. The average occupation of boson modes increases towards the end of the Wilson chain in the localized phase, while it decreases in both critical and delocalized phases. Moreover, right at the phase boundary (i.e. at criticality) the occupation numbers stay almost constant throughout the chain, except for a sharp decay at the end due to choosing a finite $N$ for the Wilson chain. This characteristic behavior, illustrated in Fig. 6, can be used to determine the phase boundaries with high accuracy. We have thus adopted this approach throughout to determine the precise values of $\alpha_c$ and $h_{z,c}$ involved in the results described in section VI. The accessible accuracy depends on the length $N$ of the Wilson chain. Specifically the calculation of $\alpha_c$ or $h_z$ up to $a$ decimals requires a minimal chain length $N \propto a \nu \frac{\ln(10)}{\ln A}$, (23)

where $\nu$ is the correlation-length exponent. Thus for regions in the phase diagram where $\nu$ becomes larger we have to increase the length of the Wilson chain, making calculations numerically more demanding.

IV. RENORMALIZATION-GROUP FLOW AND QUANTUM PHASE TRANSITIONS

In this section, we use the insights gained in Section III to deduce the qualitative RG flow of SBM2. The discussion will primarily be made in the language and coupling constants of the original Hamiltonian (1). A more complete discussion of RG beta functions is given in Section V.

A. Qualitative RG flow

We start by rephrasing our numerical findings in RG language while referring to the qualitative RG flow diagrams in Fig. 7.

For $h_z = 0$ the model SBM2 displays three phases: F, CR, and LO. For $s \geq 1$ the free-spin phase F is the only stable phase, i.e., the coupling to the dissipative bath does not qualitatively change the free-spin behavior. This can be contrasted with the physics of SBM1, where large dissipation causes localization in the ohmic case $s = 1$ – this distinction reflects the frustration of decoherence in SBM2. For $s < 1$, F is unstable against any finite $\alpha$, whereas the localized phase LO is stable for sufficiently large $\alpha$. Finally, the critical phase CR only exists for $s^* < s < 1$ and small values of $\alpha$.

A transverse field $h_z \neq 0$ destabilizes F for any $s$ and drives the system into the DE phase. CR is unstable against any finite $h_z$ as well. In contrast, LO is stable and hence requires a critical $h_z$ to be destroyed.

This collection allows us to construct the qualitative RG flow diagrams for the ranges of bath exponents $0 < s < s^*$, $s^* < s < 1$, and $s \geq 1$, as shown in Fig. 7. We also note that the system is always localized for $-1 < s \leq 0$ provided that $\alpha \neq 0$.

In addition to the CR fixed point corresponding to the critical phase, there are two further critical fixed points, QC1 and QC2, which control the quantum phase transitions of SBM2. These are described in more detail in the next subsection.

B. Intermediate-coupling fixed points

For $h_z = 0$ there are two fixed points at intermediate coupling, namely CR and QC1, with QC1 controlling the transition between CR and LO. Both intermediate-coupling fixed points are unstable w.r.t. finite $h_z$. Both fixed points only exist for $s^* < s < 1$, and it is interesting to discuss their location upon variation of the bath exponent $s$. As will be shown analytically in Section V below, CR moves towards F as $s \to 1^-$ whereas QC1 moves towards LO in the same limit, in the fashion characteristic of a lower critical dimension.

In contrast, as $s \to s^+$, both CR and QC1 approach each other, merging at $s = s^*$, and disappear for $s < s^*$. This merging of two intermediate-coupling fixed points
leads to rather unusual behavior, with the phase boundary of LO jumping upon variation of $s$ across $s^*$. For finite $h_z$, a transition can be driven between DE and LO, which is controlled by QC2. QC2 moves towards LO as $s \to 1^-$, again in a manner of a lower critical dimension. This is consistent with the fact that the localized phase ceases to exist for $s > 1$. In the limit $s \to 0^+$, QC2 approaches DE, such that DE becomes unstable w.r.t. finite $\alpha$ for $s \leq 0$, reflecting that the system is always localized.

### C. Critical exponents

The quantum phase transitions of SBM2 can be characterized by standard critical exponents. For a transition which can be accessed by varying $\alpha$ (at fixed $h_z$), with the transition point at $\alpha = \alpha_c$, the following exponents can be defined from the zero-temperature order parameter $M_{xy}$ and its conjugate field $h_{xy}$:

\begin{align}
M_{xy}(\alpha, h_{xy} = 0) &\propto (\alpha - \alpha_c)^\beta, \\
M_{xy}(\alpha = \alpha_c, h_{xy}) &\propto h_{xy}^{1/\gamma}.
\end{align}

(24) (25)

Transitions which occur at finite $h_z$ can also be driven by varying $h_z$ at fixed $\alpha$; correspondingly, the exponent $\beta$ may be defined via $M_{xy} \propto (h_{xy} - h_z)^\beta$ as well. In contrast, for $h_z = 0$ transitions, $h_z$ takes a role different from $(\alpha - \alpha_c)$, as it reduces the symmetry of the model from $U(1) \times Z_2$ to $U(1)$. It is useful to introduce an exponent for the non-linear response to $h_z$ according to

\begin{equation}
M_z(\alpha = \alpha_c, h_{xy} = 0, h_z) \propto h_z^{1/\gamma'}.
\end{equation}

(26)

A correlation-length exponent is defined as usual from the divergence of a correlation length $\xi$ according to

\begin{equation}
T^*(\alpha, h_{xy} = 0) \propto |\alpha - \alpha_c|^{\nu'}.
\end{equation}

(27)

Note that there is no separate dynamical exponent for the $(0 + 1)$-dimensional impurity model under consideration, formally $z = 1$. For fixed points located at $h_z = 0$ which are unstable towards finite $h_z$ we additionally define

\begin{equation}
T^*(\alpha = \alpha_c, h_{xy} = 0, h_z) \propto |h_z|^{\nu'}.
\end{equation}

(28)

The linear-response order-parameter susceptibility diverges at the quantum critical point, in the approach from either smaller $\alpha$ or from finite $T$, according to

\begin{align}
\chi_{xy}(\alpha, T = 0) &\propto (\alpha - \alpha_c)^{-\gamma} \quad (29) \\
\chi_{xy}(\alpha = \alpha_c, T) &\propto T^{-\gamma}.
\end{align}

(30)

Within the quantum-to-classical correspondence, $x$ is related to the finite-size scaling of the classical model’s susceptibility at criticality. One may also consider the dynamic version of the order-parameter susceptibility, which follows a power-law behavior at criticality,

\begin{equation}
\chi_{xy}(\alpha = \alpha_c, \omega) \propto \omega^{-\gamma'}.
\end{equation}

(31)

corresponding to power-law autocorrelations of the impurity spin in time. The exponent $y$ contains the same information as the usually-defined anomalous exponent $\eta$, with $y = 2 - \eta$. At the critical points of SBM2 (and other spin models with long-ranged interactions), $\eta = 2 - s$ (equivalently, $y = s$) is believed to be an exact relation, see also Section V.

Due to the anisotropic nature of the spin fluctuations, different power laws arise for the $z$-component susceptibility:

\begin{align}
\chi_z(\alpha = \alpha_c, T) &\propto T^{-\gamma'} \quad (32) \\
\chi_z(\alpha = \alpha_c, \omega) &\propto \omega^{-\gamma'}.
\end{align}

(33)

Finally, it is also useful to introduce exponents which describe the location of the DE–LO phase boundary at

\begin{align}
\chi_z(\alpha = \alpha_c, \omega) &\propto \omega^{-\gamma'}.
\end{align}
small $h_z$. For $0 < s < s^*$ this phase boundary is connected to the $\alpha = h_z = 0$ point, and we define

$$h_{z,c} \propto \alpha^\psi.$$  (34)

In contrast, for $s^* < s < 1$ the DE–LO boundary terminates at the CR–LO transition located at $\alpha = \alpha_c$ and $h_z = 0$, and we use

$$h_{z,c} \propto (\alpha - \alpha_c)^\psi.$$  (35)

D. Scaling

The exponents introduced above can be related to each other via scaling relations, following textbook strategy. The standard scaling relations do hold,

$$\beta \delta = \beta + \gamma,$$  (36)

$$\gamma = (2 - \eta)\nu \equiv y\nu.$$  (37)

The exact result $y = s$ then implies

$$\gamma = s\nu.$$  (38)

For critical points with hyperscaling, additional scaling relations apply, which involve spatial dimensionality $d$:

$$2\beta + \gamma = \nu d,$$  (39)

$$\delta = \frac{d + 2 - \eta}{d - 2 + \eta}.$$  (40)

Furthermore, hyperscaling implies $x = y$. For $d = 1$ and using the exact result $y = s$, the hyperscaling relations can be converted into

$$x = s,$$  (41)

$$\beta = \gamma \frac{1 - s}{2s} = \nu \frac{1 - s}{2},$$  (42)

$$\delta = \frac{1 + s}{1 - s}.$$  (43)

For critical points of SBM2 with $h_z = 0$, the scaling hypothesis underlying hyperscaling can be extended to include the dependence on $h_z$ in addition to that on $(\alpha - \alpha_c), h_{xy}$, and $T$. This then yields additional hyperscaling relations: $x' = y'$ and

$$\nu' = 1 + \frac{1}{\delta'},$$  (44)

$$\delta' = \frac{1 + x'}{1 - x'},$$  (45)

see Appendix A for a derivation.

We recall that hyperscaling, which is of general interest because it implies simple and powerful scaling relations which can be applied in analyzing both experimental and numerical data, usually holds for phase transitions below their upper critical dimension. Hyperscaling is spoiled by the existence of dangerously irrelevant variables in the critical theory; the most important example here is the quartic coupling of a (classical) $\phi^4$ theory in dimensions $d > 4$.

V. EPSILON EXPANSIONS AND CRITICAL BEHAVIOR

We now describe analytical approaches to the critical-point properties of SBM2, utilizing the field-theoretic toolbox with renormalization-group and epsilon-expansion techniques.

A. Expansion around F: CR phase

The free-impurity fixed point $F$ is characterized by a doubly-degenerate impurity at $\alpha = 0, h_z = 0$. Tree-level power counting yields the scaling dimensions (recall that $\alpha \propto \lambda_{qi}^2$):

$$\text{dim}[\alpha] = 1 - s,$$  (46)

$$\text{dim}[h_z] = 1.$$  (47)

1. DE–LO phase boundary

From the scaling dimensions one can immediately read off the asymptotic behavior of the flow trajectories leaving the $F$ fixed point, $h_z \propto \alpha^{1/(1-s)}$. This also applies to the DE–LO separatrix in the exponent range $0 < s < s^*$, yielding the phase-boundary exponent according to Eq. (34) as

$$\psi = \frac{1}{1 - s}.$$  (48)

2. RG analysis

Now we turn to a RG analysis of the flow of $\alpha$ at $h_z = 0$. Given that the dissipation is a marginal perturbation at $s = 1$, this is akin to a standard epsilon expansion with $\epsilon = 1 - s$, which can give reliable results for small $(1 - s)$. Straightforward perturbation theory, along the lines of Refs. 30,34,40, yields the two-loop beta function:

$$\beta(\alpha) = (1 - s)\alpha - \alpha^2 + \alpha^3.$$  (49)

This beta function indicates the existence of an infrared-stable fixed point at

$$\alpha^* = (1 - s) + (1 - s)^2 + O((1 - s)^3)$$  (50)

and $h_z = 0$—this is the CR fixed point. Its properties can be obtained in a double expansion in $\alpha$ and $(1 - s)$. The exact result $x = y = s$ follows from the diagrammatic structure of the susceptibility or, alternatively, from a Ward identity. From this we have:

$$\frac{1}{\delta} = \frac{1 - s}{1 + s}.$$  (51)
The z component correlator requires an explicit computation, with the two-loop result:
\[ 1 - y' = 2(1 - s) + (1 - s)^2 + O((1 - s)^3). \] (52)

The remaining exponents involving the \( h_z \) response can be calculated from the hyperscaling relations (44) and (45), with the result:
\[ 1/\nu' = s - \frac{(1 - s)^2}{2} + O((1 - s)^3), \] (53)
\[ 1/\delta' = 1 - s + \frac{3(1 - s)^2}{2} + O((1 - s)^3). \] (54)

We point out that the RG flow towards the CR fixed point is rather slow, because the leading irrelevant operator, its prefactor being \( (\alpha - \alpha^*) \), has a small scaling dimension of \( \omega = 1 - s \). Therefore, quickly converging numerical results are best obtained using a bare coupling close to \( \alpha^* \).\(^{41}\)

3. Disappearance of CR for \( s < s^* \)

It is interesting to note that the beta function in Eq. (49) displays two non-trivial fixed points at \( \alpha_{1,2}^* = 1/2 \pm \sqrt{1/4 - (1 - s)} \). While \( \alpha_2^* \) corresponds to the stable CR fixed point of Eq. (50), the infrared-unstable fixed point at \( \alpha_1^* \) is outside of the validity of the epsilon expansion. However, if we choose to ignore this restriction, the comparison with the numerical results suggests to associate \( \alpha_1^* \) with QC1. Remarkably, \( \alpha_1^* \) and \( \alpha_2^* \) approach each other upon decreasing \( s \) from unity, and the criterion \( \alpha_1^* = \alpha_2^* \) yields \( s^* = 3/4 \) which is extremely close to the numerical determined value of \( s^* \approx 0.76 \pm 0.01 \) where CR and QC1 merge.

While this can be interpreted as a remarkable success of the epsilon expansion – it predicts not only the existence of the CR phase, but also its disappearance for \( s < s^* \) – we note that this epsilon expansion does not provide means to reliably calculate critical properties of QC1, simply because \( \alpha_1^* \) is never small. As we show below, the presence (absence) of hyperscaling in a field at CR (QC1) even indicates a qualitative difference between CR and QC1 which is not apparent from this epsilon expansion.

B. Expansion around DE: QC2

It is also possible to devise an expansion around the de-localized fixed point DE, located at \( h_z = \infty, \alpha = 0 \). Such an expansion has been first used in Ref. 19 for SBM1, but the analysis there missed the presence of a dangerously irrelevant operator (the quartic coupling \( u \) in Eq. (56) below) and erroneously assumed hyperscaling, which led to partially incorrect conclusions.\(^{22}\) Here we correct this approach and apply it to SBM2. For convenience we assume equal couplings between the impurity and the different oscillator modes, \( \lambda_{qi} \equiv \lambda_i \), such that the energy dependence of \( J_i(\omega) \) is contained in the density of states of the oscillator modes \( \omega_q \), and we have \( \alpha_i \propto \lambda_i^2 \).

1. Projection

At DE we have a single low-lying impurity level, \( | \uparrow \rangle \), while \( | \downarrow \rangle \) is separated by an energy \( h_z \). Low-energy interaction processes between the impurity and the baths arise in second-order perturbation theory, controlled by the coupling
\[ \kappa_i = \lambda_i^2/h_z. \] (55)

In the low-energy sector – this corresponds to projecting out the \( | \downarrow \rangle \) state – the effective theory reads (assuming from here on \( \alpha_x = \alpha_y \) or \( \kappa_x = \kappa_y \)):
\[ \hat{H}_{\text{eff}} = \hat{H}_{\text{bath}} + m(\phi_x^2 + \phi_y^2) + u(\phi_x^2 + \phi_y^2)^2 \] (56)
with \( m = -\kappa \) and \( u = \kappa^2 \). We have defined
\[ \phi_i = \sum_q (\hat{a}_{qi} + \hat{a}_{qi}^\dagger), \] (57)
and we have omitted higher-order terms in Eq. (56). Fig. 8 illustrates how the \( m \) and \( u \) terms are generated from \( \mathcal{H} \) of the original model SBM2; this approach is valid provided that \( \lambda \ll h_z, \omega_i \).

2. Local \( \phi^4 \) theory and quantum-to-classical correspondence

The theory \( \hat{H}_{\text{eff}} \) can be understood as a theory for the local bosonic fields \( \phi_{x,y} \). Their “bare” propagator arises from \( \hat{H}_{\text{bath}} \) and is given by \( G^{-1}_\phi(i\nu_n) = iA_0\text{sgn}(\nu_n)|\nu_n|^s + A_1 \) at low energies, with \( A_1 = -2\omega_i/s \) for the power-law spectrum in Eq. (2). The main role of the impurity in \( \hat{H}_{\text{eff}} \) is that of an additional mass term (recall that the impurity spin degree of freedom has been projected out).

Importantly, \( \hat{H}_{\text{eff}} \) in Eq. (56) is identical to a local \( \phi^4 \) theory for an XY-symmetric order-parameter field.
\((\phi_x, \phi_y)\) with long-ranged interactions \(\propto 1/r^{1+s}\) in imaginary time. It displays a critical point which corresponds to a vanishing \(\phi\) mass. Ignoring the influence of the quartic interaction \(u\), this happens at \(m_\phi = A_1 < 0\); this can alternatively be understood by interpreting \(m\) as the strength of a potential scatterer, where \(m_\phi G_\phi(0) = m_\phi/A_1 = 1\) is the condition for a zero-energy pole of the T matrix. For positive mass, i.e., small \(\kappa\), \(\hat{H}_{\text{eff}}\) is in a disordered phase corresponding to DE, whereas negative mass drives the system into an ordered phase with spontaneously broken XY symmetry – this can be identified with LO.

Consequently, the critical point of \(\hat{H}_{\text{eff}}\) corresponds to QC2. As the \(\phi^4\) theory in question is the low-energy theory of a classical XY chain with long-range interactions, we conclude that QC2 obeys a quantum-to-classical correspondence at least if QC2 is located in the small-\(\kappa\) parameter regime where the above mapping to \(\hat{H}_{\text{eff}}\) is valid, i.e., for small \(s\). The critical properties for the classical XY chain are listed in Section V D below; in particular, mean-field behavior obtains for \(s < 1/2\).

3. RG analysis

An alternative approach to \(\hat{H}_{\text{eff}}\) is to analyze the flow of the couplings \(m\) and \(u\) near the DE fixed point by RG means. Power counting w.r.t. the \(\lambda = 0\) limit gives
\[
d\text{dim}[m] = -s, \quad \text{dim}[u] = 2s - 1,
\]
i.e., \(m\) is marginal at \(s = 0\) while \(u\) is irrelevant. Near \(s = 0\) we can follow the flow of \(m\) which yields at one-loop order:
\[
\beta(m) = -sm + m^2. \tag{58}
\]
Besides the stable DE fixed point at \(m = 0\) (i.e. \(\alpha = 0\)) this flow equation displays an infrared unstable fixed point (QC2) at
\[
m^* = s + \mathcal{O}(s^2) \tag{60}
\]
which controls the transition between the DE and LO phases. Corrections from \(u\) only enter at higher orders in \(s\), because the initial values obey \(u = m^2\). We note that the value of \(m^*\) in Eq. (60) is consistent with \(m_\phi = -A_1\) from above. Expanding the RG beta function around the fixed point (61) gives the correlation-length exponent
\[
1/\nu = s + \mathcal{O}(s^2), \tag{62}
\]
apparently in agreement with the classical mean-field result (65).

One may employ renormalized perturbation theory to calculate critical exponents in a double expansion in \(m\) and \(s\). This is, however, complicated by the facts that (i) for many observables of the original model SBM2 one needs to restore the impurity Hilbert space, i.e., undo the elimination of the \(|\downarrow\rangle\) state, and (ii) the quartic coupling \(u\) is dangerously irrelevant and cannot be neglected. For selected exponents, we have checked that this procedure yields results consistent with Eqs. (66)-(70).

C. Quantum-to-classical mapping of SBM2

One may ask whether a general mapping of SBM2 to a classical statistical-mechanics model exists. Such a mapping, using a Feynman path integral representation, can indeed be formulated for the single-bath spin-boson model (SBM1) and directly leads to an Ising chain with both short-ranged and long-ranged \(1/r^{1+s}\) interactions.\(^{16,24}\)

Here we sketch what happens when applying the same procedure to SBM2. For simplicity, we restrict ourselves to \(\tilde{h} = 0\). The Hamiltonian may be written as \(\hat{H} = \hat{H}_x + \hat{H}_y + \hat{H}_{\text{bath}}\) with
\[
\hat{H}_i = \sum_q \lambda_q \frac{\sigma_i}{2} Q_q, \quad (i = x, y),
\]
\[
\hat{H}_{\text{bath}} = \sum_{i=x,y} \sum_q \left( \frac{P^2_{qi}}{2m_q} + \frac{m_q \omega^2 Q^2_{qi}}{2} \right). \tag{63}
\]
The Feynman path integral for the partition function can be expressed using eigenstates of \(\sigma_x, \sigma_y\), and the oscillators coordinates. Inserting the identities for the spin variables – those for the oscillator coordinates are standard and do not lead to any complications – it reads:
\[
Z = \text{Tr}_{P,Q} \int D\sigma_x D\sigma_y \langle \sigma_{xN} | e^{-\epsilon \hat{H}_x} | \sigma_{yN-1} \rangle \langle \sigma_{yN-1} | e^{-\epsilon \hat{H}_y} | \sigma_{xN-1} \rangle \cdots | \sigma_{x0} \rangle \tag{64}
\]
where \(N\) is the number of Trotter slices, \(\epsilon = \beta/N\), and \(\sigma_{x0} = \sigma_{xN}\). In principle, a classical spin model can now be obtained by integrating out the bath oscillators, which generates long-ranged interactions for the variables coupled to these oscillators. In the case of SBM2, these are both \(\sigma_x\) and \(\sigma_y\), such that one ends up with a representation in terms of Ising spins. To rewrite this in terms of a classical spin model requires to express the matrix elements in Eq. (64) as exponentials of classical interactions. Remarkably, the set of matrix elements \(\langle \sigma_x | \sigma_y \rangle\) cannot be expressed as \(e^{H_{\text{c}}(\sigma_x, \sigma_y)}\) with a classical real Hamiltonian function \(H_{\text{c}}\), i.e., the Feynman path-integral representation of SBM2 leads to an ill-defined classical model with negative Boltzmann weights.\(^{52}\) Clearly, this problem can be traced back to the non-commutativity of the two spin components which couple to the oscillator baths in SBM2.

We recall, however, that the physics of the QC2 fixed point of SBM2 can be mapped onto that of a classical XY model at least near \(s = 0\), see Section VB above. Assuming that the character of QC2 does not change fun-
damentally as function of $s$, this implies that a quantum-to-classical correspondence indeed holds for QC2. As will be shown in Section VI below, our numerical results for the critical behavior near QC2 are perfectly consistent with this assertion.

D. Exponents of classical XY chain

Here we collect and summarize the available results for critical exponents of the classical XY chain with long-range interactions decaying as $1/r^{s+1}$ – these have been discussed in Refs. 26,27. The classical model has a thermal phase transition for $0 < s < 1$; no ordered phase exists for $s \geq 1$.

For $s < 1/2$ and $s \geq 1/2$ one may utilize the language of a $\phi^4$ theory. Power counting shows that the quartic interaction is marginal for $s = 1/2$, such that mean-field behavior attains for $s < 1/2$, with

$$1/\nu = s,$$  \hspace{1cm} (65)

$$\eta = 2 - s,$$  \hspace{1cm} (66)

$$\beta = 1/2,$$  \hspace{1cm} (67)

$$\gamma = 1,$$  \hspace{1cm} (68)

$$\delta = 3,$$  \hspace{1cm} (69)

$$x = 1/2,$$  \hspace{1cm} (70)

with hyperscaling being violated.

In the non-mean-field regime, $s > 1/2$, one can obtain exponents in an expansion in $\epsilon = s - 1/2$, with two-loop results as quoted in Ref. 26:

$$\gamma = 1 + \frac{8}{5} \epsilon - \frac{16}{25} \left(1 - \frac{17A(1/2)}{5} \right) \epsilon^2 + O(\epsilon^3),$$  \hspace{1cm} (71)

$$\eta = 2 - s,$$  \hspace{1cm} (72)

the latter result is believed to be exact to all orders, and the constant

$$A(s) = s[\psi(1) - 2\psi(s/2) + \psi(s)]$$  \hspace{1cm} (73)

in terms of the digamma function $\psi(x)$, with $A(1/2) = 2.957$. Hyperscaling holds for $1/2 < s < 1$; this allows to derive the remaining exponents: The correlation-length exponent $\nu$ follows from the scaling relation $\gamma = (2 - \eta)\nu$ (37), while $\beta$ can be read off from the hyperscaling relation $\beta = \gamma(1 - s)/(2s)$ (42), with the results

$$1/\nu = 1/2 + 1/5\epsilon - 3.217\epsilon^2 + O(\epsilon^3),$$  \hspace{1cm} (74)

$$1/\beta = 2 + 24/5\epsilon - 3.269\epsilon^2 + O(\epsilon^3).$$  \hspace{1cm} (75)

Near $s = 1$ RG equations can be derived using a variant of a method proposed by Polyakov.\textsuperscript{50} – this is similar to an ordered-phase expansion in $(2 + \epsilon)$ dimensions for magnets with short-range interactions. Exponents are formally obtained in an expansion in $(1 - s)$; the one-loop results read:\textsuperscript{27}

$$1/\nu = 1 - s + O((1 - s)^2),$$  \hspace{1cm} (76)

$$\eta = 2 - s,$$  \hspace{1cm} (77)

the latter result again believed to be exact to all orders. Using hyperscaling, we obtain the one-loop result for $\beta$ as

$$\beta = 1/2 + O((1 - s)^2).$$  \hspace{1cm} (78)

VI. NUMERICAL RESULTS FOR CRITICAL EXPONENTS

Taking into account the insights gained in the preceding Sections IV and IV, we now focus on the numerical results obtained for the critical behavior of SBM2. To this end, we employ the VMPS methodology as introduced in Section II at the quantum phase transitions QC1 and QC2, as well as in the CR phase to extract various critical exponents.

Our main results are that (i) the transition between LO and DE, controlled by QC2, indeed obeys quantum-to-classical correspondence, i.e., its critical properties are that of a classical XY chain with long-range interactions, and (ii) the transition between CR and LO, controlled by QC1, is of unusual nature, with no quantum-to-classical correspondence and hyperscaling present only at $h_z = 0$.

In the following, we distinguish VMPS results obtained using the shifted OBB (denoted by OBB) from the symmetry-enforced approach (denoted by U(1)$_{SB}$). In all calculations, we work with a fixed Wilson discretization parameter $\Lambda = 2$, bond dimension $D = 60$ and local bosonic dimension $d_k = 100$ while varying the chain length $N$ and the effective local dimension $\tilde{d}_k \leq d_k/2$, as denoted in the Figures. Since $d_k$ and $\tilde{d}_k$ are set equal for different sites during a single VMPS calculation, we omit the label $k$ in the following. This choice of $D$ and $\tilde{d}$ ensures that we keep all singular values larger than $10^{-5}$ in our calculation.

A. Transition between LO and DE phase

We start the discussion with the continuous quantum phase transition between the LO and DE phases that is controlled by the critical fixed point QC2. As explained in Section V, this transition should correspond to the thermal transition of the XY chain with long-ranged interactions. Here we show that our numerical results are in excellent agreement with analytical predictions of scaling and epsilon-expansion calculations, listed in Section V D, and therefore fully confirm the quantum-to-classical correspondence.

1. Order parameter exponent $\beta$

Accessible only at finite $h_z$, we drive the transition between the DE and LO phases by varying $h_z$ for fixed $\alpha$. Hence, the critical exponent $\beta$ is defined via $M_{xy} \propto$
\((h_{z,c} - h_z)\beta\) at the phase boundary moving into the LO phase. Panels (a) and (d) of Fig. 9 show the corresponding numerical data. The characteristic power-law behavior of the magnetization for fixed \(s = 0.4\) close to the critical point on a log-log scale is displayed in Fig. 9(a). The exponent derived from a linear fit to this data, namely \(\beta = 0.48 \pm 0.03\), corresponds to the mean-field prediction in Eq. (67) within the error bars. Deviations from power-law behavior at small \(|h_z - h_{z,c}|\) can be attributed to a combination of finite chain length \(N \lesssim 80\) and numerical errors of VMPS. Our numerical method generates power-law plots of similar quality for all \(s \gtrsim 0.3\); the resulting exponents are collected in Fig. 9(d). These are found to be in excellent agreement with the predictions of the quantum-to-classical mapping. As for the classical XY chain, the exponent assumes its mean-field value \(\beta = 1/2\) for \(0 < s < 1/2\), while it follows the two-loop RG results in Eq. (75) for \(s = 1/2 + \epsilon\). In the limit of \(s \to 1^-\), \(\beta\) shows the tendency to approach the value \(1/2\), consistent with Eq. (78). The growing shifts in the localized phase, in combination with the decreasingly low-energy scale necessary to precisely access the critical point, prevents our numerics to extract accurate results for \(\beta\) in the deep subohmic regime \((s \lesssim 0.3)\). The second issue (decreasingly low-energy scale) also applies in the limit \(s \to 1^-\).

2. Response exponent \(\delta\)

As defined in Eq. (25), \(\delta\) can be extracted from the response at criticality of the order parameter \(M_{xy}\) to an external magnetic field. Fig. 9(b) displays the typical power-law scaling of the magnetization at the critical point. The deviations at small \(h_z\) are again related to finite system size and numerical artifacts. Determining \(\delta\) from power-law fitting over 6 decades for fixed \(s = 0.4\), we find it to be in accordance with the mean-field predictions of the quantum-to-classical mapping, \(\delta_{MF} = 3\). Although the deep subohmic regime \(s < 0.3\) is again not accurately accessible for our VMPS approach, the collected results for \(s \gtrsim 0.3\) depicted in Fig. 9(c) strongly support the
validity of quantum-to-classical mapping: for \( s < 1/2 \) \( \delta \) approaches its mean-field value of \( \delta_{\text{MF}} = 3 \), while for \( 1/2 < s < 1 \) it clearly follows the hyperscaling relation in Eq. (43).

3. Correlation-length exponent \( \nu \)

The definition of the correlation-length exponents \( \nu \) in Eq. (27) involves a crossover energy scale \( T^* \) that can easily be derived using the VMPS energy-flow diagrams introduced in Section II D. To this end, we determine the site on the Wilson chain \( k^* \) where the flow starts to significantly deviate from the characteristically smooth flow at the critical point. This approach is illustrated in Fig. 10, where two typical energy flows inside the localized phase close to QC2 are displayed. In the beginning, the system resides at the critical fixed point (smooth energy flow), then a transition to the localized fixed point occurs. This crossover is indicated by the red bar corresponding to the iteration \( k^* \). It is defined by the point where the first excited energy level drops below \( E < 0.05 \) in rescaled energy units.

The crossover energy scales \( T^* \) determined from such an analysis are collected in Fig. 9(c) for fixed \( s = 0.4 \) and \( \alpha = 0.1 \) close to the phase transition. The power-law scaling of \( T^* \) over several orders allows us to extract \( \nu \) with high accuracy. Studying the s-dependence in Fig. 9(f), we again find excellent agreement with the classical XY model: \( \nu \) closely follows the mean-field prediction [Eq. (65)] for \( 0 < s < 1/2 \) (black dashed line), and also agrees with the perturbative RG calculations near \( s = 1/2 \) [Eq. (74)] and \( s = 1 \) [Eq. (76)]. As a further check, we analyze the validity of the hyperscaling relation Eq. (42) involving both \( \beta \) and \( \nu \) by usage of our numerical results. Fig. 11(a) shows that the numerically extracted exponents obey hyperscaling for \( 1/2 < s < 1 \) but clearly violate the respective relation in regime \( s < 1/2 \), as expected by quantum-to-classical correspondence.

B. Transition between LO and CR phases

Next, we consider the second continuous quantum phase transition of SBM2 between LO and CR phase, which is controlled by the critical fixed point QC1. In this case, the quantum-to-classical correspondence is presumably violated, see Section V C, and no analytical predictions for the critical exponents are available.

1. Order parameter exponent \( \beta \)

The transition between CR and LO phase can be driven by varying \( \alpha \) at \( h_x = 0 \) and \( s^* < s < 1 \). Hence, \( \beta \) is defined according to Eq. (24) with the corresponding numerical data displayed in Figs. 12(a) and (d). The upper panel (a) depicts the scaling of \( M_x \) close to \( \alpha_c \) for fixed \( s = 0.875 \) on a log-log scale, where a power-law behavior is apparent over more than 3 decades, with an exponent \( \beta = 0.48 \pm 0.01 \). The lower panel (d) shows the dependence of \( \gamma \) on the bath exponent \( \gamma \) gained from power-law scaling fits with similar quality as Fig. 12(a). We find increasing values of \( \beta > 1 \) for \( s \rightarrow s^* \), while in the limit of \( s \rightarrow 1^- \) our VMPS calculations suggest that \( \beta \) approaches the value 1/2. Furthermore, we are able to show that \( \beta \) in combination with \( \nu \) satisfies the hyperscaling relation in Eq. (42), as illustrated in Fig. 11(b).

Note that the extraction of \( \beta \) is particularly complicated for QC1, since this transition comes with a large exponent \( \nu \) for the correlation length, on which we elaborate below. This property relates to a low-energy scale required to resolve \( \alpha_c \) appropriately Eq. (23), a precondition to obtain a solid power-law scaling of the order parameter \( M_x \). Such calculations involving large chain lengths (\( N > 100 \)) become extremely sensitive to artificial symmetry breaking caused by numerical noise. Therefore, the use of the symmetry-enforced VMPS is essential in this parameter regime, for performance and accuracy reasons. In particular, the application of OBB fails for energy scales significantly below double precision accuracy, since the small “perturbations” introduced by a shifted basis grow exponentially for later Wilson shells, and hence break the energy-scale separation on the Wilson chain. This should not affect the validity of our results, since a shifted basis is not strictly required for \( 1/2 < s < 1 \) (see Appendix C).

2. Response exponents \( \delta \) and \( \delta' \)

For a transition at \( h_x = 0 \), it is possible to extract both exponents \( \delta \) and \( \delta' \) via the order parameter’s response to a magnetic field according to Eqs. (25) and (26), respectively. Focusing first on \( \delta \), Figs. 12(b) and (e) illustrate the results of our VMPS calculations. Again, the upper panel (b) shows the typical response of the magnetization to an increasing \( h_x \) at the critical point for \( s = 0.8 \). The robust power-law scaling over more than six decades
allows us to extract $\delta = 9.2 \pm 0.3$ with high accuracy. The data collected from OBB calculations with different values of $s$ in the lower panel (e) indicates that $\delta$ closely follows the hyperscaling relation in Eq. (43).

In contrast to $\delta$, we find the exponent $\delta'$, corresponding to the $h_z$ response, to be completely independent of the bath exponent $s$, having $\delta' = 1$ for all $s$ at the LO–CR transition (not shown).

FIG. 13: Hyperscaling relation (44) involving exponents $\nu'$ and $\delta'$ in the CR phase (a) and at LO–CR critical point (b). The numerical results (dots) are in reasonable agreement with the hyperscaling relation (dashed line) in the CR phase (a). At QC1, however, hyperscaling appears to be violated. Note that the dots show $\nu' - 1$, as we find that $\delta' = 1$ for all $s$.

3. Correlation-length exponent $\nu$

As described above, the crossover energy scale $T^*$ characterizing the LO–CR transition is obtained by studying energy-flow diagrams close to the phase boundary. Fig. 12(c) displays the extracted $T^*$ for fixed $s = 0.875$ and $h_z = 0$, with clear power-law scaling being apparent over several decades. This allows us to extract $\nu$ with high accuracy by fitting. Fig. 12(f) shows the $s$ dependence of the exponent $\nu$. Our results suggest that $\nu$ diverges both in the limit $s \rightarrow s^{*+}$ and $s \rightarrow 1^-$, in a manner reminiscent of the approach to a lower critical dimension. We have verified that the exponent $\nu$ is identical for both sides of the transition, i.e., independent of whether QC1 is approached from the LO or from the CR phase.

Generally, the computed values of $\nu$ take large values for the entire range of bath exponents. As previously discussed, this causes our VMPS calculations to require large chains ($N > 100$) in order to access the ultra-low energy scales needed to accurately determine $\alpha_c$.

4. Correlation-length exponent $\nu'$, absence of hyperscaling, and field instability of QC1

A finite $h_z$ applied at the zero-field critical coupling $\alpha_c(h_z = 0)$ places the system into the DE phase. The characteristic crossover scale $T^*$ obtained from the energy-flow diagrams determines the critical exponent $\nu'$,
which only diverges in the limit \( s \to 1^− \) but not for \( s \to s^∗ + \), in contrast to \( \nu \). Most importantly, \( \delta′ \) and \( \nu′ \) in combination do not obey the hyperscaling relation (44), as illustrated in Fig. 13(b). Hence, our results suggest that QC1 obeys hyperscaling properties only in the absence of a transverse field \( h_z \). The underlying reason for this exotic critical behavior is not understood.

We note that the values for \( \nu′ \) can be read off from Fig. 13(b) as \( \delta′ = 1 \) for all \( s \). They imply that \( \nu > \nu′ \) for \( s^∗ < s \lesssim 0.83 \) while \( \nu < \nu′ \) for \( 0.83 \lesssim s < 1 \), i.e., the role of the leading relevant operator at QC1 changes at \( s \approx 0.83 \), see Fig. 7(b).

We have also investigated the flow along the separatrix between DE and LO at small \( h_z \), in order to verify that QC1 is unstable along this separatrix, which implies that any finite-field transition is controlled by QC2. To this end, we first identify the stable energy-flow patterns corresponding QC1 and QC2 by placing the system at criticality for \( h_z = 0 \) (QC1) and sizeable \( h_z \) (QC2), see Fig. 14. Second, we study the energy-flow diagrams for parameters sets at criticality and very small \( h_z \). As displayed in Fig. 15, we observe a clear flow from QC1 at high energies to QC2 at lower energies, thus confirming the schematic RG flow diagram in Fig. 7(b).

C. CR phase

We supplement the analysis of the critical phenomena of SBM2 by briefly elaborating on the properties of the impurity spin in the CR phase. Although an abridged version of the results has already been presented elsewhere,\(^{37}\) this section completes the picture and also includes a discussion on the validity of hyperscaling inside the CR phase.

1. Response exponents \( \delta \) and \( \delta′ \)

The RG calculations around the free-spin fixed point, presented in Section V A, predict a non-linear scaling of the magnetization in the CR phase, see Eqs. (51) and (54). Our numerical data confirm this non-linear response, as illustrated in Figs. 16(a) for \( \delta \) and in (b) for \( \delta′ \) at different values of \( s \), \( \alpha \) chosen close to the CR fixed point \( \alpha^∗ \). We find a clear power-law scaling over several decades. The extracted values for \( \delta \) in Fig. 16(d) are perfectly consistent with the hyperscaling result (51), while those for \( \delta′ \) in Fig. 16(e) are in good agreement with the perturbative results for \( s \to 1^− \). The small deviations of the numerical data from the RG calculations for larger values of \((1 − s)\) is expected, since the higher-order contributions in Eq. (54) become more important.

2. Correlation-length exponent \( \nu′ \) and field instability of CR

The energy-flow diagrams (not shown) confirm that the CR phase is unstable w.r.t. a finite transverse field \( h_z \), i.e., applying any finite \( h_z \) places the system into the DE phase. The corresponding crossover scale \( T^∗(h_z) \) between the CR and DE fixed points allows us to extract the correlation-length exponent \( \nu′ \) (28). The collected results for different \( s \) are displayed in Fig. 16(c) and (f), with \( \nu′ \) being in fair agreement with perturbative prediction in Eq. (53).

In contrast to QC1, where the hyperscaling relation (44) is not met by the numerical data, \( \nu′ \) and \( \delta′ \) obey hyperscaling in the critical phase, as depicted in Fig. 13(a).

D. Phase-boundary exponent \( \psi \)

We have determined the location of the DE–LO phase boundary for small \( h_z \), in order to extract the expected power-law behavior. Sample results for \( s < s^∗ \), where the phase boundary starts at \( \alpha = 0 \), are shown in Fig. 17(a); they are in essentially perfect agreement with the analytical result \( \psi = 1/(1 − s) \) (48).

For \( s^∗ < s < 1 \) the phase boundary starts at the zero-field CR–LO transition at \( \alpha = \alpha_c \), and thus determining...
ψ requires an accurate knowledge of αc and is therefore rather time-consuming. Sample results are in Fig. 17(b). A hyperscaling-based guess would be ψ = ν'/ν′ which we find approximately fulfilled for s = 0.825 and 0.85, but violated for s = 0.875. (Recall that the hyperscaling relation between ν′ and δ′ is violated as well.)

VII. CONCLUSIONS

Using the variational matrix-product-state approach, we have numerically determined the phase diagram of the U(1)-symmetric two-bath spin-boson model (SBM2), which is characterized by the phenomenon of frustration of decoherence. Our detailed study of the quantum phase transitions of SBM2, using both numerical and analytical techniques, has revealed that the transition between the localized and delocalized phase, accessed at finite transverse field, is in the universality class of the XY spin chain with long-ranged interactions and thus obeys a quantum-to-classical correspondence.

In contrast, the zero-field critical (intermediate-coupling) phase and its transition to the localized phase do not have a classical counterpart. Our numerical results for the critical exponents can serve as a guide for developing an analytical theory of the latter transition. Given that the relevant critical fixed point (QC1) approaches the localized fixed point (LO) as s → 1−, we believe that an expansion around LO akin to an expansion in (2 + ε) dimensions for classical magnets should be able to access the properties of QC1 – this task is left for future work.

We recall that the analysis in this paper has been restricted to the model SBM2 with symmetric couplings, i.e., two identical baths and αx = αy. For asymmetric couplings, with finite Δα = αy − αx, the behavior of the model is driven towards that of the one-bath model SBM1. Naturally, the LO phase now displays spontaneous Ising order, with the impurity spin localized in direction of the stronger coupled bath. Further, the CR phase is unstable against any finite Δα. The rich and interesting crossover physics of SBM2 in the presence of small symmetry breaking is beyond the scope of this paper and will be discussed elsewhere.

Interesting open questions concern the finite-
temperature behavior of SBM2, specifically the quantum critical finite-\( T \) susceptibilities and the residual entropy, as well as its equilibrium and non-equilibrium dynamics. Generalizations to three bosonic baths as well as combined fermionic and bosonic baths would be interesting as well. The former is linked to the problem of impurity spins in quantum critical magnets, and both occur in self-consistent single-site solutions for certain lattice models, e.g., in the large-\( N \)-based theory of a gapless spin liquid and in more general extensions of dynamical mean-field theory.

In the quest for non-trivial quantum critical behavior, we believe that SBM2 presents – in a sense – the simplest quantum model violating the quantum-to-classical correspondence: It lives in \((0 + 1)\) dimensions and is constructed solely from bosonic degrees of freedom. Our analysis reveals that the violation of the quantum-to-classical correspondence is rooted in the non-commutativity of the spin components coupled to the two baths; this property of a quantum spin can also be re-phrased as a spin Berry phase. We note that quantum phase transitions in quantum impurity models with fermionic baths frequently behave non-classically, with the pseudogap Kondo and Anderson models being well-studied examples. Here, the absence of a quantum-to-classical correspondence can be traced back to fermionic “signs”, i.e., exactly integrating out the fermionic bath is only possible at the expense of working with a fermionic impurity, which has no classical analogue.

**Acknowledgments**

We thank A. Alvermann, S. Florens, S. Kirchner, K. Ingersent, Q. Si, A. Schiller, and T. Vojta for helpful discussions. This research was supported by the Deutsche Forschungsgemeinschaft through the Excellence Cluster "Nanosystems Initiative Munich", SFB/TR 12, SFB 631, WE4819/1-1 (AW), FOR 960, by the German-Israeli Foundation through G-1035-36.14, and the NSF through PHY05-51164.

**Appendix A: Scaling hypothesis for QC1**

Here we sketch the use of the scaling hypothesis to deduce hyperscaling relations for QC1. The standard homogeneity law for the critical contribution to the free energy implies the scaling form

\[
F_{cr}(\alpha, \alpha_x, \alpha_z, T) = T f_1(\Delta \alpha/T^\alpha, \alpha_z/T^\beta, \alpha_z/T^\gamma),
\]

(A1)

recall that the problem at hand is effectively \((0+1)\)-dimensional. Here, \(\Delta \alpha = \alpha - \alpha_c\) and \(\alpha_z\) correspond to two operators which drive the system away from criticality, and \(f_1\) is a scaling function. The definitions of the correlation-length exponents in Eqs. (27) and (28) lead to the identifications \(a = 1/\nu\) and \(c = 1/\nu'\).

Taking the derivative of Eq. (A1) w.r.t. \(h_x\) yields

\[
M_x = T^{1-b} f_2(\Delta \alpha/T^a, \alpha_z/T^b, \alpha_z/T^c)
\]

(A2)

which can be cast into the forms

\[
M_x = (\Delta \alpha)^{(1-b)/a} f_3(\alpha_i/T^{\Delta \alpha}, \alpha_z/T^b, \alpha_z/T^c/h_z)
\]

(A3)

and

\[
M_x = h_x^{(1-b)/b} f_4(\alpha_i/T^{\Delta \alpha}, \alpha_z/T^b, \alpha_z/T^c/h_z)
\]

(A4)

Upon taking the limit \(T \rightarrow 0\) in Eq. (A3) one deduces the order-parameter exponent as \(\beta = (1 - b)/a\); similarly Eq. (A4) yields \(1/\delta = (1 - b)/b\) or \(b = \delta/(1 + \delta)\). Using \(a = 1/\nu\) then leads to \(\beta = \nu/(1 + \delta)\) which is consistent with the hyperscaling relations (42) and (43). Taking the second derivative of Eq. (A1) w.r.t. \(h_x\) yields \(\delta_x\) and facilitates the identification \(1 - 2b = -x\). Together with \(b = \delta/(1 + \delta)\) this yields \(\delta = (1 + x)/(1 - x)\), consistent with the relations (41) and (43).

In full analogy, taking the derivative of Eq. (A1) w.r.t. \(h_z\) yields \(1/\delta' = (1 - c)/c\) or \(c = \delta'/ (1 + \delta')\). Using \(c = 1/\nu'\) finally gives \(\nu' = 1/\delta' + 1\) which is Eq. (44). Taking the second derivative w.r.t. \(h_z\) yields \(1 - 2c = -x'\) and then \(\delta' = (1 + x')/(1 - x')\) which is Eq. (45). The hyperscaling relations (44) and (45) can also be applied in the CR phase where \(h_x\) corresponds to a relevant operator as well. Note that the nature of the exponent pair \((\nu, \delta)\) is different from that of \((\nu', \delta')\): \(\nu\) parameterizes the scaling dimension of \(\Delta \alpha\) at criticality and \(\delta\) the non-linear response to a field conjugate to the order parameter. In contrast, \(\nu'\) and \(\delta'\) correspond to the scaling dimension of and the non-linear response to the same field, \(h_z\).

**Appendix B: Finite-size effects**

As the numerical computations are done for finite Wilson chains, it is worth discussing finite-size effects arising from a finite chain length \(N\). The most important effect of finite \(N\) is to induce a gap \(\Delta\) in the bath spectrum which scales as \(\Delta \propto \Lambda^{-N}\). While this gap has no effect in the DE phase, as its fixed point corresponds to \(\alpha = 0\), it prevents true spontaneous symmetry breaking in the LO phase. However, this does not affect our calculations because, with increasing \(N\), the finite correlation length induced by \(\Delta\) increases faster than the system size, such that the finite-size system “looks” ordered in the LO phase once \(N\) is sufficiently large.

Most problematic are finite-size effects in the CR phase. Here \(M = 0\) in the infinite-system limit, but a bath gap induces a finite residual magnetic moment scaling as \(M \propto \Delta/(1 - x)^{1/2}\) with \(x\) defined in Eq. (30). Indeed, our VMPS calculations in Fig. 5 find a small but finite magnetization. Fig. 18 supports that \(M_x\) indeed vanishes in infinite-system limit as

\[
M_x \propto L^{-p} \propto (\Lambda^{-N})^p = e^{-\ln(\Lambda) p^N},
\]

(B1)
with the system size $L \sim \Lambda^N$ on a Wilson chain. Given that the exponent $p$ governing the decrease of $M_x$ is very small, the order parameter remains finite even for very large systems.

The fit exponent $p$ allows us to extract the value of the exponent $x$ at the critical points in the CR phase according to $p = (1 - x)/2$. The values for $x$ obtained in this way are indicated in Fig. 18 and are consistent with the hyperscaling result $x = s$, see Sec. IV D. We note that a direct measurement of $x$ at the various critical points is not easily possible using the present numerics, as (i) the variational approach is designed for $T = 0$ only, and (ii) the mass-flow problem would prevent an accurate approach to critical points using chains of different length.

**Appendix C: Influence of truncation error on critical exponents**

As numerical artifacts play an increasingly important role close to the critical phase, we found it to be essential to enforce the conservation of the U(1) symmetry when trying to access the critical properties of QC1 and QC2 for large bath exponents $s > 0.8$. Since the symmetry incorporation excludes employing a shifted OBB-VMPS calculation, it is fair to ask whether the bosonic truncation error corrupts the presented results of the critical exponent $\beta$.

Careful analysis revealed a similar situation as in the SBM1, where the resulting critical exponents are only affected by the truncation error in the regime $s < 1/2$. In the same fashion, Hilbert-space truncation in the SBM2 only influences the behavior of critical properties for $s < 1/2$, as illustrated in Fig. 19. Comparing the scaling of the magnetization to determine $\beta$ and $\delta$ using VMPS calculations with and without shifted OBB reveals the characteristic difference between $s < 1/2$ and $s > 1/2$.

In Fig. 19(a) and (b) we observe significant deviations between both types of calculations for $s = 0.4$. Employing the shifted OBB method, the resulting critical exponents are in good agreement with the mean-field predictions $\beta_{MF} = 1/2$ and $\delta_{MF} = 3$, while VMPS calculations without shift lead to considerable deviations from the mean-field values. In contrast, considering a larger bath exponent $s = 0.6$, we clearly obtain the same results for both types of VMPS calculations, as illustrated in Fig. 19(c) and (d). Thus for the evaluation of critical exponents we conclude: the shifted OBB is only strictly necessary for small bath exponents $s < 1/2$, whereas for of $s > 1/2$ VMPS calculations with and without shifted OBB work equally well.

**Appendix D: Calculation of the magnetization in the U(1)-symmetric implementation**

The ground state of SBM2 in the LO phase with $h_x = h_y = 0$ exhibits a continuous degeneracy due to the inherent rotational symmetry, which was elaborated on in Section II C. When not enforcing the U(1) symmetry, the final ground state of a VMPS calculation spontaneously breaks this U(1) symmetry, while maximizing magnetization $M_x = M_y$ in $x$- and $y$-direction in the localized phase (note that this is the least entangled state).

In contrast, for a U(1)-symmetric implementation, these expectation values vanish by construction. However, it is possible to attach a well-defined symmetry label $q = \pm 1/2$ to the numerical ground state. The two resulting states $|G_{\pm 1/2}\rangle$ form an orthonormal pair, which can be used to construct the space of all (symmetry-
the right-orthogonalized representation of either arbitrary Wilson chain length 0 to determine the magnetization for a system with a concept of NRG that allows us to use only a single VMPS run to obtain values. The simple but numerically expensive variant is to use two VMPS runs to obtain the two lowest-lying energy states.

Hamiltonian \[ \hat{H}_L \] with the right-orthogonalized representation of either \[ G_{+1/2} \] or \[ G_{-1/2} \], we construct and diagonalize the left block \[ G_{x,y} \] of the above defined expectation value.

In general, this can be accomplished in two different ways. The simple but numerically expensive variant is to use two VMPS runs to obtain \[ G_{+1/2} \] and \[ G_{-1/2} \] separately for the same parameters and explicitly calculate \[ G_{+1/2} | \sigma_{i=x,y} | G_{-1/2} \]. Alternatively, we may borrow a concept of NRG that allows us to use only a single VMPS to determine the magnetization for a system with arbitrary Wilson chain length 0 < k < N. Starting with the right-orthogonalized representation of either \[ G_{+1/2} \] or \[ G_{-1/2} \], we construct and diagonalize the left block Hamiltonian \[ \hat{H}_L^k \]. After projecting into the subspace of the two lowest-lying energy states \[ | s_k \rangle \], with \[ s_k \in \{0, 1\} \], we explicitly determine all matrix elements \( (M_i^{[n]} s_k | s'_k) = \langle s_k | \sigma_{i=x,y} | s'_k \rangle_n \) of the magnetization. The eigenvalues of the 2 \times 2 matrix \( M_i^{[n]} \) give the two possible values of the magnetization of the system with chain length k in the ground state \( | \sigma_{i=x,y} \rangle / 2 = \pm M_i \). Therefore the plain thermal average without spontaneous symmetry breaking would result in zero magnetization.

Independently of how the magnetization is calculated, we face an additional challenge regarding the Hilbert space truncation error in the context of explicit symmetry implementation. Studying the finite-size scaling of the magnetization in the localized regime, we expect \( M_x \) to saturate at a finite value after an initial decay when moving towards larger systems. As illustrated in Fig. 20(a), our VMPS data for \( M_x \) indeed saturates as expected when symmetry is not enforced (solid line).

However, when employing the symmetry implementation we observe a further decrease (dashed line) after the saturation to an intermediate plateau. Considering the behavior of the bosonic occupation numbers on the Wilson chain in Fig. 20(b), we attribute this effect with the Hilbert-space truncation error. The difference between solid and dashed lines sets in once the bosonic occupation numbers \( \langle n_{kx} \rangle \) for the symmetry-enforced implementation, where a shifted OBB cannot be used, begin to saturate (Fig. 20(b), dashed line), whereas those for non-symmetry-enforced implementation, for which a shifted OBB can be used, do not yet saturate (Fig. 20(b), solid line). To circumvent this systematic error, we extract \( M_x \) not at the end of the chain but choose an iteration \( N^* \) right before \( \langle n_{kx} \rangle \) saturates (indicated by the red dashed line in Fig. 20). At \( N^* \) the magnetization from the symmetry-enforced code clearly agrees with a VMPS calculation using a shifted bosonic basis.

As indicated in the previous section, this approach is only appropriate for bath exponents \( s > 1/2 \). For smaller values of \( s \) it is absolutely necessary to employ VMPS with the shifted OBB scheme in order to capture the correct physical properties of the system.
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