Abstract

This work introduces the nested-set Hessian approximation, a second-order approximation method that can be used in any derivative-free optimization routine that requires such information. It is built on the foundation of the generalized simplex gradient and proved to have an error bound that is on the order of the maximal radius of the two sets used in its construction. We show that when the points used in the computation of the nested-set Hessian have a favourable structure, \((n + 1)(n + 2)/2\) function evaluations are sufficient to approximate the Hessian. However, the nested-set Hessian also allows for evaluation sets with more points without negating the error analysis. Two calculus-based approximation techniques of the Hessian are developed and some advantages of the same are demonstrated.
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1 Introduction

Derivative-free optimization (DFO) is the study of finding the minimum value and minimizers of a function without using gradients or higher-order derivative information \cite{3}. DFO is gaining in popularity in recent years and is useful in cases where gradients are unavailable, computationally expensive, or simply difficult to obtain \cite{3, 13}. DFO methods have been...
used in both smooth \([9, 11, 16, 25, 28, 29, 32, 34]\) and nonsmooth \([4, 7, 20, 21, 24, 27]\) optimization, and most commonly takes the form of either direct-search \([11, 2, 5, 8, 17]\) or model-based \([23, 25, 26, 33, 34]\) methods, while some use a blend of both \([6, 15]\).

Model-based DFO methods use numerical analysis techniques to approximate gradients and Hessians in a manner that has controllable error bounds. One example of a technique to approximate gradients is the simplex gradient. This method consists of taking a set of \(n + 1\) sample points in \(\mathbb{R}^n\) that are appropriately spaced, called a simplex, and using them to build a linear interpolation function that approximates the objective function locally, then calculating the gradient of the affine function. The simplex gradient has been shown to have a nicely bounded error, for functions whose gradients are locally Lipschitz continuous \([10]\).

One recent line of research explores methods of improving or generalizing the simplex gradient for its use in DFO \([14, 18, 19, 30]\). In \([18]\), the simplex gradient was generalized so as not to require exactly \(n + 1\) points in \(n\)-dimensional space; an error-controlled approximation can now be found using any finite number of properly-spaced points. In \([19]\), a similar approach was used to examine the generalized centred simplex gradient, an approximation that uses twice as many points, but results in an improvement on the error control from order-1 to order-2 \([22]\). All three papers \([18, 19, 30]\) include a study of calculus rules as they can be applied to the numerical approximations that they examine. In this work, we continue the development of these tools by introducing the nested-set Hessian, thereby presenting the first such results for Hessian approximations.

The nested-set Hessian provides an accurate approximation of the Hessian of objective function \(f : \mathbb{R}^n \to \mathbb{R}\) under reasonable assumptions. The technique uses a point of interest \(x^0\) and two sets of directions \(S\) and \(T\) that total \(n(n+1)\) points in the domain of \(f\). However, these points need not be distinct, so if we make careful choices, then \(\frac{1}{2}(n+1)(n+2)\) function evaluations is sufficient to compute the nested-set Hessian. Defining \(\Delta_S, \Delta_T\) as the radii of \(S\) and \(T\), respectively, we prove that if \(S\) and \(T\) are full row rank and the true Hessian \(\nabla^2 f\) exists and is Lipschitz continuous, then the nested-set Hessian is an accurate estimate of \(\nabla^2 f\) to within a multiple of \(\Delta_u := \max\{\Delta_S, \Delta_T\}\). In the language of order-\(N\) accuracy \([22]\), the nested-set Hessian provides order-1 Hessian approximations (see Definition 2.8 herein).

After developing the error analysis, we explore calculus rules for the nested-set Hessian, forming a product rule, quotient rule and power rule with error bounds. We provide two methods of obtaining these bounds, which we call the simplex calculus Hessian and the quadratic calculus Hessian.

The remainder of this paper is organized as follows. Section 2 contains a description of notation and some needed definitions, including those of the generalized simplex gradient and the nested-set Hessian. In Section 3, we establish the minimal poised set for nested-set Hessian computation and show that it is well-poised for quadratic interpolation. We construct the quadratic interpolation function in Section 3. Section 4 develops the nested-set Hessian error bound, which we use in Section 5 to establish the product rule, quotient rule and power rule error bounds. Section 6 contains concluding remarks and recommends areas of future research in this vein.
2 Preliminaries

Throughout this work, we use the standard notation found in [31]. The domain of a function \( f \) is denoted by \( \text{dom} \ f \). The transpose of a matrix \( A \) is denoted by \( A^\top \). We work in finite-dimensional space \( \mathbb{R}^n \) with inner product \( x^\top y = \sum_{i=1}^n x_iy_i \) and induced norm \( \|x\| = \sqrt{x^\top x} \). The identity matrix in \( \mathbb{R}^{n \times n} \) is denoted by \( \text{Id}_n \). We use \( e^i \in \mathbb{R}^n \) for \( i \in \{1, 2, \ldots, n\} \) to denote the standard unit basis vectors in \( \mathbb{R}^n \), i.e. the \( i \)th column of \( \text{Id}_n \). The zero vector in \( \mathbb{R}^n \) is denoted \( \mathbf{0} \) and the zero matrix in \( \mathbb{R}^{n \times n} \) is denoted \( \mathbf{0}_{n \times n} \). The entry in the \( i \)th row and \( j \)th column of a matrix \( A \) is denoted \( A_{i,j} \). Given a matrix \( A \in \mathbb{R}^{n \times m} \), we use the induced matrix norm

\[
\|A\| = \|A\|_2 = \max\{\|Ax\|_2 : \|x\|_2 = 1\}
\]

and the Frobenius norm

\[
\|A\|_F = \left( \sum_{i=1}^n \sum_{j=1}^m A_{i,j}^2 \right)^{1/2}.
\]

We denote by \( B(x^0, \Delta) \) the open ball centred about \( x^0 \) with radius \( \Delta \). We define a quadratic function \( Q: \mathbb{R}^n \to \mathbb{R} \) to be a function of the form \( Q(x) = \alpha_0 + \alpha^\top x + \frac{1}{2}x^\top Hx \) where \( \alpha_0 \in \mathbb{R}, \alpha \in \mathbb{R}^n \) and \( H = H^\top \in \mathbb{R}^{n \times n} \). An affine function \( L: \mathbb{R}^n \to \mathbb{R} \) is defined as any function that can be written in the form \( L(x) = \alpha^\top x + \alpha_0 \) where \( \alpha \in \mathbb{R}^n \) and \( \alpha_0 \in \mathbb{R} \). Therefore, affine functions and constant functions \( C(x) = \alpha_0 \) are also considered quadratic functions.

Next, we introduce fundamental definitions and notation that will be used throughout this paper.

**Definition 2.1** (Poised for quadratic interpolation). [3, Definition 9.8] The set of distinct points \( \mathcal{Y} = \{y^0, y^1, \ldots, y^m\} \subset \mathbb{R}^n \) with \( m = \frac{1}{2}(n+1)(n+2) - 1 \) is poised for quadratic interpolation if the system

\[
\alpha_0 + \alpha^\top y^i + \frac{1}{2}(y^i)^\top H y^i = 0, \quad i \in \{0, 1, \ldots, m\},
\]

has a unique solution for \( \alpha_0 \in \mathbb{R}, \alpha \in \mathbb{R}^n \), and \( H = H^\top \in \mathbb{R}^{n \times n} \).

**Definition 2.2** (Quadratic interpolation function). [3, Definition 9.9] Let \( f: \text{dom} \ f \subset \mathbb{R}^n \to \mathbb{R} \) and let \( \mathcal{Y} = \{y^0, y^1, \ldots, y^m\} \subset \text{dom} \ f \) with \( m = \frac{1}{2}(n+1)(n+2) - 1 \) be poised for quadratic interpolation. Then the quadratic interpolation function of \( f \) over \( \mathcal{Y} \) is

\[
Q_f(\mathcal{Y})(x) = \alpha_0 + \alpha^\top x + \frac{1}{2}x^\top Hx,
\]

where \((\alpha_0, \alpha, H = H^\top)\) is the unique solution to

\[
\alpha_0 + \alpha^\top y^i + \frac{1}{2}(y^i)^\top H y^i = f(y^i), \quad i \in \{0, 1, \ldots, m\}.
\]
In the next definition, we introduce key notation used in the construction of the nested-set Hessian. Within, we write a set of vectors in matrix form, by which we mean that each column of the matrix is a vector in the set.

**Definition 2.3** (Hessian notation). Let \( f : \text{dom} \ f \subseteq \mathbb{R}^n \to \mathbb{R} \) and let \( x^0 \in \text{dom} \ f \) be the point of interest. Let

\[
S = \begin{bmatrix} s^1 & s^2 & \cdots & s^m \end{bmatrix} \in \mathbb{R}^{n \times m} \quad \text{and} \quad T = \begin{bmatrix} t^1 & t^2 & \cdots & t^k \end{bmatrix} \in \mathbb{R}^{n \times k}
\]

be two sets of directions contained in \( \mathbb{R}^n \), written in matrix form such that \( x^0 + s^i, x^0 + t^j, x^0 + s^i + t^j \in \text{dom} \ f \) for all \( i \in \{1, 2, \ldots, m\} \) and for all \( j \in \{1, 2, \ldots, k\} \). Define

\[
\Delta_S = \max_{i \in \{1, \ldots, m\}} \| s^i \|, \quad \Delta_T = \max_{j \in \{1, \ldots, k\}} \| t^j \|,
\]

and

\[
\delta_f (x^0, T) = \begin{bmatrix} f(x^0 + t^1) - f(x^0) \\ f(x^0 + t^2) - f(x^0) \\ \vdots \\ f(x^0 + t^k) - f(x^0) \end{bmatrix} \in \mathbb{R}^k.
\]

Recall that for nonsquare matrices, a generalization of the matrix inverse is the pseudoinverse. The most well-known type of matrix pseudoinverse is the Moore–Penrose pseudoinverse.

**Definition 2.4** (Moore–Penrose pseudoinverse). Let \( A \in \mathbb{R}^{n \times m} \). The Moore–Penrose pseudoinverse of \( A \), denoted by \( A^\dagger \), is the unique matrix in \( \mathbb{R}^{m \times n} \) that satisfies the following four equations:

\[
AA^\dagger A = A, \\
A^\dagger AA^\dagger = A^\dagger, \\
(AA^\dagger)^\top = AA^\dagger, \\
(A^\dagger A)^\top = A^\dagger A.
\]

Note that given \( A \in \mathbb{R}^{n \times m} \), there exists a unique Moore–Penrose pseudoinverse \( A^\dagger \in \mathbb{R}^{m \times n} \). The following two properties hold.

(i) If \( A \) has full column rank \( m \), then \( A^\dagger \) is a left-inverse of \( A \), that is \( A^\dagger A = \text{Id}_m \). In this case, \( A^\dagger = (A^\top A)^{-1} A^\top \).

(ii) If \( A \) has full row rank \( n \), then \( A^\dagger \) is a right-inverse of \( A \), that is \( AA^\dagger = \text{Id}_n \). In this case, \( A^\dagger = A^\top (AA^\top)^{-1} \).
Before introducing the nested-set Hessian, it is valuable to recall the definition of the generalized simplex gradient and its corresponding error bound.

**Definition 2.5** (Generalized simplex gradient). [19, Definition 2] Let \( f : \text{dom} \, f \subseteq \mathbb{R}^n \to \mathbb{R} \). Let \( x^0 \in \text{dom} \, f \) be the point of interest. Let \( T = [t_1^T \; t_2^T \; \ldots \; t_k^T] \in \mathbb{R}^{n \times k} \) with \( x^0 + t^j \in \text{dom} \, f \) for all \( j \in \{1, 2, \ldots, k\} \). The generalized simplex gradient of \( f \) at \( x^0 \) over \( T \) is denoted by \( \nabla_s f(x^0; T) \) and defined by
\[
\nabla_s f(x^0; T) = (T^T)^\dagger \delta_f(x^0; T).
\]

The Moore–Penrose pseudoinverse allows for \( T \) to contain any number of columns, instead of being restricted to \( k = n \). When \( T \) is in \( \mathbb{R}^{n \times n} \) and rank \( T = n \), then the Moore–Penrose pseudoinverse of \( S^T \) is just the inverse of \( S^T \) and we recover the definition of the simplex gradient [3, Definition 9.5].

**Proposition 2.6** (Error bound for generalized simplex gradient). [19, Proposition 3] Let \( T = [t_1^T \; t_2^T \; \ldots \; t_k^T] \in \mathbb{R}^{n \times k} \) have full row rank. Let \( f : \text{dom} \, f \subseteq \mathbb{R}^n \to \mathbb{R} \) be \( C^2 \) on \( B(x^0; \Delta) \) where \( x^0 \in \text{dom} \, f \) is the point of interest and \( \Delta > \Delta_T \). Assume \( x^0 + t^j \in \text{dom} \, f \) for all \( j \in \{1, 2, \ldots, k\} \). Denote by \( L_{\nabla f} \) the Lipschitz constant of \( \nabla f \) on \( B(x^0, \Delta) \). Then
\[
\| \nabla_s f(x^0; T) - \nabla f(x^0) \| \leq \frac{\sqrt{k}}{2} L_{\nabla f} \ell \| (T^T)^\dagger \| \Delta_T, \tag{2}
\]
where \( \ell = T/\Delta_T \).

The error bound presented in Proposition 2.6 requires \( T \) to have full row rank, and therefore covers the determined (\( k = n \)) and overdetermined (\( k > n \)) cases. The underdetermined case (\( k < n \) and rank \( T = k \)) has also been studied [30], but is not used in this paper.

We now introduce the key definition for this paper, the nested-set Hessian. It requires two finite sets of directions \( S \) and \( T \), and a point of interest, i.e., the point where the Hessian is approximated. Similar to the generalized simplex gradient, it involves the Moore–Penrose pseudoinverse of \( S \) and a difference matrix. In this case, the difference matrix consists of the difference between generalized simplex gradients.

**Definition 2.7** (Nested-set Hessian). Let \( f : \text{dom} \, f \subseteq \mathbb{R}^n \to \mathbb{R} \) and let \( x^0 \in \text{dom} \, f \) be the point of interest. Let \( S = [s_1^T \; s_2^T \; \ldots \; s_m^T] \in \mathbb{R}^{n \times m} \) and \( T = [t_1^T \; t_2^T \; \ldots \; t_k^T] \in \mathbb{R}^{n \times k} \) with \( x^0 + s^i, x^0 + t^j, x^0 + s^i + t^j \in \text{dom} \, f \) for all \( i \in \{1, 2, \ldots, m\} \) and for all \( j \in \{1, 2, \ldots, k\} \). The nested-set Hessian of \( f \) at \( x^0 \) over \( S \) and \( T \) is denoted by \( \nabla^2_s f(x^0; S, T) \) and defined by
\[
\nabla^2_s f(x^0; S, T) = (S^T)^\dagger \delta_{\nabla_s f}(x^0; S, T),
\]
where
\[
\delta_{\nabla_s f}(x^0; S, T) = \begin{bmatrix}
(\nabla_s f(x^0 + s^1; T) - \nabla_s f(x^0; T))^T \\
(\nabla_s f(x^0 + s^2; T) - \nabla_s f(x^0; T))^T \\
\vdots \\
(\nabla_s f(x^0 + s^m; T) - \nabla_s f(x^0; T))^T
\end{bmatrix} \in \mathbb{R}^{m \times n}.
\]
Next we recall the definition of order-N Hessian accuracy, as it is used in this article several times to describe the quality of the Hessian approximation techniques developed.

**Definition 2.8** (Order-N Hessian accuracy). Given $f \in C^2$, $x^0 \in \text{dom } f$ and $\Delta > 0$, we say that $\{\tilde{f}_\Delta \}_{\Delta \in (0, \Delta]}$ is a class of models of $f$ at $x^0$ parameterized by $\Delta$ that provides order-N Hessian accuracy at $x^0$ if there exists a scalar $\kappa(x^0)$ such that, given any $\Delta \in (0, \Delta]$, the model $\tilde{f}_\Delta$ satisfies

$$\|\nabla^2 f(x^0) - \nabla^2 \tilde{f}_\Delta(x^0)\| \leq \kappa(x^0)\Delta^N.$$ 

**Definition 2.9.** The set of all distinct points utilized in the computation of $\nabla^2_s f(x^0; S, T)$ is said to be the set for nested-set Hessian computation (NSHC) and is denoted $S(x^0; S, T)$.

Note that $S(x^0; S, T)$ contains at most $(m + 1)k$ distinct points, but can contain fewer points if some of them overlap.

From Definition 2.7, we see that the only condition for $\nabla^2_s f(x^0; S, T)$ to be well-defined is that all the points used in the computation of the matrix $\delta \nabla_s f(x^0; S, T)$ are in $\text{dom } f$. In the next section, we investigate the possibility of choosing $S$ and $T$ so that $S(x^0; S, T)$ contains a minimal number of points, while providing a good approximation of the Hessian. Reducing the number of distinct points in $S(x^0; S, T)$ is extremely valuable, as it will decrease the number of distinct function evaluations necessary to compute $\nabla^2_s f(x^0; S, T)$.

## 3 Minimal poised set for NSHC and quadratic interpolation

In this section, we show that if the sets $S$ and $T$ have a specific structure, then the number of distinct function evaluations necessary to compute the nested-set Hessian is $(n + 1)(n + 2)/2$, i.e., $S(x^0; S, T)$ contains exactly $(n + 1)(n + 2)/2$ distinct points. We then explore some results that occur when such a structure is used. We begin with the definition of minimal poised set for NSHC.

**Definition 3.1** (Minimal poised set for NSHC). Let $x^0 \in \mathbb{R}^n$ be the point of interest. Let $S = [s^1 \ s^2 \ \cdots \ s^n] \in \mathbb{R}^{n \times n}$ and $T = [t^1 \ t^2 \ \cdots \ t^n] \in \mathbb{R}^{n \times n}$. We say that $S(x^0; S, T)$ is a minimal poised set for NSHC at $x^0$ if and only if $S$ and $T$ are full rank and $S(x^0; S, T)$ contains exactly $(n + 1)(n + 2)/2$ distinct points.

This definition requires $S$ and $T$ to have exactly $n$ columns and be full rank. This implies that $S$ and $T$ are the minimal size to ensure that Proposition 2.6 applies to the simplex gradients constructed in NSHC. In Section 4, we shall see that the nested-set Hessian computed over a minimal poised set also satisfies the assumptions of the error bound in Theorem 4.1. We next show that it is possible to create a minimal poised set for NSHC.

**Proposition 3.2.** Let $x^0$ be the point of interest. Let $S = [s^1 \ s^2 \ \cdots \ s^n] \in \mathbb{R}^{n \times n}$. Define the set $U_k$ for each index $k \in \{0, 1, \ldots, n\}$ as

$$U_0 = S$$
and

\[ U_k = [s^1 - s^k, s^2 - s^k, \ldots, s^{k-1} - s^k, -s^k, s^{k+1} - s^k, \ldots, s^n - s^k] \in \mathbb{R}^{n \times n}, k \neq 0. \]

Then for each \( k \), \( |S(x^0; S, U_k)| \leq (n + 1)(n + 2)/2 \). Moreover, if \( S \) has full rank, then \( |S(x^0; S, U_k)| = (n + 1)(n + 2)/2 \).

**Proof.** Without loss of generality, let \( x^0 = 0 \). First, suppose \( k \in \{1, 2, \ldots, n\} \). For arbitrary function \( f \), consider the matrix \( \delta_{\nabla, f}(x^0, S, U_k) \). The computation of \( \nabla_s f(x^0; U_k) \) evaluates \( f \) at the points

\[ \{0, (s^1 - s^k), \ldots, (s^{k-1} - s^k), -s^k, (s^{k+1} - s^k), \ldots, (s^n - s^k)\} \]

For \( i \neq k \), the computation of \( \nabla_s f(x^0 + s^i; U_k) \) evaluates \( f \) at the points

\[ \{s^i, s^i + (s^1 - s^k), \ldots, s^i + (s^{k-1} - s^k), s^i - s^k, s^i + (s^{k+1} - s^k), \ldots, s^i + (s^n - s^k)\} \]

The computation of \( \nabla_s f(x^0 + s^k; U_k) \) evaluates \( f \) at the points

\[ \{s^k, s^k + (s^1 - s^k), \ldots, s^k + (s^{k-1} - s^k), s^k - s^k, s^k + (s^{k+1} - s^k), \ldots, s^k + (s^n - s^k)\} \]

Thus, \( f \) is evaluated at the points

\[ \left( \{0\} \cup \{-s^k\} \cup \{s^i - s^k\}_{i \neq k} \right) \cup \left( \{s^i\} \cup \{s^i - s^k\} \cup \{s^i + s^j - s^k\}_{j \neq k} \right) \cup \left( \{0\} \cup S \right) \]

This is at most \( 1 + n + 1 + (n - 1) + (n)(n - 1)/2 = (n + 1)(n + 2)/2 \) points.

Now, suppose \( k = 0 \). Using a similar process to the above, we find that \( f \) is evaluated at the points

\[ \left( \{0\} \cup \{s^i\}_{i=1}^n \right) \cup \left( \{2s^i\}_{i=1}^n \cup \{s^i + s^j\}_{i \neq j} \right). \]

This is at most \( (n + 1)(n + 2)/2 \) points.

Finally, if \( S \) is full rank, then the four sets in (3) and the four sets in (4) are disjoint, so we have exactly \( (n + 1)(n + 2)/2 \) function evaluations. \( \square \)

Using \( S = \text{Id}_n \) in Proposition 3.2, we can create \( n + 1 \) canonical minimal poised sets for NSHC.

**Definition 3.3** (\( k^{\text{th}} \)-canonical minimal poised set for NSHC). Let \( x^0 \in \mathbb{R}^n \) be the point of interest. Let \( S = \text{Id}_n \). Fix \( k \in \{0, 1, \ldots, n\} \). Let

\[ E_0 = \text{Id}_n \]
and

\[ E_k = [e^1 - e^k \ e^2 - e^k \ \cdots \ e^{k-1} - e^k \ -e^k \ e^{k+1} - e^k \ \cdots \ e^n - e^k], k \neq 0. \]

Then \( S(x^0; \text{Id}_n, E_k) \) is called the \( k \)th-canonical minimal poised set for NSHC at \( x^0 \).

From Proposition 3.2 and the fact that any matrix \( E_k \) is full rank in Definition 3.3, the \( k \)th-canonical minimal poised set for NSHC is indeed a minimal poised set for NSHC. Henceforth, we use the notation \( M(x^0; S, U_k) \) to denote a minimal poised set for NSHC at \( x^0 \) that takes the form constructed in Proposition 3.2.

Note that the order of the directions in \( S \) and \( T \) are arbitrary. Thus, it is immediately clear that if \( S(x^0; S, T) \) is a minimal poised set for NSHC and \( P_1, P_2 \in \mathbb{R}^{n \times n} \) are permutation matrices, then \( S(x^0; SP_1, TP_2) \) is also a minimal poised set for NSHC at \( x^0 \). The next proposition expands this idea and demonstrates how to construct minimal poised sets for NSHC.

**Proposition 3.4.** Let \( x^0 \in \mathbb{R}^n \) be the point of interest. Let \( S, T \in \mathbb{R}^{n \times n} \). Let \( N \in \mathbb{R}^{n \times n} \) be an invertible matrix and \( P_1, P_2 \in \mathbb{R}^{n \times n} \) be permutation matrices. Define \( \overline{S} = NSP_1 \) and \( \overline{T} = NTP_2 \). Then \( S(x^0; S, T) \) is a minimal poised set for NSHC at \( x^0 \) if and only if \( S(x^0; \overline{S}, \overline{T}) \) is a minimal poised set for NSHC at \( x^0 \).

**Proof.** The proof follows trivially from properties of matrices.

It follows that \( S(x^0; S, T) \) is a minimal poised set for NSHC at \( x^0 \) if and only if the set \( S(x^0; \beta SP_1, \beta TP_2) \) is a minimal poised set for NSHC at \( x^0 \), where \( \beta \) is a nonzero scalar and \( P_1, P_2 \) are permutation matrices.

**Example 3.5.** Let \( x^0 = (0, 0) \). The 2nd-canonical minimal poised set for NSHC in \( \mathbb{R}^2 \) contains the points \((0, -1), (0, 0), (1, -1), (1, 0) \) and \((2, -1)\). In this case, \( S = \{e^1, e^2\} \) and \( T = \{(e^1 - e^2), -e^2\} \). Figure 1 illustrates this set.

![Figure 1: The 2nd-canonical minimal poised set for NSHC at \( x^0 \) in \( \mathbb{R}^2 \).](image)
The points in \( \{(0,0)\} \cup \{(0,0)+S\} = \{0,e^1,e^2\} \) are represented with solid black borders. These are the base points where simplex gradients will be computed. The lines represent the vectors corresponding to \( T \) emanate from \( \{(0,0)\} \cup \{(0,0)+S\} \). The points in \( (\{(0,0)\} \cup \{(0,0)+S\}) + T \) are represented with cyan cores. These are the points used to construct the simplex gradients. Notice the points \((0,0)\) and \((1,0)\) have both black borders and cyan cores. These are the common points that allow the number of function evaluations to be reduced to \((n+1)(n+2)/2 = 6\).

We next demonstrate that every minimal poised set for NSHC of the form \( M(x^0;S,U_k) \) is poised for quadratic interpolation. We then show that the converse is not true; it is possible to construct a set that is poised for quadratic interpolation, but does not take the form of \( M(x^0;S,U_k) \).

**Proposition 3.6.** Let \( S \in \mathbb{R}^{n \times n} \). Select \( k \in \{0,1,\ldots,n\} \) and define \( U_k \) as in Proposition 3.2. Then \( M(x^0;S,U_k) \) is poised for quadratic interpolation.

**Proof.** Noting that \( M(x^0;S,U_k) \) is poised for quadratic interpolation if and only if the set \( M(x^0;S,U_k) - x^0 \) is poised for quadratic interpolation, we assume without loss of generality that \( x^0 = 0 \).

**Case I:** \( k \in \{1,2,\ldots,n\} \). Without loss of generality, by Proposition 3.4, assume that \( k = n \). The points contained in \( M(x^0;S,U_n) \) are

\[
\{0\} \cup S \cup \{-s^k\} \cup \{s^i - s^k\}_{i \neq k} \cup \{\{s^i + s^j - s^n\}_{i=1 \atop j>i}^n\}.
\]

We show that using this set, the only solution to (1) is the trivial solution. Considering the point 0, we obtain

\[
\alpha_0 = 0. \tag{5}
\]

Considering the points \( s^i \) for \( i \in \{1,2,\ldots,n\} \) and noting that for all \( i \in \{1,2,\ldots,n\} \), \( s^i = Se^i \), we obtain

\[
\overline{\alpha}^\top e^i + \frac{1}{2}(e^i)^\top \hat{H}e^i = 0, \tag{6}
\]

where \( \overline{\alpha}^\top = \alpha^\top S \) and \( \hat{H} = S^\top HS \). Note that \( \hat{H} \) is symmetric. Considering the points \( s^i - s^n \) for \( i \in \{1,2,\ldots,n-1\} \), we obtain

\[
\overline{\alpha}^\top e^i - \overline{\alpha}^\top e^n - (e^i)^\top \hat{H}e^n + \frac{1}{2}(e^i)^\top \hat{H}e^i + \frac{1}{2}(e^n)^\top \hat{H}e^n = 0.
\]

Using (6), this simplifies to

\[
-\overline{\alpha}^\top e^n - (e^i)^\top \hat{H}e^n + \frac{1}{2}(e^n)^\top \hat{H}e^n = 0. \tag{7}
\]
Considering the point \(-s^n\), we find
\[-\alpha^\top e^n + \frac{1}{2}(e^n)^\top \hat{H} e^n = 0,\] (8)
which reduces (7) to
\[-(e^i)^\top \hat{H} e^n = 0 \quad \text{for} \quad i \in \{1, 2, \ldots, n - 1\}.\] (9)
Thus, \((e^i)^\top \hat{H} e^n = \hat{H}_{i,n} = \hat{H}_{n,i} = 0\) for all \(i \in \{1, 2, \ldots, n - 1\}\). Combining (6) at \(i = n\) and (3) multiplied by \(-1\), we get
\[\alpha^\top e^n + \frac{1}{2}(e^n)^\top \hat{H} e^n = 0 = \hat{H}_{n,n},\] (10)
which implies that \((e^n)^\top \hat{H} e^n = \hat{H}_{n,n} = 0\). Considering the points \(2s^i - s^n\) for \(i \in \{1, 2, \ldots, n - 1\}\), we get
\[2\alpha^\top e^i - \alpha^\top e^n + 2(e^i)^\top \hat{H} e^i + \frac{1}{2}(e^n)^\top \hat{H} e^n = 0.\]
Using (8), this simplifies to
\[2\alpha^\top e^i + 2(e^i)^\top \hat{H} e^i = 0.\]
By multiplying (6) by 2 and substituting in the above equation, we get \((e^i)^\top \hat{H} e^i = \hat{H}_{i,i} = 0\) for all \(i \in \{1, 2, \ldots, n - 1\}\). This now implies \(\alpha_i = \alpha^\top e^i = 0\) for all \(i \in \{1, 2, \ldots, n\}\), i.e., \(\alpha = 0\). Lastly, consider the points \(s^i + s^j - s^n\) for \(i \neq j, i, j \in \{1, 2, \ldots, n - 1\}\). Since \(\hat{H}_{i,i} = 0\) for \(i \in \{1, 2, \ldots, n\}\), \(\hat{H}_{i,n} = \hat{H}_{n,i} = 0\), for \(i \in \{1, 2, \ldots, n - 1\}\) and \(\alpha = 0\), we obtain
\[(e^i)^\top \hat{H} e^j = 0.\] (11)
Thus \(\hat{H} = 0_{n \times n}\). Therefore, the only solution to (11) is the trivial solution.

Case II: \(k = 0\). The proof for this is analogous.

Next, we provide an example that serves to show that a set of \((n + 1)(n + 2)/2\) distinct points in \(\mathbb{R}^n\) that is poised for quadratic interpolation is not necessarily a minimal poised set for NSHC.

**Example 3.7.** Let \(x^0 = [0 \ 0]^\top\) be the point of interest. Consider \(\mathcal{X} = \{x^0, e^1, e^2, -e^1, -e^2, \ -e^1 - e^2\}\). Then \(\mathcal{X}\) is poised for quadratic interpolation, but cannot be expressed as a minimal poised set for NSHC at \(x^0\).

**Proof.** Using a similar approach as in Proposition 3.6 one can verify that \(\mathcal{X}\) is poised for quadratic interpolation. Now we show that \(\mathcal{X}\) is not a minimal poised set for NSHC at \(x^0\).
using brute force. We need to build $S = \{s^1, s^2\}$ such that the matrix corresponding to $S$ is full rank and $x^0 + S \subseteq \mathcal{X}$. Hence, the possible choices for $S$ are

$$S \in \{\{e^1, e^2\}, \{e^1, -e^2\}, \{e^1, -e^1 - e^2\}, \{-e^1, e^2\},$$

$$\{-e^1 - e^2, e^2\}, \{-e^1, -e^2\}, \{-e^1, -e^1 - e^2\}, \{-e^1 - e^2, -e^2\}\}. \quad (12)$$

**Case I:** $S = \{e^1, e^2\}$. In this case, we need to build $T = \{t^1, t^2\}$ such that the matrix corresponding to $T$ is full rank and

$$\{t^1, e^1 + t^1, e^2 + t^1, t^2, e^1 + t^2, e^2 + t^2\} = \mathcal{X}.$$ 

We see that the only possible choice of $t^1$ such that $\{t^1, e^1 + t^1, e^2 + t^1\} \subseteq \mathcal{X}$ is $t^1 = -e^1 - e^2$ (note $t^1 \neq 0$ as we require full rank). However, the only possible choice of $t^2$ such that $\{t^2, e^1 + t^2, e^2 + t^2\} \subseteq \mathcal{X}$ is $t^2 = -e^1 - e^2$. As full rank implies $t^1$ cannot equal $t^2$, we see $S = \{e^1, e^2\}$ cannot provide the desired properties.

**Cases II through VIII:** The other options for $S$ can be eliminated analogously. Therefore, $\mathcal{X}$ cannot be expressed as a minimal poised set for NSHC at $x^0$.

Figure 2 shows all possible directions connecting two points in the set $\mathcal{X}$ from Example 3.7. If $\mathcal{X}$ were a minimal poised set for NSHC at $x^0 = 0$, then it would be possible to choose two directions (lines in blue) emerging from $x^0$ that connect to other points in $\mathcal{Y}$ and these same two directions would be emerging from two other points.

Figure 2: A set that is poised for QI but not a minimal poised set for NSHC at $x^0$.

We conclude this section by providing formulae to obtain all the values of the coefficients involved in the quadratic interpolation function of $f$ over a minimal poised set for NSHC of the form $\mathcal{M}(x^0; S, U_k)$, which we denote by $Q_f(x^0; S, U_k)(x)$. We will see in Section 5 that it is valuable to build $Q_f(x^0; S, U_k)(x)$, as it allows for a significant gain in accuracy when defining calculus rules for an approximation of the Hessian.

**Proposition 3.8.** Let $f : \text{dom} \, f \subseteq \mathbb{R}^n \rightarrow \mathbb{R}$. Let $\mathcal{M}(x^0; S, U_k) \subset \text{dom} \, f$ be a minimal poised set for NSHC at $x^0$ as constructed in Proposition 3.7. If $k \in \{1, 2, \ldots, n\}$, then the Hessian
where the entries of the symmetric matrix \( \mathbf{H} \in \mathbb{R}^{n \times n} \) are

\[
\hat{H}_{i,k} = -f(x^0 + s^i - s^k) + f(x^0 + s^i) + f(x^0 - s^k) - f(x^0), \quad i \in \{1, 2, \ldots, n\} \setminus \{k\},
\]

\[
\hat{H}_{i,i} = f(x^0 + 2s^i - s^k) - 2f(x^0 + s^i - s^k) + f(x^0 - s^k), \quad i \in \{1, 2, \ldots, n\} \setminus \{k\},
\]

\[
\hat{H}_{k,k} = f(x^0 + s^k) + f(x^0 - s^k) - 2f(x^0),
\]

\[
\hat{H}_{i,j} = f(x^0 + s^i + s^j - s^k) - f(x^0 + s^i - s^k) - f(x^0 + s^j - s^k) + f(x^0 - s^k),
\]

for all \( i, j \in \{1, 2, \ldots, n\} \setminus \{k\}, i \neq j \). If \( k = 0 \), then

\[
\hat{H}_{i,i} = f(x^0 + 2s^i) - 2f(x^0 + s^i) + f(x^0), \quad i \in \{1, 2, \ldots, n\},
\]

\[
\hat{H}_{i,j} = f(x^0 + s^i + s^j) - f(x^0 + s^i) - f(x^0 + s^j) + f(x^0), \quad i, j \in \{1, 2, \ldots, n\}, i \neq j.
\]

For all \( k \in \{0, 1, \ldots, n\} \), the vector \( \alpha \) associated to \( Q_f(x^0; S, U_k)(x) \) is given by \( \alpha = \mathbf{H} \mathbf{x} \), where the entries of \( \mathbf{x} \in \mathbb{R}^n \) are

\[
\alpha_i = f(x^0 + s^i) - f(x^0) - \frac{1}{2}\hat{H}_{i,i} - (x^0)^\top \mathbf{H} s^i, \quad i \in \{1, 2, \ldots, n\}.
\]

The scalar \( \alpha_0 \) of \( Q_f(x^0; S, U_k)(x) \) is

\[
\alpha_0 = f(x^0) - \alpha^\top x^0 - \frac{1}{2}(x^0)^\top \mathbf{H} x^0.
\]

**Proof.** The result is obtained by using Definition 2.2. Let

\[
Q_f(x^0; S, U_k)(x) = \alpha_0 + \alpha^\top x + \frac{1}{2} x^\top \mathbf{H} x,
\]

where \( \alpha_0 \in \mathbb{R}, \alpha \in \mathbb{R}^n \) and \( \mathbf{H} = \mathbf{H}^\top \in \mathbb{R}^{n \times n} \). Suppose \( k \in \{1, 2, \ldots, n\} \). Evaluating \( Q_f(x^0; S, U_k)(x) \) at \( x^0 \), we obtain

\[
\alpha_0 + \alpha^\top x^0 + \frac{1}{2}(x^0)^\top \mathbf{H} x^0 = f(x^0). \quad (13)
\]

Evaluating \( Q_f(x^0; S, U_k)(x) \) at \( x^0 + s^i \) and using (13), we obtain

\[
f(x^0) + \alpha^\top s^i + (x^0)^\top \mathbf{H} e^i + \frac{1}{2}\hat{H}_{i,i} = f(x^0 + s^i), \quad i \in \{1, \ldots, n\},
\]

where \( \alpha^\top = \alpha^\top S, \mathbf{H} = \mathbf{H} S \) and \( \hat{H} = S^\top \mathbf{H} S \). Evaluating \( Q_f(x^0; S, U_k)(x) \) at \( x^0 + s^i - s^k \) and using (13) and (14), we obtain

\[
f(x^0 + s^i) - \alpha^\top s^k - (x^0)^\top \mathbf{H} e^k - \hat{H}_{i,k} + \frac{1}{2}\hat{H}_{k,k} = f(x^0 + s^i - s^k), i \in \{1, \ldots, n\} \setminus \{k\}. \quad (15)
\]
Evaluating $Q_f(x^0; S, U_k)(x)$ at $x^0 - s^k$ and using (13), we find
\[ -\alpha^T e^k - (x^0)^T \hat{H} e^k + \frac{1}{2} \hat{H}_{k,k} = f(x^0 - s^k) - f(x^0). \] (16)

Substituting (16) into (15), we obtain
\[ \hat{H}_{i,k} = \hat{H}_{k,i} = -f(x^0 + s^i - s^k) + f(x^0 + s^i) + f(x^0 - s^k) - f(x^0), i \in \{1, \ldots, n\} \setminus \{k\}. \] (17)

Evaluating $Q_f(x^0; S, U_k)(x)$ at $x^0 + 2s^i - s^k$ and using (13), (14) and (16), we find
\[ 2f(x^0 + s^i) - 2f(x^0) + f(x^0 - s^k) + \hat{H}_{i,i} - 2\hat{H}_{i,k} = f(x^0 + 2s^i - s^k), i \in \{1, \ldots, n\} \setminus \{k\}. \] (18)

Substituting (17) in (18), we find
\[ \hat{H}_{i,i} = f(x^0 + 2s^i - s^k) + f(x^0 - s^k) - 2f(x^0 + s^i - s^k), i \in \{1, 2, \ldots, n\} \setminus \{k\}. \]

Evaluating $Q_f(x^0; S, U_k)(x)$ at $x^0 + s^i + s^j - s^k$ and using (13), (14) and (16), we find
\[ \hat{H}_{i,j} = \hat{H}_{j,i} = f(x^0 + s^i + s^j - s^k) - f(x^0 + s^i - s^k) - f(x^0 + s^j - s^k) + f(x^0 - s^k), \]
for $i, j \in \{1, 2, \ldots, n\} \setminus \{k\}, i \neq j$. Rearranging (16), we get
\[ \frac{1}{2} \hat{H}_{k,k} - f(x^0 - s^k) + f(x^0) = \alpha^T e^k + (x^0)^T \hat{H} e^k. \] (19)

Substituting (19) into (14) for $i = k$, we obtain
\[ \hat{H}_{k,k} = f(x^0 + s^k) + f(x^0 - s^k) - 2f(x^0). \]

The entries of the vector $\alpha$ are found by isolating $\alpha^T e^i$ in (14). We obtain
\[ \alpha_i = f(x^0 + s^i) - f(x^0) - \frac{1}{2} \hat{H}_{i,i} - (x^0)^T H s^i, \quad i \in \{1, 2, \ldots, n\} \]
where $\alpha_i = S^{-T} \alpha_i$. Lastly, the scalar $\alpha_0$ is obtained from (13). We find
\[ \alpha_0 = f(x^0) - \alpha^T x^0 - \frac{1}{2} (x^0)^T H x^0. \]

If $k = 0$, a similar process can be applied to obtain $H, \alpha$ and $\alpha_0$.

It is worth emphasizing that $Q_f(x^0; S, U_k)(x)$ can be obtained for free in terms of function evaluations whenever $\nabla^2_2 f(x^0; S, U_k)$ has already been computed. Indeed, all the coefficients of $Q_f(x^0; S, T)$ are computed using the same function evaluations used in the computation of $\nabla^2_2 f(x^0; S, U_k)$.
4 Error bound for the nested-set Hessian

In this section, an error bound is defined for the nested-set Hessian. This error bound will demonstrate that, in the language of Definition 2.8, the nested-set Hessian is an order-1 Hessian accuracy approximation technique. Thereafter, a simplified formula for the error bound is provided in the particular case where the set used to compute the nested-set Hessian is the $k^{th}$-canonical minimal poised set for NSHC at $x^0$ scaled by a nonzero scalar $\beta$.

**Proposition 4.1** (Error bound for the nested-set Hessian). Let $f : \text{dom } f \subseteq \mathbb{R}^n \rightarrow \mathbb{R}$ be $C^3$ on $B(x^0; \bar{\Delta})$ where $x^0 \in \text{dom } f$ is the point of interest and $\bar{\Delta} > 0$. Denote by $L_{\nabla^2 f}$ the Lipschitz constant of $\nabla^2 f$ on $B(x^0; \bar{\Delta})$. Let $S = [s^1 \ s^2 \ \ldots \ s^m] \in \mathbb{R}^{n \times m}$ and $T = [t^1 \ t^2 \ \ldots \ t^k] \in \mathbb{R}^{n \times k}$ be full row rank and $B(x^0 + s^i; \Delta_T) \subset B(x^0; \Delta)$ for all $i$. Then

$$\|\nabla^2 f(x^0; S, T) - \nabla^2 f(x^0)\| \leq \frac{m \sqrt{k}}{3} L_{\nabla^2 f} \left(2 \frac{\Delta_u}{\Delta_l} + 3\right) \|\hat{S}\| \|\hat{T}\| \Delta_u,$$  \hspace{1cm} (20)

where $\hat{S} = S/\Delta_S$, $\hat{T} = T/\Delta_T$, $\Delta_u = \max\{\Delta_S, \Delta_T\}$, and $\Delta_l = \min\{\Delta_S, \Delta_T\}$. Moreover, if $\Delta_u = \Delta_l$, then

$$\|\nabla^2 f(x^0; S, T) - \nabla^2 f(x^0)\| \leq \frac{5m \sqrt{k}}{3} L_{\nabla^2 f} \|\hat{S}\| \|\hat{T}\| \Delta_u.$$

**Proof.** As $S$ is full row rank, we have

$$\|\nabla^2 f(x^0; S, T) - \nabla^2 f(x^0)\| = \| (S^\top)\| \delta_{\nabla^2 f}(x^0; S, T) - (S^\top)\| S^\top \nabla^2 f(x^0)\| \leq \| (S^\top)\| \| \delta_{\nabla^2 f}(x^0; S, T) - S^\top \nabla^2 f(x^0)\| \leq \frac{1}{\Delta_S} \| (S^\top)\| \| \delta_{\nabla^2 f}(x^0; S, T) - S^\top \nabla^2 f(x^0)\|. \hspace{1cm} (21)$$

Now we find a bound for $\| \delta_{\nabla^2 f}(x^0; S, T) - S^\top \nabla^2 f(x^0)\|$. We have

$$\| \delta_{\nabla^2 f}(x^0; S, T) - S^\top \nabla^2 f(x^0)\| \leq \sum_{i=1}^{m} \| (\nabla_s f(x^0 + s^i; T) - \nabla_s f(x^0; T))^\top - (s^i)^\top \nabla^2 f(x^0)\| \leq \sum_{i=1}^{m} \| (T^\top)^\top (\delta f(x^0 + s^i; T) - \delta f(x^0; T))^\top - (s^i)^\top \nabla^2 f(x^0)\| \leq \sum_{i=1}^{m} \| (\delta f(x^0 + s^i; T) - \delta f(x^0; T))^\top T^\top - (s^i)^\top \nabla^2 f(x^0) TT^\top \| \leq \| T^\top \| \sum_{i=1}^{m} \| (\delta f(x^0 + s^i; T) - \delta f(x^0; T))^\top - (s^i)^\top \nabla^2 f(x^0)\| \leq \| T^\top \| \sum_{i=1}^{m} \left( \sum_{j=1}^{k} |f(x^0 + s^i + t^j) - f(x^0 + s^i) - f(x^0 + t^j) + f(x^0) - (s^i)^\top \nabla^2 f(x^0) t^j|^2 \right)^{\frac{1}{2}}. \hspace{1cm} (22)$$
Using Taylor’s Theorem, we know
\[
f(x^0 + s^i + t^i) = f(x^0) + \nabla f(x^0)^\top (s^i + t^i) + \frac{1}{2} (s^i + t^i)\nabla^2 f(x^0)(s^i + t^i) + R_2(x^0 + s^i + t^i),
\]
where \(R_2(x^0 + s^i + t^i)\) is the remainder term (see, for example, [?]). By Taylor’s theorem, we can also write
\[
f(x^0 + s^i) = f(x^0) + \nabla f(x^0)^\top (s^i) + \frac{1}{2} (s^i)^\top \nabla^2 f(x^0)s^i + R_2(x^0 + s^i),
\]
\[
f(x^0 + t^i) = f(x^0) + \nabla f(x^0)^\top t^i + \frac{1}{2} (t^i)^\top \nabla^2 f(x^0)t^i + R_2(x^0 + t^i).
\]

Subtracting (24) and (25) from (23), we obtain
\[
f(x^0 + s^i + t^i) - f(x^0 + s^i) - f(x^0 + t^i) = - f(x^0) + (s^i)^\top \nabla^2 f(x^0)t^i + R_2(x^0 + s^i + t^i) - R_2(x^0 + s^i) - R_2(x^0 + t^i).
\]

Rearranging and taking the norm on both sides, we get
\[
|f(x^0 + s^i + t^i) - f(x^0 + s^i) - f(x^0 + t^i) + f(x^0) - (s^i)^\top \nabla^2 f(x^0)t^i| \\
\leq \|R_2(x^0 + s^i + t^i)\| + \|R_2(x^0 + s^i)\| + \|R_2(x^0 + t^i)\| \\
\leq \frac{1}{6} L_{\nabla^2 f}s^i + t^i \|s^i\|^3 + \frac{1}{6} L_{\nabla^2 f}s^i \|t^i\|^3 \\
\leq \frac{1}{6} L_{\nabla^2 f}(\Delta_S + \Delta_T)^3 + \frac{1}{6} L_{\nabla^2 f}\Delta_S^3 + \frac{1}{6} L_{\nabla^2 f}\Delta_T^3 \\
= \frac{1}{6} L_{\nabla^2 f}((\Delta_S + \Delta_T)^3 + \Delta_S^3 + \Delta_T^3).
\]

Using (26) in (22), we get the inequality
\[
\|\delta_{\nabla, f}(x^0; S, T) - S^\top \nabla^2 f(x^0)\| \leq \|T^\top\| \frac{m\sqrt{k}}{6} L_{\nabla^2 f}((\Delta_S + \Delta_T)^3 + \Delta_S^3 + \Delta_T^3).
\]

Using (27) in (21), we now have
\[
\|\nabla^2 f(x^0; S, T) - \nabla^2 f(x^0)\| \leq \frac{m\sqrt{k}}{6} L_{\nabla^2 f} \left( \frac{\Delta_S + \Delta_T^3 + \Delta_S^3 + \Delta_T^3}{\Delta_S \Delta_T} \right) \|(\hat{S}^\top)^\top\| \|\hat{T}^\top\| \\
= \frac{m\sqrt{k}}{6} L_{\nabla^2 f} \left( \frac{4\Delta_u^2 + 6\Delta_u}{\Delta_T^2} + 3\Delta_S + 3\Delta_T \right) \|(\hat{S}^\top)^\top\| \|\hat{T}^\top\|.
\]

Applying \(\Delta_u = \max\{\Delta_S, \Delta_T\}\) and \(\Delta_l = \min\{\Delta_S, \Delta_T\}\), we get
\[
\|\nabla^2 f(x^0; S, T) - \nabla^2 f(x^0)\| \leq \frac{m\sqrt{k}}{6} L_{\nabla^2 f} \left( \frac{4\Delta_u^2 + 6\Delta_u}{\Delta_T^2} + 3\Delta_S + 3\Delta_T \right) \|(\hat{S}^\top)^\top\| \|\hat{T}^\top\| \\
= \frac{m\sqrt{k}}{3} L_{\nabla^2 f} \left( \frac{2\Delta_u}{\Delta_T^2} + 3 \right) \|(\hat{S}^\top)^\top\| \|\hat{T}^\top\| \Delta_u.
\]
Finally, in the case where \( \Delta_u = \Delta_l \), this reduces to

\[
\| \nabla_{s, f}^2 f(x^0; S, T) - \nabla^2 f(x^0) \| \leq \frac{5m\sqrt{k}}{3} L_{\nabla^2 f} \left\| (\hat{S}^\top)^{1/2} \Delta_u \right\| \Delta_s.
\]

Note that if \( \Delta_u \neq \Delta_l \), when \( \Delta_u \) tends to zero, we need \( \frac{\Delta_u}{\Delta_l} \) to be finite, so that the error bound goes to zero. One way of ensuring this is to have \( \Delta_u \) and \( \Delta_l \) decrease at the same rate. This is certainly the case when a minimal poised set for NSHC of the form \( \mathcal{M}(x^0; S, U_k) \) is considered, as \( U_k \) is built from \( S \). The next corollary provides a simplified bound when the \( k \)-th-minimal poised set for NSHC scaled by \( \beta \neq 0 \) is used to compute the nested-set Hessian.

**Corollary 4.2.** Let \( f : \text{dom} f \subseteq \mathbb{R}^n \to \mathbb{R} \) be \( C^3 \) on \( B(x^0, \bar{\Delta}) \) and denote by \( L_{\nabla^2 f} \) the Lipschitz constant of \( \nabla^2 f \) on \( B(x^0, \bar{\Delta}) \). Let \( \mathcal{M}(x^0; \beta \text{Id}, \beta E_k) \subset B(x^0, \bar{\Delta}) \) be a minimal poised set for NSHC at \( x^0 \), where \( \beta \) is a nonzero scalar. Then, for \( k = 0 \)

\[
\| \nabla_{s, f}^2 f(x^0; \beta \text{Id}, \beta E_k) - \nabla^2 f(x^0) \| \leq \frac{5}{3} n\sqrt{n} L_{\nabla^2 f} \beta.
\]

and for \( k \in \{1, 2, \ldots, n\} \)

\[
\| \nabla_{s, f}^2 f(x^0; \beta \text{Id}, \beta E_k) - \nabla^2 f(x^0) \| \leq \frac{11}{2} n^2 L_{\nabla^2 f} \beta.
\]

**Proof.** From Proposition 4.1, we know

\[
\| \nabla_{s, f}^2 f(x^0; \beta \text{Id}, \beta E_k) - \nabla^2 f(x^0) \| \leq \frac{n\sqrt{n}}{3} L_{\nabla^2 f} \left( \frac{2 \Delta_u}{\Delta_l} + 3 \right) \left\| (\beta \text{Id})^{\top} \right\| \left\| \beta E_k^{-1} \right\| \Delta_u.
\]

where \( \beta \text{Id} = \beta \text{Id} / \Delta_{\beta \text{Id}}, \beta E_k = \beta E_k / \Delta_{\beta E_k}, \Delta_u = \max \{ \Delta_{\beta \text{Id}}, \Delta_{\beta E_k} \}, \Delta_l = \min \{ \Delta_{\beta \text{Id}}, \Delta_{\beta E_k} \} \).

If \( k = 0 \), then \( \Delta_{\beta \text{Id}} = \Delta_{\beta E_0} = \beta \) and \( \left\| (\beta \text{Id})^{\top} \right\| = \left\| \beta E_0^{-1} \right\| = 1 \). The result follows trivially.

If \( k \in \{1, 2, \ldots, n\} \), then we have \( \Delta_{\beta \text{Id}} = \beta \) and \( \Delta_{\beta E_k} = \sqrt{2} \beta \). Without loss of generality, let \( k = n \). Note that

\[
\beta \text{Id} = \text{Id} \quad \text{and} \quad \beta E_n = \frac{1}{\sqrt{2}} \begin{bmatrix}
\text{Id}_{n-1} & 0_{n-1 \times 1} \\
-1_{1 \times n-1} & -1
\end{bmatrix}.
\]

Using Corollary 3.2 in [?], we get that \( \beta E_n^{-1} = 2\beta E_n \). Substituting all these specific values...
in (28), we obtain

\[ \| \nabla^2 s f(x^0; \beta \text{Id}, \beta E_k) - \nabla^2 f(x^0) \| \leq \frac{n^2}{3} L_{\nabla^2 f} \left( 2\sqrt{2} + 3 \right) \frac{\| \beta E_n^{-1} \|}{\beta} \sqrt{2} \beta \\
\leq \frac{\sqrt{2}n^2}{3} \left( 2\sqrt{2} + 3 \right) L_{\nabla^2 f} \frac{\| \beta E_n^{-1} \|}{\beta} \\
= \frac{2n^2}{3} \left( 2\sqrt{2} + 3 \right) L_{\nabla^2 f} \sqrt{2n - 1} \beta \\
< \left( \frac{8 + 6\sqrt{2}}{3} \right) n^2 L_{\nabla^2 f} \beta \\
< \frac{11}{2} n^2 L_{\nabla^2 f} \beta. \]

Note that the error bounds defined in Proposition 4.1 and Corollary 4.2 are factors of the Lipschitz constant $L_{\nabla^2 f}$. Hence, if $f$ is a quadratic function, then $L_{\nabla^2 f} = 0$ and the error bounds are equal to zero. Therefore, if the assumptions of Proposition 4.1 hold and $f$ is a quadratic function, then $\nabla^2 s f(x^0; S, T)$ is perfectly accurate.

5 The simplex calculus Hessian and the quadratic calculus Hessian

This section contains the development of two approximation techniques of the Hessian, based on the calculus rules of the true Hessian. These novel approximation techniques are named simplex calculus Hessian and quadratic calculus Hessian. A product rule, a quotient rule and a power rule of functions are advanced. The simplex calculus Hessian and quadratic calculus Hessian provide alternative techniques to approximate the Hessian whenever more than one function is involved. These approximation techniques make it possible to consider the functions involved separately, rather than considering them all as one function, as this is the case for the nested-set Hessian. Once the rules are defined, an error bound is provided for each rule. The error bounds developed show that every Hessian approximation technique in this section are order-1 Hessian accuracy approximation depending on $\Delta_u$, the maximal radius between the two sets of directions $S$ and $T$.

All results use Proposition 4.1. In addition, we use the following bounds on gradient approximation

\[
\| \nabla Q_f(x^0; S, T)(x^0) - \nabla f(x^0) \| \leq \frac{3(1 + \sqrt{2})\sqrt{p}}{2} L_{\nabla^2 f} \| \hat{Q}^{-1} \| (\Delta_S + \Delta_T)^2, \quad \text{[12, Theorem 3]} \\
\leq \frac{3(1 + \sqrt{2})\sqrt{p}}{2} L_{\nabla^2 f} \| \hat{Q}^{-1} \| (2\Delta_u)^2,
\]
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and
\[ \|\nabla_s f(x^0; T) - \nabla f(x^0)\| \leq \frac{\sqrt{k}}{2} L \nabla f \| (T^\top)^\dagger \| \Delta_T, \quad \text{[Proposition 2.6]} \]
\[ \leq \frac{\sqrt{k}}{2} L \nabla f \| (T^\top)^\dagger \| \Delta_u. \]

These inspire the definitions
\[ E_{\nabla Q_f} := 6(1 + \sqrt{2}) \sqrt{p} L \nabla^2 f \left\| \hat{Q}^{-1} \right\|, \quad E_{\nabla s f} := \frac{\sqrt{k}}{2} L \nabla f \| (T^\top)^\dagger \|, \]
and
\[ E_{\nabla^2 s f} = \frac{m \sqrt{k}}{3} L \nabla^2 f \left( 2 \frac{\Delta_u}{\Delta_l} + 3 \right) \left\| (\hat{S}^\top)^\dagger \right\| \left\| \hat{T}^\top \right\|. \]

Observe that all of the error bounds used have a factor of at least \( \Delta_u \), which allows control over the error bounds.

Before introducing the simplex calculus Hessian, Table 1 presents the calculus rules for the true Hessians of the types of functions that are of interest.

| Calculus rule | Equation |
|---------------|----------|
| Product Rule  | \( \nabla^2(fg) = (\nabla^2 f)g + \nabla f(\nabla g)^\top + \nabla g(\nabla f)^\top + (\nabla^2 g)f \) |
| Quotient Rule | \( \nabla^2 \left( \frac{f}{g} \right) = \frac{1}{g^3} \left[ g^2 (\nabla^2 f - f \nabla^2 g) + 2g \nabla g (\nabla g)^\top - g (\nabla f (\nabla g)^\top + \nabla g (\nabla f)^\top) \right] \) |
| Power Rule    | \( \nabla^2 (f^p) = pf^{p-1} \nabla^2 f + p(p-1) f^{p-2} \nabla f (\nabla f)^\top \) |

Table 1: Calculus rules for the Hessian.

We define the simplex calculus Hessians in Table 2 to be analogous to the true Hessians and use the notation \( \nabla^2_{sc}(\cdot)(x^0; S, T) \).

| Calculus rule | Equation |
|---------------|----------|
| Product Rule  | \( \nabla^2_{sc}(fg) = (\nabla^2_{sc} f)g + \nabla_{sc} f(\nabla_{sc} g)^\top + \nabla_{sc} g(\nabla_{sc} f)^\top + (\nabla^2_{sc} g)f \) |
| Quotient Rule | \( \nabla^2_{sc} \left( \frac{f}{g} \right) = \frac{1}{g^3} \left[ g^2 (\nabla^2_{sc} f - f \nabla^2_{sc} g) + 2g \nabla_{sc} g (\nabla_{sc} g)^\top - g (\nabla_{sc} f (\nabla_{sc} g)^\top + \nabla_{sc} g (\nabla_{sc} f)^\top) \right] \) |
| Power Rule    | \( \nabla^2_{sc} (f^p) = pf^{p-1} \nabla^2_{sc} f + p(p-1) f^{p-2} \nabla_{sc} f (\nabla_{sc} f)^\top \) |

Table 2: Calculus rules for the simplex calculus Hessian.

An alternative approximation technique can be defined by replacing all the generalized simplex gradients \( \nabla_s f(x^0; T) \) and \( \nabla_s g(x^0; T) \) in Table 2 by \( \nabla Q_f(x^0; S, T) \) and \( \nabla Q_g(x^0; S, T) \), respectively. This gives rise to the quadratic calculus Hessian, denoted \( \nabla^2_{qc}(\cdot)(x^0; S, T) \). Naturally, the quadratic calculus Hessian requires the construction of the quadratic interpolations, for instance \( Q_f(x^0; S, T) \) and \( Q_g(x^0; S, T) \) in the product rule. Notice that using
\( \nabla Q_f(x^0; S, T) \) and \( \nabla Q_g(x^0; S, T) \) instead of \( \nabla_s f(x^0; T) \) and \( \nabla_s g(x^0; T) \) in the formulae presented in Table 2 does not require more function evaluations. Indeed, building \( Q_f(x^0; S, T) \) reuses the same function evaluations involved in the computation of \( \nabla^2_s f(x^0; S, T) \) and similarly for \( Q_g(x^0; S, T) \). Therefore, the computational cost between these two Hessian approximation techniques in terms of function evaluations is equal. The formulae for the quadratic calculus Hessian are presented in Table 3.

| Calculus rule   | Equation                                                                 |
|-----------------|--------------------------------------------------------------------------|
| Product Rule    | \( \nabla^2_{qc}(fg) = (\nabla^2 f)g + \nabla Q_f(\nabla Q_g)^\top + \nabla Q_g(\nabla Q_f)^\top + (\nabla^2 g)f \) |
| Quotient Rule   | \( \nabla^2_{qc}(f \cdot g) = \frac{1}{x^T}[g^T(\nabla^2 f - f \nabla^2 g) + 2f\nabla Q_g(\nabla Q_g)^\top - g(\nabla Q_f(\nabla Q_g)^\top + \nabla Q_g(\nabla Q_f)^\top)] \) |
| Power Rule      | \( \nabla^2_{qc}(f^p) = pf^{p-1}\nabla^2 f + p(p-1)f^{p-2}\nabla Q_f(\nabla Q_f)^\top \) |

Table 3: Calculus rules for the quadratic calculus Hessian.

We now present error bounds for the product rule of the simplex calculus Hessian and the quadratic calculus Hessian as a proposition with full proof. We list the remaining error bounds as corollaries; the proofs of all rules follow the same method.

**Proposition 5.1** (Product Rule error bound). Let \( f, g : \mathbb{R}^n \rightarrow \mathbb{R} \) be \( C^3 \) on \( B(x^0; \Delta) \), where \( x^0 \in \text{dom } f \cap \text{dom } g \) is the point of interest. Let \( S = [s^1 \ s^2 \ \cdots \ s^m] \in \mathbb{R}^{n \times m} \) and \( T = [t^1 \ t^2 \ \cdots \ t^k] \in \mathbb{R}^{n \times k} \) be full row rank. Let \( B(x^0 + s^i; \Delta_T) \subset B(x^0; \Delta) \) for all \( i \in \{1, 2, \ldots, m\} \). Then

\[
\|\nabla^2_{qc}(fg)(x^0; S, T) - \nabla^2(fg)(x^0)\| \leq (E_{\nabla^2 f}|g(x^0)| + E_{\nabla^2 g}|f(x^0)| + 2M^u_{fg}) \Delta_u, \tag{29}
\]

where

\[
M^u_{fg} = \min \left\{ \begin{array}{l}
E_{\nabla_s f}E_{\nabla_s g}\Delta_u + E_{\nabla_s g}\|\nabla f(x^0)\| + E_{\nabla_s f}\|\nabla g(x^0)\|, \\
E_{\nabla_s f}\|\nabla_s g(x^0; T)\| + E_{\nabla_s g}\|\nabla f(x^0)\|, \\
E_{\nabla_s g}\|\nabla_s f(x^0; T)\| + E_{\nabla_s f}\|\nabla g(x^0)\|
\end{array} \right\} .
\]

Moreover, if \( S(x^0; S, T) \) is poised for quadratic interpolation, then

\[
\|\nabla^2_{qc}(fg)(x^0; S, T) - \nabla^2(fg)(x^0)\| \leq (E_{\nabla^2 f}|g(x^0)| + E_{\nabla^2 g}|f(x^0)| + 2M^q_{fg}) \Delta_u, \tag{30}
\]

where

\[
M^q_{fg} = \min \left\{ \begin{array}{l}
E_{\nabla Q_f}E_{\nabla Q_g}\Delta^2_u + E_{\nabla Q_g}\|\nabla f(x^0)\| + E_{\nabla Q_f}\|\nabla g(x^0)\|, \\
E_{\nabla Q_f}\|\nabla Q_g(x^0; S, T)(x^0)\| + E_{\nabla Q_g}\|\nabla f(x^0)\|, \\
E_{\nabla Q_g}\|\nabla Q_f(x^0; S, T)(x^0)\| + E_{\nabla Q_f}\|\nabla g(x^0)\|
\end{array} \right\} . \tag{31}
\]

**Proof.** The error bounds for both Hessian approximation techniques are obtained using an identical process. For this reason, we prove only (29) and (31). To save space in the calculations that follow, we use the shorthand \( \nabla^2 f(x^0) = \nabla^2 f \), \( \nabla^2_s f(x^0; S, T) = \nabla^2_s f \), \( \nabla Q_f(x^0; S, T)(x^0) = \nabla Q_f \) and similar, as \( x^0, S \) and \( T \) are fixed and there is no ambiguity. By using the triangle inequality of norms and substituting the product rules from Tables
and 3 into the norm on the left-hand side of (29), we see that it is bounded as follows:

\[ \| \nabla_2^2 (fg) - \nabla^2 (fg) \| \]

\[ = |g(x^0)| \nabla_2^2 f - \nabla^2 f + f(x^0) \nabla_2^2 g - \nabla^2 g + \nabla Q_f (\nabla Q_g) - \nabla f (\nabla g) + \nabla Q_g (\nabla Q_f) - \nabla g (\nabla f) | \]

\[ \leq |g(x^0)| E_{\nabla_2 f} \Delta_u + |f(x^0)| E_{\nabla_2 g} \Delta_u + \| \nabla Q_f (\nabla Q_g) - \nabla f (\nabla g) \| + \| \nabla Q_g (\nabla Q_f) - \nabla g (\nabla f) \| \]

\[ = |g(x^0)| E_{\nabla_2 f} + |f(x^0)| E_{\nabla_2 g} \Delta_u + 2 \| \nabla Q_f (\nabla Q_g) - \nabla f (\nabla g) \|. \tag{32} \]

Now we want to eliminate the term \( 2 \| \nabla Q_f (\nabla Q_g) - \nabla f (\nabla g) \| \) from (32). The first method makes use of the product \( (\nabla Q_f - \nabla f)(\nabla Q_g - \nabla g)^T \):

\[ (\nabla Q_f - \nabla f)(\nabla Q_g - \nabla g)^T = \nabla Q_f (\nabla Q_g) - \nabla f (\nabla Q_g)^T + \nabla f (\nabla g)^T \]

Hence,

\[ \| \nabla Q_f (\nabla Q_g)^T - \nabla f (\nabla g)^T \| \]

\[ = \| (\nabla Q_f - \nabla f)(\nabla Q_g - \nabla g)^T - 2 \nabla f (\nabla g)^T + \nabla f (\nabla Q_g)^T + \nabla Q_f (\nabla g)^T \| \]

\[ = \| (\nabla Q_f - \nabla f)(\nabla Q_g - \nabla g)^T + \nabla f (\nabla Q_g - \nabla g)^T + (\nabla Q_f - \nabla f)(\nabla g)^T \| \]

\[ \leq E_{\nabla Q_f} E_{\nabla Q_g} \Delta_u^4 + \| \nabla f \| E_{\nabla Q_g} \Delta_u^2 + \| \nabla g \| E_{\nabla Q_f} \Delta_u^2 \]

\[ = (E_{\nabla Q_f} E_{\nabla Q_g} \Delta_u^3 + \| \nabla f \| E_{\nabla Q_g} \Delta_u + \| \nabla g \| E_{\nabla Q_f} \Delta_u) \Delta_u. \]

Thus, the right-hand side of (32) becomes

\[ |g(x^0)| E_{\nabla_2 f} + |f(x^0)| E_{\nabla_2 g} + 2(E_{\nabla Q_f} E_{\nabla Q_g} \Delta_u^3 + \| \nabla f \| E_{\nabla Q_g} + \| \nabla g \| E_{\nabla Q_f}) \Delta_u \]

whose expression in parentheses is the first expression in (31). The second method of eliminating \( 2 \| \nabla Q_f (\nabla Q_g)^T - \nabla f (\nabla g)^T \| \) from (32) is to add and subtract \( \nabla f (\nabla Q_g)^T \) to obtain

\[ \nabla Q_f (\nabla Q_g)^T - \nabla f (\nabla g)^T = (\nabla Q_f - \nabla f)(\nabla Q_g)^T + \nabla f (\nabla Q_g - \nabla g)^T. \tag{33} \]

Substituting (33) into (32) and applying the triangle inequality yields another right-hand side of (32):

\[ |g(x^0)| E_{\nabla_2 f} + |f(x^0)| E_{\nabla_2 g} + 2(\| \nabla Q_g \| E_{\nabla Q_f} + \| \nabla f \| E_{\nabla Q_f}) \Delta_u \]

whose expression in parentheses is the second expression in (31). Finally, adding and subtracting \( \nabla Q_f (\nabla g)^T \) to (32) gives

\[ \nabla Q_f (\nabla Q_g)^T - \nabla f (\nabla g)^T = \nabla Q_f (\nabla Q_g - \nabla g)^T + (\nabla Q_f - \nabla f)(\nabla g)^T, \]

which we substitute into the right-hand side of (32) to find

\[ |g(x^0)| E_{\nabla_2 f} + |f(x^0)| E_{\nabla_2 g} + 2(\| \nabla Q_f \| E_{\nabla Q_g} + \| \nabla g \| E_{\nabla Q_f}) \Delta_u \]

whose expression in parentheses is the third expression in (31). Therefore, (30) holds. \( \square \)
Note 5.2. Proposition 5.1 can be extended to the product of any finite number of functions by induction: \( f_1 f_2 f_3 := fg \) with \( f = f_1 \) and \( g = f_2 f_3 \), etc. We leave this for future consideration.

Analyzing the error bound in (29), we see that if \( f \) and \( g \) are linear functions, then the error bound is equal to 0. Therefore, the simplex calculus Hessian \( \nabla^2_{sc}(fg)(x^0; S, T) \) is perfectly accurate in this case. Analyzing the error bound in (30), we see that if \( f \) and \( g \) are quadratic functions, then the error bound is equal to zero. Hence, the quadratic calculus Hessian \( \nabla^2_{q}(fg)(x^0; S, T) \) is perfectly accurate in this case. Comparing to the nested-set Hessian \( \nabla^2_{n}(fg)(x^0; S, T) \), we see that it is a major improvement. Indeed, the error bound for the nested-set Hessian in (20) reduces to zero whenever \( F = fg \) is a quadratic function.

It is worth mentioning that if a minimal poised set for NSHC \( \mathcal{M}(x^0; S, U_k) \) is used, then we know that \( S \) and \( U_k \) have full row rank. We also know by Proposition 5.6 that any minimal poised set for NSHC of the form \( \mathcal{M}(x^0; S, U_k) \) is poised for quadratic interpolation. Therefore, the error bounds for both techniques, that is the simplex calculus Hessian and the quadratic calculus Hessian, are valid (assuming the assumptions on \( f \) and \( g \) presented in Proposition 5.1 are satisfied).

**Corollary 5.3** (Quotient Rule error bound). Let \( f, g : \mathbb{R}^n \rightarrow \mathbb{R} \) be \( C^3 \) on \( B(x^0; \Delta) \), where \( x^0 \in \text{dom } f \cap \text{dom } g \) is the point of interest and \( g(x^0) \neq 0 \). Let \( S = [s^1 \ s^2 \ \ldots \ s^m] \in \mathbb{R}^{n \times m} \) and \( T = [t^1 \ t^2 \ \ldots \ t^k] \in \mathbb{R}^{n \times k} \) be full row rank. Let \( B(x^0 + s^i; \Delta_T) \subset B(x^0; \Delta) \) for all \( i \in \{1, 2, \ldots, m\} \). Then

\[
\left\| \nabla^2_{sc} \left( \frac{f}{g} \right)(x^0; S, T) - \nabla^2 \left( \frac{f}{g} \right)(x^0) \right\| \\
\leq \frac{1}{g^3(x^0)} \left[ E_{\nabla f} |g^2(x^0)| + E_{\nabla g} |f(x^0)g^2(x^0)| + 2M_f^s(|f(x^0)| + |g(x^0)|) \right] \Delta_u, \tag{34}
\]

where

\[
M_f^s = \min \left\{ \begin{array}{l}
E_{\nabla f} E_{\nabla g} \Delta_u + E_{\nabla g} \| \nabla f(x^0) \| + E_{\nabla f} \| \nabla g(x^0) \|, \\
E_{\nabla f} \| \nabla g(x^0; T) \| + E_{\nabla g} \| \nabla f(x^0) \|, \\
E_{\nabla f} \| \nabla f(x^0; T) \| + E_{\nabla g} \| \nabla g(x^0) \|, \\
E_{\nabla g} \| \nabla g(x^0; T) \| + E_{\nabla g} \| \nabla g(x^0) \|, \\
E_{\nabla g} \Delta_u + 2E_{\nabla g} \| \nabla g(x^0) \|
\end{array} \right\}.
\]

Moreover,

\[
\left\| \nabla^2_{qc} \left( \frac{f}{g} \right)(x^0; S, T) - \nabla^2 \left( \frac{f}{g} \right)(x^0) \right\| \\
\leq \frac{1}{g^3(x^0)} \left[ E_{\nabla f} |g^2(x^0)| + E_{\nabla g} |f(x^0)g^2(x^0)| + 2M_f^q(|f(x^0)| + |g(x^0)|) \Delta_u \right] \Delta_u, \tag{35}
\]

where

\[
M_f^q = \min \left\{ \begin{array}{l}
E_{\nabla Q_f} E_{\nabla Q_g} \Delta_u^2 + E_{\nabla Q_g} \| \nabla f(x^0) \| + E_{\nabla Q_f} \| \nabla g(x^0) \|, \\
E_{\nabla Q_f} \| \nabla Q_g(x^0; S, T) \| + E_{\nabla Q_g} \| \nabla f(x^0) \|, \\
E_{\nabla Q_g} \| \nabla Q_f(x^0; S, T) \| + E_{\nabla Q_f} \| \nabla g(x^0) \|, \\
E_{\nabla g} \Delta_u + 2E_{\nabla Q_g} \| \nabla g(x^0) \|, \\
E_{\nabla Q_g} \| \nabla Q_g(x^0; S, T) \| + E_{\nabla Q_f} \| \nabla g(x^0) \|
\end{array} \right\}.
\]
Once again, we see from (34) that if \( f \) and \( g \) are affine functions, then \( \nabla^2_{sc} \left( \frac{g}{f} \right)(x^0; S, T) \) is perfectly accurate. From (35), we see that if \( f \) and \( g \) are quadratic functions, then \( \nabla^2_{qc} \left( \frac{g}{f} \right)(x^0; S, T) \) is perfectly accurate.

**Corollary 5.4** (Power Rule error bound). Let \( f : \mathbb{R}^n \to \mathbb{R} \) be \( C^3 \) on \( B(x^0; \Delta) \), where \( x^0 \in \text{dom}\ f \) is the point of interest. Let \( S = [s^1 \ s^2 \ \cdots \ s^m] \in \mathbb{R}^{n \times m} \) and \( T = [t^1 \ t^2 \ \cdots \ t^k] \in \mathbb{R}^{n \times k} \) be full row rank. Let \( B(x^0 + s^i; \Delta_T) \subset B(x^0; \Delta) \) for all \( i \in \{1, 2, \ldots, m\} \). Then for any \( p \in \mathbb{N} \setminus \{1\} \),

\[
\|\nabla^2_{sc} f^p(x^0; S, T) - \nabla^2 f^p(x^0)\| \leq (pE_{\nabla f} f^{p-1}(x^0)| + p(p - 1)E_{\nabla^2 f} f^{p-2}(x^0)|M_{f^p} \Delta_u, \tag{36}
\]

where

\[
M_{f^p}^q = \min \{E_{\nabla f} \Delta_u + 2\|\nabla f(x^0)\|, \|\nabla f(x^0)\| + \|\nabla f(x^0)\|\}.
\]

Moreover,

\[
\|\nabla^2_{qc} f^p(x^0; S, T) - \nabla^2 f^p(x^0)\| \leq (pE_{\nabla f} f^{p-1}(x^0)| + p(p - 1)E_{\nabla^2 f} f^{p-2}(x^0)|M_{f^p} \Delta_u, \tag{37}
\]

where

\[
M_{f^p}^q = \min \{E_{\nabla^2 f} \Delta_u^2 + 2\|\nabla f(x^0)\|, \|\nabla^2 f(x^0)\| + \|\nabla f(x^0)\|\}.
\]

Again we see that if \( f \) is a quadratic function, then \( \nabla^2_{qc} f^p(x^0; S, T) \) is perfectly accurate. Note that the bounds for the simplex calculus Hessian ((29), (34) and (36)) do not necessarily equal zero when the functions involved are quadratic. Indeed, the bounds will equal zero if all functions involved are affine. For this reason, defining the generalized simplex calculus Hessian as in Table 3 improves the approximation technique greatly.

## 6 Conclusion

The nested-set Hessian provides a compact and simple formula for approximating the Hessian of a function \( f \). We have seen that if a minimal poised set for NSHC is used, the number of distinct function evaluations required in the computation of the nested-set Hessian is \((n + 1)(n + 2)/2\). We investigated the relationship between a minimal poised set for NSHC and poisedness for quadratic interpolation, proving that a minimal poised set for NSHC of the form \( M(x^0; S, U_k) \) is well-poised for quadratic interpolation, but that the converse does not necessarily hold. In Section 3, we also developed formulae for obtaining the parameters of the quadratic interpolation function of \( f \) over a minimal poised set for NSHC of the form \( M(x^0; S, U_k) \). Building this quadratic interpolation does not require any new function evaluations, as it uses the same function evaluations involved in the computation of the nested-set Hessian. In Section 4, we developed an error bound for the nested-set Hessian. The error bound shows that the nested-set Hessian is an order-1 Hessian accuracy approximation depending on \( \Delta_u \), the maximal radius of the two sets involved. Analyzing the error bound, we saw that if \( f \) is quadratic, then the nested-set Hessian returns the true Hessian \( \nabla^2 f \).
Finally, we presented two calculus-based Hessian approximation techniques in Section 5. Both approaches are order-1 Hessian accuracy approximation depending on $\Delta u$. We saw that the approximation technique named quadratic calculus Hessian requires a little more work, since the quadratic interpolation function must be constructed. In return, the technique is perfectly accurate if the functions involved are quadratic, which is not necessarily the case for the simplex calculus Hessian.

An obvious direction for the advancement of this research is the application of the Hessian approximation techniques within model-based DFO algorithms. Now that we have a calculus-based approximation technique of the gradient (the technique was named simplex calculus gradient and introduced in [18]) and a calculus-based approximation of the Hessian, it is now possible to use these techniques in advanced algorithms such as the model-based trust region method [3, Chpt 11]. For instance, for an optimization problem involving the product of $k$ functions, a model-based trust region algorithm using the calculus-based techniques could be compared to a model-based trust region algorithm that does not use any calculus rules.

Future research should also determine if the sets $U_0, U_1, \ldots, U_n$ as defined in Proposition 3.2 are the only possible choices for $T \in \mathbb{R}^{n \times n}$ such that $S(x^0; S, T)$, where $S \in \mathbb{R}^{n \times n}$ is full rank, is a minimal poised set for NSHC at $x^0$. It can be proven that it is indeed the case by using brute force in $\mathbb{R}$ and $\mathbb{R}^2$, but it is still unclear how to generalized this claim in an arbitrary dimension $n$.
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