Deconstruction of the Innovation Path of Digital Transformation Based on Network Big Data Security in the Context of Smart City
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Digital transformation means that traditional enterprises have combined commerce, administration, and manufacturing with cloud services, the use of big data, and the web to advance the modern transformation of their research and development, creation, manufacturing and assembly, administration of operations, commercial support, and more tasks. Digital transformation showed that only companies can radically and completely (or substantially and completely) redefine their business—not just IT but all aspects of organizational activities, processes, business models, and employee capabilities. Only then can success be achieved. This paper aimed to study the innovative path of digital transformation and propose a network-based big data security method. Combined with the experimental analysis, it was concluded that using network big data security to monitor computer and network security (CNS), the attack detection accuracy rate is up to 99.8%. It can be seen that this method can accurately capture the shortcomings and leaks in the process of digital transformation, help achieve targeted path innovation, and improve the technological improvement and asset income growth of enterprises in the context of smart cities.

1. Introduction

At present, as a new type of economy to replace the economic society, the digital revolution, and the agrarian industry, the digital economy is increasingly becoming a new engine for global economic expansion. Along with digitalization expanding so quickly, this series of technologies, such as AI, the Internet of things, 5G, industrial Internet, cloud computing, blockchain, etc., has presented the growth of established sectors with a number of previously unheard-of obstacles in the world. Moreover, as economies enter a new stage of economic development, economic growth slows and traditional competition intensifies. Manufacturing is facing unprecedented challenges such as rising labor costs and declining productivity. The traditional low-cost business development system that once relied on low overhead has lost its place, the company boundary has gradually faded, and industry competition has gradually expanded in the traditional manufacturing and Internet industries. Therefore, transforming the traditional manufacturing industry improves the allocation of resources, adjusts the industrial structure, and achieves change and development. This has become a crucial duty of the current strategy.

With the advent of the new technological revolution, cities are accelerating the transition of enterprise business to digitalization. For example, banks and small and medium-sized banks must keep up with the trend of digitization to advance their retail operations. Most of the existing research on the digitization of retail business is based on joint-stock enterprises and government institutions. City commercial banks lag far behind state-owned banks and enterprises in the digital transformation of retail business. The strategy of digital transformation has also been formulated with reference to such large banks, but the feasibility of implementation is low and the transformation effect is insufficient. At present, city commercial banks are the main battlefield of digital transformation, and studying the digital transformation of the retail business of city commercial banks is crucial for various purposes.
There are two innovations in this paper. First, based on the characteristics of three components of net media manipulation are suggested for CNS regulation against the backdrop of big data, and a CNS control mechanism model is established around the three parts of security control. The other is based on whether to propose three parts of CNS control. This paper is based on a literature analysis. Through expert research and feedback, a CNS and control evaluation management system under the background of big data is constructed.

2. Related Work

The Internet in light of the current age of smart cities has won the research of many scholars. Daniel C introduced that the application of smart cities has been facilitated by technological advancements in several domains [1]. Gasco-Hernandez specialized in illustrating the lessons learned from building a smart city in Barcelona [2]. In order to comprehend and control various innovations and changes, Bygstad and Øvrelid created the idea of multiple developments [3]. Purchase et al. investigated the sequence of events and the creative pathways and trajectories that college-turn companies eventually took [4]. Vial constructed a digital transformation framework on the basis from which a research agenda was developed that suggested examining the role of dynamic capabilities and taking ethical issues as important avenues for future digital transformation strategy IS research [5]. The disadvantage of this is that the network’s big data security aspect is poorly designed.

Related research on network big data security includes the following: Jiang studied CNS and cyber protection based on big data processing and wireless technology [6]. The research by Xie had shown the efficiency of the hazard-adjusted authentication scheme [7]. Hou et al. created the divided map version table (DMVT), a new type of dataset, to facilitate signaling pathway database operations effectively [8]. Sung Jin and Kangseok proposed a normal network study of conduct methods based on big data analysis technology. The proposed method uses Hadoop/Hive for big data analysis and R for statistical calculation [9]. Garg et al. designed a VANET surveillance system using 5G and cloud technologies units to communicate effectively and computing capabilities in modern smart city environments [10]. However, the above research did not reflect the introduction of network big-data security experimental methods.

3. Methods of Digital Transformation Based on Network Big Data Security

3.1. Digital Transformation Solutions. Technological progress has always been the main driver of social progress, both from a historical perspective and from a comparative research perspective. In the past three hundred years, there have been four industrial revolutions with common patterns and trends in human society. Every industrial revolution has two main lines running through it: one is the change of production conditions and the improvement of efficiency based on the development of productive forces. Second, the accumulation of social data reflects logical changes. The fourth industrial revolution has a greater and deeper involvement in the development and implementation of digital technology, which marks a new stage in the development of human society. The big data, blockchain, AI, and Internet of things technologies that support Internet technology have led to the transformation and reconstruction of the world’s organizational structure, management system, and management technology [11]. For example, the digital government in smart cities, the research trend of its digital transformation, and the cognition results of each bank on digitalization are shown in Figures 1 and 2, respectively.

Digital transformation is a pervasive change encompassing technologies and systems, with various impacts on government organizations, societies, and citizens. The technological impact of this change is evident through government balance sheets, energy and efficiency improvements, regulations, and effective governance. The value structure is most evident in the values that confer principle, a high degree of understanding, reliability, low distortion, strong accountability, and responsiveness. The impact of technology and innovation plays an important role in the entire government quality system, so there is a need to re-evaluate standards under new technologies, environmental conditions, and regulatory frameworks [12, 13]. The response of government organizations to this change is particularly evident in economic development, coordination and quality, fairness and integrity, democratic trust, and effective governance.

In the process of digital transformation, the transformation of government functions must first consider the basic support for promoting social and economic development, improving the quality of government, and the observation indicators of the core quality level. While government performance, government effectiveness, and early quality assessments tend to over-rely on economic indicators, GDP-oriented approaches are considered errors and “bias” in actual implementation [14]. But this does not mean that indicators related to economic construction and development are deliberately avoided, moving from one extreme to the other.

In the context of digital transformation, the impact of government quality on the economy is not only reflected in traditional economic improvement but also in the transformation and rise of the digital economy. The transformation of data as a factor of production has promoted the transformation of the traditional economy and has also brought about new infrastructure and a new economic center of gravity [15]. From the perspective of reforming the old for the new, the quality of government plays a role in regulating, promoting, and guiding the quality of economic development. In turn, economic growth has become a new driving force for improving the quality of government.

In the process of digital transformation, the business model of technology-driven, platform-based, computerized, and database-based operations has surpassed the traditional physical space management and service model, requiring its institutional scale and functional adaptability [16]. In particular, the reform of the supporting system and mechanism
of big data management, its structural adjustment, and its performance, as well as the obvious level changes in government scale, management cost, and government efficiency, all reflect future-oriented norms that have a broad impact on the quality of government.

In the construction of digital management for smart cities, it is necessary to improve administrative efficiency, reduce link losses, and save costs through service-oriented value process transformation and platform construction [17].

3.2. Construction of Network Big Data Security Control Mechanism. The process of building a CNS management and control mechanism in the context of big data focuses on creating CNS issues, clarifying security protection and control objects, organizing relevant managers and employees, and scientifically assigning tasks and tasks. Effectively organize the workforce, allocate security investment and other factors, set up special network information security agencies and departments, formulate network information security rules and regulations, and ensure the process of their implementation. In the evaluation of CNS management, the most effective factors must be determined, so scientific principles must be followed, which is an indispensable choice to make the evaluation results effective [18]. Due to the comprehensiveness of the current situation of CNS based on big data, the evaluation should start from a comprehensive perspective, pay attention to the effectiveness of the evaluation, simplify the evaluation procedure, and make data collection and quantification easier. The current network data and information security status is shown in Table 1.

This paper summarizes and expands the components of the regulating mechanism and extends the mouse. The extended meaning of “network control” includes CNS management objects and CNS administrators, the word “environment” best describes the management unit, and the extended meaning is network equipment, network culture, policies, and regulations. “Technology” may be summed up as the means and means of control. Its expanded definition covers four areas: avoidance, confidentiality, control, and investigation [19]. The evaluation model of the CNS control mechanism is shown in Figure 3:

The first step in any cybersecurity environment cognition process is to analyze and identify the characteristics of the cybersecurity environment [20]. Mining techniques can be divided into two types of feature enhancement methods: standard scaling and nonstandard scaling. Traditional linear regression methods include principal component analysis (PCA), linear discriminant analysis (LDA), etc. [21]. These methods basically find the best linear model under different optimization criteria. The most representative nonlinear dimensionality reduction methods include kernel methods and multiple learning methods, typically equidistant features, Laplacian features (LE), etc.

3.2.1. Principal Component Analysis. Given P features and n moments, derive the basic information matrix of the security model:

$$X = \begin{bmatrix} y_{11} & y_{1p} \\ \vdots & \vdots \\ y_{n1} & y_{np} \end{bmatrix}$$

(1)

The fit matrix is the original model of the safety features, and the fit of the feature data is based on the mean data and variance. Adjust the original $Y$ matrix data model, that is, perform a standard transformation on each data item. The transformation process is given as follows:

$$X_{ij} = \frac{Y_{ij} - \bar{Y}_{j}}{B_j} \quad (i = 1, 2, \ldots, n; j = 1, 2, \ldots, p).$$

(2)

The formula sample mean is

$$\bar{Y}_j = \frac{1}{n} \sum_{m=1}^{n} Y_{kj}.$$  

(3)
The sample standard deviation is

\[ B_i = \sqrt{\frac{1}{n-1} \sum_{m=1}^{n} (Y_{ki} - \bar{Y}_i)^2}. \]  

(4)

Analyze the relationship between each feature and compare the alignment of different elements of the two features. Generate a correlation matrix. For the behavior of \( P \), the evaluation matrix can be obtained by two-way comparison,

\[ P = (r_{ij})_{p \times p}. \]  

(5)

Among them, \( r_{ij} > 0 \), \( r_{ji} = 1/r_{ij} \), \( r_{ii} = 1 \).

\[ R = \frac{1}{n} \sum_{i=1}^{N} X_i X_i^T. \]  

(6)

Assuming that \( R \) is the correlation matrix obtained by solving, its characteristic formula solving formula is

\[ \lambda_i U = RU. \]  

(7)

### 3.2.2. Linear Discriminant Analysis.

Let the sample type be class \( C \), there are \( N \) kinds of samples, and the number \( N_i \) is the number of samples in this class. Train a model \( X \) with a mean of \( m_i \) for class \( i \) and a mean of \( m \) for all samples.

One way to find the space separating the different classes is to maximize the rank \( Z_{\text{max}} \) of the interclass discrete matrix and minimize the rank \( Z_{\text{min}} \) of the interclass discrete matrix, calculated as follows:

\[ S_{\text{max}} = \sum_{i=1}^{D} N_i (m_i - m)(m_i - m)^T, \]

\[ S_{\text{min}} = \sum_{i=1}^{D} \sum_{j=1}^{N_i} (X_{i}^{(j)} - m_i)(X_{i}^{(j)} - m_i)^T. \]

(8)

The objective function of LDA linear discrimination is

\[ M_{LDA}(W) = \max_W \frac{W^T S_{\text{max}} W}{W^T S_{\text{min}} W}. \]

(9)

LDA optimization can be transformed into a solution to a mixed eigenvalue problem, let

\[ \lambda = \frac{W^T S_{\text{max}} W}{W^T S_{\text{min}} W}. \]

(10)

It can be got

\[ S_{\text{max}} W = \lambda S_{\text{min}} W. \]

(11)

This paper uses AHP to determine every index's weighting in the index system to reflect the difference in the scoring system, which is related to the importance of the value index to improve the actual operation of the evaluation system. The scoring matrix is constructed using a professional method, and the calculation method used is the total sample method [22]. The elements of each column of the evaluation matrix are normalized, and the general terms of the elements are as follows:

\[ p_{ij} = \frac{p_{ij}}{\sum_{i=1}^{n} p_{ij}} (i, j = 1, 2, 3 \ldots n). \]

(12)

The normal case matrix for each column is added row by row as follows:

\[ \sum_{w_{i=1}}^{n} b_{ij} (i, j = 1, 2, 3 \ldots n). \]

(13)

Then, the approximate solution of the desired eigenvector is

\[ w = (w_1, w_2, \ldots, w_n)^T. \]

(14)

### 3.3. Dimensionality Reduction Model of Network Big Data Model.

The main idea of the subspace method is to transfer large spatial data through linear or nonlinear methods. They can be transformed into low- or high-dimensional, or even...
infinite, data, making the data more suitable for classification and reducing computational costs. LDA has limited ability to discriminate large amounts of data and is sensitive to sample size. In general, the samples must have a Gaussian distribution. The kernel method is a nonlinear map recognition method. By default, it consists of a kernel function and a standard learning process. It organizes the nonlinear feature data into a multidimensional feature space and uses a linear method to complete the data extraction. The advantage of the kernel method is that by choosing an appropriate kernel function, the nonlinear problem in the real space can be transformed into a linearly separable problem in the feature space. That is, the nonlinear transformation is used to introduce the $X$ space and design in the $F$ kernel feature space to construct a new distribution function and decrease the evaluation in processing data mapping and feature development [21]. The internal model in the kernel feature space is defined as follows:

$$ k(x, y) = \langle \Phi(x), \Phi(y) \rangle. \quad (15) $$

The most important thing in the kernel method is the analysis of the kernel function, which needs to be constructed based on the kernel function related to the application problem. Commonly used kernel functions include the linear kernel function, the multiplication kernel function, the Gaussian kernel function, and the sigmoid function.

$$ h(x, y) = x^T y, $$

$$ h(x, y) = (1 + x^T y)^d, $$

$$ h(x, y) = \exp\left(-\frac{\|x - y\|^2}{2\alpha^2}\right), \quad (16) $$

$$ h(x, y) = \tanh(x^T y + \alpha). $$

At present, the kernel methods all use a single kernel function. In real multisource heterogeneous data, people are more likely to use multi-kernel learning. Multi-kernel learning is the best linear combination of well-known kernel functions, which also subverts machine learning by providing useful methods for solving complex problems and building new kernel functions. For different data features, multi-kernel learning can be used by selecting kernel functions with different parameters or a combination of different types of kernel functions.

4. Network Big Data Security Experiment and Deconstruction

4.1. Mechanism Method Deconstruction. From the orthogonal transformation, as few total variables as practical can be extracted. The original variable occurs multiple times. Combining empirical summaries of government quality content with the impact of digital transformation, we can first identify six front-line indicators of the rating system. However, there still seem to be only a handful of 20 secondary indicators supporting the main one. This not only increases the difficulty of the calculation but also does not contribute to a comprehensive interpretation of the independent variables.

This paper investigates and compares the visual performance of different government quality information in 31 provinces (autonomous regions and municipalities), and obtains the correct rankings under various indicators through vertical comparison. However, the effectiveness of government in digital transformation is a complete and integrated process. According to the above situation, it is necessary to bridge the differences in nature and scale as much as possible [23], and scientifically evaluate the weight of each indicator to determine the above content. The horizontal list is full of corrections for different indicators. After selecting the government performance indicators as a set of indicators, it is necessary to adjust the $Z$-scores of 16 items in the other five categories of indicators. The total variance explanations of various types are obtained as shown in Table 2.

Combined with the eigenvalue system shown in Figure 4, it can be found that the curve converges significantly after the sixth part, so it is good to choose five factors as the result of the main analysis. Furthermore, the ever-expanding number of principal components increases statistics and complexity, deviating from the original intent of the research methodology.

4.2. Information Security Evaluation System under the Background of Network Big Data. The current big data network faces many challenges, among which security issues are the main ones. In February 2015, the monitoring equipment of a public security system failed and could not be identified. In October, the Alipay computer room network cable was cut off, and services in other areas were interrupted, making the website unavailable for 12 hours. Numbers are a problem people will face now and for a long time to come. Data leakage, Gmail’s 5 million data leakage, etc. These incidents have increased people’s worries about the data security of the big network, followed by worrying about the security of the main network during data transmission. Based on the perception of network data security, the results of the dimensionality reduction experiment in this paper show that in terms of time efficiency, five attacks on the Gafgyt botnet are as follows: the average reduction time is 4.0760 seconds for Single_AE, 5.3411 seconds for DeN_AE, 5.3166 seconds for SAE, 6.4456 seconds for Convol_AE, and 6.4456 seconds for K_CNN.

The average output value of the Hybrid Core Sparse Autoencoder (MK_SAE) feature extraction algorithm on the Gafgyt IoT botnet dataset is compared with the average output value on the KDD CUP99 dataset, and the comparison results are shown in Figure 5.

The results show that the feature extraction algorithms of MK_SAE all obtain the best value. The results show that the average network attack initiation rate on the KDD CUP99 dataset is 96.1%, and the average network attack initiation rate on the Gafgyt IoT botnet dataset is 97.28%.
In the experiments, the best experimental results were obtained when the number of layers of each 1D-TLCNN in the TLCNN-IKNN sequence was chosen to be 3, as shown in Figure 6.

The experiment shows that too many layers increase the training difficulty of the model and reduce the detection performance of the model to a certain extent. If the number of layers is too small, the learning and evolution of features would be insufficient, and the detection rate would be low.

The TLCNN-IKNN classifier uses the IKNN algorithm based on optimal Euclidean distance and inverse parameters. Figure 7 shows the impact of various remote operations on the distribution of COMBO attacks.

Figure 7(a) shows the accuracy of COMBO and JUNK attack detection, and Figure 7(b) shows the accuracy of TCP and UDP attack detection. Among them, the weighted Euclidean distance classification has the highest accuracy, the BASHLITE botnet COMBO attack detection accuracy is 99.8%, the JUNK detection accuracy rate is 97.3%, the TCP attack detection rate is 98%, and the UDP attack detection accuracy rate is 95%.

The comparison error of the evaluation results based on the traditional D-S evidence theory, the evaluation results based on the BP neural network, the evaluation results based on the RNN neural network, the evaluation results based on the improved evidence theory, and the evaluation results based on the expert evaluation method are shown in Figure 8.

Figure 8(a) describes the network security situation value error of the first five groups of data, and Figure 8(b) records the network security situation value error of the last five groups of data. It can be seen that the processing effect of BP on time series features is still good. The root mean square error of the IDS-NSSA (network security situation assessment) method based on the enhanced proof theory in this paper is about 0.04, which is larger than the root mean square error of DS-NSSA. It can be seen that the network security situation assessment based on the standard RNN neural network still has the problem of information loss and forgets that the input string step size is too long. The experimental results show that the network security situation assessment method based on enhanced evidence theory (IDS-NSSA) can more comprehensively, timely, and accurately characterize the network security situation.
In terms of comprehensive technical efficiency, since the ultimate goal of an enterprise is to maximize profits, it can obtain a maximum output with as little input as possible. Operating profit is the most stable source of profit a business can make over a period of time. Only with sufficient profits, people have the ability and resources to expand production, so the growth of corporate profits is very important to the growth ability of enterprises. After the digital transformation and upgrading, the technological efficiency growth and revenue efficiency growth of enterprises are shown in Figure 9.

Figure 9(a) shows the comprehensive technology comparison results of enterprises with digital transformation, and Figure 9(b) shows the company’s annual asset returns. Comprehensive analysis shows that with the advancement of technology, the better the digital development, the better the enterprise development, the more advanced the technology, and the higher the market value.

In the Internet big data environment, there are many network security data collection nodes of various types. Network security data is multidimensional, data functions are diverse, data sources are incomplete and inaccurate, and
Figure 8: Comparison of errors between different security situation assessment algorithms.

Figure 9: Analysis of technical benefits and asset returns.
network security assessment indicators are difficult to determine and quantify. The assessment is based on expert knowledge, and there are many uncertainties. Therefore, this paper proposes a network security situation assessment method based on the network big data security improvement evidence theory to innovate the digital transformation and upgrading.

5. Conclusions

The smart city system was formed by the connection and functions of the intelligence of information technology and the intelligence of people and the city system, and had the function of a “smart” city system. In the process of formation and operation of the city system wisdom first combined emerging information technology with city subsystems to build smart city subsystems. Then combine human wisdom with the intelligent city subsystem to form a smart city subsystem. Various smart community systems and smart block systems can be combined to build a smart city system. High-dimensional data in the big data environment would not only increase the cost of network security data storage and computing but also increase the cost of network security data in network security situational awareness and the complexity of data mining and machine learning models. The definition, extraction, and analysis of big data network security functions and their automation process were the prerequisites for in-depth development of the research field of network security situational awareness. The method proposed in this paper was focused on feature extraction. The feature extraction methods were used to extract various network attacks. Because big data function technology involves many methods and different data functions are applicable to different methods, feature extraction or feature selection combination methods can also be considered for different data to improve the efficiency and effectiveness of large-scale secure data processing.
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