Initialization of WRF Model Simulations With Sentinel-1 Wind Speed for Severe Weather Events
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The model initialization with high-resolution SAR wind data provided by the Sentinel-1 mission and its impact on the meteorological model WRF-ARW simulations is discussed. The activity is performed within the Horizon 2020 CEASELESS project, focusing on one of the target areas, the northern Adriatic Sea (northern-central Mediterranean). The Sentinel-1 SAR wind is ingested into LAPS, a numerical system developed at NOAA, specifically designed for data analysis and nowcasting issues, since it has the advantage of being faster and less computational demanding than advanced data assimilation methods. Here, LAPS analyses are used to perform a smarter initialization of the WRF-ARW model simulations than using simply global model fields. The impact of the Sentinel-1 SAR wind on the model simulations is evaluated for twenty cases, ranging through several atmospheric conditions occurring in different seasons of the years 2014–2018. For each case study, a reference WRF-ARW simulation is forced with GFS analysis and forecasts used as initial and boundary conditions, respectively. Additional model runs are initialized with the LAPS analyses, which include the information of Sentinel-1 SAR wind, METAR data and the SEVIRI/MSG (Eumetsat) brightness temperature. A statistical evaluation of the WRF-ARW simulations is performed versus an independent set of surface records, provided by the Friuli Venezia Giulia regional station network (northeastern Italy), and METAR data. The comparison is performed for 10 m wind, 2 m air and dew point temperature. The results show a positive, albeit modest, impact on the WRF model simulations initialized with the LAPS analyses. The initialization with the Sentinel-1 SAR wind show benefits for all surface variables. Finally, a Mediterranean tropical-like cyclone (Medicane), occurred in the Ionian Sea in November 2017, is considered in order to show how the use of Sentinel wind data can contribute to a better analysis and simulation of severe weather episodes in the Mediterranean. The improvement in the simulation of the pressure minimum location is remarkable.
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**INTRODUCTION**

The modeling of the atmosphere receives a beneficial contribution from the assimilation of satellite data. The impact of the latter on the representation of the state of the atmosphere at a given time (analysis) may improve significantly the simulations of the atmosphere at later times (Daley, 1991; Kalnay, 2003). This is true in particular over the ocean, where the shortage of in-situ measurements may negatively affect the simulation results.

Scatterometers have been used to fulfill this need; for example, an early assessment of the impact of sea surface wind (SSW) retrieval on weather simulations is presented in Atlas et al. (2001). However, the retrieval of wind speed from scatterometers has the limitations of the resolution (coarser than 10 km) and the limited accuracy in coastal areas. The current and future generation of satellite missions should guarantee a consistent amount of data to be exploited for the representation of the state of the atmosphere also at high resolution (Miyoshi et al., 2016; Ahsbahs et al., 2017). In this framework, the retrieval of Sentinel-1 (S1) SSW from satellite-based Synthetic Aperture Radar (SAR) has been planned in continuity with the microwave scatterometers and SAR of past missions (Hasager et al., 2011; Dagesstad et al., 2013; Li et al., 2013; Miglietta et al., 2013; Chang et al., 2015; Kuzmić et al., 2015). An example of assimilation of the S1 SAR wind into the Advanced Research WRF model (WRF-ARW; from now on WRF; Skamarock et al., 2008) is provided in Yu et al. (2017), where it was successfully applied to the study of tropical cyclones. Forecasts were compared with analyses showing that the ingestion of S1 SSW improved the simulation of 10 m wind, 2 m temperature and relative humidity at later times.

Recently, Lagasio et al. (2019a,b) assimilated Sentinel wind data into WRF model by means of WRFDAS package (Barker et al., 2012) for the simulation of two case studies of intense precipitation in central Italy in 2017. Wind speed and direction, soil moisture, land and sea surface temperature were extracted, respectively, from Sentinel-1, Sentinel-3, the Global Navigation Satellite Systems, then assimilated into WRF. Results highlight the S1 wind as the most important contribution in data assimilation (DA) for a forecast range up to 12 h.

Operational global models, making use of satellite sensed data (Kalnay et al., 1996; English et al., 2013), provide analyses and forecasts at relatively coarse resolution, which may be ingested as Initial Conditions (IC) and Boundary Conditions (BC) into mesoscale models. Hence, forecast errors may develop from limitations in the initial conditions, due to their coarse grid spacing and/or the lack of sufficiently dense data sources to resolve the meso-gamma scales typical of convective phenomena. Thus, a proper definition of IC at local scales, able to correctly represent such smaller scale features, can improve the simulation skills (Zhang et al., 2003).

Methods with different level of complexity can be applied for this purpose. Mesoscale data assimilation, aimed at defining suitable initial conditions for high-resolution meteorological models, is an essential step to properly simulate severe weather phenomena. Nowadays, variational systems (e.g., WRFDAS) are available, but they need significant computational resources, which make them not applicable for very-short range and nowcasting purposes. Miyoshi et al. (2016) proposed a “big data assimilation” system, able to assimilate a huge amount of radar data into a local ensemble transform Kalman filter data assimilation system; however, the forecasts initialized with these analyses tend to lose predictability very rapidly.

When such large computational resources are not available, simpler methods should be adopted. Nudging techniques can be used for dynamic initialization, in which the model is relaxed toward the available observations and/or analysis gridded data during a pre-forecast period to improve the initial state and the subsequent short-term forecast (e.g., four dimensional data assimilation; Stauffer and Seaman, 1990). Here, an alternative method, based on the Local Analysis and Prediction system (LAPS; McGinley et al., 1992) is adopted. LAPS analyses can be used as initial conditions for limited-area meteorological models as well as tools to construct consistent 3-D atmospheric fields suitable for nowcasting applications, due to the model simplicity and its limited computational need. The model allows the exploitation of meteorological data coming from any sort of conventional and non-conventional sources, including remotely sensed data. Clearly, it does not represent a real assimilation system, but its analyses can be used to perform a smarter initialization of the WRF-ARW model simulations than using simply global model fields.

The present article focuses on the initialization of high-resolution WRF model simulations with LAPS, using the SAR wind retrieved from the S1 satellite mission, and highlights the important contribution of wind data retrieved over the sea.

In particular, our general aim is to assess the impact of the improved initialization on the model simulations through the statistical performances of the model for 10 m wind as well as for other surface variables such as 2 m air and dew point temperature. Hence, it is not our intention here to identify the motivations for the improvement in each single case and to explore in detail how a better representation of the physical processes may affect the simulations, but just to analyze if the use of the modeling chain LAPS-WRF produced some improvements in the very-short range (0–13 h) simulations. Lastly, a Mediterranean tropical-like cyclone (Medicane) has been analyzed as an example of the application of the tool to a severe weather case.

The structure of the article is as follows. Section “The S1 SAR Wind and the Geographical Localization for the Case Studies” will briefly describe the S1 used in the initialization task. Section “The Experimental Framework” will describe the meteorological model WRF, the Local Area and Prediction System (LAPS) used for the analysis tasks, and the configuration set up selected for the case studies. Section “Results” will describe the statistics for twenty case studies over the northern Adriatic; section “Medicane Case Study: NUMA” will show the results for the Medicane, and section “Conclusion” will draw the general conclusions about the impact of S1 SSW on model simulations.
THE S1 SAR WIND AND THE GEOGRAPHICAL LOCALIZATION FOR THE CASE STUDIES

The S1 mission is the first of a new generation of European Spatial Agency (ESA) satellite missions, conceived in the framework of the European Copernicus program (Malenovsky et al., 2012; Torres et al., 2012). On board the S1, an advanced device is designed to provide radar images of the Earth surface, i.e., a C-band SAR, which represents the last generation of SAR systems after the precursors ERS-1, ERS-2, Envisat, and Radarsat. Two distinct SAR devices are carried by two polar helio-synchronous carriers (ascending and descending orbits), ensuring a global coverage of the Earth surface with a revisiting time of 12 days. Sentinel-1A and Sentinel-1B started to be operative since 2014 and 2016, respectively.

In this work, the SSW used to initialize the model simulations are provided by the Technical University of Denmark, Department of Wind Energy (DTU Wind Energy), from the website https://satwinds.windenergy.dtu.dk/. The SAR wind speed speed calculation is based on empirical geophysical model functions, with the assumption of a stably stratified atmosphere and a vertical logarithmic wind profile. Unfortunately, the basic assumptions of a stable atmospheric scenario are not generally valid in convective conditions, such as those presented in some of case studies in this work. Adjustments of the algorithms toward more general scenarios are an open issue, which is under development at DTU.

The S1 SSW product represents the wind at 10 m above sea level, with a pixel resolution of 500 m. The methodology used for the derivation of the wind is based on the algorithm developed within the SAR Ocean Products System (SAROPS) for the inversion of sea surface wind in previous satellite missions (Monaldo et al., 2016). The S1 SAR device can perform an inversion of the S1 SSW intensity, while the wind direction is taken from the GFS analyses at the closest synoptic time (00:00, 06:00, 12:00, and 18:00 UTC). The derivation of wind direction from the GFS fields represents a strong approximation, considering that global models are too coarse to include meso-gamma scale features, so that small scale wind patterns are not properly represented, especially in case of weak winds. Section “Preprocessing of the S1 SSW and Interface With LAPS” will describe the implementation adopted in the present work: in particular, wind intensity is taken from satellite observations, while wind direction is extracted from short-range WRF model simulations, due to their better resolution compared to GFS analyses/forecasts.

The case studies have been selected among the satellite retrievals covering the northern Adriatic basin, which is one of the target areas investigated in the Horizon 2020 CEASELESS project.

THE EXPERIMENTAL FRAMEWORK

The northern Adriatic Sea is covered by two passages of S1 every day for each platform A and B. The platforms run over helio-synchronous polar orbits (ascending and descending) and the surveys occur roughly every 12 h: morning passages are at around 05:00 UTC, and afternoon passages at around 17:00 UTC. Table 1 summarizes the selected case studies, corresponding to S1 retrievals that cover most of the northern Adriatic Sea (including also the coasts of Italy, Slovenia, and Croatia; see Figure 1). The selection of the twenty case studies is ruled by the availability of S1 retrievals covering the test area, as single polar orbits ensure a survey with a repetition time of 12 days, reduced to 6 days due to the coupled instruments on board platforms A and B. The case studies include a wide range of scenarios throughout all seasons allowing an assessment of the general impact of the S1 retrievals on the model simulations regardless of the specific features of each single event. Finally, a relevant case study, a Medicane occurred in the central Mediterranean during the project activity, is also briefly analyzed in Section “Medicane Case Study: NUMA” to highlight the important contribution of the S1 retrievals to the simulations of severe events.

WRF

The Weather Research and Forecasting (WRF) model is a non-hydrostatic mesoscale numerical weather system (Skamarock et al., 2008). It has been developed mainly at the National

| Date (yyyy-mm-dd) | WRFBG start time (hh:mm UTC) | Description |
|-------------------|-------------------------------|-------------|
| 2014-12-31        | 12:00                         | Bora wind in the Northern Adriatic Sea |
| 2015-11-20        | 12:00                         | Bora-Sirocco in the Northern Adriatic Sea |
| 2015-10-24        | 00:00                         | Bora wind in the Northern Adriatic Sea |
| 2016-06-11        | 12:00                         | Storms with hail and coastal flood (Adriatic Sea) |
| 2016-07-28        | 00:00                         | Precipitation and strong winds |
| 2016-09-15        | 12:00                         | Convective precipitation |
| 2016-11-06        | 00:00                         | Heavy rain in the Northern Adriatic Sea (convective rain) |
| 2016-11-19        | 00:00                         | Heavy rain in the Northern Adriatic Sea (convective rain) |
| 2016-11-30        | 00:00                         | Bora event in the Northern Adriatic Sea |
| 2017-02-28        | 00:00                         | Convective precipitation |
| 2017-03-26        | 12:00                         | Strong wind |
| 2017-06-28        | 00:00                         | Convective precipitation |
| 2017-06-30        | 12:00                         | Convective precipitation |
| 2017-07-24        | 12:00                         | Convective precipitation |
| 2017-07-30        | 12:00                         | Convective precipitation |
| 2017-11-01        | 00:00                         | High pressure/low wind conditions |
| 2018-03-13        | 00:00                         | Convective precipitation |
| 2018-03-15        | 12:00                         | Sirocco with convective precipitation |
| 2018-10-29        | 12:00                         | Storm in the North-East Italy |
| 2018-11-28        | 12:00                         | Bora wind in the Northern Adriatic Sea |
FIGURE 1 | The static domains d01 and d02 used to perform the WRFBG simulations [(A), top]; geographical distribution [(B), bottom] of the available METAR stations (blue circles) and the OSMER stations (red triangles).
Center for Atmospheric Research (NCAR), in collaboration with the National Oceanic and Atmospheric Administration (NOAA) and other research institutes. The horizontal domain can be selected among different projections (polar stereographic, Mercator and Conical Lambert conformal). In the present set of experiments, the Conical Lambert Projection has been chosen with the tangent option.

For each case study reported in Table 1, the survey time of the retrieval of the SAR wind determines the time of the LAPS analysis, which is used as initial condition for the WRF model simulations. The twenty selected case studies cover a wide range of atmospheric scenarios, including episodes characterized by flow over complex orography (Jiménez and Dudhia, 2012, 2013; Gómez-Navarro et al., 2015) conducive to episodes of orographic convection, which occasionally occur in this area (e.g., Manzato et al., 2020). The numerical experiments are performed over the geographical domain shown in Figure 1A, using a two-domain one-way-nested configuration, where d01 and d02 are the external and internal domain, respectively. Table 2 specifies the features of the static domain for the experiments, the time steps and the duration of the model runs. Figure 2 shows the methodology adopted to implement the WRFBG and WRFHR runs, as explained in the following subsections.

**WRFBG**

A WRF model simulation (WRFBG) provides the background fields for the LAPS analyses. Figure 1A shows the two one-way domains. IC and BC are provided by the Global Forecast System (GFS) analysis and forecasts, respectively, at the resolution of 0.25°, available at the website https://www.ncdc.noaa.gov; BC are provided at 3-h intervals. Because of the times of S1 retrieval over the northern Adriatic Sea (i.e., 05:00 UTC and 17:00 UTC), the starting time of each experiment is set consequently: for a morning survey of S1, the WRFBG simulation starts at 00:00 UTC; for an evening survey, the WRFHR simulation starts at 12:00 UTC, so that the background fields in which the Sentinel-1 data are ingested are obtained after 5 h of spin-up time. Table 1 reports the WRFBG start time for each case study.

**WRFHR**

High-resolution WRF (WRFHR) experiments are performed over the inner domain d02 shown in Figure 1A. The complete set up of WRFHR runs is listed in Table 2, and Figure 2 depicts the way these simulations are implemented. The starting time of each simulation is the approximate survey time of the S1 retrieval: 05:00 UTC for the morning retrieval and 17:00 UTC for the evening retrieval. The WRFHR simulation IC consists of the analyses provided by LAPS, while the BC are provided hourly and are the time interpolations of the GFS forecasts, provided at 3-h intervals. The initialization of the WRFHR simulations is performed in “hot start” mode, which means that the IC include microphysical species, as provided by the LAPS analyses (the proper treatment of the microphysical species in LAPS requires the SEVIRI/MSG data as input). The analysis procedure performed with LAPS is described in detail in the following subsection “LAPS Implementation.”

Such a method cannot be considered as proper data assimilation but rather falls into the initialization category, since it does not correct boundary conditions or model dynamics as the integration proceeds further in time. Depending on the model domain size, this may cause a quick deterioration of the solution after boundary conditions dominate the solution (and quickly sweep the initial state). For these reasons, simulations have been evaluated only in a limited temporal range (0–13 h), when boundary conditions are supposed not to dominate the solution yet.

**LAPS Implementation**

The Local Area and Prediction System (LAPS) has been developed at NOAA to generate analyses for purposes of nowcasting and assimilation of meteorological data into numerical models (McGinley et al., 1992; Albers et al., 1996). It performs the ingestion and the assimilation of virtually any kind of data (conventional and non-conventional) based on the recursive Barnes scheme (Barnes, 1964). More recent versions of LAPS are migrating toward a variational approach with the perspective of application of the Ensemble Kalman filter (EnKF) (Xie et al., 2011; Toth et al., 2014; Jiang et al., 2015). Compared to more advanced and complex methods - for instance, variational approaches such as the 3DVAR/4DVAR (Lorenc, 1986; Courtier and Talagrand, 1987), EnKF (Evensen, 1994; Tippett et al., 2003; Ott et al., 2004), or hybrid 3DVAR/4DVAR (Hamill and Snyder, 2000), one of the greatest advantages of LAPS is the high adaptability to different computer architectures without requiring large computational resources, which made LAPS
a very competitive tool for nowcasting and for short range weather forecasting also in operational environments. Barcons et al. (2015) compared the initialization of WRF through LAPS and WRFDA, showing that the Barnes analyses produced by LAPS are at least as adequate as those obtained with 3DVAR for model initialization.

The setup of LAPS simulations consists of two different stages: first, the ingestion of the background fields (e.g., WRFBG) and the observational data; second, sequential modules perform the analysis of the winds (2D and 3D), of all surface fields, and 3D analyses of temperature, moisture, ice and water cloud content. Finally, an interface module collects and arrange the analyzed fields into the format required for the initialization of a WRF (WRFHR) run. The modules are based on different approaches: in the early versions, analyses are based on the recursive Barnes scheme (Barnes, 1964). The implementation used in this paper is the result of several years of activity performed at the National Research Council of Italy, Institute of Atmospheric Sciences and Climate (CNR-ISAC), including the ingestion of the Spinning Enhanced Visible and Infrared Imager/Meteosat Second Generation (SEVIRI/MSG, Eumetsat; Conte et al., 2010, 2011). The development of LAPS is performed in close collaboration with the NOAA developers and other European institutions (Barcons et al., 2015; Gregow et al., 2015; Tiesi et al., 2016). In the present article, the focus is on the impact of the S1 SSW data on model simulations; for these reasons, the data ingested into LAPS in the present work are limited to:

- The Brightness Temperature of the infrared channel at 10.8 μm (BT11), obtained from the radiances sensed by SEVIRI/MSG; these data are necessary to produce the 3D cloud analysis and to set up the physical species necessary to initialize WRF in “hot start” mode;
- Data from the METAR network. These surface data have been ingested in several model runs either alone or together with S1W in order to assess the contribution of S1 wind in the simulations. Figure 1B shows the METAR station locations (blue circles); the 77 METAR stations used for the initialization belong to the d02 domain;
- S1 SSW data. These data are expected to provide an important contribution to the model in describing local wind patterns over the sea, where the presence of in situ data is limited.

Other sources of data have been exploited at CNR-ISAC in the past, e.g., radiosoundings, and radar reflectivity (CAPPI 3 levels) provided by the Italian Civil Protection Department, but the analysis of their contribution is out of the scope of the present work, since the goal here is to single out and assess the impact of the ingestion of S1 SSW.

Preprocessing of the S1 SSW and Interface With LAPS

The pixel resolution of the SAR wind data provided by DTU is 500 m. For every grid point, the corresponding wind direction is originally taken from the global model GFS at the nearest primary synoptic time (00:00, 06:00, 12:00, and 18:00 UTC). In the implementation used for the case studies of Table 1, the GFS wind direction is not considered and the ingestion is limited to the SSW intensity only, leaving unaltered the WRFBG wind direction due to its better resolution compared to the GFS; this should allow a better representation of the smallest scale wind patterns, which may be missed by the global model.

The satellite wind data are ingested as they were observed at a surface station over land (the radius of influence of the data, to be defined in LAPS, is set to 10 km). A procedure has been defined to ingest the S1 SSW into the LAPS system, in the following steps:

- Verify that the retrieved data corresponds to sea in the model land mask and are inside the d02 domain (Figure 1B);
- Degrade the data resolution from 500 m to 2 km (model grid spacing) by adopting the nearest-neighbor grid point approach in the model grid;
- Write the wind data in a format compliant with the LAPS ingestion routines.
After the S1 wind is ingested into LAPS (at 05:00 or at 17:00 UTC), the LAPS analysis is used to initialize a WRFHR simulation covering the following 13 h (respectively, until 18:00 UTC for a morning start, 06:00 UTC of the following day for an evening start).

Selection of the Case Studies
The case studies shown in Table 1 are selected among those retrieved, and characterized by at least one of the following features:

- Heavy precipitation (the precipitation event occurs mainly within 3–9 h after the S1 retrieval time);
- Hailstorms;
- Bora wind, which is a typical north-easterly wind occurring in the Adriatic Sea (Horvath et al., 2009).

The retrieved SAR wind should cover at best the whole Northern Adriatic basin in order to avoid discontinuities in the analysis, associated with sharp edges in the sea surface wind. The selection of the case studies depends on the data availability: the S1 lies on a polar orbit whose revisiting time of 12 days ruled out the study of many relevant episodes.

OSMER Data
Surface data, used for the sake of comparison with the model simulations, were retrieved from sixty-three stations of the Friuli Venezia Giulia network, hold by the Regional Department of Civil Protection and built by SIAP-MICROS and CAE companies. The data are collected and checked by the Regional Agency for the Environmental Protection of Friuli Venezia Giulia - Regional Meteorological Observatory (ARPA-FVG - OSMER). The dataset is composed by measurements sampled every one minute and then aggregated into hourly data. The geographical distribution of the sixty-three WMO-compliant regional stations is shown in Figure 1B (red triangles). The Friuli Venezia Giulia area ranges from the eastern Alps to the northern Adriatic coast, through the northeastern Po Valley. Thus, the wind features in the northern Adriatic are relevant for the weather in the region.

METAR Data
A set of available METAR data was downloaded from the website https://www.wunderground.com/; the METAR stations for the initialization task, which fall into the d02 domain are 77. Figure 1B shows the geographical distribution of the available METAR stations as blue circles. METAR data are used both for the initialization of some WRFHR experiments and the verification of model simulations.

RESULTS
The WRF simulations (WRFBG and WRFHR) are compared with the OSMER and METAR surface stations. The METAR observations ingested into LAPS are taken at the initial time, while those at later times are used for comparison. For each case study summarized in Table 1, the WRF model simulations were performed using the setup shown in Figure 2 using the following four configurations:

- WRFBG: The background configuration over the two domains d01 and d02 (Figure 1A); the simulations cover 18 h (the first 5 h are considered as spin up time) for each of the 20 case studies listed in Table 1.
- WRFHR: Three simulations covering 13 h after the initialization time (i.e., the time at which the S1 SSW data are retrieved); in particular, the following configurations are considered:
  - HR1: initialized with BT11 and S1 SSW;
  - HR2: initialized with BT11 and METAR data;
  - HR3: initialized with BT11, METAR data, and the S1 SSW.

Thus, a total of 80 WRFHR experiments was performed for the 20 case studies. In order to allow WRFHR hot start initialization, the analyses must include BT11 to ensure the inclusion of the microphysics variables. The performance of the simulations is summarized using statistical indices – see Appendix and Wilks (2011) for their definition –, like BIAS and Root Mean Square Error (RMSE) for surface wind speed WS and wind direction WD, temperature T2M, and dew point temperature TD2M (Figures 3, 4). Furthermore, Taylor diagrams are shown to summarize global performances (Taylor, 2001) of the four sets of WRF runs: each one is evaluated for 13 h after the time of the S1 retrieval (Figures 5, 6). A geographical distribution of BIAS and RMSE (in comparison with the OSMER records) is also shown (Figure 7).

Ingestion of the SAR Wind
The initialization using the S1 SSW is expected to have an impact on model simulations, due to a better and finer representation of the low-level wind, which is only roughly represented in large-scale analysis. The higher resolution of the SIW field helps to better represent the local scale features in the open sea and near the coasts, where the land-sea border makes the representation of wind more critical. Furthermore, the wide sea sectors covered by the S1 SSW data can improve the representation of the regional circulation at the initial time and consequently affect the simulation of the other meteorological variables at later times too.

A quantitative assessment of the impact of the data ingestion on the 10 m wind field analysis is summarized in the Taylor diagram (Taylor, 2001) in Figure 5. The comparison is performed with the independent set of data from OSMER meso-network. Compared with the WRFBG run, an improvement can be noted both in correlation, normalized standard deviations, and centered RMSE, in particular for the analyses ingesting the S1 wind (HR1 and HR3 runs).

Impact of the S1 SSW on the Model Simulations
A quantitative verification for the whole set of simulations (WRFBG and WRFHR) is performed through BIAS and RMSE in 140 surface station (77 METAR and 63 OSMER stations). As discussed above, the HR1 (HR2) experiment results take
into account the impact of S1 SSW (METAR) on the model simulations (see also Barcons et al., 2015; Tiesi et al., 2016). METAR surface wind and S1 SSW are ingested into LAPS assuming identical weights and influence radii; anyway, for future applications it should be necessary to test other strategies for these datasets due to the different sampling and retrieval approaches. Finally, HR3 statistics are also reported to evaluate the advantage of a combined ingestion of S1 SSW and METAR data in the analyses. In total, 77 METAR are used for the analyses but sometimes they are not available simultaneously, while S1 SSW corresponds to a number of data points ranging between 4,597 and 7,744, depending on the retrieval. In Figures 3, 4, BIAS and RMSE are shown as a function of the simulation time, from the first hour of simulation for the following 12 h.

Wind Speed
Figures 3A,B shows, respectively, the wind speed BIAS and RMSE for the whole set of experiments. The set of WRFHR runs performs better than WRFBG; among the WRFHR runs, the best BIAS (Figure 3A) and RMSE (Figure 3B) is that of HR1; however, the differences among the three WRFHR experiments remain confined within 0.1 m/s. Near the end of the simulation, the difference in RMSE between WRFBG and the WRFHR runs becomes negligible, demonstrating that the positive impact of the LAPS analysis in the initialization of the model progressively reduces and finally disappears after about 12 h. These results are confirmed in Table 3, which reports the BIAS and RMSE relative to wind speed, averaged over the whole duration of the simulation, along with the number of data points involved in the calculation. The results relative to the HR3 run suggest that the inclusion of different sources of surface data does not always guarantee an improvement in the model simulation with respect to the ingestion of a single set of data, thus suggesting that possibly different strategies (e.g., different radii of influence) should be tried for different categories of data.

Wind Direction
WD over sea surface is taken from the WRFBG field (while WS is modified by the S1 SSW); inland, the background field is locally modified by the surface station wind data. Following this approach, WS and WD are coherent over all the domain only for the WRFBG run, while in WRFHR runs patterns of wind direction and wind speed may be not consistent over the sea. This explains why the ingestion of surface data does not improve this field in the WRFHR runs. Anyway, for the sake of completeness, Table 3 and Figures 3C,D show the BIAS and the RMSE relative to WD for the whole set of experiments. Overall, the data analysis does not show any improvement in WRFHR runs compared to WRFBG for wind direction.

2 m Temperature and Dew Point Temperature
Figures 4A,B shows, respectively, the BIAS and RMSE of 2 m temperature T2M for the whole set of experiments. Figure 4A shows that, in the first 9 h of simulation, an underestimation
Figure 4B shows a general improvement in RMSE for the WRF HR experiments compared to WRFBG. The HR1 run shows a higher RMSE than HR2 and HR3 in the first few hours, but, as in Figure 4A, after 9 h the differences among the WRF HR experiments become negligible. Table 3 confirms the positive impact of data ingestion on the model forecast of T2M in terms of RMSE, since, in all WRF HR experiments, RMSE is smaller by more than 0.5°C compared to the WRFBG runs.

Figures 4C,D shows the BIAS and the RMSE of TD2M. In terms of BIAS, the WRFBG run performs better than the WRF HR runs. Conversely, Figure 4D demonstrate a slight positive impact of data ingestion on RMSE, as also reported in Table 3.

Figure 6 shows the Taylor diagram summarizing the performance of the whole set of simulations in comparison with both the datasets available (METAR and OSMER). The data refer to the complete set of case studies in the 13-h time window after the retrieval of S1 (in the simulation range 1–13 h for the WRF HR runs and in the range 6–19 h for the WRFBG run). The data ingestion produces a general improvement in WRF HR.
FIGURE 5 | 2 m temperature BIAS (A) and RMSE (B), and 2 m dew point temperature BIAS (C) and RMSE (D) for the whole set of case studies versus the forecast time. Colors as in Figure 3.

FIGURE 6 | Taylor diagram for the simulations. The data refer to the complete set of case studies in all the 13 h after the retrieval of S1 (in the simulation range 1–13 h for the WRFHR runs and in the range 6–19 h for the WRFBG run).
for all fields, especially for wind speed (in terms of normalized standard deviation) and T2M (in terms of correlation).

In order to analyze where the data ingestion improved the simulation results, Figure 7 show the geographical distribution of RMSE in correspondence of the OSMER surface stations for WRFBG run (left) and HR3 (right), for T2M (top), and for WS (bottom). An improvement in T2M is observed in HR3 run, mainly in the stations in Po Valley and along the coast, while in the Alpine area WRFBG performs slightly better (Figures 7A,B). For wind speed, the improvement regards mainly the stations in the Po Valley, while the RMSE remains nearly unchanged for the mountain and coastal stations. It is remarkable that, for all runs, the highest RMSE for wind speed is observed in the stations along the coast; our interpretation is that the irregular coastline combined with the proximity of the mountains near the east coast make the local circulation very complex, due to the combination of sea and mountain effects that are difficult to simulate properly.

Discussion
To analyze the generality of our statistical results, we compare the BIAS and RMSE obtained for the reference WRFBG run with those reported in similar studies in literature. Jiménez and Dudhia (2012) performed a numerical study concerning the simulation of 10 m wind speed over a domain covering the Ebro river valley, between the western Pyrenees and the Iberian system. The study showed, in a region with complex topography, an average underestimation of surface winds over peaks and hills and an overestimation in valleys and lowlands. Jiménez and Dudhia (2013) performed in the same region an analysis of the WRF skill for the simulation of wind direction, finding a RMSE greater than 70° for complex terrain, which is comparable with the values of RMSE reported in Table 3.

Gómez-Navarro et al. (2015) performed a sensitivity study of 10 m wind simulated with the WRF model for different parameterizations of the Planetary Boundary Layer (PBL) in the Alpine region, comparing the surface winds with the Meteo Swiss network of meteorological stations for a set of 24 historical windstorms. The BIAS and RMSE in section “Impact of the S1 SSW on the Model Simulations” show comparable or slightly better values compared to those presented in Gómez-Navarro et al. (2015) for the same PBL parameterization and 2 km grid spacing.

Barcons et al. (2015) performed experiments in 29 case studies, initializing WRF with either LAPS or WRFDA. They found that,
using a grid spacing of 1 km, the LAPS initialization performs better than WRFDIA due to its ability to better represent high density surface data on the high-resolution grid, obtaining values of RMSE slightly better than in our study. The latter result can be possibly attributed to the higher resolution adopted in their experiments.  

Avolio et al. (2017) explored several PBL parameterizations in WRF for a set of case studies over the southern Italian region of Calabria, which presents a complex morphology due to the presence of a rough orography in a narrow peninsula. They obtained comparable or slightly better RMSE than in our runs. Tiesi et al. (2018) applied the same LAPS-WRF system employed here to a domain similar to that used in Avolio et al. (2017), performing 1 year of short-range forecasts, obtaining similar results to the latter study. This demonstrates that the system implemented in the present work can perform in a way similar to other studies reported in literature in areas with complex morphology, and the differences in the statistical indices with the present work are mainly determined by the different, rougher topography of the Alpine region, and of the Friuli Venezia Giulia region in particular.

A result emerging from the numerical simulations is that they tend to lose predictability very rapidly. This is clearly shown in Figure 3 where the advantage of using a smart initialization with LAPS analyses is lost after 12 h for the simulation of wind speed. This is not an unexpected result. Daley (1991) discusses vertical correlation functions computed between the geopotential background error at 400 hPa and that at other levels. Clearly, an observation at 400 hPa will receive a good weight for the analysis of geopotential at the same level, but it will have a slightly smaller weight for the analysis at 500 or 300 hPa, and correlation will become very small with a level near the surface, so the latter observation would influence the upper analysis only a little. In fact, an observation at the surface will mainly affect levels below 500 hPa, and will have only little influence in the upper troposphere. This is a consequence of the planetary boundary layer, which confines the influence of the observations to lower levels. Consequently, although the vast majority of in situ observations are taken at the surface, they provide only a limited impact in the upper troposphere.

As the model integrates further in time, the initial improvements are progressively lost, since the method used here does not correct both boundary conditions, which originate solely from the global atmospheric model, and model dynamics, as it is done, for example, in nudging methods (Stauffer and Seaman, 1990). The limited size of the inner model domain (d02 in Figure 1A), where observations are ingested into the analysis, can cause a quick deterioration of the solution after some hours, as boundary conditions start to dominate the solution and rapidly sweep the initial state. In order to improve the simulations over a longer time interval, one should consider the setup of a larger domain, especially on the eastern and southern side, considering that many cases analyzed in the present paper refer to systems moving from the eastern/southern boundaries (Bora-Sirocco in the Northern Adriatic Sea; Table 1), which are very close to the studied area. As an example of the latter category of events, Figure 8A shows the S1 SSW retrieval at 16:58 UTC, 31 December 2014, during a typical northern Adriatic northeastly wind (Bora) episode. The ingestion of the S1 SSW affects the background 10 m wind, reshaping the wind patterns in the initial conditions for HR1 (and HR3) run and producing a more realistic wind field compared to WRFBG (cfr. Figures 8B,C with Figure 8A). The improvement in the wind speed analysis in this case is significant for HR1 and HR3.
both in terms of correlation, normalized standard deviations, and centered RMSE.

Another relevant aspect of our results is the better performance of the model simulations in the Po valley (Figure 7). Apparently, the plains take a longer “memory” compared to both the coastal and the mountain stations. This is a consequence of the complex morphology of the region considered in the present study. The arc-shaped coastline shows some lagoons on the western side, which produce a complex land-sea mask, only partially resolved by the model grid and represented in the large-scale sea surface temperature used as lower boundary condition. At the same time, the eastern coastal area is affected by a complex combination of sea breeze and mountain flows that interact with each other, due to the proximity of the steep orography. These considerations are valid for the twenty selected case studies, which are often characterized by severe, rapidly evolving weather conditions.

Another interesting aspect emerges in Figure 9, which shows the observed and simulated wind speed distribution (bins of 2 m/s) in all OSMER and METAR stations over all 20 case studies, 6 h after the S1 retrieval time. Comparing the histograms, it is clear that the gray columns (observations) are closer to the colored ones (WRFHR runs) than to the black ones (WRFBG), especially on the left and on the right side of the distribution, suggesting that the estimate of high (above 12 m/s) and very weak wind speeds improves, albeit modestly, with data ingestion. Again, the advantage of data ingestion is reduced when longer simulation time ranges are considered (not shown). Overall, the data ingestion does not improve significantly the simulation results.

**MEDICANE CASE STUDY: NUMA**

In this section, an example of application of model initialization with the S1 SSW to a tropical-like cyclone in the Mediterranean (TLC or Medicanes) is shown. Medicanes are receiving a growing attention in the literature, due to the severity of winds, rainfall, and storm surge induced by these intense cyclones (e.g., Fita and Flaounas, 2018; Miglietta, 2019; Miglietta and Rotunno, 2019). In particular, the predictability of these events has been the subject of several papers, which have shown how the intensity and the location of the simulated cyclones may significantly depend on the large scale forcings (Chaboureau et al., 2012; Di Muzio et al., 2019), on the selected model (Davolio et al., 2009), on the physics parameterizations.
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FIGURE 10 | S1 retrievals of SSW on 17 November 2017 at: (A) 04:47, and (B) 04:48 UTC; 10 m wind at 05:00 UTC of 17 November 2017 in: (C) WRFBG run, and (D) LAPS analysis used to initialize the WRFH4 experiment.

The cyclone considered here (known as Numa) developed on 14 November 2017 in the Tyrrhenian Sea around the coasts of Sicily, and reached its maximum intensity above the Ionian Sea, causing twenty-two casualties in Greece and estimated damages for around 100 M€ in Italy and Greece; later it dissipated over the western Turkish coasts on 20 November. The cyclone was described in Marra et al. (2019), where the synoptic environment, the remote sensing detection and numerical simulation are discussed. In the present paper, we focus on the effect of the analysis of the S1 SSW and its impact on the WRF model simulations.

Figures 10A,B show the S1 SSW corresponding to the morning descending survey of the Sentinel-1A platform at 04:47 and 04:48 UTC, respectively, 17 November 2017. The maximum wind speed retrieved by S1 reaches 30.6 m/s, i.e., it is near the lower end of category 1 hurricane intensity in the Saffir-Simpson scale. Hence, such a value largely exceeds the estimation performed by the lower resolution (25 km) ASCAT, the sensor on board the polar MetOp A, equal to 20 m/s (Marra et al., 2019). Thus, Sentinel-1 can represent much better this type of events, which spend most of their lifetime over the sea, providing a picture of the wind around the cyclone eye with an unprecedented detail and accuracy.

Experiment Set Up

The procedure performed to assess the effective impact of the S1 SSW on the WRF model simulations follows the framework introduced in Figure 2. The survey time of the polar platform, 04:48 UTC, is the same as the north Adriatic case studies described in Table 1. For NUMA simulations, the details of two nested domains d01 and d02 are provided in Table 2. Compared to the north Adriatic case studies, the external domain remains the same, the d02 domain resolution remains identical, while the only changes concern the d02 position (centered in the Ionian Sea) and number of grid points, as specified in Table 2. Thus, the reference simulation WRFBG starts at 00:00 UTC, 17 November, while the WRFHR runs start at 05:00 UTC. For NUMA, the nomenclature of the WRF simulations is set as in the following scheme:

- WRFBG: The background configuration over the two domains d01 and d02;
- WRFHR: Two simulations covering 13 h after the initialization time;
FIGURE 11 | Time evolution of the distance between the observed center of the cyclone and the minimum SLP for each WRF model realization: WRFBG (black), WRFH3 (green), and WRFH4 (red). The uncertainty in the distance is estimated to be smaller than 10 km. Figure 11 shows a clear positive impact of the S1 SSW in the simulation of the pressure minimum location by the WRFH4 experiment compared to WRFBG and WRFH3. The improvement occurs at the analysis time and through the first 7 h after the initialization of WRFHR runs. The comparison of the time evolution among the three experiments demonstrates that the S1 SSW can provide a noticeable improvement of the simulation of the cyclone, at least in terms of location (Figure 11).

CONCLUSION

A procedure for the ingestion of Sentinel-1 sea surface wind speed for a smart initialization of the WRF model has been developed. The impact of the S1 wind on the skill of the simulations has been investigated for a set of 20 case studies ranging across different atmospheric scenarios, in order to assess the overall impact, regardless of the specific conditions in each single event. The impact of the data analyses on the model simulations has been described in terms of some statistical scores, comparing the model results with METAR bulletins and surface observations of the OSMER regional network in northeastern Italy.

The results of the verification show a positive, albeit not significant, improvement due to the ingestion of the S1 SSW on the model simulation of surface variables. In this context, the initialization of the WRF model with the S1 SSW is positive, particularly in the first hours of the short-term WRF
model simulations, comparable to the impact of METARs. The METAR and S1 data have been ingested assuming identical settings in order to analyze the impact in similar conditions. Analysis through the Taylor diagrams reveals improvement in particular for wind speed and 2 m temperature. The geographical distribution of the RMSE has shown a net positive impact in the Po Valley and a weaker impact for mountain areas and coasts. The improvement is more relevant for high and very small wind speed values.

The ingestion of S1 wind data for the simulation of a Medicane demonstrates their positive impact for severe events over the sea, poorly covered with meteorological data. Such results highlight the important contribution of high quality remotely sensed data in the analysis of the effective state of the atmosphere.

The preliminary results presented here have shown that the impact of S1 SSW on the model positive; the methodology should be consolidated using a larger set of case studies and exploring proper assimilation approaches. The key point of our analysis is that the ingestion of observed sea surface wind provides an improvement in the surface fields, not only over the sea but also over land, and, that the poor data coverage can be enhanced with the help of remotely sensed geophysical quantities.
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APPENDIX

In the following definitions, a number of observations $N$ is assumed. For each of these elements, $O_i$ is the experimental quantity and $F_i$ is the model quantity interpolated at the points where the observation is performed.

(A) BIAS
The BIAS is defined as:

$$BIAS = \frac{1}{N} \sum_i (F_i - O_i);$$

(B) RMSE
The RMSE is defined as:

$$RMSE = \left[ \frac{1}{N} \sum_i (F_i - O_i)^2 \right]^{\frac{1}{2}}.$$