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Abstract

In conditions of keen competition in the markets for goods and services, a huge emphasis is put on the stages of subject-wise planning, issuing design specification, and front-end engineering design when manufacturing new products. These stages are primarily responsible for the key technical and economic products' characteristics that directly identify the product conceptual design and marketability. Current information and analytical systems (IAS) that dictate a choice of perspective directions to develop newly created products and their most preferred specimens basically use knowledge of experts about the value of estimation indicators. The latter usually serve as a basis for opting the best specimens of the newly designed technical systems. Evaluation of quality and technical level (TL) of complex technical systems using the created IAS often involves value functions (for instance, Fishburn function), which imply that a dialogue with a decision-maker (DM) produces information about his views of "value systems" or "preference systems", used to construct value functions. Developers of new products experience considerable difficulties in choosing a value function of estimation indicators when working with IAS. The paper proposes to determine a value function for numerical indicators using the newly designed information model, based on expert estimations consistent with estimation of truck TL. A technical device and algorithm to determine value functions of unit estimation CTS indicators were developed according to the method. An invention was registered, and a patent was issued.

The method also implies taking random factors into account when evaluating CTS TL for, as an example, "reliability" as the key estimation indicator. Two patents of the Russian Federation were obtained for invention of a time digitizer and a device for estimating effectiveness of various systems through sampling random values.
The suggested method of generating a value function enables a scientist to choose the type and nature of a value function that will allow to increase the degree of CTS TL evaluation reliability, and optimize the cost of obtaining initial information when predicting CTS reliability due to evaluation of adaptive digitalization of random processes initiated in IAS.

The paper materials may be of service to designers of complex systems at the initial stages of developing thereof in evaluating possible alternatives of CTS implementation, and determining TL at all stages of CTS life cycle.
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### I. Introduction

The existing information technologies for examining operations and algorithms from optimum systems theory allow to assess indicators of complex technical systems (CTS) and identify the following processes:

- compare existent CTS with optimum and assumed to be ideal (theoretical) ones;
- determine maximum possible values of CTS effectiveness criterion;
- use optimum systems theory when designing new CTS.

**Definition of Concepts “Value Function” and “Unit Estimation Indicators”**. When evaluating quality and technical level (TL) of complex technical systems (CTS), value and utility functions (for instance, Fishburn function [IX]) are often used. The principle of these methods is that a dialogue with a decision-maker (DM) produces information about his “value system” or “preference system”, used to construct value functions.

**Value function (utility function)** is a function that establishes correspondence between TL indicator values and its estimations scaled from 0 to 1.

**Unit estimation indicator** shall be a parameter or characteristic that identify one of the basic CTS features and have a substantial effect on its performance and development. Value (utility) functions for unit estimation indicators are generated (chosen or determined). They are involved in identifying CTS technical level in information and analytical system (IAS).

Basically, a particular value function may be assigned to each type of estimation indicators. Value (utility) function for quality logical indicators is binary. It takes 0 or 1 value depending on whether this feature is important and preferable or not. DM shall understand that if there are no true objective preferences, only those preferences are of importance that demonstrate a subjective DM opinion about utility of values of the evaluated indicator. Fig.1 presents a utility function of “design engineering” course students’ grades as an example [VI].
Fig. 1: Utility function of “design engineering” course students’ (F,D,C,B,A) grades

The presented value function slightly varies when grades are very high and very low, and sharply increases when grades are average and good. It indicates that there is good reason to increase evaluation of students’ knowledge from average and high grades.

The literature may name value function as a utility function, preference function, function of estimations [XXI, X, XVI, VII]. Experts need to evaluate “number by number”, i.e. transform the value of indicator into its estimation. For ease in addressing this problem, a method of “principal points” is recommended, which implies that experts identify the type of relationship between values of indicators and their estimations. This relationship may be presented in the form of graphs, tables, and formulas. Graphs are constructed with the coordinate axes: values of indicators shall be on the abscissa; estimations shall be on the ordinate. A mean curve shall be constructed using curves constructed by individual experts. It can be analytically described in the form of the function formula.

II. Selecting and Defining Value Functions of Unit Estimation Indicators when Solving Multi-Criteria Problems in Evaluating Technical Level of Complex Technical Systems in Information and Analytical Systems

II.i. Principles of Generating Value Function of Unit Estimation Indicators of Complex Technical Systems

Generation of value function constitutes an integral part of a method for solving multi-criteria problems [XIX] and a method for evaluating technical level of CTS [I]. Information about DM preferences may be used in a variety of ways.

There is the most simple and popular method of simple weighting in order of importance. It implies that alternatives are ranked according to sums $s_i$ of estimations $r_{ij}$ of the alternatives, weighted by coefficients $w_j$ of relative importance of these alterna-
Selection of the value function type has a significant effect on the result of ranking the values of each unit estimation indicator.

The principles of constructing value functions are quite well-known [IX, VI, XIV]. However, as monography [XV] states, construction of value functions is as much an art as a science. Hence, no unified guidelines to construct utility functions can be formulated. There are not only various methods for constructing utility functions, but also many varieties of any one of them.

Paper [XX] suggests to determine utility function using qualitative data and estimations. CTS is arranged in order based on expert evaluations applying geometrical approach. An expert can either arrange objects in order, or make pair-wise comparisons. It is proposed to divide multiple data and evaluations into equivalence classes. A relationship between evaluations and parameters’ values, which can further be used for all multiple data and evaluations, is found through analyzing the expert’s preferences.

As mentioned in monography [XV], it is very difficult to predict what method will be the best in a certain situation, since it depends on a specific decision-making person, nature of a problem, and many other factors. However, the basic ideas, used in selecting and constructing value function, remain identical for all possible procedures.

Therefore, without regard to what method would be utilized to construct a value function, relevant questions or problems that need to be considered and solved are basically the same and involve five stages:

1. Preparation to construct a value (or utility) function;
2. Identification of proper quality parameters of the evaluated object;
3. Setting quantity limits;
4. Selection of necessary value (utility) function;
5. Verification of concordance between the selected value (utility) function and experts’ opinions.

In actual practice, steadily increasing (decreasing) value functions are most common-ly in use. Here, it is considered that DMs tend to be risk-averse or risk-neutral. And it is the case if and only if a monotonic utility function is concave, convex, or linear [XV].

Work [XVIII] suggests a method for evaluating CTS technical level for IAS, which uses value function when defining ranking of alternatives

\[ R_j(i) = \sum W_{kj} \cdot U_{kj}(i), \]
where  \( R_{j(i)} \) – ranking of the \( i^{th} \) alternative by the \( j^{th} \) integral indicator,

\( W_{kj} \) – weight of the \( k^{th} \) unit indicator in the \( j^{th} \) integral indicator,

\( U_{ij}(i) \) – value of a value function of the \( k^{th} \) unit indicator of the \( i^{th} \) alternative of the \( j^{th} \) integral indicator.

Value function for numerical indicators implies that from two to five points of the value function curve shall be applied depending on the type of this curve. Value or utility function \( U_{j-i}(g_{j-i}) \) may be of several types (Fig. 2) or may be decreasing or increasing [I]. Type 1 is linear when there is no preference for an indicator, types 2 and 3 are concave and convex and shall be utilized when it is desirable to have greater or lesser effect depending on the value of an indicator; type 4 is S-shaped and shall be used, when it is desirable to have the required effect for greater values of an indicator.

![Fig. 2: Scheme of the inherent utility function types in IAS](image)

1 – linear (risk-neutral), 2 – concave (risk-prone);
3 – convex (risk-averse); 4 – S-shaped function

It is assumed that a value function is defined by five points. 0.90 value of the value function for each unit indicator corresponds to potentially attainable values of parameters or characteristics; 0.50 corresponds to those assigned in CTS design specification (DS) or common values; 0.1 corresponds to the minimum acceptable values; 0.20 and 0.70 correspond to intermediate values between the extreme and assumed as per DS values, and characterize the type of the selected value function.

Value function for synthesized indicators is often defined using only two points: 0.5
as a mean value of the parameter; 0.1 as the minimum acceptable values of the parameter. In what follows, the authors suggest a method for selecting value functions for CTS.

II.i. Method for Selecting Value Functions and Determining Unit Estimation Indicators of Complex Technical Systems

The principal result of the suggested method for selecting value function is in identifying preference of the unit numerical estimation indicator scaled from zero to one to increase authenticity of evaluating CTS technical level. It enables to assess a degree of effect, which this and other unit estimation indicators have on performance of basic CTS functions in a standardized form (i.e. irrespective of the estimation indicator dimension) when defining a standard CTS technical level.

Furthermore, a possibility emerges to determine threshold values of unit estimation indicators, i.e. the ranges of allowable variations in values using value functions. Its own type of value function shall be assigned to each type of indicator.

Within the suggested method:
- a division of all unit estimation indicators is made into quality (logical) and quantity (numerical) ones;
- each value function for numerical indicators is presented as a curve of two-five points; for each point a value of indicator shall be specified using an expert-based method, and a value of value function shall be selected from the list.

It is recommended to determine value functions of CTS unit estimation indicators as follows:
1. Compiling a list of unit estimation indicators
2. Determination of the value function type for each unit estimation indicator
3. Establishing threshold values of unit estimation indicators
4. Selection of value functions by each expert
5. Verification of a concordance degree between expert estimations.

Matrix of $k^{th}$ expert inquiry presented in Table 1 (1-4 stages) constitutes an initial information for these procedures.

**Table 1: Matrix of $k^{th}$ expert inquiry by values of indicators**

| Unit indicators | Values of indicators for 5 points of value function |
|-----------------|----------------------------------------------------|
| $U_{ix1}(g_{i1}) = 0$ | $U_{ix2}(g_{i2}) = 0$, $U_{ix3}(g_{i3}) = 0$, $U_{ix4}(g_{i4}) = 0$, $U_{ix5}(g_{i5}) = 0$. |
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The total number of matrices-inquiries shall be defined by the number of experts involved in the inquiry process. The following designations are assumed in Table 1:

\( U_{ik}(g_i) \) is a value function that sets up a correspondence between the values of estimation indicator and scale from 0 to 1; \( g_i \) is a unit estimation indicator for evaluation of CTS TL.

Value function explicitly sets priorities on various values of a unit indicator. Basically, its own value function may be assigned to each type of indicator. Value function for logical indicators is binary. It takes 0 or 1 values, depending on whether this property is desirable or not. Numerical indicators that imply use of five points of value function (as in Table 1) will be further considered.

Numerical values in each line of Table 2 define the pattern of value function variation: it can be steadily decreasing or increasing, linear, convex, or concave, S-shaped, triangular, or trapezoidal, etc.

It would make sense to obtain mean (as per the data of all experts) indicators \( g_{ij} \) for each \( j \) point (out of 5 points) of value function using the following formula:

\[
\overline{g}_{ij} = \frac{\sum_{x=1}^{m} g_{ikj}}{m},
\]

(1)

where \( g_{ikj} \) – value of indicator from Table 2;

\( j = 1, \ldots, 5 \) – points of value function; \( k = 1, \ldots, m \); \( i = 1, \ldots, n \);

\( m \) – number of experts involved in the inquiry process;

\( n \) – number of unit estimation indicators.
Mean (as per the data of all experts) values of indicators may be presented in the form of table 2.

**Table 2: Matrix of indicators values**

| Unit indicators | Mean values of indicators for 5 points of value function |
|-----------------|---------------------------------------------------------|
| $g_1$           | $\bar{g}_{1i}^{\text{min}}$ $\bar{g}_{1i}^{R1}$ $\bar{g}_{1i}^{R2}$ $\bar{g}_{1i}^{R3}$ $\bar{g}_{1i}^{\text{max}}$ |
| $g_i$           | $\bar{g}_{i1}^{\text{min}}$ $\bar{g}_{i2}^{R1}$ $\bar{g}_{i3}^{R2}$ $\bar{g}_{i4}^{R3}$ $\bar{g}_{i5}^{\text{max}}$ |
| $g_n$           | $\bar{g}_{n1}^{\text{min}}$ $\bar{g}_{n2}^{R1}$ $\bar{g}_{n3}^{R2}$ $\bar{g}_{n4}^{R3}$ $\bar{g}_{n5}^{\text{max}}$ |

Numerical values in each line of Table 2 define the form of the required value function.

However, there is a need for verifying a degree of concordance between expert estimations for all experts (5th stage). This concordance may be determined using concordance coefficient $W_j$, evaluated for each of five value function points by the following formula [XI]:

$$W_j = 1 - \frac{12 \sum_{i=1}^{n} \sum_{k=1}^{m} d_{ijk}^2}{m^2(n^3 - n)},$$

where $d_{ijk}$ is a standard deviation of the current value of indicator $g_{ijk}$ from its mean value defined by formula (1).

Value $d_{ijk}$ shall be evaluated by the following formula:

$$d_{ijk} = \frac{\bar{g}_{ijk} - g_{ijk}}{\bar{g}_{ij}}.$$
If inequality
\[ W_j \geq W_\theta \] (4)
holds true (where \( W_\theta \) is an allowable value of concordance coefficient), the results of experts’ inquiry may be considered agreed, otherwise, they need to be corrected through repeating this inquiry.

1. Example. Determination of Value Functions of Self-Driving Truck TL Evaluation

A specific example shall be considered to illustrate the suggested method. Value functions shall be identified for TL unit indicators of truck in IAS environment.

Six functional unit estimation indicators of truck [VIII] shall be specified:

1) velocity \( (U, \text{ km/h}) \);
2) capacity \( (V, \text{ m}^3) \);
3) weight of load carried \( (m_G, \text{ t}) \);
4) weight of loaded automobile \( (m_a, \text{ t}) \);
5) angle of turn \( (\alpha, \text{ degrees}) \);
6) motor power \( (P, \text{ HP}) \).

Fig.3 shows value functions for unit estimation indicators of truck, suggested by each of seven experts. Numbers of value functions’ curves in each figure correspond to the numbers of the appropriate experts. Numerical values of estimation indicators taken from these curves are presented in the table for each expert*.

Table 3 comprises data on numerical values of indicators for expert No.1. Table 4 contains information about mean values of indicators based on data obtained from seven experts. Table 5 includes differences between mean values of a unit indicator and values of this indicator, in expert No.1 opinion. Since squaring operation will fit in a symbol preceding these differences, hence, these tables show modules of these differences.

Table 6 contains standardized values of these differences obtained as per formula (3) for expert No. 1.

Table 7 contains squared standardized values for expert No. 1 for all points of value functions curves.

Table 9 shows total sums of squared standardized differences and evaluations of con-
It indicates that actions of experts are well-coordinated, and even with $W_\beta = 0.80$ the obtained mean values of value function of truck unit indicators (Table 9) can be taken as a basis. The obtained mean (for 7 experts) value functions for 6 estimation indicators are presented in Figure 3 as dotted lines.

**Table 3: Numerical values of indicators for expert No.1**

| Indicator No. | Values of indicators |
|---------------|----------------------|
|               | $U_{i1}(g_i) = 0$   | $U_{i2}(g_i) = 0.2$ | $U_{i3}(g_i) = 0.5$ | $U_{i4}(g_i) = 0.7$ | $U_{i5}(g_i) = 0.9$ |
| 1             | 17.34               | 32.00               | 80.00               | 111.00              | 142.66             |
| 2             | 1.96                | 4.65                | 12.80               | 24.30               | 45.00              |
| 3             | 5.00                | 7.00                | 9.00                | 9.60                | 9.94               |
| 4             | 1.20                | 2.90                | 7.25                | 10.20               | 13.15              |
| 5             | 2.40                | 3.60                | 14.40               | 28.80               | 67.20              |
| 6             | 96.00               | 132.00              | 174.00              | 198.00              | 246.00             |

**Table 4: Mean values of indicators according to information obtained from seven experts**

| Indicator No. | Mean values of indicators |
|---------------|---------------------------|
|               | $U_{i1}(g_i) = 0.1$       | $U_{i2}(g_i) = 0.2$ | $U_{i3}(g_i) = 0.5$ | $U_{i4}(g_i) = 0.7$ | $U_{i5}(g_i) = 0.9$ |
| 1             | 12.72                    | 23.72               | 62.69               | 92.26               | 118.29             |
| 2             | 2.80                     | 6.32                | 17.47               | 30.15               | 49.67              |
| 3             | 2.71                     | 4.36                | 7.41                | 8.68                | 9.38               |
| 4             | 1.20                     | 2.90                | 7.50                | 10.46               | 13.66              |
| 5             | 7.20                     | 12.59               | 34.69               | 55.21               | 90.17              |
Table 5: Differences between mean values of each (of 6) unit indicator and values of the indicator in expert No.1 opinion

| Indicator No. | Values of difference between values of indicators |
|---------------|--------------------------------------------------|
| $U_{i11}(g_i) = 0$ | $U_{i12}(g_i) = 0$ | $U_{i13}(g_i) = 0$ | $U_{i14}(g_i) = 0$ | $U_{i15}(g_i) = 0$ |
| 1 | 4.62 | 8.28 | 17.31 | 18.74 | 24.37 |
| 2 | 0.84 | 1.67 | 8.47 | 5.85 | 4.67 |
| 3 | 2.29 | 2.64 | 1.59 | 0.92 | 0.56 |
| 4 | 0.00 | 0.00 | 0.25 | 0.26 | 0.51 |
| 5 | 4.80 | 8.99 | 10.29 | 26.41 | 22.97 |
| 6 | 5.00 | 16.28 | 18.00 | 15.86 | 7.71 |

Table 6: Standardized values of difference for expert No.1

| Indicator No. | Standardized values of difference |
|---------------|----------------------------------|
| $U_{i11}(g_i) = 0$ | $U_{i12}(g_i) = 0$ | $U_{i13}(g_i) = 0$ | $U_{i14}(g_i) = 0$ | $U_{i15}(g_i) = 0$ |
| 1 | 0.363 | 0.349 | 0.276 | 0.203 | 0.206 |
| 2 | 0.300 | 0.264 | 0.485 | 0.194 | 0.094 |
| 3 | 0.845 | 0.606 | 0.215 | 0.106 | 0.060 |
| 4 | 0.000 | 0.000 | 0.033 | 0.025 | 0.037 |
| 5 | 0.667 | 0.714 | 0.297 | 0.478 | 0.255 |
| 6 | 0.055 | 0.141 | 0.115 | 0.087 | 0.032 |

Table 7: Squared standardized values of difference for expert No.1

| Indicator No. | Squared standardized values of difference |
|---------------|------------------------------------------|
| $U_{i11}(g_i) = 0$ | $U_{i12}(g_i) = 0$ | $U_{i13}(g_i) = 0$ | $U_{i14}(g_i) = 0$ | $U_{i15}(g_i) = 0$ |
| 1 | 0.131 | 0.120 | 0.077 | 0.041 | 0.041 |
| 2 | 0.090 | 0.079 | 0.220 | 0.037 | 0.009 |
| 3 | 0.795 | 0.406 | 0.045 | 0.011 | 0.004 |
| 4 | 0.000 | 0.000 | 0.011 | 0.005 | 0.005 |
| 5 | 0.444 | 0.515 | 0.081 | 0.224 | 0.065 |
| 6 | 0.003 | 0.020 | 0.002 | 0.001 | 0.001 |
Table 8: Total summation and evaluation of $W_j$

| Indicator No. | Sums of squared standardized values of difference |
|---------------|--------------------------------------------------|
|               | $U_{i1}(g_i) = 0$, $U_{i2}(g_i) = 0$, $U_{i3}(g_i) = 0$, $U_{i4}(g_i) = 0$, $U_{i5}(g_i) = 0$. |
| 1             | 0.4361, 0.3063, 0.2332, 0.1990, 0.1757 |
| 2             | 2.5264, 1.9499, 1.4752, 0.8658, 0.3247 |
| 3             | 1.1679, 0.9005, 0.2050, 0.0507, 0.0079 |
| 4             | 0.1882, 0.2996, 0.2753, 0.2256, 0.2459 |
| 5             | 1.3826, 1.5900, 0.8081, 0.8098, 0.1755 |
| 6             | 0.8787, 0.6337, 0.3205, 0.2392, 0.0591 |
| $\sum$       | 6.5799, 5.6800, 3.3173, 2.3901, 0.9888 |
| $W_j$         | 0.9923, 0.9938, 0.9961, 0.9972, 0.9988 |

"Evaluation and selection" IAS designed to evaluate technical level of various-purpose CTS [XIX, XVII] may be qualified as a modern automated computer-software system that uses state-of-the-art mathematical methods of decision-making theory and information technologies. This system enables to take into account the relationship between the estimation indicator value and the value of an indicator using five nodal points of linear-broken approximation, i.e. DM’s preferences. These data shall be read out according to the results of processing data obtained from experts, using the above-mentioned procedure.

A technical device and algorithm to determine value functions of unit estimation CTS indicators were developed according to the method. They were considered an invention, and the patent of the Russian Federation was issued [IV].
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a – velocity $U$, km/h; b – capacity $V$, m$^3$; c – weight of load carried $m_g$, t; d – weight of loaded automobile $m_e$, t; e – angle of turn $\alpha$, degrees; f – motor power, $P$, horsepower

**Fig. 3:** Value functions for unit estimation indicators in evaluating technical level of truck in IAS
III. Taking into Account Random Factors in “Reliability” Indicator when Evaluating Technical Level of Complex Technical Systems

Indicators of reliability, and no-failure operation, in particular, constitute an important component characterizing technical level of almost any CTS. To forecast reliability using information model “load-resisting strength” \( V \), it is required to know the value of uncorrelated maximum values of random external effects (level of loading) that may result in CTS failure. Implementation of this random process may be considered as an initial information to forecast reliability. Here, one should seek to reduce the scope of this information. It saves time and reduces the cost of its acquisition. In so doing, an adaptive digitalization may be applied when constructing implementations of random process of loading \([II]\). If spectrum characteristics of random factors vary \([XII]\), it makes sense to present it through adaptive digitalization. An accuracy of approximation therewith may be increased using the following Lagrange polynomial \( L(t) \) \([XIII]\):

\[
L(t) = \sum_{i=0}^{n} x_i l_i(t), \quad i = 0, \ldots, n,
\]

(5)

where \( x_i \) – \( i \)-th value of approximation; \( n \) – number of points of random process approximation;

\[
l_i(t) = \prod_{j=0}^{m} \frac{t-t_j}{t_i-t_j}, \quad j = 0, \ldots, m,
\]

(6)

\( m \) – maximum value of argument \( t \) degree indicator.

Taking into account formulas (5) and (6) for three approximation points and \( m = 2 \)

\[
L(t) = x_0 \frac{(t-t_1)(t-t_2)}{(t_0-t_1)(t_0-t_2)} + x_1 \frac{(t-t_0)(t-t_2)}{(t_1-t_0)(t_1-t_2)} + x_2 \frac{(t-t_0)(t-t_1)}{(t_2-t_0)(t_2-t_1)},
\]

(7)

where \( x_0 \) and \( t_0 \) – values of function and argument of the first point of approximation; \( x_1 \) and \( t_1 \) – values of function and argument of the second point of approximation; \( x_2 \) and \( t_2 \) – values of function and argument of the third point of approximation.

Quantitative evaluation of approximation quality shall further be done through computing difference \( \delta \) between forecasted value \( L_{\text{approx}} \) and its actual value \( x(t_{\text{approx}}) \):

\[
\delta = \left| L_{\text{approx}} - x(t_{\text{approx}}) \right|.
\]

(8)

Value \( \delta \) shall further be compared with its allowable value \( \delta_0 \), if \( \delta \leq \delta_0 \), then the result of approximation is positive, and value \( L_{\text{approx}} \) may be fixed as a working value of digitalization of the random process in question. An invention was created for solving the problem, and the Russian Federation patent was obtained \([XIII]\).
IV. Key Results of Performed Studies

Thus, the results of the studies carried out using IAS are as follows:

1. A method for selecting value function for unit estimation indicators in IAS was suggested based on construction of fuzzy logic statements in evaluating CTS TL.

2. An algorithm for evaluating TL in IAS is developed taking into account multiple-factor information model of random search and selection of alternative to elaborate preliminary DM’s solutions in assessing CTS TL.

3. Information model of IAS is amended by the blocks of receiving initial information to evaluate CTS TL considering random factors.

4. Creation of IAS enabled to certify the suggested method and algorithm to evaluate TL for truck. Modelling results have evidenced an acceptable degree of evaluating unit estimation indicators of computerized IAS in preparing suggestions for DM, taking experts’ opinions into account.

V. Discussion

Appendix A from monography [XIX] presents a brief analytical review of a reasonably large body of literature (156 sources) on methods for decision-making, evaluation of products’ quality and CTS TL, methods of assessing quality and CTS TL, involving those based on expert estimations, and systems of decision-making support using computer technologies. However, according to analysis, no consideration in the stated works was given to the problems posed in the paper concerning construction of IAS and information model of analyzing CTS value function to practically determine TL in the context of new information technologies in the area of identifying algorithms and results of modeling the systems through combined approaches. I.e., no suggestions on generating value function of CTS unit indicators using five points of analyzing value function were put forward, and the initial information bearing random factors in mind was not considered in IAS at all.

VI. Recommendations

The suggested information technology is designed to serve a wide range of developers of the new CTS in selecting the best technical solutions using IAS and conducting comparative CTS TL analysis related to domestic and foreign specimens, as well as evaluating competitiveness of the newly created products and identifying the quality of export products.

VII. Conclusion

1. Selection and definition of value functions of unit estimation indicators constitute an integral part of a method for solving multi-criteria problems on evaluating technical level of CTS in IAS.

2. The paper suggests a research and practical method of generating value functions of unit estimation indicators in estimating CTS technical level using evaluation of
experts’ concordance that enables to make rather simple and reasonable choice, generating value function for each unit estimation indicator taken.

3. A potential reduction of the cost of acquiring initial information needed for forecasting CTS reliability is shown due to acquiring evaluation of adaptive digitalization of random factors implemented in IAS.
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