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Abstract—Analog hardware has become a popular choice for machine learning on resource-constrained devices recently due to its fast execution and energy efficiency. However, the inherent presence of noise in analog hardware and the negative impact of the noise on deployed deep neural network (DNN) models limit their usage. The degradation in performance due to the noise calls for the novel design of DNN models that have excellent noise-resistant property, leveraging the properties of the fundamental building block of DNN models. In this work, the use of $L_1$ or TopK BatchNorm type, a fundamental DNN model building block, in designing DNN models with excellent noise-resistant property is proposed. Specifically, a systematic study has been carried out by training DNN models with $L_1$/TopK BatchNorm type, and the performance is compared with DNN models with $L_2$ BatchNorm types. The resulting model noise-resistant property is tested by injecting additive noise to the model weights and evaluating the new model inference accuracy due to the noise. The results show that $L_1$ and TopK BatchNorm type has excellent noise-resistant property, and there is no sacrifice in performance due to the change in the BatchNorm type from $L_2$ to $L_1$/TopK BatchNorm type.
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I. INTRODUCTION

Large scale datasets, high-performance hardware, algorithmic and architectural techniques, and more sophisticated optimization methods have continued to play a critical role in the unprecedented success of deep neural networks (DNN) in notoriously complex and highly challenging real-life cognitive applications such as computer vision, speech recognition, machine translation, autonomous driving, and anomaly detection [1]–[5]. They achieve this by enabling the design and training of deep and large state-of-the-art models with complex architectures and remarkable performance. However, these large models require an order of millions of multiply-accumulate operations, which are fundamentally computational intensive operations [6]. These data-intensive operations and a large number of model parameters due to the model size mean that these models would require large memory and memory bandwidth in order to achieve reasonable performance [7]–[10]. As a result, these deep models cannot be deployed on resource-constrained edge computing devices with limited computing resources and power budget [7], [11] such as battery-powered mobile and internet of things (IoT) devices.

In order to resolve these issues, model compressing methods such as pruning [12], [13] and knowledge distillation [14] have been introduced to design lighter models. Although a significant reduction in model size has been achieved using these methods, the resulting models still require a decent amount of computing, memory, and power resources. These reasons have led to the introduction of specialized energy-efficient computing hardware such as TPU [15] and low power GPUs [16] for deep learning inference called digital accelerators. The von-Neumann architecture nature of these hardware means that the performance improvement is limited due to the intrinsic bottleneck between memory and processor known as the memory wall [17]. The memory wall causes the hardware to suffer from high energy consumption and high latency due to the substantial movement of data between the memory and the processor [9], [18].

On the other hand, analog accelerators, which are based on non-von-Neumann architecture, offer exciting opportunities for significantly more efficient and faster DNN accelerators [6]. They offer analog computation with in-memory computing, leveraging on non-volatile memory (NVM) crossbar arrays to store and perform compute in the analog domain [6], [19]. With the weights encoded and stored in the memory arrays, the matrix-vector multiplication can be done in a single step using the Kirchhoff current law, unlike multiple steps required in digital hardware [20]. This form of computation offers huge performance improvement as it affords massive parallelism using a dense array of millions of memory devices performing computation [21]. Furthermore, the combination of compute and storage in a single unit significantly reduces data movement and communication, which is the cause of high energy consumption and high latency in digital accelerators [20], [21].

Despite the advantages of analog accelerators, it should be noted that computation in them is inherently noisy, and only limited precision can be achieved. The conductance noise due to inaccuracies in programming analog conductance (programming noise) and inherent non-idealities of NVM devices such as white noise, thermal noise, quantization noise, variability, and conductance drift all contribute to the noise in analog accelerators [6], [7], [11]. The presence of noise leads to degradation in the inference performance of DNN models even with the known noise-resistant property of DNN [9], [11], [22], [23]. Hence, there is a need to explore methods for the novel design of DNN models that have excellent noise-resistant property, leveraging the properties of the fundamental building block of DNN models.
To design DNN models that have significant noise-resistant property, the impact of the various model building block and hyperparameters on the model noise-resistant property of DNN models must be investigated. One of the most famous building blocks for designing DNN models is Batch Normalization (BatchNorm). BatchNorm popularity can be attributed to its ability to stabilize the distribution of input over a mini-batch into a network during training by augmenting the network with additional layers that set the mean and variance of the distribution of each activation to zero and one, respectively [24], as defined in equations (1)-(3), where $\gamma$ and $\beta$ are the trainable parameters.

$$
\mu_B \leftarrow \frac{1}{m} \sum_{i=1}^{m} x_i \tag{1}
$$

$$
\hat{x}_i \leftarrow \frac{x_i - \mu_B}{\sigma_B} \tag{2}
$$

$$
y_i \leftarrow \gamma \hat{x}_i + \beta = BN(x_i) \tag{3}
$$

The BatchNorm layer, usually placed before the non-linear activation of the previous layer, also preserves model expressivity by ensuring that the output of its layer is also scaled and shifted based on the model trainable parameters [24]. BatchNorm also improves regularization due to the randomness it introduces via its mini-batch statistics and reduces the difficulty of annealing learning rate and initializing parameters by enabling bigger learning rate [25]–[28].

Batch Normalization can be classified into three types based on how the variance of the mini-batch is calculated as the mean of the mini-batch is calculated the same way. The three types are $L_2$ BatchNorm, $L_1$ BatchNorm, and TopK BatchNorm. The $L_2$ BatchNorm is the most popular type of BatchNorm, and the variance of $L_2$ normalization is calculated according to equation (4) which is the average squared deviation from the mean. $L_1$ BatchNorm calculates its variance by using the average absolute deviation from the mean as stated in equation (5). Instead of using all data in the mini-batch as it obtained in $L_2$ BatchNorm and $L_1$ BatchNorm, the TopK BatchNorm uses the top K maximum absolute deviation from the mean to calculate its variance, in this case, $k = 10$ as given in equation (6).

$$
\sigma_B \leftarrow \sqrt{\frac{1}{m} \sum_{i=1}^{m} (x_i - \mu_B)^2} - \epsilon \tag{4}
$$

$$
\sigma_B \leftarrow \frac{1}{m} \sum_{i=1}^{m} |x_i - \mu_B| \tag{5}
$$

$$
\sigma_B \leftarrow \frac{1}{10} \sum_{i=1}^{10} |x_i - \mu_B| \tag{6}
$$

The pervasiveness of BatchNorm requires that its impact on the noise-resistant property of DNN models need to be investigated. The work in [29] studied the impact of $L_2$ BatchNorm on the noise-resistant property of DNN by comparing the performance between DNN models with BatchNorm and DNN models without BatchNorm. The paper discovered that $L_2$ BatchNorm negatively impacts DNN noise-resistant property significantly. It attributes this effect to the ability of $L_2$ BatchNorm to limit the upper bound of the power of the noise inherently present in the training process. The authors also theorized that models with $L_2$ BatchNorm layer have gradient loss with a low range of values in every direction and that $L_2$ distance between the two consecutive instances of the loss gradient is significantly lower for a model with BatchNorm than the models without BatchNorm. The presence of noise in the training process has been used to improve the noise-resistant property of DNN models in the past. Hence, the paper showed that $L_2$ BatchNorm reduces the power of the inherent noise present during training, which now reduces the noise-resistant property of the resulting model. It concluded that models for analog accelerators are best designed without the $L_2$ BatchNorm layer. If model convergence is not possible without BatchNorm, the DNN model should be designed with the minimum number of BatchNorm layers needed to achieve convergence during model training instead of the current practice of having a BatchNorm after each layer.

The training of the DNN model without the $L_2$ BatchNorm layer is non-trivial as the model convergence might be difficult to achieve without it as $L_2$ BatchNorm stabilizes model training. Furthermore, it enables the use of a larger learning rate and also makes training deep and large state-of-the-art models possible by helping reduce internal covariate shift (ICS) [27]. In cases where model convergence is possible without it, the size of the model and the complexity of the task are very limited. Hence, there is a need to modify/replace the current $L_2$ BatchNorm algorithm with another algorithm that preserves the current advantages of the $L_2$ BatchNorm algorithm and also improve the model noise-resistant property. The use of $L_1$ and TopK BatchNorm types for the design and training of DNN model for analog accelerators is proposed to solve these problems. These BatchNorm types are selected as the variance calculation in the $L_2$, and $L_1$/TopK BatchNorm types are strongly correlated to preserve the stabilizing property of $L_2$ BatchNorm.

The noise-resistant property of DNN models is strongly influenced by the noise inherently present in the training process or externally injected into the model weight, model weight gradient, or model input during the training process [9], [11]. The inherent noise present in the training process introduces some variability into the gradient of the weight and it is mathematically defined by the equation (7) as $\alpha \nabla L_D(x)$ represents the gradient of the weight and $\frac{\alpha}{B} \sum_{i \in B} (\nabla L_i(x) - \nabla L_D(x))$ represents the error term where $\alpha$ is the learning rate, $\nabla$ is the gradient, $L_D(x)$ is the loss function over all the dataset, $L_i(x)$ is the loss function for a single data point $i$, $\nabla L_{SGD}(x)$ is the estimated true loss gradient, and $B$ is the Batch size.

$$
\alpha \nabla_{SGD}(x) = \alpha \nabla L_D(x) + \frac{\alpha}{B} \sum_{i \in B} (\nabla L_i(x) - \nabla L_D(x)) \tag{7}
$$

$$
E[\|\alpha \nabla L_B(x) - \alpha \nabla L_{SGD}(x)\|^2] < \frac{\alpha^2 C}{|B|} \tag{8}
$$

BatchNorm stabilizes model training by augmenting the network with additional layers that set the mean and variance of the distribution of each activation to zero and one, respectively.
Table I: The details of the DNN models and dataset used in the experiments.

| Model Name | Dataset             | Number of Classes | Model Input Dimension | # Images per class |
|------------|---------------------|-------------------|-----------------------|--------------------|
| ResNet     | CIFAR10, CIFAR100   | [10,100]          | 32^3*32^3             | [6000,600]         |
| ResNext    | CIFAR10, CIFAR100   | [10,100]          | 32^3*32^3             | [6000,600]         |
| DenseNet   | CIFAR10, CIFAR100   | [10,100]          | 32^3*32^3             | [6000,600]         |

\[ C = E[||\nabla L_i(x) - \nabla L_D(x)||^2] \]  

The error/noise term has a mean value of zero, and the upper bound of the power of the noise is defined by equations (8) and (9) where \( L \) represents the loss function. The noise of higher power introduces more noise into the weight gradient, producing a model with excellent noise-resistant property. The poor noise-resistant of DNN models with \( L_2 \) BatchNorm is because the normalization process influences the size of the power of the noise as the value of \( C \) is influenced by BatchNorm type. Since the value of the \( \sigma_B \) for \( L_1 \) and TopK BatchNorm type is lower than for \( L_2 \) BatchNorm, the power of the inherent noise present for model with \( L_1/TopK \) BatchNorm is higher than the same models with \( L_2 \) BatchNorm. Hence, DNN models with \( L_1/TopK \) BatchNorm has excellent noise-resistant property than DNN models with \( L_2 \) BatchNorm. Furthermore, the relation between the loss gradient of the weight of a model with BatchNorm and those without BatchNorm is shown in equation (10) [24] where \( L \) and \( \hat{L} \) are the loss of the model with and without BatchNorm, respectively. \( \sigma_j \) is the standard deviation of the BatchNorm, \( \gamma \) is the BatchNorm layer trainable parameter, where \( y_j \) and \( \hat{y}_j \) are the output of the model with and without BatchNorm, respectively, \( \nabla \) is the gradient, and \( m \) is the batch size.

\[ ||\nabla y_j \hat{L}||^2 \leq \frac{\gamma^2}{\sigma_j^2} \left( ||\nabla y_j L||^2 \right) - \frac{1}{m} \left( 1, \nabla y_j L \right)^2 - \frac{1}{m} \left( \nabla y_j \hat{L}, \hat{y}_j \right)^2 \]  

The equation also shows that the loss gradient of the weight is also influenced by the size of the \( \sigma_j \). A low \( \sigma_j \) value means that the gradient value is higher than when \( \sigma_j \) is high. The presence of noise can be explained by the changing nature of the \( \sigma_j \) value from one epoch to another. Hence, with a lower \( \sigma_j \) value for \( L_1/TopK \) BatchNorm type compared with the \( L_2 \) BatchNorm type, the value of the loss gradient of DNN model and power of the noise present is higher for the DNN model with \( L_1/TopK \) BatchNorm type than the same DNN model with \( L_2 \) BatchNorm type.

Hence, a detailed experimental study to verify the suitability of the \( L_1 \) and TopK BatchNorm types for the design and training of DNN models for analog accelerators is performed in this work. This study involves training various DNN model architecture with \( L_2, L_1, \) and TopK BatchNorm types on the Image classification task. After that, additive Gaussian noise is injected into all the weights of the resulting models, and the impact of the noise on the inference accuracy of the model is measured. A comparison is then performed between the \( L_2, L_1, \) and TopK BatchNorm types variant of the models using the normalized inference accuracy, which better reflects the rate of degradation. The contributions of this research work are:

1. Proposed and detailed a way to design and train DNN models with great noise-resistant property for analog accelerators;
2. Established the effect of \( L_1 \) and TopK BatchNorm types on the noise-resistant property of DNN models;
3. Provided justification for the use of \( L_1 \) BatchNorm type for the design of noise-resistant DNN models;
4. Provided a mathematical explanation on why the effect of \( L_1 \) and TopK BatchNorm types on the noise-resistant property of a DNN model differ from the effect of \( L_2 \) BatchNorm type.

The remainder of this paper is organized as follows: The detailed proposed methodology for this work is discussed in Section II. Results and analysis are presented in Section III. Further discussions and related works are reviewed in Section IV and Section V concludes the paper.

II. PROPOSED METHODOLOGY

The discussion in this section focuses on the details of the experiment carried out to study the effect of \( L_1 \) and TopK batch normalization layer on the inherent resistance characteristics of deep learning models to analog noise. The details discussed are the dataset, model design, model training, model inferencing, and software and hardware used.

A. Dataset

The details of the CIFAR10 and CIFAR100 datasets used in this paper are stated in Table I. Each dataset contains 60,000 colored images of dimension 32 x 32 x 3, further divided into 50,000 training images and 10,000 testing images. They are designed, compiled, and labeled by the Canadian Institute for Advanced Research out of the 80 million tiny images datasets. The images in the CIFAR10 dataset can be grouped into ten mutually exclusive classes with no semantic overlap. However, CIFAR100 dataset images can be grouped into 100 non-mutually exclusive classes with some form of semantic overlap as the dataset contain just 20 superclasses.

B. Model Design

The models used in this paper can be generally grouped into ResNet [1], ResNext [30], and DenseNet [31] models as stated in Table I. The choice of the models is influenced by their suitability for image classification tasks and also to verify the impact of the various BatchNorm types on noise-resistant properties of diverse deep learning models. The various models are trained until convergence is achieved by minimizing the prediction error and maximizing the model accuracy using the
default initialization methods in PyTorch, categorical cross-entropy as the cost function, stochastic gradient descent as the optimizer. Data augmentation is also performed to prevent overfitting and maximize model performance.

C. Model Training Stage

In order to investigate and understand the effect of various BatchNorm types on the model noise-resistant property, the models under consideration are designed with a BatchNorm layer at every layer. This design approach is chosen to ensure that the benefit of the BatchNorm layer on the training process is fully enabled. Specifically, a model with $L_2$ BatchNorm type is first designed and trained from scratch until convergence is achieved. The training process is repeated with the BatchNorm type changed to the $L_1$ and $TopK$ BatchNorm types and their performances compared.

D. Model Inference stage

In order to compare the effect of the various BatchNorm type on the noise-resistant property of the model, the model performance in the presence of noise is measured using an appropriate performance metric. The model classification accuracy(%) is used as the performance metric as the models are classification models, and the analog noise used in this paper is modeled as an additive Gaussian white noise.

The white Gaussian additive noise, which is injected into the model weights of zero mean and a standard deviation of $\sigma_{\text{noise}}$, is used in this work. The value of $\sigma_{\text{noise}}$, defined as the energy/power of the noise, is obtained by benchmarking it against the standard deviation of the weight as shown in equation (11). Benchmarking it against the standard deviation of the weight ensures that the weights are injected with a proportional noise. This is done by using the appropriate signal to noise ratio (SNR) or noise form factor ($\eta$) values as stated in equation (12) and (13), respectively. In this work, Gaussian noise with zero mean with standard deviation with a form factor ($\eta$) values of 1%, 4%, 8%, 12%, 16% and 20% is injected into the model weights to determine the model noise-resistant property.

$$\sigma_{\text{noise}} = \frac{\sigma_w}{\text{SNR}} \quad (11)$$

$$\eta = \frac{1}{\text{SNR}} \quad (12)$$

$$\sigma_{\text{noise}} = \eta \times \sigma_w \quad (13)$$

The model with $L_2$ BatchNorm type obtained in Section II-C are all put in inference mode, and the value of the model test classification accuracy of the model is evaluated using the test dataset to establish the baseline inference performance. The baseline classification test accuracy is equivalent to injecting additive analog Gaussian white noise of zero mean and standard deviation of noise form factor ($\eta$) of 0%.

After that, an additive analog Gaussian noise of zero mean and standard deviation equal to the form factor $\eta$ of x% of the $\sigma_w$ at a layer $i$ is injected into all the model weights.

The standard deviation value is equivalent to adding noise with power equivalent to $\text{SNR}$ value of $\frac{\sigma_w^2}{x}$. The new model inference accuracy due to the injected noise is then evaluated on the test dataset. The steps above are then repeated multiple times with the $\eta$ value of x% in order to obtain average inference classification accuracy as shown in equation (14). The average classification accuracy due to the presence of the noise is then normalized with the baseline inference classification accuracy using the formulae in equation (15).

$$a_{\text{avg}} = \frac{1}{N} \sum_{i=1}^{N} a_i \quad (14)$$

$$A^x = \frac{a_{\text{avg}}^x}{a_o} \quad (15)$$

where $a_o$ are the baseline classification accuracy, $A^x$ and $a_{\text{avg}}$ are the normalized classification accuracy and average classification accuracy due to the present of noise of $\eta$ value of x% respectively. The procedure above is then repeated with model with $L_1$ BatchNorm and $TopK$ BatchNorm types and the values of the normalized classification inference accuracy are compared and analyzed.

E. Software and Hardware

All the models used in this work are trained and tested using PyTorch deep learning framework installed on the NVIDIA V100-DGXS-32GB GPU.

III. RESULTS AND ANALYSIS

This section presents and discusses the results obtained from the experiment in Section II by comparing the noise-resistant property of a model with $L_2$, $L_1$ and $TopK$ batch normalization types. The result is achieved by injecting gaussian noise into the model weights, causing a weight change, and measuring the performance due to the weight change. The performance metric is the inference accuracy as the model under consideration are classification models.

1) Baseline Performance: The baseline inference accuracy of the various model under consideration with all the batch normalization types are presented in Table II for CIFAR10 and CIFAR100 datasets. The baseline accuracy is the inference accuracy of the model obtained just after training. No analog noise has been injected into the weights of the model, which is equivalent to a model injected with Gaussian noise of zero mean and standard deviation of 0. The baseline inference accuracy of all the models trained on the CIFAR10 dataset is greater than the equivalent model trained on the CIFAR100 dataset. This is expected as the classification task on the CIFAR100 dataset is more complex than that on the CIFAR10 dataset. Furthermore, models with $L_2$ BatchNorm have the most model with the highest performance across the two datasets, and this explains why $L_2$ BatchNorm type is the most popular BatchNorm type. However, the performance difference between the models with $L_2$ BatchNorm and other BatchNorm types is very marginal. In fact, there are models where the
Table II: Comparison of the baseline inference accuracy of ResNet, ResNext and DenseNet models with various BatchNorm types when tested with CIFAR10 and CIFAR100 dataset. The performance metric is the model classification accuracy.

| Dataset      | CIFAR10          | CIFAR100         |
|--------------|------------------|------------------|
| Model Name   | L₂ BN | L₁ BN | TopK BN | L₂ BN | L₁ BN | TopK BN |
| Resnet18     | 90.87% | 90.35% | 89.50% | 65.79% | 65.39% | 64.73% |
| Resnet36     | 92.32% | 91.74% | 91.69% | 68.99% | 68.81% | 68.91% |
| Resnet44     | 92.87% | 92.53% | 92.46% | 70.28% | 69.44% | 69.50% |
| ResNet56     | 92.70% | 92.67% | 92.67% | 70.48% | 70.14% | 70.58% |
| ResNext18    | 91.53% | 91.40% | 91.90% | 68.20% | 67.61% | 67.88% |
| Resnext56    | 93.50% | 93.07% | 93.02% | 72.25% | 71.33% | 70.93% |
| DenseNet77   | 90.23% | 90.91% | 90.83% | 65.90% | 67.60% | 67.36% |
| DenseNet100  | 91.40% | 91.70% | 91.90% | 67.80% | 67.80% | 67.89% |

Figure 1: The comparison of the inference performance of ResNet, ResNext and DenseNet models with L₂, L₁, and TopK BatchNorm types trained on CIFAR10 dataset when Gaussian noise is added to all the model weights. The performance metric is the normalized inference accuracy.

Table III: Comparison of the average normalized percentage classification accuracy of ResNet, ResNext and DenseNet model with various BatchNorm Types over 5 non-baseline noise factor in the presence of gaussian noise in all its layer during inference when tested with CIFAR10 and CIFAR100 dataset. The performance metric is the average normalized classification accuracy as defined in equation (16).

| Dataset      | CIFAR10          | CIFAR100         |
|--------------|------------------|------------------|
| Model Name   | L₂ BN | L₁ BN | TopK BN | L₂ BN | L₁ BN | TopK BN |
| Resnet18     | 43.10% | 89.64% | 77.68% | 43.10% | 69.20% | 69.80% |
| Resnet32     | 25.36% | 93.38% | 92.41% | 24.25% | 80.95% | 78.52% |
| Resnet44     | 19.68% | 94.39% | 83.07% | 51.58% | 79.92% | 79.83% |
| Resnet56     | 16.72% | 95.01% | 88.60% | 11.25% | 83.96% | 81.49% |
| ResNext18    | 16.85% | 85.66% | 78.52% | 1.46% | 57.13% | 49.40% |
| Resnext56    | 10.74% | 84.26% | 84.55% | 4.67% | 77.80% | 48.83% |
| DenseNet77   | 65.27% | 97.05% | 96.43% | 81.52% | 87.18% | 86.84% |
| DenseNet100  | 65.15% | 97.74% | 97.56% | 47.37% | 90.76% | 88.71% |
In general, it is observed that the model normalized inference accuracy decreases with increase in the analog noise power level across all models and datasets. For example, the L1 variant of ResNet18 model trained on CIFAR10 dataset has a normalized inference accuracy of 99.67%, 96.70%, 91.35%, 81.85%, and 68.55% when injected with noise with \( \eta \) value of 1%, 4%, 8%, 12%, 16%, and 20%, respectively. The TopK variant of ResNet18 model trained on CIFAR10 dataset also has a normalized inference accuracy value of 100%, 98.27%, 91.25%, 77.92%, 58.60%, and 39.79% when injected with noise with \( \eta \) value of 1%, 4%, 8%, 12%, 16%, and 20%, respectively. This observation is in agreement with the trend observed by the authors in [22] as the ability of the noise to corrupt the model weight increases with the noise power level. At a low noise power level, it is observed that the model suffers little or no reduction in the model normalized inference accuracy, and at elevated noise power level, the model inference accuracy does not fail suddenly but gradually. This behavior speaks to the inherent noise-resistant property of models as noted in [23], [29], [32]. However, the rate of decrease of the model normalized average inference accuracy varies from model to model and task to task for a fixed noise power level.

In order to aid better summarization and analysis of results in Figures 1 and 2, a new metric is introduced which is mathematically defined below:

\[
A_{avr} = \frac{\sum_{i=1}^{N} A_i}{N}
\]  

where \( A_{avr} \) is the average normalized percentage classification accuracy and \( N \) is the number of non-baseline noise factor which is 6. This new metric summarizes the performance of

![Figure 2: The comparison of the inference performance of ResNet, ResNext and DenseNet models with \( L_2, L_1, \) and TopK BatchNorm types trained on CIFAR100 dataset when Gaussian noise is added to all the model weights. The performance metric is the normalized inference accuracy.](image)
all the model trained on the CIFAR10 and CIFAR100 datasets over the 6 non-baseline noise factor and the result is given in Table III. From Table III, It can be observed that for a particular model, the model variant with L2 BatchNorm type has the lowest average normalized inference accuracy. For example, for the CIFAR10 dataset, the average normalized inference accuracy for ResNet56 with L2 BatchNorm is 16.72%, which is lower than 95.1% and 88.60% which are the values of average normalized inference accuracy for the same model with L1 BatchNorm and TopK BatchNorm types respectively. This observation also holds true for various BatchNorm type variants of ResNet56 model trained CIFAR100 dataset with an average normalized inference accuracy of 11.25%, 83.96% and 81.49% for L2, L1 and TopK BatchNorm variants of ResNet56 respectively. These observations also hold for the other models under consideration in this work. It is instructive to note that the L2 BatchNorm variant of all models trained performed poorly compared to the L1 and TopK variant of all the models. This poor performance means that the noise-resistant property of these models can be remarkably improved by changing the BatchNorm type from L2 to L1 or TopK type. This proposal is because these models’ L1 or TopK BatchNorm variants have a higher average normalized inference accuracy value than the L2 BatchNorm variant. In addition, these change in the BatchNorm type does not come with any significant performance cost as the baseline of the inference accuracy of the models L1 and TopK variant are very close to the values of the L2 variant. In addition, it is easier to perform the computation of L1 and TopK BatchNorm on hardware platforms than L2 BatchNorm.

4) Impact of Model Architecture and Type on Model Noise Resistant Property: It can be observed that value of average normalized inference accuracy value differs significantly across rows and columns in Table III. This is very instructive when combined with Figures 1 and 2. For a fixed BatchNorm type variant of all models trained on CIFAR10 datatype, the value of average normalized accuracy differs significantly, and this observation is also true for these models trained on CIFAR100 datatype. For example, the TopK BatchNorm variant of ResNet18, ResNet32, ResNet44, ResNet56, and ResNet56 are 77.68%, 92.41%, 85.07%, 88.06%, and 84.55%, respectively. Hence, the noise-resistant property of a model is influenced by the model architecture. Also, the BatchNorm types are also model architecture features, and the analysis shows that the value of the average normalized inference accuracy of a particular model for different BatchNorm types differs. Furthermore, the noise-resistant ability of a model with a specific architecture differs when trained on a different dataset. For example, the average normalized inference accuracy of DenseNet77 model with L1 BatchNorm is trained on CIFAR10 and CIFAR100 is 97.05% and 87.18%, respectively. Similarly, the average normalized inference accuracy for TopK BatchNorm variant of the DenseNet77 model trained on CIFAR10 and CIFAR100 datasets are 96.43% and 86.84%, respectively. It can be safely concluded that the noise-resistant ability of a model as measured by the average normalized inference accuracy of the model is reduced as the complexity of the dataset the model is trained on increases. This observation is in agreement with the observations made by authors in [29].

IV. RELATED WORKS AND DISCUSSIONS

The L2 BatchNorm is introduced to accelerate and stabilize model training of deep models by reducing the internal covariate shift in layers or subnetwork of a DNN model [27]. Although the work in [24] agrees that L2 BatchNorm is very effective as stated in [27], it contends that the effectiveness of L2 BatchNorm is due to its ability to smoothing the optimization landscape significantly and enables training with a higher learning rate. In order to solve the poor performance of L2 BatchNorm when training size is small and when samples are not independent, various variants such as batch renormalization [26], group normalization [33], weight normalization [34] has been introduced to solve this problem. Due to its popularity, the effect of L2 BatchNorm on the noise-resistant property of DNN models, is investigated in [29].

The need to deploy DNN models on analog hardware, despite its noisy nature, has led to the introduction of methods of improving the noise-resistant property of DNN models. One of the popular methods introduced is the noise injection method [9], [22], which involves adding noise to the weight or gradient of the model during training. The authors in [11] demonstrated that even more improved noise-resistant property can be obtained when the noise injection method is combined with knowledge distillation. Training models in a noisy hardware environment similar to the ones they will be deployed in order to condition them is also proposed in [35], [36]. The impact of learning rate value on model noise-resistant property is studied in [32]. The use of linear and non-linear analog error correction codes to protect weights and bias of the DNN model is demonstrated in [37], [38]. An algorithm based on deep reinforcement learning, which uses a selection protection scheme to choose a critical bit for error correction code (ECC) protection, is developed in [39]. The work in [40] introduces the use of a generalized fault-aware pruning technique to improve model resilience to hardware fault. Lastly, the work in [41] introduces a framework that synergizes the mitigation approach and computational resources using a neural network architecture-aware partial replacement approach to identify the parameters of interest in the consecutive network layers for hardening to improve model resilience.

This paper differs from existing work because it does not use a noise injection method or error correction code to improve DNN model noise-resistant property. It investigates the noise-resistant property of building blocks of DNN models and then uses the obtained information to design models that are noise resistant. In this case, the use of L1 and TopK BatchNorm type is proposed to design a noise-resistant model for analog hardware ahead of the very popular L2 BatchNorm. This conclusion is made after investigating the noise-resistant property of L2, L1, and TopK BatchNorm types using different model architecture. This approach can
be combined with other methods to provide an extra layer of protection against noise. This paper is closely related to the work in [29] although this work is different as it proffers a solution to the negative impact of $L_2$ BatchNorm. Although noise in this paper is modeled as additive Gaussian noise as done in [9], [11], this paper differs in that it does not use noise to improve its noise-resistant property as done in these papers. This work is also different from [42], [43] where the noise is modeled as digital noise. Furthermore, it is also different from [24], [25] which aims to provide alternate reasons and mathematical derivation why batch normalization accelerates training.

V. CONCLUSION

The use of $L_1$ and TopK BatchNorm types for training DNN models for analog accelerators is proposed and investigated in this work. The justification for the use of the proposed BatchNorm type is done by comparing the performance of $L_1$ and TopK BatchNorm variant of DNN models with the $L_2$ BatchNorm variant of the same DNN models in the absence and presence of analog noise. The noise in this study is modeled as additive Gaussian noise.

The result of this study established that DNN models with $L_2$ BatchNorm have poor noise-resistant property as observed in [29]. This study also showed that models with $L_1$ and TopK BatchNorm type have excellent noise-resistant property when noise is injected into all the weights in the model. This is established by comparing the normalized inference accuracy due to noise on the various BatchNorm type variants of the models. Furthermore, the performance of these $L_1$ and TopK BatchNorm type model variants is competitive with the performance of the $L_2$ BatchNorm variant in the absence of noise. This comparison, done using the inference accuracy of the models, demonstrated that changing from the $L_2$ BatchNorm type does not come at a significant performance cost. Finally, it is also observed that the complexity of the classification type also affects the model noise-resistant property irrespective of the BatchNorm type being used.
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