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Abstract
The Brownian map is a random sphere-homeomorphic metric measure space obtained by “gluing together” the continuum trees described by the \( x \) and \( y \) coordinates of the Brownian snake. We present an alternative “breadth-first” construction of the Brownian map, which produces a surface from a certain decorated branching process. It is closely related to the peeling process, the hull process, and the Brownian cactus.

Using these ideas, we prove that the Brownian map is the only random sphere-homeomorphic metric measure space with certain properties: namely, scale invariance and the conditional independence of the inside and outside of certain “slices” bounded by geodesics. We also formulate a characterization in terms of the so-called Lévy net produced by a metric exploration from one measure-typical point to another. This characterization is part of a program for proving the equivalence of the Brownian map and Liouville quantum gravity with parameter \( \gamma = \sqrt{8/3} \).
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1 Introduction

1.1 Overview

In recent years, numerous works have studied a random measure-endowed metric space called the Brownian map, which can be understood as the $n \to \infty$ scaling limit of the uniformly random quadrangulation (or triangulation) of the sphere with $n$ quadrilaterals (or triangles). We will not attempt a detailed historical account here. Miermont’s recent St. Flour lecture notes are a good place to start for a general overview and a list of additional references [Mie14].

This paper will assemble a number of ideas from the literature and use them to derive some additional fundamental facts about the Brownian map: specifically, we explain how the Brownian map can be constructed from a certain branching “breadth-first” exploration. This in turn will allow us to characterize the Brownian map as the only random metric measure space with certain properties.

1To give an extremely incomplete sampling of other papers relevant to this work, let us mention the early planar map enumerations of Tutte and Mullin [Tut62, Mul67, Tut68], a few early works on tree bijections by Schaeffer and others [CV81, JS98, Sch99, BMS00, CS02], early works on path-decorated surfaces by Duplantier and others [DK88, DS89, Dup98], the pioneering works by Watabiki and by Angel and Schramm on triangulations and the so-called peeling process [Wat95, Ang03, AS03], Krikun’s work on reversed branching processes [Kri06], the early Brownian map definitions of Marckert and Mokkadem [MM06a] and Le Gall and Paulin [LGP08] (see also the work [Mie08] of Miermont), various relevant works by Duquesne and Le Gall on Lévy trees and related topics [DLG02, DLG05, DLG06, DLG08], the Brownian cactus of Curien, Le Gall, and Miermont [CLG13], the stable looptrees of Curien and Kortchemski [CK13], and several recent breakthroughs by Le Gall and Miermont [LG10, LG13, Mie13, LG14].
Roughly speaking, in addition to some sort of scale invariance, the main property we require is the conditional independence of the inside and the outside of certain sets (namely, filled metric balls and “slices” formed by pairs of geodesics from the center to the boundary of a filled metric ball) given an associated boundary length parameter. Section 1.5 explains that certain discrete models satisfy discrete analogs of this conditional independence; so it is natural to expect their limits to satisfy a continuum version. Our characterization result is in some sense analogous to the characterization of the Schramm-Loewner evolutions (SLEs) as the only random paths satisfying conformal invariance and the so-called domain Markov property \cite{Sch00}, or the characterization of conformal loop ensembles (CLEs) as the only random collections of loops with a certain Markov property \cite{SW12}.

The reader is probably familiar with the fact that in many random planar map models, when the total number of faces is of order $n$, the length of a macroscopic geodesic path has order $n^{1/4}$, while the length of the outer boundary of a macroscopic metric ball has order $n^{1/2}$. Similarly, if one rescales an instance of the Brownian map so that distance is multiplied by a factor of $C$, the area measure is multiplied by $C^4$, and the length of the outer boundary of a metric ball (when suitably defined) is multiplied by $C^2$ (see Section 4). One might wonder whether there are other continuum random surface models with other scaling exponents in place of the 4 and the 2 mentioned above, perhaps arising from other different types of discrete models. However, in this paper the exponents 4 and 2 are shown to be determined by the axioms we impose; thus a consequence of this paper is that any continuum random surface model with different exponents must fail to satisfy at least one of these axioms.

One reason for our interest in this characterization is that it plays a role in a larger program for proving the equivalence of the Brownian map and the Liouville quantum gravity (LQG) sphere with parameter $\gamma = \sqrt{8/3}$. Both $\sqrt{8/3}$-LQG and the Brownian map describe random measure-endowed surfaces, but the former comes naturally equipped with a conformal structure, while the latter comes naturally equipped with the structure of a geodesic metric space. The program provides a bridge between these objects, effectively endowing each one with the other’s structure, and showing that once this is done, the laws of the objects agree with each other.

The rest of this program is carried out in \cite{MS15a, MS15b, MS16a, MS16b}, all of which build on \cite{She10, MS12a, MS12b, MS12c, MS13a, MS13b, DMS14} (see also Curien’s work on the discrete side of this question \cite{Cur13}). After using a quantum Loewner evolution (QLE) exploration to impose a metric structure on the LQG sphere, the papers \cite{MS15a, MS16a} together prove that the law of this metric has the properties that characterize the law of the Brownian map, and hence is equivalent to the law of the Brownian map.
1.2 Relation with other work

There are several independent works which were posted to the arXiv shortly after the present work that complement and partially overlap the work done here in interesting ways. Bertoin, Curien, and Kortchemski [BCK15] have independently constructed a breadth-first exploration of the Brownian map, which may also lead to an independent proof that the Brownian map is uniquely determined by the information encoding this exploration. They draw from the theory of fragmentation processes to describe the evolution of the whole countable collection of unexplored component boundaries. They also explore the relationship to discrete breadth-first searches in some detail. Abraham and Le Gall [AL15] have studied an infinite measure on Brownian snake excursions in the positive half-line (with the individual Brownian snake paths stopped when they return to 0). These excursions correspond to disks cut out by a metric exploration of the Brownian map, and play a role in this work as well. Finally, Bettinelli and Miermont [BM15] have constructed and studied properties of Brownian disks with an interior marked point and a given boundary length $L$ (corresponding to the measure we call $\mu_{\text{DISK},L}$; see Section 4.2) including a decomposition of these disks into geodesic slices, which is related to the decomposition employed here for metric balls of a given boundary length (chosen from the measure we call $\mu_{\text{MET}}^L$). They show that as a point moves around the boundary of the Brownian disk, its distance to the marked point evolves as a type of Brownian bridge. In particular, this implies that the object they call the Brownian disk has finite diameter almost surely.

We also highlight two more recent works. First, Le Gall in [Le 16] provides an alternative approach to constructing the object we call the Lévy net in this paper and explores a number of related ideas. Roughly speaking, the approach in Le Gall’s paper is to start with the continuum random tree used in the construction of the Brownian map and then take the quotient w.r.t. the equivalence class that makes two points the same if they belong to the closure of the same disk cut out by the metric exploration. This equivalence relation is easy to describe directly using the Brownian snake, which makes the Lévy net construction very direct. We also make note of a recent work by Bertoin, Budd, Curien, and Kortchemski [BBCK16] that studies (among other things) the fragmentations processes that appear in variants of the Brownian map that arise as scaling limits of surfaces with “very large” faces.

1.3 Theorem statement

In this subsection, we give a quick statement of our main theorem. However, we stress that several of the objects involved in this statement (leftmost geodesics, the Brownian map, the various $\sigma$-algebras, etc.) will not be formally defined until later in the paper. Let $\mathcal{M}_{\text{SPH}}$ be the space of geodesic metric spheres that come equipped with a good measure (i.e., a finite measure that has no atoms and assigns positive mass to each open set). In other words, $\mathcal{M}_{\text{SPH}}$ is the space of (measure-preserving isometry classes...
of) triples \((S, d, \nu), \) where \(d: S \times S \rightarrow [0, \infty)\) is a distance function on a set \(S\) such that \((S, d)\) is topologically a sphere, and \(\nu\) is a good measure on the Borel \(\sigma\)-algebra of \(S\).

Denote by \(\mu^{A=1}_{SPH}\) the standard unit area (sphere homeomorphic) Brownian map, which is a random variable that lives on the space \(\mathcal{M}_{SPH}\). We will also discuss a closely related **doubly marked Brownian map** measure \(\mu^2_{SPH}\) on the space \(\mathcal{M}^2_{SPH}\) of elements of \(\mathcal{M}_{SPH}\) that come equipped with two distinguished marked points \(x\) and \(y\). This \(\mu^2_{SPH}\) is an **infinite** measure on the space of **finite** volume surfaces. The quickest way to describe it is to say that sampling from \(\mu^2_{SPH}\) amounts to first choosing a real number \(A\) from the infinite measure \(A^{-3/2}dA\), then independently choosing a measure-endowed surface from \(\mu^A_{SPH}\), then choosing two marked points \(x\) and \(y\) independently from the measure on the surface, and then “rescaling” the resulting doubly marked surface so that its area is \(A\) (scaling area by \(A\) and distances by \(A^{1/4}\)). The measure \(\mu^2_{SPH}\) turns out to describe the natural “grand canonical ensemble” on doubly marked surfaces. We formulate our main theorems in terms of \(\mu^2_{SPH}\) (although they can indirectly be interpreted as theorems about \(\mu^A_{SPH}\) as well).

Given an element \((S, d, \nu, x, y, \epsilon) \in \mathcal{M}^2_{SPH}\), and some \(r \geq 0\), let \(B(x, r)\) denote the open metric ball with radius \(r\) and center \(x\). Let \(B^*(x, r)\) denote the filled metric ball of radius \(r\) centered at \(x\), as viewed from \(y\). That is, \(B^*(x, r)\) is the complement of the \(y\)-containing component of the complement of \(\overline{B(x,r)}\). One can also understand \(S \setminus B^*(x, r)\) as the set of points \(z\) such that there exists a path from \(z\) to \(y\) along which the function \(d(x, \cdot)\) stays strictly larger than \(r\). Note that if \(0 < r < d(x, y)\) then \(B^*(x, r)\) is a closed set whose complement contains \(y\) and is topologically a disk. In fact, one can show (see Proposition [2.1]) that the boundary \(\partial B^*(x, r)\) is topologically a circle, so that \(B^*(x, r)\) is topologically a closed disk. We will sometimes interpret \(B^*(x, r)\) as being itself a metric measure space with one marked point (the point \(x\)) and a measure obtained by restricting \(\nu\) to \(B^*(x, r)\). For this purpose, the metric we use on \(B^*(x, r)\) is the **interior-internal metric** on \(B^*(x, r)\) that it inherits from \((S, d)\) as follows: the distance between two points is the infimum of the \(d\) lengths of paths between them that (aside from possibly their endpoints) stay in the interior of \(B^*(x, r)\). (In most situations, one would expect this distance to be the same as ordinary interior metric, in which the infimum is taken over all paths contained in \(B^*(x, r)\), with no requirement that these paths stay in the interior. However, one can construct examples where this is not the case, i.e., where paths that hit the boundary on some (possibly fractal) set of times are shorter than the shortest paths that do not. In general, the interior-internal metric is less informative than the internal metric; given either metric, one can compute the \(d\) lengths of paths that remain in the interior; however the interior-internal metric does not determine the \(d\) lengths of curves that hit the boundary an uncountable number of times. Whenever we make reference to metric balls or slices (as in the statement of Theorem [1.1] below) we understand them as marked metric measure spaces (endowed with the interior internal metric induced by \(d\), and the restriction of \(\nu\)) in this way.

We will later see that in the doubly marked Brownian map, if we fix \(r > 0\), then on the event that \(d(x, y) > r\), the circle \(\partial B^*(x, r)\) almost surely comes endowed with a certain
“boundary length measure” (which scales like the square root of the area measure). This is not too surprising given that the Brownian map is a scaling limit of random triangulations, and the discrete analog of a filled metric ball clearly comes with a notion of boundary length. We review this idea, along with more of the discrete intuition behind Theorem 1.1 in Section 1.5.

We will also see in Section 2 that there is a certain $\sigma$-algebra on the space of doubly marked metric measure spaces (which induces a $\sigma$-algebra $F^2$ on $M^2_{SPH}$) that is in some sense the “weakest reasonable” $\sigma$-algebra to use. We formulate Theorem 1.1 in terms of that $\sigma$-algebra. (In some sense, a weaker $\sigma$-algebra corresponds to a stronger theorem in this context, since if one has a measure defined on a stronger $\sigma$-algebra, one can always restrict it to a weaker $\sigma$-algebra. Theorem 1.1 is a general characterization theorem for these restrictions.)

We will also need to have some discussion in Section 2 to explain why the assumptions in the theorem statement are meaningful (e.g., why objects like $B^*(x, r)$, viewed as a metric measure space as described above, are measurable random variables), and to explain the term “leftmost” (which makes sense once one of the two orientations of the sphere has been fixed). However, let us clarify one point upfront: whenever we discuss geodesics in this paper, we will refer to paths between two endpoints that have minimal length among all paths between those endpoints (i.e., they do not just have this property in a some local sense).

**Theorem 1.1.** The (infinite) doubly marked Brownian map measure $\mu^2_{SPH}$ is the only measure on $(M^2_{SPH}, F^2)$ with the following properties. (Here a sample from the measure is denoted by $(S,d,\nu,x,y)$.)

1. The law is invariant under the Markov operation that corresponds to forgetting $x$ (or $y$) and then resampling it from the measure $\nu$. In other words, given $(S,d,\nu)$, the points $x$ and $y$ are conditionally i.i.d. samples from the probability measure $\nu/\nu(S)$.

2. Fix $r > 0$ and let $E_r$ be the event that $d(x, y) > r$. Then $\mu^2_{SPH}(E_r) \in (0, \infty)$, so that $\mu^2_{SPH}(E_r)^{-1}$ times the restriction of $\mu^2_{SPH}$ to $E_r$ is a probability measure. Under this probability measure, the following are true for $s = r$ and also for $s = d(x, y) - r$.

   (a) There is an $F^2$-measurable random variable that we denote by $L_s$ (which we interpret as a “boundary length” of $\partial B^*(x, s)$) such that given $L_s$, the random metric measure spaces $B^*(x, s)$ and $S \setminus B^*(x, s)$ are conditionally independent of each other. In the case $s = r$, the conditional law of $S \setminus B^*(x, s)$ depends only on the quantity $L_s$, and does so in a scale invariant way; i.e., there exists some fixed $a$ and $b$ such that the law given $L_s = C$ is the same as the law given $L_s = 1$ except that areas and distances are respectively scaled by $C^a$ and $C^b$. The same holds for the conditional law of $B^*(x, s)$ in the case $s = d(x, y) - r$. 


(b) In the case that \( s = d(x, y) - r \), there is a measurable function that takes \((S, d, \nu, x, y)\) as input and outputs \((S, d, \pi, x, y)\) where \( \pi \) is a.s. a good measure (which we interpret as a boundary length measure) on \( \partial B^\bullet(x, s) \) (which is necessarily homeomorphic to a circle) that has the following properties:

i. The total mass of \( \pi \) is a.s. equal to \( L_s \).

ii. Suppose we first sample \((S, d, \nu, x, y)\), then produce \( \pi \), then sample \( z_1 \) from \( \pi \), and then position \( z_2, z_3, \ldots, z_n \), so that \( z_1, z_2, z_3, \ldots, z_n \) are evenly spaced around \( \partial B^\bullet(x, s) \) according to \( \pi \) following an orientation of \( \partial B^\bullet(x, s) \) chosen by tossing an independent fair coin. Then the \( n \) “slices” produced by cutting \( B^\bullet(x, s) \) along the leftmost geodesics from \( z_i \) to \( x \) are (given \( L_s \)) conditionally i.i.d. (as suggested by Figure 1.2 and Figure 1.3) and the law of each slice depends only on \( L_s/n \), and does so in a scale invariant way (with the same exponents a and b as above).

We remark that the statement that we have a way to assign a boundary length measure to \( \partial B^\bullet(x, s) \) can be reformulated as the statement that we have a way to randomly assign a marked boundary point \( z \) to \( \partial B^\bullet(x, s) \). The boundary length measure is then \( L_s \) times the conditional law of \( z \) given \((S, d, \nu, x, y)\).

Among other things, the conditions of Theorem 1.1 will ultimately imply that \( L_r \) can be viewed as a process indexed by \( r \in [0, d(x, y)] \), and that both \( L_r \) and its time-reversal can be understood as excursions derived from Markov processes. We will see a posteriori that the time-reversal of \( L_r \) is given by a certain time change of a \( 3/2 \)-stable Lévy excursion with only positive jumps. One can also see a posteriori (when one samples from a measure which satisfies the axioms in the theorem — i.e., from the Brownian map measure \( \mu^2_{\text{SPH}} \)) that the definition of the “slices” above is not changed if one replaces “leftmost” with “rightmost” because, in fact, from almost all points on \( \partial B^\bullet(x, s) \) the geodesic to \( x \) is unique. We remark that the last condition in Theorem 1.1 can be understood as a sort of “infinite divisibility” assumption for the law of a certain filled metric ball, given its boundary length.

Before we prove Theorem 1.1, we will actually first formulate and prove another closely related result: Theorem 4.6. To explain roughly what Theorem 4.6 says, note that for any element of \( M^2_{\text{SPH}} \), one can consider the union of the boundaries \( \partial B^\bullet(x, r) \) taken over all \( r \in [0, d(x, y)] \). This union is called the metric net from \( x \) to \( y \) and it comes equipped with certain structure (e.g., there is a distinguished leftmost geodesic from any point on the net back to \( x \)). Roughly speaking, Theorem 4.6 states that \( \mu^2_{\text{SPH}} \) is the only measure on \((M^2_{\text{SPH}}, \mathcal{F}^2)\) with certain basic symmetries and the property that the infinite measure it induces on the space of metric nets corresponds to a special object called the \( \alpha \)-(stable) Lévy net that we will define in Section 3.
1.4 Outline

In Section 2 we discuss some measure theoretic and geometric preliminaries. We begin by defining a metric measure space (a.k.a. mm-space) to be a triple \((S, d, \nu)\) where \((S, d)\) is a complete separable metric space, \(\nu\) is a measure defined on its Borel \(\sigma\)-algebra, and \(\nu(S) \in (0, \infty)\). Let \(\mathcal{M}\) denote the space of all metric measure spaces. Let \(\mathcal{M}^k\) denote the set of metric measure spaces that come with an ordered set of \(k\) marked points.

As mentioned above, before we can formally make a statement like “The doubly marked Brownian map is the only measure on \(\mathcal{M}^2\) with certain properties” we have to specify what we mean by a “measure on \(\mathcal{M}^2\),” i.e., what \(\sigma\)-algebra a measure is required to be defined on. The weaker the \(\sigma\)-algebra, the stronger the theorem, so we would ideally like to consider the weakest “reasonable” \(\sigma\)-algebra on \(\mathcal{M}\) and its marked variants. We argue in Section 2 that the weakest reasonable \(\sigma\)-algebra on \(\mathcal{M}\) is the \(\sigma\)-algebra \(\mathcal{F}\) generated by the so-called Gromov-weak topology. We recall that this topology can be generated by various natural metrics that make \(\mathcal{M}\) a complete separable metric space, including the so-called Gromov-Prohorov metric and the Gromov-\(\Box_1\) metric \([GPW09, \text{Löhn13}]\).

We then argue that this \(\sigma\)-algebra is at least strong enough so that the statement of our characterization theorem makes sense: for example, since our characterization involves surfaces cut into pieces by ball boundaries and geodesics, we need to explain why certain simple functions of these pieces can be understood as measurable functions of the original surface. All of this requires a bit of a detour into metric geometry and measure theory, a detour that occupies the whole of Section 2. The reader who is not interested in the details may skip or skim most of this section.

In Section 3 we recall the tree gluing results from \([DMS14]\). In \([DMS14]\) we proposed using the term peanosphere\(^2\) to describe a space, topologically homeomorphic to the sphere, that comes endowed with a good measure and a distinguished space-filling loop (parameterized so that a unit of area measure is filled in a unit of time) that represents an interface between a continuum “tree” and “dual tree” pair. Several of the constructions in \([DMS14]\) describe natural measures on the space of peanospheres, and we note that the Brownian map also fits into this framework.

\(^2\)Elsewhere in the literature, e.g., in \([GPW09]\), the definition of a metric measure space also requires that the measure be a probability measure, i.e., that \(\nu(S) = 1\). It is convenient for us to relax this assumption so that the definition includes area-measure-endowed surfaces whose total area is different from one. Practically speaking, the distinction does not matter much because one can always recover a probability measure by dividing the area measure by the total area. It simply means that we have one extra real parameter — total mass — to consider. Any topology or \(\sigma\)-algebra on the space of metric probability-measure spaces can be extended to the larger space we consider by taking its product with the standard Euclidean topology (and Borel-\(\sigma\)-algebra) on \(\mathbb{R}\).

\(^3\)The term emerged in a discussion with Kenyon. On the question of whether to capitalize (à la Laplacian, Lagrangian, Hamiltonian, Jacobian, Bucky Ball) or not (à la boson, fermion, newton, hertz, pascal, ohm, einsteinium, algorithm, buckminsterfullerene) the authors express no strong opinion.
Some of the constructions in [DMS14] also involve the $\alpha$-stable looptrees introduced by Curien and Kortchemski in [CK13], which are in turn closely related to the Lévy stable random trees explored by Duquesne and Le Gall [DLG02, DLG05, DLG06, DLG09]. For $\alpha \in (1, 2)$ we show how to glue an $\alpha$-stable looptree “to itself” in order to produce an object that we call the $\alpha$-stable Lévy net, or simply the $\alpha$-Lévy net for short. The Lévy net can be understood as something like a Peano carpet. It is a space homeomorphic to a closed subset of the sphere (obtained by removing countably many disjoint open disks from the sphere) that comes with a natural measure and a path that fills the entire space; this path represents an interface between a geodesic tree (whose branches also have well-defined length parameterizations) and its dual (where in this case the dual object is the $\alpha$-stable looptree itself).

We then show how to explore the Lévy net in a breadth-first way, providing an equivalent construction of the Lévy net that makes sense for all $\alpha \in (1, 2)$. Our results about the Lévy net apply for general $\alpha$ and can be derived independently of their relationship to the Brownian map. Indeed, the Brownian map is not explicitly mentioned at all in Section 3.

In Section 4 we make the connection to the Brownian map. To explain roughly what is done there, let us first recall recent works by Curien and Le Gall [CL14a, CL14b] about the so-called Brownian plane, which is an infinite volume Brownian map that comes with a distinguished origin. They consider the hull process $L_r$, where $L_r$ denotes an appropriately defined “length” of the outer boundary of the metric ball of radius $r$ centered at the origin, and show that $L_r$ can be understood in a certain sense as the time-reversal of a continuous state branching process (which is in turn a time change of a $3/2$-stable Lévy process). See also the earlier work by Krikun on reversed branching processes associated to an infinite planar map [Kri05].

Section 4 will make use of finite-volume versions of the relationship between the Brownian map and $3/2$-stable Lévy processes. In these settings, one has two marked points $x$ and $y$ on a finite-diameter surface, and the process $L_r$ indicates an appropriately defined “length” of $\partial B^*(x,r)$. The restriction of the Brownian map to the union of these boundary components is itself a random metric space (using the shortest path distance within the set itself) and we will show that it agrees in law with the $3/2$-Lévy net.

Given a single instance of the Brownian map, and a single fixed point $x$, one may let the point $y$ vary over some countable dense set of points chosen i.i.d. from the associated area measure; then for each $y$ one obtains a different instance of the Lévy net. We will observe that, given this collection of coupled Lévy net instances, it is possible to reconstruct the entire Brownian map. Indeed, this perspective leads us to the “breadth-first” construction of the Brownian map. (As we recall in Section 4, the conventional construction of the Brownian map from the Brownian snake involves a “depth-first” exploration of the geodesic tree associated to the Brownian map.)

The characterization will then essentially follow from the fact that $\alpha$-stable Lévy
processes (and the corresponding continuous state branching processes) are themselves characterized by certain symmetries (such as the Markov property and scale invariance; see Proposition 3.11) and these correspond to geometric properties of the random metric space. An additional calculation will be required to prove that $\alpha = 3/2$ is the only value consistent with the axioms that we impose, and to show that this determines the other scaling exponents of the Brownian map.

1.5 Discrete intuition

This paper does not address discrete models directly. All of our theorems here are formulated and stated in the continuum. However, it will be useful for intuition and motivation if we recall and sketch a few basic facts about discrete models. We will not include any detailed proofs in this subsection.

1.5.1 Infinite measures on singly and doubly marked surfaces

The literature on planar map enumeration begins with Mullin and Tutte in the 1960’s [Tut62, Mul67, Tut68]. The study of geodesics and the metric structure of random planar maps has roots in an influential bijection discovered by Schaeffer [Sch97], and earlier by Cori and Vauquelin [CV81].

The Cori-Vauquelin-Schaeffer construction is a way to encode a planar map by a pair of trees: the map $M$ is a quadrangulation, and a “tree and dual tree” pair on $M$ are produced from $M$ in a deterministic way. One of the trees is a breadth-first search tree of $M$ consisting of geodesics; the other is a type of dual tree. In this setting, as one traces the boundary between the geodesic tree and the dual tree, one may keep track of the distance from the root in the dual tree, and the distance in the geodesic tree itself; Chassaing and Schaeffer showed that the scaling limit of this random two-parameter process is the continuum random path in $\mathbb{R}^2$ traced by the head of a Brownian snake [CS02], whose definition we recall in Section 4. The Brownian map is a random metric space produced directly from this continuum random path; see Section 4.

Let us remark that tracing the boundary of a tree counterclockwise can be intuitively understood as performing a “depth-first search” of the tree, where one chooses which branches to explore in a left-to-right order. In a sense, the Brownian snake is associated

\[4\] It is slightly different from the usual dual tree definition. As in the usual case, paths in the dual tree never “cross” paths in the tree; however, the dual tree is defined on the same vertices as the tree itself; it has some edges that cross quadrilaterals diagonally and others that overlap the tree edges.

\[5\] The Brownian map was introduced in works by Marckert and Mokkadem and by Le Gall and Paulin [MM06b, LGP08]. For a few years, the term “Brownian map” was used to refer to any one of the subsequential Gromov-Hausdorff scaling limits of certain random planar maps. Works by Le Gall and by Miermont established the uniqueness of this limit, and proved its equivalence to the metric space constructed directly from the Brownian snake [LG13, Mie13, LG14].
to a depth-first search of the tree of geodesics associated to the Brownian map. We mention this in order to contrast it with the breadth-first search of the same geodesic tree that we will introduce later.

The scaling limit results mentioned above have been established for a number of types of random planar maps, but for concreteness, let us now focus our attention on triangulations. According to [AS03, Theorem 2.1] (applied with \( m = 0 \), see also [Ang03]), the number of triangulations (with no loops allowed, but multiple edges allowed) of a sphere with \( n \) triangles and a distinguished oriented edge is given by

\[
\frac{2^{n+1}(3n!)}{n!(2n+2)!} \approx C\left(\frac{27}{2}\right)^n n^{-5/2}
\]

where \( C > 0 \) is a constant. Let \( \mu_{\text{TRI}}^1 \) be the probability measure on triangulations such that the probability of each specific \( n \)-triangle triangulation (with a distinguished oriented edge — whose location one may treat as a “marked point”) is proportional to \( (27/2)^{-n} \). Then (1.2) implies that the \( \mu_{\text{TRI}}^1 \) probability of obtaining a triangulation with \( n \) triangles decays asymptotically like a constant times \( n^{-5/2} \). One can define a new (non-probability) measure on random metric spaces \( \mu_{\text{TRI},k}^1 \), where the area of each triangle is \( 1/k \) (instead of constant) but the measure is multiplied by a constant to ensure that the \( \mu_{\text{TRI},k}^1 \) measure of the set of triangulations with area in the interval (1,2) is given by \( \int_1^2 x^{-5/2}dx \), and distances are scaled by \( k^{-1/4} \). As \( k \to \infty \) the vague limit (as defined w.r.t. the Gromov-Hausdorff topology on metric spaces) is an infinite measure on the set of measure-endowed metric spaces. Note that we can represent any instance of one of these scaled triangulations as \((M, A)\) where \( A \) is the total area of the triangulation and \( M \) is the measure-endowed metric space obtained by rescaling the area of each triangle by a constant so that the total becomes 1 (and rescaling all distances by the fourth root of that constant).

As \( k \to \infty \) the measures \( \mu_{\text{TRI},k}^1 \) converge vaguely to the measure \( dM \otimes A^{-5/2}dA \), where \( dM \) is the standard unit volume Brownian map measure (see [LGI3] for the case of triangulations and \( 2p \)-angulations for \( p \geq 2 \) and [Mic13] for the case of quadrangulations); a sample from \( dM \) comes equipped with a single marked point. See Figure [1.1]. The measure \( dM \otimes A^{-5/2}dA \) can be understood as type of grand canonical or Boltzmann measure on the space of (singly marked) Brownian map instances.

Now suppose we consider the set of doubly marked triangulations such that in addition to the root vertex (the first point on the distinguished oriented edge), there is an additional distinguished or “marked” vertex somewhere on the triangulation. Since, given an \( n \)-triangle triangulation, there are (by Euler’s formula) \( n/2 \) other vertices one could “mark,” we find that the number of these doubly marked triangulations is (up to constant factor) given by \( n \) times the expression in (1.2), i.e.

\[
\frac{n2^{n+1}(3n!)}{2n!(2n+2)!} \approx C\left(\frac{27}{2}\right)^n n^{-3/2}.
\]
Figure 1.1: Up to constant factor, the right graph is the $C \to \infty$ limit of the left graph rescaled (squeezed by factor of $C$ horizontally, stretched by factor of $C^{5/2}$ vertically). This explains why the “total surface area” marginal of the measure $\mu_{\text{TRI},k}^1$ converges vaguely to the infinite measure $A^{-5/2}dA$ as $k \to \infty$. One can deduce from this that the area marginal of $\mu_{\text{TRI},k}^2$ converges vaguely to $A^{-3/2}dA$. (Note the relationship between $\mu_{\text{TRI},k}^2$ and the “slice law” suggested by Figure 1.3.)

Let $\mu_{\text{TRI},k}^2$ denote this probability measure on doubly marked surfaces (the doubly marked analog of $\mu_{\text{TRI},k}^1$). Then the scaling limit of $\mu_{\text{TRI},k}^2$ is an infinite measure of the form $dM \otimes A^{-3/2}dA$, where $M$ now represents a unit area doubly marked surface with distinguished points $x$ and $y$. Note that if one ignores the point $y$, then the law $dM$ in this context is exactly the same as in the one marked point context.

Generalizing the above analysis to $k$ marked points, we will write $\mu_{\text{SPH},k}$ to denote the natural limiting infinite measure on $k$-marked spheres, which can be understood (up to a constant factor) as the $k$-marked point version of the Brownian map. To sample from $\mu_{\text{SPH},k}^k$, one may

1. Choose $A$ from the infinite measure $A^{-7/2+k}dA$.
2. Choose $M$ as an instance of the standard unit area Brownian map.
3. Sample $k$ points independently from the measure with which $M$ is endowed.
Figure 1.2: Shown is a triangulation of the sphere (the outer three edges form one triangle) with two marked points: the blue dots labeled $x$ and $y$. The red cycles are outer boundaries of metric balls centered at $x$ (of radii 1, 2, 3) and at $y$ (of radii 1, 2, 3, 4, 5). From each point on the outer boundary of $B^*(x, 3)$ (resp. $B^*(y, 5)$) a geodesic toward $x$ (resp. $y$) is drawn in white. The geodesic drawn is the “leftmost possible” one; i.e., to get from a point on the circle of radius $k$ to the circle of radius $k - 1$, one always takes the leftmost edge (as viewed from the center point). “Cutting” along white edges divides each of $B^*(x, 3)$ and $B^*(y, 5)$ into a collection of triangulated surfaces (one for each boundary edge) with left and right boundaries given by geodesic paths of the same length. Within $B^*(x, 3)$ (resp. $B^*(y, 5)$), there happens to be a single longest slice of length 3 (resp. 5) reaching all the way from the boundary to $x$ (resp. $y$). Parts of the left and right boundaries of these longest slices are identified with each other when the slice is embedded in the sphere. This is related to the fact that all of the geodesics shown in white have “merged” by their final step. Between $B^*(x, 3)$ and $B^*(y, 5)$, there are $8 + 5 = 13$ slices in total, one for each boundary edge. The white triangles outside of $B^*(x, 3) \cup B^*(y, 5)$ form a triangulated disk of boundary length 13.

4. Rescale the resulting $k$-marked sphere so that it has area $A$.

Of the measures $\mu_{\text{SPH}}^k$, we mainly deal with $\mu_{\text{SPH}}^1$ and $\mu_{\text{SPH}}^2$ in this paper. As mentioned earlier, we also sometimes use the notation $\mu_{\text{SPH}}^{1/2}$ to describe the standard unit-area Brownian map measure, i.e., the measure described as $dM$ above.
1.5.2 Properties of the doubly marked Brownian map

In this section, we consider what properties of the measure $\mu^2_{\text{SPH}}$ on doubly marked measure-endowed metric spaces (as described above) can be readily deduced from considerations of the discrete models and the fact that $\mu^2_{\text{SPH}}$ is a scaling limit of such models. These will include the properties contained in the statement of Theorem 1.1. Although we will not provide fully detailed arguments here, we note that together with Theorem 1.1 this subsection can be understood as a justification of the fact that $\mu^2_{\text{SPH}}$ is the only measure one can reasonably expect to see as a scaling limit of discrete measures such as $\mu^2_{\text{TRI}}$ (or more precisely as the vague limit of the rescaled measures $\mu^2_{\text{TRI},k}$). In principle it might be possible to use the arguments of this subsection along with Theorem 1.1 (and a fair amount of additional detail) to give an alternate proof of the fact that the measures $\mu^2_{\text{TRI}}$ have $\mu^2_{\text{SPH}}$ as scaling limit. But we will not do that here.

Let us stress again that all of the properties discussed in this subsection can be proved rigorously for the doubly marked Brownian map measure $\mu^2_{\text{SPH}}$. But for now we are simply using discrete intuition to argue (somewhat heuristically) that these are properties that any scaling limit of the measures $\mu^2_{\text{TRI}}$ should have.

Although $\mu^2_{\text{SPH}}$ is an infinite measure, we have that $\mu^2_{\text{SPH}}[A > c]$ is finite whenever $c > 0$. Based on what we know about the discrete models, what other properties would we expect $\mu^2_{\text{SPH}}$ to have? One such property is obvious; namely, the law $\mu^2_{\text{SPH}}$ should be invariant under the operation of resampling one (or both) of the two marked points from the (unit) measure on $M$. This is a property that $\mu^2_{\text{TRI}}$ clearly has. If we fix $x$ (with its directed edge) and resample $y$ uniformly, or vice-versa, the overall measure is preserved. Another way to say this is the following: to sample from $dM$, one may first sample $M$ as an unmarked unit-measure-endowed metric space (this space has no non-trivial automorphisms, almost surely) and then choose $x$ and $y$ uniformly from the measure on $M$.

Before describing the next properties we expect $\mu^2_{\text{SPH}}$ to have, let us define $B^\bullet(x, r)$ to be the set of vertices $z$ with the property that every path from $z$ to $y$ includes a point whose distance from $x$ is less than or equal to $r$. This is the obvious discrete analog of the definition of $B^\bullet(x, r)$ given earlier. Informally, $B^\bullet(x, r)$ includes the radius $r$ metric ball centered at $x$ together with all of the components “cut off” from $y$ by the metric ball. It is not hard to see that vertices on the boundary of such a ball, together with the edges between them, form a cycle; examples of such boundaries are shown as the red cycles in Figure 1.2.

Observe that if we condition on $B^\bullet(x, r)$, and on the event that $d(x, y) > r$ (so that $y \not\in B^\bullet(x, r)$), then the $\mu^2_{\text{TRI},k}$ conditional law of the remainder of the surface depends only on the boundary length of $B^\bullet(x, r)$, which we denote by $L_r(x, y)$, or simply $L_r$ when the choice of $x$ and $y$ is understood. This conditional law can be understood as the standard Boltzmann measure on singly marked triangulations of the disk with boundary length $L_r$, where the probability of each triangulation of the disk with $n$ triangles is
Figure 1.3: **Upper left:** A filled metric ball of the Brownian map (with boundary length \( L \)) can be decomposed into “slices” by drawing geodesics from the center to the boundary. **Upper right:** the slices are embedded in the plane so that along the boundary of each slice, the geodesic distance from the black outer boundary (in the left figure) corresponds to the Euclidean distance below the black line (in the right figure). We may glue the slices back together by identifying points on same horizontal segment (leftmost and rightmost points on a given horizontal level are also identified) to recover the filled metric ball. **Bottom:** Lower figures explain the equivalence of the slice measure and \( \mu_{2}^{SPH} \).

proportional to \((27/2)^{-n}\). From this we conclude in particular that \( L_r \) evolves as a Markovian process, terminating when \( y \) is reached at step \( d(x,y) \). This leads us to a couple more properties one would expect the Brownian map to have, based on discrete considerations.

1. Fix a constant \( r > 0 \) and consider the restriction of \( \mu_{2}^{SPH} \) to the event \( d(x,y) > r \). (We expect the total \( \mu_{2}^{SPH} \) measure of this event to be finite.) Then once \( B^\bullet(x,r) \) is given, the conditional law of the singly marked surface comprising the complement of \( B^\bullet(x,r) \) is a law that depends only a single real number, a “boundary length” parameter associated to \( B^\bullet(x,r) \), that we call \( L_r \).

2. This law depends on \( L_r \) in a *scale invariant* way—that is, the random singly marked surface of boundary length \( L \) and the random singly marked surface of boundary length \( CL \) differ only in that distances and areas in the latter are each multiplied by some power of \( C \). (We do not specify for now what power that is.) To partially justify this, note that is not hard to see that if one has a limit of the sort shown in Figure 1.1 then the right hand graph has to be a power law (since
for every $C$, the graph must be preserved when one rescales horizontally by $C$ and vertically by some value). Thus if the $\mu^2_{\text{TRI}}$ have a scaling limit of the form $dM \otimes f(A)dA$ (as one would expect if the $n$-triangle triangulations, each rescaled to have area 1, have $dM$ as a limit) then $f(A)$ has to be a power law. A similar argument applies if one replaces the area parameter $A$ with the diameter, or with the distance between $x$ and $y$ (in the doubly marked case).

3. The above properties also imply that the process $L_r$ (or at least its restriction to a countable dense set) evolves as a Markov process, terminating at time $d(x,y)$, and that the $\mu^2_{\text{SPH}}$ law of $L_r$ is that of the (infinite) excursion measure associated to this Markov process.

The scale invariance assumptions described above do not specify the law of $L_r$. They suggest that $\log L_r$ should be a time change of a Lévy process, but this still leaves an infinite dimensional family of possibilities. In order to draw further conclusions about this law, let us consider the time-reversal of $L_r$, which should also be an excursion of a Markov process. (This is easy to see on a discrete level; suppose we do not decide in advance the value of $T = d(x,y)$, but we observe $L_{T-1}, L_{T-2}, \ldots$ as a process that terminates after $T$ steps. Then the conditional law of $L_{T-k}$ given $L_{T-k}$ is easily seen to depend only the value of $L_{T-k}$.) Given this reverse process up to a stopping time, what is the conditional law of the filled ball centered at $y$ with the corresponding radius?

On the discrete level, this conditional law is clearly the uniform measure (weighted by $(27/2)^{-n}$, where $n$ is the number of triangles, as usual) on triangulations of the boundary-length-$L$ disk in which there is a single fixed root and all points on the boundary are equidistant from that root. A sample from this law can be obtained by choosing $L$ independent “slices” and gluing them together, see Figure 1.2. As illustrated in Figure 1.3, we expect to see a similar property in the continuum. Namely, that given a boundary length parameter $L$, and a set of points along the boundary, the evolution of the lengths within each of the corresponding slices should be an independent process.

This suggests that the time-reversal of an $L_r$ excursion should be an excursion of a so-called continuous state branching process, as we will discuss in Section 3.5. This property and scale invariance will determine the law of the $L_r$ process up to a single parameter that we will call $\alpha$.

In addition to the spherical-surface measures $\mu^k_{\text{SPH}}$ and $\mu^{A=1}_{\text{SPH}}$ discussed earlier, we will in the coming sections consider a few additional measures on disk-homeomorphic measure-endowed metric spaces with a given fixed “boundary length” value $L$. (For now we give only informal definitions; see Section 4.2 for details.)

1. A probability measure $\mu^L_{\text{DISK}}$ on boundary length $L$ surfaces that in some sense represents a “uniform” measure on all such surfaces — just as $\mu^k_{\text{SPH}}$ in some sense represents a uniform measure on spheres with $k$ marked points. It will be enough
to define this for \( L = 1 \), as the other values can be obtained by rescaling. This \( L = 1 \) measure is expected to be an \( m \to \infty \) scaling limit of the probability measure on discrete disk-homeomorphic triangulations with boundary length \( m \), where the probability of an \( n \)-triangle triangulation is proportional to \( (27/2)^{-n} \).

(Note that for a given large \( m \) value, one may divide area, boundary length, and distance by factors of \( m^2 \), \( m \), and \( m^{1/2} \) respectively to obtain an approximation of \( \mu_{\text{DISK}}^L \) with \( L = 1 \).)

2. A measure \( \mu_{\text{DISK}}^{1L} \) on marked disks obtained by weighting \( \mu_{\text{DISK}}^L \) by area and then choosing an interior marked point uniformly from that area. In the context of Theorem 1.1, this is the measure that should correspond to the conditional law of \( S \setminus B^*(x,r) \) given that the boundary length of \( B^*(x,r) \) is \( L \).

3. A measure \( \mu_{\text{MET}}^L \) on disk-homeomorphic measure-endowed metric spaces with a given boundary length \( L \) and an interior “center point” such that all vertices on the boundary are equidistant from that point. In other words, \( \mu_{\text{MET}}^L \) is a probability measure on the sort of surfaces that arises as a filled metric ball. Again, it should correspond to a scaling limit of a uniform measure (except that as usual the probability of an \( n \)-triangle triangulation is proportional to \( (27/2)^{-n} \)) on the set of all marked triangulations of a disk with a given boundary length and the property that all points on the boundary are equidistant from that marked point. This is the measure that satisfies the “slice independence” described at the end of the statement of Theorem 1.1.

Suppose we fix \( r > 0 \) and restrict the measure \( \mu_{\text{SPH}}^2 \) to the event that \( d(x,y) > r \), so that \( \mu_{\text{SPH}}^2 \) becomes a finite measure. Then one expects that given the filled metric ball of radius \( r \) centered at \( x \), the conditional law of the component containing \( y \) is a sample from \( \mu_{\text{DISK}}^{1L} \), where \( L \) is a boundary length measure. Similarly, suppose one conditions on the outside of the filled metric ball of radius \( d(x,y) - r \) centered at \( x \). Then the conditional law of the filled metric ball itself should be \( \mu_{\text{MET}}^L \). This is the measure that one expects (based on the intuition derived from Figure 1.2 and 1.3 above) to have the “slice independence” property.

2 Preliminaries

2.1 Metric measure spaces

A triple \((S,d,\nu)\) is called a metric measure space (or mm-space) if \((S,d)\) is a complete separable metric space and \(\nu\) is a measure on the Borel \(\sigma\)-algebra generated by the topology generated by \(d\), with \(\nu(S) \in (0,\infty)\). We remark that one can represent the same space by the quadruple \((S,d,\tilde{\nu},m)\), where \(m = \nu(S)\) and \(\tilde{\nu} = m^{-1}\nu\) is a probability measure. This remark is important mainly because some of the literature on
metric measure spaces requires \( \nu \) to be a probability measure. Relaxing this requirement amounts to adding an additional parameter \( m \in (0, \infty) \).

Two metric measure spaces are considered equivalent if there is a measure-preserving isometry from a full measure subset of one to a full measure subset of the other. Let \( \mathcal{M} \) be the space of equivalence classes of this form. Note that when we are given an element of \( \mathcal{M} \), we have no information about the behavior of \( S \) away from the support of \( \nu \).

Next, recall that a measure on the Borel \( \sigma \)-algebra of a topological space is called good if it has no atoms and it assigns positive measure to every open set. Let \( \mathcal{M}_{\text{SPH}} \) be the space of geodesic metric measure spaces that can be represented by a triple \( (S, d, \nu) \) where \( (S, d) \) is a geodesic metric space homeomorphic to the sphere and \( \nu \) is a good measure on \( S \).

Note that if \( (S_1, d_1, \nu_1) \) and \( (S_2, d_2, \nu_2) \) are two such representatives, then the a.e. defined measure-preserving isometry \( \phi: S_1 \to S_2 \) is necessarily defined on a dense set, and hence can be extended to the completion of its support in a unique way so as to yield a continuous function defined on all of \( S_1 \) (similarly for \( \phi^{-1} \)). Thus \( \phi \) can be uniquely extended to an everywhere defined measure-preserving isometry. In other words, the metric space corresponding to an element of \( \mathcal{M}_{\text{SPH}} \) is uniquely defined, up to measure-preserving isometry.

As we are ultimately interested in probability measures on \( \mathcal{M} \), we will need to describe a \( \sigma \)-algebra on \( \mathcal{M} \). We will also show that \( \mathcal{M}_{\text{SPH}} \) belongs to that \( \sigma \)-algebra, so that in particular it makes sense to talk about measures on \( \mathcal{M} \) that are supported on \( \mathcal{M}_{\text{SPH}} \). We would like to have a \( \sigma \)-algebra that can be generated by a complete separable metric, since this would allow us to define regular conditional probabilities for all subsets. We will introduce such a \( \sigma \)-algebra in Section 2.4. We first discuss some basic facts about metric spheres in Section 2.2.

### 2.2 Observations about metric spheres

Let \( \mathcal{M}_{\text{SPH}}^k \) be the space of elements of \( \mathcal{M}_{\text{SPH}} \) that come endowed with an ordered set of \( k \) marked points \( z_1, z_2, \ldots, z_k \). When \( j \leq k \) there is an obvious projection map from \( \mathcal{M}_{\text{SPH}}^k \) to \( \mathcal{M}_{\text{SPH}}^j \) that corresponds to “forgetting” the last \( k - j \) coordinates. We will be particularly interested in the set \( \mathcal{M}_{\text{SPH}}^2 \) in this paper, and we often represent an element of \( \mathcal{M}_{\text{SPH}}^2 \) by \( (S, d, \nu, x, y) \) where \( x \) and \( y \) are the two marked points. The following is a simple deterministic statement about geodesic metric spheres (i.e., it does not involve the measure \( \nu \)).

**Proposition 2.1.** Suppose that \( (S, d) \) is a geodesic metric space which is homeomorphic to \( S^2 \) and that \( x \in S \). Then each of the components of \( S \setminus \overline{B(x, r)} \) has a boundary that is a simple closed curve in \( S \), homeomorphic to the circle \( S^1 \).
Proof. Let $U$ be one such component and consider the boundary set $\Gamma = \partial U$. We aim to show that $\Gamma$ is homeomorphic to $S^1$. Note that every point in $\Gamma$ is of distance $r$ from $x$.

Since $U$ is connected and has connected complement, it must be homeomorphic to $D$. We claim that the set $\{z \in S \setminus \Gamma : d(x,z) < r\}$ contains only two components: the component $U$ and another component that is also homeomorphic to $D$. To see this, let us define $\tilde{U}$ to be the component of $S \setminus \Gamma$ containing $x$. By construction, $\partial \tilde{U} \subseteq \Gamma$, so every point on $\partial \tilde{U}$ has distance $r$ from $x$. A geodesic from any other point in $\Gamma$ would have to pass through $\partial \tilde{U}$, and hence such a point would have to have distance greater than $r$ from $x$. Since all points in $\Gamma$ have distance $r$ from $x$, we conclude that $\partial \tilde{U} = \Gamma$. Note that $\tilde{U}$ has connected complement, and hence is also homeomorphic to $D$.

The fact that $\Gamma$ is the common boundary of two disjoint disks is not by itself enough to imply that $\Gamma$ is homeomorphic to $S^1$. There are still some strange counterexamples (topologist’s sine curves, exotic prime ends, etc.) To begin to rule out such things, our next step is to show that $\Gamma$ is locally connected.

Suppose for contradiction that $\Gamma$ is not locally connected. This implies that there exists $z \in \Gamma$ and $s > 0$ such that for every sub-neighborhood $V \subseteq B(z,s)$ containing $z$ the set $V \cap \Gamma$ is disconnected. Note that since $\Gamma$ is connected the closure of every component of $\Gamma \cap B(z,s)$ has non-empty intersection with $\partial B(z,s)$. Since these components are closed within $B(z,s)$, all but one of them must have positive distance from $z$. Moreover, for each $\epsilon \in (0,s)$, we claim that the number of such components which intersect $B(z,\epsilon)$ must be infinite. Indeed, otherwise $\Gamma$ would be locally connected at $z$, which would contradict our assumption that $\Gamma$ is not locally connected at $z$ (and this latter statement, the reader may recall, is the one we were assuming for the purpose of deriving a later contradiction).

Now (still assuming that $\Gamma$ is not locally connected), the above discussion implies that there must be an annulus $A$ (i.e., a difference between the disk-homeomorphic complements of two concentric filled metric balls) centered at $z$ such that $A \cap \Gamma$ contains infinitely many connected components. Let $\delta$ be equal to the width of $A$ (i.e., the distance between the inside and outside boundaries of $A$). It is not hard to see from this that both $A \cap U$ and $A \cap \tilde{U}$ contain infinitely many distinct components crossing $A$, each of diameter at least $\delta$.

Let $A_I$ be the inner boundary of $A$ and let $A_M$ be the image of a simple loop in $A$ which has positive distance from $\partial A$ and surrounds $A_I$. Fix $\epsilon > 0$. Then the above implies that we can find $w \in A_I \cap B(x,r)$ and points $z_1, z_2 \in A_M \cap \partial \tilde{U}$ with $d(z_1, z_2) < \epsilon$ such that a given geodesic $\gamma$ which connects $w$ and $x$ necessarily crosses a given geodesic $\eta$ which connects $z_1$ and $z_2$. Since $w \in B(x,r)$, we have that $\gamma$ is contained in $B(x,r)$.

Let $v$ be a point on $\gamma \cap \eta$. Then $d(x,w) = d(x,v) + d(v,w)$. We claim that $d(v,w) < \epsilon$. Indeed, if $d(v,w) \geq \epsilon$ then as $d(z_j, v) < \epsilon$ for $j = 1,2$ we would have that

$$d(x, z_j) \leq d(x, v) + d(v, z_j) < d(x, v) + \epsilon \leq d(x, v) + d(v, w) = d(x, w) < r.$$
This contradicts that $z_1, z_2 \notin B(x,r)$, which establishes the claim. Since $d(v,w) < \epsilon$, we therefore have that

$$d(z_j, w) \leq d(z_j, v) + d(v, w) < 2\epsilon.$$ 

Since $\epsilon > 0$ was arbitrary and $A_I, A_M$ are closed, we therefore have that $A_M \cap A_I \neq \emptyset$. This is a contradiction since we took $A_M$ to be disjoint from $A_I$. Therefore $\Gamma$ is locally connected.

Note that the image of $\Gamma$ under a homeomorphism $S \to S^2$ must be locally connected as well. Moreover, there is a conformal map $\varphi$ from $D$ to the image of $\tilde{U}$, and a standard result from complex analysis (see e.g. [Law05, Proposition 3.6]) states that since the image of $\Gamma$ is locally connected, the map $\varphi$ must extend continuously to its boundary. This tells us that $\Gamma$ is given by the image of a continuous curve $\psi: S^1 \to S$. It remains only to show $\psi(z_1) \neq \psi(z_2)$ for all $z_1, z_2 \in S^1$. This will complete the proof because then $\psi$ is a simple curve which parameterizes $\partial U$.

Assume for contradiction that there exists $z_1, z_2 \in S^1$ distinct so that $\psi(z_1) = \psi(z_2)$. We write $[z_1, z_2]$ for the counterclockwise segment of $S^1$ which connects $z_1$ and $z_2$. Then we have that $\psi$ restricted to each of $[z_1, z_2]$ and $S^1 \setminus (z_1, z_2)$ is a loop and the two loops touch only at $\psi(z_1) = \psi(z_2)$. Therefore the loops are nested and only one of them separates $U$ from $x$. We assume without loss of generality that $\psi|_{S^1 \setminus (z_1, z_2)}$ separates $U$ from $x$. Fix $w \in (z_1, z_2)$, let $\eta$ be a path from $x$ to $w$, and let $t_1$ (resp. $t_2$) be the first time that $\eta$ hits $\partial U$ (resp. $w$). Then we have that $t_1 \neq t_2$. Applying this to the particular case of a geodesic from $x$ to $w$, we see that the distance of $x$ to $w$ is strictly larger than the distance of $\partial U$ to $w$. This a contradiction, which completes the proof.

As mentioned earlier, given a doubly marked geodesic metric space $(S,d,x,y)$ which is homeomorphic to $S^2$, we let $B^*(x,r)$ denote the filled metric ball of radius $r$ centered at $x$, as viewed from $y$. That is, $B^*(x,r)$ is the complement of the $y$-containing component of $S \setminus B(x,r)$.

Fix some $r$ with $0 < r < d(x,y)$, and a point $z \in \partial B^*(x,r)$. Clearly, any geodesic from $z$ to $x$ is a path contained in $B^*(x,r)$. In general there may be multiple such geodesics, but the following proposition gives us a way to single out a unique geodesic.

**Proposition 2.2.** Suppose that $(S,d,x,y)$ is a doubly marked geodesic metric space which is homeomorphic to $S^2$, that $0 < r < d(x,y)$, and that $B^*(x,r)$ is the radius $r$ filled ball centered at $x$ and $z \in \partial B^*(x,r)$. Assume that an orientation of $\partial B^*(x,r)$ is fixed (so that one can distinguish the “clockwise” and “counterclockwise” directions). Then there exists a unique geodesic from $z$ to $x$ that is leftmost viewed from $x$ (i.e., furthest counterclockwise) when lifted and understood as an element of the universal cover of $B^*(x,r) \setminus \{x\}$.
We next establish some “rigidity” results for metric spaces. Namely, we will first show without loss of generality that

\[ R \]

Thus for \( x \)

\[ \text{Proof.} \]

Fix \( \phi \) is an isometry, it follows that

\[ \text{there exists a unique leftmost geodesic} \quad \gamma \]

is oriented, we have that \( \partial B \)

ball \( B \)

\[ \text{obtained by cutting the sphere along} \]

\[ \text{identity is the only orientation-preserving isometry that fixes} \]

\( x \)

space with \( x \)

Suppose that \( \phi \) is oriented so that we can distinguish the clockwise and counterclockwise directions

\[ \text{doubly marked space with} \]

\( x \)

\[ \text{Proposition 2.4.} \]

\[ \text{must have only simply connected components. Brouwer’s fixed point theorem implies} \]

\[ \text{that none of these components can be non-empty, since there would necessarily be a} \]

\[ \text{fixed point inside. This implies that} \]

\[ \{ z : \phi(z) = z \} \]

\[ \text{is connected and connected to the boundary, and hence its complement} \]

\[ \text{must have only simply connected components.} \]

\[ \text{Brouwer’s fixed point theorem implies} \]

\[ \text{that none of these components can be non-empty, since there would necessarily be a} \]

\[ \text{fixed point inside. This implies that} \]

\[ \text{Proposition 2.3.} \]

\[ \text{Suppose that} \quad (S, d) \quad \text{is a geodesic metric space such that there exists} \]

\[ \text{a homeomorphism} \quad \phi : \mathbb{D} \rightarrow S. \quad \text{Suppose that} \quad \phi : S \rightarrow S \]

\[ \text{is an isometry which fixes} \]

\[ \partial S := \phi(\partial \mathbb{D}). \quad \text{Then} \quad \phi(z) = z \quad \text{for all} \quad z \in S. \]

\[ \text{Proof.} \]

\[ \text{Fix} \quad x_1, x_2, x_3 \in \partial S \]

\[ \text{distinct. Then} \]

\[ \text{thus for} \quad x \in \partial S \quad \text{and} \quad z \in S, \quad \text{we have a well-defined leftmost geodesic} \]

\[ \gamma \]

\[ \text{connecting} \]

\( z \)

\[ \text{to} \quad x \quad \text{with respect to this orientation. Since} \quad \phi \]

\[ \text{fixes} \]

\( \partial S \)

\[ \text{it preserves the orientation of} \]

\( \partial S \)

\[ \text{In particular, if it is true that} \]

\[ \phi(z) = z \]

\[ \text{then it follows that} \quad \phi \]

\[ \text{must fix} \]

\( \gamma \)

\[ \text{for otherwise we would have more than one leftmost geodesic from} \]

\( z \)

\[ \text{to} \quad x \).

\[ \text{We conclude that} \]

\[ \{ z : \phi(z) = z \} \]

\[ \text{is connected and connected to the boundary, and hence its complement} \]

\[ \text{must have only simply connected components.} \]

\[ \text{Brouwer’s fixed point theorem implies} \]

\[ \text{that none of these components can be non-empty, since there would necessarily be a} \]

\[ \text{fixed point inside. This implies that} \]

\[ \phi(z) = z \quad \text{for all} \quad z \in S. \]  

\[ \quad \square \]

\[ \text{Proposition 2.4.} \]

\[ \text{Suppose that} \quad (S, d, x_1, x_2, x_3) \]

\[ \text{is a triply marked geodesic metric} \]

\[ \text{space with} \quad x_1, x_2, x_3 \]

\[ \text{distinct which is topologically equivalent to} \]

\( S^2 \).

\[ \text{We assume that} \]

\( S \)

\[ \text{is oriented so that we can distinguish the clockwise and counterclockwise directions} \]

\[ \text{of simple loops. Suppose that} \]

\( \phi : S \rightarrow S \)

\[ \text{is an orientation-preserving isometry with} \]

\[ \phi(x_j) = x_j \quad \text{for} \quad j = 1, 2, 3. \]

\[ \text{Then} \]

\[ \phi(z) = z \quad \text{for all} \quad z \in S. \]

\[ \text{Similarly, if} \quad (S, d, x_1, x_2) \]

\[ \text{is a} \]

\[ \text{doubly marked space with} \]

\( x_1, x_2 \)

\[ \text{distinct and} \quad \gamma \]

\[ \text{is a geodesic from} \]

\( x_1 \)

\[ \text{to} \]

\( x_2, \)

\[ \text{then the} \]

\[ \text{identity is the only orientation-preserving isometry that fixes} \]

\( x_1, \)

\( x_2, \)

\[ \gamma. \]

\[ \text{Proof.} \]

\[ \text{The latter statement is immediate from Proposition 2.3 applied to the disk} \]

\[ \text{obtained by cutting the sphere along} \gamma. \]

\[ \text{To prove the former statement, we assume} \]

\[ \text{without loss of generality that} \quad R = d(x_1, x_2) \leq d(x_1, x_3). \]

\[ \text{Consider the filled metric} \]

\[ \text{ball} \quad B^*(x_1, R) \quad \text{(relative to} \quad x_3) \]

\[ \text{so that} \quad x_2 \in \partial B^*(x_1, R). \]

\[ \text{Since we have assumed that} \]

\( S \)

\[ \text{is oriented, we have that} \]

\[ \partial B^*(x_1, R) \]

\[ \text{is oriented, hence Proposition 2.2 implies} \]

\[ \text{that there exists a unique leftmost geodesic} \gamma \]

\[ \text{from} \]

\( x_1 \)

\[ \text{to} \]

\( x_2. \]

\[ \text{Since} \]

\( \phi \)

\[ \text{fixes} \]

\( x_1, x_3 \)

\[ \text{and} \]

\( \phi \)

\[ \text{is an isometry, it follows that} \]

\( \phi \)

\[ \text{fixes} \]

\[ \partial B^*(x_1, R). \]

\[ \text{Moreover,} \]

\[ \phi(\gamma) \]

\[ \text{is a geodesic from} \]

\[ \square \]
\( \phi(x_1) = x_1 \) to \( \phi(x_2) = x_2 \). As \( \phi \) is orientation preserving, we must in fact have that \( \phi(\gamma) = \gamma \). Therefore the latter part of the proposition statement implies that \( \phi \) fixes all of \( S \).

We remark that the above argument implies that the identity is the only map that fixes \( x \) and the restriction of \( \gamma \) to any neighborhood about \( x \). In other words, the identity is the only map that fixes \( x \) and the equivalence class of geodesics \( \gamma \) that end at \( x \), where two geodesics considered equivalent if they agree in a neighborhood of \( x \). This is analogous to the statement that a planar map on the sphere has no non-trivial automorphisms (as a map) once one fixes a single oriented edge. We next observe that Proposition 2.3 can be further strengthened.

**Proposition 2.5.** In the context of Proposition 2.3, if the isometry \( \phi: S \to S \) is orientation preserving and fixes one point \( x \in \partial S \) it must be the identity.

**Proof.** By Proposition 2.3, it suffices to check that \( \phi \) fixes the circle \( \partial S \) pointwise (since \( \phi \) is a homeomorphism, it clearly fixes \( \partial S \) as a set). Note that the set \( \{ y \in \partial S : \phi(x) = y \} \) is closed and non-empty. Suppose for contradiction that \( \{ y \in \partial S : \phi(y) = y \} \) is not equal to all of \( \partial S \). Then there exists \( I \subseteq \partial S \) connected which is relatively open in \( \partial S \) such that \( \phi \) fixes the endpoints \( z_1, z_2 \) of \( I \) but does not fix any point in \( I \) itself. Fix \( \epsilon > 0 \) small so that there exists \( z \in I \) with \( d(z, z_1) = \epsilon \). Then there is a well-defined first point \( w \in I \) starting from \( z_1 \) with \( d(z_1, w) = \epsilon/2 \). Since \( \phi \) fixes \( I \) as a set, it must be that \( \phi(w) = w \). This is a contradiction, which gives the result.

We now return to our study of leftmost geodesics.

**Proposition 2.6.** Suppose that we are in the setting of Proposition 2.3. Suppose that \( a \in \partial B^*(x, r) \) and that \( (a_j) \) is a sequence of points in \( \partial B^*(x, r) \) which approach \( a \) from the left. For each \( j \), we let \( \gamma_j \) be the leftmost geodesic from \( a_j \) to \( x \) and \( \gamma \) the leftmost geodesic from \( a \) to \( x \). Then we have that \( \gamma_j \to \gamma \) uniformly as \( j \to \infty \). Moreover, for all but countably many values of \( a \) (which we will call jump values) the same is true when the \( a_j \) approach \( a \) from the right. If \( a \) is one of these jump values, then the limit of the geodesics from \( a_j \), as the \( a_j \) approach \( a \) from the right, is a non-leftmost geodesic from \( a \) to \( x \).

**Proof.** Suppose that the \( (a_j) \) in \( \partial B^*(x, r) \) approach \( a \in \partial B^*(x, r) \) from the left and \( \gamma_j \), \( \gamma \) are as in the statement. Suppose that \( (\gamma_j) \) is a subsequence of \( (\gamma_j) \). It suffices to show that \( (\gamma_j) \) has a subsequence which converges uniformly to \( \gamma \). The Arzelá-Ascoli theorem implies that \( (\gamma_j) \) has a subsequence which converges uniformly to some limiting path \( \tilde{\gamma} \) connecting \( a \) to \( x \). This path is easily seen to be a geodesic connecting \( a \) to \( x \) which is non-strictly to the left of \( \gamma \). Since \( \gamma \) is leftmost, we conclude that \( \gamma = \tilde{\gamma} \). This proves the first part of the proposition.
Suppose now that the \((a_j)\) approach \(a\) from the right and let \(\gamma_j, \gamma\) be as in the previous paragraph. The Arzelà-Ascoli theorem implies that every subsequence of \((\gamma_j)\) has a further subsequence which converges uniformly to a geodesic connecting \(a\) to \(x\). That the limit does not depend on the subsequence follows by monotonicity.

To prove the second part of the proposition, note that each jump value \(a\) is associated with the non-empty open set \(J_a \subseteq B^*(x, r)\) which is between the leftmost geodesic from \(a\) to \(x\) and the uniform limit of leftmost geodesics along any sequence \((a_j)\) approaching \(a\) from the right. Moreover, for distinct jump values \(a, a'\) we must have that \(J_a \cap J_{a'} = \emptyset\). Therefore the set of jump values is countable.

As in the proof of Proposition 2.6, if \(a\) is a jump value, we let \(J_a\) denote the open set bounded between the (distinct) left and right limits described in Proposition 2.6, both of which are geodesics from \(a\) to \(x\). Recall that if \(a, a'\) are distinct jump values then \(J_a, J_{a'}\) are disjoint. Moreover, observe that the union of the \(J_a\) (over all jump values \(a\)) is the complement of the closure of the union of all leftmost geodesics. As the point \(a\) moves around the circle, the leftmost geodesic from \(a\) to \(x\) may vary continuously (as it does when \((S, d)\) is a Euclidean sphere) but it may also have countably many times when it “jumps” over an open set \(J_a\) (as is a.s. the case when \((S, d, \nu)\) is an instance of the Brownian map, see Section 4).

We next need to say a few words about “cutting” geodesic metric spheres along curves and/or “welding” closed geodesic metric disks together. Before we do this, let us consider the general question of what it means to take a quotient of a metric space w.r.t. an equivalence relation (see [BBI01, Chapter 3] for more discussion on this point). Given any metric space \((S, d)\) and any equivalence relation \(\cong\), one may define a distance function \(\overline{d}\) between equivalence classes of \(\cong\) as follows: if \(a\) and \(b\) are representatives of distinct equivalence classes, take \(\overline{d}(a, b)\) to be the infimum, over even-length sequences \(a = x_0, x_1, x_2, \ldots, x_{2k} = b\) with the property that \(x_{2m} \cong x_{2m+1}\) for odd \(m\), of the sum

\[
\sum_{m=0}^{k-1} d(x_{2m}, x_{2m+1}).
\]

This \(\overline{d}\) is a priori only a pseudometric on the set of equivalence classes of \(\cong\) (i.e., it may be zero for some distinct \(a\) and \(b\)). However, it defines a metric on the set of equivalence classes of \(\cong^*\) where \(a \cong^* b\) whenever \(\overline{d}(a, b) = 0\). It is not hard to see that \(\overline{d}\) is the largest pseudometric such that \(\overline{d}(a, b) \leq d(a, b)\) for all \(a, b\) and \(d(a, b) = 0\) when \(a \cong b\).

The procedure described above is what we generally have in mind when we speaking of taking a quotient of a metric space w.r.t. an equivalence relation.

Now let us ask what happens if a geodesic metric sphere is cut along a simple loop \(\Gamma\), to produce two disks. Note that on each disk, there is an internal metric, where the distance between points \(a\) and \(b\) is defined to be the length of the shortest path that stays entirely within the given disk. This distance is clearly finite when \(a\) and \(b\) are
in the interior of the disk. (This can be deduced by taking a closed path from \(a\) to \(b\) bounded away from the disk boundary, covering it with open metric balls bounded away from the disk boundary, and taking a finite subcover.) However, when either \(a\) or \(b\) is on the boundary of the disk, it is not hard to see that (if the simple curve is windy enough) it could be infinite.

Let us now ask a converse question. What happens when we take the two metric disks and try to “glue them together” to recover the sphere? We can clearly recover the sphere as a topological space, but what about the metric? Before we address that point, note there is always one way to glue the disks back together to create a new metric space: namely, we may consider the disjoint union of the pair of disks to be a common metric space (with the distance between points on distinct disks formally set to be infinity) and then take a metric quotient (in the sense discussed above) w.r.t. the equivalence relation that identifies the boundary arcs. This can be understood as the largest metric compatible with the boundary identification. In this metric, the distance between \(a\) and \(b\) is the length (in the original metric) of the shortest path from \(a\) to \(b\) that only crosses \(\Gamma\) finitely many times. However, although we will not prove this here, it appears that one can actually construct a geodesic metric sphere with a closed curve \(\Gamma\) and points \(a\) and \(b\) such that the shortest path from \(a\) to \(b\) that crosses \(\Gamma\) finitely many times is longer than the shortest path overall. In other words, it appears that there may be situations where cutting a sphere into two disks and gluing the disks back together (using the quotient procedure described above) does not reproduce the original sphere.

On the other hand, it is easy to see that this type or pathology does not arise if \(\Gamma\) is a curve comprised of a finite number of geodesic arcs, since one can easily find a geodesic \(\gamma\) between any points \(a\) and \(b\) that crosses no geodesic arc of \(\Gamma\) more than once. (If it crosses an arc multiple times, one may replace the portion of \(\gamma\) between the first and last hitting times by a portion of the arc itself.) The same applies if one has a disk cut into two pieces using a finite sequence of geodesic arcs. This is an important point, since in this paper we will frequently need to glue together disk-homeomorphic “slices” whose boundaries are geodesic curves. The following proposition formalizes one example of such a statement.

**Proposition 2.7.** Suppose that \((S,d,x,y)\) is a doubly marked geodesic metric space which is homeomorphic to \(S^2\). Suppose that \(\gamma_1, \gamma_2\) are distinct geodesics which connect \(x\) to \(y\) and that \(S \setminus (\gamma_1 \cup \gamma_2)\) has two components \(U_1, U_2\). For \(j = 1, 2\), let \(x_j\) (resp. \(y_j\)) be the first (resp. last) point on \(\partial U_j\) visited by \(\gamma_1\) (or equivalently by \(\gamma_2\)). We then let \((U_j, d_j, x_j, y_j)\) be the doubly marked metric space where \(d_j\) is given by the internal metric induced by \(d\) on \(U_j\). Let \(\bar{S}\) be given by the disjoint union of \(\overline{U_1}\) and \(\overline{U_2}\) and let \(\bar{d}\) be the distance on \(\bar{S}\) which is defined by \(\bar{d}(a,b) = d_j(a,b)\) if \(a,b \in \overline{U_j}\) for some \(j = 1, 2\), otherwise \(\bar{d}(a,b) = \infty\). We then define an equivalence relation \(\cong\) on \(\bar{S}\) by declaring that \(a \cong b\) if either \(a = b\) or if \(a \in \partial U_1\) corresponds to the same point \(b \in \partial U_2\) in \(S\). Let \(\bar{d}\) be the largest metric compatible with \(\bar{S}/\cong\). Then \(\bar{d} = d\). That is, the metric gluing of the \((U_j, d_j, x_j, y_j)\) along their boundaries gives \((S,d,x,y)\).
For future reference, let us remark that another instance where this pathology will not arise is when \((S, d, x)\) is an instance of a Brownian map with a marked point \(x\) and \(\Gamma\) is the boundary of a filled metric ball centered at \(x\). In that case, the definition of \(d\) given in Section 4.1 will imply that the length of the shortest path between points \(a\) and \(b\) is the infimum over the lengths of paths comprised of finitely many arcs, each of which is a segment of a geodesic from some point to \(x\). By definition, such a path clearly only crosses \(\Gamma\) finitely many times. Note that the two situations discussed above (cutting along geodesics and along boundaries of filled metric balls) are precisely those that are needed to make sense of the statements in Theorem 1.1.

In this article we will not rule out the possibility that the internal metric associated with \(S \setminus B^\bullet(x, r)\) defines an infinite diameter metric space. Let us note, however, that one can recover the entire collection of geodesics back to \(x\) (hence \(d\)) from the interior internal metrics associated with \(S \setminus B^\bullet(x, r)\) and \(B^\bullet(x, r)\). In particular, if \(z \in S \setminus B^\bullet(x, r)\) then by the very definition of \(B^\bullet(x, r)\) we have that the distance between \(z\) and \(\partial B^\bullet(x, r)\) is finite and given by \(d(x, z) - r\). Moreover, the shortest paths from \(z\) to \(\partial B^\bullet(x, r)\) in \(S \setminus B^\bullet(x, r)\) comprise of the initial \((d(x, z) - r)\)-length segments of the geodesics from \(z\) to \(x\). It is clearly the case that the remaining \(r\)-length segments of the geodesics from \(z\) to \(x\) are contained in \(B^\bullet(x, r)\).

Update: Pathologies of the aforementioned type were ruled out in other settings for natural gluing operations one can perform for Brownian and \(\sqrt{8/3}\)-LQG surfaces in [GM16b], which together with [GM16a, GM16c] has led to a proof that the self-avoiding walk on random quadrangulations converges to SLE_{8/3} on \(\sqrt{8/3}\)-LQG.

2.3 A consequence of slice independence/scale invariance

At the end of Section 1.5, the measure \(\mu^L_{\text{MET}}\) is informally described, along with a notion of “slice independence” one might expect such a measure to satisfy. Although we have not given a formal description of \(\mu^L_{\text{MET}}\) yet, we can observe now some properties we would expect this measure to have. For concreteness, let us assume that \(L = 1\) and that a point on the boundary is fixed, so that the boundary of a sample from \(\mu^L_{\text{MET}}\) can be identified with the interval \([0, 1]\). We “cut” along the geodesic from 0 to \(x\) and view a sample from \(\mu^L_{\text{MET}}\) as a “triangular slice” with one side identified with \([0, 1]\) and the other two sides forming geodesics of the same length (one from 0 to \(x\) and one from 1 to \(x\)).

We define \(\tilde{d}(a, b)\) to be the distance from the boundary at which the leftmost geodesic from \(a\) to \(x\) and the leftmost geodesic from \(b\) to \(x\) merge. Now, no matter what space and \(\sigma\)-algebra \(\mu^L_{\text{MET}}\) is defined on, we would expect that if we restrict to rational values of \(a\) and \(b\), then the \(\tilde{d}(a, b)\) should be a countable collection of real-valued random variables. Before we even think about \(\sigma\)-algebras on \(\mathcal{M}\) or \(\mathcal{M}_{\text{SPH}}\), we can answer a more basic question. What would “slice independence” and “scale invariance” assumptions
tell us about the joint law of these random variables $\tilde{d}(a, b)$? The following proposition formalizes what we mean by scale invariance and slice independence, and shows that in fact these properties characterize the joint law of the random variables $\tilde{d}(a, b)$ up to a single real parameter. As we will see in the proof of Theorem 1.1, this will allow us to deduce that the metric net associated with a space which satisfies the hypotheses of Theorem 1.1 is related to the so-called Lévy net introduced in Section 3 below.

**Proposition 2.8.** Consider a random function $\tilde{d}$ defined on all rational points in $[0, 1] \times [0, 1]$ such that

1. $\tilde{d}(a, b) = \tilde{d}(b, a)$ for all $a$ and $b$ a.s.
2. If $a < b$ and $c < d$ then $\tilde{d}(a, b)$ and $\tilde{d}(c, d)$ are independent provided that $(a, b)$ and $(c, d)$ are disjoint.
3. $\tilde{d}(a, a) = 0$ a.s. for all $a$
4. If $a < b < c$ then $\tilde{d}(a, c) = \max(\tilde{d}(a, b), \tilde{d}(b, c))$.
5. The law of $\tilde{d}(a, b)$ depends only $|b - a|$. In fact, there is some $\beta$ so that for any $a$ and $b$ the law of $\tilde{d}(a, b)$ is equivalent to the law of $|a - b|^\beta \tilde{d}(0, 1)$.

Then the law of $\tilde{d}(a, b)$ has a particular form. Precisely, one can construct a sample from this law as follows. First choose a collection of pairs $(s, x)$ as a Poisson point process on $[0, 1] \times \mathbb{R}_+$ with intensity $ds \otimes x^\alpha dx$ where $\alpha = -1/\beta - 1$ and $ds$ (resp. $dx$) denotes Lebesgue measure on $[0, 1]$ (resp. $\mathbb{R}_+$). Then define $\tilde{d}(a, b)$ to be the largest value of $x$ such that $(s, x)$ is a point in this point process for some $x \in (a, b)$.

**Proof.** The lemma statement describes two ways of choosing a random $\tilde{d}$ and asserts that the two laws agree. It is immediate from Lemma 2.9 (stated and proved just below) that the laws agree when one restricts attention to $\{0, 1/k, 2/k, \ldots, 1\}^2$, for any $k \in \mathbb{N}$. Since this holds for all $k$, the result follows.

**Lemma 2.9.** Suppose for some $\beta > 0$, a real-valued random variable $A$ has the following property. When $A_1, A_2, \ldots, A_k$ are i.i.d. copies of $A$, the law of $k^{-\beta} \max_{1 \leq i \leq k} A_i$ is the same as the law of $A$. Then $A$ agrees in law (up to some multiplicative constant) with the size of the maximum element of a Poisson point process chosen from the infinite measure $x^\alpha dx$, where $\alpha = -1/\beta - 1$ and $dx$ denotes Lebesgue measure on $\mathbb{R}_+$.

**Proof.** Let $F$ be the cumulative distribution function of $A$, so that $F(s) = P[A \leq s]$. Then

$$F(s) = P[A \leq s] = P[k^{-\beta} A \leq s]^k = F(k^{-\beta} s)^k.$$ 

Thus $F(k^\beta s) = F(s)^{1/k}$. Set $r = k^\beta$ so that $1/k = r^{-1/\beta}$. Then when $r$ has this form we have $F(rs) = F(s)^{1/k} = F(s)^{r^{-1/\beta}}$. Applying this twice allows us to draw the same
conclusion when \( r = \frac{k_1^\beta}{k_2^\beta} \) for rational \( k = \frac{k_1}{k_2} \), i.e., for all values \( r \) which are a \( \beta \)th power of a rational. Since this is a dense set, we can conclude that in general, if we set \( e^t = F(1) \), we have

\[
F(r) = e^{tr^{-1}/\beta}. \tag{2.1}
\]

It is then straightforward to see that this implies that (up to a multiplicative constant) \( A \) has the same law as the Poisson point process maximum described in the lemma statement. (See, e.g., [Sat99, Exercise 22.4].)

### 2.4 A \( \sigma \)-algebra on the space of metric measure spaces

We present here a few general facts about measurability and metric spaces, following up on the discussion in Section 1.4. Most of the basic information we need about the Gromov-Prohorov metric and the Gromov-weak topology can be found in [GPW09]. Other related material can be founded in the metric geometry text by Burago, Burago, and Ivanov [BBI01], as well as Villani’s book [Vil09, Chapters 27-28].

As in Section 1.4 let \( \mathcal{M} \) denote the space of metric measure spaces, defined modulo a.e. defined measure preserving isometry. Suppose that \((S,d,\nu) \in \mathcal{M}\). If we choose points \( x_1, x_2, \ldots, x_k \) i.i.d. from \( \nu \), then we obtain a \( k \times k \) matrix of distances \( d_{ij} = d(x_i, x_j) \) indexed by \( i, j \in \{1, 2, \ldots, k\} \). Denote this matrix by \( M_k = M_k(S, d, \nu) \).

If \( \psi \) is any fixed bounded continuous function on \( \mathbb{R}^{k^2} \), then the map

\[
(S, d, \nu) \to \mathbb{E}_{\nu}[\psi(M_k)]
\]

is a real-valued function on \( \mathcal{M} \). The Gromov-weak topology is defined to be the weakest topology w.r.t. which the functions of this type are continuous. In other words, a sequence of elements of \( \mathcal{M} \) converge in this topology if and only if the laws of the corresponding \( M_k \) (understood as measures on \( \mathbb{R}^{k^2} \)) converge weakly for each \( k \). We denote by \( \mathcal{F} \) the Borel \( \sigma \)-algebra generated by this topology. Since we would like to be able to sample marked points from \( \nu \) and understand their distances from each other, we feel comfortable saying that \( \mathcal{F} \) is the weakest “reasonable” \( \sigma \)-algebra we could consider. We will sometimes abuse notation and use \((\mathcal{M}_{\text{SPH}}, \mathcal{F})\) to denote a measure space, where in this context \( \mathcal{F} \) is understood to refer to the intersection of \( \mathcal{F} \) with the set of subsets of \( \mathcal{M}_{\text{SPH}} \). (We will apply a similar notational abuse to the “marked” analogs \( \mathcal{M}_k, \mathcal{M}_{\text{SPH}}^k, \) and \( \mathcal{F}_k \) introduced below.)

It turns out that the Gromov-weak topology can be generated by various natural metrics that make \( \mathcal{M} \) a complete separable metric space: the so-called Gromov-Prohorov metric and the Gromov-\( \Box \) metric [GPW09, Löh13]. Thus, \((\mathcal{M}, \mathcal{F})\) is a standard Borel space (i.e., a measure space whose \( \sigma \)-algebra is the Borel \( \sigma \)-algebra of a topology generated by a metric that makes the space complete and metrizable). We do not need to discuss the details of these metrics here. We bring them up in order to show that \((\mathcal{M}, \mathcal{F})\) is a
standard Borel space. One useful consequence of the fact that \((\mathcal{M}, \mathcal{F})\) is a standard Borel space is that if \(G\) is any sub-\(\sigma\)-algebra of \(\mathcal{F}\), then the regular conditional probability of a random variable, conditioned on \(G\), is well-defined [Dur10, Chapter 5.1.3].

We can also consider marked spaces; one may let \(\mathcal{M}^k\) denote the set of tuples of the form \((S, d, \nu, x_1, x_2, \ldots, x_k)\) where \((S, d, \nu) \in \mathcal{M}\) and \(x_1, x_2, \ldots, x_k\) are elements (“marked points”) of \(S\). Given such a space, one may sample additional points \(x_{k+1}, x_{k+2}, \ldots, x_m\) i.i.d. from \(\nu\) and consider the random matrix \(M_m\) of distances between the \(x_i\). One may again define a Gromov-weak topology on the marked space to be the weakest topology w.r.t. which expectations of bounded continuous functions of \(M_m\) are continuous. We let \(\mathcal{F}^k\) denote the Borel \(\sigma\)-algebra of the marked space. Clearly for any \(m > k\) one has a measurable map \(M_m \rightarrow M_k\) that corresponds to “forgetting” the last \(m - k\) points. One can similarly define \(\mathcal{F}^\infty\) to be the space of \((S, d, \nu, x_1, x_2, \ldots)\) with an \(x_j\) defined for all positive integer \(j\). The argument that these spaces are standard Borel is essentially the same as in the case without marked points. One immediate consequence of the definition of the Gromov-weak topology is the following:

**Proposition 2.10.** Fix \((S, d, \nu) \in \mathcal{M}\) with \(\nu(S) = 1\). Let \(x_1, x_2, \ldots\) be i.i.d. samples from \(\nu\). Let \((S_k, d_k, \nu_k)\) be defined by taking \(S_k = \{x_1, x_2, \ldots, x_k\}\) (where the \(x_k\) are i.i.d. from \(\nu\)), letting \(d_k\) be the restriction of \(d\) to this set, and letting \(\nu_k\) assign mass \(1/k\) to each element of \(S_k\). Then \((S_k, d_k, \nu_k)\) converges to \((S, d, \nu)\) a.s. in the Gromov-weak topology. A similar statement holds for marked spaces. If \(m < k\) and \((S, d, \nu, x_1, x_2, \ldots, x_m) \in \mathcal{M}^m\) then one may choose \(x_{m+1}, x_{m+2}, \ldots, x_k\) i.i.d. and consider the discrete metric on \(\{x_1, \ldots, x_k\}\) with uniform measure, and \(x_1, \ldots, x_m\) marked. Then these approximations converge a.s. to \((S, d, \nu, x_1, \ldots, x_m)\) in the Gromov-weak topology on \(\mathcal{M}^m\).

Let \(\mathcal{N}\) be the space of all infinite-by-infinite matrices (entries indexed by \(\mathbb{N} \times \mathbb{N}\)) with the usual product \(\sigma\)-algebra and let \(\widehat{\mathcal{N}}\) be the subset of \(\mathcal{N}\) consisting of those matrices with the property that for each \(k\), the initial \(k \times k\) matrix of \(\mathcal{N}\) describes a distance function on \(k\) elements, and the limit of the corresponding \(k\)-element metric spaces (endowed with the uniform probability measure on the \(k\) elements) exists in \(\mathcal{M}\). We refer to this limit as the limit space of the infinite-by-infinite matrix. It is a straightforward exercise to check that \(\widehat{\mathcal{N}}\) is a measurable subset of \(\mathcal{N}\).

**Proposition 2.11.** There is a one-to-one correspondence between

1. Real-valued \(\mathcal{F}\)-measurable functions \(\phi\) on \(\mathcal{M}\), and
2. Real-valued measurable functions \(\tilde{\phi}\) on \(\widehat{\mathcal{N}}\) with the property that their value depends only on the limit space.

The relationship between the functions is the obvious one:

1. If we know \(\tilde{\phi}\), then we define \(\phi\) by setting \(\phi((S, d, \nu))\) to be the a.s. value of \(\tilde{\phi}(M_\infty)\) when \(M_\infty\) is chosen via \((S, d, \nu)\).
2. If we know $\phi$, then $\tilde{\phi}(M_\infty)$ is $\phi$ of the limit space of $M_\infty$.

Moreover, for each $k \in \mathbb{N}$ the analogous correspondence holds with $(\mathcal{M}^k, \mathcal{F}^k)$ in place of $(\mathcal{M}, \mathcal{F})$.

Proof. We will prove the result for $(\mathcal{M}, \mathcal{F})$; the case of $(\mathcal{M}^k, \mathcal{F}^k)$ for general $k \in \mathbb{N}$ is analogous.

Suppose that $\tilde{\phi}$ is a bounded, continuous function on $\mathcal{N}$ which depends only on a finite number of coordinate entries. Then we know that $(S, d, \nu) \mapsto E_{\nu}[\tilde{\phi}(M_\infty)]$ is an $\mathcal{F}$-measurable function where $M_\infty$ is the infinite matrix of distances associated with an i.i.d. sequence $(x_i)$ chosen from $\nu$. A monotone class argument therefore implies that $(S, d, \nu) \mapsto E_{\nu}[\tilde{\phi}(M_\infty)]$ is $\mathcal{F}$-measurable for any bounded, measurable function on $\mathcal{N}$. In particular, this holds if $\tilde{\phi}$ is a bounded, measurable function on $\widehat{\mathcal{N}}$ which depends only on the limit space. This proves one part of the correspondence.

On the other hand, suppose that $\phi$ is an $\mathcal{F}$-measurable function of the form $(S, d, \nu) \mapsto E_{\nu}[\psi(M_k)]$ where $\psi$ is a bounded, continuous function on $\mathbb{R}^{k^2}$ and $M_k$ is the matrix of distances associated with $x_1, \ldots, x_k$ chosen i.i.d. from $\nu$. Suppose that $M_\infty \in \widehat{\mathcal{N}}$. For each $k$, we let $(S_k, d_k, \nu_k)$ be the element of $\mathcal{M}$ which corresponds to the $k \times k$ submatrix $M_k$ of $M_\infty$. Then the map which associates $M_\infty$ with $\phi((S_k, d_k, \nu_k))$ is continuous on $\widehat{\mathcal{N}}$. Therefore the map which associates $M_\infty$ with $\phi((S, d, \nu))$ where $(S, d, \nu)$ is the limit space of $M_\infty$ is measurable as it is the limit of continuous maps. By a monotone class argument, this proves the other part of the correspondence.

We are now going to use Proposition 2.11 to show that certain subsets of $\mathcal{M}$ are measurable. We begin by showing that the set of compact metric spaces in $\mathcal{M}$ is measurable. Throughout, we let $\widehat{\mathcal{C}}$ consist of those elements of $\widehat{\mathcal{N}}$ whose limit space is compact.

Proposition 2.12. The set of compact metric spaces in $\mathcal{M}$ is measurable. More generally, for each $k \in \mathbb{N}$ we have that the set of compact metric spaces in $\mathcal{M}^k$ with $k$ marked points is measurable.

Proof. We are going to prove the first assertion of the proposition (i.e., the case $k = 0$). The result for general values of $k$ is analogous.

For each $\epsilon > 0$ and $n \in \mathbb{N}$, we let $\widehat{\mathcal{N}}_{n,\epsilon}$ be those elements $(d_{ij})$ in $\widehat{\mathcal{N}}$ such that for every $j$ there exists $1 \leq k \leq n$ such that $d_{jk} \leq \epsilon$. That is, $(d_{ij})$ is in $\widehat{\mathcal{N}}_{n,\epsilon}$ provided the $\epsilon$-balls centered at points in the limit space which correspond to the first $n$ rows (or columns) in $(d_{ij})$ cover the entire space. As $\widehat{\mathcal{N}}_{n,\epsilon}$ is measurable, we have that both $\widehat{\mathcal{N}}_\epsilon = \cup_{n} \widehat{\mathcal{N}}_{n,\epsilon}$ and $\cap_{\epsilon < 1} \widehat{\mathcal{N}}_\epsilon$ are measurable. By Proposition 2.11, it therefore suffices to show that $\cap_{\epsilon < 1} \widehat{\mathcal{N}}_\epsilon$ is equal to $\widehat{\mathcal{C}}$. 30
Suppose that \((d_{ij}) \in \hat{\mathcal{C}}\). Fix \(\epsilon > 0\). As the limit space associated with \((d_{ij})\) is compact, it follows that there exists \(n \in \mathbb{N}\) such that the union of the \(\epsilon\)-balls centered at the points associated with the first \(n\) columns (or rows) of \((d_{ij})\) covers the entire space. Therefore \(\hat{\mathcal{C}} \subseteq \cap_{\epsilon \in \mathbb{Q}_+} \hat{\mathcal{N}}_\epsilon\), so we just need to establish the reverse inclusion. Suppose that \((d_{ij}) \in \cap_{\epsilon \in \mathbb{Q}_+} \hat{\mathcal{N}}_\epsilon\). We are going to show that \((d_{ij}) \in \hat{\mathcal{C}}\) by showing that the limit space of \((d_{ij})\) is sequentially compact. Suppose that \((j_k)\) is any sequence in \(\mathbb{N}\). It suffices to show that there exists a subsequence \((\tilde{j}_k)\) of \((j_k)\) such that \(d_{\tilde{j}_k, \tilde{j}_{k+1}} \leq 2^{-k}\) because this implies that the corresponding sequence in the limit space is Cauchy hence convergent (recall that the limit space is complete). We construct this sequence diagonally from \((j_k)\) as follows. By assumption, there exists \(n_1\) such that for every \(j\) there exists \(1 \leq k \leq n_1\) such that \(d_{jk} \leq 2^{-2}\). Therefore there exists \(1 \leq k_1 \leq n_1\) such that \(d_{jk_1} \leq 2^{-2}\) for an infinite number of \(k\). Let \((j_{k}^{1})\) be the subsequence of \((j_k)\) with \(d_{jk_1} \leq 2^{-2}\) for all \(k\). Then we note that \(d_{jj_{k_1}} \leq 2^{-1}\) for all \(k, \ell\). Assume that we have defined subsequences \((j_{k}^{1}), \ldots, (j_{k}^{m})\) of \((j_k)\). By assumption, there exists \(n_{m+1}\) such that for every \(j\) there exists \(1 \leq k \leq n_{m+1}\) such that \(d_{jk} \leq 2^{-m-2}\). Let \((j_{k}^{m+1})\) be a subsequence of \((j_{k}^{m})\) so that \(d_{jk_{m+1}} \leq 2^{-m-2}\) for some \(1 \leq k_{m+1} \leq n_{m+1}\) and all \(k\). Then we have that \(d_{jj_{k_1}} \leq 2^{-m-1}\) for all \(k\). Passing to a diagonal subsequence of the sequences \((j_{k}^{m})\) implies the result. \(\square\)

To prove the measurability of certain sets in \(\mathcal{M}\), we will find it useful first to show that they are measurable with respect to the Gromov-Hausdorff topology and then use that there is a natural map from \(\mathcal{C}\) into the Gromov-Hausdorff space which is measurable. In order to remind the reader of the Gromov-Hausdorff distance, we first need to remind the reader of the definition of the Hausdorff distance. Suppose that \(K_1, K_2\) are closed subsets of a metric space \((S,d)\). For each \(\epsilon > 0\), we let \(K_\epsilon\) be the \(\epsilon\)-neighborhood of \(K_j\). Recall that the Hausdorff distance between \(K_1, K_2\) is given by

\[
d_H(K_1, K_2) = \inf \{ \epsilon > 0 : K_1 \subseteq K_\epsilon^c, \ K_2 \subseteq K_\epsilon^c \}. \tag{2.2}
\]

Suppose that \((S_1,d_1)\), \((S_2,d_2)\) are compact metric spaces. The Gromov-Hausdorff distance between \((S_1,d_1)\) and \((S_2,d_2)\) is given by

\[
d_{GH}((S_1,d_1),(S_2,d_2)) = \inf \{ d_H(\varphi_1(S_1),\varphi_2(S_2)) \} \tag{2.3}
\]

where the infimum is over all metric spaces \((S,d)\) and isometries \(\varphi_j : S_j \to S\). We let \(\mathcal{X}\) be the set of all compact metric spaces equipped with the Gromov-Hausdorff distance \(d_{GH}\). More generally, for each \(k \in \mathbb{N}\), we let \(\mathcal{X}^k\) be the set of all compact metric spaces \((S,d)\) marked with \(k\) points \(x_1, \ldots, x_k \in S\). We equip \(\mathcal{X}^k\) with the distance function

\[
d_{GH}((S_1,d_1,x_{1,1},\ldots,x_{1,k}),(S_2,d_2,x_{2,1},\ldots,x_{2,k}))
\]

\[= \inf \left\{ d_H(\varphi_1(S_1),\varphi_2(S_2)) + \sum_{j=1}^k d(\varphi_1(x_{1,j}),\varphi_2(x_{2,j})) \right\}. \tag{2.4}\]
where the infimum is as in (2.3). We refer the reader to [Vil09, Chapter 27] as well as [BBI01, Chapter 7] for more on the Hausdorff and Gromov-Hausdorff distances.

We remark that in (2.3), one may always take the ambient metric space to be $\ell_\infty$. Indeed, this follows because every compact metric space can be isometrically embedded into $\ell_\infty$. We will use this fact several times in what follows.

We also note that there is a natural projection $\pi: \hat{C} \to X$. Moreover, if we equip $\hat{N}$ with the $\ell_\infty$ topology (in place of the product topology), then the projection $\pi: \hat{C} \to X$ is continuous. Indeed, this can be seen by using the representation of $d_{\text{GH}}$ in terms of the distortion of a so-called correspondence between metric spaces; see [Vil09, Chapter 27]. Since the product topology generates the same $\sigma$-algebra as the $\ell_\infty$ topology on $\hat{N}$, it follows that $\pi$ is measurable. This observation will be useful for us for proving that certain sets in $\hat{N}$ are measurable. We record this fact in the following proposition.

**Proposition 2.13.** The projection $\pi: \hat{C} \to X$ is measurable.

In the following proposition, we will combine Proposition 2.11 and Proposition 2.13 to show that the set of compact, geodesic metric spaces in $\mathcal{M}$ is measurable.

**Proposition 2.14.** The set of compact, geodesic spaces is measurable in $\mathcal{M}$.

**Proof.** That the set of geodesic spaces is closed hence measurable in $\mathcal{X}$ follows from [Vil09, Theorem 27.9]; see also the discussion in [BBI01, Chapter 7.5]. Therefore the result follows by combining Proposition 2.11 and Proposition 2.13.

We note that it is also possible to give a short proof of Proposition 2.14 which does not rely on the measurability of the projection $\pi: \hat{C} \to X$. The following proposition will imply that the set of good measure endowed geodesic spheres is measurable in $\mathcal{M}$.

**Proposition 2.15.** For each $k \in \mathbb{N}$ we have that $\mathcal{M}^k_{\text{SPH}}$ is measurable in $\mathcal{M}^k$.

We will prove Proposition 2.15 result in the case that $k = 0$ (i.e., we do not have any extra marked points). The proof for general values of $k$ is analogous. As in the proof of Proposition 2.14, it suffices to show that the set of geodesic metric spaces $(S,d)$ which are homeomorphic to $S^2$ is measurable in $\mathcal{X}$. In order to prove this, we first need to prove the following lemma.

**Lemma 2.16.** Suppose that $(S,d)$ is a geodesic metric space homeomorphic to $S^2$ and suppose that $\gamma$ is a non-space-filling curve on $S$. Let $U$ be a connected component of $S \setminus \gamma$ and let $A = S \setminus U$. For every $\epsilon > 0$, $\gamma$ is homotopic to a point inside of the $\epsilon$-neighborhood of $A$. 
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Proof. Since $\gamma$ is a continuous curve, it follows that $U$ is topologically equivalent to $D$. Let $\varphi: D \to U$ be a homeomorphism. Then there exists $\delta > 0$ so that $\Gamma = \varphi(\partial(1-\delta)D)$ is contained in the $\epsilon$-neighborhood of $A$. Since $\Gamma$ is a simple curve, it follows that there exists a homeomorphism $\psi$ from $D$ to the component $V$ of $S \setminus \Gamma$ which contains $\gamma$. Let $\tilde{\gamma} = \psi^{-1}(\gamma)$. Then $\tilde{\gamma}$ is clearly homotopic to 0 in $D$ hence $\gamma$ is homotopic to $\psi(0)$ in $V$, which implies the result.

Proof of Proposition 2.15. For simplicity, we will prove the result in the case that $k = 0$. The case for general values of $k$ is established in an analogous manner. We are going to prove the result by showing that the set $\mathcal{Y}$ of geodesic metric spaces in $\mathcal{X}$ which are homeomorphic to $S^2$ is measurable in $\mathcal{X}$. The result will then follow by invoking Proposition 2.11 and Proposition 2.13.

Let $\overline{\mathcal{Y}}$ be the closure of $\mathcal{Y}$ in $\mathcal{X}$. Suppose that $(S,d)$ is in $\mathcal{X}$. Let $\gamma$ be a path in $(S,d)$ and let $f(\gamma) = (S,d)$ be the infimum of diam($A$) over all $A \subseteq S$ in which $\gamma$ is homotopic in $A$ to a point in $S$ and $S \setminus A$ is connected. Let $f(\delta,(S,d))$ be equal to the supremum of $f(\gamma,(S,d))$ over all paths $\gamma$ in $(S,d)$ with diameter at most $\delta$. Let $\tilde{\mathcal{Y}}$ consist of those $(S,d)$ in $\overline{\mathcal{Y}}$ such that for every $\epsilon > 0$ there exists $\delta > 0$ such that $f(\delta,(S,d)) < \epsilon$.

We are first going to show that $\tilde{\mathcal{Y}} = \mathcal{Y}$. We clearly have that $\mathcal{Y} \subseteq \tilde{\mathcal{Y}}$, so we just need to show that $\tilde{\mathcal{Y}} \subseteq \mathcal{Y}$. Suppose that $(S,d)$ is in $\tilde{\mathcal{Y}}$. We assume without loss of generality that $\mathrm{diam}(S) = 1$. Then there exists a sequence $(S_n,d_n)$ in $\mathcal{Y}$ which converges to $(S,d)$ in $\mathcal{X}$. We note that we may assume without loss of generality that both $S$ and the $S_n$’s are subsets of $\ell_\infty$ such that $d_H(S_n,S) \to 0$ as $n \to \infty$ and that $\mathrm{diam}(S_n) = 1$ for all $n$.

Fix $\epsilon > 0$. It suffices to show that there exists $\delta > 0$ such that $f(\delta,(S_n,d_n)) < \epsilon$ for all $n \in \mathbb{N}$. Indeed, this implies that the $(S_n,d_n)$ converge to $(S,d)$ in $\mathcal{X}$ regularly which, by [Beg44], implies that $(S,d)$ is in $\mathcal{Y}$.

Fix $\delta > 0$ such that $f(\delta,(S,d)) < \epsilon$. We assume that $n_0 \in \mathbb{N}$ is sufficiently large so that

$$d_H(S_n,S) \leq \frac{\delta}{16} \quad \text{for all} \quad n \geq n_0. \tag{2.5}$$

We note that for each $1 \leq n \leq n_0$ there exists $\delta_n > 0$ such that $f(\delta_n,(S_n,d_n)) < \epsilon$. We set $\delta_0 = \min_{1 \leq n \leq n_0} \delta_n$. We are now going to show that there exists $\tilde{\delta} > 0$ such that $f(\tilde{\delta},(S_n,d_n)) < \epsilon$ for all $n \geq n_0$. Upon showing this, we will have that with $\tilde{\delta} = \delta_0 \wedge \tilde{\delta}$ we have $f(\tilde{\delta},(S_n,d_n)) < \epsilon$ for all $n$.

Fix $n \geq n_0$ and suppose that $\gamma_n: S^1 \to S_n$ is a path in $S_n$ with $\mathrm{diam}(\gamma_n) \leq \delta/4$. Then we can construct a path $\gamma$ in $S$ as follows. We pick times $0 \leq t_0^n < \cdots < t_j^n \leq 2\pi$ such that with $x_i^n = \gamma_n(t_i^n)$ we have

$$\|x_i^n - x_j^n\|_{\ell_\infty} \leq \frac{\delta}{16} \quad \text{for all} \quad 1 \leq i \leq j. \tag{2.6}$$

By (2.5), for each $1 \leq i \leq j$ there exists $x_i \in S \subseteq \ell_\infty$ such that $\|x_i^n - x_i\|_{\ell_\infty} \leq \delta/16$. We then take $\gamma$ to be the path $S^1 \to S$ which is given by successively concatenating
To finish proving the result, we will show that $$\forall q \in \{a, b\}$$ as $$\|q - x_{i_q}\|_{\ell_\infty} \leq 3\delta/16$$ for each $$1 \leq i \leq j + 1$$ where we take $$x_{j+1} = x_0$$. Suppose that $$a, b \in \gamma$$. Then there exists $$i_q$$ such that $$\|q - x_{i_q}\|_{\ell_\infty} \leq 3\delta/16$$ for $$q \in \{a, b\}$$ as $$\|x_{i-1} - x_i\|_{\ell_\infty} \leq 3\delta/16$$ for each $$1 \leq i \leq j + 1$$. Consequently, by (2.5) and (2.6) we have that

$$\|a - b\|_{\ell_\infty} \leq \|a - x_{i_a}\|_{\ell_\infty} + \|x_{i_a} - x_{i_b}\|_{\ell_\infty} + \|x_{i_b} - b\|_{\ell_\infty}$$

$$\leq \frac{3}{8}\delta + \|x_{i_a} - x_{i_a}^n\|_{\ell_\infty} + \|x_{i_a}^n - x_{i_b}^n\|_{\ell_\infty} + \|x_{i_b} - x_{i_b}\|_{\ell_\infty}$$

$$\leq \frac{1}{2}\delta + \text{diam}(\gamma^n) < \delta.$$ 

This implies that $$\text{diam}(\gamma) < \delta$$. Moreover, we have that the $$d_H$$-distance between the ranges of $$\gamma^n$$ and $$\gamma$$ is at most $$\delta/2$$.

By assumption, we can contract $$\gamma$$ to a point in $$S$$ inside of a set $$A \subseteq S$$ of diameter at most $$\epsilon$$ such that $$B = S \setminus A$$ is connected. Pick $$x \in B$$. Since

$$1 = \text{diam}(S) \leq \text{diam}(A) + \text{diam}(B) \leq \epsilon + \text{diam}(B)$$

we have that $$\text{diam}(B) \geq 1 - \epsilon$$.

Fix $$x_n \in S_n$$ with $$\|x - x_n\|_{\ell_\infty} \leq \delta/16$$. We claim that the component $$B_n$$ of $$S_n \setminus \gamma_n$$ containing $$x_n$$ has diameter at least $$1 - \epsilon - \delta$$. Indeed, suppose that $$u, v \in S$$ are such that there exists a path $$\eta$$ connecting $$u, v$$ which has distance at least $$\delta/2$$ from $$\gamma$$. Arguing as above, we can find a path $$\eta_n$$ in $$S_n$$ whose range has Hausdorff distance at most $$\delta/2$$ from the range of $$\eta$$ so that the range of $$\eta_n$$ is disjoint from the range of $$\gamma_n$$. This proves the claim.

Thus as $$\text{diam}(S_n) = 1$$, with $$A_n = S_n \setminus B_n$$ we have that $$A_n$$ is contained in the $$(\epsilon + \delta)$$-neighborhood of $$B_n$$. Moreover, we have that $$\text{diam}(\partial B_n) \leq \text{diam}(\gamma_n) \leq \delta/2$$. Therefore

$$\text{diam}(A_n) \leq \text{diam}(\partial B_n) + (\epsilon + \delta) \leq \epsilon + \frac{3\delta}{2}.$$ 

Therefore $$f(\delta, (S_n, d_n)) \leq \epsilon + \frac{3\delta}{2}$$ for all $$n \geq n_0$$. This finishes the proof that $$\mathcal{Y} = \tilde{\mathcal{Y}}$$.

To finish proving the result, we will show that $$\tilde{\mathcal{Y}}$$ (hence $$\mathcal{Y}$$) can be written as an intersection of sets which are relatively open in the closure of geodesic spheres in $$\mathcal{X}$$, hence is measurable. It follows from the argument given just above that, for each fixed $$\delta > 0$$, the map $$\mathcal{X}_\delta = \mathcal{X} \cap (0, \infty)$$ we have that

$$\cap_{\epsilon \in \mathcal{Q}_+} \cup_{\delta \in \mathcal{Q}_+} \mathcal{Y}_{\epsilon, \delta}$$

is a Borel set in $$\mathcal{X}$$. The result follows since this set is equal to $$\tilde{\mathcal{Y}}$$. \hfill \Box
Proposition 2.17. Fix a constant $r > 0$ and let $\mathcal{M}_{\text{SPH},r}^2$ be the set of elements $(S, d, \nu, x, y) \in \mathcal{M}_{\text{SPH}}^2$ such that $R = d(x, y) - r > 0$ (and note that this is a measurable subset of $\mathcal{M}_{\text{SPH}}^2$). Then the space which corresponds to $B^\star(x, R)$ (with its internal metric) is in $\mathcal{M}^1$. The function $\mathcal{M}_{\text{SPH},r}^2 \to \mathcal{M}^1$ given by associating $(S, d, \nu, x, y)$ to this space is measurable. Moreover, if we have a measurable way of choosing $z_1, z_2, \ldots, z_k \in \partial B^\star(x, R)$ and an orientation of $\partial B^\star(x, R)$ that only requires us to look at $S \setminus B^\star(x, R)$, then the map to the set of $k$ slices (i.e., the metric measure spaces which correspond to the regions between the leftmost geodesics from each $z_j$ to $x$) is measurable as a map $\mathcal{M}_{\text{SPH},r}^2 \to (\mathcal{M}^3)^k$. (The three marked points in the $j$th slice are given by $z_j, z_{j+1},$ and the point where the leftmost geodesics from $z_j$ and $z_{j+1}$ to $x$ first meet.)

If there is a unique geodesic from $x$ to $y$, one example of a function which associates $S \setminus B^\star(x, R)$ with points $z_1, \ldots, z_k$ is as follows. Assume that we have a measurable way of measuring “boundary length” on $\partial B^\star(x, R)$. Then we take $z_1, \ldots, z_k \in \partial B^\star(x, R)$ to be equally spaced points according to boundary length with $z_1$ given by the point on $\partial B^\star(x, R)$ which is first visited by the geodesic from $x$ to $y$.

Proof of Proposition 2.17. That the space which corresponds to $B^\star(x, R)$ is an element of $\mathcal{M}^1$ is obvious.

We are now going to argue that the map which associates $(S, d, \nu, x, y) \in \mathcal{M}_{\text{SPH},r}^2$ with the metric measure space associated with $B^\star(x, R)$ is measurable. To see this, we note that a point $w$ is in $S \setminus B^\star(x, R)$ if and only if there exists $\epsilon > 0$ and $y_1, \ldots, y_\ell \in S$ such that the following hold:

1. $d(y_j, x) \geq R + \epsilon$ for each $1 \leq j \leq \ell$,
2. $y \in B(y_1, \epsilon)$ and $w \in B(y_\ell, \epsilon)$, and
3. $B(y_j, \epsilon)$ has non-empty intersection with both $B(y_{j-1}, \epsilon)$ and $B(y_{j+1}, \epsilon)$ for each $2 \leq j \leq \ell - 1$.

Suppose that $x_1 = x$, $x_2 = y$, and $x_3, x_4, \ldots$ is an i.i.d. sequence chosen from $\nu$ and suppose that $d_{ij} = d(x_i, x_j)$. The above tells us how to determine those indices $j$ such that $x_j \in S \setminus B^\star(x, R)$. In particular, it is clear from the above that the event that $x_i \in B^\star(x, R)$ is a measurable function of $(d_{ij})$ viewed as an element of $\tilde{N}$. Suppose that we are on the event that $x_i, x_j \in B^\star(x, R)$ for $i, j$ distinct. Then the event that the internal distance between $x_i$ and $x_j$ is at most $\delta$ is equivalent to the event that there exists $\epsilon > 0$ and indices $j_1 = i, j_2, \ldots, j_{k-1}, j_k = j$ such that $d_{ij_{j_{k-1}}} < \epsilon$ for each $1 \leq \ell \leq k - 1$, $(k - 1)\epsilon < \delta$, and $B(x_{j_{\ell}}, \epsilon) \subseteq B^\star(x, R)$ for each $1 \leq \ell \leq k$ (which we can determine using the recipe above). Thus it is easy to see that the element of $\tilde{N}$ which corresponds to the matrix of distances between the $(x_i)$ which are in
$B^\bullet(x, R)$ with the internal metric is measurable. Thus the measurability of the metric measure space corresponding $B^\bullet(x, R)$ viewed as an element of $\mathcal{M}^1$ follows by applying Proposition 2.11.

To see the final claim of the proposition, we note that a point $w$ is in the slice between the leftmost geodesics from $z_i$ and $z_{i+1}$ to $x$ if and only if there exists $\delta > 0$ such that for every $\epsilon > 0$ there exists points $y_1, \ldots, y_\ell$ which satisfy the following properties:

1. $d(y_j, x) < R$ for each $1 \leq j \leq \ell$,
2. $d(y_j, z_i) \geq \delta$ and $d(y_j, z_{i+1}) \geq \delta$ for each $1 \leq j \leq \ell$,
3. $B(y_1, \epsilon)$ has non-empty intersection with $\partial B^\bullet(x, R)$,
4. $B(y_j, \epsilon)$ has non-empty intersection with $B(y_{j-1}, \epsilon)$ and $B(y_{j+1}, \epsilon)$ for each $2 \leq j \leq \ell - 1$,
5. No geodesic from $z_{i+1}$ to $x$ passes through the $B(y_j, \epsilon)$, and
6. No geodesic from a point on $\partial B^\bullet(x, R)$ which is infinitesimally to the left of $z_i$ to $x$ passes through the $B(y_j, \epsilon)$.

Property 5 holds if and only if

$$\min_{1 \leq j \leq k} \inf_{y \in B(y_j, \epsilon)} \{d(x, y) + d(y, z_{i+1}) : y \in B(y_j, \epsilon)\} > d(x, z_{i+1}).$$

Property 6 The last property can be checked in an analogous way, so the result thus follows in view of Proposition 2.11 and the argument described in the previous paragraph.

**Proposition 2.18.** Let $\psi$ be the map that sends an element $(S, d, \nu, x, y)$ of $\mathcal{M}^2_{\text{SPH}}$ to the element of $\mathcal{X}^2$ that represents the metric net from $x$ to $y$. Then $\psi$ is a measurable map from $\mathcal{M}^2_{\text{SPH}}$ to $\mathcal{X}^2$.

**Proof.** We are going to prove the result by showing that the map from the set of doubly marked geodesic spheres in $\mathcal{X}^2$ to itself which associates $(S, d, \nu, x, y)$ with the metric net from $x$ to $y$ is continuous. This, in turn, implies the result by combining with Proposition 2.11 and Proposition 2.13.

Fix $\epsilon > 0$ and suppose for $i = 1, 2$ that $(S_i, d_i, x_i, y_i)$ is an element of $\mathcal{X}^2$ which is a geodesic sphere and that the $d_{\text{GH}}$-distance between the two spaces is at most $\epsilon/2$. Then we may assume without loss of generality that $(S_1, d_1)$ and $(S_2, d_2)$ are isometrically embedded into $\ell_\infty$ such that $d_1(S_1, S_2) < \epsilon$, $\|x_1 - x_2\|_{\ell_\infty} < \epsilon$, and $\|y_1 - y_2\|_{\ell_\infty} < \epsilon$. For each $r > 0$ and $i = 1, 2$ we let $U_{i,r}$ be the component of $S_i \setminus \overline{B(x_i, r)}$ which contains $y_i$. We are going to show that for each $2\epsilon < r < d(x, y) - 2\epsilon$ we have that $\partial U_{1,r}$ is contained in the $7\epsilon$-neighborhood of $\partial U_{2,r-2\epsilon}$ and vice-versa. This, in turn, implies that the
\[d_H\text{-distance of the metric net in } (S_1, d_1) \text{ from } x_1 \text{ to } y_1 \text{ from the metric net in } (S_2, d_2) \text{ from } x_2 \text{ to } y_2 \text{ is at most } 7\epsilon, \text{ so the same is also true for the } d_{GH}\text{-distance.}\]

Fix \(2\epsilon < r < d(x_1, y_1) - 2\epsilon\) and suppose that \(v_1 \in \partial U_{1,r}\). Then there exists \(u_1 \in U_{1,r}\) with \(d_1(u_1, v_1) < \epsilon\). Let \(\gamma_1\) be a path in \(U_{1,r}\) connecting \(u_1\) and \(y_1\). Arguing as in the proof of Proposition 2.15, there exists a path \(\gamma_2\) in \(S_2\) terminating at \(y_2\) such that the \(d_H\)-distance between the range of \(\gamma_1\) and \(\gamma_2\) (viewed as paths in \(\ell_\infty\)) is at most \(\epsilon\) and \(\|u_1 - u_2\|_{\ell_\infty} < \epsilon\) where \(u_2 = \gamma_2(0)\). In particular, the distance between any point on \(\gamma_2\) and \(x_2\) is at least \(r - 2\epsilon\). It thus follows that \(\gamma_2\) is in \(U_{2,r-2\epsilon}\). In particular, \(u_2 \in U_{2,r-2\epsilon}\).

Moreover,\[
d_2(x_2, u_2) \leq \|x_2 - x_1\|_{\ell_\infty} + \|x_1 - v_1\|_{\ell_\infty} + \|v_1 - u_1\|_{\ell_\infty} + \|u_1 - u_2\|_{\ell_\infty} \leq r + 3\epsilon.
\]

Therefore \(u_2\) is in the \(5\epsilon\)-neighborhood of \(\partial U_{2,r-2\epsilon}\). Thus since
\[
\|v_1 - u_2\|_{\ell_\infty} \leq \|v_1 - u_1\|_{\ell_\infty} + \|u_1 - u_2\|_{\ell_\infty} < 2\epsilon
\]
we have that \(v_1\) is in the \(7\epsilon\)-neighborhood of \(\partial U_{2,r-2\epsilon}\), as desired. \(\Box\)

3 Tree gluing and the Lévy net

Section 3.1 and Section 3.2 briefly recall two tree-mating constructions developed in [DMS14], one involving a pair of continuum random trees, and the other involving a pair of \(\alpha\)-stable looptrees. These very brief sections are not strictly necessary for the current project, but we include them to highlight some relationships between this work and [DMS14] (relationships that play a crucial role in the authors’ works relating the Brownian map and pure Liouville quantum gravity). The real work of this section begins in Section 3.3 which describes how to construct the \(\alpha\)-Lévy net by gluing an \(\alpha\)-stable looptree to itself (or equivalently, by gluing an \(\alpha\)-stable looptree to a certain related real tree derived from the \(\alpha\)-stable looptree — the geodesic tree of the Lévy net). The reader may find it interesting to compare the construction in Section 3.3 where a single \(\alpha\)-stable looptree is glued to itself, to the one in Section 3.2 where two \(\alpha\)-stable looptrees are glued to each other. In Section 3.4 we present a different but (it turns out) equivalent way to understand and visualize the Lévy net construction given in Section 3.3. We give a review of continuous state branching processes in Section 3.5 then give a breadth-first construction of the Lévy net in Section 3.6 and finally prove the topological equivalence of the Lévy net constructions in Section 3.7. We end this section by showing in Section 3.8 that the embedding of the Lévy net into \(S^2\) is determined up to homeomorphism by the geodesic tree and its associated equivalence relation in the Lévy net.
3.1 Gluing together pair of continuum random trees

There are various ways to “glue together” two continuum trees to produce a sphere decorated by a space-filling path (describing the “interface” between the two trees). One approach, which is explained in [DMS14, Section 1.1], is the following: let $X_t$ and $Y_t$ be independent Brownian excursions, both indexed by $t \in [0, T]$. Thus $X_0 = X_T = 0$ and $X_t > 0$ for $t \in (0, T)$ (and similarly for $Y_t$). Once $X_t$ and $Y_t$ are chosen, choose $C$ large enough so that the graphs of $X_t$ and $C - Y_t$ do not intersect. (The precise value of $C$ does not matter.) Write $R = [0, T] \times [0, C]$, viewed as a Euclidean metric space.

Let $\sim$ denote the smallest equivalence relation on $R$ that makes two points equivalent if they lie on the same vertical line segment with endpoints on the graphs of $X_t$ and $C - Y_t$, or they lie on the same horizontal line segment that never goes above the graph of $X_t$ (or never goes below the graph of $C - Y_t$). Maximal segments of this type are shown in Figure 3.1. As explained in [DMS14, Section 1.1], if one begins with the Euclidean rectangle and then takes the topological quotient w.r.t. this equivalence relation, one obtains a topological sphere, and the path obtained by going through the vertical lines in left-to-right order is a continuous space-filling path on the sphere, which intuitively describes the “interface” between the two identified trees. In fact, this remains true more generally when $X_t$ and $Y_t$ are not independent, and the pair $(X_t, Y_t)$ is instead an excursion of a correlated two-dimensional Brownian motion into the positive quadrant (starting and ending at the origin), as explained in detail in [DMS14, MS15b].

3.2 Gluing together pair of stable looptrees

Also discussed in [DMS14, Section 1.3] is a method of obtaining a sphere by gluing together two stable looptrees (with the disk in the interior of each loop included), as illustrated in Figure 3.2. In the setting discussed there, each of the grey disks surrounded by a loop is given a conformal structure (that of a “quantum disk”), and this is shown to determine a conformal structure of the sphere obtained by gluing the trees together; given this structure, the interface between the trees in Figure 3.2 is shown to be an SLE$_{\kappa'}$ process for $\kappa' = 16/\gamma^2 \in (4, 8)$. In a closely related construction, the interface between the trees in the left side of Figure 3.1 is shown to be a space-filling form of SLE$_{\kappa'}$ in which the path “goes inside and fills up” each loop after it is created. As explained in [DMS14], one obtains a range different values of $\kappa'$ by taking the trees to be correlated with each other and varying the correlation coefficient.

3.3 Gluing stable looptree to itself to obtain the Lévy net

Figure 3.3 illustrates a procedure for generating a sphere from a single stable looptree, which in turn is generated from the time-reversal of a Lévy excursion with only upward jumps. Precisely, Proposition 3.4 below will show that the topological quotient of the
Figure 3.1: **Left:** Gluing continuum random trees to each other. Here $X_t$ and $Y_t$ are Brownian excursions and $C$ is a constant chosen so that the two graphs shown do not intersect. Points on the same vertical (or horizontal) line segment are declared to be equivalent. The space of equivalence classes (endowed with the quotient topology) can be shown to be homeomorphic to the sphere [DMS14, Section 1.1]. **Right:** Gluing discrete trees to each other. There is a standard discrete analog of the construction shown in the left that produces a planar triangulation (with distinguished tree and dual tree) from a finite walk $(X_n, Y_n)$ in $\mathbb{Z}_2^+$ that starts and ends at $(0,0)$. The bottom figure is obtained by collapsing the horizontal red and blue lines to produce two trees, connected to each other by black edges. See [Mul67, Ber07, She11] for details.

In this construction the upper tree in the figure is not independent of the lower tree (with holes); in fact, it is strictly determined by the Lévy excursion below, as explained in the figure caption. Note that every jump in the Lévy excursion (corresponding to a bubble) comes with a “height” which is encoded in the upper tree. If one removes from the constructed sphere the grey interiors of the disks shown, one obtains a closed subset of the sphere; this set, together with its topological structure, can also be obtained directly without reference to the sphere (simply take the quotient topology on the set of equivalence classes in the complement of the grey regions in Figure 3.3). It is important to note that after a given time $t$, the set of record infima achieved after time $t$ looks locally like the range of a stable subordinator with index $\alpha - 1$ [Ber96, Chapter VIII, Lemma 1], and that in particular it a.s. has a well-defined Minkowski measure [FT83].
Figure 3.2: Gluing stable looptrees to each other. **Left:** $X_t$ and $Y_t$ are i.i.d. Lévy excursions, each with only negative jumps. Graphs of $X_t$ and $C - Y_t$ are sketched; red segments indicate jumps. **Middle:** Add a black curve to the left of each jump, connecting its two endpoints; the precise form of the curve does not matter (as we care only about topology for now) but we insist that it intersect each horizontal line at most once and stay below the graph of $X_t$ (or above the graph of $C - Y_t$) except at its endpoints. We also draw the vertical segments that connect one graph to another, as in the left side of Figure 3.1 declaring two points equivalent if they lie on the same such segment (or on the same jump segment). Shaded regions (one for each jump) are topological disks. **Right:** By collapsing green segments and red jump segments, one obtains two trees of disks with outer boundaries identified.

which also corresponds to the time parameter of the stable subordinator.\footnote{For an $\alpha$-stable process with no negative jumps ($\beta = 1$ in language of \cite{Ber96} the statement in \cite{Ber96} Chapter VIII, Lemma 1] is that the set of record maxima (the range of the so-called “ladder height” process) has the law of the range of a stable subordinator of index $\alpha \rho$ where 
\[
\rho = \frac{1}{2} + (\pi \alpha)^{-1} \arctan(\tan(\pi \alpha / 2)) = \frac{1}{2} + (\pi \alpha)^{-1}(\pi \alpha / 2 - \pi) = 1 - 1/\alpha.
\] (Recall that for $x \in (\pi/2, \pi)$ we have $\arctan(\tan(x)) = x - \pi$.) Thus in this case the index of the stable subordinator is $\alpha \rho = \alpha - 1$. This value varies between 0 and 1 as $\alpha$ varies between 1 and 2. The dimension of the range is given by the index $\alpha - 1$ (a special case of \cite{Ber96} Chapter III, Theorem 15).}

We now give the formal definition of the Lévy net.

**Definition 3.1.** The *(\alpha-stable) Lévy net* is the random doubly marked compact topological space which is constructed as follows. Fix $\alpha \in (1,2)$ and suppose that $X_t$ is the time-reversal of an $\alpha$-stable Lévy excursion and let $Y_t$ be its associated height process. Fix $C > 0$ large so that the graphs of $X_t$ and $C + Y_t$ are disjoint and let $R$ be the smallest Euclidean rectangle which contains both the graphs of $X_t$ and $C + Y_t$. We then define an equivalence relation on $R$ as follows. We declare points of $R$ which lie above the graph of $C + Y_t$ to be equivalent if they lie on a horizontal chord which does not cross the graph of $C + Y_t$. For each $t$, we declare the points of $R$ on the vertical line segment from $(t, X_t)$ to $(t, C + Y_t)$ to be equivalent. Finally, we declare points of $R$...
Figure 3.3: Gluing a stable looptree to itself. Illustration of Definition 3.1, the definition of the $\alpha$-stable Lévy net. **Left:** $X_t$ is the time-reversal of an $\alpha$-stable Lévy excursion with only positive jumps. **Middle:** Extra arcs are added to the lower graph as in Figure 3.2. $Y_t$ is the Minkowski measure of the set of record infimum values obtained by $X_{|[s,t]}$. (This quantity corresponds to a “distance” to the dual root, in the sense of [DLG02].) Red and green lines indicate equivalences. Note that whenever the lower endpoints of two vertical red segments are connected to one another by a green segment, it must be the case that the upper endpoints have the same height (which may be hard to recognize from this hand-drawn figure). **Right:** Once the green lines are collapsed, one has a tree and a tree of loops (which we will refer to as either the dual tree or looptree). The tree above is the geodesic tree. The orange dot is the root of that tree. The blue dot is a “dual root” (a second marked point). The horizontal green lines above the graph of $Y_t$ “wrap around” from one side of the rectangle to the other; these lines correspond to the points on the geodesic tree arc from the orange dot to the blue dot.

which lie below the graph of $X_t$ to be equivalent if they lie on a horizontal chord which does not cross the graph of $X_t$. Let $\pi$ be the corresponding quotient map. We call the image of the graph of $C + Y_t$ under $\pi$ the **geodesic tree** and the looptree associated with $X_t$ the **dual tree** associated with the Lévy net. The Lévy net quotient is then marked by the roots of the geodesic tree and the dual tree.

Although a priori we do not put a full metric space structure on the Lévy net, we define a “distance from the root” of a point in the Lévy net to be the distance inherited from the geodesic tree. Also, from every point in the Lévy net, one has either one or two distinguished “geodesics” from that point to the root, which correspond to paths in the geodesic tree. When there are two, we refer to them as a **left geodesic** and a **right geodesic**.

We now establish a few basic properties of the Lévy net.

**Proposition 3.2.** Suppose that $Y_t$ is the height process associated with the time-reversal of an $\alpha$-stable Lévy excursion with only upward jumps. It is a.s. the case that $Y_t$ does not have a decrease time. That is, it is a.s. the case that there does not exist a time $t_0$ and $h > 0$ such that $Y_s \geq Y_{t_0}$ for all $s \in (t_0 - h, t_0)$ and $Y_s \leq Y_{t_0}$ for $s \in (t_0, t_0 + h)$. 
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Figure 3.4: Illustration of the proof of Proposition 3.2, which states that $Y_t$ cannot have a decrease time, i.e., there cannot be a time $t_0$ and $h > 0$ such that $Y_s \geq Y_{t_0}$ for all $s \in (t_0 - h, t_0)$ and $Y_s \leq Y_{t_0}$ for all $s \in (t_0, t_0 + h)$. Shown is the behavior of the geodesic tree and dual tree if $Y$ did have a decrease time $t_0$. The middle blue line on the graph of $C + Y_t$ corresponds to the decrease time and the blue dots to its left and right are points which are all glued together by the Lévy net equivalence relation. Observe that every point in the Lévy net which corresponds to a point in the graph of $C + Y_t$ which lies below the blue line would have more than one geodesic back to the root. This is a contradiction in view of Lemma 3.22, because then we would have a positive measure of points in the geodesic tree from which there is more than one geodesic to the root.

See Figure 3.4 for an illustration of the proof of Proposition 3.2. We will postpone the detailed proof to Section 3.6, at which point we will have collected some additional properties of the height process $Y_t$. We emphasize that Proposition 3.2 will only be used in the proof of Proposition 3.4 stated and proved just below, so the argument is not circular.

Proposition 3.3. Suppose that $Y_t$ is the height process associated with the time-reversal of an $\alpha$-stable Lévy excursion with only upward jumps. It is a.s. the case that $Y_t$ has countably many local maxima, and each of these local maxima occurs at a distinct height (and hence in particular each local maximum is isolated).

Proof. This is established in the first assertion in the proof of [DLG05, Theorem 4.4]. See also [DLG02, Lemma 2.5.3] for a related result. □

Proposition 3.4. If one glues a topological disk into each of the loops of the looptree instance associated with an instance of the Lévy net, then the topological space that one obtains is a.s. homeomorphic to $S^2$.  
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Proposition 3.4 implies that the quotient of the rectangle shown in Figure 3.3 w.r.t. the equivalence relation induced by the horizontal and vertical lines as illustrated is topologically equivalent to $S^2$.

We will prove Proposition 3.4 using Moore’s theorem [Moo25], which for the convenience of the reader we restate here. Recall that an equivalence relation $\sim$ on $S^2$ is said to be topologically closed if and only if whenever $(x_n)$ and $(y_n)$ are two sequences in $S^2$ with $x_n \sim y_n$ for all $n$, $x_n \to x$ and $y_n \to y$ as $n \to \infty$, then $x \sim y$. Equivalently, $\sim$ is topologically closed if the graph $\{(x,y) : x \sim y\}$ is closed as a subset of $S^2 \times S^2$. The topological closure of a relation $\sim$ is the relation whose graph is the closure of the graph of $\sim$. (Note that it is not true in general that the topological closure of an equivalence relation is an equivalence relation.) The following statement of Moore’s theorem is taken from [Mil04].

Proposition 3.5. Let $\sim$ be any topologically closed equivalence relation on $S^2$. Assume that each equivalence class is connected and not equal to all of $S^2$. Then the quotient space $S^2/\sim$ is itself homeomorphic to $S^2$ if and only if no equivalence class separates $S^2$ into two or more connected components.

Proof of Proposition 3.4. Proposition 3.2 implies that no vertical line segment corresponding to an equivalence class in Definition 3.1 (or Figure 3.3) has an endpoint on two distinct (non-zero-length) horizontal segments which correspond to an equivalence class in Definition 3.1. Thus no equivalence class contains a non-empty horizontal chord of both the upper and lower graphs. The equivalence classes can thus be classified as:

Type I: Those containing neither upper nor lower chords. These are isolated points (on the boundaries of the grey regions in Figure 3.3) or single vertical lines connecting one graph to the other.

Type II: Those containing an upper (but not lower) chord. By Proposition 3.3, such a chord can hit the graph of $C + Y_t$ either two or three times, but not more. Thus these equivalence classes consist of a horizontal line segment attached to either two or three vertical chords.

Type III: Those containing a lower (but not upper) chord. Since stable Lévy processes with only downward jumps have a countable collection of unique local minima, such a chord must hit the black curves in either two or three places. In the (a.s. countable) set of places where the latter occurs, it is not hard to see that the rightmost point is a.s. in the interior of one of the boundaries of the grey regions. (One can see from this that the path tracing the boundary of the looptree hits no point more than twice.) Thus the number of vertical line segments is either one (if one of the two endpoints lies on the boundary of a grey region) or two (if neither endpoint lies on the boundary of a grey region).
From this description, it is obvious that all equivalence classes are connected, fail to disconnect the space, and do not contain the entire space. It only remains to check that the equivalence relation is topologically closed. To do this we use essentially the same argument as the one given in [DMS14, Section 1.1]. Suppose that $x_i$ and $y_i$ are sequences with $x_i \rightarrow x$ and $y_i \rightarrow y$, and $x_i \cong y_i$ for all $i$. Then we can find a subsequence of $i$ values along which the equivalence classes of $x_i$ and $y_i$ all have the same type (of the types enumerated above). By compactness, we can then find a further subsequence and such that the collection of segment endpoints converges to a limit. It is not hard to see that the resulting limit is a necessarily a collection of vertical chords and horizontal chords (each of which is an equivalence class) that are adjacent at endpoints; since $x$ and $y$ are both in this limit we must have $x \cong y$.

We next briefly remark that the Lévy net can be endowed with a metric space structure in various ways. The approach that we use in Definition 3.1 is to use the distance inherited from the leftmost-geodesic tree; given any two points $x$ and $y$, one may draw their leftmost geodesic until they merge at a point $z$ and define the distance to be the sum of geodesic arc lengths from $x$ to $z$ and from $y$ to $z$. Another is to consider the geodesic tree (as described by $Y_t$) with its intrinsic metric structure and then take the quotient (as in Section 2.2) w.r.t. the equivalence relation induced by the gluing with the looptree. Note that when two points in the upper tree are equivalent, their distance from the root is always the same; thus, the distance between any point and the root is the same in the quotient metric space as it is in the tree itself. This implies that the metric space quotient defined this way is not completely degenerate — i.e., it is not the case that all points become identified with each other when one takes the metric space quotient in this way. It would be natural to try to prove a stronger form of non-degeneracy for this metric structure: namely, one would like to show that a.s. no two distinct points in the Lévy net have distance zero from each other in this quotient metric. This is not something that we will prove for general $\alpha$ in this paper; however, in the case that $\alpha = 3/2$, it will be derived in Section 4 as a consequence of the proof of our main theorem.

We will see in Section 3.8 that given the structure described in Definition 3.1, one can recover additional structure: namely an embedding in the sphere (unique up to homeomorphism of the sphere), a cyclic ordering of the points around each metric ball boundary (which is homeomorphic to either a circle or a figure 8) with a distinguished point where the geodesic from $x$ to $y$ intersects the metric ball boundary, and a boundary length measure on each such boundary.

3.4 A second approach to the Lévy net quotient

We are now going to give another construction of a topological space with the height process $Y_t$ as the starting point which we will show just below is equivalent to the Lévy net.
Figure 3.5: **Left:** Illustration of Definition 3.6, the second approach to the Lévy net quotient. Shown is the graph of $Y_t$ together with all horizontal lines, both above and below the graph, drawn as chords. The points on a horizontal chord that lies strictly above or below the graph (except for its two endpoints) are considered to be equivalent. The equivalence class corresponding to a given chord is either the chord itself or a pair of such chords above the graph with a common endpoint (a local maximum). The two horizontal purple segments correspond to sets of local minima of the same height each indicated with a purple dot, which in turn correspond to jumps of the Lévy process. Only two such segments are drawn, but in fact there are infinitely many; the endpoints of such segments occupy a dense set of points on the graph of $Y_t$. Each such segment contains an uncountable collection of equivalence classes, including uncountably many single points (purple dots), countably many closed chords that lie strictly under the graph except at endpoints, and the pair of endpoints of the whole black segment (which is its own equivalence class). Each purple segment becomes a circle in the topological quotient. **Right:** Same graph with a horizontal stripe of “extra space” inserted at each purple segment. The height of the stripe can be chosen so that the sum of the heights of all of the (countably many) stripes is finite. At each of the (uncountably many) places where $Y_t$ intersects the purple segment, a corresponding red vertical “bridge” is added crossing the green stripe; points on the same bridge are considered equivalent. Points on the closure of the same green rectangle (bounded between successive bridges) are also considered equivalent. The bottom, left, and right edges of each grey rectangle together constitute a single equivalence class, so that the topological quotient of each grey rectangle’s boundary is a circle (as in the left figure).

Definition 3.6 (Second definition of the Lévy net). Let $R$ be the smallest rectangle which contains the graph of the height process $Y_t$. We let $\sim$ be the equivalence relation on $R$ given by declaring points which lie on a horizontal chord which is entirely above or below the graph of $Y_t$ to be equivalent. See the left side of Figure 3.5 for an illustration of $\sim$.

The next proposition suggests an arguably simpler way to understand Definition 3.1 (or Figure 3.3), which only involves the upper graph $C + Y_t$ (or equivalently just $Y_t$). The implications of this are discussed further in the caption to Figure 3.5.

**Proposition 3.7.** In the setting of Definition 3.6, is a.s. the case that two distinct points on graph of $Y_t$ are equivalent in $\sim$ if and only if one of the following holds.
1. There is a horizontal chord above or below the graph of $Y_t$ that connects those two points and intersects the graph of $Y_t$ only at its endpoints.

2. There is a horizontal chord above the graph that intersects the graph of $Y_t$ at exactly one location, in addition to its two endpoints.

3. The two points are the left and right endpoints of the (uncountable) set of local minima of a given height corresponding to a jump time for $X_t$.

**Proof.** This is immediate from the proof of Proposition 3.4. □

The right hand side of Figure 3.5 illustrates an alternate way to represent the topological sphere shown in Figure 3.3. On the left hand side of Figure 3.5 (i.e., Definition 3.6), two distinct points are considered to be equivalent if and only if either:

Case 1: The line segment connecting them is horizontal and intersects the graph of $Y_t$ in at most finitely many points. (Recall that it is a.s. the case that there can be at most three such intersection points, counting the endpoints themselves; and if one of these points is in the interior of the segment, it must be a local maximum of $Y_t$.)

Case 2: They are a pair representing the leftmost and rightmost local minima of a given height (which in turn corresponds to a jump in the Lévy process).

It is interesting because at first glance it looks like any two points of the same horizontal line in the left side of Figure 3.5 should be equivalent. But of course, this is not the case if the segment between them intersects the graph of $Y_t$ infinitely often.

It is straightforward to verify that the right side of Figure 3.5 (modulo the given equivalence relation) is homeomorphic to the middle image of Figure 3.3 (modulo the given equivalence relation). We remark that it is also straightforward to check directly that the relation on the right hand side of Figure 3.5 satisfies the conditions of Moore’s theorem (Proposition 3.5), since each of the equivalence classes is a single point, a single line segment (horizontal or vertical), a solid rectangle, or the union of the left, right, and lower sides of a grey rectangle. Therefore the spaces defined in Definition 3.1 and Definition 3.6 are equivalent.

---

7If one begins with the tree obtained by gluing along horizontal chords above the graph (the tree we call the geodesic tree) then each of the two types of equivalence classes described above produces an equivalence relation on this tree in which each equivalence class has exactly one or two elements. The smaller equivalence class obtained by focusing on either one of these two cases is a dense subset in the full equivalence relation; so the full relation can be understood as the topological closure of either of these two smaller relations.
3.5 Characterizing continuous state branching processes

To study the Lévy net in more detail, we will need to recall some basic facts about continuous state branching processes, which were introduced by Jiřina and Lamperti several decades ago \cite{Jir58, Lam67a, Lam67b} (see also the more recent overview in \cite{LG99} as well as \cite{Kyp06, Chapter 10}). A Markov process \((Y_t, t \geq 0)\) with values in \(\mathbb{R}_+\), whose sample paths are càdlàg (right continuous with left limits) is said to be a continuous state branching process (CSBP for short) if the transition kernels \(P_t(x, dy)\) of \(Y\) satisfy the additivity property:

\[
P_t(x + x', \cdot) = P_t(x, \cdot) \ast P_t(x', \cdot).
\]

(3.1)

Remark 3.8. Note that (3.1) implies that the law of a CSBP at a fixed time is infinitely divisible. In particular, this implies that for each fixed \(t\) there exists a subordinator (i.e., a non-decreasing process with stationary, independent increments) \(A_t\) with \(A_0 = 0\) such that \(A_t^d = Y_t\). (We emphasize though that \(Y\) does not evolve as a subordinator in \(t\).) We will make use of this fact several times.

The Lamperti representation theorem states that there is a simple time-change procedure that gives a one-to-one correspondence between CSBPs and non-negative Lévy processes without negative jumps (stopped when they reach zero), where each is a time-change of the other. The statement of the theorem we present below is lifted from a recent expository treatment of this result \cite{CLUB09}.

Consider the space \(\mathcal{D}\) of càdlàg functions \(f : [0, \infty] \to [0, \infty]\) such that \(\lim_{t \to \infty} f(t)\) exists in \([0, \infty]\) and \(f(t) = 0\) (resp. \(f(t) = \infty\)) implies \(f(t + s) = 0\) (resp. \(f(t + s) = \infty\)) for all \(s \geq 0\). For any \(f \in \mathcal{D}\), let \(\theta_t := \int_0^t f(s)ds \in [0, \infty]\), and let \(\kappa\) denote the right-continuous inverse of \(\theta\), so \(\kappa_t := \inf\{u \geq 0 : \theta_u > t\} \in [0, \infty]\), using the convention \(\inf\emptyset = \infty\). The Lamperti transformation is given by \(L(f) = f \circ \kappa\). The following is the Lamperti representation theorem, which applies to \([0, \infty]-valued processes indexed by [0, \infty].

**Theorem 3.9.** The Lamperti transformation is a bijection between CSBPs and Lévy processes with no negative jumps stopped when reaching zero. In other words, for any CSBP \(Y\), \(L(Y)\) is a Lévy process with no negative jumps stopped whenever reaching zero; and for any Lévy process \(X\) with no negative jumps stopped when reaching zero, \(L^{-1}(X)\) is a CSBP.

Informally, the CSBP is just like the Lévy process it corresponds to except that its speed (the rate at which jumps appear) is given by a constant times its current value (instead of being independent of its current value). The following is now immediate from Theorem 3.9 and the definitions above:

**Proposition 3.10.** Suppose that \(X_t\) is a Lévy process with non-negative jumps that is strictly \(\alpha\)-stable in the sense that for each \(C > 0\), the rescaled process \(X_{C^{\alpha}t}\) agrees in
law with $CX_t$ (up to a change of starting point). Let $Y = L^{-1}(X)$. Then $Y$ is a CSBP with the property that $Y_{C^{\alpha-1} t}$ agrees in law with $CY_t$ (up to a change of starting point). The converse is also true. Namely, if $Y$ is a CSBP with the property that $Y_{C^{\alpha-1} t}$ agrees in law with $CY_t$ (up to a change of starting point) then $Y$ is the CSBP obtained as a time-change of the $\alpha$-stable Lévy process with non-negative jumps.

Proposition 3.10 will be useful on occasions when we want to prove that a given process $Y$ is the CSBP obtained as a time change of the $\alpha$-stable Lévy process with non-negative jumps. (We refer to this CSBP as the $\alpha$-stable CSBP for short.

Proposition 3.11. Suppose that $Y$ is a Markovian process indexed by the dyadic rationals that satisfies the CSBP property (3.1) and that $Y_{C^{\alpha-1} t}$ agrees in law with $CY_t$ (up to a change of starting point) when $C^{\alpha-1}$ is a power of 2. Assume that $Y$ is not trivially equal to 0 for all positive time, or equal to $\infty$ for all positive time. Then $Y$ is the restriction (to the dyadic rationals) of an $\alpha$-stable CSBP.

Proof. By the CSBP property 3.1, the law of $Y_1$, assuming $Y_0 = a > 0$, is infinitely divisible and equivalent to the law of the value $A_a$ where $A$ is a subordinator and $A_0 = 0$ (recall Remark 3.8). Fix $k \in \mathbb{N}$ and pick $C > 0$ such that $C^{1-\alpha} = 2^{-k}$. Similarly, by scaling, we have that $Y_{C^{1-\alpha} t} \overset{d}{=} C^{-1}A_{Ca}$. By the law of large numbers, this law is concentrated on $aE[A_1]$ when $k$ is large; we observe that $E[A_1] = 1$ since otherwise (by taking the $k \to \infty$ limit) one could show that $Y$ is equal to 0 (if $E[A_1] < 1$) or $\infty$ (if $E[A_1] > 1$) for all positive time.

From this we deduce that $Y$ is a martingale, and the standard upcrossing lemma allows us to conclude that almost surely $Y$ has only finitely many upcrossings across the interval $(x, x + \epsilon)$ for any $x$ and $\epsilon$, and that $Y$ a.s. is bounded above. This in turn guarantees, for all $t \geq 0$, the existence of left and right limits of $Y_{t+s}$ as $s \to 0$. It implies that $Y$ is a.s. the restriction to the dyadic rationals of a càdlàg process; and there is a unique way to extend $Y$ to a càdlàg process defined for all $t \geq 0$. Since left limits exist almost surely at any fixed time, it is straightforward to verify that the hypotheses of Proposition 3.10 apply to $Y$. \hfill \Box

CSBPs are often introduced in terms of their Laplace transform [LG99], [Kyp06, Chapter 10] and Proposition 3.10 is also immediate from this perspective. We will give

---

\footnote{This process is also referred to as a $\psi$-CSBP with “branching mechanism” $\psi(u) = u^\alpha$ in other work in the literature, for example [DLG02].}
a brief review of this here, since this perspective will also be useful in this article. In the case of an $\alpha$-stable CSBP $Y_t$, this Laplace transform is explicitly given by

$$
E[\exp(-\lambda Y_t) \mid Y_s] = \exp(-Y_s u_{t-s}(\lambda)) \quad \text{for all} \quad t > s \geq 0 \tag{3.2}
$$

where

$$
u_t(\lambda) = (\lambda^{1-\alpha} + (\alpha - 1)t)^{1/(1-\alpha)}. \tag{3.3}
$$

More generally, CSBPs are characterized by the property that they are Markov processes on $\mathbb{R}_+$ such that their Laplace transform has the form given in (3.2) where $u_t(\lambda)$, $t \geq 0$, is the non-negative solution to the differential equation

$$
\frac{\partial u_t}{\partial t}(\lambda) = -\psi(u_t(\lambda)) \quad \text{for} \quad u_0(\lambda) = \lambda. \tag{3.4}
$$

The function $\psi$ is the so-called branching mechanism for the CSBP and corresponds to the Laplace exponent of the Lévy process associated with the CSBP via the Lamperti transform (Theorem 3.9). In this language, an $\alpha$-stable CSBP is a called a “CSBP with branching mechanism $\psi(u) = u^\alpha$.”

One of the uses of (3.2) is that it provides an easy derivation of the law of the extinction time of a CSBP, which we record in the following lemma.

**Lemma 3.12.** Suppose that $Y$ is an $\alpha$-stable CSBP and let $\zeta = \inf\{t \geq 0 : Y_t = 0\}$ be the extinction time of $Y$. Then we have that

$$
P[\zeta > t] = 1 - \exp\left(c_\alpha t^{1/(1-\alpha)}Y_0\right) \quad \text{where} \quad c_\alpha = (\alpha - 1)^{1/(1-\alpha)}. \tag{3.5}
$$

**Proof.** Note that $\{\zeta > t\} = \{Y_t > 0\}$. Consequently,

$$
P[\zeta > t] = P[Y_t > 0] = 1 - \lim_{\lambda \to \infty} E[e^{-\lambda Y_t}] = 1 - \exp(c_\alpha t^{1/(1-\alpha)}Y_0),
$$

which proves (3.5).

As we will see in Section 3.6 just below, it turns out that the boundary length of the segment in a ball boundary between two geodesics in the Lévy net evolves as a CSBP as one decreases the size of the ball. The merging time for the geodesics corresponds to when this CSBP reaches 0. Thus Proposition 2.8 together with Lemma 3.12 allows us to relate the structure of geodesics in a space which satisfies the hypotheses of Theorem 1.1 with the Lévy net.
3.6 A breadth-first approach to the Lévy net quotient

Now, we would like to consider an alternative approach to the Lévy net in which we observe loops in the order of their distance from the root of the tree of loops (instead of in the order in which they are completed when tracing the boundary of the stable looptree). Consider a line at some height $C + s$ as depicted in Figure 3.6. As explained in the figure caption, we would like to define $Z_s$ to be in some sense the “fractal measure” of the set of points at which this line intersects the graph of $C + Y_t$ (which should be understood as some sort of local time) and then understand how $Z_s$ evolves as $s$ changes. A detailed account of the construction and properties of $Z_s$, along with Proposition 3.14 (stated and proved below), appears in [DLG05]. We give a brief sketch here.

First of all, in what sense is $Z_s$ defined? Note that if we fix $s$, then we may define the set $E_t = \{ t : Y_t > s \}$. Observe that within each open interval of $E_t$ the process $X_t$ evolves as an $\alpha$-stable Lévy process, which obtains the same value at its endpoints and is strictly larger than that value in the interim. In other words, the restriction of $X_t$ to that interval is (a translation and time-reversal of) an $\alpha$-stable Lévy excursion. If we condition on the number $N_\epsilon$ of excursions of this type that reach height at least $\epsilon$ above their endpoint height, then it is not hard to see that the conditional law of the set of excursions is that of an i.i.d. collection of samples from the Lévy excursion measure used to generate $X_t$ (restricted to the positive and finite measure set of excursions which achieve height at least $\epsilon$). The ordered collection of Lévy excursions agree in law with the ordered collection one would obtain by considering the “reflected $\alpha$-stable Lévy process” (with positive jumps) obtained by replacing an $\alpha$-stable Lévy process $R_t$ by $\tilde{R}_t = R_t - \inf\{ R_s : 0 \leq s \leq t \}$. (See [Ber96] for a more thorough treatment of local times and reflected processes.) The process $\tilde{R}_t$ then has a local time describing the amount of time it spends at zero; this time is given precisely by $\tilde{R}_t - R_t$. The set of excursions of $\tilde{R}_t$ explored during the local time interval $[0, Q]$ (i.e., during the time before $\tilde{R}_t - R_t$ first reaches $Q$) can be understood as a Poisson point process corresponding to the product of the Lebesgue measure $[0, Q]$ and the (infinite) Lévy excursion measure. In particular, one can deduce from this that as $\epsilon$ tends to zero (and $\beta$ is the appropriate constant) the quantity $N_\epsilon / \epsilon^\beta$ a.s. tends to the local time; this can then be taken as the definition of $Z_s$.

**Definition 3.13.** We refer to the process $Z_s$ constructed just above from the height process $Y_t$ associated with $X_t$ as the boundary length process associated with a Lévy net instance generated by $X_t$.

Note that the discussion above in principle only allows us to define $Z_s$ for almost all $s$, or for a fixed countable dense set of $s$ values. We have not ruled out the possibility that there exist exceptional $s$ values for which the limit that defines $Z_s$ is undefined. To be concrete, we may use the above definition of $Z_s$ for all dyadic rational times and extend to other times by requiring the process to be càdlàg (noting that this definition is almost surely equal to the original definition of $Z_s$ for almost all $s$ values, and for any...
Figure 3.6: Upper left: An orange line is drawn at height $C + s$ for some $s$. Upper right: If $a$ and $b$ are the endpoints of an excursion of the black path above the orange line, then $a$ and $b$ are identified (via a red line) to points on the lower graph that are identified (via a green horizontal line). Lower left: As the height of the orange segment in the upper graph increases (i.e., $s$ increases), $Z_s$ measures the local time of the intersection between that segment and the graph of $C + Y_t$. When the rising orange line encounters a point $(t, s)$ on the upper graph such that $X$ has a jump at time $t$, there is a corresponding upward jump in $Z_s$ of the same magnitude. This is due to the fact (not obvious in this illustration) that all points on the corresponding looptree are identified with points on the upward graph of the same height; the local time of this set of points is the magnitude of the jump. The amount of this local time in the orange/black intersection that lies to the right of the point $(t, s)$ is a quantity that lies strictly between 0 and the height of $X$ at the lower end of that jump (see [DLG05, Proposition 1.3.3]); this quantity is encoded by the height of the red dot (one for each of the countably many jumps) shown in the center graph. Another perspective is that the jumps in $Z_s$ correspond to loops observed in the tree on the right as one explores them in order of their distance from the boundary, where the distance between two macroscopic loops is the measure of the set of cut points between those loops. The orange circle on the right encloses the set of loops explored up until time $s$. Each red dot in the middle graph indicates where along the boundary a new loop is attached to the already-explored looptree structure, as defined relative to the branch in the geodesic tree connecting the root and dual root. Conditioned on $Z_s$, the vertical locations of the red dots are independent and uniform.

fixed $s$ value; alternatively see [DLG05] for more discussion of the local time definition).
This allows us to use Proposition 3.11 to derive the following, which is referred to in [DLG05, Theorem 1.4.1] as the Ray-Knight theorem (see also the Lévy tree level set discussion in [DLG02, DLG05]):

**Proposition 3.14.** The process $Z$ from Definition 3.13 has the law of an $\alpha$-stable CSBP.

**Proof.** The CSBP property (3.1) follows from the derivation above because if the process records $L + L'$ units of local time at height $s$, then the amount of local time it records at height $t > s$ in the first $L$ units of local time at height $s$ is independent of the amount of local time it records at height $t$ in the last $L'$ units of local time. Moreover, the scaling property required by Proposition 3.11 follows from the scaling properties of $X$ and $Y$.

Related to Proposition 3.14 is the following correspondence between the jumps of the $Z$ and $X$ processes shown in Figure 3.6.

**Proposition 3.15.** The (countably many) jumps in the process $Z$ from Definition 3.13 are a.s. in one-to-one correspondence with the (countably many) jumps in the process $X$ used to generate the corresponding Lévy net instance. Namely, it is a.s. the case that whenever a jump in $Z$ occurs at a time $s$ we have $s = Y_t$ for some $t$ value at which the process $X$ has a jump, and vice-versa; in this case, the corresponding jumps have the same magnitude.

**Proof.** When a jump occurs in $Z_s$, the line with height of $s$ intersects the graph of $Y_t$ at all points at which $X_t$ (run from right to left) reaches a record minimum following the jump, up until $X_t$ (run from right to left) again reaches the value on the lower side of the jump. Using the description of local time above (in terms of $\tilde{R}$ and $R$), we see that the amount of local time added due to the appearance of the jump is precisely the height of the $X_t$ jump.

In what follows, we will make use of the following setup. Let $Z_s$ be as in Definition 3.13, and let $[0, D]$ denote the interval on which it is defined. Let $\partial U_s$ be the set of points which have distance equal to $D - s$ from the root (so that $\partial U_s$ corresponds to a horizontal line in Figure 3.7). In view of Definition 3.13 and Figure 3.6, we note that if $x, y \in \partial U_s$ then it makes sense to talk about the clockwise (resp. counterclockwise) segments of $\partial U_s$ which connect $x$ and $y$. The boundary length of such a segment is determined by the local time of the intersection of the line with height $s$ with the graph of $Y_t$, which is to the left and right of the preimage of such a point under the quotient map. Fix $r, t > 0$ and assume that we are working on the event that $D > t$ and $Z_t \geq r$. Let $\gamma$ be the branch of the geodesic tree which connects the root and the dual root. We can then describe each point $x \in \partial U_s$ in terms of the length of the counterclockwise segment of $\partial U_s$ which connects $x$ and the point $x_s$ on $\partial U_s$ which is visited by $\gamma$. 52
Definition 3.16. For each $s$ which is a jump time for $Z$ and $t$ such that $s = Y_t$, we refer to the amount of local time in the intersection of the line with height $s$ with the graph of $Y$ which lies to the right of the point $(t, s)$ as the attachment point associated with the jump.

As explained in the caption of Figure 3.6, the attachment point associated with a given jump records the boundary length distance in the counterclockwise direction of the loop in the stable looptree encoded by $X$ from the branch in the geodesic tree that connects the root of the geodesic tree to the root of the looptree.

Next, we make a simple observation:

**Proposition 3.17.** Suppose that $A_s$ is a subordinator with $A_0 = 0$ and $P[A_1 > 0] = 1$. Suppose also that $\tilde{A}_s$ is an independent instance of the same process. Then for any fixed values $a$ and $b$ we have

$$\mathbb{E} \left[ \frac{A_a}{A_a + \tilde{A}_b} \right] = \frac{a}{a + b}. \quad (3.6)$$

By writing $A_{a+b}$ in place of $A_a + \tilde{A}_b$ in the denominator in (3.6), Proposition 3.17 can be seen as equivalent to the elementary fact that $A_a/a$ is a backward martingale. See, for example, the proof of [Ber96, Chapter III, Proposition 8]. We will give an independent proof of this simple fact below.

**Proof of Proposition 3.17.** First, suppose that $a = m\delta$ and $b = n\delta$ for some small $\delta > 0$ and $m, n \in \mathbb{N}$. Then $A_a$ is the sum of $m$ i.i.d. copies $X_1, \ldots, X_m$ of a random variable and $\tilde{A}_b$ is the sum of $n$ such copies $X_{m+1}, \ldots, X_{m+n}$.

Imagine that we sample $X_1, \ldots, X_{m+n}$ in two steps:

1. Condition on the sequence of $m + n$ values $P = (X_1, \ldots, X_{m+n})$; and then
2. Randomly decide which of the elements of $P$ contribute to $A_a$ (as opposed to $\tilde{A}_b$).

Note that $P$ determines $Q = A_a + \tilde{A}_b = X_1 + \cdots + X_{n+m}$. Moreover, given $P$, we have that the conditional probability that a given element of $P$ is part of the sum that makes up $A_a$ is

$$\frac{m}{m+n} = \frac{a}{a+b}.$$

In particular,

$$\mathbb{E} \left[ \frac{A_a}{A_a + \tilde{A}_b} \mid P \right] = \frac{1}{Q} \sum_{i=1}^{m+n} \frac{m}{m+n} X_i = \frac{a}{a+b}.$$

This proves (3.6) in the special case that $a = m\delta$ and $b = n\delta$. 
The general statement of (3.6) is easily obtained by sandwiching the expectation between two approximating rationals. (Note that rounding $a$ down to the nearest multiple of $\delta$ and $b$ up to the nearest multiple of $\delta$ only decreases the expectation; rounding $a$ up to the nearest multiple of $\delta$ and $b$ down to the nearest multiple of $\delta$ only increases the expectation.)

Proposition 3.17 now implies another simple but interesting observation, which we record as Proposition 3.19 below (and which is related to the standard “confluence-of-geodesics” story). See Figure 3.7 and Figure 3.8 for relevant illustrations. Before we state this result, we now give our third definition of the Lévy net quotient.

**Definition 3.18.** (Third definition of the Lévy net.) Suppose we are given a realization of the process $Z_s$ from Definition 3.13 as well as the attachment points as defined in Definition 3.16. Let $R$ be a rectangle with width 1 and height equal to the sum of the length of the interval on which $Z$ is defined plus the sum of the squares of the jumps of $Z$. For each $s$, we let $J(s)$ (resp. $J^-(s)$) be the sum of the squares of the jumps of $Z$ which have occurred before (resp. strictly before) time $s$. We define an equivalence relation $\sim$ on $R$ by declaring points to be equivalent which lie on each line segment connecting points of the form $(s + J^-(s), u/Z_s - s)$ to $(s + J(s), u + \Delta_s/Z_s)$ for each $u \in [a_s, Z_s - s]$, where $\Delta_s = Z_s - Z_{s-}$ is the size of the jump at time $s$.

See Figure 3.7 for an illustration of $\sim$ as in Definition 3.18. (One has to apply a reflection about a horizontal line in order to transform from the definition of $\sim$ and the illustration of $\sim$ in Figure 3.7.)

We let $\eta$ be the geodesic starting from the point on $\partial U_t$ such that the length of the counterclockwise segment of $\partial U_t$ to $x_t$ is equal to $r$. For each $s \geq t$, we let $A_s$ (resp. $B_s$) be the length of the counterclockwise (resp. clockwise) segment of $\partial U_s$ which connects $\eta \cap \partial U_s$ to $x_s$. Note that $A_t = r = B_t$, $A_s + B_s = Z_s$ for all $s \in [t, D]$.

**Proposition 3.19.** When the processes $A$, $B$, and $Z$ and the values $t$ and $D$ are as defined just above, the following holds for the restrictions of these processes to the interval $s \in [t, D]$.

1. The processes $A_s$ and $B_s$ are independent $\alpha$-stable CSBPs.

2. The process $A_s/Z_s = A_s/(A_s + B_s)$ is a martingale. (This corresponds to the horizontal location in the trajectory illustrated in Figure 3.8 when parameterized using distance).

3. The process $A_s/Z_s$ almost surely hits 0 or 1 before time $D$. 
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Figure 3.7: Recovering topological structure from bubbles: Shown is a representation of a Lévy net using a width-1 rectangle $R$. The top (resp. bottom) line represents the root (resp. dual root/target). The left and right sides of $R$ are identified with each other and represent the branch $\gamma$ in the geodesic tree connecting the root and dual root. If $r$ is not one of the countably many values at which a jump in boundary length occurs, then each point $z$ on the Lévy tree of distance $r$ from the root is mapped to the point in the rectangle whose horizontal location is the length of the counterclockwise radius-$r$-ball boundary segment from $\gamma$ to $z$ divided by the total length of the radius-$r$-ball boundary; the vertical distance from the top of the rectangle is the sum of the squares of the boundary-length jumps that occur as the radius varies from 0 and $r$. Each of the green stripes represents the set of points whose distance from the root is a value $r$ at which a jump does occur. Every red line (going from the top to the bottom of a stripe) is an equivalence class that encodes one of these points. The height of each green stripe is equal to the square of the jump in the boundary length corresponding to the grey triangle (the sum of these squares is a.s. finite since the sum of the squares of the jumps of an $\alpha$-stable Lévy process is a.s. finite; see, e.g., [Ber96, Chapter I]). The top (resp. bottom) of each green stripe represents the outer boundary of the metric ball infinitesimally before (resp. after) the boundary length of the metric ball jumps. Each red line is a single closed equivalence class (except that when two red lines share an end vertex, their union forms a single closed equivalence class). The uppermost horizontal orange line is also a single closed equivalence class. Also, each pair of left and right boundary points of the rectangle (with the same vertical coordinate) is a closed equivalence class. Any point that does not belong to one of these classes is in its own class.

Proof. The first point is immediate from the construction; recall the proof of Proposi-
Figure 3.8: *Plotting a geodesic trajectory.* The black sequence of arrows represents a branch \( \eta \) in the geodesic tree in the Lévy net. We have drawn \( \eta \) beginning on one of the horizontal lines of the figure which, as explained in Figure 3.7, represents the boundary of the metric ball starting from the root. As shown in Proposition 3.19, \( \eta \) eventually merges with the left boundary of the rectangle (both left and right rectangle boundaries correspond to the root-to-target branch in the geodesic tree) just before getting back to the root vertex (represented by the uppermost orange line). Geodesics started at distinct points can “merge” with each other.

**Proposition 3.14.** Given the first point, the second point is immediate from Proposition 3.17 (recall Remark 3.8). The fact that the martingale reaches 0 or 1 a.s. before reaching the upper end of the rectangle is reached simply follows from the fact that two independent CSBPs, both started at positive values, almost surely do not reach zero at exactly the same time.

**Lemma 3.20.** Given the process \( Z \), the locations of the attachment points as defined in Definition 3.16 are conditionally independent. If \( s \) is a jump time for \( Z \), then the corresponding attachment point is uniform in \([0, Z_{s-}]\).

In the context of Figure 3.6, Lemma 3.20 states that conditionally on the process \( Z_s \), the red dots in the bottom left of Figure 3.6 are conditionally independent and uniform on each of the vertical orange lines.

**Proof of Lemma 3.20.** This follows because the CSBP property (3.1) implies that for each fixed \( s \) we can write \( Z_{s+t} \) for \( t \geq 0 \) as a sum \( n \) independent \( \alpha \)-stable CSBPs each starting from \( Z_s/n \) and the probability that any one of them has a jump in \( \epsilon > 0 \) units of time is equal.
Theorem 3.21. The σ-algebra generated by the process $Z$ as in Definition 3.13 and the attachment points defined in Definition 3.16 is equal to the σ-algebra generated by $X$. (In other words, the information encoded by the graph in the bottom left of Figure 3.6 a.s. determines the information encoded by the first graph.) That is, these definitions yield (as illustrated in Figure 3.6) an a.e.-defined one-to-one measure-preserving correspondence between

1. $\alpha$-stable Lévy excursions and
2. $\alpha$-stable Lévy excursions (which are naturally reparameterized and viewed as CSBP excursions) that come equipped with a way of assigning to each jump a distinguished point between zero and the lower endpoint of that jump (as in Definition 3.16 and illustrated in the bottom left graph of Figure 3.6).

Before we give the proof of Theorem 3.21, we first need the following lemma.

Lemma 3.22. Let $W_t$ be a process that starts at $W_0 = \epsilon$, then evolves as an $\alpha$-stable CSBP until it reaches 0, then jumps to $\epsilon$ and continues to evolve as an $\alpha$-stable CSBP until again reaching zero, and so forth. Then as $\epsilon$ tends to zero, the process $W_t$ converges to zero in probability.

Proof. Since $W_t$ evolves as a martingale away from the times that it hits zero, we expect to have order $\epsilon^{-1}$ of these jumps before $W_t$ reaches 1. However, by scaling, on the event that the process reaches zero before reaching $2\epsilon$, the law of the time is a random constant times $\epsilon^{\alpha-1}$. Since $\alpha \in (1, 2)$, we have that $\epsilon^{-1}\epsilon^{\alpha-1}$ tends to infinity as $\epsilon \to 0$, which implies that as $\epsilon \to 0$, the amount of time until $W_t$ first goes above any fixed positive constant tends to infinity; from this the proposition follows. \qed

Proof of Theorem 3.21. We claim that the trajectory $\eta$ considered in Proposition 3.19 is a.s. uniquely determined by the boundary length process $Z_s$ together with the attachment points (i.e., the information in the decorated graph $Z_s$, as shown in the bottom left graph of Figure 3.6). Upon showing this, we will have shown that the geodesic tree is almost surely determined by $Z_s$ and the attachment points which in turn implies that the entire $\alpha$-stable Lévy net is almost surely determined.

To prove the claim, we choose two such trajectories $\eta$ and $\tilde{\eta}$ conditionally independently, given $Z_s$ and the attachment points, and show that they are almost surely equal.

We begin by noting that the length of the segment which is to the left of $\eta$ evolves as an $\alpha$-stable CSBP and the length which is to the right of $\eta$ evolves as an independent $\alpha$-stable CSBP. The same is also true for $\tilde{\eta}$. It follows from this that in the intervals of time in which $\eta$ is not hitting $\tilde{\eta}$ we have that the length $A_s$ (resp. $C_s$) of the segment which is to the left (resp. right) of both trajectories evolve as independent $\alpha$-stable CSBPs. Our aim now is to show that the length $B_s$ which lies between $\eta, \tilde{\eta}$ also evolves as an independent $\alpha$-stable CSBP in these intervals of time.
Fix an interval of time $I = [a, b]$ in which $\eta$ does not collide with $\tilde{\eta}$. Then we know that both $A|_I$ and $C|_I$ can be a.s. deduced from the ordered set of jumps they have experienced in $I$ along with their initial values $A_a, C_a$ (since this is true for $\alpha$-stable CSBPs and $\alpha$-stable Lévy processes). That is, if we fix $s \in I$ and let $J_s^*$ be the sum of the jumps made by $A|_{[a,s]}$ with size at least $\epsilon$ then $A_s$ is almost surely equal to $A_0 + \lim_{\epsilon \to 0} (J_s^* - E[J_s^*])$ and the analogous fact is likewise true for $C|_I$. Since this is also true for $(A + B + C)|_I$ as it is an $\alpha$-stable CSBP (Proposition 3.14), we see that $B|_I$ is almost surely determined by the jumps made by $B|_I$ and $A_s$ in the same way.

To finish showing that $B|_I$ evolves as an $\alpha$-stable CSBP, we need to show that the law of the jumps that it has made in $I$ has the correct form. Lemma 3.22 implies that each time a new bubble comes along, we may sample which of the three regions it is glued to (with probability of each region proportional to each length). This implies that the jump law for $B|_I$ is that of an $\alpha$-stable CSBP which implies that $B|_I$ is in fact an $\alpha$-stable CSBP.

The argument is completed by applying Lemma 3.22 to deduce that since $B_s$ starts at zero and evolves as an $\alpha$-stable CSBP away from time zero, it cannot achieve any positive value in finite time. We have now shown that it is possible to recover $X$ and $Y$ in the definition of the Lévy net from $Z$ together with the attachment points. That is, it is possible to recover the top left graph in Figure 3.6 from the bottom left graph almost surely. We have already explained how to construct $Z$ and the attachment points from $X$ and $Y$, which completes the proof.

We now have the tools to give the proof of Proposition 3.2.

Proof of Proposition 3.2. See Figure 3.4 for an illustration of the argument. We suppose for contradiction that $Y$ has a decrease time $t_0$. Then there exists $h > 0$ such that $Y_s \geq Y_{t_0}$ for all $s \in (t_0 - h, t_0)$ and $Y_s \leq Y_0$ for all $s \in (t_0, t_0 + h)$. Let $u_0$ (resp. $v_0$) be the supremum (resp. infimum) of times $s$ before (resp. after) $t_0$ such that $Y_s < Y_{t_0}$ (resp. $Y_s > Y_{t_0}$). As $h > 0$, we have that $u_0 < t_0 < v_0$. Let $\pi$ be the quotient map as in Definition 3.1. By the definition of the geodesic tree in Definition 3.1, we have that $\pi((t_0, C + Y_{t_0})) = \pi((v_0, C + Y_{v_0}))$. Moreover, as $Y_t \geq Y_{u_0} = Y_{v_0}$ for all $t \in [u_0, t_0]$ it follows that $X_t \geq X_{u_0}$ for all $t \in [u_0, t_0]$. Consequently, it follows that $\pi((u_0, X_{u_0})) = \pi((t_0, X_{t_0}))$. Since $\pi((t, C + Y_t)) = \pi((t, X_t))$ for all $t$, we conclude that $\pi((u_0, C + Y_{u_0})) = \pi((t_0, C + Y_{t_0}))$. That is, there are two distinct geodesics from the root of the geodesic tree to $\pi((t_0, X_{t_0})) = \pi((v_0, X_{v_0}))$. Therefore the projection under $\pi$ of the line segment $C + [t_0, v_0]$ is a positive measure subset of the geodesic tree from which there are at least two geodesics in the geodesic tree back to the root.

We will now use Lemma 3.22 to show that the subset of the geodesic tree from which there are multiple geodesics basic to the root a.s. has measure zero. It is shown in Proposition 3.19 that the boundary length between two geodesics in the Lévy net evolves as an $\alpha$-stable CSBP as the distance from the dual root increases. Suppose
that \( x \) is a fixed point in the Lévy net and that \( \eta \) is the branch in the geodesic tree from \( x \) back to the root. Fix \( \epsilon > 0 \), let \( \tau_0 = \tau_0 = 0 \), and let \( \eta_0 \) (resp. \( \tilde{\eta}_0 \)) be the branch in the geodesic tree back to the root which starts from clockwise (resp. counterclockwise) boundary length distance \( \epsilon \) from \( x = \eta(\tau_0) \) back to the root. We let \( \tau_1 \) (resp. \( \tilde{\tau}_1 \)) be the time at which \( \eta \) first merges with \( \eta_0 \) (resp. \( \tilde{\eta}_0 \)). Assuming that \( \eta_0, \ldots, \eta_j \) and \( \tilde{\eta}_0, \ldots, \tilde{\eta}_j \) as well as \( \tau_0, \ldots, \tau_j \) and \( \tilde{\tau}_0, \ldots, \tilde{\tau}_j \) have been defined, we let \( \tau_{j+1} \) (resp. \( \tilde{\tau}_{j+1} \)) be the first time that \( \eta \) merges with \( \eta_j \) (resp. \( \tilde{\eta}_j \)) and let \( \eta_{j+1} \) (resp. \( \tilde{\eta}_{j+1} \)) be the branch of the geodesic tree starting from \( \epsilon \) units in the clockwise (resp. counterclockwise) direction along the boundary relative to \( \eta(\tau_{j+1}) \) (resp. \( \tilde{\eta}_{j+1}(\tilde{\tau}_{j+1}) \)).

Suppose that there are at least two geodesics from \( x = \eta(0) \) back to the root of the geodesic tree. Then it would be the case that there exists \( \delta > 0 \) such that for sufficiently small \( \epsilon > 0 \) there is a \( j \) such that either \( \tau_{j+1} - \tau_j \geq \delta \) or \( \tilde{\tau}_{j+1} - \tilde{\tau}_j \geq \delta \). By Lemma 3.22, this a.s. does not happen, from which the result follows.

We will later also need the following lemma, which gives an explicit description of the time-reversal of the Lévy process whose corresponding CSBP is used to generate a Lévy net.

**Lemma 3.23.** Suppose that \( \alpha \in (1, 2) \) and \( W_t \) is an \( \alpha \)-stable Lévy excursion with positive jumps (indexed by \( t \in [0, T] \) for some \( T \)). That is, \( W_t \) is chosen from the natural infinite measure on excursions of this type. Then the law of \( W_{T-t} \) is also an infinite measure, and corresponds to an excursion of a Markov process that has only negative jumps. When the process value is \( c \), the jump law for this Markov process is given by a constant times \( a^{-\alpha-1}(1-a/c)^{\alpha-2} \).

**Proof.** This is a relatively standard sort of calculation about time-reversals of Lévy excursions. The Lévy excursion can be understood as a limit of measures obtained by starting an ordinary \( \alpha \)-stable Lévy process with negative jumps at \( \epsilon \), and renormalizing the measure by a constant so that the probability of exceeding 1 before reaching zero is of constant order.

The conditional law of the time-reversal, given the process up to a stopping time, is (roughly speaking) that of an \( \alpha \)-stable Lévy process with negative jumps conditioned to have a record minimum of value zero (i.e., not to “jump past” zero first). Intuitively, this means that when considering the probability of a negative jump of magnitude \( a \), one has to weight by the probability an \( \alpha \)-stable Lévy process from the new location, i.e. from \( c-a \), will have a record minimum at exactly zero. Of course this probability is zero, but one may instead consider the probability that it has a record minimum within \((0, \epsilon)\) and compare the rate of scaling as \( \epsilon \to 0 \).

The dimension of the record minima range for an unconstrained \( \alpha \)-stable process with negative jumps is given by the index \( \alpha - 1 \) (see [Ber96] and the footnote in Section 3.3). Essentially we are conditioning on the event that this process includes zero, which we approximate by the probability that it includes a point in \([0, \epsilon]\). If we start at height
then the probability of this scales like \((c-a)^{2-\alpha}\). (Note that for a random fractal subset of \([0, 1]\) of dimension \(d\), we would expect the probability that it intersects an \(\epsilon\)-length interval to scale like \(\epsilon^{1-d}\).) This is an \(\epsilon\)-dependent factor times \((c-a)^{\alpha-2}\), which is precisely the extra factor that appears in the statement of Lemma 3.23.

### 3.7 Topological equivalence of Lévy net constructions

We have so far given three different descriptions of the Lévy net quotient, namely in Definition 3.1 (illustrated in Figure 3.3), Definition 3.6 (illustrated in Figure 3.5), and Definition 3.18 (illustrated in Figure 3.7). Moreover, we explained in Section 3.4 that the quotients in Definition 3.1 and Definition 3.6 yield an equivalent topology. The purpose of this section is to show that the topology of the quotient constructed in Definition 3.18 is equivalent to the topology constructed in Definition 3.1.

**Proposition 3.24.** The topology of the Lévy net quotient constructed as in Definition 3.1 is equivalent to the topology of the quotient constructed in Definition 3.18. In particular, the quotient constructed in Definition 3.18 is a.s. homeomorphic to \(\mathbb{S}^2\).

We remark that it is also possible to give a short, direct proof that the quotient described in Definition 3.18 is a.s. homeomorphic to \(\mathbb{S}^2\) using Moore’s theorem (Proposition 3.5), though we will not do so in view of Proposition 3.24.

For each \(r > 0\), we let \(Z^r_s\) be the local time of the intersection of the graph of \(Y\) with the line of height \(s\) and width \(r\) (i.e., the line connecting \((0, s)\) with \((r, s)\)). Note that \(Z^r_s = Z^T_s\) where \(T\) is the length of the Lévy excursion. In order to show that the topology of the breadth first construction of the Lévy net quotient from Definition 3.18 (illustrated in Figure 3.7) is equivalent to that associated with the constructions from Definition 3.1 (illustrated in Figure 3.3) and Definition 3.6 (illustrated in Figure 3.5), we first need to construct a modification of \(Z^r_s\) which has certain continuity properties. We will then use this modification to construct the map which takes the construction described in Figure 3.5 to the breadth first construction.

**Proposition 3.25.** The process \((r, s) \rightarrow Z^r_s\) has a jointly measurable modification which almost surely satisfies the following two properties (for all \(r, s\) simultaneously).

1. The map \(r \mapsto Z^r\) is continuous with respect to the uniform topology.
2. The map \(s \mapsto Z^r_s\) is càdlàg with respect to the uniform topology.

See [DLG02, Proposition 1.3.3] for a related result. We note that the modification obtained in Proposition 3.25 has stronger continuity properties than given in [DLG02, Proposition 1.3.3].

We need to collect several intermediate lemmas before we give the proof of Proposition 3.25. We begin with two elementary estimates for \(\alpha\)-stable CSBPs.
Lemma 3.26. Suppose that $W$ is an $\alpha$-stable CSBP with $W_0 > 0$ and let $W^* = \sup_{s \geq 0} W_s$. There exists constants $c_0, \beta > 0$ depending only on $\alpha$ such that

$$\mathbb{P}[W^* \geq u] \leq c_0 \left( \frac{u}{W_0} \right)^{-\beta} \quad \text{for each} \quad u \geq W_0. \quad (3.7)$$

Proof. Assume that $W_0 = 1$. By the Lamperti transform (Theorem 3.9), it suffices to prove the result in the case of an $\alpha$-stable Lévy process with only upward jumps starting from 1 and stopped upon first hitting 0 in place of $W$. Let $S_t$ (resp. $I_t$) be the running supremum (resp. infimum) of the Lévy process. Then we in particular have for each $T \geq 0$ that

$$\mathbb{P}[W^* \geq u] \leq \mathbb{P}[S_T \geq u] + \mathbb{P}[I_T \geq 0]. \quad (3.8)$$

By [Ber96, Chapter VIII, Proposition 2], there exists a constant $c_1 > 0$ such that

$$\mathbb{P}[I_T \geq 0] \leq c_1 T^{-1/\alpha}. \quad (3.9)$$

Moreover, [Ber96, Chapter VIII, Proposition 4] implies that there exists a constant $c_2 > 0$ such that

$$\mathbb{P}[S_T \geq u] \leq c_2 Tu^{-\alpha}. \quad (3.10)$$

Combining (3.8) with (3.9) and (3.10) and optimizing over $T$ implies that there exists a constant $c_3 > 0$ such that

$$\mathbb{P}[W^* \geq u] \leq c_3 u^{-\alpha/(1+\alpha)}. \quad (3.11)$$

This gives (3.7) for $W_0 = 1$. Scaling gives the result for general values of $W_0 > 0$. \qed

Lemma 3.27. Suppose that $W$ is an $\alpha$-stable CSBP. There exists a constant $c_0 > 0$ depending only on $\alpha$ such that

$$\mathbb{P}[W_t \leq \delta] \leq \exp(- (\delta - c_0 W_0) t^{1/(1-\alpha)}) \quad \text{for all} \quad \delta > 0.$$  

Proof. Using the representation of the Laplace transform of an $\alpha$-stable CSBP given in (3.2), (3.3), we have for $\lambda > 0$ that

$$\mathbb{P}[W_t \leq \delta] = \mathbb{P}[e^{-\lambda W_t} \leq e^{-\lambda \delta}] \leq e^{\lambda \delta} \mathbb{E}[e^{-\lambda W_t}] = e^{\lambda \delta - u_\lambda(\delta) W_0},$$

where $u_\lambda(\delta) = (\lambda^{1-\alpha} + (\alpha - 1)t)^{1/(1-\alpha)}$. Taking $\lambda = t^{1/(1-\alpha)}$ yields the result. \qed

For each $s, u \geq 0$, we let $T_s^u$ be the smallest value of $r$ that $Z_r^s \geq u$. On the event that $T_s^u < \infty$, we note that the same argument used to prove Proposition 3.14 implies that $Z_t^{T_s^u}$ evolves as an $\alpha$-stable CSBP for $t \geq s$ with initial value $u$.

Lemma 3.28. There exists a constant $c_0 > 0$ such that the following is true. Fix $s > 0$. For each $u \geq 0$ and $w, v > 0$ we have that

$$\mathbb{P}[T_s^{u+v} - T_s^u \leq t \mid Z_s > w] \leq \exp(-c_0 vt^{-1/\alpha}). \quad (3.12)$$
Proof. Let \( n \) be the excursion measure associated with an \( \alpha \)-stable Lévy process with only upward jumps from its running infimum. As explained in [Ber96, Chapter VIII.4], there exists a constant \( c_\alpha > 0 \) depending only on \( \alpha \) such that \( n[\zeta \geq t] = c_\alpha t^{-1/\alpha} \) where \( \zeta \) denotes the length of the excursion. This implies that in \( v \) units of local time, the number \( N \) of excursions with length at least \( t \) is distributed as a Poisson random variable with mean \( c_\alpha vt^{-1/\alpha} \). Note that on the event that we have at least one such excursion, it is necessarily the case that \( T_{a}^{u+v} - T_{a}^{u} \geq t \). Consequently, (3.12) follows from the explicit formula for the probability mass distribution for a Poisson random variable evaluated at 0.

We turn to describe the setup for the proof of Proposition 3.25. We first assume that we have taken a modification of \( Z_{r:s}^{u:s} \) so that \( Z_{T_{u:s}}^{T_{u:s}} \) is càdlàg for every \( u,s \in Q_+ \) and \( t \geq s \). Such a modification exists because each \( Z_{T_{u:s}}^{T_{u:s}} \) evolves as an \( \alpha \)-stable CSBP.

Fix \( s_0 > 0 \). Then we know that \( Z_{t} \) for \( t \geq s_0 \) evolves as an \( \alpha \)-stable CSBP starting from \( Z_{s_0} \). Fix \( \delta > 0 \). We inductively define stopping times as follows. First, we let \( n_1 = \lceil 4\delta^{-1}Z_{s_0} \rceil, \delta_1 = Z_{s_0}/n_1, \) and let \( Z_{T_{\delta_1}}^{T_{\delta_1}T_{s_0}} = Z_{T_{\delta_1}}^{T_{\delta_1}T_{s_0}} \) so that the \( Z_{1:j}^{j} \) for \( 1 \leq j \leq n_1 \) are independent \( \alpha \)-stable CSBPs defined on the time-interval \([s_0, \infty)\) all with initial value \( \delta/5 \leq \delta_1 \leq \delta/4 \) (unless \( n_1 = 1 \)). We then let

\[
\tau_1 = \inf \left\{ t \geq s_0 : \max_{1 \leq j \leq n_1} Z_{t}^{1:j} \geq \delta/2 \right\}.
\]

Assume that stopping times \( \tau_1, \ldots, \tau_k \) and CSBPs \( Z_{j:1}, \ldots, Z_{j:n_j} \) have been defined for \( 1 \leq j \leq k \). We then \( n_{k+1} = \lceil 4\delta^{-1}Z_{\tau_k} \rceil, \delta_{k+1} = Z_{\tau_k}/n_{k+1}, \) and \( Z_{T_{\delta_{k+1}}}^{T_{\delta_{k+1}}T_{\tau_k}} = Z_{T_{\delta_{k+1}}}^{T_{\delta_{k+1}}T_{\tau_k}} \). Then the \( Z_{t}^{k+1:j} \) are independent \( \alpha \)-stable CSBPs defined on the time-interval \([\tau_k, \infty)\) all with initial value \( \delta/5 \leq \delta_{k+1} \leq \delta/4 \) (unless \( n_{k+1} = 1 \)). We then let

\[
\tau_{k+1} = \inf \left\{ t \geq \tau_k : \max_{1 \leq j \leq n_{k+1}} Z_{t}^{k+1:j} \geq \delta/2 \right\}.
\]

By further modifying \( Z \) if necessary, we may also assume that the processes \( Z_{t}^{k:j} \) are càdlàg.

We note that

\[
n^* := \sup_{j} n_j \leq 1 + \frac{4}{\delta} \sup_{t \geq s_0} Z_{t}.
\]

(3.13)

Combining (3.13) and Lemma 3.26, we see for constants \( c_0, \beta > 0 \) that on the event \( \{Z_{s_0} \geq \delta\} \) we have

\[
P[n^* \geq M \mid Z_{s_0}] \leq c_0 \left( \frac{\delta M}{Z_{s_0}} \right)^{-\beta}.
\]

(3.14)
Lemma 3.29. For each $\delta > 0$ and $\delta < a < b < \infty$ there exists a constant $c_0 > 0$ and a universal constant $\beta > 0$ such that on the event \( \{ Z_{s_0} \in [a, b] \} \) we have that
\[
P[\tau_n \leq 1 \mid Z_{s_0}] \leq c_0 n^{-\beta}. \tag{3.15}
\]

Proof. Throughout, we shall assume that we are working on the event \( \{ Z_{s_0} \in [a, b] \} \).
By (3.14), we know that there exists constants $c_0, \beta > 0$ such that
\[
P[\tau_n \leq 1 \mid Z_{s_0}] \leq P[\tau_n \leq 1, n^* \leq M \mid Z_{s_0}] + c_0 \left( \frac{\delta M}{Z_{s_0}} \right)^{-\beta}. \tag{3.16}
\]
We take $M = n^{1/2}Z_{s_0}/\delta$ so that the error term on the right hand side of (3.16) is at most a constant times $n^{-\beta/2}$.

Let $\mathcal{F}_t$ be the $\sigma$-algebra generated by $Z_{r}^{T_{s_0}^u}$ for all $s \leq r \leq t$ with $u, s, r \in Q_+$. We claim that, given $\mathcal{F}_{\tau_k}$, we have that $\tau_{k+1} - \tau_k$ is stochastically dominated from below by a random variable $\xi_k$ such that the probability that $\xi_k$ is at least $1/n_k + 1$ is at least some constant $p_0 > 0$ (which may depend on $\delta$ but not $n$). Upon showing this, (3.15) will follow by combining (3.16) with binomial concentration. We note that the claim is clear in the case that $n_{k+1} = 1$, so we now assume that $n_{k+1} \geq 2$ and we let
\[
\sigma_{k+1} = \inf \left\{ t \geq \tau_k : \min_{1 \leq j \leq n_{k+1}} Z_t^{k+1,j} \leq \delta/8 \right\} \quad \text{and} \quad \overline{\tau}_{k+1} = \tau_{k+1} \wedge \sigma_{k+1}.
\]
Since $\overline{\tau}_{k+1} \leq \tau_{k+1}$, it suffices to prove the stochastic domination result for $\overline{\tau}_{k+1} - \tau_k$ in place of $\tau_{k+1} - \tau_k$.

By the Lamperti transform (Theorem 3.9), it suffices to show that the probability that $n_{k+1}$ independent $\alpha$-stable Lévy processes, each starting from a common value in $[\delta/5, \delta/4]$ and run for time $(8/\delta) \times n_{k+1}^{-1}$, all do not leave the interval $[\delta/8, \delta/2]$ is at least some $p_0 > 0$. (The factor $8/\delta$ comes from the speedup when transforming to Lévy process time.) This, in turn, follows from [Ber96, Chapter VII, Corollary 2] and [Ber96, Chapter VIII, Proposition 4].

Proof of Proposition 3.25. We assume that we are working with the modification of $Z_{s}^{r}$ as defined just after the statement of Lemma 3.27. We will prove the result by showing that $r \mapsto Z_{s}^{r}$ for $r \in Q_+$ is almost surely uniformly continuous with respect to the uniform topology. Throughout, we assume that $s_0, \delta_0, \delta > 0$ are fixed and we let $H_{s_0, \delta_0} = \{ Z_{s_0} \in [\delta_0/2, \delta_0] \}$. Also, $c_j > 0$ will denote a constant (which can depend on $s_0, \delta_0, \delta$).

For each $\ell \in \mathbb{N}$ and $\Delta > 0$ we let
\[
F_{\ell, \Delta}^\delta = \bigcap_k \left\{ T_{s_0 + \ell \Delta}^{k \delta^2} - T_{s_0 + \ell \Delta}^{(k-1)\delta^2} \geq \Delta^a \delta^{3a} \right\}.
\]
Lemma 3.26 and Lemma 3.28 together imply that
\[ P[(F^\delta_{\ell,\Delta})^c \mid H_{s_0,\delta_0}] \leq c_0 M^{-\beta} + \frac{M}{\delta^2} \exp(-c_1 \Delta^{-1} \delta^{-1}). \] (3.17)

By optimizing over \( M \), it follows from (3.17) that
\[ P[(F^\delta_{\ell,\Delta})^c \mid H_{s_0,\delta_0}] \leq \exp(-c_2 \Delta^{-1} \delta^{-1}). \] (3.18)

Let \( \zeta = \inf \{ s > 0 : Z_s = 0 \} \). By performing a union bound over \( \ell \) values, from (3.18) and Lemma 3.12 we have with \( F^\delta_{\Delta} = \cap_{\ell} F^\delta_{\ell,\Delta} \) that
\[ P[(F^\delta_{\Delta})^c \mid H_{s_0,\delta_0}] \leq \frac{T}{\Delta} \exp(-c_3 \Delta^{-1} \delta^{-1}) + c_4 T^{1/(1-\alpha)}. \] (3.19)

Optimizing (3.19) over \( T \) values implies that
\[ P[(F^\delta_{\Delta})^c \mid H_{s_0,\delta_0}] \leq \exp(-c_5 \Delta^{-1} \delta^{-1}). \] (3.20)

Therefore the Borel-Cantelli lemma implies that with \( \Delta = e^{-\ell} \), for each \( \delta > 0 \) there almost surely exists \( j^\delta_{\ell} \in \mathbb{N} \) (random) such that \( j \geq j^\delta_{\ell} \) implies that \( F^\delta_{\Delta} \) occurs.

We also let \( G^\delta_{\ell,\Delta} \) be the event that for every \( s \in \mathbb{Q} \) with \( s \in [s_0 + (\ell - 1)\Delta, s_0 + \ell \Delta] \) and \( t_1, t_2 \in \mathbb{Q}_+ \) with \( t_2 \geq t_1 \) such that \( Z_{s_0}^{t_2} - Z_{s_0}^{t_1} \geq \delta \) we have that \( Z_{s_0+\ell \Delta}^{t_2} - Z_{s_0+\ell \Delta}^{t_1} \geq 2\delta^2 \).

We claim that it suffices to show that
\[ P[(G^\delta_{\ell,\Delta})^c \mid H_{s_0,\delta_0}] \leq \exp(-c_6 \Delta^{1/(1-\alpha)}). \] (3.21)

Letting \( G^\delta_{\Delta} = \cap_{\ell} G^\delta_{\ell,\Delta} \), we have from (3.21) by performing a union bound over \( \ell \) values (and applying Lemma 3.12 as in the argument to prove (3.20)) that
\[ P[(G^\delta_{\Delta})^c \mid H_{s_0,\delta_0}] \leq \exp(-c_7 \Delta^{1/(1-\alpha)}). \]

Thus the Borel-Cantelli lemma implies that with \( \Delta = e^{-\ell} \), for each \( \delta > 0 \) there almost surely exists \( j^\delta_G \in \mathbb{N} \) (random) such that \( j \geq j^\delta_G \) implies that \( G^\delta_{\Delta} \) occurs. In particular, this implies that for every \( s \geq s_0 \) with \( s \in \mathbb{Q} \) and \( t_1, t_2 \) such that \( Z_{s_0}^{t_2} - Z_{s_0}^{t_1} \geq \delta \) we have that \( Z_{s_0+\ell \Delta}^{t_2} - Z_{s_0+\ell \Delta}^{t_1} \geq 2\delta^2 \) where
\[ \ell = \lceil (s - s_0)/\Delta \rceil \] (3.22)

for \( \Delta = e^{-\ell} \) and \( j \geq j^\delta_G \).

Assume that \( j \geq j^\delta_{\ell} \lor j^\delta_G \) so that with \( \Delta = e^{-\ell} \) we have that both \( F^\delta_{\Delta} \) and \( G^\delta_{\Delta} \) occur. Suppose that \( t_1, t_2, s \) are such that \( Z_{s}^{t_2} - Z_{s}^{t_1} \geq \delta \). With \( \ell \) as in (3.22), it must be true that \( Z_{s_0+\ell \Delta}^{t_2} - Z_{s_0+\ell \Delta}^{t_1} \geq 2\delta^2 \). This implies that there exists \( k \) such that
\[ T_{s_0+\ell \Delta}^{(k-1)\delta^2} \leq t_2 \quad \text{and} \quad T_{s_0+\ell \Delta}^{k\delta^2} \geq t_1. \] (3.23)
Rearranging (3.23), we thus have that
\[
t_2 - t_1 \geq T_{s_0 + \ell \Delta}^{k \delta^2} - T_{s_0 + \ell \Delta}^{(k-1) \delta^2} \geq \Delta \alpha \delta^3 \alpha.
\]
(3.24)
This implies that \( r \mapsto Z'_r|_{[s_0, \infty)} \) for \( r \in \mathbb{Q}_+ \) has a certain modulus of continuity with respect to the uniform topology. In particular, \( r \mapsto Z'_r|_{[s_0, \infty)} \) for \( r \in \mathbb{Q}_+ \) is uniformly continuous with respect to the uniform topology hence extends continuously. The result then follows (assuming (3.21)) since \( s_0, \delta_0, \delta > 0 \) were arbitrary.

To finish the proof, we need to establish (3.21). For each \( j \), we let
\[
E_j = \{ \tau_j \geq s_0 + \Delta \} \cup \left( \bigcap_{k=1}^{n_j} \{ Z_{s_0 + \Delta}^{j,k} \geq 2 \delta^2 \} \right).
\]
We first claim that \( G_{s_0 + \Delta}^\delta \supseteq \bigcap_{j=1}^{n} E_j \). To see this, fix a value of \( s \in [s_0, s_0 + \Delta] \) and suppose that \( Z_{s_0 + \Delta}^{j,k} \geq \delta \). Let \( j \) be such that \( \tau_j \leq s < \tau_{j+1} \) and let \( k \) be the first index so that \( Z_{s_0 + \Delta}^{j,k} \geq \delta \). Since \( Z_{s_0 + \Delta}^{j,k+1} \leq \delta / 2 \) for all \( i \), it follows that \( Z_{s_0 + \Delta}^{j,k+1} \leq \delta / 2 \). Consequently, \( Z_{s_0 + \Delta}^{j,k} \geq \delta \). The claim follows because we have that \( Z_{s_0 + \Delta}^{j,k} \geq 2 \delta^2 \) on \( \bigcap_{j} E_j \).

Thus to finish the proof, it suffices to show that
\[
\mathbb{P}[\bigcup_{j=1}^{n} E_j^c \mid H_{s_0, \delta_0}] \leq \exp(-c_{30} \delta \Delta^{1/(1-\alpha)})
\]
(3.25)
as the same analysis leads to the same upper bound for \( \mathbb{P}[(G_{s_0 + \Delta}^\delta)^c \mid H_{s_0, \delta_0}] \) for other \( \ell \) values. To this end, Lemma 3.27 implies that
\[
\mathbb{P}[E_j^c, Z^* \leq \delta M/4 \mid H_{s_0, \delta_0}] \leq M \mathbb{P}[-c_{30} \delta \Delta^{1/(1-\alpha)}].
\]
(3.26)
Thus applying a union bound together with (3.20) in the second step below, we have for each \( n \in \mathbb{N} \) that
\[
\mathbb{P}[\bigcup_{j} E_j^c, Z^* \leq \delta M/4 \mid H_{s_0, \delta_0} = \mathbb{P}[\bigcup_{j} E_j^c, Z^* \leq \delta M/4, \tau_n \geq \Delta \mid H_{s_0, \delta_0}] + \mathbb{P}[\tau_n \leq \Delta \mid H_{s_0, \delta_0}]
\leq nM \exp(-c_{30} \delta \Delta^{1/(1-\alpha)}) + c_{11} n^{-\beta} \quad \text{(by Lemma 3.29)}
\]
(3.27)
Applying Lemma 3.26, we therefore have that
\[
\mathbb{P}[\bigcup_{j} E_j^c \mid H_{s_0, \delta_0}] \leq nM \exp(-c_{30} \delta \Delta^{1/(1-\alpha)}) + c_{11} n^{-\beta} + c_{14} (\delta M)^{-\beta}.
\]
(3.28)
Optimizing over \( n \) and \( M \) values implies (3.25).

**Proof of Proposition 3.24.** As we remarked earlier, it suffices to show the equivalence of the quotient topology described in Figure 3.5 with the quotient topology described in Figure 3.7. We will show this by arguing that \( Z_r^* \) induces a continuous topology \( \tilde{Z}_r \) from Figure 3.5 to Figure 3.7 which takes equivalence classes to equivalence classes in a
bijective manner. This will prove the result because this map then induces a bijection which is continuous from the space which arises after quotienting as in Figure 3.5 to the space which arises after quotienting as in Figure 3.7 and the fact that bijections which are continuous from one compact space to another are homeomorphisms.

Fix a height $s$ as in Definition 3.6 (Figure 3.5) and let $t$ be corresponding height as in Definition 3.1 (Figure 3.3). If $t$ is not a jump height for $Z$, then we take $	ilde{Z}_s^r = Z_t^r / Z_t$. Suppose that $s$ is between the bottom and the top of the corresponding rectangle. If $(s,r)$ is outside of the interior of the rectangle, then we take $	ilde{Z}_s^r$ to be given by linearly interpolating between the values of $	ilde{Z}_{s_1}^r$ and $	ilde{Z}_{s_2}^r$. That is,

$$
\tilde{Z}_s^r = \frac{s_2 - s}{s_2 - s_1} \tilde{Z}_{s_1}^r + \frac{s - s_1}{s_2 - s_1} \tilde{Z}_{s_2}^r.
$$

By the continuity properties of $Z$ given in Proposition 3.25 and the construction of $	ilde{Z}$, we have that the map $(s, r) \mapsto \tilde{Z}_s^r$ is continuous.

Observe that $\tilde{Z}$ is constant on the equivalence classes as defined in Definition 3.6 (Figure 3.5). This implies that $\tilde{Z}$ induces a continuous map from the topological space one obtains after quotienting by the equivalence relation as in Definition 3.6 (Figure 3.5) into the one from Definition 3.18 (Figure 3.7, not yet quotiented). As $\tilde{Z}$ bijectively takes equivalence classes as in Definition 3.6 (Figure 3.5) to equivalence classes as in Definition 3.18 (Figure 3.7), it follows that $\tilde{Z}$ in fact induces a bijection which is continuous from the quotient space as in Definition 3.6 (Figure 3.5) to the quotient space as in Definition 3.18 (Figure 3.7). The result follows because, as we mentioned earlier, a bijection which is continuous from one compact space to another is a homeomorphism.

3.8 Recovering embedding from geodesic tree quotient

We now turn to show that the embedding of the Lévy net into $S^2$ is unique up to a homeomorphism of $S^2$. Recall that a set is called essentially 3-connected if deleting two points always produces either a connected set, a set with two components one of which is an open arc, or a set with three components which are all open arcs. In particular, every 3-connected set is essentially 3-connected. Suppose that a compact topological space $K$ can be embedded into $S^2$ and that $\phi_1: K \to S^2$ is such an embedding. It is then proved in [RT02] that $K$ is essentially 3-connected if and only if for every embedding
\[ \phi: K \to S^2, \text{ there is a homeomorphism } h: S^2 \to S^2 \text{ such that } \phi = h \circ \phi_1. \]

**Proposition 3.30.** For each \( \alpha \in (1, 2) \), the Lévy net is a.s. 3-connected. Hence by [RT02] it can a.s. be embedded in \( S^2 \) in a unique way (up to a homeomorphism).

*Proof.* Suppose that \( W \) is an instance of the Lévy net and assume for contradiction that \( W \) is not 3-connected. Then there exists distinct points \( x, y \in W \) such that \( W \setminus \{x, y\} \) is not connected. This implies that we can write \( W \setminus \{x, y\} = A \cup B \) for \( A, B \subseteq W \) disjoint and \( A, B \neq \emptyset \). We assume that \( W \) has been embedded into \( S^2 \). Let \( \tilde{A} \) (resp. \( \tilde{B} \)) be given by \( A \) (resp. \( B \)) together with all of the components of \( S^2 \setminus W \) whose boundary is entirely contained in \( A \) (resp. \( B \)). Then \( \tilde{A}, \tilde{B} \) are disjoint and we can write \( S^2 \) as a disjoint union of \( \tilde{A}, \tilde{B}, \{x\}, \{y\} \), and the components of \( S^2 \setminus W \) whose boundary has non-empty intersection with both \( A \) and \( B \). Suppose that \( C \) is such a component. Then there exists a point \( w \in \partial C \) which is not in \( \tilde{A} \) or \( \tilde{B} \). That is, either \( x \in \partial C \) or \( y \in \partial C \). Note that \( S^2 \setminus (\tilde{A} \cup \tilde{B} \cup \{x, y\}) \) must have at least two distinct components \( C_1, C_2 \) (for otherwise \( \tilde{A}, \tilde{B} \) would not be disjoint). If either \( x \) or \( y \) is in \( \partial C_1 \cap \partial C_2 \) then we have a contradiction because the distance of both \( \partial C_1 \) and \( \partial C_2 \) to the root of \( W \) must be the same but (in view of Figure 3.7) we know that the metric exploration from the root to the dual root in \( W \) does not separate more than one component from the dual root at any given time. If \( \partial C_1 \cap \partial C_2 \) does not contain either \( x \) or \( y \), then there must be a third component \( C_3 \) of \( S^2 \setminus (\tilde{A} \cup \tilde{B} \cup \{x, y\}) \). This leads to a contradiction because then (by the pigeon hole principle) either \( \partial C_1 \cap \partial C_3 \) or \( \partial C_2 \cap \partial C_3 \) contains either \( x \) or \( y \). \( \square \)

We are now going to use that the Lévy net a.s. has a unique embedding into \( S^2 \) up to homeomorphism to show that the Lévy net almost surely determines the Lévy excursion \( X \) used to generate it.

**Proposition 3.31.** For each \( \alpha \in (1, 2) \), the \( \alpha \)-stable Lévy excursion \( X \) used in the construction of the Lévy net is a.s. determined by the Lévy net together with an orientation.

*Proof.* By Proposition 3.30 we know that the embedding of the Lévy net into \( S^2 \) is a.s. determined up to homeomorphism; we assume throughout that we have fixed an orientation so that the embedding is determined up to orientation preserving homeomorphism. Recall that the jumps of \( Z_s \) are in correspondence with those made by \( X_t \). Thus, if we can show that the jumps of \( Z \) are determined by the Lévy net, then we will get that the jumps of \( X \) are determined by the Lévy net. More generally, if we can show that the processes \( Z_{T_s} \) are determined by the Lévy net, then we will be able to determine the orientation of the Lévy net at each time point.

\footnote{It is clear from our construction that when \( K \) is a Lévy net there exists at least one embedding of \( K \) into \( S^2 \). More generally, it is shown in [RRT14] that a compact and locally connected set \( K \) is homeomorphic to a subset of \( S^2 \) if and only if it contains no homeomorph of \( K_{3,3} \) or \( K_5 \).}
to determine the jumps of $X$ and their ordering. This will imply the result because $X$ is a.s. determined by its jumps and the order in which they are made. For simplicity, we will just show that $Z_s$ is a.s. determined by the Lévy net. The proof that $Z_t^{T_{x,y}}$ is a.s. determined follows from the same argument.

Let $x$ (resp. $y$) denote the root (resp. dual root) of the Lévy net. Fix $r > 0$ and condition on $R = d(x, y) - r > 0$. We let $\partial B(x, R)$ be the boundary of the ball of radius $R$ centered at $x$ in the geodesic tree in the Lévy net. Fix $\epsilon > 0$. We then fix points $z_1, \ldots, z_{N_{\epsilon}} \in \partial B(x, R)$ as follows. We let $z_1$ be the unique point on $\partial B(x, R)$ which is visited by the unique geodesic from $x$ to $y$. For $j \geq 2$ we inductively let $z_j$ be the first clockwise point on $\partial B(x, R)$ (recall that we have assumed that the Lévy net has an orientation) such that the geodesic from $z_j$ to $x$ merges with the geodesic from $z_{j-1}$ to $x$ at distance $\epsilon$. As the embedding of the Lévy net into $S^2$ is a.s. determined up to (orientation preserving) homeomorphism, it follows that $z_1, \ldots, z_{N_{\epsilon}}$ is a.s. determined by the Lévy net.

Conditional on the boundary length $L_r$ of $\partial B(x, R)$, we claim that $N_{\epsilon}$ is distributed as a Poisson random variable $Z_{\epsilon}$ with mean $m_{\epsilon}^{-1}L_r$ where $m_{\epsilon} = ((\alpha - 1)\epsilon)^{1/(\alpha - 1)}$. The desired result will follow upon showing this because then

$$ E[m_{\epsilon}Z_{\epsilon} \mid L_r] = L_r \quad \text{and} \quad \text{var}[m_{\epsilon}Z_{\epsilon} \mid L_r] = m_{\epsilon}L_r \to 0 \quad \text{as} \quad \epsilon \to 0. $$

To compute the conditional distribution of $N_{\epsilon}$ given $L_r$, it suffices to show that the boundary length of the spacings are given by i.i.d. exponential random variables with mean $m_{\epsilon}$ given $L_r$. We will establish this by using that $L_r$ evolves as an $\alpha$-stable CSBP as $r$ varies. Fix $\delta > 0$ and let $(Z^n_{\delta})$ be a sequence of i.i.d. $\alpha$-stable CSBPs, each starting from $\delta$. Then the CSBP property (3.1) implies that the process $s \mapsto L_{r+s}$ is equal in distribution to $Z^n_{\delta} + \cdots + Z^n_{\delta} + Z_{\delta}$ where $n = \lfloor L_r/\delta \rfloor$ and $Z_{\delta}$ is an independent $\alpha$-stable CSBP starting from $L_r - \delta n < \delta$. We then define indices $(j^k_{\delta})$ inductively as follows. We let $j^\delta_1$ be the first index $j$ such that the amount of time it takes the $\alpha$-stable CSBP $Z_{\delta}^1 + \cdots + Z_{\delta}^j$ (which starts from $j^\delta_1$) to reach 0 is at least $\epsilon$. Assuming that $j^\delta_1, \ldots, j^\delta_k$ have been defined, we take $j^\delta_{k+1}$ to be the first index $j$ such that the amount of time that it takes the $\alpha$-stable CSBP $Z_{\delta}^{j^\delta_{k+1}} + \cdots + Z_{\delta}^j$ (which starts from $\delta(j - (j^\delta_k + 1))$) to reach 0 is at least $\epsilon$.

Note that the random variables

$$ Z_k^\delta = Z_{j^\delta_{k-1}+1}^\delta + \cdots + Z_{j^\delta_k}^\delta $$

are i.i.d. We claim that the law of $Z_1^\delta$ converges in distribution as $\delta \to 0$ to that of an exponential random variable with mean $m_{\epsilon}$. To see this, we fix $u > 0$, let $\tilde{u} = \delta[u/\delta]$, and let $W$ be an $\alpha$-stable CSBP starting from $\tilde{u}$. Then we have that

$$ P[Z_1^\delta \geq u] = P[W_{\epsilon} = 0] = \lim_{\lambda \to \infty} E[\exp(-\lambda W_{\epsilon})]. \quad (3.29) $$
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As in the proof of Lemma 3.27, using the representation of the Laplace transform of an \( \alpha \)-stable CSBP given in (3.2), (3.3), the Laplace transform on the right hand side of (3.29) is given by
\[
\exp\left(-\lambda^{1-\alpha} + (\alpha - 1)\epsilon \frac{1}{(1-\alpha)} \tilde{u}\right).
\]
Therefore the limit on the right hand side of (3.29) is given by \( \exp(-m^{1-\epsilon} u) \). This, in turn, converges to \( \exp(-m^{1-\epsilon} u) \) as \( \delta \to 0 \), which proves the result.

\[
\square
\]

4 Tree gluing and the Brownian map

4.1 Gluing trees given by Brownian-snake-head trajectory

We now briefly review the standard construction of the Brownian map (see e.g. [Le 14, Section 3.4]). Our first task is to identify the measures \( \mu_1^{\text{SPH}} \) and \( \mu_2^{\text{SPH}} \) discussed in Section 1.5 with certain Brownian snake excursion measures. In fact, this is the way \( \mu_1^{\text{SPH}} \) and \( \mu_2^{\text{SPH}} \) are formally constructed and defined.

Let \( S \) be the set of all finite paths in \( \mathbb{R} \) beginning at 0. An element of \( S \) is a continuous map \( w: [0, \zeta] \to \mathbb{R} \) for some value \( \zeta = \zeta(w) \geq 0 \) that depends on \( w \). We refer to \( S \) as the snake space and visualize an element of \( S \) as the \((y\text{-to-}x)\) coordinate graph \( \{ (w(y), y) : y \in [0, \zeta] \} \). As illustrated in Figure 4.1, such a graph may be viewed as a “snake” with a body beginning at \((0,0)\) and ending at the “head,” which is located at \((w(\zeta), \zeta)\). From this perspective, \( \zeta = \zeta(w) \) is the height of the snake, which is also the vertical head coordinate, and \( w(\zeta) \) is the horizontal head coordinate.

A distance on \( S \) is given by
\[
d(w, w') = |\zeta(w) - \zeta(w')| + \sup_{t \geq 0} |w(t \wedge \zeta(w)) - w'(t \wedge \zeta(w'))|.
\]
(4.1)

There is a natural way to create an excursion into \( S \) beginning and ending at the zero snake. To do so, let \( Y_t \) be a Brownian excursion into \([0, \infty)\) (starting and ending at zero). Then \( Y_t \) encodes a continuum random tree (CRT) \( \mathcal{T} \) [Ald91a, Ald91b, Ald93], together with a map \( \phi: [0, T] \to \mathcal{T} \) that traces the boundary of \( \mathcal{T} \) in order. Once one is given the \( Y_t \) process, one may construct a Brownian process \( Z_{\tau} \) indexed by \( \tau \in \mathcal{T} \) and write \( X_t = Z_{\phi(t)} \). Precisely, we take \( X_t \) to be the Gaussian process for which \( X_0 = 0 \) and
\[
\text{Cov}(X_s, X_t) = \inf \{ Y_r : r \in [s, t] \}.
\]
(4.2)

An application of the Kolmogorov-Centsov theorem implies that \( X \) has a Hölder continuous modification; see, e.g. [Le 14 Section 3.4]. The RHS of (4.2) describes the length of the intersection of the two tree branches that begin at \( \phi(0) \) and end at \( \phi(s) \) or \( \phi(t) \). Given the \((X_t, Y_t)\) process, it is easy to draw the body of the snake in Figure 4.1 for any fixed time \( t \in [0, T] \). To do so, for each value \( b < Y_t \), one plots the point \((X_s, b)\)
Figure 4.1: *Gluing an asymmetric pair of trees.* The doubly marked Brownian map construction is the same as the construction in the left side of Figure 3.1 except that the pair \((X_t, Y_t)\) is produced from a Brownian snake excursion instead of a Brownian excursion. In this setup \(Y_t\) is chosen from the (infinite) Brownian excursion measure and \(X_t\) is a Brownian motion indexed by the corresponding CRT. The process \((X_t, Y_t)\) determines a trajectory in the snake space \(S\). **Left:** At a given time \(t\), the "snake" has a body that looks like the graph of a Brownian motion (rotated 90 degrees). The blue vertical line represents the leftmost point reached by the process \((X_t, Y_t)\). The (single) time at which the blue line is hit corresponds to the Brownian map root. At all other times, distance from the blue line represents distance from the root in the Brownian map metric. **Middle:** Suppose \(\inf\{X\cdot\} < a < 0\) and consider the vertical line through \((a,0)\). This divides the snake space \(S\) into the subspace \(S_{>a}\) of snakes not hit by the red line (except at the origin if \(a = 0\)) and the complementary subspace \(S_{\leq a} = S \setminus S_{>a}\) of snakes that are hit. **Right:** If a snake is hit by the red line, then it has a unique "ancestor snake" whose body lies entirely to the right of the red line and whose head lies on the red line. A snake lies on the boundary of \(S_{>a}\) if and only if it has this form. The distance from a snake in \(S_{\leq a}\) to \(S_{>a}\) (in terms of the metric on \(S\), not the Brownian map metric) is the difference in head height between itself and this ancestor. This distance evolves as a Brownian motion in the snake space diffusion.

where \(s\) is the last time before \(t\) at which the \(Y\) process reached height \(s\). Note also that if one takes \(s'\) to be the first time after \(t\) when the \(Y\) process reaches \(b\), then we must have \(X_{s'} = X_s\). Intuitively speaking, as \(Y_t\) goes down, the snake head retraces the snake body; as \(Y_t\) goes up, new randomness determines the left-right fluctuations; see the discrete analog in Figure 4.2. As discussed in the captions of Figure 4.1 and Figure 4.2, this evolution can be understood as a diffusion process on \(S\).

We now consider two natural infinite measures on the space of excursions into \(S\). The first is the measure described informally in the caption to Figure 4.1. To construct this, first we define \(n\) to be the natural Brownian excursion measure (see [RY99, Chapter XII] for more detail on the construction of \(n\)). Each such excursion comes with a terminal
Figure 4.2: A discrete analog of the snake space diffusion process. In this model one tosses a fair coin at each step to decide whether the snake shrinks (we delete the top edge) or grows (an independent fair coin to decide whether we add a left or right directed edge to the top). A number of planar map models are known to be encoded by close variants of the discrete snake shown here. The microscopic rules depend on the model (triangulations, quadrangulations, etc.) but the scaling limit is the snake space diffusion in each case.

$$
time \ T \ \text{such that} \ Y_0 = Y_T = 0, \ Y_t > 0 \ \text{for} \ t \in (0, T), \ \text{and} \ Y_t = 0 \ \text{for all} \ t \geq T. \ \text{We recall that the excursion measure is an infinite measure that can be constructed as follows. Define} \ n_\epsilon \ \text{to be} \ \epsilon^{-1} \ \text{times the probability measure on one-dimensional Brownian paths} \ \text{started at} \ \epsilon, \ \text{stopped the first time they hit zero. Note that this measure assigns unit mass to the set of paths that reach 1 before hitting zero. The measure} \ n_\epsilon \ \text{is obtained by taking the weak limit of the} \ n_\epsilon \ \text{measures as} \ \epsilon \rightarrow 0 \ \text{using the topology of uniform convergence of paths, say). Note that for each} \ a > 0 \ \text{the} \ n_\epsilon \ \text{measure of the set of paths that reach level} \ a \ \text{is exactly} \ a^{-1}. \ \text{Moreover, if one normalizes} \ n_\epsilon \ \text{to make it a probability on this set of paths, then one finds that the law of the path after the first time it hits} \ a \ \text{is simply that of an ordinary Brownian motion stopped when it hits zero. Now that we have defined} \ n_\epsilon, \ \text{we define} \ \Pi \ \text{to be a measure on excursions into} \ S \ \text{such that the induced measure on} \ Y_t \ \text{trajectories is} \ n_\epsilon, \ \text{and given the} \ Y_t \ \text{trajectory, the conditional law of} \ X_t \ \text{is that of the Brownian process indexed by the CRT encoded by} \ Y_t \ (\text{i.e., with covariance as in (4.2)}).$$

Given a sample from \( \Pi \), the tree encoded by \( X_t \) is the tree of geodesics drawn from all points to a fixed root, which is the value of \( \phi \) at the point \( t \) that minimizes \( X_t \). The tree \( \mathcal{T} \) described by \( Y_t \) (the dual tree) has the law of a CRT, and \( Y_t \) describes the distance in \( \mathcal{T} \) from the dual root (which corresponds to time 0 or equivalently time \( T \), which is the time when \( Y_t \) is minimal).

Note that for any time \( t \), we can define the snake to be the graph of the function from \( y \in [0, Y_t] \) to \( x \) that sends a point \( y \) to the value of the Brownian process at the point on \( \mathcal{T} \) that is \( y \) units along the branch in \( \mathcal{T} \) from \( \phi(0) \) to \( \phi(t) \).

As in Figure 4.1 for each \( a \) we let \( S_{>a} \) be the subspace of \( S \) which consists of those snakes \( w \) such that \( w(t) > a \) for all \( t \in [0, \zeta] \). That is, \( w \in S_{>a} \) if and only if its body lies to the right of the vertical line through \( (a, 0) \). We also let \( S_{\leq a} = S \setminus S_{>a} \).

Now that we have defined \( \Pi \), we remark that it is natural to consider a related measure \( \Pi_+ \) on the set of excursions into \( S_{>0} \), i.e., into the space of snakes whose
bodies lie completely right of the vertical line through zero, except at their base point 
\((0,0)\). This can be constructed in two ways: one is to consider a sample from \(n\), find 
the location on the corresponding CRT at which the \(X_t\) value is minimal, and then 
re-root the tree at that point. The other way is to consider the measure \(n\) restricted to 
those excursions for which the minimum value of \(X_t\) is obtained within \(\epsilon\) time units 
of zero, and then take a limit (appropriately normalized) as \(\epsilon \to 0\). It is possible to 
check that these two approaches lead to an equivalent definition of \(\Pi_+\). See, e.g., the 
work [LGW06] as well as [CU14] which consider a related question. In what follows, 
we will actually not make use of the measure \(\Pi_+\) so we will omit the details of this 
correspondence here.

We next proceed to remind the reader how to associate an \((X,Y)\) pair with a metric 
measure space structure. This will allow us to think of \(\Pi\) and \(\Pi_+\) as measures on \(\mathcal{M}\). 
Roughly speaking, the procedure described in the left side of Figure 3.1 already tells 
us how to obtain a sphere from the pair \((X,Y)\). The points on the sphere are the 
equivalence classes from the left side of Figure 3.1. The tree described by \(X\) alone (the 
quotient of the graph of \(X\) w.r.t. the equivalence given by the chords under the graph) 
can be understood as a geodesic tree (which comes with a metric space structure), and 
we may construct the overall metric space as a quotient of this metric space (as defined 
in Section 2.2) w.r.t. the extra equivalence relations induced by \(Y\).

An equivalent way to define the Brownian map is to first consider the CRT \(\mathcal{T}\) described 
by \(Y\), and then define a metric and a quotient using \(X\) as the second step. This is the 
approach usually used in the Brownian map literature (see e.g. [Le 14, Section 3]) and 
we give a quick review of that construction here. Consider the function \(d^\circ\) on \([0, T]\) 
declared by:

\[
d^\circ(s, t) = X_s + X_t - 2 \max \left( \min_{r \in [s, t]} X_r, \min_{r \in [t, s]} X_r \right). \tag{4.3}
\]

Here, we assume without loss of generality that \(s < t\) and define \([t, s] = [0, s] \cup [t, T]\). 
For \(a, b \in \mathcal{T}\), we then set

\[
d^\mathcal{T}_T(a, b) = \min\{d^\circ(s, t) : \rho(s) = a, \ \rho(t) = b\} \tag{4.4}
\]

where \(\rho : [0, T] \to \mathcal{T}\) is the natural projection map. Finally, for \(a, b \in \mathcal{T}\), we set

\[
d(a, b) = \inf \left\{ \sum_{j=1}^{k} d^\mathcal{T}_T(a_j, a_{j-1}) \right\} \tag{4.5}
\]

where the infimum is over all \(k \in \mathbb{N}\) and \(a_0 = a, a_1, \ldots, a_k = b\) in \(\mathcal{T}\). We get a metric 
space structure by quotienting by the equivalence relation \(\cong\) defined by \(a \cong b\) if and 
only if \(d(a, b) = 0\) and we get a measure on the quotient space by taking the projection 
of Lebesgue measure on \([0, T]\). As mentioned in the introduction, it was shown by 
Le Gall and Paulin [LGP08] (see also [Mic08]) that the resulting metric space is a.s. 
homeomorphic to \(S^2\) and that two times \(a\) and \(b\) are identified if and only if vertical red
lines in the left side of Figure 3.1 (where $X_t$ and $Y_t$ are Brownian snake coordinates) belong to the same equivalence class as described in the left side of Figure 3.1. Thus the topological quotient described in the left side of Figure 3.1 is in natural bijection with the metric space quotient described above.

Given a sample from $\Pi$, the corresponding sphere comes with two special points corresponding to a snake whose head is at the leftmost possible value (the root), and the origin snake (the dual root). Indeed, if we let $S$ denote the set of points on the sphere, $\nu$ the measure, $x$ the root, and $y$ the dual root, then we obtain a doubly marked metric measure space $(S, d, \nu, x, y)$ of the sort described in Section 2.4. We note that by construction $\Pi_+$ is supported on those snakes such that these two points coincide; in this case the sphere induced by a sample from $\Pi_+$ comes with only a single marked point $x$.

In fact, we claim that $\Pi$ induces a measure on $(\mathcal{M}^2_{\text{SPH}}, \mathcal{F}^2)$, and $\Pi_+$ induces a measure on $(\mathcal{M}^1_{\text{SPH}}, \mathcal{F}^1)$. These measures are precisely the doubly and singly marked grand canonical ensembles of Brownian maps: i.e., they correspond to the measures $\mu^2_{\text{SPH}}$ and $\mu^1_{\text{SPH}}$ discussed in Section 1.3. There is a bit of an exercise involved in showing that the map from Brownian snake instances to $(\mathcal{M}^k, \mathcal{F}^k)$ is measurable w.r.t. the appropriate $\sigma$-algebra on the space of Brownian snakes, so that $\mu^1_{\text{SPH}}$ and $\mu^2_{\text{SPH}}$ really are well-defined as measures on $(\mathcal{M}^1_{\text{SPH}}, \mathcal{M}^1)$ and $(\mathcal{M}^2_{\text{SPH}}, \mathcal{M}^2)$, respectively. In particular, one has to check that the distance-function integrals described in Section 2.4 (the ones used to define the Gromov-weak topology) are in fact measurable functions of the Brownian snake; one can do this by first checking that this is true when the metric is replaced by the function $d^\circ$ discussed above, and then extending this to the approximations of $d$ in which the distance between two points is the infimum of the length taken over paths made up of finitely many segments of the geodesic tree described by the process $X$.

This is a straightforward exercise, and we will not include details here.

Note that switching from $\Pi$ to $\Pi_+$ corresponds in some sense to “conditioning” to have the two points coincide; intuitively, the probability that two randomly chosen points coincide should be inversely proportional to the area (i.e., the length of the excursion), so this should correspond to unweighting by the total area measure. (This can be made precise using $\epsilon$ approximations as briefly discussed above.) Similarly, if one considers the measure $\Pi_+$ and weights the measure by total area — and samples an extra marked point uniformly from that area — one obtains the measure $\Pi$.

Given a snake excursion $s$ chosen from $\Pi$, we define the snake excursion $\tilde{s}$ so that its associated surface is the surface associated to $s$ rescaled to have total area 1. In other words, $\tilde{s}$ is the snake whose corresponding head process is

$$(\tilde{X}_t, \tilde{Y}_t) = (\zeta^{-1/4}X_{\zeta t}, \zeta^{-1/2}Y_{\zeta t}).$$

Here we have scaled $t$ by a factor of $\zeta$, we have scaled $Y_t$ by a factor of $\zeta^{-1/2}$, and we have scaled $X_t$ by a factor of $\zeta^{-1/4}$. An excursion $s$ can be represented as the pair...
\((\hat{s}, \zeta(s))\) where \(\zeta(s)\) represents the length of the excursion — or equivalently, the area of the corresponding surface. Since a sample from the Brownian excursion measure \(\mathbf{n}\) is an excursion whose length has law \(\zeta^{-3/2}d\zeta\) [RY99, Chapter XII], where \(d\zeta\) is Lebesgue measure on \(\mathbb{R}_+\), we have the following:

**Proposition 4.1.** If we interpret \(\Pi\) as a measure on pairs \((\hat{s}, \zeta)\), then \(\Pi\) can be written as \(\hat{\Pi} \otimes t^{-3/2}dt\), where \(dt\) represents Lebesgue measure on \(\mathbb{R}_+\), and \(\hat{\Pi}\) is a probability measure on the space of excursions of unit length.

We remark that it is also possible to show it similarly holds that \(\Pi_+\) has the form \(\hat{\Pi}_+ \otimes \zeta^{-5/2}d\zeta\) where \(d\zeta\) denotes Lebesgue measure on \(\mathbb{R}_+\). Moreover, the marginal law of the labeled CRT re-rooted at the root of the geodesic tree is the same under \(\Pi_+\) and \(\hat{\Pi}_+\).

![Diagram](image-url)

**Figure 4.3:** The snake trajectory corresponds to a path that traces the boundary of a (space-filling) tree of geodesics in the doubly marked Brownian map. The figure illustrates several branches of the geodesic tree (the tree itself is space-filling) and along with the outer boundary (as viewed from the dual root) of a radius-\(r\) metric ball centered at the root. From a generic point on the doubly marked Brownian map, there is a unique path in the dual tree back to the dual root. The distances from the root vary as one moves along that path; this variation encodes the shape of the body of the snake, and the total quadratic variation along this path encodes the height of the snake’s head. During the snake trajectory (as the snake itself changes) the *first* and *last* times that the horizontal coordinate of the snake’s head reaches \(a = \inf\{X_t\} + r\) correspond to the intersection point (shown in orange) on the dual-root-to-root geodesic whose distance from the root is \(r\). Intuitively, as one traces the boundary of the space-filling geodesic tree (beginning and ending at the dual root), the orange dot is the first and last point that the path visits within the closed orange disk.
4.2 Brownian maps, disks, and Lévy nets

The purpose of this subsection is to prove that the metric net of the doubly marked Brownian map has the law of a $3/2$-stable Lévy net. We will refer to the (countably many) components of the complement of this net as “bubbles” and will describe a one-to-one correspondence between these bubbles and the “holes” in the corresponding Lévy net. We will also introduce here the measure $\mu_\text{DISK}$ on random disks, which give the law of the complementary components of a metric exploration in the Brownian map. The two jump processes in Figure 3.6 correspond to different orders in which one might explore these holes. The first explores holes in a “depth-first” order — i.e., the order in which they are encountered by a path that traces the boundary of the geodesic tree; the second explores holes in a “breadth-first” order — i.e., in order of their distance from a root vertex. We will see what these two orderings look like within the context of the Brownian map, as constructed from a Brownian snake excursion.

In order to begin understanding the metric net of the Brownian map, we need a way to make sense of the boundary length measure on a metric ball within the Brownian map. Observe that for any real number $a < 0$, the snake diffusion process has the property that if the snake lies in $S_{\leq a}$ at time $t$, then its distance (in the snake space metric as defined in (4.1)) from the boundary of $S_{>a}$ is given by $Y_t - Y_s$, where $s$ is supremum of the set of times before $t$ at which the snake was in $S_{>a}$; see Figure 4.1 for an illustration. This distance clearly evolves as a Brownian motion until the next time it reaches zero. Let us define $i_a(t)$ to be the total time before $t$ that the snake process spends inside $S_{>a}$, and $o_a(t) = t - i_a(t)$ the total amount of time before $t$ that the snake process spends in $S_{\leq a}$. Then we find that when we parameterize time by $o_a(t)$, this process is a positive, reflected Brownian motion, and hence has a well-defined notion of local time $\ell_a(t)$ for any given value of $a$ (see [RY99, Chapter VI] for more on the construction of Brownian local time).

In fact, it is not hard to see that a sample from $\Pi$ may be obtained in two steps:

1. First sample the behavior of the snake restricted to $S_{>a}$, parameterized by $i_a(t)$. We claim that this determines the local time $\ell_a(t)$ as parameterized by $i_a(t)$. To see this, let $Y_t^1$ be the difference between $Y_t$ and the height of the ancestor snake head at time $t$ (as in Figure 4.1), and define $Y_t^2 = Y_t - Y^1_t$ so that $Y_t = Y_t^1 + Y_t^2$. As explained just above, we know that $Y_t^1$ evolves as a reflected Brownian motion when we parameterize by $o_a(t)$ time. Thus it follows that $Y_t^1 - \ell_a(t)$ is a continuous martingale (see, e.g., the Itô-Tanaka formula). Consequently, $Y_t^2 + \ell_a(t)$ is a martingale, and hence one can use the Doob-Meyer decomposition to recover this local time from the process $Y_t^2$ as parameterized by $i_a(t)$ time.

2. Then, conditioned on the boundary length, sample the set of excursions into $S_{\leq a}$ using a Poisson point process on the product of Lebesgue measure on $[0, \ell_a(T)]$ (an interval which is now known, even though $T$ is not itself yet determined).
and Π. Note that each excursion is translated so that it is “rooted” at some point along the vertical line through \((a,0)\), instead of at \((0,0)\).

(We note that the process \(\ell_a(t)\) described and constructed just above is a special case of the so-called exit measure associated with the Brownian snake. See, e.g., [LG99] for more on exit measures.)

From this discussion, the following is easy to derive:

**Proposition 4.2.** As \(a\) decreases, the process \(\ell_a(T)\) evolves as a \(3/2\)-stable CSBP.

**Proof.** The proof is nearly the same as the proof of Proposition 3.14. One has only to verify that the process satisfies the hypotheses Proposition 3.11. Again, the scaling factor is obvious (one may rescale time by a factor of \(C^2\), the \(Y_t\) process values by a factor of \(C^{1/2}\); and the value of the \(\ell_a(T)\) process then scales by \(C\) and its time to completion scales by \(C^{1/2}\), suggesting that the scaling hypothesis of Proposition 3.14 is satisfied with \(\alpha - 1 = 1/2\), so that \(\alpha = 3/2\). The CSBP property (3.1) is also immediate from construction. □

**Proposition 4.3.** The jumps in \(\ell_a(T)\) are in one-to-one correspondence with the bubbles of the metric net from the root to the dual root of the Brownian map. If one keeps track of the location along the boundary at which each bubble root occurs together with the total boundary length process, one obtains an object with the law of the process \(Z_s\) as in Definition 3.13 together with the attachment points of Definition 3.16 (as shown in Figure 3.6). In particular, conditioned on the process \(\ell_a(T)\), the attachment points are independent random variables with law associated with a jump occurring for a given value \(\alpha\) that of a uniform random variable in \([0,\ell_a-(T)]\).

**Proof.** If one conditions on the Brownian snake growth within the set \(S_{>a}\), one can resample the locations of the excursions into \(S_{\leq a}\). In particular (taking limits as \(a\) approaches a bubble root time, along the dyadic rationals say) we find that the location at which each bubble occurs with respect to the a.s. unique point on the boundary which is visited by the geodesic connecting the root and dual root is uniform, independently of everything else. □

We will now introduce the measure \(\mu_L^{DISK}\) on random disks, which is one of the key actors in what follows as it describes the law of the complementary components of a metric exploration in the Brownian map. The key ideas to understanding its definition and construction are illustrated in the captions of Figures 4.1–4.4.

The correspondence between the metric net and the \(3/2\)-stable Lévy net follows from Proposition 4.2 and Proposition 4.3. The problem is to condition on the metric net and consider the conditional law, given the metric net, of what happens inside each of the disks in the complement of the metric net. Each such disk can be understood as
Figure 4.4: **Left:** the snake shown in Figure 4.1 with a shifted to the smallest value for which the red line intersects the snake, and the point of this first intersection marked as $(a, b)$. For almost all times $t$, the snake will have a unique minimum point of this kind; a.s., only countably many pairs $(a, b)$ arise as minima for any snake in the trajectory. We let $B_{(a,b)}$ denote the collection of all snakes in the trajectory with leftmost point at $(a, b)$, and the head not at $(a, b)$ itself; e.g., the left snake shown belongs to $B_{(a,b)}$. The set $B_{(a,b)}$ represents a “bubble” of the corresponding doubly marked Brownian map i.e., an open component of the complement of the metric net between the root and the dual root. **Middle:** A snake on the bubble boundary $\partial B_{(a,b)}$. **Right:** The “bubble root” of $B_{(a,b)}$. (Note: not every snake whose head lies left of its body is a bubble root; there are a.s. only countably many such points in the trajectory, one per bubble.)

a set of the form $B_{(a,b)}$, as in Figure 4.4. Let $[t_1,t_2]$ be the time interval between the first and last times the snake on the right hand side of Figure 4.4 is hit. The snake process makes a number of excursions into $S_{\leq a}$ (as described in Figure 4.1) during this interval and there is a well-defined local time corresponding to the time spent on the boundary of $S_{>a}$ during this interval, which corresponds to the length of the bubble boundary. One can produce a truncated snake process by “excising” from $[t_1, t_2]$ all the time intervals in which the snake lies in $S_{\leq a}$. The truncated process corresponds to an excursion into $S_{>a}$ that begins at $(a, b)$ and reflects off the boundary of $S_{>a}$ (when the head is at position $a$) for some amount of local time. It is not hard to see that conditioned on this amount of local time, one may resample (independently of the set of excursions into $S_{\leq a}$, where the latter are interpreted as excursions modulo vertical translation) this truncated process.

We call $\mu^L_{\text{DISK}}$ the metric disk produced by this truncated process. From the definition, it is clear that its law depends only on the boundary length $L$ and possibly one additional marked point on the boundary. This marked point corresponds to when the path which traces the geodesic tree first enters the corresponding disk in the Brownian map. (This is the point which corresponds to the snake on the right side of Figure 4.4.) However, the argument in Lemma 4.13 given below implies that the law $\mu^L_{\text{DISK}}$ is given
by unweighting the law of the complement of the metric ball which contains the dual root by the square of its boundary length. Since this latter law obviously does not have a marked boundary point, neither does $\mu_{\text{DISK}}^L$.

From the above discussion, we obtain the following.

**Proposition 4.4.** The metric net of a sample from $\mu_{\text{SPH}}^2$ has the law of a $3/2$-stable Lévy net. In this correspondence, the $3/2$-stable CSBP excursion $\ell_a(T)$ described above for a sample from $\mu_{\text{SPH}}^2$ agrees with the $3/2$-stable CSBP excursion $Z_s$ of Definition 3.13 (recall also Figure 3.6), up to an affine transformation relating $a$ and $s$. Indeed, a sample $(S,d,\nu,x,y)$ from $\mu_{\text{SPH}}^2$ can be generated as follows: first sample an instance of the $3/2$-stable Lévy net to be the metric net between $x$ and $y$. Then glue in a conditionally independent disk from a probability measure $\mu_{\text{DISK}}^L$ for each hole in the Lévy net (which occurs in the canonical embedding of the Lévy net into $S^2$) where $L$ is the boundary length of that hole and the gluing is done in a length-preserving way (and one defines the metric quotient in the usual way: as the largest metric compatible with the identification, see the end of Section 2.2).

**Remark 4.5.** In the case that $\alpha = 3/2$, we now have that up to time parameterization, both the process $\ell$ defined for Brownian maps and the process $Z$ defined for the Lévy net can be understood as descriptions of the natural boundary length measure $L_t$ discussed in Section II.

### 4.3 Axioms that characterize the Brownian map

Most of this subsection will be devoted to a proof of the following Lévy net based characterization of the Brownian map. At the end of the section, we will explain how to use this result to derive Theorem 1.1.

**Theorem 4.6.** The doubly marked Brownian map measure $\mu_{\text{SPH}}^2$ is the unique (infinite) measure on $(\mathcal{M}_{\text{SPH}}^2, \mathcal{F}^2)$ which satisfies the following properties, where an instance is denoted by $(S,d,\nu,x,y)$.

1. Given $(S,d,\nu)$, the conditional law of $x$ and $y$ is that of two i.i.d. samples from $\nu$. In other words, the law of the doubly marked surface is invariant under the Markov step in which one “forgets” $x$ (or $y$) and then resamples it from the given measure.

2. The law of the metric net from $x$ to $y$ (an infinite measure) agrees with the law of an $\alpha$-Lévy net for some $\alpha \in (1,2)$. More precisely: the metric net of $(S,d,x,y)$ can be coupled with the $\alpha$-Lévy net in such a way that there is a.s. a unique homeomorphism between the two doubly marked topological spaces such that under this homeomorphism all of the distinguished left and right geodesics in the Lévy net map to actual geodesics (of the same length) in $(S,d)$.


3. Fix $r > 0$ and consider the circle that forms the boundary $\partial B^*(x, r)$ (an object that is well-defined a.s. on the finite-measure event that the distance from $x$ to $y$ is at least $r$). Then the inside and outside of $B^*(x, r)$ (each viewed as an element of $\mathcal{M}^1$) are conditionally independent, given the boundary length of $\partial B^*(x, r)$ (as defined from the Lévy net structure).

Let us emphasize a few points before we give the proof of Theorem 4.6.

- Recalling Proposition 4.4 in the case of $\mu^2_{\text{SPH}}$ one has $\alpha = 3/2$. Moreover, Proposition 4.4 implies that $\mu^2_{\text{SPH}}$ satisfies the second hypothesis of Theorem 4.6 and the discussion before Proposition 4.2 implies that $\mu^2_{\text{SPH}}$ satisfies the third assumption.

- The second assumption together with Proposition 3.31 implies that the boundary length referenced in the third assumption is a.s. well-defined and has the law of a CSBP excursion (just like the CSBP used to encode the Lévy net). In particular, this implies that for any $r > 0$, the measure of the event $d(x, y) > r$ is positive and finite.

- In the coupling between the metric net and the Lévy net described above, we have made no assumptions about whether every geodesic in the metric net, from some point $z$ to the root $x$, corresponds to one of the distinguished left or right geodesics in the Lévy net. That is, we allow a priori for the possibility that the metric net contains many additional geodesics besides these distinguished ones. Each of these additional geodesics would necessarily pass through the filled ball boundaries $\partial B^*(x, r)$ in decreasing order of $r$, but in principle they could continuously zigzag back and forth in different ways. We also do not assume a priori that the distinguished geodesics in the metric net of $(S, d, x, y)$ (i.e., the ones that correspond to the left and right distinguished Lévy net geodesics) are actually leftmost or rightmost when viewed as geodesics in $(S, d)$. We similarly make no assumption about the lengths of the shortest paths in the metric net that connect points in the metric net that are both distinct from $x$. That is, we allow a priori for the possibility that there might be a path in the metric net between two endpoints that is strictly shorter than the shortest path obtained by concatenating finitely many segments of distinguished geodesics.

- The measurability results of Section 2.4 imply that the objects referred to in the statement of Theorem 4.6 are random variables. In particular, Proposition 2.17 implies that the inside and the outside of $B^*(x, r)$ (viewed as elements of $\mathcal{M}^1$) are measurable functions of an element of $\mathcal{M}^2_{\text{SPH}}$ and Proposition 2.18 implies that the metric net (viewed as an element of $\mathcal{X}^2$) is a measurable function of an element of $\mathcal{M}^2_{\text{SPH}}$.

Now we proceed to prove Theorem 4.6. This proof requires several lemmas, beginning with the following.
Lemma 4.7. If \( \tilde{\mu}_{\text{SPH}}^2 \) satisfies the hypotheses of Theorem 4.6 and \( (S,d,\nu,x,y) \) denotes a sample from \( \tilde{\mu}_{\text{SPH}}^2 \), then it is a.s. the case that the metric net from \( x \) to \( y \) has \( \nu \) measure zero. That is, the set of \( (S,d,\nu,x,y) \) for which this is not the case has \( \tilde{\mu}_{\text{SPH}}^2 \) measure zero.

Proof. Suppose that the metric net does not have \( \nu \) measure 0 with positive \( \tilde{\mu}_{\text{SPH}}^2 \) measure. Then if we fix \( x \) and resample \( y \) from \( \nu \) to obtain \( \tilde{y} \), there is some positive probability that \( \tilde{y} \) is in the metric net from \( x \) to \( y \). Let \( L_r \) be the process that encodes the boundary length of the complementary component of \( B(x,r) \) which contains \( \tilde{y} \). Then we have that \( L_r \) does not a.s. tend to 0 as \( \tilde{y} \) is hit. This is a contradiction as, in the Lévy net definition, we do have that \( L_r \) almost surely tends to 0 as the target point is reached. \( \square \)

If \( \tilde{\mu}_{\text{SPH}}^2 \) satisfies the hypotheses of Theorem 4.6 then we let \( \tilde{\mu}_{\text{DISK}}^{1,L} \) denote the conditional law of \( S \setminus B^*(x,r) \), together with its internal metric and measure, given that the boundary length of \( \partial B^*(x,r) \) is equal to \( L \). Once we have shown that \( \tilde{\mu}_{\text{SPH}}^2 \) agrees with \( \tilde{\mu}_{\text{SPH}}^2 \), we will know that \( \tilde{\mu}_{\text{DISK}}^{1,L} \) agrees with \( \mu_{\text{DISK}}^{1,L} \), which will imply in particular that \( \tilde{\mu}_{\text{DISK}}^{1,L} \) depends on \( L \) in a scale invariant way. That is, we will know that sampling from \( \tilde{\mu}_{\text{DISK}}^{1,L} \) is equivalent to sampling from \( \tilde{\mu}_{\text{DISK}}^{1,L} \) and then rescaling distances and measures by the appropriate powers of \( L \). However, this is not something we can deduce directly from the hypotheses of Theorem 4.6 as stated. We can however deduce a weaker statement directly: namely, that at least the probability measures \( \tilde{\mu}_{\text{DISK}}^{1,L} \) in some sense depend on \( L \) and \( \tilde{\mu}_{\text{DISK}}^{1,L} \) in a continuous way. Note that given our definition in terms of a regular conditional probability, the family of measures \( \tilde{\mu}_{\text{DISK}}^{1,L} \) is a priori defined only up to redefinition on a Lebesgue measure zero set of \( L \) values, so the right statement will be that there is a certain type of a continuous modification.

Lemma 4.8. Suppose that \( \tilde{\mu}_{\text{SPH}}^2 \) satisfies the hypotheses of Theorem 4.6. Let \( \tilde{\mu}_{\text{DISK}}^{1,L} \) denote the conditional law of \( S \setminus B^*(x,r) \), together with its internal metric and measure, given that the boundary length of \( \partial B^*(x,r) \) is \( L \). For \( L_1, L_2 > 0 \), define \( \rho(\tilde{\mu}_{\text{DISK}}^{1,L_1},\tilde{\mu}_{\text{DISK}}^{1,L_2}) \) to be the smallest \( \epsilon > 0 \) such that one can couple a sample from \( \tilde{\mu}_{\text{DISK}}^{1,L_1} \) with a sample from \( \tilde{\mu}_{\text{DISK}}^{1,L_2} \) in such way that with probability at least \( 1 - \epsilon \) the two metric/measure-ended disks agree when restricted to the \( y \)-containing component of the complement of the set of all points of distance \( \epsilon \) from the disk boundary (and both such components are nonempty). Then the \( \tilde{\mu}_{\text{DISK}}^{1,L} \) (after redefinition on a zero Lebesgue measure set of \( L \) values) have the property that as \( L_1 \) tends to \( L_2 \) the \( \rho \) distance between the \( \tilde{\mu}_{\text{DISK}}^{1,L_1} \) tends to zero. In other words, the map from \( L \) to \( \tilde{\mu}_{\text{DISK}}^{1,L} \) has a modification that is continuous w.r.t. the metric described by \( \rho \).

Proof. It is clear that a sample from \( \tilde{\mu}_{\text{DISK}}^{1,L} \) comes equipped with an instance of a time-reversed CSBP starting from \( L \) and stopping when it hits zero (corresponding to a continuation of the \( L_r \) process corresponding to the Lévy net from a point at which it has value \( L \)). If \( L_1 \) and \( L_2 \) are close, then we can couple the corresponding time-reversed
CSBs that arise from \( \tilde{\mu}^{1,L_1}_{\text{DISK}} \) and \( \tilde{\mu}^{1,L_2}_{\text{DISK}} \) so that they agree with high probability after some small \( \epsilon \) amount of time. Let us define \( \rho'(L_1, L_2) \) to be the smallest \( \epsilon \) so that the two time-reversed CSBs, started at different heights \( L_1 \) and \( L_2 \), can be coupled to agree and are both non-zero after an \( \epsilon \) interval of time with probability 1 – \( \epsilon \). Now using the Markov property assumed by the hypotheses of Theorem 4.6, we find \( \rho'(\tilde{\mu}^{1,L_1}_{\text{DISK}}, \tilde{\mu}^{1,L_2}_{\text{DISK}}) \) ≤ \( \rho'(L_1, L_2) \) for almost all \( L_1 \) and \( L_2 \) pairs. Thus, if a countable dense set \( Q \) of \( L \) values is obtained by i.i.d. sampling from Lebesgue measure, then this bound a.s. holds for all \( L_1 \) and \( L_2 \) in \( Q \). Then for almost all other \( L \) values, we have that with probability one, \( \rho(\tilde{\mu}^{1,L}_{\text{DISK}}, \tilde{\mu}^{1,L}_{\text{DISK}}) \to 0 \) as \( L \) approaches \( L' \) with \( L' \) restricted to the set \( Q \). We obtain the desired modification by redefining \( \tilde{\mu}^{1,L}_{\text{DISK}} \), on the measure zero set of values for which this is not the case, to be the unique measure for which this limiting statement holds. (It is clear that the limiting statement uniquely determines the law of disk outside of an \( \epsilon \)-neighborhood of the boundary, and since this holds for any \( L \), it determines the law of the overall disk.)

**Lemma 4.9.** Suppose that \( \tilde{\mu}^{2}_{\text{SPH}} \) satisfies the hypotheses of Theorem 4.6. Let \( \tilde{\mu}^{1,L}_{\text{DISK}} \) denote the conditional law of \( S \setminus B^*(x, r) \), together with its internal metric and measure, given that the boundary length of \( \partial B^*(x, r) \) is \( L \). Then suppose \( \tau \) is any stopping time for the process \( L_r \), such that a.s. \( L_r \) has a jump at time \( \tau \). (For example \( \tau \) could be the first time at which a jump in a certain size range appears.) Then the conditional law of \( S \setminus B^*(x, \tau) \), given \( B^*(x, \tau) \) and the process \( L_r \) up to time \( \tau \), is given by \( \tilde{\mu}^{1,L}_{\text{DISK}} \) with \( L = L_\tau \).

**Proof.** This is simply an extension of the theorem hypothesis from a deterministic stopping time to a specific type of random stopping time. The extension to random stopping times is obvious if one considers stopping times that a.s. take one of finitely many values. In particular this is true for the stopping time \( \tau_\delta \) obtained by rounding \( \tau \) up to the nearest integer multiple of \( \delta \), where \( \delta > 0 \). It is then straightforward to obtain the result by taking the \( \delta \to 0 \) limit and invoking the continuity described in Lemma 4.8.

**Lemma 4.10.** Let \( \tau \) be as in Lemma 4.9. Then the union of \( \partial B^*(x, r) \) and the boundary of the ball cut off at time \( \tau \) is a.s. a topological figure 8 (of the sort shown in Figure 4.5). The boundary length measure along the figure 8 is a.s. well-defined. The total boundary length is the value of \( L_\tau \) just before the (downward) jump, while the boundary length of the component surrounding \( y \) is the value of \( L_\tau \) itself.

**Proof.** This is immediate from the definition of the Lévy net and Proposition 2.1.

If \( \tilde{\mu}^{2}_{\text{SPH}} \) satisfies the hypotheses of Theorem 4.6 and \( \tau \) is a stopping time as in Lemma 4.9, then we can now define \( \tilde{\mu}^{L}_{\text{DISK}} \) to be the conditional law of the disk cut out at time \( \tau \) given that the boundary length of that disk (i.e., the size of the jump in the \( L_r \) process...
that occurs then \( r = \tau \) is \( L \). The following lemma asserts that this conditional law indeed depends only on \( L \) and not on other information about the behavior of the surface outside of this disk.

**Lemma 4.11.** Assume that \( \tilde{\mu}_{\text{SPH}}^2 \) satisfies the hypotheses of Theorem 4.6. Then the conditional probability \( \tilde{\mu}_{\text{DISK}}^L \) described above is well-defined and indeed depends only on \( L \).

**Proof.** If one explores up until the stopping time \( \tau \), one can resample the target point \( y \) from the restriction of \( \nu \) to the union of the two disks pinched off at time \( \tau \). Since \( \nu \) is a.s. a good measure, there will be some positive probability that \( y \) ends up on each of the two sides. The theorem hypotheses imply that the conditional law of each of the two disks bounded by the figure 8, on the event that \( y \) lies in that disk, is given by \( \tilde{\mu}_{\text{DISK}}^{1,L} \), independently of any other information about the surface outside of that disk. This implies in particular that the two disks are independent of each other once it has been determined which disk contains \( y \). Now, one can resample the location of \( y \), resample the disk containing \( y \) from \( \tilde{\mu}_{\text{DISK}}^{1,L} \), resample the location of \( y \), resample the disk containing \( y \) again, etc., and it is not hard to see that this process is mixing, so that these assumptions determine the form of \( \tilde{\mu}_{\text{DISK}}^L \). The explicit relationship between \( \tilde{\mu}_{\text{DISK}}^L \) and \( \tilde{\mu}_{\text{DISK}}^{1,L} \) will be derived in the proof of Lemma 4.13 just below.

**Lemma 4.12.** Given the \( L_r \) process describing the boundary length of \( \partial B^\bullet(x,r) \), the conditional law of the disks in the complement of the net are given by conditionally independent samples from \( \tilde{\mu}_{\text{DISK}}^L_i \) where \( L_i \) are the lengths of the hole boundaries (which in turn correspond to the jumps of \( L_r \)).

**Proof.** This is a consequence of Lemma 4.11.

**Lemma 4.13.** Assume that \( \tilde{\mu}_{\text{SPH}}^2 \) satisfies the hypotheses of Theorem 4.6, and that \( \tilde{\mu}_{\text{DISK}}^L \) and \( \tilde{\mu}_{\text{DISK}}^{1,L} \) are defined as above. Let \( A \) be the total area measure of a sample from \( \tilde{\mu}_{\text{DISK}}^L \). Then the \( \tilde{\mu}_{\text{DISK}}^L \) expectation of \( A \) is given by a constant times \( L^{2\alpha-1} \). Moreover, the Radon-Nikodym derivative of \( \tilde{\mu}_{\text{DISK}}^{1,L} \) w.r.t. \( \tilde{\mu}_{\text{DISK}}^L \) (where one ignores the marked point, so that the two objects are defined on the same space) is given by this same expectation, is hence also given by a constant times \( L^{2\alpha-1} \).

**Proof.** Suppose that we evolve \( L_r \) from a positive initial value of \( L \) up to a stopping time at which a jump occurs — for example, the first time at which a jump occurs that would decrease the total boundary length by at least an \( \epsilon \) fraction of its total (where \( 0 < \epsilon < 1/2 \)). At such a jump time, the boundary length \( c \) is divided into two components, of lengths \( a \) and \( b \) with \( a + b = c \). (That is, \( c \) is the value of \( L_r \) just before the downward jump; one of the two \( \{a,b\} \) values is the value of \( L_r \) just after the jump and the other is determined by \( a + b = c \).)

At this point in the proof, let us relabel slightly and set \( L \in \{a,b\} \) to be the boundary length of the component surrounding \( y \). By Lemma 4.9, the conditional law of the
disk in this component is given by $\widetilde{\mu}^{1,L}_{\text{DISK}}$. Following Lemma 4.11, we let $\widetilde{\mu}^{L}_{\text{DISK}}$ denote the probability measure that describes the conditional law of the metric disk inside the loop that does not surround $y$, when $L \in \{a,b\}$ is taken to be the length of that loop. (Again, we have not yet proved this is equivalent to the $\widetilde{\mu}^{L}_{\text{DISK}}$ defined from the Brownian map.)

If we condition on the lengths of these two pieces — i.e., on the pair $(a,b)$ — then what is the conditional probability that $y$ belongs to the $a$ loop versus the $b$ loop? We will address that question in two different ways. First of all, if $p$ is that probability, then we can write the overall measure for the pair of surfaces as the following weighted average of probability measures

$$p\widetilde{\mu}^{1,a}_{\text{DISK}} \otimes \widetilde{\mu}^{b}_{\text{DISK}} + (1 - p)\widetilde{\mu}^{a}_{\text{DISK}} \otimes \widetilde{\mu}^{1,b}_{\text{DISK}}.$$

Now, observe that if we condition on the pair of areas $A_1, A_2$, then the resampling property for $y$ implies that the conditional probability that $y$ is in the first area is $A_1/(A_1 + A_2)$. This implies the following Radon-Nikodym derivative formula for two (non-probability) measures

$$\frac{d[p\widetilde{\mu}^{1,a}_{\text{DISK}} \otimes \widetilde{\mu}^{b}_{\text{DISK}}]}{d[(1 - p)\widetilde{\mu}^{a}_{\text{DISK}} \otimes \widetilde{\mu}^{1,b}_{\text{DISK}}]} = \frac{A_1}{A_2}.$$  

(4.6)

From this, we may deduce (by holding one of the two disks fixed and letting the other vary) that the Radon-Nikodym derivative of $\widetilde{\mu}^{1,L}_{\text{DISK}}$ w.r.t. $\widetilde{\mu}^{L}_{\text{DISK}}$ (ignoring the marked point location) is given by a constant times the area $A$ of the disk; since both objects are probability measures, this Radon-Nikodym derivative must be the ratio $A/E_{\widetilde{\mu}^{L}_{\text{DISK}}}[A]$. Plugging this back into (4.6), we find that

$$\frac{p}{1 - p} = \frac{E_{\widetilde{\mu}^{a}_{\text{DISK}}}[A]}{E_{\widetilde{\mu}^{b}_{\text{DISK}}}[A]}.$$  

(4.7)

In other words, the probability that $y$ lies in the disk bounded by the loop of length $L \in \{a,b\}$ (instead of the other disk) is given by a constant times the $\widetilde{\mu}^{L}_{\text{DISK}}$-expected area of a disk bounded by that loop.

Next, we note that there is a second way to determine $p$. Namely, we may directly compute the relative likelihood of a jump by $a$ versus a jump by $b$ in the time-reversal of an $\alpha$-stable Lévy excursion, given that one has a jump of either $a$ or $b$. By Lemma 3.23, the ratio of these two probabilities is $a^{2\alpha - 1}/b^{2\alpha - 1}$. Plugging this into (4.7) gives

$$\frac{a^{2\alpha - 1}}{b^{2\alpha - 1}} = \frac{E_{\widetilde{\mu}^{a}_{\text{DISK}}}[A]}{E_{\widetilde{\mu}^{b}_{\text{DISK}}}[A]}.$$

Since this is true for generic values of $a$ and $b$, we conclude that $E_{\widetilde{\mu}^{L}_{\text{DISK}}}[A]$ is given by a constant times $L^{2\alpha - 1}$. $\square$
Figure 4.5: The intersection of the metric net from the boundary to y with the metric net from the boundary to z. Intuitively, these are the points one finds as one continually “explores” points (in order of distance from the boundary) within the unexplored component containing both y and z, stopping at the first time that y and z are separated. At the time when y and z are separated, the boundaries of the component containing y and the component containing z are disjoint topological circles, each of which comes with a length; we denote the two lengths by a and b.

As discussed above, at a time when a point z is disconnected from the target point y, the boundary has the form of a figure 8 with two loops of distinct lengths a and b, as shown in Figure 4.5. At this time the process $L_r$ jumps from some value $c = a + b$ down to $a$ (if the marked point y is in the component of boundary length a) or $b$ (if y is in the component of boundary length b). We define a big jump in the process $L_r$ associated to $\mu^1_{\text{DISK}}$ to be a jump whose lower endpoint is less than half of its upper endpoint. A big jump corresponds to a time when the marked point lies in the disk bounded by the shorter of the two figure 8 loops.

In what follows, it will sometimes be useful to consider an alternative form of exploration in which the endpoint y is not fixed in advance. We already know that if let $y_1, y_2, \ldots$ be independent samples from $\nu$, then the metric nets targeted at those points should be in some sense coupled Lévy nets, which agree up until the first time at which those points are separated. Indeed, there will be countably many times at which one of those points is first disconnected from the other, as illustrated in Figure 4.5. This union of all such explorations can be understood as sort of a branching exploration process, where each time the boundary is “pinched” into two (forming a figure 8, as in Figure 4.5) the exploration continues on each of the two sides.

In what follows, it will be useful to consider an alternative form of exploration in which, at each such pinch point, the exploration always continues in the longer of these two loops, rather than continuing in the loop that contains some other predetermined point y. That is, we choose the exploration so that the corresponding boundary length process $L_r$ has no “big jumps” as we defined them above. It is clear that each $y_i$ will almost surely fail to lie in the bigger loop of a figure 8 at some point, and hence a.s. all of the points $y_i$ will lie in disks that are cut off by this exploration process in finite time.

Let $A_r$ denote the unexplored disk that remains after $r$ units of exploration of this process. Then $\overline{A_r}$ is a closed set, which is the closure of the set of points $y_i$ with the property that Lévy nets explorations targeted at those points have no big jumps before
time \( t \). The intersection of \( \overline{A}_r \), over all \( r \), is thus a closed set that we will call the center of the disk. We do not need to know this \textit{a priori} but we expect that the center contains only a single point. Note that the center can be defined if the surface is sampled from either \( \tilde{\mu}^L \) or \( \tilde{\mu}^{1,L} \) (and in the latter case its definition does not depend on the marked point \( y \)). We refer to the modified version of the Lévy net as the center net corresponding to the surface. We are now going to prove an analog of Lemma 4.12 for the center net.

**Lemma 4.14.** Given the \( M_r \) process describing the center net corresponding to a sample from \( \tilde{\mu}^L \) the conditional law of the disks in the complement of the net are given by conditionally independent samples from \( \tilde{\mu}^{M_i} \) where \( M_i \) are the lengths of the hole boundaries.

**Proof.** We can condition on the positive probability event that the center net exploration agrees with the exploration with a marked point up to fixed time. Note that this is a positive probability event and, on this event, Lemma 4.12 implies that the conditional law of the disks cut off given \( M \) up to this time is given by i.i.d. samples from \( \tilde{\mu}^{M_i} \) where \( M_i \) are the lengths of the hole boundaries. The result follows because the disks cut off up to this fixed time are conditionally independent of the unexplored region given their boundary lengths. \( \square \)

We now would like to discuss the relationship between the laws of the following processes:

1. The process \( L_r \) obtained by exploring the metric net from a sample from \( \tilde{\mu}^{1,L} \), starting with \( L_0 \) equal to some fixed value \( L \).

2. The process \( M_r \) obtained by exploring a sample from \( \tilde{\mu}^L \) toward the center (again starting with \( M_0 = L \)).

3. The process \( M^1_r \) obtained by exploring a sample from \( \tilde{\mu}^{1,L} \) toward the center (again starting with \( M^1_0 = L \)).

We already know that the Radon-Nikodym derivative of \( \tilde{\mu}^{1,L} \) w.r.t. \( \tilde{\mu}^L \) is given by a constant times the area of the disk. This immediately implies the following:

**Lemma 4.15.** The Radon-Nikodym derivative of the process \( M^1_r \) w.r.t. the process \( M_r \) is given by the expected disk area given the process, which (by Lemma 4.13 and Lemma 4.14) is given by a constant times \( \sum K^{2\alpha-1} \) where \( K \) ranges over the jump magnitudes corresponding to the countably many jumps in the process. Moreover, if \( L_r \) and \( M^1_r \) are coupled in the obvious way (i.e., generated from the same instance of \( \tilde{\mu}^{1,L} \)) then they agree up until a stopping time: namely, the first time that \( L_r \) experiences a big jump.
As a side remark, let us note that the stopping time $\tau$ of the process $M^1_r$, as defined in Lemma 4.15, can be constructed in fairly simple way that roughly corresponds to, each time a new figure 8 is created, tossing an appropriately weighted coin to decide whether $y$ is in the smaller or the larger loop, and then stopping when it first lies in the smaller loop. To formulate this slightly more precisely, suppose that for each $r \geq 0$ we let $\chi_r$ be the product of
\[
\frac{a^{2\alpha-1}}{a^{2\alpha-1} + b^{2\alpha-1}}
\]
over all jumps of $M^1_{[0,r]}$ where $a$ is the size of the jump and $b$ is equal to the value of $M^1$ immediately after the jump. Suppose that we choose $p$ uniformly in $[0,1]$. Then we can write $\tau = \inf\{r \geq 0 : \chi_r < p\}$.

We next claim the following:

**Lemma 4.16.** If one explores the center net of an instance of $\tilde{\mu}^{L}_{DISK}$ up to some stopping time $\tau$, then the conditional law of the central unexplored disk (i.e., the one in which exploration will continue) is given by an instance of $\tilde{\mu}^{L^\prime}_{DISK}$ where $L^\prime = M_r$ is the boundary length at that time. In particular, this implies that the process $M_r$ is Markovian.

**Proof.** This follows by combining Lemma 4.9, Lemma 4.13 and Lemma 4.15. \hfill \Box

By Lemma 3.23 the jump density for $\tilde{\mu}^{1,L}_{DISK}$ (for a jump of size $a$ that leaves a loop of size $b = c - a$ in which $y$ is contained) is given by a constant times $a^{-\alpha-1}b^{\alpha-2}$.

**Lemma 4.17.** The process $M_r$ agrees in law with the process $L_r$ except that the jump law is different. Instead of having the form
\[
1_{a \in [0,c]} a^{-\alpha-1}(b/c)^{\alpha-2} da,
\]
it has the form
\[
1_{a \in [0,c/2]} a^{-\alpha-1}(b/c)^{-\alpha-1} da,
\]
where in both cases $b$ is simply defined via $b = c - a$, $c$ is defined to the height of the process just before the jump, and $da$ denotes Lebesgue measure.

**Proof.** Now note that $\tilde{\mu}^{L}_{DISK}$ (explored toward the center) and $\tilde{\mu}^{1,L}_{DISK}$ (explored toward the marked point) are both Markov processes, whose laws should evolve in an absolutely continuous way (at least up until the first time that $y$ fails to lie in the larger of the two components). The relative density of the jump measure in the two models can be computed explicitly. Suppose that we explore an instance of $\tilde{\mu}^{1,L}_{DISK}$ up until the first time that there is a jump of size at most an $\epsilon$ fraction of the total boundary length, i.e., we are observing the process $M^1_r$ up until a time $\tau'$ at which such a jump in $M^1_r$ occurs. On the event that $\tau' \leq \tau$, the conditional law of the jump size in $M^1_r$ at the time $\tau'$ is the same as it would be for $M_r$ (having observed the same process thus far) except that
it would be weighted by the expected area in the corresponding figure 8, namely by a constant times

\[(a/c)^{2\alpha-1} + (b/c)^{2\alpha-1}.\]  

(4.10)

But we know by Lemma 3.23 that the jump law for \(L_r\) is given by a constant times \(a^{-\alpha-1}(b/c)^{\alpha-2}\). Since a jump of size \(a\) in \(M_r^1\) can correspond to two kinds of jumps in \(L_r\) (one of size \(a\) and one of size \(b = c - a\)) we find that the jump law for \(M_r^1\) is given by a constant times

\[
(a^{-\alpha-1}(b/c)^{\alpha-2} + (a/c)^{\alpha-2}b^{-\alpha-1})1_{a \in [0,c/2]}
\]

\[
= ((a/c)^{2\alpha-1} + (b/c)^{2\alpha-1})a^{-\alpha-1}(b/c)^{-\alpha-1}1_{a \in [0,c/2]},
\]

which is indeed the product of (4.9) and (4.10), which implies that the jump law described by (4.9) must have been the correct one.

We remark that from the point of view of the discrete models, the jump law for \(M_r\) described in Lemma 4.17 is precisely what one would expect if the overall partition function for a boundary-length \(a\) disk were given by a constant times \(a^{-\alpha-1}\). Indeed, in this case \(a^{-\alpha-1}b^{\alpha-1}\) would be the weighted sum of all ways to triangulate the loops of a figure 8 with loop lengths \(a\) and \(b\), which matches the law described in the lemma statement. It is therefore not too surprising that the jump law for \(\tilde{\mu}_{DISK}\) exploration toward the center has to have this form. Furthermore, we may conclude that the \(M_r\) process can be a.s. recovered from the ordered collection of jumps (since this is true for Lévy process, hence true for CSBPs, hence true for time-reversals of these processes, hence true for this modified time-reversal that corresponds to \(\tilde{\mu}_{DISK}\)) and the reconstruction procedure is the same as the one that corresponds to the \(L_r\) process.

As explained in Figure 4.6, now that we have constructed the law of the exploration of a sample from \(\tilde{\mu}_{DISK}\) toward the center, we may iterate this construction within each of the unexplored regions and repeat, so that in the limit, we have determined the joint law of the metric net toward all points in some countable dense subset of the metric disk.

**Proof of Theorem 4.6.** By Lemma 4.7 there is a.s. no area in the metric net itself. This implies that if we explore the center net of a sample from \(\tilde{\mu}_{DISK}\) up until a given time, then the center net also a.s. contains zero area. Let \(M_r\) be the boundary length process associated with a sample from \(\tilde{\mu}_{DISK}\). By Lemma 4.13, Lemma 4.14, and Lemma 4.16 if we perform an exploration towards the center of a sample produced from \(\tilde{\mu}_{DISK}\) up until a given time \(s\) then the conditional expectation of the total area is given by

\[
A_s := M_s^{2\alpha-1} + \sum |a_i|^{2\alpha-1}
\]

(4.11)

where the \(a_i\) are an enumeration of the jumps in the process \(M_r\) up to time \(s\). Thus, (4.11) must evolve as a martingale in \(s\). Proposition 4.22 (stated and proved in Section 4.6)
below) implies that (4.11) evolves as a martingale if and only if $\alpha = 3/2$. Thus, the fact that $\alpha = 3/2$ is a consequence of the properties listed in the theorem statement. For the remainder of the proof, we may therefore assume that $\alpha = 3/2$.

Let $A$ be the overall area measure of a surface sampled from $\tilde{\mu}_L$. Let $A_k$ denote the conditional expectation of $A$ given the $\sigma$-algebra $G_k$ generated by $k$ exploration iterations, where each iteration corresponds to adding an exploration toward the center of each unexplored component, as described above. Note that since the hypotheses of Theorem 4.6 apply to $\mu_{SPH}$ with $\alpha = 3/2$, all of the lemmas above apply if we use $\mu_L$ and $\mu_{DISK}$ in place of $\tilde{\mu}_L$ and $\tilde{\mu}_{DISK}$, respectively. We know that the joint law of the processes encoding the iterations $A_k$, and the law of the conditional expectation of the area in the unexplored regions, is the same in each case. This implies that $\mu_{SPH}$ and $\tilde{\mu}_{SPH}$ can be coupled in such a way that their branching boundary length explorations agree, and that their conditional expected amounts of area in the not-yet-explored regions agree, and their metric net structures are compatible.

But does this imply that the overall areas agree in this coupling? To prove this, it would suffice to show that $A_k \to A$ almost surely. By the martingale convergence theorem, to prove that $A_k \to A$ a.s. it suffices to show that $A$ is a measurable function of the $\sigma$-algebra $G$ generated by the information encoded by all of the countably many exploration iterations. To prove this we will in fact prove a stronger claim: that $G$ encodes all of the information about random metric measure space.

Let us first consider this claim in the case of $\mu_{SPH}$. That is, we will show that the entire doubly marked Brownian map instance is $G$-measurable. Note that if a point $z$ is chosen uniformly from the measure on the surface, then it is almost surely the case that, as one explores towards $z$, there are only countably many “large jumps” (where the target point lies in the component of the smaller boundary). Thus, as $k \to \infty$, the exploration a.s. gets arbitrarily close to $z$. In particular, as $k \to \infty$ one obtains the entire Lévy net targeted toward $z$. Indeed, this holds for a countable collection of points $z_i$ chosen i.i.d. from the measure on the surface, and one then recovers the structure of the tree that describes the union of the geodesics from all of the $z_i$ to the root. Since the $z_i$ are a.s. a dense set (as the area measure on the Brownian map is a good measure), one obtains from this procedure the entire geodesic tree structure. This, in turn, determines (up to time change) the horizontal component of the snake process that encodes the Brownian map. One then also obtains the vertical component (by observing the quadratic variation along the dual paths of the geodesic) and the time parameter (by observing the quadratic variation of the vertical component).

We now turn to establish the claim in the case of $\tilde{\mu}_{SPH}$. We know that an instance of $\tilde{\mu}_{SPH}$ determines a sample from $\mu_{SPH}$ in a unique way, and that the expectation of the area measure $\nu$ corresponding to $\tilde{\mu}_{SPH}$ given $G$ is equivalent to the area measure $\nu$ corresponding to the sample from $\mu_{SPH}$. It could still be the case that the $\nu$ corresponding to a sample from $\tilde{\mu}_{SPH}$ differed from its expected value given $G$ and, in particular, this corresponding Brownian map structure. For example, this would be the case if the $\nu$
corresponding to $\tilde{\mu}^2_{\text{SPH}}$ was chosen as some sort of Poisson point process of atoms, whose expectation was the Brownian map measure; however, since by assumption there are no atoms (as $\nu$ is required to be a good measure), this type of pathology cannot arise.

To make this precise, we fix $\epsilon > 0$ and we let $G_{k,\epsilon}$ be the event that the total amount of area in each of the individual complementary components after performing $k$ iterations of the exploration is at most $\epsilon$. Under $\tilde{\mu}^2_{\text{SPH}}$, we know that $\nu$ is a good measure hence does not have atoms. Recall from the discussion just after the statement of the theorem that, for each fixed $r > 0$, the event $d(x, y) > r$ has positive and finite $\tilde{\mu}^2_{\text{SPH}}$ mass. Therefore it follows that the $\tilde{\mu}^2_{\text{SPH}}$ mass of $G_{k,\epsilon}^c \cap \{d(x, y) > r\}$ tends to 0 as $k \to \infty$ (with $\epsilon$ fixed). For each $j$, let $X_j$ denote the area of the $j$th component (according to some ordering) after performing $k$ iterations of the exploration. Then we have that the total variation distance between the law of $\sum_j X_j 1_{X_j \leq \epsilon}$ and the law of $\sum_j X_j$ under $\tilde{\mu}^2_{\text{SPH}}$ conditioned on $d(x, y) > r$ tends to 0 as $k \to \infty$ (with $\epsilon$ fixed). As the conditional variance of the former given $G_k$ obviously tends to 0 as $k \to \infty$ and then $\epsilon \to 0$, it thus follows that the latter concentrates around a $G$-measurable value as $k \to \infty$. This proves the claim.

Finally, now that we have coupled an instance of $\tilde{\mu}^2_{\text{SPH}}$ with an instance of $\mu^2_{\text{SPH}}$ in such a way that the measures and iterated center net explorations agree, we would like to argue that the distance functions also agree. We already know that the distances between points $y_i$ in a countable dense set (sampled i.i.d. from $\nu$) and the root can be made to agree on the two sides. And we know, by definition of distance on the $\mu^2_{\text{SPH}}$ Brownian map side, the distance between any two such points is the infimum over the lengths of continuous paths between those points made by concatenating finitely many distinguished geodesics to the root (recall (4.3)–(4.5)). This is clearly an upper bound on the associated length on the $\tilde{\mu}^2_{\text{SPH}}$ side.

However, it is easy to see on the Brownian map side, that if one conditions on the total area of the surface, then the expected distance between $x$ and $y$ is finite. (This follows from the fact that the $\mu^1_{\text{SPH}}$ expectation of the diameter is finite.) If we condition on the total area of the surface, then the expected distance from $x$ to $y$ must the same as the expected distance from $y_1$ to $y_2$ when $y_1$ and $y_2$ are chosen uniformly from the overall measure. Thus, the one-sided bound described above implies almost sure equality.

We are now ready to prove Theorem 1.1. The main ideas of the proof already appeared in the proof of Theorem 4.6.

**Proof of Theorem 1.1.** The beginning of the proof of this result appears in Section 2.3 with the statement of Proposition 2.8. In particular, the combination of Proposition 2.8 and Lemma 3.12 implies that for each fixed value of $r$ the law of the merging times of the leftmost geodesics of $(S, d, x, y) \setminus \partial B^\bullet(x, s)$ for $s = d(x, y) - r$ to $x$ have the same law in a Lévy a net (when the starting points for the geodesics have the same spacing in both). Thus in view of the proof of Proposition 3.31 we have that $L_r$ is almost surely
Figure 4.6: A slice (or doubly marked sphere) comes endowed with a Lévy net (as explained in Figure 3.7) and once the Lévy net is given, the disks are conditionally independent unmarked Brownian disks with given boundary lengths. As shown below, even an unmarked disk of given boundary length $L$ has a special interior point called the center. Once one conditions on the exploration net toward that point, the holes are again conditionally independent unmarked Brownian disks with given boundary lengths.

Determined by the metric space structure of $(S, d, x, y)$. This combined with the second assumption in the statement of Theorem 1.1 implies that $L_r$ is a non-negative Markov process which satisfies the conditions of Proposition 3.11. That is, $L_r$ evolves as a CSBP excursion as $r$ increases, stopped when it hits zero.

This discussion almost implies that the hypotheses of Theorem 4.6 are satisfied for some $\alpha \in (1, 2)$. It implies that the intersection of a metric net with $B^\bullet(x,s)$ looks like a portion of a Lévy net. However, it does not rule out the possibility that the boundary length process $L_r$ might not tend to zero as $r$ approaches $d(x,y)$. As explained in the proof of Lemma 4.7, this can be ruled out by showing that the metric net from $x$ to $y$ almost surely has $\nu$ measure zero.

If the metric net failed to have measure zero, then the expression (4.13) from Proposition 4.22 would have to fail to be a martingale, which would imply by Proposition 4.22 that we must have $\alpha \neq 3/2$.

However, the expression (4.13) would have to be a supermartingale, and it would have to become a martingale if an appropriate non-increasing function were added (corresponding to the accumulated amount of mass in the portion of the metric net observed thus far). The Doob-Meyer decomposition implies that the form this function would have to have is uniquely determined. Moreover, it can be determined explicitly
from the expression for the drift term associated to (4.13), which is derived in the proof of Proposition 4.22. Indeed, one finds that the accumulated metric net mass would have to be the integral of a power of $L_r$, as $t$ varies from 0 to $d(x, y)$. However, it is not hard to see that if this power is anything other than 1, there must be a violation of the independence of slices assumption (since the amount being added would not a linear function of the slices taken individually). On the other hand, if the power is 1, then the overall scaling exponent would be wrong, since the duration of time scales like $L^{\alpha-1}$ and the integral would have to scale like $L^{\alpha-1}L = L^\alpha$, and not as $L^{2\alpha-1}$.

4.4 Tail bounds for distance to disk boundary

It will be important in [MS16a] to establish tail bounds for the amount of time that it takes a QLE$(8/3, 0)$ exploration starting from the boundary of a quantum disk to absorb all of the points inside of the quantum disk. This result will serve as input in the argument in [MS16a] to show that the metric space defined by QLE$(8/3, 0)$ satisfies the axioms of Theorem 4.6 (and therefore we cannot immediately apply Theorem 4.6 in the setting we have in mind in [MS16a] to transfer the corresponding Brownian map estimates to $\sqrt{8/3}$-LQG). However, in the results of [MS15a] we already see some of the Brownian map structure derived here appear on the $\sqrt{8/3}$-LQG sphere. Namely, the evolution of the boundary length of the filled metric ball takes the same form, the two marked points are uniform from the quantum measure, and we have the conditional independence of the surface in the bubbles cut out by the metric exploration given their quantum boundary lengths. The following proposition will therefore imply that the results of [MS15a] combined with the present work are enough to get that the joint law of the amount of time that it takes for a QLE$(8/3, 0)$ starting from the boundary of a quantum disk to absorb all of the points in the disk and the quantum area of the disk is the same in the case of both the Brownian map and $\sqrt{8/3}$-LQG.

**Proposition 4.18.** Suppose that we have a probability measure on singly-marked disk-homeomorphic metric measure spaces $(S, d, \nu, x)$ where $\nu$ is an almost surely finite, good measure on $S$ such that the following hold.

1. The conditional law of $x$ given $(S, d, \nu)$ is given by $\nu$ (normalized to be a probability measure).

2. For each $r$ which is smaller than the distance $d(x, \partial S)$ of $x$ to $\partial S$, there is a random variable $L_r$, which we interpret as a boundary length of the $x$-containing component of the complement of the set of points with distance at most $r$ from $\partial S$. As $r$ varies, this boundary length evolves as the time-reversal of a $3/2$-stable CSBP stopped upon hitting 0. The time at which the boundary length hits 0 is equal to $d(x, \partial S)$.

3. The law of the metric measure space inside of such a component given its boundary length is conditionally independent of the outside.
4. There exists a constant $c_0 > 0$ such that the expected $\nu$ mass in such a component given that its boundary length is $l$ is $c_0 l^2$.

Let $d^* = \sup_{z \in S} \text{dist}(z, \partial S)$. Then the joint law of $d^*$ and $\nu(S)$ is the same as the corresponding joint law of these quantities under $\mu_{L_{\text{DISK}}}^1$ where $L$ is equal to the boundary length of $\partial S$ under $(S, d, \nu, x)$. In particular, for each $0 < a, L_0 < \infty$ there exists a constant $c < \infty$ such that for all $L \in (0, L_0)$ and $r > 0$ we have

$$P \left[ d^* \geq r \mid \nu(S) \leq a \right] \leq c \exp(-\frac{3}{2}(1 + o(1))r^{4/3}) \quad (4.12)$$

where the $o(1)$ term tends to 0 as $r \to \infty$. Moreover, the tail bound (4.12) also holds if use the law with Radon-Nikodym derivative given by $(\nu(S))^{-1}$ with respect to the law of $(d^*, \nu(S))$.

We note that the law in the final assertion of Proposition 4.18 corresponds to $\mu_{L_{\text{DISK}}}^L$. We will need to collect two lemmas before we give the proof of Proposition 4.18.

**Lemma 4.19.** For each $0 < a < b < \infty$ there exists a constant $c > 0$ such that the following is true. For an instance $(S, d, \nu, x, y)$ sampled from $\mu_{\text{SPH}}^2$, we let $d^*$ be the diameter of $S$. Conditionally on $\nu(S) \in [a, b]$, the probability that $d^*$ is larger than $r$ is at most $c \exp(-\frac{3}{2}(1 + o(1))r^{4/3})$ where the $o(1)$ term tends to 0 as $r \to \infty$.

*Proof.* It follows from [Ser97, Proposition 14] that the probability that the unit area Brownian map has diameter larger than $r$ is at most a constant times $\exp(-\frac{3}{2}(1 + o(1))r^{4/3})$ where the $o(1)$ term tends to 0 as $r \to \infty$. The assertion of the lemma easily follows.

**Lemma 4.20.** Fix $0 < a, L_0 < \infty$. There exists a constant $c > 0$ depending only on $a, L_0$ such that for all $L \in (0, L_0)$ the following is true. Suppose that we have an instance $(S, d, \nu)$ sampled from $\mu_{L_{\text{DISK}}}^L$ conditioned on $\nu(S) \leq a$. Let $d^*$ be the supremum over all $z \in S$ of the distance of $z$ to $\partial S$. There exists a constant $c > 0$ depending only on $a, L$ such that the probability that $d^*$ is larger than $r$ is at most $c \exp(-\frac{3}{2}(1 + o(1))r^{4/3})$ where the $o(1)$ term tends to 0 as $r \to \infty$. The same holds with $\mu_{L_{\text{DISK}}}^L$ in place of $\mu_{L_{\text{DISK}}}^L$.

*Proof.* Suppose that we have a sample $(S, d, \nu, x, y)$ from $\mu_{\text{SPH}}^2$ conditioned on the positive and finite probability event that:

1. There exists an $r$ and a component $U$ of $S \setminus B(x, r)$ with $y \notin U$ such that the boundary length of $U$ is equal to $L$.
2. $\nu(U) \leq a$ and $\nu(S \setminus U) \leq 1$. 


Then we know that the law of $U$ (viewed as a metric measure space) is given by $\mu^L_{\text{DISK}}$ conditioned on having area at most $a$. The amount of time that it takes the metric exploration starting from $\partial U$ to absorb every point in $U$ is bounded from above by the diameter of $(S,d)$. Thus the first assertion of the lemma follows from Lemma 4.19.

The second assertion follows from the first because the Radon-Nikodym derivative between $\mu^L_{\text{DISK}}$ and $\mu_L^{\text{DISK}}$ is at most $a$ on the event that $\nu(S) \leq a$.

Proof of Proposition 4.18. This follows from a simplified version of the argument used to prove Theorem 4.6. The second assertion of the proposition follows by combining the first with Lemma 4.20.

4.5 Adding a third marked point along the geodesic

Figure 4.7: To sample from the measure $\mu^{2+1}_{\text{SPH}}$ on triply marked spheres, one first samples from the measure $\mu^2_{\text{SPH}}$ weighted by the distance $D = d(x,y)$; given a sample from that measure, one then chooses $r$ uniformly in $[0,D]$ and marks the point $r$ units along the (a.s. unique) geodesic. The second figure is a continuum version of Figure 1.2. Given $L_1$ and $L_2$, one may decompose the metric balls as in Figure 1.3 (the first $L_1$ units of time describing the first ball, the second $L_2$ units the second ball). The right figure is an independent unmarked Brownian disk, which represents the surface that lies outside of the two metric balls in the second figure. Given the disk, first blue dot is uniform on the boundary; the second is $L_1$ units clockwise from first. The measure that $\mu^{2+1}_{\text{SPH}}$ induces on the pair $(L_1,L_2)$ is (up to multiplicative constant) the measure $(L_1 + L_2)^{-5/2}dL_1dL_2$. This follows from the overall scaling exponent of $L$ and the fact that given $L = L_1 + L_2$ the conditional law of $L_1$ is uniform on $[0,L]$.

In this section, we present Figure 4.7 and use it to informally explain a construction that will be useful in the subsequent works [MS15a, MS16a] by the authors to establish the connection between the $\sqrt{8/3}$-Liouville quantum gravity sphere and the Brownian
map. This subsection is an “optional” component of the current paper and does not contain any detailed proofs; however, the reader who intends to read [MS15a, MS16a] will find it helpful to have this picture in mind, and it is easier to introduce this picture here.

Roughly speaking, we want to describe the continuum version of the Boltzmann measure on figures such as the one in Figure 1.2, where one has a doubly marked sphere together with two filled metric balls (centered at the two marked points) that touch each other on the boundary but do not otherwise overlap. Clearly, the Radon-Nikodym derivative of such a measure w.r.t. \( \mu_{\text{TRI}}^2 \) should be \( D + 1 \) where \( D \) is the distance between the two points, since the radius of the first ball can be anything in the interval \([0, D]\). In the discrete version of this story, it is possible for the two metric balls in Figure 1.2 to intersect in more than one point (this can happen if the geodesic between the two marked points is not unique) but in the continuum analog discussed below one would not expect this to be the case (since the geodesic between the marked points is a.s. unique).

To describe the continuum version of the story, we need to define a measure \( \mu_{\text{SPH}}^{2+1} \) on continuum configurations like the one shown in Figure 4.7. To sample from \( \mu_{\text{SPH}}^{2+1} \), one first chooses a doubly marked sphere from the measure whose Radon-Nikodym derivative w.r.t. \( \mu_{\text{SPH}}^2 \) is given by \( D \). Then, having done so, one chooses a radius \( D_1 \) for the first metric ball uniformly in \([0, D]\), and then sets the second ball radius to be \( D_2 := D - D_1 \). Now \( \mu_{\text{SPH}}^{2+1} \) is a measure on Brownian map surfaces decorated by two marked points and touching two filled metric balls centered at those points. Let \( L_1 \) and \( L_2 \) denote the boundary lengths of the two balls and write \( L = L_1 + L_2 \).

1. Based on Figure 1.2 and Figure 4.7, we would expect that one can first choose the set of slices indexed by time \( L \), and then randomly choose \( L_1 \) uniformly from \([0, L]\). Thus, we expect that given \( L \) and \( A \), the value \( L_1 \) is uniform on \([0, L]\).

2. It is possible to verify the following scaling properties (which hold up to a constant multiplicative factor):

\[
\begin{align*}
\mu_{\text{SPH}}^2[A > a] &\approx a^{-1/2} & \text{and} & \quad \mu_{\text{SPH}}^{2+1}[A > a] &\approx a^{-1/4}, \\
\mu_{\text{SPH}}^2[L > a] &\approx a^{-1} & \text{and} & \quad \mu_{\text{SPH}}^{2+1}[L > a] &\approx a^{-1/2}, \\
\mu_{\text{SPH}}^2[D > a] &\approx a^{-2} & \text{and} & \quad \mu_{\text{SPH}}^{2+1}[D > a] &\approx a^{-1}.
\end{align*}
\]

The two properties above suggest that \( \mu_{\text{SPH}}^{2+1} \) induces a measure on \((L_1, L_2)\) given (up to constant multiplicative factor) by \((L_1 + L_2)^{-5/2}dL_1dL_2\). The measure on \( L \) itself is then \( L^{-3/2}dL \).

If we condition on the metric ball in Figure 4.7 of boundary length \( L_1 \), we expect that conditional law of the complement to be that of a marked disk of boundary length \( L_1 \), i.e., to be a sample from \( \mu_{\text{DISK}}^{1, L} \) with \( L_1 \) playing the role of the boundary length. This
suggests the following symmetry (which we informally state but will not actually prove here).

**Proposition 4.21.** Given $L_1$, the following are equivalent:

1. Sample a marked disk of boundary length $L_1$ from the probability measure $\mu_{1\text{DISK}}^{L}$ (with $L_1$ as the boundary length). One can put a “boundary-touching circle” on this disk by drawing the outer boundary of the metric ball whose center is the marked point and whose radius is the metric distance from the marked point to the disk boundary.

2. Sample $L_2$ from the measure $(L_1 + L_2)^{-5/2}dL_2$ (normalized to be a probability measure) and then create a large disk by identifying a length $L_2$ arc of the boundary of a sample from $\mu_{\text{DISK}}^{L}$, with the entire boundary of a disk sampled from $\mu_{\text{MET}}^{L_2}$. The interface between these two samples is the “boundary-touching circle” on the larger disk.

Interestingly, we do not know how to prove Proposition 4.21 directly from the Brownian snake constructions of these Brownian map measures, or from the breadth-first variant discussed here. Indeed, from direct considerations, we do not even know how to prove the symmetry of $\mu_{\text{SPH}}^{2}$ with respect to swapping the roles of the two marked points $x$ and $y$. However, both this latter fact and Proposition 4.21 can be derived as consequences of the fact that $\mu_{\text{SPH}}^{2}$ is a scaling limit of discrete models that have similar symmetries (though again we do not give details here). We will see in [MS15a, MS16a] that these facts can also be derived in the Liouville quantum gravity setting, where certain symmetries are more readily apparent.

We will also present in [MS15a, MS16a] an alternate way to construct Figure 4.7 in the Liouville quantum gravity setting. In this alternate construction, one begins with a measure $\mu_{\text{LQGSPH}}^{2}$ on doubly marked LQG spheres. Given such a sphere, one may then decorate it by a whole plane SLE$_\kappa$ path from one marked point to the other. Such a path will have certain “cut points” which divide the trace of the path into two connected components. It is possible to define a quantum measure on the set of cut points. One can then define a measure $\mu_{\text{LQGSPH}}^{2+1}$ on path-decorated doubly marked quantum spheres with a distinguished cut point along the path. This is obtained by starting with the law of an SLE$_\kappa$-decorated sample from $\mu_{\text{LQGSPH}}^{2}$, then weighting this law by the quantum cut point measure, and then choosing a cut point uniformly from this cut point measure. We will see in [MS15a, MS16a] that a certain QLE “reshuffling” procedure allows us to convert a sample from $\mu_{\text{LQGSPH}}^{2+1}$ into an object that (once an appropriate metric is defined on it) looks like a sample from $\mu_{\text{SPH}}^{2+1}$.

### 4.6 The martingale property holds if and only if $\alpha = 3/2$

**Proposition 4.22.** Fix $\alpha \in (1, 2)$ and suppose that $M_t$ is the process associated with an exploration towards the center of a sample produced from $\tilde{\mu}_{\text{DISK}}^{L}$ where $\tilde{\mu}_{\text{DISK}}^{L}$ is as in
For each $r \geq 0$, we let
\[ A_r = M_r^{2\alpha-1} + \sum_{a \in J_r} |a|^{2\alpha-1} \] (4.13)
where $J_r$ is the set of jumps made by $M|_{[0,r]}$. Then $A_r$ is a martingale if and only if $\alpha = 3/2$.

We will need two intermediate lemmas before we give the proof of Proposition [4.22].

**Lemma 4.23.** Suppose that $X_t$ is a non-negative, real-valued, continuous-time càdlàg process such that there exists $p > 1$ with
\[ \sup_{0 \leq t \leq T} E|X_t|^p < \infty \quad \text{for all} \quad T > 0. \] (4.14)
Let $\tau = \inf\{t \geq 0 : X_t = 0\}$ and let $(F_t)$ be the filtration generated by $(X_{t\wedge \tau})$. Suppose that $q : \mathbb{R}_+ \to \mathbb{R}_+$ is a non-decreasing function such that $q(\Delta)/\Delta \to 0$ as $\Delta \to 0$. Assume that $Y_t$ is a càdlàg process adapted to $F_t$ with $E|Y_t| < \infty$ for all $t$ and that $a$ is a constant such that
\[ |E[Y_t - Y_s | F_s] - a(t-s)X_{s\wedge \tau}| \leq q(t-s)|X_{s\wedge \tau}| \quad \text{for all} \quad t \geq s. \]
Then $Y_t$ is a martingale if and only if $a = 0$.

**Proof.** Fix $\Delta > 0$, $s < t$, and let $t_0 = s < t_1 < \cdots < t_n = t$ be a partition of $[s,t]$ with $\Delta/2 < t_j - t_{j-1} \leq \Delta$ for all $1 \leq j \leq n$. Then we have that
\[ E[Y_t | F_s] = Y_s + \sum_{j=1}^{n} E[Y_{t_j} - Y_{t_{j-1}} | F_s] \]
\[ = Y_s + \sum_{j=1}^{n} E[E[Y_{t_j} - Y_{t_{j-1}} | F_{t_{j-1}}] | F_s]. \]
We are going to show that the right hand side above tends to $Y_s + a \int_{s}^{t} E[X_{u\wedge \tau} | F_s]du$ in $L^1$ as $\Delta \to 0$. This, in turn, implies that there exists a positive sequence $(\Delta_k)$ with $\Delta_k \to 0$ as $k \to \infty$ sufficiently quickly so that the convergence is almost sure. This implies the result because if $s < \tau$ then $a \int_{s}^{t} E[X_{u\wedge \tau} | F_s]du = 0$ if and only if $a = 0$.

We begin by noting that
\[ \sum_{j=1}^{n} E\left|E[(Y_{t_j} - Y_{t_{j-1}}) | F_{t_{j-1}}] - a(t_j - t_{j-1})X_{t_{j-1}\wedge \tau}\right| \]
\[ \leq \sum_{j=1}^{n} q(t_j - t_{j-1})E|X_{t_{j-1}\wedge \tau}| \]
\[ \leq \frac{2q(\Delta)}{\Delta} \sup_{s \leq u \leq t} E|X_u| \to 0 \quad \text{as} \quad \Delta \to 0. \]

This implies the claim because the càdlàg property implies that

\[ \sum_{j=1}^{n} a(t_j - t_{j-1}) X_{t_j-1} \to a \int_{s}^{t} X_{u \wedge \tau} du \quad \text{as} \quad \Delta \to 0 \]

which, combined with the integrability assumption \( 4.14 \), implies that

\[ \sum_{j=1}^{n} a(t_j - t_{j-1}) E[X_{t_j-1} | \mathcal{F}_s] \to a \int_{s}^{t} E[X_{u \wedge \tau} | \mathcal{F}_s] du \quad \text{as} \quad \Delta \to 0. \]

\[ \square \]

**Lemma 4.24.** Fix \( \alpha \in (1, 2) \) and suppose that \( M_r \) is the process associated with an exploration towards the center of a sample produced from \( \tilde{\mu}_{\text{DISK}}^L \) where \( \tilde{\mu}_{\text{DISK}}^L \) is as in Section 4.3. There exists constants \( c_0, c_1 > 0 \) such that

\[ P[M_r \geq u] \leq c_0 e^{-c_1 r^{-1/\alpha} u} \quad \text{for all} \quad u, r > 0. \] (4.15)

In particular,

\[ E|M_r|^p < \infty \quad \text{for all} \quad r, p > 0. \] (4.16)

**Proof.** We first note that (4.15) in the case of an \( \alpha \)-stable process with only downward jumps follows from [Ber96, Chapter VII, Corollary 2]. The result in the case of \( M_r \) follows by comparing the jump law for \( M_r \) as computed in Lemma 4.17 with the jump law for an \( \alpha \)-stable process (which we recall has density \( x^{-\alpha-1} \) with respect to Lebesgue measure on \( \mathbb{R}_+ \)). \( \square \)

**Proof of Proposition 4.22.** We assume without loss of generality that \( L = 1 \). Let \( \mathcal{J}_r \) be the set of jumps made by \( M_r[0,r] \) and, for each \( \epsilon, \delta > 0 \), let \( \mathcal{J}_r^\epsilon \) (resp. \( \mathcal{J}_r^{\epsilon,\delta} \)) consist of those jumps in \( \mathcal{J}_r \) with size at least \( \epsilon \) (resp. size in \( [\epsilon, \delta] \)). Let \( \mathcal{J}_r^\epsilon \) (resp. \( \mathcal{J}_r^{\epsilon,\delta} \)) be the sum of the elements in \( \mathcal{J}_r^\epsilon \) (resp. \( \mathcal{J}_r^{\epsilon,\delta} \)) and let

\[ C^\epsilon = \int_{\epsilon}^{\infty} x \cdot x^{-\alpha-1} dx = \int_{\epsilon}^{\infty} x^{-\alpha} dx = \frac{1}{\alpha - 1} \epsilon^{1 - \alpha} \quad \text{and} \quad C^{\epsilon,\delta} = \int_{\epsilon}^{\delta} x^{-\alpha} dx. \]

Then we have that

\[ M_r = \lim_{\epsilon \to 0} M_r^\epsilon \quad \text{where} \quad M_r^\epsilon = (1 + J_r^\epsilon + rC^\epsilon)_+. \]

We also let \( A_r^\epsilon \) be given by

\[ A_r^\epsilon = (M_r^\epsilon)^{2\alpha-1} + \sum_{a \in J_r^\epsilon} |a|^{2\alpha-1}. \]
We note that
\[ A_r - A^\epsilon_r = M_r^{2\alpha - 1} - (M_r^\epsilon)^{2\alpha - 1} - \sum_{a \in J_r \setminus J_r^\epsilon} |a|^{2\alpha - 1} \] (4.17)

and that the expectation of (4.17) tends to 0 as \( \epsilon \to 0 \).

Using that \( A^\epsilon_0 = M_0 = 1 \), we have that
\[ A^\epsilon_r - A^\epsilon_0 = (M_r^\epsilon)^{2\alpha - 1} + \sum_{a \in J_r^\epsilon} |a|^{2\alpha - 1} - 1 = (1 + J^\epsilon_r + rC^\epsilon)^{2\alpha - 1} + \sum_{a \in J_r^\epsilon} |a|^{2\alpha - 1} - 1. \]

With \( \Pi \) denoting the jump law of \( M_r \), we let
\[ I^\alpha_\delta = \int_{\frac{1}{2}}^{1/2} (x^{2\alpha - 1} + (1 - x)^{2\alpha - 1} - 1) \, d\Pi(x) + (2\alpha - 1)C^\delta \] and
\[ I^\alpha = \lim_{\delta \to 0} I^\alpha_\delta. \] (4.19)

We will show later in the proof that the limit in (4.19) converges, compute its value, and show that \( I^\alpha = 0 \) precisely for \( \alpha = 3/2 \).

Assuming for now that this is the case, we are going to prove the result by showing that
\[ \mathbb{E}[A_r - A_0] = \lim_{\epsilon \to 0} \mathbb{E}[A^\epsilon_r - A^\epsilon_0] = rI^\alpha + o(r) \quad \text{as} \quad r \to 0 \] (4.20)

where \( I^\alpha \) is as in (4.19). This suffices because then we can invoke Lemma 4.23.

Let \( E^0_r, \delta \) (resp. \( E^{1,\delta}_r \)) be the event that \( M_{\lfloor 0,r \rfloor} \) does not make a (resp. makes exactly 1) jump of size at least \( \delta \) and let \( E^{2,\delta}_r \) be the event that \( M_{\lfloor 0,r \rfloor} \) makes at least two jumps of size at least \( \delta \).

Assume \( \epsilon \in (0, \delta) \). We will now establish (4.20) by estimating \( \mathbb{E}[(A^\epsilon_r - A^\epsilon_0)1_{E^{j,\delta}_r}] \) for \( j = 0, 1, 2 \).

We start with the case \( j = 0 \). Let
\[ X = J^\epsilon_r + rC^\epsilon = J^\epsilon_r + r(C^\epsilon + C^\delta). \] (4.21)

On \( E^{0,\delta}_r \), we have that
\[ A^\epsilon_r - A^\epsilon_0 = (1 + X)^{2\alpha - 1} + \sum_{a \in J_r^\epsilon} |a|^{2\alpha - 1} - 1. \] (4.22)

By performing a Taylor expansion of \( u \mapsto (1 + u)^{2\alpha - 1} \) around \( u = 0 \), we see that (4.22) is equal to
\[ (2\alpha - 1)X + O(X^2) + O(|X|^3) + \sum_{a \in J_r^\epsilon} |a|^{2\alpha - 1} \] (4.23)
where the implicit constants in the $O(X^2)$ and $O(|X|^3)$ terms are non-random. (The presence of the $O(|X|^3)$ term is so that we have a uniform bound which holds for all $X$ values, not just small $X$ values; we are using that $\alpha \in (1, 2)$ so that $2\alpha - 1 < 3$.)

The form of the jump law implies that

$$
\mathbb{E} \sum_{a \in J_r^\delta} |a|^{2\alpha - 1} = O(r\delta^{\alpha - 1})
$$

(4.24)

$$
\mathbb{P}[(E_{r^1}^{0, \delta})^c] = O(r\delta^{-\alpha}), \quad \mathbb{P}[E_{r^1}^{1, \delta}] = O(r\delta^{-\alpha}), \quad \mathbb{P}[E_{r^2}^{2, \delta}] = O(\delta(r^2))
$$

(4.25)

$$\mathbb{E}[|J_r^{\epsilon, \delta} + rC^{\epsilon, \delta}|] = O(\delta^{1 - \alpha/2}),$$

(4.26)

$$\mathbb{E}[(J_r^{\epsilon, \delta} + rC^{\epsilon, \delta})^2] = O(\delta(r^2)), \quad \text{and}
$$

(4.27)

$$\mathbb{E}[(J_r^{\epsilon, \delta} + rC^{\epsilon, \delta})^3] = O(\delta(r^3)).$$

(4.28)

In (4.25), (4.27), and (4.28) the subscript $\delta$ in $O_\delta$ means that the implicit constant depends on $\delta$. Thus by the Cauchy-Schwarz inequality and (4.25), (4.26), (4.27) we have that

$$
\mathbb{E}[|J_r^{\epsilon, \delta} + rC^{\epsilon, \delta}|1_{E_{r^0}^{0, \delta}}] = O(r\delta^{1 - \alpha/2}) - \mathbb{E}[|J_r^{\epsilon, \delta} + rC^{\epsilon, \delta}|1_{(E_{r^0}^{0, \delta})^c}] = O(\delta(r^{3/2}).
$$

(4.29)

Moreover, using (4.27) we have that

$$\mathbb{E}[X^2] \leq 4 (\mathbb{E}[(J_r^{\epsilon, \delta} + rC^{\epsilon, \delta})^2] + (rC^{\delta})^2) = O(\delta(r^2)).
$$

(4.30)

and from (4.28) we have

$$\mathbb{E}[|X|^3] \leq 8 (\mathbb{E}[(J_r^{\epsilon, \delta} + rC^{\epsilon, \delta})^3] + (rC^{\delta})^3) = O(\delta(r^3)).
$$

(4.31)

Therefore taking expectations of (4.23) and using (4.24), (4.29), (4.30), and (4.31), we see that

$$\mathbb{E}[A_r^{\epsilon} - A_0^{\epsilon}1_{E_{r^0}^{0, \delta}}] = r(2\alpha - 1)C^{\delta} + O(r\delta^{1 - \alpha/2}) + O(\delta\delta^{\alpha - 1}) + O(\delta(r^{3/2}).
$$

(4.32)

We turn to the case $j = 1$. On $E_{r^1}^{1, \delta}$, with $J$ the size of the single jump larger than $\delta$, we have that

$$A_r^{\epsilon} - A_0^{\epsilon} = (1 + J + X)^{2\alpha - 1} + |J|^{2\alpha - 1} + \sum_{a \in J_r^\delta \setminus J_r^\delta} |a|^{2\alpha - 1} - 1.
$$

(4.33)

By performing a Taylor expansion of $u \mapsto (1 + J + u)^{2\alpha - 1}$ about $u = 0$, we see that (4.33) is equal to

$$(1 + J)^{2\alpha - 1} + |J|^{2\alpha - 1} + \sum_{a \in J_r^\delta \setminus J_r^\delta} |a|^{2\alpha - 1} + O(X) + O(|X|^3) - 1
$$
where $X$ is as in (4.21) and the implicit constant in the $O(X)$ and $O(|X|^3)$ terms are non-random. By (4.25) and the Cauchy-Schwarz inequality we have $E[X_1^{E_{r_1}^{\epsilon},\delta}] = O_\delta(r^{3/2})$. Combining, we have that

\[
E[(A_r^\epsilon - A_0^\epsilon)1_{E_{r_1}^{\epsilon},\delta}] = r(I_\alpha^\delta - (2\alpha - 1)C_\delta^\epsilon) + O(r\delta^{\alpha-1}) + O(\delta^{3-\alpha/2}) + O_\delta(r^{3/2}).
\] (4.34)

We finish with the case $j = 2$. Using Lemma 4.24, it is easy to see that $A_r^\epsilon$ has finite moments of all order uniformly in $\epsilon$. Thus using (4.25) and Hölder’s inequality, we have for any $p > 1$ that

\[
E[(A_r^\epsilon - A_0^\epsilon)1_{E_{r_2}^{\epsilon},\delta}] = O_{\delta,p}(r^{2/p})
\] (4.35)

where the implicit constant in $O_{\delta,p}(r^{2/p})$ depends on both $\delta$ and $p$.

Combining (4.32), (4.34), and (4.35) (with $p \in (1,2)$ so that $2/p > 1$), and taking a limit as $\epsilon \to 0$ we see that

\[
E[A_r - A_0] = rI_\alpha + o(r) \quad \text{as} \quad r \to 0.
\]

Indeed, this follows because each of the error terms which have a factor of $r$ also have a positive power of $\delta$ as a factor, except for the term with $I_\alpha$. Thus we can make these terms arbitrarily small compared to $r$ by taking $\delta$ small. The remaining error terms have a factor with a power of $r$ which is strictly larger than 1, so we can make these terms arbitrarily small compared to $r$ by taking $r$ small.

Therefore to finish the proof we need to show that $I_\alpha = 0$ precisely for $\alpha = 3/2$. The indefinite integral

\[
\int (x^{2\alpha-1} + (1 - x)^{2\alpha-1} - 1) \Pi(dx) - (2\alpha - 1) \int x^{-\alpha} dx
\]

(4.36)

can be directly computed (most easily using a computer algebra package such as Mathematica) to give

\[
x^{-\alpha}\left(\frac{2F_1(1 - \alpha, \alpha + 1; 2 - \alpha; x)x}{\alpha - 1} + \frac{2F_1(-\alpha, \alpha; 1 - \alpha; x)}{\alpha}\right)
\]

\[
\frac{(\alpha - x)x^{2\alpha-1}(1 - x)^{-\alpha}}{(\alpha - 1)\alpha} - \frac{(\alpha + x - 1)(1 - x)^{\alpha-1}}{(\alpha - 1)\alpha} + \frac{x - 2\alpha x}{\alpha - 1}
\]

where $2F_1$ is the hypergeometric function. In particular, the limit in (4.18) is equal to

\[
-\frac{4\alpha}{\alpha} - 2B_{\frac{1}{2}}(-\alpha, 1 - \alpha) + \frac{2^{\alpha-1}(1 - 2\alpha)}{\alpha - 1} + (2\alpha - 1) \int_{1/2}^{\infty} x^{-\alpha} dx,
\] (4.37)

where $B_a(a,b) = \int_0^x u^{a-1}(1 - u)^{b-1} du$ is the incomplete beta function.
By evaluating the integral in (4.37), we see that (4.37) is equal to

\[-\frac{4^\alpha}{\alpha} - 2B_{\frac{1}{2}}(-\alpha, 1 - \alpha)\].

Direct computation shows that this achieves the value 0 when \(\alpha = \frac{3}{2}\) and (since this is an increasing function of \(\alpha\)) is non-zero for other values of \(\alpha \in (1, 2)\). Thus, (4.18) is equal to zero if and only if \(\alpha = \frac{3}{2}\), and as noted above, the result follows from this. \(\square\)
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