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Direct remote sensing observations (e.g. radar backscatter, radiometer brightness temperature, or radio occultation bending angle) are often more effective for use in data assimilation (DA) than the corresponding geophysical retrievals (e.g. ocean surface winds, soil moisture, or atmospheric water vapor). In the particular case of Global Navigation Satellite System Reflectometry (GNSS-R), the lower-level delay-Doppler map (DDM) observable shows a complicated relationship to the ocean surface wind field. Prior studies have demonstrated DA using GNSS-R wind retrievals produced from DDMS. The complexity of the DDM dependence on winds, however, suggests that the alternative approach of directly ingesting DDM observables into DA systems, without performing a wind retrieval, may be beneficial. We demonstrate assimilation of DDM observables from the NASA Cyclone Global Navigation Satellite System (CYGNSS) mission into global ocean surface wind analyses using a two-dimensional variational analysis method. Bias correction and quality control methods are described. Several models for the required observation error covariance matrix are developed and evaluated, concluding that a diagonal matrix scaled with DDM magnitude performs as well as a fully populated matrix empirically tuned to a large ensemble of CYGNSS observation data. 10-meter surface winds from the European Centre for Medium-
Range Weather Forecasts (ECMWF) operational forecast are used as the background. Collocated scatterometer (ASCAT, OS-CAT) winds are considered the truth for comparison. Results using one month (June 2017) of data show a reduction in the root-mean-square error (RMSE) from 1.17 to 1.07 m/s and bias from -0.14 to -0.08 m/s for the wind speed at the specular point. Within a 150-km-wide swath along the specular point track, the RMSE was reduced from 1.20 to 1.13 m/s. Wind speed results from DA show smaller RMSE and bias than other CYGNSS wind products available at this time.
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(LES), are computed using only a $3 \times 5$ delay-Doppler window of the DDM centered around the sample closest to the predicted specular point delay, in order to maintain a 25 km spatial resolution (Clarizia and Ruf, 2016). 25-km resolution surface wind speeds at specular points (a Level 2 data product) are retrieved using empirically-developed geophysical model functions (GMFs) relating wind speed to the observables (Ruf and Balasubramaniam, 2018). CYGNSS Level 2 wind speed retrievals were assessed by comparison with numerical weather prediction (NWP) models and found to have an overall uncertainty of 1.4 m/s below 20 m/s and 17% above 20 m/s (Ruf et al., 2018). CYGNSS data, as described above, have the potential for improving NWP analyses and forecasts through data assimilation (DA). Before launch, synthetic retrieved wind speeds were produced by an end-to-end simulator for many DA studies. Assimilating simulated CYGNSS wind products, using the variational analysis method (VAM), into regional NWP analyses for hurricane cases showed the capability to correct the storm position (Leidner et al., 2018). Simulated winds were also assimilated into the Hurricane Weather Research and Forecasting (HWRF) model by a Gridpoint Statistical Interpolation (GSI) analysis system and evaluated by observing system simulation experiments (OSSEs). These results showed that CYGNSS observations could improve the forecast of TCs both in track and intensity (Zhang et al., 2017; Annane et al., 2018). Another DA experiment, based on multiscale tropical weather systems, showed that simulated CYGNSS winds could improve the low-level wind and temperature (Ying and Zhang, 2018). Recent results from assimilating actual CYGNSS winds also showed improvements in forecasts of TC track, intensity, and structure (Cui et al., 2019; Li et al., 2020). A preliminary study of assimilating CYGNSS winds into global NWP models presented its advantage in offering more detail in the global tropical surface winds (Leidner et al., 2020). While the CYGNSS Level 2 retrieved wind speeds have been used in many DA studies, CYGNSS Level 1 DDM power can also be assimilated, following similar approaches used for infrared radiance (McNally et al., 2006), radar backscatter, radiometer brightness temperature (Lievens et al., 2017) and GPS radio occultation bending angle (Cucurull et al., 2013). Potential advantages of assimilating Level 1 DDMs, in contrast to Level 2 wind speed retrievals, include the following:

1) The observables, NBRCS and LES, used for the CYGNSS wind retrieval are calculated by assuming the geometries and power parameters for all DDM samples in the $3 \times 5$ box are the same. The failure of this assumption can introduce non-geophysical dependence on the observables. Direct assimilation of the DDM can account for all the non-geophysical factors by a physically-based forward operator.

2) As a lower-level measurement, the full DDM contains more information on the ocean reflections over a larger region of the glistening surface than a wind speed retrieval estimated from only a few samples around the specular point.

3) With a larger footprint ($\approx 100$ km) of the full DDM, the assimilation of DDMs can impact the analysis over a broader area.

4) The CYGNSS specular point moves at a speed of about 6 km/s on the earth’s surface, allowing each point on the ocean surface along the track to be observed by more than 15 sequential DDMs. This feature provides a large number of “multi-look” observations and could achieve better accuracy if the observations are characterized properly to avoid over-fitting.

DDM Assimilation requires a forward model expressing DDM power as a function of the surface wind speeds. A forward operator and Jacobian have been developed, in which the states are wind speeds on a 10-km grid covering the glistening zone (Huang et al., 2020a). This high resolution grid can represent wind speed variation over the large footprint of the full DDM. Since the forward operator is a physical model accounting for all the geometries and power parameters of the transmitter and receiver, the DDM observation is more sensitive to bias in the estimated power parameters than the retrieved wind speed. Other than that, error characterization of the full DDM measurement in DA has never been studied before.

A comprehensive summary of our method of assimilating CYGNSS DDMs into global NWP analyses is presented in this study. A two-dimensional VAM is used as the DA method. A bias correction method is also described and error characteristics (covariance matrix) of the DDM observation are discussed. One month of CYGNSS DDMs were assimilated using a 20 minute cycle. The background is from the 10-meter surface winds of the European Centre for Medium-Range Weather Forecasts...
(ECMWF) model. DA performance is assessed by comparison with collocated scatterometer winds. We will show two benefits of DDM assimilation: 1) A positive impact on the NWP analyses over a swath at least 150-km wide; 2) Lower error than wind retrievals (e.g., CYGNSS Level 2 products) when interpolated to CYGNSS specular points.

The outline of the paper is as follows. The DDM measurement is introduced in section 2. The DA method is presented in section 3. Methods for computing the DDM error covariance matrix are proposed in section 4. Section 5 summarizes the results of DDM assimilation validated by scatterometer winds and compared to other CYGNSS wind products. Section 6 discussed the computational efficiency of the DDM assimilation. The conclusions are drawn in section 7. The Appendix provides details on the development of the DDM covariance matrix model.

2 | GNSS-R DDM MEASUREMENTS

The GNSS-R DDM is formed by first cross-correlating the reflected signal with a model of the transmitted signal over a range of delays, \( \tau \), and Doppler frequencies, \( f \), producing a complex function, \( X(t, \tau, f) \). The power of this complex voltage signal is then incoherently averaged to reduce the speckle noise. Samples at \((\tau, f)\) known not to contain signal (shorter delay than that through the specular point) are used to estimate the noise floor, \( Y_n \), which is is subtracted from the average, giving

\[
Y(t, \tau, f) = \frac{1}{N} \sum_{m=1}^{N} |X(t + (m-1)T_I, \tau, f)|^2 - Y_n
\]

(1)

\( Y(t, \tau, f) \) is calibrated to units of power in the CYGNSS Level 1 product (Gleason et al., 2016). The CYGNSS receiver uses a coheret integration time of \( T_I = 1 \) ms and averages \( N = 1000 \) samples, giving an incoherent integration time of 1 sec. CYGNSS DDMs are provided at 17 discrete delays at increments of 0.25 GPS C/A code chip (244 ns) and 11 discrete Doppler frequencies at increments of 500 Hz. An example of the Level 1 DDM measurement is shown in Figure 1(a).

The “horseshoe” shape of the DDM represents power reflecting from a region on the ocean surface around the specular point, with a diameter ranging from 100 to 150 km, depending on the incidence angle and receiver altitude. Each sample of the DDM at a specific \((\tau, f)\) is sensitive to reflected power from points on the surface having a total path delay within one code chip and Doppler frequency within 1 kHz of \((\tau, f)\). Due to the geometry and delay/Doppler range selected by the receiver, some samples of the DDM contain little or no information about the surface wind speed. Those observations are not useful for DA and
need to be discarded. An empirical method is applied to select informative DDM samples. Only samples with power magnitude larger than 10% of the peak DDM power are selected for use in DA. The informative samples of the DDM in Figure 1(a) are shown in Figure 1(b). All $K$ of the informative samples of the DDM at one time, $t$, are grouped into a vector

$$Y(t) = \begin{bmatrix} Y(t, \tau_1, f_1) \\ Y(t, \tau_2, f_2) \\ \vdots \\ Y(t, \tau_K, f_K) \end{bmatrix}$$

which will be used as the observation in DA.

3 DATA ASSIMILATION METHOD

3.1 The variational analysis method

This study uses a two-dimensional VAM, based on the surface wind vector field, to assimilate DDMs. This approach was first introduced in Hoffman (1982, 1984); Hoffman et al. (2003) to resolve scatterometer wind ambiguities and then applied to assimilate satellite wind observations from a large-scale dataset in Atlas et al. (2011). Leidner et al. (2018) used it to add wind direction information to the CYGNSS retrieved wind speed in an OSSE. It was applied to demonstrate DDM assimilation using a few examples in Huang et al. (2020a).

The VAM finds the optimal field of wind vectors, $x$, that minimizes a cost function

$$J(x) = J_b(x) + J_o(x) + J_c(x)$$

composed of three terms: $J_b$, representing the difference between the wind field and the background,

$$J_b(x) = \frac{1}{\sigma_b^2} (x - x_b)^T (x - x_b),$$

$J_o$, representing the difference between the wind field and the observation,

$$J_o(x) = \lambda_{ddm} (h(x) - Y)^T R^{-1} (h(x) - Y),$$

and $J_c$, the constraint term,

$$J_c(x) = \lambda_{lap} J_{lap}(x) + \lambda_{div} J_{div}(x) + \lambda_{vor} J_{vor}(x)$$

where $x_b$ is the background wind vector field, $\sigma_b^2$ is the standard deviation of the background wind components, $h()$ is the DDM forward operator, $Y$ is the DDM observation, $R$ is the observation error covariance matrix. $J_{lap}$, $J_{div}$ and $J_{vor}$ are the Laplacian, divergence and vorticity of the increment. $\lambda_b$, $\lambda_{ddm}$, $\lambda_{lap}$, $\lambda_{div}$ and $\lambda_{vor}$ are the weights of each term. Details for calculation of the constraint terms are given in Hoffman et al. (2003).

In the term $J_b$, the background error is characterized by a single constant value, $\sigma_b^2$. The background error correlations are characterized by the constraint term $J_c$, which is derived from the Navier-Stokes equations for viscous fluid motion. The combination of $J_b$ and $J_c$ acts the same as a background covariance matrix in the traditional variational DA algorithm, as
explained in Hoffman et al. (2003). Rather than assimilating all DDMs in one cost function, the DDMs on each CYGNSS specular point track are assimilated sequentially to reduce the computation and memory cost. One DDM will be assimilated at a time and the analysis wind field will be updated after processing each DDM until all observations within the DA cycle have been assimilated. The observation error covariance matrix, $R$, presents the errors and correlations of all DDM samples at the same time. Characterization of the matrix $R$ will be given in section 4. Tuning the background and observation weights $\lambda_b$ and $\lambda_{ddm}$ can correct the estimated errors of the background and observation in the VAM as the estimated errors are usually not accurate due to lack of enough information. The constraint weights $\lambda_{lap}$, $\lambda_{div}$ and $\lambda_{vor}$ should be large enough to correctly shape the error correlations of the background wind field. They are set to ensure the influence of the observations spreading out to the same scale of the background effective model resolution. Specification of all the weight values in the experiment will be given in section 5.2.

### 3.2 DDM forward operator and Jacobian

A numerical forward operator and its Jacobian, which represent the measurement physics, are required in any DA system. In the case of DDM assimilation, the forward operator projects the discrete wind field into the DDM measurement space. The DDM forward operator has been presented in Huang et al. (2020a). It is based on a Kirchoff Approximation and Geometric Optics (KA-GO) model (Zavorotny and Voronovich, 2000). The ocean surface slope probability density function (PDF) is assumed to be an isotropic normal distribution defined by a single parameter, the omni-directional mean square slope (MSS). An empirical model derived from aircraft experiments (Katzberg et al., 2006) gives a monotonic relationship between MSS and wind speed. The wind field around the specular point within an area of 120 km $\times$ 120 km is gridded into 0.125$^\circ$ spacing for input to the forward operator. The forward operator takes in the satellite geometries, transmitter Equivalent Isotropically Radiated Power (EIRP), specular bin indices from the CYGNSS Level 1 product, receiver antenna patterns, as well as the gridded wind field to produce a modeled DDM in the same delay-Doppler coordinates as the measured one. The Jacobian represents the sensitivity of each DDM sample with respect to the wind speed of each surface grid point. It is computed analytically by linearizing the forward operator. Details of the computation in the forward operator and Jacobian are described in Huang et al. (2020a).

### 3.3 Bias correction

It is crucial to have unbiased observations in order to obtain the Best Linear Unbiased Estimator (BLUE) in DA (Bouttier and Courtier, 2002). Bias can arise in the measurement or the forward operator and should be removed before assimilating the observations. The DDM forward operator requires an estimate of the transmitter EIRP and the receiver antenna patterns for each CYGNSS satellite. The CYGNSS mission uses a ground-based power monitor to estimate the EIRP, which is provided in the Level 1 data (Wang et al., 2019). Receiver antenna patterns are estimated by pre-launch measurements and on-orbit corrections (Gleason et al., 2018). These patterns were made available to us by the CYGNSS project and are distributed as part of the forward model code (Huang et al., 2020b). Previous studies have found bias in the CYGNSS observations which largely resides in the estimated transmitter EIRP with some contribution from the receiver antenna patterns (Ruf et al., 2018; Huang et al., 2019b). In order to remove this bias, we assume that the GPS transmitter EIRP remains constant for all observations along the same CYGNSS specular point track. This is a reasonable assumption, given that the duration of a track is generally less than 20 minutes. This suggests a “track-wise” DDM bias correction scheme, similar to that used by Said et al. (2019) for correcting bias on the retrieved wind speed. In our DA approach, however, a bias correction will be applied to the DDM power.

Our basic assumption is that the background wind field from a global NWP model (e.g., ECMWF) is globally unbiased (Stoffelen and Vogelzang, 2018). Thus, comparing the average of a large sample of measurements against model predictions from a background reference can be used to correct the observation bias. In this scheme, DDMs on a continuous specular point
track formed by one specific pair of GPS transmitter and CYGNSS receiver are first identified. Both the transmitter EIRP and uncertainty in the receiver antenna gain patterns would be multiplicative error sources. Therefore, a scaling term is computed as the mean proportion between the $M$ measured DDMs and the corresponding modeled DDM computed from the background along the specular point track.

$$
\Phi = \frac{1}{M} \sum_{m=1}^{M} \frac{1}{K_m} \sum_{i=1}^{K_m} \frac{Y_i(t_m)}{h_i(x, t_m)}
$$

where $t_m$ is the time of the $m$-th DDM; $K_m$ is the number of informative samples of the $m$-th DDM; $h_i(x, t_m)$ is the power of the $i$-th modeled DDM sample at time $t_m$, computed from the background wind field using the forward operator.

When assimilating DDMs on the track, each modeled DDM from the forward model is multiplied by the scaling term $\Phi$, such that the cost function (5) becomes

$$
J_0(x) = \lambda_{ddm} (\Phi h(x) - Y)^T R^{-1} (\Phi h(x) - Y)
$$

### 3.4 Quality control

The following quality control (QC) tests are applied to filter CYGNSS Level 1 DDM observations before DA.

1) The netCDF variable “quality_flags” values in the CYGNSS L1 data are required to be zero. This discards cases in which the observation is over or close to land, the spacecraft has attitude rotation larger than $1^\circ$, the transmitter power has a high uncertainty or there are some calibration issues.

2) All data with signal-to-noise ratio (SNR) less than 3 dB are discarded. Small SNR indicates high noise power, making it difficult to extract informative DDM samples.

3) All data with incidence angle larger than $60^\circ$ are discarded. DDMs observed under large incidence angle can have a glistening zone larger than $120 \times 120$ km, which cannot be modeled accurately by the forward operator.

4) All data with background wind speed at the specular point less than 2 m/s or larger than 35 m/s are discarded. The swell at very low wind speed cases and the complicated sea state at very high wind speed cases cannot be modeled well by the forward operator (Huang et al., 2020a). The reduced sensitivity of the DDM observable to high wind speed is also well known.

5) Relative power difference and correlation coefficient between the observed DDM and modeled DDM from the background are used to identify additional observation data quality issues and avoid model representativeness errors. They are discussed in detail in Huang et al. (2020a). Data with relative power difference larger than 100% and correlation coefficient less than 0.9 are discarded.

The QC tests are summarized in Table 1.
Control Item | Value
---|---
CYGNSS L1 “quality_flags” variable | 0
SNR | > 3 dB
Incidence angle | < 60°
Wind speed at specular points | 2–35 m/s
Relative power difference | < 100%
Correlation coefficient | > 0.9

| TABLE 1 QC tests for the assimilation of CYGNSS DDMs.

alleviated by the bias correction and QC in section 3. The weights $\lambda_{\text{ddm}}, \lambda_{\text{lap}}, \lambda_{\text{div}}$ and $\lambda_{\text{vor}}$ in (4) to (5) can additionally be varied to adjust the relative importance of new observations vs. the background wind field and constraints.

As stated earlier, the VAM assimilates one DDM each time and the observation error covariance matrix, $R$, represents the errors and correlations of all $K$ informative samples in one measured DDM

$$R = E\left\{ (Y - E\{Y\}) (Y - E\{Y\})^T \right\} = \begin{bmatrix} \sigma_1^2 & \cdots & \sigma_{1K} \\ \vdots & \ddots & \vdots \\ \sigma_{K1} & \cdots & \sigma_K^2 \end{bmatrix} .$$

(9)

The observation $Y$ is a vector assumed to follow a Gaussian distribution by the central limit theorem as it is an average value over a large number, $N$ by equation (1).

Measurement error is assumed to come from both background noise and speckle noise. Background noise includes thermal emission from the ocean, correlation of the signal with that from other GNSS transmitters, and receiver thermal noise (Gleason et al., 2019). In this study, the background noise is assumed to be stationary white Gaussian, as the impact of the correlation from ambient signals is negligible, as discussed in Gleason et al. (2019). Speckle is the result of destructive and constructive interference of random scattered signals during the coherent integration time. The background noise is additive while the speckle noise is multiplicative (Gleason et al., 2010). In previous studies, analytical models for second order statistics of the DDM complex voltage signal in the delay dimension, $X(t, \tau, 0)$, were derived by considering both thermal noise and speckle (Martín-Neira et al., 2011; Germain and Ruffini, 2006; Martín et al., 2014; Garrison, 2016). A detailed analytical model of the covariance matrix of the averaged DDM power in the delay dimension was derived and validated using actual data (Li et al., 2018). Analytical models, however, have practical limitations for direct use in DDM assimilation. First, those models require knowledge of the thermal noise statistics (equivalent thermal noise temperature) which is not estimated accurately for the CYGNSS mission. Second, present models only consider the correlations between measurements at different delays, while the correlations in the Doppler dimension and between the delay and Doppler are not characterised. Finally, analytical models require computation of a surface integral and convolution with the Woodward ambiguity function, which is computationally expensive and thus not practical for large scale DA. Another approach often used in NWP applications is to compute the error covariance directly from a large number of observation samples (Desroziers et al., 2005; Waller et al., 2016; Cordoba et al., 2017). This method has a very low computational cost at the expense of requiring a large ensemble of observations with the same error statistics. In the spaceborne GNSS-R application, however, the relatively low sampling frequency (1 Hz for CYGNSS) and high receiver speed (resulting in fast changes in the geometry, antenna gain and observed wind field), limits the set of observations with similar statistics to a number too small to give a good estimation of the covariance matrix.

In this section, two methods to compute the DDM error covariance matrix are proposed. One method assumes it to be a
diagonal matrix with error proportional to the observation and another method uses an empirical model considering the error correlations.

### 4.1 Scale method

In the NWP data assimilation, it is common to use a diagonal observation error covariance matrix as the error correlations are generally difficult to estimate. The use of a diagonal matrix $R$ has simple implementation and low computational cost but may lose information from the observation error correlations. Using a diagonal error covariance matrix usually results in a larger weight of the observation in the analysis compared with using a non-diagonal matrix.

Gleason et al. (2016) estimated the error in CYGNSS Level 1 DDM power to be 0.50 dB (12%) and 0.23 dB (5%) for wind speed below and above 20 m/s, respectively, by analyzing each error source in the calibration (Table II in Gleason et al. 2016). With this in mind, we simply model the error as proportional to the observation magnitude. We used a constant of proportionality of 10% (in between the two values in Gleason et al., 2016)) and modeled the covariance matrix as

$$ R = \text{diag}(0.1 Y^2) $$ (10)

### 4.2 An empirical model

In this section, a parametric model for the DDM error covariance matrix, incorporating off-diagonal elements, is empirically developed from a large set of CYGNSS Level 1 observations. We will show that this model provides a good representation of the DDM error statistics with a low computational cost. The Appendix provides a more detailed description of the model development.

In this model, the diagonal elements (variance) and the off-diagonal elements (covariance) of the matrix are modeled separately by parametric fitting to sample covariance matrices computed from actual DDM observations. For each observation at a specific delay-Doppler coordinate of the DDM, $Y(t, \tau, f)$, the variance is modeled as the sum of that from speckle, $\sigma_{i,s}^2$, and a background noise, $\sigma_n^2$, assumed constant and independent of the delay-Doppler coordinate.

$$ \sigma_i^2 = \sigma_{i,s}^2 + \sigma_n^2 $$ (11)

Speckle noise for a single observation (before averaging) is proportional to the signal magnitude. Modeling variance of the incoherently-averaged observation, $\sigma_{i,s}^2$, however, would require accounting for the correlation between sequential waveforms (Li et al., 2018). We attempted to approximate this with a simpler functional dependence, by assuming a general power law relationship,

$$ \sigma_{i,s} = \rho[i] Y_i^{q[i]} $$ (12)

Coefficients, $\rho[i]$, and exponents, $q[i]$, are independently estimated for each of the discrete 11 $\times$ 17 delay-Doppler bins, from a large set of data spanning a wide range of surface wind speeds and other conditions.

The off-diagonal elements, $\sigma_{ij}$, represent correlation between a pair of samples from the same DDM, at different delay-Doppler coordinates, $(\tau, f)_i$ and $(\tau, f)_j$. This can be normalized to define the correlation coefficient, $\rho_{ij}$

$$ \sigma_{ij} = \sigma_i \sigma_j \rho_{ij} $$ (13)
FIGURE 2  Comparison between the modeled DDM error covariance matrices and DDM sample covariance matrix for the CYGNSS mission. (a) DDM observation with informative samples as red circles. (b) Diagonal covariance matrix computed by the scale method in section 4.1. (c) Non-diagonal covariance matrix computed by the model in section 4.2. (d) Sample covariance matrix computed from sequential 25 DDM samples.

We have observed that \( \rho \) has a dependence on wind speed. An empirical parametric model for the dependence of the correlation coefficient on wind speed is assumed to take the form of

\[
\rho_{ij} = a[i,j] + b[i,j]u^{-1} + c[i,j]u^{-2}
\]  

(14)

where \( u \) is the background wind speed at the specular point. Please refer to the Appendix for details of the development of the model and computation of the parameters \( a, b, c, \rho, q \).

Figure 2 presents an example for the comparison of the different covariance matrix models. Figure 2(a) is the DDM observation collected by CYGNSS SV2 with GPS PRN 20 at UTC Second of Day (SOD) 86339 on 1 June 2017. Figure 2(b) is the corresponding diagonal covariance matrix computed by the scale method in section 4.1. Figure 2(c) is the corresponding non-diagonal covariance matrix computed by the empirical model developed in section 4.2. Figure 2(d) is the sample covariance matrix computed from DDM observations between SOD 86327 and 86351 with CYGNSS SV2 and GPS PRN 20. Note that the sample covariance matrix can be noisy because it is computed using only 25 samples. It can be observed that the empirical non-diagonal covariance matrix model captures much of the structures of the sample covariance matrix.

The inverse of the covariance matrix, \( R^{-1} \), is required in the VAM cost function (5). It is found that the covariance matrix computed by the empirical model is often ill-conditioned, making it difficult to compute an accurate inverse. Ridge regression (Tabeart et al., 2020), a reconditioning method, is applied to reduce the condition number of the matrix to \( \sim 100 \). This method increases the diagonal values of the matrix by a fixed number and thus will also increase the modeled variances of the observations.

5  |  GLOBAL DATA ASSIMILATION RESULTS

5.1  |  Data description and experimental design

5.1.1  |  CYGNSS DDM observations

CYGNSS version 2.1 Level 1 DDM data from 1 June 2017 to 30 June 2017 were used as observations. Details about the CYGNSS DDM observations are introduced in section 2. Level 1 data also include the transmitter EIRP and satellite geometries,
estimated by the CYGNSS SOC. Receiver antenna patterns were separately provided by the SOC as well.

### 5.1.2 ECMWF background

ECMWF is an independent intergovernmental organisation aiming to provide accurate medium-range global weather forecasts supported by most European countries (Owens and Hewson, 2018). Zonal and meridional (u, v) components of the 10-meter ocean surface winds provided by the ECMWF operational forecast from 1 June 2017 to 30 June 2017 were used for the background wind field. The ocean surface winds in ECMWF are hourly forecasts initiated from analysis times at 00UTC and 12UTC on a grid spacing of 18 km.

### 5.1.3 Scatterometer winds

A scatterometer is an instrument to measure the roughness of a surface using radar backscatter. Spaceborne scatterometers have provided accurate wind field information for meteorology and climate over the past decades. Scatterometer (SCAT) 10-meter ocean surface winds from ASCAT aboard the Metop satellites (Metop-A and Metop-B) and OSCAT aboard the ScatSat-1 satellite (OSI SAF/EARS Winds Team, 2019; OSI SAF Winds Team, 2018) were used for validation in this study. The Metop satellites were developed by the European Organisation for the Exploitation of Meteorological Satellites (EUMETSAT) and the ScatSat-1 satellite was developed by the Indian Space Research Organisation (ISRO). ASCAT has two sets of three antennas measuring ocean surface winds by two 550-km-wide swaths on both sides of the satellite ground track. It provides 10-meter wind products with 25-km and 12.5-km cell spacing. OSCAT uses a dish rotating antenna measuring ocean surface winds by an 1800-km-wide swath, providing 10-meter wind products in 50-km and 25-km cell spacing. The 25-km products from both instruments were used in this study to evaluate the result of DDM assimilation.

The 25-km zonal and meridional wind components measured by both instruments have been validated to have error standard deviation less than 1 m/s by a triple collocation method compared to buoy wind measurements and NWP models (Stoffelen et al., 2017; Verhoef et al., 2018).

### 5.1.4 CYGNSS wind products

The CYGNSS Level 2 product, CYGNSS Climate Data Record (CDR) product and NOAA CYGNSS wind product are three different CYGNSS wind speed products retrieved from the CYGNSS Level 1 product using different algorithms. They will be used to evaluate results of the DDM assimilation at the specular points.

- **CYGNSS Level 2 product v2.1:** Two observables, NBRCS and LES are first computed from a $3 \times 5$ window of the Level 1 DDM BRCS around the specular point. Two GMFs are developed to retrieve the 25-km surface wind speed at the specular point from these two observables. The two resulting wind speeds are then optimally combined to derive the minimum variance (MV) wind speed (Clarizia and Ruf, 2016).

- **CYGNSS Level 2 CDR product v1.0:** This is a new wind product released by CYGNSS SOC in 2020 (Ruf and Twigg, 2020). It is similar to the CYGNSS Level 2 product except that the observables NBRCS and LES are track-wise corrected using NASA’s MERRA-2 wind product to calibrate unknown fluctuations in GPS transmitter EIRP. Additional QCs are also applied to the observables.

- **NOAA CYGNSS wind product:** Prepared by the National Oceanic and Atmospheric Administration (NOAA), this product is a 25-km surface wind speed at the CYGNSS specular points (Said et al., 2019). A new GMF was derived that expresses the CYGNSS NBRCS observable as a function of wind speed, incidence angle and significant wave height. The NBRCS
observables are also track-wise corrected using the ECMWF model. 25-km gridding is implemented along each track to avoid overlapping observations. Additional rigorous QCs are applied to the data.

### 5.1.5 Experimental design

The CYGNSS specular points were collocated with the SCAT wind vector cells (WVC) for all data from 1 June 2017 to 30 June 2017. Maximum differences of 40 minutes in time and 25 km in distance were used as criteria for collocation. If a CYGNSS specular point is collocated with several WVCs from different satellites (Metop-A, Metop-B or ScatSat-1) then the average value of the wind speeds in all collocated WVCs was used. The DA experiment was done using a 20 minute cycle (0–20, 20–40, 40–60 minutes in each hour). In each 20-minute period, the analysis time is at the center of each cycle and the wind field is assumed to be constant. Hourly ECMWF surface winds were quadratically interpolated to the center time of each cycle from 0000 UTC on 1 June 2017 to 2400 UTC on 30 June 2017 and used as the background. The original ECMWF surface winds were also bilinearly interpolated to 0.125° grid spacing to match the working resolution of the DDM forward operator. In each cycle, all CYGNSS DDMs that were measured within the time period, passed the QC described in section 3.4, and were collocated with the SCAT WVCs were assimilated with the background using the VAM to produce the analysis on a 0.125° grid.

Two comparisons were made between the analysis winds and the reference SCAT winds.

- **Comparison at the specular points:** Wind vectors from the background and analysis wind field are linearly interpolated to the CYGNSS specular points and then compared to the collocated SCAT winds.
- **Comparison over a swath along the specular point track:** In order to evaluate the extent of the impact of assimilating DDMs, the wind vectors are compared over a much larger area than the one grid cell located at the specular point. CYGNSS data are first separated into different tracks corresponding to a specific pair of GPS transmitter and CYGNSS receiver. Along each track, background and analysis wind vectors on the 0.125° grid within a swath of a certain width are compared with collocated SCAT observations. Wind speeds at SCAT WVCs are linearly interpolated to the 0.125° grid of VAM wind field for the comparison. Figure 3 shows an example of the collocation for CYGNSS specular points, an 80-km-wide swath of the VAM gridded wind field, and 25-km SCAT WVCs.

The results of using three different DDM error covariance matrices are also compared: (a) a diagonal matrix using the scale method presented in section 4.1 (R-scale); (b) a diagonal matrix whose diagonal values are computed using the model presented in section 4.2 (R-model-diagonal); (c) a non-diagonal matrix computed using the model presented in section 4.2 (R-model).

### 5.2 Tuning the weights

As introduced in section 3.1, there are a number of coefficients that can be used to weight the relative importance of the background winds vs. the new information. The constraint term and its weights describe background error correlations. In the study, the weight and standard deviation of the background wind components were fixed to be $\sigma_b = 1$ m/s and $\lambda_b = 4$. Only the ratio between these weights is important. The observation weight, $\lambda_{ddm}$, and constraint weights, $\lambda_{lap}$, $\lambda_{div}$, $\lambda_{vor}$ were then determined by a series of sensitivity tests. In general, increasing the observation weight increases the intensity of the DA response, making the analysis closer to the observation, but does not change the shape of the response. Increasing the constraint weights increases the spatial scale of the response and decreases the intensity. $\lambda_{lap}$ controls the smoothness of the response. $\lambda_{div}$ and $\lambda_{vor}$ control the shape of the response. Increasing the observation and constraint weights will also increase the number of iterations and computation cost in the minimization.

The constraint weights were first determined by a sensitivity test. Since they describe the background error correlations,
FIGURE 3 An example of the collocation for CYGNSS specular points, 0.125° grid points of the CYGNSS 80-km-wide swath, and 25-km WVCs of the SCAT swath in the period 00:00–00:20 UTC on 10 June 2017. The CYGNSS observations are measured by GPS PRN 14 and CYGNSS SV 5. The SCAT measurements are from ASCAT-A.

FIGURE 4 Wind speed increments (analysis−background) of assimilating a single DDM using different constraint weights. 

\[(\lambda_{\text{div}}, \lambda_{\text{vor}}, \lambda_{\text{lap}}) = (a) (50, 100, 25); (b) (200, 400, 100); (c) (800, 1600, 400).\] Higher weights increase the extent of the impact of new observations and reduce the increment’s intensity. The DDM is observed by CYGNSS SV 4 and GPS PRN 2 at UTC SOD 4723 on 1 June 2017. The background and observation weights are 4 and 1/4 in all three cases.

the spatial scale of the response should be similar to the scale of the background effective resolution. It is important to note that the NWP grid spacing size and the model’s effective resolution are different. In previous studies, the effective NWP model resolution was found to be 4-8 times larger than the grid spacing size (Skamarock, 2004; Abdalla et al., 2013). In our case, the effective model resolution of the ECMWF background is expected to be around 150 km (Stoffelen and Marseille, 2018). Figure 4 shows the responses of assimilating a single DDM observation using three different sets of constraint weights. This example clearly show that increasing the constraint weight increases the area over which observations would have an effect. The DDM covariance is computed by the scale method and the observation weight \(\lambda_{\text{ddm}}\) is 1/4 in all three cases.

Considering that the footprint of a DDM observation is around 100 km and the model’s effective resolution is around 150 km, the scale of the response should be about 250 km. By the sensitivity test, the constraint weights were chosen to be

\[(\lambda_{\text{div}}, \lambda_{\text{vor}}, \lambda_{\text{lap}}) = (200, 400, 100).\] (15)
After determining the constraint weights, the observation weight $\lambda_{ddm}$ is determined by another sensitivity test. As the CYGNSS specular point moves at about 6 km/s on the earth surface and the impact area of a DDM is about 250 km, the analysis wind speed at a point on the ocean surface can be impacted by 35-40 DDMs. Since the area impacted by a DDM through DA (~250 km) is larger than the area of its glistening zone (~100 km), the analysis wind speed at one point on the ocean surface can be affected by DDMs that, by themselves, are not sensitive to winds at that point. Due to this feature of overlapping measurements, in general $\lambda_{ddm}$ should be much smaller than $\lambda_b$ as a “deweighting” or equivalent “thining” of the observations.

A total of ~25,000 DDMs from one day (10 June 2017) are processed by the VAM using a set of different observation weights, $\lambda_{ddm} = (1/64, 1/16, 1/4, 1, 4, 16)$, for each of the three DDM error covariance matrices. In each case, the Root Mean Square Error (RMSE) between the VAM and SCAT wind speeds, evaluated at the specular point, was computed. Figure 5 shows the RMSE for all cases in the sensitivity test. The optimal $\lambda_{ddm}$ for each DDM covariance matrix can be found by choosing the one with the minimal RMSE.

This result shows that the best observation weights $\lambda_{ddm}$ for the three DDM error covariance matrices (R-scale, R-model-diagonal, R-model) are 1/4, 1/16 and 1, respectively. The optimal weight for the non-diagonal matrix (R-model) is larger than that for a diagonal matrix (R-model-diagonal) because adding error correlations and reconditioning the covariance matrix will reduce the weight of the observation (Tabeart et al., 2020). When $\lambda_{ddm}$ decreases, the analysis wind field approaches that of the background, so it is expected that the RMSE in each case would likewise approach the background RMSE. When $\lambda_{ddm}$ increases beyond its optimal value, the RMSE increases dramatically due to overfitting. Therefore, if the optimal $\lambda_{ddm}$ cannot be precisely decided in an experiment, it is generally preferable to use a smaller one.

### 5.3 Use of observation error covariance matrix

Results from our study using one day of data (Figure 5) show that, if the optimal $\lambda_{ddm}$ is selected, there is little difference in the RMSE from using either of the three DDM error covariance matrices. To additionally validate the performance of using the three matrices, a total of ~170,000 DDMs from 5 days data (10 June 2017 to 14 June 2017) were processed using the three matrices combined with the corresponding optimal weights. The comparison was made both at the specular points and over swaths with two different widths. The results are listed in Table 2.
### Table 2

| DDM error covariance matrix | Specular 80-km swath | 120-km swath |
|-----------------------------|---------------------|-------------|
| R-scale                     | 1.03                | 1.05        | 1.07        |
| R-model-diagonal            | 1.04                | 1.07        | 1.10        |
| R-model                     | 1.06                | 1.08        | 1.10        |

The conclusion of this study is that there is no significant difference in the accuracy of DA results, from comparisons at either the specular points or over a swath, using either of the three observation error covariance matrices. The slight differences in the results of using the three matrices are possibly because that only a set of discrete values of $\lambda_{ddm}$ are tested. Similar performance for all three covariance matrices could be explained by the following reasons:

1) The VAM is heuristic. The observation error covariance matrix and the $\lambda_{ddm}$ weight together determine the relative contribution of the observation in the analysis. Error in modeling the observation covariance matrix is compensated by choosing the optimal weight in the sensitivity study. This explains why the optimal $\lambda_{ddm}$ for the three different covariance matrices are different whereas their final RMSE results are almost the same.

2) Each DDM sample observes an area defined by its delay and Doppler coordinate. This area on the ocean surface is usually 10-50 km across, which is much smaller than the ECMWF effective model resolution (150 km). Although the error correlations between each DDM sample may provide extra information, this small-scale information is smoothed out by the constraint terms in the VAM which are controlled by the effective model resolution of the background.

3) The reconditioning method used to decrease the large condition number of the non-diagonal error covariance matrix could add extra noise to the DA process, counteracting the benefit of additional information contained in the off-diagonal elements.

It is valuable to note in Figure 5, that the RMSE for R-model increases more slowly than the RMSE for R-scale when $\lambda_{ddm}$ increases beyond its optimal value. This means that results from using R-model would be less sensitive to the choice of $\lambda_{ddm}$. One possible reason for this effect could be that the performance of DDM assimilation is mainly dependent on the error variances of DDM bins near the specular point and the weight $\lambda_{ddm}$. So if $\lambda_{ddm}$ is selected to accurately correct the observation error covariance, the result is not sensitive to the method computing the covariance matrix. Whereas, if $\lambda_{ddm}$ is not optimal, more accurately estimated covariances of DDM bins away from the specular point (from R-model) could mitigate the effect of sub-optimal weighting.

Our conclusion is that the three DDM error covariance matrices should give similar results when the optimal $\lambda_{ddm}$ is selected. For the remainder of this study, the covariance matrix R-scale with its optimal weight will be applied, due to its simplicity. The non-diagonal covariance matrix R-model accounting for error correlations in the DDM could be valuable if DDMs are assimilated into DA systems at mesoscale or smaller spatial scales, e.g., a regional weather forecast model.

#### 5.4 Assimilation results

One month of CYGNSS Level 1 data from 1 June 2017 to 30 June 2017 (~663,000 DDMs, after applying the QC in section 3.4) was assimilated with the ECMWF background into the VAM to produce the analysis wind field (ECMWF-CY-DDM). The R-scale covariance matrix was used with weights determined in section 5.2 ($\lambda_{ddm} = 1/4$). Figure 6 shows an example of the wind field background, analysis, and increment for the 20-minute period from 6:40-7:00 UTC on 1 June 2017. This figure demonstrates that the impact of assimilating a track of DDMs extends over a 200-250 km wide swath. Figure 7 shows the wind...
FIGURE 6 Wind field maps of the ECMWF background, VAM analysis and increment (analysis−background) at 6:50 UTC on 1 June 2017. The CYGNSS specular point track is shown as the black circles on the background map.

Since an isotropic slope PDF is assumed, with MSS a monotonic function of wind speed, the DDM observations will contain essentially no information of the wind direction. Analysis wind directions from the VAM are almost the same as those in the background, except for some negligibly slight changes due to the flow-dependent constraint terms.

A pair of density scatterplots showing a comparison of background and analysis wind speeds at CYGNSS specular points to SCAT winds is shown in Figure 8. The symmetric distribution of the samples with respect to the 1:1 line in both subfigures shows that both background and analysis are almost unbiased. The total wind speed RMSE at the specular points decreases from 1.17 to 1.07 m/s and the mean difference (bias) decreases from -0.14 to -0.08 m/s as a result of assimilating the DDMs. Wind speeds from both the background and analysis are smaller than SCAT wind speeds in general. The reduction of this bias, therefore, implies that the assimilation of CYGNSS DDMs increase the wind speeds from the ECMWF background on average. The wind speed RMSE and bias at the specular points for the background and analysis at different ranges of SCAT wind speed are shown in Table 3. Both the RMSE and bias of the background are significantly decreased by the assimilation of CYGNSS DDMs for wind speed less than 15 m/s, while the statistics almost remain the same for wind speed larger than 15 m/s. The decrease of the performance on high wind speed cases is mainly related to the decrease in sensitivity of the DDM measurements (surface slope PDF) to wind speed at high wind speeds, which is an intrinsic limitation of the physics in GNSS-R (Ruf et al., 2018). Also, the impact of wave age and fetch length at high wind speeds, which are not considered in the forward operator, could be another
source of error. Nevertheless, the bias correction scheme prevents the assimilation of DDMs from introducing additional errors into the background at high wind speeds. In the comparison of wind directions, data with collocated SCAT wind speeds less than 4 m/s are excluded because SCAT wind directions are less accurate at low wind speeds (Singh et al., 2011). The wind direction RMSEs of the background and analysis at specular points for the one month of data are 20.73° and 20.70°, the biases are 0.011° and 0.003°, respectively, compared to SCAT wind directions. The analysis retains the wind direction information from the background while the wind speeds are changed by the DDM assimilation.

Wind speed error statistics are also computed over swaths of various widths (80, 120, and 150 km) along the CYGNSS specular point tracks. These results are listed in Table 4. Assimilation of CYGNSS DDMs is shown to improve the wind field accuracy, both at the specular point and over all swath widths. This improvement decreases as the swath width increases, which we interpret to be a consequence of the reduced sensitivity of the DDM away from the specular points. These results demonstrate the capability of CYGNSS DDM assimilation to improve the analyses of global NWP models. The reduction of RMSE and bias
Figure 8  Density scatterplots for the comparison of ECMWF background wind speeds (ECMWF) and VAM analysis wind speeds (ECMWF-CY-DDM) versus SCAT wind speeds at the CYGNSS specular points for one month of data (June 2017). The color stands for the density (normalized number) of the samples.

Table 3  Wind speed RMSE and mean difference (bias) of ECMWF background and VAM analysis (ECMWF-CY-DDM) compared to SCAT wind speeds over different ranges of SCAT wind speeds. The number of observations (Nobs) in each wind speed range is listed as well. The RMSE and bias are in unit of m/s.

Table 4  Wind speed RMSE of the ECMWF background and VAM analysis (ECMWF-CY-DDM) at the CYGNSS specular points and over a swath with different widths (80-km, 120-km and 150-km) compared to SCAT wind speeds. All units in m/s.

Another benefit of DDM assimilation is that the interpolated wind vectors from the VAM analyses can subsequently be used as observations in other DA systems. To evaluate the performance of those wind speed retrievals, the interpolated wind speeds at the specular points from ECMWF-CY-DDM are compared to several other CYGNSS wind products: CYGNSS Level 2, CYGNSS Level 2 CDR, and NOAA-CYGNSS, which are described in section 5.1.4. All three products are 25-km wind speeds at the CYGNSS specular points retrieved from the CYGNSS Level 1 product. Both the CYGNSS Level 2 CDR product and NOAA CYGNSS wind product apply a track-wise correction on the retrieved wind speeds using referenced NWP models.
Wind speeds in the three products retrieved from the same CYGNSS Level 1 product for the one month of data in this study are compared to collocated SCAT winds. Note that all the three products apply some additional QCs and the NOAA CYGNSS wind product implements 25-km gridding along the track. Therefore, there are fewer collocated wind speeds from these three products (especially in the case of the NOAA product) than the number of CYGNSS Level 1 observations used in the DDM assimilation. RMSE and bias of all four products are compared in Table 5. The wind speeds from ECMWF-CY-DDM are shown to have smaller RMSE and bias than any of the other CYGNSS products. Another advantage of the DDM assimilation is that a wind direction is assigned to each specular point, which might be beneficial to DA systems.

|                | Nobs  | RMSE (m/s) | Bias (m/s) |
|----------------|-------|------------|------------|
| CYGNSS-L2      | 661,230 | 1.50       | -0.45      |
| CYGNSS-CDR     | 520,432 | 1.57       | -0.44      |
| NOAA-CYGNSS    | 135,931 | 1.20       | -0.33      |
| ECMWF          | 663,909 | 1.17       | -0.14      |
| ECMWF-CY-DDM   | 663,909 | 1.07       | -0.08      |

TABLE 5 Wind speed RMSE and bias at CYGNSS specular points compared to collocated SCAT wind speeds for CYGNSS Level 2 product (CYGNSS-L2), CYGNSS CDR product (CYGNSS-CDR), NOAA CYGNSS wind product (NOAA-CYGNSS), ECMWF background and VAM analysis (ECMWF-CY-DDM), for one month of data (June 2017).

6 | COMPUTATIONAL EFFICIENCY

Although DDM assimilation has been shown to improve global NWP models and produce wind speed estimates at a higher accuracy than conventional Level 2 products, it does come with a significant computational cost. The DDM forward operator needs to be run at each iteration in the VAM’s minimization. The cost function in the VAM is minimized by a Quasi-Newton algorithm (Bonnans et al., 2006), using the convergence criteria listed in Table 6. About 30–50 function evaluations (running the forward operator) are generally required to reach the minimum.

|                                |       |            |
|--------------------------------|-------|------------|
| Maximum infinity norm for the gradient of the cost function | $10^{-6}$ |   |
| Maximum infinity norm for the change of the state between two iterations | $10^{-6}$ |   |
| Maximum number of iterations   | 30    |            |
| Maximum number of function evaluations | 50    |   |

TABLE 6 The convergence criterion in VAM’s minimization.

The experiment tasks in this study were run in parallel on two servers using Intel Xeon processors (one with 10 cores at 3.10-GHz, another with 12 cores at 2.53-GHz). Running the forward operator one time to compute a simulated DDM and a Jacobian matrix takes 0.4–0.5 CPU seconds on either server. Assimilating one DDM in the VAM takes about 20–30 CPU seconds. In total, it takes about 20 days elapsed time to process one month of data with ~663,000 DDMs using both servers running in parallel by GNU parallel (Tange, 2018).

The wind field grid size in this study is small ($0.125^\circ$), which makes the computational cost of the DDM assimilation relatively high. The computational cost can be reduced by using a larger grid size of the wind field. Computing the forward
operator by GPUs should also significantly improve the computational efficiency (i Nogues et al., 2020).

7 | CONCLUSIONS

Use of the VAM for assimilating CYGNSS Level 1 DDM power into global NWP analyses, including validation and assessment of the results, has been presented. A track-wise bias correction scheme was found to be necessary. The best results were obtained using a simple diagonal observation covariance matrix combined with optimal selection of the cost function weights. However, we did find a lower sensitivity to the observation weight when a non-diagonal covariance matrix was used. Our explanation for this effect is that the observation weight can counteract an inaccurate covariance matrix and the small-scale information in the error correlations is smoothed out by the constraint terms in the VAM. For some applications, such as regional forecast models, a full observation covariance matrix accounting for correlation between delay-Doppler coordinates may be beneficial.

We demonstrated our approach on one month (June 2017) of CYGNSS data collocated with SCAT observations, consisting of ~663,000 Level 1 DDMs. The VAM was used with ECMWF background winds in a cycle of 20 minutes to produce analysis winds on a 0.125° grid. Assimilation of a track of DDMs was shown to have an impact over a 200–250 km wide swath, correspondingly approximately to total extent of the DDM footprint (~100 km) plus the ECMWF effective model resolution (~150 km). These results also showed a reduction of the RMSE from 1.17 to 1.07 m/s and bias from -0.14 to -0.08 m/s as compared to reference scatterometer wind speeds. Wind directions were not changed significantly in the analyses, with an RMSE of 20.7° and bias of 0.0° compared to scatterometer data. DDM assimilation was also shown to improve the background wind field over a swath up to 150 km wide, reducing the wind speed RMSE from 1.20 to 1.13 m/s. These results indicate that assimilation of GNSS-R DDMs can have a positive impact on NWP analyses. The impact of GNSS-R DDM assimilation on regional weather forecast is the subject of a future study. We found that improvement was mostly limited to wind speeds below 15 m/s, however, probably due to the decrease in the sensitivity of DDM observations to higher winds.

Wind vectors interpolated to the CYGNSS specular points can also be treated as a Level 2 product. These were compared to wind speeds from other CYGNSS wind products (Level 2, Level 2 CDR and NOAA). The RMSE and bias of ECMWF-CY-DDM wind speeds were found to be lower than those of these other three products, as compared to scatterometer data.

Finally, the computational requirements of DDM assimilation were assessed. This could be a consideration when processing a larger dataset or including DDM observations into operational DA systems. Work needs to be done to streamline the implementation of this approach to improve computational efficiency.
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Additional details concerning the development of an empirical model for the DDM error covariance, described in section 4.2, are presented here.

Recall that standard deviation of the speckle component of the DDM at each delay-Doppler coordinate is assumed to follow a power-law dependence on the DDM magnitude in equation (12). This assumption is justified from knowledge that speckle (before averaging) is a multiplicative noise having an exponential distribution in which the standard deviation is proportional to signal power (Gleason et al., 2010). The actual DDM, however, is formed from the incoherent average of 1000 cross-correlations every second. Correlation time of the DDM observation from a spaceborne receiver is typically a few milliseconds (Li et al., 2018), resulting in an incoherent average containing fewer than 1000 equivalent independent samples. The correlation time depends on the geometry, delay, and Doppler of the corresponding DDM sample (Zuffada et al., 2003). The noise distribution will therefore be a function of the delay and Doppler coordinates. Generally, correlation time decreases with longer delays (You et al., 2006). A nonlinear model for the standard deviation of the speckle noise as a function of signal expectation and correlation time was given in Clarizia et al. (2018). Our empirical model is an attempt to account for this variation through assigning unique coefficients in (12) at each delay-Doppler coordinate.

Similarly, the correlation between DDM observations at different delay-Doppler pairs, defined by a correlation coefficient (13), is modelled as a polynomial function of the inverse wind speed (14). This dependence on wind speed was found to fit the data well and could be explained by the structure of models for the bin-bin (“fast time”) covariance (e.g. equation (41) in Garrison (2016) or equation (29) in Martin et al. (2014)).

Our basic approach is to estimate arrays of coefficients, $p, q, a, b, c$, which best fit the functions (12) and (14) to a month of CYGNSS Level 1 v2.1 DDM data (June 2017), encompassing the expected range of geometry and surface conditions. 10-meter ocean surface wind speeds provided by the ECMWF ERA5 reanalysis (ECMWF, 2020) in a 0.25° latitude-longitude grid were used as the reference. The ECMWF ERA5 reanalysis winds were interpolated linearly in time and space to the specular point of each DDM. Given the approximate velocity of a CYGNSS specular point on the earth surface of around 6 km/s (Ruf et al., 2016), and approximating the DDM covariance matrix as constant over scales equal to the effective ECMWF model resolution (150 km, (Stoffelen and Marseille, 2018)), batches of 25 sequential DDMs were used to compute the sample covariance. The satellite geometries, transmitter power, and antenna patterns were also assumed to remain constant within the corresponding 25 second time period. Such small batches of data will result in a large uncertainty in the individual covariance estimates. However, combining a large number of these batches together to estimate a small number of parameters defining the empirical model in (12) and (14) is expected to average out the uncertainty in the individual sample covariances.

The following quality control (QC) tests were applied to the data used to compute the covariance matrices:

- The “quality_flags” variable in the CYGNSS Level 1 data for each DDM is zero.
- The signal-to-noise ratio (SNR) for each DDM is larger than 3 dB.
- The minimum of wind speeds for each batch is larger than 3 m/s. This is to avoid the impact of the swell and coherent scattering (Huang et al., 2020a).
The range of wind speeds for each batch is less than 10% of the average wind speed for the batch. This is to confirm that the wind speed almost remains the same during the time of a batch, in case there is a high variational wind condition.

In contrast to the QC approach defined in section 3.4 for DA, we did not set requirements on the relative power difference or correlation coefficient. A total of 119193 DDM batches in June 2017 passed these QC tests.

The contribution of thermal noise was assumed constant in time and independent of the delay-Doppler coordinate. An average of the sample variances for the first two rows (assumed not to contain and reflected signal) was used to compute a value of $\hat{\sigma}^2_n = 9.576 \times 10^{-38}$ W$^2$.

The sample variance for the $i$-th delay-Doppler coordinate of the DDM, $\hat{\sigma}^2_i$, was computed for each batch as well. The thermal noise contribution was then subtracted to produce an estimate of the speckle contribution to the standard deviation,

$$\hat{\sigma}_{i,s} = \sqrt{\hat{\sigma}^2_i - \hat{\sigma}^2_n}.$$ (16)

Figure 9 shows scatterplots for the speckle noise contribution, $\hat{\sigma}_{i,s}$ vs. the DDM magnitude from all batches for two different delay-Doppler coordinates. Although there is large scattering on both figures due to the small sample size in each batch, a clear trend with DDM magnitude is visible. The best fit of equation (12), through estimating $p$ and $q$, is shown as the dashed black line on these figures. This model fitting was applied to all DDMs over discrete delay range [-1,10] and Doppler range [-3,3], in samples defined relative to the specular point delay and Doppler. This provides $12 \times 7$ matrices, $P$ and $Q$, containing values of $p$ and $q$ for each sample of the DDM in delay-Doppler space.

A similar approach was applied to determine numerical values in the correlation coefficient model (14). The correlation coefficient at two different delay-Doppler coordinates, $(\tau, f)_i$ and $(\tau, f)_j$, was computed as

$$\hat{\rho}_{ij} = \frac{\hat{\sigma}_{ij}}{\hat{\sigma}_i \hat{\sigma}_j},$$ (17)

where $\hat{\sigma}_{ij}$ is the sample covariance of the DDM at $(\tau, f)_i$ and $(\tau, f)_j$, computed from the same 25-member batch as $\hat{\sigma}_i$ and $\hat{\sigma}_j$.

Figure 10 shows scatterplots of the correlation coefficient between at the (0,0) and (1,0) delay-Doppler coordinate vs incidence angle (a) and wind speed (b). These figures show little dependence on the incidence angle, but an evident dependence on the
FIGURE 10  Correlation coefficient between the DDM at the specular point (0,0) and that sampled at (1,0), versus incidence angle (a) and wind speed (b). The color scale indicates the density of the points. The black dashed line shows the best fit of equation (14).

wind speed. Scatterplots generated at different delay-Doppler coordinates all show similar patterns, supporting our assumption that the correlation coefficient does not strongly depend on SNR, DDM power magnitude, transmitter EIRP, or receiver antenna gain (not shown), but does exhibit some dependence on wind speed. These sensitivity studies were used to determine the form of (14). The black dashed line on Figure 10(b) shows the fitting of this function to the data. This approach was applied to every pair of DDM observables over the delay range [-1,10] and Doppler range [-3,3]. Fitting the model produces (84 × 84) symmetric matrices, \( A, B \) and \( C \) containing the three coefficients defining the model in (14). Diagonal values of \( A \) are all ones and diagonal values of \( B \) and \( C \) are all zeros.

Numerical values for matrices, \( P, Q, A, B \) and \( C \) are provided as supplemental material.